1 B 2 state of SO 2 has a double-minimum potential in the antisymmetric stretch coordinate, such that the minimum energy geometry has nonequivalent SO bond lengths. However, low-lying levels with odd quanta of antisymmetric stretch (b 2 vibrational symmetry) have not previously been observed because transitions into these levels from the zero-point level of theX state are vibronically forbidden. We use IR-UV double resonance to observe the b 2 vibrational levels of theC state below 1600 cm −1 of vibrational excitation. This enables a direct characterization of the vibrational level staggering that results from the double-minimum potential. In addition, it allows us to deperturb the strong c-axis Coriolis interactions between levels of a 1 and b 2 vibrational symmetry, and to determine accurately the vibrational dependence of the rotational constants in the distortedC electronic state.
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I. INTRODUCTION

TheC
1 B 2 state of SO 2 , with origin at v 00 = 42, 573.45 cm −1 , has been the subject of extensive research. Early investigations by Duchesne and Rosen 1 assigned theC ← X band system to two overlapping electronic transitions, but subsequent work by Jones and Coon 2 and by Brand and coworkers 3, 4 provided evidence that the band system was due to a single electronic transition with unusual vibrational structure. Most notably, the antisymmetric stretching mode ν 3 of theC state appeared to have an uncharacteristically low fundamental vibrational frequency (∼212 cm −1 ), and to display an unusually large degree of anharmonicity. Further work by Brand and coworkers 3, 4 and Hallin and Merer 5 provided evidence that theC state has a double minimum potential in q 3 , with two equivalent minimum-energy configurations that exhibit unequal bond lengths.
Considerable evidence (including band origin isotope shifts, inertial defects, and centrifugal distortion constants) suggests staggering in the ν 3 progression and an anomalously low ν 3 fundamental frequency. 3 However, transitions to vibrational levels of theC state with odd quanta of v 3 (b 2 vibrational character) are forbidden from the ground vibrational level of theX state. Thus, direct observation of the staggering of low-lying levels with even vs. odd quanta of v 3 has not previously been reported. The locations of some of the dark b 2 vibrational levels had been inferred by fitting the strong c-axis Coriolis perturbations between the b 2 levels and the bright a 1 vibrational levels. [3] [4] [5] [6] Ivanco made an assignment of the ν 3 fundamental in low-resolution hot laser-induced fluorescence spectra, 7 but our work shows his assignment to be a) Electronic mail: barratt.park@mpibpc.mpg.de b) Electronic mail: rwfield@mit.edu
incorrect.
Recently, we analyzed the c-axis Coriolis perturbation in a vibrationally-excited level of theC state at 45,335 cm −1 -approximately 500 cm −1 below the dissociation limit-and we made rotationally-resolved observations of the nominally dark perturbing level that borrows intensity via the Coriolis interaction. 8 To our knowledge, this was the first direct high-resolution measurement on a b 2 vibrational level in theC state. However, this level lies ∼2756 cm −1 above theC-state origin, too high in energy to provide meaningful information about the asymmetry in the potential energy surface that gives rise to a 1 /b 2 level staggering near the bottom of the well. In the current work, we report high resolution spectra of b 2 vibrational levels of theC state below ∼1600 cm −1 of vibrational excitation, which we have recorded using IR-UV double-resonance fluorescence spectroscopy. This is the first of a three-part series. In this part, we report the staggered vibrational energy levels of the SO 2 C state, we perform a rotational analysis of the strong c-axis Coriolis interactions, and we determine the rotational constants and rotation-vibration constants. In part II of the series, 9 we fit the available data on thẽ C state (including rotational constants, rovibrational information, and isotopologue data) to an internal coordinate force field model. Using a two-step diagonalization procedure, we characterize a large number of highly mixed levels below 3000 cm −1 of vibrational excitation, and we calculate the anharmonic Franck-Condon factors for theC ←X absorption spectrum. We characterize anharmonically-induced interference effects in the vibronic transition intensities, similar to those recently characterized in theÃ →X emission spectrum of acetylene. 10 In part III of the series, 11 we discuss the vibronic mechanisms for the distortion in the SO 2C state. We propose a three-state interaction model, which suggests that the observed level pattern is sensitive to interaction with both a higher bound electronic state and a repulsive state. Furthermore, we model the dependence of level staggering on the bystander mode ν 2 , which is sensitive to the location of a conical intersection between theC state and the bound 2 1 A 1 state. Throughout the current work, we will use the notation (v 1 , v 2 , v 3 ) for the vibrational quantum numbers in the normal mode basis. In part II of this series, quantum numbers are given in a basis developed by Kellman and co-workers 12 for Fermi-interacting systems. Because of the strong 1:33 Fermi interaction, this basis provides a more accurate representation of theC-state vibrational levels. However, for the low-lying vibrational states discussed here, there is a one-to-one correspondence between the normal mode labels and the Kellman-type mode labels, so we use normal mode labels for simplicity.
II. SELECTION RULES
TheC state of SO 2 exhibits a small barrier at the C 2v geometry along the q 3 antisymmetric stretch coordinate. Thus there are two equivalent minimum-energy configurations with C s geometry. Despite this fact, it is convenient to treat the molecule in C 2v symmetry, in keeping with previous investigators. The barrier at C 2v is small and is an even function of q 3 , so there are no terms in the vibrational Hamiltonian that break the vibrational symmetries in the representations of C 2v . Therefore, the low-lying levels of theC state conserve a 1 (even quanta of v 3 ) and b 2 (odd quanta of v 3 ) vibrational symmetries, and the selection rule in theC ↔X spectrum is such that the vibrational symmetry remains unchanged.
Two mechanisms could plausibly destroy the vibrational selection rules. First, it is possible for vibronic interactions to cause vibrational dependence of the electric dipole transition moment (Herzberg-Teller coupling). Alternatively, c-axis Coriolis interaction in theC-state can cause mixing between rovibrational levels that differ in vibrational symmetry. Both effects have been invoked in the interpretation of dispersed fluorescence experiments from highly excited predissociated vibrational levels of theC state between 210-205 nm, from which the dispersed fluorescence includes transitions to both a 1 and b 2 vibrational levels of the ground electronic state.
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Brand et al.
14 propose that the most likely mechanism is Coriolis interaction, but Ray et al. 15 argue that the cold rotational temperature of their supersonic expansion rules out Coriolis interactions. In the current work, we observe nominally forbidden transitions that borrow intensity via Coriolis interactions at rotational quantum numbers as low as J = 2, so we do not believe that it is possible to rule out Coriolis interactions without first understanding the level structure. However, in the 210-205 nm region, theory predicts an avoided crossing between theC state and the repulsive 3 1 A state.
18-20
Therefore, it is possible that both rotation-vibration and vibration-electronic interactions give rise to a 1 /b 2 admixture in the 210-205 nm region. However, in the low-lying non-predissociated region below 2000 cm −1 of vibrational excitation, there is no evidence for vibronically allowed transition intensity. In the absence of rovibrational Coriolis interactions, the observed transitions strictly conserve the vibrational symmetry.
TheC
1 B 2 ←X 1 A 1 transition has an a-axis electronic transition moment, and obeys a-type rotational selection rules. However, as a consequence of oxygen atom nuclear spin statistics, only half of the rovibronic levels exist. The total wavefunction must be even with respect to interchange of the spin-zero oxygen nuclei. The nuclear spin component of the wavefunction is, by necessity, even. Table I summarizes the representations of the rotational and vibrational wavefunctions of SO 2 in the C 2v molecular group. Since the equivalent rotation for the (12) operation that exchanges the oxygen nuclei is C 2b , the total rotation-vibration-electronic wavefunction must therefore be either A 1 or A 2 . In the I r representation of the rotational wavefunctions, even (e) and odd (o) values of K a K c correspond to the C 2v molecular group representations as follows: Γ rot (ee) = A 1 , Γ rot (oo) = A 2 , Γ rot (eo) = B 1 , and Γ rot (oe) = B 2 . As a result, levels with A 1 or A 2 vibration-electronic character may only have ee or oo rotational wavefunctions and levels with B 1 or B 2 vibration-electronic character may only have eo or oe rotational wavefunctions. The consequence is that in the absorption spectrum from the a 1 ground vibrational state, the combination of vibrational selection rule and a-type rotational selection rule leads to a 1 (eo) ← a 1 (ee) or a 1 (oe) ← a 1 (oo) transitions, whereas in IR-UV experiments using a b 2 intermediate vibrational level, the transitions are of the type b 2 (ee) ← b 2 (eo) or b 2 (oo) ← b 2 (oe) . (Here, the a 1 and b 2 labels refer only to the symmetry of the vibrational part of the wavefunction.) When rovibrational levels of theC state are mixed via c-axis Coriolis interactions, intensity borrowing gives rise to nominally forbidden transitions of the type b 2 
III. EXPERIMENTAL A. Strategies for observing the b2 levels Prior to our IR-UV double resonance experiments, we attempted other schemes to observe the ν 3 fundamental of theC state, including hot-band pumping, using a vibrationally hot (but rotationally cold) expansion from a heated nozzle. This approach proved to be difficult, because, although the antisymmetric stretching mode ν 3 has the lowest fundamental vibrational frequency in thẽ C state (212 cm −1 ), it has the highest fundamental vibrational frequency in theX state (1362 cm −1 ). The maximum population in theX(0, 0, 1) level does not occur until a vibrational temperature of ∼1200 K is reached, at which temperature the population inX(0, 0, 1) is only 5%. It is even more unfortunate that the much stronger C(0, 0, 0) ←X(1, 0, 0) hot band lies within 2 cm −1 of the desiredC(0, 0, 1) ←X(0, 0, 1). Thus, it was difficult to identify hot band transitions to theC(0, 0, 1) level. IR-UV double resonance proved to be a much more effective technique. We chose theX(1, 0, 1) state as the IR intermediate because of the strength of thẽ X(1, 0, 1) ←X(0, 0, 0) IR transition at 2500 cm −1 .
B. Experimental details
The experimental apparatus for the IR-UV measurements has been described previously, 21 so we give only a brief summary of our apparatus, but we expand on details unique to the SO 2 experiment. Tunable IR radiation was produced by difference frequency generation in a LiNbO 3 crystal pumped by an injection-seeded Nd:YAG laser (Spectra-Physics PRO-270) at 1064 nm and a tunable dye laser (Lambda Physik FL2002) operating at 840 nm (LDS 821 dye), which was pumped by the 2nd harmonic (532 nm) output of the same Nd:YAG laser. We obtained an IR pulse energy of ∼400 µJ at 2500 cm −1 . To ensure resonance of the IR frequency with transitions in theX(1, 0, 1) ←X(0, 0, 0) band, absorption signals were monitored in a photoacoustic cell containing 15 Torr of neat SO 2 at room temperature.
The grating-limited IR spectral width of 0.1 cm −1 is not sufficiently narrow to ensure selection of only a single rotational eigenstate as the IR-UV intermediate. Thus, our double resonance spectra contain features from intermediate levels populated via several nearby IR transitions. We used the relatively sparse R branch of thẽ X(1, 0, 1) ←X(0, 0, 0) transition to minimize excitation of these "extra" intermediate levels, but typically more than one K a rotational level was excited by the IR laser. We used this to our advantage to collect double resonance spectra via the various K a sub-bands simultaneously. For each J, the IR laser was typically broad enough to excite transitions with K a =0-3. Because the IR spectrum is well understood, it was straightforward to predict the K a levels as well as any other spurious levels that were populated by nearby IR transitions. An overview of transitions that were excited in our typical IR pump schemes may be found in Table S .II of the Supplementary Material.
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To generate the UV photon, the 355 nm third harmonic of the same Nd:YAG laser used in the IR generation pumped a second dye laser (Lambda Physik FL3002E) to produce tunable laser radiation over the range 480-497 nm (Coumarin 480 or 503). This output was frequency doubled in a β-barium borate crystal and a small portion of the fundamental was passed through a heated 130 Te 2 vapor absorption cell for frequency calibration. An intracavity etalon reduced the spectral width to 0.04 cm −1 , and, after frequency doubling, the UV power was approximately 100-200 µJ/pulse. The IR and UV beams were counter-propagated through a molecular beam chamber. As a single Nd:YAG laser generated both pulses, their relative arrival times at the chamber could be controlled only by adding a delay line to the UV beam path. The length of the delay line was chosen such that the UV pulse arrived 15 ns after the IR pulse.
The IR and UV pulses interacted with an unskimmed supersonic jet of 0.1% SO 2 in He, expanded through a General Valve (Series 9, d = 1.0 mm). The jet was backed by a pressure of 1 atm, and the chamber operated at ∼1×10 −5 Torr average pressure while under gas load. The IR and UV radiation intersected the jet at a distance of 2 cm from the nozzle. A Hamamatsu R375 photomultiplier tube collected the laser-induced fluorescence at an angle mutually perpendicular to the laser path and molecular beam, using f /1.2 collection optics and a UG-11 filter to block laser scatter. The IR and UV lasers were sent through a set of baffles, described in Ref. 21 , to minimize light scattered onto the detector. The photomultiplier tube signal was split and one line was input to a 30 dB low-noise voltage amplifier (Femto DHPVA-200) to increase the sensitivity and dynamic range of detection. The fluorescence decay was recorded on an oscilloscope and had a lifetime of typically 40 ns. For each ∼0.018 cm −1 frequency resolution element, the fluorescence signal was averaged for 20 laser shots. The fluorescence spectrum was obtained by integrating the first 30 ns of fluorescence decay. 
IV. ROTATIONAL STRUCTURE AND CORIOLIS INTERACTIONS
Because the effective ν 3 frequency is depressed in thẽ C state (particularly at low vibrational excitation), it is brought into near resonance with ν 2 . This results in closely spaced sets of levels with conserved quanta of v 2 +v 3 , which are coupled via c-axis Coriolis interactions, resulting in admixture of a 1 and b 2 vibrational charac-ters. In the basis of harmonic vibrational wavefunctions and signed-k symmetric top rotational wavefunctions, the form of the resulting lowest-order matrix element is
where
23 ≈ 0.93 in the harmonic approximation. c-axis Coriolis interactions between ν 1 and ν 3 are also possible:
and the sum rule |ζ
13 | 2 = 1 applies. However, this latter interaction is relatively unimportant because the energy denominator for the interaction is large. The matrix elements (1)- (2) are added to the rigid rotor Hamiltonian matrix elements in the same basis,
and the resulting matrix is diagonalized to obtain the rovibrational energies. Because theC state is highly anharmonic, we do not attempt to describe the interactions in terms of a global ζ (c) 23 parameter. Instead, we assign each set of levels an effective interaction strength t
(1) to give matrix elements of the form
Following the notation of Ref. 5, we use t
m for the rotationally independent prefactor of the vibration-rotation matrix element, where m gives the power of the rotational operator(s), J α , and n gives the combined power of the vibrational momentum and position operators, p k and q k , in the matrix element. In fitting our IR-UV data, acquired under supersonic jet expansion conditions with T rot ≈ 10 K, it was not necessary to include the effects of centrifugal distortion. However, in fits incorporating data from Ref. 5 , acquired at dry ice temperature, we include quartic centrifugal distortion terms, using Watson's A reduction in the I r representation.
23 Table II lists the effective rotational constants obtained from a fit to each vibrational level individually, ignoring Coriolis interactions. As noted by Hallin 5 and Yamanouchi et al., 6 many of the levels are rotationally perturbed, as suggested by the wide range of C rotational constants, large magnitudes of the inertial defect, and average fit errors much larger than the frequency calibration uncertainty (∼0.02 cm −1 ). A large positive or negative inertial defect, respectively, is a signature of a c-axis Coriolis perturbation from a higher lying or lower lying level. Throughout this work, we calculate the lowerstate term energies from the parameters of Refs. 24 and 25 for theX(0, 0, 0) andX(1, 0, 1) levels, respectively.
A. TheC(0,0,1) level
The IR-UV spectrum to the v 3 = 1 level is shown in Figure 1 . The rotational structure of the ν 3 fundamental band of theC state does not appear to be significantly perturbed. The inertial defect of 0.862 amu·Å 2 is similar to that of the zero-point level (0.361 amu·Å 2 ) and the average error obtained in fitting the rotational structure (0.017 cm −1 ) is smaller than the laser calibration uncertainty, so we conclude that for the J and K a values observed in our jet cooled spectra, there are no significant Coriolis interactions. The nominally allowed interaction via Eq. (5) is with the (0,1,0) level, which lies 165 cm −1 higher in energy, so we do not expect any significant interactions at low rotational quanta via the t Hallin noted a large inertial defect and a large average error in his fit to the effective rotational constants of C(0, 0, 2) (see Table II ) and surmised that the perturbed rotational structure was the result of Coriolis interactions withC(0, 1, 1), which had not been directly observed at that time. He performed a fit to the (0,0,2) rotational structure to obtain the term energy of (0,1,1) and its t (2) 1 matrix element for c-axis Coriolis interaction with (0,0,2).
5 (See Table III .) We have reanalyzed the interaction using Hallin's data and our direct observations on (0,1,1). Because Hallin's spectrum was recorded at dry ice temperature (T = 195 K), while our spectrum was recorded in a supersonic jet expansion (T rot ≈ 10 K), the data set for (0,0,2) extends significantly higher in J and K a than does our data set for (0,1,1). As a result, our attempts to fit to both the centrifugal distortion constants and the Coriolis matrix element simultaneously led to large correlations between the parameters. Therefore, we constrained the ∆ J and δ J centrifugal distortion constants of (0,0,2) and all quartic centrifugal distortion constants of (0,1,1) to reasonable values (those of thẽ C(0, 0, 0) level). Even with this constraint in place, significant correlation (> 0.99) remained between the C constants and the t
1 matrix element. We therefore used the inertial defects to impose a constraint on the C rotational constants.
The inertial defect, ∆ = I c − I a − I b , should be zero for a planar rigid rotor. However, in a vibrating, rotating planar molecule, it is different from zero as a result of Coriolis, vibrational, centrifugal distortion, and electronic contributions:
Harmonic expressions for the last three terms of Eq. (6) were derived by Oka and Morino for triatomic C 2v molecules. 26 In theC state of SO 2 , we expect the electronic contribution to be negligible, and we expect the contribution of ∆ CD to be approximately an order of magnitude smaller than the contribution of ∆ vib . Hallin assumed that ∆ Cor was the primary contribution to Eq. (6), so he constrained the C rotational constants with the requirement ∆ = 0 in order to reduce correlation in his fit between the Coriolis interaction matrix elements and the rotational constants. 5 However, the expected values of ∆ vib for the (0,0,2) and (0,1,1) levels are 0.58 and 0.69 amu·Å 2 , respectively, so the ∆ vib contributions are not negligible relative to the contributions of ∆ Cor (approximately 4.05 and −2.56 amu·Å 2 , respectively). Therefore, we obtain smaller fitting error and better determination of fit parameters when we instead constrain the C rotational constants with the requirement ∆ = ∆ vib . That is, we constrain the fit so that our deperturbed rotational constants retain the expected contribution of vibration to the inertial defect, but we remove the contribution from Coriolis interactions and centrifugal distortion, which are explicitly included in the fit model. We obtain the value of ∆ vib from our force field fit, described in Part II of this series. 9 We ignore effects from the interaction of (0,1,1) with (0,2,0) because the energy denominator is large (∼170 cm −1 ) and is not expected to make a significant contribution to the low-lying rotational energy levels that we observe. The resulting fit, given in Table III , to a com- P (2) R (1) R (2) R (3) R (4) q R 2 (J) (eʹ′) q R 2 (J) (fʹ′) q P 0 (J) (eʹ′) q P 1 (J) (fʹ′) q P 1 (J) (eʹ′) X3 (1,0,1) pump: R(5) ) has been added to the frequency axis. The unamplified signal channel is shown as upward peaks (red) and the amplified signal channel is shown as downward peaks (blue). The main q P and q R branches are labeled, and the e and f labels refer to the e/f symmetry of the upper state. For simplicity of presentation, the weaker q Q branches and ∆Ka = 2 transitions are not labeled. The IR pump transition used in each trace is shown on the left-hand side. There were typically several Ka levels populated at each IR pump transition frequency (see Table S .II of the supplementary material).
22
bined data set of 542 lines has an average error of 0.030 cm −1 and no correlations greater than 0.75. The observed origin of (0, 1, 1) is approximately 10 cm −1 lower than the fit value obtained by Hallin, and our observed (0,1,1) A rotational constant is significantly larger. The A constants we obtain for (0,1,1) and (0,0,2) are in better agreement with physical expectations, because we expect the A constant to increase when one quantum of stretching excitation is exchanged for one quantum of bending excitation.
Upon inspection of our fit, we noticed some anomalies in the K a = 9-11 stacks of (0,0,2), which resemble a local perturbation. A reduced term value plot in Fig. 2 highlights the perturbation. The perturbation follows a regular pattern and appears to have a rotational dependence. It appears to affect J = 17-18 of K a = 9 with a magnitude of ∼0.2 cm −1 , J = 23-27 of K a = 10 with a magnitude of ∼0.5 cm −1 , and J ≥ 27 of K a = 11 with a magnitude of at least 0.5 cm −1 . (The data set does not extend past J = 30.) Coincidentally, the perturbations occur close in energy to predicted levels of (0,1,1) with the same value of J, but differing by two units of K a . However, a ∆K a = 2 interaction between (0,0,2) and (0,1,1) is rigorously forbidden because the levels in question have opposite parity. Since there are no other nearbyC-state vibrational levels, we conclude that the local perturbation-if it is not an artifact in the data of Ref.
5-could only arise due to interaction with a dark level belonging to a different electronic state. Quantum beats have been observed (in the current work) inC(0, 2, 1), and have also been reported in a number of higher lying vibrational levels. 27 An apparent local perturbation in the J KaKc = 7 16 rotational level of the higher-lying b 2 vibrational level at 45328 cm −1 , with a magnitude of ∼0.4 cm −1 has also been observed. 8 However, we are unaware of local perturbations to otherC-state levels that follow similar J and K a dependence. Therefore, without additional information, we cannot with certainty invoke a specific interaction with a different electronic state. Unfortunately, the original spectrum ofC(0, 0, 2) with (0,1,1) . The shifts at the apparent avoided crossings also increase faster than
1/2 , which makes them appear like an interaction with ∆K a > 1 . It therefore seems that the perturbations had unfortunate consequences for the analysis in Ref. 5 , where the avoided crossings may have been misinterpreted as Coriolis interactions with (0,1,1), leading to an incorrect determination of the (0,1,1) origin. Since we are unable to identify the origin of the perturbation, we have excluded the perturbed rovibrational levels from the fit given in Table III. C. TheC(0,0,3), (0,1,2), (0,2,1), and (1,0,0) levels
The reduced term value plot in Figure 3 shows the rotational structure of theC(0,0,3), (0,1,2), (0,2,1), and (1,0,0) levels. The (0,0,3), (0,1,2), (0,2,1), and (0,3,0) levels comprise the next higher set of states that nominally interact via ζ (c) 23 interactions. The first three of these states are within < 50 cm −1 of their neighbors, but (0,3,0) is higher in energy by ∼170 cm −1 , and interactions with (0,3,0) are insignificant at low rotational temperatures. Hallin observed the (0,1,2) and (1,0,0) levels and deduced the term value and rotational constants for (0,2,1) by deperturbing the Coriolis interactions. 5 Hallin used a model that included not only the ζ (c) 23 interaction between (0,1,2) and (0,2,1), but also a higher-order ζ 1,1 ). An apparent rotationally-dependent local perturbation occurs in the measured (0,0,2) levels. However, the perturbation cannot arise from the nearby ∆Ka = 2 crossings, because the levels in question have opposite parity. Since there are no otherC-state vibrational levels in this region, the interaction most likely comes from a dark perturbing level of a different electronic state.
and (1,0,0).
Our initial attempts to fit simultaneously the origins, rotational constants, and Coriolis interactions to the combined data set were unsuccessful, largely because our jet cooled spectra do not extend as high in J and K a as Hallin's dry ice temperature spectra. The fit was compromised by interactions occurring at high J, K a , preventing the low J, K a data from being fit adequately. However, we believe the interactions are better determined at low J, K a , because we have a complete set of observations of the interacting levels. At high J, K a , there is significant uncertainty as to the relative contributions from Coriolis interaction and centrifugal distortion to the level structure. Without high J, K a data from the perturbing b 2 vibrational levels, it is difficult to disentangle the effects.
We therefore adopted a two-step scheme for fitting the interactions. In the first step, we fit only the term values with J ≤ 20 and K a ≤ 6. There were large correlations between the rotational constants and the Coriolis parameters, so we again imposed a constraint on the inertial defect, setting the C constants of each level such that ∆ = ∆ vib obtained from our force field. We then constrained the Coriolis interaction parameters and the rotational constants of (0,0,3) and (0,2,1) to the values obtained from this J ≤ 20 and K a ≤ 6 fit, and we floated the rotational constants of (0,1,2) and (1,0,0) in a fit to the complete data set. The quartic centrifugal distortion constants were constrained to reasonable values. The average error for the (0,1,2) level was unreasonably large, especially at high J. We therefore floated the ∆ J and δ J centrifugal distortion parameters for this level and obtained significantly better agreement.
Our fit results are compared with the fit from Ref. 5 in Table IV . The average error of our combined fit to 871 line positions (0.073 cm −1 ) is significantly larger than the calibration uncertainty (∼0.02 cm −1 ). The average error for the (0,2,1) and (0,0,3) data observed in the current work was reasonable (0.021 and 0.014 cm −1 , respectively). There is a near degeneracy between the K a = 5 stack of (1,0,0) and the predicted location of the interacting K a = 6 stack of (0,2,1) that is not reproduced well in our fit, presumably because of uncertainty in the high-K a level structure of (0,2,1). We therefore omitted the (1,0,0) K a = 5, J ≥ 6 data from our fit and obtained an average error of 0.042 cm −1 for the (1,0,0) line positions. Most of the fit error comes from the (0,2,1) level, which has an average error of 0.102 cm −1 . We tried a number of solutions, such as varying the centrifugal distortion constants of (0,1,2) and (0,2,1), and introducing higher order Coriolis interactions. However, none of our attempts to improve the (0,1,2) fit quality led to a well-determined set of physically realistic constants, so we chose not to float any additional parameters in the Hamiltonian. The unexpectedly high value of ∆ J obtained in our fit may not be physically realistic, but rather partially absorbs other unknown effects not included in our model.
Comparing our fit to that from Ref. 5 , we find Hallin's determination of the (0,2,1) origin to be impressively accurate (within ∼2 cm −1 ), considering that no transitions to (0,2,1) had been observed at the time. However, we believe that the Coriolis interaction of (0,1,2) with (0,0,3) makes an important contribution to the rotational structure and cannot be neglected. The likely importance of such an interaction is indicated by the relatively large positive inertial defect in the effective rotational constants of (0,0,3). (See Table II .) The nonrotationally dependent t (4) 0 matrix element reported by Hallin between the (0,1,2) and (1,0,0) levels effectively absorbs some of the effects of Coriolis interaction with (0,0,3). We tried including this perturbation in our fit, but we did not determine it to be statistically different from zero and it did not significantly improve the quality of the fit. The disagreement in the (0,1,2) and (1,0,0) origins between our fit and Hallin's arises from the inclusion of this non-rotationally dependent interaction. One notable difference between the two sets of fit parameters in Table IV is that our value of the t (Table  IV) . Experimental data from the (0,0,3) and (0,2,1) levels are obtained in the current work. Data from the (0,1,2) and (1,0,0) levels is taken from Ref. 5. these two levels have an opposing effect on the effective C rotational constant of (0,1,2). Thus, it is not surprising that the inclusion of (0,0,3) in our fit allows the fitted t (2) 1 interaction between (0,1,2) and (0,2,1) to be stronger. Based on harmonic oscillator matrix element scaling arguments (Eq. 1), we believe our matrix elements are more physically reasonable than Hallin's, because they show the expected increasing trend with increasing vibrational quantum numbers, whereas Hallin's reported matrix element for the (0,1,2):(0,2,1) interaction is smaller than the reported matrix element for (0,2,0):(0,1,1). Our determination of the t The a 1 levels (0,0,4) and (0,2,2) were observed in the one-photon LIF spectrum recorded by Yamanouchi et al. 6 We have observed the nearby b 2 levels (0,1,3), (1,0,1), and (0,3,1) via IR-UV double resonance. The reduced term value plots of the lowest three levels in this region are shown in Figure 4 . The origins of the (0,1,3) and (0,0,4) levels are only ∼7 cm −1 apart and these levels interact strongly via the c-axis Coriolis matrix element. As a result, we observe nominally forbidden transitions to (0,0,4) in our IR-UV double resonance spectra. In particular, there is a pathological near-degeneracy between the K a > 3 sub-bands of (0,0,4) with the K a − 1 sub-bands of (0,1,3) . The K a = 3 sub-band of (0,0,4) interacts with both K a = 0 and K a = 2 of (0,1,3). The K a = 4 sub-band of (0,0,4) interacts with K a = 3 levels of (0,1,3) at low J, but is pushed down in energy toward an avoided crossing with K a = 1 levels of (0,1,3) at J ≈ 10. Our fit predicts that the K a = 5 sub-band of (0,0,4) overtakes the K a = 4 sub-band of (0,3,1) so that above K a = 5, the energy ordering is reversed and the (nominally) K a = 5 sub-band of (0,0,4) is pushed up in energy by the Coriolis interaction. However, the levels are strongly admixed, so the nominal labels for (0,0,4) and (0,1,3), K a > 4 given in Figure 4 are not very good descriptions of the eigenstates. For example, the zero-order J = 5 levels of the interacting K a = 4-5 sub-bands are separated by only 0.26 cm −1 and interact with a matrix element of 1.09 cm −1 , leading to nearly 50:50 admixture of the basis states. Most of our rotational assignments for the (0,0,4) level were not reported in the one-photon LIF study, 6 presumably because c-axis Coriolis perturbations made rotational assignment of the congested LIF spectrum challenging. However, these levels borrow sufficient intensity to be observed and assigned in our IR-UV spectra. We have included data from both the LIF and IR-UV spectra in our fit.
The (1,0,1) level lies only 10 cm −1 higher than (0,1,3), but its rotational structure is not significantly perturbed at low J and K a , as indicated by the small error and moderate inertial defect in the effective rotational constant fit reported in Table II . We expect any Coriolis interaction between (1,0,1) and (0,0,4) to arise primarily from Fermi admixture of (1,0,1) with (0,1,3) which would then couple (1,0,1) to (0,0,4) via ζ c 23 , but we do not have sufficient high-J data to observe this higher-order interaction. Therefore, we neglect rotationally dependent interactions with (1,0,1) in our fit. We do, however, find that it is necessary to include all three ζ 1,3) . We therefore do not expect significant Coriolis interactions with (0,4,0) at low J.
The results of our fit to the rotational constants and caxis Coriolis matrix elements for (0,0,4), (0,1,3), (0,2,2), and (0,3,1) are shown in Table V . The C constants and the Coriolis matrix elements were highly correlated (0.999). Therefore, we constrained the C constants in the manner described in Section IV B, ignoring the ∆ CD contribution from centrifugal distortion. With this constraint in place, there were no correlations larger than 0.78 in magnitude.
E. TheC(0,0,5) level A reduced term value plot of the observed (0,0,5) rotational levels is shown in Figure 5 . The (0,0,5) level has a strong c-axis Coriolis interaction with (0,1,4). The (0,1,4) rotational levels reported by Yamanouchi et al. 6 are also shown in the figure. We attempted a fit to the rotational constants and Coriolis matrix element between (0,0,5) and (0,1,4). Although we can fit the data to within ∼0.025 cm −1 , the fit parameters we obtain are unreasonable for several reasons. Both (0,0,5) and (0,1,4) exhibit unreasonably small C constants (0.238 and 0.161 cm −1 , respectively) and large positive inertial defects (6.40 and 41.8 amu·Å 2 , respectively). Furthermore, the t
1 matrix element that we obtain (0.20 cm −1 ) was much smaller than expected. Placing a constraint on the inertial defects leads to divergence of the fit. It is therefore necessary to include (0,2,3) and its c-axis Coriolis interaction with (0,1,4). We did not record the spectrum of this level, because it falls just outside of the range that we observed. However, we are able to predict that the (0,2,3) origin lies at 1610 cm −1 using our force field (described in Part II of this series) and we predict a reasonable set of rotational constants for (0,2,3) by adding the rotational constants of (0,1,3) and (0,2,0) and subtracting those of (0,1,0). We constrain the origin and rotational constants of (0,2,3) but float the Coriolis matrix element with (0,1,4). We also constrain the C constants of (0,0,5) and (0,1,4) so that ∆ = ∆ vib , as described in Section IV B. The parameters obtained from our fit are listed in Table VI and the fit is shown in Figure 5 . Despite the relatively strong Coriolis interactions, we do not observe any a 1 levels via intensity borrowing in our IR-UV spectra. One noticeable feature in the reduced term value plot is a weakly avoided ∆K a = 3 crossing between the K a = 0 sub-band of (0,1,4) and the K a = 3 sub-band of (0,0,5), which leads to a slight distortion in the rotational structure at J = 5. Our fit parameters predict severe interactions between the K a = 4 sub-band of (0,1,4) and the K a = 3 sub-band of (0,2,3), due to a near degeneracy, but this is sensitive to the exact (0,2,3) origin, which has not been measured. Table V and from the (1,0,1) rotational constants given in Table II . For the (0,0,4) level, experimental data is included from both the one-photon LIF spectrum of Ref. 6 (open diamonds) and from our current double-resonance work (filled circles), where we observe transitions that borrow intensity via c-axis Coriolis interactions.
F. Summary of rotational parameters derived in this work
Tables VII and VIII provide a summary of the deperturbed vibrational origins and rotational constants obtained from the current work for the low-lying vibrational levels of theC state of SO 2 . In cases where the C constant was constrained via the inertial defects, we estimate the uncertainty in the C constant to be twice the uncertainty in the B constant. The dependence of the deperturbed rotational constants on the number of vibrational quanta in each normal mode is plotted in Fig- 23 -type Coriolis interactions, described above. We note that the effective (non-deperturbed) A eff , B eff , and C eff rotational constants shown in Table II deviate significantly from a linear trend in the (0, 0, v 3 ) progression. The fact that our deperturbed A, B, and C constants all follow a fairly regular trend with the (0, 0, v 3 ) vibrational progression provides support for the reasonableness of our fitting procedure. The variation in the A rotational constants for the (0, 0, v 3 ) progression may arise from the double-minimum potential energy surface, 28, 29 and the effect is reproduced by our force field. 9 The C constants of (0,1,0) and (0,0,1) are, respectively, higher and lower than the observed trends, partly because of a Coriolis interaction that we have not deperturbed, due to the lack of high-J data from (0,0,1) necessary to make a precise determination of the inter- The data shown in Figure 6 were fit in a weighted linear regression to determine the α A,B,C k constants, reported in Table IX . These constants are related to both the molecular structure and to the cubic force field parameters, so accurate determination of the α 3 values is important to the characterization of the double-minimum potential. We note also that the deperturbed C constant reported in Ref. 5 for the (1,0,0) level is nearly identical to the C constant for the (0,0,0) level, even though we expect all of the rotational constants to decrease as symmetric stretching quanta are added. We take this as evidence that the deperturbed constants obtained by Hallin may be distorted due to his choice of fit model, in which the inertial defect was constrained to zero.
For the progression in the bending vibration, the α A 2 constant is negative, indicating that the bending vibration experiences a softer potential at the wide bond an- (16) 1.95 (27) gle turning point than at the narrow bond angle turning point (because the A constant increases as the geometry approaches linearity). The α B 2 constant is positive because the straightening vibration displaces the oxygen nuclei away from the b-axis, but does not move the sul- Table IX. phur nucleus away from the b-axis. The α C 2 constant is approximately zero since the straightening vibration moves the oxygen nuclei away from the c-axis but moves the sulphur nucleus toward the c-axis and the effects approximately cancel.
Table X provides a summary of the c-axis Coriolis matrix elements obtained from our fits to the experimental data. For comparison, the predicted matrix elements from a harmonic force field are also listed. Although the experimentally-determined constants scale in a similar fashion as the harmonic prediction, the experimental numbers are all smaller than the harmonic prediction by ∼20-50%, and the discrepancy increases with energy. This discrepancy is not surprising in light of the profoundly anharmonic nature of theC state of SO 2 . In thẽ C state, ν 2 is relatively uncoupled, but modes ν 1 and ν 3 are strongly coupled by both Fermi (K 1/33 ) and DarlingDennison (K 11/33 ) interactions. Therefore, in the case of ζ (c) 23 -type interactions among levels with no excitation in ν 1 , we expect anharmonic effects to decrease the effective ζ (c) 23 strength. When there is no excitation in ν 1 , Fermi (or Darling-Dennison) resonances cause coupling to levels with one (or two) quanta of ν 1 and v 3 − 2 quanta of ν 3 . Because the interacting level has fewer quanta in ν 3 , it will have a smaller ζ (c) 23 constant and the anharmonic interaction will cause a decrease in the effective ζ (c) 23 . In Part II of this series, 9 effective Coriolis matrix elements between the anharmonic states are calculated from our force field and compared to the experimental values. 
V. VIBRATIONAL LEVEL STRUCTURE
In the observed vibrational origins given in Tables VII and VIII (and pictured in Fig. 1 of the third part of this series 11 ) it is evident that levels with a single quantum of ν 3 are significantly depressed in frequency. However, the degree of odd-even staggering rapidly decreases with increasing v 3 , indicating a low barrier at the C 2v geometry. The degree of staggering increases as quanta of v 2 are added, but decreases when one quantum of v 1 is added. The vibrational level structure will be discussed in detail in parts II and III of this series, where we report a newC-state force field 9 and discuss the mechanism of the vibronic distortions.
11
VI. CONCLUSIONS
We have observed the low-lying b 2 vibrational levels of theC 1 B 2 state of SO 2 via high-resolution IR-UV double resonance spectroscopy. For the low-J rotational levels observed in the supersonic jet expansion, all rotational structure can be fit using an asymmetric top Hamiltonian that incorporates perturbations from c-axis ζ 23 Coriolis interactions. In cases where high-J data from interacting a 1 vibrational levels was available, quartic centrifugal distortion terms are also included. After deperturbing the Coriolis interactions, the vibration-rotation constants are determined. With increasing vibrational energy, the effective Coriolis interaction matrix elements increasingly disagree with the harmonic scaling prediction, largely because of strong Fermi and Darling-Dennison interaction between ν 1 and ν 3 .
The measurements and rotational analyses reported here enable a much more detailed understanding of the vibronically distortedC state of SO 2 . Although the staggered ν 3 pattern had been inferred in prior work, 2-4 and the locations of some of the dark b 2 vibrational levels had been estimated from the Coriolis perturbations to bright a 1 levels, 5, 6 our work has shown that such analyses have sometimes led to inaccurate conclusions about the dark perturbing levels. For example, in the analysis of Ref. 5, the energy of (0,1,1) was overestimated by 11 cm −1 , and the failure to include interactions with (0,0,3) led to significant errors in the determination of the deperturbed rotational constants of (0,1,2). The observation of b 2 vibrational levels allows us to determine much more accurate rotational constants for both the b 2 and a 1 vibrational levels, because it enables direct deperturbation of the strong Coriolis interactions. In Part II of this series, 9 we describe an internal force field determination of the potential energy surface for theC state around equilibrium, and in Part III 11 we model the vibronic mechanism for the observed staggered vibrational level structure.
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