In this paper, an inexact Newton-type approach is proposed for solving inverse singular value problems. We show that the method converges superlinearly. This method can reduce significantly the oversolving problem of the Newton-type method and improve the efficiency. Numerical experiments is also presented to illustrate our results.
Introduction
Let {A i } n i=0 be n+1 real m-by-n matrices, m ≥ n. For any vector c = (c 1 , c 2 , . . . , c n ) T ∈ R n , we define
A(c) :=
and denote the singular values of A(c) by {σ i (c)} n i=1 , where σ 1 (c) ≥ σ 2 (c) ≥ · · · ≥ σ n (c) ≥ 0. The inverse singular value problem (ISVP) is defined as follows: Given n nonnegative real numbers σ * 1 ≥ σ * 2 ≥ · · · ≥ σ * n , find c * = (c * 1 , c * 2 , . . . , c * n ) T ∈ R n such that σ i (c * ) = σ * i for i = 1, 2, . . . , n.
The special ISVP was originally proposed by Chu [8] . In general, An ISVP concerns the construction of a structured matrix from its singular values. A general ISVP can be seen as an inverse problem, which arises in different applications such as the determination of mass distributions, orbital mechanics, irrigation theory, computed tomography, circuit theory, ect. [16, 20, 25] . For symmetric matrices, the ISVPs are essentially the same as the IEPs, which play an important role in many applications, see for instance [9, 10] and [11, 27] . Recently, there some different ISVPs have been considered such as the low rank update of singular values [7] and the ISVP in some quadratic group [22] . However, considering the rectangular matrices (i.e., the case when m ≥ n), the ISVP can naturally seen as the extension of the IEPs, which is a complicated but interesting topic for further study.
Even though the solvability issue for an ISVP is very complicated, the effective numerical algorithms for solving the problem can still be developed. The second method proposed in [8] is designed for the ISVP, which is essentially a Newton-type method applied the nonlinear system f (c) = σ * ,
where σ * = (σ * 1 , . . . , σ * n ) T , f : R n → R n is a nonlinear operator defined by f (c) := σ 1 (c), . . . , σ n (c) T , c = (c 1 , c 2 , . . . , c n )
In each Newton (outer) iteration of a Newton-type method, we need to solve an approximate Jacobian equation. If the dimension n is large, directly solving such a linear system will be very expensive. We can reduce the cost by using iterative methods (the inner iterations). Although an iterative method can reduce the complexity, it may oversolve the approximate Jacobian equation in the sense that the last tens or hundreds inner iterations before convergence may not improve the convergence of the outer Newton iterations [13] . The inexact Newton-type method aims to stop the inner iteration with the relative residual less than a given tolerance. By choosing suitable stopping criteria, we can reduce the total cost of the whole inner-outer iterations. In fact, the approximate Jacobian equation may be solved inexactly in order that the Newton method converges fast.
In this paper, we propose an inexact version of the Newton-type method for solving the ISVP. This approach is motivated by two recent papers due to Chan, Chung, and Xu [6] and Bai, Chan, and Morini [3] (see also [2] ). In [6] and [3] , the inexact versions of Methods II and III in [15] are provided for solving IEPs where the easily computable tolerances are derived for the Jacobian equation and the superlinear convergence is preserved. In our inexact method for the ISVP, we provide a new stopping tolerance which is available handily. We show that our inexact method converges superlinearly. Also, our method can minimize the oversolving problem of the Newton-type method in [8] as showed in the later numerical tests.
Finally, we point out that, in the practical implementation, we should combine the global methods (e.g. the homotopy method [1] , [11, pp. 46-47] , [27, pp.256-62] , and the the continuous method in [8, Section 2]), which converges globally but slowly, with our inexact iterative method. In these global methods, our inexact method is employed as the corrector step where a good start point is provided by the global strategies. This paper is outlined as follows. In Section 2 we recall the Newton-type method for solving the ISVP. In Section 3 we introduce our inexact version. In Section 4 we give the convergence analysis of our method. In Section 5 we report some numerical results. Finally, we give some concluding remarks in Section 6.
Throughout this paper, we will use some notations and definitions as follows. Let · and · F denote the Euclidean vector norm or its corresponding induced matrix norm and the matrix Frobenius norm, respectively. I is the identity matrix of an appropriate dimension. 
The Newton-type Method
In this section, we briefly recall the Newton-type method proposed by Chu [8] . For simplicity, we assume that all the singular values {σ * i } n i=1 are positive and distinct, i.e., σ
e. the set of all matrices in R m×n with singular values {σ * i } n i=1 . Then, solving the ISVP is equivalent to finding an intersection of G s (Σ * ) and A .
The Newton iterative approach in [8] is simply a generalization of Method III in [15] . Let c * be a solution of the ISVP. Suppose that
The new iterate c k+1 ∈ R n is determined by seeking a A -intercept A(c k+1 ) from a line that is tangent to the manifold G s (Σ * ) at Y k . To get the intercept, it is required to find two skew-symmetric matrices C k ∈ R m×m , D k ∈ R n×n and a vector c k+1 ∈ R n such that
By (4), we have
where
are two skew-symmetric matrices. We observe from (5) that the lower-right corner of size (m − n)-by-(m − n) in C k can be arbitrary. In [8] , these entries are set to be identically zeros, i.e.,
In fact, different allocations of these free entries have a direct effect on the convergence speed of the Newton-type method, see [4] . For 1 ≤ i = j ≤ n, by (5), we obtain the following equation
where p k i and q k i are the column vectors of P k and Q k , respectively. If the matrix J k is nonsingular, then we can solve (7) for the vector c k+1 .
Next, the skew-symmetric matrices C k and D k are obtained by comparing the "offdiagonal" entries in (5) 
For 1 ≤ i < j ≤ n, we get
[
This completes the intercept step. Finally, it remains to lift the intercept A(c k+1 ) back to G s (Σ * ). To do so, define the lift
where the orthogonal matrices P k+1 and Q k+1 are defined by
Here, S k and T k are the Cayley transforms
Overall we have:
Algorithm I: (The Newton-type Method)
, and the normalized right singular vectors
For
(a) Form the approximate Jacobian matrix J k by (8) and a k by (9) .
(b) Solve c k+1 from the approximate Jacobian equation (7) .
(c) Form the matrix A(c k+1 ) by (1) .
Compute the skew-symmetric matrices C k and D k by (6) and (10)- (12) .
This approach is showed to converge at least quadratically in the root sense in [4] . For the definition of root-convergence rate, see Section 3 or [21, Chapter 9] . We point out that in each outer iteration (i.e.
Step 2), we have to solve the linear equations (7) and (13)- (14) . If the dimension of the problem is large, one may reduce the computational cost by solving these equations iteratively. One may certainly expect to solve equations (13)- (14) iteratively with only a few iterations. This is because that both C k and D k converge to zeros, see [4, equation (44) ]. However, iterative methods may oversolve the approximate Jacobian equation (7) in the sense that, at each outer (Newton) step, the last tens or hundreds inner iterations may not contribute the convergence of outer iterations. To reduce the redundant inner iterations sharply is our goal in next section.
The Inexact Newton-type Method
In this section, we propose an inexact version of Algorithm I. To decrease the computational complexity, we use iterative methods to solve equations (7) and (13)- (14) . Especially, we solve equation (7) inexactly. That is, we will find an explicit stopping tolerance for (7), and then investigate the convergence of the resulted procedure.
For a general nonlinear equation h(x) = 0, the stopping criterion of inexact Newton methods is usually given in terms of h(x), see for instance [13, 14] . By (2), this will involve computing the exact singular values
of A(c k ) which are costly to compute. In this paper, we will replace
by the readily computational quantities as defined in (17) and (20) below. We will show in Section 4 that this replacement will retain the superlinear convergence.
Algorithm II: The Inexact Newton-type Method
Given c 0 , compute the singular values {σ
i (c 0 )} n i=1 , the orthogonal left singular vectors {u i (c 0 )} m i=1 and right singular vectors {v i (c 0 )} n i=1 of A(c 0 ). Let U 0 = [u 0 1 , . . . , u 0 m ] = [u 1 (c 0 ), . . . , u m (c 0 )], V 0 = [v 0 1 , . . . , v 0 n ] = [v 1 (c 0 ), . . . , v n (c 0 )], σ 0 = (σ 1 (c 0 ), σ 2 (c 0 ), . . . , σ n (c 0 )) T .
For
(a) Form the approximate Jacobian matrix J k and the vector a k :
(b) Solve c k+1 inexactly from the approximate Jacobian equation:
until the residual r k satisfies
(c) Form the matrix A(c k+1 ) given by (1) .
(e) Compute the skew-symmetric matrices H k and K k by
On Algorithm II, we give some remarks as follows. 
To guarantee the orthogonality of U k and V k , equations (18)-(19) cannot be solved inexactly.
However, we will see in Section 4 that both H k and K k converge to zeros as the initial guess c 0 is close to c * sufficiently (see (74)). Then the matrices on the left-hand sides of (18) and (19) approach to the identity matrices in the limits. Thus, we can expect to solve (18) and (19) precisely by iterative methods with just a few iterations.
Remark 3.2
In Algorithm II, the solution of (16) will be the costly step. In the next section, we will establish that the convergence rate of Algorithm II is equal to β given in (17) .
Convergence Analysis
In this section, we will present the convergence results for Algorithm II. In what follows, we suppose that the given singular values {σ * i } n i=1 are all positive and distinct. Let the singular value decomposition of A(c * ) be given by 
are all distinct and analytic. In this neighborhood, the function f (c) defined by (3) is analytic. Differentiating the relations
give rise to
Thus the Jacobian of f is given by
In this paper, we assume that the ISVP satisfies the conditions below:
i) There exists a solution c * such that A(c * ) has the given singular values {σ (22) is nonsingular.
To show our results, let c k be the kth iterate produced by Algorithm II. Partition Σ * , U (c * ) and U k as
where Σ * 1 ∈ R n×n , U 11 (c * ) ∈ R m×n , and U
11 ∈ R m×n . At the k-th stage, we define
Preliminary Lemmas
In this subsection, we prove some preliminary results which are necessary for the convergence analysis of our inexact method. We first give four lemmas that are shown in the literature. 
where σ k (B) denotes the kth largest singular value of B.
Lemma 4.2 [4, Lemma 2]
For any c,c ∈ R n , we have
E is nonsingular and
If the n-by-n skew-symmetric matrices H and K satisfy that
then we have
We now show the uniform invertibility of the approximate Jacobian J k defined by (15) .
Lemma 4.5 Let J k and J(c * ) be defined as in (15) and (22), respectively. Then We point out that the main difference between Algorithm II and Algorithm I is that we solve (16) approximately rather than exactly as in (7) . By comparing with (5), we see that the skew-symmetric matrices H k and K k and the vector c k+1 of Algorithm II should be defined by
. . , r k n ) ∈ R m×n with the vector r k given in (17) . In the following lemma, we estimate
, and K k−1 when the later quantities are sufficiently small. We mainly employ the equations (23) and (18)-(19) as our argument. In particular, by (18)- (19) , the new estimates of the matrices of the left singular vectors and the right singular vectors are given by
Now, multiplying the left-hand side and the right-hand-side of (23) by the factors (I +
where 
Proof: Let
Then by (18)- (19), we have
By Lemma 4.3, if H k−1 ≤ 1 and V k−1 ≤ 1, then we can write
Notice from (23) that
Then by (28)- (29), a simple calculation gives rise to
Thus if H k−1 , V k−1 , and σ k−1 − σ * are small enough, then by (30) and (17), we get
Equating the diagonal elements of (31) leads to
and by (17), we obtain
On the other hand, taking the difference between (23) and (31) yields
Now, based on (34), we will verify (24)- (27) . To show (24), we note that the diagonal equations of (34) give rise to
By the uniform invertibility of J k , we have
By (17), (33), and (35), we obtain (24). To get (25) , let
Noting that H k has the form
Then, by (34), we obtain H
By Lemma 4.4, it follows from (36) that
Next, by (37), we have H
This, together with (38), yields
By Lemma 4.2, it follows from (17), (24) , and (32)-(33) that
By (33) and (39)- (41), we get (25). Now we prove (26)- (27) . By lemma 4.3, it follows from (28) and (25) that
Finally, we estimate the errors in {u i (c k )} n i=1 and {v i (c k )} n i=1 in terms of c k − c * . 
R-Convergence Rate of Algorithm II
In the following, we show that the root-convergence rate of our method is at least β. Here, we recall the definition of root-convergence, see [21, Chap. 9] .
Definition 4.9 Let {x k } be a sequence with limit x * . Then the numbers
are the root-convergence factors of {x k }. The quantity
is called the root-convergence rate of {x k }.
First we prove that our method is locally convergent. Based on the results in Lemma 4.7, we use the mathematical induction and the similar strategies used in the proof of Lemma 4.7 to estimate the quantities Proof: Suppose that the matrices J k defined in (15) are uniformly invertible,
We note by Lemma 4.5 that if max{ E
} ≤ ξ, then the matrix J k defined in (15) are uniformly invertible.
Let
Next, we will use the mathematical induction to prove that if c 0 − c * ≤ , where
then for each k ≥ 1, the following inequalities hold:
We first estimate σ 0 − σ * , H 0 , and K 0 in terms of c 0 − c * . By Lemmas 4.1 and 4.2, we have
It is easily to know that
Taking the difference between (54) and (55) yields
The diagonal equations of (56) give rise to
By Lemma 4.8 and using (49), we have
Thus J 0 is nonsingular and J
−1 0
≤ c. Therefore, by (17), (53), and (57), we have
To estimate H 0 and K 0 in terms of c 0 − c * , let
Then, by Lemma 4.2 and using (17), (53), and (59), we have
By Lemma 4.3, we have from (28) that
Now, we verify that (50) holds for k = 1. From (58) and (68)- (69),
Next, we show that (51) holds for k = 1. By (48), (53), and (66)-(67),
If we let ϕ ≡ φ β β−1 , then by (49), we have
Thus by (70),
That is, (52) holds for k = 1. Now, we assume that (50)-(52) hold for all positive integer less than or equal to k − 1. We first prove that (50) holds for k. In fact, by (51), we have, for j = 1, 2, . . . , k − 1,
Then, by (72), (69), (58), and (71), we get
By the same argument, we can prove that U
To prove that (51) holds for k, we use (48):
To verify that (52) holds for k. By (73), we have
Thus we have proved that (50)-(52) hold for any k ≥ 1. Finally, we show the local convergence of the sequence {c k }. From (74), we have, for any integer m ≥ 1,
Similarly, we can show that
This shows that {c k }, {U k }, and {V k } are Cauchy sequences since ϕ ≤ 1 β < 1. Therefore, there exists a vector c † ∈ R n , two matrices
Remark 4.11
We remark that c † may not equal to the original solution c * , and U † and V † is not necessarily the same as U (c * ) and V (c * ), respectively, see for instance [4] .
We end this section by establishing the root convergence rate of our method. Based on the estimate of the sequence {c k } in (75), we can directly use the definition of the root convergence to derive the rate of the sequence {c k } as follows. Since ϕ < 1, let m → ∞ in (75), we have, for each k ≥ 1,
where ω = for x, where tol, itmax, P1 and P2, and x 0 denote the stop tolerance, the maximum number of iterations, the preconditioners, and the initial guess, respectively. For the system (16), we solve the linear system
by the QMR method with the stop tolerance tol being r k defined by (17) . To guarantee the orthogonality of the iterates P k and Q k and U k and V k , equations (13)- (14) and (18)- (19) are solved iteratively up to the machine precision (≈ 2.22 × 10 −16 ). To speed up the convergence, one may use the preconditioned QMR method for equations (7) and (16) . Here, we use Matlab-provided ILU (Incomplete LU factorization) preconditioner: LUINC(A,drop-tolerance) since the ILU preconditioner is one of the most versatile preconditioners for unstructured matrices [12, 18] . For all the three problem sizes, we set the drop tolerance to be 0.01. Also, we remark that we only try to illustrate that preconditioning can be incorporated easily. We are not attempting to find the best preconditioners for these systems.
We use c k , the iterant at the kth Newton iteration, as the initial guess for solving the approximate Jacobian equations (7) and (16) iteratively in the (k + 1)th outer iteration. In Algorithm II, the stopping tolerance for (16) is given in (17) . Since Algorithm I is the exact version of Algorithm II, (7) should be solved iteratively up to the machine precision. Here, we try to use a large value 10 −14 as the stopping tolerance for (7), and compare the two algorithms. When the problem size is larger, the stopping tolerance for (7) should be smaller or even up to the machine precision so that the outer iteration converges. The outer iterations of Algorithms I and II were stopped, respectively, when
We now report our experimental results. Table 1 lists the total numbers of outer iterations N o averaged over ten tests, the average total numbers of inner iterations N i required for solving the Jacobian equations in Algorithms I and II. In particular, 'I' and 'P' denote no preconditioner or the ILU preconditioner are used, respectively. For simplicity of demonstration, for Case c), we only display the numbers of outer and inner iterations with the ILU-preconditioner used. From Table 1 we see that N o is small for Algorithm I and also for Algorithm II when β ≥ 1.5. This confirms the theoretical convergence rate of the two algorithms. However, under small N 0 , Algorithm II for β ≈ 1.5 is more efficient than Algorithm I with respect to N i . We also note that the ILU preconditioner is effective for the Jacobian systems.
We point out that there is no theoretical guarantee for the selection of the optimal value of β though we have showed the superlinear convergence of our method. In practice, we may first try small β (e.g. between 1.5 and 1.6) while preserving the small out iterations. In addition, though the actual reduction of inner iteration numbers is not so much (e.g. the numbers of inner iterations vary from around 25.5 to around 13.3 in Case a) and from around 43.4 to around 23.0 in Case c)), our method have improved the computing speed very fast over the exact version. According to the well-known Moore's law, the computing speed of machines would double periodically approximately every 18 months. Compared with this, our method is already very efficient as expected.
To further illustrate the oversolving problem, we investigate the convergence history of Algorithms I and II for one of the tests when m = 100 and n = 60. Specifically, at each inner iteration, we computed the the Euclidean vector norm error e between the current approximation and its limits point c † (not necessarily the same as c * ). the logarithm of e versus the number of inner iterations for Algorithm I and Algorithm II with β = 1.5 and 2. We also mark the error at the outer iterations with special symbols. We observe from Figure 1 that our method converges faster than Algorithm I. Moreover, there is a significant oversolving problem for Algorithm I (see the horizontal lines between iteration numbers 77 to 158 and 168 to 273) whereas there are almost no oversolving for Algorithm II with β = 1.5. To show that it requires only a few iterations for solving the linear equations (13)- (14) and (18)- (19), we display in Table 2 the numbers of iterations required for convergence for these systems, averaged over the ten test problems for the cases of a) and b). We observe from Table 2 that the number of inner iterations required is small and decreases as the outer iteration progresses. Thus one can confidently solve these systems by iterative solvers without any preconditioning.
Next, we test one of the tests with the problem size m = 100 and n = 60 for varying initial guesses c 0 : the initial guess c 0 was formed by chopping the components of c * to 1) three decimal places; 2) two decimal places; 3) one decimal places. The numerical results are listed in Tables 3 and 4 , where Init., No., Ni., Res0., Res*., Tol0., and Tol*. stand for, respectively, the initial point used, the number of outer iterations, the number of inner iterations, the residual c k − c * at the starting point c 0 and the iterate when an algorithm converges, the residual σ(c k )−σ * at the starting point c 0 and the iterate when an algorithm converges (we set the maximal out iterations to be 20). Table 4 displays the residual σ(c k ) − σ * for Cases 1) and 2) throughout the outer iterations. It is obvious that the superlinear convergence occurs in practice. Also, Table 3 implies that a starting point c 0 should be in the domain of the convergence of an algorithm. Otherwise, the algorithm will be out of convergence. A friendly initial guess can be found by the global strategy as noted in Section 1.
Finally, we remark that we also retried the same tests with different iterative solvers (e.g. BiCG [26] and CGS [24] ) together with their ILU-preconditioned versions for solving the Jacobian equations. All these solvers behavior similar as the QMR method and its ILUpreconditioned version. Clearly, the ILU-preconditioner is not the best one. In general, the Jacobian matrices ( (7) and (16)) are nonsymmetric and dense, it needs further study to find a better preconditioner, see for instance [5] for this topic. 
Concluding Remarks
In this paper, we have proposed an inexact Newton-type method for the inverse singular value problem. We show that our inexact method converges superlinearly. The inexact version can minimize the oversolving problem of the Newton-type method and give a good tradeoff between the inner and outer iterations. We also present numerical experiments to illustrate our results.
Further work includes whether the proposed inexact Newton-type method can be extended to the ill-posed case, i.e., the given singular values affected by noise. 
