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An L2-theory on SPDE driven by Le´vy processes
Zhen-Qing Chen∗ and Kyeong-Hun Kim†
Abstract
In this paper we develop an L2-theory for stochastic partial differential equations driven by
Le´vy processes. The coefficients of the equations are random functions depending on time and
space variables, and no smoothness assumption of the coefficients is assumed.
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1 Introduction
In this article we study the L2-theory of stochastic partial differential equations of the following
type:
du =
(
∂
∂xi
(
aijuxj + b¯
iu
)
+ biuxi + cu+ f
)
dt+
(
σikuxi + µ
ku+ gk
)
dZkt (1.1)
given for t ≥ 0 and x ∈ Rd. Here {Zkt , k = 2, 1, · · · } are independent one-dimensional Le´vy
processes, i and j go from 1 to d with the summation convention on i, j, k being enforced. For
example, the second term in the right hand side of (1.1) should be understood as
∑
k≥1
(
d∑
i=1
aikuxi + µ
ku+ gk
)
dZkt .
The coefficients aij, bi, c, σik, µk and the free terms f, gk are random functions depending on (t, x).
Stochastic partial differential equations (SPDEs) of type (1.1) arise naturally in applications
when the objects are subject to randomness and high variability. The purpose of this paper is to
investigate the existence and uniqueness of pathwise solutions to (1.1) and to study the regularity
of the solutions.
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If Zkt are independent one-dimensional Wiener processes, then general L
p-theory of the equation
has been well studied. An Lp-theory of SPDEs with Wiener processes defined on Rn was first
introduced by Krylov in [7], and in [9] and [10] Krylov and Lototsky developed an Lp-theory of
such equations with constant coefficients defined on half space Rn+. Later in many articles (see [6],
[5] and references therein) these results were extended for SPDEs with variable coefficients defined
on bounded domains of Rn.
However very little is known when Zkt are general discontinuous Le´vy processes. In [2], existence
and uniqueness of weak (or martingale) solutions as well as pathwise solutions to the following SPDE
du = Audt+
n∑
k=1
gk(u)dZkt , (1.2)
driven by Le´vy processes is studied, where A is the generator of certain semigroup on a Hilbert
space H and gk, k = 1, · · · , n, are non-random maps from H to H that satisfy certain continuity
condition.
See the Introduction of [2] for a brief discussion on other related work SPDE driven by Poisson
random measure or stable noises, including [1, 3, 11, 12]. Note that maps gk, k = 1, · · · , n, in (1.2)
are non-random coefficients and are independent of t, while gk’s in (1.1) to be considered in
this paper are random and time dependent but are given a priori that do not depend on solution
u. Moreover no derivatives of the solution u appear in the stochastic part of equation (1.2).
Our main result, Theorem 2.11, is presented and proved in section 2. Here we show that if each
Zkt has finite second moment, i.e., if∫
R
z2νk(dz) <∞ for every k ≥ 1, (1.3)
where νk is the Le´vy measure of Zk, then equation (1.1) admits a unique solution in H1(T ) :=
L2(Ω × [0, T ],W 12 ) and the H1(T )-norm of the solution is controlled by the L2-norm of f and g.
In section 3 we give two extensions of Theorem 2.11. First we develop an L2-theory for a certain
type of nonlinear equations. Second, we weaken condition (1.3) by assuming that it holds only
for sufficiently large k (thus it can be dropped if only finitely many processes Zk appear in the
equation) and prove that the equation has unique pathwise W 12 -valued solution.
As usual, throughout this paper, Rd stands for the Euclidean space of points x = (x1, ..., xd).
For i = 1, ..., d, multi-indices α = (α1, ..., αd), αi ∈ {0, 1, 2, ...}, and functions u(x), we set
uxi = ∂u/∂x
i = Diu, D
αu = Dα11 · ... ·Dαdd u, |α| = α1 + ...+ αd.
We also use the notation Dm for a partial derivative of order m with respect to x. If we write
c = c(...), it means that the constant c depends only on what are in parenthesis.
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2 Main results
Let (Ω,F , P ) be a complete probability space equipped with a filtration (Ft, t ≥ 0) satisfying the
usual condition. We assume that on Ω we are given independent one-dimensional Levy processes
Z1t , Z
2
t , ... relative to {Ft, t ≥ 0}. Let P be the predictable σ-field generated by {Ft, t ≥ 0}.
For t ≥ 0 and A ∈ B(R \ {0}), define
Nk(t, A) =
{
0 ≤ s ≤ t; Zks − Zks− ∈ A
}
, N˜k(t, A) = Nk(t, A)− tνk(A)
where νk(A) := E[Nk(1, A)] is the Le´vy measure of Z
k. By Le´vy-Itoˆ decomposition, there exist
constants αk, βk and Brownian motion Bk so that
Zkt = α
kt+ βkBkt +
∫
|z|<1
zN˜k(t, dz) +
∫
|z|≥1
zNk(t, dz). (2.1)
Assumption 2.1 (i) For each k ≥ 1,
ĉk :=
[∫
R
z2νk(dz)
]1/2
<∞. (2.2)
(ii) There exist constants δ,K > 0 so that for every t > 0, x ∈ Rd and ω ∈ Ω,
δ|ξ|2 ≤ (aij − αij)ξiξj ≤ aijξiξj ≤ K|ξ|2, ∀ξ ∈ Rd, (2.3)
where αij := 12(ĉ
2
k + β
2
k)σ
ikσjk. Here i and j go from 1 to d, and k runs through {1, 2, · · · }.
Recall that throughout the article, summation convention is used. Due to (2.2),
∫
|z|>1 |z|Nk(1, dz) <
∞, and thus by absorbing α˜k :=
∫
|z|>1 zNk(1, dz) into αk we can rewrite (2.1) as
Zkt = α˜kt+ βkB
k
t +
∫
R1
zN˜k(t, dz).
For d ≥ 1, consider the equation for random function u(t, x) on Ω× [0,∞) ×Rd:
du =
(
∂
∂xi
(
aijuxj + b¯
iu
)
+ biuxi + cu+ f
)
dt+
(
σikuxi + µ
ku+ gk
)
dZkt (2.4)
in the weak sense. See Definition 2.4 below. The coefficients aij, b¯i, bi, c, σik, µk and the free terms
f, gk are random functions depending on t > 0 and x ∈ Rd. Without loss of generality, we assume
that α˜k = 0, since otherwise we can simply move the term
∑
k α˜k
(
σikuxi + ν
ku+ gk
)
dt from the
stochastic part to the deterministic one.
Remark 2.2 Conditions (2.2) and (2.3) will be weakened in section 3. In particular, one can
completely drop the condition (2.2) if there are only finitely many processes Zkt in equation (2.4).
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For n = 0, 1, 2, ..., let
Hn :=
{
u ∈ L2(Rd) : Du, ...,Dnu ∈ L2(Rd)
}
,
which is equipped with norm ‖u‖Hn :=
(∑n
k=0 ‖Dku‖2L2(Rd)
)1/2
. Here Du := ( ∂u∂x1 , · · · , ∂u∂xd ) de-
notes the gradient of u in the distributional sense, D2u denotes the collection of all second derivatives
of u in the distribution sense, and so on. Let H−n := (Hn)∗ be its topological dual, and PdP×dt be
the completion of P with respect to dP × dt. For n ∈ Z and T > 0, we write u ∈ Hn(T ) if u is an
Hn-valued PdP×dt-measurable process defined on Ω× [0, T ] so that
‖u‖Hn(T ) :=
(
E
[∫ T
0
‖u(t, ·)‖2Hn dt
])1/2
<∞.
Denote L(T ) := H0(T ). For an ℓ2-valued processes g = (g1, g2, ...), we say g ∈ L(T, ℓ2) if gk ∈ L(T )
for every k ≥ 1 and
‖g‖L(T,ℓ2) :=
∞∑
k=1
(β2k + ĉ
2
k)
(
E
[∫ T
0
‖gk‖2L2 dt
])1/2
<∞.
Finally we use U2 to denote the family of L
2(Rd)-valued F0-measurable random variables u0 having
‖u0‖U2 :=
(
E
[‖u0‖2L2])1/2 <∞.
Remark 2.3 (i) Since we assume α˜k = 0, Z
k is a square integrable martingale, whose quadratic
variational process will be denoted as [Zk]. By Le´vy system, the predictable dual projection
〈Zk〉 of [Zk] is given by 〈Zk〉t = (ĉ2k+β2k) t. For every process H in L2(Ω× [0, T ]), which has a
predictable dP×dt-version H˜,Mt =
∫ t
0 HsdZ
k
s :=
∫ t
0 H˜sdZ
k
s is well defined and is independent
of the choice of such H˜, and M is a martingale with
E
[
M2t
]
= E
[∫ t
0
H2s d[Z
k]s
]
= (β2k + ĉ
2
k)E
[∫ t
0
H2s ds
]
, t ≤ T.
We will simply denote M by
∫ ·
0 HsdZ
k
s . For g = (g1, g2, · · · ) ∈ L(T, ℓ2) and φ ∈ C∞c (Rd),
∞∑
k=1
∫ T
0
(β2k + ĉ
2
k)(g
k, φ)2ds ≤ ‖φ‖2L2‖g‖2L(T,ℓ2) <∞ a.s.
Therefore the series of stochastic integral
∑∞
k=1
∫ t
0 (g
k, φ) dZkt converges uniformly in t ∈ [0, T ]
in probability.
(ii) In many other articles, the equation of the type
du = (Au+ f)dt+ g(u(t−))dZt
4
has been studied. The expression u(t−) is used so that it is predictable and the integral∫ t
0 g(u(t−))dZt becomes a martingale. Such notation is not used in (2.4), because by (i) and
(ii), stochastic integral can be defined for a process H in L2(Ω×[0, T ]) which has a predictable
version H˜, and ∫ t
0
H(s)dZs =
∫ t
0
H˜(s)dZs.
Definition 2.4 We say u ∈ H1(T ) if u ∈ H1(T ), u is right continuous having left limits in L2 a.s.
with u(0) ∈ U2, and for some f ∈ H−1(T ) and g = (g1, g2, · · · ) ∈ L(T, ℓ2)
du(t) = f(t)dt+ gk(t)dZkt for 0 ≤ t ≤ T
in the sense of distributions; that is, for any φ ∈ C∞c (Rd), the equality
(u(t), φ) = (u(0), φ) +
∫ t
0
(f(s), φ)ds +
∞∑
k=1
∫ t
0
(gk(s), φ)dZks (2.5)
holds for all t ≤ T a.s.. In this case, we write
Du := f, Su := g,
and define
‖u‖H1(T ) := ‖u‖H1(T ) + ‖Du‖H−1(T ) + ‖Su‖L(T,ℓ2) + ‖u(0)‖U2 .
Lemma 2.5 Let u ∈ H1(T ), then
(i) for any φ ∈ H1, (u(t), φ) is progressively measurable, right continuous having left limits ;
(ii) for each fixed t > 0, u(t) = u(t−) in L2 a.s.
Proof. (i) follows immediately from (2.5).
(ii). By assumption u(t−) exists. Let {φn, : φn ∈ H1, n = 1, 2, ...} be a orthonormal basis in
L2(Rd). Then the process t 7→ (u(t−), φn) is predictable by (i). Since
∫ t
0 (g
k, φn)dZ
k
t is stochastically
continuous, we have for each fixed t and n ≥ 1, (u(t), φn) = (u(t−), φn) a.s. Therefore
u(t−) =
∑
n
(u(t−), φn)φn = u(t) a.s.
The lemma is now proved. ✷
Theorem 2.6 The space H1(T ) is a Banach space and
E
[
sup
t≤T
‖u(t)‖2L2
]
≤ c
(
‖Du‖2
L(T ) + ‖Du‖2H−1(T ) + ‖Su‖2L(T,ℓ2) + E‖u(0)‖2L2
)
, (2.6)
where c is independent of u and T .
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Proof. First we prove (2.6). Let u(0) = u0 and du = fdt+ g
kdZkt . Then for any φ ∈ C∞0 ,
(u(t), φ) = (u(0), φ) +
∫ t
0
(f(s), φ)ds +
∫ t
0
(gk(s), φ)dZkt (2.7)
for all t ≤ T (a.s.). For f ∈ H−1(T ), we can write it as
f = f0 +
d∑
i=1
∂
∂xi
fi
with fi ∈ L(T ) for 0 ≤ i ≤ d and
d∑
i=0
‖fi‖L(T ) ≤ c‖f‖H−1(T ).
Indeed, since f = (1−∆)(1−∆)−1f and (1−∆)−1 : Hn → Hn+2 is an isometry, we can take
f0 = (1−∆)−1f and fi = −∂f0
∂xi
for i = 1, 2, ..., d.
Take a nonnegative function ψ ∈ C∞0 (B1(0)) with unit integral, and for ε > 0 define ψε(x) =
ε−dψ(x/ε). For any generalized function u, define u(ε)(x) = u ∗ ψε(x) := (u(·), ψε(x − ·)), then
u(ε)(x) is infinitely differentiable function of x. By plugging ψε(x− ·) instead of φ in (2.7),
u(ε)(t, x) = u(ε)(0, x) +
∫ t
0
(f
(ε)
0 +Dif
(ε)
i )dt+
∫ t
0
g(ε)kdZkt .
By taking ε → 0, one can easily show that (2.6) holds true if for any ε > 0 it holds with
u(ε), u
(ε)
0 , f
(ε), g(ε) in place of u, u0, f, g, respectively. Thus we may assume that u, f, g are infinitely
differentiable in x, and therefore (a.s.)
u(t) = u0 +
∫ t
0
fdt+
∫ t
0
gkdZkt , ∀t ≤ T. (2.8)
The stochastic integral in (2.8) doesn’t change if we replace g by its predictable version, thus we
also assume that g is predictable.
Applying Ito’s formula to |u(t)|2 (cf. [4]) and integrating over Rd, we have
‖u(t)‖2L2 = ‖u0‖22 + 2
∫ t
0
(u(s), f(s))ds +
∑
k
β2k
∫ t
0
|gk(s)|2L2ds
+2
∑
k
∫ t
0
(u(s−), gk(s))dZks +
∑
k
∑
0<s≤t
‖gk(s)∆Zks ‖2L2
= ‖u0‖2L2 + 2
∫ t
0
(
(u(s), f0(s))−
d∑
i=1
(uxi(s), fi(s))
)
ds+
∑
k
β2k
∫ t
0
|gk(s)|2L2ds
+2
∑
k
∫ t
0
(u(s−), gk(s))dZks +
∑
k
∑
0<s≤t
‖gk(s)∆Zks ‖2L2 , (2.9)
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where we have used the fact that Zk’s are independent and so with probability one at most one of
the Z1s , Z
2
s · · · can jump at any given time. By virtue of the Le´vy system of the Le´vy process Zks ,
it follows that ∑
0<s≤t
‖gk(s)∆Zks ‖2L2 =Mkt + ĉ2k
∫ t
0
‖gk‖2L2ds, (2.10)
where Mk is a purely discontinuous square integrable martingale with
Mkt −Mkt− = ‖gk(t)∆Zkt ‖2L2 for t > 0.
It is easy to see that for every ε > 0, there is a constant c(ε) > 0, independent of u and fi’s such
that
E
[
sup
t≤T
∣∣∣ ∫ t
0
(
(u(s), f0(s))−
d∑
i=1
(uxi(s), fi(x))
)
ds
∣∣∣]
≤ ε‖Du‖2
L(T ) + εE sup
t≤T
‖u(t)‖2L2 + c(ε)
d∑
i=0
‖f i‖2
L(T )
≤ ε‖Du‖2
L(T ) + εE sup
t≤T
‖u(t)‖2L2 + c(ε)‖f‖2H−1(T ).
By Davis (first) inequality and Le´vy system,
E
[
sup
0≤s≤t
|Mks |
]
≤ 2
√
6E
[
[Mk,Mk]
1/2
t
]
≤ 2
√
6E
 ∑
0<s≤t
‖gk(t)∆Zkt ‖2L2

≤ 2
√
6 ĉ2k E
[∫ t
0
‖gk(s)‖2L2ds
]
(2.11)
and
E
[
sup
0≤s≤t
∞∑
k=1
∣∣∣ ∫ s
0
(u(r−), gk(r))dZkr
∣∣∣]
≤ 2
√
6
∞∑
k=1
E

 ∑
0<s≤t
(u(s−), gk(s))2(∆Zks )2
1/2

≤ 2
√
6
∞∑
k=1
E
sup
s≤t
‖u(s)‖L2
 ∑
0<s≤t
‖gk(s)‖2L2(∆Zks )2
1/2

≤ εE
[
sup
s≤t
‖u(s)‖2L2
]
+ c(ε)
∞∑
k=1
E
 ∑
0<s≤t
‖gk(s)‖2L2(∆Zks )2

≤ εE
[
sup
s≤t
‖u(s)‖2L2
]
+ c(ε)
∞∑
k=1
ĉ2k E
∫ t
0
‖gk(s)‖2L2ds.
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It follows from (2.9) that
E
[
sup
t≤T
‖u(t)‖2L2
]
≤ εE
[
sup
s≤T
‖u(s)‖2L2
]
+ E‖u0‖2L2 + ε‖Du‖2L(T ) + c(ε)‖f‖2H−1(T ) + c(ε)‖g‖2L(T,ℓ2).
Thus (2.6) is proved if one chooses ε ≤ 1/2. Now we prove the completeness of the space H1(T ).
Let {un : n = 1, 2, ...} be a Cauchy sequence in H1(T ). Let fn := Dun, gn := Sun and un0 := un(0).
Then there exist u ∈ H1(T ), f ∈ H−1(T ), g ∈ L(T, ℓ2) and u0 ∈ U2 so that un, fn, gn = {gkn, k ≥ 1}
and un0 converge to u, f, g and u0, respectively. Let φ ∈ C∞c be fixed. Since
(un(t), φ) = (un0, φ) +
∫ t
0
(fn(s), φ)ds +
∑
k≥1
∫ t
0
(gkn(s), φ)dZ
k
s ,
taking n→∞, we have for each t > 0,
(u(t), φ) = (u0, φ) +
∫ t
0
(f(s), φ)ds +
∑
k≥1
∫ t
0
(gk(s), φ)dZks a.s. (2.12)
Since we already proved
E
[
sup
t≤T
‖un − um‖2L2
]
≤ c‖un − um‖2H1(T ),
we conclude that (un(t), φ) is uniformly Cauchy in t ∈ [0, T ], (2.12) holds for all t ≤ T a.s., and u
is right continuous having left limits in L2 a.s. Consequently u ∈ H1(T ). ✷
Assumption 2.7 (i) The coefficients aij, b¯i, bi, c, σik and µk are P ⊗ B(Rd)-measurable functions.
(ii) For each ω, t, x, i, j,
|aij |+ |b¯i|+ |bi|+ |c|+
( ∞∑
k=1
(β2k + ĉ
2
k)(|σik|2 + |µk|2)
)1/2
≤ K.
Lemma 2.8 (A priori estimate) Let Assumptions 2.1 and 2.7 hold. Then for every solution u ∈
H1(T ) of equation (2.4), we have
‖u‖H1(T ) ≤ cecT
(‖f‖H−1(T ) + ‖g‖L(T,ℓ2) + ‖u0‖U2) , (2.13)
where c = c(δ,K).
Proof. We proceed as in the proof of Theorem 2.6. As before, rewrite f ∈ H−1(T ) as
f = f0 +
d∑
i=1
∂
∂xi
fi with f
i ∈ L(T )
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and
d∑
i=0
‖fi‖L(T ) ≤ c‖f‖H−1(T ).
As in the proof of Theorem 2.6, without loss of generality, we may and do assume that u, f, g are
sufficiently smooth in x. By hk we denote the predictable version of σikuxi + ν
ku + gk. By Ito’s
formula (cf. [4]), we have
E
[‖u(t)‖2L2] = E [‖u0‖2L2]+ 2E [∫ t
0
(−(aijuxj + b¯iu+ fi, uxi)L2 + (biuxi + cu+ f0, u)L2) ds]
+
∑
k
β2k
∫ t
0
‖hk‖2L2 ds+ 2E
[∑
k
∫ t
0
(hk, u(s−))L2dZks
]
+
∑
k
E
 ∑
0<s≤t
‖hk∆Zks ‖2L2
 . (2.14)
It is easy to show
E
[
β2k
∫ t
0
‖hk‖2L2 ds
]
= E
[
β2k
∫ t
0
σikuxi + ν
ku+ gk‖2L2dt
]
≤ 2E
[∫ t
0
(αij1 uxi , uxj )L2ds
]
+ ε‖Du‖2
L(t) + c(ε)‖u‖2L(t) + c(ε)‖g‖2L(t,ℓ2),
where αij1 =
1
2
∑
k β
2
kσ
ikσjk. Also,
∑
k
E
 ∑
0<s≤t
‖hk∆Zks ‖2L2

=
∑
k
ĉ2kE
[∫ t
0
‖σikuxi + µku+ gk‖2L2ds
]
≤ 2E
[∫ t
0
(αij2 uxi , uxj )ds
]
+ ε‖Du‖2
L(t) + c(ε)‖u‖2L(t) + c(ε)‖g‖2L(t,ℓ2 ),
where αij2 =
1
2
∑
k ĉ
2
kσ
ikσjk. Similarly,
E
[∫ t
0
(
(b¯i, uxi) +
d∑
i=1
(+fi, uxi) + (b
iuxi + cu+ f0, u)
)
ds
]
≤ ε‖Du‖2
L(t) + c(ε)‖u‖2L(t) + c(ε)
d∑
i=0
‖fi‖2L(t).
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Thus we have from (2.14) that for each t ≤ T ,
E
[‖u(t)‖2L2]+ 2E
 d∑
i,j=1
∫ t
0
((aij − αij)uxi , uxj)
 ds
≤ E [‖u0‖2L2]+ ε‖Du‖2L(t) + c(ε)∫ t
0
E
[‖u(s)‖2L2] ds + c(ε) d∑
i=0
‖fi‖2L(t) + c(ε)‖g‖2L(t,ℓ2).
On the other hand, we know from condition (2.3) that
d∑
i,j=1
((aij − αij)uxi , uxj) ≥ δ‖Du‖2L2 .
The above two displays together with Grownwell’s inequalty yield
‖u‖H1(T ) ≤ cecT
(‖u0‖U2 + ‖f‖H−1(T ) + ‖g‖L(T,ℓ2)) ,
where c = d(δ,K). The lemma is proved. ✷
Remark 2.9 The proof of Lemma 2.8 shows that if b¯i = bi = c = νk = 0, then
‖ux‖L(T ) ≤ c
(‖f‖H−1(T ) + ‖g‖L(T,ℓ2) + ‖u0‖U2)
where c is independent of T .
For λ ∈ [0, 1], denote
aijλ = λa
ij + (1− λ)δij , σikλ = λσik,
b¯iλ = λb¯
i, biλ = λb
i, cλ = λc, µ
k
λ = λµ
k.
Lλu := λLu+ (1− λ)∆u = ∂
∂xi
(aijλ uxj + b¯
i
λ) + b
i
λuxi + cλu,
Λkλu := λΛ
ku := σikλ uxi + µ
k
λu for k ≥ 1.
Note that
Lλ1u− Lλ2u = (λ1 − λ2)(L−∆)u, Λλ1u− Λλ2u = (λ1 − λ2)Λu,
where Λλu := (Λ
1
λu,Λ
2
λu, · · · ), Λu := (Λ1u,Λ2u, · · · ), and
‖Lλ1u− Lλ2u‖H−1 + ‖Λλ1u− Λλ2u‖L2(ℓ2) ≤ c|λ1 − λ2|‖u‖H1 . (2.15)
Remark 2.10 It is trivial to check that a priori estimate (2.13) holds with the same constant C
if u ∈ H1(T ) is a solution of the equation obtained by replacing the coefficients aij , b¯i, · · · , µk in
(2.4) by aijλ , b¯
i
λ, · · · , µkλ, respectively, for every λ ∈ [0, 1].
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Here is the main result of this section.
Theorem 2.11 Suppose Assumptions 2.1 and 2.7 hold. Then for every f ∈ H−1(T ), g ∈
L(T, ℓ2) and u0 ∈ U2, equation (2.4) has a unique solution u ∈ H1(T ) with u(0) = u0, and
‖u‖H1(T ) ≤ cecT (‖f‖H−1(T ) + ‖g‖L(T,ℓ2) + ‖u0‖U2), (2.16)
where c = c(δ,K).
Proof. In view of the a priori estimate in Lemma 2.8, it suffices to show that there is a solution
to (2.4). First, we show that for any given f ∈ H−1(T ), g ∈ L(T, ℓ2) and u0 ∈ U2, the equation
du = (∆u+ f)dt+ gkdZkt , u(0) = u0 (2.17)
has a solution u ∈ H1(T ). Due to a priori estimate (2.13), Remark 2.10 and standard approximation
argument, we may assume that f, u0 are infinitely differentiable in x with compact supports. Also
by the same reasoning (also see Theorem 3.10 in [7]), we may assume that gk = 0 for all k ≥ N for
some N ≥ 1, and gk is of the type
gk(t) =
m∑
i=1
I(τi−1,τi](t)ϕi(x),
where τi are bounded stopping times and ϕi ∈ C∞c (Rd). Define
v(t) =
N∑
k=1
∫ t
0
gk(s)dZks .
Then it is easy to see that v ∈ H1(T ). Note that u satisfies (2.17) if and only if u¯ = u− v satisfies
du¯ = (∆u¯+∆v + f)dt with u¯(0) = u0.
Since this equation has a solution in H1(T ) (see Theorem 5.1 in [7]), we conclude that equation
(2.17) has a solution u in H1(T ).
Let J ⊂ [0, 1] denote the set of λ, so that for any f, g, u0, the equation
du = (Lλu+ f)dt+ (Λ
k
λu+ g
k)dZkt , u(0) = u0 (2.18)
has a solution u ∈ H1(T ). Then as proved above, 0 ∈ J . Now assume λ0 ∈ J , and note that u is a
solution of equation (2.18) if and only if
du = (Lλ0u+ (Lλu− Lλ0u+ f))dt+ (Λλ0u+ (Λkλu− Λkλ0u+ gk))dZkt . (2.19)
Note that D : Hn → Hn−1 is a bounded operator. Thus for any u ∈ H1(T ), k ≥ 1 and λ ∈ [0, 1],
we have
Lλu ∈ H−1(T ) and Λλu ∈ L(T, ℓ2).
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Recall λ0 ∈ J . Denote u0 = u0 and for n = 1, 2, · · · we define un+1 ∈ H1(T ) as the solution of the
equation
dun+1 = (Lλ0u
n+1 + fn)dt+ (Λλ0u
n+1 + gkn)dZ
k
t , u
n+1(0) = u0
where
fn := Lλu
n − Lλ0un + f and gkn := Λkλun − Λkλ0un + gk.
By Remark 2.10 and inequality (2.15), we have
‖un+1 − un‖H1(T ) ≤ c‖(Lλ − Lλ0)(un − un−1)‖H−1(T ) + c‖(Λλ − Λλ0)(un − un−1)‖L(T )
≤ c‖λ− λ0|‖un − un−1‖H1(T ).
Let ε0 = c/2. Then for λ ∈ (λ0 − ε0, λ + ε0), ‖un+1 − un‖H1(T ) ≤ 12 |λ − λ0|‖un − un−1‖H1(T ) for
every n ≥ 1 and so un converges to some u in H1(T ). It follows that u solves equation (2.19). This
proves that (λ0 − ε0, λ0 + ε0) ∩ [0, 1] ⊂ J . Consequently we conclude J = [0, 1]. ✷
The following remark plays the key role when we weaken condition (2.2) later in the next section.
Remark 2.12 Let τ ≤ T be a stopping time. We use 1[[0,τ ]] to denote the random process t 7→
1[0,τ ](t). For an H
1-valued PdP×dt-measurable process u, write u ∈ H1(τ) if
‖u‖2
H1(τ) := E
[∫ τ
0
‖u‖2H1ds
]
<∞.
Similarly define L(τ, ℓ2) and H1(τ). Then Theorem 2.11 holds with the deterministic time T re-
placed by the stopping time τ . Indeed, the existence of solution u ∈ H1(τ) and the estimate (2.16)
are easily obtained by applying Theorem 2.11 with f¯ = f1[[0,τ ]] and g¯ = g1[[0,τ ]] in place of f and g,
respectively. Now let u ∈ H1(τ) be a solution. According to Theorem 2.11 we can define v ∈ H1(T )
as the solution of
dv = (∆v + (Du−∆u)1[[0,τ ]])dt+ 1[[0,τ ]]Sku dZkt , v(0) = u(0). (2.20)
Then for t ≤ [0, τ), d(u− v) = ∆(u− v)dt and therefore we conclude that u(t) = v(t) for all t ≤ τ ,
a.s.. Thus, equation (2.20) becomes
dv =
 d∑
i=1
∂
∂xi
 d∑
j=1
aijτ vxj + b¯
i
τv
+ biτvxi + cτv + f1[[0,τ ]]
 dt
+
∑
k≥1
(
d∑
i=1
σikτ vxi + µ
k
τv + g
k1[[0,τ ]]
)
dZkt , (2.21)
where
aijτ = a
ij1[[0,τ ]] + δ
ij1]]τ,∞[[, b¯
i
τ = b¯
i1[[0,τ ]], b
i
τ = b
i1[[0,τ ]], · · · , µkτ = µk1[[0,τ ]].
The uniqueness result of equation (2.4) in the space H1(τ) follows from the uniqueness result of
equation (2.21) in H1(T ).
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3 Some extensions
In this section we give two extensions of Theorem 2.11. First, we consider the nonlinear equation
du =
 d∑
i=1
∂
∂xi
 d∑
j=1
aijuxj + b¯
iu
+ d∑
i=1
biuxi + cu+ f(u)
 dt
+
∑
k≥1
(
d∑
i=1
σikuxi + µ
ku+ gk(u)
)
dZkt , (3.1)
where f(u) = f(ω, u, t, x) and gk(u) = gk(ω, u, t, x).
Assumption 3.1 (i) For any u ∈ H1(T ),
f(u) ∈ H−1(T ) and g(u) := (g1(u), g2(u), · · · ) ∈ L(T, ℓ2).
(ii) For every ε > 0, there exists a constantK1 = K1(ε) so that for every t ∈ (0, T ] and u, v ∈ H1(t),
‖f(u)− f(v)‖2
H−1(t) + ‖g(u) − g(v)‖2L(t,ℓ2) ≤ ε‖u − v‖2H1(t) +K1‖u− v‖2L(t). (3.2)
Theorem 3.2 Suppose Assumptions 2.1, 2.7 and 3.1 hold. Then for any u0 ∈ U2, equation
(3.1) with initial data u0 ∈ U2 has a unique solution u ∈ H1(T ), and
‖u‖H1(T ) ≤ c(‖f(0)‖H−1(T ) + ‖g(0)‖L(T,ℓ2) + ‖u0‖U2) (3.3)
where f(0) = f(ω, 0, t, x), g(0) = g(ω, 0, t, x) and c = c(δ,K, T ) > 0.
Proof. We will use fixed point theorem to show the existence and uniqueness of the solution
to (3.1). Estimate (3.3) follows from (2.13), condition (3.2) and the Grownwall’s inequality. Let
R(f, g) ∈ H1(T ) denote the solution of (2.4) with initial data u0. Then by Theorem 2.11,
Ru := R(f(u), g(u)) for u ∈ H1(T )
is well defined and R is a map from H1(T ) to H1(T ). Define u0 = R(f(0), g(0)) and un+1 =
R(f(un), g(un)). Then by Theorem 2.11 and assumption (3.2), for any t ≤ T ,
‖Ru−Rv‖2H1(t) ≤ cε‖u− v‖2H1(t) + cK1‖u− v‖2L(t)
≤ cε‖u− v‖2H1(t) + cK1
∫ t
0
‖u− v‖2H1(s)ds
where the last inequality is from (2.6). Taking ε = 1/(2c) and then letting t0 > 0 be small enough
so that cK1t0 < 1/4, we have
‖Ru−Rv‖2H1(t0) ≤
1
2
‖u− v‖2H1(t0) (3.4)
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This contraction implies that un converges to some u in H1(t0) and u is a solution to (3.1) on [0, t0]
with initial value u0. The inequality (3.4) further implies the uniqueness of solution to (3.1) on
[0, t0] initial value u0. Iterating this procedure at most [T/t0] + 1 many time intervals of size no
larger than t0 and using estimate (2.6), we get the desired results on time interval [0, T ]. For more
details, we refer the reader to the proof of Theorem 6.4 in [7]. ✷
Example 3.3 Let’s consider an equation with fractional Laplacian. For simplicity assume gk(u) =
0 for k ≥ 2. Take f(u) = (−∆)α/2u and g(u) = g1(u) = (−∆)β/2u where α < 2 and β < 1, then
obviously for any ε > 0,
‖f(u)− f(v)‖2
H−1(t) + ‖g(u) − g(v)‖2L(t) ≤ c‖u− v‖2H−1+α(t) + c‖u− v‖2Hβ(t)
≤ ε‖u− v‖2
H1(t) +K1‖u− v‖2L(t),
where for the second inequality we use the following fact: if γ = κγ1 + (1 − κ)γ0 and κ ∈ [0, 1]
then ‖u‖Hγ ≤ N‖u‖κHγ1‖u‖1−κHγ0 . Thus the existence and uniqueness of equation (3.3) in H1(T ) is
guaranteed by Theorem 3.2.
For a stopping time τ ∈ (0, T ] write u ∈ H1loc(τ) if there exists a sequence of stopping times
τn ↑ ∞ so that u ∈ H1(τ ∧ τn) for each n.
The following is a weakened version of Assumption 2.1.
Assumption 3.4 There exists an integer N0 ≥ 1 so that
(i) ĉk <∞ for all integer k > N0;
(ii) for some δ > 0,
(aij − αijN0)d×d > δId×d, (3.5)
where αijN0 :=
1
2
∑∞
k=N0+1
(ĉ2k + β
2
k)σ
ikσjk.
Here is our second extension.
Theorem 3.5 Let Assumption 3.4 hold and σik = 0 for k ≤ N0. Then for any u0 ∈ U2, f ∈ H−1(T )
and process g = (g1, g2, · · · ) having entries in L2(T ) so that
∑∞
N0+1
ĉ2k‖gk‖2L(T ) < ∞, there exists
unique u ∈ H1loc(T ) such that
(i) u(t) is right continuous with left limits in L2 a.s.,
(ii) for any φ ∈ C∞c (Rd), the equality
(u(t), φ) = (u0, φ) +
∫ t
0
(
(−aijuxj − b¯iu, φxi) + (biuxi + cu+ f, φ)
)
ds
+
∫ t
0
(
(σikuxi , φ) + (µ
k, φ) + (gk, φ)
)
dZks (3.6)
holds for all t < T a.s..
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Proof. Step 1. First assume that Assumption 2.1 holds, that is, ĉk < ∞ for each k. Let τ ≤ T
be a stopping time. We show that the pathwise solution is unique in H1loc(τ). Let u ∈ H1loc(τ) be
a path-wise solution, that is, u satisfies the conditions (i) and (ii) in the theorem for t < τ . Define
τn = τ ∧ inf{t :
∫ t
0 ‖u‖2H1ds > n}. Then u ∈ H1(τn) and τn ↑ τ since
∫ t
0 ‖u‖2H1ds <∞ for all t < τ ,
a.s. By Remark 2.12,
‖u‖H1(τn) ≤ c(T, d,K)(‖f‖H−1(τn) + ‖g‖L(τn ,ℓ2) + ‖u(0)‖U2).
By letting n → ∞ we find that u ∈ H1(τ), and the uniqueness of the pathwise solution under
Assumption 2.1 follows from Remark 2.12. Note that the existence of pathwise solution under
Assumption 2.1 in H1(τ) also follows from Theorem 2.11.
Step 2. For the general case, note that for each n > 0
ĉk,n :=
(∫
{z∈R:|z|≤n}
|z|2νk(dz)
)1/2
for k ≤ N0.
Consider the Le´vy processes (Z1n, · · · , ZN0n , ZN0+1, · · · ) in place of (Z1, Z2 · · · ), where Zkn(k ≤ N0)
is a Le´vy process obtained from Zk by removing all the jumps that has absolute size strictly large
than n. Note that condition (2.3) is valid with ĉk replaced by ĉk,n since σ
ik are assumed to be zero
for k ≤ N0.
By Step 1, there is a unique pathwise solution vn ∈ H1(T ) with Zkn in place of Zk for k =
1, 2, · · · , N0. Let Tn be the first time that one of the Le´vy processes {Zk, 1 ≤ k ≤ N0} has a jump
of (absolute) size in (n,∞). Define u(t) = vn(t) for t < Tn ∧ T . Note that for n < m, by Step 1,
we have vn(t) = vm(t) for t < Tn. This is because, for t < Tn, both vn and vm satisfies (3.6) with
each term inside the stochastic integral multiplied by 1s<Tn (and with Z
k
n, k ≤ N0, in place of Zk).
Thus u is well defined. By letting n → ∞, one constructs unique pathwise solution u in H1loc(T ).
The theorem is proved.
✷
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