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Résumé 
Il existe environ 1.2 milliard de personnes n'ont pas accès à l'électricité dans le monde. Au 
Canada, il existe environ 292 qui ne sont pas reliées aux réseaux publics, alors qu'au 
Québec, environ 35 000 personnes sont alimentées en grande partie, par des génératrices 
diesel. L'exploitation de ces génératrices diesel est très coûteuse, et elle est source 
d'émission de Gaz à Effet de Serre (GES). De plus, les sites miniers au Québec utilisent 
essentiellement des génératrices diesel pour couvrir leurs besoins énergétiques, qui 
constituent environ un quart des dépenses courantes. 
Afin d'améliorer l'accès à l'énergie de régions éloignées, des solutions sont proposées telles 
que le jumelage Éolien/Diesel (JED) que le gouvernement du Québec soutient. En effet, les 
ressources d'énergie renouvelables telles que l'énergie éolienne ont un fort potentiel dans 
ces régions reculées dont la majorité est située près des côtes. Néanmoins, l'intégration des 
énergies renouvelables à haut taux de pénétration dans les réseaux autonomes pose encore 
des défis techniques en terme de fiabilité et de performance. En effet, souvent, il y a un 
découplage temporel entre la production d'énergie d'origine renouvelable, qui dépend des 
conditions météorologiques, et la demande qui dépend du comportement des 
consommateurs. Afin d'assurer un fonctionnement efficient des systèmes JED, des 
systèmes tampons peuvent être utilisés afin de mieux gérer le flux d'énergie. À ce titre, le 
stockage d'énergie sous forme d'hydrogène est considéré comme un solution prometteuse 
pouvant contribuer à l'augmentation du taux de pénétration des énergies renouvelables 
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telles que les éoliennes réduisant ainsi la part des énergies d'origine fossile. Toutefois, l'un 
des inconvénients de l'intégration du système de stockage d'énergie sous forme d'hydrogène 
est son efficacité énergétique, qui reste encore faible, comparé à d'autres technologies de 
stockage. Pour augmenter la rentabilité du stockage d'énergie sous forme d'hydrogène, il est 
nécessaire d'améliorer le rendement de l'électrolyse. Dans ce projet de recherche, nous 
proposons une approche permettant d'améliorer les performances de l'électrolyseur même à 
basse température. Ceci contribuera à la stabilité du système en absorbant l'excédent de 
puissance, tout en augmentant la production d'hydrogène. 
En pratique, il est difficile de représenter avec une grande précision le modèle 
d'électrolyseur et/ou celui de la pile à combustible à cause des différentes incertitudes 
inhérentes à la méconnaissance de tous les phénomènes physico-chimiques régissant leur 
fonctionnement. Par ailleurs, des outils d'identification comme l'intelligence artificielle, 
sont connus pour être un bon moyen permettant une description plus précise du 
comportement des systèmes complexes sans aucune représentation mathématique. Dans ce 
travail de recherche, les réseaux de neurones sont utilisés afin de modéliser les systèmes 
électrolyseur/Pile à combustible avec une bonne précision, sans avoir une parfaite 
connaissance des phénomènes décrivant leur fonctionnement. 
Dans l'objectif d'optimiser la production de l'énergie éolienne en fonction de la variation de 
la vitesse du vent, il est nécessaire d'utiliser des dispositifs fiables et robustes sur toute la 
plage d'opération. Dans cette thèse, nous proposons une nouvelle technique de l'extraction 
optimale de l'énergie éolienne (Maximum Power Point Tracking - MPPT) sans capteurs 
mécaniques, basée sur la logique floue. Ce algorithme permet d'optimiser le rendement de 
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la chaine de conversion et réduit la taille de l'interface de puissance, contribuant ainsi à la 
réduction du coût global du système éolien. 
Dans ce projet de recherche, nous proposons une structure de système d'énergie hybride 
(SEH) utilisant un jumelage éolien/diesel avec stockage d'énergie sous forme d'hydrogène 
pour la production d'électricité des régions isolées. Ce système SEH est composé de 
turbines éolienne à base de machine asynchrone à double alimentation (MAD A) , des 
génératrices diesel, et un système de stockage d'énergie électrolyseurs alcalins/piles à 
combustible. Les électrolyseurs alcalins sont utilisés pour absorber le surplus de la 
puissance éolienne pour produire de l'hydrogène, qui sera stocké sous pression dans un 
réservoir. Cet hydrogène sera utilisé pour alimenter la pile à combustible en cas de déficit 
d'énergie. Les résultats obtenus dans cette thèse démontre que la structure du SEH que nous 
proposons ainsi que les différents contrôles présentés permettent une meilleure intégration 
de l'énergie éolienne dans les réseaux autonomes. 
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Chapitre 1 - Introduction Générale 
Environ 1,2 milliard de personnes à travers le monde n'ont pas accès à l'électricité, 
entravant ainsi leur développement économique, social et culturel [1]. Pour l'électrification 
des communautés éloignées, ce sont des génératrices diesel qui sont utilisées afin de 
remédier au coût prohibitif de l'extension des réseaux électriques. Toutefois, cette solution 
n'est pas viable économiquement du fait du coût énergétique qui peut aller jusqu'à 5 à 6 fois 
le coût des réseaux centralisés [2]. 
Les économies des régions éloignées et les îles sont extrêmement vulnérables à la 
hausse des prix du pétrole, à la versatilité des prix du pétrole et les perturbations de 
l'approvisionnement [2]. Les régions isolées sont également soumises à une pression en 
raison des défis environnementaux tels que les changements climatiques et les impacts 
négatifs des transports de combustibles fossiles (ex: déversements du diesel ou mazout). 
Au Canada, où 292 communautés éloignées ne sont pas raccordées aux réseaux publics, 
l'exploitation des génératrices diesel pour la production de l'électricité est tenue 
responsable de l'émission de 1,2 millions de tonnes de Gaz à Effet de Serre (GES) par 
année [3]. Il faut ajouter à cela les nombreuses installations techniques (tours de relais de 
communication, les systèmes météorologiques), les installations touristiques, les fermes 
agricoles et les exploitations minières qui ne sont pas raccordées aux réseaux de 
distribution d'électricité. Cette situation est la conséquence de décisions économiques liées 
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au coût d'installation élevé de réseaux dans les territoires de faible densité de population 
[3]. 
Les vingt et deux (22) réseaux autonomes exploités par Hydro-Québec distribution et 
qui alimentent environ 14 000 personnes enregistrent un déficit d'exploitation sans cesse 
croissant (133 M$ en 2010). Ces déficits continuent de croître d'environ de 2.6% par an 
[2],s'expliquent par l'écart entre le coût élevé de l'électricité produite avec des génératrices 
diesel dans ces régions, et le prix uniforme de l'électricité. De plus, les émissions de GES 
des centrales thermiques des réseaux autonomes au Québec ont passé de 140 000 tonnes éq. 
CO2 en 2010 à 215 000 tonnes en 2013 [2] . Cette quantité de GES émise par les réseaux 
autonomes au Québec est l'équivalent de la pollution d'environ 35000 voitures [4] . 
Afin d'améliorer l'accès à l'énergie de régions éloignées, des solutions sont proposées 
telles que le jumelage Éolien/Diesel (JED) que le gouvernement du Québec soutient. En 
effet, les ressources d'énergie renouvelables telles que l'énergie éolienne ont un fort 
potentiel dans ces régions reculées dont la majorité est située près des côtes [3] De plus, la 
combinaison du coût de l' énergie éolienne de plus en plus abordable et la hausse des prix 
des combustibles d' origine fossiles, rend le choix de son exploitation de plus en plus 
compétitif. L'objectif du gouvernement québécois est l'installation de 4000 MW à horizon 
2015 [4]. Néanmoins, l'intégration des énergies renouvelables à haut taux de pénétration 
dans les réseaux autonomes pose encore des défis techniques en terme de fiabilité et de 
performance. 
Les systèmes d'énergie hybrides (SEH), qui combinent une source d'énergie 
renouvelable, comme l'énergie éolienne, et la génératrice diesel, permettent la réduction de 
la consommation totale de carburant et augmente les avantages environnementaux et 
économiques. Le SEH doit d'un côté, satisfaire continuellement, les besoins en énergie de 
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la charge et, en favorisant la production de l'énergie à partir de sources renouvelables. De 
l'autre côté, le SEH doit fournir une énergie de bonne qualité [5]. Ainsi, il est nécessaire 
que le SEH puisse fournir ponctuellement une puissance supérieure à la puissance moyenne 
fournie par les générateurs. En outre, le SEH doit pouvoir absorber l' excès de puissance à 
partir des énergies renouvelables. 
Plusieurs systèmes JED à faible pénétration ont été mIS en œuvre dans les 
communautés du nordiques telles que le Yukon [6], Nunavut [7] et de l'Alaska [8]. Ces 
systèmes sont caractérisés par un faible taux de pénétration des sources renouvelables, 
typiquement autour de 20-35% de la puissance nomina'le du diesel et l'énergie éolienne 
globale ne dépasse pas 10-15% de la consommation totale [3]. En général, ces systèmes 
hybrides utilisent des génératrices diesel auxquelles des éoliennes sont connectées. 
1.1 Motivation 
Une augmentation du taux de pénétration de l'énergie éolienne peut réduire 
sensiblement la consommation de carburant d' origine fossile. Cependant, un taux de 
pénétration élevé de l'énergie éolienne pourrait avoir un impact sur les contraintes 
opératoires des génératrices diesel. En fait, pour éviter une dégradation rapide et un coût de 
maintenance élevé des génératrices diesel, il est nécessaire de les maintenir en opération au 
moins à 35% de leur puissance nominale. De plus, le rythme de fonctionnement des 
génératrices diesel doit varier pour amortir les fluctuations de la vitesse du vent [9, 10]. 
Ceci peut avoir un impact négative sur le rendement de la génératrice diesel ainsi que sur sa 
durée de vie. 
À cause de son caractère intermittent, l'énergie éolienne peut poser des problèmes de 
stabilité des réseaux autonomes en cas de variations brusques et rapides de la vitesse du 
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vent. À cet effet, l'utilisation de systèmes de stockage d' énergie peut contribuer à une 
meilleure intégration de l'énergie éolienne aux réseaux autonomes et réduire les coûts 
énergétiques [3]. 
Dans la littérature, de nombreux travaux sont réalisés sur les algorithmes de 
l'optimisation de l'énergie éolienne [11 , 12] . Ces algorithmes peuvent être classifiés en deux 
(02) catégories : algorithmes nécessitant la mesure des vitesse du vent et celle des 
aérogénérateur et des algorithmes sans informations sur la vitesse du vent. L'inconvénient 
de la première méthode réside dans l'utilisation de capteurs mécaniques qui augmente le 
coût du système, et réduisent sa fiabilité. Quant à la deuxième méthode, elle convient plutôt 
aux petites machines. En effet, la technique Perturbation & Observation (P&O) présente un 
retard pour les machines de moyennes ou grandes puissance, où le contrôleur n'arrive aux 
variations rapides de la vitesse du vent [12]. Une autre technique est basée sur la 
connaissance des caractéristiques de la puissance mécanique en fonction de la vitesse de la 
turbine, qui est obtenue souvent expérimentalement [13-15]. 
Dans cette thèse, nous présentons un algorithme d'optimisation de la converSIOn 
d'énergie basé sur la logique floue, sans capteurs mécaniques. Cet algorithme permet aussi 
de réduire la taille de l'interface de puissance utilisée dans la chaine de conversion éolienne. 
En effet, cet algorithme permet de limiter la plage de variation de la vitesse de rotation de la 
génératrice autour de sa vitesse de synchronisme. Ainsi, la puissance active rotorique, qui 
est proportionnelle au glissement de la génératrice, sera réduite aussi. Par conséquent, la 
taille de l'interface de puissance, qui est dimensionner pour faire transiter le maximum de la 
puissance active rotorique, pourrait être réduite. Ce qui permet de réduire le coût global du 
système ainsi les contraintes de refroidissement. Dans les systèmes actuels, plusieurs 
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technologies de stockage de l'énergie éolienne sont utilisées comme les batteries 
électrochimiques ou stockage thermique (eau chaude). Cette dernière solution de stockage 
présente plutôt un rendement, vu que le processus n'est pas réversible. Bien que la batterie 
acide-plomb est une technonologie mature, certains facteurs comme la taille, le coût et le 
problème de recyclage sont des éléments contraignants pour leur utilisation dans des 
applications stationnaires [16] . De plus, l' entretien des batteries et l'effet d'auto-décharge 
impactent négativement leur utilisation dans des systèmes intégrants des SER. D'autres 
solutions de stockage d'énergie telles que la micro pompage hydraulique, ou le volant 
inertiel ne sont pas rentables pour des applications à petite échelle [3]. Le système de 
stockage doit être à la fois facilement adaptable au système hybride, disponible en tout 
temps et doit être capable de contribuer au lissage des fluctuations de la puissance. Le 
système de stockage à air comprimé est une solution intéressante surtout pour un stockage à 
petite et moyenne échelles (stockage en bouteille). L'un des inconvénients es leur 
installation qui dépend fortement du site d' implantation. Enfm, le stockage d'énergie sous 
forme d'air comprimé reste encore très répandu. En effet, cette technologie est toujours au 
stade de développement, avec peu d'application [17]. 
Le système de stockage sous forme d'hydrogène (électrolyseur/PàC) est utilisé dans de 
nombreuses applications [3 , 18]. Toutefois, il existe très peu de travaux utilisant cette 
technologie de stockage. En effet, peu d'études se sont intéressées à la modélisation de 
l'électrolyseur, qui est un système complexe et non linéaire, où de simples corrélations 
mathématiques sont utilisées [19-21]. Dans cette thèse, pour fins de modélisation de 
l'électrolyseur, nous proposons l'utilisation des réseaux de neurones, avec l'utilisation des 
données expérimentales. En effet, une meilleure estimation de la puissance absorbée par 
l'électrolyseur dépend fortement de la précision du modèle utilisé. 
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Dans notre système SEH, où un modèle dynamique de la génératrice diesel sera utilisé, 
nous présenterons une méthode permettant l'amélioration du rendement global du système 
1.2 Objectifs 
1.2.1 Objectif Général 
L'objectif principal de cette thèse est la proposition d'une structure de SEH 
économiquement viable, techniquement fiable et écologiquement responsable. En effet, le 
but est de proposer une structure d'un SEH, avec une meilleure intégration des SER, et une 
réduction des émissions de GES. Ceci passe par une réduction de la quantité du diesel 
consommée, et l'amélioration du rendement énergétique de la technologie de stockage 
d'énergie sous forme d'hydrogène. 
1.2.2 Objectifs Spécifiques 
Les objectifs spécifiques du travail de recherche sont les suivants: 
1. Étudier et analyser en profondeur un système éolien à base de machine 
asynchrone à double alimentation; 
2. Étudier, modéliser et optimiser le fonctionnement du système de stockage 
d'énergie sous forme d'hydrogène. Nous proposons d'utiliser l'intelligence 
artificielle (réseaux de neurones/logique floue) pour modéliser et améliorer le 
fonctionnement des systèmes électrolyseurs a1calins/PàC ; 
3. Modélisation et commande dynamique d'un moteur à combustion interne à base 
d'une génératrice synchrone à rotor bobiné ; 
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4. Proposition d'un nouvel algorithme d'optimisation de la production de l'énergie 
éolienne sans capteurs de vitesse (estimation de la vitesse du vent et de la vitesse 
de l'aérogénérateur basée sur la logique floue) ; 
5. Présenter un algorithme de gestion du flux d'énergie du SEH ; 
6. Proposer et réaliser un banc expérimental émulant un système éolien basé sur la 
machine asynchrone à double alimentation. 
1.3 Contributions 
Les principales contributions de cette thèse sont la modélisation et la commande des 
différents éléments (non linéaires et complexes) qui composent le SEH, basées sur 
l'utilisation l'intelligence artificielle. Ces contributions peuvent être énumérées comme suit: 
~ Identification et approximation de système non linéaires et complexe: 
Identification dynamique de l'électrolyseur pour décrire son comportement réel. 
~ Commande hybride de la vitesse de la génératrice diesel: 
Modélisation dynamique de la génératrice synchrone à rotor bobiné; 
Estimation du couple de la génératrice synchrone pour la commande de sa vitesse 
basée sur les réseaux de neurones; 
~ Optimisation de l'intégration et de la production de l'énergie éolienne: 
Élaboration d'un algorithme d'optimisation de la production de l'énergie éolienne 
(MPPT), sans l'utilisation de capteurs mécaniques; 
Méthode d'estimation de la vitesse du vent et de l'aérogénérateur ; 
Proposition d'un algorithme permettant la contribution des éoliens aux serVIces 
systèmes à la (régulation de la tension du réseau). 
~ Optimisation des performances d'électrolyseurs alcalins: 
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Étude de l ' impact du surdimensionnement de la tension du bus à CC sur les 
performances dynamiques de l' électrolyseur ; 
Proposition d'une méthode de dimensionnement d'électrolyseurs alcalins permettant 
une augmentation de la production d' hydrogène et la participation au lissage de la 
puissance dans le SEH. 
1.4 Méthodologie 
La méthodologie qui sera utilisée pour atteindre nos objectifs préalablement fixés, est la 
suivante: 
1. Réalisation d'une revue bibliographique sur les SEH dans le contexte des 
réseaux autonomes ; 
2. Proposition d'un algorithme permettant la réduction de l'interface de puissance 
sans la réduction de la puissance produite, par rapport aux techniques 
conventionnelles. : 
• Modélisation, et commande d'un système éolien ; 
• Estimation de la vitesse du vent, ainsi que la vitesse de l' aérogénérateur ; 
• Proposition d'une stratégie permettant la participation à la régulation de la 
tension du réseau. 
3. Modélisation des systèmes électrolyseur/PàC en utilisant l'intelligence 
artificielle ; 
4. · Proposition d'une nouvelle méthode permettant une augmentation de la 
production de l'hydrogène ; 
5. Réalisation d' un modèle dynamique de la génératrice diesel basée sur une 
génératrice synchrone à rotor bobiné ; 
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6. Proposition d'une commande hybride « PI - réseaux de neurones » pour la 
régulation de la vitesse de la génératrice diesel ; 
7. Validation sur un banc expérimental, du nouvel algorithme d'optimisation de la 
production de l'énergie éolienne. 
1.5 Organisation de la thèse 
La structure de ce mémoire, intégrant méthodologie présentée précédemment est 
comme suit. Le premier chapitre a été consacré à une introduction et une revue 
bibliographique. Le deuxième chapitre sera dédié à la présentation des outils de 
l'intelligence artificielle (réseaux de neurones/Logique floue) , qui seront largement utilisés 
dans le présent travail de recherche. Le troisième chapitre contiendra la description des 
différents SEH existants et qui ont été rapportés dans la littérature. Le quatrième chapitre 
quant à lui, sera consacré à l'étude globale du système éolien, avec la présentation du 
nouvel algorithme d'optimisation de la production de l'énergie éolienne. Le cinquième 
chapitre sera consacré à l'étude du modèle dynamique de la génératrice diesel proposé, ainsi 
que l'étude de la nouvelle stratégie de régulation de la vitesse de rotation. Le sixième 
chapitre abordera une étude approfondie des systèmes électrolyseurs/PàC. Le septième 
chapitre sera consacré à l'étude et à la vérification des performances de l'algorithme de 
gestion du flux de puissance que nous avons proposé. Quant au huitième chapitre, il sera 
dédié à la présentation du banc de test expérimental qui a été réalisé. Enfin, une conclusion 
générale et les perspectives du présent travail de recherche clôtureront ce mémoire. 
Chapitre 2 - Techniques de la logique floue et des 
réseaux de neurones pour les systèmes 
d'énergie hybrides 
2.1 Introduction 
10 
L'intelligence artificielle (lA) au sens le plus large, signifierait l' aptitude d'une machine 
à effectuer le même type de fonctions et/ou de raisonnement qui caractérisent la pensée 
humaine [22] . Les techniques de l' intelligence artificielle (lA) sont de plus en plus utilisées 
comme une alternative à d'autres approches classiques ou comme des composants dans des 
systèmes intégrés. Elles ont été utilisées pour résoudre des problèmes pratiques complexes 
dans divers domaines. Les techniques d'lA ont les caractéristiques suivantes: apprentissage 
à partir d'exemples, tolérances vis-à-vis des pannes dans le sens où elles sont capables de 
traiter des données bruitées et incomplètes, capacité de traiter des problèmes non-linéaires, 
et une fois constituées, elles peuvent effectuer la prévision et la généralisation à grande 
vitesse [23] . 
Les systèmes à base d'lA sont développés et déployées dans de nombreuses 
applications, principalement en raison de leur raisonnement symbolique, la flexibilité et les 
capacités d'explication. L' lA a été utilisée et appliquée dans différents . secteurs, tels que 
l'ingénierie, l'économie, la médecine, l' armée, etc. Elle a également été appliquée pour la 
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modélisation, l'identification, l'optimisation, la prévision, et le contrôle de systèmes 
complexes et/ou non-linéaires. 
Dans cette thèse, nous avons introduit l' lA pour la modélisation, la prédiction et le 
contrôle du SEH proposé pour les régions isolées où les données météorologiques ne sont 
toujours pas disponibles [23]. D'un autre côté, le contrôleur PID (Proportionnel, Intégral et 
Dérivatif) est largement utilisé dans l' industrie, où le réglage de ses différents gains se fait 
plutôt manuellement. Néanmoins, pour plusieurs procédés à commander, avec un 
fonctionnement sur un large intervalle, le contrôleur PID devient moins efficace dans la 
mesure où plusieurs valeurs des différents gains sont nécessaires. Généralement, le réglage 
des gains proportionnel, intégral et dérivatif d'un processus de contrôle est très coûteux et 
peut s'avérer parfois fastidieux. Ceci peut s'aggraver lorsque les gains du PID sont mal 
calculés en raison du manque de compréhension du procédé à contrôler [24]. 
2.2 La logique floue 
2.2.1 Introduction à la logique floue 
La logique floue qui se base sur la théorie des ensembles, a été développée par Lotfi 
Zadeh dans les années 1960 [25]. Elle vise à représenter les connaissances incertaines et 
imprécises et fournit un moyen approximatif mais efficace pour décrire le comportement 
des systèmes qui sont trop complexes ou mal définis. La logique floue utilise des 
instructions progressives plutôt que la logique (booléenne) qui est strictement vrai ou faux. 
Elle tente d'intégrer le raisonnement et le savoir humains comme moyens pour la prise de 
décision. Ainsi, la logique floue fournit une manière approximative mais néanmoins 
efficace pour la description du comportement de systèmes complexes qui sont complexes à 
modéliser avec précision. Il en résulte des contrôleurs qui sont capables de prendre des 
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décisions de contrôle intelligent. Dans cette thèse, nous allons introduire la logique floue 
type 1 qui sera utilisée dans la conception de contrôleurs intelligents. 
Étant donné que le formalisme mathématique de la logique floue a été largement 
développé dans la littérature, nous avons opté plutôt pour une description intuitive de la 
logique floue. La notion du courant faible par exemple est difficile à expnmer avec 
exactitude. Ainsi, on peut allouer des seuils qui permettent par la suite d' attribuer des 
qualitatifs à des variables en fonction de leur valeur vis-à-vis de ces seuils. De ce fait, on 
peut déterminer des classes ou des ensembles qualitatifs comme «moyen», <faible» ou 
«fort » à la variable courant. Par la suite, on peut déterminer le degré d' appartenance noté f.J 
de la variable courant à ces ensembles. Dans la logique booléenne, le degré d' appartenance 
f.J de la variable courant ne peut prendre que deux valeurs ° et 1. 
Courant faible: f.Jfaible= l , f.Jm oyen= 0, f.Jfort = o. 
Courant moyen: f.Jfaib /e = 0, f.J moyen = 1, f.Jfort = O. 
Courant fort: f.Jfaible = 0, f.J moyen = 0, f.Jfort = 1. 
" : Mgl'é 
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Figure 2-1 Schéma de définition d'un univers du discours en logique booléenne 
En logique floue, le degré d' appartenance prend des valeurs intermédiaires lorsque la 
variable appartient à deux ensembles adjacents avec des degrés ou des niveaux différents. 
Ceci permet d' éviter des transitions brutales entre les différentes classes, contrairement à la 
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logique booléenne (voir figure 2.1). En effet, il serait incompréhensible de considérer un 
courant de 20 A comme un courant fort alors qu'un courant de 19.8 A ne l'est pas. 
Il : dt'gré 
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Figure 2-2 Schéma de définition d'un univers du discours en logique floue 
L'exemple qu'on vient de voir illustre bien le fait que logique booléenne est dans 
certains cas, trop restrictive, d'où la nécessité de faire appel à une autre logique, plus 
adaptée et souple, qui peut être une extension de la précédente. C'est la logique floue. En ce 
qui concerne la commande d'un processus quelconque, la logique floue permet une 
approche fondatrice par rapport à l'automatique classique. En automatique conventionnelle, 
on modélise le processus à travers un certain nombre d'équations différentielles, ou tout du 
moins, avec des relations analytiques. Cette approche de modélisation est dans certains cas, 
difficile, voire impossible à réaliser, tellement les processus à contrôler sont complexes 
et/ou non-linéaires. Par voie de conséquence, le degré de complexité du contrôle de ces 
systèmes augmente sensiblement. La solution serait de trouver une approche de contrôle 
qui se concentre sur la manière de contrôler et non le système lui-même. C'est l'approche 
« boite noire '». Ainsi, on peut se baser sur un expert humain qui contrôle un dispositif à 
travers des règles intégrant naturellement imprécisions et incertitudes [26]. C'est le principe 
de la logique floue qui permet de surmonter les difficultés sur la modélisation des systèmes 
à contrôler et les différentes incertitudes inhérentes à leur fonctionnement. 
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Plusieurs applications utilisant la logique floue ont vu le jour ces dernières années, dont 
la conunande des systèmes industriels dont on ne possède pas de modèles mathématiques 
ou trop fortement non linéaires [27]. Nous pouvons citer les réalisations des chercheurs et 
industriels japonais qui, depuis les années 1980, se sont intéressés particulièrement à la 
conunande des procédés. Ces applications s'appuient sur les travaux [28, 29] , qui furent 
certainement les premiers à voir la puissance et le grand intérêt de la théorie des sous-
ensembles flous dans ce domaine. 
Le contrôle à base de logique floue a été choisi pour la conunande des différents 
composants des SEH tels que le système éolien, l'électrolyseur, la pile à combustible et la 
génératrice diesel connus pour être des systèmes fortement non-linéaires. Les contrôleurs à 
logique floue (FLC) ont été retenus eu égard à leur nombreux avantages tels que la 
simplicité de conunande, un faible coût et la possibilité de conception sans connaître le 
modèle mathématique exacte du processus. Généralement, la stabilisation des réseaux 
électriques est réalisée avec des procédés qui sont conçus sur une approche non-linéaire. En 
effet, les modèles des réseaux électriques sont linéarisés autour d'un point de 
fonctionnement nominal, offrant des performances optimales autour de ce point 
fonctionnement. Cependant, les réseaux électriques sont en général non linéaires et leurs 
conditions opératoires peuvent varier dans une large gamme. Ainsi, l'approche de 
stabilisation conventionnelle ne peut fournir un rendement optimal sur toute la plage 
d'opération. De plus, les architectures des réseaux électriques deviennent de plus en plus 
complexes, avec l'apparition de nouveaux paradigmes tels que les réseaux intelligents, 
rendent l'approche classique désuet [30]. Afin de surmonter ces problèmes, de nombreux 
contrôleurs adaptatifs, utilisant des techniques d'autoréglage de leurs paramètres ont été 
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proposés. Toutefois, ces contrôleurs sont gourmand en temps de calculs, nécessitant un 
traitement plus long [31]. 
La logique floue intègre une pensée alternative qui permet de modéliser les systèmes 
complexes en utilisant un niveau d'expertise plus élevé à partir de la connaissance et de 
l'expérience accumulée. La logique floue permet d'exprimer la connaissance avec des 
concepts subjectifs comme très grand, trop petit, modéré, etc, qui sont mappés sous des 
règles bien définies. Un FLC utilise la logique floue en tant que approche de conception qui 
peut être appliquée à l'élaboration des systèmes linéaires et/ou non linéaires pour une 
commande intégrée [30] . Comme l'utilisation des FLC dans les SEH hybride est largement 
répandue dans la littérature [32]. Nous allons présenter uniquement les principes généraux 
permettant la conception des contrôleurs flous. 
Les fondements généraux de la logique floue peuvent être définis comme suit : 
~ Les variables linguistiques; 
.. La détermination des variables linguistiques; 
_ Les opérateurs flous; 
.. La détermination des fonctions d' appartenance ; 
_ Une répartition judicieuse de l' univers du discours; 
_ Les raisonnements flous. 
2.2.2 Conception du contrôleur flou 
La logique floue se base sur un certain nombre d'actions: d'abord la fuzzification des 
grandeurs d'entrée du contrôleur flou, puis la déduction des décisions appropriées de la 
commande floue en fonction de règles d' inférence définies. Enfin, la sortie du FLC qui 
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consiste en la prise de décision, via la défuzzification des grandeurs floues . Ainsi, les 
principaux processus de conception du FLC sont la fuzzification, les règles de base et 
l'inférence et enfin la défuzzification [33]. 
aux 
~ F unification r--. ~Ioteur d 'inférence 
1 
Règles de base 
I--t DéfuzzificatÎon 
Prise de 
cision dé 
1-+ 
Figure 2-3 Schéma de la structure interne de la mise en œuvre d'un contrôleur flou 
2.2.2.1 Phase de fuzzification 
La phase de fuzzification consiste en la définition de fonctions d'appartenance pour les 
différentes variables linguistiques. En effet, il est nécessaire de convertir les grandeurs 
physiques présentes à l' entrée après leur normalisation, en des variables linguistiques qui 
sont des règles sémantiques définies par un opérateur expert. Ceci permet une meilleure 
classification de ces grandeurs physiques sur les ensembles flous définissant cette variable. 
Cette action permet de déterminer avec une meilleure précision, le degré d'appartenance de 
la variable d'entrée en fonction de la valeur réelle, par rapport à chaque ensemble flou. 
Généralement, le FLC reçoit comme variables d' entrée, l' erreur entre la sortie du processus 
à commander et le signal de référence, ainsi que la variation de cette erreur [27, 34]. La loi 
de commande d'un contrôleur peut être représentée par la figure suivante: 
Référence 
+ 
Contrôleur 
flou 
Figure 2-4 Schéma de principe d'un contrôleur flou 
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Il n'existe pas de règles évidentes dans le choix du nombre des ensembles flous ainsi 
que le type des fonctions d' appartenance et la répartition du l'univers du discours de chaque 
variable [35]. Souvent, l'utilisation de plus de sept ensembles flous n' améliore pas les 
performances d'un contrôleur flou en termes de dynamique [36]. 
2.2.2.2 Phase d'inférence 
L'inférence floue est une relation floue défmie entre deux sous-ensembles. C'est une 
action qui consiste en l' agrégation des règles Si . .. Alors qui sont établies sur la base des 
connaissances de l' expertise humaine. L'intersection des multiples règles précédentes, est 
calculée en utilisant un opérateur {-norme tandis que l'union de plusieurs règles est calculée 
en utilisant l'opérateur {-conorme [37]. La définition de la relation peut théoriquement faire 
intervenir n'importe quel opérateur flou. La mise en place de la table d'inférence est basée 
sur une analyse qualitative du fonctionnement du système. Généralement ce sont les 
inférences floues définies par Mamdani et Sugeno qui sont les plus utilisées: 
_ Méthode d' inférence Max-Min (méthode Mamdani); 
4, Méthode d'inférence Max-Produit; 
4.. Méthode d' inférence Somme-Produit. 
Tableau 2-1 Exemple d'une matrice d' inférence qui convient pour les systèmes de 
premier ordre [43] 
11e(t) 
Sortie 
ON 
N 
e(t) Z 
P 
OP 
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Ainsi, l' inférence se fait sur la base de la matrice construite, où on peut activer 
uniquement une partie des règles, comme le montre le tableau 2-1 où juste les cases en bleu 
sont activées. Dans ce cas, on parle de matrice incomplète. 
2.2.2.3 Phase de défuzzification 
La défuzzification qui est la dernière étape dans la conception du contrôleur flou, 
consiste en la conversion du résultat de l'inférence, qui est une fonction d'appartenance, en 
une grandeur physique en sortie. Il existe plusieurs méthodes pour la défuzzification des 
contrôleurs flous [35, 37] : 
• défuzzification par centre de gravité; 
• défuzzification par centre maximum; 
• défuzzification par valeur de maximum. 
Ainsi, avec la méthode du centre de gravité qui est la plus utilisée dans la littérature, la 
valeur de sortie du contrôleur flou à l'instant k peut s'exprimer comme suit [35]: 
f xf.1.R(x)dx 
Yk = f f.1.R(x)dx 
Avec x la variable floue et IlR(X) est le degré d'appartenance de x à l' ensemble flou R. 
2.3 Réseaux de neurones artificiels 
(2-1) 
Un réseau de neurones artificiel (RNA) est un modèle de calcul qUl traite les 
informations en utilisant des neurones artificiels interconnectés par l' intermédiaire de poids 
qui jouent le rôle de synapses. En fait, un RNA imite la structure et les caractéristiques 
fonctionnelles des réseaux de neurones biologiques d'un cerveau dans la manière dont les 
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informations sont interprétées, la capacité d'apprendre, de généraliser et de s'adapter à de 
nouvelles situations. La nature intrinsèquement parallèle du RNA augmente la vitesse de 
traitement des informations en distribuant les calculs entre plusieurs neurones. Dans ce 
chapitre, nous nous concentrons uniquement sur les modèles RNA populaires. La figure 2.5 
montre la structure d'un neurone formel. 
Figure 2-5 Schéma général d'un neurone artificiel 
Les entrées du neurone sont désignées par les Xi (i=1. .. n), et les paramètres Wi sont les 
poids. f est la fonction d'activation qui est généralement croissante et bornée. Les fonctions 
d'activation les plus utilisées sont les fonctions sign, sigmoïde et la fonction linéaire 
saturée [35]. Les réseaux de neurones font partie des réseaux adaptatifs non linéaires, dans 
la mesure où la structure des neurones est modifiée lors du processus d'apprentissage. 
Un RNA est composé de petites unités de traitement interconnectées. Les informations 
sont transmises à travers ces unités le long des interconnexions. Une connexion à l'entrée a 
deux valeurs qui lui sont associées, une valeur d'entrée et un poids. La sortie du neurone est 
une fonction de la somme des entrées multipliées par leurs poids respectifs. En fait, les 
RNA sont entrainés avec le jeu de données jusqu'à ce qu'ils apprennent le comportement 
décrit par les données à l'entrée. Une fois formés, de nouvelles données peuvent être 
20 
présentées à eux pour fin de prévision ou de classification. Les RNA peuvent apprendre 
automatiquement à reconnaître les tendances dans les données des systèmes réels ou de 
modèles physiques, des programmes informatiques, etc. Les RNA sont basés sur la 
compréhension du cerveau et de ses systèmes nerveux associés. Ils utilisent des éléments de 
traitement reliés par des liens de la variable poids pour former une représentation « boîte 
noire » de systèmes [38] . 
Un RNA typique comprend plusieurs couches de neurones interconnectées, dont 
chacune est connectée à d'autres neurones de la couche suivante. Les données sont 
présentées par l'intermédiaire de la couche d'entrée, tandis qu'une couche de sortie contient 
la réponse du réseau à l'entrée. Une ou plusieurs couches cachées peuvent exister entre la 
couche d'entrée et la couche de sortie. Toutes les couches cachées et les neurones de sortie 
traitent leurs couches d' entrées en multipliant chaque entrée par son poids, puis additionner 
le produit, et ensuite traiter la somme en utilisant une fonction de transfert non linéaire pour 
générer la sortie [38]. Le niveau d'activation de la sortie du neurone peut être soit une 
entrée pour d'autres neurones ou une sortie pour le réseau. 
Dans les applications où les règles ne peuvent pas être connues, les RNA peuvent être 
en mesure de représenter ces règles implicitement via le stockage de poids synaptiques 
[39]. Le plus grand avantage des RNA par rapport aux autres techniques de modélisation 
est leur capacité à modéliser des systèmes complexes et/ou non-linéaires sans avoir à 
assumer la forme ou une relation entre les variables d'entrée et de sortie. Les domaines 
d'application des techniques neuronales comprennent entre autres la reconnaissance de 
motifs, optimisation de combinaisons, la compression de données, et la fonction 
d'optimisation [23]. 
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De nos jours, les RNA sont devenus extrêmement populaires pour la prédiction et la 
prévision. Il existe plusieurs architectures de RNA utilisées dans la littérature comme le 
perceptron multicouche (Multi Layer Perceptron-MLP), ou à fonction de base radiale 
(Radial Basis Function-RBF) et le neuronal récurrent (Recurrent Neural Network) [40]. 
Les premiers travaux sur les RNA qui ont été développés par Mc Culloch et Pitts en 
1943 [41], étaient basés sur des fondements biologiques, ont proposé un modèle binaire où 
chaque neurone possède une fonction seuil. En 1949, Hebb proposa une formulation du 
mécanisme d'apprentissage basée sur la capacité d'apprentissage et de modélisation de l'être 
humain [42, 43]. Ce mécanisme est devenu la base des algorithmes constants [35]. 
Toutefois, les travaux qui ont permis un développement qualitatif des RNA sont apparus 
après 1980 [44]. 
2.3.1 Avantages des réseaux de neurones artificiels 
Le principal avantage des RNA, est la capacité de former un réseau de neurones afin 
d'exécuter une fonction particulière en ajustant les valeurs de connexions (poids) entre les 
éléments. De plus, le traitement parallèle permet d'augmenter une vitesse de calcul par 
rapport à un traitement séquentiel qui est plus lent. Les RNA ont de la mémoire qui 
correspond à des poids dans les neurones. Les réseaux de neurones peuvent être formés 
hors ligne, puis transféré dans un processus d'apprentissage adaptatif. 
Le principal inconvénient des RNA est leur fonctionnement comme des boîtes noires, 
où les règles de leur fonctionnement sont complètement inconnues. Ainsi, il n'est pas 
possible de convertir la structure neuronale dans les structures des modèles connus tels que 
les modèles ARMAX. Un autre inconvénient des RNA est le temps nécessaire pour former 
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des réseaux. En effet, l'apprentissage peut prendre beaucoup de temps pour la formation 
d'un RNA pour certaines fonctions. De plus, la qualité d'un RNA dépend grandement de la 
qualité des données utilisée lors de son apprentissage. 
2.3.2 Types d'apprentissage des RNA 
Les RNA ont trois principaux modes d'apprentissage : supervisés, renforcés et non 
supervisé [45]. Dans l'apprentissage supervisé, la sortie du RNA est comparée à une série 
de cibles, le signal d'erreur est propagé à travers le réseau pour ajuster ses poids. Ce 
processus d'ajustement des poids se poursuit jusqu'à la convergence (minimisation de 
l'erreur entre la cible et la sortie du RNA). Le manque d'information lors de la phase de 
l'apprentissage rend difficile, voire impossible la convergence du RNA. La figure 2.6 
ill ustre le principe de l'apprentissage supervisé. 
L'apprentissage renforcé est similaire à l'apprentissage supervisé à la différence qu'il 
n'y a pas de cibles de données, l'algorithme donne une note de la performance du RNA. 
Quant à l'apprentissage non supervisé, il consiste en la mise à jour des poids en fonction des 
données d'entrée seulement. Le RNA apprend à grouper différentes formes d'entrée en 
différentes classes. D'autre part, l'apprentissage non supervisé n'a pas de fonction à imiter, 
mais plutôt une interaction continue avec l'environnement. 
elltrée .,.----..... Sortie désirée 
Processus 
+ 
erreur 
Figure 2-6 Schéma synoptique de l'apprentissage supervisé 
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2.3.3 Différentes architectures des RNA 
2.3.3.1 Perceptron mutli-couche 
Un perceptron est un RNA à propagation direct (jeedforward en anglais) qui a été 
introduit pour la première fois en 1958 [46]. Le perceptron utilise le processus 
d'apprentissage supervisé pour résoudre des opérations logiques de base comme AND ou 
OR. Néanmoins, il ne peut pas résoudre des opérations logiques plus complexes, telles que 
la fonction XOR. Il est souvent utilisé à des fins de classification de motifs [37]. 
Les perceptrons multi-couches (MLP) qui sont les RNA les plus utilisés, sont constitués 
de plusieurs couches [35]. Ils ont été introduits la première fois par Minsky et Papert en 
1969 [46]. Grâce à sa structure étendue, le MLP peut résoudre des problèmes plus 
complexes et toutes les fonctions logiques y compris la fonction XOR [37]. La première est 
la couche d'entrée, qui est plutôt linéaire car elle ne fait que distribuer les variables 
d' entrée. La deuxième couche qui constitue le cœur du réseau de neurone, est appelée aussi 
couche cachée, utilise des fonctions d' activation qui sont souvent de type sigmoïde [35]. La 
troisième couche qui constitue la couche de sortie utilise une fonction d' activation de type 
linéaire bornée [35]. 
Supposons que nous avons un perceptron à une seule couche cachée (voir figure 2.7), 
avec n variables d'entrée et p neurones. La relation entre les variables d' entrée et la sortie 
peut être décrite comme suit [37]: 
(2-2) 
Où: 
Vk(t)= fwkj (t)o/t) 
j=1 
n 
U/t) = l Wji (t)X; (t) 
;=1 
X · ,
Couche 
d'entré 
Couche 
cachée 
Co.uche 
de sortie 
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(2-3) 
(2-4) 
(2-5) 
2-7 Schéma d'un réseau de neurones de type perceptron à une seule couche cachée 
Avec Xi(t) et Yk(t) sont respectivement les vecteurs d ' entrée et de sortie du réseau de 
neurone à l'instant t. L' apprentissage du RNA basé sur l' algorithme de rétropropagation 
(back-propagation en anglais), qui introduit la dérivée première des fonctions d' activation 
[35] , est le plus utilisé par les MLP afin de minimiser la fonction coût exprimée comme 
suit [37]: 
1 111 
E(t) = - Iei (t) 
2 k=l 
(2-6) 
Où: 
ek (t) = y(t) - Y k (t) (2-7) 
Avec ek(t) est l' erreur à l'instant t entre le signal désiré y(t) et le signal fourni par le 
réseau de neurone. 
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2.3.3.2 Réseau de neurones à fonction à base radiale (Radial Basis Function) 
Les réseaux de neurones à fonctions de base radiales (RBF) ont été introduits la 
première fois par Powell en 1989 [46], où les fonctions d'activation sont des fonctions à 
base radiale, qui sont généralement des fonctions gaussiennes. Alors que la fonction 
d'activation du neurone de sortie est l'identité [35]. Le réseau de neurone de type RBF est 
un excellent outil d'approximation pour les problèmes d'ajustement de courbe et son 
apprentissage est équivalent à trouver une fonction multidimensionnelle qui fournit un 
meilleur ajustement aux données d'entraînement. L'avantage principal des RNA à RBF est 
les poids de la couche de sortie qui sont ajustés grâce à l'optimisation linéaire, tandis que 
les poids des couches cachées sont ajustés par une optimisation non linéaire [37]. La sortie 
d'un réseau de neurone utilisant la fonction gaussienne pour la couche cachée, comme le 
montre la figure 2-8 peut être exprimée comme suit: 
1 
Yk = Lwkjrpj 
j~ 1 
Avec k = 1,2, .. . m. 
Avec i = 1,2, .. . n. 
(2-8) 
(2-9) 
Couche 
d 'e1flTé 
.................. 
. . 
. . 
Couche 
cachée 
CoucJœ 
de sortÏi! 
Figure 2-8 Schéma de principe d'un réseau de neurones de type RBF 
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Où n, l, et m sont respectivement le nombre de neurones d' entrée, de la couche cachée 
et de la sortie. cr est l'écart type, CPj sont les fonctions gaussiennes et Cj sont leur centre. Wkj 
sont les poids qui sont avec Cj et cr, les paramètres à optimiser pour l' apprentissage [35]. Le 
réseau à RBF présente généralement une réponse lente à cause du grand nombre de 
neurones nécessaires dans la deuxième couche. Toutefois, un choix approprié des centres et 
des largeurs du RBF peuvent améliorer la précision et la vitesse du réseau. Les réseaux 
RBF les plus efficaces sont ceux construits par une répartition des localisations des centres 
lorsque les données d'entraînement sont significatives [37]. 
2.4 Conclusion 
Dans ce chapitre, nous avons abordé l'intérêt de la logique floue dans le domaine du 
contrôle de procédés. Cette discipline permet de prendre en considération et les 
connaissances de l'expertise humaine et de l'incertitude (imprécision) des données utilisées 
par le contrôleur flou. L'utilisation des variables linguistiques permet de tenir compte des 
imprécisions et des incertitudes caractérisant les processus à contrôler par l'intermédiaire 
d'un formalisme unique. L'utilisation des contrôleurs flous a connu un grand essor dans 
27 
plusieurs domaines tels que l'industrie, où ils concurrencent sérieusement les régulateurs 
classiques de type PID. Ceci est dû à leur excellente performance dans la commande des 
systèmes complexes, imprécis et fortement non linéaires. C'est dans ce contexte que nous 
avons opté pour l'utilisation des contrôleurs flous pour la commande des systèmes 
complexes tels que les systèmes éoliens, l'électrolyseur, la génératrice diesel et la pile à 
combustible. 
Les RNA ont rencontré un grand intérêt de part des chercheurs grâce à leur aptitude 
d'apprentissage du comportement d'un système à partir de ses données d'entrée-sortie. Ces 
capacités d'apprentissage et de généralisation permettent aux RNA de traiter plus 
efficacement les problèmes complexes et/ou non linéaires qui varient dans le temps. Jusqu'à 
présent, les RNA de type MLP restent les plus populaires dans les applications de contrôle 
avec l'algorithme de rétro propagation pour l'ajustement des poids de connexion. 
Cependant, cet algorithme qui est basé sur la méthode de descente de gradient, présente un 
inconvénient majeur car il n'est pas approprié pour toutes les applications. Par voie de 
conséquence, la convergence et la stabilité de cette approche ne peuvent pas garanties. 
Dans notre travail, le MLP et les réseaux RBF sont utilisés dans l'objectif de modéliser des 
systèmes énergétiques complexes et non-linéaires. 
Chapitre 3 - Système d'énergie hybride (SEH) pour 
régions isolées 
3.1 Introduction 
Les coûts énergétiques dans les communautés éloignées restent encore très élevés, 
comparé aux réseaux connectés. En effet, les coûts d'extension des réseaux électriques pour 
l'électrification des zones reculées restent encore prohibitifs. Principalement, ce sont des 
centrales thermiques à base de génératrices diesel qui sont utilisées. Cette solution fournit 
une énergie électrique coûteuse, et responsable de l' émission de 1.2 million tonnes de GES 
annuellement uniquement au Canada [3]. Pour une majorité des régions reculées, les 
réseaux autonomes intégrant des sources d'énergies renouvelables sont considérés comme 
une solution prometteuse pour la production d'énergie propre et durable [47]. Toutefois, des 
efforts supplémentaires sont nécessaires pour atteindre les objectifs définis par l'Agence 
Internationale de l'Énergie (AIE), qui estime que les investissements annuels dans le secteur 
énergétique en milieu rural doivent plus que quintupler afin fournir un accès universel aux 
énergies modernes en 2030 [47]. 
Un Système d'Énergie Hybride Diesel/Éolien (SEHDE) est un système de production 
d'électricité autonome, combinant des éoliennes et des génératrices diesel. Le principal 
objectif des SEHDE est l'augmentation de la production de l'énergie pour faire fasse à la 
demande. De plus, ces systèmes est de réduire à la fois les coûts de fonctionnement et la 
quantité des GES [48]. Si le SEHDE est capable d'arrêter les génératrices diesel pendant les 
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périodes de fort vent, avec l'utilisation de l'électronique de puissance, alors il serait classé 
comme un système à fort taux de pénétration des éoliennes (le taux de pénétration moyen 
est la quantité de l'énergie fournie par les SER pour alimenter en énergie, les différentes 
charges). Ce type de systèmes a trois modes de fonctionnement: (1) fonctionnement avec 
des génératrices diesel seules (MDS); (2) fonctionnement hybride diesel/éolien (MDE); (3) 
et un mode de fonctionnement à éoliennes seules (MES) où il n'y a pas de consommation 
du diesel (les génératrices diesel à l' arrêt) [48, 49]. En mode MDS, les génératrices diesel 
fournissent la puissance active et réactive demandée par la charge (les éoliennes sont 
déconnectées). En mode MDE, en plus des génératrices diesel, les éoliennes fournissent 
une partie des besoins des charges. En mode MES, les génératrices diesel sont à l' arrêt, et 
seules les éoliennes fournissent combinées à des systèmes de stockage, sont utilisés pour 
faire face à la demande Dans ce dernier mode, l'utilisation de l'électronique de puissance est 
nécessaire afin de permettra un fonctionnement fiable. 
Le SEHDE contribue à la réduction de la consommation du diesel. Toutefois, 
l'intégration de l'énergie éolienne, qui a un caractère intermittent. peut avoir un impact 
négatif sur le régime opératoire des génératrices diesel, avec des cycles de démarrage-arrêt 
plus fréquents (surtout en cas d'un taux de pénétration élevé) [50]. 
3.2 État de l'art sur les systèmes de production décentralisée 
Durant la dernière décennie, plusieurs études sur la conception et/ou l' installation de 
systèmes éolien avec stockage d'énergie sous forme d'hydrogène ont été lancées [51-53] , et 
quelques installations matérielles ont été réalisées [9, 54-56]. La plupart des installations 
énumérées dans la littérature sont des systèmes à petite échelle intégrant l' énergie éolienne 
avec seulement quelques kWs. Ces systèmes sont caractérisés principalement par un bus à 
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courant continu (CC) et de bancs de batteries, comme système de stockage de l'énergie 
[51]. L'exception la plus notable est le système autonome éolien/hydrogène de l'île d'Utsira 
(en Norvège), qui constitue un mini-réseau avec un bus à courant alternatif (CA) qui fournit 
une puissance de 10 MW [57]. Il Y a aussi le système basé sur un bus à CC qui alimente 
une ferme de Beacon Ouest à Loughborough (Royaume-Uni) [58] . Ce système possède une 
capacité de stockage d'hydrogène d'environ 2850 Nm3, qui est légèrement plus grand que le 
système implanté à Utsira, avec une capacité de 2400 Nm3[51] . 
La plupart des systèmes rapportés dans le tableau 3.1 utilise des électrolyseurs 
alcalines disponibles dans le commerce, avec des capacités de production d'hydrogène de 
l'ordre de 0,2 à 10 Nm3/h, et des pressions d'opération allant de 7 à 20 bars [51] . Toutefois, 
il existe des prototypes d'électrolyseur de type PEM à l'IFE, avec une capacité de 
production d'hydrogène de 0,3 Nm3/h, et une pression de fonctionnement de 15 bars [59]. 
On peut noter le cas d'un prototype d'électrolyseur alcalin à haute pression qui est dans le 
projet PURE, avec une capacité de production d'hydrogène de 3,6 Nm3/h, et une pression 
de fonctionnement de 55 bars [56]. L'électrolyseur alcalin installé à Utsira a une pression et 
une capacité de production d'hydrogène qui sont respectivement de 12 bars et 10 Nm3/h. 
3.3 Génératrice diesel 
Avec les SER telles que les éoliennes et le photovoltaïque (PV), la production dépend 
non pas de la demande, mais plutôt des conditions climatiques (vent, ensoleillement, 
température, etc). Dans le cas des réseaux autonomes, il est nécessaire de prévoir des 
systèmes tampons (systèmes de stockage d'énergie) ou des sources de production 
régulatrices. 
Année 
2000 
2001 
2004 
2004 
2005 
2006 
2006 
2007 
2007 
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Tableau 3-1 État de l'art des systèmes éolien/hydrogène à travers le monde entre 
2000 et 2008 [51] 
Localisation Nom du projet Réf 
ENEA Research Prototype wind/electrolyzer [60] 
University of Quebec, Renewable energy systems based on hydrogen for [54] Trois-Rivières, Canada remote applications 
Utsira Island, Norway Demonstration of autonomous windlhydrogen- [61] 
systems for remote areas 
West Beacon Farm, HARI-Hydrogen and Renewables Integration [58] Loughorough, UK PURE-Promoting Unst Renewable Energy 
Unst, Shetland PURE-Promoting Unst Renewable Energy [55] Islands, UK 
IFE, Kjeller, Norway Development of a field-ready small scale wind- [59] hydrogen energy system 
NREL, Golden, Wind-to-hydrogen (Wind2H2) demonstration [62] Colorado, USA project 
Pico Truncado, Wind/hydrogen demonstration plant [63] Argentina 
Keratea, Greece RES2H2 wind-hydrogen pilot plant, with H2- [64] 
storage in metal hydride 
Dans les SEH, la source primaire est généralement la génératrice diesel, basée sur 
l'utilisation de génératrice électrique telle que la machine synchrone à rotor bobiné avec un 
couplage direct au réseau, ou indirect à travers des interfaces de puissance. C'est la 
génératrice diesel qui régule la tension et la fréquence du réseau à CA (en alimentant les 
charges en puissance active et en puissance réactive). Il existe deux modes de 
fonctionnement de la génératrice diesel. Un fonctionnement à vitesse variable, avec 
l'utilisation d'une interface de puissance pour un découplage entre la vitesse de~rotation de 
la génératrice et la fréquence du réseau. Ce mode de fonctionnement permet une économie 
du carburant à faible charge [65], mais augmente la complexité du contrôle du système et le 
coût de l'utilisation de convertisseurs de puissance dimensionnés pour la puissance 
nominale de la machine. Dans le second mode de fonctionnement, la génératrice électrique 
est directement liée au réseau électrique. L'avantage de ce mode de fonctionnement, qui est 
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adopté dans les travaux de thèse, se caractérise par sa simplicité du contrôle et la non 
utilisation d' interface de puissance. L'inconvénient de la consommation du carburant à 
faible charge sera compensé par une gestion efficiente du système hybride qui sera 
présentée par la suite. 
Dans le cas d'une génératrice directement connectée au réseau, la fréquence du réseau 
est proportionnelle à sa vitesse de rotation. La régulation de la vitesse est assurée par un 
contrôleur dont le rôle est d'ajuster le flux de consommation du carburant à la demande. 
3.4 Convertisseurs de puissance 
Les réseaux autonomes qui sont constitués de plusieurs composants tels que les sources 
de production, les charges et les systèmes de stockage ont besoin d'artifice afin de réguler le 
flux de puissance (active et réactive) entre ses différents éléments. Principalement, deux 
types de convertisseurs de puissance sont utilisés. Le convertisseur de puissance CAiCC 
réversible pour faire le lien entre la partie fonctionnant à courant continue et la partie 
fonctionnant à courant alternatif. La deuxième famille de convertisseurs de puissance qui 
est largement utilisée dans les systèmes d'énergie hybrides (SEH) est les convertisseurs de 
puissance CC/CC appelés aussi hacheurs. Ces derniers permettent essentiellement un 
conditionnement efficient de la puissance à CC entre les différents éléments du SEH [66], 
qui sont essentiellement des systèmes de stockage tels que les électrolyseurs, les PàC, les 
batteries, et les supercondensateurs, etc. 
3.5 Systèmes de stockage d'énergie pour les réseaux autonomes 
L'utilisation des systèmes de stockage d'énergie dans les réseaux autonomes exploitant 
des SER telles que l'énergie éolienne est nécessaire afin de répondre au caractère 
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intermittent et fluctuant du vent et/ou d'ensoleillement. Ainsi, les systèmes de stockage 
contribuent à l'augmentation du taux de pénétration de l ' énergie éolienne, et de participer 
aux services système dans un SEHDE [67]. Les systèmes de stockage d'énergie peuvent 
être classés selon le type de stockage d'énergie qui peut être sous forme électrique, 
magnétique, thermique, chimique, cinétique ou du potentiel gravitationnel, etc. Du point de 
vue du système, d'autres critères peuvent être pris en considération tels que le temps 
d'accès à l'énergie et le contrôle des unités de stockage, comme illustré sur la figure 3-1. 
Selon le diagramme de Ragone, ils peuvent être classés en deux catégories [68]: 
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Figure 3-1 Diagramme de Ragone [69] 
• Systèmes de stockage à forte dynamique « sources de puissance », qui peuvent 
fournir une densité de puissance élevée. Ces systèmes ne peuvent pas stocker de 
l'énergie à long terme, mais peuvent répondre à des variations rapides de 
puissance. Parmi ces systèmes, il y a les volants inertiels, les super-
condensateurs, des supraconducteurs à stockage d'énergie magnétique; 
• Systèmes de stockage à long terme « sources d'énergie », qui peuvent fournir 
une grande densité d'énergie à long terme, sont caractérisés par une faible 
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dynamique. Parmi ces systèmes il y a les génératrices diesel, les micro turbines 
à gaz, batteries, piles à combustible combinées à un réservoir d'hydrogène. 
3.6 Différentes structures de systèmes de production pour régions reculées 
Il existe principalement deux types de structures de SEH qui sont utilisées [68, 70]: 
3.6.1 Structure à bus à CA 
La structure du SEH à bus à CA est illustrée par la figure 3-2. Un SEH est dit à sources 
centralisées, lorsque toutes les sources de conversion d'énergie sont connectées au bus à 
CA [71], et il est dit à sources décentralisées, lorsque les différentes sources de conversion 
d'énergie ne sont pas reliées au principal bus à CA [72] . Les avantages de cette structure 
sont sa simplicité et sa rentabilité [73 , 74]. Cependant, la tension et la fréquence du bus à 
AC doivent être bien contrôlées afin d'assurer la stabilité et la fiabilité du SEH. 
PûC 
Figure 3-2 Structure de SEH à couplage à CA 
3.6.2 Structure à bus à CC 
Contrairement au SEH à couplage à CA, dans un SEH à CC, toutes les sources de 
conversion d' énergie sont reliées au bus à CC avant d'être raccordées au réseau [70]. Le 
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raccordement au réseau dans le cas d'un réseau électrique centralisé, ou bien l' alimentation 
des charges pour un réseau autonome se fait par un convertisseur CC/CA. La structure 
générale du SEH à couplage à CC est montrée sur la figure. 3-3. 
Figure 3-3 Structure de SEH à couplage à CC 
Cependant, il existe d'autres structures de SEH qui sont autres que les deux de 
structures citées en haut. En effet, il existe une structure mixte qui combine les avantages 
des deux structures principales. La figure 3-4 montre la structure du SEH à couplage mixte. 
BusCA Pile 
Figure 3-4 Structure de SEH à couplage mixte 
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3.7 Dimensionnement des systèmes de production autonomes 
Étant donné que les SEH utilisent des SER dans le but de réduire la consommation des 
carburants d'origine fossile, un dimensionnement approprié des différents composants du 
système est nécessaire. En effet, pour un fonctionnement fiable et rentable du SEH, il est 
nécessaire de choisir la taille des différentes sources ainsi que le système de stockage 
d'énergie associé. 
L'approche qui a été choisie dans ce travail de recherche pour le dimensionnement de 
du SEH est basée sur l'évaluation du potentiel éolien du site d'implantation, ainsi que la 
demande. Cette approche de dimensionnement a été largement reportée dans la littérature, 
et ne sera pas détaillée dans ce mémoire. De plus, une nouvelle méthode pour un 
dimensionnement adéquat du système de stockage d'énergie sous forme d'hydrogène sera 
présenté. L'objectif de cette méthode est de réduire la consommation du diesel et 
d'augmenter le rendement énergétique du système de stockage. 
3.8 Conclusion 
Dans ce chapitre, nous avons abordé un état de l'art sur les SEH qui sont utilisés pour 
l'alimentation en électricité des zones isolées. Par la suite, une présentation des différents 
éléments composant les SEH a été réalisée. Les différentes topologies des SEH existantes 
ainsi que celle qui a été choisie dans notre travail de recherche ont été présentées. 
Enfin, la problématique du dimensionnement du SEH, qui est essentielle pour un 
fonctionnement fiable et rentable, a été abordée d'une manière succincte. En fait, cette 
question sera traitée en détail dans les prochains chapitres. 
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Dans la chapitre suivant, une étude d'un système éolien à base de machine asynchrone à 
double alimentation (MADA) sera réalisée. De plus, une stratégie d'optimisation de la 
production de l'énergie éolienne, avec la proposition d'un nouvelle algorithme d'extraction 
du maximum de puissance éolienne, sera présentée. 
Chapitre 4 - Modélisation et commande d'un système 
éolien à base de MADA 
4.1 Introduction 
Ces deux dernières décades, l'énergie éolienne est la SER qui a connu la plus grand 
progression. Les développements qu'à connu l'électronique de puissance combiné au 
systèmes de plus en plus performants ont contribué à cette progression. En effet, 
l'utilisation d' interfaces de puissance permet un fonctionnement à vitesse variable de 
l'éolienne, et l' extraction du maximum de puissance [75]. Bien qu' il soit possible de 
connecter les génératrices éoliennes directement au réseau (pour les éoliennes à vitesse 
fixe), il est préférable d'utiliser de l'électronique de puissance pour améliorer l' efficacité et 
le rendement du système éolien. En effet, les convertisseurs de puissance permettent un 
fonctionnement souple avec l'atténuation des perturbations dues aux variations brusques et 
aléatoire de la vitesse du vent. De plus, ces interfaces de puissance contribuent à 
l'amélioration de la qualité de l'onde telle que le filtrage harmonique et la contribution au 
contrôle de la tension [75, 76]. Ainsi, les systèmes éoliens peuvent participer aux services 
système [77, 78]. 
Parmi les nombreuses technologies d'éoliennes fonctionnant à vitesse variable, la 
MADA est la machine qui a connu un grand intérêt ces deux dernières décades. En effet, 
cette machine a l'avantage de permettre une capacité élevée de transfert d'énergie, la 
réduction de la taille des convertisseurs de puissance dimensionnés à un tiers de la 
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pUIssance nominale du système éolien [79-82]. Alors que le stator de la MADA est 
directement lié au réseau, le rotor est connecté via deux convertisseurs MU (Modulation de 
Largeur d' Impulsion) connectés dos-à-dos, avec un condensateur de liaison à CC (voire 
figure 4.2). La fréquence de la tension injectée au rotor est ajustée en fonction de la 
variation de vitesse de la turbine pour obtenir une fréquence constante aux bornes du stator 
[83] . 
4.2 État de l'art des systèmes de conversion électromécanique 
Pour une maximisation de la production de l'énergie éolienne et une souplesse de 
fonctionnement, les turbines à vitesse variable sont les plus performantes par rapport aux 
turbines fonctionnant à vitesse fixe [84]. En effet, la quantité de la production de l'énergie 
éolienne augmente jusqu'à 10-15% avec les éoliennes à vitesse variable qu'avec les 
éoliennes à vitesse fixe [85]. 
Les systèmes éoliens peuvent être classés suivant plusieurs critères. L'un des critères est 
l'utilisation de boite à vitesse, qui permettent d'adapter la vitesse faible de la turbine à la 
vitesse de fonctionnement élevée de certaines machines telles que la MADA. Il Y a aussi 
des génératrices qui peuvent fonctionner à faible vitesse du vent, telles que les Génératrices 
Synchrones à Aimant Permanents (GSAP). L'avantage des systèmes éoliens sans boite à 
vitesse, est la faible maintenance, augmentant ainsi leur fiabilité. L'autre critère est 
l'utilisation des systèmes de variation des angles des pales; (1) système à décrochage 
naturel (Stal! control) ; (2) système à décrochage actif (Pitch control) [86]. 
La MADA et la GSAP sont les machines les plus utilisés dans les systèmes de 
conversion de l'énergie éolienne [87]. Le synoptique d'un système éolien utilisant une 
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GSAP est illustré par la figure 4.1 . La GSAP peut être utilisée sans boite à vitesse, ce qui 
lui donne un grand avantage de nécessiter une faible maintenance. L'énergie produite par la 
GSAP est transférée vers le réseau via une interface de puissance constituée de deux 
convertisseurs de puissance MU connectés dos-à-dos. 
Figure 4-1 Synoptique de la structure du système éolien à base de GSAP 
Le schéma du système éolien à base MADA, qui fera l'objet de l'étude dans notre 
travail de thèse est représenté sur la figure 4.2. 
Réseau 
Figure 4-2 Synoptique de la structure du système éolien à base èle MADA 
4.3 Machine Asynchrone à Double Alimentation (MADA) 
La MADA, qui est largement utilisée dans les systèmes de conversion de l' énergie 
éolienne, a plusieurs avantages tels que sa robustesse, son coût, sa simplicité et nécessite 
peu d'entretien. La MADA qui a un fonctionnement à vitesse variable (environ un tiers 
autour de la vitesse synchrone), qui lui confère un grand avantage par rapport aux machines 
utilisant des interfaces de puissance dimensionnées pour la puissance nominale. De 
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nombreux travaux de recherche ont traité des lois de commande des convertisseurs de 
puissance utilisés pour l'optimisation de l 'extraction de la puissance éolienne. Ces lois de 
commandes sont généralement basées sur le principe de la commande vectorielle (avec 
orientation du flux) associée à des régulateurs conventionnels [88-90]. 
Avec les progrès technologies sur les matériaux, l'électronique de pUIssance et la 
micro-informatique, les contrôleurs classiques, tels que les PI, qui sont déterminés pour 
fonctionner sur un seul point de fonctionnement, peuvent être remplacés par l'élaboration 
de stratégies plus efficaces basées sur des techniques de contrôle modernes telles que: la 
logique floue [91] , la commande robuste [92-94], la commande adaptative [95] et la 
commande en mode de glissement [96-98]. 
4.4 Modélisation du système éolien 
La structure du système éolien adoptée dans notre étude est illustrée sur la Fig. (4.3). Il 
est constitué d'une turbine et une MADA couplée à un réseau triphasé. Dans une telle 
configuration, l'enroulement du stator est directement connecté au réseau, tandis que 
l'enroulement rotorique est relié au réseau via deux convertisseurs de puissance permettant 
un échange de puissance entre le rotor et le réseau. Ainsi, le Convertisseur Côté Machine 
(CCM) de la MADA permet une commande indépendante en puissances active et réactive, 
alors que le Convertisseur Côté Réseaux (CCR) permet la régulation de la tension du bus à 
CC et le réajustement du facteur de puissance côté réseau. 
Dans notre étude, le système éolien fonctionne en deux modes: (1) le mode hypo-
synchrone, lorsque la puissance aérodynamique est insuffisante pour atteindre la vitesse 
synchrone, le système fonctionne en mode 1: extraction de la puissance maximale; (2) le 
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mode hyper-synchrone, lorsque la vitesse du vent est supérieure à la valeur nominale. Dans 
ce cas, le système passe à l'état 2, où la puissance produite est limitée à sa valeur nominale 
par le système de variation d'angle de pales (pitch control). 
- -
p, Q, 
CCM DC-link CCR 
Figure 4-3 Structure du système de génération éolienne à base de MADA 
4.4.1 Modélisation de la turbine 
Pour une vitesse de vent donnée vw, la puissance mécanique générée par la turbine peut 
être exprimée comme suit [99]: 
(4-1) 
où p est la densité de l'air en kg/m3; A=1tR2 est la surface brassée par les pales en m2, et R 
est le rayon des pales en m. 
Le modèle aérodynamique de la turbine peut être déterminée par la courbe Cp(À,, ~) . Cp est le 
coefficient de puissance qui est fonction de ratio de vitesse spécifique À, et de l' angle de 
calage des pales ~. La relation du ratio de vitesse spécifique est la suivante: 
(4-2) 
Où Or représente la vitesse de rotation de la turbine en rad/sec. 
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Connaissant la valeur optimale du ratio de vitesse spécifique (ÀOPI ) ' ainsi que la valeur 
estimée de la vitesse du vent v w , la valeur optimale à imposer à la MADA pour extraire le 
maximum de puissance est donnée par l'expression suivante : 
(4-3) 
Le coefficient de puissance qui est adimensionnel est donné par la relation suivante: 
Cp = 0.398 Sin( n(À - 3) J -0.00394(À - 2) fJ 
15 - 0.3fJ 
(4-4) 
Cp le coefficient définit le rendement aérodynamique de la turbine. La figure 4.4 représente 
le coefficient de puissance qui dépend des dimensions des pales, du ratio de vitesse 
spécifique Je et de l' angle de calage des pales {J. 
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Figure 4-4 Coefficient de puissance (Cp) en fonction du ratio de vitesse spécifique 
(À) 
4.4.2 Modélisation de la machine asynchrone à double alimentation 
En appliquant les transformations de Concordia et de Park au modèle triphasé du 
modèle de la MADA, qui est largement rapporté dans la littérature, les tensions rotoriques 
et statoriques peuvent être écrites dans le repère de d-q comme suit [100, 1 ° 1]: 
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(4-5) 
(4-6) 
Où r s et rr sont respectivement la résistance statorique et rotorique et OJs et OJr sont 
respectivement la pulsation de synchronisme et les pulsations rotoriques. 
Les flux statoriques et rotoriques sont donnés respectivement par la relation suivante : 
(4-7) 
(4-8) 
Où Ls et Lr sont respectivement les inductances statorique et rotorique, et M est 
l'inductance mutuelle. 
L ' expression du couple électromagnétique est donnée par la relation suivante : 
(4-9) 
Où P représente le nombre de paires de pôles. 
L'équation mécanique de la MADA : 
dO. 
Cell/-Cr =J- + fn 
dt 
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(4-10) 
Où Cr est le couple résistant, J le moment d'inertie, f le coefficient de frottement et la 
vitesse de la MADA. 
En négligeant les pertes de puissance associées à la résistance statorique, les puissances 
active et réactive peuvent être exprimées comme suit [102]: 
~ = ~ (VdJds + vqJqJ 
Qs = 2 (VqJdS - vdJqs) 
2 
(4-11) 
De la même façon, on peut exprimer les puissances active et réactive rotoriques comme 
suit: 
(4-12) 
Étant donné que la fréquence des tensions statoriques est imposée par le réseau 
électrique, la pulsation des courants rotoriques est donnée par : 
(4-13) 
Avec OJr et OJs représentent les pulsations des SIgnaux rotoriques et statoriques 
respectivement en rad/s. Les angles Br et Bs qUI sont calculés respectivement par 
l'intégration de OJr et OJs respectivement: 
1 
Br = f ())r dt +BrO 
o 
(4-14) 
46 
(4-15) 
4.4.3 Commande vectorielle de la MADA 
La MADA est un système non-linéaire, où son couple électromagnétique (la relation 
4.9) est obtenu à travers un produit croisé entre les flux et les courants statoriques. Ceci 
rend la commande de la MAD A difficile. La commande vectorielle (la commande par 
orientation de flux) est utilisée afin d'éliminer cette difficulté. 
Nous avons choisi un référentiel diphasé d-q lié au champ tournant (ce qUi nous 
permettra d'avoir des grandeurs constantes en régime permanent), et d'orienter le flux 
statorique C[Js suivant l'axe d, par l'alignement du vecteur du flux statorique sur l'axe d. 
Ainsi, les équations de flux et de courants peuvent s'écrire respectivement: 
(4-16) 
(4-17) 
Ainsi, les tensions statoriques dans le repère d-q peuvent s'écrire respectivement comme 
suit: 
(4-18) 
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À partir des équations (4.6) et (4.8), les tensions rotoriques peuvent s'écrire comme suit: 
(4-19) 
- . L didr Mdids L· M· vdr - rr1dr + r --+ -- - OJr r1qr + OJr lqs 
dt dt 
_. diqr diqs . . 
vqr - r,. lqr + Lr dt + M dt + OJrLr1dr + OJrMlds 
(4-20) 
En remplaçant les expressions des courants statoriques dans (4.20) par leur expression 
(4.17), nous obtenons la relation suivante: 
(4-21) 
_. (L M2 Jdidr L . M2 • 
v dr -rrldr + r-- ---(j)r r1qr-(j)r-1qr 
L s dt L s 
( 2Jd· 2 . M lqr . <l>s M. Vqr = rr1qr + Lr -- --+(j)rLr1dr+(j)rM--(j),.-ldr L s dt L s L s 
(4-22) 
( 2Jd· ( 2J . M Iq,. M. M Vq,. = r,.Iq,. + Lr - -- -- + OJ,. L,. - -- Idr + OJ,. -<1> s Ls dt Ls L s 
(4-23) 
En remplaçant l'expression du flux de (4.16) et les expressions des courants statoriques de 
la relation (4.17) dans (4.9), le couple électromagnétique s'exprime comme suit: 
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(4-24) 
En remplaçant les expressions (4.17) et (4.18) dans la relation (4.11) les puissances active 
et réactive statoriques peuvent s' exprimer de nouveau comme suit: 
M 
Ps =-vs- iqr Ls 
Q = v./Ps _ vsM i 
s L L dr 
s s 
(4-25) 
Le schéma simplifié du modèle mathématique de la MADA est montré par la figure 4.5 
suivante: 
Figure 4-5 Synoptique du modèle simplifié de la MADA 
4.4.4 Modélisation du bus à CC 
Les deux convertisseurs de puissance CAICC qui permettent la connexion du circuit 
rotorique de la MADA et le réseau électrique sont reliés entre eux via un bus à CC afin de 
permettre un transfert de puissance entre deux sources de courant avec des fréquences 
différentes. La figure 4.6 illustre la connexion de deux convertisseurs de puissance à travers 
le bus à Cc. 
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Figure 4-6 Connexion de deux convertisseurs de puissance à travers un bus à CC 
La tension du bus à CC Vdc peut être exprimée comme suit : 
(4-26) 
Avec C la capacité du bus à CC, et Vdc(t=O) la tension initiale du bus continu. 
L'expression de la relation (3.26) peut être représentée par la figure 4.7 suivante : 
i m + 
s 
Figure 4-7 Modélisation du bus CC 
4.4.5 Modélisation du filtre RjLf côté réseau 
En appliquant la loi des mailles à la figure 4.8, la tension du filtre RfLf s'écrit sous 
forme matricielle suivante [103]: 
(4-27) 
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Figure 4-8 - Schéma du Convertisseur CCR et du filtre RfLf 
En appliquant la transformation de Park à la relation (4.27), on obtient la relation suivante : 
(4-28) 
Avec: 
(V J [V;I J (V J [VIIII J (i J [i
g l 
] ;,: ~ [P(O)] ~' ; r:: ~ [P(O)] ;" ; i:: ~ [P(O)] i g , 
13 1113 193 
[pee)] : Matrice de Park. 
Les tensions de couplage ed et eq s'écrivent comme suit: 
(4-29) 
En posant : 
(4-30) 
Les relations (4.28), (4.29) et (4.30) nous permettent d'écrire la relation (4.31) suivante: 
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(4-31) 
La fonction de transfert du filtre peut s'écrire comme suit: 
F(s) = igd(s) = 1 
VfAs) Rf +sLf 
F(s) = igq (s) = 1 
Vft/s) Rf + sLf 
(4-32) 
Le synoptique de contrôle des courant dans le filtre est représenté par la Figure (4.9) 
suivante [104] : 
Figure 4-9 Schéma de principe du contrôle du courant dans le filtre 
À partir des tensions V;:! et V;:' et en appliquant la transformation de Park, nous 
obtenons les trois tensions de référence v;ef ,v;ef et v;ef qui seront utilisées pour la 
commande du CCR en appliquant la technique de la ML! (Pulse Width Modulation en 
anglais). 
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4.4.6 Calcul de la puissance de référence du réseau 
Pour la commande du CCR, nous avons besoin de connaitre la puissance active qui le 
traverse. À partir du nœud des courants de la figure 4.6, nous pouvons déterminer la 
puissance fournie ou absorbée par le convertisseur côté réseau (CCR). 
(4-33) 
Avec: 
P mac: la puissance fournie ou absorbée par la génératrice à travers son rotor. 
P cond : la puissance fournie ou absorbée par le condensateur de bus à CC. 
Preseau: la puissance fournie ou absorbée par le convertisseur CCR. 
Ces puissances sont définies comme suit: 
(4-34) 
(4-35) 
P,.esau = Vdc ireseau (4-36) 
Ainsi, la puissance de référence absorbée ou fournie par le CCR peut être déterminée 
comme suit: 
preJ - V ' - V (' ' ) 
reseau - de l reseall - de lmae - l de (4-37) 
La figure 4.10 ci-dessous· illustre la détermination de la puissance de référence du CCR. 
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Figure 4-10 Détermination de la puissance active de référence du CCR 
4.5 Commande de l'angle d'orientation des pales ~ (commande à pas variable) 
Il existe deux principes de contrôle aérodynamique de l'éolienne dans le but de limiter 
la puissance fournie, et d'assurer un fonctionnement sécuritaire du système éolien. Le 
système à commande d'angle d'orientation des pales (Pitch control en anglais), est un 
système qui utilise la variation de l'angle de calage des pales (variation de l'angle 
d'incidence). L'adaptation de l'angle d'incidence des pales à la vitesse du vent afin 
d'essayer de capturer le maximum de puissance. C'est une technique assez coûteuse, qui est 
utilisée pour les éoliennes à moyenne et à grande puissance. Elle permet de régler 
mécaniquement l'angle des pales, ce qui permet de décaler la courbe du coefficient de 
puissance de la voilure [105]. 
Ces systèmes de commande à pas variable, ont été largement étudiés dans la littérature 
[106, 107]. Au départ, l'objectif était de maintenir une vitesse de rotation constante 
(éoliennes à vitesse fixe), et le rendement électrique sous une plage de vitesse de vent 
supérieure. Pour les éoliennes à vitesse variable, un autre principe de contrôle a été 
introduit dans le but de réduire la charge dans les grandes éoliennes [108]. A faibles 
vitesses de vent, le système d'orientation des pales est désactivé, et l'angle d'orientation 
reste à sa valeur optimale (0°), et la stratégie MPPT est utilisée pour extraire le maximum 
de puissance [109]. À des vitesses du vent plus élevées, le système de commande est 
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activée pour limiter la puissance. Les deux modes de contrôle travaillent parfois ensemble 
pour réguler la vitesse de la turbine dans la région de fort vent [110, 111]. 
Contrôleur de 
position 
BOlide (\xteme 
Contrôleur de 
muse 
f3 fJ 
Boude illteme 
Figure 4-11 Principe de commande mécanique à pas variable d' une turbine 
Étant donné qu' il y a des incertitudes sur la modélisation de la turbine, nous proposons 
d' utiliser deux régulateurs flous pour la boucle externe qui est le contrôle de position, et un 
régulateur PI pour le contrôle de la vitesse (voir figure 4.11). À noter que les gains du 
régulateur PI ont été détenninés par la méthode de placement des pôles. Les 
caractéristiques du régulateur flou sont présentées ci-dessous. Le tableau 4.1 représente les 
règles de base d'inférence utilisées pour le contrôleur de position du système pitch control. 
La figure 4.12 illustre la répartition de l' univers de discours des grandeurs d' entrée et de 
sortie du contrôleur de position flou. 
Tableau 4-1 Règles d' inférence du régulateur flou utilisé pour le contrôle de la 
position des pales « Pitch Control » 
e(t) 
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Figure 4-12 Fonction d'appartenance des entrées et sortie du contrôleur de position 
du système « Pitch Control » 
4.6 Algorithme de poursuite de la puissance maximale de l'éolienne (MPPT) 
Afin de pouvoir capturer le maximum de la puissance éolienne, la vitesse de 
l'aérogénérateur doit être ajustée en permanence en fonction de la variation de la vitesse du 
vent. De nombreux algorithmes MPPT ont été proposés dans la littérature. Dans [112] le 
ratio de vitesse spécifique est fixé à sa valeur optimale ÀOPI afin d'extraire le maximum de la 
puissance de sortie avec la valeur optimale du coefficient de puissance. Cette méthode 
présente certains inconvénients, comme l'impossibilité d'adapter la vitesse de l'éolienne en 
cas de variation rapide de la vitesse du vent, en raison de son inertie. Dans [102] une autre 
méthode est présentée où ÀOPI est calculé à partir des racines de la dérivée seconde de la 
relation du coefficient de puissance Cp' Cette méthode est principalement limitée par sa 
complexité et sa gourmandise en temps de calcul, surtout lorsque la représentation 
mathématique du Cp est un polynôme de quatrième ordre, dont beaucoup de relations sont 
rapportés dans la littérature, comme la relation 4.4 (utilisée dans ces travaux de recherche). 
Avec ces modèles de Cp, le calcul des racines de leurs dérivées secondes [12] , est 
généralement difficiles à réaliser. Une autre technique MPPT utilise l'information sur la 
courbe de puissance maximale des éoliennes (puissance maximale en fonction de la vitesse 
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de rotation), pour poursuivre le point de la pUIssance maximale. Les prmclpaux 
inconvénients de cette méthode sont la nécessité de mesures expérimentales des courbes de 
puissance mécanique en fonction de la vitesse de la turbine [13], et le besoin d'un grand 
espace de mémoire. 
Dans notre travail, nous proposons une nouvelle stratégie MPPT sans capteurs 
mécaniques, basée sur les principes de la logique floue . La valeur optimale du coefficient 
de puissance est fournie par : (1) l'estimation de l'ensemble des pertes de puissance dans la 
chaîne de conversion éolienne [113] ; (2) l'estimation de la vitesse du vent comme le montre 
la figure 4.13. La structure de l'algorithme MPPT FL proposé est présentée dans la figure 
4.14. Le principal avantage de cette stratégie de MPPT sans capteurs mécaniques, est la 
possibilité de suivre le point de puissance maximale tout en réduisant la taille des 
convertisseurs (CCM et CCR) d'environ 50% par rapport à la taille utilisée dans la 
littérature. Ceci entraîne une réduction significative des coûts (maintenance et 
refroidissement) et des pertes du système éolien [113]. 
;tOPI Equ.(4.1) 
ft + 
Figure 4-13 Schéma bloc de la stratégie d'estimation de la vitesse du vent 
Dans ce qui suit, nous allons détailler l'algorithme MPPT FL proposé. Tout d'abord, la 
valeur optimale du coefficient de puissance (Cp) est exprimée par la relation suivante (voir 
figure 4.15): 
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(4-38) 
~ ~[l!m] },Op1 ~I C/Â,!3) 1 C;e! "rel ~ 1 MPPT Fl 
Figure 4-14 Schéma bloc de la stratégie MPPT FL proposée 
E10sses --H 
Figure 4-15 Schéma bloc de la stratégie d'estimation de la vitesse du vent 
Où c;pt est le coefficient de puissance optimal permettant l'extraction de la puissance 
maximale du vent, v;v est la vitesse du vent estimée, A osses et Pnom sont respectivement les 
pertes de puissance estimée et la puissance nominale de sortie de la MADA. 
Par la suite, nous allons utiliser de la valeur du coefficient de puissance de la relation 
(4.38) et la valeur de l'angle d'orientation des pales (qui est déterminé par le système Pitch 
Control) pour notre stratégie MPPT. En effet, l'algorithme MPPT FL calcule la valeur 
optimale du ratio de vitesse spécifique ("-Opl) qui permet de fournir la valeur optimale de 
l'énergie éolienne en fonction de la vitesse du vent (voir figure 4.14). La représentation 
mathématique du coefficient de puissance(Cp) utilisée dans cette étude est donnée par la 
relation 4.4. Par la suite, la vitesse de référence à imposer à la MAD A pour le suivi de la 
valeur maximale de l'énergie éolienne est déterminée par la relation 4.3. 
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Figure 4-21 Valeur optimale du ratio 
de vitesse spécifique 
(,,-opt) 
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La structure du contrôleur de logique floue proposé pour MPPT FL est développée ci-
dessous. Il contient cinq entrées: l'erreur (Fig. 4.16), la valeur précédente du ratio de la 
vitesse spécifique Àopt (Fig. 4.17), la vitesse rotorique de la MAD A (Fig. 4.18), la variation 
de l'erreur (Fig. 4.19), le changement de la vitesse rotorique de la MADA (Fig. 4.20) et la 
sortie du contrôleur flou (FLC), représente la valeur actuelle optimale du ratio spécifique 
Àopt (Fig. 4.21). 
À noter que le contrôleur MPPT FL a été codé en C en utilisant un bloc intégrée S-
fonction dans le logiciel Matlab/Simulink. Par conséquent, la mise en œuvre matérielle de 
l'algorithme MPPT FL lors de la réalisation expérimentale sera facilitée par l'utilisation 
d'un microcontrôleur ou d' un DSP. 
4.7 Commande de la MADA 
La commande de la MADA dans l'objectif de capturer le maximum de puissance du 
vent, consiste en la commande des deux convertisseurs CCM et CCR respectivement. C'est 
ce que nous allons aborder dans la suite de ce chapitre. 
4. 7. 1 Commande du Convertisseur Côté Machine (CCM) 
La figure 4.22 montre le schéma global de la commande vectorielle du CCM, qUI 
consiste en l'imposition des tensions rotoriques à la MADA par l' intermédiaire de la 
commande du CCM. La commande des courants rotoriques permet la régulation des 
puissances active Ps et réactive Qs. Ces puissances sont déterminées à travers l'application 
de la stratégie d' extraction du maximum de puissance, et la commande vectorielle 
indépendante des puissances Ps et Qs qui seront détaillées dans ce chapitre. 
60 
La commande vectorielle indépendante des puissances active et réactive est accomplie 
par l'intermédiaire de la régulation des courants rotoriques [114]. Dans notre travail , nous 
proposons d'utiliser des régulateurs flous pour la commande des puissances (boucle 
externe) et des régulateurs PI classiques pour la commande des courants rotoriques (boucle 
interne), du fait qu'il est possible d'utiliser la méthode de placement des pôles. Nous 
proposons d'utiliser des régulateurs flous afin d' augmenter la robustesse et faire face aux 
incertitudes sur la variation des paramètres de la MADA. En effet, au cours de son 
fonctionnement, les paramètres de la machine, comme la résistance ou l' inductance peuvent 
varier [115] , et la logique floue est connue pour être adaptée pour répondre à ses 
incertitudes [35]. 
Figure 4-22 Schéma global de la commande vectorielle en puissance du CCM 
Dans l'objectif de réaliser le découplage de la commande en pUIssance, le control 
vectoriel est adopté, avec une orientation du flux. Ainsi, les puissances active et réactive 
sont proportionnelles respectivement aux courants rotoriques, et peuvent être exprimées par 
les relations suivantes : 
(4-39) 
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P . M. s =Vs l qs =-Vs -lqr 
Ls 
(4-40) 
Où Vs et <Ps sont respectivement la valeur efficace de la tension et le flux du réseau. 
4. 7. 2 Commande de la vitesse de la MADA 
Dans le but d'extraire le maximum de puissance éolienne, il est nécessaire de contrôler 
la vitesse de l' aérogénérateur en lui imposant la vitesse de référence déterminée par la 
stratégie MPPT présentée dans la section 4.6. La figure 4.24 représente le schéma bloc du 
contrôle de la vitesse de la MADA pour l' extraction du maximum de puissance. 
r., re! ~l.MADA + 1 
Hs+D 
Figure 4-23 Schéma bloc de la commande de la vitesse de la MADA 
Tableau 4-2 Règles d' inférence du régulateur flou utilisé pour la régulation de la 
vitesse de la MADA 
e 
Les caractéristiques du contrôleur flou utilisé pour la commande de la vitesse de la 
MADA sont présentées ci-dessous. Le tableau 4.2 représente les règles d'inférence utilisées 
pour le régulateur flou, où seulement les cases foncées sont activées. La figure 4.25 illustre 
les fonctions d'appartenance de type triangulaire, et la répartition de l' univers du discours. 
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Figure 4-24 Fonctions d'appartenance des entrées et de la sortie du contrôleur de 
vitesse 
4. 7. 3 Commande du Convertisseur Côté Réseau (CCR) 
Le contrôle du CCR permet à la fois de réguler la tension du bus continu (CC) et 
d'ajuster le facteur de puissance côté réseau en jouant sur la puissance réactive fournie ou 
injectée. Le schéma de principe du convertisseur CCR et du filtre RI-f est représenté par la 
figure 4.26. Le CCR est un convertisseur de puissance bidirectionnel dans la mesure où il . 
peut fonctionner en : 
• Redresseur lorsque le glissement (g) est positif (mode hyposynchrone); 
• Onduleur lorsque le glissement est négatif (mode hypersynchrone). 
À présent, nous allons détailler la stratégie choisie pour la commande du CCR. 
L'objectif du contrôle du CCR consiste à réguler la tension du bus continu, et donc à 
contrôler le flux de puissance active et à réajuster la facture de puissance par la gestion de 
la puissance réactive. Un fonctionnement à facteur de puissance unitaire est possible en 
imposant une puissance réactive nulle. Une commande vectorielle avec l'orientation du flux 
d'une façon appropriée suivant le repère d-q, permet l'achèvement du découplage entre le 
contrôle de la puissance active et réactive [116]. 
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Ceci revient à écrire : 
(4-41) 
(4-42) 
Figure 4-25 Schéma bloc du principe global du contrôle du CCR 
Ainsi, la pUIssance active Pt et la pUIssance réactive Qt peuvent être exprimée 
respectivement dans le repère de Park comme suit [116]: 
(4-43) 
(4-44) 
A partir de la relation (4.46), lorsque Pt est positive, le CCR est en mode redresseur, en 
absorbant l'énergie à partir du réseau. Alors que si Pt est négative, le CCR est en mode 
onduleur, en fournissant de l'énergie au le réseau. Quant à la puissance réactive, si Qt est 
positive, le CCR absorbe la puissance réactive. Si Qt est négative, le CCR fournit de la 
puissance réactive. Ainsi, comme le montre les relations (4.46) et (4.47), la composante 
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direct du courant permet de contrôler la puissance active, alors que le composante en 
quadratique permet de réajuster la puissance réactive. 
Ainsi, à partir des relations (4.46) et (4.47), les expressions des composantes directe et 
en quadratique du courant respectivement s'écrivent comme suit : 
pref 
.ref _ t 
19d - -3--
- V
m 2 
Qref 
.ref _ t 
19q - --3-
- V
m 2 
(4-45) 
(4-46) 
Après avoir procédé à la présentation du principe de la commande en puissance du 
CCR, nous allons présenter le principe de la commande des courants qui est illustré par la 
figure (4.7). Deux régulateurs PI qui sont synthétisés avec la méthode de placement des 
pôles ont été utilisés pour l'accomplissement du contrôle des courants traversant le filtre. 
4. 7. 4 Contrôle de la tension du bus CC 
La tension aux bornes du condensateur C est exprimée par la relation (4.26). La tension 
de référence du bus à CC V;;f est comparée à celle mesurée aux bom~s du condensateur 
V:;;es. Nous avons utilisé un contrôleur flou pour la régulation de la tension du bus à CC et 
la maintenir constante, en fournissant le courant nécessaire à injecter dans le condensateur 
pour maintenir sa tension constante. Le calcul de la puissance nécessaire pour charger le 
condensateur est donné par la relation (4.35). Le synoptique du contrôle du bus continu 
utilisant un contrôleur flou est illustré par la figure 4.27 suivante : 
v ref de + ic 1 
Cs 
Figure 4-26 Synoptique de la régulation de la tension du bus continu 
4.8 Estimation de la vitesse de la MADA 
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Dans la littérature, plusieurs techniques ont été proposées pour la commande sans 
capteur mécanique de la MADA [117-122]. En fait, le signal de vitesse du rotor peut être 
obtenue par un certain nombre de procédés tels que le capteur de vitesse ou en utilisant 
l'estimateur de vitesse en boucle ouverte simple. Ces deux méthodes ont plusieurs 
inconvénients. La première méthode a le problème de liaison mécanique et elle est coûteuse 
en raison de l'utilisation d'un capteur et le câblage de connexion. Pour la deuxième 
méthode, la précision de l'estimation de la vitesse dépend fortement des paramètres de la 
machine [123]. 
L'estimation sans capteur de la vitesse et de la position de la MADA, sur la base du 
calcul d'intégrale du flux d'entrefer, présentent certains inconvénients. En effet, si le 
générateur fonctionne autour de la vitesse synchrone, son rotor est excité avec une tension 
de basse fréquence, et l'intégrateur ne peut pas donner une valeur de sortie précise. Ceci 
peut provoquer des erreurs dans la commande basée sur cette estimation [99, 124]. Dans 
cette thèse, nous proposons l'utilisation de la technique d'estimation de la vitesse de la 
MADA basée sur le système à modèle de référence adaptatif (MRAS)en se basant sur 
l'application d'un contrôleur floue qui peut prendre en compte les variations des paramètres 
de la machine [125]. 
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L'observateur MRAS proposé est basé sur un modèle adaptatif et un modèle de 
référence avec une boucle fermée pour réduire l'erreur entre les deux modèles. Notez que le 
modèle de référence utilisé dans ce travail est la tension de rotorique mesurée. La figure 
4.28 illustre le schéma de principe de l' estimateur de la position et la vitesse du rotor de la 
MADA proposé. 
Modèle Adaptif 
Figure 4-27 Schéma de principe de l' estimation de la vitesse de la MADA 
De la relation (4.23), la composante q de la tension rotorique ainsi que la composante 
du courant rotorique d'axe d, respectivement, peuvent être exprimées telles que: 
. L didr M didr (L' M') Vqr = r r Iqr + r -- + -- + OJr r Idr + Ids dt dt 
(4-47) 
(4-48) 
Pour accomplir la commande indépendante de puissance, la stratégie de commande 
vectorielle adoptée, avec l'orientation du flux statorique suivant l'axe d (avec À-qs = 0). 
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Ainsi, à partir de la relation (4.12), la puissance réactive Qs et la puissance active Ps seront 
respectivement proportionnelles à idr et iqr. 
La composante q du courant de rotorique peut être exprimée en fonction de la 
composante q du courant de statorique comme suit: 
(4-49) 
En négligeant la résistance statorique, ce qui est une hypothèse réaliste pour les grandes 
machines, la relation (4.5) devient: 
(4-50) 
La composante d'axe q de la tension rotorique estimée utilisée dans le modèle adaptatif 
peut s'écrire sous la forme: 
V =---l + --- --+0) -/l, + - -- 1 A rrLs. (M LrLs ) diqs ((Lr 1 ) (M LrLs). ) qr M qs M dt r M ds M ds (4-51) 
Afin d'estimer la vitesse de la MADA en utilisant l'observateur MRAS, un contrôleur 
flou à base d'incrémentationldécrémentation est utilisé (comme indiqué dans la figure 
4.29). 
Error 
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Figure 4-28 Schéma bloc du modèle Matlab/Simulink du régulateur flou MRAS 
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Après l'estimation de la vitesse angulaire électrique du rotor, la vitesse de rotation de la 
MADA est estimée en utilisant la pulsation statorique (JJs obtenue avec la boucle de 
verrouillage de phase (PLL). 
Étant donné que nous avons détaillé le principe et la structure du contrôleur flou dans le 
chapitre 2, dans cette section nous allons présenter d'une façon succincte le contrôleur flou 
utilisé pour l'estimation de la vitesse de la MADA. Il existe deux signaux d'entrée vers le 
contrôleur de logique floue (FLC) : erreur de la vitesse et le changement de l'erreur LIe. La 
sortie du contrôleur flou représente la pulsation des grandeurs rotoriques. À noter que la 
fonction d'appartenance utilisée pour ce contrôleur est la fonction triangulaire, et la 
méthode du centre de gravité est utilisée pour la défuzzication. 
Tableau 4-3 Règles d'inférence du régulateur flou utilisé pour le MRAS 
e(t) 
Les termes linguistiques utilisés pour des fonctions d'appartenance d'entrée-sortie sont 
labellisés comme suit: "NG (Négatif grand)", "N (Négatif)", "Z (Zéro)", "P (Positif)", et 
"PG (Positif Grand)". Le tableau 4.3 présente les règles d'inférence floue, où seulement les 
cases foncées sont activées. 
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Figure 4-29 Fonction d'appartenance des entrées et la sortie du régulateur de flou 
MRAS 
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Afin d'améliorer la performance de la FLC, une analyse empirique est adoptée pour 
définir les facteurs d'échelle et une répartition appropriée des univers du discours qui est 
identique pour les entrées et la sortie. La figure (4.30) illustre les fonctions d'appartenance 
pour respectivement l'entrée et les variables de sortie. 
4.9 Estimation de la vitesse du vent 
En ayant l'information sur la puissance mécanique, le ratio de vitesse spécifique ainsi 
que l'angle d'orientation des pales, la vitesse du vent peut être estimée à partir du calcul des 
racines de la relation (4.1). Généralement, la méthode qui est adoptée pour mettre 
l'inversion d'une fonction et l'utilisation des lookup table. Néanmoins, cette méthode 
nécessite un espace mémoire beaucoup plus important et peut résulter une recherche 
fastidieuse de la solution. En outre, le calcul en temps réel des racines de fonction non 
linéaire peut entraîner un calcul complexe et fastidieux réduisant ainsi les performances du 
système [12]. La logique floue, bien connu comme étant un excellent outil pour les 
systèmes non linéaire ou complexe, peut être une technique idéale pour résoudre ce type de 
problème [12]. Une méthode neuro-flous est utilisée pour déterminer les profils de vitesse 
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du vent à une hauteur de 100 m sur la base de la connaissance de la vitesse du vent à des 
hauteurs de 10, 20, 30, 40 m a été rapportée dans [126] , mais l'utilisation de capteurs 
augmente le coût global du système. Dans [12], le réseau de neurones à fonctions de base 
radiale gaussienne dépendant de la connaissance de la puissance mécanique, la vitesse de la 
turbine et de l'angle de pas des pales a été proposée. Cependant, cette méthode qui repose 
sur la mesure de la puissance de sortie et l'estimation des pertes de puissance, ne prend pas 
en compte le cas où la puissance électrique de sortie est limitée dans le cas où la vitesse du 
vent est supérieure à sa puissance nominale par le système de contrôle pitch control. 
Dans notre travail, nous proposons une méthode d'estimation de la vitesse du vent par 
l'application de la logique floue afin d'obtenir une approximation de la relation inverse de 
l'expression (4.1), comme le montre la figure (4.13). 
Tout d'abord, la puissance mécanique de la turbine est calculée à partir de la vitesse du 
rotor de MADA 0m estimée par l'intermédiaire de la méthode MRAS présentée dans la 
section précédente, ainsi que le couple électromagnétique de référence de la MADA ( C;/~)' 
qui est obtenu par la régulation de la vitesse du rotor (voir figure 4.24). À signaler que les 
pertes de puissance dans la boite à vitesse sont prises en compte [127]: 
(4-52) 
Où 0:, représente la vitesse de rotation de référence de DFIG en rad/s, G est le rapport 
de boîte de vitesses et .0; la vitesse optimale de la turbine (équation 4.3). Pour la régulation 
de la vitesse de la MADA, et afm de prendre en considération la problématique de variation 
des paramètres mécaniques et électriques de l'aérogénérateur, nous allons utiliser un 
régulateur flou. 
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Il existe deux signaux d'entrée vers le contrôleur de logique floue (FLC) : erreur de la 
vitesse et le changement de l'erreur L1e . La sortie du contrôleur flou représente la pulsation 
des grandeurs rotoriques. À noter que la fonction d'appartenance utilisée pour ce contrôleur 
est la fonction triangulaire, et la méthode du centre de gravité est utilisée pour la 
defuzzication. 
Les termes linguistiques utilisés pour des fonctions d'appartenance d'entrée-sortie sont 
labellisés comme suit: "NG (Négatif grand)" , "N (Négatif)", "Z (Zéro)", "P (Positif)" , et 
"PG (Positif Grand)". Le tableau 4.4 présente les règles d'inférence floue, où seulement les 
cases foncées sont activées. Afin d'améliorer la performance de la FLC, une analyse 
empirique est adoptée pour définir les facteurs d'échelle et une répartition appropriée des 
univers du discours qui est identique pour les entrées et la sortie. La figure (4.31) illustre les 
fonctions d'appartenance pour respectivement l'entrée et les variables de sortie. 
Tableau 4-4 Règles d'inférence du régulateur flou utilisé pour l'estimation de la 
vitesse du vent 
L1e(t) 
e(t) 
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Figure 4-30 Fonctions d'appartenance des entrées et la sortie de l'estimateur de la 
vitesse du vent 
L' estimation de la puissance mécanique Pm est donnée par la relation suivante: 
~ if ~ ~II = C;'~, Q/II + ~ossGB (4-53) 
A vec ~Oss,GB sont les pertes de puissance dans la boîte de vitesses. 
4.10 Contribution à la régulation de la tension du réseau 
Les génératrices éoliennes comme la majorité des systèmes de production distribuée, 
sont sensibles aux perturbations de la fréquence et/ou la tension du réseau. En effet, ces 
systèmes sont amenés à se déconnecter en cas d'un creux de tension, si la valeur de la 
tension est inférieure de 80% par rapport à tension nominale [128] . Dans le cas dans les 
réseaux autonomes, les sources de production peut participer au réglage de la tension en 
fournissant ou en absorbant de la puissance réactive [29], à condition que ces sources soient 
commandables. 
Dans notre travail, nous proposons une nouvelle stratégie pour la détermination de la 
référence de la puissance réactive dans l' objectif de contribuer à la correction de la 
déviation de la tension du réseau. 
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La relation (4.39) peut s' écrire comme suit: 
(4-54) 
Le discriminant de l' équation du second degré en Vs (4.57) peut se calculer comme suit: 
(4-55) 
Ainsi, les deux racines de la relation (4.57) sont calculées comme suit : 
(4-56) 
(4-57) 
Où v s ] représente la valeur actuelle de la tension du réseau alors que v s2 représente sa 
variation lors des variations de la tension. 
Ainsi, la consigne de la puissance réactive à imposer lors de la commande vectorielle 
en puissance du CCM présentée dans la section 4.7.1 est exprimée comme suit: 
(4-58) 
4.11 Simulation du système éolien et discussion 
Après avoir présenté les différents développements proposés pour la commande du 
système éolien à base de la MADA dans cette thèse, nous allons présenter et analyser les 
résultats de simulation. 
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4.11.1 Résultats de simulation du modèle de la turbine 
Le modèle de la turbine avec la boite à vitesse illustré par la figure 4.32 est simulé en 
utilisant le logiciel Matlab/Simulink (dont la vue éclatée est donnée dans l' annexe A). Les 
entrées du modèle sont la vitesse du vent, l' angle de calage des pales et la valeur du ratio de 
vitesse spécifique, alors que la vitesse de la turbine ainsi que la puissance et le couple 
mécaniques. 
Vent 
1---+1 Lambd~ 
Ralio de vltesso spécifique 
Modèle Turbine 
Figure 4-31 Profil du vent appliqué à la turbine 
Le profil du vent appliqué à la turbine est illustré par la figure 4.33 sur 200 secondes. 
Ce profil du vent a été généré avec le modèle de Van der Hoven, vu que nous n'avons pas 
pu obtenir des profils du vent, avec une variation de l'ordre de la seconde. Nous avons 
appliqué aussi la valeur optimale du ratio de vitesse spécifique qui est de 10.5 alors que 
l' angle d'orientation des pales est maintenu à sa valeur optimale qui est de 0°. La figure 
4.34 et la figure 4.35 représentent respectivement la vitesse de la turbine (axe lent) et la 
vitesse de l'axe rapide (sur lequel est monté la MADA). À noter qu'avec ce profil de la 
vitesse du vent, la génératrice fonctionne sur un large intervalle. 
13,-------~------~------~------_, 
~~------~50~----~1~00~-----1~5~0------~200 
Temps (s) 
Figure 4-32 Profil du vent appliqué à la turbine 
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La pUIssance mécanique disponible au ruveau de la turbine amSI que son couple 
aérodynamique sont représentés respectivement par la figure 4.36 et la figure 4.37. 
4.11.2 Résultats de simulation du contrôle du CCM 
Afin d'analyser les performances de la stratégie proposée pour le contrôle du CCM, le 
système éolien à base de MADA d'une puissance de 190 kW dont les paramètres sont 
donnés en Annexe est simulé avec Matlab/Simulink. Le profil de vitesse utilisé dans cette 
simulation est basé sur le modèle de Van der Hoven de la vitesse du vent [99, 129]. Nous 
avons appliqué le profil de la vitesse du vent illustré par la figure 4.38 sur 250 secondes. La 
figure 4.39 représente la puissance active statorique de référence et celle mesurée. 
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Figure 4-37 Profil de la vitesse du vent 
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Figure 4-39 Puissance réactive statorique 
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Figure 4-41 Puissance réactive rotorique Figure 4-42 Puissance active totale 
La puissance réactive de référence qui est imposée nulle afin d'avoir un facteur de 
puissance unitaire, et celle mesurée sont illustrées sur la figure 4.40. On peut constater que 
les grandeurs mesurées suivent avec une bonne précision les grandeurs de référence. Ceci 
prouve la qualité de la stratégie de contrôle ainsi adoptée avec l'utilisation des contrôleurs 
flous. Les figures 4.41 et 4.42 montrent respectivement la puissance aetive et la puissance 
réactive rotoriques. La puissance active totale de sortie est illustrée sur la figure 4.43. On 
constate bien que la puissance active de sortie est limitée à sa valeur nominale grâce au 
système pitch control. Les figures 4.44 et 4.45 montrent respectivement la composante 
direct et la composante en quadratique des courants rotoriques. Ces résultats montrent que 
les régulateurs PI utilisés pour la commande des courants rotoriques ont une bonne 
performance. 
4.11.3 Résultats de simulation de la stratégie MP PT 
Nous présenterons dans cette section les résultats de simulation de la nouvelle stratégie 
de commande proposée et la comparaison avec ceux de la MPPT conventionnelle. La figure 
4.46 montre la comparaison entre la vitesse de la MADA pour les deux stratégies MPPT. 
78 
Comme on peut le constater, avec la nouvelle stratégie MPPT, l' intervalle de 
fonctionnement de la MADA est moins large qu'avec la MPPT conventionnelle. En effet, 
le glissement est compris entre ± 0.14 avec la nouvelle MPPT, alors qu' il est de ± 0.28 avec 
la MPPT conventionnelle. Ainsi, la puissance traversant les deux convertisseurs de 
puissance qui relient le rotor de la MADA au réseau, est réduite d'environ 50%, avec en 
plus, une légère augmentation de la production (voir figure 4.48). 
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Figure 4-43 Courant rotorique d'axe d Figure 4-44 Courant rotorique d'axe q 
Figure 4-45 Vitesse de la MADA pour les deux stratégies MPPT 
La figure 4.47 montre les variations du ratio de vitesse spécifique pour la nouvelle 
stratégie MPPT, par rapport à MPPT conventionnelle. Ces variations de À sont causées par 
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les variations rapides de la vitesse du vent et la réponse lente de l'aérogénérateur à cause de 
son inertie. 
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Figure 4-47 Puissance produite avec les deux stratégies MPPT 
4.11.4 Résultats de simulation du contrôle du CCR 
Les figures 4.49 et 4.50 montrent respectivement les performances du contrôle réalisé 
avec les puissances active et réactive. Comme on peut le voir, les grandeurs mesurées des 
puissances active Pt et réactive Qt traversant le CCR suivent parfaitement les valeurs de 
référence imposées. Ceci est le résultat du contrôle des courants respectivement d'axe 
direct et en quadrature traversant le filtre en utilisant des régulateurs PI dont les 
performances sont illustrées sur les figures 4.51 et 4.52. La figure 4.53 représente le résultat 
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de la régulation de la tension du bus continu, où la valeur mesurée suit bien la référence 
imposée. 
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La figure 4.54 illustre le courant et la tension du réseau, qui sont parfaitement en 
déphasage. Ceci confirme que le système éolien n'envoie que la puissance active vers le 
réseau. 
4.11.5 Résultats de simulation de l 'estimation de la vitesse du vent 
Nous présenterons dans cette section l'analyse des résultats de simulation de la nouvelle 
stratégie d'estimation de la vitesse du vent, et sa comparaison avec la technique proposée 
par [12]. La figure 4.55 illustre le résultat de comparaison entre les deux techniques 
d'estimation de la vitesse du vent. Comme on peut le remarquer, avec la stratégie que nous 
proposons, la vitesse est estimée avec une meilleur~ précision par rapport à la technique 
proposée par [12], où il y a une saturation pour les valeurs de la vitesse du vent supérieures 
à la valeur nominale à cause du système pitch control. Comme le montre la figure 4.56, 
l'erreur de poursuite de l'estimation est maintenue inférieure à ± 4% dans le cas de notre 
stratégie, alors que l'erreur est de 12.5% pour la technique proposée par [12]. Ceci montre 
que la nouvelle technique estime la vitesse du vent avec une meilleure précision. 
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Figure 4-55 Erreur dans l'estimation de la vitesse du vent 
4.11. 6 Résultats de simulation de l'estimation de la vitesse de la MADA 
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La figure 4.57 illustre le résultat de simulation de la stratégie MRAS pour l'estimation 
de la vitesse de la MADA. Ainsi, on peut remarquer les bonnes performances de la 
méthode proposée, où l'erreur est inférieure à ± 0.6% sur tout l'intervalle de simulation 
(voir figure 4.58). 
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Figure 4-56 Estimation de la vitesse de la MADA 
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4.11 .7 Résultats de simulation de la nouvelle stratégie pour la contribution au réglage 
de la tension 
Afin d'analyser la stratégie proposée pour la contribution au réglage de la tension, nous 
avons simulé une variation de -60% à t = 6 s, et une variation de +60% à t = 7 s autour de 
sa valeur nominale. La figure 4.61 illustre les variations de la tension lors d'une chute de 
tension brutale de la tension du réseau et sa correction par la gestion de la puissance 
réactive (voir figure 4.62). On peut constater qu'avec la nouvelle technique, le 
recouvrement de la tension s' accomplit après 0.015 secondes. Ce qui satisfait largement les 
deux normes présentées sur le tableau 4.5. La figure 4.63 montre une augmentation brutale 
de la tension du réseau et sa correction après 0.022 secondes environ, et la figure 4.64 
représente la gestion de la puissance réactive nécessaire au recouvrement de la tension du 
réseau. Ainsi, la nouvelle stratégie permettant une contribution de l' aérogénérateur montre 
des résultats intéressants. 
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Dans ce chapitre nous avons présenté la modélisation et la commande du système 
éolien à base de la MADA. D'abord, une modélisation de la turbine et de la MADA a été 
réalisée. Ensuite, nous nous sommes intéressés à la présentation des différents 
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développements proposés pour le système éolien avant de procéder à la présentation 
détaillée des stratégies de commande des différents éléments constituants le système éolien. 
Tableau 4-5 La norme 1547 IEEE et la norme Canadienne sur la tenue en tension 
des réseaux interconnectés [130] 
Canadian standard 
IEEE 1547 standard 
C22.2 No. 107.1-01 
Tension (% par Temps de Tension (% par Cycles de 
rapport à la base) recouvrement (s) rapport à la base) recouvrement (s) 
V < 50 0.16 V < 50 6 
50 :s V < 80 2 50 :s V :S 80 120 
1 \0 < V < 120 1 110 :S V :S 137 120 
V ~ 120 0.16 V > 137 2 
Afin de tester les différentes stratégies proposées dans cette thèse pour une meilleure 
extraction de la puissance éolienne, nous avons effectué une série de simulation en utilisant 
Matlab/Simulink. La commande des deux convertisseurs de puissance (CCM et CCR) 
connectant le rotor de la MADA au réseau a été réalisée et les résultats de simulation ont 
montrés de bonnes performances. Cette commande comprend l'application de nouvelle 
stratégie MPPT sans capteurs qui est comparée à la technique MPPT conventionnelle. Une 
estimation de la vitesse de la MAD A et la vitesse du vent avec l'utilisation de la logique 
floue a été réalisée. De plus, la commande vectorielle en puissance du CCM et du CCR a 
été accomplie. L' analyse des résultats montrent les avantages de la nouvelle stratégie 
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MPPT qui permet de réduire de moitié la taille des convertisseurs de puissance tout en 
produisant autant de puissance que l'approche conventionnelle. 
Enfin, nous avons proposé une méthode permettant une meilleure contribution à la 
régulation de la tension du système éolien par l' intermédiaire d'une gestion efficiente de la 
puissance réactive statorique. 
Après avoir abordé en détail la modélisation et la commande du système éolien dans ce 
chapitre, nous allons nous intéresser dans le chapitre suivant à la modélisation et la 
commande de la génératrice diesel, qui est un élément important dans un SEH. 
Chapitre 5 - Modélisation et commande de la 
génératrice diesel 
5.1 Introduction 
Il existe principalement deux modes de fonctionnement des génératrice diesel qui sont 
utilisées pour la production de l'énergie. Le premier mode où la génératrice diesel 
fonctionne à vitesse fixe dans la mesure où elle est reliée directement au bus à CA. Alors 
que le second mode utilise une génératrice diesel qui opère à vitesse variable, via 
l'utilisation d' interface de puissance [65, 131]. Le tableau 5.1 résume les avantages et les 
inconvénients des deux modes de fonctionnement. Plusieurs travaux ont traité du 
fonctionnement en mode de vitesse variable de la génératrice diesel , afin de maintenir un 
bon rendement même à faible charge [65 , 131-133]. 
Il existe principalement trois topologies de génératrices diesel [131]. La première 
structure avec un fonctionnement à vitesse fixe, utilise une génératrice synchrone à rotor 
bobiné qui est directement connectée au bus à CA (voir figure 5.1). La deuxième 
configuration en fonctionnement à vitesse variable de la génératrice diesel, utilise la 
génératrice synchrone à aimant permanent comme le montre la figure 5.2. La figure 5.3 
illustre la structure de la génératrice diesel utilisant une génératrice asynchrone à rotor 
bobiné pour un fonctionnement à vitesse variable. 
Dans ce chapitre, nous allons élaborer un modèle numérique d'une génératrice diesel 
pour la simulation de ses différents régimes de fonctionnement lorsqu'elle est utilisée 
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comme une source d'énergie d'appoint dans un système hybride diesel/éolien. Ce système 
est utilisé pour l' alimentation en énergie électrique d'une région éloignée avec la 
combinaison d'un système de stockage sous forme d'hydrogène. Le modèle de la 
génératrice diesel est constitué d'un moteur diesel et d'une génératrice synchrone à rotor 
bobiné que nous allons développer dans les sections suivantes. 
Tableau 5-1 Étude comparative entre les avantages et les inconvénients des deux 
modes de fonctionnement de la génératrice diesel 
Avantages Inconvénients 
Fonctionnement à vitesse - Simplicité du contrôle - Faible rendement pour les faibles 
fixe Absence d' interface de charges (typiquement < 35% de la -
puissance charge nominale) [65] 
Fonctionnement à vitesse - Bon rendement même à faible - Complexité de la commande (des 
variable charge grâce au découplage en convertisseurs de puissance) 
fréquence et en tension 
- Augmentation des coûts et de la 
maintenance à cause de l'utilisation 
des convertisseurs de puissance. 
o 
Bus à CA 
Moteur diesel 
Figure 5-1 Génératrice diesel à base de génératrice synchrone à rotor bobiné pour 
un fonctionnement à vitesse fixe 
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o 
Bus ~ CA 
Moteur diesel 
Figure 5-2 Génératrice diesel à base de génératrice synchrone à aimant permanent 
pour un fonctionnement à vitesse variable 
Bu. il CA 
Moteur diesel 
Figure 5-3 Génératrice diesel à base de génératrice asynchrone à rotor bobiné pour 
un fonctionnement à vitesse variable 
5.2 Modélisation et commande du moteur diesel 
Le modèle dynamique d'un groupe électrogène comprend le modèle du mQteur diesel 
ainsi que le modèle de son système de régulation de la vitesse et celui de la tension. 
5.2.1 Modèle du moteur diesel 
Le moteur diesel est un système plus ou moins complexe, et de nombreux travaux de 
recherche qui ont traité sa modélisation ont utilisé des données de constructeurs pour sa 
modélisation [l34, l35]. Des études et des expériences ont montré que pour l' étude de la 
dynamique du moteur diesel vis-à-vis des variations brutales de la vitesse, des modèles 
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simples peuvent être utilisés [136, 137]. Le synoptique simplifié du modèle du moteur 
diesel peut être représenté par la figure 5.4 suivante: 
Figure 5-4 Synoptique du modèle de la génératrice diesel 
En fonction de l'écart entre la consigne de la vitesse et la grandeur mesurée, le 
régulateur de vitesse agit sur l'actionneur, pour calculer la quantité du carburant à injecter 
pour éliminer l'erreur. Dans la littérature, pour réguler la vitesse du moteur diesel, deux 
paramètres sont utilisées en l'occurrence, le statisme et le facteur intégrateur. Ces deux 
paramètres sont difficiles à déterminer, et très peu d'informations existent sur la manière de 
les calculer. Dans la prochaine section, nous allons présenter la commande sans modèle et 
les réseaux de neurones pour la régulation de la vitesse du moteur diesel. 
La dynamique de l' actionneur est modélisée par un système de premier ordre avec un 
gain Ki et une constante de temps Ti qui dépend de la température du carburant [138, 139]. 
La relation (5.1) représente le modèle de l'actionneur. 
(5-1) 
Le bloc de combustion qui est défini par un gain K2 qui dépend de la vitesse et la 
puissance produite, et un retard T2 peut être exprimé comme suit [65]: 
(5-2) 
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Le retard peut être représenté par la relation suivante : 
60h 60 
'2=--+-
2Nnc 4N 
(5-3) 
Avec h représente le nombre le type de moteur. h = 2 pour un moteur deux temps et h = 
4 est un moteur quatre temps. Alors que ne représente le nombre de cylindres, et N est la 
vitesse du moteur diesel (tr/min). <l> est le taux de consommation du carburant en (kg/s) 
[140] . 
Après avoir présenté le modèle simplifié de la génératrice diesel, nous allons aborder 
dans la prochaine section le système de régulation de la vitesse du moteur diesel. 
5.2.2 Modèle du système de régulation de la vitesse 
Etant donné que la génératrice électrique est directement liée au bus à courant alternatif, 
la vitesse de rotation du moteur diesel doit rester constante afin de maintenir constante la 
fréquence du micro-réseau. Nous proposons de combiner l'utilisation d'un régulateur 
Proportionnel-Intégral (PI) pour la régulation de la vitesse du moteur diesel, ainsi qu'un 
contrôleur neuronal. 
Actionneur 
Actionnt'ur 
Bloc 
combustion 
Bloc 
combnstJon 
Figure 5-5 Contrôleur neuronal combiné au régulateur PI pour la régulation de la 
vitesse du moteur diesel 
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Cette approche nous permet l'obtention de bien meilleures performances. Les gains du 
régulateur PI sont déterminés par la méthode essai-erreur. Le contrôleur neuronal est 
déterminé avec un apprentissage en ligne basé sur le concept des systèmes avec modèle de 
référence. En fait, le contrôleur neuronal permet l'inversion du modèle du moteur diesel, à 
savoir l'actionneur et le bloc de combustion, en fonction du couple de la charge (voir figure 
5.5). Ainsi, la sortie de l' estimateur neuronal est ajoutée à la sortie du régulateur PI. 
5.2.3 Modèle du système de régulation de la tension 
L'utilisation de la génératrice synchrone à rotor bobiné permet de contrôler la tension 
du bus à AC. En effet, en jouant sur l'excitation de son circuit rotorique, nous pouvons 
modifier la tension de la génératrice synchrone. Le synoptique de la régulation de la tension 
du réseau par l'intermédiaire de l'excitation de la génératrice synchrone est représenté par 
la figure 5.6 suivante: 
1 1 
V/". 
J---... ·làmt-I--1~~ 0.0097 s + 1 _ 
FLC 
V~€S 
res€ou 
Figure 5-6 Schéma bloc du système d'excitation de la génératrice synchrone 
Le bloc d'excitation est représenté par un simple modèle de premier ordre avec une 
constante de temps r = 0.097s, et V;ef est la tension de référence du rotor de la génératrice 
synchrone. Le tableau 5.2 représente les règles d'inférence du contrôleur flou pour la 
régulation de la tension. La figure 5.7 illustre la répartition de l' univers du discours des 
entrées et de la sortie du contrôleur flou. 
Tableau 5-2 Règles d' inférence du régulateur flou utilisé pour la régulation de la 
tension de la génératrice diesel 
QI 
~ 0.8 
.. 
c 
~ :t 0.6 
Q. 
.. 
i:I 
'! 0.4 
'" QI Q 
0.2 
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NG 
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N z P PG 
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Figure 5-7 Fonctions d'appartenance des entrées et la sortie pour la régulation de la 
tension de la génératrice diesel 
5.3 Modélisation de la génératrice synchrone à rotor bobiné 
Pour la modélisation de la GSRB, nous avons adopté les hypothèses simplificatrices 
suivantes: 
• Distribution sinusoïdale des enroulements statoriques ; 
• Symétrie électrique et magnétique; 
• Les pertes magnétiques sont négligeables et le circuit magnétique est considéré non 
saturé. 
Le modèle simplifié du générateur synchrone peut être obtenu dans le repère de Park 
(d-q) par l'application de la transformation de Park [10]. 
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Les tensions statoriques s'écrivent comme suit: 
(5-4) 
Où Rs est la résistance des enroulements statoriques. 
L'expression des flux statoriques est la suivante : 
{
Ad : =Ld~d + Lmd? ! + iD) 
Aq - Lqlq + LmqlQ (5-5) 
La tension de l'enroulement rotorique s'écrit comme suit : 
(5-6) 
Les enroulements amortisseurs sont exprimés par la relation suivante : 
(5-7) 
Des équations (5.4) et (5.5), nous pouvons écrire la relation (5.8) suivante: 
(5-8) 
L'équation (5.7) peut être ré écrite comme suit: 
(5-9) 
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Les relations (5.8) et (5.9) nous permettent d'écrire la relation suivante : 
[ 
L2) di [L2 ) di L v =-R i - L --.-!!!!:!.... _d ++OJL i + L --.-!!!!:!.... --.l..._-.-!!!!:!.... R i -OJL i d s d d L dt q q md L dt L D D nlq Q 
D D D (5-10) 
À partir des équations (5.6) et (5.7), nous pouvons écrire la relation suivante: 
[L - L~nd] di/ =v -R i -[L _ L!'d ]did + Lmd i / L dt / / / md L dt L D 
D D / 
(5-11) 
Dans la littérature, il existe très peu de travaux qui se sont intéressés à la problématique 
de la modélisation de la machine synchrone à rotor bobiné (en mode génératrice) 
alimentant une charge isolée. Le modèle de la GSRB développé ci-dessus, correspond à un 
fonctionnement moteur. Dans ce cas, les tensions appliquées vd et vq (grandeurs d'entrée) 
au moteur, lui permettent de développer un couple électromagnétique d' entraînement Cm 
(grandeur de sortie). Cependant, dans le cas d'une génératrice, c' est le couple 
d'entraînement qui constitue la grandeur d' entrée et les tensions vd et vq sont générées à la 
sortie et constituent des variables inconnues. Donc, dans le système d'équations (5.10), il 
faut éliminer ces tensions (v d et vq ). Généralement, dans la littérature, les auteurs 
contournent cette difficulté en utilisant une équation simplifiée des tensions de sortie [140], 
ou par une estimation du couple [141]. Cependant, avec ces simplifications, le système perd 
un peu de précision, surtout en termes de la dynamique du couple électromagnétique. 
Aussi, le circuit amortisseur a une influence notable sur le fonctionnement de la 
génératrice, notamment en mode transitoire qui n' est pas pris en compte généralement dans 
la littérature. 
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Dans [141], l'expression du couple électromagnétique de la GSRB est donnée comme 
suit: 
(5-12) 
Où Ra et La sont respectivement la résistance et l'inductance des enroulements 
statoriques, VL est la tension de sortie, /3g est le coefficient de frottement du générateur, OJr 
est la vitesse angulaire de la génératrice diesel en radian par seconde, et j la phase 
statorique. Dans [140] , l'alternateur est modélisé comme une source inductive et la tension 
de sortie est donnée par la relation suivante : 
di 
v =E-L-
1 dt 
Où E est la tension générée et L est une inductance représentant la chute de tension. 
(5-13) 
Afin d'arriver à un modèle plus élaboré de la GSRB (modèle dynamique de couple 
électromagnétique), nous proposons l' utilisation d'une charge inductive isolée et équilibrée 
dont la tension est équivalente à celle de la génératrice. Nous avons dimensionné une 
charge inductive correspondant à 35% de la puissance. nominale de la génératrice car dans 
notre cas, la génératrice fournira au moins cette puissance afin d' améliorer le rendement et 
augmenter sa durée de vie [9, 10]. 
Si la GSRB alimente une charge isolée, symétrique, équilibrée et triphasée RcLc, alors 
nous pouvons écrire la relation des tensions suivante dans le repère d-q : 
(5-14) 
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Nous posons: a = Ld - L~,d , fJ = L - L;nd = L - L~,q X = L - L;nd et la relation 
L md L 'Y q L ' 1 L ' D D Q D 
(5.1 0) peut être écrite comme suit: 
(5-15) 
di 
En remplaçant ---.L par son expression dans l' équation (5.6), la relation (5.15) s' écrit: 
dt 
(5-16) 
En posant: J ~ L, + ( a - a:). le modèle d'espace d 'état de la GSRB s' écrit comme suit: 
dil a(Rs + RJ . œa(Lq + LJ . (( afJ J (RI JJ . ( 1 afJ J 
- = - 1 + 1 + -- R + - 1 + - + -- VI 
dt X8 d X8 q X28 1 X 1 X X28 
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Ainsi les équations ci-dessus peuvent être écrites sous la forme du modèle d'espace d'état 
comme suit: 
[X] = [A][X] + [B][U] (5-18) 
Avec: 
[A] : matrice d'état 
[X] : vecteur d' état 
[B] : matrice d'entrée 
rU] : vecteur de commande 
(5-19) 
[B] = [0 0 0 0 0 y (5-20) 
L'expression du couple électromagnétique peut s' écrire comme suit: 
(5-21) 
Où p représente le nombre de paires de pôles. 
Les valeurs de Re et Le ont été choisies afin d'avoir 35% de charge totale de la 
génératrice diesel à son démarrage. Ainsi, nous obtenons les valeurs des courants idO et iqo 
qui représentent la charge partielle. 
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Les valeurs des courants représentant une charge additionnelle à la charge partielle id! et 
iq! sont calculées respectivement en fonction des puissances active et réactive. Ces dernières 
sont déterminées par la relation (5.22) suivante: 
lpd1:'~ = ~ (Vd id' + V, iq,) QAdd 3 (V' V·) diesel = "2 d l 'I I - q 1d l (5-22) 
Ainsi, les courants correspondant à la charge additionnelle sont exprimés comme suit : 
V p Add V Q Add 
. d diesel - q diesel 
l d l = ~(V2 + V 2) 2 d q (5-23) 
V p Add V Q Add 
• q diesel + d diesel 
l q l = ~(V2 +V2) 
2 d q 
Les courants de la génératrice diesel exprimés dans le repère d-q sont écris comme suit: 
(5-24) 
Ainsi, l'expression (5.19) est écrite de nous comme suit: 
(5-25) 
La puissance réactive de la charge dans un SEH peut être fournie soit par la génératrice 
diesel, soit par le parc éolien, par l' intermédiaire d'une commande appropriée de la MADA. 
L'équation mécanique de la génératrice diesel s' écrit comme suit: 
(5-26) 
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Où n est la vitesse de la génératrice diesel en (radis), J est le moment d'inertie du moteur 
diesel et la GSRB, Cm le couple moteur et Cern le couple de la charge. 
5.4 Simulation de la génératrice diesel 
Après avoir présenté la modélisation et la commande de la génératrice diesel, nous 
allons exposer les résultats de simulation d'une génératrice diesel de 590 kW (dont les 
paramètres sont dans l' annexe C), alimente une charge isolée réalisée sous 
Matlab/Simulink. Afin d'analyser les performances de la nouvelle stratégie de régulation de 
la vitesse de la génératrice diesel, nous avons utilisé deux profils de charge. Deux stratégies 
de régulation sont appliquées pour les deux profils, en l'occurrence un régulateur PID, et un 
régulateur PI combiné au contrôleur neuronal. 
5.4.1 Profil de charge avec une variation par échelons 
La figure 5.8 illustre le profil de charge avec une variation par palier. Le choix de ce 
type de profil se justifie par la volonté d'analyser le comportement du système et sa réponse 
aux variations brusques et rapides de la charge. 
Les figures 5.9 et 5.10 représentent respectivement la pUIssance fournie par la 
génératrice diesel, ainsi que sa vitesse de rotation. La fréquence du réseau est illustrée par 
la figure 5.11 , où on peut remarquer une faible déviation de la fréquence malgré des 
variations par échelons rapides de la charge. En effet, la déviation de la fréquence reste 
toujours dans les normes représentées dans le tableau 5.3 avec la stratégie PI-contrôleur 
neuronal alors que la déviation est en dehors de la zone permise par les normes du tableau 
5.3 avec uniquement le contrôleur PID. Ceci confirme les bonnes performances de la 
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stratégie de régulation de la vitesse de la génératrice diesel en termes de la dynamique et de 
réponse aux échelons de la charge comme on peut le voir sur les figures 5.10 et 5.11 . 
X 105 7 ············· -------r---- ............ -----.-.---.---.-.----..... --........... -.... -.---. 
6 · 
3 
~====--------~5~0------------~10~0------------~150 
Temps (s) 
Figure 5-8 Profil de charge avec variation par échelons 
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Figure 5-9 Puissance de la génératrice diesel 
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Figure 5-10 Vitesse de rotation de la génératrice diesel 
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Figure 5-11 Fréquence du réseau 
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Tableau 5-3 La norme 1547 IEEE et la norme Canadienne sur la tenue en fréquence 
des réseaux interconnectés [130] 
Canadian standard 
IEEE 1547 standard 
C22.2 No. 107.1-01 
Fréquence (Hz) Durée de temps (s) Fréquence (Hz) 
Durée de temps 
(Cycles) 
f < 59.3 0.16 f < fnominale - 0.5 Hz 6 
f > 60.5 0.16 f > fnominale +0.5 Hz 6 
5.4.2 Profil de charge d 'un réseau insulaire sans puissance éolienne 
Le deuxième profil de charge appliqué à la génératrice diesel est un profil typique d' une 
charge insulaire est illustré sur la figure 5.12. Dans un premier temps, la charge sera 
alimentée exclusivement par la génératrice diesel. Par la suite, nous allons intégrer la 
puissance éolienne fournie par 3 éoliennes, afin d'analyser la performance du système de 
régulation de la fréquence dans un fonctionnement qui se rapprocherait de notre système 
hybride qui sera abordé dans le chapitre 7. 
6~ 
~ 
~ 
l 
1 
i 
~~--~--~10~O --~---2~OO~~2~' --~3~OO~~3~ ~4~OO---4~k 
Temps(s) 
Figure 5-12 Profil de charge typique d'un réseau insulaire 
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Les figures 5.13 et 5.14 représentent respectivement la pUissance fournie par la 
génératrice diesel, ainsi que sa vitesse de rotation de la génératrice diesel. 
%L---5~O--~10-0--~1~50---2~O~O --~2~---3~OO~~35~O---~O~~450 
Temps (s) 
Figure 5-13 Puissance fournie par la génératrice diesel 
La fréquence du réseau est illustrée par la figure 5.15, où on peut remarquer une très 
faible déviation dans le cas de régulateur PI associé au contrôleur neuronal, alors que la 
fréquence est plus importante avec un régulateur PID. Ceci confirme les bonnes 
performances de la stratégie de régulation de la vitesse de la génératrice diesel à base de 
régulateur PI et le contrôleur neuronal, en termes de la dynamique et de réponse aux 
variations de la charge comme on peut le voir sur la figure 5.15. La déviation maximale de 
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la fréquence est de 60.2 Hz pour la stratégie utilisant le régulateur PID alors qu' elle est de 
60.001 Hz avec la stratégie utilisant le régulateur PI combiné au contrôleur neuronal. 
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Figure 5-14 Vitesse de rotation de la génératrice diesel 
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Figure 5-15 Fréquence du réseau 
5.4.3 Profil de charge d 'un réseau insulaire avec puissance éolienne 
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Après avoir analysé les performances du système de régulation de la vitesse de la 
génératrice diesel sans la prise en compte de la puissance éolienne, nous allons à présent 
l'introduire en utilisant la même charge insulaire (voir figure 5.12). La puissance éolienne 
fournie par trois éoliennes de 190 kW est illustrée par la figure 5.16. 
~~--~50~--1~O~O--~15~O--~20~O--~2~50~~3~OO~~3~50~--~O ---4~50 
Temps (s) 
Figure 5-16 Puissance éolienne 
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La puissance fournie par la génératrice diesel est fournie par la figure 5.17. Les figures 
5.18 et 5.19 illustrent respectivement la vitesse de rotation de la génératrice diesel et la 
fréquence du réseau pour les deux stratégies de régulation de la vitesse. 
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Figure 5-17 Puissance fournie par la génératrice diesel 
Comme on peut le constater, la stratégie basée sur l' utilisation d' un régulateur PI et le 
contrôleur neuronal fournie de bien meilleures performances par rapport à l' utilisation du 
régulateur PID où la déviation maximale de la fréquence est d' environ 60.5 Hz, alors 
qu'elle est de 60.004 Hz pour la première stratégie. Ainsi, la méthode basée sur l'utilisation 
d'un régulateur PI associé à un contrôleur flou que nous avons proposée, offre de meilleurs 
résultats. De plus, cette solution permet d'éliminer l'inconvénient inhérent à l'utilisation de 
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régulateur PID, qui est caractérisé par l'amplification du bruit de mesure, par l'action 
dérivative, et son intégration dans la boucle de contrôle. 
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Figure 5-18 Vitesse de rotation de la génératrice diesel 
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Figure 5-19 Fréquence du réseau 
5.4.4 Régulation de la tension du réseau 
Nous allons à présent effectuer des simulations afin d'analyser les performances de la 
stratégie de régulation de la tension du réseau en utilisant l' environnement 
Matlab/Simulink. Nous avons soumis le système à des variations d'échelon en guise de 
perturbation de la tension du réseau. Une déviation de 200 V, représentant +52% de la 
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tension nominale du réseau qui est de 380 V a été effectuée à t = 6 s, puis une déviation de 
-200 V, soit -52% de la tension nominale qui survient à t = 12 s. 
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Figure 5-20 Perturbation de la tension du réseau 
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Figure 5-21 Tension d'excitation du rotor de la GSRB 
Ainsi comme on peut le remarquer sur les figures 5.20 et 5.22, le rétablissement de la 
tension est plus prompt et respecte parfaitement les normes en matière de la tenue en 
tension (voir Tableau 4.5). En effet, lors de la déviation de ± 52% par rapport à la tension 
nominale, le rétablissement se fait en moins d'une seconde, alors que la norme est de moins 
de 2 secondes (voir figures 5.20 et 5.22). Les figures 5.21 et 5.23 montrent la variation de la 
tension d'excitation du rotor de la GSRB nécessaire à la correction de la tension lors des 
perturbations. Notre stratégie de gestion de la tension du micro-réseau basée sur 
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l'utilisation de la logique floue que nous avons présentée montre de bonnes performances 
en termes de stabilité et de réponses aux perturbations de la tension . 
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Figure 5-22 Tension de perturbation et tension du réseau 
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Figure 5-23 Tension d'excitation du rotor de la GSRB 
5.5 Conclusion 
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Dans ce chapitre, nous avons d'abord abordé la modélisation dynamique de l'ensemble 
de la génératrice diesel, qui est composé d'un moteur diesel et d' une génératrice synchrone 
à rotor bobiné. Ensuite, une méthode de régulation de la vitesse de la génératrice diesel a 
été présentée et ses résultats numériques ont été analysés. Cette approche est basée sur la 
combinaison d' un régulateur PI classique et d' un contrôleur neuronal. 
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La méthode proposée a été testée en simulation et comparée aux performances d'un 
régulateur PID, et les résultats numériques ont montré le grand intérêt de la méthode 
proposée. En effet, la combinaison PI et du contrôleur neuronal a montré une grande 
stabilité, même dans le cas de variations brusques et rapides de la charge. Cette stratégie 
nous permet de remplacer le régulateur PID, et éliminer ainsi le risque de l' amplification du 
bruit et son intégration dans la chaine de régulation. 
Par la suite, une stratégie de régulation de la tension du réseau par l' intermédiaire du 
réglage de la tension d'excitation du circuit rotorique de la génératrice synchrone, a été 
proposée puis testée par simulation. Cette stratégie qui est basée sur l'utilisation de la 
logique floue permet de mieux répondre aux incertitudes et aux imprécisions dans la 
modélisation du circuit d'excitation rotorique. Les résultats numériques montrent de bonnes 
performances en termes de dynamique de réponse et de stabilité. 
Après avoir traité la modélisation et la commande de la génératrice diesel, nous allons 
nous intéresser dans le chapitre suivant, aux systèmes de stockage d'énergie dans les 
systèmes hybrides, et plus précisément le système de stockage sous forme d'hydrogène. 
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Chapitre 6 - Système de stockage d'énergie sous forme 
d'hydrogène 
6.1 Introduction 
L'hydrogène peut être utilisé comme un vecteur énergétique en stockant le surplus 
d'énergies d'origine renouvelables, telles que l'énergie photovoltaïque et l'énergie éolienne 
qui ont un caractère intermittent, [142, 143] . Des études [53 , 55 , 144] ont montré qu'il 
existe un fort potentiel des SEH avec stockage d'énergie sous forme d'hydrogène, pour les 
applications stationnaires (pour régions reculées), et les stations d' alimentation en 
hydrogène des véhicules hybrides. 
La motivation principale de l'application de la technologie de l'hydrogène dans les 
régions éloignées est la possibilité de son utilisation comme carburant local, qui est en 
mesure de rivaliser avec les combustibles fossiles tels que le gazole. Pour des questions de 
coût, l' hydrogène comme technologie de stockage, est plus compétitif plutôt dans les zones 
reculées que dans les zones avec une plus grande densité de population. En effet, les 
régions éloignées avec un potentiel du vent plus favorable, sont donc des cibles appropriées 
pour la combinaison de l' énergie éolienne et le système à hydrogène [51]. 
Les systèmes de stockage d'énergie peuvent être classés selon le type stockage d'énergie 
qui peut être sous forme : électrique, magnétique, thermique, potentielle chimique, 
cinétique et gravitationnelle. Le temps d'accès à l'énergie (dynamique), l'application et le 
contrôle des unités de stockage (voir Fig. 3.1), sont des paramètres qui peuvent être pris en 
III 
compte pour classifier les systèmes de stockage d'énergie. Ainsi, les systèmes de stockage 
peuvent être classés en deux catégories [68] : 
6.2 Stockage d'énergie à court terme 
Les systèmes de stockage à dynamiques rapides (<<sources de puissance»), qui peuvent 
fournir une forte densité de puissance avec une dynamique rapide. Ces systèmes ne peuvent 
pas stocker une grande énergie à long terme, mais peuvent fournir de fortes puissances qui 
peuvent répondre à des variations rapides. Parmi ces systèmes, on peut citer les volants 
inertiels, les super-condensateurs, supraconducteurs et le stockage magnétique d'énergie. 
6.3 Stockage d'énergie à long terme 
Les systèmes de stockage à long terme (<<sources d'énergie»), qui ont une grande 
densité d' énergie avec une dynamique lente. Ces systèmes peuvent stocker de grandes 
quantités d'énergie pour fonctionnement à long terme. Parmi les systèmes de stockage à 
long terme, il y a les génératrices diesel, les micro-turbines à gaz, les batteries, les piles à 
combustible, etc. 
Par conséquent, les systèmes de stockage à long terme sont aptes à surmonter 
l'incertitude sur la disponibilité de l'énergie des sources de production d'énergie d'origine 
renouvelables. Généralement, et dans l'objectif d'assurer une meilleur fonctionnement des 
SEH, les deux systèmes de stockage d'énergie sont utilisés. 
Le système de stockage d'énergie idéal, qui peut fonctionner à la fois comme une 
source d'énergie idéale, et une source de puissance idéal n'existe malheureusement pas. Les 
batteries sont des systèmes de stockage qui font le compromis entre une source d'énergie et 
une source de puissance. 
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L'énergie éolienne est considérée techniquement viable pour plusieurs applications. Le 
stockage du surplus de l'énergie éolienne sous forme d'hydrogène pourrait être une solution 
intéressante [145]. Que ce soit pour le stockage ou le transport, l'hydrogène offre une 
densité énergétique plus élevée [146]. Typiquement, la densité énergétique de l'hydrogène 
est de 123 Ml/kg, alors qu' elle est de 47.2 Ml/kg et 45.4 Ml/kg pour l' essence et le diesel 
respectivement [145]. 
La compétitivité du stockage de L'énergie sous forme de l'hydrogène dans les systèmes 
hybrides est fortement liée à l' efficacité et à la fiabilité. Concernant le stockage de l'énergie 
sous forme d'hydrogène, plusieurs techniques existent. En effet, on peut trouver le stockage 
de l'hydrogène comprimé et le stockage d'hydrogène à base d'hydrures métalliques dans des 
systèmes hybrides intégrant de l'énergie éolienne [145, 147-150]. La conception du 
stockage de l'hydrogène comprimé a beaucoup moins besoin d'infrastructures par rapport 
aux autres technologies de stockage comme les hydrures métalliques, les hydrures 
chimiques, la cryo-adsorption, etc [145] 
Dans le but de croitre le taux de pénétration de l'énergie éolienne, des travaux de 
recherche se sont intéressés à l'intégration de système de stockage de l'énergie éolienne 
sous forme d'hydrogène comprimé [145, 151, 152]. Ainsi, des électrolyseurs peuvent être 
utilisés en tant que charges (de lissage) contrôlables [13,14] , afin de pouvoir atteindre un 
taux de pénétration élevé de l'énergie éolienne [153, 154]. 
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6.4 Électrolyseur pour le stockage d'énergie 
6.4.1 Introduction 
L'électrolyse ne représente que 4% de la production mondiale de l'hydrogène, en raison 
de son coût de production élevé et de son faible rendement énergétique. Différentes 
technologies d' électrolyseurs sont utilisées, dont l'électrolyse alcaline qui est la technologie 
la plus mature. Alors que la technologie PEM (Membrane à échange de Protons) a plusieurs 
avantages comme: une grande efficacité, un grande densité de courant même à basse 
température et une grande qualité d'hydrogène. L'un des inconvénients de cette technologie 
est le taux de production d'hydrogène qui est limité à 30 Nm3/h. Ainsi, l'électrolyseur 
alcalin reste le meilleur choix grâce à son taux de production élevé (pouvant aller de 1 
jusqu'à 760 Nm3/h), et un coût de fabrication acceptable en comparaison avec d'autres 
technologies d'électrolyseurs [20]. 
Une meilleure estimation de la production d'hydrogène passe par une meilleure 
prédiction de la puissance absorbée par l'électrolyseur. Ceci exige donc un modèle 
d'électrolyseur le plus précis possible. 
• Gaz naturel (48%) 
• Hydrocarbure liquide (30%) 
!l! Charbon (18%) 
• Électr oIyse (4 %) 
Figure 6-1 Sources de production de l'hydrogène dans le monde [155] 
Dans la littérature, il existe plusieurs modèles qui sont soit semi-empiriques [19] , soit 
basés sur une modélisation, qui prend en compte différents phénomènes physico-chimiques 
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qui caractérisent le fonctionnement de l'électrolyseur. Le modèle semi-empirique [19], est 
de loin le plus utilisé dans la littérature pour l'analyse du comportement d'électrolyseur. Le 
principal avantage de ce modèle est sa simplicité d'implémentation, alors que son 
inconvénient majeur est la nécessité d'une assez large campagne de mesure pour la 
réalisation d'une corrélation décrivant le comportement de la tension en fonction du courant 
et de la tension. Quant au modèle théorique présenté dans [20], même s' il traite plusieurs 
phénomènes qui caractérisent l'électrolyseur, il se base sur une approche moyenne pour 
modéliser la tension d'un stack. En effet, le modèle présente la tension d'une seule cellule 
qui est multipliée par le nombre de cellules pour avoir la tension d'électrolyseur. Alors que 
dans la réalité, le comportement d'une cellule et son rendement sont différents pour les 
différentes cellules. 
Durand la dernière décennie, les RNA sont devenus de plus en plus populaires et 
attractifs pour le développement de modèles et/ou la commande des systèmes non linéaires 
et/ou complexes, qui sont caractérisés par plusieurs entrées-sorties. Dans ce projet de 
recherche, la modélisation de l'électrolyseur basée sur l'utilisation des RNA a été présentée 
et analysée. Des données expérimentales sont utilisées pour l'entrainement et la validation 
du modèle proposé. 
La première tentative de modélisation de l'électrolyseur est représentée par la relation 
(6.1) est un modèle indépendant de la température. Dans [19], la température a été 
introduite dans la relation (6.1), et la méthode d'ajustement des paramètres a été utilisée 
pour obtenir la corrélation de la relation (6.2). Cette dernière corrélation est largement 
utilisée dans la littérature, pour différentes tailles d'électrolyseurs, alors que ses paramètres 
sont déterminés pour un électrolyseur donné (Phoebus de 7 bar [19]). Dans [20], un modèle 
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d'électrolyseur a été proposé et plusieurs phénomènes caractérisant son fonctionnement ont 
été pris en compte (voir relation (6.3)). L' inconvénient majeur de ce modèle est son 
manque de précision, du fait qu'il est basé sur une modélisation moyenne. En effet, [20] 
propose de multiplier la tension d' une cellule par le nombre de cellules qui sont en série 
afin d'obtenir une tension globale de l'électrolyseur. Ceci est contraire à la réalité, où le 
comportement de toutes les cellules n' est pas identique. 
[156] (6-1) 
[19] (6-2) 
(6-3) 
Généralement, pour décrire le comportement des systèmes non linéaires et/ou 
complexes, des tables sont utilisées. Cette approche présente l'inconvénient d'être moins 
précise, surtout lorsque le système change du point de fonctionnement. 
6.5 Modélisation de l'électrolyseur 
Dans ce travail de recherche, nous proposons une méthode de modélisation de 
l'électrolyseur basée sur l'utilisation des RNA. Ce choix est justifié les insuffisances des 
modèles existants, décrit dans la section précédente. De plus, l'objectif de la méthode 
proposée est d'avoir un modèle précis, permettant une meilleure prédiction de l'énergie 
absorbée, donc une meilleure prédiction de l'hydrogène produit. 
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6.5.1 Modèle électrique d 'électrolyseur alcalin 
Pour les besoins de la modélisation, un réseau de neurones d'une seule couche d'entrée, 
avec comme variables d'entrée le courant, et la température d'électrolyseur. La sortie du 
réseau de neurone étant la tension d'électrolyseur (voir figure 6.2). 
T 
,.------.VeJe 
Figure 6-2 Diagramme du modèle d'électrolyseur à base des réseaux de neurones 
La figure 6.3 illustre les données expérimentales qui sont utilisées pour l'apprentissage 
du réseau de neurones [19], ainsi que le résultat du modèle neuronal de l'électrolyseur. 
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Figure 6-3 Comparaison entre les données expérimentales [17] et le modèle 
neuronal de l'électrolyseur 
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Afin d'obtenir de meilleurs résultats, les données expérimentales sont mélangés d'une 
façon aléatoire. 
Données expérimentales électrolyseur Phoebus 26 kW [17] 
Ft :/ : = : :\J °O~====~~--~-----L----~------L-----~----~--~~~100 200 300 400 500 600 700 BOO 
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Figure 6-4 Diagramme du modèle d'électrolyseur à base de réseau de neurones [17] 
Le perceptron multi-couche avec l'algorithme de retropogation a été utilisé pour 
l'apprentissage. Des données expérimentales pour (T=30,50,60,70°C), ainsi que des 
données sur un fonctionnement sur plusieurs heures (figure 6.4) sont utilisées pour 
l'entrainement du réseau de neurones, alors que les données pour T=40°C servent à sa 
validation. 
La figure 6.3 montre les performances de la comparaison du réseau de neurones utilisé 
pour la modélisation de l' électrolyseur et les données expérimentales de l' électrolyseur 
alcalin Phoebus de 26 kW. Le modèle neuronal de l'électrolyseur suit avec une grande 
précision les données expérimentales pour toutes les différentes températures de 
fonctionnement. La figure 6.5 illustre les performances de l' entrainement du réseau de 
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neurones, avec une erreur inférieure à ± 1.5%. Cette approche nous permet d' avoir un 
modèle d'électrolyseur avec grande précision qu'on peut utiliser pour développer des 
stratégies de gestion ou de tester des algorithmes d'optimisation, avant leur validation sur 
un banc d'essai d' éleètrolyseur. 
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Figure 6-5 Performance de l'entrainement du modèle neuronal de l' électrolyseur 
6.5.2 Modèle de prédiction de la production 
Dans la littérature, le taux de production d'hydrogène ' est calculé en fonction du 
rendement de Faraday qui est déterminé d'une manière empirique [143]. Cette dernière 
relation est difficile à obtenir et elle est propre à chaque électrolyseur. La connaissance du 
taux de production d'hydrogène est très importante pour le fonctionnement d'électrolyseur. 
En effet, pour un fonctionnement sécuritaire de l'électrolyseur, il est impératif de l' arrêter 
lorsque le taux de production d'hydrogène est faible [157]. 
Afin d'avoir un modèle de prédiction de la production d'hydrogène, des données 
expéi-imentales ont utilisées pour entrainer hors ligne un réseau de neurones de type 
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fonction à base radiale. Ainsi, des données expérimentales du courant et de la température 
sont utilisées comme variables d'entrée, alors que les mesures du taux de production 
d'hydrogène comme une variable de sortie (voir figure 6.6). La structure typique de ce 
réseau de neurone est illustrée sur la figure 6.7. 
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Figure 6-6 Performance de l' entrainement du modèle neuronal de l' électrolyseur 
[19] 
T 
Figure 6-7 Structure du modèle de prédiction du taux de production d'hydrogène 
La figure 6.8 représente les performances de la modélisation neuronale du taux de 
production d'hydrogène comparées au modèle empirique présenté dans [19]. Comme on 
peut le constater, le modèle de prédiction neuronal offre une meilleure performance 
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comparé au modèle utilisé dans la littérature. En effet, avec notre méthode, l'erreur est 
inférieure à 10%, alors qu'elle est autour de 22% avec la corrélation utilisée jusque là . 
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Figure 6-8 Performance du modèle neuronal de la prédiction de production 
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6.5.3 Modèle thermique de l 'électrolyseur 
La température de fonctionnement de l' électrolyseur a plusieurs impacts sur ses 
performances. En effet, la conductivité de l'électrolyte (KOH) augmente avec 
l'augmentation de la température, alors que celle des électrodes diminue [20, 68] . La 
température de l'électrolyte peut être déterminée par l' intermédiaire de modèles thermiques 
simples ou complexes, en fonction de l'exigence de précision. Le modèle simple suppose 
que le taux de transfert de chaleur constant dans le temps. Ce type de modèle thermique 
quasi-statique induit une perte de précision dans l'estimation de la température [19]. Quant 
au deuxième modèle thermique, il est basé sur la résolution analytique d'équations 
différentielles afin de déterminer directement la température. Cette approche qui exige une 
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bonne connaissance du modèle du système de refroidissement [19] , est plus complexe et 
nécessite un temps de calcul plus important. 
Dans le cadre du travail de recherche, nous proposons d'utiliser les RNA à fonction de 
base radiale. Pour l' entrainement du réseau de neurones, on utilise uniquement les données 
expérimentales du courant et de la tension d'électrolyseur comme variables d'entrée, alors 
que la température mesurée est utilisée comme variable de sortie. Ainsi, un modèle 
thermique est obtenu sans utiliser aucune relation mathématique. La structure typique du 
réseau de neurones utilisée est illustrée par la figure 6.9. 
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Figure 6-9 Structure du modèle thermique neuronal 
Modèle neural thermique d'électrolyseur Phoebus 26 kW 
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Figure 6-10 Performance de l' entrainement du réseau de neurones du modèle 
thermique 
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La figure 6.10 représente les performances du réseau de neurones du modèle thermique 
de l' électrolyseur, où l' erreur entre le modèle thermique neuronal et les données 
expérimentales ne dépasse pas ± 3%. Ceci démontre que la méthode proposée pour la 
modélisation de l' électrolyseur basée sur l' utilisation des RNA est intéressante. Toutefois, 
cette méthode a besoin d' être validée avec plus des données expérimentales couvrant 
l' ensemble de l' intervalle de fonctionnement de l ' électrolyseur. 
6.6 Convertisseur de puissance pour l'électrolyseur 
Le démarrage de l ' électrolyseur nécessite une tension minimale qui est appelée tension 
réversible, qui augmente avec l'augmentation du courant d' électrolyseur. Pour une 
meilleure utilisation de l'électrolyseur, il est nécessaire d' utiliser un convertisseur de 
puissance de type dévolteur de tension qui module la puissance absorbée. Ce convertisseur 
de puissance qui abaisse la tension, augmente le courant que l' électrolyseur absorbé. La 
figure 6.11 représente la structure du convertisseur dévolteur utilisé pour l ' alimentation de 
l'électrolyseur. 
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Figure 6-11 Schéma bloc du convertisseur dévolteur 
Le hacheur contrôlé dans l'objectif de moduler la puissance excédentaire alimentant 
l' électrolyseur. Généralement, c' est la MU naturelle qui est utilisée comme stratégie de 
commande des convertisseurs de puissance pour la gestion de la puissance transmise à la 
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charge. C' est la stratégie utilisée dans notre étude pour la commande du convertisseur de 
puissance pour le contrôle de l' électrolyseur. La variation du courant à travers le 
condensateur peut être exprimée comme suit: 
(6-4) 
Où Vele et iele sont respectivement la tension et le courant d' électrolyseur. iL est le 
courant à travers l' inductance. L' évolution de la tension à travers l' électrolyseur (ou le 
condensateur) peut s' écrire comme suit: 
(6-5) 
La variation de la tension aux bornes de l'inductance dépend en particulier du mode de 
fonctionnement et son expression peut être donnée par la relation suivante: 
(6-6) 
Où S est une variable logique dont la valeur dépend de la comparaison entre le signal 
de la porteuse et le signal de commande (rapport cyclique). S vaut 1 lorsque le rapport 
cyclique est supérieur à la porteuse, sinon S vaut O. Alors que sign(iL(t)) vaut 1 lorsque le 
courant de l'inductance est positif, et sa valeur vaut 0 lorsque le courant iL est nulle [158] . 
Le modèle dynamique du convertisseur dévolteur sous Matlab/Simulink est illustré par . 
la figure 6.12. 
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Figure 6-12 Modèle dynamique du convertisseur dévolteur sous Matlab/Simulink 
6.7 Commande de l'électrolyseur 
Dans le but d'optimiser le fonctionner de l'électrolyseur, une stratégie de gestion est 
nécessaire. Nous allons présenter une stratégie de commande qui a pour objectif de 
produire d' une façon sécuritaire, le maximum d'hydrogène possible. La figure 6.13 illustre 
cette stratégie implémentée sous Matlab/Simulink, qui permet déterminer la tension de 
référence à imposer à l' électrolyseur. Le modèle détaillé de l' électrolyseur est présenté à 
l'annexe C. 
Vcell 
"'I-<r-----r------.!lele 
~--------------------~----~~ __ ------------r-----------~ 
Is 
Figure 6-13 Stratégie de calcul de la tension de référence à imposer à l' électrolyseur 
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Après avoir présenté le modèle de l' électrolyseur, et déterminé la tension de référence à 
imposer à l' électrolyseur par la stratégie présentée sur la figure 6.13 , nous allons mettre en 
place une structure de commande pour contrôler la tension de l' électrolyseur. 
6.7.1 Dimensionnement du convertisseur dévolte ur 
D'abord, nous allons aborder le dimensionnement du convertisseur dévolteur représenté 
sur la figure 6.11 . L' inductance de lissage est utilisée pour limiter les ondulations du 
courant, alors que le condensateur de filtrage est utilisé pour limiter les ondulations de 
tension engendrées par le découpage en sortie du dévolteur. 
Les ondulations du courant dans l'inductance sont calculées en négligeant les 
ondulations de la tension de sortie par rapport à sa valeur moyenne [159, 160]. Les 
ondulations du courant dans l' inductance ainsi que la variation de la tension d'électrolyseur 
sur une période de fonctionnement sont illustrées sur la figure 6.14. 
:a T :7 t 
.. ........ ~~ ... 
V L 
Figure 6-14 Ondulation du courant dans l' inductance et tension dans l'inductance de 
lissage 
La valeur de l' inductance L, dépend des ondulations admissibles du courant !1iL , et qui 
peuvent être données par l'expression suivante: 
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(6-7) 
Si on prend une ondulation du courant admissible de !1iL = 4 A , alors, la valeur de 
l' inductance peut être calculée comme suit: 
(6-8) 
La tension de sortie du dévolteur est reliée à la tension d'entrée par le rapport cyclique 
comme suit: 
(6-9) 
En remplaçant la valeur de la tension d'électrolyseur de (6.9) dans (6 .8), l' inductance peut 
s' écrire comme suit : 
(6-10) 
Étant donné que la valeur maximale de l'ondulation est obtenue pour une valeur a = 0.5, la 
valeur minimale de l'inductance est donnée par l'expression suivante: 
(6-11) 
Application numérique : 
Si on prend Vbus = 48 V, L1 iL = 4 A, et!s = 10kHz, la valeur de l ' inductance serait: 
L=0.3 rnH. 
Après avoir calculé la valeur de l'inductance, nous allons déterminer la valeur du 
condensateur du filtrage. Les ondulations de la tension de sortie peuvent être réduites en 
faisant en sorte que la fréquence de coupure du filtre Le (je) très inférieure à la fréquence 
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de commutation du convertisseur (je « fs) [161]. La fréquence de coupure est déterminée 
comme suit: 
(6-12) 
Alors, la valeur du condensateur peut être exprimée par la relation suivante : 
(6-13) 
Si on prend!c = 150 Hz, alors C = 3.75 mF. Un condensateur de 4700 !iF peut être utilisé. 
6. 7. 2 Commande de l 'éleetrolyseur 
À partir des relations (6.4) et (6.5), le synoptique de commande de la tension de 
l'électrolyseur utilisant un contrôleur flou est illustré sur la figure 6.15. Le contrôleur flou a 
été utilisé afin de mieux répondre au caractère non linéaire de l'électrolyseur. 
vmes ele 
Figure 6-15 Synoptique de la commande de la tension de l' électrolyseur 
Pour le contrôleur de la tension, l'univers de discours de chaque variable (entrée et 
sortie) est divisé en cinq classes, comme le montre la figure 6.16. Les classes de la 
répartition sont notées comme suit: NG pour Négatif Grand, N pour négatif, Z pour zéro, P 
pour Positif, et PG pour Positif Grand. Les règles floues sont utiles afin de déterminer le 
signal de sortie du contrôleur flou en fonction des signaux d' entrée. Ces règles relient le 
signal de sortie aux signaux d' entrée par des conditions linguistiques prenant en compte 
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l' expertise ou les connaissances d' un opérateur humain, en traduisant simplement des 
décisions de bon sens. Le tableau 6.1 représente les règles d'inférence du contrôleur flou de 
la tension de l'électrolyseur. 
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Figure 6-16 Fonction d'appartenance de chacune des variables linguistiques du contrôleur 
de la tension 
Tableau 6-1 Règles d' inférence du régulateur flou utilisé pour la commande de la 
tension d' électrolyseur 
Sortie 
NG 
N 
e(t) Z 
P 
PG 
6. 7. 3 Résultats de simulation 
Après avoir présenté la modélisation et la stratégie de commande de l' électrolyseur, 
nous allons analyser son comportement global. Les paramètres d'un électrolyseur de 26 
kW, ainsi que ceux du convertisseur dévolteur utilisés sont donnés dans l'annexe B. Nous 
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allons appliquer un profil de puissance par échelons (voir figure 6.17) afin d' analyser les 
performances de la stratégie utilisée. Afin d' avoir un modèle le plus réaliste possible, nous 
avons intégré le modèle thermique afin de prendre en compte l' impact de l'évolution de la 
, 
température sur les performances de l' électrolyseur. 
La figure 6.18 représente l ' évolution de la température de fonctionnement de 
l' électrolyseur, alors que la tension d' électrolyseur ainsi que le courant absorbé sont 
illustrés respectivement sur les figure 6.19 et 6.20. Comme on peut le constater sur la figure 
6.19, la diminution de tension d' électrolyseur entre t = 0 s et t = 40 s est due à 
l'augmentation de la température d'électrolyseur. La figure 6.19 montre aussi les 
performances de la stratégie de commande de la tension de l' électrolyseur où la tension 
mesurée suit parfaitement la tension de référence. 
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Figure 6-17 Profil de la puissance disponible 
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Figure 6-18 Évolution de la température d' électrolyseur 
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Figure 6-19 Tension de référence et celle mesurée d'électrolyseur 
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Figure 6-20 Courant d' électrolyseur 
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6.8 Impact du dimensionnement de la tension du bus continu sur la production 
d'hydrogène 
Généralement dans la littérature, la tension du bus à courant continu (à l' entrée du 
dévolteur) est limitée à 2V Icellule [68]. Par conséquent, l'électrolyseur ne peut pas absorber 
une puissance qui peut aller jusqu'à sa puissance nominale à basse température. Comme les 
électrolyseurs sont utilisés dans des systèmes hybrides intégrant des énergies renouvelables 
, où la puissance disponible est fluctuante, donc non disponible pour de longues périodes. 
Par conséquence, il est difficile à l'électrolyseur d'atteindre sa température optimale, qui est 
atteinte après un fonctionnement de longue durée (de l'ordre de quelques heures). 
Nous allons analyser l' impact de la tension du bus à CC sur les performances 
d'électrolyseur, et par ricochet, sur la production d'hydrogène. Un électrolyseur de 5 kW 
dont les paramètres sont donnés dans l' annexe B est utilisé, et le synoptique de contrôle de 
sa tension et celle du dévolteur est représenté sur la figure 6.21. La figure 6.22 illustre le 
profil de surplus de puissance utilisé. 
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Figure 6-21 Contrôle de la tension d'électrolyseur 
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Figure 6-22 Profil de surplus de puissance 
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La figure 6.23 représente les résultats de simulation du système électrolyseur pour une 
température ambiante (25°C) et une tension du bus à CC de 2V/cellule, soit un bus de 48 V. 
L'étude a été faite sur 3.5 secondes pour des raisons d' insuffisance de la mémoire de calcul 
vu qu'on utilise la MU pour contrôler le dévolteur avec une fréquence de commutation de 
15 kHz. Comme on peut le constater, en basse température, pour un dimensionnement de 
2V /cellule du bus à CC, l' électrolyseur n' absorbe pas toute la puissance disponible. En 
effet, la puissance maximale absorbée est de 1400 W alors que la tension de l' électrolyseur 
est limitée à celle du bus à CC qui est de 48 V. 
Les performances de la commande d'électrolyseur pour la température optimale de 
80°C et une tension de bus à CC de 48 V sont représentées sur la figure 6.24. Dans ce cas, 
l' électrolyseur absorbe toute la puissance disponible. Ceci est la conséquence de la 
diminution de la tension d'électrolyseur lorsque sa température de fonctionnement 
augmente. Ce qui confirme l' influence de la température sur les performances de 
l' électrolyseur. 
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Figure 6-23 Dynamique de l'électrolyseur pour T = 25°C et Vbus = 48 V 
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La figure 6.25 illustre la dynamique de l' électrolyseur pour une température ambiante, 
et un dimensionnement de 2.3 V/cellule, soit une tension du bus à CC de 55.2 V. Comme 
on peut le remarquer, l' électrolyseur arrive à absorber toute la puissance même à basse 
température. Ceci est dû à l'augmentation de la tension du bus continu qui permet 
d'augmenter la « barrière» de la tension de l'électrolyseur, où les surtensions sont 
importantes à basse température. 
La figure 6.26 représente la puissance absorbée par l'électrolyseur pour différentes 
températures de fonctionnement et différentes tensions du bus à CC, où on peut constater 
que l' électrolyseur peut absorber jusqu'à sa puissance nominale, soit avec l'augmentation 
de sa température de fonctionnement, réduisant ainsi les surtensions, soit en augmentant la 
tension du bus à CC. 
Étant donné que nous n'avons pas eu la possibilité de valider expérimentalement les 
résultats présentés dans cette section, nous allons nous appuyer sur des résultats 
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expérimentaux effectués au sem de l' institut de recherche sur l'hydrogène (IRB) sur un 
électrolyseur de 5 kW dont les travaux sont donnés dans [162]. 
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Figure 6-24 Dynamique de l'électrolyseur pour T = 80°C et Vbus = 48 V 
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Figure 6-26 Puissance absorbée par l'électrolyseur pour différentes température et tension 
du bus à CC 
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Figure 6-27 Évolution du courant d' électrolyseur en fonction de la température pour une 
tension de bus de 48 V 
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Figure 6-28 Évolution du courant d' électrolyseur en fonction de la température pour une 
tension de bus de 54 V 
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Les résultats présentés sur les figures 6.27 et 6.28 valident clairement nos résultats sur 
l' influence de la tension du bus à CC sur les performances de l'électrolyseur. En effet, avec 
une tension de bus de 54 V, le courant de l' électrolyseur est d'environ 50 A à son 
démarrage, alors qu' il est seulement de 31 A avec une tension de 48 V. 
6.9 Impact du nombre d'électrolyseurs sur la production d'hydrogène 
De nos jours, la majorité des électrolyseurs commerciaux doivent s'arrêter lorsque la 
puissance disponible est inférieure à 25% à 50% de leurs puissances nominales. Ceci 
constitue un inconvénient majeur pour l'utilisation des électrolyseurs. En effet, après son 
arrêt, l'électrolyseur doit attendre 30 à 60 minutes avant son redémarrage à cause de la 
purge de l'azote. Ainsi, si une puissance est disponible pendant ce temps d'arrêt « forcé », 
la production de 1 'hydrogène, serait perdue [51]. 
Pour remédier à cet inconvénient, nous allons nous intéresser au dimensionnement du 
système d'électrolyseur, où l'impact du nombre d'électrolyseurs sur l' amélioration de la 
quantité d'hydrogène produit sera analysé. Ceci contribuera à l'augmentation de la 
participation de l'énergie verte et durable dans un système hybride, et réduire par la même 
occasion, la quantité du diesel utilisée. 
Dans notre étude, trois cas ont été considérés pour une puissance excédentaire donnée. 
Le premier cas avec un seul électrolyseur d'une puissance nominale égale au maximum de 
la puissance disponible. Le deuxième cas considère deux électrolyseurs identiques, avec 
une puissance nominale égale à la moitié du maximum de puissance disponible. Le dernier 
cas de notre étude considère un électrolyseur d'une puissance égale à 75% du maximum de 
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la puissance disponible, et un autre électrolyseur d'une pUIssance égale à 25% de la 
puissance excédentaire maximale. 
La figure 6.29 illustre le profil de puissance excédentaire mensuelle utilisé dans notre 
étude. Afin d'avoir un système plus réaliste, nous avons pris en compte l' évolution de la 
température. Pour des raisons de temps de calcul et de mémoire, nous avons adapté le 
système de simulation afin de simuler un 30 jour sur 720 secondes. 
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Figure 6-29 Profil mensuel de la puissance excédentaire 
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6.9.1 Cas d 'un seul électrolyseur 
Figure 6-30 Performances de l' électrolyseur de 26 kW 
Dans ce premier cas, un seul électrolyseur d'une puissance nominale égale à la 
puissance maximale excédentaire. Les performances de l' électrolyseur sur un mois sont 
illustrées sur la figure 6.30. 
6.9.2 Cas de deux électrolyseurs identiques 
Dans le deuxième cas, deux électrolyseurs identiques de puissances égales à la moitié 
de la puissance excédentaire maximale. La figure 6.31 montre respectivement les 
puissances absorbées, l'évolution de la température et des courants des deux électrolyseurs. 
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Figure 6-31 Performances des deux électrolyseurs identiques 
6.9.3 Cas de deux électrolyseurs différents 
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Les paramètres de ces deux électrolyseurs utilisés dans le troisième cas de notre étude 
sont donnés dans l'annexe C. La figure 6.32 montre la dynamique de fonctionnement des 
deux électrolyseurs, en termes de puissance, de température et du courant absorbé. 
La figure 6.33 représente la comparaison de la production d'hydrogène dans les trois 
cas étudiés. Comme on peut le remarquer, l' utilisation de deux électrolyseurs de puissances 
respectives de 75% et 25% de la puissance excédentaire maximale est le meilleur choix. En 
effet, ce dernier choix permet une augmentation de la production de l'ordre de 13.98% par 
rapport à l'utilisation d'un seul électrolyseur. Alors que l' augmentation est de 6.44% 
lorsque les deux électrolyseurs de puissances identiques sont utilisés. Ceci s'explique par la 
contrainte de l' arrêt de l' électrolyseur, pour des raisons de sécurité, lorsque la puissance 
disponible est inférieure à 25% de sa puissance nominale. 
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Figure 6-32 Les performances des deux électrolyseurs différents 
Ainsi, nous proposons une méthode pour un dimensionnement efficient d' électrolyseurs 
dans un système hybride. 
P.fel = (1- b) X P diSPO (6-14) 
P.fe2 = b X P diSPO (6-15) 
Avec: 
~/e l : Puissance nominale du premier électrolyseur 
~/e2 : Puissance nominale du deuxième électrolyseur 
P diSPO: Puissance excédentaire 
b : Puissance minimale de fonctionnement d' électrolyseur 
2 Électrolyseurs 19,5 kW et 6,5 kW 
(+13,98%) 
2 Électrolyseurs 13 kW (+ 6,44%) 
1 Électrolyseur26 kW 
% 
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Figure 6-33 Production d'hydrogène pour les trois cas étudiés 
6.10 Pile à combustible comme générateur électrique 
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La réduction continue des réserves mondiaux du pétrole induisant une augmentation 
progressive des prix souligne la nécessité d'une alternative énergétique pour répondre aux 
besoins énergétiques en nette croissance. Les progrès des technologies de piles à 
combustible (PàC) rendent l'hydrogène comme un potentiel vecteur d'énergie. La 
production d'électricité par la PàC est une solution de ' plus en plus adoptée dans es 
applications de transport et stationnaires. 
Les PàC dont le schéma global est illustré sur la figure 6.34, qui peuvent être classées 
en fonction de l'électrolyte utilisé, sont des dispositifs électrochimiques qJ1i convertissent 
directement l'énergie chimique stockée dans les carburants comme l'hydrogène en énergie 
électrique. Son rendement peut atteindre jusqu'à 60% dans la conversion d'énergie 
électrique, et d'environ 80% en co génération, avec plus de 90% de réduction des principaux 
polluants [163]. Dans notre travail, la PàC est proposée comme une solution pour la 
réduction de la consommation du diesel en favorisant l' utilisation de l'hydrogène. Eu égard 
aux différents développements qu'a connus la PàC de type PEM ces dernières années, elle 
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est appelée à être un bon candidat pour les applications de transport et stationnaires pour les 
puissances allant jusqu'à 200 kW [164-167]. 
CDurant continu 
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Figure 6-34 Schéma global de la pile à combustible 
La PàC de type PEM est composée de deux électrodes qui sont séparées par une 
membrane polymère afin d'éviter le passage des gaz et des électrons. L'oxydation de 
l 'hydrogène au niveau de l'anode produit des protons qui migrent à travers la membrane 
vers la cathode (voir figure 6.34). La PàC peut être caractérisée par l'évolution de sa 
tension en fonction de la densité du courant délivré. Typiquement, la tension autour d'une 
densité de courant de 0.4 à 0.8 A/cm2 est d'environ 0.6 V. Étant donné que la tension d'une 
cellule est relativement faible, la construction d'un stack consiste en la mise en série de 
plusieurs cellules [168]. Des convertisseurs de puissance survolteurs sont utilisés pour 
élever la tension de la PàC et moduler la puissance fournie. 
Nous allons d'abord aborder les différentes technologies de PàC ainsi que les différents 
défis technologiques auxquels il faut répondre. Par la suite, une revue bibliographique des 
différents modèles de PàC de type PEM sera effectuée avant de proposer une méthode de 
modélisation basée sur les RNA avec l'utilisation des données expérimentales pour la 
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validation. Enfin, une stratégie de contrôle de la PàC sera présentée et ses performances 
seront analysées. 
6.10.1 Classification des piles à combustible 
La découverte de la PàC est généralement attribuée à Sir William Grove en 1839 [169]. 
Toutefois, son développement a été freiné à cause du succès qu'a connu la machine à 
vapeur et plus tard, le moteur à combustion interne et son adaptation pour le secteur des 
transports. Toutefois, depuis la raréfaction des sources d'énergie fossiles et la prise de 
conscience croissante sur les questions du dérèglement climatique, différents types de PàC 
ont été développés. La figure 6.35 résume l'histoire de la PàC. 
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Figure 6-35 Histoire de la pile à combustible [169] 
Généralement, la classification des PàC peut se faire soit par rapport à leur température 
de fonctionnement ou les types d'électrolytes utilisés. Les cinq catégories de PàC qui ont 
reçu le plus grand effort de recherche sont: (1) Polymer Electrolyte Membrane (PEM) Fuel 
Cells, (2) Solid Oxide Fuel Cells (SOFCs), (3) Alkaline Fuel Cells (AFCs), (4) Phosphoric 
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Acid Fuel FeUs (PAFCs), et (5) Molten Carbonate Fuel CeUs (MCFCs). Le tableau 6.2 
résume la classification des différents types de PàC et leurs caractéristiques. Dans notre 
travail, nous avons opté pour l'utilisation une PàC de type PEM en raison de sa faible 
température de fonctionnement, et sa maturité. En effet, vu que le Canada, qui est connu 
pour des températures hivernales allant jusqu'à -40°C, l'utilisation de la pile PEM permet 
de réduire considérablement le temps de démarrage comparativement aux autres 
technologies fonctionnant à l'hydrogène [170]. 
Tableau 6-2 Classification des différentes technologies de piles à combustible [68, 
171] 
Type de pile Électrolyte Proton Température (oC) Carburant 
PEMFC Solide H+ 50-90 H2 
DMFC Solide H+ 50-90 CH)OH 
APPC Liquide OH- 60-250 H2 
PAPC Liquide H+ 160-250 H2 
MCFC Liquide C03-2 Autour de 650 H2, CO, CH4 
SOFC Solide 0 -2 750-1000 H2, CO, CH4 
6.10.2 Avantages de la pile à combustible 
La PàC contient plusieurs avantages, qui font d' elle l'une des solutions la plus 
prometteuse et la plus attractive, dont on peut citer quelques uns [68]: 
• Faible pollution; 
• Un rendement relativement élevé (55-65% pour le stack) ; 
• Une densité de puissance élevée (> 1MW/m3 pour le stack) ; 
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• Fonctionnement silencieux ; 
• Grande fiabilité, etc. 
6.11 Modélisation de la pile à combustible 
L'un des principaux défis des systèmes à PàC est la conception d'un convertisseur de 
puissance appropriée pour la modulation de la puissance de sortie. En effet, environ 80% 
des défaillances survenues dans le système PàC sont incombées aux convertisseurs de 
puissance. Pendant la phase de conception, le convertisseur doit être conçu et testé avec une 
PàC réelle, avant sa validation physique. Cependant, la conception et le développement de 
systèmes PàC incluant leurs auxiliaires, tels que le contrôle du compresseur d'air, la 
puissance et la gestion de l'énergie et de l'optimisation de la performance peuvent 
endommager une PàC facilement. En outre, les coûts de test des PàC (consommation 
d'hydrogène et la nécessité d'avoir des installations sécuritaires) restent encore relativement 
élevés, pour réaliser des expériences avec une PàC réelle. Ces inconvénients soulignent 
l'intérêt de la conception d'un émulateur de PàC de type PEM pour des applications 
matérielles telles que HIL (Hardware In-the-Loop). Durant la phase de conception du 
système d'alimentation des PàCs, les convertisseurs de puissance, amSI que le 
développement des auxiliaires peuvent être initialement testés et améliorés avec un 
émulateur de PàC, engendrant ainsi un faible coût d'exploitation. 
La modélisation de PàC a rencontré un grand intérêt dans la littérature, où elle se fait 
généralement avec des modèles complexes basés sur la connaissance des phénomènes 
physico-chimiques [172-174] . Ces modèles nécessitent une bonne connaissance des 
paramètres décrivant le comportement du procédé [175-178], qui sont généralement 
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difficile à déterminer. Un modèle décrivant le comportement transitoire d'une PàC de type 
PEM avec des équations est donné dans [179]. Toutefois, des paramètres internes devaient 
être définis, comme la résistance ohmique, qui caractérise le taux d'humidité de la 
membrane, ainsi que l'inondation et l'assèchement des électrodes. Ces paramètres sont 
importants lorsque l'on considère la tension d'une cellule, mais ils n'ont pas été pris en 
compte dans ce modèle mathématique. Dans [180] , un modèle de PàC a été développé, qui 
est capable de caractériser son comportement en régime transitoire et en régime permanent. 
Toutefois, ce modèle n'est précis que sur une petite plage de fonctionnement. 
Il existe l'approche « boite noire » qui permet de décrire le comportement des des 
systèmes physiques sans la nécessité d'avoir une relation mathématique. Ces modèles sont 
basés sur un ensemble d'entrées facilement mesurables, telles que la température, la 
pression, ou le courant de la PàC, et sont (modèles) en mesure de prédire sa tension. 
Aujourd'hui, les modèles dynamiques des PàC à base des RNA sont rarement abordés 
dans la littérature. Néanmoins, certains modèles quasi-statiques ont été développés donnant 
de bons résultats [181-184]. 
Dans [184], un modèle statique et dynamique de la PàC de type PEM basé sur 
l'utilisation des RNA a été proposé et des résultats expérimentaux ont été présentés. Ce 
modèle proposé utilise le courant de la pile, le taux d'humidité ainsi la stœchiométrie des 
deux gaz. Cette approche de modélisation donne de bons résultats. Toutefois, ce modèle ne 
prend pas en compte l'évolution de la température d'opération. Dans [185], une 
modélisation neuronale d'une PàC de forte puissance, avec une prise en compte de 
l'évolution de la température a été présentée. Toutefois, eu égard à la structure du RNA qui 
n'est pas récurrente, le modèle présenté est statique [184]. De plus la température a été 
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mesurée au nIveau du circuit l'anode et du réservoir d'eau, qui ne représente pas la 
température réelle de la PàC. En effet, dans [186], une caméra infra-rouge a été utilisée 
pour une meilleure acquisition de la température au niveau des cellules. 
Dans ce travail de recherche, et pour cause de manque de données suffisantes pour une 
modélisation de la PàC sur une très large de fonctionnement, nous allons utiliser un des 
modèles semi-empiriques, pour analyser les performances du contrôle de l'interface de 
puissance associée à la PàC. D'une autre côté, nous allons présenter les performances de 
l'approche de modélisation neuronale de la PàC. Par la suite, nous présentons une stratégie 
de gestion du débit d'hydrogène afin d'améliorer le rendement global du système de PàC. 
6.11.1 Modélisation semi-empirique de la pile à combustible 
La tension d'une cellule en fonction de la densité du courant peut être représentée par la 
courbe de polarisation, et elle dépend de plusieurs paramètres tels que la température de 
fonctionnement, les pression partielles de l'hydrogène et de l'oxygène ainsi que la teneur en 
eau de la membrane [187]. 
La réaction chimique globale dans la pile peut être exprimée comme suit: 
(6-16) 
L'énergie chimique fournie par la PàC peut être estimée avec le changement de l'énergie 
libre de Gibbs (L'lGr), qui représente la différence entre l'énergie libre de Gibbs du résultat 
de la réaction chimique et celle des réactants. Le changement de l'énergie de Gibbs peut 
être décomposé en terme décrivant la variation de la température à une pression 
atmosphérique, et celui de la variation de la pression pour une température donnée. Le 
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changement de l'énergie de Gibbs peut être relié à la tension réversible, par la relation 
suivante: 
(6-17) 
Où aH20 , aH 2 , a02 sont respectivement l'activité de l'eau, de l'Hydrogène ainsi que celle 
de l'oxygène, et peuvent être liées aux pressions partielles relatives [188]: 
La tension réversible peut être exprimée par l'équation de Nernst suivante [189]: 
o RT ( (- -0.5 ) (- )) E Rev = E Rev + n F ln PH 2 P 02 - Ln P H 20 (6-18) 
A vec E~ev est la variation de la tension réversible à pression standard, et peut être 
exprimée comme suit [190]: 
E~ev = 1.50342 - 9.956 x l 0-4 T + 2.5 x 10-7 T (6-19) 
Où T: température de fonctionnement en [K]; 
PH" Po, et PH,D sont respectivement les pressions partielles relatives de l'hydrogène, de 
l'oxygène et l'eau par rapport à la pression atmosphérique; 
R: constante de gaz 8.31451 [J kmor' K-']. 
La tension du circuit ouvert (Open Circuit Voltage en anglais) Eo, est la tension fournie 
par une seule cellule sans charge. Eo est une tension inférieure à la tension réversible, qui 
est dû au phénomène de croisement de l'hydrogène de l'anode vers la cathode à travers 
l'électrolyte ou vice verse [191]. Dans certains cas, des impuretés ou courant de fuite, qui 
contribuent à davantage de chute de tension de Eo [192] . 
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E = EO RT 1 [PH2 P~;/ ) RT 1 (. ) O Rel' + n + n 10 
nF PH 20 anF 
(6-20) 
Avec io et a respectivement la densité du courant d'échange et le coefficient de transfert 
dans la réaction de la réduction de l'oxygène. Étant donné que dans la pratique, certains 
processus sont irréversibles, une partie de l'énergie de la réaction chimique est convertie en 
chaleur. Par voie de conséquence, la tension de la PàC est inférieure à sa valeur théorique. 
Après avoir abordé brièvement les principes théoriques de la pile à combustible, 
nécessaires pour comprendre et analyser les différents phénomènes décrivant sont 
fonctionnement, nous allons présenter l'approche semi-empirique pour sa modélisation. La 
tension de fonctionnement de la pile à combustible peut être exprimée par la relation 
suivante: 
(6-21) 
La chute de tension de la pile est due à plusieurs pertes irréversibles comme les pertes 
par activation, les pertes ohmiques ainsi que les pertes par concentration appelées aussi 
transport de masse. Les pertes par activation sont décrites par la dynamique d'un système de 
premier ordre, avec l'effet de double couche capacitive Cdl, qui se charge à l'interface 
électrode-électrolyte [193] . 
(6-22) 
Les pertes ou les surtensions d'activation 7]act sont décrites par le relation de Tafel qui 
peut être exprimée comme suit [188, 193] : 
(6-23) 
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Où les coefficients ; I';2';) et ;4 sont des coefficients propres à chaque pile à 
combustible, et C02 est la concentration en [mol/cm3] , de l'oxygène dissout à l'interface 
gaz/liquide. 
Les coefficients de la surtension d'activation utilisés dans ce travail sont les suivants 
[193 , 194]: 
C;I =-0.948 
C;2 = 0.00286 + 0.0002 x ln (Scell )+ 4.3 x 10-5 X ln (C H2 ) 
C;3 = 7.6x 10-5 
C;4 =-1.93x10-4 
Où S cell est la surface active d'une cellule, CH2 est la concentration de l'hydrogène à 
l'interface cathode/membrane. 
CH2 et C02 peuvent être exprimées respectivement grâce à la loi d'Henry comme suit [195]: 
CH2 = 9.174 X 10-
7 
P H2 exp(-77 / T) 
C02 = 1.97 x 1 0-
7 Pcn exp(498/ T) 
(6-24) 
(6-25) 
Les surtensions ohmiques sont le résultat de la résistance au transfert ionique de la 
membrane Rmem et la résistance électronique des électrodes, et la résistance de l'écoulement 
des électrons Re . À noter que cette dernière peut être considérée constante sur l'intervalle de 
variation de la température de fonctionnement de la PàC [194]. Ainsi, les surtensions 
ohmiques peuvent s'écrire comme suit: 
(6-26) 
À noter que généralement, Re est difficile à déterminer. 
Toutefois, certaines études ont montré que la résistance ohmique Rohm est une fonction 
de la conductivité de la membrane (Jm en [Q.cm-1] [196-198] . 
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R lm 
ol1m=- (6-27) 
U m 
Où tm est l'épaisseur de la membrane, et O"m est la conductivité de la membrane qui 
dépend de la teneur en eau Àm. La valeur de À01 varie entre 0 et 14, ce qui représente 
respectivement une humidité relative de 0% et 100%. La conductivité de la membrane peut 
être exprimée comme suit [198] : 
(6-28) 
Où b2 est une constante et b l dépend de la teneur en eau de la membrane À01' et elle peut 
s'écrire comme suit: 
(6-29) 
Où b ll et b22 sont des constantes, et elle sont généralement déterminées d'une manière 
empirique. Les valeur empirique de b ll et b12 pour le Nafion 117 sont données dans [198]. 
Les pertes par concentration 17collrésultent en raison de la diffusion des non réactifs dans 
la couche de diffusion de gaz et la diffusion des réactifs dans les couches d'électrodes. Les 
effets de ces pertes deviennent plus importants pour les densités de courant les plus élevée 
(typiquement > 600 mAlcm2). 17con peut être exprimée par la relation suivante [187]: 
(6-30) 
Où hm est la limite de la densité du courant d'une cellule, et il désigne la vitesse 
maximale à laquelle un réactif peut être fourni à une électrode. La courbe de polarisation 
typique d'une cellule de la PàC est illustrée par la figure 6.36. 
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Figure 6-36 Courbe de polarisation de la pile à combustible 
6.11.2 Modélisation neuronale de la pile à combustible 
Dans la section précédente, nous avons présenté la modélisation semi -empirique de la 
PàC et souligné quelques inconvénients comme la nécessité de déterminer certains 
coefficients empiriques et qui est généralement difficile à obtenir. Le données 
expérimentales utilisées pour l'entrainement de notre RNA sont données dans [186]. Une 
PàC de type PEM Nexa de Ballard de 1.2 kW est utilisée. Étant donné que la dynamique de 
la température est beaucoup plus lente que celle du courant et la tension de la PàC, nous 
n'avons pas pris en compte sa variation dans le temps à l'entrée du RNA. 
La construction d'un réseau de neurones est généralement effectuée en cinq étapes 
comme le montre la figure 6.37. 
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T e s t du l.-éseau 
Figure 6-37 Étapes de construction d'un réseau de neurones 
6.11.2.1 Modèle électrochimique de la PàC 
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À présent nous allons aborder la modélisation neuronale de la PàC. Afin de réaliser une 
modélisation dynamique de la PàC, nous avons opté pour la structure neuronale illustrée sur 
la figure 6.38. En effet, la structure neuronale récurrente permet, avec des retards, de 
prendre en compte la variation des paramètres d'entrée dans le temps pour analyser la 
dynamique de la sortie [184] . Dans le but d'accélérer la convergence du processus 
d'apprentissage du RNA, nous avons choisi l'utilisation de l'algorithme de Levenberg-
Marquardt qui optimise la méthode de décente du gradient de la méthode de rétro-
propagation [199]. Le modèle électrochimique neuronal de la PàC est constitué de trois 
couches, la couche d'entrée, la couche cachée et la couche de sortie. La fonction 
d'activation utilisée pour les deux premières couches est la fonction tangente sigmoïde 
(tansig) , alors que la fonction d' activation linéaire est utilisée pour la couche de sortie. 
La figure 6.39 (a) représente la comparaison des performances du modèle neuronal de 
la PàC que nous avons proposé et le modèle présenté dans [186] . Comme on peut le 
constater, le modèle neuronal suit avec une meilleure précision les données expérimentales 
par rapport au modèle présenté dans [186]. En effet, comme le montre la figure 6.39 (b), 
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l'erreur est inférieure à ± 0.5% avec le modèle neuronal alors qu'elle est ± 15% pour le 
modèle donné dans [186] . Cette méthode peut être améliorée avec une meilleure collecte 
des données qui prendrait en considération tout l'intervalle de fonctionnement de la PàC. 
Figure 6-38 Structure du réseau de neurones utilisée pour la modélisation de la PàC 
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Figure 6-39 Performance de la modélisation neuronale de la PàC 
6.11.2.1 Modèle thermique de la PàC 
La structure du réseau de neurones utilisée pour la modélisation thermique de la PàC est 
illustrée par la figure 6.40. Pour l'entrainement du RNA, eu égard aux performances du 
modèle électrochimique de la PàC présenté dans la section précédente, nous avons utilisé la 
même configuration en matière de type de fonction d'activation et le nombre de neurones 
dans chaque couche. Nous avons pris en compte la dynamique du courant et de la tension. 
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Figure 6-40 Structure du réseau de neurones utilisé pour la modélisation thermique de la 
PàC 
La figure 6.41 Ca) représente les performances du modèle neuronal de la PàC que nous 
avons proposé et celles du modèle présenté dans [186]. 
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Figure 6-41 Performance de la modélisation thermique neuronale de la PàC 
Comme on peut le voir, le modèle neuronal suit avec une grande précision les données 
expérimentales par rapport au modèle présenté dans [186]. En effet, comme le montre la 
figure 6.41 Cb), l'erreur est inférieure à ± 0.5% avec le modèle neuronal alors qu'elle varie 
entre - 15% et + 2% pour le modèle donné dans [186] . Ces résultats montrent bien les 
performances du modèle thermique neuronal proposé. Cette méthode peut être améliorée 
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avec une meilleure collecte des données qui prendrait en considération tout l'intervalle de 
fonctionnement de la PàC. 
6.11.3 Gestion du débit de la pile à combustible 
Afin de faire fonctionner la PàC à un rendement élevé tout en maintenant les pressions 
partielles constantes pour l' hydrogène et l'oxygène, une gestion efficiente du débit est 
nécessaire. En effet, la pression partielle de l' hydrogène est reliée au débit par la relation 
suivante [187]: 
p = 1IkH 2 ( in -2kl) 
H2 1 \q H2 r 
+S · H 2 
(6-31) 
Où q~2 représente le flux d'hydrogène fourni , 1 le courant fourni par la PàC, et k, 
correspond au débit d'hydrogène réellement consommé, et peut être écrit comme suit: 
N f c k = -
, 4F 
(6-32) 
Avec N Je le nombre de cellules de la PàC et F le nombre de Faraday dont la valeur est 
donnée dans le tableau 6.3. De la même façon, la pression partielle de l'oxygène est 
exprimée comme suit: 
Ji = 1/ k0 2 ( in _ 2k 1) 
0 2 1 \Q02 r 
+ S · 02 
(6-33) 
Les relations (6.31) et (6.33) indiquent que lorsque le courant de la charge augmente, le 
débit consommé par la PàC augmente, par voie de conséquence, les pressions partielles 
diminuent. Cette diminution implique une chute de tension de la PàC, provoquant par la 
diminution de la puissance fournie . Afm d'éviter cet inconvénient, une gestion des débits 
des gaz est nécessaire. 
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Généralement, pour éviter la famine des réactifs de la PàC, des quantités excessives 
d'hydrogène et d'oxygène sont prévues (q~2 > 2krI, q;2 > krI). Un grand excès des débits 
conduit à des pressions partielles plus élevées, et donc une tension de cellule plus élevée. 
Cependant, trop de débit présente l'inconvénient de créer le problème du dessèchement 
de la membrane et consomme beaucoup plus parasitaire [187]. Étant donné que le courant 
est instantanément attiré par la charge connectée à la PàC, le système de commande est 
nécessaire pour maintenir la température optimale, l'hydratation de la membrane, et la 
pression partielle des réactifs à travers la membrane afin d'éviter une dégradation 
préjudiciable de la tension [200]. 
Un autre aspect qui nécessite une gestion efficiente des débits des réactifs est le 
rendement de la PàC qui est relié au débit d'hydrogène par la relation suivante: 
7Jfc = PC/ Xd
H2 
(6-34) 
Avec PCI,le pouvoir calorifique inférieure de l' hydrogène, Putile la puissance utile et dH2 
le débit d'hydrogène en standard litre par seconde (s/pm). Dans certains travaux, afin 
d'éviter la famine des réactifs, un débit d'hydrogène maximal, qui correspond au courant 
maximal de la PàC est fixé. Cette approche génère un faible rendement de la PàC, surtout 
pour les faibles courants. 
Dans la littérature, les travaux sur la gestion du débit d' hydrogène sont rares, et les 
chercheurs ont porté leur effort surtout sur le débit d'air seulement [159, 200]. Dans ces 
travaux de thèse, nous présentons une stratégie de gestion de débit efficiente afin de 
maintenir les pressions partielles constantes et éviter à la fois la famine de la PàC et 
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l'assèchement de sa membrane. Le coefficient de la constante de la valve d'un réactif i peut 
s'exprimer ainsi [201]: 
K =O.72A~ n (_2_)2:~~ 
1 RT n+1 
(6-35) 
Où n est le coefficient polytropique et sa valeur varie entre 1.09 et 1.41 , et A la surface 
de la conduite, et M i est la masse molaire en [g/mol]. Le coefficient de la relation (6.35) 
peut s'écrire en fonction de la température comme suit: 
(6-36) 
Avec To la température absolue et T la température de fonctionnement de la PàC. 
L' activité de l' eau qui exprime aussi la pression partielle de l' eau peut s' écrire comme suit: 
(6-37) 
Où a~20 = RHc ~al est l'activité de la vapeur et a~20 = 1 est l' activité de l'eau à l'état 
100 Po 
liquide. 
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Figure 6-42 Synoptique du calcul du débit d'hydrogène 
Dans l'objectif de maintenir des pressions partielles constantes, nous proposons une 
méthode de calcul des débits des réactifs en utilisant des régulateurs PI dont les paramètres 
ont été obtenus par la méthode essai-erreur sont donnés dans le tableau 6.3. Les figures 6.42 
et 6.43 illustrent respectivement la stratégie de contrôle des actionneurs [187] : 
+ 
Actionneur 
l / kcc. 
' ,,:' + 1 
Figure 6-43 Synoptique du calcul du débit d' oxygène 
6.11.4 Résultats de simulation 
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Afin de vérifier les performances de la stratégie de gestion des débits, des simulations 
ont été faites sous Matlab/Simulink, et le système à PàC de 5 kW a été utilisé. La structure 
globale du système est montré sur la figure 6.44. Les paramètres de simulation sont donnés 
dans le tableau 6.3. 
Model de la 
PàC 
Figure 6-44 Système de pile à combustible 
Le profil de puissance de la charge utilisé est illustré sur la figure 6.45. La figure 6.46 
illustre respectivement le courant et la tension de la PàC. Le contrôle des pressions 
partielles de l'H2 et de 1'02 est représenté sur la figure 6.47. Comme on peut le constater, 
malgré des variations rapides de la charge, le de contrôle permet de maintenir les pressions 
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à leurs valeurs de référence. La figure 6.48 représente l' évolution des débits d'H2 et de 1' 0 2 
qui suivent les variations du courant tout en maintenant la stœchiométrie à 2. 
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Figure 6-45 Profil de charge 
La figure 6.49 illustre la comparaison entre notre stratégie de gestion du débit et la 
stratégie qui consiste à faire fonctionner la PàC à un débit maximal. Comme on peut le 
constater, avec un calcul adéquat du débit d' H2 et de l' air, on améliore sensiblement le 
rendement de la PàC. Cette approche permet d'alimenter la PàC avec la quantité d'H2 
nécessaire pour répondre au courant de la charge tout en évitant les phénomènes de famine 
et de suralimentation qui peuvent endommager la PàC. 
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Figure 6-49 Comparaison du rendement de la PàC 
Tableau 6-3 Paramètres du système de pile à combustible 
Paramètre Valeur 
F (C kmor l) 96485 
R (1 kmor l K I) 8.31415 
Pfc (W) 5000 
Nfc 113 
A (cm2) 154 
k.r=Nfcf4F 2.9279x 1 0-4 
kH2 (kmol S· I atm) 4.22x I0's 
ko2 (kmol S· I atm) 2.ll xI0's 
' H2 (s) 3.37 
' 02 (s) 6.47 
tm (cm) 0.01 25 
120 
162 
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Kp (proportional gain) 8 
Ki (integral gain) 4 
PCI (pouvoir calorifique inférieur) 212 .8 
6.12 Convertisseurs de puissance pour la pile à combustible 
Eu égard à la faible de tension de PàC, l' utilisation d'interface de pUIssance est 
nécessaire pour la connexion aux réseaux connectés ou autonomes. Les PàCs disponibles 
sur le marché sont seulement de l'ordre de 25 à 50 V en raison du coût de production élevé 
[202]. La tension de la PàC est directement convertie en courant alternatif soit en utilisant 
un seul étage de conversion CC/CA ou par une combinaison d'un convertisseur CC/CC en 
série avec un onduleur CC/CA. 
Le choix de l'interface pour le conditionnement d'énergie repose sur certains facteurs 
importants comme le faible coût, la grande efficacité, l'isolation électrique, la fiabilité et la 
non ondulation du courailt et de la tension. L'efficacité de l'interface de conditionnement 
d'énergie dépend des pertes de conduction et de commutation. Les pertes de conduction 
peuvent être réduites efficacement en réduisant l'utilisation de composants et de leurs 
plages de fonctionnement. Quant aux pertes de commutation, elles peuvent être réduites par 
des techniques de commutation. 
Pour les convertisseurs CC/CC, le convertisseur survolteur classique offre une 
meilleure efficacité par rapport aux autres topologies de convertisseurs comme le push-pull, 
demi-pont, pont complet, etc. En effet, le survolteur classique réduit le nombre de 
composants et sa commande est simple. Toutefois, son principal inconvénient est sa 
faiblesse de l' isolation électrique, pour les rapports cycliques les plus élevés. Dans ce cas, 
ce sont le push-pull, le demi-pont et le pont complet qui sont considérés comme les 
meilleurs candidats. Ainsi, afin de bénéficier des avantages du survolteur et éviter 
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l'inconvénient de manque d' isolation électrique pour les rapports cycliques élevés, nous 
allons limiter ces derniers à 0.5 dans la structure du système à PàC montrée sur la figure 
6.50. 
l Je L 
v le l e 
Pàe c 
Figure 6-50 Système de PàC avec survolteur 
6.13 Commande de la pile à combustible 
6.13.1 Conception du convertisseur CC/CC survolteur 
V bus 
En observant la courbe caractéristique de la PàC (figure 6.36), la tension ne peut pas 
être directement connectée à un bus à CC ou un réseau via un ondule ur. Ainsi, pour la 
conception du convertisseur, il faut se focaliser sur un fonctionnement dans la région 
linéaire (zone ohmique), et éviter le fonctionnement· dans la région de transport de masse, 
qui risque d'endommager la PàC. 
Les principaux avantages du convertisseur survolteur sont sa grande efficacité avec 
moins de composants, et une capacité de conversion de la tension de la PàC non régulée en 
tension régulée à des fréquences de commutation élevées, réduisant ainsi la taille et le coût 
des composants de stockage d'énergie. 
Le choix des composants comme la valeur d'inductance de lissage ou la valeur du 
condensateur de filtrage est très important afin de réduire les ondulations pour une 
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fréquence de commutation donné. Cependant une grande inductance augmente légèrement 
le temps de démarrage, alors qu'une petite inductance permet au courant de la bobine de 
monter jusqu'à des niveaux plus élevés avant l'extinction de l'interrupteur. 
1 Le courant dans l'inductance dans l'intervalle 0 < t < uT peut s'écrire comme suit: 
v 
. ( ) le . 
IL 1 =-I+lmin 
L 
(6-38) 
imin est le courant minimum dans l'inductance, u est le rapport cyclique et T la période 
de commutation du convertisseur. Pour t = uT, la relation (6.38) s'écrit: 
V 
'(T) le T' . I L a = - a + Imin = Iornx 
L 
(6-39) 
Ainsi l'ondulation du courant peut s'exprimer comme suit: 
(6-40) 
La relation entre la tension de la PàC et la tension du bus peut s'exprimer comme suit: 
VIC Vbus =--1-a 
(6-41) 
En remplaçant la valeur de Vic de (6.41) dans (6.40), l'ondulation du courant peut 
s'écrire comme suit: 
(6-42) 
Un meilleur calcul de l'inductance de lissage se ferait par rapport à l'ondulation 
maximale du courant qui correspond à u = 0.5. Ainsi, l'ondulation du courant s'écrit comme 
suit : 
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ôi = Vbus T 
L 4L 
(6-43) 
La valeur de l'inductance minimale peut se calculer avec la relation suivante: 
(6-44) 
Après avoir dimensionné l'inductance, nous allons aborder le calcul du condensateur de 
filtrage. 
v (t) V,nax iblls t 
blls = blls -C (6-45) 
À t = uT, la relation (6.45) s'écrit: 
v ( T) VtmX i bus T vmin bus a = bus -Ca = blls (6-46) 
ôV V,nax V min i blls T 
bus = blls - blls = Ca (6-47) 
Le courant du bus et relié au courant de l'inductance par le rapport cyclique comme suit: 
(6-48) 
En remplaçant la valeur du courant du bus de (6.48) dans (6.47), l'ondulation de la 
tension s'écrit comme suit: 
ôV = (l-a)iL T 
bus C a (6-49) 
Et comme l'ondulation est maximale pour, l'ondulation de la tension s'écrit comme suit: 
(6-50) 
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Où iL est le courant maximal dans l'inductance. La valeur du condensateur est calculée par 
la relation suivante: 
(6-51) 
Pour les applications numériques, nous allons prendre des valeurs d'ondulation de la 
tension et du courant de 1 %, ce qui correspond à un fonctionnement acceptable de la PàC. 
6.13.2 Stratégie de commande du survolteur 
La stratégie de la commande de la PàC qui consiste à contrôler la tension du bus à CC 
est illustrée sur la figure 6.51. Nous allons utiliser un seul régulateur flou dont les règles 
d'inférence ainsi que la répartition de l' univers du discours sont données respectivement sur 
le tableau 6.4 et la figure 6.52. À noter que le contrôleur flou est codé en C et embarqué 
dans une S-function de Matlab/Simulink. Ceci faciliterait la validation matérielle de la 
stratégie en embarquant le contrôleur flou sur microcontrolleurs ou DSP. Le code du 
contrôle du survolteur écrit en C est donnée dans l'annexe D. 
Convertisseur JUrvolte'ur 
Figure 6-51 Contrôle de la tension du bus à CC du système à PàC 
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N z p GP 
Figure 6-52 Fonctions d'appartenance de chacune des variables linguistiques du contrôleur 
de la tension du système de la PàC 
La figure 6.53 représente le modèle dynamique dU convertisseur survolteur construit 
sous Matlab/Simulink. La stratégie de la commande du système à PàC est illustrée sur la 
figure 6.54. Nous utilisons un seul régulateur flou pour la régulation de la tension du bus 
continu comme le montre la figure 6.51 . 
Figure 6-53 Modèle Matlab/Simulink du convertisseur survolteur 
Tableau 6-4 Règles d' inférence du régulateur flou utilisé pour la commande de la 
tension du système de la PàC 
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L1e(t) 
e(tj 
a 
Figure 6-54 Stratégie de calcul de la tension de référence à imposer à la PàC 
6.13.3 Résultats de simulation 
Des simulations ont été réalisées en utilisant une PàC de 5 kW dont les paramètres sont 
donnés sur le tableau 6.3. La figure 6.55 présente le profil de charge appliqué ainsi que la 
puissance fournie par la PàC. Comme on peut le remarquer, la stratégie que nous avons 
présentée permet de fournir la puissance demandée avec une bonne dynamique. L'évolution 
du courant de charge et le courant fourni par la PàC sont illustrées sur la figure 6.56. Les 
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performances de la régulation de la tension du bus à CC sont illustrées sur la figure 6.57. 
Les résultats numériques montrent que pendant les phases de variation de la charge, il y a 
une déviation de la tension du bus à CC ne dépassant pas 4% et elle revient à sa valeur de 
référence rapidement. 
4000 
- Charge 
---- PâC 
3500 
!30oo 
~ 
b500 
;t 
~ 
! 
~ 
0 
" 
2000 
1500 
1000Ô 1 • .1 0.5 1 3 2 2.5 1.5 
Temps (0) 
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Figure 6-57 Contrôle de la tension du bus à CC 
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Figure 6-58 Évolution de la tension de la PàC 
6.14 Conclusion 
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Dans ce chapitre, nous avons abordé le système de stockage d'énergie sous forme 
d'hydrogène. D'abord, nous nous sommes intéressés à l' électrolyseur comme dispositif de 
production d'hydrogène en exploitant l' énergie excédentaire provenant des sources 
d'énergie renouvelables. Nous avons traité la problématique de modélisation de 
l'électrolyséur en mettant l' accent sur la rareté des travaux sur le sujet. Les réseaux de 
neurones qui sont connus comme un puissant outil d' identification et de modélisation de 
dispositifs fortement non linéaires ou complexes ont été utilisés pour la modélisation 
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électrique et thermique de l' électrolyseur. Des données expérimentales ont été utilisées 
pour les phases d' entrainement et de validation. Les résultats numériques sont très 
satisfaisants malgré la qualité des données expérimentales. En effet, en disposant d'un 
électrolyseur et en effectuant un certain nombre d'essais expérimentaux, on disposerait de 
données couvrant tout l' intervalle de fonctionnement donnant des modèles électriques et 
thermiques encore plus précis. 
Une étude de l' impact de la tension du bus à CC à l'entrée du système d'électrolyseur 
sur les performances de ce dernier a été réalisée. Les résultats numériques ont montré 
qu'une augmentation de 10% de la taille du bus à CC par rapport à la valeur utilisée jusque 
là (qui est de 2V/cellule), permet à l' électrolyseur d'absorber jusqu'à sa puissance nominale 
même à basse température. Ceci contribue à l' augmentation de la quantité et de la qualité 
de 1 'hydrogène produit. En effet, la puissance qui n'est pas absorbée à basse température est 
une quantité d'hydrogène perdue. Par la suite, nous avons traité de l' impact de 
dimensionnement des électrolyseurs dans un système hybride. En effet, des contraintes sur 
la puissance minimale de fonctionnement de l' électrolyseur pour des raisons de sécurité, et 
le temps de l'arrêt pour des raisons de purge de l' azote imposent un dimensionnement 
adéquat pour améliorer la production de 1 'hydrogène. 
Par la suite, nous nous sommes intéressés à la modélisation de la PàC, où la majorité 
des modèles existants dans la littérature sont semi-empiriques, avec la difficulté de 
détermination de certains paramètres. Des modèles basés sur les RNA existent, mais dans 
leur majorité, sont des modèles statiques. Nous avons proposé une modélisation électrique 
et thermique dynamique basée sur les RNA, où des données expérimentales sont utilisées 
par leur validation. 
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Dans ce chapitre, nous avons démontré la pertinence de l' intégration du système de 
stockage de l'énergie sous forme d'hydrogène dans les réseaux décentralisés ou autonomes. 
Après avoir traité les différents dispositifs constituant les réseaux hybrides dans les 
chapitres précédents, nous allons aborder dans le chapitre suivant, l' étude d'un SEH dédié à 
l' alimentation en électricité des communautés isolées. 
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Chapitre 7 - Étude du système d'énergie hybride 
7.1 Introduction 
Un SEH est composé d'au moins une source d'énergie renouvelable et d'une source 
d'énergie conventionnelle, et qui fonctionne en mode autonome ou en mode de réseau 
connecté [203]. Le SEH est devenu populaire pour la production d'électricité dans des sites 
isolés en raison des progrès réalisés dans les technologies des énergies renouvelables et des 
convertisseurs de puissance, ainsi que les systèmes de contrôle. Les systèmes hybrides 
peuvent remédier aux limitations en termes de flexibilité de carburant, l'efficacité, la 
fiabilité, les émissions de GES et l' aspect économie [203]. 
Le schéma global du SEH utilisé dans ce travail est illustré par la figure. 7.1. Les 
principaux composants du SEH sont: un parc éolien, une génératrice diesel, et un système 
de stockage d'énergie électrolyseur/PàC. 
Les SER sont disponibles en abondance dans la nature. En effet, le potentiel des SER 
pourraient répondre aux besoins énergétiques mondiaux [204], et l'un des prncipaux 
inconvénients est leur nature intermittente et dépendent du site d' implantation. L' autre 
inconvénient des SER est le découplage temporel entre la production à partir des énergies 
renouvelables, qui dépend plutôt des conditions climatiques, et la demande qui dépend des 
comportements des consommateurs [205]. Afin de pallier à cet inconvénient, des systèmes 
tampons, pour le stockage d'énergie sont utilisés. 
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Dans les SEH, les sources primaires et secondaires sont reliées au bus (qui peut être à 
CC et/ou à CA) à travers des convertisseurs de puissance afin de fournir aux charges une 
puissance régulée charge tout au long de l'opération et assurer un fonctionnement stable du 
SEH. 
Parc éolien 
à base de 
MADA 
Génératrice 
diesel entrainant F--_. 
une GSRB 
BusCA 
BusCC 
Figure 7-1 Structure du système hybride pour réseau isolé 
L'électrification rurale et l'alimentation en électricité des régions éloignées non 
connectées aux réseaux publics est une problématique plus ancienne. Le recours à 
l'utilisation de génératrices au diesel pour l'alimentation en électricité de ces régions 
reculées est devenu une solution beaucoup moms viable pour les opérateurs publics 
d'électricité qui cherchent à offrir leurs services à de nouveaux clients [206]. 
Premièrement, les coûts d'opération et maintenance des génératrices diesel sont élevés 
en raison de la consommation de carburant et de la lubrification. De plus, avec des coûts de 
carburant à la hausse, ces coûts vont continuer de grimper [207]. Deuxièmement, les 
impacts environnementaux tels que la pollution de l'air (en émettant des composants nocifs 
tels que le CO2, NOx, CH, S02, le dérèglement climatique provoquant l'appauvrissement 
de la couche d'ozone, le cancer, la mutation et de l'acidité de la pluie), les bruits et 
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déversement du mazout peuvent être observés au cours du fonctionnement [208]. 
Troisièmement, le rendement du système est faible, c'est à dire qu'environ seulement 35% 
de l'énergie du combustible est convertie en énergie électrique, le reste est perdu en chaleur 
[206] . 
7.2 Structure du système d'énergie hybride 
La figure 7.1 présente la configuration du SEH, dont l' énergie éolienne, combinée à la 
PàC, est considérée comme des sources d'énergie vertes, et la génératrice diesel est 
considérée comme une source assurant la fiabilité de fonctionnement, alors que le stockage 
d'énergie est assuré par l' électrolyseur. Nous avons opté pour la structure mixte pour les 
raisons données dans le chapitre 3. 
Ce SEH a pour objectif de favoriser la production de l' électricité à partir de SER. 
Lorsqu' il y a un surplus de puissance éolienne, l'électrolyseur est met en marche pour 
produire de l'hydrogène, qui est stocké dans un réservoir. Dans le cas où le réservoir est 
plein, l' excédent de puissance sera utilisé pour alimenter des charges de délestage. Quand il 
y a un déficit dans la production d'énergie, la PàC démarre afin d'alimenter les charges en 
utilisant l'hydrogène stocké. Dans le cas où le niveau critique bas de l' hydrogène est atteint, 
la PàC est arrêtée et seulement la génératrice diesel alimente les charges. Étant donné que la 
dynamique de la PàC est relativement lente, c'est la génératrice diesel qui assure la fiabilité 
du système face aux variations rapides des charges et/ou des éoliennes. 
La configuration du système hybride permet une facilité d'extension en cas de 
disponibilité d'autres sources ou charges. Les principaux composants du système et leurs 
tailles sont discutés dans la section suivante. 
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7.3 Conception et dimensionnement du système hybride 
Le dimensionnement d'un SEH qui est essentiel et primordial afin d'offrir une solution 
fiable et compéritive. Dans la phase de dimensionnement, les informations sur la 
consommation et le potentiel des SER (dans notre cas, l' énergie éolienne) sont nécessaires. 
Le profil de consommation utilisé dans notre étude est représenté sur la figure 7.2. 
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Figure 7-2 Profil journalier des charges [209] 
Nous supposons qu' initialement, c' est une génératrice diesel de puissance de 590 kW 
qui alimente les charges. L' outil de dimensionnement qu'on présente dans cette section 
permet la détermination de la taille du parc éolien, et le système de stockage sous forme 
d'hydrogène (PàC et l'électrolyseur). Pour respecter les recommandations des fabricants 
concernant le fonctionnement de la génératrice diesel, il est impératif de faire coïncider la 
puissance minimale des charges avec la puissance minimale de fonctionnement de la 
génératrice, soit 30% de sa puissance nominale. 
p mn p mn 
diesel - char (7-1) 
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Dans le cas où la génératrice diesel a une puissance nominale inférieure à la puissance 
maximale des charges, il faudrait prévoir une (ou plusieurs) autre(s) génératrice(s) diesel 
qui seront considérées comme des sources esclaves, et la première génératrice comme 
maître. Économiquement, l' ajout d'une génératrice diesel n 'augmenterait pas sensiblement 
le coût global du système. En effet, le prix de l'acquisition d'une génératrice diesel est 
largement inférieur à son coût d' exploitation. Dans notre cas, une seule génératrice de 590 
kW est utilisée pour répondre à la demande en puissance dans le cas de l'absence du vent. 
Pour un meilleur dimensionnement de la production de l'énergie éolienne, la connaissance 
du potentiel du vent du site d' implantation est indispensable. À cause du caractère 
intermittent de la vitesse du vent, le potentiel éolien moyen est pris en compte pour le 
dimensionnement du système éolien. Dans notre cas, nous proposons d'intégrer trois 
éoliennes de 190 kW chacune. Étant donné que les trois génératrices éoliennes ne reçoivent 
pas réellement le même profil de vent, nous avons utilisé dans notre étude, trois profils 
journaliers réels (voir figure 7.4). Afin d'estimer la valeur moyenne du potentiel éolien, 
nous avons utilisé le système éolien présenté dans le chapitre 4, et la figure 7.5 illustre la 
puissance fournie par les trois génératrices éoliennes, dont la valeur moyenne est d'environ 
359 kW. La puissance de la PàC est déterminée en prenant en compte la valeur maximale 
de la charge ainsi que la valeur moyenne de la puissance éolienne. 
p'mx pmin Ji 
D = eha r - diesel - éal 
.lpàC 
r/je 
Où 7J Je est le rendement de la PàC que nous avons pris à 40%. 
(7-2) 
Pour dimensionner le système électrolyseur, nous prenons en considération la valeur de 
la production maximale et la valeur minimale de la charge. 
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p p'rnx pmin pmin 
éle = éol + diesel - char (7-3) 
Étant donné que la probabilité d'avoir un pic de production des SER et une puissance 
, 
minimale de la charge est faible. En effet, dans la réalité, le surplus de puissance est 
inférieur à la moitié de la puissance calculée [210]. Dans notre étude, la taille de 
l'électrolyseur est prise à 0.5 X ~/e • 
Application numérique: 
Soit: 
~olien = 359 kW 
~~: =590kW 
De la relation (7.2) 
Pn'c = 590 - (359 + 177) = 142.5kW 
ra 0.4 
Pour avoir une marge de sécurité, nous allons surdimensionner la PàC d'environ 20%. 
Ainsi la puissance de la PàC est de 170 kW. 
Pour l'électrolyseur, en utilisant la relation (7.3), on aura: 
~le = 0.5 x (4~9 + 177 -177);:::; 240kW 
Les paramètres du système d'énergie hybride ainsi dimensionné sont donnés dans le tableau 
7.1 suivant. 
7.4 Gestion d'énergie d'un système hybride 
La stratégie de gestion du flux de l'énergie d'un SEH a pour objectif de proposer un 
système fiable favorisant la consommation d'une énergie verte au déterminant du diesel. 
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Plusieurs études se sont intéressées à la gestion du flux de l'énergie des systèmes hybrides 
intégrant des SER [211]. La figure 7.3 montre le schéma de principe de la stratégie de 
gestion global pour le système d'énergie hybride proposé dans notre étude. Cette stratégie 
se base sur la favorisation de l'énergie verte. 
En cas d'excédent de puissance et que le niveau du réservoir est supérieur à son niveau 
critique bas, alors l'objectif est d'arrêter la génératrice diesel et le démarrage de la PàC. 
Lorsque le niveau du réservoir est à son niveau critique bas et un surplus de puissance, on 
démarre la production d'hydrogène, tout en maintenant la production du diesel à son niveau 
minimale afin de maintenir la tension et la fréquence du bus à CA à leurs valeurs de 
référence. À noter que la production d'hydrogène s'arrête si le niveau du réservoir est à son 
niveau critique haut. Le cas échéant, ce sont les charges de délestage qui seront utilisées 
pour consommer le surplus de puissance afin de stabiliser le réseau. Dans le cas d'un déficit 
de puissance, la PàC est mise en marche si le niveau d'hydrogène dans le réservoir est 
supérieur au niveau bas critique, et que la puissance demandée est supérieur à un seuil de 
puissance minimale de fonctionnement de la PàC qu'on prend égale à 10% de sa puissance 
nominale. 
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Tableau 7-1 Paramètres du système hybride 
Puissance nominale 190 kW 
Vitesse du vent nominale 10.85 mis 
Vitesse du vent de démarrage (arrêt) 4 mis (25 mis) 
Fréquence nominale 60Hz 
Tension nominale 380 V 
Puissance nominale 170 kW 
Courant maximal 1360 A 
Tension minimale 125 A 
Nombre de cellules 236 
Surface active d'une cellule 1942 cm2 
Puissance nominale 180kW Puissance nominale 60 kW 
Courant maximal 875 A Courant maximal 242 A 
Surface active d'une 2500 cm2 Surface active d'une cellule 692 cm2 
cellule 
Nombre de cellules 108 Nombre de cellules 108 
Conn~xion 
Part Éolien 
Charge 
Figure 7-3 Algorithme de gestion d'énergie du système hybride 
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La modélisation du réservoir d'hydrogène utilisé dans notre étude est donnée dans 
l'annexe F. La conception de la PàC et de l'électrolyseur est abordée dans l'annexe G. Dans 
ce qui suit, nous allons détailler la stratégie de gestion de puissance. 
7.5 Simulation du système d'énergie hybride 
Les différents composants du SEH dont la structure est illustrée sur la Figure 7.1 ont été 
implémentés sous l'environnement MATLAB/Simulink. Afin de vérifier les performances 
du système, avec différentes scénarios, des simulations ont été effectuées en utilisant des 
données réelles de charge et du vent. 
Tel qu'il a été discuté dans les sections précédentes, le système est conçu pour fournir la 
puissance électrique à un réseau autonome d'une quarantaine de maison. Des données d'une 
charge typique d'une maison insulaire sont rapportées dans [212] , sont utilisées dans notre 
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étude. Le profil horaire de la demande sur 24 h est représenté sur la figure 7.2, alors que la 
figure 7.6 représente des données réelles de la vitesse du vent. À notre connaissance, 
aucune étude n'a intégré l'évolution de la température pour l'électrolyseur et la PàC alors 
qu'elle a un impact important sur leur performance [143, 213]. Ainsi, nous avons décidé de 
prendre en compte l'évolution de la température dans le fonctionnement de l'électrolyseur 
et la PàC. Afm d'analyser l'impact de l'intégration de SER sur la réduction de la quantité du 
diesel ainsi les quantité de GES émise, des études de simulation sont réalisées avec la 
stratégie de gestion d'énergie au cours d'une journée avec plusieurs scénarios. Le profil de 
la demande est le même dans les deux cas. La modélisation de la génératrice diesel 
présentée dans le chapitre 5 permet de donner une estimation de la consommation du 
carburant où le gain du bloc de combustion a été calculé afin d'approcher les valeurs de 
consommation données par les constructeurs fournies dans l'annexe G. Les résultats de 
simulation pour les deux cas sont donnés et discutés dans la section suivante. 
7. 5.1 Cas 1 : génératrice diesel seule 
Dans ce cas, la demande en puissance de la charge est alimentée uniquement par la 
génératrice diesel. La puissance fournie par la génératrice diesel au système hybride sur une 
période de simulation de 24 h est illustrée sur la figure 7.4. La discussion des résultats de 
simulation seront présentés après. Le débit de consommation du carburant est illustré sur la 
figure 7.5. 
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Figure 7-4 Puissance fournie par la génératrice diesel 
160~----~----~------~----~------~----~------" 
140 
? 
:::'120 Qi 
VI 
CI> 
~ 100 
"tl 
.. 
Li 
' CI> 
c 80 
60 r--_'"' 
o 200 400 600 800 1000 1200 
Temps (min) 
Figure 7-5 Débit de consommation de la génératrice diesel 
7. 5.2 Cas II:génératrice diesel /ÉolienlPàC/Électrolyseur 
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Afin d'analyser l'impact de l'intégration de l'énergie éolienne ainsi qu'un système de 
stockage d'énergie sous forme d'hydrogène sur la consommation du diesel ainsi que la 
quantité de GES, nous avons utilisé le même profil de la charge, les profils de vent illustrés 
sur la figure 7.6 pour les trois génératrices éoliennes intégrées. La puissance éolienne 
produite est illustrée sur la figure 7.7. La génératrice diesel est utilisée comme une source 
d'appoint et de répondre aux fortes variations de la charge et/ou des éoliennes. 
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La figure 7.8 présente la puissance absorbée par les deux électrolyseurs ainsi que la 
puissance fournie par la PàC. Comme on peut le remarquer, les électrolyseurs et la PàC 
fonctionnent en alternance, afin de stocker l'énergie en cas de surplus de puissance, et de la 
régénérer en cas de déficit. L'évolution de la température des deux électrolyseurs ainsi que 
la PàC est illustrée sur la figure 7.9. Les figures 7.10 et 7.11 représentent respectivement les 
tensions et courants de l'un des électrolyseurs et de la PàC. La puissance fournie par la 
génératrice diesel ainsi que le débit du carburant consommé sont illustrés respectivement 
sur les figures 7.12 et 7.13. La figure 7.14 montre respectivement le débit d'hydrogène pour 
le grand électrolyseur ainsi que la PàC. La comparaison de la consommation du diesel ainsi 
que la quantité du CO2 émise par la génératrice diesel est représentée sur la figure 7.15. 
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Figure 7-7 Puissance fournie par la génératrice diesel 
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Figure 7-9 Évolution de la température des électrolyseurs et de la PàC 
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Figure 7-10 Courant et tension du grand électrolyseur 
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Figure 7-11 Courant et tension de la PàC 
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Figure 7-12 Puissance fournie par la génératrice diesel 
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Figure 7-13 Débit de consommation du diesel 
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Figure 7-14 Débit d'hydrogène pour le grand électrolyseur et la PàC 
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Figure 7-15 Consommation du diesel et le CO2 émis dans les deux cas étudiés 
Dans le cas d'un excédent d'énergie, les deux électrolyseurs sont utilisés pour la 
production d'hydrogène, La courbe bleue de la figure 7.14 illustre le débit d'hydrogène 
produit par le grand électrolyseur. Lorsque la puissance éolienne et la puissance minimale 
de la génératrice diesel sont insuffisantes pour alimenter la charge, la PàC est mise en 
marche afin de fournir la différence de puissance. La courbe rouge de la figure 7.15 montre 
le débit de consommation de la PàC qui est proportionnel à son courant. 
Comme le montre la figure 7.12, avec l'intégration de l'énergie éolienne, la génératrice 
doesel est arrêtée lorsque la puissance fournie par les trois éoliennes ainsi que la PàC est 
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suffisante pour alimenter la charge. Dans ce cas, le convertisseur bidirectionnel CAiCC de 
la figure 7.1 est commandé afin de réguler la tension et la fréquence du bus à CA. L'arrêt de 
la génératrice diesel permet l'augmentation de sa durée de vie. Les résultats de simulation 
présentés ci-dessus démontrent une grande efficacité de la stratégie de gestion du flux 
d'énergie présentée dans la figure 7.3. En effet, une gestion efficiente de l'intégration de 
l'énergie éolienne et du système de stockage permet une sensible réduction de la 
consommation du diesel et la quantité du CO2 émise de l'ordre de 45 % comme le montre la 
figure 7.15. 
7.6 Conclusion 
Dans ce chapitre nous nous sommes intéressés à l'étude des performances d'un réseau 
autonome Éolien/Diesel. La configuration du SEH ainsi qu'une stratégie de gestion du flux 
d'énergie ont été présentées. Un parc éolien, avec trois génératrices éoliennes à base de 
MADA est intégré à une génératrice diesel dans le but de réduire la consornn1ation du 
diesel et la quantité des GES émise. Dans notre stratégie, la génératrice diesel est utilisée 
comme source d'appoint et répondre aux variations rapides de la charge et/ou des éoliennes. 
À cause du caractère intermittent du vent, un système de stockage sous forme d'hydrogène 
est utilisé afin de répondre à la problématique du découplage entre la production et la 
consommation et augmenter le taux de pénétration de la puissance éolienne. 
La PàC est utilisée pour fournir le déficit en puissance et de réduire le temps de 
fonctionnement de la génératrice diesel. Le modèle de simulation du SEH a été développé 
sous l'environnement MA TLAB/Simulink. Des simulations ont été effectuées afin de 
vérifier les performances du système selon deux scénarios en utilisant un profil de charge et 
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des données du vent réels. Les résultats des simulations ont démontré l'efficacité de la 
stratégie de gestion proposée. 
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Chapitre 8 - Validation expérimentale 
8.1 Introduction 
Étant donné que la structure du SEH qUI est complexe pour une réalisation 
expérimentale, nous avons opté pour une validation expérimentale partielle, avec la 
réalisation d'un émulateur éolien. Ceci permet de valider et tester partiellement, la 
faisabilité technique des développements proposés sur le système éolien à base de MADA 
au chapitre 4. En effet, nous allons présenter une stratégie de commande de l'émulateur 
éolien, avec la comparaison entre le nouvel algorithme MPPT proposé dans cette thèse, et 
l'algorithme MPPT le plus utilisé dans la littérature. 
Dans ce chapitre, nous présentons le banc d'essai expérimental (émulateur éolien de 3.7 
kW), dont la structure est présentée sur la figure 8.1. Cette plate-forme expérimentale 
permet de reproduire le comportement d'une turbine éolienne en temps réel. D'abord, une 
modélisation de la machine à courant continu (MCC) et la synthèse de la commande de sa 
vitesse sera effectuée dans l'objectif de reproduire le comportement d'une éolienne à vitesse 
variable. Un profil de vent réel qui est représenté sur la figure 8.2 est utilisé et un couple de 
référence sera appliqué à la MCC de 3.7 kW qui est couplée à une MAD A. 
8.2 Émulateur d'un système éolien 
Étant donné que la modélisation de la turbine ayant été abordée dans le chapitre 4, nous 
nous intéresserons ici seulement à la modélisation et la commande de la MCC. Afin 
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d'obtenir un comportement similaire à celle d'une turbine éolienne, il est nécessaire de 
connaitre le couple mécanique qui est appliqué à l'arbre de la génératrice éolienne. Ainsi, le 
synoptique de la stratégie qui permet la détermination de la vitesse de référence, dont les 
équations ont été présentées dans le chapitre 4 est illustré par la figure 8.3. 
Figure 8-1 Génératrice asynchrone à double alimentation entrainée par un moteur à courant 
continu de 3.7 kW 
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Figure 8-2 Profil du vent appliqué à la MCC [29] 
La puissance mécanique fournie par la turbine peut être exprimée comme suit: 
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(8-1) 
Le couple mécanique disponible sur l'arbre de la turbine s'écrit comme suit: 
C P,nec 1 R 2C (1 fJ) 3 mec = -- = --pn p /1." V 
n, 2n, (8-2) 
Afin d'éliminer l'état indéterminé du couple mécanique au démarrage où la vitesse de la 
turbine nt est nulle, nous allons introduire le coefficient du couple dont l'expression est 
donnée par la relation (8.3), le couple mécanique est décrit par la relation (8.4). 
1 3 ( ) 2 Cmec ="2 pn R Cr À,fJ V 
Pitch f3 
contro 
MPPT ~p; 
Vent V 
Q _ }'oPI V 
.,. - R 
Q r4 
t 
(8-3) 
(8-4) 
Figure 8-3 Synoptique de la détermination de la vitesse de référence de la turbine 
8.2.1 Modélisation de la machine à courant continu à excitation séparée 
Nous allons présenter un modèle de la Mee à excitation séparée en vue de sa 
commande. L'utilisation de la MADA permet deux modes de fonctionnement, 
hyposynchrone et hypersynchrone. De ce fait, il est nécessaire de prévoir un dispositif pour 
le contrôle du courant du circuit inducteur de la Mee afin de réduire son flux pour 
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permettre un fonctionnement en mode hypersynchrone. Le modèle électrique de la Mee à 
excitation séparée est présenté sur la figure 8.4. 
L g 
Figure 8-4 Schéma du modèle électrique de la Mee à excitation séparée 
La tension du circuit inducteur bobiné de la Mee s'exprime comme suit: 
(8-5) 
La tension du circuit de l'induit s'écrit comme suit: 
V R · L dia E a = a l a + a -- + a dt 
(8-6) 
L'équation mécanique de la Mee peut s'écrire comme suit: 
J dnmcc c C fn 
mec dt = m - em - mec (8-7) 
Le flux inducteur peut s'exprimer comme suit: 
(8-8) 
La force électromotrice Ea s'écrit comme suit: 
(8-9) 
Où Qmcc est la vitesse de la Mee. 
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Figure 8-5 Schéma du modèle électrique sous Matlab/Simulink de la Mee à excitation 
séparée 
Le modèle de la Mee implémenté sous Matlab/Simulink est représenté sur la figure 
8.5 . La Mee dont nous disposons sur notre banc d'essai est une machine Reliance Electric 
de 5 HP (environ 3.7 kW), 240 V, 19.2 A, 1750 tr/min. Les données du constructeur et la 
méthode d'identification présentées à l'annexe H sont les suivantes: 
Ra = 1.7 n; La = 29.8 mH; Jmcc = 0.00541 kg.m2; f = 0.006 N.m.s- l; Ke = 1.12; 
8.2.2 Commande de la MCC 
Après avoir présenté la modélisation de la Mee, nous allons aborder sa stratégie de 
commande alimentée par un convertisseur dévolte ur dont la structure globale est illustrée 
sur la figure 8.6, et son modèle éclaté est représenté sur la figure 8.7. 
Conventsseur dévoileur 
Figure 8-6 Schéma globale du convertisseur dévolteur 
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Pour la commande de la vitesse du MCC, généralement, ce sont deux boucles qui sont 
utilisées. Une boucle externe pour la commande de la tension et une boucle interne pour la 
commande du courant afin d'éviter de forts courants d'induit qui peuvent endommager le 
circuit rotorique. 
2 
alpha 
Gafn9 
Figure 8-7 Modèle éclaté du dévolteur sous Matlab/Simulink 
Pour les besoins de simulation, nous proposons d'utiliser la structure du contrôleur 
illustré sur la figure 8.8. Ainsi, nous proposons l'utilisation d'un algorithme qui permet une 
limitation du courant induit, au lieu d'utiliser deux boucles de régulation, qui est la stratégie 
qui est couramment utilisée dans la littérature. 
Erreur 
UnftDelay 
Compare 
To Constant 
Rapport Cyclique 
Figure 8-8 Structure du contrôleur de la vitesse du moteur à CC 
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Après avoir présenté la stratégie de commande de la vitesse du moteur à CC, nous 
allons présenter une méthode d'estimation de la vitesse du moteur qui est basée sur 
l'utilisation des relations (8.6) et (8.9). La vitesse estimée peut s'écrire comme suit: 
V R · L dia a - a la - a -
dt 
Q mcc ==-------
Ke 
(8-10) 
La figure 8.9 montre les performances du contrôle de la vitesse du MCC afin d'émuler 
le comportement de la turbine, avec un ratio de vitesse spécifique constant et égale à sa 
valeur maximale. Comme nous ne disposons pas d'une source de tension continue 
suffisante pour l'alimentation de l'induit du MCC (où sa tension nominale est de 240 V), 
nous procédons à une étude à vide du MCC afin de pouvoir comparer ses résultats à ceux 
de l'étude expérimentale. 
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Figure 8-9 Structure du contrôleur de la vitesse du moteur à CC pour un lambda fixe 
Le courant et la tension de l'induit du MCC sont indiqués sur la figure 8.1 O. Un capteur 
de type LV 20-P est utilisé pour la mesure de tension d'induit, et un capteur LEM de type 
RAS 50S pour la mesure du courant induit. Ce dernier donne une tension qui est l'image du 
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courant mesuré. Les signaux des deux capteurs sont envoyés au dsPIC via deux canaux 
ANO et ANI pour le besoin du contrôle de la vitesse du MCC. Quant à la figure 8.11 , elle 
illustre la comparaison des profiles de vitesse de la MPPT classique et celle qui nous 
proposons. Comme on peut le constater, avec notre MPPT, la vitesse de la turbine varie 
dans une plage moins importante qu'avec la MPPT classique. 
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Figure 8-10 Structure du contrôleur de la vitesse du moteur à CC pour un lambda variable 
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Figure 8-11 Comparaison de la valeur de la vitesse de l'émulateur éolien pour les deux 
. types de MPPT 
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La figure 8.12 illustre les performances de l'estimateur de la vitesse du MCC. Comme 
on peut le constater, l'erreur entre la vitesse mesurée et la vitesse estimée est inférieure à 
2%. Ceci nous permet de conclure quant aux performances de la méthode, que nous allons 
utiliser pour l'estimation de la vitesse de la turbine éolienne. À noter que nous avons opté 
pour cet estimateur de vitesse à défaut de la disponibilité d'un capteur de vitesse au 
laboratoire. Cet estimateur de vitesse peut présenter l'inconvénient de reposer sur des 
paramètres de la machine qui peuvent varier, ainsi que des signaux (tension et courant de 
l'induit) avec la présence du bruit de mesure. Mais étant donné que nous allons utiliser cet 
estimateur uniquement pour la validation de l'algorithme MPPT avec des périodes d'essai 
courtes, on peut négliger la variation des paramètres du moteur. Quant aux bruits de 
mesure, nous avons utilisé un filtre afin de ne pas perturber le processus de contrôle de la 
vitesse. 
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Figure 8-12 Dispositif expérimental de l'émulateur de la turbine éolien 
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Le profil du vent appliqué à l'émulateur éolien est illustré sur la figure 8.2. Les 
paramètres de la turbine qui sont utilisés pour la simulation de la commande de l'émulateur 
de la turbine sont: R = 2.1 m; G = 4; 
8.3 Dispositif expérimental de l'émulateur de la turbine 
Après avoir abordé la modélisation de l'émulateur de la turbine et les résultats 
numériques effectués sous Matlab/Simulink, nous allons présenter le dispositif 
expérimental que nous avons réalisé au Laboratoire conversion d' énergie électrique et 
qualité de l'onde. 
Le dispositif expérimental est schématisé sur la figure 8.13. Il est basé sur l'utilisation 
d'une MCC dont les paramètres sont donnés dans l'annexe H. Pour accomplir la commande 
de la vitesse du MCC, nous allons utiliser un microcontrôleur de type dsPIC 33FJ12MC202 
de microchip®. La technologie de communication série (RS232) a été adoptée comme 
passerelle entre le dsPIC et le PC afin de rendre la commande plus facile. En utilisant la 
communication série, nous pouvons utiliser le modèle numérique réalisé sous 
Matlab/Simulink qui est illustré sur la figure 8.14 afin de commander la vitesse de la MCC. 
Afin de pouvoir réaliser la communication entre le dsPIC et Matlab/Simulink, des blocs 
qui se trouvent dans la librairie Instrument Control sont utilisés. Dans le modèle de 
l'émulateur sous Matlab/Simulink, un contrôleur flou est utilisé pour le contrôle de la 
vitesse. En fonction de l'écart entre la référence de la vitesse donnée par l'algorithme 
MPPT, et la vitesse estimée, le contrôleur de la vitesse fournie la valeur du rapport cyclique 
(pour le contrôle du dévolteur), qui est envoyée au dsPIC via le circuit MAX 232. 
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L'estimation de la vitesse est effectuée au sein du programme écrit en utilisant le logiciel 
MikroC® dont le programme est donné dans l'annexe I. 
------------- ---- ------------~ 
Moteur à 
courant continu 
Machine 
asynchrone à rotor 
VdO! -0 -0 Vdo l 
I _____________________________ A 
~--~~~~~---~--------~~~------, 
1 + + • 
.... -~ 1 PCle 1 _ _ ~ Oscilloscope 1 
.... _--------
1 dsPIC 1 
1 dsPIC 1 
Figure 8-13 Dispositif expérimental de l'émulateur de la turbine éolien 
Dury 
Figure 8-14 Modèle numérique de la commande de la vitesse en utilisant un algorithme 
MPPT 
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8.3.1 Carte de commande et communication série 
Nous avons choisi d'utiliser le logiciel Proteus/Isis, qui permet la simulation des 
microcontrôleurs et la conception des circuits imprimés afin de réaliser la carte de 
commande du dsPIC et l'interfaçage pour la communication série entre ce dernier le 
Matlab/Simulink comme le montre la vue 3D de cette carte. 
8.3.2 Carte d'isolation de la partie commande de la partie puissance 
Afin de protéger le dsPIC des surintensités et l'activation des interrupteurs IGBT en 
toute sécurité, nous proposons l'utilisation d'opto-coupleurs. Ces derniers sont utilisés près 
de convertisseur de puissance afin d'éviter tout parasitage des câbles et diminuer l'effet de 
l'inductance parasite. L'opto-coupleur que nous avons utilisé est de type 4N37 dont les 
caractéristiques sont données dans l'annexe K. Pour améliorer la qualité du signal 
d'activation des IGBT, nous ajoutons le circuit 74LS05 à la sortie des opto-coupleurs. La 
8.16 montre la vue 3D de carte d'isolation que nous avons conçue avec le logiciel ISIS. 
8.3.3 Carte d'interfaçage du convertisseur de puissance 
Pour le besoin de la variation de la vitesse du moteur à CC, nous allons utiliser le 
convertisseur IRAM 136-3063B en configuration de convertisseur abaisseur et utilisant un 
seul bras. 
Pour la réalisation du circuit imprimé, nous avons choisi d'utiliser le logiciel Eagle, qui 
nous permet d'ajouter des bibliothèques personnelles étant donné que le logiciel ISIS ne le 
permet pas. La figure 8.15 illustre le circuit du convertisseur IRAM 136-3063B qui est 
utilisé comme variateur de vitesse du MCC. 
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Figure 8-15 Carte d'interfaçage du convertisseur lRAM136-3063B 
8.3.4 Carte d'acquisition des données 
Pour fin d'acquisition des données de notre dispositif expérimental, nous avons utilisé le 
carte PCle 6323 de National instrument combinée au logiciel de programmation graphique 
Labview®. Cette carte permet l'acquisition jusqu'à 32 signaux avec une fréquence de 250 
kHz. L'interface d'affichage et d'acquisition de la tension et du courant de l'induit est 
illustrée sur la 8.16. 
l,,_ .•. ~,~ "'1~;~;.I ~r' 
:-··_···~:'········1 
Figure 8-16 Interface d'acquisition et d'affichage de la tension et courant induit avec 
Labview 
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8.4 Résultats expérimentaux de l'émulateur de la turbine 
Le profil du vent appliqué lors de l'étude expérimental est identique à celui de la figure 
8.2. Ceci afin de comparer les résultats expérimentaux aux résultats numériques. Avant de 
procéder à la comparaison des résultats des deux techniques MPPT, nous allons d'abord 
présenter les résultats expérimentaux de l'application de la MPPT classique. La figure 8.17 
représente les vitesses référence et mesurée. 
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Figure 8-17 Vitesse référence et mesurée pour la MPPT classique 
On peut constater que la vitesse mesurée suit parfaitement la consigne de vitesse , ce qui 
démontre l'efficacité du contrôle proposé. À noter que la vitesse mesurée est limitée à 
environ 1620 tr/min à cause de la valeur de la tension à l'entrée du hacheur qui ne peut 
fournir une tension supérieure à 175 V alors que la tension nominale du MCC est de 240 V. 
Quant aux figures 8.18 et 8.19, elles illustrent la tension et le courant de l'induit du MCC à 
vide respectivement. 
180.----.----~----~----~----~----~----~----~----~~ 
160 
140 
~ 
'S 
~ 120 
c 
o 
~ 100 
~ 
80 
~ 
:::l 
o 
o 
10 
MPPT classique 
20 30 40 50 60 70 80 90 
Temps (s) 
Figure 8-18 Tension de l'induit du MCC 
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Figure 8-19 Courant de l'induit du MCC 
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Après avoir présenté les performances de la commande de la vitesse de l'émulateur de 
la turbine éolien en appliquant la MPPT classique, nous allons comparer les résultats des 
deux techniques MPPT. La figure 8.20 représente la comparaison de la variation de la 
vitesse de l'émulateur pour les deux techniques MPPT. Comme on peut le constater, la 
variation de la vitesse avec notre MPPT floue varie dans un intervalle moins important 
qu'avec la MPPT classique. En effet, le glissement. avec la MPPT floue ne dépasse pas 0.18 
alors qu'il est de 0.3 pour la MPPT classique. Ceci signifie une réduction d'environ 40% de 
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la taille des convertisseurs statiques utilisés dans la chaine de conversion de l'énergie. Ce 
qui engendre une réduction sensible du coût et de la contrainte de refroidissement, et ce 
sans diminuer la puissance produite. En effet, plus la vitesse diminue, plus le glissement 
augmente, plus une puissance est puisée du réseau afin d'alimenter le circuit rotorique de la 
MADA. Par voie de conséquence, la puissance totale produite diminue. 
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Figure 8-20 Comparaison de la vitesse réelle de l'émulateur pour les deux techniques 
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Figure 8-21 Comparaison de la variation du ratio de vitesse spécifique pour deux 
techniques MPPT 
La figure 8.21 montre la variation du ratio de vitesse spécifique (À) dans les deux 
techniques MPPT. On peut constater que À avec la nouvelle technique MPPT floue, varie 
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en fonction de la vitesse du vent pour aller chercher en tout temps, le maximum de la 
production d'énergie, tout en amortissant les fortes variations du vent. Ceci contribue à la 
protection des parties mécaniques dans la nacelle. La figure 8.22 illustre la valeur de 
coefficient de puissance pour les deux techniquès MPPT. On peut constater une légère 
diminution du coefficient de puissance qui est due à l'augmentation de À afin maintenir la 
vitesse de la MADA au dessus de 1500 tr/min. Cette diminution est compensée par la 
réduction de la quantité de la puissance active absorbé par la MADA (en mode 
hyposynchrone ). 
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Figure 8-22 Comparaison de la variation du facteur de puissance pour deux techniques 
MPPT 
8.5 Commande du convertisseur côté machine (CCM) 
Pour notre étude, nous avons choisi l'étude uniquement le fonctionnement en mode 
hyposynchrone, et étant donné que le convertisseur côté réseau a pour rôle entre autres, de 
réguler la tension du bus à CC, nous allons utiliser une source de tension continue. Ainsi, la 
structure adoptée est illustrée sur la figure 8.23. 
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Figure 8-23 Structure du système éolien pour la commande vectorielle en puissance de 
laMADA 
Comme la commande vectorielle en puissance de la MADA a été présentée en détail au 
chapitre 4, il reste à présent la présentation l'approche expérimentale que nous avons 
adoptée pour l'accomplissement de cette commande, qui est détaillée dans l'annexe 1. 
8.6 Conclusion 
Ce chapitre nous a permis de réaliser la commande de la vitesse d'un émulateur d'une 
turbine éolienne utilisant une MCC. Comme nous avons utilisé une approche relativement 
nouvelle, qui consiste en l'utilisation du modèle numérique de la turbine réalisé sous 
Matlab/Simulink, en se basant uniquement sur une communication série pour assurer 
liaison entre le modèle numérique et le dsPIC. Cette stratégie a été adoptée pour sa 
simplicité et son coût relativement bas. 
Par la suite, une étude numérique sur les performances de la MPPT floue proposée et le 
contrôleur flou de la vitesse de la turbine ont été analysées. Une description du banc d'essai 
que nous avons réalisé a été effectuée. En effet, nous avons réalisé une carte d'interfaçage 
du convertisseur abaisseur (hacheur) ainsi que celle du microcontrôleur et le circuit de 
communication série. Afin d'isoler la partie de commande de la partie puissance, et de 
permettre une meilleure activation des interrupteurs IGBT, nous avons réalisé une carte 
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d'opto-coupleurs. Pour accomplir la régulation de la vitesse, nous avons réalisé un circuit de 
conditionnement du courant et de la tension d'induit par l'utilisation de capteurs. 
L'analyse des résultats numériques et expérimentaux a montré que le contrôle de la 
vitesse du moteur donne de bonnes performances. L'utilisation du régulateur flou permet de 
dépasser la nécessité de connaitre les paramètres du MCC et leurs variations, tout en 
utilisant une seule boucle de contrôle. Par la même occasion, nous avons montré l'avantage 
de notre algorithme MPPT fou qui permet de réduire la taille des convertisseurs de 
puissance d'environ 40%, réduisant ainsi le èoût et la contrainte de refroidissement, surtout 
dans le cas de grandes éoliennes. À signaler qu'avec cet algorithme, la puissance produite 
est identique à celle produite avec l'algorithme classique. 
Le détail de la commande vectorielle en puissance de la génératrice éolienne sera 
présenté dans l'annexe l , et peut constitué un travail de base pour les futurs travaux. 
Chapitre 9 - Conclusion générale et perspectives 
9.1 Conclusion générale 
Le double impact économique et environnemental de l'intégration de l'énergie éolienne 
dans un réseau autonome utilisant des génératrices diesel a été discuté dans cette thèse. 
Nous nous sommes intéressés en particuliers, aux questions de structure, de 
dimensionnement, ainsi qu'une gestion efficiente et fiable du flux d'énergie. Plusieurs 
travaux abordant l'utilisation des systèmes PàC/électrolyseur pour le stockage d'énergie 
existent, mais rare sont ceux qui ont abordé leur problématique de modélisation ainsi que 
leur dynamique thermique. 
La problématique énergétique d'une partie non négligeable de la population mondiale, 
qui n'a pas accès à l'électricité, et la mise en contexte des défis des réseaux autonomes ont 
été présentées dans le premier chapitre. La favorisation de la consommation d'une énergie 
verte, renouvelable et locale participe à la promotion du développement durable. 
Nous avons proposé l'utilisation des réseaux de neurones comme outil puissant pour la 
modélisation des systèmes complexes et non linéaires tels que l'éleotrolyseur et la PàC. Une 
modélisation intégrale incluant les modèles électriques et thermiques de ces systèmes 
contribuerait à présenter des études et des analyses plus réalistes et plus précises. 
Dans l'objectif de l' amélioration de' l'extraction de la puissance éolienne à base de 
machine asynchrone à double alimentation, nous avons présenté dans le chapitre 4 un 
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nouvel algorithme MPPT sans capteurs basé sùr la logique floue. En effet, cette stratégie 
permet de réduire de quasiment de moitié l'interface de puissance tout en produisant autant 
de puissance que l'algorithme MPPT classique. Ceci contribue à la diminution des coûts et 
des contraintes de refroidissement des convertisseurs de puissance. 
Dans le chapitre 6, nous nous sommes focalisés sur l'amélioration de la production 
d'hydrogène par une gestion efficiente du système d'électrolyseur. Nous avons présenté une 
nouvelle stratégie basée sur un dimensionnement approprié du bus à courant continu à 
l'entrée du convertisseur dévoiteur, qui permet une amélioration des performances de 
l'électrolyseur, particulièrement en basses températures de fonctionnement. En effet, dans 
un contexte de l'utilisation des énergies renouvelables, qui sont caractérisées par une nature 
intermittente et stochastique, le surplus de puissance varie souvent engendrant des fréquents 
arrêts/démarrages de l'électrolyseur. De plus, nous nous sommes intéressés à l'impact du 
nombre d'électrolyseurs sur la quantité d'hydrogène produite. Un choix judicieux du 
nombre et de la taille des électrolyseurs permet une augmentation significative de la 
production d'hydrogène. 
Une analyse des performances d'un réseau autonome intégrant l'énergie éolienne 
combinée à un système PàC/électrolyseur à été présentée dans le chapitre 7. Nous avons 
développé un modèle dynamique du système hybride Éolien/Diesel sous l'environnement 
Matlab/Simulink. Nous avons démontré qu'avec une stratégie de gestion du flux de 
l'énergie adéquate, la quantité du diesel consommé ainsi que la quantité du CO2 émise ont 
été sensiblement réduites . De plus, le temps de fonctionnement de la génératrice diesel a été 
aussi réduit augmentant ainsi sa durée de vie. 
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Une validation expérimentale partielle de notre nouvel algorithme MPPT a été réalisée 
afin de vérifier les résultats numériques obtenus. Un émulateur reproduisant le 
comportement d'une turbine éolienne a été mis en place. Une nouvelle stratégie de contrôle 
basée sur la combinaison du logiciel Matlab/Simulink et le microcontrôleur, qui est 
caractérisée par sa simplicité d'implémentation et son faible coût a été présentée et validée 
expérimentalement. 
9.2 Perspectives 
Bien que nous avons essayé de présenter une étude la plus détaillée et complète 
possible du système d'énergie hybride, nous avons été amené à faire des choix afin de nous 
focaliser sur les points que nous avons jugé fondamentaux. Ainsi, notre étude n'est pas 
exhaustive et pose des questions qui sont motivées par notre conclusion générale. De ce 
fait, nous pouvons énumérer quelques points qui nous paraissent pertinents, et qu'il 
convient de développer en guise de suites à notre travail. 
• Validation expérimentale intégrale de l'algorithme MPPT flou proposé; 
• Étude approfondie des performances de la nouvelle stratégie de gestion du système 
électrolyseur (impact de le tension du bus à CC et le nombre d'électrolyseurs) ; 
• Utiliser un outil de diagnostic en temps réel de l'état de la génératrice éolienne 
(algorithme RLS, etc). Ceci permet de mieux détecter les défaillances potentielles ; 
• Développement d'un modèle plus élaboré du moteur diesel pour prendre en compte 
les dynamiques thermiques; 
• Validation expérimentale de la stratégie d'estimation du couple de charge sur les 
performances dynamiques du gouverneur de la génératrice diesel ; 
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• Validation expérimentale de l'approche de modélisation neuronale du système 
électrolyseurlPàC ; 
• Optimisation de l'algorithme de gestion du flux d'énergie en prenant en compte les 
dynamiques des différents composants du SEH ainsi que leurs plages de rendements 
optimales; 
• Analyser l'impact de notre algorithme de gestion du flux d'énergie sur les 
arrêts/démarrages de la génératrice diesel, suite aux variations de la charge et/ou de 
l'énergie éolienne; 
• Réalisation d'un banc expérimental incluant l'ensemble des éléments du SEH afin 
d'avoir une plateforme expérimentale pour fins de validations. 
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Annexe A - Paramètres du système éolien 
Les paramètres du système éolien d'une puissance de 190 kW qui ont été utilisés dans 
notre travail de recherche sont indiqués sur le tableau A.l suivant: 
Tableau A.l Paramètres du système à pile combustible 
Paramètre Valeur 
p 2 
La vue éclatée du modèle de la turbine construit sous Matlab/Simulink est illustrée sur 
la figure A.l. 
coetfcient Curve Cp 
Cp 
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~~ 
Figure A.I Vue éclatée de la modélisation de la turbine construite sous 
Matlab/Simulink 
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Annexe B - Paramètres de la génératrice diesel 
Les paramètres de la génératrice diesel d'une puissance de 590 kW qui ont été utilisés 
dans notre travail de recherche sont indiqués sur le tableau B.I suivant: 
Tableau B.I Paramètres du système à pile combustible 
Paramètre Valeur 
236 
Annexe C - Paramètres du système électrolyseur 
Les paramètres du système d'électrolyseur puissances respectivement 19.5 kW et 6.5 
kW qui ont été utilisés dans notre travail de recherche sont indiqués sur le tableau C.I et C2 
respectivement. Le schéma détaillé d'électrolyseur construit sous Matlab/Simulink est 
illustré sur la figure C.l . 
Tableau C.l Paramètres de l' électrolyseur de 19 .5 kW 
Paramètre Valeur 
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Tableau C.2 Paramètres de l'électrolyseur de 6.5 kW 
Paramètre Valeur 
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Figure C.I Schéma global du modèle de l' électrolyseur construit sous Matlab/Simulink 
Veel 
Add 
Divlde2 
Figure C.2 Vue éclatée du modèle de l'électrolyseur construit sous Matlab/Simulink 
239 
Annexe D - Codes implémentés sous Matlab/Simulink 
D-l Régulateur flou pour la commande de la PàC 
/* File: fuzzy_survolteur.c 
* Auteur: Karim Belmokhtar 
* PhD Student on Renewable Energy, Linear & Nonlinear Control , Modern Modeling 
* E-mail : karim.belmokhtar@uqtr.ca 
* Date: June 21 , 2013 
* --- Description ---
* Ce fichier permet l'implémentation du contrôleur flou du survolteur avec 2 entrées* 
* - er : erreurr. 
* - de : variation de l'erreur. 
* It delivers one output: 
* - y : rapport cyclique */ 
#define S]UNCTION_NAME fuzzy_survolteur 
#define S FUNCTION LEV EL 2 
- -
#include "simstruc.h" 
#include "stdlib.h" 
#include "stdio.h" 
#include "math .h" 
/*============================================================* 
* Définition des intervalles de l'univers du discours de la variable erreur * 
*============================================================*/ 
#define al 17.84 
#define a2 18 
#define a3 26 
#define a4 25.43 
#defme a5 28.48 
/*============================================================* 
* Définition des intervalles de l'univers du discours de la variable variation de l'erreur * 
*============================================================*/ 
#define b 1 0.44 
#define b2 0.5 
#defme b3 0.7196 
#define b4 0.6958 
#defme b5 0.802 
/*============================================================* 
* Déclaration des maximums de la variable sortie * 
*============================================================*/ 
#defme MaxGP 147.1 
#defme MaxP 90 
#defme MaxZ 0 
#define MaxN -90 
#define MaxGN -146.2 
/*============================================================* 
* Déclaration des gains de normalisation * 
*============================================================*/ 
#define Kin 1 1 
#define Kin2 0.005 
#defme Kout 0.4 
tloat Tau = 0; 
/*============================================================* 
* Déclaration de la fonction renvoyant le minimum * 
*============================================================*/ 
tloat min(tloat a, tloat b) 
{ 
if(a <= b) 
retum a; 
else 
retum b; 
/*================* 
* Build checking * 
*================*/ 
/* Function: md IInitial izeSizes ============================================= 
* Abstract: 
* Setup sizes of the various vectors. 
*/ 
static void mdlInitializeSizes(SimStruct *S) { . 
} 
ssSetNumSFcnParams(S, 0); 
if (ssGetNumSFcnParams(S) != ssGetSFcnParamsCount(S» { 
retum; /* Parameter mismatch will be reported by Simulink */ 
} 
if (!ssSetNumlnputPorts(S, 1» retum ; 
ssSetInputPortWidth(S, 0, 2); 
ssSetInputPortDirectFeedThrough(S, 0, 1); 
if (!ssSetNumOutputPorts(S, 1» retum; 
ssSetOutputPortWidth(S, 0, 1); 
ssSetNumSampleTimes(S, 1); 
/* Take care when specifying exception free code - see sfuntrnpl_doc.c */ 
ssSetOptions(S, SS_OPTlON_EXCEPTION] REE_CODE 1 
SS _OPTION_USE _ TLC _ WITH _ACCELERA TOR); 
/*====================* 
* Initialisation * 
* ====================*/ 
/* Function: mdlInitializeSampleTimes ======================================= 
* Abstract: 
* Specifiy that we inherit our sample time from the driving block. 
*/ 
static void mdllnitializeSampleTimes(SimStruct *S) 
{ 
} 
ssSetSampleTime(S, 0, INHERITED _ SAMPLE _ TIME); 
ssSetOffsetTime(S, 0, 0.0); 
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/* Function: mdlOutputs ===================================================== 
*/ 
static void mdlOutputs(SimStruct *S, int_ T tid) 
{ 
InputRealPtrsType uPtrs = ssGetInputPortReaISignalPtrs(S ,O); 
InputRealPtrsType entre; 
real_ T *y = ssGetOutputPortReaISignal(S,O); 
tloat Err, er, de, du[ II] , w[ll], som, prod, w l , w2, dErr; 
intj ; 
entre=uPtrs; 
er = *entre[O]; 
de = *entre[ 1]; 
1*================================* 
* Fuzzy logic controller * 
*================================*1 
Err = Kin 1 *er; 
dErr = Kin2*de; 
1*========================================================== 
Règle 1 
if error == Z & derreur == Z =======> output = Z 
============================================================*1 
{ 
} 
if ((Err >= -al)&&(Err < 0)) wl =(al+Err)/(al); 
else if ((Err <= al)&&(Err >= 0)) wl =(al-Err)/(al); 
else wl =O; 
if ((dErr >= -bl)&&(dErr < 0)) w2=(bl+dErr)/bI ; 
else if ((dErr <= bl)&&(dErr > 0)) w2=(bl-dErr)/b l ; 
else w2=0; 
w[O]=min(wl , w2); 
du[O]= MaxZ; Il Le max de la fonction d'appartenance Z 
1*========================================================== 
Règle 2 
if error == P & derreur == P =======> output = P 
============================================================*1 
{ 
if ((Err >= O)&&(Err < a2)) wl =Err/a2 ; 
else if ((Err <= a3)&&(Err >= a2)) wl =(a3-Err)/(a3-a2) ; 
else wl =O; 
if ((dErr >= O)&&(dErr < b2)) w2=dErr/b2 ; 
else if ((dErr <= b3)&&(dErr >= b2)) w2=(b3-dErr)/(b3-b2) ; 
else w2=0; 
} 
w[l]=min(wl , w2); 
du[l]= MaxP; Il Le max de la fonction d'appartenance P 
1*========================================================== 
Règle 3 
if error == N & derreur == N =======> output = N 
============================================================*1 
{ 
} 
if ((Err >= -a4)&&(Err < -a2)) wl =(a4+Err)/(a4-a2); 
else if ((Err <= O)&&(Err > -a2)) wl = -Err/a2 ; 
else wl =O; 
if ((dErr >= -b4)&&(dErr < -b2)) w2=(b4+dErr)/(b4-b2) ; 
else if ((dErr <= O)&&(dErr >= -b2)) w2= -dErr/b2; 
else w2=0; 
w[2]=min(wl , w2); 
du[2]= MaxN; Il Le max de la fonction d'appartenance N 
1*========================================================== 
Règle 4 
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if error == P & derreur == Z =======> output = P 
============================================================*1 
{ 
} 
if ((Err >= O)&&(Err <= a2)) wl =Err/a2 ; 
else if ((Err <= a3)&&(Err > a2)) w 1 =(a3-Err)/(a3-a2); 
else wl =O; 
if ((dErr >= -bl )&&(dErr < 0)) w2=(b 1 +dErr)/bl ; 
else if ((dErr <= bl)&&(dErr > 0)) w2=(bl-dErr)/bl ; 
else w2=0; 
w[3]=min(wl , w2); 
du[3]= MaxP; Il Le max de la fonction d'appartenance P 
1*========================================================== 
Règle 5 
if error == N & derreur == Z =======> output = N 
============================================================*1 
{ 
} 
if ((Err >= -a4)&&(Err < -a2)) wl =(a4+Err)/(a4-a2); 
else if ((Err <= O)&&(Err > -a2)) wl = -Err/a2; 
el se wl =O; 
if ((dErr >= -bl)&&(dErr < 0)) w2=(b 1 +dErr)/bI ; 
el se if ((dErr <= bl)&&(dErr > 0)) w2=(bl-dErr)/bI ; 
else w2=0; 
w[4]=min(wl , w2); 
du[4]= MaxN; Il Le max de la fonction d'appartenance N 
1*========================================================== 
Règle 6 
if error == GP & derreur == GP =======> output = G P 
============================================================* 
{ 
} 
if ((Err >= al)&&(Err < a5)) wl =(Err-al )/(a5-al) ; 
elseif(Err > a5) wl =l ; 
else wl =O; 
if ((dErr >= bl)&&(dErr < b5)) w2=(dErr-b 1)/(b5-bl); 
else if (dErr > b5) w2= 1 ; 
el se w2=0; 
w[5]=min(wl , w2); 
du[5]= MaxGP; Il Le max de la fonction d'appartenance GP 
1*========================================================== 
Règle 7 
if error == GN & derreur == GN =======> output = GN 
============================================================*1 
{ 
} 
if ((Err >= -a5)&&(Err <= -al)) wl =(al+Err)/(-a5+al); 
else if (Err < -a5) wl = l ; 
else wl =O; 
if ((dErr >= -b5)&&(dErr < -bl)) w2=(b l+dErr)/(-b5+b 1); 
else if (dErr < -b 1) w2= 1 ; 
else w2=0; 
w[6]=min(wl , w2); 
du[6]= MaxGN; Il Le max de la fonction d'appartenance GN 
1*========================================================== 
Règle 8 
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if error = GP & derreur == Z =======> output = GP 
============================================================*1 
{ 
} 
if ((Err >= al)&&(Err < aS)) w1 =(Err-al)/(a5-a1); 
else if (Err > aS) wl =1; 
else w1 =0; 
if ((dErr >= -b 1 )&&(dErr < 0)) w2=(b 1 +dErr)/b 1; 
else if ((dErr <= b1)&&(dErr > 0)) w2=(b1-dErr)/b1; 
else w2=0; 
w[7]=min(wl , w2); 
du[7]=MaxGP; Il Le max de la fonction d'appartenance GP 
1*========================================================== 
Règle 9 
if error == GN & derreur == Z =======> output = GN 
============================================================*1 
{ 
} 
if ((Err <= -a1)&&(Err >= -aS)) w1=(al+Err)/(-a5+a1); 
else if (Err < -aS) w1=1 ; 
else wl =O; 
if ((dErr >= -b1)&&(dErr < 0)) w2=(b 1 +dErr)/bl; 
else if ((dErr <= b l)&&(dErr > 0)) w2=(b1-dErr)/b1; 
else w2=0; 
w[8]=min(w1 , w2); 
du[8]= MaxGN; Il Le max de la fonction d'appartenance GN 
1*========================================================== 
Règle 10 
if error == P & derreur == N =======> output = Z 
============================================================*1 
{ 
} 
if((Err >= O)&&(Err < a2)) wl =Err/a2; 
else if ((Err <= a3)&&(Err > a2)) wl =(a3-Err)/(a3-a2); 
else w1 =0; 
if ((dErr >= -b4)&&(dErr <= -b2)) w2=(b4+dErr)/(b4-b2) ; 
else if ((dErr <= O)&&(dErr > -b2)) w2=dErr/b2; 
el se w2=0; 
w[9]=min(w1, w2); 
du[9]= MaxZ; Il Le max de la fonction d'appartenance Z 
1*============================================================= 
Règle Il 
if error == N & derreur == P =======> output = Z 
============================================================*1 
{ 
} 
if ((Err >= -a3)&&(Err < -a2)) wl =(a3+Err)/(a3-a2); 
else if ((Err <= O)&&(Err >= -a2)) wl =-Err/a2; 
else wl=O; 
if ((dErr >= O)&&(dErr < b2)) w2=dErr/b2; 
else if ((dErr <= b3)&&(dErr >= b2)) w2=(b3-dErr)/(b3-b2); 
else w2=0; 
w[1O]=min(w1 , w2); 
du[lO]= MaxZ; Il Le max de la fonction d'appartenance Z 
1*============================================================ 
1* defuzzification (méthode du centre de gravité) *1 
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/*===========================================================*/ 
forG =OJ< 11J++) 
{ 
som = som + w[j] ; 
if(som == 0) som = 1; 
} 
forG =OJ < IIJ++) 
{ 
prod =w[J]*du[j] ; 
Tau = prod/som; 
y[O] = Kout*Tau; 
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/* Function: md ITerminate ===================================================== 
* Abstract: 
* No termination needed, but we are required to have this routine. 
*/ 
static void mdlTerminate(SirnStruct *S) 
{ 
} 
#ifdef MATLAB_MEX]ILE /* Is this file being compiled as a MEX-file? */ 
#include "simulink.c" /* MEX-file interface mechanism */ 
#else 
#include "cg_sfun.h" 
#endif 
/* Code generation registration function * / 
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Annexe E - Modélisation du réservoir d'hydrogène 
Nous allons aborder la modélisation du réservoir d'hydrogène que nous avons utilisé 
dans le chapitre 7. Pour le réservoir de stockage d'hydrogène à haute pression, illustré sur 
la figure F.I, l'équation des gaz parfaits ne décrit pas avec exactitude la relation entre P, V 
et T. En effet, une équation d'état modifiée doit être utilisée. L'équation Beattie-Bridgeman 
arrive à ajuster, avec une grande précision les valeurs mesurées de la pression, du volume et 
de la température dans le réservoir de stockage de gaz à haute pression [216]. Cette 
équation d'état modifiée peut exprimer la pression en (atm) dans le réservoir comme suit: 
Réservoir 
d'hydrogène à 
haute pression 
P, V, T, n 
n . t 
ou • 
Figure E.I Réservoir d'hydrogène à haute pression 
(E.I) 
Avec V : volume du réservoir en litre, T la température dans le réservoir, et n est le nombre 
de moles d'hydrogène dans le réservoir. R qui est la constante des gaz parfaits vaut 0.08206 
atm.litre/(mol· K). Les constantes Ao, Bo, a, b et c dépendent de chaque gaz, et leurs valeurs 
pour 1 'hydrogène sont données dans le tableau E.I suivant: 
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Tableau E.l Les constantes du modèle du réservoir d'hydrogène 
0.1975 
Bo [litre/mol] 0.02096 
Annexe F - Dèsign de la pile à combustible et des 
électrolyseurs 
F.I Conception de la PàC 
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Connaissant la puissance de la PàC et la valeur de la tension du bus continu, nous 
pourrons concevoir la PàC. Pour des raisons de rendement, nous allons limiter la valeur du 
rapport cyclique du convertisseur survolteur à 0.5. Ainsi la tension minimale de la PàC est 
déterminée comme suit : 
vmin _ Vbus 
Je - 2 (F.I) 
Après avoir déterminé la tension minimale de fonctionnement de la PàC et connaissant 
sa puissance nominale déterminée dans le chapitre 7, nous allons calculer son courant 
maximal comme suit: 
p 
jma,x =~ 
Je Vmin 
Je 
(F.2) 
Pour la détermination du nombre de cellules, nous devons connaitre la tension minimale 
d'une cellule. Il est difficile de choisir une valeur de la tension minimale d'une cellule. Nous 
allons faire un compromis entre une tension élevée afin de réduire les pertes joule et une 
densité de puissance élevée impliquant une forte densité de courant. Ainsi, nous avons 
choisi une tension minimale d'une cellule de 0.53 V. Le nombre de cellules peut être 
calculé comme suit: 
vmin 
N =~ Je Vmin 
cell 
(F.3) 
La surface active d'une cellule de la PàC peut être déterminée comme suit: 
1 111ax 
A =~ 
Je J 
Applications numériques 
Vbus=250 V 
V min = 250 125 V Je 2 
T roY. = 170000 = 1360 A 
Je 125 
Afi = 13 60 = 1942 cm 2 
e 0.7 
N = 125 =236 
Je 0.53 
F.2 Design des électrolyseurs 
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(FA) 
Comme nous l'avons montré dans le chapitre 6, pour améliorer la production 
d'hydrogène, le meilleur choix serait de prendre deux électrolyseurs de puissance 
respectivement de 75% et 25% du surplus de puissance. 
À partir de la valeur du surplus de puissance déterminé dans le chapitre 7, nous allons 
procéder à la conception des ?eux électrolyseurs. 
F.2.1 Design du premier électrolyseur 
~/el =0.75 x PdiSP (FA) 
Nous prenons une valeur acceptable du courant maximale de l'électrolyseur à 875 A. 
Pour déterminer le nombre des cellules de l'électrolyseur, nous prenons en considération 
l'amélioration de ses performances en choisissant une tension de 2.3 V comme tension 
maximale d'une cellule. Ainsi, le nombre de cellules peut-être calculé comme suit: 
N = VbllS 
e/e 2.3 
La surface active d'une cellule de cet électrolyseur est prise égale à 2500 cm2 [19] . 
(F.5) 
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Applications numériques 
~/e J =180kW 
N = 250 =108 
ele 2.3 
Ae1eJ = 2500cm
2 
F.2.2 Design du second électrolyseur 
P"'e2 = 0.25 X PdiSP 
(GF.6) 
Étant les deux électrolyseurs sont connectés au même bus continu par l'intermédiaire de 
deux convertisseurs dévolteurs, nous allons prendre le même nombre de cellules. Le 
courant maximal que puisse absorber le second électrolyseur peut être calculé comme suit: 
Irmx = ~/e2 
ele2 23 N 
• X ele 
(F.7) 
La surface active d'une cellule peut être déterminée par la relation suivante: 
A = Ierr:; 
ele2 J (F.8) 
Avec J densité de courant de la technologie alcaline qui est égale à 0.35 Alcm2• 
Applications numériques 
~/e2 = 60kW 
N = 250 = 108 
ele 2.3 
] TffiX _ 60000 
ele l - 2.3 x 108 ~ 242 A 
A _ 242 
eJe2 - - = 692 cm 2 
0.35 
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Annexe G - Estimation de la consommation du diesel 
Le tableau G.1 ci-dessous présente une approximation de la consommation de carburant 
d'un générateur diesel sur la base de la puissance de la génératrice et de sa charge. 
Tableau G.1 Approximation de la consommation des génératrices diesel 
E4d,,';Id'Wœ.*Jllft IWib i?ij;jUttJIIJijiititMtlhml ltll,!t*r.IM!1rd11iDin.S/.,mtlMMI 
20 0.6 0.91.3 1.6 
30 1.3 1.8 2.4 2.9 
40 '1.6 2.3 3.2 4.0 
60 1.8 2.9 3.8 4.8 
75 2.4- 3,4 4.6 6.1' 
100 2.6 4.1 5.8 7.4 
US 3.1 5.a 7.1 9.1' 
'135 3.3 5.4 7.6 9.8 
151} 3.6 5.9 8.4 10.9 
175 4.1! 6.8 9.1 12..7 
200 4.1 1.7 H .O 14.4 
2.30 5.3 8.8 12.5 16.6 
251} 5.7 9.5 13.6 18.0 
300 6.8 11.3 16.1 21.5 
351} 7.9 13.1 18.1 25.1 
400 8.9 14.9 21.3 28.6 
500 11.0 18.5 26.4 35.1 
600 13.2 22.0 31.5 42.8 
751} 16.1 .2.7.4 39.3 53.4 
1000 21.6 36.4 52.1 71.1 
1250 26 .. 9 45.3 65.0 88.8 
1500 32.2 54.3 77.8 106.5 
1750 31.5 63.2 90.1 124.2 
2000 42.8 72.2 103.5 141.9 
2250 48.1 81.1 116.4 159.6 
Source : http://www.dieselserviceandsupply.comlDiesel Fuel Consumption.aspx (dernière 
visite: 05/08/2013) 
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Annexe H - Identification des paramètres de la MCC et 
de la MADA 
Nous allons présenter une méthode permettant l'identification des paramètres de la 
MCC ainsi que ceux de la MADA basée sur l'utilisation de l'algorithme des moindres 
carrées récursives (MCR). Cette méthode à l'avantage d'être simple par rapport à la 
méthode conventionnelle fastidieuse qui consiste à réaliser plusieurs essais de la machine. 
Alors que la méthode d'identification basée sur l'utilisation de l'algorithme MCR. 
D'abord, nous allons présenter succinctement l'algorithme des MCR étant donné qu'il a 
été largement abordé dans la littérature. L'algorithme d'estimation a été codé en C et 
embarqué dans le bloc s-function sous Matlab/Simulink®. Ceci faciliterait 
l'implémentation matérielle pour une validation expérimentale utilisant des 
microcontrôleurs ou DSP. 
Les modèles mathématiques des deux machines décrits précédemment, avec leur 
implémentation sous Simulink sont représentatives de leurs systèmes physiques respectifs. 
En général, les différents paramètres définis (résistances et inductances) doivent être 
estimés à partir de la mesure de la tension et du courant du système physique lui -même. Le 
modèle mathématique peut être utilisé pour la conception du contrôle et de la validation par 
simulation. 
L'objectif de ce chapitre est de décrire la méthode des MCR proposée pour effectuer 
une estimation en ligne des paramètres des deux machines. L'idée de base de l'estimation en 
ligne est la comparaison de la réponse du système observé y(t) à la sortie d'un modèle 
paramétré dont la structure est la même que celle du modèle physique. Dans notre cas, le 
vecteur de sortie y(t) représente des tensions mesurées dans des conditions d'excitation du 
système par les tensions d'entrée. 
Le vecteur e(t) contient l'estimation des différents paramètres recherchés du système 
physique à identifier. L'algorithme des MCR ajuste en permanence le vecteur y(e,t) afin 
d'approcher le vecteur y(t) . La procédure d'estimation en ligne, donc, implique trois étapes: 
La mise en place d'un modèle approprié du système physique à identifier. . 
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La conception d'un algorithme de génération et de mise à jour du vecteur des 
paramètres recherchés. 
Une excitation appropriée du système physique afin de permettre une meilleure 
convergence de l'algorithme des MCR. 
Le modèle physique à identifier doit s'écrire sous la forme suivante: 
y(t) = cpT (t)B(t) (H.1) 
L'équation précédente peut s'écrire sous forme matricielle suivante: 
<D lm BI (t) 
<D 2m B2 (t) 
= (H.2) 
Yn(t) 
Avec Yi (t) variable à observer (des tensions dans notre cas), <D i/t) des fonctions connues 
servant à décrire le modèle physique du système (les machines CC et MADA dans notre 
cas), et Bi(t) représente le vecteur de paramètres à identifier. 
Dans des conditions d'excitation continue du modèle physique à identifier, les 
paramètres à estimer convergent nécessairement vers les paramètres réels. En effet, cela est 
satisfaisant lorsque le signal est suffisamment excité de telle sorte que le comportement 
entrée-sortie peut être modélisé par un vecteur de paramètre unique. 
H.1 Identification de la machine à courant continu à excitation séparée 
Afin d'émuler le comportement de la turbine éolienne, une machine à courant continu à 
excitation séparée est utilisée pour entrainer la génératrice à double alimentation. Pour 
contrôler la vitesse de cette machine, nous avons besoin de connaître ses paramètres 
électriques tels que sa résistance et son inductance d'induit. Le modèle de la machine à CC 
utilisé pour l'identification de ses paramètres a été présenté dans le chapitre 8. 
H.2 Algorithme des moindres carrées récursives (MeR) 
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L ' algorithme consiste, via un calcul itératif, à l'estimer les paramètres à identifier par la 
minimisation de l'erreur quadratique représentée comme suit : 
1 Il [ T ]2 
e(t)=-LyJTs)-<l>; (Ts)B;(T,) 
2 ;=1 
(H.3) 
Avec Ts temps d' échantillonnage. 
Contrairement aux techniques d' identification non récursives, l 'algorithme des MCR est 
mieux adapté à des applications où la détection rapide de variations des paramètres au cours 
du temps est nécessaire. Par exemple, les défauts de court-circuit de la génératrice éolienne 
peuvent être considérés comme des défaillances avec une dégradation rapide, nécessitant 
une rapide dynamique de détection à l'image de l'algorithme des MCR.. La facilité 
d'implémentation matérielle sur des cibles numériques constitue un autre avantage de ce 
type d'algorithme. De plus, contrairement aux algorithmes non récursives qui nécessitent 
une mémoire plus importante, les algorithmes récursives tels que les MCR, avec leur 
principe de traitement des informations « en temps réel », est moins gourmande en termes 
de taille mémoire. 
Dans la littérature, il existe plusieurs méthodes utilisant des techniques récursives, dont les 
plus répandues sont [217, 218]: 
• L' algorithme des moindres carrés récursifs avec facteur d'oubli; 
• La technique de la variable instrumental récursive; 
• La méthode du Filtre de Kalman Etendu; 
L'algorithme des moindres carrés récursifs avec facteur d'oubli a été choisi pour la 
simplicité de son implantation et ses performances en termes de suivi paramétrique pour 
l'identification des paramètres de la machine à CC et la MADA. 
Le principe de l'algorithme des MCR est illustré par le synoptique de la figure H.l. 
Les équations de l ' algorithme des MCR qui peuvent être dérivées des équations du 
filtre de Kalman peuvent être exprimées comme suit: 
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v· 
Processus pbysique J ): + 
!:k 
!.lk -
, 
Modèle tbéorique y" 
"" 
Algorithme 
r--
d'optimisation 
Figure H.1 Synoptique du principe de l'algorithme des MCR 
Avec 
(H.4) 
~ ~ 
Bk peut s'écrire en fonction de Bk_1 comme suit: 
(H.5) 
Avec Kk est le gain d'adaptation qui permet de prendre en compte l'information sur la 
valeur de & k qui est l'écart entre la valeur mesurée et le modèle reconstitué avec les valeurs 
estimées des paramètres à identifier. 
(H.6) 
Le gain d'adaptationKk s'écrit comme suit [219]: 
(H.7) 
Avec Â facteur d'oubli qui permet de prendre en compte l'aspect non stationnaire des 
paramètres qui varient dans le temps comme la résistance et l'inductance des machines. Ce 
facteur d'oubli qui varie entre ° et 1, permet d'effacer les valeurs antérieures au fur et à 
mesure de l'avancement des calculs. Ainsi, plus À est proche de 1, plus on retrouve les 
valeurs précédentes des paramètres, et plus À est proche de 0, plus l'effacement des valeurs 
précédentes des paramètres sont effacées rapidement. 
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La matrice Pk est appelée matrice d'observation qui peut être déterminée par la relation 
suivante : 
(H.8) 
La matrice Pk qui est impérativement inversible doit être initialisée, et elle s'écrit 
comme suit: 
JI 0 0 
0 JI 0 
~=JlI= JI (H.9) 
0 
JI 
0 0 JI 
Où Il >> 1, et 1 matrice d' identité. 
Ainsi le vecteur d'estimation des paramètres se calcul d'une manière récursive, avec la 
mise àjour du gain d'adaptation, et peut s'écrire comme suit : 
(H.IO) 
À noter que le vecteur des paramètres doit aussi être initialisé, et les valeurs 
d' initialisation n' influent pas sur la vitesse de convergence de l' algorithme. Lorsqu'on ne 
connait pas les valeurs de paramètres à identifier, on peut affecter 0 en guise de valeurs 
d' initialisation de B(t) . 
La mise en œuvre de l' algorithme des MeR sous l'environnement Matlab/Simulink est 
représentée par la figure H.2. 
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Figure H.2 Implémentation de l' algorithme des MCR sous matlab/Simulink 
H.3 Identification des paramètres de la machine à courant continu à excitation 
séparée 
Pour le besoin du contrôle de la vitesse du moteur à courant continu d'une puissance de 
5 HP dont nous disposons au laboratoire de la qualité d'onde, nous proposons l' application 
de l' algorithme des MCR. 
Les paramètres électriques et mécaniques à identifier sont donnés sur les tableaux H.! 
et H.2 respectivement. Ces derniers ont été utilisés afin de vérifier la convergence et la 
précision de notre algorithme des MCR que nous avons utilisé. La figure H.3 montre les 
performances de cet algorithme avec une rapide convergence vers les valeurs réelles de la 
machine. L' identification des paramètres mécaniques du moteur à CC est illustrée sur la 
figure H.4. Ainsi, nous avons pu déterminer les paramètres électriques et mécaniques de la 
machine à CC avec une simple excitation de son enroulement rotorique. 
1.8
1 
-f'I ~ 1.7 
.. 
Il: 
1.6 
0 
0.04 
~ 0.03 
(0 
.J 
0.02 
0 
1.14 
5' 1 
- ~ 
Tableau H.1 Paramètres électriques du MCC à excitation séparée 
Paramètre 
1 1 
0.5 1 
1 1 
1 1 
0.5 1 
1 1 
Valeur 
Parametères d'induit 
- Valeur réelle 
....... Valeur estimée 
1 1 
1.5 2 
1 1 
1 1 
1.5 2 
1 1 
1 
1 
2.5 
- Valeur réelle 
....... Valeur estimée 
1 
2.5 
- Valeur réelle 
....... Valeur estimée 
3 
3 
'toI/) 1.12 F-' --------------------------i 
1 1 
0.5 
1 
1.5 
Temps (s) 
1 1 
2 2.5 3 
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Figure H.3 Performance de l'identification des paramètres électriques du MCC avec 
l' agorithme des MCR 
Tableau H.2 Paramètres mécaniques du MCC à excitation séparée 
5 
X 10.3 
N-
E 
.... 
~. 4.5
1 
-/" 1 
41 
0 
0.01 
-(1) 
Ê 
~ 0.005 
...,0 
,1 0 
0 
Paramètre 
Coefficient de friction (fe) 
1 1 
1 1 
0.5 1 
1 1 
1 1 
0.5 
Parametères mécaniques 
1 
1 
1.5 
1 
1 
1.5 
Temps(s) 
Valeur 
0.006 [N .m.s] 
1 
1 
2 
1 
1 
2 
- Valeur réelle 
....... Valeur estimée 
1 
2.5 
- Valeur réelle 
....... Valeur estimée 
1 
2.5 
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3 
3 
Figure H.4 Performance de l'identification des paramètres mécaniques du MCC avec 
l' agorithme des MCR 
H.4 Identification des paramètres de la machine asynchrone à double alimentation 
Après avoir identifié les paramètres du moteur à courant continu qui sert d' émulateur 
éolien, nous allons procéder à l' identification des paramètres de l' aérogénérateur qui est 
une MADA. Cette identification paramétrique est nécessaire pour l' accomplissement de la 
commande vectorielle en puissance de cette machine. Comme travaux futurs, l' utilisation 
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de cette technique conune un outil de diagnostic afin de détecter une quelconque anomalie 
telle qu' un court-circuit dans les circuits statorique et/ou statorique afin de procéder à des 
conunandes appropriées conune le L VR T ou bien la déconnexion pure de l' éolienne du 
réseau. Les paramètres électriques et mécaniques d' une MAD A d'une puissance de 5 HP 
utilisés pour vérifier la précision et la convergence de l'algorithme des MCR sont donnés 
respectivement sur les tableaux H.3 et H.4. Les figures H.5 et H.6 montrent respectivement 
les résultats de simulation de l 'algorithme des MCR pour l'identification des paramètres 
électriques de la MADA. Conune on peut le constater, l'algorithme des MCR converge ru 
moins d'une seconde vers les valeurs réelles des paramètres à identifier. La figure H.7 
illustre la convergence de l'algorithme des MCR pour la détermination des paramètres 
mécaniques de la MADA. 
Tableau H3 Paramètres électriques de la MAD A 
Paramètre Valeur 
Nous pouvons remarquer que les valeurs estimées convergent rapidement vers les 
valeurs réelles des paramètres à identifier. 
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Figure H.5 Performance de l'identification des paramètres mécaniques du MCC avec 
l'agorithrne des MCR 
Tableau H.4 Paramètres mécaniques de la MADA 
Paramètre Valeur 
Coefficient de friction (fe) 0.00673 [N.m.s] 
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Figure H.6 Perfonnance de l'identification des paramètres mécaniques du MCC avec 
l'agorithme des MCR 
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Figure H.7 Perfonnance de l' identification des paramètres mécaniques du MCC avec 
l'agorithme des MCR 
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Dans cette annexe, nous avons présenté une technique d'identification des paramètres 
du moteur à CC à excitation séparée et la MAD A. En effet, une commande adaptative 
performante de l'émulateur éolien imposerait une prise en compte les variations 
paramétriques des deux machines au cours de leur fonctionnement. De plus, un travail de 
recherche concernant le diagnostic des anomalies comme le court-circuit dans les 
enroulements de la MADA peut être envisagé ultérieurement afin d'éviter tout 
dysfonctionnement dans le système éolien qui affecterait le réseau électrique. 
Annexe 1 - Commande vectorielle en puissance de la 
MADA 
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Nous allons aborder maintenant la commande vectorielle en puissance de la MADA, 
dont la théorie a été développée dans chapitre 4, que nous proposons pour la réalisation 
expérimentale. Étant donné que nous avons choisi uniquement un mode de fonction 
hyposynchrone, nous allons seulement présenter la commande du convertisseur côté 
machine, associé à une source de tension stable. En effet, en mode hyposynchrone, le 
convertisseur côté réseau fonctionne en redresseur, afin d'alimenter le rotor de la MADA. 
La deuxième partie de la réalisation expérimentale que nous allons développer dans cette 
annexe concerne la procédure de synchronisation du stator de la génératrice au réseau. 
Ainsi, nous allons réaliser une PLL (Phase Locked Loop ou boucle de verrouillage de 
phase), afin de procéder à une synchronisation sécuritaire de la MADA au réseau 
électrique. 
1.1 Commande vectorielle en puissance de la MADA 
Nous avons choisi le contrôle vectoriel par orientation du flux, qui est la stratégie la plus 
utilisée dans la littérature, afin d'accomplir la commande vectorielle en puissance de la 
MADA. Le principal objectif de cette stratégie est de pouvoir commander indépendamment 
la puissance active et la puissance réactive statoriques ou rotoriques. Il existe 
principalement deux techniques de commande des machines électriques, la commande 
directe du couple et la commande par orientation du flux (statorique ou rotorique). En effet, 
par une orientation appropriée du flux statorique, le contrôle des puissances (active et 
réactive) devient indépendant, ce qui réduit considérablement le temps de calcul et 
simplifie la commande. La technique MU que nous avons utilisée est la MU vectorielle 
(Space Vector Pulse Width Modulation SVPWM en anglais) qui donne bien de meilleurs 
performances que la MU naturelle par exemple. Dans cette annexe, nous nous contenterons 
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d'une présentation succinct des principes de cette technique, qui est largement détaillée 
dans la littérature [220-224]. 
1. J. J MLI Vectorielle 
Le schéma de la SVPWM qui a été réalisé sous Matlab/Simulink est illustré sur la 
figure 1.1 . La figure 1.2 montre l'algorithme permettant la détermination du secteur en 
fonction de l'angle a. La figure 1.3 montre le principe de calcul des durées de commutation 
Tl, T2 et TO sous Matlab/Simulink. Le calcul des signaux modulants de référence est 
illustré sur la figure KA. Quant aux figures 1.5, 1.6 et 1.7 montrent des vues éclatées des 
signaux modulants de références TaI, Tbl et Tel respectivement. La génération des 
impulsions d'ouverture et fermeture des différents interrupteurs du convertisseur de 
puissance est indiqué sur la figure 1.8. La SVPWM que nous avons présentée a été testée 
sur la commande d'un moteur, et la figure 1.9 montre la position du rotor, alors que la figure 
1.10 illustre le secteur du vecteur de tension. Le signal modulant de référence Ta lest 
montré sur la figure 1.11, alors que la figure 1.12 indique l'évolution des durées de 
commutation TI et T2. Comme le montre cette figure, Tl et T2 sont complémentaires, ce 
qui permet de déterminer T2 connaissant uniquement Tl. 
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Figure 1.1 Structure de la SVPWM sous Matlab/Simulink 
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Figure I.2 Détermination du secteur sous Matlab/Simulink 
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Figure 1-3 Calcul des durées de commutation Tl, T2 et TO sous Matlab/Simulink 
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Figure lA Calcul des signaux modulants de référence Ta l, Tb I et Tb I sous 
Matlab/Simulink 
Figure I.5 Vue éclatée du calcul du signal modulant TaI sous Matlab/Simulink 
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Tb1 
Figure I.6 Vue éclatée calcul du signal modulant Tb l sous Matlab/Simulink 
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Figure I.7 Vue éclatée de calcul de Tcl sous Matlab/Simulink 
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Figure I.8 Calcul des instants de commutation des interrupteurs sous Matlab/Simulink 
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Figure 1.11 Signal modulant 
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Figure 1.12 Détermination de Tl et T2 
Après avoir présenté l'algorithme de la MU vectorielle, nous allons présenter la méthode 
que nous proposons pour la réalisation expérimentale de la commande vectorielle en 
puissance de la MADA. 
Pour une meilleure répartition des ressources de calcul, et une simplification de la 
commande, nous proposons l'utilisation d'une commande hybride Labview 
/microcontrôleur. Le logiciel Labview sera utilisé pour la réalisation de la commande 
vectorielle en puissance de la MADA, et doit envoyer par la suite le temps de commutation 
Tl ainsi que le secteur au microcontrôleur via la carte PCle6323 qui dispose de deux sorties 
analogiques comme le montre la figure 1.13 ci dessous. 
La figure 1.14 illustre la réalisation de la technique MU vectorielle sous Labview. La figure 
1.15 montre la vue principale de Labview qui permet l'affichage des différents paramètres 
de la stratégie de commande ainsi proposée. Une fois Tl et le secteur déterminé, ils seront 
envoyés au microcontrôleur via les modules de convertisseur analogiques numériques ANO 
et ANI respectivement. Avec l'interface MikroC que nous avons présentée dans l'annexe I, 
nous avons écrit un programme qui gère la variation de la durée d'activation des ports du 
PIC. Quant à T2, il sera calculé comme étant l'inverse de Tl, et TO est leur complément par 
rapport à Tz, qui est a période de commutation des IGBT. 
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Figure 1.14 Stratégie MU vectorielle pour la commande du CCM de la MADA sous 
Labview 
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Figure 1.15 Interface principale de Labview qui permet l'affichage des différents 
paramètres de la commande par orientation du flux 
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Parmi les nombreuses fonction de l'IDE MikroC il y a la Jonction qui permet la variation 
dynamique du retard. C'est la fonction que nous allons utiliser afin de varier la durée 
d'ouverture et de fermeture des PORT. Afin de vérifier la faisabilité de cette fonction, nous 
avons utilisé le logiciel Proteus qui permet la simulation, entre autres des PIC. La figure 
K.16 montre la possibilité de faire varier la durée d'ouverture et de fermeture d'une manière 
dynamique. 
Figure 1.16 Fonction de la variation de la durée du retard avec le logiciel Proteus 
Le programme écrit sous MikroC pour la variation du retard en utilisant la fonction Vdelay. 
1***************************************************** ********************************** 
============================ December, 24th, 2013 =============================== 
============================= Karim Belmokhtar ================================== 
============================= karim.belmokhtar@uqtr.ca ========================= 
Programme pour faire varier la durée du retard. Ceci nous permet l'implémentation de la MU à vecteur 
d'espace pour la commande du CCM d'un dsPIC avec l'utilisation d'une fonction VDelay. 
**************************************************************************************** 
dsPIC 33FJl2MC202 
***************************************************************************************1 
Il Définition de la fonction VDelay variable 
void VDelay_us(unsigned time_us) 
} 
unsigned n _ cyc; 
n _ cyc = Clock _ MHzO» 4; 
n_cyc *= time_ us» 3; 
while (n_cyc--) 
void mainO 
} 
volatile tloat angle, theta; 
ADPCFG = OxFFFF; Il Configure de tous les pins comme des entréeslsorties numériques 
TRISA=OxFF; Il Configuration de tous les PORTA comme des entrées 
TRISB=O; Il Configuration de tous les PORTB comme des sortie 
while(l) Il Boucle infmie 
{ 
portb=ObOOOOO 1 00; 
VDelay_us(80); Il Le PORT RB2 est mis à 1 pendant 80 micro secondes 
portb=ObOOOOOOOO; 
VDelay_us(40); Il Le PORT RB2 est mis à 0 pendant 40 micro secondes 
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L'algorithme ML! vectorielle que nous proposons, et qui est implémenté sur le dsPIC 
33FJ12MC202 en utilisant les PORT RB2 à RB7 écrit sous MikroC est le suivant: 
1***************************************************** **************** ************** ** 
============================== March, 02th, 2014 ================================= 
============================== Karim Belmokhtar ================================ 
============================= karim.belmokhtar@uqtr.ca =========================== 
Réalisation de la commande MLl vectorielle (Space Vector PWM) avec l'utilisation d'un dsPIC avec 
l'utilisation d'une fonction VDelay 
***************************************************************************************1 
Il Définition de la fonction VDelay variable 
void VDelay_us(unsigned time_us) 
unsigned n _ cyc; 
n_cyc = Clock_MHzO» 4; 
n_cyc *= time_us» 3; 
while (n_cyc--) 
{ 
} 
unsigned secteur, Tz, TI , TI , TO; 
void mainO 
ADPCFG = OxFFFF; Il Configure des convertisseurs AN comme E/S digitales 
TRlSA=OxFF; Il Configuration des PORT A comme entrées 
TRlSB=O; 
Tz = 100; 
TI = 73 - Tl ; 
Il Configuration des PORT B as sorties 
Il Fz = 10 kHz (fréquence de commutation) 
Il Déduction de T2 comme étant le complémentaire de TI 
TO = Tz - Tl - T2 ; Il Détermination de TO 
ADCI _ lnitO; 
while(l) Il Boucle infmie 
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Tl = ADC 1_ Get_ Sample(O) * 100 11023 ; Il Récupération de la valeur de TI calculée sur Labview 
secteur = ADC1 _Get_Sample(l) * 8 11023 ; Il Récupération de la valeur du secteur calculée sur 
IILabview 
Il Secteur 1 
if (secteur == 1) 
{ 
portb=ObOOOII100; 
VDelay _ us(TO/4); 
portb=ObOO III 000; 
VDelay_us(Tl /2); 
portb=ObO III 0000; 
VDelay _ us(T2/2); 
portb=Ob III 00000; 
VDelay _ us(TO/2); 
portb=ObO Il 10000; 
VDelay _ us(T212); 
portb=ObOO III 000; 
VDelay_us(TI /2); 
portb=ObOOO III 00; 
VDelay_us(TO/4); 
Il Secteur 2 
if(secteur == 2) 
portb=ObOOO 11100; 
VDelay _ us(TO/4); 
portb=ObOIOIOIOO; 
VDelay_us(T1 /2); 
portb=ObO III 0000; 
VDelay _ us(T2/2); 
portb=Ob III 00000; 
VDelay _us(TO/2); 
portb=ObO III 0000; 
VDelay _ us(T2/2); 
portb=ObO 1 010100; 
VDelay _ us(T 1/2); 
portb=ObOOOIIIOO; 
VDelay_us(TO/4); 
} 
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Il Secteur 3 
if(secteur == 3) 
portb=ObOOO III 00; 
VDelay _ us(TO/4) ; 
portb=ObO 1010100; 
VDelaLus(TI/2); 
portb=Ob Il 000 1 00; 
VDelay _ us(T2/2); 
portb=Ob 11100000; 
VDelay _ us(TO/2); 
portb=Ob 11000100; 
VDelay _ us(T2/2); 
portb=ObO 1 0 1 0100; 
VDelay_us(TI /2); 
portb=ObOOO III 00; 
VDelay_us(TO/4) ; 
Il Secteur 4 
if(secteur == 4) 
portb=ObOOO III 00; 
VDelay _ us(TO/4); 
portb=Ob 1 000 Il 00; 
VDelay _ us(Tl I2); 
portb=Ob Il 000 1 00; 
VDelay _ us(T2/2); 
portb=Ob 111 00000; 
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VDelay _ us(TO/2); 
portb=Ob 11 000 1 00; 
VDelay _ us(T2/2); 
portb=Ob 1 000 Il 00; 
VDelay _ us(Tl /2); 
portb=ObOOO III 00; 
VDelay_us(TO/4); 
Il Secteur 5 
if(secteur == 5) 
{ 
portb=ObOOO 111 00; 
VDelay_us(TO/4); 
portb=Ob 1 000 11 00; 
VDelaL us(Tl /2); 
portb=Ob 10101000; 
VDelay _ us(T2/2); 
portb=Ob 111 00000; 
VDelaL us(TO/2); 
portb=Ob 10 101000; 
VDelay _ us(T2/2); 
portb=Ob10001100; 
VDelay_us(T1 /2); 
portb=ObOOO 11100; 
VDelay_us(TO/4); 
Il Secteur 6 
if(secteur == 6) 
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} 
{ 
portb=ObOOOIIIOO; 
VDelay _ us(TO/4); 
portb=ObOO Il 1000; 
VDelay _ us(T 1 12); 
portb=Ob 1 0 1 01000; 
VDelay _ us(T2/2); 
portb=Ob 111 00000; 
VDelay _ us(TO/2); 
portb=Ob 1 0 1 0 1000; 
VDelay _ us(T2/2); 
portb=ObOO 111000; 
VDelay_us(Tl /2); 
portb=ObOOO 11100; 
VDeJay _ us(TO/4); 
1.2 Synchronisation du stator de la MADA au réseau 
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Après avoir présenté d'une manière détaillée la commande vectorielle en puissance de la 
MADA via le CCM en utilisant la commande par orienta!ion du flux statorique associée à 
la technique MU vectorielle et leur implémentation sur un dsPIC et Labview, nous allons 
aborder à présent la procédure de synchronisation du circuit stotorique de la MADA au 
réseau d'une façon sécuritaire tout en respectant les norme en vigueur en la matière. 
Avant d'aborder l'algorithme de synchronisation que nous avons proposé, nous allons 
énoncer la procédure de démarrage de la MADA avant la connexion de son stator au réseau 
pour commencer la production d'énergie éolienne comme suit: 
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1- Chargement du bus à CC via le réseau et deux convertisseurs de puissance. À ce moment 
là, le CCR fonctionne comme redresseur. 
2- Par la suite, on applique des tensions rotoriques pour la magnétisation de 
la MADA jusqu'à ce que le flux statorique atteigne sa valeur nominale. 
3- Lorsque le flux statorique atteigne sa valeur nominale, une tension apparaisse au niveau 
des circuits statoriques, et la procédure de synchronisation de la MADA, qui est identique à 
celle de synchronisation d'une alternateur au réseau peut commencer. La synchronisation 
doit répondre aux critères d'égalité des amplitudes, de la fréquence, du déphasage et du bon 
ordre des trois phases. 
Une fois la synchronisation effectuée, un couple de référence est appliquée à la MADA via 
le CCM, et la production de l'énergie peut commencer. 
À noter que cette procédure de démarrage de la MADA commence lorsque la vitesse du 
vent est proche de la valeur de démarrage (eut-in) qui est autour de 4-5 rn/s. 
Avant de présenter notre algorithme PLL pour la synchronisation de la MADA au réseau, 
nous allons faire une brève revue bibliographique sur ce qui est proposé dans la littérature. 
L'estimation de l'amplitude, la fréquence, la pulsation et la phase instantanée d'une phase du 
réseau se fait par l'intermédiaire de la boucle à verrouillage de phase. À noter que la PLL 
est essentielle pour la détermination des angles des grandeurs statoriques et rotoriques de la 
MADA. 
La procédure de synchronisation de la MADA a été largement décrite dans la littérature, et 
plusieurs méthodes ont été proposées. La figure 1.17 montre la méthode conventionnelle de 
la PLL qui est basée sur le référentiel synchrone qui est nécessaire au calcul des angles de 
transformation en utilisant la méthode conventionnelle de la PLL. L'un des inconvénients 
de cette méthode est son utilisation de régulateurs de type PI, qui présentent des dans 
certains cas, des insuffisances, essentiellement dans les cas où il y a des perturbations telles 
que les sauts d'angle de phase, de fréquence ou de tension. Une autre méthode est basée sur 
l'utilisation du réseau de neurone adaptatif linéaire (ADALINE), et a donné des 
performances meilleures par rapport aux perturbations dans le réseau décrite 
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précédemment. Étant donné que nous nous disposons d'une carte PCle 6323 qui est utilisée 
pour l'acquisition des données et du logiciel Labview, nous avons décidé de proposer une 
technique de synchronisation simple mais efficace en utilisant les outils que nous 
possédons dans notre laboratoire. 
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Figure I.17 Calcul des angles de transformation à l'aide de la PLL conventionnelle 
Après avoir fait un bref descriptif sur les techniques de synchronisation du circuit statorique 
de la MADA au réseau, et présenté la procédure de démarrage de la MADA pour la 
production d'énergie éolienne, nous allons détailler notre algorithme de synchronisation 
d'une source de production décentralisée (génératrice ou onduleur) au réseau, basé sur 
l'utilisation du logiciel Labview et la carte PCle 6323. L'algorithme de synchronisation doit 
s'assurer en tout temps que les critères suivants sont respectés: 
• fréquence; 
• amplitude de tension; 
• déphasage; 
• séquence de déphasage. 
Pour réaliser cette technique de synchronisation, nous avons besoin d'avoir des 
informations sur les tensions du réseau et celles du circuit statorique de la MADA. Ainsi 
des capteurs de tension de type LV -20P sont utilisés. Une carte d'instrumentation qui a été 
construite précédemment sera utilisée, et les signaux des capteurs seront envoyés à la carte 
PCle 6323, que l'algorithme de synchronisation sous Labview exploitera. 
279 
Nous utilisons le code illustré sur la figure 1.18 qui permet de donner entre autres, la 
différence de phase, de fréquence et d'amplitude des deux signaux présents à son entrée 
(qu'on veut vérifier leur synchronisation). 
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Figure 1.18 Algorithme de synchronisation de deux phases 
Ce programme est utilisé pour évaluer les critères de synchronisation cités plus haut, et aura 
comme sortie une grandeur booléenne, qui confirme ou pas la satisfaction des conditions de 
synchronisation des deux phases comparés (celle du réseau et celle du circuit statorique de 
la MADA). Nous devons agir de la même manière pour les deux autres phases du réseau et 
du circuit statorique. La figure 1.19 schématise l'algorithme que nous avons élaboré pour 
l'accomplissement de la synchronisation de la MADA au réseau électrique. La figure 1.20 
montre la face principale de l'algorithme de synchronisation que nous proposons. Une fois 
les conditions de synchronisation sont réunies, il y a un délai de 2 secondes avant que 
l'ordre de synchronisation, ou à l'inverse, de déconnexion, soit donné, à la sortie booléenne 
de l'algorithme. Cette sortie a deux niveaux, 0 et SV qui permettent d'ouvrir ou de fermer le 
transistor IGBT pour l'activation ou désactivation du contacteur comme le montre la figure 
K.21. 
Synchronisation Phase l 
(réseau et stator) 
Synchronisation des 3 
Phases (réseau et stator) 
Délais avant déconnexion et attente 
avant prochaine connexion 
Figure 1.19 Schéma descriptif de l'algorithme de synchronisation sous Labview 
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Figure 1.20 Face frontale de l'algorithme de synchronisation réalisé sous Labview 
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Figure 1.21 Schéma du circuit de synchronisation du circuit statorique de la MADA au 
réseau 
Par manque de temps, nous n'avons pas pu tester cet algorithme de synchronisation. Il 
peut constituer un travail de base pour les futurs travaux afin de réaliser la procédure de 
synchronisation de la MADA au réseau. 
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Annexe J - Présentation du MikroC 
MikorC est un logiciel de programmation et de compilation pour entre autres les 
micro contrôleurs conçu par la société « Mikroelektronika » qui se distingue par une facilité 
de prise en main. MikroC est un IDE (Integrated Development Environment en anglais) 
puissant et incontournable grâce à sa capacité de gérer de nombreuses périphériques 
rencontrés dans l'industrie tels que bus I2C, SPI, bus CAN, afficheurs 7 segments et LCD, 
génération de signaux PWM, RS 485 ,etc. Ce logiciel contient plusieurs bibliothèques assez 
bien faites, ce qui rend son utilisation plus aisée. De plus, il existe une version gratuite mais 
limitée qui permet la réalisation des programmes de base pour les PIC. La figure J.l montre 
l'interface de l'IDE MikroC pour la programmation des dsPIC. 
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Figure J.l Interface du logiciel MikroC 
C'est pour ces raisons que nous avons opté pour ce logiciel afin de programmer les 
microcontrôleurs pour la commande de l'émulateur éolien de notre banc d'essai. Pour plus 
d'information sur le compilateur MikroC: http://www.mikroe.coml 
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Après aVOIr effectué une présentation brève de l'interface de programmation des 
micro contrôleurs, nous allons donner le programme écrit pour la régulation de la vitesse de 
la MCC. 
1*************************************************************************************** 
******************************** Code dsPIC 33 FJ 12MC202 ************************ ********* 
* * * ** * ** * * * ** * * ***** * ** * ** * * * * *** * Karim Belmokhtar * * ** * ** *** * *** * * *** * ** ** * ** * ** * * ** * ** * 
********************************** Émulateur d'une turbine éolien **************************** 
************************************** Janvier 2014 ***** ********************************** 
***************************************************************************************1 
Il Déclaration des paramètres de l'induit du moteur à courant continu 
#define Ra 1.7 Il Résistance de l'induit [Ohm] 
#defme La 0.0298 Il Inductance de l'induit [H] 
Il Déclaration des variables globales 
long voltage_mes, current_mes, vitesse_est, Old_current; 
unsigned duty; 
char uart_rd; 
unsigned int i; 
unsigned int duty_50; 
void mainO 
Il Initialisation de la variable 
Old _cUITent = 0; 
Il Initialisation du module ADC 
ADCI_InitO; 
Delay_ms(IOO); Il Attendre la stabilisation de l'initialisation du module ADC 
Il Initialisation du module MLI 
duty_50 = PWMI _MC_Init(lOOOO, 0, Ox77, 0); Il Retour d'un rapport cyclique de 50% 
PWMI _MC_Set_Duty(i = duty_50, 1); 
PWM 1_ MC _ StartO; 
Delay_ms(IOO);11 Attendre la stabilisation de l'initialisation du module MU 
Il Initialisation du UART par unmodule MU 
Unlock _IOLOCKO;llunlock 
PPS_Mapping_NoLock(7, _INPUT, _U 1 RX); IIConfigurer le pin RP7 comme RXI 
PPS_Mapping_NoLock(6, _OUTPUT, _UITX); IIConfigurer le pin RP6 comme TXl 
Lock _ rOLOCKO;lllock 
UARTl _Init(9600);/1 Configuration du taux de transmission des données du module UART 
} 
Delay_ms(JOO);//Attendre la stabilisation de l'initialisation du module UART 
while(l) Il Boucle infinie 
{ 
if (UARTl _Data_Ready()) Il Si une donnée est reçue via le port série 
IILecture de la valeur de la donnée envoyée par Matlab/Simulink via le port série 
uartJd = UARTI _ReadO; Il lecture de la donnée reçue 
Il Mesure de la tension de l'induit via ANO 
voltage_mes = ADCl _ Get_Sample(O); Il le pin RAO est configuré comme entrée 
voltage_mes = voltage_mes * 13511023; Il Étalonnage du capteur de tension 
Il Mesure du courant de l'induit via ANI 
current_mes = ADCl _Get_Sample(I); Il le pin RAI est configuré comme entrée 
current_mes = current_mes * 41 1 1023 ; Il Étalonnage du capteur de tension 
llEstimation de la vitesse du moteur à courant continu 
vitesse_est = (voltage_mes - (Ra * current_mes)-La*(current_mes-Old_current)); 
IIEnvoie de la valeur de la vitesse estimée vers Matlab/Simulink via le port série 
UARTl_ Write(vitesse_est); 
Il Adaptation de la valeur du rapport cyclique pour le dsPIC 33FJl2MC202 
duty = uart_rd * 17; 
IILimitation rapport cyclique 
if (duty > 4150) duty = 4150; Il la valeur maximale du rapport cyclique est limitée à 90% 
if (duty < 200) duty = 200; Il la valeur minimale du rapport cyclique est limitée à 10% 
Il Déterminaion de la valeur du rapport cyclique MU 1 du dsPIC 33FJl2MC202 
PWMl_MC_Set_Duty(duty, 1); 
Il Mise àjour de la variable Old_current 
Old _ current = current_ mes; 
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