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Abstract
Abstract
The advent of digital technology and the Internet requires an efficient approach to the 
retrieval and indexing of large volumes of diverse images. Traditional content-based 
image retrieval (CBIR) approaches cannot satisfy potential high-level application 
tasks where semantics play an important role. Humans are accustomed to replying on 
immediate semantic impression generated the moment they observe images, thus the 
absence of semantics will limit the potential effective applications of image 
databases. Automatic semantic content recognition has become an open research 
issue; great difficulties in deriving semantics fiom primitive image features have 
constrained semantic based image retrieval (SBIR) to work within comparatively 
small sets of images.
This thesis is an attempt to offer a systematic approach to automatic semantic content 
recognition in a large-scale image archive. The general research issues of realizing 
automatic semantic content recognition in a large-scale image database are discussed 
and explored. Due to the complicated and unpredictable variability in broad image 
databases, the captuie of high-level featui'es is attempted fiom different visual 
perspectives and classification theories, exploring teclmiques and theories of multiple 
classifiers. The solution proposed here is an improved classifier combination strategy 
which has potential generic scope.
Domain knowledge plays an important role in the disambiguation and recognition of 
difficult patterns. Through exploring knowledge models existing in image 
interpretation, global information and spatial contexts are acquired and generalised 
tlii’ough a knowledge elicitation subsystem. This knowledge is formalized and 
modelled in a Markov Random Field (MRF) based framework, with parameter 
estimations constmcted fiom combining multiple classifiers. An optimal solution is 
implemented guided by global information arrd agreed strncture analysis.
Abstract
A large-scale histological image database is chosen as the test bed in this research, 
which has shown encouraging empirical results with improved generalisation 
perfomiance. Fmther benefit has additionally been demonstiated in a semantic based 
image retrieval system.
Keywords: semantic content recognition, multiple classification, contextual 
knowledge, Markov random field, image retrieval, medical images
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Notations
Notations
Since the method proposed in this thesis is in a computational framework, it is 
inevitable to use volumes of symbols and I have attempted to use consistent notation 
tliroughout the thesis. The symbols that appear most frequently are listed below 
along with brief explanations of their meanings.
Symbol Meaning
g(x, y) the mother Gabor filter
g„„fx,y) a filter generated from the mother Gabor filter
G = {R,E} a graph composed of a set of nodes R and a set of
edges E
R = a set of nodes
E  a set of edges connecting nodes
Z, = {L,, ig a set of random variables
Q = , \\>2 } a set of semantic categories or labels
e* (•) a classification function
NS = a neighbourhood system on a graph G
U (•) an energy function
£ a Lagrangian function
(•) a clique potential or a clique function
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Chapter 1 Introduction
1.1 Background and Motivation
Mankind has always placed a great value on images, both as an art foim and as a 
means of recording and communicating information, and it has been said [1] that one 
picture is worth ten thousand words. The application of new teclinologies to acquire 
and disseminate images has inevitably required the inti'oduction of indexes for 
organization and retrieval. These initially took the form of printed catalogues or card 
indexes, but with the advent of digital teclmology and the Internet a new approach is 
required. It is not sufficient to simply reproduce an index designed for the printing 
era in electronic form: the diversity and volume of images generated in the digital era 
make it essential for the indexes to be generated automatically. These indexes must 
also be much more effective and efficient than their paper-based equivalents.
The most widely used method for searching image collections is content-based image 
retrieval (CBIR). This technique looks for similar images by matching visual 
attributes such as colour*, texture and shape. This approach is not, however, suitable 
for general applications as humans are accustomed to replying on the immediate 
semantic impression that is generated the moment they observe an image [2-3]. 
Although low-level teclmiques can be vei*y sophisticated, they do not have a direct 
link to image semantics and the high-level descriptions of routine problems. For 
example, a tourist using the Internet to plan a holiday would want to retrieve images 
of potential destinations based on scene content (white sand, palm tree, blue sky) 
rather than low-level properties (ground texture, tree shape, sky colour).
General-purpose image retrieval systems must therefore operate at the semantic level 
if they are to maximize the potential of large image databases [2]. This ideal has 
prompted much research in the field of image retrieval by semantic content, although 
automatic semantic content recognition has not yet been achieved in practice [2]. The 
semantic functionality that is required should be able to encode the interpretations of
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an image that may be relevant to a particular application. For instance, malignant and 
benign lesions are important medical features in mammography. A benign mass such 
as a cyst, lymph node or fibroadenoma usually has a sharply circumscribed margin, 
an oval or round shape, and a density equal to or less than the suiTOunding 
parenchyma. The most important and specific feature of malignant masses is a 
spiculated margin, which is due to the infiltrative nature of the breast cancer.
In a different context mountain, sea, beach, and yacht are common semantic features 
of outdoor images. A detailed interpretation of such images also suggests the 
following relationships: sea, beach and yacht normally co-occur and have a positive 
relationship whereas yacht and mountain have a negative relationship. Different 
contexts therefore suggest their semantic content, which includes objects and events 
with corresponding attributes and relationships. The broader the domain of the image 
data, the more difficult the semantics are to detect automatically. Images in broad 
domains potentially have an unlimited and unpredictable variability in their 
appearance even when they embody identical semantics [2]. The great difficulty in 
automatically deriving semantics fiom primitive features of images has constrained 
semantic based image retrieval (SBIR) to work within a relatively small set of 
images [4-5]. The research work presented in this thesis is directed at removing this 
limitation and offering the prospect of automatic semantic content recognition in 
large-scale image archives.
Much research work has been earned out to map low-level features to high-level 
concepts in image processing and pattern recognition [6-8]. Efforts in finding the so- 
called ‘best single feature set’ have failed to represent and recognize semantics of 
images within a wide range of image databases. Psychophysical experiments have 
provided an insight that suggests semantic categories guide the human perception of 
image similarity, and that low-level features which best describe semantic categories 
change from one categoiy to another [6]. For instance, the anatomical location of a 
lesion seiwes as the dominating cue for classifying bleed, but for tumours lesion 
texture is also a crucial feature. A multiple category classification task therefore 
needs multiple measurements to represent a ‘pattern’ with different descriptive and 
discriminating capabilities. These measurements are expressed in different formats
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and with different physical meanings, and cannot readily be handled by a single 
classifier.
Different classification methods are based on different theories and teclmiques such 
as template matching methods, statistical approaches, syntactic methods and neural 
networks. These are also partly related to different types of measurement methods. 
No single approach to classification is optimal in all application domains, and each 
of the classification algorithms has its strengths and weaknesses depending on the 
semantic category and the task domain. The selection of appropriate classifiers is 
intrinsically difficult, so it is necessary to study whether a combination of different 
classifiers will improve the performance of the classification exercise.
The problem with large-scale image archives is that there are large numbers of 
semantic categories, each with subtle varieties of visual features, and this makes it 
desirable to extract multiple features to represent patterns fiom different perspectives. 
This approach uses different classification methods to map low-level features to 
high-level concepts, and introduces the question of how to handle multiple classifiers 
to acliieve an optimal solution.
Combining multiple classifiers has proved to be an effective approach to improve the 
efficiency and accuracy of pattern recognition in a number of applications including 
the identification of people using fmgeiprint, voice and facial features [9] and 
handwriting recognition [10]. Fuitheimore, multiple classifiers provide an approach 
to analyzing visual features and similarity metrics across a range of large-scale image 
archives because different classifiers may manage different semantic features based 
on their dominating primitive features.
The basic concept of multiple classifier combination is that individual classifiers act 
as different sensors to detect objects from different visual perspectives and cooperate 
with complementaiy information to make the final decision. Traditional combination 
methods, however, isolate semantic features and apply individual classifiers to 
concentrate on a single object without considering its neighbours. It has been noted 
[11] that “a challenging problem in the application of pattern recognition teclmiques
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on images is how to incoiporate context infoimation and prior knowledge about the 
expected image content”.
It is well known that the human recognition process relies heavily on context, 
knowledge and experience [12]. Spatial interaction or constraints play an important 
role in detecting objects in an image [7, 13]; in other words, the detection of an 
object depends on information about itself and its neighbours. Rule-based semantic 
analysis normally plays an important role in inferring semantic content because of 
difficulties in quantifying contextual constraints [14]. Rule-based semantic analysis 
needs to confirm the existence of conditions, such as the neighbours of an object, but 
as uncertainty and inaccuracy exist in detecting each object it is not possible to 
regard such infonnation as being known with certainty. Contextual infoimation can 
be difficult to encode in rales, although some systems are designed to be context 
independent for the puipose of generalization [15]. Alternatively, contextual spatial 
constraints can be considered in a computational framework to improve the 
flexibility, scalability and accuracy of automatic semantic content recognition.
Semantic content recognition for a large-scale image database is a challenging and 
open field, which encompasses many theories and techniques. Teclmiques from 
pattern recognition such as multiple classifiers and conesponding combination 
strategies, reasoning mechanisms and domain knowledge all provide possible 
methods to achieve some of problems but none reach a perfect solution. This thesis 
will demonstrate how these teclmiques can be combined to obtain an original 
solution to the problem of semantic content recognition in a large-scale image 
archive.
1.2 Application Domain
The aim of this research is to demonstrate a novel approach to the management of 
large-scale image archives, which have numerous semantic features with 
complicated and subtle visual differences. Medical images have been chosen as the 
domain area in this research work for two important reasons. Firstly, the increasing
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range of digital modalities including computerised tomography (CT), magnetic 
resonance imaging (MRI), position emission tomography (PET), digital radiology, 
ultrasound, digital microscopy and digital clinical photography are generating rapidly 
increasing volumes of images. These are used for patient diagnostics, surgical 
plamiing, medical reference and training, and this has shifted the emphasis of 
medical information systems from the generation and acquisition of images to their 
post-processing, analysis and management [16-18]. Traditional indexing and 
retrieval of images are based on patient names, identifiers, keywords and manual 
annotations, and these indexing methods vary with different data types, formats and 
approaches. This makes it difficult for medical staff to retrieve appropriate images 
when accessing large-scale medical archives. This applies equally to image resources 
available on the Internet and to image databases held by different departments in the 
same hospital. A promising solution is to index and retrieve images based on their 
individual content including both primitive and semantic properties. Certain 
applications in the medical domain, such as retrieving images with the same clinical 
symptoms for medical diagnosis and archiving images according to medical features 
for education, are cracially dependent on the semantics of images rather than low- 
level features, thus to automatically interpret or amiotate images in this manner will 
greatly assist clinical practice.
Secondly, medical images are rich in semantic content and complicated 
unpredictable visual varieties, and this provides substantial resources to evaluate the 
proposed method. Without loss in generalization, a wide range of histological image 
databases along the gastrointestinal (GI) tract including six organs (oesophagus, 
stomach, small intestine, large intestine, anus, and appendix) is chosen as the testing 
domain area. This type of histological image is only distinguished by veiy subtle 
visual content, and even experienced pathologists are often inconclusive and need to 
use considerable contextual information including both patient data and additional 
data infeiTed from the digitised specimens. The complexity of this database will be 
further discussed in Chapter 3. It is believed that the success in this database should 
also prove the capabilities of the proposed method to solve similar problems in other 
application domains.
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1.3 Scientific Contribution
This thesis attempts to provide an original solution to the problem of semantic 
content recognition in a large-scale complex image database. The theories and 
teclmiques developed in this work should improve the effectiveness of such 
databases, and could lead to an increase in their routine use.
The main contributions achieved by this research can be summaiized as follows:
•  propose an improved algoritlun to calculate beliefs of 
confidence based on confusion matiices of individual 
classifiers and the average rule will make use of these beliefs 
from multiple classifiers by applying Bayesian theoiy to 
detect numerous semantic features with complicated visual 
varieties in a wide range of image databases [Section 3.3]
•  propose a formal and systematic architecture which 
integrates multiple classifiers and domain knowledge to 
model image interpretation [Section 3.2 and Section 3.5]
•  implement an optimization of the Markov random field 
(MRF) based model with reduced computational expense 
and improved perfomiance [Section 3.5.5]
•  discuss the generic capability of the proposed semantic 
content recognition method and evaluate it in a large-scale 
histological image database with promising results [Section 
3.1, Section 3.2 and Chapter 4]
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1.4 Structure of Thesis
This thesis discusses and suggests solutions for an open problem in image retrieval: 
automatic labelling of the semantic features of an image in a large-scale image 
database, where the modified MRF-based model is constructed with parameters 
estimated fiom multiple classifiers and contextual spatial constraints.
Chapter 2 commences with the general architecture of image retrieval and then 
focuses on semantic based image retrieval with the highlighting of related teclmiques 
and theories about semantic content recognition, high-level similarity measurement 
and relevance feedback. With the introduction of knowledge, tlnee types of methods 
for image interpretation (direct link, classification and inference) are reviewed and 
summarized. Cmrent high-level similarity measurements are grouped and compared. 
Semantic information processing in medical image retrieval is illustrated using 
several examples. With regard to more general applications, this leads to a discussion 
of related research work, and in particular why multiple classifiers have been 
developed to capture the content of images across a wide range of image databases. 
The role of context in semantic analysis of images is highlighted, and the scope of 
the contextual information is naiTowed down to spatial constiaints and the global 
infonnation of an image. The state of the art in Markov random fields is reviewed 
with a view for encoding contextual infoimation into a computational framework for 
detecting semantic features in an image.
Chapter 3 focuses further on the application domain: large-scale histological image 
databases with a discussion of generalization in other domains. It is discussed how an 
image is observed in two dimensions: one is the scale and the other is spatial position. 
The scale is one level of granularity where semantic features are explained and 
semantic featmes at different scales have ‘consist o f  relationsliips. The spatial 
position is to describe physical spatial attributes of semantic features at the same 
scale. Consequently, a system architecture is proposed for detecting semantic content 
in a large-scale image database with a brief description of the different components. 
These include multiple classifiers and combination strategy, the global information 
detection, knowledge elicitation subsystem and a semantic reasoning model. With
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regard to multiple classifiers, low-level feature descriptors will be developed 
including, but not limited to, colom* histogiams, textuie features from the Gabor 
filters and texture features from the Wavelet transforms. Different support vector 
machines will be initialized and trained based on different feature spaces and 
different datasets. An improved combination strategy to deal with uncertainty, 
incompletion and conflict of individual classifiers is proposed in teims of confusion 
matrices using Bayesian theoiy. The global information (that is the organ origin 
information) and spatial contexts will be fonnalized in a semantic reasoning model 
based on the MRF theoiy. An optimization of the MRF-based model is implemented 
tlirough the organ origin detection and agreed structure analysis.
Chapter 4 evaluates the proposed method in the large-scale histological image 
database with encouraging results. The advantage of combining multiple classifiers is 
demonstrated compared with individual classifiers. The effectiveness of the proposed 
calculation method of beliefs is proven by the experimental results. The MRF-based 
model with parameter estimation from combing multiple classifiers and domain 
knowledge is then compared with the multiple classifier combination without domain 
knowledge with improved perfonnance. An image retrieval prototype embedded 
with the automatic semantics recognition method is developed to evaluate the 
effectiveness of semantics in high-level application tasks.
Chapter 5 summarizes the research presented in tliis thesis and looks at possible 
avenues for future research work.
Chapter 2. Literature Review
Chapter 2 Literature Review
2.1 Semantic Based Image Retrieval Systems
Image retrieval is becoming increasingly important as the volume of digital visual 
data rises and the use of the Internet becomes pervasive. It can potentially be applied 
to many areas including biomedicine, the militaiy, criminal investigation, digital 
libraries and art galleries. Three distinct levels of image queiy have been identified 
according to possible user requirements from highly concrete primitive features to 
abstract semantic content [19]:
•  Level 1: retrieval by primitive features such as colour, 
texture and layout; examples of such queries might include 
“find images containing a solid yellow square” or “find 
images with a red round shape on the top of a blue line”
•  Level 2: retrieval by derived attributes or logical features, 
involving some degree of inference about the identity of the 
objects in images; for example “find pictures with cars”
•  Level 3: retrieval by abstract attributes, involving complex 
reasoning about the significance of the objects or scenes 
depicted; for example “show paintings illustrating 
relaxation” or “show photos with laughing people”
The research [19] strongly suggests that veiy few people actually retrieve images at 
level 1, the major applications of human image retrieval focus on level 2, and only a 
few (such as for art galleries) concentiate on level 3. In contrast, most computerized 
systems only operate at level 1, where retrieval tasks include matching colour, 
texture, shape and layout. This is evident in representative CBIR systems such as 
QBIC [20], Photobook [21], Virage [22] and Mars [23]. A survey [24] of forty-three
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CBIR commercial and research systems and their distinct characteristics, and 
comprehensive reviews [2-3, 25] of the teclmiques achieved in CBIR have been 
published.
Systems with the queiy requirements at level 2 need some prior knowledge in order 
to reason about and identify an object such as sea, yacht and mountain, or a scene 
like indoor and outdoor. Search criteria at this level are usually reasonably objective, 
and this level of queiy is more generally encountered in reality compared with 
queries at level 1. Queries at level 3 need complex reasoning and even further 
subjective judgement. Generally speaking, applications with queries at level 2 and 
level 3 need to associate semantics with images and these systems are normally 
characterized as semantic based image retrieval (SBIR).
The general data flow of image retrieval by a query example with different types of 
content of images is shown in Figure 2-1. The horizontal dashed line separates the 
image retrieval into content-based and semantic based systems. Image primitive 
features like colour, shape and texture are extracted from queiy images tlnough 
image processing techniques; in CBIR, these features will be used to measure the 
similarity between queiy images and target images in the database. Nevertheless, for 
SBIR, primitive features will be further understood and inteipreted at a higher level 
and similarity between images is measured at the so-called ‘semantic’ level [26-30], 
where the meaning of image content is expressed. In many cases, image 
inteipretation and similarity measure at a high-level are not necessarily separated but 
merged in one module [31-34]. Regardless of the type of queiy options, like queiy by 
text or by sketch applied in a system, images in the database will typically go 
tlnough the same processing (image processing/image interpretation) and are 
organized and indexed in a suitable strncture.
Some image retrieval systems like Yahoo! Picture Galleiy [35], the Multimedia 
Searcher of Lycos [36] and AltaVista Image Retrieval [37], manually aimotate 
images and then retrieve the required images based on the associated textual 
description or keywords of images. These systems do, to some extent, provide 
retrieval functions based on semantics, but this method primarily falls into the scope
10
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of a text retrieval system and will therefore not be considered in this thesis. Unless 
otheiwise indicated, this thesis will regard a semantic based image retrieval system 
as one where images are not retrieved by attached textual description or keywords 
but by semantic content automatically derived from the images themselves.
Query image Primitive features
CBIR
SBIR
indicates possible paths of 
feedback or evaluation
Query image with textual 
description or keywords Text processing
Image processing
Image interpretation
Similarity Measure 
based on text
Similarity Measure 
at the high level
Similarity Measure 
o f primitive features
Figure 2-1: A general data flow of image retrieval by a queiy image 
The following questions naturally arise for a SBIR system:
•  What constitutes the relevant semantic content of an image 
in the context of a specific domain?
•  How are the semantics represented and extiacted?
•  Which are the types of low-level features?
•  How can these low-level features be used to help acquire the 
semantics of images?
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•  How is domain knowledge represented and used to reason 
about the semantic content of images?
•  How is high-level similarity measured?
•  Which types of role do humans play in the system?
Several review papers [2-3, 19, 38-40] have extensively discussed the primitive 
featuie processing including details about colour descriptors [41-46], texture 
descriptors [41, 47-49] and shape descriptors [50-55]. This thesis will therefore 
commence with mapping the low-level features to the semantic content of images 
(see Figure 2-1).
2.1.1 Semantic Interpretation
Semantic features aim at encoding interpretations o f the image 
which may be relevant to the application [2].
The aim of the semantic inteipretation of images is to develop an approach that can 
automatically extract meanings of images from their raw information. As discussed 
in Chapter 1, the broader the domain of the image data the more difficult the 
semantics are to detect automatically. The main challenge is how to bridge the 
semantic gap between low-level features and high-level featuies. The techniques and 
theories applied to the automatic inteipretation of images suggest tliree types of 
semantic inteipretation mechanism as follows.
2.1.1.1 Interpretation by Linking Low-Level Features and High-Level Content
Semantic inteipretation by directly matching rules does not need a complicated 
learning procedure because matching mles will directly link low-level features to the 
high-level content of images. These matching mles are nomially generated from 
theories, experiments and experiences in a specific domain and scope, and 
psychological and aesthetic studies related to the different applications [6, 28, 56].
12
Chapter 2. Literature Review
This is a valuable approach within a constrained application domain in a simple and 
approximate manner. A general arcliitectuie of this method is illustrated in Figure 2- 
2 .
Primitive features Semantic features
Matching rules
Theories, experiments and 
domain knowledge
Figure 2-2: A general architecture of detecting semantics by matching rules
In an art paintings retiieval system [56], the itten theory, which relates the use of 
colour in ait to the meanings (emotions) that different colours induce, is encoded into 
language rules. These rules will map colour contrast and hamiony to four primary 
emotions: action, relaxation, joy and uneasiness.
Similar work [28] has created a mapping table between the colour representation and 
coarse level semantic categories (background class, texture class and object class) 
according to the statistics and experience about different colour appearances and 
these tlnee categories.
Mojsilovic and Rogowitz at the IBM T.J. Watson Research Center [6] carried out a 
series of psychophysical experiments to gain insight into correlations between high- 
level semantics and low-level descriptors, and used them to capture the semantic 
meaning of an image. A hierarchical cluster of semantic categories was discovered 
from these experiments on about 300 photographic images. Each semantic categoiy 
C; is uniquely described by a set of features:
f { c . )  = [RF^{Cf), ..., FOi(c,.), ...,
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where: {RFj(Ci)\j = are M,. required features, and
are JV,. frequently occuiTing features for the category c,.. An image % belongs to the 
categoiy c. is decided only if all the required and at least one of the frequently 
occurring features for that categoiy have to be present.
Song et al. [30] have developed a semantic based image retiieval and browsing 
system, Scenery Analyzer, where an image is represented by monotonia tree 
consisting of textons. These textons are actually structuie primitives of an image, and 
a texton is generated by its coloui', altitude, harslmess and shape. A texton is 
characterized according to its shape: bar, polygons, iiTegular textons, textons with 
smooth boundaries and others, and it is directly linked to a corresponding semantic 
meaning. For example, polygon textons are for a building, horizontal bar textons are 
for a wave and green harsh irregular textons are for a tree.
2.1.1.2 Interpretation through Classification by Machine Learning
Both the number of semantic categories and the varieties of visual appearance 
increase with the rapid growth of stored image data. Even for the same semantic 
feature, the inteipretation becomes more and more complicated and unpredictable. 
This makes it difficult to identify direct relationships or matching rules between low- 
level features and high-level features by applying domain experiments or theories as 
discussed in 2.1.1.1. However, classifying semantic categories by learning from a 
limited number of training samples provides a promising potential solution. Figure 2- 
3 illustrates a general flow chart of classification by machine learning. This type of 
method nomially only uses training data to train discriminant functions without 
referring to more comprehensive knowledge or inference. Examples using 
classification by machine learning to detect semantic content for image retrieval [4, 
26, 29, 57] have been described.
Theories and tecliniques from the field of pattern recognition can improve this 
approach. A review of statistical pattern recognition [8] shows how a semantic 
feature recognition problem can be viewed as a classification task. In this paper some
14
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well-known methods used in various stages of a pattern recognition system are 
summarized and compared, and exciting and challenging development is predicted. 
Kulkami et al. [58] has reported classical and recent results in statistical pattern 
recognition and learning theoiy in a two-class pattern classification problem 
including nearest neighbour classifiers, kernel classifiers, histogiam methods, 
Vapnik-Chervonenkis theoiy and neural networks.
Training samples
An image Semantic features
EvaluationLearningprocedure
Classification ftmction
Figure 2-3: A general architecture of classification by machine learning
Neural networks (NNs) imported from statistical learning theoiy have been studied 
extensively for pattern recognition since the 1950s. More recently, NNs have been 
used to model the human vision system (including image processing and pattern 
recognition) because of their parallel processing capabilities as well as their learning 
and decision-making abilities [59]. Zhang [60] has summarized some of the 
important developments in applying NNs to classification tasks. Specifically, the 
issues of a posteriori probability estimation, the link between NNs and conventional 
classifiers, learning and generalization ti'adeoffs in classification, the feature variable 
selection, as well as the effect of misclassification costs are examined. Egmont- 
Petersen et al. [11] have reviewed more than 200 applications of NNs in solving 
different problems in image processing including low-level pre-processing, featuie 
extraction, segmentation, and high-level object detection and recognition as well as 
image understanding.
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An emerging line of research is to combine multiple classifiers, which complement 
each other, to achieve a better performance of classification [9-10, 61-62]. The 
details will be discussed in Section 2.3.
2.1.1.3 Interpretation by Inference
One of the key differences between human and machine recognition is the ability to 
apply knowledge and experience. The methods at this level are the most complex 
approaches to automatically inteipreting images, and nonnally explicit representation 
of domain knowledge is needed to alleviate the semantic gap. Crevier and Lepage 
[63] have suiweyed the advantages of explicit knowledge representation in image 
understanding, especially they examine the taxonomy of knowledge used by different 
researches and how these various kinds of knowledge have been represented.
The reasoning procedure in image inteipretation can normally be used as a post­
processing step based on initial results fiom classification. For example. Figure 2-4 
(taken fiom [27]), illustrates a procedure of semantic content analysis in the I-Browse 
system. Some detectors are first trained to produce the initial semantic label matrices 
of sub-images and subsequently a further post-processing procedure, called the 
semantic analyzer, is carried out to confirm, refute or coiTect the semantic labels 
according to a set of domain specific mles.
Another method, a rule-based approach has been proposed [33] to convert low-level 
featuies to high-level features, consisting of sets of IF-THEN rules, facts and a 
reasoning engine in a domain specific database of facial images. A set of low-level 
features such as coloui*, texture, geometric and spatial properties of regions are 
extracted for each individual region of an image, and then a set of secondai*y face 
properties such as location, size, orientation, side view or fiont view, properties of 
eye, nose, mouth or hair, are extracted fi'om the low-level features. These become the 
facts in handling the higher-level features of the images such as the identification of 
laughing people.
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Figure 2-4: Semantic analysis in the I-Browse system 
2.1.2 High-Level Similarity Measurement
Similarity measurement at a high level is still in its infancy and has hitherto received 
little significant attention; some research [26-29, 32-34, 57, 64] has, however, made 
efforts to address this problem and has achieved certain success in well-defined 
image databases.
In the I-Browse system developed at the University of Cambridge [27], three 
associated similarity measurements have been designed based on label matrices 
detected by classifiers and semantic analysis rather than low-level features. These 
similarity measurements compare the most frequent semantic labels, local neighbour 
patterns of semantic labels and semantic label frequency distribution. In order to 
demonstrate the advantages of integrating semantics in image retrieval, the I-Browse 
system has been compared with the QBIC system [20], and the accuracy rate of the 
similarity measurements in the I-Browse system was shown to be on average up to 
34.3% higher than the three measurements in the QBIC in the first five retrieved 
images.
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Wang et al. [64] propose semantics retrieval by content and context of image regions. 
Every image in the database is put through the following processing procedure: an 
image is first segmented into regions; a probability score calculates each possible 
combination of semantic categories represented by the regions and the other context 
score calculates the degree of contextual relationships between the semantic 
categories attached with these regions. The final total score is with the maximum 
sum of the probability score and the context score. Meanwhile these regions are also 
labelled with the set of the semantic categories. The system supports both semantic 
keyword queiy and query by example. For keyword queiy, the search is executed in 
those images containing all the categories and ranking is according to their total 
score. For queiy by example, the keywords of the example are extracted first, based 
on the above automatic labelling procedme, and the following steps are the same as 
the keyword queiy.
It can be argued [26, 28] that there should be a particular signature for a semantic 
type, in other words, that it is desirable to classify images in the image database into 
several categories via image classification where a decision is made on which 
features and descriptors should be used in the retrieval phase. A typical approach is 
the SIMPLIcity system, illustrated in Figure 2-5 (modified fiom fig. 1. in [26].), 
where a particular feature is used as the representation of images in the same 
semantic category. A queiy image is firstly segmented into regions, and the 
segmented result is fed into a classifier that decides the semantic type of the image. 
Subsequently, the similarity matching processing will compare a particular feature of 
the queiy image only with a feature of an image in the same categoiy based on a 
particular feature extraction scheme attached to this categoiy. This classification 
potentially provides semantically adaptive retrieval methods and narrows down the 
searching range in a database.
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Figure 2-5: The architecture of the SIMPLIcity system
The approaches [14, 32, 34, 57] used semantic class (membership) or a posteriori 
probabilities from semantic category classification as similarity metrics. For example 
[34], similarity is computed using a posteriori probability tluough a classification 
framework combining multiple features. Given a pair of images (^^,^^.), one is the
query image and the other is an image from the database. A discriminant function to 
classify (^ ,-,<^ y) into the relevance class A or the irrelevance class B can be 
represented in the posterior ratio form:
If the pair of images is similar, they should be assigned to the relevance class A, 
otherwise to the irrelevance class B.
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The similarity measurement is then decided from their corresponding posterior ratios.
An alternative approach [33] converts a high-level queiy into a low-level queiy by 
inference in a fuzzy mle-based system. In other words, a high-level similarity 
measuiement is obtained based on fuzzy operations on low-level features of images 
through a reasoning chain from low-level features to high-level content. Take, for 
example, the user input ‘show images with laugliing people’. Some mles are already 
expressed as: (A) open mouth and (B) wide mouth =>(C) laughing in a knowledge 
base. The definition of the open mouth is fuzzy, with the increase of the ratio of the 
width to height of the mouth, the frizzy function T(#) corresponding to the open 
mouth increasing, and then, above a given value, all mouths being considered open. 
Similarly, there is a fuzzy frmction for evaluating B according to the mathematical 
expression: = m in(r(^),T(.5)) . The system searches the database and
ranks the best possible candidates according to the values from the fuzzy mle-base 
approach.
2.1.3 Relevance Feedback
Any information the user can provide in the search process 
should be employed to provide the rich context required in 
establishing the meaning o f a picture [2].
The difficulties hilierent in developing an automatic system to fully express a user’s 
requirement have resulted in employing ‘interactive’ systems or ‘user-in-the-loop’ 
techniques [3, 38, 65-66]. In pure CBIR systems, interactive actions help refine what 
the users require in teims of the visual similarities, but in SBIR systems interaction is 
a complex function between users, images and their semantic interpretations. The 
main challenge is the absence of explicit explanation and link between the above 
tluee factors in SBIR.
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Relevance feedback [66-67] is a useful tecluiique which aims to establish the link 
between the high-level concepts and the low-level features from the user’s feedback 
under the assumption that the high-level concepts can be captured by the low-level 
featuies. In such cases, the buiden of specifying the weights bridging the semantic 
gap is removed and the weights are usually dynamically updated to model the high- 
level concepts and the perception subjectivity by adjusting the retrieval results based 
on relevant and iiTelevant image examples selected by users.
Duan et al. [65] proposed a semantic clustering learning tecluiique based on 
relevance feedback, where the semantic conelation relationships of images are 
extracted by analyzing the relevance feedback from users. These relationships are 
represented as a Hypergraph, and the semantic clustering is obtained using a 
Hypergraph partitioning method. A similar approach [67] is to learn and foim a 
semantic network, on top of the keyword association, for the images based on 
relevance feedback. The semantic contents of the images can then be accurately 
deduced and utilized for the retiieval purposes.
2.2 Semantic Image Retrieval Systems in Restricted 
Domains
A general systematic method, which provides semantic retrieval functions in an open 
enviromnent or database, is still a challenging goal. Semantic based image retiieval 
is nevertheless attainable in a specific or constrained domain. This section presents 
several examples of medical image retrieval systems, where efforts have been made 
to provide semantic retrieval functionalities for certain high-level application tasks.
Popular medical imaging modalities like CT, MRI and X-ray are producing 
increasing volumes of medical images for clinical practice and healthcare seiwices. 
This has shifted the emphasis of medical information systems from the generation 
and acquisition of images to their post-processing, storage, analysis and management.
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Little significant work has been earned out on classical tissue images, which are not 
inmiediately available in a digitized fomiat and are easily ignored by researchers. 
Some hospitals have, however, used digital cameras to record such tissue images for 
archive, management or diagnosis. The complicated visual and semantic attributes of 
this type of images pose great challenges for the research fields of image analysis, 
pattern recognition and image retrieval. Section 3.1 will give a further data analysis 
on histological images. At the same time, the quantity of images from this area 
supplies substantive sources and test beds for the above research fields. The 
examples in this section will be restricted to the pathological domain.
With the early success of pure CBIR in a general domain, the interpretation of and 
access to medical images based on their primitive featmes has been an active topic in 
recent years. Semantics in images are, however, especially desirable in addition to 
low-level features of images for certain high-level application tasks in the medical 
domain [68-69]. For example, in a biological image retrieval system [69], queries 
like ‘find brain tissue images having similar colours’ are meaningless to the 
pathology researchers. Instead, they would need the capability of understanding the 
semantic content of the images in teims of clinical inteipretation to answer the 
queries like ‘find images containing numerous plaques and tangles’, or ‘find images 
with large numerous small diffuse plaques’.
Comaniciu et al. [15] have developed an image-guided decision support system 
(IGDS) for pathology. The system uses an image database containing 261 digitised 
specimens that belonged to four semantic categories: three classes of
lymphoproliferative disorders (mantle cell lymphoma, chronic lymphocytic 
leukaemia and follicular center cell lymphoma) and a class of healthy leukocytes. 
The IGDS system first segments an image and then applies colour, shape and texture 
infomiation to measure regions of interest from different visual perspectives. The K- 
nearest neighbour (K-NN) rule is applied to individual feature spaces and then the 
search mechanism teclniiques are developed based on an ensemble of statistics of all 
classification results. Browse and retrieval of images can be perfomied at a semantic 
level according to the classification results. For example, a user inputs a query image 
with the region of interest (ROI), and the ROI is detected as mantle cell lymphoma
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(MCL). The search engine will rank images according to the value of confidence 
degree in MCL from the ensemble of classifiers based on all the extracted features. 
The IGDS system acknowledged the effect of multiple visual cues in achieving 
general classification tasks. This system adopts a context independent approach; in 
other words, the classification is located within the delineation of a cell by colour 
segmentation without considering its neighbours. The researchers of the IGDS 
system realized the importance of domain knowledge and explicitly pointed out that 
much work was left to pathologists to reason about a final diagnostic decision by 
applying tlieir contextual knowledge.
Tang et al. [27] have presented an intelligent content-based image retiieval system 
named I-Browse, which integrates both iconic and semantic content for browsing and 
retrieving histological images. The authors emphasise that image semantics are very 
important in histological image retiieval for clinical practice. An unknown image is 
segmented into small grids as basic processing units, followed by processing of 
multiple processors (two processors for colours, one for textme) for each block. Due 
to inaccuiacy and uncertainty in initial classification there are conflicts between 
labels of blocks: for example, a semantic feature fiom the oesophagus will not be 
next to semantic features fiom the appendix. A further post-processing procedure, 
called the semantic analysis, was developed to reason about the automatically 
labelled regions tluoughout the whole image for more coherent and accuiate results 
using the histological knowledge. The semantic analysis also triggers specialized fine 
feature detectors to confirm or refute uncertain regions because different semantic 
features have different ‘best’ classifiers. After several iterations of reasoning, the 
system will produce the best-understood clinical intei'pretations for objects, regions 
and overall inteipretation of the analyzed image, which are subsequently used for 
intelligent image retrieval. A dynamic mechanism is proposed to update the 
knowledge base through learning from feedback and will be used for later semantic 
analysis with a better precision [70].
Liu and Dellaert [32] have argued that general visual cues like colour and texture 
often fail to be effective discriminators for image sets taken within a single domain, 
where images have subtle, domain-specific differences. Moreover, global statistical
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colour and texture measures do not necessarily reflect the meanings of an image. A 
retrieval framework is proposed for a semantic based medical image indexing and 
retrieval system (SMIIRS), using human neurology as a test-bed. Figure 2-6 (taken 
from [32]) illustrates the classification-driven image retrieval. A group of features 
are extracted and then dominant features are selected by the classification method. A 
similarity metric suited to semantic image retrieval is constmcted by finding a metiic 
that does well during classification. The proposed classification-driven approach 
aims to search for a best feature measuiement. Nevertheless, different image 
databases have different discriminative feature sets as well as different similarity 
metrics. For example, the anatomical location of a lesion seiwes as the dominating 
cue for classifying bleed, but for tumouis, lesion texture is also a crucial feature. This 
method is, therefore, only suitable for a very small range of image databases with 
limited visual varieties.
Potential 
index features
Best similarity
Evaluation Image retrievalFeatureExtraction
Feature Selection 
via Classification
Figure 2-6: Three steps in classification-driven image retrieval
A prototype of a content-based pathology image retiieval system (CBPIR) [71] has 
been built in the Medical Center, University of Pittsburgh, and it has given further 
evidence that visual similarity is not able to minor to semantic similarity, so image 
inteipretation is desirable for certain high-level image retrieval tasks. Tissue 
specimens were collected fr om a wide variety of organs including the prostate, liver 
and heart. Each image was processed to obtain colour histogiam, texture 
representation, Fourier transformation coefficients and wavelet coefficients. All 
values of these features were put together into a long vector as a signature of the 
image. The set of signatures collected from images in the database constmcted a
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searchable space. Similarity between the signature of a queiy image and the signature 
of images in the database is calculated on the weighted cosine measure. It was found 
that retrieval performance varied across different tissues and did not reach initial 
expectations. This is because humans expect retrieval tasks to be perfomied at the 
semantic level; however, the proximity in the low-level features spaces cannot fully 
express human perception. To some extent, this proves that visual similarity metrics 
do not directly mirror semantic similarity, and thus a method which can map low- 
level features to high-level features is desirable so that images are retrieved at the 
semantic level.
A semantic image database system [69] has been developed to seiwe investigations in 
cellular pathology within thiee sub domains:
(1) Cancer, requiring the storage and detection of tumours and 
cellular images
(2) Cellular biology, requiring the identification of nuclei in 
different stages of cellular division
(3) Neurobiology, requiring the quantifying of cell types and 
neuropathological objects in human or animal brain tissue
The system is firstly trained to parse the biological images into meaningful 
histological components and these objects are in turn archived into 
SemanticObjects™, which is an object relational “facilitator” that can be mn on top 
of any relational database. Subsequently, retrieval is perfomied on this semantic 
database fiamework, that is, on the SemanticOhjects™ layer.
To summarize, semantics is an important component of high-level image retrieval 
tasks; however, there is no direct link or mirror between low-level cues and semantic 
content of images in many cases. General approaches from pattem recognition 
provide potential methods to create a comprehensive mapping from low-level 
features to high-level content; in the future, derived semantics will be used to
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improve the performance of semantic based image retrieval. Hence semantic analysis 
of images is inevitably important for a SBIR system. The rest of this chapter will 
review the related theories and tecliniques applied to the semantic analysis of images.
2.3 Multiple Classifiers and Combination Strategies
2.3.1 Motivation for Multiple Classifier Systems
Applications in the area of pattem recognition are increasingly combining multiple 
classifiers instead of developing the “best” classifier [9-10, 61-62, 72-73]. Empirical 
experiments have shown that multiple classifier fusion improves the performance of 
recognition in many areas such as unconstrained handwriting recognition [10], 
biometrics [9, 74-76], remote sensing [77], pharmacy [78] and computer network 
security detection [79].
The main reasons for applying multiple classifier systems can be summarized from 
the following aspects. Firstly, tluough decades of development of pattern recognition 
in fields including image classification, speech recognition and personal 
identification, a number of classification algoritluns have been developed based on 
different techniques and theories including Bayes classifier, K-nearest neighbour, 
neural networks and support vector machines. Usually, for a specific application 
problem, each of these classifiers can attain a different degree of success, but none of 
them is totally perfect. Even for the same classificatiorr theory, different initial 
conditions or parameters will lead to classifiers with different advantages. Above all 
the selection of appropriate classifiers is intrinsically difficult. In another way, some 
classification approaches are unstable; that is, they normally have universally low 
bias and high variance [80]. Combining several such classifiers is a variance 
reducing procedure and this may provide an improved and stable performance. It is 
therefore necessary to study whetlier a combination of different classifiers will avoid 
the selection of the worst classifier and improve the performance of the classification.
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The second reason is that numerous types of featuies can be used to measure and 
recognize patterns for the same problem. For example, face, fingerprint as well as 
voice are essential cues for personal identification. These features are expressed in 
different types of format like continuous variables, discrete values and structural 
primitives, conveying different physical meanings such as RGB colour, texture and 
shape. Moreover, it is also inevitable that patterns are measured with different feature 
spaces because each feature space reflects particular attributes of some patterns, 
which distinguish them from one another. Although several features can be put 
together into one feature vector, a pool of different features will possibly lead to a 
high dimension problem and blind classifiers with redundant infoimation. A natural 
solution is to exploit and combine different virtues of feature representation.
Thirdly, it is intuitive and computationally effective to break down a difficult 
problem into several small, simpler sub-problems. For instance, support vector 
machines (SVM) are applied to solve a n (>2) - class problem. Since SVMs are 
initially designed to solve binary problems, it is natural to split the n (>2) - class 
n{n -1 )
classification task into 2 binary classification sub-problems and the majority- 
voting rirle combines results from sub-tasks to make a final decision.
2.3,2 Design of Multiple Classifier Systems (MCS)
Multiple classifier systems involve two main phases: the design of a classifier 
ensemble and the design of a decision function for combining multiple classifiers. 
These two stages have inspired the development of die following two approaches:
•  Coverage optimization methods: A siniple combination 
function is given. The goal is to create a set of mutually 
complementary classifiers that can be combined optimally
•  Decision optimization methods: A set of carefully designed 
and optimised classifiers is given and unchangeable. The 
goal is to optimise the combination strategy that can exploit
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advantages of individual classifiers
With regard to the coverage optimization methods, it is expected that different 
classifiers can provide more complementaiy or diverse information to a combiner. 
Ideally classifiers exhibit high accuracy and great diversity. Diversity among a group 
of multiple classifiers is deemed to be a key issue in classifier combination; however 
there is no general accepted formal definition [81-82], In an intuitive way, if 
individual classifiers are imperfect, they should be different so that at least some of 
them are coiTect where the others are wrong; this loosely specified property is called 
diversity [83]. Although some experiments have been carried out to find comiections 
between diversity and perfomiance of classifier combination in some special cases, 
the use of diversity measurements for classifier combination is till an on-going 
research issue [84]. Using different training data sets, different feature spaces, 
different classification algoritluns, architectures or initial parameters can all 
potentially generate such differences.
A common approach to the creation of a set of base classifiers for an ensemble is to 
use some foim of sampling tecluiique, such that individual classifiers in the ensemble 
are trained on a different subsample of the training data. Bagging and boosting are 
popular techniques for artificially creating such differences by resampling the 
training dataset [85]. The Bagging is a short form of ‘bootstrap’ and ‘aggregating’, 
and the basic idea is to generate multiple version predictors by bootstrap and use 
these to get an aggregated predictor [86]. Figure 2-7 illustrates a procedure of 
bootstrap. The bootstrap consists of bootstrap sample and bootstrap replication. 
F  = (x, ,X2 ,...,a:„) is the original training set with n patterns. During the bootstiap
stage: F"" = in F’"'is a randomly chosen pattem from F  , so
each sample in F  can appear in F"‘ zero times, once, twice and so on.
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Figure 2-7: The bootstrap
While bagging samples each training pattem with equal probability, boosting is 
another resampling tecluiique for generating a sequence of training data, focusing on 
training patterns that are most often misclassified. Essentially, a set of weights is 
maintained over the training set and adaptive re-sampling is perfomied, such that the 
weights are increased for those patterns that are misclassified by the earlier 
classifiers in the sequence.
Optimization methods range from simple combination mles to sophisticated fusion 
schemes. How to select a good solution to a practical problem still has no clear 
guidelines. Theoretically speaking, the choice of the combination functions should 
take into account the dependency among classifiers. However, such dependent 
relationships are hard to obtain and a common method to choose a combiner is to 
evaluate several different combination schemes.
Some researchers have proposed the so-called ‘overproduce and choose’ paradigm 
[73, 87]. The basic idea is to produce an initial large set of candidate classifier 
ensembles, and then select a subset of the ensemble that can be combined to achieve 
optimal accuracy. Roll and Giacinto [73] believe that since it is difficult to define 
clear guidelines in choosing the best multiple classifier system for a practical 
application, the overproduce and choose design paradigm may be more practical and 
effective for future MCS designers. Woods [88] presents a dynamic classifier 
selection method, which uses estimates of each individual classifier’s local accuracy 
in small regions of feature space surrounding an unknown test sample, and then 
chooses the most locally accurate classifier.
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The above two approaches are closely linked [62]. For example, tlie product rule is 
based on an assumption that individual classifiers are statistically exclusive, although 
this is not the case in reality. Some research work has been canied out to study the 
relationship between the diversity in classifier ensembles and the performance of a 
combiner [73]. It should be noted that Kittler [9, 72] has proposed a classifier fusion 
architecture that partially merges the coverage and decision optimization.
2.3.3 Typologies of Combination Strategies
Research on multiple classifiers naturally raises a question: what is the consensus of 
infoimation from different classifiers? It is actually an issue of combination 
strategies. Multiple classifier combination strategies can be characterized by 
topology, trainability and the output information of base classifiers.
2.3.3.1 Topology
Three types of architecture for combination schemes (serial, parallel and hybrid) 
have been described (see Figure 2-8). In the serial topology, classifiers are applied in 
succession with a giadually reduced set of possible classes: a primaiy classifier 
rejects a pattem and subsequent classifiers are used to continuously reduce the 
possible classes. In the parallel architecture, all the individual classifiers are invoked 
independently, and contribute to the final decision. The hybrid architecture consists 
of both serial and parallel architectures. So far research on combination schemes in 
the literature has focused on the parallel architecture. Multiple classifier systems 
based on other architectures are highly specific to a particular application. The 
following examples will focus on parallel architectures unless specified otherwise.
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Classifier 1
Classifier 2
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Classifier 1
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ClassifierZ
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Combination strategy
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(b)
Classifier N
Classifier 1 Classifier 3
Classifier 2
Combiner 1
Final
decision
(c)
Figure 2-8: The architecture of multiple classifier systems:
(a) a serial structure; (b) a parallel structure; (c) a hybrid structure
2.3.3.2 Trainability
Depending on the decision of whether or not to tiain a combiner, combination 
approaches are divided into fixed mles and trainable mles. The fixed mles are those 
schemes which do not require training during combination stage. Assume that there 
are R classifiers, where the ith classifier uses the measurement vector x,-. In pattern Z, 
each measurement vector x, will be assigned to one of the possible classes
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{w], W2 ,...,w^}. There are typically several types of fixed mles to calculate the joint 
probability based on individual classifier, namely
/ V «•  Product;
(=1
f=i
Minimum: T*(w .^|xj,X2 ,...,x^) = minP(w^.|x,) 
Maximum: p{wj |x,, Xj , . . max P{Wj |x,. )
Median: = ^ „ j ,„ - - 2 ^P(Wj\x,}
,=1
•  Majority voting 
where the parameter is a constant to make ^  p{wj |xj, X2 x^) = 1
M
7=1
The product rule and the minimum rule are derived under the hypothesis that 
classifiers are conditionally and statistically independent; the sum mle, the maximum 
rule and the median mle are under the further hypothesis that the a posteriori 
probabilities estimated by the classifier do not deviate significantly fiom the prior 
probabilities of the class. In general, the fixed rules are simple, with low 
requirements for memoiy and time; such a method, however, assumes an ensemble 
of classifiers with independent or low conelated errors. The majority-voting rule is 
comparable to a committee of humans, where each expert votes once without 
considering his or her previous experiences, performance and confidence in this vote. 
In some cases, majority-voting mle is a good choice if individual classifiers only
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output labels; however, this rule is based on the assumption that most of the 
classifiers have high accuracy with proper training.
The trained rules potentially perfoiin better than the fixed mles for correlated 
classifiers, but considerable memory and time are required. Other demands for 
trained methods are the quality and size of training sets. Duin [90] has presented an 
intuitive discussion on the use of trained combiners.
2.3.3.3 Combination Problem Based on Output Information of Base Classifiers
Xu et al. [10] summarize tln ee types of combination problem according to thiee 
levels of output information produced by various classifiers:
(1) Abstract level: a classifier only outputs a unique label
(2) Rank level: a list of ranked labels are output by a classifier
(3) Measurement level: a posteriori probability is known for 
each classifier, in other words, each classifier outputs the 
confidence in each category for an input pattem.
Consider a pattem recognition problem where a pattem Z is to be assigned to one of 
the M possible categories, given measurements x,,;c2 ,...,Xj^. A classifier is a
black box, which can output the above thiee possible levels of output infoimation. A 
combination process is used to calculate the following function based on the output 
information from base classifiers / , ,  ,..., f f . .
è (0  = i( 'n I /i(* i) ./2 (^ 2 ).- ./;c (% )) (2-1)
where w, represents a category i, i = 1,2,...,M. Without causing any confiision, one 
can abbreviate as b{i). According to the Bayesian theoiy, a pattern Z should 
be assigned to the class i, provided maximum a posteriori probability:
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Massign Z  -> w,. i f  b{i) = max Z?(/c) (2-2)
The combination methods, such as the majority-voting method used at the abstract 
level, are the most general fusion mles and they can be applied to any ensemble of 
classifiers, as outputs from classifiers in the rank level and the measurement level 
can easily be converted into the abstract level.
The majority-voting mle is the simplest and most conmion mle used for resolving the 
conflicts among base classifiers: ?=: /)(% ;) . In a formal way, the
majority-voting mle can be expressed as follows:
b{i) — b{wi I / i  (Xj ), / 2  (x2  ) , . . . ,  f i '  ))  -  Z  (^ f  ) ,
where T , (Mv) = { <• =
Other variants of the majority-voting principle are general mles applied at the 
abstiact level [10, 91]. For instance, one can assign weights to different votes from 
individual classifiers according to their performance.
If  K classifiers make independent eiTors and they have the same eiTor probability 
e < 0.5 , then it can be shown that the error E  of the majority-voting mle is 
monotonically decreasing in K\
r Zr\
lim y
It is clear that the perfomiance of the majority-voting mle quickly decreases for 
dependent classifiers. A theoretical analysis of the majority-voting mle has been 
described [92].
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The behaviour knowledge space (BKS) approach [93-94] is another simple and 
popular combining method. Eveiy possible combination of output labels of base 
classifiers is regarded as a cell in a look-up table. Such a look-up table has 
entries, where M  is the number of possible decision values and K  is the number of 
constituent classifiers. M  and K  are two critical parameters for the BKS rule because 
the number of a posteriori probabilities to be estimated increases veiy quickly if 
is high. The BKS rule suffers from the small sample size problem if is too high. 
Some improved algorithms have been proposed to solve this problem [94-95].
Dempster-Shafer evidence theoiy has been studied [10, 96] to solve the combination 
problem at an abstract level, where only the recognition, substitution and rejection 
rates of each classifier are available as prior knowledge. These rates usually represent 
the performance of a classifier and can easily be obtained by applying the classifiers 
to a testing data set.
Relatively few classifiers yield ranked lists of class labels directly. It is, however, 
possible to convert an output from the abstract level and the measurement level to the 
rank level. According to Parker, a ranking of possible classes can be produced 
through confusion matrices of classifiers at the abstract level [97]. In the case of the 
measurement level, an ordered list can be easily obtained merely in descending order 
of probabilities. A combiner like the Borda count method at the rank level is suitable 
for the situation where the conect class may appear often near the top of the ranked 
lists but not at the top [62]. Ho et al. [98] have proposed that the combination 
methods at the ranking level can be achieved either by reducing or re-ranking a given 
set of classes. An intersection method and a union method are proposed for class set 
reduction. Three methods (the highest rank, the Borda count and logistic regression) 
are described for class set re-ranking. Such methods demonstrated substantial 
improvements in applications on degraded machine-printed characters and words 
from large lexicons. Combination schemes at the rank level are, however, not 
supported by clear theoretical analysis.
A combiner at the measurement level requires that all individual classifiers should be 
able to supply a numerical value for each class indicating a posteriori probability
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P(w,-|x^.), which nonnally requires the probability density function (p.d.f.) P(Xy|w,.)
and a priori probability P(w,.) to be known in advance. However P(xy|w,.) and
P(w,) are hard to obtain in reality. An alternative approach is to calculate the beliefs
bj{Wf\fj{Xj) = Wj ) ’m  place of P(w,.]x^.) based on confusion matrices of different
classifiers and these beliefs will provide basic infoimation for a combiner at the 
measurement level.
2.3.4 Theoretical Analysis of Combination Approaches
A few theoretical studies have been reported to explain experimental results based on 
a simple but rather restiicted assumption. Kittler et al. [9] developed a common 
theoretical fiamework for one group of combination problems, where individual 
classifiers use distinct measurement spaces to estimate a posteriori probabilities. It 
was demonstrated that many existing schemes, like the product mle, the sum mle, the 
minimum mle, the median mle, the maximum rule and the majority-voting mle, can 
be derived under different assumptions and using different approximations as special 
cases of compound classification issues, where all the pattern representations are 
used jointly to make a decision. A sensitivity analysis of the various schemes to 
estimate eiTors is introduced to explain theoretically the empirical results that the 
sum mle outperfomied other classifier combination approaches under the most 
restrictive assumptions. The sum rule is less sensitive to estimation errors and the 
product mle is most appropriate for combining preferably error-free independent 
probabilities.
Since combination strategies lack a fundamental basis to derive the joint probability 
(see Function (2-1)), combining individual a posteriori probabilities of classifiers will 
approximate Function (2-1) as well as possible. The representative combination mles 
are the sum mle and product mle. Tax et al. [99] sunmiarized the differences and 
similarities between the averaging mle and the multiplying mle in theoiy and in 
practice: in the case of a two-class problem in which a posteriori probabilities are 
well estimated, the mean mle and the product mle provide the same classification 
perfomiance. When the rejection of objects with low classification confidence is
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allowed, both mles do not differ significantly. Only in the case of larger estimation 
errors does the product mle deteriorate with respect to the sum mle. When the 
classification problem involves multi-class with good estimates of a posteriori 
probabilities, the product mle outperfonns the mean mle. The mean mle is preferred 
in the case when a posteriori probabilities are not well estimated. The product mle 
holds a moderate rejection rate.
Kuncheva [89] gives a theoretical study on six classifier fusion strategies: average, 
minimum, maximum, median, majority-voting and oracle, for a two-class 
classification problem. Fomiulae for the classification error of these fusion methods 
are given at a single point in the feature space, based on the assumptions that 
estimations of multiple classifiers are independent and identically distributed (normal 
or unifomi).
Adaptive (trainable) combination strategies have become an active research issue, 
especially neural network ensembles [90]. Most systems have empirically proven the 
effectiveness of trainable combination approaches compared with single classifiers; 
however there is still a long way to provide a foinial and theoretical exploration for 
this type of combination method.
In the future, a complete theoiy for multiple classifier combination is an on-going 
research goal and more practical applications will be tested.
2.4 Markov Random Field Based Model for Image Analysis
2.4.1 Context in Semantic Analysis of Images
Context is defined as subsidiaiy infoimation surrounding and influencing the main 
data given explicitly for a task, including time, place and histoiy of interaction [101]. 
It is well known that contextual knowledge plays an important role in recognizing 
difficult patterns, resolving recognition ambiguity, correcting errors and filling the 
semantic gap in both human perception systems and machine-based intelligent
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recognition systems [12-13, 102-103]. Contextual information has been successfully 
applied in remote sensing [77, 104-105], medical image analysis [12, 14, 106], text 
recognition [12] and postcode identification [107].
The reviewed examples of the image retrieval systems in previous sections 
demonstrate a range of improvements and possible solutions on how to detect and 
apply semantics in image retrieval, although they exhibit to some extent restrictions 
in terms of generalization, scalability and robustness. It would so far too ambitious to 
solve all the problems related to the semantic based image retrieval in this research 
work, so efforts will focus on the steps towards high-level image retrieval with 
selected capability of automatic recognition of semantic content across a wide range 
of image archives. The automatic detection of the semantic content of images means 
understanding significant objects in the image and analyzing their contextual 
relationships. Semantic image content recognition has also been to some extent a 
problem in the research field of pattern recognition because image interpretation and 
pattern recognition share a similar goal: to make decisions automatically by utilizing 
available sensors, processors and domain knowledge.
Early research work focused on developing knowledge-based systems by 
representing contextual information in rule bases. Rule-based systems may, however, 
be rather difficult to develop and require large numbers of mles that are hard to 
define in order to be efficient [14, 63, 108]. The use of heuristics is another method 
popularly applied in incorporating contextual infonnation. The concern is that 
heuristics are rather problem-specific, so there is no guarantee that a heuristic 
approach for finding an effective solution will be successful for another application 
task.
There are, according to the role of contextual knowledge in a recognition system, two 
approaches related to the use of contextual information: the context independent 
approach and the context sensitive decision approach. The former leads to the 
development of classifiers like supervised learning and unsupeiwised learning 
available in a comparatively generic application area. Cunently, the emerging 
multiple classifiers and corresponding combining strategies are to pursue high
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accuracy and robustness in a general domain, where patterns o f objects are 
respectively fed into different classifiers and a combiner makes a final decision 
without considering their contextual information. Figure 2-9 shows an example o f a 
parallel classifier combination architecture for the interpretation o f a region-based 
image. An image is pre-processed by edge detection and different regions are 
labelled as A, B, C and D. Each region is input into individual classifiers and a 
combiner makes a final decision about its semantic label. It should be noted that the 
detection o f each region is isolated from others during the processing.
Although multiple classifier combination methods have many interesting features, as 
discussed in Section 2.3, it has been argued [8, 18] that it would be misleading to 
combine the output o f several classifiers without any reference to their contextual 
information. The dependent relationships between different patterns should be taken 
into account.
Pre-processing 
(Edge detection)
L.
D
Classifier N
Label A Label CLabel B
Region C
Label D
Region DRegion B
Classifier 1
Region A
Combination Combination
Classifier 2
CombinationCombination
Figure 2-9: An example o f a parallel classifier combination architecture 
for a region-based image interpretation
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The focus of the research in this thesis is still images, and the contextual information 
will be limited to spatial relationships/constraints in the remainder of this thesis 
unless specially indicated. Figure 2-10 demonstrates a context sensitive recognition 
procedure, where the spatial relationships between regions A, B, C and D are jointly 
considered in making the final decision. The introduction of contextual information 
in a recognition problem can have disambiguation and eiTor correction functionalities, 
and this leads to the development of stochastic reasoning theory in image 
interpretation, especially Markov random field theory [12-13, 102-103].
Region BRegion A
Label A
Region C Region D
Label C
Label B
Label D
Context sensitive processing
Figure 2-10: A context-sensitive recognition procedure
2.4.2. Markov Random Field Based Models and Image 
Interpretation
The Markov random field (MRF) theory provides a convenient and consistent way of 
modelling context dependent entities. The applications of the MRF theory in 
computer vision fall into two types of levels: low-level processing and high-level 
processing. Most of the MRF models are demonstrated in low-level image 
processing such as image segmentation [109-111], image restoration [110, 112-113]
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and edge detection [114]. The use of MRF-based models in high-level image tasks, 
such as image classification and object identification, has also emerged in recent 
years. The main difference between low-level and high-level image processing 
applying MRFs is that the contextual infonnation used in low-level image processing 
occurs among properties of pixels of images such as intensity and grey level of pixels. 
In contrast, the contextual information in high-level objects of an image will be, for 
example, a boat is sailing on a sea or beach is adjacent to sea. The remainder of this 
section will introduce related works in image inteipretation using MRFs. The 
optimization of a MRF-based model is the most important issue during implementing 
a real system, and this will be presented later. A more comprehensive analysis on 
MRFs in image analysis has been described by Li [102]. A tutorial on MRFs and 
stochastic image models has been published by Bouman [115].
2.4.2.1 Related Works in a MRF-Based Model for Image Interpretation
The basic elements which cany semantic infonnation for high-level application tasks 
are segmented regions in an image. Once an image is effectively segmented, proper 
interpretation and classification depend on the low-level content of the regions and 
the contextual relationships between the regions as well as other domain knowledge. 
The labels of these regions should be jointly decided rather than processed in 
isolation. Each region is similar to a random variable, which has a range of candidate 
labels. A decision of the random variable depends on its neighbours; this is called as 
the Markov attribute. If  a set of variable variables is satisfied with the Markov 
attribute, the corresponding image can be modelled using MRFs. A decision on 
individual region depends on the solution of conditional probabilities, which is veiy 
difficult to obtain in reality. The introduction of Markov-Gibbs equivalence [110, 
116] is a milestone, where image inteipretation is fonnulated as the problem of 
maximizing a posteriori joint probability giving domain knowledge and primitive 
information about the regions tlirough an energy function. The finther theoretical 
details about MRFs, Gibbs distribution and their equivalence can be found in Section 
3.5. One of tire crucial issues in modelling images using MRFs is how to 
systematically represent domain knowledge.
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Modestino and Zhang [117] have described a MRF model based approach for image 
inteipretation. A synthetic image is segmented into disjoint regions that form the 
nodes of an adjacency graph. An inteipretation of the image is consequently 
modelled as a MAP-MRF problem on the coiTesponding adjacency graph given 
domain knowledge and region-based measurements. Unfortunately, the a posteriori 
probability is derived not by the laws of probabilistic methods but designed directly 
by using some heuristic rules. This contradicts the uncertainty of a MRF-based 
model for image inteipretations. The simulated amiealing algoritlmi searches the 
configuration of random variables with the maximum a posteriori value of the global 
joint probability.
Kim and Yang [118] have further investigated a method of efficiently labelling 
images using the MRFs based on some ideas from Modestino and Zhang [117]. The 
single-node clique functions are implemented as a multiplayer neural network whose 
weights are learned from examples by an eiTor back-propagation method. Tliis is 
totally different fi'om the heuristic method adopted by Modestino and Zhang [117] 
and improves the capability of dealing with randomness in modelling image 
classifications. The simulated annealing algoritlim then also derives the best labelling 
that minimizes the MRF-based energy function.
Li, Najmi and Gray [7] have proposed two-dimensional (2-D) Hidden Markov 
Models (HMMs), specifically, a Markov mesh, to incoiporate context information 
for block-based image classification. Since the ideas of the 2-D HMMs originate 
from the 1-D HMMs, the 2-D HMMs inlierit basic parameters of the 1-D HMMs, 
such as initial state probability, state tiansition matiix and confusion matrix, which 
are used to construct a 2-D HMM. The primitive features are statistically dependent 
tlirough the underlying state processing, which has transition probabilities 
conditioned on the states of neighbouring blocks from both horizontal and vertical 
directions. The parameters of the HMM are estimated by the maximum likelihood 
(ML) criteria with an assumption that primitive features follow a Gaussian mixture 
distribution. To classify an image a fast Viterbi algoritlim searches the classes with 
the maximum a posteriori probability jointly with lower computational complexity.
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Related work on image inteipretation/classification using MRFs can be summarized 
as follows. The representation of energy functions is the most important for a MRF- 
based model at a high level. Heuristic approaches ultimately depend on specific 
domain knowledge and conflict with the uncertainty and randomness of MRFs [117]. 
It is also difficult to pre-determine the parameter values. Gaussian mixture 
distribution can be applied [7] to estimate the parameters of a MRF; however, not all 
real images have a Gaussian distribution. A multilayer neural network has been 
proposed [118] to implement clique potentials. All the above methods are, however, 
not well suited to the inteipretation of complex images because of their wide 
variability. Multiple primitive features should be measured from different visual 
perspectives. In order to endow the adaptability of MRF-based image classification, 
multiple classifiers can be incoiporated for the definition of the parameters of a 
MRF-based model.
2.4.2.2 Optimization of MRF-based Models
Another important issue is the optimal solution, in other words, how to find the a 
posteriori probability with the maximum value. An exhaustive combinatorial search 
has {M  + 1)^ possible configurations, where M  is tlie number of candidate labels and 
N  is the number of random variables. When an image database consists of a wide 
range of images the search space increases exponentially with the increasing number 
of semantic features. A simulated amiealing algorithm [119] is mostly used to solve a 
combinatorial optimal problem, where a global maximum probability of a MRF is 
found by a stochastic iterative optimization procedure.
Since this schedule is too slow and impractical in many applications, the steepest 
descent strategy is proposed to perform a local search to provide the optimal global 
minimum energy, but the quality of the final result depends on an initial 
configuration and therefore this method easily jumps into the local minimum rather 
than the global minimum. An extension to the steepest descent is the multi-start 
method: initialize a set of random configurations drawn fr om a uniform distribution, 
and then apply the steepest descent algoritlmi to eveiy configuiation. The results with 
the lowest energy value will be the final decision.
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Similarly, population-based methods such as genetic algoritluns (GAs) [120-121] 
have been proposed recently, which also operate on a pool of initial configurations. 
Crossover and mutation are operated to generate offspring on all configurations 
according to the ‘fittest suiwive’ principle. This is different from the multi-start 
steepest descent strategy, where each initial configuration is isolated to develop its 
offspring.
Li [110] has presented a new random search method called the Comb method. The 
Comb initialization attempts to derive good initial configurations from the best local 
minima starting fiom randomly selected configurations. During each iteration, the 
Comb approach derives one new initial configuration based on the common structuie 
of the best local minima: if  two local minima have the same label (pixel value) in a 
pixel location, the label is copied to the coiTesponding location in the new 
configuration; otherwise a label is randomly set to this position. A GAs-like Co?nb 
has been proposed, where genetic algorithms are applied to the population before a 
round of iteration. Heuristics such as the probabilistic acceptance of common labels 
are requested to avoid a premature solution.
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Chapter 3 Semantic Content Recognition in a 
Large-Scale Image Database
As reviewed in Chapter 2, semantic content recognition is normally attainable in a 
comparatively constrained domain, but the detection of semantics across a wide 
range of images is a formidable challenge. The work presented in this thesis 
contributes to the development of a systematic method for automatically recognizing 
semantic content in a large-scale image database, where there are a large number of 
semantic features with unpredictable and complicated visual varieties.
One of the most effective methods for semantic feature recognition is to use a 
specific model for each type of object of interest, and then examine regions of 
interest confoiming to that model. In this way, human experience of understanding 
the image is embedded into the object model. This method has failed in a wide range 
of images because it is difficult to develop volumes of specific models to cope with 
unpredictable and complicated visual variety of semantic features.
Traditional statistical approaches and neural networks have the advantage of not 
constmcting specific models, and they can map low-level featuies to high-level 
concepts through learning from samples to constmct a discriminant function. This 
type of method can manage a comparatively wide range of images. Due to the lack of 
high-level domain knowledge these methods do not normally posses ‘intelligent’ 
semantic reasoning capability.
The research presented in this thesis aims at solving two research issues: intelligence 
and generalization of a system for semantic content recognition in a large-scale 
image archive. That is, the developed method should be capable of intelligent 
recognition and inference, and be able to deal with a large-scale image database. The 
intelligent attribute will make the system able to generate a possible optimal image 
interpretation by reasoning and inference cooperating with domain knowledge and
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this will effectively improve the system performance. The generalization will enable 
the system to be easily adapted to other high-level application tasks, such as semantic 
based image retrieval and web filtering, where semantics play an important role. The 
theme of this research work is related to many research issues including image 
processing, pattern recognition, stochastic reasoning and optimization, knowledge 
acquisition and representation. These methods combine to constmct a systematic 
framework for semantic content detection in a large-scale image database.
This chapter will coimnence with data analysis in a large-scale histological image 
database, which is a test bed to demonstrate the general research issues of semantic 
content recognition in a large-scale image database. Conespondingly, a system 
architecture is proposed to solve semantic content recognition in the large-scale 
histological image archive, followed by a presentation of different important 
techniques used by the proposed method.
3.1 Data Analysis in a Large-Scale Histological Image 
Database
3.1.1 Research Issues in a Large-Scale Histological Image Database
The research presented in this thesis will continue to examine a large-scale 
histological image database [14]. Histological images, like other types of medical 
images, frequently give rise to ambiguity in inteipretation and in diagnosis. This type 
of image is visually similar and usually differs only in small details, but such subtle 
differences may be of pathological significance [32]. This poses a great challenge for 
developing a machine-based system to automatically detect their semantic content 
and this is also a formidable banier to high-level application tasks.
The previous research in the medical domain noimally examines a limited number of 
semantic features in a single organ or a nanow area of body; this research attempts to 
explain a number of more complicated semantic features across a wide range of 
organs. The histological images used in this research are obtained from the whole
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gastrointestinal (GI) tract (see Figure 3-1, adapted from Fig.l (a) in [27]), which 
comprises six organs: oesophagus, stomach, small intestine, large intestine, anus and 
appendix.
appendix
oesophagus
stomach
small intestine 
large intestine
Figure 3-1: The gastrointestinal tract
The acquisition of the histological images is achieved by cutting across a 3-D tissue 
object and scanning the images captured under a microscope. The interpretation of 
such images depends on many factors such as magnification, cutting angle, dyeing 
method and slide preparation [14]. Figure 3-2 shows some tissue samples taken from 
the anus, appendix and large intestine under 50x magnification. The images even 
taken from the same organ at the same magnification vary greatly because of 
different cutting angles, the time elapsed after the tissue slides were made, or 
different preparation methods. This further demonstrates the complexity of analyzing 
such images. In order to meet the needs of practical medical applications it should 
not just give a rough interpretation about an image like ‘this image is from the small 
intestine’ but also detect detailed clinical features such as fungus, villi or intestinal 
glands on images.
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a. anus
H;-d  apltbdbcc. appendix
Figure 3-2; Image examples from the anus, appendix and large intestine
The following research issues naturally arise for automatically recognizing semantic 
content in a large-scale image database:
•  What are the semantically meaningful features in the image 
database?
•  What are the correlations between the semantic features and 
visual content?
•  How can different visual content be measured during 
classification process?
•  How can the ambiguity produced from different classifiers
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be processed?
•  Wliich type of domain knowledge should be acquired and 
modelled in order to improve the recognition performance 
and reasoning capability?
•  How can generic structure and components be developed for 
the system?
These questions are not only just related to the histological images but also will be 
asked in a range of other types of large-scale image libraiy applications. The large- 
scale histological image database is only one of the test beds to demonstiate and 
evaluate the proposed method. To cany out the in-depth research, in next section the 
natures of semantic features are first analyzed and defined in the context of a specific 
domain and the remainder of these question will be answered in the rest of this 
chapter.
3.1.2 Semantic Features
A challenging objective in understanding medical images is that machines can 
generate image inteipretation in a similar way to human experts (histopathologists). 
Studying the annotation processing by human experts will be the first step to model 
semantics. The followings are some examples of annotations by histopathologists 
[14].
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Example 1:
submucosa
.  ’ W  . V
lumen
Figure 3-3: Image B92-09506-01.1.sl.x5.jpg
“TTiw image shows the wall o f the appendix under the microscope. From the right- 
handed side o f the image, there is the lumen (greyish area), the mucosa consisting o f  
some glandular elements, especially in areas near the lumen, and many lymphoid 
nodules (bluish-red layer), and the muscularis proper (pinkish layer) on the left side 
o f the image. In between the mucosa and the muscularis proper, there are some 
small roundish holes representing fatty tissue in the submucosa, which is otherwise 
not well shown in image with the magnification.''
Example2:
submucosa
Figure 3-4: Image B93-00317-01.3a.s7.x5.jpg
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image shows the wall o f  the colon under the microscope. From the right lower 
corner o f  the image, there is the lumen (greyish area), the mucosa consisting o f many 
tubular glandular elements oriented perpendicularly to the luminal surface (bluish- 
red layer), and the submucosa composing o f loose connective tissue with many blood 
vessels on the left upper corner o f the image. In between the mucosa and the 
submucosa, there is a layer o f muscularis mucosae formed by an irregidar bundle o f 
pinldsh smooth muscle fibres."
It can be seen from the above examples that a histopathologist can see several levels 
of meaningful image content. Such meaningful content will fonn a basis to define the 
semantic features in the system. There are inherent hierarcliical relationships. For 
example, the first example tells that the image is taken from the appendix and it 
consists of lumen, mucosa and submucosa; within mucosa there are also detailed 
content including glandular elements and lymphoid nodules.
The manual amiotations also describe the spatial relationships between semantic 
features and their visual attributes. This indicates two other cues in interpreting 
images; one is that semantic features at the same level have intiinsic spatial 
relationships; the other is each semantic feature has different dominant visual 
attributes.
Figure 3-5 depicts the ‘consist o f  relationships between semantic features at 
different scales and their spatial relationships between semantic features at the same 
scale. ‘Scale’ means the granularity at wliich experts examine clinical features, and 
‘row’ and ‘column’ axes represent the physical positions of semantic features in a 2 - 
D image. The point on the top of the ‘scale’ axis means a general description of an 
image such as where the image comes from. From up to down along the ‘scale’ axis, 
an image is interpreted as consisting of more detailed semantic features. Meanwhile, 
semantic featuies at the same scale are comiected by intrinsic spatial constraints. The 
relationsliips between different scales and at the same scale are not only the 
elementaiy knowledge for experts to reason about the different level of semantic 
content but also the important constituents for an annotation of images.
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scale
row
column
Figure 3-5: The ‘consist o f  relationships between semantic 
features at different scales and the spatial relationships between 
semantic features at the same scale
Green lines indicate the hierarchical (‘consist o f)  relationships 
between semantic features at different scales. Blue lines indicate 
the spatial relationships between semantic features defined at the 
same scale.
The definition of semantic features depends on the infonnation environment where 
such information is taken and the interest of the problems to be solved. In this 
research, images are taken under 50x magnification. In order to facilitate the image 
analysis, each processed image is partitioned into 64 x 64 pixels sub-images, which 
may contain relatively homogenous content, forming the basic processing units as 
shown in Figure 3-6 (taken from Figure 2-6 in [14, pp. 50], visually divided by white 
lines). These units may be associated with certain histological meanings. For 
example, in Figure 3-6, the sub-images within area A, B and C belong to different 
semantic feature groups.
A comprehensive investigation should be perfoimed in the image database to define 
a set of complete semantic features. Figure 3-7 illustiates some samples associated 
with semantic features. This research will continue investigating the 77 semantic 
features defined at the fine granularity under the 50x magnification [14]. There are.
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however, only 56 fine features actually employed in this work. APPENDIX-A lists a 
detailed description of the complete semantic features defined along the GI tract and 
APPENDIX-B numbers the semantic features actually used in this research.
I
Figure 3-6: An image example divided into sub-images
adipose tissue connective tissue blood lymph nodule muscle bundles
anus hair follicle small intestine-glands small intestine-villi Stomach-fundus 
Figure 3-7: Examples of semantic features at the common type
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3.1.3 Domain Knowledge for Automatic Recognition of Semantic 
Features
Once the semantic features are defined in a specific domain, the challenging research 
work is to design an automatic recognition system analogous to human’s recognition. 
The procedure of how histopathologists use to look at and interpret images may 
inspire the design of a machine-based recognition system. Referring back to the 
above manual amiotation examples, the procedure of histopathologists annotating 
image is actually the procedure how they use to explain and deduce the semantics of 
images, through checking visual features within local regions and applying the 
relationships between different regions as well as domain knowledge as shown in 
Figure 3-5. It suggests that the image inteipretation not only depends on processing 
of local regions but also depends on the links between semantic features at different 
scales and spatial context at the same scale. This knowledge is comparatively explicit 
and instinctive, and this is effective in reasoning about semantic features in an image. 
Other hidden experiences and knowledge from experts may be also important to help 
reason about and interpret images, but this is beyond the scope of this research. 
Domain knowledge will therefore be narrowed down to the relationships between 
semantic features at the different scales and at the same scale unless specifically 
stated otherwise.
3,1.3.1 Global Information: Organ Origin of an Image
Two levels of semantic features are applied in this research: one is 77 semantic 
features defined in the above section; the other is the organ origin information. In the 
reminder of this research, semantic featur es will normally mean 77 semantic features 
defined at the fine granularity unless specially indicated otherwise.
The source of the image, in other words, the organ origin of the image, is the key 
information for the semantic analysis of the whole image. This type of information is 
a general description of an image. Typically for one image it is only possible that it is 
taken from a particular organ, where detailed semantic features are present. Correct 
organ information is one of the keys for disambiguation, confirmation and refutation
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of other detected features. For example in Figure 3-8, region A and B have a very 
similar texture description; however, once it is known that Figure 3-8 (a) is from the 
anus and (b) is from the oesophagus, it is easier to disambiguate the semantic 
features attached to region A and B such as anus-epithelium and oesophagus- 
epithelium respectively. In an automatic system, organ origin information is not 
readily available but needs to be detected.
(a) (b)
Figure 3-8: Examples of images from different organs with similar regions 
Region A in (a) and region B in (b) are anus-epithelium and oesophagus- 
epithelium respectively
3.1.3.2 Spatial Contexts among Semantic Features
Semantic features at the same level have intrinsic spatial constraints and this is 
essential for the human recognition systems. A machined-based recognition system 
should try to recognize semantic features in a spatial context instead rather than 
considering them in isolation. Figure 3-9 illustrates the advantage of applying spatial 
context in analyzing semantic features in an image. The overlapping label matrix on 
the image is detected by looking at individual local regions. Blocks labelled with 
‘stomach: foveolae surface’ (using ‘53’ represents this semantic meaning) are 
probably incorrect in the context of its surrounding. The reason is that ‘stomach:
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foveolae surface’ should not be next to ‘anus: junction of stratified squamous 
epithelium and lamina propria’ (labelled as ‘4’), ‘anus: junction of lumen and 
keratinised squamous epithelium’ (labelled as ‘5’), ‘anus: lamina propria’ (labelled 
as ‘6 ’) and ‘small intestine: junction of intestinal glands and muscularis mucosae’ 
(labelled as ‘44’) according to spatial contextual information. This spatial context is 
important in disambiguation and error correction.
Figure 3-9: An example with semantic features detected by local 
properties of regions
Such neighbourhood relationships thus have to be summarized to provide spatial 
contextual constraint for semantic reasoning. Further details about acquisition and 
representation of spatial contextual relationships are represented in Section 3.5.
3.1.4 The Discussion of Generalization of Representation Structure of Domain 
Knowledge
The choice of domain knowledge is important for the design of the system. More 
complicated in-depth domain knowledge can normally improve the recognition 
performance of a system; however, this will decrease the generalization of the system 
making it difficult to adapt to other domains. On the other hand, as the volume of 
image data increases, the associated knowledge base increases leaving it difficult to 
manage and control.
In this research, a systematic and generic method is preferred to realize semantic 
content recognition in a large-scale image database, so the representation of domain 
knowledge should own some type of universal attributes, and easily be adapted to
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other domains. Meanwhile, the domain knowledge should also be effective in 
semantic reasoning. Based on these principles, the global infonnation of a whole 
image and the spatial contextual infonnation between the semantic features are used.
Although the above mentioned knowledge is domain specific, its representation has 
comparatively generic attributes which are shared with other domains. For example, 
in a general photo database (‘man-made’ versus ‘nature’), ‘nature’ is a general 
description of a photo, and the further detailed semantic featuies in the photo can be 
divided into several levels. A nature photo may include mountain, beach and bird; 
beach consists of water, sand, boat and tree. Detailed semantic features at the same 
level in an image also have spatial contextual relationships. Figure 3-5 can also be 
suitable to represent the knowledge about this domain and can further be extended to 
represent the relationships between semantic features at different levels and at the 
same level in many application domains. Such a representation plays an important 
role in human recognition and inference systems and it is also easily modelled when 
utilized in a machine-based system.
In the next section, the system arcliitecture will be proposed that demonstrates the 
use of different types of knowledge from local regions and models relationships 
represented in Figure 3-5. The local information, global information and spatial 
contextual infonnation will constitute the basis of a semantic reasoning mechanism 
to achieve an optimal image inteipretation.
3.2 System Architecture
Based on the above analysis, an ovei-view of the system architecture for supporting 
the intelligent recognition of semantic content of images is represented in Figure 3- 
10. The system includes five main functional components with regard to the related 
theories and teclmiques:
•  multiple classifiers
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•  combination strategy
•  global semantics classification
•  knowledge acquisition and representation scheme
•  semantic reasoning model
An image Label matrix
Local properties Global
information
Spatial
context
An optimal label 
matrix of the image
Classifier!
ClassifierZ
ClassifierN
Combination Global semantics 
detector
Semantic reasoning 
model
Figure 3-10: The system architectuie
Multiple classifiers and the conesponding combination strategy are designed to 
cover a wide range of images where there are a number of semantic features with 
different dominant visual featuies. The first two components can be applied in 
arbitrary recognition application tasks. The last tlnee modules are related to a 
specific domain; however, as discussed in the above section, the domain knowledge 
used in these components shares common attributes with other domains so it is easy 
for it to be adapted to other domains. Meanwhile, the comiections between these 
different modules are loose, and they can easily be replaced with other algorithms or 
techniques with the same functions. The system architecture, thus, to fullest extent, 
still has a generic capability.
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An image to be analyzed is first divided into small blocks, which foim basic 
processing units that may relate to meaningful features. Each block is measured 
using different low-level feature descriptors and then is mapped to semantic features 
by applying multiple classification algorithms. Each classifier generates its own label 
matrix in parallel; however, such matrices can be ambiguous. That is, they may 
produce rather different results for the same pattern recognition task. This is because 
that the dissimilar theories and techniques used in different classifiers can obtain 
diverse degrees of success when dealing with a large number of patterns. The other 
reason is the absence of domain knowledge, because individual classifiers deal solely 
with local regions rather than consider any contextual information.
It has been noted that it is impossible to design a perfect classifier that can solve a 
complicated classification problem, so it is necessary to combine multiple classifiers 
with complementaiy information to make the final decision. This combination 
strategy aims to generate a more robust and reliable estimate of the local properties 
of regions using complementary information within individual classifiers. The 
advantage of using the structuie of a multiple classifier combination, as discussed in 
the previous chapter, is its capability to capture a variety of complicated visual 
content across a wide range of image databases. Section 3.3 will give more details 
about the design principles of multiple classifiers including low-level feature 
measurements, classification teclmiques and the coiTesponding combination 
approach.
Combining multiple classifiers to some extent disambiguates thi'ough the 
complementary information provided by different classifiers when detecting the 
meanings of local regions. An optimal image interpretation scheme is, however, 
closely associated with the use of domain knowledge, which can provide further 
application related infonnation tliat may help the reasoning processing to produce the 
most accurate results within the domain context.
One of the objectives in this work is to investigate the possibility of modelling 
domain knowledge for the puipose of generalization. The research first explores the 
attributes of the domain knowledge which may share conmion attributes with other
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domains so that the proposed method can be easily adapted to other domains. This 
has been investigated tlnongh the global semantic information, such as the organ 
origin of the medical images analyzed in tliis work, as well as the spatial contextual 
infoimation.
How to apply the domain knowledge is another important issue, which affects the 
capability of generalization. The reason to adopt a computational framework rather 
than heuristic systems is that a computational method has a greater generic capability 
in extending the application areas. In this work, the global information and the spatial 
contextual constraints are fonnalized in a computational inference framework in 
order to achieve a better perfonnance in image interpretation. From the data flow 
illustrated in Figure 3-10, the optimal image interpretation is generated in teims of 
physical measurements, classification teclmiques and domain knowledge. Section 3.4 
will describe how to detect the global information automatically using a hierarchical 
classifier. Section 3.5 will present a computational framework based on a Markov 
Random Field (MRF) model, including a stmctuie for knowledge acquisition as well 
as a representation scheme and parameter estimations.
3.3 The Design of Multiple Processors and the Combination Strategy
3.3.1 Design Principles of Base Classifiers
The design of an ensemble of base classifiers should consider the diversity of 
multiple processors and the natures of the visual data itself. These two influence each 
other and should be treated together when designing base classifiers. Generally 
speaking, the diversity of multiple classifiers can be generated by applying:
•  different low-level feature measurements such as coloui', 
texture and shape descriptors
•  different classification algoritluns like K_nearest neighbours, 
neural networks, Bayesian classifier and fuzzy logic
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* different initialization conditions such as an initial weight set 
in neural networks
•  different training datasets such as different sampling
•  different parameter values such as K in the K_nearest 
neighbours algorithm
•  different architectures; for example different layers, units or 
transfer functions in neural networks
In this work, the first point is used as a primary for designing multiple base 
classifiers. From the perspective of visual attributes in the image database, it has 
been analyzed in the above chapter that the system should be able to deal with a large 
range of tissue image taken fiom human functional organs, thus this provides 
complicated visual diversity with numerous related clinical featuies. In this regard, 
various low-level feature measinements should be used to reflect and cover such 
visual differences where semantic categories can be discriminated. Firstly, colour is a 
useful cue in recognizing the change of regions in histological images; Figure 3-11 
illustrates some samples fiom various semantic categories which have different 
colour distributions. Secondly, texture features are also dominant features which 
visually distinguish one categoiy from another; for example, Figure 3-12 shows 
examples where some samples even from the same category have different colour 
intensities but share similar texture patterns which form discriminative measure. 
Colour and texture features are therefore extracted as different low-level features to 
measure the images; even for the texture features, there are different measurements 
based on different mathematical theories including co-occuiTence matrix, wavelet 
transform and Gabor filters.
Support Vector Macliines (SYMs) are adopted as the classification methods applied 
in this research. Other classification approaches, including neural networks and 
Bayesian classifiers, are also suitable as a replacement or supplement to the base 
classifiers. Different low-level features, different initial conditions, different
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parameters and different training datasets are applied to create the diverse classifiers. 
Figure 3-13 illustrates the data flow for designing multiple classifiers and the details 
of the corresponding components will be presented in the following sections.
adipose tissue large intestine: Colon glands
small intestine: 
intestinal glands
blood
Figure 3-11: Samples from various semantic features
 ^ stomach: fundus glands y lymph nodule
Figure 3-12: Samples from two groups of semantic categories
image
Colour histogram 
descriptor
Colour features
SVMl
label
Gabor filter descriptor
Gabor features/'  _ SVM2
label
y  ^  Wavelet descriptor
/  *Wavelet,featufes
SVM3—TV----
label
different initial conditions in kernels 
different parameters 
different training datasets
Dashed arrow lines indicate the 
training stage
Figure 3-13: Data flow for designing multiple classifiers
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3.3.2 Low-Level Feature Measurements
Visual featuies provide fundamental data towards representing high-level concepts. 
The projection or mapping between low-level features and semantic inteipretations is, 
however, not one to one but many to many. For example, the sea on a photo can be 
described by the shape, colour and textme, like the majority being a patch of a blue 
region with a continuous pattern appearance. Meanwhile, a visual description like a 
solid round could be the sun, apples, balls, balloons or many other items with a 
similar shape. If all the visual descriptors are considered together, the combination 
may more precisely reflect the content in a semantic concept.
In order to deal with a large-scale image database, where a large number of semantic 
categories exist with different dominant visual descriptions, multiple visual 
descriptors are desirable and crucial. It is difficult to put all features together into a 
long feature vector because these features may represent different physical meanings 
and are in different formats. The other difficulty is that this will noimally lead to the 
problem of high dimension ‘curse*. It is also difficult to assign particular primitive 
features to a particular semantic categoi-y because of the increasing number of 
semantic categories within a broader range of image data. On the other hand, the 
selection of dominant low-level features for a particular categoiy is also an unsolved 
problem because human perception has not been directly expressed by the physical 
measurement of visual data. In the proposed system, the multiple general visual 
descriptors such as colour histogram, Gabor filters and Wavelet transfonns are 
therefore independently applied to measuie images for the piupose of generalization. 
The idea is not to especially design specific detectors for low-level features. Wlien 
the database or application domain changes, other low-level measurements including 
shape, primitive structuies and co-occunence matrix, can be as a replacement or 
supplement depending on the natm e of the new data.
3.3.2.1 Colour Histogram
Colour is perhaps one of the most expressive visual featuies and has been extensively 
studied in image processing during the last decade. The different colour spaces have
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been defined in MPEG-7 [41] including the familiar monochrome, 
R(ed)G(reen)B(ule), H(ue)S(atuiation)V(alue of brightness), YCrCb and the new 
hue-min-max-difference (HMMD). A colour histogram is by far the most frequently 
used colour descriptor that characterizes the colour distribution in an image, and its 
invariance to scale and rotation of an image and relative insensitivity to noise make it 
the most useful features for colour content description [ 1 2 2 , pp.38].
In an RGB scheme, an image is represented as a tlnee-dimensional matrix , 
where R x C  is the number of pixels of height and width in the image and each pixel 
is specified by tlnee values — one each for the red, blue and green components
of the pixel’s colour. CoiTcspondingly, its normalized RGB histogram can be 
considered as the probabilistic estimation of occunence of colour values to measure 
an image. A formal representation of a RGB colour histogram is as below:
^ co lo u r frl> •"> fr255’ . / g O ’  fgl> '  fgl55> T f t O ’  fb\^ •"> fb25S>^  (3-1)
where ..., represent 256 bins for the levels of the red colour,
fgo> fgi> •••> fg 255 symbolize 256 bins for the levels of the green colour, and 
fbo’ fb\-> "•» Â 2 5 5  repiGsent 256 bins for the levels of the blue colour.
Each component in a normalized RGB colour histogram is calculated by 
Function (3-2).
R C
==y)
fxy =_  >•=! c=\_ _ _ _ _ _ _ _  ( 3- 2)R x C
where x&{t\g,b} and y e {0,1,...,255}
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3.S.2.2 Texture Feature Vector from Gabor Filters
Texture, like colour, is a powerful cue for the analysis of images and it contains 
important information about the stmctural arrangement of image content, surfaces 
and their relationship to the sunounding environment. More foimally, texture can be 
defined as the set of local neighbour properties of the gi ay levels of an image region 
[123-124]. Since the early 1990s, researchers have introduced wavelet ti'ansform [47, 
124] and Gabor filter [48-49, 124-125] into texture measurement schemes. The 
Gabor filters have been demonstrated to be optimal in tenns of minimizing the joint 
two-dimensional uncertainty in space and frequency [125]. The Gabor filters can be 
considered as orientation and scale tuneable edge and line detectors, and the statistics 
of these micro features in a given region are often used to characterize the underlying 
texture information [125].
A two-dimensional mother Gabor filter is represented in Function (3-3) [125]
g{x,y) = 1 exp
; \
+ iTljwX
y y
(3-3)
Gabor functions fonn a complete but nonorthogonal basis set. A set of filters can be 
obtained by expanding the motlier Gabor filter by appropriate dilations and rotations 
of g(%,y) through the generation function as below:
(3-4)
UTTwhere x =a '"(xcos<9+ysiii(9), y  - a  "'(-xsim9+ycos(9) , <9=—  , 1, ..., j - 1k
and rt = 0 , 1 , ..., /c - 1 . 5  is the number of orientations and k is the number of scales.
The following fiinctions are used to calculate the parameters used in Function (3-4)
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a - U,yilj j
j-i (3-5)
where and iif denote the lower and upper centre frequencies o f the Gabor filters. 
_ ypï{a -  l)tqcT y. — I . \ , andVln 2{a + l);r
<7 y = tan( f2a-„nM,, - 2  In 21n2- (2 1 1 1 2 ) ' a-,; (3-6)
Given a gray intensity level of an image (converted fiom a RGB colour image) 
with RxC  pixels, its Gabor transform is then defined as
R c
>^ n,n(.X,y) = L'L'--,.y,SL(.^-^r>y-yc)
A>=1
(3-7)
where * indicates the complex conjugate.
The mean and the standard deviation of are calculated in Function (3-8) 
and (3-9) respectively as the feature components in a feature vector .
•R C
g _ x^ \ )'=!r^ mn (3-8)R x C
%  = •V=l y = l
(3-9)
R x C
The texture featur e vector of an image by applying the Gabor filters with s scales and 
k orientations is thus given by Function (3-10):
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g^abor (3-10)
3.3.2.S Wavelet Transform
No single family of texture methods has been proven to be superior, so some 
methods such as the Gabor filters may be superior for measuring some categories 
with specific texture patterns and it would perhaps yield a poor perfonnance in other 
categories [126]. In other words, different images may have different dominant low- 
level features and these features should be extracted based on different teclmiques 
and mathematical theories. Apart from the Gabor filters which are one of the 
nonorthogonal transforms, one of the orthogonal wavelet transforms, named as 
Daubechies-4 [127], is used to capture another type of texture information of images 
based on different mathematical transform format. This may potentially complement 
the Gabor filters.
Wavelets are functions that satisfy certain mathematical requirements and are used in 
representing data. Scale and direction play special roles in wavelet analysis; in other 
words, a wavelet algoritlnn processes data at different scales (also so-called 
resolutions) with different direction details. Figure 3-14 illustrates wavelet 
decompositions (also called transforms) at two scales and tln*ee directions 
respectively. ‘A’ represents an original image, and after the first decomposition, ‘A’ is 
represented by a set of approximate coefficients (‘A l’), horizontal detail coefficients 
(‘H I’), vertical detail coefficients (‘V I’), and diagonal detail coefficients (‘D l’). The 
approximate coefficients represent a transformed image in a half resolution, and 
other detail coefficients are some detailed parameters which can be reconstmcted to 
form the original image. If continuing such a decomposition procedure, the 
approximation coefficients ‘A l’ are further transformed into a smaller resolution 
(‘A2’) with the horizontal (‘H2’), vertical (‘V2’) and diagonal directional (‘D2’) 
detail coefficients at level 2, and other detail coefficients at the previous level keep 
the same values. Different sub-bands are these detail coefficients.
The Daubechies-4 coefficients are defined as:
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P'~\PQi Pb Pi’ -^ (^3+73), ^^(3- 73), ^^(1- 73))
=^(P3> ~Pi’ P[’ “Fo)=C^^O“‘'/3), -^^(-3+73), -^^(3+73), •^^(-1-73)) (3-11)
(original image)
wavelet
transform
i---------------
A l HI wavelet
transform
i------------- ^
pa H2 HI
V2 D2
VI D l n D l
(a) (b) (c)
A = approximation coefficients, H = horizontal detail coefficients,
V = vertical detail coefficients, D = diagonal detail coefficients 
Figure 3-14: An example of wavelet decomposition 
(a) original image; (b) wavelet decomposition at level 1; (c) wavelet 
decomposition at level 2
The wavelet coefficient matrix of the Daubechies-4 for one dimensional data is 
defined as below:
C =
P q P\ P i  P i  
P i  -  P i  P\ ~  Po
Po P\  P i
P i  - P i  P\
P i  P i  
P\  ~ P q
P i
~ P o
Po P\  P i  P i  
P i  ~  P i  P\  ~  Po 
Po P\  
P i  ~  P i
(3-12)
Wlien the Daubechies-4 is applied to a two dimensional image I , the wavelet 
coefficient matrix (3-12) which is typically for one dimensional data is first applied 
to each row of pixel values of the image and then is applied to each column of the 
result. Figure 3-15 illustrates such an iteration of the wavelet transform on an image 
[128, pp. 24]. To complete the further decomposition, this process is repeated
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recursively only on the quadrant containing approximation coefficients in row and 
column directions.
In this research, the number of depth of wavelet decompositions is four and each 
level has three directional detail coefficients: horizontal, vertical and diagonal. 
Figure 3-16 illustrates such a ‘pyramidal’ wavelet decomposition tree. In total there 
are twelve sub-bands for different resolutions and directions.
wavelet transform rows
Figure 3-15: An iteration of the wavelet transform on an image
For each transformed image on each sub-band, the mean , standard deviation 
of the magnitude of the wavelet coefficients and entropy are calculated. The 
definitions of and are same as Function (3-8) and (3-9) respectively. 
Assuming C is one type of the detail coefficients, the entropy is calculated as 
below:
= -sum(p * log2 P), where p = C.'^l / sum(C.'^2) (3-13)
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where means an operation: the power of each element in the matrix C and .* 
means an operation: the multiplication of each element in the matrix C.
2-d w avelet tiansform
2-d w avelet transform
2-d w avelet transform
2-d w avelet transform
V2A2 H2
H4 V 4 D 4
D l
A3
0 2
A4
H3
HI VI
0 3V3
A l
An original im age
Level 1
Level 2
r  Level 3
 ^ Level 4
Ai = approximation coefficients 
Hi = horizontal detail coefficients 
Vi = vertical detail coefficients 
Di = diagonal detail coefficients 
i is the level N o.
Figure 3-16: A ‘pyramidal’ wavelet decomposition tree with the 
depth of four levels
The texture feature vector constructed by applying the Daubecliies-4 is represented 
as below:
^waveler ( AOO’ 0^0> Aoi> 0^1 » • • ■ V-1, ) (3-14)
70
Chapter 3. Semantic Content Recognition in a Large-Scale Image Database
where M  is the number of the level of decompositions and N  is the number of the 
directions.
3.3.3 Support Vector Machines
There are many classification methods available for designing multiple processors. 
Here Support Vector Machines (SYMs) are taken as a case study for this research. 
Two-class linear SYMs will be introduced and then expanded to non-linear binaiy 
classification cases by introducing kernel functions, followed by a further discussion 
about how to solve multi-class categorization problems.
3.3.3.1 Two-Class Linear Support Vector Machines
Recently, there has been tremendous interest in SYMs and related kernel-based 
methods for classification tasks [129-132]. SYMs were originally designed for 
solving binaiy pattern recognition problems. Theirs simplest linear foim is 
y  = s ig n { w x ~ b )   ^ where b E : R , w ^ R ^ , x s R ^ , Figure 3-17 illustrates a 
binaiy classification problem, where an SYM is a hypeiplane that separates positive 
samples from negative samples with a maximum margin. The margin y  is defined as 
the distance between two parallel supporting planes w# = +1 and w*x-Z? = - l ,  
where a plane supports a class if all points in that class are on one side of that plane. 
The basic principle of designing an SYM is to constiuct a maximum margin 
separating planes, where the supporting planes are pushed apart until they meet the 
‘support vectors’ (the points on the dashed lines in Figure 3-17).
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margin
/
w * x - 6 = 0
Figure 3-17: A two-class linear SVM 
2The margin y  is equivalent to — ^ , thus maximizing the margin becomes the
HI
following optimization problem:
Given I input-output training samples: (%,, ), , y 2 (xj,yf) x {1,-1},
•  ^ II II2mm “ l|w||
^ (3-15)
subject to -Z?) >l,V ï e{l,2,,..,/}
where x,. is the ith training sample and y.  is the coiTect output of x,..
This constrained optimization problem is dealt with by introducing Lagrangian 
multipliers a,. ^  0, and a Lagrangian function is as below:
j /
6 , o:) = - Hll -  ^  (y . # (w # X, -  6 ) -1 ) (3-16)Z. /=i
The Lagrangian function i  has to be minimized with respect to the w and b ,
therefore the derivatives of i  on the u; and b must vanish, that is:
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-^L (w ,6,a)==0, -^ L (w , 6 ,a )  = 0 (3-17)ob ow
This leads to
and
(3-18)
(3-19)
According to the Kamsh-Kulm-Tucker complementaiy condition [130], Function (3- 
2 0 ) can be obtained.
- 6 ) - l )  = 0 , z = l,2 ,...,/ (3 -2 0 )
For most of tiaining samples that satisfy y. « ( w x ^  -  6 ) - l  > 0 , a, = 0 ;  for the 
support vectors, that is the training samples on the supporting planes, where 
y,. • { w X f  - 6 ) - l  = 0 , «,. > 0 .
By substituting (3-18) and (3-19) into the Lagrangian function. Function (3-16) is 
converted into the dual fonn of the optimization problem as below:
Find multipliers a . , which satisfy
1 / / /
“ i "  -  Z  “ i >^ <»i y=i 1=1
(3-21)
subject to = 0, a , è  0 i = I,..., I
i= \
This is a quadratic programming (QP) problem under constiaints and only one 
solution exists. Platt [133] proposed a new and fast algoritlnn for training SVMs; the
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Sequential Minimal Optimization (SMO), which breaks the large QP problem into a 
series of possible smallest QP problems. The SMO is widely applied to the solution 
of (3-21) in practice because of its fast and simple performance.
After obtaining the solution of multipliers a  , the optimal hypeiplane decision 
function can thus be written as:
y  = s ign iyv•x~b)  = sign(^ot.y^x^ • x - b ) (3-22)
In fact, a,, with respect to non-support vectors equals zero, so Function (3-22) only 
operates on the support vectors.
3.3,3.2 Kernels in Support Vector Machines
Not all problems in reality are linear; the principal approach to solve a non-linear 
problem is to map non-linear input space to other high dimension linear space 
tlnough a mapping function. That is,
^ ’.R ^  -> R ^  subject to N  «  N' (see Figme 3-18).
where ^ is a mapping ftinction, N  is the dimension of the input space, and N' is the 
dimension of the transformed input space.
□ □
O  O
o
□  Negative samplesO  Positive samples
Figure 3-18: A non-linear mapping
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Function (3-21) is thus changed into:
2  f 7 I
min ) -  Z
“  ^  / = !  y = l  ( • = ! (3-23)
subject to = 0 , a,. > 0 , Vi e {1 ,2 ,...,/}
( = 1
It is cmcial that the dot products can be evaluated by a simple kernel; that is,
K{Xi,Xj) = (!){Xi)»({>{xj)
Function (3-23) can be converted into the following by applying a kernel function:
\  I I I
•  Xj)“ 4 y = i  , = l
(3-24)
subject to = 0, > 0, V/ e {1,2,...,/}
Correspondingly, the decision function y  = s ign(\\ f•x -b )  is converted into the 
following fonn:
y  = sign{w(j){x)-b)
I
= sign(^y ,a i^{X i)*(p{x)-b)/=i (i-Z j)
I
= s ig n ( ^  yta^K{Xi • x ) - b )f=i
In practice, a separating hypeiplane may not exist because liigh noise causes a large 
overlap of the categories [130]. Slack variables > 0 are introduced to allow 
possible violations as below:
yi • { w x j  - b ) - l  + <^j>0, where > 0  , / = 1, .. . ,  I (3-26)
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The objective function is changed to: min + C S  , subject to thew,b 2  1 = 1
constiaints in (3-26), where C is a constant to deteiinine the punishment for errors. 
When incorporating a kernel function, its Lagrange function is same as (3-24), but 
the Lagrange multipliers are constrained as 0 < a. C, / = 1,2,...,/.
3.3.3.3 Multi-Class Support Vector Machines
The expansion of binary SVMs to multi-class problems is an on-going research
concern. Normally there are two types of approach: one is to combine several binary
SVMs and the other is to solve it in one optimization formula (“all-together”). In
general, “all-together” is more computationally expensive than combining binaiy
SVMs on the same data set. There are normally tlnee methods for combining binaiy
SVMs: one-versus-the rest, one-versus-one and directed acyclic graph (DAG) [134].
“One-versus-the rest” constmcts m binaiy SVMs for a m-class problem. All tire
examples in the ith class are labelled as positive and the rest of examples are labelled
as negative in the ith SVM. When x is input into m binaiy SVMs, it belongs to the
class with the largest value of the decision functions, that is, 
class(x) = max,^, (w,. •<pix)- b. ) .
“One-versus-one” calculates a binaiy SVM between the ith and the yth class, thus 
totally —— binaiy SVMs are constructed. There are different methods for
selecting the class based on results from these binaiy SVMs. A nonnal and simple 
decision method is the “Max-Wins” voting strategy: if sign{Wy • ^ ( x ) - b y )  says x
belongs to the ith class, the vote for the ith class is increased by one, otheiwise the 
vote for theytii class is increased by one. A small problem with this method is how to 
deal with more than two classes with same voting value.
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Directed acyclic graph SVMs [135] also constmct binaiy SVMs, but these
SVMs are internal nodes and classes are leaves in the DAG. SVMs start from the 
single root node and pass thiough m-\ decision nodes when x is input.
Hsu and Lin [134] have reviewed a comparison of the methods for multi-class SVMs 
and their experiments indicate that “one-versus-one” and DAG SVMs are more 
suitable for practical use than the other methods. “One-versus-one” is therefore 
applied in this research as the basis for individual classifiers, and the kernel function
is the radial basis function (RBF): /c(x,.,Xy) = cxp(-;k|x. -Xy||^),;K> 0. With respect
to different visual measurements discussed in Section 3.3.1, different multi-class 
SVMs are initialized and trained individually on different tiaining sets to obtain 
different parameters to constmct the discriminant functions, and this potentially 
provides great diversity in creating an ensemble of the base classifiers.
3.3.4 Confusion Matrix and Belief
The teclmiques applied in designing individual classifiers have been presented in the 
above sections. The perfonnance of these classifiers is not intended to be ideal; 
however, the understanding of their perfonnance will help finther analysis of the 
results they produce. For example, Figure 3-19 gives an example of label matrices 
output from tliree classifiers, where numbers represent the semantic categories. 
Semantically, the label results are neither consistent within one label matiix nor 
between matrices. Such inconsistency is mainly because of;
•  similar visual attributes among semantic categories that the 
base classifiers find difficult to discriminate
•  the absence of complementary information fiom different 
classifiers
•  the absence of contextual infomiation of individual local
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regions
•  the absence of related domain knowledge
The first two reasons motivate the basic idea to take advantage of multiple classifiers 
and combine them to decide the best candidate for each local processing unit and a 
confidence level in the final decision. Combining multiple classifiers, to some extent, 
solves ambiguities among individual classifiers; however, to refine and improve the 
analysis level, the contextual and domain knowledge must inevitably be considered 
in the system, which will be discussed in detail in Section 3.5.
The performance of individual classifiers should be analyzed first in order to achieve 
the best combination of multiple classifiers. The confidence in individual classifiers 
normally depends on a posteriori probability. For example, assuming a priori 
knowledge p(w,) and class conditional probability density ;?(x|w,) are known, 
where w, is a category and x is an input pattern, a posteriori probability is calculated 
as |x) = p(w, )* j3 (x|M',.)/p(x), which tells the degree of how much x belongs to 
the category w,. In reality it is, however, not always the case that a priori knowledge 
and conditional probability density are known, and each classifier outputs the 
confidence in each categoiy for an input pattern. The proposed combination strategy 
is expected to be able to fuse arbitraiy classifiers, so it is considered to be able to 
deal with the extreme situation where only the label can be obtained from each 
classifier. The reason is discussed in Chapter 2, where if classifiers output a ranking 
list (the rank level) or a posteriori probability (the measurement level), it is easy to 
convert them into the abstract level.
A natural solution is to vote for the final decision by considering the labels directly 
outputted from all the classifiers. Such a method is, however, based on the 
assumption that most or all classifiers acliieve good accuracy, so this ignores the 
detailed performance information of every single classifier. An alternative is to 
calculate beliefs based on confusion matrices of individual classifiers and then 
combine the output results based on these beliefs [136].
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Figure 3-19: Three label matrices output from three classifiers
(a) the label matrix detected by colour histogram-SVM classifier
(b) the label matrix detected by Gabor frlters-SVM classifier
(c) the label matrix detected by wavelet-SVM classifiers
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A confusion matrix is a detailed report on the perfonnance of a single classifier. Let 
us assume that M  classes Q = {Wj, } in pattern space Z with K  classifiers. A
classifier is a black box or a function:
where is an unknown label, and its confusion matrix is
(3-27)
CM^ =
, k k k*^11 «12 . « ly  . • "IM "l(M +l)
k k 1- k k«21 "22 ■ • " 2 ;  • ' "2M "2(M+1)
k 'k k k k* . f ly  . • "/M "i(M +l)
/ ' M l • • "My • „k■ " mm "M(M+1)^
(3-28)
Each row i corresponds to class w, and each column j  conesponds to (x) = w j . w,- 
will be simplified as i unless confusion is caused. The element n^ . means that n^ . 
samples of category i are assigned to categoiy j  by e  ^(•) . CMj. is obtained by 
executing (*) on the test dataset after e^(«) is properly trained. The number of
A/+1
samples in class i is: nf = , where i = l,2 ,...,M , and the number of samples
M
M
labelled j  by e^(*) is where y = 1,2,...,M+1. Here M+1 is used to
1=1
represent one type of unknown label or rejected label by a classifier. Figure 3-20 
gives an example of a confusion matrix where there are 12 categories. For example, 
there are 65 samples taken fiom category 9 (see row 9), 44 samples are classified 
conectly and others are misclassified into categoiy 1, 8  and 11 respectively. Coluimi 
6  means that of all 61 samples classified into category 6 , there are 2  samples from 
categoiy 2, 3 samples fiom category 5 and 56 samples fiom categoiy 6 . It is apparent 
that a confusion matrix can reflect the detailed performance of a classifier.
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CMk =
(?>1 0 0 0 1 0 2 3 4 0 0 0"|0 27 0 1 1 2 0 0 0 0 1 00 0 7 1 2 0 0 0 0 1 0 00 0 0 29 0 0 0 2 0 3 0 05 1 2 1 34 3 0 1 2 0 2 00 0 0 0 0 56 0 0 0 0 0 00 0 0 0 0 0 40 8 0 0 0 12 0 10 0 0 0 1 161 4 0 0 07 0 0 0 0 0 0 11 44 0 3 00 0 1 0 0 0 0 0 0 89 0 00 0 0 0 1 0 0 1 0 1 83 0
l o 0 0 0 0 0 5 1 0 0 0 8/
Figure 3-20: An example of a confusion matrix
Most methods for calculating the belief 6  ^(#) such as suggested in [10, 98] follow 
the function:
nih  G w,. (x) = Wj, EN) = P(x E Wi \ef. (x) = Wj, EN) = ~ (3-29)
where / = 1,2,...,M and y = 1,2,...,M + 1. EN  denotes the common classification 
environment.
This computation method is, however, only suitable in cases when the number of 
samples in each class is the same: that is =«) , />y.  Wlien n^ » » !  (zV y) ,
even if the accuracy for the classifier e^(xEw,) is high, the small number of 
misclassification, that is (x e w,.) = Wy where z = {1 , 2 ,,..,M } , y e { l, 2 ,...,M  + l} 
and z #  y will cause imprecise beliefs. For example, in Figure 3-20, the number of 
samples from categoiy 8  is 168 and it is far more than 1 1  samples from category 3 . 
According to Function (3-29) witliout considering the difference between the 
numbers of samples from each class, the beliefs of a sample classified into categoiy 3  
in category 3 and categoiy 8  are calculated as below respectively.
bk (x E W3  \ej. (x) = W3 , EN)  = P{x  e  W3  |e^ . (x) = W3 , EN)
'33
7 + 2 + 10 + 1 = 35%
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and
bk {x G Wg \ck (x) = W3 , EN ) = P{x  G Wg \ek (x) = W3 , EN)
= ^  = --------—-------- = 50%.n 2 7 + 2 + 10 + 1
Therefore, if a classifier categorizes a sample into category 3, category 8  will have 
the highest possibility. Among 168 samples from categoiy 8 , 10 samples are 
misclassified into category 3 and 10 misclassified samples only capture a small 
portion (1 0 /1 6 8  = 5.95% ) of samples from categoiy 8. However, among 11 samples 
from categoiy 3, 7 samples are classified into categoiy 3 and 7 samples capture the 
main portion ( 7 / 1 1  = 63.64% ) of samples fiom category 3. For the same classifier, 
these statistical properties (the portion of classification results distribution in each 
class) should keep comparatively stable. Assuming 100 samples fiom categoiy 8  and 
categoiy 3 respectively are fed to a classifier to obtain its confusion matrix, 
according to the above probability, nearly 6  samples fiom categoiy 8  should be 
misclassified into categoiy 3 and about 64 samples from categoiy 3 are conectly 
classified. Based on this situation, it can be seen that if a pattern classified into 
category 3 should be with higher belief that it is from categoiy 3 not fi om categoiy 8  
given the same number of data in each class. The calculation of beliefs in Function 
(3-29) does not keep stable with the change of the numbers of data in each class. This 
means that this method does not reflect the real statistical attributes of beliefs, or is 
only available under the assmnption that the numbers of data in each class are same.
In this research, if considering the effect of tlie difference of the numbers of samples 
in each class; that is, normalizing by the number of each class, Function (3-29) is 
modified to:
bk (x G Wi 6k (x) = Wj, EN) = P(x G Wi Ck (x) = Wj, EN)
4 1 4  4
M  , , M  , ,
n 4 i 4 )/=l r=l
(3-30)
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71*where = —~, z = 1 ,2 ,...,M and y = 1 ,2 ,...,M + 1 .
In Function (3-30), nonnalized counts ny/nf are used; in other words, the numbers
in a confusion matrix is divided by the number of each class. This is the intuitive 
case where these numbers represent the proportion of the samples in each class. 
Through normalization operation, different numbers of classes will not affect the 
calculation of beliefs; in other words, the limitation of the previous method in 
Function (3-29) is removed.
According to Function (3-30), the above example should be calculated as:
bk (x e W3  (x) = W3 , EN) = P(x e W3  (x) = W3 , EN)
 ^ =85.66%n^2^nl 7/11
and
bk (x € Wg \ek (x) = W3 , EN) = P(x g Wg (x) = W3 , EN)
I-uJc 1 n  /
It is obvious that there will be higher degree of confidence in categoiy 3 if a sample 
is classified into category 3. With the change of the difference of the numbers of data 
in each class, this belief will keep same if  the classifier is same.
When the difference between the numbers of test datasets for different classes 
becomes large, the belief calculation method (3-29) is less precise than Function (3- 
30) in computing the beliefs for individual classifiers. Imprecise beliefs will give 
inconect estimations for the multiple classifier combination process. Beliefs tells 
how much confidence that a sample x belongs to categoiy z when x is assigned to 
category y. The experimental results will be demonstrated in Chapter 4 to prove the 
proposed calculation method for beliefs.
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3,3.5 Combining Multiple Classifiers
Assuming that base classifiers are mutually exclusive, a general combined score is 
calculated by the following function [ 1 0 ]:
b{i) = b{x e  w\e^{x),e^{x\...,ef.{x))
= P{x G
_ P(gi(x),e2(x),...,g^F^)F G G W,.)
P(e,(x),e 2 (x),...,ejç(x))
(3-31)
= P(X 6  W;)*
k=\
% ( x ) )
According to Bayesian theory, the following function always holds:
P(xEW.,gFx))=P(xGW.)*P(g^.(x)jxGM0=P(gF^))*^(:^ G u/.FFx)) (3-32)
Rewriting Function (3-32) to the function: . andP(xew ,.) P ( 6 t(x))
, . . Pfx e w,-|e. (x))  ^ P(e,.(x)|xG w.) . .then substituting---------- ---------  f o r ---------- ' — in Function (3-31), FunctionP(xGw,.) P(e*(x))
(3-33) is derived.
P(;tewle (%)) YlP(xBw,\e,(,x))
b(0 =  P{x e wJ * n  „  r  = ^ ^ -----------------  (3-33)
A= 1
M
Considering P{x e w,.) as a scale factor to make ^ b ( i )  = 1, we have
/=i
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b{i) = P{x E w\e^ (x)) (3-34)
k=\
J M K
where — = X I I  ^ (^ 0 ) •'H »=i *=i
Function (3-34) is called multiplying mle or product mle.
Another popular mle is the averaging mle or the mean mle (3-35), which is less 
affected by the error estimations of individual classifiers.
 ^ M   ^ K  M
where y  = to make ^ 6 (z) = 1
3^ /= !  K  f.=l /= !
Function (3-35) outputs the confidence degrees of a sample x in individual 
categories based on infomiation from multiple classifiers, and this provides the 
important local properties of semantic featur es in each region.
The multiplying mle and the averaging mle can be used in most applications because 
they do not contain any particular domain knowledge, rather operating solely on the 
basic information from multiple classifiers and their confusion matrices. That is, the 
only infomiation used in the multiplying mle and the averaging rule is from training 
data and this type of knowledge is ubiquitous in an arbitr ary classifier.
The other fixed rules, including the maximum rule, the minimum rule and the 
majority voting, have been reviewed in Chapter 2 and the preliminary experiments 
have also been earned out to compare them. The detailed experimental results will be 
demonstrated in Chapter 4 and, as a result, the averaging rule achieves the best 
recognition performance. The averaging rule is chosen as the combination strategy in
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the proposed system. The main reason for this is that the averaging mle is the most 
resilient to estimation errors. This is applicable in situations where the error 
estimations of the developed multiple classifiers changes significantly.
3.4 Organ Origin Classification
The importance of domain knowledge in image interpretation has been discussed in 
Section 3.1. In particular, the role of the organ origin information is analyzed in 
detecting the semantics of images. The rest of tliis section will discuss the difficulties 
with automatic organ infomiation detection, and a two-layer classification 
architecture is proposed along with a demonstration of encouraging experimental 
results.
Figure 3-21 shows some sample images taken from the anus, appendix, the large 
intestine, the oesophagus, the small intestine and the stomach respectively. Even 
when images are from the same organ at the same magnification, the visual 
appearances vary greatly due to the different cutting angle, the passing time of slides 
or different preparation methods. This gives fmtlier evidence about the complexity of 
automatic organ classification.
Although it is not always the case, images fiom the same organ tend to share some 
particular semantic features as discussed in Section 3.1. This provides the basis of the 
proposed hierarchical approach for organ classification: although there are great 
varieties in whole images, there are still cues in detecting semantic featuies in small 
regions of an image. The bridge connecting the global infoiTnation and local 
semantic featuies inay provide evidence about the source of the image. This is also 
the reason why the proposed organ classification is called a hierarchical classification 
approach: semantic features within small regions are detected by the first layer of a 
classifier, and then the detected label matrix will be converted into the format of 
<label^Jabel2 y...,labelf^ > (N  is the number of semantic features) as input for the
second layer o f a classifier to detect the global information. Figuie 3-22 demonstrates 
such a procedme.
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(f)
Figure 3-21: Images taken from respectively, the anus, appendix, large intestine, 
oesophagus, small intestine and stomach from top to down
(a) images from the anus; (b) images from the appendix; (c) images from the large 
intestine; (d) images from the oesophagus; (e) images from the small intestine; (f) 
images from the stomach
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Figure 3-22: The hierarchical architecture for organ information detection
The hierarchical architecture is actually a hybrid structure o f multiple classifiers: the 
first layer o f a classifier is a parallel multiple classifier combination layout and it is 
considered as a component in the hierarchical architecture; the second layer o f the 
classifier is trained in advance to detect possible correlations o f semantic features 
and organs. In other words, the first layer o f the classifier generates some semantic 
features associated with a particular organ no matter whether these semantic features 
are detected correctly or not. Although an organ has a particular set o f candidate 
labels as listed in APPENDIX-C, not all o f them will co-occur with an organ because 
the similarity between certain labels causes erroneous detection or ambiguities in the
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first layer of the classifier. These eiTors or ambiguities, however, tend to be 
concun'ently related to certain organs. The hierarchical method minimizes the 
dependence on semantic feature detection. The trained hierarchical classifier appears 
to be intuitively reasonable and is able to be tolerant of the inaccuracy of semantic 
feature detection at the first layer. Table 3-1 lists the experiments and summarizes 
the classification accuracy on 2 1 0  test images.
Table 3-1: Recognition performance of organ classification using 
the hierarchical approach
organ 1 2 3 4 5 6 number Accuracy (%)
1 . anus 17 0 0 4 0 0 2 1 80.95
2 . appendix 0 33 3 0 1 2 39 84.61
3. large intestine 0 1 37 0 2 3 43 86.05
4. oesophagus 0 1 1 32 0 0 34 94.12
5. small intestine 0 0 7 0 24 1 32 75.00
6 . stomach 0 0 0 3 1 37 41 90.24
accuracy= the number o f  images classified correctly the total number o f  testing images
3.5 Context Constrained Semantic Analysis
The high-level reasoning mechanism is a kind of ‘synthesis’ module which makes 
use of the infoimation fiom the combination of the multiple processors, organ origin 
information and spatial context. This information constructs a context constrained 
environment for further semantic analysis. As discussed above, although 
complementary infonnation from the multiple classifiers can, to some extent, 
disambiguate individual classifiers, this information is still not sufficient to give 
precise interpretation. A further reasoning procedme is needed to make use of more 
knowledge for inference and disambiguation.
One of challenges is to design a model which can forarulate the infonnation fiom the 
multiple classifiers, organ origin and spatial context. This model should be capable 
of processing data in a large-scale image database that should be generic, and easily
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adapted to other domains. The nature of MRFs provides a formal and systematic 
basis for interpreting and recognizing the semantic featmes representing and 
integrating domain knowledge and will be used as the basis of the proposed model.
This section will corinnence with a general MRF-based model for image 
interpretation and show how it can solve a context constrained semantic analysis 
problem. A MRF model does indeed striictme image interpretation problems using a 
mathematical method; however traditional optimization methods of searching 
conditional probability are very hard to execute. The equivalence between MRFs and 
GRFs makes the optimization of a MRF model practicable in real applications. A 
general discussion on the optimization of a MRF model will be presented in Section 
3.5.2.
A MRF-based model are always closely related to knowledge acquisition and 
knowledge representation, which are crircial in creating clique functions and further 
the energy function. Construction and parameters estimation of the single-site clique 
poterrtials will be proposed iir Section 3.5.3. A knowledge elicitation subsystem will 
be used to acquire knowledge from histologists, and the knowledge will be 
summarized and represented in the pair-site clique functions (see Section 3.5.4). 
Finally, the implementation of an optimization procedure is proposed in Section 
3.5.4 by introducing organ origin information and agreed strncture analysis.
3.5.1 Formulation of Markov Random Fields for Interpreting 
Images
A MRF-based model is always associated with a graph, called an adjacency graph 
[117], which gives an instinctive representatiorr of an image. Let G = {R,E} be a
graph, where R = {R^,R2 ,...,Ri,...,Rf^} is a set of nodes representing segmented
regions in an image, and ^  is a set of edges which only exist when nodes are spatially 
adjacent. Figure 3-23 illustrates a six-node adjacency graph.
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Pre-processing
(a) 0>)
(c)
Figure 3-23: An example o f an adjacency graph on an image 
(a) the original image; (b) the image with segmented regions; (c) an 
adjacency graph on the segmented image
Let L = {L ,^L2y...yLf }^ be a set o f random variables defined on the graph G and 
Q = } be a set o f possible candidate categories for a random
variable L., / = 1,2,...,A . The lowercase letters o f / = denote a
realization (also called configuration) o f the group o f random variables L, where 
/. E n , f = 1,2,.., A  . A neighbourhood system A/iS = {«(/?, ),/2(/?2),—»'*(^^)} exists
on the adjacency graph G, where «(/?, ), i -  1,2,..., A is a set o f all the neighbouring 
nodes o f R, on the graph G.
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Z, = is a set of Markov random variables on G with respect to the
neighbourhood system NS  if  and only if
# P{1) > 0 fo r  all configurations o f  I
•  PQi\ljJ^i) = P{l\ln{R,)b w/iere = {/^ .|/’ e
The first condition (positivity) is a teclmical condition, wliich is generally assumed. 
The second is called the Markov assumption, or Markoviaiiity, which means that the 
probability of /,, given values of all other random variables, is only decided by its 
neighbours. The Markov assumption is a very reasonable assumption in practical 
applications.
3.5.2 Equivalence of Markov Random Fields and Gibbs Random 
Fields
There are two approaches to specialize a MRF: one is in terms of conditional 
probability and the other is in terms of joint probability P{L = l) .  The
calculation of is difficult in a 2-D image analysis and modelling problem
and this potentially limits the generalization of MRFs in image classification.
The Hammersley-Clifford theorem [110, 116] established the equivalence of MRFs 
and Gibbs random fields (GRFs), and further the Markov-Gibbs equivalence 
provides an explicit mathematical formula for tackling the joint probability P(L = I) 
in terms of the concepts of the energy function, rather the clique functions (the 
definition of the clique can see below) [116]. The theorem states that L is a MRF on 
G with respect to NS  if and only if  Z, is a GRF on G with respect to NS.
A  set of random variables L is said to be a GRF on G with respect to NS  if and only if 
its configuration obeys a Gibbs distribution:
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= (3-36)
■ , —[/ (/)where Z = 2_,e is a normalizing constant called the partition function, T is aI
constant called the temperature which shall be assumed to be 1  unless specifically 
stated, and U{1) is the energy function. The energy function t/(/) = ^ F p ( / )  is a
c e C
sum of clique functiorrs V^{1) (also called clique potentials).
A MRF is characterized by its local property (the Markovianity) whereas a GRF is 
characterized by its global property (the Gibbs distribution). The joint probability of 
a MRF can be achieved by applying the Gibbs distribution accordirrg to the Markov- 
Gibbs equivalence theorem. With respect to the Bayesian theorem, the task of image 
interpretation with multiple objects on air image becomes finding an optimal 
configur ation I with the maximum value of the joint probability. That is,
assign L - ^ l  i f  / = arg maxf(Z') (3 -3 7 )/'eY
where T is the set of all possible confrguiatioirs on L. Function (3-37) is known as 
the maximum a posteriori (MAP) formulation.
The above probability is normally calculated in tenns of the observation on a
pattern and the domain knowledge pk, so Function (3-36) can be rewritten as:
P(/|d, pk)  = Z-' X e (3-38)
Correspondingly, Function (3-37) is also changed into (3-39), given observation d 
and prior knowledge pk\
assign l ^ L  i f  / = arg maxP(/'|<7 , / 7/c) (3 -3 9 )
I'e'V
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The measurements of low-level features are not only attributed by the unaiy property 
of individual local regions but also include a measurement on a combination of 
several nodes. Figure 3-24 illustrates such observations on a four-node adjacency 
graph. For each node R . b R z = 1,2,3,4, a set of different low-level features is
extracted to measure its local properties, denoted as =
...,£>)P(01 where T>f (^z) is a vector representing a measurement for an image, K  is 
the number of different types of measurement methods, and the superscript ( 1 ) 
indicates an unary property on a node Rf. The measur ement for a combination of two
nodes R^  and Rj can be represeirted as D^^^(z,y), is a measurement for
three nodes, arrd a measurement of more rrodes can be deduced in the same way.
Figure 3-24: An example of primitive feature measurements on a four- 
rrode adjacency graph
(z) : low-level measurements for a node; (z, j )  : low-level 
measurements for a combination of two rrodes; (z, j ,  k) : low-level
rneasiuements for a combination of tliree nodes
Arr explicit expressiorr for Functiorr (3-38) is required. Since Function (3-38) 
ultimately depends orr the represerrtation of cliques, a defrrrition of cliques is 
necessary and is given below. A clique c orr G with respect to NS  is defined as a
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subset of nodes in R, and it consists of a single-node or several nodes that are 
adjacent to each other. Figure 3-25(a) demonstrates a four-neighbourhood system on 
a lattice of regular nodes, where X is the considered node and 0 represents the 
neighbours of X. Single-site and pair-site cliques are all cliques for the four- 
neighbour system shown in Figure 3-26(b).
0 □0 X 0
0 ---
(a) (b)
Figure 3-25: A fom-neighbom*hood system and its cliques 
(a) A four-neighbour system; (b) The cliques of a four-neighbom* system
Only four-neighbourhood systems are considered in this research. The set of single­
site cliques is:
C, = {{Rj E R} (3-40)
and the set of pair-site cliques is
Cj = {(R,,Ry}|R( ^ R , R j  en{Rj)}  (3-41)
The energy function is thus written as:
U(l\d,pIc) = ^ V , ( l \ d . p k )  = ^ V , ( l , \ d ,p k )  + Y ,  'Z ' ' ^ g „ l j \ d ,p k )  ( 3 . 4 2 )
c e C ie R le/? ye/i( 0
The clique functions include not only the information of single nodes but also spatial 
contextual information between nodes. It is clear that an optimal configuration of 
images will generate the minimum value of the energy function according to 
Function (3-38). Since tlie energy function ultimately consists of clique functions, it 
is critical to choose proper clique functions. A general principle for design of a clique
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potential function is that if  the inteipretation of nodes (or a single node) in a clique 
tends to be consistent with the measurements and spatial context, the clique function 
decreases, resulting in a decrease in the energy function, and vice versa [117-118]. 
As a result, a classification of an image with multiple objects that is the most 
consistent with the measurements and contextual information will have the minimum 
energy and achieve the optimal configuiation for the image.
3.5.3 Parameter Estimation from Combining Multiple Classifiers
It is reasonable that the final decision of labels in an image should be most coherent 
with the measurements and domain knowledge. This type of consistency requirement 
can be achieved by properly designing the clique functions. It has been discussed in 
Section 3.3 that multiple classifier combination can generate a reliable and robust 
estimation on local regions, so die single-site clique functions are designed and 
constructed through combining multiple processors. Such an aichitectuie is expected 
to provide a generic solution to deal with the need to understand numerous visual 
appearances in a large-scale image archive at high level of semantics because 
multiple classifiers manage individual regions fiom different visual perspectives and 
classification techniques.
Given an arbitiaiy single-site clique c e Cj on a node R ,^ the coixesponding single­
site clique function depends on the inteipretation of T,., multiple unary processors on 
the segmented region R^  and domain knowledge. A limited quantity of training data 
is used to feed into the multiple processors, and a set of testing data will then be 
passed through the trained classifiers and useful statistical properties will be recorded 
in their confusion matrices as the domain knowledge to be used in the single-site 
clique functions.
Assume that there are K  statistically independent processors, denoted as e, ,^ 2 , 
to deal with a single-site clique c . By applying the statistical combination strategy 
proposed in Section 3.3, the belief with a realization of L,. on a region R. is 
calculated as:
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(3-43)
Kh)  = KLi  = (c), 6 2 (c),CAr(c), pk)
= P{Lj = /,.|ei(c),6 2 (c),...,6^(c),/7/c) 
^  k=l
1 1w/z6 r 6  — = y  — ' y  b. (/.) to make sure that V  b(L) = 1 .n émmU \  V Ï  ^ \  J /^  A--1 /,en
The decrease of the value of the clique function will lead to the decrease of the 
energy and further result in the increase of the joint probability distribution. Wlien 
the realization Z. is consistent with the domain knowledge and the statistical 
attributes on a single-site clique c , the clique function should be as low as possible. 
On the other hand, according to Function (3-39), when the realization /, is an optimal
label for the clique c , the belief 6 (/,) should have a maximum value. The single-site 
clique function is thus defined as:
Pi (4 |ci (Pi ), C2  (Pi ) , . . . , (Pi ), pk) = Sj (1 -  Pjb{lj )) (3-44)
w h e r e  1 > ^, > 0  a n d  1 ^ > 0 a r e  t h e  w e ig h t s  a s s o c i a t e d  w i th  t h e  c o iT e s p o n d in g
clique functions and they control the contributions of each clique function. Up to 
now, no automatic method can be used to adjust these parameters, and they normally 
depend on empirical experiments or experiences. In this research, each clique 
function is treated equally for the purpose of simplicity, and 5^  and are set as 1 .
Supervised learning algorithms are suitable for a large range of pattern recognition 
problems and are used in this research. The corresponding generated confusion 
matrices can be obtained from an arbitrary recognition system, so such a design of 
single-site clique functions are capable of more general applications.
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3.5.4 Acquisition and Representation of Spatial Context and 
Relationships between Organ Origin and Semantic Features
As discussed in Chapter 2, context is defined as subsidiary information surromrding 
and influencing the main data given explicitly for the task including time, place and 
history of interaction [101]. This research focuses on still images and the contextual 
irrformation is limited to the scope of the spatial relationships or constraints unless 
specifically indicated otherwise.
Section 3.1 has discussed two types of domairr krrowledge applied in the proposed 
MRF model: the global information (organ origin) of arr image and the spatial 
contextual constraints betweerr semantic features. In this research, a knowledge 
elicitation subsystem [14] is used to allow histopathologists to irrteractively assign 
histological terms or labels to arr image. Figure 3-26 (taken from [14]) illustrates the 
interface of this subsystem, tluough which the histopathologists, working with 
sample images that have been partitioned into many small blocks, assigned semantic 
labels. In order to obtain the complete information about the spatial arrangement of 
labels within images, all of the blocks were assigned with labels. To this end, a set of 
pairs of labels and corresporrding sub-images in the form of matrices have been 
collected. Meanwhile, corresponding relationships between the organ origirrs arrd 
semantic features are also collected. The subsystem has learned the following 
relationships from the training set:
•  neighbourhood relationship betweerr semarrtic features
' •  mapping correlations between a set of labels and a 
corresponding orgatr origin
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Figure 3-26: The subsystem for knowledge elicitation
Table 3-2(a) lists a set o f the candidate labels for images taken from the appendix. 
Table 3-2(b) gives an example o f spatial relationship between these labels, where 0 
means two labels could not be next to each other and 1 indicates that both labels can 
be neighbours in terms o f their spatial appearance within an image. APPENDIX-C 
gives a complete illustration o f the relationships between organs and semantic 
features, and the neighbourfiood relationships between the semantic features.
Table 3-2(a): A list o f candidate labels appearing in images from the appendix
INo. Semantic features
1 adipose tissue
2 appendix: junction: lumen and mucosa
3 appendix: junction: muscularis externa and serosa
4 appendix: junction; mucosa and muscularis mucosae
5 appendix: junction: submucosa and muscularis externa
6 appendix muscularis externa
7 appendix mucosa
8 appendix submucosa
9 blood vessel (not empty)
10 blood
11 connective tissue
12 connective tissue (loose)
13 junctions: serosa and outside
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14 lymph nodule
15 lam ina propria
16 lumen
17 muscle: loose bundle
18 muscle: loose smooth in mass
19 muscle: tight smooth in mass
Table 3-2(b): The spatial relationship between the labels in Table 3-2(a)
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 1 0 0 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1
2 0 1 0 0 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0
3 0 0 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0
4 0 0 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0
5 1 0 0 0 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0
6 1 0 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 0 0
7 1 1 0 1 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0
8 1 1 0 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 1
9 1 0 1 0 0 1 0 0 1 0 1 1 1 0 1 1 0 0 0
10 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0
11 1 0 0 0 0 1 0 0 1 0 1 0 1 1 1 1 1 1 0
12 0 0 1 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0
13 1 0 1 0 0 1 0 1 1 0 1 1 1 0 0 1 0 0 1
14 1 1 0 1 1 0 1 1 0 0 1 0 0 1 1 1 0 0 0
15 1 1 0 1 0 1 1 1 1 0 1 0 0 1 1 0 0 0 0
16 1 1 0 0 0 1 1 0 1 1 1 0 1 1 0 1 0 0 1
17 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0
18 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 1 1
19 1 0 0 0 0 0 0 1 0 0 0 0 I 0 0 1 0 1 1
The advantage of utilizing the knowledge elicitation subsystem is that 
histopathologists do not need to understand how the knowledge is represented and 
modelled in the system. That is, the subsystem hides technical details from users. 
When the image database is changed, the knowledge is easy to be changed 
correspondingly.
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Such a system of spatial contextual constraints exists and plays an important role in 
many application domains. This provides the basis on which to develop the generic 
capability of contextual analysis. Given an arbitrary pair-site clique c = {Rj,R.]  ^ its
clique function is defitred as:
V,{l„l,\D '-'^\R„Ri\pk) = (3-45)
where Ty = 1  if  the realization l^  and Ij is possibly next to each other; otherwise 
Ty = 0 . Sy is weights for contributions from clique functions.
Since the measurerneirt between the sites i?,. and Rj has no explicit statistical cues
like boundary length and texture (or colour) corrtrast in the case of this research, 
Furrction (3-45) is actually only based on spatial contextual knowledge acquired fr om 
the elicitation subsystem. In other words, D ^^\R .,R j) has not been measured and
used in the pair-site clique fuirctions. If there are more complex constraints (for 
example, a measurement of a combination of two regions) available for the pair-site 
cliques, their clique functions will become more arrd more complicated.
3.5.5 Optimization Based on Organ Origin Information and Agreed 
Structure Analysis
The image interpretation problem is formulated as a MAP-MRF model as discussed 
in the previous sections. That is, a set of Markov random variables is used to model 
the interpretation of a segmented image irr tenns of low-level measirrements of an 
image and domain knowledge, and its optimal interpretation is a realization of these 
Markov random variables with a maximum a posteriori probability as shown below.
assign L-> 1 i f  Z = arg max P(l'\d,pk) (3-46)
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where y/" is a set of all possible realizations of L , zZ is obseiwations or low-level 
measurements on an image, and p k  is domain knowledge.
In terms of the Markov-Gibbs equivalence,
P(t[d,pk) = Z-' X (3 -4 7 )
where U(J\d,pk) = {l\d ,pk).
c e C
The problem of searching the maximum joint probability becomes the problem of 
minimizing a properly defined energy function. An exhaustive search strategy results 
in an exponential complexity of 0{M  ^  ), where M is the number of candidate labels 
and N  is the number of random variables. The simulated annealing (SA) algoritlnn 
[119] is a popular method used for solving combinatorial optimization problems. The 
SA algorithm is a stochastic iterative optimization procedure, however it has been 
shown that the SA needs a slow enough schedule to reach a global solution.
An alternative fast algoritlnn is the steepest descent algoritlnn, where the local 
minimum energy of a label is found. Give an arbitraiy label Z,. on a node R^  with
respect to a four-neighbourhood system, its local energy function is defined as 
follows:
U{lj \d,pk)  = V f l \ e ,  y V f l J j \ p ' ^ { R „ R j ) , p k )
The local energy function calculates the energy of a local realization Z,. based on
multiple processors on the region R^, the adjacent nodes surrounding R. and domain
knowledge. It also follows that the more the label of the region R. is consistent with
measurements, domain knowledge and its neighbours, the lower the value of the 
local energy function. Ideally, labels with the lowest local energy are expected to be 
same as labels with the lowest global energy.
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The steepest descent algorithm is described in Figure 3-27. An initialized 
configuration should be set in advance. For each loop, labels with lowest local 
energy are calculated. If these labels are not the same as the previous configuration, 
the new labels replace the old ones and set the conditional variable for the next loop. 
Such iterations will continue until each region stays in a stable status with lowest 
local energy; that is, no changes for each label.
The computational expense of the steepest descent algoritlnn is 0 { M x N x T )  , 
where M  is the number of candidate labels, N  is the number of random variables and 
T  is the number of loops. Although the steepest descent algoritlnn is much faster 
compared with the SA approach, the local energy depends heavily on the initialized 
configuiation, and this further results in the final optimal labels depending on the 
initialized labels on random variables.
The other problem is that the steepest descent algoritlnn cannot improve or disturb 
once it reaches the local minima, but the local minima are noimally not the global 
minima. A global minimum is a realization of , which is the same as the label in the 
final decision of the joint probability with lowest values.
Initialize a configuiation ofZ,: I - {/j, Z g }
changed = 1; //set a conditional variable to control optimization procedure 
while (changed =  =1) { 
changed = 0;
for each region /?, e R  do { 
l\ = arg min,.^ Q C (/,• \d, pk) ;
if /> / ,  {
h ~ b >
clianged=l;
Figure 3-27: The steepest descent algoritlnn
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The following aspects will modify the steepest descent algoritlnn and provide a 
better solution for the optimization;
•  Use the organ origin infonnation of an image to guide and 
provide a possible good initialization and further 
optimization procedure in order to avoid inconsistent labels 
in an image such as labels suggesting that the image is from 
more than one organ
•  Use multiple initializations and use agreed structure analysis 
to help provide a possible good initialization; meanwhile 
agreed strncture analysis will generate disturbances for the 
local minima for the further improvement towards the global 
minima
3.5.5.1 Optimization Guided by the Organ Origin Information
It is difficult to decide which initial configuration is the best; the configuration is 
normally initialized by random selection. When the number of candidate labels is 
large, it is very difficult for the initialization by random selection to provide a good 
basis for the later optimization procedure. How can a range of candidate labels be 
nanowed down a small scope as better base initialization?
As discussed in the section on data analysis (3.1), an image can only be taken from 
one organ and an organ has ‘consist o f  relationships with some particular semantic 
featmes. The global information about where the image comes from can be detected 
automatically using the hierarchical classifier and this infonnation provides a basis 
for initialising a configuration because there are a smaller number of candidate labels 
attached with a particular organ.
For example, Figure 3-28 is taken from the stomach and the image is segmented into 
64x64 pixels grids, which are assumed to present meaningful clinical features. In the
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case of this research, 56 semantic features will be potential candidates for each block. 
Nevertheless if it has been detected that die image is taken from the stomach, the 
candidate labels for each block will be restricted to the following 2 1  labels (see 
APPENDIX-B):
blood vessel (not empty) 
blood
comiective tissue
connective tissue (loose)
junctions; serosa and outside
junctions; submucosa and fine muscularis mucosae
lymph nodule
lamina propria
lymphatic vessel
lumen
muscle; fine muscularis mucosae
muscle; loose bundle
muscle; loose smooth in mass
stomach; fundus glands
stomach; focal oedema
stomach; foveolae (long)
stomach; foveolae (middle)
stomach; foveolae (surface)
stomach; junction: fundus glands and lamina propria
stomach; junction; fundus glands and muscularis mucosae
stomach; junction; lumen and focal oedema
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Figure 3-28: An image taken from the stomach
The following preliminary experiment and analysis provide heuristics for the 
proposed organ-guided initialization. Three images are randomly chosen from each 
organ, so a total o f 18 images are used as testing data for the experiment. For the first 
experiment, the initialization is randomly decided without any information about the 
source o f the images. The steepest descent algorithm is executed, and Table 3-3 lists 
the accuracy o f individual images.
In the second experiment, assuming that the organ origin o f the images is known, the 
initialization is done by randomly choosing labels from a corresponding set o f the 
candidate labels constrained by the organ origin information. Table 3-4 shows the 
accuracy o f image interpretation processed by the steepest descent algorithm based 
on the constrained candidate labels. Comparing Table 3-3 and Table 3-4, it is evident 
that the organ guided initialization gives rise to a more optimised result.
Table 3-3: The performance o f image interpretation using the 
steepest descent algorithm without the organ origin information
Organ Image INo. Accuracy
anus image 1 0.7647
Image 2 0.6380
Image 3 0.5963
appendix Image 4 0.3891
Image 5 0.1493
Image 6 0.3846
large intestine Image 7 0.8558
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Image 8 0.2500
Image 9 0.3756
oesophagus Image 10 0.7466
Image 11 0.6063
Image 12 0.2986
small intestine Image 13 0.5648
Image 14 0.1697
Image 15 0.0500
stomach Image 16 0.3738
Image 17 0.3937
Image 18 0.5747
Table 3-4; The perfomiance of image inteipretation with organ information
Organ Image No. Accuracy
anus Image 1 0.8009
Image 2 0.8643
Image 3 0.6835
appendix Image 4 0.5656
Image 5 0.6425
Image 6 0.5385
large intestine Image 7 0.9023
Image 8 0.7639
Image 9 0.6968
oesophagus Image 10 0 . 8 6 8 8
Image 11 0.7104
Image 12 0.4163
small intestine Image 13 0.7639
Image 14 0.6101
Image 15 0.5773
stomach Image 16 0.5437
Image 17 0.5837
Image 18 0.6380
accuracy = the number o f regions detected correctly in an image the total number o f  regions in an image
Figure 3-29 shows an example of an image with detected labels (superimposed on 
the image) at the two situations; without and with the organ origin information (in 
this case, the image is from the large intestine). Figure 3-29 (a) has manual labels for 
comparison, where ‘0’ means unlabelled. Although the neighbouring relationships in 
Figure 3-29 (b) are reasonable given a fom-neighbom'hood system, some labels 
conflict with each other from a global view. For example, labels enclosed by a red 
coloui* only belong to the stomach, and labels outlined by a green colour are names 
for the features only possible to be taken from the large intestine. Junctions of
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submucosa and fine muscularis mucosae (symbolized with ‘2 0 ’) is a common label, 
which can appear in either the stomach or the large intestine. This type of common 
label is like a glacis, which can comiect two types of conflicting labels. 
Unfortunately, a four-neighbourhood system camiot solve the type of the conflicts by 
the general steepest descent algoritlmi because the local minima camiot cover a 
global joint probability. Even if the four-neighboui' system is expanded to an eight- 
neighbourhood system or more, this will become too computationally expensive, and 
will be unable to solve the above conflicts unless the neighbourhood system covers 
the whole image. The organ origin information gives a global constraint in the 
initialization and later optimization procedure; that is, the initialization and 
optimization have to be executed with a reasonable set of candidate labels. The 
steepest descent algorithm with the organ origin infonnation therefore achieves a 
more consistent perfonnance, shown as a good result in Figure 3-27(c).
These heuristic experiments provide evidence that the organ origin information can 
improve the optimization procedure of image inteipretation and then provide more 
consistent and accurate results. The modified steepest descent algorithm is shown in 
Figure 3-30. The initial configuration is constmined to the set of the candidate labels 
related to the conesponding organ, which is derived from the organ origin 
classification. Parameter estimation of the single-site clique functions discussed in 
the previous sections is also performed within this set of the candidates. In other 
words, within each organ, a set of multiple classifiers are trained on a particular set 
of categories, where the combination strategy only calculates the confidence degree 
on these classes. The pair-site clique functions are derived based on the spatial 
relationship among a particular set of labels for an organ, which is also obtained fr om 
the knowledge elicitation subsystem. The choice of the local minima is perfoimed 
with this particular set of the candidate labels rather than a wide range of semantic 
features.
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Figure 3-29: An example of an image (from the large intestine) 
processed by the steepest descent algoritlnn
(a) an image with coiTect manual labels; (b) an image with labels 
detected the steepest descent algoritlnn without the organ 
information; (c) an image with labels detected by the steepest 
descent algoritlmi guided by the detected organ information: 
large intestine
I* = steepest_descent_with_organ ( ) 
organ <= the hierarchical classifier;
Morgan = ( ^ 1  > ^ ^ 2  >•>•, } : //obtaiiied from the knowledge elicitation subsystem
Initialize a configuration ofL: / = } subject to /,. e , Vz
changed = 1 ; 
while (changed = = 1 ) { 
changed = 0 ;
for each Rj^R do { 
l\ =arg U{lj\d,pk) ;
if {
4 -4  i ' 
changed=l ;
}
}
retinn / as /*;
Figure 3-30: The steepest descent algorithm guided by tlie organ origin infoimation
3.5.S.2 Multiple Configurations with Agreed Structure Analysis
The proposed organ guided approach provides a possible good initialization to the 
optimization procedme; such an initialization is however, still randomly set in terms
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of constrained semantic features. An additional problem is that the modified steepest 
descent algorithm will not improve once it reaches the local minima.
An extension to the steepest descent algorithm is to use multiple initial 
configurations as starting points and the steepest descent algorithm is independently 
applied to each o f them. The final result is the one with the lowest energy among the 
multiple results from the steepest descent algorithm. This approach is inspired by the 
Comb algorithm [110] applied to image segmentation, where multiple configurations 
are applied and the agreed structure between different configurations is analyzed. 
The definition o f the agreed structure is as below:
Given two arbitrary configurations and /|'^  or
is said to be a agreed structure if  = 7^ % where k g {1,2,..., .
Figure 3-31 shows an example which is cropped from some regions o f Figure 3-29 (b) 
and (c) respectively, where the agreed structures o f two configurations are marked by 
red blocks.
28 1 32 43 23 28
20 44 32 28 26.!
28 20 
w _  _
28 '
•
281. 28
; 28
26
17 17
T28 .1 28 
m'm mm
27 : 26 ;
(a) (b)
Figure 3-31: Examples o f agreed structures between two 
configurations
Blocks enclosed by a red colour are the agreed structures in the 
corresponding positions.
Assume that there are H configurations with the local minima:
where is a configuration on Markov random variables L:
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is a realization with the minimum global energy. 
Ideally / ^  = ,  where h = and 7  = 1,2,...,A/ . The proposed
optimization method, called multiple configurations with organ origin infonnation 
and agreed structure analysis (MC_OOI_CSA), attempts to converge towards the 
target of Function (3-39); that is, the minimum global energy or the maximum joint 
probability. It is assumed that the configurations with the local minima share some 
of the same labels (also called agreed stinctures) as the configuration with the 
minimum global energy.
According to the principle of MAP-MRF, the realization of the real labels should be 
with the minimum global energy. The following experiments and analysis will give 
empirical evidence and provide the basis for deriving the MC_OOI_CSA method. 
Twelve images are randomly chosen fiom the database for each organ having two 
images. The random variables are initialized with multiple configurations (the 
experiments use H = 10) guided by the organ origin information. Individual local 
minima are obtained tluough the modified steepest descent algoritlim. Table 3-5 lists 
the statistics about the similarity between the configmation of the local minima and - 
the configuration of the minimum global energy. If agreed structmes between the 
configuration with the minimum global energy and the configuration with the 
minimum local energy can be distinguished, tliis should provide a substantial basis 
for the further optimization procedure towards achievirrg a possible minimum global 
energy.
The problem is now tmiied into how to obtain these agreed structures. Table 3-5 
compares a configuration with the minimum global energy and a configur ation witli 
the local minima. Only configiuations with the local minima can however be known 
after the optimization procedure and the configurations with the nrinimrun global 
energy are unknown in reality, and are supposed to be the final results of the 
optimization procedure.
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Table 3-5: The percentage of the agreed stiTictures between the 
configurations with the local minima and the minimum global energy
h 1 2 3 4 5
anus Image 1 0.8100 0.7919 0.7602 0.7919 0.7783
Image 2 0.8643 0.8643 0.8643 0.8643 0.8643
appendix Image 3 0.5882 0.5747 0.5656 0.5656 0.5747
Image 4 0.6667 0.6804 0.6530 0.6941 0.6621
large
intestine
Image 5 0.9065 0.9065 0.9065 0.9065 0.9065
Image 6 0.7546 0.7500 0.7500 0.7500 0.7500
oesophagus Image 7 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8
Image 8 0.7104 0.7104 0.7059 0.7059 0.7104
small
intestine
Image 9 0.7639 0.7639 0.7639 0.7639 0.7731
Image 10 0.5780 0.5596 0.5780 0.5550 0.5459
stomach Image 11 0.5825 0.5340 0.5194 0.5728 0.5194
Image 12 0.5837 0.5792 0.5837 0.5611 0.6063
Table 3-5 (continue)
h 6 7 8 9 1 0
anus Image 1 0.7738 0.7466 0.7873 0.7919 0.7828
Image 2 0.8643 0.8643 0.8643 0.8643 0.8643
appendix Image 3 0.5656 0.5747 0.5747 0.5747 0.5747
Image 4 0.6758 0.6849 0.6804 0.6804 0.6712
large
intestine
Image 5 0.9065 0.9065 0.9065 0.9065 0.9065
Image 6 0.7546 0.7546 0.7500 0.7500 0.7500
oesophagus , Image 7 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8
Image 8 0.7149 0.7104 0.7149 0.7059 0.7104
small
intestine
Image 9 0.7639 0.7454 0.7639 0.7639 0.7454
Image 10 0.5734 0.5321 0.6055 0.5642 0.5367
stomach Image 11 0.5631 0.5437 0.5583 0.5437 0.5680
Image 12 0.5837 0.5656 0.5656 0.5882 0.5973
Table 3-6 lists the percentages of the agreed structures between two configurations 
with the minimum local energy and a configuration with the minimum global energy. 
Comparing Table 3-5 with Table 3-6, the percentages of agreed structuies do not 
decrease greatly. The following agreedJnitialization algorithm (see Figure 3-32, 
adapted from Fig.3. in [110]) is therefore applied to obtain possible global minima as 
the basis of the configuration from two arbitrary configurations in teims of the above 
heuiistics.
The derived new configuration has two advantages: one is to provide a new good 
basis for the steepest descent algoritlmi; the other advantage is that the random
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probabilistic acceptance rate and agreed stmctnre analysis give the optimization 
process an oppoitunity to disturb towards the global minima.
Table 3-6: The percentage of the agreed structures of two arbitrary 
configurations of an image with the local minima and the configuration with 
the minimum global energy
h 1 ,2 ,global 3,4,global 5,6 ,global 7,8 ,global 9,10,global
anus Image 1 0.7692 0.7557 0.7738 0.7376 0.7738
Image 2 0.8643 0.8643 0.8643 0.8643 0.8643
appendix Image 3 0.5747 0.5656 0.5656 0.5747 0.5656
Image 4 0.6667 0.6438 0.6301 0.6758 0.6575
large
intestine
Image 5 0.9108 0.9108 0.9108 0.9108 0.9108
Image 6 0.7500 0.7500 0.7500 0.7500 0.7500
oesophagus Image 7 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8 0 . 8 6 8 8
Image 8 0.7104 0.7059 0.7014 0.7059 0.7059
small
intestine
Image 9 0.7639 0.7639 0.7593 0.7407 0.7454
Image 10 0.5321 0.5046 0.5321 0.5183 0.4954
stomach Image 11 0.5000 0.5049 0.5194 0.5243 0.5437
Image 12 0.5339 0.5204 0.5701 0.5339 0.5656
=comb_initilization )
{
for i =1 to N {
if = = if^ '^  ) && (rand[0 ,l] < 1 -r  )
else
4 '^  ^ -  rand(C l = {Wi, W2 ,.• • > } ) 5
end
}
return
Figure 3-32: The agreed_initialization algorithm
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The MC_OOI_CSA method is described in Figure 3-33. Organ information is 
detected through the hierarchical classification method, and then a coiTesponding set 
of the candidate labels is obtained from the knowledge elicitation subsystem. A 
group of initial configurations is set randomly as multiple starting points using the 
organ guided candidate set. During each loop, two arbitrary configurations go 
tlnough the combJ,nitilization and a new configuration is derived. The new 
configuration will be fed into the steepest_descent_with_organ to generate a possible 
better image interpretation, and then irpdate the set of configurations. The loop will 
continue until all the configiuations become the same or the number of iterations 
exceeds a limitation.
MCCSA_algorithm ( )
{
organ = the hierarchical organ classifier ( ) ;
= {^1 . ^ 2  1  5
initial ML = { / " > , / W  ;
iteration_no = 0 ; 
change = 1 ;
while (iteration_no < teiination_no && change -  =1 )
{
[/(*’),/(*)]= random_selection(ML);
(^0 ) =comb_initilization );
I* = steepest_descent_with_organ(organ,
/™"=min ML\
if I* <
replace using /* in ML
if g/0 ) jU) cliange=l;
}
return arg ;
Figure 3-33: The MC_OOI_CSA algorithm
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Chapter 4 Evaluation
Chapter 3 describes a systematic method for supporting intelligent semantic content 
recognition in a large-scale image database. This chapter will evaluate the proposed 
method in the large-scale histological image database which has been analyzed in the 
beginning of Chapter 3. In order to demonstrate the effectiveness of combining 
multiple classifiers to deal with complicated visual varieties of numerous semantic 
featuies, experiments will first be carried out to compare a single classifier versus the 
multiple classifier combination method in Section 4.1 The fixed mles such as the 
averaging mle, the multiplying inle, the maximum mle, the minimum inle and 
majority-voting rule will also be compared to empirically explain why the averaging 
rule is adopted in the proposed method to estimate local regions.
The domain knowledge including the global information of images and spatial 
contextual relationships will be introduced into a MRF-based model, which has been 
implemented and optimized by the MC_OOI_CSA method. The experiments will 
compare the multiple classifier combination method with the MRF-based model, 
demonstrating the importance of intioducing knowledge into the intelligent semantic 
analysis of image inteipretation as approach to the statistical pattern recognition 
methods described in Section 4.2.
The proposed method can, in addition to the automatic annotation of images, also be 
used in other high-level application tasks, such as semantic based image retrieval or 
filtering, where semantics play an important role. As an example, as described in 
Section 4.3, a semantic based image rehieval system will be developed to evaluate 
the automatic semantic content recognition method proposed in this research.
4.1 Combining Multiple Classifiers versus Individual Classifiers
The histological image collection and its coiTesponding 56 categories (see 
APPENDIX-B) are used to test the proposed calculation method o f beliefs for
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combining multiple classifiers. The database is randomly divided into tlnee subsets 
without considering the quantity of the testing data in individual classes: tiaining 
dataset (2754 samples), testing dataset 1 (2528 samples) and testing dataset 2 (2511 
samples). To avoid inaccurate belief estimations caused by over-training, the training 
dataset is extracted as different visual featuies to train the individual classifiers, the 
none-overlapping testing dataset 1  is used to generate the confusion matrices of the 
base classifiers, and testing dataset 2 is applied to test the afore-mentioned idea. The 
details about the design of the base classifiers and the belief calculation method have 
been discussed.in Section 3.3. Three low-level featuies are extracted: the colour 
histogram (#1), the texture feature extracted by the Gabor filters (#2) and the texture 
feature from the wavelet transform (#3). Correspondingly, three multi-class SVMs 
are initialized and trained on these feature sets.
The experimental results of individual classifiers and the averaging method are 
shown in Table 4-1. Semantic features are symbolized by numbers for example, ‘1’ 
means ‘adipose tissue’ and ‘2’ means ‘anus: stratified squamous epithelium’. The 
corresponding relationships between these semantic featuies and the numbers are 
reported in APPENDIX-B. The first thiee columns (#l-#3) demonstrate the 
performance of the individual classifiers. The accuracy of the base classifiers is not 
high enough to be reliable, and each classifier perfoims better in some categories 
than in others. Different belief estimation methods, Function (3-29) and (3-30), are 
respectively applied to the average combination strategy (Function (3-35)). The 
belief of making the final decision is to assign a pattern x to class j  (; =1,2 ,...A^+1),
which meets the criteria: bU) = max b{i) . The detailed comparison between the two/=!
calculation methods of beliefs for combining multiple classifiers using the averaging 
rule is reported in the last two columns of Table 4-1. The averaging method using the 
beliefs calculated in Function (3-29) even leads to a worse performance than some of 
the base classifiers, but the averaging combination strategy based on the improved 
algorithm (3-30) achieves the best performance in categorizing most of the classes.
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Table 4-1; the experimental results of the individual classifiers and 
averaging methods by applying Function (3-29) and (3-30) in test dataset 2
Semantic
category
# 1 # 2 #3 Average
(3-29)
Average
(3-30)
1 0.66667 0.48148 0.59259 0.55556 0.48148
2 0.75 0.7 0.75 0.75 0 . 8
3 0.25 0.25 0.5 0 0
4 0.85714 0.80952 0.80952 0.85714 0.90476
5 0.58333 0.58333 0.5 0.70833 0.79167
6 0.88571 0.97143 0.94286 1 1
7 0.44444 0.44444 0.33333 0.55556 0.61111
8 0.28571 0 0.28571 0.28571 0.71429
9 0.25 0.25 0.25 0.25 0.25
1 0 0.5 0.33333 0.33333 0.16667 0.66667
1 1 0.78431 0.52941 0.66667 0.66667 0.78431
1 2 0.65455 0.70909 0.65455 0.70909 0.7Ï818
13 0.5 0.125 0.125 0.375 0.5
14 0.16667 0.16667 0.5 0.33333 0.5
15 0.66667 0 . 6 0.66667 0.7 0.66667
16 1 1 1 1 1
17 0.78947 0.88421 0.86316 0.88421 0.85263
18 0.61538 0.74359 0.79487 0.79487 0.79487
19 0 . 2 2 2 2 2 0.55556 0.66667 0.55556 0.66667
2 0 0.54 0.5 0.54 0.56 0.46
2 1 0.42857 0.14286 0.21429 0.21429 0.57143
2 2 0.87755 0.81633 0.81633 0.87755 0.93878
23 0.57143 0.52381 0.42857 0.57143 0.57143
24 0 . 2 0 . 2 0.4 0 . 2 0 . 6
25 0.51852 0.64198 0.46914 0.61728 0.62963
26 0.34146 0.41463 0.41463 0.36585 0.58537
27 0.76974 0.86184 0.81579 0.92105 0.86842
28 0.55319 0.57447 0.53191 0.65957 0.48936
29 0.46032 0.65079 0.66667 0.7619 0.5873
30 0.90566 0.9434 0.98113 1 0.98113
31 0.38095 0.33333 0.47619 0.38095 0.52381
32 0.71429 0.85714 0.57143 0.57143 0.71429
33 0.87879 0.87879 0.84848 0.87879 0.87879
34 0.89773 0.81818 0.875 0.93182 0.89773
35 0.90062 0.9441 0.8882 0.9441 0.96168
36 0.9 0.4 0.7 0.7 0.9
37 0.40625 0.53125 0.53125 0.5625 0.65625
38 0.30769 0.73077 0.65385 0.73077 0.80769
39 0.94737 0.73684 0.73684 0,94737 0.94737
40 0 . 1 1 1 1 1 0.27778 0 . 2 2 2 2 2 0 0
41 0 . 8 0.5 0 . 8 0.5 0 . 8
42 0.84884 0.84884 0.82558 0.88372 0.89535
43 0 . 2 0 . 2 0 0 0 . 2
44 0.42857 0.53061 0.36735 0.44898 0.53061
45 0.36111 0.41667 0.33333 0.52778 0.5
46 0.83654 0.79808 0.82692 0.875 0.84615
118
Chapter 4. Evaluations
47 0,47887 0.46479 0.47887 0.4507 0.33803
48 0,64407 0.44068 0.47458 0.50847 0.59322
49 0.95341 0.96416 0.96057 0.99283 0.91756
50 0.63636 0.18182 0.36364 0.18182 0.45455
51 0.30769 0.5 0.26923 0.30769 0.57692
52 0.63462 0.5 0.44231 0.55769 0.71154
53 0.4557 0.49367 0.56962 0.58228 0.59899
54 0.81818 0.72727 0.90909 0.90909 0.90909
55 0.53846 0.53846 0.46154 0.23077 0.84615
56 0.27273 0.18182 0.45455 0.18182 0.63636
accuracy o f categoiy i = the number o f  samples are correctly classified in category i the number o f  samples in categoiy i
This experiment also demonstiates the capability of combining multiple classifiers to 
process a number of semantic features with various visual varieties. In other words, 
individual classifiers normally obtain different levels of accuracy in detecting various 
semantic classes. The combination approach makes use of complementaiy 
information fiom base classifiers and achieves a more reliable and robust 
perfoimance.
The performance of the individual classifiers implies that the a posteriori probability 
is not well estimated. The averaging combination strategy is therefore adopted as the 
method in calculating properties of local regions, as the averaging rule is the most 
resilient to error estimation when compared with other fixed mles such as the product 
mle, the maximum mle, the minimum mle and majority-voting mle. The calculation 
methods for the popular fixed mles are as follows:
The product mle is:
Massign x Wj i f  b{j) ~ max 77J~[ P(x  e w,. |% (%))
'■=1 A= 1
j  M K
where -  = ^ •1 1=1 k=\
(4 -1 )
The maximum rule is:
M Kassign x - y w j  i f  6 (y) = inax max f (% e w. (%)) (4-2)
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The minimum rule is:
assign i f  6 (y) = max m in f(x E  w, |e^(%)) (4 -3 )
The majority-voting rule chooses the categoiy with the largest votes. If  each vote is 
different from each other, the vote witli the largest value of the belief will be chosen 
as the final decision according to the previous experience; that is the confidence 
estimation on testing data.
Table 4-2 shows the performance of the fixed rules: the average rule, the product rule, 
the maximum rule, the minimum mle and the majority-vote mle using test dataset 2 . 
The averaging rule achieves the best performance in most of categories. Tliis has 
empirically proven the reason why the averaging mle is used in calculating 
properties of local regions.
Table 4-2: The experimental comparison of the fixed mles on test dataset 2
Semantic
category
Average Product Maximum Minimum Majority-
vote
1 0.48148 0.51852 0.62963 0.51852 0.59259
2 0 . 8 0.75 0 . 8 0.75 0 . 8
3 0 0 0 0 0.25
4 0.90476 0.71429 0.80952 0.66667 0.85714
5 0.79167 0.625 0.66667 0.54167 0.625
6 1 0.88571 1 0.88571 1
7 0.61111 0.61111 0.58333 0.5 0.55556
8 0.71429 0.14286 0.71429 0.14286 0.57143
9 0.25 0.25 0.5 0.25 0.5
1 0 0.66667 0.33333 0.83333 0.33333 0.5
1 1 0.78431 0.66667 0.92157 0.66667 0.78431
1 2 0.71818 0.63636 0 . 6 0.52727 0.69091
13 0.5 0.125 0.5 0.125 0.375
14 0.5 0.16667 0.5 0.16667 0.33333
15 0.66667 0.66667 0.66667 0.66667 0.66667
16 1 0.83333 1 0.83333 1
17 0.85263 0.82105 0.77895 0.76842 0.87368
18 0.79487 0.79487 0.79487 0.76923 0.79487
19 0.66667 0.33333 0.66667 0 . 2 2 2 2 2 0.66667
2 0 0.46 0.44 0.42 0.3 0.5
2 1 0.57143 0.28571 0.71429 0.42857 0.42857
2 2 0.93878 0.81633 0.93878 0.77551 0.87755
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23 0.57143 0.42857 0.57143 0.42857 0.57143
24 0 . 6 0.4 0.8 0.4 0 . 2
25 0.62963 0.59259 0.51852 0.30864 0.61728
26 0.58537 0.58537 0.63415 0.60976 0.58537
27 0.86842 0.82237 0.80921 0.73684 0.90132
28 0.48936 0.53191 0.44681 0.46809 0.61702
29 0.5873 0.60317 0.49206 0.46032 0.68254
30 0.98113 0.96226 1 0.9434 1
31 0.52381 0,47619 0.52381 0.42857 0.52381
32 0.71429 0.57143 0.71429 0.57143 0.71429
33 0.87879 0.84848 0.90909 0.81818 0.87879
34 0.89773 0.89773 0.81818 0.79545 0.89773
35 0.96168 0.8882 0.87578 0.79503 0.93168
36 0.9 0 . 8 0.9 0.8 0.7
37 0.65625 0.5625 0.65625 0.5625 0.59375
38 0.80769 0.76923 0.80769 0.65385 0.76923
39 0.94737 0.84211 0.94737 0.84211 0.94737
40 0 0.16667 0.22222 0.22222 0.22222
41 0.8 0.8 0.7 0.8 0.8
42 0.89535 0.82558 0.88698 0.7093 0.87209
43 0.2 0 0.2 0 0
44 0.53061 0.38776 0.53061 0.30612 0.53061
45 0.5 0.61111 0.5 0.63889 0.55556
46 0.84615 0.83654 0.81731 0.71154 0.86538
47 0.33803 0.46479 0.1831 0.32394 0.52113
48 0.59322 0.45763 0.64407 0.50847 0.55932
49 0.91756 0.91398 0.90323 0.90323 0.98208
50 0.45455 0.27273 0.54545 0.27273 0.36364
51 0.57692 0.53846 0.69231 0.57692 0.42308
52 0.71154 0.67308 0.75 0.48077 0.59615
53 0.59899 0.56962 0.56962 0.44304 0.5443
54 0.90909 0.54545 0.90909 0.54545 0.90909
55 0.84615 0.76923 0.84615 0.76923 0.61538
56 0.63636 0.18182 0.63636 0.27273 0.54545
4.2 Markov Based Model versus the Multiple Classifier 
Combination
The detection of the semantic content of an image is constrained by two types of 
knowledge: the relationships bridging local and global information and the spatial 
relationships between local regions. These intrinsic constraints and knowledge 
greatly help to detect the semantics rather than only to rely on the local properties of 
isolated regions.
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The advantages of combining the multiple classifiers have been proved theoretically 
and experimentally in the previous sections. The experiments designed in this section 
will further empirically prove the importance and effectiveness of integrating domain 
knowledge (especially the global infoimation and spatial contextual relationships) in 
the semantic analysis moving towards an optimal solution for image interpretation. 
In particular, the Markov based model is proposed as a computational fiamework to 
integrate domain knowledge and multiple classifiers, and additionally the 
MC_OOI_CSA method is implemented to optimize the solution for the MRF-based 
model.
The experiments are therefore designed in two parts: one is to use the multiple 
classifier combination method to detect semantic features in an image; the other is to 
use the MRF-based model to do the same work. Experts first manually annotated 
some images as the criteria to compare and evaluate the results fiom the automatic 
detection (see examples in Figuie 4-1). The first experiment only applies the multiple 
classifier combination method on each block without considering its neighbours and 
the global information of a whole image. In order to compare with original manual 
amiotations from the experts, the same images are shown in Figure 4-2. The spatial 
contextual relationships and the organ origin information are added into a MRF- 
based model optimized by the MC_OOI_CSA algorithm (see Section 3.5 for details 
of the algoritlmi). Parameters of the single-clique functions are estimated by applying 
the multiple classifiers and knowledge is elicited using the knowledge elicitation 
subsystem. It is assumed that organ origin infoimation is already known for each 
image. Figure 4-3 illustrates the final interpretation results output from the MRF- 
based model. Two images are illustrated in this section and more examples from 
different organs have been shown in APPENDIX-E.
Figure 4-2(a) is an image taken from the anus, where Tumen’ (labelled as ‘30’ 
enclosed by a green colour) and ‘anus: lamina propria’ (labelled as ‘6 ’ enclosed by a 
blue colour) are easily identified because of its comparatively stable visual attributes 
and achieve good performance. The middle area of this figure is however mislabelled 
in most of regions due to complicated visual variety. Multiple classifier combination 
only detects semantic labels based on local regions, so two types of error or conflict
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will happen: one is global conflicts (these conflicting labels may suggest that the 
image comes from more than one organ) and the other is neighbour conflicts (the 
detected label matrices o f an image may disagree with its neighbours). For example 
on Figure 4-2(a), labels enclosed by a red colour suggest that the image is taken from 
the small intestine and labels outlined by a blue colour only belong to the anus. 
Looking at Figure 4-2(a) from a neighbourhood system, anus-lamina propria (labelled 
as ‘6’) is impossibly next to large intestine-junction o f colon glands and muscularis 
mucosae (labelled as ‘28’ enclosed by an orange colour).
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Figure 4-1: Example images with labels manually annotated by experts 
‘O’s on the images mean some regions unnoticed by the experts.
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(a) B93-00317-01.4A .S6.X 5.4.jpg (anus)
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(b) B98-02934-1.2.S4.X 5.8.jpg (oesophagus)
Figure 4-2: Example images labelled by the multiple classifier 
combination method
‘O’s on the images mean some regions rejected by the 
combination method because o f low values o f beliefs.
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Figure 4-3: Example images labelled by the MRF-based model
Traditional multiple classifier combination approaches do not consider information 
from a global view and a neighbouring system, therefore the above two types o f  
conflict cannot be solved by combining multiple classifiers. With the introduction o f  
global knowledge and spatial contextual information in the MRF-based model, the 
above conflicts can be solved. Meanwhile the MRF-based model is with parameters 
estimated from combining multiple classifiers, so the advantages o f multiple 
classifier combination are also integrated into the MRF-based model. Compared with 
Figure 4-2(a), detected labels on Figure 4-3(a) are consistent in a global view and
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results detected by the Markov model is more close to coiTect annotation. The 
detected labels in Figure 4-3(a) are possible candidate labels from the anus. A cui-ved 
region of anus-Junction of lumen and keratinised squamous epithelium (labelled as 
‘5’ outlined by a yellow coloui) are validly adjacent to lumen (labelled as ‘30’ 
enclosed by a green colour) and anus; stratified squamous epithelium (labelled as 
‘2 ’).
The perfomiance for the second image (from the oesophagus) has also improved 
after the optimization of the MRF-based model. Some labels (for example ‘50’,‘52’, 
‘53’ and ‘56’ enclosed by a red colour) on Figure 4-2(b) suggest that the image is 
fr om the stomach and this conflicts with some labels (for example ‘35’, ‘36’ and ’37’) 
from the oesophagus. Some labels are not consistent with their neighbours; for 
example, oesophagus-epithelium (represented as ’35’) is valid to appear in an image 
from oesophagus, but the regions outlined by a blue colom* are not suited to their 
surroundings on Figure 4-2(b). These errors are coixected to more coherent 
inteipretation results after the MRP model (see Figure 4-3(b)).
The MRF-based model achieves a better performance through comparing three sets 
of images labelled with semantic features (represented by numbers). The accur acy of 
some images including examples in this section and in APPENDIX-E is smnmarized 
in Table 4-3 in order to have a general overview of the performance of the MRF- 
based model and the multiple classifier combination (MCC). It is obvious that the 
MRF-based model achieves robust and reliable performance because of the 
application of domain knowledge.
Table 4-3: Accuracy comparison between the MRF-based model and 
the multiple classifier combination method
Organ Name of image MCC MRF
Anus B93-00317-01.4A.S6.X5.4.jpg 0.6516 0.8643
B94-10682A.Sl.X5.4,ipg 0.5928 0.6742
Appendix B92-09506-01.1.81 .X5.4.jpg 0.1674 0.6742
B97-09997-3.S15.X5.4.ipg 0.1689 0.6804
Large
intestine
B93-00317-01.3A.Sl .X5.4.jpg 0.2917 0,7546
B93-00317-01.3A.S7.X5.4,ipg 0.3756 0.6335
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oesophagus B98-02934-1.2.S4.X5.8.jpg 0.5430 0.7014
B97-00078-01.5.S6.X5.4,ipg 0.5566 0.6380
Small
intestine
B98-00007-2.2.S 11 .X5.4.jpg 0.4332 0.7604
B96-0075 l-02.4.S5.X5.4,ipg 0.2127 0.5656
stomach B98-05229-1.2.s8.x5.8.jpg 0.3238 0.5095
B97-07019-1.5a.s4.x5.8,jpg 0.5656 0.6561
accuracy - the number o f blocks detected correctly in an image the total number o f blocks with manual labels in an image
4.3 Semantic Based Image Retrieval
This section will demonstrate how the automatic semantic content recognition can 
help semantic based image retrieval. Two types of similarity measurement [27] are 
designed to compare local neighbom* pattern of semantic labels and semantic label 
frequency distribution. Neighbourhood Similarity (NS) uses a matrix with size 56x56 
to record the co-occurrence frequencies of the 56 histological categories on a four- 
node neighbour system. Each element n{ij) of the co-occurrence matrix records how 
many times label i is next to label j  in an image. The similarity [27] between a query 
image and an image in the database is calculated as follows:
N Nsimilarity = Z Z  M (/, j) s  - (i,y>,.y=ii=i (4-4)
N (4-5)
where N  is the number of the semantic categories, which equals to 56 in this case and 
is the number of the second-order cliques in an image, s  ^ and are the scaling
factors to eliminate the influence of the trivial ‘Lumen’ feature in the query and 
retrieved images, respectively.
- Wi -W i (4-6)
127
Chapter 4. Evaluations
where w, and are the total number o f regions and the number o f regions labelled 
with the Lumen feature respectively. Figure 4-4 illustrates some examples o f image 
retrieval by applying the NS similarity measurement. The first position on the 
retrieved ranking list is reasonably the query image itself.
(c) (d)
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V .
(e) (0
Figure 4-4: Examples of NS similarity measurement
(a), (c), (e): query images
(b), (d), (f): retrieved images
Semantic label frequency distribution similarity (SLDS) [27] counts the frequencies 
of the 56 histological labels detected in an image. The SLDS measurement is defined 
as:
N
i=\similarity = Z  (J)Sg ~ Fr (O- r^ (4-7)
N (4-8)
where N  is the number of the semantic categories, F^{i) and F^{i) are the
frequencies of histological label i occurring in the query image and target image in 
the database, and is the total number of the first-order cliques in an image, and
are defined same as Function (4-6). Figure 4-5 shows some retrieval examples by 
applying the SLDS measurement.
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bSe4Xn07-3.2.i11.x5.4.ji»
SU)SiNSi«*ntv«
(a) (b)
7-01 4«iG&)6 4jp9
(c)
% y- '
(d)
(e) (f)
Figure 4-5: Examples of SLDS similarity measurement
(a), (c), (e): query images
(b), (d), (f): retrieved images
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Although the performance of the image retrieval is, to some extent, subjective, a 
measure of system performance is still necessary and is defined using the following 
method. Only N (=5) images on the first N positions of the ranking list are taken into 
the calculation as:
1 ^measure _ o f  _  goodness = — E Q  (4-6)N  /=i
where
{N + 1 - î i f  C; is the correct answer
^ ' = | o  otherwise (4-7)
It should be noted that the original query image always appears at the first position 
and it is ignored fr om the ranking list when the measure_of__goodness is calculated. 
Points are awarded if  the correct image appears in the first N  positions. In an ideal 
situation, the first N  positions are positive retrieved images and the 
measure_of_goodness equals to 3. In a worst situation where the first N positions are 
negative samples, the measure_of^oodness should be 0. An experiment has been 
carried out to evaluate the measure_of_goodness. The average measure_of_goodness 
of the NS measurement is 2.36, and the average measure_of_goodness of the SLDS 
measurement is 2.44. The retrieval performance depends on the performance of 
automatic semantic detection and the design of similarity measurements.
4.4 Summary
This chapter described the recognition performance of the individual classifiers, the 
multiple classifier combiners and the Markov based model. Empirical results proved 
that detection performance increased with integrating more and more domain 
knowledge. These experiments also proved the efficiency of the developed method in 
a large-scale image database because this type of large-scale histological image 
database was tested with promising results as being a representative with various
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subtle visual differences along numerous different semantic categories. The 
automatic semantic content recognition method was also applied to the semantic 
based image retrieval system and demonstrates encouraging performance.
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Chapter 5 Conclusions and Future Work
5.1 Conclusion
The popular applications of new digital technologies and the Internet will inevitably 
require efficient and effective methods of retrieving images at different levels of 
contents ranging from primitive content and semantic content. Image retrieval based 
on low-level features has been comprehensively studied in recent decades [2-3]; 
however, semantics are more desirable in high-level image retrieval tasks and only 
limited research has been done in this field of semantic based image retrieval (SBIR). 
The semantic functionality required by SBIR should be able to encode the 
interpretations of an image that may be relevant to a particular application. The great 
difficulty of SBIR is how to bridge the semantic gap between low-level features and 
high-level features. The broader an image database, the more fomiidable the 
challenges become.
Tliis thesis has first explored and reviewed techniques related to SBIR including 
semantic content recognition and high-level similarity measmement. Semantic 
content recognition for a large-scale image database is a challenging and open 
research field. Teclmiques fiom pattern recognition, such as multiple classifiers and 
corresponding combination strategies, reasoning mechanisms and domain knowledge, 
provide possible paths to overcome some of the problems, but none of them can 
reach a perfect solution. Most semantic related applications have focused on a 
comparatively small range of images with a limited number of semantic features 
because of the difficulties of automatically explaining many semantic features with 
unpredictable and complicated visual varieties in a large-scale image database. The 
main contribution of this thesis has been to provide a systematic and foimal method 
which combines these teclmiques to obtain an original solution to the problem of 
semantic content recognition in a large-scale image archive.
The single classifier approach has failed to solve this problem; multiple classifiers
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have been explored to provide an approach to analyzing different visual features and 
applying different pattern recognition techniques, in order to provide complementary 
information to reach a final decision. A general and precise computation method for 
beliefs based on confusion matrices of individual classifiers has been proposed, 
which provides the basic infoimation for combining multiple classifiers at different 
levels (the abstract level, rank level and measurement level) as well as providing 
knowledge for a further semantic reasoning model. A foimal computation method is 
given and the experimental results are encouraging, with improved generalization 
performance and better classification performance.
Combining multiple classifiers does, however only provide a reliable and robust 
estimation of local regions. Domain knowledge also plays an important role in the 
semantic analysis of images. For generic applications, the choice of domain 
knowledge is important. Global infoimation of a whole image and spatial contextual 
information have therefore been chosen, as they are comparatively ubiquitous and 
important in image interpretation in many application domains. The generalization of 
the domain knowledge has been discussed. A knowledge elicitation subsystem is 
applied to acquire the knowledge and integrate it into a computational fiamework: a 
MRF-based model.
A large-scale histological image database is used as a test-bed in this thesis, so the 
global information of an image is its source in the body, that is the organ origin 
information; the detailed histological features then have intrinsic spatial constraints. 
Noimally the domain knowledge greatly helps the semantic analysis of images in 
human recognition systems as well as machine-based recognition systems. Effective 
application of domain knowledge becomes another important issue. A computational 
framework, a MRF-based model, is proposed to fonnalize the domain knowledge 
with parameter estimations fiom the multiple classifier combination. Basing on the 
proposed MRF-based model, an implementation of an optimization method, 
MC„OOI_CSA, has been proposed based on the organ origin information and agreed 
stiuctuie analysis.
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A  systematic method for automatic semantic content recognition has been proposed 
based on theories and techniques from multiple classifiers, combination strategy, 
knowledge acquisition and representation, and semantic analysis. Experiments have 
referred on a large-scale histological image database, where there are numerous 
semantic features with complicated visual varieties. The experiments have 
empirically proven the proposed method with promising results. SBIR is one of the 
important applications using the proposed semantic content recognition mechanism. 
In this thesis, the effectiveness of semantics using the proposed method of SBIR has 
been evaluated and has also encouraging experimental results.
5.2 Future Research
A prototype system for semantic content recognition in a large-scale medical image 
database has been proposed in this thesis; there is still some work to be done in the 
future. It has been suggested that to apply multiple classifiers to map low-level 
features to high-level concepts may improve the recognition performance. More 
visual feature descriptors need to be explored and different classification teclmiques 
should also waiTant further investigation.
In this research, the number of semantic featur es was known in advance. Study of a 
more generic situation where semantic features are unpredictable and unsupeiwised 
therefore requires further study, where unsupervised learning algoritlmis maybe 
supply a possible solution.
Providing a set of training samples with manual labels for supeiwised training is 
time-consuming, especially in large-scale databases, where a large, diverse and 
sufficiently representative training dataset is needed. To alleviate the burden of 
labellmg large data set, the use of partly labelled training data also seems a promising 
research direction for further work [137-138]. For example, Naphade [122, chapter 6] 
has proposed a method, where an unsupervised clustering algoritlun is used to find a 
small number of representative images fiom the dataset and users need only label 
these images. A modified expectation maximization (EM) algoritlmi is used to
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account for the unlabelled training in conjunction with the labelled data. In this way, 
a small number of labelled data and a large set of unlabelled data will be used in the 
supeiwised training stage.
Normal combination strategies are based on strict assumptions and require a great 
diversity of the ensemble of classifiers. In this thesis, obtaining the diversity of 
individual classifiers is intuitively explained. However, the precise theoretical 
measurement and analysis of such a diversity of the ensemble of classifiers and the 
use of this information to help the design of classification methods and combination 
approaches are potentially interesting directions for the future.
Another concern is the need to evaluate the proposed automatic content recognition 
method in more application domains, as this method has only been tested in a large- 
scale histological image database. In addition to the automatic amiotation of 
unknown images and semantic based image retrieval, the proposed method has 
considerable potential to be applied to and integrated in other high-level application 
tasks such as semantic web filtering and indexing, surveillance, image management 
and teaching.
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Appendix A: 77 Categories Defined along the GI Tract in [27]
adipose tissue 
lymph nodule 
blood vessel (not empty) 
blood vessel (empty) 
blood
lymphatic vessel
vein
lumen
lamina propria
comiective tissue
comiective tissue (loose)
muscle: tight smooth in mass
muscle: loose smooth in mass
muscle: loose bundle
muscle: fine muscularis mucosae
junctions: lamina propria and loose muscle
junctions: lamina propria and tight muscle
junctions: lamina propria and fine muscularis mucosae
junctions: submucosa and loose muscle
junctions: submucosa and tight muscle
junctions: submucosa and fine muscularis mucosae
junctions: muscularis externa and serosa/adventitia
junctions: serosa and outside
oesophagus: stratified squamous epithelium
oesophagus: junction : lumen and stratified squamous epithelium
oesophagus: junction: stratified squamous epithelium and lamina propria
oesophagus: junction: stratified squamous epithelium and muscularis mucosae
oesophageal glands
stomach: cardia glands
stomach: foveolae (surface)
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Stomach: foveolae (middle)
stomach: foveolae (long)
stomach: focal oedema
stomach: fundus glands
stomach: junction: lumen and foveolae
stomach: junction: lumen and focal oedema
stomach: junction: fundus glands and muscularis mucosae
stomach: junction: fundus glands and lamina propria
stomach: junction: cardia glands and muscularis mucosae
stomach: junction: foveolae and fundus glands
stomach: junction: fundus glands and submucosa
small intestine: Bruimer’s glands
small intestine: intestinal glands (ovoid)
small intestine: intestinal glands (round)
small intestine: intestinal glands (long)
small intestine: villi (cross)
small intestine: villi (long)
small intestine: villi (flat)
small intestine: villi (empty)
small intestine: junction: lumen and villi
small intestine: junction: intestinal glands and muscularis mucosae
small intestine: junction: intestinal glands and submucosa
small intestine: junction: intestinal glands and lamina propria
large intestine: round Colon glands
large intestine: long Colon glands
large intestine: ovoid colon glands
large intestine: caecum mucosa glands
large intestine: junction: colon glands and lamina propria
large intestine: junction: Imnen and colon glands
large intestine: junction: colon glands and muscularis mucosae
appendix mucosa
appendix mucosa (round)
appendix lamina propria
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appendix muscularis mucosae
appendix muscularis externa
appendix submucosa
appendix: junction: lumen and mucosa
appendix: junction: mucosa and muscularis mucosae
appendix: junction: lamina propria and muscularis mucosae
appendix: junction: muscularis mucosae and submucosa
appendix: junction: submucosa and muscularis externa
appendix: junction: muscularis externa and serosa
anus: stiatified squamous epithelium
anus: hair follicle
anus: junction: lumen and keratinised squamous epithelium 
anus: junction: stratified squamous epithelium and lamina propria 
anus: lamina propria
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Appendix B: 56 Semantic Features Used in this Research
1. a_tissue
2. an-epithelium
3. an-hair_follicle
4. an-j-epithelium. Lpropria
5. an-j -lumen.ks_epithelium
6. an-Lpropria
7. ap-j-lumen.mucosa
8. ap-j-mextema.serosa
9. ap-j-mucosa.m_mucosae
10. ap-j-smucosa.mextema
11. ap-mextema
12. ap-mucosa
13. ap-smucosa
14. b_vessel_empty
15. b_vessel_not_empty
16. blood
17. c_tissue
18. c_tissue_l
19. js-serosa.outside
20. js-smucosa.f_m_mucosae
21. js-smucosa.t„mus
22. l_nodule
23. Lpropria
24. Lvessel
25. li-co_glands_long
26. li-co_glands_ovoid
27. li-co_glands_round
28. li-j-co_glands.m_mucosae
29. li-j-lumen.co_glands
30. lumen
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31. mus-f_m_mucosae
32. muS“l_bundle
33. mus-l_smooth_in_mass
34. muS“t_smooth_iii_mass
35. oe-epithelium
36. oe-glands
37. oe-j-epithelium.l_propria
38. oey-lumen.epithelium
39. si-b_glands
40. si-i_glands_long
41. si-i_glands_ovoid
42. si-Lglands_round
43. si-j-i_glands.Lpropria
44. si-j-i_glands.m_mucosae
45. si-j-lumen.villi
46. si-villLcross
47. si-villi_flat
48. si-villLlong
49. st-f_glands
50. st-focal_oedema
51. st-foveolae_long
52. st-foveolae_middle 
5 3. st-foveolae_smface
54. st-j-f_glands.Lpropria
55. st-j-f_glands.m_mucosae
56. st-j-lumen.focal_oedema
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Appendix C: Mapping between Organs and the Semantic Labels
Organ Semantic features
anus 1. a_tissue
2. an-epithelium
3. an-hair_follicle
4. an-j-epithelium.Lpropria
5. an-j-lumen.ks_epithelium
6. an-Lpropria
7. b_vesseLnot_empty
8. c_tissue
9. c_tissue_l
10. Lnodule
11. lumen
12. mus-1 bundle
appendix 1. a_tissue
2. ap-j-lumen.mucosa
3. ap-j-mextema.serosa
4. ap-j-mucosa.m_mucosae
5. ap-j-smucosa.mextema
6. ap-mextema
7. ap-mucosa
8. ap-smucosa
9. b_vessel_not_empty
10. blood
11. c_tissue
12. c_tissue_l
13. js-serosa.outside
14. Lnodule
15. Lpropria
16. lumen
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17. mus-l_bundle
18. mus-l_smooth_in_mass
19. mus-t_smooth_in_mass
large 1. a_tissue
intestine 2. b_vessel_not_empty
3. c_tissue
4. c_tissue_l
5. js-serosa.outside
6. js-smucosa.f_m_mucosae
7. js-smucosa.t_mus
8. Lnodule
9. li-co_glands_long
10. li-co_glands_ovoid
11. li-co_glands_round
12. li-j-co_glands.m„mucosae
13. li-j-lumen.co_glands
14. lumen
15. mus-f_m_mucosae
16. mus-l_bundle
17. mus-l_smooth_in_mass
oesophagus 1. b_vessel_not_empty
2. c_tissue
3. c_tissue_l
4. js-sniucosa.f_m_mucosae
5. Lnodule
6. Lpropria
7. Lvessel
8. lumen
9. mus-Lbundle
10. mus-Lsmooth_in_mass
11. mus-t_sniooth_in_mass
12. oe-epithelium
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13. oe-glands
14. oe-j-epitlielmm.l_propria
15. oe-j-Imnen.epithelium
small 1. a_tissue
intestine 2. b_vessel_not_empty
3. c_ tissue
4. c_tissue_l
5. js-smucosa.f_m_mucosae
6. Lpropria
7. Lvessel
8. lumen
9. mus-Lbundle
10. mus-Lsmooth_in_mass
11. si-b_glands
12. si-Lglands_,long
13, si-i_glands_ovoid
14. si-i_glands_round
15. si-j -i_glands. Lpropria
16. si-j-Lglands.m_mucosae
17. si-j-lumen, villi
18. si-villi_cross
19. si-villi_flat
20. si-villi_long
stomach 1. b_vessel_not_empty
2. blood
3. c_tissue
4. c_tissue_l
5. js-serosa.outside
6. js-smucosa.f_m_mucosae
7. Lnodule
8. Lpropria
9. Lvessel
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10. lumen
11. mus-f_m_mucosae
12. mus-l_bmidle
13. mus-l_smooth_in_mass
14. st-f_glands
15. st-focal_oedema
16. st-foveolae_long
17. st-foveolae_middle
18, st-foveolae_surface
19. st-j-f_glands.l_propria
20. st-j-f_glands.m_mucosae
21. st-j-lumen.focal_oedema
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Appendix D: Spatial Contextual Information
The spatial contextual information is summarized into the following lists in temis of 
the semantic featmes appearing in individual organs. The number of a sequence of 
the features uses the same as in APPENDIX-C. ‘ 1 ’ means two labels can be next to 
each other, otherwise ‘O’.
Anus:
No. 1 2 3 4 5 6 7 8 9 10 11 12
1 1 0 0 0 0 0 0 1 0 0 0 1
2 0 1 1 1 1 1 0 0 0 1 1 0
3 0 1 1 1 1 1 0 0 1 0 1 0
4 0 1 1 1 1 1 0 0 0 0 0 1
5 0 1 1 1 1 1 0 0 0 1 1 0
6 0 1 1 1 1 1 1 0 1 0 1 1
7 0 0 0 0 0 1 1 1 0 0 0 1
8 1 0 0 0 0 0 1 1 0 0 0 1
9 0 0 1 0 0 1 0 0 1 0 0 0
10 0 1 0 0 1 0 0 0 0 1 1 0
11 0 1 1 0 1 1 0 0 0 1 1 0
12 1 0 0 1 0 1 1 1 0 0 0 1
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Appendix:
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 1 0 0 0 1 1 1 1 1 0 1 0 1 1 1 1 1 1 1
2 0 1 0 0 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0
3 0 0 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0
4 0 0 0 1 0 0 1 1 0 0 0 0 0 1 1 0 0 0 0
5 1 0 0 0 1 1 0 1 0 0 0 0 0 1 0 0 0 0 0
6 1 0 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 0 0
7 1 1 0 1 0 0 1 1 0 0 0 0 0 1 1 1 0 0 0
8 1 1 0 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 1
9 1 0 1 0 0 1 0 0 1 0 1 1 1 0 1 1 0 0 0
10 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0
11 1 0 0 0 0 1 0 0 1 0 1 0 1 1 1 1 1 1 0
12 0 0 1 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0
13 1 0 1 0 0 1 0 1 1 0 1 1 1 0 0 1 0 0 1
14 1 1 0 1 1 0 1 1 0 0 1 0 0 1 1 1 0 0 0
15 1 1 0 1 0 1 1 1 1 0 1 0 0 1 1 0 0 0 0
16 1 1 0 0 0 1 1 0 1 1 1 0 1 1 0 1 0 0 1
17 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 1 0
18 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 1 1
19 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 1 1
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Large intestine:
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 1 0 1 1 0 0 1 0 0 0 1 0 0 0 1 1
2 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0
3 1 1 1 1 0 1 1 1 0 0 1 0 0 0 1 1
4 1 0 1 1 0 0 1 0 0 0 1 0 0 0 0 1
5 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
6 0 1 1 0 0 1 0 0 0 0 1 0 0 1 . 0 0
7 1 0 1 1 0 0 1 1 1 1 1 1 0 0 1 1
8 0 0 1 0 0 0 1 1 1 1 1 1 1 0 1 0
9 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0
10 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 1
11 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1
12 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0
13 0 0 0 0 1 0 0 1 1 1 1 1 0 1 1
14 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0
15 1 0 1 0 1 0 1 1 0 0 1 0 1 0 1 1
16 1 0 1 1 0 0 1 0 0 1 1 0 1 0 1 1
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Oesophagus:
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 1 0 0 0 1 0 0 0 0 0 0 0 1 0
2 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0
3 0 1 1 0 0 0 0 1 1 0 0 1 0 1 0
4 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
5 0 1 0 0 1 1 0 0 0 1 0 0 1 1 0
6 1 1 0 0 1 1 0 1 1 1 1 1 0 1 1
7 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 1 0 0 1 0 1 0 0 0 1 0 0 1
9 0 1 1 0 0 1 0 0 1 1 1. 1 0 1 0
10 0 1 0 1 1 1 0 0 1 1 1 0 1 1 0
11 0 1 0 0 0 1 0 0 1 1 1 0 0 0 0
12 0 1 1 0 0 1 0 1 1 0 0 2 0 1 1
13 0 1 0 0 1 0 0 0 0 1 0 0 1 0 0
14 1 1 1 0 1 1 0 0 1 1 0 1 0 1 1
15 0 0 0 0 0 1 0 1 0 0 0 1 0 1 1
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Appendix D
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 1 1 1 1 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0
3 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
4 1 1 0 1 1 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0
5 0 1 1 1 1 0 1 0 1 0 0 1 1 0 0 1 0 0 1 0
6 0 0 0 0 0 1 0 0 1 0 1 1 1 1 1 0 0 0 0 0
7 1 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0
9 0 0 0 0 1 1 0 0 1 0 0 0 0 1 1 1 0 0 0 0
10 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 1 0 0 0 0 1 1 1 0 1 0 0 0 0 0
12 0 0 0 1 1 1 0 0 0 0 1 1 1 1 1 1 1 1 1 1
13 0 1 0 0 1 1 0 0 0 0 1 1 1 0 0 1 0 1 1 0
14 0 0 0 0 0 1 0 0 1 0 0 1 0 1 1 1 0 1 1 0
15 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 0 1 1 0
16 0 1 1 1 1 0 0 0 1 0 0 1 1 1 0 1 0 1 1 0
17 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 1 1
18 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
19 0 0 0 0 1 0 0 0 0 0 0 1 1 1 0 1 1 1 1 1
20 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 1 1 1
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Stomach:
Appendix D
No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0
2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 1 0 1 1 1 1 0 0 1 0 0 0 1 1 0 0 0 0 0 1 0
4 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0
5 1 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
6 1 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 1 0
7 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0 0 1 0 0
8 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0
9 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
10 0 0 0 0 1 0 1 0 0 1 0 0 0 1 1 0 1 1 0 0 1
11 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0
12 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 1 0
13 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0
14 0 0 1 0 0 1 0 1 0 1 1 1 1 1 1 1 1 1 1 1 1
15 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 1 0 0 0 1
16 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0 0 1
17 0 0 0 0 0 0 0 1 0 1 1 0 0 1 1 1 I 1 1 0 1
18 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 1 1 0 1
19 0 0 0 1 0 1 1 1 0 0 1 1 0 1 0 0 1 1 1 1 1
20 1 0 1 1 1 1 0 0 0 0 0 1 1 1 0 0 0 0 I 1 0
21 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 1 1 1 0 1
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Appendix E: Automatic Semantic Detection by Combining Multiple 
Classifiers versus the MRF-based Model
As described in Section 4.2, experiments have been carried out to compare the 
multiple classifier combination and the MRF-based model in order to demonstrate 
the importance of domain knowledge and reasoning mechanism in automatic 
semantic detection. More examples from different organs are shown here. Figure E-1 
is original images overlapped with experts’ annotation and Figure E-2 shows the 
same images with detected results by combining multiple classifiers. The global 
information and spatial contextual knowledge are integrated into the MRF-based 
model with parameters estimated by combining multiple classifiers. Figure E-3 
illustrates its interpretation effectiveness of the MRF-based model implemented by 
the MC_OOI_CSA optimization algorithm (see Section 3.5 for details of the 
algorithm). The semantic features are represented in numbers (see APPENDIX-B).
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(a) B94-10682A.Sl.X5-4.jpg 
(anus)
(b) B92-09506-01.1.Sl.X5.4.jpg 
(appendix)
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(c) B97-09997-3.S15.X5.4.jpg 
(appendix)
(d) B93-00317-01.3A .Sl .X5.4.jpg 
(large intestine)
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(g) B98-00007-2.2.Sll.X5.4.jpg 
(small intestine)
(h) B96-00751-02.4.S5.X5.4.jpg 
(small intestine)
153
Appendix E
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(i) B98-05229-1.2.s8.x5.8.jpg 
(stomach)
(j) B97-07019-1.5a.s4.x5.8.jpg 
(stomach)
Figure E-1: Example images overlapped with experts’ annotation 
‘O’s on the images mean some regions unnoticed by the experts.
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(appendix)
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(appendix)
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(large intestine)
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(large intestine)
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(oesophagus)
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(g) B98-00007-2.2.Sll.X5.4.jpg 
(small intestine)
(h) B96-00751-02.4.S5.X5.4.jpg 
(small intestine)
1»»»
(i) B98-05229-1.2.s8.x5.8.jpg 
(stomach)
(j) B97-07019-1.5a.s4.x5.8.jpg 
(stomach)
Figure E-2: Example images labelled by the multiple classifier 
combination method
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‘O’s on the images mean some regions rejected by the 
combination method because of low values of beliefs.
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(g) B98-00007-2.2.Sll.X5.4.jpg 
(small intestine)
(h) B96-00751-02.4.S5.X5.4.jpg 
(small intestine)
a]
(i) B98-05229-1.2.s8.x5.8.jpg 
(stomach)
(j) B97-07019-1.5a.s4.x5.8.jpg 
(stomach)
Figure E-3: Example images labelled by the MRF-based model
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