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21 Introduction
In the book [3] Chapman & Cowling have presented a theory based on Boltz-
mann’s equation of monatomic gases. Some of the results one finds in section 2.
The Chapman-Enskog system is a hierarchy of conservation laws for the mass,
the momentum, the second moments, the third moments and so on. The hier-
archy of functions is denoted by Fi1···iN+1 and the conservation laws are as one
can see in [9, Chap. 2 (3.15)] or in this paper in equation (10.8)∑
j≥0
∂yjFαj −
∑
β∈{0,...,3}N+1
CβαFβ = fα for α ∈ {0, . . . , 3}
N
(1.1)
where β = i1 · · · iN+1. It is important to mention, that in this paper, except
section 2, the higher moments Fi1···iN+1 are defined as independent variables,
so that, for example, the pressure p and the internal energy ε are independent
from each other and not as in (2.5). Only a constitutive relation between them
based on Gibb’s relation is assumed, therefore we have the general form
Fk0 = ̺vk , Fk = ̺vk + Jk ,
Fkl0 = ̺vkvl + εkl , Fkl = ̺vkvl +Πkl ,
which includes Navier-Stokes equations. Also the higher equations with terms
for N ≥ 2 are in the same way a generalization of the Navier-Stokes equation.
The possible symmetry of Fi1···iN+1 only refers to the first N indices.
The higher moments Fi1···iM , here M = N + 1, satisfy an identity for different
observers which is crucial for the entire theory. This identity says that Fi1···iM
are contravariant M -tensors (see definition (1.4))
Fi1···iM ◦Y =
∑
i¯1,...,¯iM≥0
Yi1 ′ i¯1 · · ·YiM ′ i¯MF
∗
i¯1···¯iM (1.2)
as in (2.8) and (10.3). This means that one has an observer transformation
between two observers y = Y (y∗), where, to have a common description, y ∈ R4
are the time and space coordinates of one observer and y∗ ∈ R4 the coordinates
of a second observer, and finally Y denotes the observer transformation. Here
y = (t, x) ∈ R4 in the classical sense. Now, the moments F are the quantities of
one observer and the same moments F ∗ the quantities for the other observer.
Similar is the notion for other quantities like the forces fα which are denoted
by f∗α for the other observer. It is important that the differential equations of
the system are the same for all observers, that is, the system (1.1) for Fβ , C
β
α ,
fα is the same for F
∗
β , C
∗β
α , f
∗
α, see section 5 and section 10.
The difference between the classical formulation and the relativistic version
lies in the Group of transformations, which in the relativistic case is based on
Lorentz matrices (see section 12). It is also based on a matrix G which occurs
in the conservation laws and is transformed by the rule G◦Y = DYG∗ (DY )
T
,
that is, G is a contravariant tensor. There are special cases
G = Gc =
[
−
1
c2
0
0 Id
]
and G = G∞ =
[
0 0
0 Id
]
,
where Id is the Identity in space and where G∞ is the limit of Gc as c → ∞,
hence G∞ is the matrix in the classical limit. Therefore the matrix Gc in the
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3relativistic case is invertible whereas G∞ is not. This limit is justified although
the speed of light in vacuum
c = 2.99792458 · 108
m
s
is a finite number. The inverse matrix G−1, if it exists, has the transformation
rule G∗−1 = (DY )
T
G−1◦YDY , that is, G−1 is a covariant tensor. And G−1 is
the commonly used matrix in relativistic physics.
It is an essential step that in section 3 we introduce a covariant vector e with
the identity
e·Ge = −
1
c2
.
This vector is the “time direction” and plays an important role. With e = e′0
it is part of a dual basis {e′0, e
′
1, e
′
2, e
′
3} of {e0, e1, e2, e3}, and the matrix G has
the non-unique representation 3.5(1)
G = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T . (1.3)
Therefore e is strongly connected to the matrix G and because e∗ = DY T e◦Y
it can occur in basis physical laws. One fundamental example is the definition
of a 4-velocity v with e·v = 1 in (5.10). This definition differs by a scalar mul-
tiplication from the known definition (see 5.4). Our definition of a 4-velocity
plays an important role in the constitutive law 9.1 for fluids.
There is an essential application of the time vector e, it is the reduction prin-
ciple. It is obseved in 2.1 that in the classical limit the system of N th-order
moments contain the system for (N −1)th-order moments. This classical reduc-
tion principle is generalized in this paper to the relativistic case. In section 6
we treat the case N = 1, that is, the 4-momentum equation. Here the simplest
case of a reduction occurs, choosing ζ = ηe as test function we are able to show
that the mass equation is part of the 4-momentum equation, see 6.5. This prove
in the general version is then presented to the equation of N th-moments in 10.1.
We use as test function ζα1···αN := eα1ηα2···αN and obtain this way a system of
(N−1)th-moments. Therefore the relativistic version of the N th-order moments
is a generalization of the classical case.
One main tool in this paper is the principle of relativity. Its application to
basic differential equations is presented in section 11. The quantities of these
conservation laws have to satisfy certain transformation rules (11.3). This is
applied to scalar conservation laws in (5.4), to the 4-momentum equation in
(6.5) and to N th-moment equations in (10.3) and (10.4). We mention that for
Maxwell’s equation in vacuum in [4, II Elektrodynamischer Teil] this method
has been applied to Lorentz transformations.
In section 7 we require that the mass-momentum equation of section 6 should
also describe the law of particles. Thus one has to consider the differential equa-
tion divT = r for distributions, here a one-dimensional curve Γ in spacetime
R
4. So Γ := {ξ(s) ; s ∈ R} is the evolving point, by which we mean that s
is chosen so that e(ξ(s))·∂sξ(s) > 0. It is shown in a rigorous way that the
differential equation is equivalent to known ordinary differential equations.
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4As a concluding contribution let us write down the definitions of a contravariant
m-tensor T = (Tk1···km)k1,...,km
Tk1···km ◦Y =
∑
k¯1,...,k¯m≥0
Yk1 ′k¯1 · · ·Ykm ′k¯mT
∗
k¯1···k¯m
, (1.4)
and the definition of a covariant m-tensor T = (Tk1···km)k1,...,km
T ∗
k¯1···k¯m
=
∑
k1,...,km≥0
Yk1 ′k¯1 · · ·Ykm ′k¯mTk1···km ◦Y . (1.5)
In this connection a 4-matrix is a 2-tensor and a 4-vector a 1-tensor. Besides this
we call a scalar quantity u “objective” if u◦Y = u∗ is true. We denote with an
underscore terms in spacetime which are usually meant in space only, so divq =∑
i≥0∂yiqi which in coordinates y = (t, x) means divq = ∂tq0+
∑
i≥1∂xiqi. Also
v(y) ∈ R4 is the spacetime version of the velocity.
2 Chapman-Enskog method
The classical Boltzmann equation is a differential equation for the probability
(t, x, c) 7→ f(t, x, c). For a single species this equation reads as
∂tf +
3∑
i=1
ci∂xif +
3∑
i=1
gi∂cif = r (2.1)
with the additional equation
∑n
i=1∂cigi = 0 for the external acceleration g. The
quantity f is the density of atoms at (t, x) with velocity c, and the acceleration
g is a function of (t, x, c). Moreover, r is the collision product, which is also
a function of (t, x, c). The Boltzmann equation is explained in many papers
including the collision product, see for example [8, 5.2.1] and the literature
cited there.
According to the probability f the higher moments are defined for k1, . . . , kM ∈
{0, . . . , 3} by
Fk1···kM (t, x) :=
∫
R3
mck1 · · · ckM f(t, x, c) dc , (2.2)
where m is the particle mass and c the extended velocity
c :=
[
1
c
]
,
that is c = (c0, c) = (c0, c1, . . . , c3), c0 := 1. We remark that Fk1···kM can be
the same function for different indices, for example Fk0 = Fk and F0kl = Fkl. If
f is a solution of Boltzmann’s equation and decays fast enough for |c| → ∞ then
the higher moments satisfy the following system of partial differential equations
in (t, x): For i1, . . . , iN ∈ {0, . . . , 3} there holds
∂tFi1···iN +
3∑
i=1
∂xiFi1···iN i = Ri1···iN , (2.3)
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5Ri1···iN (t, x) :=
∫
R3
mci1 · · · ciN r(t, x, c) dc
+
∑
i
∫
R3
mgi(t, x, c)∂ci(ci1 · · · ciN )f(t, x, c) dc
(2.4)
This has been proved in many books, see for example [8, 5.2.2] and [9, Chap.2
3.1 3.2 (3.15)]. The equations for N ≤ 2 are the classical equations, where ̺ is
assumed to be positive and for N = 2 one uses only the trace:
̺ :=
∫
R3
mf dc = F0 , ̺v :=
∫
R3
mfc dc = (Fi)i=1,...,n ,
Π :=
∫
R3
mf(c− v) (c− v)
T
dc , f :=
∫
R3
mfg dc ,
e = ε+
̺
2
|v|2 =
1
2
3∑
i=1
Fii =
∫
R3
m
2
|c|2f dc ,
ε :=
∫
R3
m
2
|c− v|2f dc =
1
2
3∑
k=1
Πkk ,
q :=
∫
R3
mf |c− v|2(c− v) dc , g =
∫
R3
mg·(c− v)f dc ,
(2.5)
and these quantities satisfy the following classical equations
∂t̺+ div(̺v) = 0 ,
∂t(̺v) + div(̺v v
T +Π) = f ,
∂te+ div(ev +Π
T v + q) = v·f + g .
(2.6)
Here the special properties of the collision term are used, that is, it does not
give any contribution to the mass, momentum, and energy. It is clear that the
mass equation, which means N = 0, is part of the mass-momentum equation,
which are the moments with N = 1. Similarly one can consider the moments
for N ≤ 3 with a trace for N = 3. One obtains Grad’s 13-moment theory, see
[5] and [9, Chap.2 (3.16) 3.4]. Then the equations with N = 1 are contained in
the larger system with N = 2.
2.1 Observation. The system of moments (2.3) for i1, . . . , iN ∈ {0, . . . , 3}
contains the system for (N − 1)-order moments.
We will not discuss this in detail but rather focus on the following fact which
makes this observation obvious. By denoting the coordinates y = (t, x) the
differential equation (2.3) reads
3∑
k=0
∂ykFi1···iNk = Ri1···iN (2.7)
for i1, . . . , iN ∈ {0, . . . , 3}. These are all differential equations for moments less
or equal N . For these moments the following transformation rule hold, where
the indices run from 0 and where M = N + 1.
2.2 Transformation rule. For k1, . . . , kM ∈ {0, . . . , 3}
Fk1···kM ◦Y =
3∑
k¯1,...,k¯M=0
Yk1 ′k¯1 · · ·YkM ′k¯MF
∗
k¯1···k¯M
. (2.8)
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6Proof. For f we have the transformation rule f(t, x, c) = f∗(t∗, x∗, c∗) if tx
c
 =
 T (t∗)X(t∗, x∗)
X˙(t∗, x∗) +Q(t∗)c∗
 ,
where T (t∗) = t∗ + a and X(t∗, x∗) = Q(t∗)x∗ + b(t∗). Hence with[
t
x
]
= Y
([
t∗
x∗
])
=
[
T (t∗)
X(t∗, x∗)
]
, DY =
[
1 0
X˙ Q
]
,
we obtain the following rule for Fk1,...,kN
Fk1···kN (t, x) =
∫
R3
mck1 · · · ckN f(t, x, c) dc
=
∫
R3
mck1 · · · ckN f
∗(t∗, x∗, c∗) dc∗
=
∫
R3
m
( 3∑
k¯1=0
Yk1 ′k¯1c
∗
k¯1
)
· · ·
( 3∑
k¯N=0
YkN ′k¯N c
∗
k¯N
)
f∗ dc∗
=
3∑
k¯1,...,k¯N=0
Yk1 ′k¯1 · · ·YkN ′k¯N
∫
R3
mc∗
k¯1
· · · c∗
k¯N
f∗ dc∗
=
3∑
k¯1,...,k¯N=0
(Yk1 ′k¯1 · · ·YkN ′k¯N )(t
∗, x∗)F ∗
k¯1···k¯N
(t∗, x∗) ,
where
c =
[
1
c
]
=
[
1
X˙ +Qc∗
]
= DY c∗ ,
and of course m = m∗.
This transformation rule can look quite complex if written in single terms. On
the other hand, the general description can easily be remembered and is moti-
vated by the following representation
Fk1···kM = ̺vk1 · · · vkM +Πk1···kM . (2.9)
We remark that the transformation rule (2.8) works also for arbitrary transfor-
mations Y , hence its a rule which we will postulate also in the relativistic case,
see (10.3).
Furthermore, the transformation rule (2.8) is important in connection with the
general rule (11.3). We define the physical properties of the quantities in (2.7)
by saying that in the weak formulation∫
R4
( 3∑
k=0
∂ykζi1···iN · Fi1···iNk + ζi1···iNRi1···iN
)
dL4 = 0 (2.10)
the test functions ζi1···iN ∈ C
∞
0 (R
4) for i1, . . . , iN ∈ {0, 1, . . . , 3} satisfy the
following transformation rule
ζ∗i¯1···¯iN =
3∑
i1,...,iN=0
Yi1 ′ i¯1 · · ·YiN ′ i¯N ζi1···iN ◦Y
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7for i¯1, . . . , i¯N ∈ {0, 1, . . . , 3} This means that ζ
∗ = ZT ζ◦Y where
Z(i1,...,iN )(¯i1,...,¯iN ) = Yi1 ′ i¯1 · · ·YiN ′ i¯N .
By 11.1 this is satisfied if
Fi1···iNk◦Y =
n∑
i¯1,...,¯iN ,k¯=0
Z(i1,...,iN )(¯i1,...,¯iN )Yk ′k¯F
∗
i¯1···¯iN k¯ (2.11)
and
Ri1···iN ◦Y =
n∑
i¯1,...,¯iN ,k¯=0
(Z(i1,...,iN )(¯i1,...,¯iN )) ′k¯F
∗
i¯1···¯iN k¯
+
n∑
i¯1,...,¯iN
Z(i1,...,iN )(¯i1,...,¯iN )R
∗
i¯1···¯iN
.
(2.12)
Equation (2.11) is equivalent to (2.8) for M = N + 1 which was proved in 2.2.
The proof of (2.12) you will find in [2, Chap V]. This presentation will serve us
in section 10 as guide.
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83 Time and space
The points in spacetime are denoted by y = (y0, y1, y2, y3) ∈ R
4 and in space-
time a symmetric 4 × 4-matrix y 7→ G(y) is given. This matrix describes the
hyperbolic geometry, that is,
G has a negative eigenvalue: λ0 < 0,
the remaining eigenvalues of G are positive: λi > 0 for i ≥ 1.
(3.1)
If follows from the theory of symmetric matrices:
3.1 Theorem. Let λk, k ≥ 0, be the eigenvalues of G as in (3.1), then there
exists a orthonormal basis {e⊥0 , . . . , e
⊥
n } with
G =
∑
k≥0
λke
⊥
k (e
⊥
k )
T
=
∑
k≥0
λke
⊥
k ⊗e
⊥
k .
The eigenfunctions e⊥k depend on y.
Proof. It is Ge⊥k = λke
⊥
k and e
⊥
k·e⊥l = δkl.
We assume that to every point y ∈ R4 there exists a (dual) direction e(y) 6= 0,
which we call “direction of time”, such that1
e·Ge = −
1
c2
. (3.2)
The “speed of light” c > 0 occurs here in (3.2) for the first time, and is the same
for all observers. This follows from the fact that (3.2) is objective as shown in
4.1. The “space” which is orthogonal to e we denote by
W (y) := {e(y)}⊥ = {z ∈ R4 ; e(y)·z = 0} . (3.3)
This space W (y) ⊂ R4 is 3-dimensional, orthogonal to {e(y)}, and e(y) is a
point in R4.
It turns out that e has to depend on y (this is related to the theorem on second
derivatives of observer transformations), hence e in general is not constant. Now
(e,W ) describe the coordinates of the world for a single observer. In the next
section we see what this description says for another observer. In the special
case G = Gc we have the situation of Lorentz observers, and this case serves as
an example. It is here and hereinafter always n = 3.
3.2 Standard example. It is G = Gc, where
Gc = −
1
c2
e0e0
T +
∑
i≥1
ei ei
T =
[
−
1
c2
0
0 Id
]
. (3.4)
We then have as an example
e := e0 and W := span {e1, . . . , en} .
Here {e0, . . . , en} is the standard orthonormal basis of R × R
n. The classical
limit one obtains for c→∞.
1We denote by “·” the inner product in spacetime.
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9About e the following statement is true.
3.3 Lemma. Let e′0 := e and let {e1, . . . , en} be a basis of W := {e(y)}
⊥, then
there exists for (ν1, . . . , νn) one and only one e0 and e
′
i for i = 1, . . . , n with
e′i + νie
′
0 ∈W , so that {e0, . . . , en} and {e
′
0, . . . , e
′
n} are dual basis, i.e.
e′k·el = δk,l for k, l = 0, . . . , n .
Hint: The free parameters (ν1, . . . , νn) correspond to a “velocity” of an observer
transformation, see 3.9.
Proof. Using (3.3) it follows that {e′0, e1, . . . , en} is a basis of spacetime. Let
with certain coefficients
e0 := µe
′
0 +
n∑
j=1
νjej
be a vector. The property e′0·e0 = 1 of a dual matrix gives
1 = e′0·e0 = µ|e′0|2 hence µ =
1
|e′0|
2
.
Next let with certain coefficients
e′i := bie
′
0 +
n∑
k=1
aikek for i = 1, . . . , n.
Then we obtain from the property of a dual basis for i, j = 1, . . . , n
δi,j = e
′
i·ej =
n∑
k=1
aikek·ej = (AE)ij
where A := (aik)i,k=1,...,n and E := (ek·ej)k,j=1,...,n ,
hence Id = AE, that is A = E−1. And for i = 1, . . . , n
0 = e′i·e0 =
(
bie
′
0 +
n∑
k=1
aikek
)
·
(
µe′0 +
n∑
j=1
νjej
)
= biµ|e
′
0|
2 +
n∑
j,k=1
aikνjek·ej = bi +
n∑
j=1
δi,jνj = bi + νi ,
hence bi = −νi.
Two every basis there exists one and only one dual basis, this is a simple con-
sequence of Functional Analysis. Now let {e0, . . . , en} and {e
′
0, . . . , e
′
n} be any
dual basis. If one defines e := e′0 and W := span {e1, . . . , en} then it follows
(3.3), however, the property (3.2) is still to be satisfied. For given e with (3.2)
one can define a dual basis also as follows.
3.4 Theorem. Let e with (3.2) and let W := {e}⊥. We assume that
(z, w) ∈W ×W 7−→ z·G−1 w ∈ R
is a scalar product, i.e. w·G−1 w > 0 for w ∈W \ {0}.
(1) Choose e′0 := e and define e0 := −c
2Ge′0.
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(2) Choose a basis {e1, . . . , en} of W which is G
−1-orthogonal, i.e.
ej·G−1 ei = δi,j fu¨r i, j = 1, . . . , n.
(3) Define e′i := G
−1 ei for i = 1, . . . , n.
Then {e0, . . . , en} and {e
′
0, . . . , e
′
n} are dual basis and
G = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T . (3.5)
W = {e}⊥
e
{z′ ; z′·Gz′ = − 1c2 }տ
{z′ ; z′·Gz′ = 0}
↓
{z ; z·G−1 z = 0}←
1
c
c
c
Proof of the duality. It is e′0·e0 = −c2e′0·Ge′0 = 1. Since ei ∈W = {e′0}⊥ it is
e′0·ei =0 for i = 1, . . . , n. And e′i·ej = ej·G−1 ei = δi,j for i, j = 1, . . . , n by
construction. Since G−1 is symmetric it follows
e′i·e0 = e0·e′i = e0·(G−1 ei) = (G−1 e0)·ei = −c2e′0·ei = 0
for i = 1, . . . , n.
Proof of the representation of G. Define
G˜ := −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T .
The dual basis implies G˜e′0 = −
1
c2
e0 = Ge
′
0 and G˜e
′
i = ei = Ge
′
i for i = 1, . . . , n.
Hence G˜ = G.
If e′0 as in 3.4(1) and {e1, . . . , en} as in 3.4(2) are chosen then we can represent
e0 as in the proof of 3.3
e0 = µe
′
0 +
n∑
j=1
νjej , µ =
1
|e′0|
2
.
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If we define e′i := G
−1 ei for i = 1, . . . , n as in 3.4(3) then
0 = e′j·e0 = e0·G−1 ej =
1
|e′0|
2
e′0·G−1 ej +
∑
i
νiei·G−1 ej
=
1
|e′0|
2
e′0·G−1 ej + νj hence νj = −
e′0·G−1 ej
|e′0|
2
= −
e′0·e′j
|e′0|
2
.
Consequently, the freedom in the choice of (ν1, . . . , νn) is given by the choice of
the basis {e1, . . . , en} in 3.4(1). In 3.4 the following properties of the matrix G
are addressed, where 3.5(3) is an essential property, whereas 3.5(1) is important
for practical use.
3.5 Properties. For a symmetric matrix G consider the following properties:
(1) It is {e0, . . . , en} a basis and
G = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T .
(2) It is {e0, . . . , en} a basis and {e
′
0, . . . , e
′
n} the corresponding dual basis and
Ge′0 = −
1
c2
e0 , Ge
′
i = ei fu¨r i ≥ 1 .
(3) It isW ⊂ R4 a subspace of codimension 1 and
(z, w) 7→ z·G−1 w on W a scalar produkt.
The connection between these properties is the content of the following lemmata.
The property 3.5(1) implies immediately, if {e′0, . . . , e
′
n} is the dual basis,
G−1 = −c2e′0 e
′
0
T
+
n∑
i=1
e′i e
′
i
T
. (3.6)
Let e = e′0. The property 3.5(2) implies immediately (3.2), since Ge
′
0 = −
1
c2
e0
implies
e′0·Ge′0 = −
1
c2
e′0·e0 = −
1
c2
.
3.6 Lemma. 3.5(1) and 3.5(2) are equivalent.
That 3.5(2) implies 3.5(1) has been proved in 3.4.
Proof 3.5(1)⇒3.5(2). With λ0 = −
1
c2
and λi = 1 for i ≥ 1 it implies, if we
define e′k := λkG
−1 ek,
λlel = Ge
′
l =
( ∑
k≥0
λkek ek
T
)
e′l =
∑
k≥0
λk(ek·e′l)ek .
Hence it holds for all k, l ≥ 0
λkek·e′l = λlδk,l = λkδk,l .
Since all λk 6= 0 we conclude ek·e′l = δk,l. This says that {e′l ; l ≥ 0} is the
dual basis.
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3.7 Lemma. Let 3.5(1) be true where {e′0, . . . , e
′
n} is the dual basis of {e0, . . . , en}.
If e = e′0 and W = {e
′
0}
⊥
then the property 3.5(3) is true.
Proof. For z′ and z we have the representation
z′ =
∑
k≥0
z′ke
′
k , z
′
k = z
′·ek ,
z =
∑
k≥0
zkek , zk = z·e′k
and we have e = e′0 and W = {e
′
0}
⊥ = span {e1, . . . , en}. From 3.5(1) it follows
Gz′ = −
1
c2
z′0e0 +
∑
i≥1
z′iei ,
z′·Gz′ = −
1
c2
|z′0|
2 +
∑
i≥1
|z′i|
2 .
If z′ =G−1 z, that means Gz′ = z, then
−
1
c2
z′0e0 +
∑
i≥1
z′iei = z =
∑
k≥0
zkek ,
and therefore
z0 = −
1
c2
z′0 , zi = z
′
i for i ≥ 1.
Now let z ∈W , that is z0 = z·e′0 = 0, and then also z′0 = 0. This implies
z·G−1 z = (Gz′)·z′ = z′·Gz′ =
∑
i≥1
|z′i|
2 ≥ 0 .
And this is strict positive if z 6= 0 which is equivalent to z′ 6= 0.
The following lemma shows that for all occurring matrices G the property 3.5(3)
is satisfied, and therefore also the construction in 3.4.
3.8 Lemma. Let G be a matrix as in (3.1) and e with (3.2) and W = {e}
⊥
.
Then the property 3.5(3) is true.
Proof. Let λ0 < 0 and λi > 0 for i ≥ 1. For vectors z
′ one has the identity
Gz′ =
∑
k≥0
λkz
′
ke
⊥
k , z
′
k := z
′·e⊥k
and therefore
z′·Gz′ =
∑
k≥0
λk|z
′
k|
2 . (3.7)
And it follows that for vectors z one has the identity
G−1 z =
∑
k≥0
λ−1k zke
⊥
k , zk := z·e⊥k
hence
z·G−1 z =
∑
k≥0
|zk|
2
λk
. (3.8)
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Since e·Ge = − 1c2 by (3.2) and hence
e¯·Ge¯ = λ0 = −|λ0| , e¯ := c
√
|λ0|e .
The first identity (3.7) gives (with z′ = e¯)
−|λ0| = −|λ0| · |e¯0|
2 +
∑
i≥1
λi|e¯i|
2 , e¯k := e¯·e⊥k ,
that is
|e¯0|
2 = 1 +
1
|λ0|
∑
i≥1
λi|e¯i|
2 . (3.9)
Therefore e¯0 6= 0 and for z ∈W = {e}
⊥ \ {0} = {e¯}⊥ \ {0}, that is,
0 = z·¯e = z0e¯0 +
∑
i≥1
zie¯i hence − z0 =
∑
i≥1
zi
e¯i
e¯0
,
we get
|z0|
2 ≤
( ∑
i≥1
|zi|
|e¯i|
|e¯0|
)2
≤
∑
i≥1
|zi|
2
λi
·
∑
i≥1
λi
|e¯i|
2
|e¯0|2
,
where from (3.9) ∑
i≥1
λi
|e¯i|
2
|e¯0|2
< |λ0| .
Then from the second identity (3.8)
z·G−1 z = −
|z0|
2
|λ0|
+
∑
i≥1
|zi|
2
λi
≥
∑
i≥1
|zi|
2
λi
·
(
1−
1
|λ0|
∑
i≥1
λi
|e¯i|
2
|e¯0|2
)
> 0
which had to be shown.
That for given e the dual basis has free parameters (ν1, . . . , νn) we have seen in
the proof of 3.3. Therefore the representation 3.5(1) for G is not unique. We
see this at the standard matrix Gc in (3.4):
3.9 Theorem. Let G = Gc and let {e0, . . . , en} a (on y depending) basis. Then
Gc = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T
if and only if modulo the sign of each basis vector there exists a Lorentz matrix
Lc(V,Q) (here V and Q depend on y) with
e0 =
[
γ
γV
]
, e′0 = −
1
c2
Gc
−1 e0 =
[
γ
−
γ
c2
V
]
, and for i ≥ 1 :
ei =

γ
c2
V·Qei
Qei +
γ2V·Qei
c2(γ + 1)
V
 , e′i = Gc−1 ei =
 −γV·Qei
Qei +
γ2V·Qei
c2(γ + 1)
V
 .
And of course e′k·el = δkl for k, l ≥ 0.
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Proof. Let us write the vectors ek in components ek = (M1k, . . . ,Mnk), so that
the matrixM = (Mij)ij satisfies with the canonical basis vectors ei the equation
Mik = ek·ei. Then ek =Mek and with λ0 := − 1c2 and λi := 1 for i ≥ 1
Gc =
∑
k≥0
λkek ek
T =
∑
k≥0
λkMek (Mek)
T
=M
( ∑
k≥0
λkek ek
T
)
MT =MGcM
T .
This says that the Matrix M keeps Gc unchanged, and therefore implies (see
12.1 under the assumptionM00 ≥ 0 and detM ≥ 0) thatM is a Lorentz-Matrix.
The rows of this matrix are ek = Mek for k ≥ 0.
As generalization we give in 4.4 representations of G for different e-vectors.
3.10 Remark (Classical physics). In the classical limit c → ∞ the basis
{e0, . . . , en} and {e
′
0, . . . , e
′
n} in 3.9 converge to
e0 =
[
1
V
]
, e′0 =
[
1
0
]
, and for i ≥ 1 :
ei =
[
0
Qei
]
, e′i =
[
−V·Qei
Qei
]
,
and the matrix is
G∞ =
∑
i≥1
ei ei
T .
4 Change of observer
Since the vector e will occur in the differential equations we have to guarantee
the rule by which this quantity will change between observers. If e is this vector
for one observer and e∗ is this vector for another observer, the transformation
rule is
e∗ = (DY )
T
e◦Y , (4.1)
where Y is the observer transformation. This means that e is a covariant vector.
4.1 Consistence. The transformations rule (4.1) is consistent with the assump-
tion (3.2) and implies
W ◦Y = DY W ∗ .
Proof. It is
(e·Ge)◦Y = (e◦Y )·(DYG∗DY T e◦Y )
= (DY T e◦Y )·G∗DY T e◦Y = e∗·G∗e∗ ,
hence the condition e·Ge = − 1c2 is objective. And for w∗ with w := DY w∗ it
holds
(e·w)◦Y = (e◦Y )·DY w∗ = (DY T e◦Y )·w∗ = e∗·w∗ ,
hence the condition e·w = 0, which defines W , is objective.
The transformation rule for e can be generalized to the basis elements, where
again n = 3.
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4.2 Consistence with basis (Definition). Let {e0, . . . , en} be a basis with
dual basis {e′0, . . . , e
′
n}. Then the transformation rules for k ≥ 0 are
ek◦Y = DY e
∗
k ,
e′∗k = (DY )
T
e′k◦Y .
(4.2)
Setting e = e′0 this is in accordance with (4.1). The definition shows: The
basis elements ek are contravariant vectors and the dual elements e
′
k covariant
vectors.
Assertion : The transformation rules are compatible with the definition of a
dual basis.
Proof of the assertion. If the transformation rules are true for {e0, . . . , en} and
if the dual basis {e′0, . . . , e
′
n} for one observer is given, then it holds
δk,l = (e
′
k·el)◦Y = (e′k◦Y )·(DY e∗l ) = (DYT e′k◦Y )·e∗l .
Hence e′∗k := DY
T e′k ◦ Y is the dual basis of {e
∗
0, . . . , e
∗
n}. The other way
around, if the transformation rules are true for {e′0, . . . , e
′
n} and if the dual
basis {e0, . . . , en} for one observer is given, then it holds
δk,l = (e
′
k·el)◦Y = ((DY )−T e′∗k )·el◦Y = e′∗k·((DY )−1 el◦Y ) .
Hence e∗l := DY
−1 el◦Y is the dual basis of {e
′∗
0 , . . . , e
′∗
n }.
It follows from the transformation rules (4.2) that e′k·el are objective scalars.
4.3 Lemma. Let for the other observer
G∗ := −
1
c2
e∗0 e
∗
0
T +
n∑
i=1
e∗i e
∗
i
T
and let y∗ 7→ y = Y (y∗) be the observer transformation. Then it holds for the
local observer
G = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T ,
if the basis is transformed according to (4.2).
Proof. Let λ0 = −
1
c2
and λi = 1 for i ≥ 1. Then
G◦Y = DYG∗ (DY )
T
=
∑
k≥0
λkDY e
∗
k e
∗
k
T (DY )
T
=
∑
k≥0
λk(DY e
∗
k) (DY e
∗
k)
T
=
( ∑
k≥0
λkek ek
T
)
◦Y ,
since ek◦Y = DY e
∗
k by (4.2).
We remark that all observer transformations are allowed which convert the
hyperbolic geometry again in a geometry of the same type. Since they are
connected with the standard situation it follows from the group property that
the general matrix G can be expressed by Gc and general transformations.
Therefore we have the following theorem, where we assume that an observer
has the matrix G and there exists an observer transformation Y to a standard
observer.
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4.4 Theorem. Let {e0, . . . , en} be an on y depending basis and {e
′
0, . . . , e
′
n}
the corresponding dual basis with e′0·Ge′0 = − 1c2 . Then there exists modulo the
sign of the basis elements a Lorentz matrix Lc(V,Q), which depends on y, with
ek◦Y = DY Lc(V,Q)ek ,
(
DY Lc(V,Q)
)T
e′k◦Y = ek .
Here ek are as in 3.2.
Proof. There exists an observer transformation y = Y (y∗) such that y∗ are the
coordinates of the standard observer. Let e∗k and e
′∗
k be the corresponding basis
vectors, that is,
ek◦Y = DY e
∗
k , e
′∗
k = (DY )
T
e′k◦Y .
Then {e∗0, . . . , e
∗
n} and {e
′∗
0 , . . . , e
′∗
n } are dual basis of the standard observer
which satisfy e′∗0·Gce′∗0 = − 1c2 , hence by 3.9 modulo the sign of the elements
there exists a Lorentz matrix Lc(V,Q) with
e∗k = Lc(V,Q)ek , Lc(V,Q)
T
e′∗k = ek .
This implies the assertion.
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5 Scalar conservation laws
We introduce here the simplest example of conservations laws, which is a single
equation
div q = r (5.1)
in a domain U ⊂ R4, where q = {qk ; k = 0, . . . , 3} is a 4-vector and r an
objective scalar. The weak version of this law reads∫
U
(
∇η·q + ηr
)
dL4 = 0 (5.2)
for test functions η ∈ C∞0 (U ;R). The equation (5.1) is called objective scalar
equation if its weak form (5.2) for observer transformations y = Y (y∗) obeys
the transformation rule
η∗ = η◦Y (5.3)
for scalar valued test functions η ∈ C∞0 (U ;R). That means that for η
∗ as in
(5.3) and with U = Y (U∗)∫
U
(
∇η·q + ηr
)
dL4 =
∫
U∗
(
∇η∗·q∗ + η∗r∗
)
dL4 .
This has been proved by a general theorem (see 11.1) and it is true if the
quantities q and r satisfy the transformation rules
q◦Y = DY q∗ , r◦Y = r∗ , (5.4)
which written in components are
qk◦Y =
n∑
l=0
Yk ′lq
∗
l , r◦Y = r
∗ .
Quantities with this property, that is, q is an contravariant vector and r an
objective scalar, are well-known. Let us now present some special classes of
scalar equations.
Distributional form
A more general version is the distributional version
div q = r in D ′(U ;R) , (5.5)
where q ∈ D ′(U ;Rn) und r ∈ D ′(U ;R) are distributions. This definition means
for test functions η ∈ D(U ;Rn) = C∞0 (U ;R)
〈∇η , q 〉
D(U) + 〈 η , r 〉D(U) = 0 , (5.6)
and for this the transformation rule (5.3) applies. We add this distributional
version because we will use it for mass points in section 7. Similarly the distri-
butional setting for other differential equations is defined.
Mass equation
The standard example of a scalar equation is the mass equation. In this case
the flux q has the form
q = ̺v + J . (5.7)
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We declare the mass equation as an objective scalar equation
div(̺v + J) = r , (5.8)
where the type of ̺ and v are defined in 5.1 and 5.2 below so that ̺v is a
contravariant vector. Also J is assumed to be a contravariant vector and r an
objective scalar. Thus the condition (5.4) is satisfied.
5.1 Mass density (Definition). A quantity ̺ ≥ 0 is called mass density,
if it is an objective scalar, that is, if for different observers ̺◦Y = ̺∗. A mass
density is a density over space and time (this is essential).
This means that if ̺ is continuous in space and time then
̺(y) = lim
U(y)→{y}
1
L4(U(y))
∫
U(y)
̺ dL4 , (5.9)
where U(y) is a neighbourhood of the spacetime point y. And for another
observer with an observer transformation y = Y (y∗) the mass in U(y) is∫
U(y)
̺ dL4 =
∫
U∗(y∗)
̺∗ dL4 if U(y) = Y (U∗(y∗)) ,
where L4(U(y)) = L4(U∗(y∗)) because we assume that detDY = 1. (If ̺ is only
integrable (5.9) holds only almost everywhere in space and time.)
5.2 Velocity (Definition). A quantity v is called a 4-velocity, if it is an
objective 4-vector, that is, if for different observers v◦Y = DY v∗, the rule for a
contravariant vector, and if with the (dual) time vector e in section 3 (see (3.3))
e·v = 1 . (5.10)
This definition is objective, because e is a covariant vector.
Proof of objectivity. It is
(e·v)◦Y = e◦Y·(DY v∗) = (DY T e◦Y )·v∗ = e∗·v∗ ,
since e is a covariant and v a contravariant vector.
Here a remark on J and ̺.
5.3 Lemma. Let q = ̺v+J. An often used condition is e·J = 0. This condition
is objective and implies that ̺ = e·q. That is, if the condition on J is satisfied
the mass density ̺ is the e-component of the 4-flux in the mass equation.
Proof. Since (e·J)◦Y = (e◦Y )·DY J∗ = (DY T e◦Y )·J∗ = e∗·J∗, the condition
on e·J is objective. And e·q = ̺e·v + eJ = ̺.
The word “4-velocity” in connection to literature is described in 5.4, where we
use the definition
||w|| :=
√∑
i≥1
|e′i·w|2 for w ∈ R4 . (5.11)
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5.4 Remark on velocity. In literature a “4-velocity” is a contravariant vector
u satisfying
u·G−1 u = −c2 . (5.12)
Reference: Usually one has a different coordinate system, but it says that(
1
c
u
)
·˜G
(
1
c
u
)
= 1 with G˜ := −G−1 (see for example [7, I §7]).
(1) Equation (5.12) is objective, that is, is the same for all observers.
(2) If u satisfies (5.12) then e·u 6= 0 and (if e·u > 0)
v :=
u
e·u
defines a 4-velocity as in 5.2. It is ||v|| < c.
(3) Let v be a 4-velocity as in 5.2 with ||v|| < c then
u := γvv , γv :=
1√
1− ||v||
2
c2
,
satisfies equation (5.12).
(4) The classical formulas follow for G = Gc and e = e0.
Proof (4). In the special case G = Gc and e = e0 (and hence e
′
k = ek = ek for
k ≥ 0 in the standard case) it follows that v = (1, v) and ||v|| = |v|.
Proof (1). That u is contravariant means u◦Y = DY u∗, hence
(u·G−1 u)◦Y = (DY u∗)·G−1DY u∗
= u∗·
(
DY TG−1DY
)
u∗ = u∗·(G∗)−1 u∗ ,
since G−1 is a covariant tensor.
Proof (2). It is e = e′0 and
G−1 = −c2e′0 e
′
0
T
+
∑
i≥1
e′i e
′
i
T
.
Hence
−c2 = u·G−1 u = −c2|e′0·u|2 +
∑
i≥1
|e′i·u|2
or
|e′0·u|2 = 1 +
1
c2
∑
i≥1
|e′i·u|2 = 1 +
||u||2
c2
hence |e′0·u| ≥ 1 > 0. If e′0·u > 0 this means
e′0·u =
√
1 +
||u||2
c2
.
Then, with uk := e
′
k·u for k ≥ 0 we can write u =
∑
k≥0ukek and we obtain
v :=
1
e′0·u
u =
u
u0
= e0 +
∑
i≥1
ui
u0
ei .
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From this it follows immediately that e′0·v = 1 and
||v||2 =
∑
i≥1
∣∣∣ ui
u0
∣∣∣2 = ||u||2
1 + ||u||
2
c2
< c2 .
Proof (3). Let u = µv. It should be
−c2 = u·G−1 u = µ2(−c2|v0|2 +
∑
i≥1
|vi|
2)
where vk := e
′
k·v. Since v0 = 1 and since ||v|| < c this means
µ2 =
(
1−
||v||2
c2
)−1
.
This proves the assertion.
Diffusion
A mass equation (5.8) with a nonzero 4-flux J is called diffusion. Usually J
depends on the gradient of an objective scalar µ, for example, µ is the mass
density or the chemical potential.
5.5 Theorem. Let µ be an objective scalar. Then the following is true.
(1) J := −G∇µ is a contravariant vector.
(2) J = −Gsp∇µ is a contravariant vector.
(3) J satisfies the objective property e·J = 0.
(4) J satisfies the objective property e·J = −(Ge)·∇µ = 1c2 ∂e0µ.
The diffusion equation becomes in the case 5.5(1)
div(̺v −G∇µ) = r . (5.13)
Before we prove this let us remark the following. In general we have the identities
(see (3.5))
G = −
1
c2
e0 e0
T +
n∑
i=1
ei ei
T , e = e′0 .
By default G and e belong to those quantities appearing in the description of
physical processes. Now consider the splitting
G = Gti +Gsp , Gti := −
1
c2
e0 e0
T = (Ge′0)e0
T ,
that is, we get the identity
Gsp = G−Gti = G
(
Id− e′0 e0
T
)
and this contains also e0. On the other hand e·J = −(Ge)·∇µ only contains
Ge = − 1
c2
e0, which in the classical limit c → ∞ goes to zero. But concerning
J we also have Gsp → G∞ in the classical limit. So one has to clarify what in
nature the diffusion does.
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Proof (1). Since µ is an objective scalar, that is µ◦Y = µ∗, we compute
∂i¯µ
∗ = ∂i¯(µ◦Y ) =
∑
i
(∂iµ)◦Y Yi ′ i¯
for i¯ = 0, . . . , 4, hence
∇y∗µ
∗ = DY T∇yµ ,
that is ∇µ is a covariant vector. Then we obtain
−J◦Y = (G◦Y )(∇µ◦Y ) = DYG∗DYT∇µ◦Y
= DYG∗∇µ∗ = −DY J∗ ,
that is, J is an objective 4-vector or a contravariant vector.
Proof (3). We compute
J− (e′0·J) e0 = −G∇µ+ (e′0·G∇µ) e0 = −G∇µ+
(
(Ge′0)·∇µ
)
e0
= −G∇µ−
1
c2
(e0·∇µ) e0 = −
(
G+
1
c2
e0 e0
T
)
∇µ = −Gsp∇µ = J ,
hence e·J = 0.
For later use the following
5.6 Example. Let G be symmetric. Define the 4-flux J by
Ji =
∑
k
wkGki for i ≥ 0 ,
where w is a covariant vector and G a contravariant tensor.
(1) Then J is a contravariant vector.
(2) If e·(Gw) = 0 then e·J = 0.
(3) If G = Gsp then e·J = 0.
Proof (1). Since G is a contravariant tensor, that is G◦Y = DY G∗DY T, we conclude
Ji◦Y =
∑
k
(wkGki)◦Y =
∑
kk¯i¯
wk◦Y Yk ′k¯Yi ′ i¯G
∗
k¯i¯
=
∑
i¯
Yi ′ i¯
∑
kk¯
Yk ′k¯wk◦Y G
∗
k¯i¯
=
∑
i¯
Yi ′ i¯
∑
k¯
w∗
k¯
G∗
k¯i¯
=
∑
i¯
Yi ′ i¯J
∗
i¯
,
da w∗
k¯
=
∑
kYk ′k¯wk◦Y .
Proof (2). e·J = e·(GT w) = e·(Gw) = 0.
Proof (3). e·J = JT e = (GT w)T e = wTGe = wTGspe = 0.
We shall later in 9.2 have a reason for such J.
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6 Momentum equation
We introduce here the form of a relativistic momentum equation, that is in a
domain U ⊂ R4 we look at the differential equation
divT = r (6.1)
for a 4-tensor T = (Tij)i,j=0,...,3 and a 4-field r = (ri)i=0,...,3 which contain the
4-forces. Written in coordinates this is
3∑
j=0
∂yjTij = ri for i = 0, . . . , 3 . (6.2)
It is essential to introduce the weak formulation of this law and it reads for test
functions ζ ∈ C∞0 (U ;R
4)∫
U
( 3∑
i,j=0
∂yjζi · Tij +
3∑
i=0
ζi ri
)
dL4 = 0 . (6.3)
The system (6.1) is called 4-momentum equation if under observer transfor-
mations Y the test functions in (6.3) transform via
ζ∗ = (DY )
T
ζ◦Y . (6.4)
Here we as always assume that detDY = 1. This means with U = Y (U∗)∫
U
( 3∑
i,j=0
∂yjζi · Tij +
3∑
i=0
ζiri
)
dL4 =
∫
U∗
( 3∑
i¯,j¯=0
∂y∗
j¯
ζ∗i¯ · T
∗
i¯j¯ +
3∑¯
i=0
ζ∗i¯ r
∗
i¯
)
dL4 .
Here the test function ζ is a covariant vector by (6.4). This definition is satisfied
(see 11.1) if the quantities T and r satisfy the transformation rules
Tij ◦Y =
3∑
i¯,j¯=0
Yi ′ i¯Yj ′j¯T
∗
i¯j¯ ,
ri◦Y =
3∑
i¯,j¯=0
Yi ′ i¯j¯T
∗
i¯j¯ +
3∑¯
i=0
Yi ′ i¯ r
∗
i¯
(6.5)
for i, j = 0, . . . , 3. We mention that it is useful to make the following definition
concerning the transformation rule (6.5). Since r◦Y depends linearly on T ∗ we
can write r as in (6.7). After doing so the 4-momentum equation (6.2) reads
3∑
j=0
∂yjTij −
3∑
p,q=0
C
pq
i Tpq = f i for i = 0, . . . , 3 , (6.6)
where now f is the real 4-force besides the fictitious forces containing forces
which we call Coriolis forces (containing acceleration). The Coriolis coeffi-
cients Cpqi are defined in 6.1 and this definition takes care of the terms with
second derivatives Y ′ i¯j¯ in the transformation rule (6.5).
6.1 Coriolis Coefficients.With Ci := (C
pq
i )p,q≥0 let us write
ri = f i +
∑
p,q≥0
C
pq
i Tpq for i ≥ 0, (6.7)
author: H.W. Alt title: Chapman-Enskog hierarchy time: 2017 Oct 18
23
where Cpqi = C
qp
i . Then the rule (6.5) for r is equivalent to f ◦Y = DY f
∗ and∑
p,q≥0
Yp ′p¯Yq ′q¯C
pq
i ◦Y =
∑¯
i≥0
Yi ′ i¯C
∗p¯q¯
i¯
+ Yi ′p¯q¯ (6.8)
for all i and (p¯, q¯).
The matrix version of the above transformation rule (6.8) is
DY T Ci◦Y DY =
∑¯
i≥0
Yi ′ i¯C
∗
i¯ +D
2Yi. (6.9)
Proof. Using the above transformation rule for f the second equation of (6.5)
becomes ∑
p,q
C
pq
i ◦Y Tpq◦Y =
∑¯
p,q¯
Yi ′p¯q¯T
∗
p¯q¯ +
∑¯
i
Yi ′ i¯
∑¯
p,q¯
C
∗p¯q¯
i¯
T ∗p¯q¯ .
Inserting on the left side for T ◦Y the first equation of (6.5) gives∑¯
p,q¯
∑
p,q
C
pq
i ◦Y Yp ′p¯Yq ′ q¯T
∗
p¯q¯ =
∑¯
p,q¯
Yi ′p¯q¯T
∗
p¯q¯ +
∑¯
i
Yi ′ i¯
∑¯
p,q¯
C
∗p¯q¯
i¯
T ∗p¯q¯ .
Now compare the coefficients of T ∗p¯q¯.
6.2 Remark (Classical physics). In the classical limit c→∞ the derivatives
Yk ′xixj are zero, only the second derivatives
Yk ′tt
Yk ′txj = Yk ′xjt
}
for j, k ≥ 1 can be nonzero.
Or, if we write Yk = Xk for k ≥ 1, where X(t
∗, x∗) = Q(t∗)x∗ + b(t∗), the
nonzero terms are those depending on X¨ and Q˙. Therefore the Coriolis coeffi-
cient C is of the form
C0 = 0 , Ck =
[
ak dk
T
dk 0
]
for k ≥ 1
with
QT dk =
∑
k¯Qkk¯d
∗
k¯
+
(
Q˙kj
)
j
,
ak + 2X˙·dk =
∑
k¯Qkk¯a
∗
k¯
+ X¨k .
(6.10)
This gives for the Coriolis terms the well known fictitious forces∑
p,q≥0
C
pq
k Tpq = akT00 +
∑
p≥0
dkp(Tk0 + T0k) = ak̺+
∑
p≥0
dkp(2̺vk + Jk) .
Remark: In the classical limit this has been computed with different notation
in [1, 9 Force].
Proof. If Y is a Newton transformation, then the inhomogeneous term in the
transformation rule for r is for k ≥ 1∑
i¯,j¯≥0
Yk ′ i¯j¯T
∗
i¯j¯ = X¨kT
∗
00 +
∑¯
j≥1
Q˙kj(T
∗
0j¯ + T
∗
j¯0) .
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Here the first term is the kth-component of the acceleration and the second
term the kth-component of the Coriolis force. The transformation rule for C is
C0 = 0 and for k ≥ 1[
1 X˙
T
0 QT
] [
ak dk
T
dk 0
] [
1 0
X˙ Q
]
=
∑¯
k
Qkk¯
[
a∗
k¯
d∗
k¯
T
d∗
k¯
0
]
+
 X¨k
(
Q˙kj
)
j
T
(
Q˙kj
)
j
0
 ,
which is equivalent to (6.10). These are the transformation rules for (ak)k and
(dk)k.
The transformation rule (6.9) applies to C = (Cpqk )kpq and to the negative
Christoffel symbols Γ =
(
Γkpq
)
kpq
, see 6.3. Thus Bpqk := C
pq
k + Γ
k
pq satisfy the
rule
DY TBk◦Y DY =
∑¯
k≥0
Yk ′k¯B
∗
k¯
.
Therefore if the Bk vanish for one observer, it is always true that C
pq
k = −Γ
k
pq.
6.3 Christoffel symbols. They are
Γkij :=
1
2
∑
l
gkl
(
gjl ′i + gil ′j − gij ′l
)
for i, j, k ≥ 0 and −Γ satisfies the transformation rule (6.8) (formulated for the
Coriolis coefficients). Here we use
gkl = −Gkl and gkl = −G
−1
kl . (6.11)
Proof. This is well known, see [7, §86]. We have the following transformation rules
gkl◦Y =
∑
nm
Yk ′nYl ′m g
∗nm for y = Y (y∗) ,
gij =
∑
pq
Y ∗p ′iY
∗
q ′j g
∗
pq◦Y
∗ for y∗ = Y ∗(y) .
Now inserting this, we obtain
Γkij =
1
2
∑
l
gkl
(
gjl ′i + gil ′j − gij ′l
)
=
1
2
∑
lnmpq
(g∗nmYk ′nYl ′m)◦Y
∗
((
g∗pq◦Y
∗Y ∗p ′jY
∗
q ′l
)
′i
+
(
g∗pq◦Y
∗Y ∗p ′iY
∗
q ′l
)
′j
−
(
g∗pq◦Y
∗Y ∗p ′iY
∗
q ′j
)
′l
)
=
1
2
∑
lnmpq
(g∗nmYk ′nYl ′m)◦Y
∗
((
g∗pq◦Y
∗
)
′i
Y ∗p ′jY
∗
q ′l
+
(
g∗pq◦Y
∗
)
′j
Y ∗p ′iY
∗
q ′l −
(
g∗pq◦Y
∗
)
′l
Y ∗p ′iY
∗
q ′j
)
+
1
2
∑
lnmpq
(g∗nmYk ′nYl ′m)◦Y
∗
(
g∗pq◦Y
∗
(
Y ∗p ′jY
∗
q ′l
)
′i
+g∗pq◦Y
∗
(
Y ∗p ′iY
∗
q ′l
)
′j
− g∗pq◦Y
∗
(
Y ∗p ′iY
∗
q ′j
)
′l
)
.
The first sum is
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1
2
∑
lnmpq
(g∗nmYk ′nYl ′m)◦Y
∗
((
g∗pq◦Y
∗
)
′i
Y ∗p ′jY
∗
q ′l
+
(
g∗pq◦Y
∗
)
′j
Y ∗p ′iY
∗
q ′l −
(
g∗pq◦Y
∗
)
′l
Y ∗p ′iY
∗
q ′j
)
=
1
2
∑
nmpq
(g∗nmYk ′n)◦Y
∗
((
g∗pq◦Y
∗
)
′i
Y ∗p ′j
∑
l
Y ∗q ′lYl ′m◦Y
∗
= δqm
+
(
g∗pq◦Y
∗
)
′j
Y ∗p ′i
∑
l
Y ∗q ′lYl ′m◦Y
∗
= δqm
−
∑
l
(
g∗pq◦Y
∗
)
′l
Yl ′m◦Y
∗ Y ∗p ′iY
∗
q ′j
)
=
1
2
∑
nmp
(g∗nmYk ′n)◦Y
∗
((
g∗pm◦Y
∗
)
′i
Y ∗p ′j +
(
g∗pm◦Y
∗
)
′j
Y ∗p ′i
−
∑
qr
g∗pq ′r◦Y
∗
∑
l
Y ∗r ′lYl ′m◦Y
∗
= δrm
Y ∗p ′iY
∗
q ′j
)
=
1
2
∑
nm
(g∗nmYk ′n)◦Y
∗
( ∑
pq
g∗pm ′qY
∗
q ′iY
∗
p ′j
=
∑
pq
g∗qm ′pY
∗
p ′iY
∗
q ′j
+
∑
pq
g∗pm ′qY
∗
q ′jY
∗
p ′i
−
∑
pq
g∗pq ′m◦Y
∗ Y ∗p ′iY
∗
q ′j
)
=
1
2
∑
nmpq
(g∗nmYk ′n)◦Y
∗
(
g∗qm ′p + g
∗
pm ′q − g
∗
pq ′m
)
◦Y ∗ Y ∗p ′iY
∗
q ′j .
The second sum is
1
2
∑
lnmpq
(g∗nmYk ′nYl ′m)◦Y
∗
(
g∗pq◦Y
∗
(
Y ∗p ′jY
∗
q ′l
)
′i
+g∗pq◦Y
∗
(
Y ∗p ′iY
∗
q ′l
)
′j
− g∗pq◦Y
∗
(
Y ∗p ′iY
∗
q ′j
)
′l
)
=
1
2
∑
lnmpq
(g∗nmg∗pqYk ′nYl ′m)◦Y
∗
(
Y ∗p ′ijY
∗
q ′l + Y
∗
p ′jY
∗
q ′il
+Y ∗p ′jiY
∗
q ′l + Y
∗
p ′iY
∗
q ′jl − Y
∗
p ′ilY
∗
q ′j − Y
∗
p ′iY
∗
q ′jl
)
=
∑
lnmpq
(g∗nmg∗pqYk ′nYl ′m)◦Y
∗ Y ∗p ′ijY
∗
q ′l
=
∑
nmpq
(g∗nmg∗pqYk ′n)◦Y
∗ Y ∗p ′ij
∑
l
Y ∗q ′lYl ′m◦Y
∗
=
∑
nmp
(g∗nmg∗pmYk ′n)◦Y
∗ Y ∗p ′ij =
∑
n
Yk ′n◦Y
∗ Y ∗n ′ij .
Together we have shown that
Γkij =
1
2
∑
l
gkl
(
gjl ′i + gil ′j − gij ′l
)
=
1
2
∑
nmpq
(g∗nmYk ′n)◦Y
∗
(
g∗qm ′p + g
∗
pm ′q − g
∗
pq ′m
)
◦Y ∗ Y ∗p ′iY
∗
q ′j
+
∑
n
Yk ′n◦Y
∗ Y ∗n ′ij
=
∑
n
Yk ′n◦Y
∗
(1
2
∑
mpq
(
g∗nm(g∗qm ′p + g
∗
pm ′q − g
∗
pq ′m)
)
◦Y ∗ Y ∗p ′iY
∗
q ′j + Y
∗
n ′ij
)
=
∑
n
Yk ′n◦Y
∗
(∑
pq
Γ∗npq ◦Y
∗ Y ∗p ′iY
∗
q ′j + Y
∗
n ′ij
)
,
that is
Γkij =
∑
n
Yk ′n◦Y
∗
(∑
pq
Γ∗npq ◦Y
∗ Y ∗p ′iY
∗
q ′j + Y
∗
n ′ij
)
. (6.12)
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The equation (6.12) is equivalent to
∑
k
Y ∗n ′kΓ
k
ij =
∑
pq
Γ∗npq ◦Y
∗ Y ∗p ′iY
∗
q ′j + Y
∗
n ′ij
and this is equivalent to
∑
ij
(Yi ′pYj ′q)◦Y
∗ Γkij =
∑
n
Yk ′n◦Y
∗ Γ∗npq ◦Y
∗ +
∑
nij
(Yk ′nYi ′pYj ′q)◦Y
∗ Y ∗n ′ij .
Since
−Yk ′pq =
∑
nij
(Yk ′nYi ′pYj ′q)Y
∗
n ′ij ◦Y
it is equivalent to ∑
ij
Yi ′pYj ′q Γ
k
ij◦Y =
∑
n
Yk ′n Γ
∗n
pq − Yk ′pq
which is (6.8) for −Γ.
Therefore it is of interest to take the Christoffel symbols for a relativistic se-
quence and show that in the classical limit they converge to the formulas for
the Coriolis coefficients in 6.2. The following lemma holds.
6.4 Identity for Γ. The Christoffel symbols satisfy (we use (6.11))
gik ′l =
∑
m
(
gmkΓ
m
il + gimΓ
m
kl
)
.
This is well known, see [7, §86].
Contains mass equation
It is an essential step to prove that the 4-momentum system (6.2) contains as
part the mass equation. To explain this let us assume for the moment that the
4-tensor T has the form
Tij = ̺vivj +Πij for i, j ≥ 0, (6.13)
where v is a 4-velocity as in 5.2 and ̺ is an objective scalar, the mass density.
If we multiply this with the component ei of the vector e and sum over i we get
using that e·v = 1
qj :=
∑
ieiTij = ̺vj +
∑
ieiΠij for j ≥ 0, (6.14)
where q has the form (5.7), that is, q is identical with a mass flux. We convert
this to an argument with test functions by looking at the weak version (6.3).
By (6.4) the test function ζ must be a covariant vector. With an objective
scalar test function η we can set ζ = ηe. Since e is a covariant vector this is a
possible test function. Thus we obtain a weak equation written in η which is
the “e-component” of the relativistic momentum equation (6.2) and is identical
to the mass conservation (5.2). Doing so for arbitrary T we get the
6.5 Mass conservation (Reduction). A part of the 4-momentum equation
(6.1) reads
div q = r (6.15)
with
qj :=
∑
i
eiTij , r :=
∑
i
eiri +
∑
i,j
ei ′jTij .
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If T is as in (6.13) then
qj = ̺vj + Jj , Jj :=
∑
i
eiΠij ,
r :=
∑
i
ei
(
ri − ̺(v·∇)vi
)
+
∑
i,j
ei ′jΠij
= e·f +
∑
p,q
(e·Cpq + ep ′q)Tpq
.
Remark: We mention that the condition
∑
i,jeiejΠi,j = 0 implies e·J = 0.
Proof. We take
ζ := η e (6.16)
as test function. If η is an objective scalar then
ζ∗ = η∗e∗ = η∗DY T e◦Y = DY T ζ◦Y ,
hence ζ is an allowed test function and it follows from (6.3)
0 =
∫
U
(∑
i,j
∂yjζiTij +
∑
i
ζiri
)
dL4
=
∫
U
(∑
i,j
∂yj (ηei)Tij + η
∑
i
eiri
)
dL4
=
∫
U
(∑
j
∂yjη
∑
i
eiTij
= qj
+ η
( ∑
i,j
(∂yjei)Tij +
∑
i
eiri
= r
))
dL4 .
If T is as in (6.13) then
qj =
∑
i
ei(̺vivj +Πij) = ̺(e·v)vj +
∑
i
eiΠij
with e·v = 1, and one term of r =
∑
ieiri +
∑
i,jei ′jTij is∑
i,j
ei ′j̺vivj =
∑
i,j
(eivi) ′j̺vj −
∑
i,j
eivi ′j̺vj = −̺
∑
i
ei
∑
j
vjvi ′j
again since e·v is constant, and (v·∇)v = Dv v. Also r equals
r =
∑
i
ei
(
f i +
∑
p,q
C
pq
i Tpq
)
+
∑
i,j
ei ′jTij
=
∑
i
eif i +
∑
p,q
(
eiC
pq
i + ep ′q
)
Tpq ,
whish gives the second representation of r.
It is now clear that the mass equation is a part of the 4-momentum system. A
question is how one formulates in general the momentum system without the
mass equation.
6.6 Reduced momentum equation. This equation reads∫
R4
( 3∑
i,j=0
∂yj ζ˜i · Tij +
3∑
i=0
ζ˜ifi
)
dL4 = 0 for ζ˜·e0 = 0.
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Here f is the remaining force (without reaction term)
f := r − r·e′0e0 .
Remark: So this differential equation together with (6.15) is equivalent to the
4-momentum system (6.2).
Proof. The equation ζ = ηe′0 implies η = ζ·e0. Or ζ˜ := ζ − ηe′0 with η := ζ·e0
gives ζ˜·e0 = 0. And the definition of f gives ζ˜·r = ζ˜·f . Therefore
ζ·r = (ζ˜ + ηe′0)·r = ηe′0·r + ζ˜·f ,
where e′0·r = r−̺e′0·Dv v. The η-term is the contribution in the mass equation
and the ζ˜-term the contribution in the reduced system.
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7 Moving particle
The mass-momentum equation of section 6 should be consistent with the law of
moving particles. Therefore we consider the differential equation (6.1)
divT = r
now for distributions based on an evolving point Γ ⊂ R4. We refer to 7.4 and
7.5 for the distributional version of differential equations on Γ.
By an evolving point Γ ⊂ R4 we mean that for y ∈ Γ the scalar product
e(y)·τ > 0 for some τ ∈ Ty(Γ)\{0}, where T(Γ) denotes the spacetime tangent
space of Γ. Multiplying τ by a positive constant we obtain e(y)·τ = 1. This
way, since Γ is one-dimensional, the tangential vector becomes unique. Thus we
obtain a 4-vector
vΓ(y) ∈ Ty(Γ) with e(y)·vΓ(y) = 1, (7.1)
which we call the 4-velocity of Γ, a notion which we already introduced in 5.2.
7.1 Remark. It follows from (7.1) that vΓ = e0 + vΓ with vΓ ∈ W = {e}
⊥
.
And vΓ is a contravariant vector, i.e. it satisfies the transformation rule
vΓ◦Y = DY vΓ∗ ,
where Y is the observer transformation.
Proof. If Γ = Y (Γ∗) it follows for y = Y (y∗) that DY (y∗) maps Ty∗(Γ
∗) into
Ty(Γ).
In order to get an impression of a differential equation on Γ we prove the fol-
lowing lemma.
7.2 Lemma (Objectivity on Γ). For an evolving point Γ the following holds:∫
Γ
g
|vΓ|
dH1 =
∫
Γ∗
g∗
|vΓ∗ |
dH1 ,
if g : Γ → R is an objective scalar. The velocity vΓ is the 4-velocity as in 7.1.
Here |vΓ| denotes the Euclidean norm of vΓ.
Proof. Let y = Y (y∗) be an observer transformation and Γ = Y (Γ∗). Then
the transformation formula from mathematics says that for every local function
f : Γ→ R ∫
Γ
f dH1 =
∫
Γ∗
f ◦Y | detDY |
Ty∗ (Γ∗)
| dH1 .
We have to bring this in our statement. If we choose tangent vectors
τ(y) = DY (y∗) τ∗(y∗) ∈ Ty(Γ) for τ
∗(y∗) ∈ Ty∗(Γ
∗) ,
and if we choose τ∗(y∗) as unit vector |τ∗(y∗)| = 1 then
| detDY |
Ty∗ (Γ∗)
| = |τ ◦Y | .
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Since vΓ(y) = DY (y
∗)vΓ∗(y
∗) by 7.1 we can choose
τ∗(y∗) =
vΓ∗(y
∗)
|vΓ∗(y
∗)|
, τ(y) =
vΓ(y)
|vΓ∗(y
∗)|
and obtain
| detDY |
Ty∗ (Γ∗)
| =
|vΓ◦Y |
|vΓ∗ |
.
Therefore the above formula reads∫
Γ
f dH1 =
∫
Γ∗
(f |vΓ|)◦Y
dH1
|vΓ∗ |
.
Setting g(y) := f(y)|vΓ(y)| we obtain∫
Γ
g
|vΓ|
dH1 =
∫
Γ∗
g◦Y
|vΓ∗ |
dH1 .
If g is an objective scalar, that is g◦Y = g∗, the assertion follows.
The 4-velocity vΓ is a contravariant vector, but the transformation rule for |vΓ|
is not so easy, it is more convenient to consider the measure
µΓ :=
1
|vΓ|
H1xΓ (7.2)
and therefore one can write the result of 7.2 as∫
R4
g dµΓ =
∫
R4
g∗ dµΓ∗ . (7.3)
We can view this also as a transformation rule for µΓ:
7.3 Remark. If Y is an observer transformation and Γ = Y (Γ∗) then
µΓ(B) = µΓ∗(B
∗) for B = Y (B∗).
We now write down differential equations on the curve Γ in order to describe
the movement of a “tiny mass”. First let us use the distributional version of the
mass equation (5.5) taking 7.2 into account.
7.4 Mass equation. We define the distributional mass equation by
divq = r ,
q = mvµΓ , r = rµΓ ,
where the mass m of the particle is an objective scalar and the velocity v = vΓ
and also the rate r is an objective scalar. For scalar test functions η this reads
0 = 〈 η , − divq + r 〉
D(U) =
∫
R4
(
∇η·(mv) + ηr
)
dµΓ
=
∫
Γ
(
∇η·(mvΓ) + ηr
) dH1
|vΓ|
=
∫
Γ
η
(
− divΓ
(mvΓ
|vΓ|
)
+
r
|vΓ|
)
dH1
hence
divΓ
(mvΓ
|vΓ|
)
=
r
|vΓ|
.
For the last integral the regularity of Γ and m are required.
Hint: We mention section 8 where the notion of the scalar m is motivated.
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Proof. Since η is an objective scalar, that is η ◦Y = η∗, we deduce that ∇η
satisfies ∇η∗ = (DY )
T
∇η◦Y . Then in the first integral the µΓ-integrand
g := ∇η·(mv) + ηr
satisfies
g∗ = ∇η∗·(m∗v∗) + η∗r∗ = ((DY )T∇η◦Y )·(m∗v∗) + (η◦Y )r∗
= (∇η◦Y )·(m∗DY v∗) + (η◦Y )r∗ = (∇η·(mv) + ηr)◦Y = g◦Y ,
that is, g is an objective scalar. Hence by (7.3)
〈 η , − divq + r 〉
D(U) =
∫
Γ
g dµΓ =
∫
Γ∗
g∗ dµΓ∗ = 〈 η
∗ , − divq∗ + r∗ 〉
D(U∗) .
This shows that the distributional equation is the mass equation (see also sec-
tion 8). To derive the strong version note that mv = mvΓ ∈ T(Γ).
Similarly, we treat the momentum equation for a particle.
7.5 Momentum equation. The distributional 4-momentum system is defined
by
divT = r with
Tij = mvivjµΓ , ri = riµΓ .
Here the mass m of the particle is an objective scalar and the velocity v = vΓ
and on the right-hand side r satisfies the transformation rule
ri◦Y =
∑
i¯,j¯≥0
mYi ′ i¯j¯ v
∗
i¯ v
∗
j¯ +
∑¯
i≥0
Yi ′ i¯ r
∗
i¯ .
With this matrix distribution T and this vector distribution r the system reads
for covariant vector valued test functions ζ
0 = 〈 ζ , − divT + r 〉
D(U) = 〈Dζ , T 〉D(U) + 〈 ζ , r 〉D(U)
=
∫
R4
(
Dζ··(mvv
T) + ζ·r
)
dµΓ
=
∫
R4
( ∑
i,j≥0
∂jζimvΓivΓj +
∑
i≥0
ζiri
)
dµΓ
=
∫
Γ
∑
i≥0
ζi
(
− divΓ
(
mvΓi
vΓ
|vΓ|
)
+
ri
|vΓ|
)
dH1 .
For the second integral the regularity of Γ and m are required, and for the last
identity vΓ ∈ T(Γ) is used.
Proof. The test function ζ is a covariant vector, that is ζ∗ = DY T ζ◦Y , hence
ζ∗i¯ ′ j¯ =
∑
i,j
Yi ′ i¯Yj ′ j¯ ζi ′j ◦Y +
∑
i
Yi ′ i¯j¯ ζi◦Y .
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Then g := Dζ··T + ζ·r satisfies
g∗ = Dζ∗··T
∗ + ζ∗·r∗ =
∑¯
i,j¯
ζ∗i¯ ′j¯T
∗
i¯j¯ +
∑¯
i
ζ∗i¯ r
∗
i¯
=
∑
i,j
ζi ′j◦Y
∑¯
i,j¯
Yi ′ i¯Yj ′j¯T
∗
i¯j¯ +
∑
i
ζi◦Y
∑¯
ij¯
Yi ′ i¯,j¯T
∗
i¯j¯
+
∑
i
ζi◦Y
∑¯
i
Yi ′ i¯r
∗
i¯
=
∑
i,j
ζi ′j◦Y Tij◦Y +
∑
i
ζi◦Y ri◦Y
= (Dζ··T + ζ·r)◦Y = g◦Y ,
that is, g is an objective scalar. Hence by (7.3)
〈 ζ , − divT + r 〉
D(U) =
∫
Γ
g dµΓ =
∫
Γ∗
g∗ dµΓ∗ = 〈 ζ
∗ , − divT ∗ + r∗ 〉
D(U∗) .
Altogether this shows that we deal with the 4-momentum equation (see also
section 8).
We remark that the mass equation is a special case of the 4-momentum equation
as shown in 6.5.
7.6 Example. Let the coordinates be y = (t, x) ∈ R4 and let the moving
point be given by Γ := {(t, ξ(t)) ; t ∈ R} and define ξ(t) := (t, ξ(t)). Then
ξ˙ = (1, ξ˙) ∈ T(Γ), and we assume that the derivative points in the same direction
as vΓ, that is, for y = ξ(t)
vΓ(y) = λ(y)
d
dt
ξ(t), λ(y) > 0 .
Then the 4-momentum equation for the evolving point Γ is with v = vΓ for test
functions ζ
0 =
〈
ζ , − div(mvvT) + r
〉
D(U)
= mvvT
∫
R4
(
Dζ··(mvv
T) + ζ·r
)
dµΓ
=
∫
R
(∑
ij
∂jζimvivj +
∑
i
ζiri
)
(t, ξ(t))
dt
λ(t, ξ(t))
=
∫
R
∑
i
( d
dt
(
ζi(t, ξ(t))
)
mvi(t, ξ(t)) + ζi
ri
λ
(t, ξ(t))
)
dt
=
∫
R
∑
i
ζi
(
− λ(t, ξ(t))
d
dt
(mvi(t, ξ(t))) + ri(t, ξ(t))
) dt
λ(t, ξ(t))
=
∫
R
ζ·
(
− λ
d
dt
(
mλ
d
dt
ξ(t)
)
+ r
) dt
λ
.
This is with respect to an arbitrary e :R4 → R4.
Proof. Since Γ ⊂ R4 is one-dimensional we have v = vΓ = λ(1, ξ˙), and λ > 0 by
assumption, therefore
µΓ =
H1xΓ
|vΓ|
=
H1xΓ
λ
√
1 + |ξ˙|2
,
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hence for every function g∫
g dµΓ =
∫
R
g(t, ξ(t))
λ(t, ξ(t))
dt .
Since
d
dt
(
ζi(t, ξ(t))
)
= ∇ζi·(1, ξ˙) =
1
λ
∇ζi·v =
1
λ
∑
j
∂jζi · vj ,
we obtain the result.
This shows that the 4-momentum equation for a moving point t 7→ ξ(t) is
equivalent to the ODE
λ
d
dt
(
mλ
d
dt
ξ(t)
)
= r , (7.4)
where λ > 0 is given by λξ˙ = vΓ.
7.7 Case 1. If e = e0, that is, t is the “normal” time variable, because λ = 1
and the ODE reads
d
dt
(
m
d
dt
ξ(t)
)
= r .
Writing mass and momentum equations separately we get
d
dt
m = r,
d
dt
(
m
d
dt
ξ
)
= f , r =
[
r
f
]
.
Proof. It is 1 = e·vΓ = λe0·(1, ξ˙) = λ and therefore[
r
f
]
:= r =
d
dt
(
m
d
dt
ξ(t)
)
=
d
dt
(
m
[
1
ξ˙
] )
=
[
m˙(
mξ˙
)
.
]
.
7.8 Case 2. If e is arbitrary and Γ is an evolving curve, that is λ > 0, then t is
a time variable which is specific to the observer.
(1) If the factor λ is known, the observer can choose to a variable s defined by
t = t(s) and
t′(s) = λ(ξ(t(s))) .
Then Γ = {ξ(t(s)) ; s ∈ R} and we obtain the differential equation
d
ds
(
m
d
ds
ξ(t(s))
)
= r .
(2) If as in 3.9
e0 =
[
γ
γV
]
, e = e′0 =
[
γ
−
γ
c2
V
]
, |V | < c ,
then ξ˙·V < c2, which is satisfied if |ξ˙| < c.
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(3) The ODE cannot be split as in 7.7. But we have, if e is a constant,
r = re0 + f
according to 6.6, a formula which is well known in classical physics.
Proof (1). For every function t 7→ h(t)
d
ds
h(t(s)) = t′(s)
d
dt
h(t) = λ(ξ)
d
dt
h(t) .
Proof (2). It is
1 = e·vΓ = λe·ξ˙ =
[
γ
−
γ
c2
V
]
·
[
1
ξ˙
]
= λγ
(
1−
1
c2
V·ξ˙
)
hence
0 <
1
λγ
=
(
1−
1
c2
V·ξ˙
)
.
Proof (3). The pure force f := r−r·e′0e0 has been defined in 6.6. And r·e′0 = e
by 6.5 if e is constant.
The following example is based on the coordinates in 7.8. You will find this in
[4, I §5 Additionstheorem der Geschwindigkeiten].
7.9 Addition of velocities. Let y∗ = (t∗, x∗) ∈ R4 and y = (t, x) ∈ R4 be
connected by a Lorentz transformation y = Y (y∗) := Lc(V,Q)y
∗ and consider
two moving points Γ := {(t, ξ(t)) ; t ∈ R} and Γ∗ := {(t∗, ξ∗(t∗)) ; t∗ ∈ R} with
Γ = Y (Γ∗). Define u(t, ξ(t)) := ξ˙(t) and u∗(t∗, ξ∗(t∗)) := ξ˙∗(t∗).
(1) Then
u =
V +
1
γ
Bc(V )Qu
∗
1 +
1
c2
V·Qu∗
if the denominator is positive.
(2) If Q = Id and V ∈ span {u∗} then
u =
V + u∗
1 +
1
c2
V·u∗
if the denominator is positive.
Proof (1). The identity (t, ξ(t)) = Y (t∗, ξ∗(t∗)) is[
t
ξ(t)
]
=
[
γt∗ +
γ
c2
V TQξ∗(t∗)
γt∗V +Bc(V )Qξ
∗(t∗)
]
.
If s is a common parameter, that is (t(s), ξ(t(s))) = Y (t∗(s), ξ∗(t∗(s))), then the
derivative with respect to s gives the result.
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Proof (2). It is u∗ = (u∗·̂V ) V̂ and Bc(V )V̂ = γV̂ .
If one takes instead the velocities vΓ and vΓ∗ of the moving points, one has at
corresponding points (t, ξ(t)) and (t∗, ξ∗(t∗)) the relation vΓ = Lc(V,Q)vΓ∗ and
vΓ =
u
e·u
, u := ξ˙ , ξ(t) := (t, ξ(t)) , u = (1, u) ,
similarly for vΓ∗ . Compare the identity in 5.4(2).
8 Approximation of particles
A particle is a mass concentrated at an evolving point Γ ⊂ R4. The aim is to ap-
proximate this particle by a mass density in a neighbourhood of this curve which
converges to the particle mass on Γ. This is necessary in order to prove that
the distributional equations of section 7 are really the 4-momentum equations.
In the general situation this means that we have functions gε : R
4 → R with
support in a neighbourhood of Γ such that for a limit function gΓ :Γ→ R
gεL
4 → gΓµΓ as ε→ 0, where µΓ :=
1
|vΓ|
H1xΓ
is the measure from (7.2). This means that for test functions η ∈ C∞0 (R
4)∫
R4
ηgε dL
4 −→
∫
Γ
ηgΓ dµΓ as ε→ 0. (8.1)
In this situation we prove the following Theorem 8.3 for objective scalars gε in
spacetime which as ε→ 0 behave like a Dirac sequence around Γ. Before we do
so it is useful to prove the following quite general statements.
8.1 Lemma. The vector e = e′0 satisfies
(1) |e0 ∧ · · · ∧ e3| =
|e1 ∧ · · · ∧ e3|
|e′0|
.
(2) |e0 ∧ · · · ∧ e3| is an objective scalar.
Remark: It is |e0 ∧ · · · ∧ e3| = |e0 ∧ · · · ∧ e3| = 1, if the observer is connected
with the standard Lorentz observer.
Proof (1). {e′0, . . . , e3} is a basis of R
4 and hence e0 = µe
′
0 +
∑n
j=1νjej and
1 = e′0·e0 = µ|e′0|2. Therefore the vector e¯ := e0 −
∑n
j=1νjej = µe
′
0 satisfies
e¯·ei = 0 for i ≥ 1. We conclude
|e0 ∧ · · · ∧ e3| = |e¯ ∧ e1 ∧ · · · ∧ e3| = |e¯| · |e1 ∧ · · · ∧ e3|
where |e¯| = |µe′0| = |e
′
0|
−1
(see the proof of 3.3)
Proof (2). By 4.2 we have the transformation rule ek◦Y = DY e
∗
k. Hence
|e0 ∧ · · · ∧ e3|◦Y = |∂e∗
0
Y ∧ · · · ∧ ∂e∗
3
Y |
= |e∗0 ∧ · · · ∧ e
∗
3| · |∂0Y ∧ · · · ∧ ∂3Y |
and |∂0Y ∧ · · · ∧ ∂3Y | = |detDY | = 1.
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8.2 Lemma. For any function h :{(y, z) ; z ∈W (y)} → R∫
W (y)
h(y, z)
dH3(z)
|e1(y) ∧ · · · ∧ e3(y)|
=
∫
W ∗(y∗)
h(Y (y∗),DY z∗)
dH3(z∗)
|e∗1(y
∗) ∧ · · · ∧ e∗3(y
∗)|
.
This lemma is applied to the case that h∗(y∗, z∗) := h(Y (y∗),DY z∗).
Proof. It follows with the transformation DY (y∗) :W ∗(y∗)→W (y)∫
W (y)
h(y, z) dH3(z) = |det DY (y∗)|W ∗(y∗) |
∫
W ∗(y∗)
h(Y (y∗),DY z∗) dH3(z∗) .
If {e⊥1 , e
⊥
2 , e
⊥
3 } is an orthonormal basis of W
∗ then
|det DY |W ∗ | = |∂e⊥1 Y ∧ · · · ∧ ∂e⊥3 Y |
Since {e∗1, e
∗
2, e
∗
3} is a basis of the same spaceW
∗ we get
|∂e∗
1
Y ∧ · · · ∧ ∂e∗
3
Y | = |e∗1 ∧ · · · ∧ e
∗
3| · |∂e⊥
1
Y ∧ · · · ∧ ∂e⊥
3
Y | ,
and since DY e∗i = ei◦Y for i ≥ 1 by 4.2 we see that
|∂e∗
1
Y ∧ · · · ∧ ∂e∗
3
Y | = |e1◦Y ∧ · · · ∧ e3◦Y | = |e1 ∧ · · · ∧ e3|◦Y .
This gives
|det DY |W ∗ | =
|e1 ∧ · · · ∧ e3|◦Y
|e∗1 ∧ · · · ∧ e
∗
3|
and finishes the proof.
We use this in order show that a mass point is the limit of an distributed
objective mass density.
8.3 Theorem (Convergence to Γ). We assume that Γ is an evolving point
and let gε :R
4 → R be objective scalars whose support is in the ε-neighbourhood
of Γ. We assume that for y ∈ Γ and zε → z ∈W (y)
ε3|e1(y) ∧ · · · ∧ e3(y)| gε(y + εzε)→ |e(y)| g(y, z) as ε→ 0. (8.2)
Then for η ∈ C∞0 (R
4)
lim
εց0
∫
R4
ηgε dL
4 =
∫
Γ
ηgΓ dµΓ , (8.3)
where
gΓ(y) :=
∫
W (y)
g(y, z)
dH3(z)
|e1(y) ∧ · · · ∧ e3(y)|
. (8.4)
The function gΓ :Γ→ R is an objective scalar.
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Proof. We let Γ = {ξ(s) ; s ∈ R} where the parameter s can be chosen so that
ξ′(s) = vΓ(ξ(s)). It follows that for every function h :Γ→ R∫
Γ
h(y) dµΓ(y) =
∫
Γ
h(y)
dH1(y)
|vΓ(y)|
=
∫
R
h(ξ(s)) dL1(s) . (8.5)
Now we use the transformation
(s, z) 7→ y = y(s, z) := ξ(s) +
∑
i≥1
zie
⊥
i (ξ(s)) ∈ R
4 ,
where {e⊥1 (y), e
⊥
2 (y), e
⊥
3 (y)} is an orthonormal basis of W (y). We compute
its determinant, since {ê, e⊥1 , e
⊥
2 , e
⊥
3 } is an orthonormal basis of R
4, in an ε-
neighbourhood of Γ as
|detDy(s, z)| = |(ξ′ +
∑
i≥1
ziDe
⊥
i (ξ)ξ
′) ∧ e⊥1 ∧ · · · ∧ e
⊥
3 |
= |ξ′ ∧ e⊥1 ∧ · · · ∧ e
⊥
3 |+O(ε) = ξ
′·̂e +O(ε) ,
ξ′(s)·̂e(ξ(s)) = vΓ(ξ(s))·̂e(ξ(s)) =
1
|e(ξ(s))|
,
hence
|detDy(s, z)| =
1
|e(ξ(s))|
+O(ε).
It then follows that for ε→ 0∫
R4
ηgε dL
4 =
∫
R
∫
R3
(ηgε)(y(s, z))|detDy(s, z)| dL
3(z) dL1(s)
=
∫
R
∫
R3
(ηgε)(y(s, z))
dL3(z)
|e(ξ(s))|
dL1(s) +O(ε) .
Therefore we consider the following function
hε(y) :=
∫
R3
(ηgε)(y(s, z))
dL3(z)
|e(ξ(s))|
∣∣∣∣
ξ(s)=y
=
∫
W (y)
(ηgε)(y + z)
dH3(z)
|e(y)|
=
∫
W (y)
ε3(ηgε)(y + εz)
dH3(z)
|e(y)|
= η(y)
∫
W (y)
ε3gε(y + εz)
dH3(z)
|e(y)|
+O(ε) ,
and (8.5) gives ∫
R4
ηgε dL
4 =
∫
Γ
hε(y) dµΓ(y) +O(ε) .
By assumption (8.2) as ε→ 0 for z ∈W (y)
ε3gε(y + εz)
|e(y)|
→
g(y, z)
|e1(y) ∧ · · · ∧ e3(y)|
,
and this is why we obtain
hε(y)→ η(y)
∫
W (y)
g(y, z)
dH3(z)
|e1(y) ∧ · · · ∧ e3(y)|
= η(y)gΓ(y) =: h(y) ,
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and this is the convergence as ε→ 0 of (8.3).
It remains to prove that gΓ is an objective scalar. We know that gε is an
objective scalar, hence gε(y) = g
∗
ε(y
∗) for y = Y (y∗). By 8.1 the value
λ(y) := |e0(y) ∧ · · · ∧ e3(y)| =
|e1(y) ∧ · · · ∧ e3(y)|
|e(y)|
is an objective scalar, and therefore also λ(y)gε(y) = λ
∗(y∗)g∗ε (y
∗) for y = Y (y∗).
Therefore, if in addition z = DY (y∗)z∗, z∗ ∈W ∗(y∗), from assumption (8.2)
g∗(y∗, z∗)← ε3λ∗(y∗)g∗ε (y
∗ + εz∗) = ε3λ(y)gε(Y (y
∗ + εz∗))
= ε3λ(y)gε(y + εzε) , zε :=
1
ε
(Y (y∗ + εz∗)− Y (y∗)) ,
→ g(y, z) , since zε → DY (y
∗)z∗ =: z ∈W (y) ,
that is,
g∗(y∗, z∗) = g(y, z) for y = Y (y∗), z = DY (y∗)z∗. (8.6)
From this it follows gΓ∗(y
∗) = gΓ(y), since we prove in 8.2 that the integral
which defines gΓ is frame independent.
We wanted to clarify the connection between the mass m : Γ → R of a moving
point Γ and the mass density ̺ε :R
4 → R in spacetime, which is concentrated
near Γ. We have shown in 8.3 that a certain convergence of the usually called
mass in the point y ∈ R4
z 7→ ε3|e1(y) ∧ · · · ∧ e3(y)| ̺ε(y + εz)
implies that ̺εL
4 → mµΓ in distributional sense where the mass of the particle
in y ∈ Γ
m(y) =
1
|e(y)|
∫
W (y)
lim
ε→0
(
ε3̺ε(y + εz)
)
dH3(z)
is a mean value of the mass density across {y + z ; z ∈ W (y)}. This mass m
is an objective scalar. Accordingly, if the 4-velocity vε converges strongly to vΓ
we have convergence of the mass and the momentum equation.
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9 Fluid equations
In this section we consider the 4-momentum equation (6.2)
divT = τ with tensor T = ̺v⊗v +Π .
The characteristic behaviour of T for a fluid is that it depends on the gradients
of the velocity D v, where here we take a 4-velocity v as defined in 5.2. We prove
the following theorem for the tensor Π, which is the generalization of the fact,
that in classical physics the dependence on the symmetric part of the velocity
gradient is the only objective version of such a dependence.
9.1 Theorem. Let v be a 4-velocity (as in 5.2).
(1) The tensor S˜ = DvG+ (DvG)
T
− (v·∇)G is a contravariant tensor.
(2) Also S := DvGsp +(DvGsp)
T
− (v·∇)Gsp is a contravariant tensor.
Proof of contravariance. Let G be an arbitrary symmetric contravariant tensor,
that is a tensor with the property
G◦Y = DY G∗DY T (9.1)
for observer transformations y = Y (y∗). The 4-velocity v satisfies
vi◦Y =
∑¯
i
Yi ′ i¯ v
∗
i¯ .
Therefore one obtains for the derivative
∂j¯(vi◦Y ) =
∑¯
i
Yi ′ i¯j¯ v
∗
i¯ +
∑¯
i
Yi ′ i¯∂j¯v
∗
i¯
and from the chain rule ∂j¯(vi◦Y ) =
∑
j(∂jvi)◦Y Yj ′ j¯ , that is∑
j
(∂jvi)◦Y Yj ′ j¯ =
∑¯
i
Yi ′ i¯j¯ v
∗
i¯ +
∑¯
i
Yi ′ i¯∂j¯v
∗
i¯
or in matrix notation
(Dv◦Y )DY =
∑¯
i
v∗i¯DY ′ i¯ +DYDv
∗ .
Multiplying this identity from the right side by G∗DY T one obtains using the
property (9.1)
(Dv G)◦Y =
∑¯
i
v∗i¯DY ′ i¯G
∗DY T +DY (Dv∗G∗)DY T .
This is the transformation rule for Dv G (and it is, for G = Gc and c → ∞,
identical with the classical formula). From this we obtain the transposed version
(G∗ is symmetric)
(Dv G)
T
◦Y =
∑¯
i
v∗i¯DY G
∗DY T′ i¯ +DY (Dv
∗G∗)
T
DY T .
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The sum of both equations has as inhomogeneous term
M :=
∑¯
i
v∗i¯DY ′ i¯G
∗DY T +
∑¯
i
v∗i¯DY G
∗DY ′ i¯
T ,
and reads
(Dv G)◦Y +(Dv G)
T
◦Y = M +DY
(
Dv∗G∗ +(Dv∗G∗)
T )
DYT .
The M -term also occurs in the transformation rule of
∑
iviG ′i, since(∑
i
viG ′i
)
◦Y =
∑
i¯i
Yi ′ i¯v
∗
i¯ (G ′i◦Y )
=
∑¯
i
v∗i¯
(∑
i
Yi ′ i¯G ′i◦Y
)
=
∑¯
i
v∗i¯ (G◦Y ) ′ i¯ =
∑¯
i
v∗i¯ (DY G
∗DYT) ′ i¯
= DY
( ∑¯
i
v∗i¯G
∗
′ i¯
)
DY T +
∑¯
i
v∗i¯
(
DY ′ i¯G
∗DYT +DY G∗DY T′ i¯
)
=M
.
Hence subtracting both equations gives S := Dv G + (Dv G)
T
− (v·∇)G and
this matrix satisfies S◦Y = DY S∗DY T.
Proof (1). Because G := G satisfies (9.1).
Proof (2). Also G := Gsp = G − Gti satisfies (9.1), since Gti = − 1
c2
e0 e0
T and
e0 is a contravariant vector.
9.2 Theorem. Let v be a 4-velocity as in 5.2.
(1) Define J := eT S for the tensor S in 9.1(2). The vector satisfies
Jl =
∑
ik
ei ′k(vkG
sp
il − viG
sp
kl )
and is a contravariant vector.
(2) It is e·J = 0.
Proof (1). It is
(eT S)j =
∑
i
eiSij
=
∑
ik
eivi ′kG
sp
kj +
∑
k
∑
i
eiG
sp
ik
= 0
vj ′k −
∑
ik
vkeiG
sp
ij ′k
=
∑
k
∂k
(∑
i
eivi
)
= 1
·Gspkj −
∑
ki
ei ′kviG
sp
kj
−
∑
k
vk∂k
(∑
i
eiG
sp
ij
)
= 0
+
∑
ki
vkei ′kG
sp
ij
=
∑
ki
ei ′k(vkG
sp
ij − viG
sp
kj) .
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Thus
(eT S)j =
∑
kiei ′k(vkG
sp
ij − viG
sp
kj) . (9.2)
Now
ei ′k =
ei ′k + ek ′i
2
+ Eik , Eik =
ei ′k − ek ′i
2
,
and since the bracket in (9.2) is antisymmetric in (i, k), it follows that
Jj := (e
T S)j =
∑
ki
Eik(vkG
sp
ij − viG
sp
kj) ,
a term which we handled already in 5.6. This is because e∗
i¯
=
∑
iYi ′ i¯ei◦Y , and
hence
e∗
i¯ ′k¯
=
∑
i
Yi ′ i¯k¯ei◦Y +
∑
ik
Yi ′ i¯Yk ′k¯ei ′k◦Y .
Since Yi ′ i¯k¯ is symmetric in (¯i, k¯), we obtain
E∗
i¯k¯
=
∑
ik
Yi ′ i¯Yk ′k¯Eik◦Y ,
a property which was assumed in 5.6.
Proof (2). Since
∑
jejG
sp
kj = 0 for every k.
For fluids one has the following momentum system on the basis of 9.1(2)
div(̺v vT +Π) = τ , Π = pGsp − S ,
S = µ(DvGsp +(DvGsp)T − (v·∇)Gsp) + λ divvGsp ,
where p, µ, and λ are objective scalars. It contains the mass equation
div(̺v + J) = r , J = e·Π = e·S ,
where e·J = 0 and r = e·τ +De··
(
v (̺v + J)
T
+Π
)
.
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10 Higher moments
We now present the relativistic version of higher moments. We consider mo-
ments of order N with flux T = (Tβ)β∈{0,...,3}N+1. Writing Tβ = Tαj with β =
(α, j), where α ∈ {0, . . . , 3}N and j ∈ {0, . . . , 3}, the system of N th-moments
reads in the version for test functions ζ = (ζα)α∈{0,...,3}N with ζα ∈ C
∞
0 (U ;R)
in a domain U ⊂ R4∫
R4
∑
α
( ∑
j≥0
∂yjζα · Tαj + ζα · gα
)
dL4 = 0 . (10.1)
The strong version of this system is divT = g or∑
j≥0
∂yjTαj = gα for α ∈ {0, . . . , 3}
N . (10.2)
The definition of the physical quantities of this system of N th-moments is
the following: We demand from the test functions that they satisfy the trans-
formation rule
ζ∗
k¯1···k¯N
=
∑
k1,...,kN≥0
Yk1 ′k¯1 · · ·YkN ′k¯N ζk1···kN ◦Y
for all k¯1, . . . , k¯N ∈ {0, . . . , 3}, where Y is a relativistic observer transformation.
Hence these test functions ζ are covariantN -tensors. Here y, T , g, and ζ are the
quantities for one observer and similarly y∗, T ∗, g∗, and ζ∗ are these quantities
for another observer, and y = Y (y∗) is the observer transformation where we as
always assume that detDY = 1. Therefore it holds∫
R4
∑
α
( ∑
j≥0
∂yjζα · Tαj + ζα · gα
)
dL4 =
∫
R4
∑
α
( ∑¯
j≥0
∂y∗
j¯
ζ∗α · T
∗
αj¯ + ζ
∗
α · g
∗
α
)
dL4
and this is satisfied if the physical quantities T and g fulfill the following trans-
formation rule (see the result in 11.1 below)
Tk1···kM ◦Y =
∑
k¯1,...,k¯M≥0
Yk1 ′k¯1 · · ·YkM ′k¯MT
∗
k¯1···k¯M (10.3)
for k1, . . . , kM ∈ {0, . . . , 3} and M = N + 1, and
gk1···kN ◦Y =
∑
k¯1,...,k¯N ,j≥0
(
Yk1 ′k¯1 · · ·YkN ′k¯N
)
′j
T ∗
k¯1···k¯N j
+
∑
k¯1,...,k¯N≥0
Yk1 ′k¯1 · · ·YkN ′k¯N g
∗
k¯1···k¯N
(10.4)
for k1, . . . , kN ∈ {0, . . . , 3}. If one wants to express a high moment in terms of
another observer, one needs all moments of the other observer up to this order.
As symmetry condition one might assume that Tαj and gα are symmetric in the
components of α, but in general there is no symmetry with respect to the last
index j. Thus for N = 1 the relativistic Navier-Stokes equations are included.
And it is important to say that also for arbitrary N we do not prescribe a
constitutive relation for Tβ , we only assume that they are a solution of system
(10.1). The form of this system is the only connection to section 2.
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So far no special relativistic argument has occurred. But obviously the ques-
tion arises, how the lower order momentum equations are contained in this
presentation, are the (N − 1)th-moments part of the N th-moments as in the
non-relativistic case? So we have to find a relativistic version of the reduction
in 2.1. On the other hand what is clear is that the usual representation of the
tensor
Tβ = ̺vβ1 · · · vβM +Πβ (10.5)
with M = N +1 can be used also in the relativistic case. Here we choose the 4-
velocity v as defined in 5.2 and ̺ as the mass density which is an objective scalar.
Then the tensor T satisfies (10.3), if Π does it, because v is a contravariant
vector, that is,
vi◦Y =
3∑¯
i=0
Yi ′ i¯v
∗
i¯ .
This implies(
̺
M∏
i=1
vki
)
◦Y = ̺◦Y
M∏
i=1
vki ◦Y = ̺
∗
M∏
i=1
( 3∑
k¯i=0
Yki ′k¯iv
∗
k¯i
)
= ̺∗
3∑
k¯1,...,k¯M=0
Yk1 ′k¯1 · · ·YkM ′k¯M v
∗
k¯1
· · · v∗
k¯M
=
3∑
k¯1,...,k¯M=0
Yk1 ′k¯1 · · ·YkM ′k¯M
(
̺∗
M∏
i=1
v∗
k¯i
)
and gives (10.3) for T .
Reduction of the system
The system of N th-moments (10.2) consists of 4N differential equations (with-
out taking symmetry into account) and it should contain the 4N−1 differential
equations of the (N − 1)th-moments equation. We realize this the same way
as we did for N = 1 in section 6. There we considered the 4-moment system
and we showed in 6.6 that it contains the mass equation. Here we present a
generalization. We use as special test function
ζα1···αN := eα1ηα2···αN (10.6)
where the vector e is the time vector from section 3. The function η is a covariant
(N − 1)-tensor.
10.1 Reduction lemma. The system of N th-moments (10.2) contains as part
the system of (N − 1)th-moments∑
j≥0
∂yjTαj = gα for α ∈ {0, . . . , 3}
N−1
with
Tαj :=
∑
i
eiTiαj , gα :=
∑
i
(
ei ′j Tiαj + ei giα
)
.
Remark: The case N = 1 is included by writing
∑
j≥0∂yjTj = g.
Since
∑
ieivi = 1, this is consistent with (10.5), that is, (10.5) holds for all
orders of moments.
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Proof. We choose the test function as in (10.6). If η is a covariant (N−1)-tensor
then since e is a covariant vector
ζ∗α¯1···α¯N = e
∗
α¯1
η∗α¯2···α¯N
=
∑
α1≥0
Yα1 ′α¯1eα1 ◦Y ·
∑
α2,...,αN≥0
Yα2 ′α¯2 · · ·YαN ′α¯N ηα2···αN ◦Y
=
∑
α1,...,αN≥0
Yα1 ′α¯1 · · ·YαN ′α¯Neα1 ◦Y ηα2···αN ◦Y
=
∑
α1,...,αN≥0
Yα1 ′α¯1 · · ·YαN ′α¯N ζα1···αN ◦Y .
This means that ζ is an allowed test function and it follows from (10.1) writing
α = (i, γ)
0 =
∫
R4
∑
α
(∑
j
∂yjζα · Tαj + ζα · gα
)
dL4
=
∫
R4
∑
iγ
(∑
j
∂yj (ηγei)Tiγj + ηγei · giγ
)
dL4
=
∫
R4
∑
γ
(∑
j
∂yjηγ ·
∑
i
eiTiγj
=: Tγj
+ ηγ
∑
i
(
∂yjeiTiγj + eigiγ
)
=: gγ
)
dL4 .
This gives the result.
Coriolis coefficients
The transformation formula (10.4) gives rise to the following definition of the
coefficients Cα =
(
Cβα
)
β∈{0,...,3}N+1
(this is a generalization of 6.1)
gα = fα +
∑
β∈{0,...,3}N+1
CβαTβ for α ∈ {0, . . . , 3}
N . (10.7)
With these Coriolis coefficients the system (10.2) has the form∑
j≥0
∂yjTαj −
∑
β∈{0,...,3}N+1
CβαTβ = fα for α ∈ {0, . . . , 3}
N
(10.8)
with transformation rule (10.3) for the tensor T , that is, T is a contravariant
M -tensor (M = N + 1), and
fk1···kN ◦Y =
∑
k¯1,...,k¯N≥0
Yk1 ′k¯1 · · ·YkN ′k¯N f
∗
k¯1···k¯N (10.9)
for the force (e.g. the gravity or the Lorentz force), that is, the entire force
f := (fα)α∈{0,...,3}N is a contravariant N -tensor. (See the equation [9, Chap.2
(3.15)] for a comparison with the classical case.) The Coriolis coefficients satisfy
the following transformation rule.
10.2 Rule for the Coriolis coefficients. The rule (10.4) for g is equivalent
to the fact that f is a contravariant N -tensor and∑
m1,...,mN+1≥0
Ym1 ′m¯1 · · ·YmN+1 ′m¯N+1C
m1···mN+1
k1···kN
◦Y
=
∑
k¯1,...,k¯N≥0
Yk1 ′k¯1 · · ·YkN ′k¯NC
∗m¯1···m¯N+1
k¯1···k¯N
+
(
Yk1 ′m¯1 · · ·YkN ′m¯N
)
′m¯N+1
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for all k1, . . . , kN and m¯1, . . . , m¯N+1.
Proof. We take the equation (10.4). Using the definition (10.7) and the above
transformation rule (10.9) for f this equation becomes for k1, . . . , kN ∈ {0, . . . , 3}( ∑
m1,...,mN+1≥0
C
m1···mN+1
k1···kN
Tm1···mN+1
)
◦ Y
=
∑
k¯1,...,k¯N ,j≥0
(
Yk1 ′k¯1 · · ·YkN ′k¯N
)
′j
T ∗
k¯1···k¯N j
+
∑
k¯1,...,k¯N≥0
Yk1 ′k¯1 · · ·YkN ′k¯N
∑
m¯1,...,m¯N+1≥0
C
∗m¯1···m¯N+1
k¯1···k¯N
T ∗m¯1···m¯N+1
(10.10)
Using (10.3), that is
Tm1···mN+1◦Y =
∑
m¯1,...,m¯N+1≥0
Ym1 ′m¯1 · · ·YmN+1 ′m¯N+1T
∗
m¯1···m¯N+1 ,
the left-hand side of (10.10) becomes∑
m¯1, . . . , m¯N+1 ≥ 0,
m1, . . . ,mN+1 ≥ 0
Ym1 ′m¯1 · · ·YmN+1 ′m¯N+1C
m1···mN+1
k1···kN
◦Y T ∗m¯1···m¯N+1 .
Now compare the coefficients of T ∗ with the one of the right-hand side of (10.10)
and obtain∑
m1,...,mN+1≥0
Ym1 ′m¯1 · · ·YmN+1 ′m¯N+1C
m1···mN+1
k1···kN
◦Y
=
(
Yk1 ′m¯1 · · ·YkN ′m¯N
)
′m¯N+1
+
∑
k¯1,...,k¯N≥0
Yk1 ′k¯1 · · ·YkN ′k¯NC
∗m¯1···m¯N+1
k¯1···k¯N
,
which is the assertion.
11 Appendix: Divergence systems
We consider a spacetime domain U ⊂ Rn+1, n = 3, and in U integrable fluxes
qk and functions rk, k = 0, . . . ,M , which solve the divergence system in U
n∑
i=0
∂yiq
k
i = r
k for k = 0, . . . ,M. (11.1)
Further, we suppose that an invertible matrix Z = Z(y∗),
Z(y∗) = (Zkl(y
∗))k,l=0,...,M , (11.2)
is given. We consider the following transformation rule for observer transfor-
mations y = Y (y∗)
qki ◦Y =
1
J
∑
jlYi ′jZklq
∗l
j , J := detDy∗Y > 0 ,
rk◦Y = 1
J
(∑
jlZkl ′jq
∗l
j +
∑
lZklr
∗l
)
,
for all i = 0, . . . , n and k = 0, . . . ,M ,
where j runs from 0 to n, and l from 0 to M.
(11.3)
In [2, Section I.5] it has been proved that the system (11.1) is invariant under
observer transformations if (11.3) is satisfied:
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11.1 Theorem. If the quantities qk, rk, k = 0, . . . ,M , satisfy the transforma-
tion rule (11.3) for a matrix Z as in (11.2), then with U = Y (U∗)
M∑
l=0
∫
U∗
( n∑
j=0
∂y∗
j
ζ∗l q
∗l
j + ζ
∗
l r
∗l
)
dLn+1
=
M∑
k=0
∫
U
( n∑
i=0
∂yiζk q
k
i + ζkr
k
)
dLn+1
(11.4)
where the test functions satisfy
ζ∗ = ZT ζ◦Y . (11.5)
In the case Z = DY this theorem is used in this paper for the relativistic theory
special for the 4-momentum system. In this case the condition (11.3) on the
fluxes are for i, k = 0, . . . , n
qki ◦Y =
1
J
n∑
j,l=0
Yi ′jYk ′lq
∗l
j ,
and the test function ζ is a covariant vector. For the hierarchical theory the
matrix Z is Z =
(
Z(i1,...,iN )(¯i1,...,¯iN )
)
i1,...,iN ,¯i1,...,¯iN=0,...,n
with
Z(i1,...,iN )(¯i1,...,¯iN ) = Yi1 ′ i¯1 · · ·YiN ′ i¯N .
In this case the property (11.5) says that the test function is a covariant N -
tensor. In the special case Z = Id this theorem can be used for the introduction
to elasticity theory, see e.g. [2, Section I.6].
12 Appendix: Theorem on Lorentz matrix
The following is a well known theorem.
12.1 Theorem. The following sets of matrices are the same.
(1) The set of all matrices M satisfying
Gc = MGcM
T
with the normalization, that M00 ≥ 0 and detM > 0.
(2) The set of all matrices
M = Lc(V,Q)
with V ∈ R3, |V | < c, and Q an orthonormal matrix with determinant 1.
The Lorentz matrices Lc(V,Q) are given by
Lc(V,Q) =
[
γ
γ
c2
V TQ
γV Bc(V )Q
]
,
where Bc(V ) := Id +
γ2
c2(γ+1)V V
T and γ =
(
1− |V |
2
c2
)− 1
2 for |V | < c.
author: H.W. Alt title: Chapman-Enskog hierarchy time: 2017 Oct 18
47
References
[1] H.W. Alt: Entropy principle and interfaces. Fluids and Solids. Advances
in Mathematical Sciences and Applications (AMSA), Vol. 19, pp. 585-663.
2009 23
[2] H.W. Alt: Mathematical Continuum Mechanics. Script lecture TUM
Mu¨nchen 2011-2016. 7, 45, 46
[3] Sydney Chapman, Thomas George Cowling: The mathematical theory of
non-uniform gases: an account of the kinetic theory of viscosity, thermal
conduction, and diffusion in gases. ISBN 0-521-40844-X. Cambridge Uni-
versity Press 1990 2
[4] Albert Einstein: Zur Elektrodynamik bewegter Ko¨rper. Annalen der Physik
17, pp. 891-921. 1905 3, 34
[5] Harold Grad: On the kinetic theory of rarefied gases. Comm. Appl. Math.
2, pp. 331-407. 1949 5
[6] Harold Grad: Principles of the kinetic theory of gases. Handbuch der
Physik XII. Springer Heidelberg 1958
[7] L.D. Landau, E.M. Lifschitz: Lehrbuch der theoretischen Physik. Band II.
Klassische Feldtheorie. 12. Auflage. Akademie-Verlag Berlin 1992 19, 24,
26
[8] Ingo Mu¨ller: Thermodynamics. Pitman 1985 4, 5
[9] I. Mu¨ller, T.Ruggeri: Rational Extended Thermodynamics. 2nd Edition,
Springer Tracts in Natural Philosophy, Vol. 37. Springer 1998 2, 5, 44
[10] C. Truesdell: Rational Thermodynamics. 2nd Edition. Springer New York
1984
2017 Oct 18 10:02
author: H.W. Alt title: Chapman-Enskog hierarchy time: 2017 Oct 18
