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In this paper we derive the asymptotic normality and a Berry–Esseen type bound for the
kernel conditional density estimator proposed in Ould-Saïd and Cai (2005) [26] when the
censored observations with multivariate covariates form a stationary α-mixing sequence.
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1. Introduction
Let {(Xi, Ti), i ≥ 1} be an Rd × R valued stationary process with common probability density function f (·, ·) of
(X, T ). Conditional density plays an important role not only in exploring relationship between responses and covariates,
but also in pricing financial derivatives and estimating parameters in financial models [1]. Estimating conditional density
has been studied in the literature. For example, Tjøstheim [2] and Polonik and Yao [3] estimated the conditional density
function indirectly. Hyndman et al. [4] studied kernel estimator of the conditional density and its bias-corrected version.
Fan et al. [5] developed a direct estimation method via an innovative ‘double-kernel’ local linear approach. Bashtannyk
and Hyndman [6] and Hyndman and Yao [7] proposed several simple and useful rules for selecting bandwidths for the
conditional density estimation. Hall et al. [8] applied the cross-validation technique to estimate the conditional density.
Fan and Yim [9] proposed a consistent data-driven bandwidth selection procedure in estimating the conditional density
functions. DeGooijer and Zerom [10] introduced a so-called re-weighted Nadaraya–Watson estimator for the conditional
density function. However, all these papers assume that the observations are complete.
It is known that censoring happens quite often in lifetime tests and biomedical studies. For example, as reported by
Kang and Koehler [11], in survival analysis a cohort may consist of a set of failures or censoring times corresponding to
a repeated procedure performed on a single patient. The example in that paper refers to an angioplasty procedure for
removing obstructions from blood vessels in arms and legs. A different example on the analysis of viral marker reaction
times in repeated blood samples is described in [12]. In the context of censored time series analysis, [13] considered (hourly
or daily) measurements of the concentration of a given substance subject to some detection limits, thus being potentially
censored from the right. Other applications include toxicological and agricultural studies (see [14,15]).
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Assume that {Ti, i ≥ 1} is a sequence of random variables with continuous distribution function (df) F and {Wi, i ≥ 1}
is a sequence of censoring random variables with continuous df G. Further assume that these two sequences {Ti, i ≥ 1} and
{Wi, i ≥ 1} are independent. Suppose we only observe (Y1, δ1), . . . , (Yn, δn), where Yi = Ti ∧Wi, δi = I(Ti ≤ Wi) and I(·)
denotes the indicator function. Under this random censoring scheme, the well-known Kaplan–Meier estimators for the dfs
F and G are
Fˆn(x) = 1−
n∏
i=1
[
1− δ(i)
n− i+ 1
]I(Y(i)≤x)
, Gˆn(x) = 1−
n∏
i=1
[
1− 1− δ(i)
n− i+ 1
]I(Y(i)≤x)
,
respectively, where Y(1) ≤ Y(2) ≤ · · · ≤ Y(n) denote the order statistics of Y1, Y2, . . . , Yn and δ(i) is the concomitant of Y(i).
Clearly, the Y ′i s have the df H(x) = 1− (1− F(x))(1− G(x)).
For the study of the Kaplan–Meier estimator Fˆn(x) under the setup of censored independent observations, we refer to
[16–18]. Martingale methods for analyzing properties of Fˆn(x) are described in the monograph by Gill [19]. Ying and Wei
[20], Lecoutre and Ould-Saïd [21] and Cai [22] studied the convergence of Fˆn(x) for dependent data.
In this paper, we consider the censored dependent data with covariates. That is, throughout we assume that
{(Xk, Tk,Wk), k ≥ 1} is a stationary α-mixing sequence of random vectors from (X, T ,W ), the sequences {Wk, k ≥ 1}
and {(Xk, Tk), k ≥ 1} are independent, and the observations are {(Xi, Yi, δi)}ni=1, where Yi = Ti ∧ Wi and δi = I(Ti ≤ Wi).
Note that a sequence {ξk, k ≥ 1} is said to be α-mixing if the α-mixing coefficient
α(n) := sup
k≥1
sup{|P(A ∩ B)− P(A)P(B)| : A ∈ F ∞n+k, B ∈ F k1 }
converges to zero as n → ∞, where F ba = σ {ξi, a ≤ i ≤ b} denotes the σ -algebra generated by ξa, ξa+1, . . . , ξb. Among
variousmixing conditions used in the literature,α-mixing is reasonablyweak and is known to be fulfilled bymany stochastic
processes including many time series models. For example, Gorodetskii [23] andWithers [24] derived the conditions under
which a linear process is α-mixing. In fact, under very mild assumptions linear autoregressive and more generally bilinear
time series models are strongly mixing with mixing coefficients decaying exponentially, i.e., α(k) = O(ρk) for some
0 < ρ < 1; see [25], page 99, for more details.
Under the above setup, it is of interest to estimate the conditional density function of T given X = x, i.e.,
ζ (t|x) = f (x, t)/l(x),
where l(·) is the marginal density function of X with a positive value at x. Recently, Ould-Saïd and Cai [26] introduced a
kernel estimator for the conditional density function ζ (t|x) when the covariate X is a one-dimensional variable and the
observations are independent. Also Ould-Saïd and Cai [26] derived the strong uniform convergence rate for the proposed
kernel estimator. As far aswe know, the asymptotic properties of the kernel estimatorwith censored dependent data remain
unknown in the literature. In this paper, we derive the asymptotic normality and a Berry–Esseen type bound for the kernel
conditional density estimator when the observations are censored dependent.
We organize this paper as follows. Main results are given in Section 2. All proofs are put in Section 3. Some preliminary
lemmas, which are used in the proofs of the main results, are collected in the Appendix.
2. Methods and main results
Throughout this paper, we denote x = (x1, . . . , xd) ∈ Rd. For (i, j) = (i1, . . . , id, j) ∈ Nd+1, put f (i,j)(x, y) :=
∂ i1+···+id+j
∂x
i1
1 ···∂x
id
d ∂y
j
f (x, y). Moreover, we use C, C0, C1, . . . , c, c0, c1, . . . to denote generic finite positive constants, whose values
are not important and may change from line to line. Let C(l) denote the set of continuity points of the function l, supp(l) =
{x ∈ Rd|l(x) > 0} andU(t) represent a neighborhood of t . Throughout we define Ls(x) = 1− L(x), τL = sup{y : L(y) < 1},
Φ(y) as the standard normal distribution function and [t] as the integer part of t . All limits are taken as the sample size
n→∞.
First we define the kernel conditional density estimator for ζ (t|x) as
ζˆn(t|x) =
1
nhd+1n
n∑
i=1
δiI(t−hn/2<Yi≤t+hn/2)
1−Gˆn(Yi) K
(
x−Xi
hn
)
1
nhdn
n∑
i=1
K
(
x−Xi
hn
) := fˆn(x, t)
lˆn(x)
with the convention 0/0 = 0, where K is a kernel function on Rd and the bandwidth 0 < hn → 0. This estimator extends
the one in [26] to the multi-dimensional case.
In order to derive the asymptotic results of ζˆn(t|x), we need the following regularity conditions:
(A1) For all integers j ≥ 1, let fj(·, ·, ·, ·) denote the joint density of (X1, T1,X1+j, T1+j) and assume fj(x1, t1, x2, t2) ≤ C1
for all x1, x2 ∈ Rd and (t1, t2) ∈ U(t)×U(t).
(A2) (X1,X1+k) has a joint density function lk(x, y) satisfying sup(x,y)∈Rd×Rd |lk(x, y)− l(x)l(y)| ≤ C2 for all k > 0.
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(A3) The kernel function K is bounded, has support in a compact set and satisfies that
(i)
∫
Rd K(x)dx = 1; (ii)
∫
Rd(x1 + · · · + xd)K(x)dx = 0; (iii)
∫
Rd |xi11 × · · · × xidd K(x)|dx <∞ for i1 + · · · + id ≤ 2.
(A4) f (·, ·) is differentiable to order 2 and sup(x,t)∈Rd×R |f (i,j)(x, t)| <∞ for i1 + · · · + id + j ≤ 2.
(A5) The sequenceα(n) satisfies limn→∞(nh−(d+1)n )1/2α(qn) = 0 for somepositive integers qn such that qn = o((nhd+1n )1/2).
(A3′) The kernel function K is bounded, has support in a compact set and satisfies that
(i)
∫
Rd K(x)dx = 1; (ii)
∫
Rd x
i1
1 × · · · × xidd K(x)dx = 0 for i1 + · · · + id ≤ k0 − 1; (iii)
∫
Rd |xi11 × · · · × xidd K(x)|dx <∞
for i1 + · · · + id ≤ k0, where k0 ≥ 2 is an integer.
(A4′) f (·, ·) is differentiable to order k0 and sup(x,t)∈Rd×U(t) |f (i,j)(x, t)| <∞ for i1+ · · · + id+ j ≤ k0, where k0 is the same
as in (A3′).
(A5′) p := pn and q := qn are positive integers such that p+ q ≤ n and qp−1 → 0.
First we give the asymptotic normality of the estimator ζˆn(t|x).
Theorem 2.1. Let α(k) = O(k−r) for some r > max{3, d}. Suppose that (A1)–(A5) are satisfied. If nhd+5n → 0 and l(·) is a
bounded function on Rd, then for x ∈ C(l) ∩ supp(l) and t < τH , we have (nhd+1n )1/2(ζˆn(t|x) − ζ (t|x)) d→ N(0, σ 2(x, t)),
where
0 < σ 2(x, t) = ∆(x, t)
l2(x)
<∞ and ∆(x, t) := f (x, t)
1− G(t)
∫
Rd
K 2(z)dz.
Remark 2.1. Conditions (A3) and (A4) are employed in [26]. Condition (A5),which canbe replacedbyn−(1−1/r)h−2(d+1)(1+1/r)n
log n → 0 in Theorem 2.1 (taking qn = (nhd+1n / log n)1/2), is often used to prove asymptotic normality for an
α-mixing sequence; see [27]. Conditions (A1) and (A2) are mainly technical, which are employed to simplify the calcu-
lations of covariances in the proof. Since l(·) is assumed to be a bounded function on Rd, condition (A2) can be reduced to
sup(x,y)∈Rd×Rd lk(x, y) ≤ C2.
Next we give a Berry–Esseen type bound for ζˆn(t|x) to assess the accuracy of the above normal approximation.
Theorem 2.2. Let x ∈ supp(l) and t < τH . Assume that α(k) = O(k−r) for some r > (2 + δ)/δ with 0 < δ ≤
1, (A1)–(A2) and (A3′)–(A5′) hold and nhd+1n ≥ c0 for some c0 > 0. Further we assume l(·) has bounded derivative of order k0,
G has bounded derivative in U(t) and for 0 < 2β < δ{
nhd+1+2k0n → 0, hn log n→ 0, nhd(r+1)/(r−1)n / log n→∞,
np−1α(q)→ 0, (pn−1)βh−δ(d+1)(1+β)/(2+δ)n → 0, qp−1h−δ(d+1)/(2+δ)n u(p)→ 0, (2.1)
where u(p) =∑∞i=p αδ/(2+δ)(i). Then
sup
y
∣∣∣∣∣P
(
(nhd+1n )1/2(ζˆn(t|x)− ζ (t|x))
σ (x, t)
≤ y
)
− Φ(y)
∣∣∣∣∣ = O(an + bn), (2.2)
where an = (nhd+1+2k0n )1/2 + (hn log n)1/2 + (nhd(r+1)/(r−1)n / log n)−(r−1)/2 and
bn = {pn−1h−(d+1)(1−1/r)n }1/3 + {np−1α(q)}1/4 + (pn−1)βh−δ(d+1)(1+β)/(2+δ)n + {qp−1
(
1+ h−δ(d+1)/(2+δ)n u(p)
)}1/3.
Remark 2.2. Obviously, (2.1) and qp−1 → 0 imply that an → 0 and bn → 0. Choose p = [ns], q = [n2s−1] for some 12 < s <
1− δ(1+β)(d+1)
β(2+δ)(d+1+2k0) and hn = n−1/(A(d+1)) for
δ(β+1)
β(1−s)(2+δ) < A < 1+ 2k0d+1 . If r > max{ 2+δδ , 1−s2s−1 , 1As + (2s−1)(2+δ)sδ , A(d+1)+dA(d+1)−d } and
0 < 2β < δ ≤ 1, then condition (2.1) holds. In particular, taking d = 2, k0 = 2, δ = 1− δ0, s = 4/7− δ0, β = 1/2− 2δ0,
A = 7/3− 2δ0/3 and r = 3+ 50δ0, then condition (2.1) holds for δ0 > 0 small enough.
3. Proof of main results
Proof of Theorem 2.1. First note that Lemma 2 of [22] implies that the observed sample {(Xi, Yi, δi), i ≥ 1} is a sequence
of stationary α-mixing random variables with mixing coefficient 4α(n). Write
(nhd+1n )1/2(ζˆn(t|x)− ζ (t|x))
σ (x, t)
= l(x)
lˆn(x)
{
1
(nhd+1n ∆(x, t))1/2
n∑
i=1
δiI(t − hn/2 < Yi ≤ t + hn/2)K
(
x− Xi
hn
)
×
(
1
Gˆns(Yi)
− 1
Gs(Yi)
)
+ 1
(nhd+1n ∆(x, t))1/2
n∑
i=1
(
δiI(t − hn/2 < Yi ≤ t + hn/2)
Gs(Yi)
K
(
x− Xi
hn
)
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− E
(
δiI(t − hn/2 < Yi ≤ t + hn/2)
Gs(Yi)
K
(
x− Xi
hn
)))
+ 1
(nhd+1n ∆(x, t))1/2
×
n∑
i=1
E
(
δ1I(t − hn/2 < Y1 ≤ t + hn/2)
Gs(Y1)
K
(
x− X1
hn
))}
−
(
nhd+1n
∆(x, t)
)1/2
f (x, t)
:= l(x)
lˆn(x)
{I1n(x, t)+ I2n(x, t)+ I3n(x, t)} −
(
nhd+1n
∆(x, t)
)1/2
f (x, t), (3.1)
where Gs(x) = 1− G(x) and Gˆns(x) = 1− Gˆn(x). It suffices to show that
lˆn(x)
P→ l(x), I1n(x, t) P→ 0, I2n(x, t) d→ N(0, 1), I3n(x, t)−
(
nhd+1n
∆(x, t)
)1/2
f (x, t)→ 0.
Step 1. We prove lˆn(x)
P→ l(x). Obviously
lˆn(x)− l(x) = {lˆn(x)− Elˆn(x)} + {Elˆn(x)− l(x)}. (3.2)
Since l(·) is a bounded function on Rd and x ∈ C(l), by using (A3) we have
Elˆn(x)− l(x) =
∫
Rd
K(z){l(x− hnz)− l(x)}dz→ 0. (3.3)
Set ξi(x) = K( x−Xihn ) − EK( x−X1hn ). Then |ξi(x)| ≤ 2‖K‖∞, supx∈Rd Eξ 21 (x) = O(hdn), and for i < j, it follows from (A2) and
(A3)(iii) that
|Cov(ξi(x), ξj(x))| =
∣∣∣∣E (K (x− Xihn
)
K
(
x− Xj
hn
))
− EK
(
x− X1
hn
)
· EK
(
x− X1
hn
)∣∣∣∣
=
∣∣∣∣∫
Rd
∫
Rd
K
(
x− u
hn
)
K
(
x− v
hn
)
lj−i(u, v)dudv
−
∫
Rd
K
(
x− u
hn
)
l(u)du ·
∫
Rd
K
(
x− v
hn
)
l(v)dv
∣∣∣∣
= h2dn
∣∣∣∣∫
Rd
∫
Rd
K(u)K(v){lj−i(x− hnu, x− hnv)− l(x− hnu)l(x− hnv)}dudv
∣∣∣∣
= O(h2dn ).
Using Lemma A.4 in the Appendix withm = ∞ and q = r , we obtain that
DN = max
1≤j≤2N
Var
(
j∑
i=1
ξi(x)
)
≤ CN((h2dn )1−1/r + hdn) = O(Nhdn).
Therefore, by Lemma A.3 in the Appendix with N = [1/hn], for any  > 0 we have
P(|ˆln(x)− Elˆn(x)| > ) = P
(∣∣∣∣∣ n∑
i=1
ξi(x)
∣∣∣∣∣ > nhdn
)
≤ 4 exp
(
− 
2n2h2dn /16
nN−1DN + cNnhdn
)
+ C
nhdn
nα(N) ≤ 4 exp(−cnhd+1n )+ Chr−dn → 0. (3.4)
Hence, lˆn(x)
P→ l(x) follows from (3.2)–(3.4).
Step 2. We verify I1n(x, t)
P→ 0. Since t < τH and hn → 0, there exists τ < τH such that t + hn/2 ≤ τ for large n. Hence,
Lemma A.5(i) in the Appendix implies that
|I1n(x, t)| ≤
(nhd+1n )1/2 sup
0≤t≤τ
|Gˆn(t)− G(t)|
∆1/2(x, t)[G(τ )− sup
0≤t≤τ
|Gˆn(t)− G(t)|]
· 1
nhd+1n
n∑
i=1
δiI(t − hn/2 < Yi ≤ t + hn/2)
G(Yi)
∣∣∣∣K (x− Xihn
)∣∣∣∣
= OP
(
h(d+1)/2n
) · 1
nhd+1n
n∑
i=1
δiI(t − hn/2 < Yi ≤ t + hn/2)
G(Yi)
∣∣∣∣K (x− Xihn
)∣∣∣∣ . (3.5)
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Note that, for some 0 > 0
P
(
1
nhd+1n
n∑
i=1
δiI(t − hn/2 < Yi ≤ t + hn/2)
G(Yi)
∣∣∣∣K (x− Xihn
)∣∣∣∣ ≥ 0
)
≤ 1
0nhd+1n
n∑
i=1
E
(
δiI(t − hn/2 < Yi ≤ t + hn/2)
G(Yi)
∣∣∣∣K (x− Xihn
)∣∣∣∣)
= 1
0nhd+1n
n∑
i=1
E
{∣∣∣∣K (x− Xihn
)∣∣∣∣ E ( I(t − hn/2 < Ti ≤ t + hn/2)G(Ti) E (I(Ti ≤ Wi)|Ti)
)}
= 1
0nhd+1n
n∑
i=1
E
{
I(t − hn/2 < T1 ≤ t + hn/2)
∣∣∣∣K (x− X1hn
)∣∣∣∣}
= 1
0
∫
Rd
|K(z)|
∫ 1/2
−1/2
f (x− hnz, t − hnv)dvdz→ f (x, t)
0
∫
Rd
|K(z)|dz,
which, together with (3.5), yields that |I1n(x, t)| = OP(h(d+1)/2n ) = oP(1).
Step 3. We prove I3n(x, t)−
(
nhd+1n
∆(x,t)
)1/2
f (x, t)→ 0. It follows from (A3) and (A4) that
I3n(x, t)−
(
nhd+1n
∆(x, t)
)1/2
f (x, t) = 1
(nhd+1n ∆(x, t))1/2
n∑
i=1
E
(
I(t − hn/2 < T1 ≤ t + hn/2)K
(
x− X1
hn
))
−
(
nhd+1n
∆(x, t)
)1/2
f (x, t) =
(
nhd+1n
∆(x, t)
)1/2 ∫
Rd
∫ 1/2
−1/2
K(z){f (x− hnz, t − hnv)− f (x, t)}dvdz.
By Taylor expansion (cf. [28], Page 172, Theorem 5.2), for fixed x and t , we have
f (x− hnu, t − hnv) = f (x, t)− hnu
{
∂
∂x
f (x, t)
}T
− hnv ∂
∂t
f (x, t)+ O(h2n),
where O(h2n) holds uniformly for u in a compact set of R
d and v in a compact set of R. Hence, we have I3n(x, t) −
(
nhd+1n
∆(x,t) )
1/2f (x, t) = O((nhd+5n )1/2)→ 0.
Step 4. We prove I2n(x, t)
d→ N(0, 1). Here, we employ Bernstein’s big-block and small-block procedure. Condition (A5)
implies that there exists a sequence of positive integers δn → ∞ such that δnqn = o((nhd+1n )1/2) and δn(nh−(d+1)n )1/2
α(qn) → 0. Partition the set {1, 2, . . . , n} into 2wn + 1 subsets with large blocks of size p = pn and small blocks of size
q = qn and setw = wn = [ np+q ]. Define the large block size p = pn = [(nhd+1n )1/2/δn]. Then
q/p→ 0, wα(q)→ 0, wq/n→ 0, p/n→ 0, p/(nhd+1n )1/2 → 0. (3.6)
Put Zi = 1√
hd+1n ∆(x,t)
{
δiI(t−hn/2<Yi≤t+hn/2)
Gs(Yi)
K
(
x−Xi
hn
)
− E
(
δ1I(t−hn/2<Y1≤t+hn/2)
Gs(Y1)
K
(
x−X1
hn
))}
and define ymn, y′mn, y′′wn as
ymn =
km+p−1∑
i=km
Zi, y′mn =
gm+q−1∑
j=gm
Zj, y′′wn =
n∑
k=w(p+q)+1
Zk,
where km = (m− 1)(p+ q)+ 1, gm = (m− 1)(p+ q)+ p+ 1 andm = 1, . . . , w. Then
I2n(x, t) = n−1/2
n∑
i=1
Zi = n−1/2
{
w∑
m=1
ymn +
w∑
m=1
y′mn + y′′wn
}
:= n−1/2 {S ′n + S ′′n + S ′′′n } .
It is sufficient to prove that
n−1E(S ′′n )
2 → 0, n−1E(S ′′′n )2 → 0, (3.7)
Var(n−1/2S ′n)→ 1, (3.8)∣∣∣∣∣E exp
(
it
w∑
m=1
n−1/2ymn
)
−
w∏
m=1
E exp
(
itn−1/2ymn
)∣∣∣∣∣→ 0, (3.9)
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gn() = 1n
w∑
m=1
Ey2mnI(|ymn| > 
√
n)→ 0 ∀  > 0. (3.10)
First we prove (3.7). Write
1
n
E(S ′′n )
2 = 1
n
w∑
m=1
gm+q−1∑
i=gm
EZ2i +
2
n
w∑
m=1
∑
gm≤i<j≤gm+q−1
Cov(Zi, Zj)+ 2n
∑
1≤i<j≤w
Cov(y′in, y
′
jn)
:= J1n(x, t)+ J2n(x, t)+ J3n(x, t). (3.11)
It follows from (A4) that
EZ21 =
1
hd+1n ∆(x, t)
{
E
(
δ1I(t − hn/2 < Y1 ≤ t + hn/2)
G2s (Y1)
K 2
(
x− X1
hn
))
−
(
E
(
δ1I(t − hn/2 < Y1 ≤ t + hn/2)
G(Y1)
K
(
x− X1
hn
)))2}
= 1
hd+1n ∆(x, t)
{
E
(
I(t − hn/2 < T1 ≤ t + hn/2)
Gs(T1)
K 2
(
x− X1
hn
))
−
(
E
(
I(t − hn/2 < T1 ≤ t + hn/2)K
(
x− X1
hn
)))2}
= 1
∆(x, t)
{∫
Rd
∫ 1/2
−1/2
K 2(z)
Gs(t − hnv) f (x− hnz, t − hnv)dvdz
− hd+1n
(∫
Rd
∫ 1/2
−1/2
K(z)f (x− hnz, t − hnv)dvdz
)2}
→ f (x, t)
∆(x, t)Gs(t)
∫
Rd
K 2(z)dz = 1, (3.12)
which yields that J1n(x, t) = O(wq/n) = o(1) from (3.6). Since
|J2n(x, t)| ≤ 2n
∑
1≤i<j≤n
|Cov(Zi, Zj)| and |J3n(x, t)| ≤ 2n
∑
1≤i<j≤n
|Cov(Zi, Zj)|,
we only need to show that
1
n
∑
1≤i<j≤n
|Cov(Zi, Zj)| → 0 (3.13)
in order to prove |J2n(x, t)| = o(1) and |J3n(x, t)| = o(1).
Let mn (specified below) be a sequence of positive integers such that mn → ∞ and mnhd+1n → 0. Put S1 = {(i, j)|i, j ∈{1, 2, . . . , n}, 1 ≤ j− i ≤ mn} and S2 = {(i, j)|i, j ∈ {1, 2, . . . , n},mn + 1 ≤ j− i ≤ n− 1}. Write
1
n
∑
1≤i<j≤n
|Cov(Zi, Zj)| = 1n
∑
S1
|Cov(Zi, Zj)| + 1n
∑
S2
|Cov(Zi, Zj)|. (3.14)
From (A1), for i < jwe have
|Cov(Zi, Zj)| ≤ 1
hd+1n ∆(x, t)G2(τ )
∫
Rd
∫ t+hn/2
t−hn/2
∫
Rd
∫ t+hn/2
t−hn/2
∣∣∣∣K (x− z1hn
)
K
(
x− z2
hn
)∣∣∣∣
× fj−i(z1, u, z2, v)dudz1dvdz2 + 1
hd+1n ∆(x, t)
(∫
Rd
∫ t+hn/2
t−hn/2
K
(
x− z
hn
)
f (z, v)dvdz
)2
= h
d+1
n
∆(x, t)G2(τ )
∫
Rd
∫ 1/2
−1/2
∫
Rd
∫ 1/2
−1/2
|K(z1)K(z2)|
× fj−i(x− hnz1, t − hnu, x− hnz2, t − hnv)dudz1dvdz2
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+ h
d+1
n
∆(x, t)
(∫
Rd
∫ 1/2
−1/2
K(z)f (x− hnz, t − hnv)dvdz
)2
= O(hd+1n ), (3.15)
which implies that
1
n
∑
S1
|Cov(Zi, Zj)| = O(mnhd+1n )→ 0. (3.16)
On the other hand, it follows from Lemma A.2 (choosing p = q = 2r) in the Appendix that |Cov(Zi, Zj)| ≤ C{α(j −
i)}1−1/r(E|Z1|2r)1/r and
E|Z1|2r ≤ 2
2r−1
h(d+1)rn ∆r(x, t)
E
∣∣∣∣δ1I(t − hn/2 < Y1 ≤ t + hn/2)Gs(Y1) K
(
x− X1
hn
)∣∣∣∣2r
≤ 2
2r−1hd+1n
h(d+1)rn ∆r(x, t)G2r−1(τ )
∫
Rd
∫ 1/2
−1/2
|K(z)|2r f (x− hnz, t − hnv)dvdz
= O (h−(d+1)(r−1)n ) . (3.17)
Therefore, by choosingmn = [h−(d+1)(1−1/r)/θn ] for some 1− 1/r < θ < r − 2 and (3.17), we have
1
n
∑
S2
|Cov(Zi, Zj)| ≤ Cn
n∑
j=1
n−1∑
j−i=mn+1
{α(j− i)}1−1/rh−(d+1)(1−1/r)n
≤ Ch−(d+1)(1−1/r)n
∞∑
r=mn
α(r)1−1/r ≤ Cm−θn h−(d+1)(1−1/r)n mθ−(r−2)n → 0. (3.18)
Thus, (3.13) follows from (3.14), (3.16) and (3.18).
From (3.12), (3.13) and (3.6), we have
1
n
E(S ′′′n )
2 = 1
n
n∑
i=w(p+q)+1
Var(Zi)+ 2n
∑
w(p+q)+1≤i<j≤n
Cov(Zi, Zj)
≤ C · n− w(p+ q)
n
+ 2
n
∑
1≤i<j≤n
|Cov(Zi, Zj)| → 0.
Next we establish (3.8). Sincewp/n→ 1, (3.12) and (3.13) imply that Var(n−1/2S ′n)→ 1, i.e., (3.8) holds.
For proving (3.9), according to Lemma A.1 in the Appendix, we have∣∣∣∣∣E exp
(
it
w∑
m=1
n−1/2ymn
)
−
w∏
m=1
E exp
(
itn−1/2ymn
)∣∣∣∣∣ ≤ 16wα(q+ 1),
which tends to zero by (3.6).
For proving (3.10), note that max1≤m≤w |ymn| = O(p/h(d+1)/2n ), which implies that {|ymn| > √n} is an empty set by (3.6),
where  > 0 is any given number. Hence (3.10) holds. 
Proof of Theorem 2.2. Set γ1n = (nhd+1+2k0n )1/2 + (hn log n)1/2, γ2n = (nhd(r+1)/(r−1)n / log n)−(r−1)/2,
γ3n = q/p+min{q2p−1hd+1n , qn−1h−(d+1)(1−1/r)n } + qp−1h−δ(d+1)/(2+δ)n u(p),
γ4n = pn−1 +min{p2n−1hd+1n , pn−1h−(d+1)(1−1/r)n }, γ5n = min{phd+1n , pn−1h−(d+1)(1−1/r)n }
and γ6n = (np−1α(q))1/4 + (pn−1)βh−δ(d+1)(1+β)/(2+δ)n . It follows from (3.1) that
(nhd+1n )1/2(ζˆn(t|x)− ζ (t|x))
σ (x, t)
=
I1n(x, t)+ I2n(x, t)+ I3n(x, t)−
(
nhd+1n
∆(x,t)
)1/2
f (x, t)− lˆn(x)−l(x)l(x)
(
nhd+1n
∆(x,t)
)1/2
f (x, t)
lˆn(x)/l(x)
.
By using Lemma A.6 in the Appendix and nhd+1n ≥ c0 we have
sup
y
∣∣∣∣∣P
(
(nhd+1n )1/2(ζˆn(t|x)− ζ (t|x))
σ (x, t)
≤ y
)
− Φ(y)
∣∣∣∣∣ ≤ supy |P(I2n(x, t) ≤ y)− Φ(y)|
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+
2γ1n + |I3n(x, t)−
(
nhd+1n
∆(x,t)
)1/2
f (x, t)|
√
2pi
+ P(|I1n(x, t)| > γ1n)+ P
(
|ˆln(x)− l(x)|
l(x)
(
nhd+1n
∆(x, t)
)1/2
f (x, t) > γ1n
)
+ P
(∣∣∣∣∣ lˆn(x)l(x) − 1
∣∣∣∣∣ > γ1n
)
+ γ1n
≤ sup
y
|P(I2n(x, t) ≤ y)− Φ(y)| + C
(
γ1n +
∣∣∣∣∣I3n(x, t)−
(
nhd+1n
∆(x, t)
)1/2
f (x, t)
∣∣∣∣∣
)
+ P(|I1n(x, t)| > γ1n)+ 2P((nhd+1n )1/2 |ˆln(x)− l(x)| > cγ1n). (3.19)
By using Lemma A.5(ii) in the Appendix and some similar arguments in proving (3.5), we have E|I1n(x, t)| =
O((hd+1n log log n)1/2) = O(γ 21n) since (hd+1n log log n)1/2 ≤ hn log n ≤ γ 21n. So
P(|I1n(x, t)| > γ1n) = O(γ1n). (3.20)
By (A3′), hn < (hn log n)1/2 and some similar arguments in Step 3 of the proof of Theorem 2.1, we have∣∣∣∣∣I3n(x, t)−
(
nhd+1n
∆(x, t)
)1/2
f (x, t)
∣∣∣∣∣ = O ((nhd+1+2k0n )1/2) = O(γ1n). (3.21)
From (3.19)–(3.21), in order to prove the theorem, it suffices to show that
P
(
(nhd+1n )
1/2 |ˆln(x)− l(x)| > cγ1n
)
= O(γ2n), (3.22)
sup
y
|P(I2n(x, t) ≤ y)− Φ(y)| = O(hn + γ 1/33n + γ 1/34n + γ5n + γ6n). (3.23)
Step 1. We prove (3.22). Since l(·) has bounded derivative of order k0, from (A3′)we have
(nhd+1n )
1/2|Elˆn(x)− l(x)| = (nhd+1n )1/2
∣∣∣∣∫
Rd
K(z){l(x− hnz)− l(x)}dz
∣∣∣∣ = O((nhd+1+2k0n )1/2).
Hence, to verify (3.22), we need only to prove that, for some large 0 > 0,
P
(
(nhd+1n )
1/2 |ˆln(x)− Elˆn(x)| > 0(hn log n)1/2
)
= O(γ2n). (3.24)
By using Lemma A.3 in the Appendix with m = [(nhdn/ log n)1/2] and some similar arguments in Step 1 of the proof of
Theorem 2.1, we have
P
(
(nhd+1n )
1/2 |ˆln(x)− Elˆn(x)| > 0(hn log n)1/2
)
= P
(∣∣∣∣∣ n∑
i=1
ξi(x)
∣∣∣∣∣ > 0(nhdn log n)1/2
)
≤ 4 exp
(
− 
2
0nh
d
n log n/16
nhdn + c0m(nhdn log n)1/2
)
+ C
0(nhdn log n)1/2
nα(m)
≤ 4 exp(−c0 log n)+ O
((
nhd(r+1)/(r−1)n / log n
)−(r−1)/2)
= O
((
nhd(r+1)/(r−1)n / log n
)−(r−1)/2) = O(γ2n),
i.e., (3.24) holds.
Step 2. We prove (3.23). Putw := wn = [n/(p+ q)] and define S ′n, S ′′n , S ′′′n as in the proof of Theorem 2.1.
Firstly, we evaluate n−1E(S ′′n )2 and n−1E(S ′′′n )2. From (3.11), (3.12), (3.15) and (3.18) we have
n−1E(S ′′n )
2 = O(wqn−1 +min{wq2n−1hd+1n , qn−1h−(d+1)(1−1/r)n })+ J3n(x, t). (3.25)
Since t < τH , Lemma A.2 in the Appendix, (A3′) and (A4′) imply that
|J3n(x, t)| ≤ 2
nhd+1n ∆(x, t)
∑
1≤i<j≤w
gi+q−1∑
µ=gi
gj+q−1∑
ν=gj
∣∣∣∣Cov(δµI(t − hn/2 < Yµ ≤ t + hn/2)Gs(Yµ) K
(
x− Xµ
hn
)
,
δµI(t − hn/2 < Yν ≤ t + hn/2)
Gs(Yν)
K
(
x− Xν
hn
))∣∣∣∣
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≤ C
nhd+1n
w−1∑
i=1
gi+q−1∑
µ=gi
∥∥∥∥δ1I(t − hn/2 < Y1 ≤ t + hn/2)Gs(Y1) K
(
x− X1
hn
)∥∥∥∥2
2+δ
w∑
j=i+1
gj+q−1∑
ν=gj
αδ/(2+δ)(ν − µ)
≤ Cwq
nhd+1n
{
hd+1n
∫
Rd
|K(z)|2+δ
∫ 1/2
−1/2
f (x− hnz, t − hnv)
G1+δs (t − hnv)
dvdz
}2/(2+δ) ∞∑
j=p
αδ/(2+δ)(j)
= O
(wq
n
h−δ(d+1)/(2+δ)n u(p)
)
,
which, together with (3.25), yields that
n−1E(S ′′n )
2 = O(γ3n). (3.26)
From (3.12) and (3.15) we have
n−1E(S ′′′n )
2 = O(pn−1 +min{p2n−1hd+1n , pn−1h−(d+1)(1−1/r)n }) = O(γ4n). (3.27)
Secondly, we analyze s2n := 1n
∑w
m=1 Ey2mn. (3.15) and (3.17) show that
2
n
w∑
m=1
∑
km≤i<j≤km+p−1
|Cov(Zi, Zj)| = O(1)n
w∑
m=1
∑
km≤i<j≤km+p−1
min{hd+1n , [α(j− i)]1−1/rh−(d+1)(1−1/r)n }
= O(min{phd+1n , pn−1h−(d+1)(1−1/r)n }) = O(γ5n).
Therefore, from (3.12) and (3.15) we have
s2n =
1
n
w∑
m=1
km+p−1∑
i=km
EZ2i +
2
n
w∑
m=1
∑
km≤i<j≤km+p−1
Cov(Zi, Zj)
= 1
n
{
n∑
i=1
EZ2i −
w∑
m=1
gm+q−1∑
i=gm
EZ2i −
n∑
i=w(p+q)+1
EZ2i + 2
w∑
m=1
∑
km≤i<j≤km+p−1
Cov(Zi, Zj)
}
= 1
∆(x, t)
∫
Rd
∫ 1/2
−1/2
K 2(z)
Gs(t − hnv) f (x− hnz, t − hnv)dvdz+ O
(
hd+1n +
wq
n
+ p
n
+ γ5n
)
.
Since f and G have bounded derivative in Rd ×U(t) andU(t), respectively, one can get
|s2n − 1| =
1
∆(x, t)
∫
Rd
∫ 1/2
−1/2
K 2(z)
{
f (x− hnz, t − hnv)
Gs(t − hnv) −
f (x, t)
Gs(t)
}
dvdz
+O(hd+1n +
wq
n
+ p
n
+min{phd+1n , pn−1h−(d+1)(1−1/r)n })
= 1
∆(x, t)
∫
Rd
∫ 1/2
−1/2
K 2(z)
Gs(t)Gs(t − hnv) {Gs(t)[f (x− hnz, t − hnv)− f (x, t)]
+ f (x, t)[G(t)− G(t − hnv)]} dvdz+ O(hd+1n + wqn−1 + pn−1 + γ5n)
= O(hn + qp−1 + pn−1 + γ5n). (3.28)
Thirdly, let ηnm,m = 1, 2, . . . , w be independent random variables and the distribution of ηnm is the same as that of ynm
form = 1, 2, . . . , w. Put Qn = n−1/2∑wm=1 ηnm. Then, Lemma A.6 in the Appendix, (3.26) and (3.27) imply that
sup
y
|P(I2n(x, t) ≤ y)− Φ(y)| = sup
y
|P (n−1/2{S ′n + S ′′n + S ′′′n } ≤ y)− Φ(y)|
≤ sup
y
|P(n−1/2S ′n ≤ y)− Φ(y)| +
γ
1/3
3n + γ 1/34n√
2pi
+ P(n−1/2|S ′′n | > γ 1/33n )+ P(n−1/2|S ′′′n | > γ 1/34n )
≤ sup
y
|P(n−1/2S ′n ≤ y)− P(n−1/2Qn ≤ y)| + sup
y
|P(n−1/2Qn ≤ y)− Φ(y/sn)|
+ sup
y
|Φ(y/sn)− Φ(y)| + O(γ 1/33n + γ 1/34n ). (3.29)
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It follows from (3.28) that
sup
y
|Φ(y/sn)− Φ(y)| = O(|s2n − 1|) = O(hn + qp−1 + pn−1 + γ5n). (3.30)
Then, by Berry–Esseen inequality (cf. [29], page 154, Theorem 5.7), for λ > 2 there exists some constant C > 0 such that
sup
y
∣∣∣∣P ( Qnn1/2sn ≤ ysn
)
− Φ
(
y
sn
)∣∣∣∣ ≤ Cnλ/2sλn
w∑
m=1
E|ηnm|λ. (3.31)
Take λ = 2(1+β) andµ = δ− 2β , we have λ+µ = 2+ δ and r > λ(λ+µ)/2µ = (1+β)(2+ δ)/(δ− 2β) ≥ (2+ δ)/δ.
Note that 0 < 2β < δ implies β < (1+ β)δ/(2+ δ). Using Lemma A.7 in the Appendix and (3.17), we have
w∑
m=1
E|ηnm|λ =
w∑
m=1
E|ynm|λ =
w∑
m=1
E
∣∣∣∣∣km+p−1∑
i=km
Zi
∣∣∣∣∣
2(1+β)
≤ C
w∑
m=1
pβ km+p−1∑
i=km
E|Zi|2(1+β) +
(
km+p−1∑
i=km
‖Zi‖22+δ
)1+β
≤ Cw{p1+βh−(1+d)βn + [ph−δ(d+1)/(2+δ)n ]1+β} = O
(
wp1+βh−δ(d+1)(1+β)/(2+δ)n
)
. (3.32)
Since sn → 1 by (3.28), it follows from (3.31)–(3.32) that
sup
y
|P(n−1/2Qn ≤ y)− Φ(y/sn)| = O
(
n−(1+β)wp1+βh−δ(d+1)(1+β)/(2+δ)n
)
= O ((p/n)βh−δ(d+1)(1+β)/(2+δ)n ) = O(γ6n). (3.33)
Assume that ϕ(t) and ψ(t) are the characteristic functions of n−1/2S ′n and n−1/2Qn, respectively. By Esseen inequality (cf.
[29], page 146, Theorem 5.3), for any T > 0
sup
y
|P(n−1/2S ′n ≤ y)− P(n−1/2Qn ≤ y)|
≤
∫ T
−T
∣∣∣∣ϕ(t)− ψ(t)t
∣∣∣∣ dt + T sup
y
∫
|u|≤ CT
|P(n−1/2Qn ≤ u+ y)− P(n−1/2Qn ≤ y)|du := D1n + D2n.
Using Lemma A.8 in the Appendix, we have
|ϕ(t)− ψ(t)| =
∣∣∣∣∣E exp
(
it
w∑
m=1
n−1/2ynm
)
−
w∏
m=1
E exp(itn−1/2ynm)
∣∣∣∣∣
≤ C |t|α1/2(q)
w∑
m=1
‖n−1/2ynm‖2 ≤ C |t|α1/2(q)n−1/2
w∑
m=1
E
∣∣∣∣∣km+p−1∑
i=km
Zi
∣∣∣∣∣
2

1/2
.
Hence (3.12) and (3.15) imply that
E
∣∣∣∣∣km+p−1∑
i=km
Zi
∣∣∣∣∣
2
=
km+p−1∑
i=km
EZ2i + 2
∑
km≤i<j≤km+p−1
Cov(Zi, Zj) = O(p+ p2hd+1n ) = O(p),
i.e., D1n = O(T (w2n−1pα(q))1/2) = O((np−1α(q))1/2T ).
From (3.33) we have
sup
y
|P(n−1/2Qn ≤ u+ y)− P(n−1/2Qn ≤ y)| ≤ sup
y
|P(n−1/2Qn/sn ≤ (u+ y)/sn)− Φ((u+ y)/sn)|
+ sup
y
|P(n−1/2Qn/sn ≤ y/sn)− Φ(y/sn)| + sup
y
|Φ((u+ y)/sn)− Φ(y/sn)|
= O((p/n)βh−δ(d+1)(1+β)/(2+δ)n )+ O(|u|/sn),
which implies that D2n = O((p/n)βh−δ(d+1)(1+β)/(2+δ)n + 1/T ). Choose T = (np−1α(q))−1/4, we have
sup
y
|P(n−1/2S ′n ≤ y)− P(n−1/2Qn ≤ y)| = O(γ6n). (3.34)
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Therefore, (3.29)–(3.30) and (3.33)–(3.34) imply that
sup
y
|P(I2n(x, t) ≤ y)− Φ(y)| = O(hn + qp−1 + pn−1 + γ5n + γ6n + γ 1/33n + γ 1/34n )
= O(hn + γ 1/33n + γ 1/34n + γ5n + γ6n),
i.e., (3.23) holds. Note that, from (A5′)we have γ5n ≤ pn−1h−(d+1)(1−1/r)n ,
γ3n ≤ q/p+ pn−1h−(d+1)(1−1/r)n + qp−1h−δ(d+1)/(2+δ)n u(p)
and γ4n ≤ pn−1 + pn−1h−(d+1)(1−1/r)n ≤ 2pn−1h−(d+1)(1−1/r)n . Therefore, (3.19)–(3.23) imply (2.2). 
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Appendix
In this Appendix, we list some preliminary lemmas, which are employed herein. Throughout, we assume that {Zi, i ≥ 1}
is a stationary α-mixing sequence of real random variables with the mixing coefficients {α(k)}.
Lemma A.1 ([30]). Let V1, . . . , Vm be α-mixing random variables measurable with respect to the σ -algebra F
j1
i1
, . . . ,F
jm
im ,
respectively, for 1 ≤ i1 < j1 < · · · < jm ≤ m and ir+1 − jr ≥ w ≥ 1, where F ba = σ {Vi, a ≤ i ≤ b}. Further assume|Vj| ≤ 1 for j = 1, 2, . . . ,m. Then |E(∏mj=1 Vj)−∏mj=1 EVj| ≤ 16(m− 1)α(w), where α(w) is the mixing coefficient.
Lemma A.2 ([31], Corollary A.2, p. 278). Suppose that X and Y are random variables, which satisfy E|X |p <∞ and E|Y |q <∞
for some p, q > 1 such that p−1 + q−1 < 1. Then
|EXY − EXEY | ≤ 8‖X‖p‖Y‖q
{
sup
A∈σ(X),B∈σ(Y )
|P(A ∩ B)− P(A)P(B)|
}1−p−1−q−1
.
Lemma A.3 ([32], Proposition 5.1). Assume that EZi = 0 and |Zi| ≤ S < ∞ a.s. (i = 1, 2, . . . , n). Put Dm = max1≤j≤2m
Var
(∑j
i=1 Zi
)
. Then, for n,m ∈ N, 0 < m ≤ n/2 and  > 0, P (∣∣∑ni=1 Zi∣∣ > ) ≤ 4 exp {− 216 (nm−1Dm + 13Sm)−1} +
32 S

nα(m).
Lemma A.4 ([33], Lemma2.3).Assumeα(k) ≤ C1k−q for some q > 1 and C1 > 0. Assume sup1≤i,j≤n,i6=j |Cov(Zi, Zj)| := R∗(n) <
∞ and Rm(n) <∞ for some m such that 2q/(q− 1) < m ≤ ∞, where Rm(n) = sup1≤i≤n(E|Zi|m)1/m for 1 ≤ m <∞. Then
Var
(
n∑
i=1
Zi
)
≤ n {C2(q,m)(Rm(n))2m/(q(m−2))(R∗(n))1−m/(q(m−2)) + R22(n)}
holds with C2(q,m) := 20q−40q/mq−1−2q/m C1/q1 .
Lemma A.5 ([34]). Suppose that α(k) = O(k−r) for some r > 3. Then, for any τ ∈ (0, τH), we have
(i) supx∈[0,τ ] |Fˆn(x)− F(x)| = Op(n−1/2), supx∈[0,τ ] |Gˆn(x)− G(x)| = Op(n−1/2);
(ii) supx∈[0,τ ] |Gˆn(x)− G(x)| = O((log log n/n)1/2) a.s.
Lemma A.6. Let U, V , U1, . . . ,Um be random variables. For positive numbers a, w1, . . . , wm we have supy |P(U ≤ yV ) −
Φ(y)| ≤ supy |P(U ≤ y)− Φ(y)| + P(|V − 1| > a)+ a and
sup
y
∣∣∣∣∣P
(
U +
m∑
i=1
Ui ≤ y
)
− Φ(y)
∣∣∣∣∣ ≤ supy |P(U ≤ y)− Φ(y)| +
m∑
i=1
wi√
2pi
+
m∑
i=1
P(|Ui| > wi).
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Proof. The first inequality is a consequence of Michel and Pfanzag [35] and the second one follows from Lemma 3.1 of Liang
and Fan [36]. 
Lemma A.7 ([37], Theorem 2.2). Suppose that EZn = 0 and there exist µ > 0, λ > 2 and r > λ(λ + µ)/(2µ) such
that α(n) = O(n−r) and E|Zi|λ+µ < ∞. Then for any given  > 0, there exists constant C = C(r, µ, , λ) such that
Emax1≤j≤n |∑ji=1 Zi|λ ≤ C{n∑ni=1 E|Zi|λ + (∑ni=1 ‖Zi‖2λ+µ)λ/2}.
Lemma A.8 ([38]). Let p and q be positive integers. Set ηr = ∑(r−1)(p+q)+pj=(r−1)(p+q)+1 Zj for 1 ≤ r ≤ w. If s > 0 and r > 0 such that
1/s+ 1/r = 1, then there exists constant C > 0 such that |E exp(it∑wr=1 ηr)−∏wr=1 E exp(itηr)| ≤ C |t|α1/s(q)∑wr=1 ‖ηr‖r .
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