Abstract. We prove unique continuation properties for solutions of the evolution Schrödinger equation with time dependent potentials. As an application of our method we also obtain results concerning the possible concentration profiles of blow up solutions and the possible profiles of the traveling waves solutions of semi-linear Schrödinger equations.
Introduction
In this paper we continue our study initiated in [8] , [9] , [10] , and [11] on unique continuation properties of solutions of Schrödinger equations. To begin with we consider the linear equation
We shall be interested in finding the strongest possible space decay of global solutions of (1.1). In this direction our first results are the following ones:
) be a solution of the equation (1.1) with a real potential V ∈ L ∞ (R n × [0, ∞)) satisfying that (1.2) V (x, t) = V 1 (x, t) + V 2 (x, t), with V j , j = 1, 2 real valued,
and V 2 supported in {(x, t) : |x| ≥ 1} such that
Then there exists a constant λ 0 = λ 0 ( V L ∞ (R n ×[0,∞)) ; c 1 ; c 2 ; α) > 0 such that if As an immediate consequence of Theorem 1 we have: Using the results in [9] and [10] one sees that it suffices to assume that the hypothesis (1.5) and (1.12) in Theorem 1 and Theorem 2 respectively, hold for a sequence of times { T j = T 0 + j L : j ∈ Z + } for some T 0 ≥ 0 and L > 0. The hypothesis on the real character on the potential in these theorems is used to guarantee that the L 2 -norm of the solution of the equation (1.1) is time independent. However, it suffices to have the L 2 -norm of the solution bounded below for all time t ∈ [0, ∞) by a positive constant, provided that u(0) = 0. Therefore, Theorem 1 still holds for potentials V (x, t) which can be written as V (x, t) = V 1 (x, t) + V 2 (x, t) + V 3 (x, t), with V 1 and V 2 as before and V 3 complex valued satisfying (1.3) and such that
A similar remark applies to Theorem 2.
Next, we define the "hyperbolic" or "ultra-hyperbolic" operator (1.14)
xn , k ∈ {2, .., n − 1}, and study the linear dispersive equation
Nonlinear models with a non-degenerate non-elliptic operator L k describing the dispersive relation arise in several mathematical and physical contexts. For example, the Davey-Stewarson system [5] (1.16)
with u = u(x, y, t) a complex-valued function, ϕ = ϕ(x, y, t) a real-valued function and c 1 , c 2 real parameters. The system (1.16) appears as a model in wave propagations [5] and independently as a two dimensional completely integrable system which generalizes the integrable cubic 1-dimensional Schrödinger equation [1] . Also one has the Ishimori system [13] (1.17)
as (x, y) → ∞, and ∧ denotes the wedge product in R 3 . This model was first proposed as a two dimensional generalization of the Heisenberg equation in ferromagnetism. For b = 1 the system (1.17) has been shown to be completely integrable (see [1] and references therein).
The arguments used in the proofs of Theorems 1-2 do not rely on the elliptic character of the laplacian in (1.1), so we have: 
) of the equation (1.15) with a potential V verifying the same hypotheses.
Remarks (i) It is interesting to relate our results with those due to V. Z. Meshkov in [14] :
It was also proved in [14] that for complex valued potentials V the exponent 4/3 in (1.19) is optimal.
We observe that if the potential in (1.1) V (x, t) is time independent V = V (x), then a solution of w(x) of (1.18) is a stationary solutions of the IVP (1.1). Also for time independent potential V (x, t) = V (x), if w(x) is an H 1 -solution of the eigenvalue problem (1.20) ∆w + V (x)w = ζw, then one has that for ζ ∈ R
is a solution of the IVP (1.1) for which Theorems 1-2 apply. As it was mentioned above the assumption on the real character on the potential in these theorems is only required to guarantee that the L 2 -norm of the solution of the equation (1.1) is time independent. In the case described in (1.20)-(1.21) the solution v(x, t) preserves the L 2 -norm and so the proof of Theorems 1-2 can be carried out. Hence, taking V 2 ≡ 0 one has the following results which recovers that in [14] mentioned above, and improves and generalizes those in [4] :
and V 2 real valued and supported in {x ∈ R n : |x| ≥ 1} such that
Then there exists a constant
Moreover, if (1.23) and (1.24) holds α > 1/2 and (1.25) holds with p = 1 and
In [4] under the hypotheses V 2 = 0, (1.23) and (1.25), but for all λ 0 > 0, on the complex potential V (x, t) on Theorem 4 it was shown that the eigenfunction w(x) solution of (1.20) corresponding to the real eigenvalue ζ satisfies w ≡ 0.
We observe that the conclusion of Corollary 1 applies, i.e. if V 2 = 0, α = 1/2 in (1.23), and (1.25) holds for some p > 1 and λ 0 > 0, then w ≡ 0. In this direction we have the following improvement of the result in Theorem 4 concerning the case α = 1/2 in (1.23) and (1.24).
such that V 1 is complex valued with
and V 2 is real valued and supported in {x ∈ R n : |x| ≥ 1} such that
We observe that Theorem 5 is a stationary result (not a consequence of the time evolution results in Theorems 1 and 2) in which the ellipticity of the laplacian in (1.20) plays an essential role.
The proof of Theorem 5 will be based in the following Carleman estimate :
Theorem 6. Let ρ ∈ (0, 1] and V as in Theorem 5. Then there exists τ 0 = τ 0 (ρ; V ∞ ; c 1 ; c 2 ) > 0 such that the inequality
holds for any τ ≥ τ 0 and any
We return to the consequence of our time evolution results. Thus, combining Theorem 3 and the comments before the statement of Theorem 4 one has that Theorem 4 also applies to the solutions of the non-elliptic eigenvalue problem
with L k as in (1.14) with complex potential V and ζ ∈ R.
We shall employ the above results to study the possible profile of the concentration blow up phenomenon in solutions of the initial value problem (IVP) associated to the non-linear Schrödinger equation
We observe that if u(x, t) is a solution of (1.34) then for all σ > 0
is also a solution of (1.35) with data u σ (x, 0) = σ 2/a u 0 (x), so
Thus, if s a /2 − 2/a the size of the data does not change by the scaling and one says that
is a critical space for the IVP (1.34). The following result concerning the local well-posedness of the IVP (1.34) in the critical cases was established in [3] .
T . Above we have introduced the notations : (a) for 1 < p < ∞ and s ∈ R
(b) the indices (q, p) in (1.38) are given by the Strichartz estimate [16] , [7] :
The pseudo-conformal transformation deduced in [7] shows that if u = u(x, t) is a solution of (1.34), then
satisfies the equation
Hence, in the L 2 -critical case a = 4/n the equations (1.34) and (1.42) are the same. Also in this case a = 4/n the pseudo-conformal transformation preserves both the space L 2 (R n ) and the space
In particular, if we take u(x, t) = e it ϕ(x) the standing wave solution, i.e. ϕ(x) being the unique positive solution (ground state) of the non-linear elliptic equation
is a solution of (1.34) with a = 4/n and + sign in the nonlinear term (focussing case) which blows up at time t = 1, i.e.
and lim
Since it is known that positive solutions of the elliptic problem (1.43) (in particular the ground state) have exponential decay (see [15] , [2] ), i.e.
. One may ask if it is possible to have a faster "concentration profile" in a solution of (1.34) with a = 4/n than the one described in (1.45). In other words, whether or not (1.45) can hold with
with b 3 sufficiently large. More generally for a ≥ 4/n one may ask if a blow up solution v(x, t) of (1.34) can satisfy
with Q(·) as in (1.46) or as (1.47). Our next result shows that this is not the case. In [12] we establish the result in Theorem 7 for a = 4/n and p > 4/3. Now we consider the equation in (1.34) with the operator describing the dispersive relation L k as in (1.15) being non-degenerate but not elliptic
In this case, the local well-posedness theory is similar to that described above for the IVP (1.34). This follows from the fact that the local theory is based on the Strichartz estimates in (1.40) which do not require the ellipticity of the laplacian, i.e. (1.40) holds with L k instead of ∆. Hence the results in [3] still holds for the IVP associated to the equation in (1.49). In addition, in this case the pseudo-conformal transformation tells us that if u = u(x, t) is a solution of (1.49), then
Hence, as in Theorem 7 we have: We will adapt our results in Theorems 1 and 2 to study the possible profile of "generalized traveling wave" solutions of a class of equations containing those in (1.34) and (1.49), (see (1.59) and (1.60) below). Roughly, these are solutions u(x, t) for which there exist µ ∈ R and e ∈ S n−1 such that the L 2 (R n )-norm of u(x − µ t e, t) remains highly concentrated at the origin for all time t ≥ 0, see (1.54) and (1.57) below.
If there exist µ ∈ R and e ∈ S n−1 such that
(b) If there exist µ ∈ R and e ∈ S n−1 such that
As in Corollary 1 we remark that if (1.53) holds with α = 1/2 and (1.54) holds for some p > 1 and λ 0 > 0, then u ≡ 0.
Finally we shall consider the semi-linear equations of the form
and (1.60)
with L k as in (1.14) and F : C 2 → R (real valued), F (0, 0) = 0, and such that there exists M > 0 and j ∈ Z + such that
As a direct consequence of Theorems 1 and 2, Corollary 2, and an appropriate version of the Galilean invariant property for solution of the equations (1.59) and (1.60) we shall establish the following result:
) be a solution of the equation (1.59) or the equation (1.60). If there exist µ ∈ R and e ∈ S n−1 such that
with Q(·) as in (1.46) for some p > 1 or as in (1.47), then u ≡ 0.
In [6] it was proved that the equation (1.60) with a L k non-elliptic operator does not have nontrivial (travelling wave) solutions of the form u(x, t) = e iωt ϕ(x + µt e), µ ∈ R, e ∈ S n−1 ,
The rest of this paper is organized as follows. Section 2 contains the details of the proof of Theorem 1 in the case V 2 ≡ 0 (the proof of Theorems 3, 4, 7, and 8, and Corollaries 2 and 3 follows this approach) and the modifications needed in this proof to obtain the general case. The modifications of this argument required to establish Theorems 2 will be given in section 3. Also section 3 contains some remarks on the proof of Theorem 3. Theorem 7 will be proved in section 4, and the proofs of Corollaries 2-3 will be outlined in section 5. Finally, Theorems 5 and 6 will be proven in section 6. The appendix is concerned with the existence of the functions ϕ used in the proofs of Theorem 1 and Theorem 2.
Proof of Theorem 1
We begin with two preliminary results. Let S be a symmetric operator independent of t. Let A be a skew-symmetric one.
Proposition 1. For any T 0 , T 1 ∈ R, T 0 < T 1 and any suitable function f (x, t) one has
Proof. Since S is independent of t one has (2.2)
Thus, integrating in the time interval
Then, using that 2ab ≤ a 2 + b 2 we obtain (2.1).
Next, for a fixed T ∈ R we define η :
Proposition 2. For any T > 1/2 one has
Proof. Since (2.4)
multiplying by η ′ (t) and integrating in the time interval [T − 1/2, T + 1/2] one gets
Integration by parts gives
We recall that from (2.2) one has (2.8)
so inserting (2.8) into (2.7), and the result together with (2.6) into (2.5) it follows that (2.9)
which combined with the properties of the function η and Cauchy-Schwarz yields the estimates (2.3).
Proof of Theorem 1: case V 2 ≡ 0.
We fix α ∈ [0, 1/2) and p = (4 − 2α)/3 ∈ (1, 4/3]. Let ϕ = ϕ p be a C 4 , radial, strictly convex function on compact sets of R n , such that (2.10) ϕ(r) = r p + β, for r = |x| ≥ 1,
The existence of such a function ϕ = ϕ p will be discussed in the Appendix, part (a). We recall that (2.11)
Therefore, (2.12)
for r = |x| ≥ 1, and (2.13)
Let f (x, t) = e λϕ(x) u(x, t) where u(x, t) is a solution of the IVP (1.1) so (2.14)
where S is symmetric and A skew-symmetric both independent of t with (2.15)
We divide the proof into three steps:
Step 1 : If
Then there exists {T j : j ∈ Z + } with T j ↑ ∞ as j ↑ ∞ such that (2.18) sup
where f = e λϕ(x) u(x, t), S as in (2.15), and c λ denoting a constant depending on c λ in (2.17), λ, V ∞ and p. Proof of step 1 : We combine Proposition 2 with (2.16) passing the term involving ∆ 2 ϕ to the right hand side and using that the rest of the commutator in (2.16) is positive to obtain (2.19)
We use that
to bound the right hand side of (2.19) as
Inserting this in (2.19) and using that η(t) ≥ 3/16 for t ∈ [T − 1/4, T + 1/4] one gets thatc
for some T * ∈ [T − 1/4, T + 1/4]. Hence, we can find a sequence {T j : j ∈ Z + } with t j ↑ ∞ an j ↑ ∞ such that (2.21) sup
Step 2 : There exists λ 0 > 0 such that if λ ≥ λ 0 , then for any j ∈ Z + , (2.22)
Proof of step 2 : A combination of Proposition 1, the conclusion of step 1, and our hypothesis leads to
From our hypothesis (2.10) on ϕ one has that (2.24)
Thus, from our decay hypothesis on the potential (1.3) it follows that there exists λ > 0 such that if λ ≥ λ and |x| ≥ 1, then
Next, for any ǫ ∈ (0, 1) we consider the domain {x : ǫ ≤ |x| ≤ 1}. In this set we have that
Therefore, for large enough λ ≥ λ ǫ (2.27)
Hence from (2.23)
In the domain {x : |x| ≤ ǫ} we shall use that ϕ is strictly convex in r = |x| ≤ 2 to get from (2.28) that (2.29)
with c ϕ and c ′ independent of ǫ ∈ (0, 1]. Now, we pick θ ∈ C ∞ (R n ) such that θ(x) ≡ 1 for |x| ≤ ǫ with supp θ ⊂ {x : |x| ≤ 2ǫ} and use Poincare's inequality to get that for each
Fixing ǫ sufficiently small and then λ large enough it follows from this that
In particular, for λ 0 ≥ λ sufficiently large we have (2.32)
which completes the proof of this step.
We fix λ = λ 0 above for the rest of the proof.
Step 3 : u(x, t) ≡ 0. Proof of step 3 : On the one hand, since the potential V = V (x, t) is real, then the L 2 -norm of the solution u(x, t) of (1.1) is preserved, i.e. for all t ∈ R u(·, t) 2 = u 0 2 .
On the other hand, from step 2 inequality (2.22) one has
which completes the proof of Theorem 1 in the case V 2 ≡ 0.
Proof of Theorem 1: general case.
The argument is similar to that presented above in the case V 2 ≡ 0, so we sketch it. The step 1 is similar so it will be omitted. In the step 2 we divide the potential
We notice that D 1 is similar to the term handled in the proof of Theorem 1 in the case V 2 ≡ 0, and that since ϕ is radial and convex one has (2.35)
Thus, from our decay hypothesis on the potential it follows that there exists λ 0 > 0 such that if λ ≥ λ 0 and |x| ≥ 1, then
For |x| ≤ 1 we apply the argument in the proof of Theorem 1 in the case V 2 ≡ 0. Therefore combining these estimates we obtain the proof of the step 2 : There exists
Once (2.37) has been established the rest of the proof follows the same argument given in the step 3 of the proof of Theorem 1 in the case V 2 ≡ 0.
Proofs of Theorem 2 and Theorem 3
Proof of Theorem 2: case V 2 ≡ 0.
We shall follow the argument provided in the proof Theorem 1. A main difference is the choice of the function ϕ in (2.10). In this case we take ϕ ∈ C 4 to be a radial, strictly convex function on compact sets of R n , such that
The existence of such a function ϕ will be proven in the Appendix, part (b). Since
for |x| ≥ 1 one has
The step 1 is similar to that in the proof of Theorem 1, with the appropriate modifications, hence we shall start with step 2.
Step 2 : There exists λ 0 > 0 such that if λ ≥ λ 0 , then for any j ∈ Z
From our assumptions on ϕ it follows that
Using the decay hypothesis on the potential (1.10) one has that there exists λ > 0 such that if λ ≥ λ and |x| ≥ 1, then
Thus, from (3.8) and λ >> 1
Next, for a fixed ǫ ∈ (0, 1) we consider the domain {x : ǫ ≤ |x| ≤ 1}. In this region
Therefore, for large enough λ ≥ λ ǫ (3.13)
Hence (3.14)
with c ′ independent of ǫ ∈ (0, 1]. In the domain {x : |x| ≤ ǫ} we shall use that ϕ is strictly convex in r = |x| ≤ 2 to get from (3.11) that (3.15)
with c ϕ and c ′ independent of ǫ ∈ (0, 1]. Choosing θ ∈ C ∞ (R n ) such that θ(x) ≡ 1 for |x| ≤ ǫ with supp θ ⊂ {x : |x| ≤ 2ǫ} and using Poincare's inequality to get that for each t ∈ [T 1 , T j ] it follows that
Gathering the above estimates by fixing ǫ sufficiently small and then λ > λ large enough one concludes that
In particular
which completes the proof of the step 2.
We fixed λ = λ 0 above for the rest of the proof.
Step 3 : u(x, t) ≡ 0 Proof of step 3 : On one hand, since the potential V = V (x, t) is real, then the L 2 -norm of the solution u(x, t) of (1.1) is preserved, i.e. for all t ∈ R u(·, t) 2 = u 0 2 .
On the other hand, from step 2 (3.7)
which completes the proof of Theorem 2 in the case V 2 ≡ 0.
The proof in the general case follows the same argument already explained in the proof of Theorem 1 so it will be omitted.
Proof of Theorem 3
The only differences with the previous cases are following computations:
Hence, the method of proof used in Theorems 1-2 for the elliptic case L k = ∆ can be applied to obtain the same results in this non-degenerate case.
Proof of Theorem 7
The conformal transformation (1.41) with ν = ω = θ = 1 and γ = 0 tells us that
solves the equation
in the time interval t ∈ [0, ∞). Thus, from the hypotheses (1.45) it follows that the solution w(x, t) satisfies
Since the potential V (x, t) has the form
from (4.3) one sees that it verifies that
Therefore, since a ≥ 4/n > 0 from our hypothesis (1.46) or (1.47) it follows that the potential in (4.2) satisfies the hypothesis in Theorem 1 and Theorem 2 with V 2 ≡ 0. Since the L 2 -norm of the solution w(x, t) is preserved for all t ≥ 0, Theorem 1 and Theorem 2 yield the desired result.
Proofs of Corollaries 2 and Corollary 3
Proof of Corollary 2.
We observe that if u(x, t) solves the equation in (1.1), then (5.1) w(x, t) = u(x − µ t e, t) e i( ∂ t w = i(∆w + V (x − µ t e, t) w).
Thus, from hypothesis (1.53) and (1.56) the potential in (5.2)
satisfies the conditions on Theorems 1 and 2, respetively. Therefore, they can be applied to the equation ( ., e k , −e k+1 , .., −e n ), if e = (e 1 , ..., e n ),
and Q k as in (1.51). The function w(x, t) satisfies the equation
Hence, the potential
and the solution w(x, t) of (5.6) satisfies the requirements in Theorem 3.
Proof of Corollary 3.
If u(x, t) is a solution of the equation (1.59) So in this case from the hypothesis on F (z, z) the potential
Thus, the assumption (1.62) guarantees that we can use Corollary 1 and Theorem 2 to achieve the result. In the case of the equation (1.60)
one just needs to define v(x, t) as
, with e(k) as in (5.5) and Q k as in (1.51). Since v(x, t) solves the equation
one just needs to follow the argument given in the case of the equation (1.59) to obtain the desired result.
Proofs of Theorem 5 and Theorem 6
Proof of Theorem 6.
We have e τ |x| (∆ + V 2 )e −τ |x| = S + A, where (6.1)
Hence, the commutator of S and A is
2)
with ∂ r f = x |x| · ∇f and (6.3)
for τ ≥ 1. Combining our hypotheses on the potential (1.27)-(1.29), (6.2) and (6.3) one gets that
Thus using (6.1) it follows that (6.5)
The last identity, our hypotheses on the potential (1.27)-(1.29), (6.4) and the Cauchy-Schwarz inequality show that Theorem 6 holds for τ ≥ τ 0 with τ 0 = τ 0 (n, V ∞ ; c 1 ; c 2 ; ρ).
Proof of Theorem 5.
We fix φ ∈ C ∞ 0 (R n ) such that φ is positive, with φ(x) = 1, |x| ≤ 1 and supp φ ⊂ {x : |x| ≤ 2} and rewrite the equation (1.20) as (6.6) ∆u
Thus, V 1 , V 2 satisfy the hypotheses of Theorems 5 and 6. We shall define φ L as
Claim : There exist ρ 0 ∈ [0, 1) and M = M (n) such that
Proof of the claim : Multiplying the equation (6.6) by u φ 2 5ρ , with ρ to be determined and integrating the result one gets
Combining (6.9) and Poincare inequality one has that (6.10)
Fixing ρ 0 small enough, depending on the V ∞ , we establish the claim (6.8).
Next, we apply Theorem theorem20a to u Φ = u Φ ρ,R where Φ ∈ C ∞ 0 (R n ) with Φ(x) = 1, 4ρ ≤ |x| ≤ R, Φ(x) = 0, |x| ≥ 2R, Φ(x) = 0, |x| ≤ 2ρ with R > 10 and ρ ∈ (0, 1) to get that (6.11) On one hand one has that On the other hand,
Therefore, fixing ρ = ρ 0 as in the claim it follows that (6.13)
Therefore, for τ sufficiently large but independently of R > 10 it follows that Finally, taking λ 0 > 2τ one has (6.14)
∞ > e 2λ0|x| |u(x)| 2 dx ≥ We look for critical points of (7.13) ϕ (3) (r) = r 8 (27 − 150r 2 + 119r 4 ), r ∈ (0, 1).
There is only one critical point the point r 0 ∈ (0, 1] with (7.14) r ACKNOWLEDGMENT : The authors would like to thank J. C. Saut for fruitful conversations concerning this work.
