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О.В. Іванов, В.В. Приходько 
ГРАНИЧНІ ТЕОРЕМИ ДЛЯ ЕКСТРЕМАЛЬНИХ ЗАЛИШКІВ У ЛІНІЙНІЙ МОДЕЛІ                       
РЕГРЕСІЇ З ГАУССОВИМ СТАЦІОНАРНИМ ШУМОМ 
We consider linear regression model with continuous time and strongly dependent stationary Gaussian random noise. 
The behavior of normalized in some way extreme residuals, that are the maximum differences, or their absolute 
values, between the observations and the values of the regression function where instead of unknown parameter the 
least squares estimator is substituted. For linear regression model the conditions of  weak convergence of normalized 
extreme residuals to double exponent curve are obtained which follows from the assumption of normality of random 
noise. In addition instead of unknown variance and the 2-nd spectral moment of Gaussian stationary noise the 
consistent estimators of indicated parameters are substituted in normalizing function. The variance estimator of noise 
generalizes the residual sum of squares of classical mathematical statistic and the 2-nd spectral moment estimator 
generalize Lindgren estimator. In the paper mathematical machinery of statistics of random processes and limit 
theorems for extremes of Gaussian stationary noise is used. New results obtained provide an opportunity to offer 
some non-traditional statistical tests for adequacy of the regression model. 
Вступ 
У класичному регресійному аналізі важли-
ву роль у статистичному виведенні грає залиш-
кова сума квадратів, що отримується підстанов-
кою оцінки найменших квадратів (ОНК) у          
функціонал найменших квадратів. Численні ко-
рисні властивості цієї статистичної оцінки не-
відомої дисперсії похибки спостережень опи-
сано, наприклад, у [1] для лінійної моделі ре-
гресії і в [2] у випадку нелінійної моделі. 
У праці [3] замість залишкової суми квад-
ратів, тобто, фактично, 2l -норми сукупності 
залишків, розглянута рівномірна норма залиш-
ків. За різних припущень про розподіл поми-
лок спостережень отримано теореми про слаб-
ку збіжність належним чином нормованих за-
лишків і максимальних модулів залишків до 
одного з трьох можливих граничних законів 
для максимумів незалежних однаково розподі-
лених випадкових величин [4—6]. 
У цій роботі результати [3] перенесено на 
лінійну модель регресії з неперервним часом і 
гауссовим стаціонарним сильно залежним ви-
падковим шумом. При цьому йдеться про слаб-
ку збіжність функції розподілу нормованих за-
лишків до подвійної експоненти, що є наслід-
ком припущення про гауссовість випадкового 
шуму. 
На відміну від схеми незалежних однаково 
розподілених випадкових величин, у граничних 
теоремах для максимумів гауссових стаціонар-
них процесів у нормуючих функціях містяться 
теоретичні значення невідомих дисперсії та 2-го 
спектрального моменту стаціонарного випад-
кового шуму. З точки зору статистики випад-
кових процесів граничні теореми для макси-
мальних залишків стануть корисними, якщо 
замість невідомих параметрів підставити у нор-
муючі функції такі статистичні оцінки цих па-
раметрів, що граничні теореми залишаються 
справедливими. 
Постановка задачі 
Мета роботи полягає в отриманні умов, за 
яких є справедливими граничні теореми для 
нормованих певним чином екстремальних за-
лишків, тобто максимальних різниць, або їх 
абсолютних величин, між спостереженнями та 
значеннями функції регресії, в яку замість не-
відомої величини параметра підставлено його 
ОНК. 
Позначення й означення 
Розглянемо лінійну модель регресії 
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y t x t t t T
=
= θ + ε ∈∑   (1) 
де 1( ,.., )
q
q Rθ = θ θ ∈  — вектор невідомих пара-
метрів, 1( ), , 1, ,ix t t R i q+∈ =  — неперервні функ-
ції, 1( ),t t Rε ∈  — випадковий шум. 
Введемо умови. 
А1. 1{ ( ), }t t Rε = ε ∈  — гауссов стаціонар-
ний неперервний у середньому квадратичному 
випадковий процес, заданий на повному ймо-
вірнісному просторі ( , , ), (0) 0EΩ ℑ Ρ ε = . 
Нехай 1( ) ( ) (0),B t E t t R= ε ε ∈ , — коваріа-
ційна функція (к.ф.) процесу ε , а 1( ),f Rλ λ ∈  — 
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його спектральна щільність (с.щ.). Позначимо 
2
0 (0)Bλ = = σ , 22 ( )f d
∞
−∞
λ = λ λ λ∫ . Для обмеже-
ності другого спектрального моменту 2λ  необ-
хідно і достатньо, щоб була скінченна величи-
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Означення 1. ОНК векторного параметра 
1( ,.., )
q
q Rθ = θ θ ∈ , отриманою за спостережен-
нями (1), називається випадковий вектор Tθ =
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, який мінімізує за 1( ,.., )qτ = τ τ ∈  
qR∈  функціонал 
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Будемо вважати, що 2 , 1, .iT Td i q→∞⎯⎯⎯⎯→+∞ =  
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Тоді, якщо det 0TJ ≠ , то 
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( ) ( ) ( ) .
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T T T Td J d X t t dt
− −θ − θ = ε∫)   (3) 
Для отримання в явному вигляді гранич-
ної коваріаційної матриці гауссового вектора (3) 








g t x t t R+
=
θ = θ ∈∑   (4) 
Нехай 
, 1( ) ( ( ))
jl q
T T j ld d =μ λ = μ λ  
і 
2 2
( ) ( )
( ) , , 1, ,







d j l q
x d x d
∞ ∞
−∞ −∞
λ λ λμ λ = =




( ) ( ) , 1, .
T
j it
jTx e x t dt j q
λλ = =∫  
В1. Припустимо, що сім’я матричних мір 
Tμ  слабко збігається при T → ∞  до невирод-
женої матричної міри , 1( ) : .
jl q
Tj l =μ = μ μ ⇒ μ  
Означення 2. Матричнозначна міра μ  на-
зивається спектральною мірою функції регресії (4) 
(див., наприклад, [6, 8, 9]). 
Означення 3. С.щ. f  називається μ-при-
пустимою [9], якщо вона μ-інтегровна, тобто 
всі елементи матриці ( ) ( )f d
∞
−∞
λ μ λ∫  скінченні і 
lim ( ) ( ) ( ) ( ).TT
f d f d
∞ ∞
→∞ −∞ −∞
λ μ λ = λ μ λ∫ ∫  
АВ. С.щ. f  процесу ε  є μ-припустимою. 
Достатні умови μ-припустимості с.щ. f  
стаціонарного процесу ε  наведено в [10]. 
Якщо виконуються умови В1 і АВ, то кова-
ріаційна матриця нормованої ОНК (3) задоволь-
няє добре відоме граничне співвідношення [9] 
*
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 , 1( ) .
ij q
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Із (5) своєю чергою випливає, що 
2( ), 1, .iT iTD O d i q
−θ = =)  
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Наступна умова часто використовується в 
регресійному аналізі при вивченні асимптотич-
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Теорема 1. Якщо виконуються умови А1, 
А2, В1, В2 і АВ, то 
1 1{ ( ) } ( ), ,T T T TP b Z a z z z R
−
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T Ta T b T
T
λ − πλ= + =   (7)  
( ) exp { }.zz e −Λ = −  
Теорема 1 доводиться аналогічно [3]. 
З точки зору статистики випадкових про-
цесів теорема 1 має недолік, який полягає в 
тому, що дисперсія 20λ = σ  випадкового шуму 
( )tε  і другий спектральний момент 2λ  із нор-
мувальної функції Ta  у формулі (7) нам не ві-
домі. Далі ми зосередимо зусилля на побудові 
статистичних оцінок дисперсії та другого спек-
трального моменту, які мають таку властивість: 
якщо їх підставити у вираз (7) замість невідо-
мих параметрів, все одно співвідношення (6) 
буде виконуватись. 
Розглянемо частинний випадок к.ф. випад-











ϕ= σ ϕ ≥ α ∈
+
. 
Легко побачити, що для к.ф. B  із умови 
А3 виконується умова А2. 
Оцінка дисперсії випадкового шуму 
Розглянемо функціонал ( )T TQ θ
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Таким чином, 
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Розглянемо другий доданок правої части-
ни нерівності (8) 
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За формулою Ісерліса [11] маємо 
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Права частина останньої рівності прямує 
при T → ∞  до 
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Тобто 
2
112 ,T T TE J V VT
−⎛ ⎞〈 〉⎜ ⎟⎝ ⎠  має порядок 
2( )O T −  
при T → ∞ . 
Тепер розглянемо перший доданок правої 
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Отримуємо такий результат. 
Теорема 2. Якщо виконано умови А1, А3, 
АВ, В1, то 
 2 2 2( ) ( ),TE O T
−Δσ − σ =)   (9) 
де 0Δ >  варіюється залежно від величини α , 
тобто 2Tσ)  — консистентна в середньому квадра-
тичному оцінка 2σ . 
Із нерівності Чебишова, очевидно, випли-
ває, що 2Tσ)  є і слабкоконсистентною оцінкою 
2σ , тобто 
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Зауважимо, що теорема 2 залишається 
справедливою, якщо замість умови А3 викону-
ється загальніша умова 
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При виконанні умов А1, А2, АВ, В1 спів-
відношення (9) залишається справедливим, 
якщо для деякого 0Δ >  
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Оцінка другого спектрального моменту 
Дж. Ліндгрен у праці [12] запропонував 
оцінку другого спектрального моменту 2λ  гаус-
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Нескладно довести таке твердження 
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Враховуючи співвідношення (5) та В3, має-
мо для довільного 0ε >  і достатньо великих 
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Використовуючи умову В3, співвідношен-
ня (5) і (20), для довільного 0ε >  і 0T T>            
маємо 
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Аналогічно 
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( ( ) (( 1) )) 3 ( ).
N
k
N kh k h o h
Nh =
≤ ε − ε − ≤ λ +∑  (23) 
Крім цього, з (21) і (23) маємо 
3 1 1
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× + ε ⎯⎯⎯⎯→∑  
Із (22) і (23) знаходимо 










o h q L K d − →∞=
≤ λ + + ε ⎯⎯⎯⎯→∑  
Враховуючи (21) і (22), отримуємо 
1 1
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( ) ( ) 0.
q q
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L K d L K d− − →∞= =
× + ε + ε ⎯⎯⎯⎯→∑ ∑  
Із попередніх оцінок випливає таке тверд-
ження. 
Теорема 4. Якщо виконано умови А1, А2, 
А4, АВ, В1, В3, то 
1
2 1 1
( ) min .T T iTi q
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⎛ ⎞⎛ ⎞⎜ ⎟λ = + ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
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Зауважимо, що в умовах теореми 4 
1
2
2 2 1 1
( ) ( ) min ,T T iTi q
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 — консистентна в середньому квад-
ратичному оцінка 2λ . Отже 
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2 2.T T→∞λ ⎯⎯⎯⎯→λ
)
  (24) 
У випадку виконання умов теореми 3 із 
(12), (13) випливає співвідношення (24), якщо 
 1 2
0
( ( )) 0.
T
T
T B t dt− →∞′′ ⎯⎯⎯⎯→∫   (25) 
Основні результати 
Теорема 5. Якщо виконано умови А1, А2, 
А4, АВ, В1—В3 і (11), (25), то 
1( ), ,TT T T
T
Z
b a z z z R→∞
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Співвідношення (26) є також справедли-
вим при виконанні умов А1, А3, АВ, В1—В3. 
До ве д ення. Очевидно, 
1( )T T T Tb Z a
−σ − =) ))  
 1( ) ( ),T T T T T T Tb Z a b a a
−= σ − + −) ))   (27) 
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Тоді, завдяки монотонності функції ln x , мо-
жемо записати, що 
2 2
2 2 2
ln 1 ln 1 ln 1 ,T
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Оскільки в околі нуля ln(1 )x x+ ≤ , то 
2 2 2
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Таким чином, 2 2
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 тобто 
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і (28) доведено. 
Аналогічно отримуємо 
P2 2ln ln .T T→∞σ ⎯⎯⎯⎯→ σ
)  
Це означає, що у формулі (27) другий до-
данок правої частини прямує до нуля за ймовір-
ністю. 
Покладемо 
1 1( ), ( ).T T T T T T T T Tb Z a b Z a
− −′ς = σ − ς = σ −) ))  
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Використовуючи (10) і враховуючи слабку збіж-
ність Tς , маємо 
P2 2( ) 0.T T T→∞ς σ − σ ⎯⎯⎯⎯→
)  
З іншого боку, за (11) 
2 2 2 2 2( ) ( ln ) 0,T T T Ta b E O T T
−Δ




P2 2( ) 0.T T T Ta b →∞σ − σ ⎯⎯⎯⎯→
)  
Із формули (27) бачимо, що граничний 
розподіл 1( )T T T Tb Z a
−σ −) ))  збігається з гранич-
ним розподілом 1( )T T Tb Z a
−σ −) . Теорему дове-
дено. 
Враховуючи асимптотичну незалежність 
максимуму і мінімуму гауссового стаціонарно-
го процесу ([6], с. 251, теорема 11.1.5) для 
*
0




= ε) )  отримуємо аналогічно прове-
деним міркуванням такий факт. 
Теорема 6. В умовах теореми 5 
*
2 1( ), .TT T T
T
Z
b a z z z R→∞




У роботі було отримано граничні теореми 
для екстремальних залишків у лінійній моделі 
регресії з гауссовим стаціонарним сильнозалеж-
ним випадковим шумом і неперервним часом. 
Ці теореми стверджують, що розподіли нормо-
ваних певним чином максимальних залишків 
або максимальних абсолютних величин цих за-
лишків збігаються до подвійної експоненти. 
Знайдено консистентні оцінки дисперсії та           
2-го спектрального моменту випадкового шу-
му, що підставляються в нормуючі функції. 
Отримання швидкості збіжності в цих 
граничних теоремах і побудова критеріїв пере-
вірки гіпотез про адекватність розглянутої мо-
делі регресії є природним напрямом продов-
ження дослідження. 
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