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Abstract
We present our measurements and analysis for the systematic tests, the galaxy two-point angular correlation
function, and the best halo-occupation distribution (HOD) model fit for galaxies and compact galaxy groups
selected from the seventh data release of the Sloan Digital Sky Survey. The galaxy sample was selected with
r-band apparent magnitudes between 17 and 21; and we update the flag criteria to select a clean galaxy
catalog and detail specific tests that we perform to characterize systematic effects, including the effects of
seeing, Galactic extinction, and the overall survey uniformity. We measure the correlation function for the
full sample as well as for the four magnitude ranges: 17–18, 18–19, 19–20, and 20–21. We find that the
systematic signals are well below the galaxy angular correlation function for angles less than approximately
5◦, which limits the modeling of galaxy angular correlations on larger scales. We analyze the clustering of
photometrically selected galaxy pairs by using the HOD model. Our results are successfully fit by these HOD
models, and we see the separation of “1-halo” and “2-halo” clustering terms for both single galaxies and
galaxy pairs. We find that the galaxy pairs generally have larger clustering amplitudes than single galaxies,
and the quantities computed during the HOD fitting, e.g., effective mass, Meff , and linear bias, bg, are also
larger for galaxy pairs. We also model the clustering dependence for the galaxy pairs on redshift, galaxy
type, and luminosity.
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Chapter 1
Introduction
One direct probe to measure the large scale structure of the universe and to obtain improved cosmological
constraints is to study the statistics of the galaxy distribution and their clustering pattern. To study the
galaxy distribution, the simplest method is the two-point angular correlation function, which quantifies the
excess probability above a random distribution of finding one galaxy within a specified angle of another
galaxy. For the case of a Gaussian random field, the two-point angular correlation function and its Legendre
transform pair, the angular power spectrum, provide a complete statistical characterization of the galaxy
clustering (see, e.g., Peebles, 1980). However, even for the case of non-Gaussianity, the two-point angular
correlation function provides a simple and important statistical test of galaxy formation models (Tegmark
et al., 2004).
By studying the clustering of galaxies, one can gain the insights into both galaxy formation and evolution,
especially when analyzed as a function of the intrinsic properties of a galaxy such as its mass, size, morphol-
ogy, gas content, star-formation rate, nuclear activity, characteristic velocity, and metallicity (Kauffmann
et al., 2004; Yang et al., 2012; Watson et al., 2014). Traditional clustering analyses can connect the visible
galaxies to the unseen dark matter haloes, thereby providing insight into the assembly history of galaxies.
The standard picture in an ΛCDM universe is that galaxies form from gas that cools and condenses at the
centers of dark matter haloes (White & Rees, 1978). As smaller haloes fall into more massive ones, their
central galaxies become satellites of their new, larger hosts, sometimes merging to form new central galaxies
in the core of the resultant dark matter halo. In this model, each halo will contain a central, dominant
galaxy at the bottom of the gravitational potential well, surrounded by other, smaller satellite galaxies that
orbit around the dominant galaxy.
1.1 Quantify Systematics
To accurately quantify the large scale structure by using these methods, we must first minimize potential
systematic effects in the galaxy catalog used to measure the correlation function. The systematics contain
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both the internal and external errors. For the internal errors, we consider the misclassified galaxies in the
images that have not been previously studied. These misclassifications arise galaxies either due to local
background variations or to low surface brightness features that were identified as galaxies with unrealistic
large radii. These contaminations can be removed by setting a strict galaxy flag combination, which is
presented in §2.1.3. For external errors, we mainly consider the effects of seeing, Galactic extinction, and
stellar contaminations. These systematics effects have been thoroughly studied by Scranton et al. (2002)
for the Sloan Digital Sky Survey (SDSS) Early Data Release (EDR; Connolly et al., 2002), they determined
that the SDSS EDR galaxy sample had to be masked to exclude regions with seeing greater than 1′′.75 and
reddening > 0.2 magnitudes.
Given the importance of minimizing the impact of systematic effects on the galaxy two-point angular
correlation function and the significant changes that were made in the SDSS data processing pipeline between
the SDSS EDR and the data that we use for this work, the SDSS Data Release Seven (DR7; Abazajian et al.,
2009), we have repeated many of the tests presented in Scranton et al. (2002) by using the SDSS DR7 data. In
this thesis we present the methods used to constrain these systematic effects, the results of these systematic
tests in Chapter 3.
1.2 Correlation Functions for Single Galaxies and Compact
Galaxy Groups
The two-point angular correlation function has been studied at bright magnitudes from the SDSS EDR. This
data release covered a few hundred square degrees of the sky, and the two-point galaxy angular correlation
function was calculated from these data on scales from a few arc seconds to a few degrees. The measured
correlation functions from the EDR were consistently found to obey a power law, ω(θ) = Aωθ
(1−γ), where
γ ' 1.7 on small scales, with a break at 2◦, beyond which the correlation dropped more steeply (Connolly
et al., 2002). For deeper surveys, the power law relation of the small-scale correlation function held, with
the amplitude decreasing at fainter magnitudes (Connolly et al., 2002).
While these early SDSS results have provided a nice description of the angular clustering of galaxies, they
only covered a relatively small area of the sky. In this thesis, we present the measurement of the SDSS DR7
galaxy two-point angular correlation function. The SDSS DR7 galaxy sample covers nearly 104 square degrees
of the sky and includes approximately 108 galaxies to a median redshift of 0.22. Furthermore, in comparison
to the SDSS EDR, the data processing techniques of the SDSS DR7 have been greatly improved (Abazajian
et al., 2004, 2009). The DR7 thus provides better image quality and photometric calibrations, with less
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severe systematic effects; and will, therefore, provide a more robust measurement of the galaxy angular
clustering than previous large scale surveys.
1.3 Halo Modeling of Galaxies and Compact Groups
While successful in predicting the clustering behavior of single galaxies (Zehavi et al., 2004), galaxy clus-
tering studies typically have not analyzed groups of galaxies, yet we know that many galaxies live in dense
environments. While Berlind et al. (2006) did study the multiplicity functions of groups that are selected
from SDSS; in this thesis, we extend our SDSS clustering results (Wang et al., 2013) to the study of the
clustering of galaxy groups. As a result, we first construct a catalog of photometrically selected compact
galaxy groups; and, second, we use this new catalog to measure and analyze the clustering behavior of small
galaxy groups in the same framework traditionally applied to isolated galaxies. Compact groups contain a
small number of galaxies with compact angular configurations (Hickson, 1982) where galaxy-galaxy inter-
actions are the dominant processes. On the other hand, rich groups or galaxy clusters evolve under both
galaxy-galaxy interactions (Toomre & Toomre, 1972; Farouki & Shapiro, 1980) and galaxy-environment
interactions (Gunn & Gott, 1972; Nulsen, 1982).
As a result, the abundance of compact groups, their spatial distribution, and their intrinsic properties are
entwined with their halo merger history, which is closely related to the underlying cosmology. For example,
the evolution of merger rates is sensitive to the cosmic matter density, while the mass distribution of merging
objects depends on the linear power spectrum of the initial density of fluctuations (Lacey & Cole, 1993).
Thus, the properties of compact groups can be used to constrain cosmological parameters. On the other
hand, the physical processes driving galaxy evolution have a strong effect on satellite galaxies. For example,
galaxy colors are affected by the stripping of gas within the galaxies during interaction events, which can
suppress star formation; while the galaxy structures and morphologies can be modified by the gravitational
and hydrodynamical interactions between galaxies.
Modeling galaxy clustering is complicated by the fact that the gravitational framework is supplied by the
invisible dark matter, thus we must have a means to connect the visible tracers of the gravitational field to
the invisible dark matter structure. Currently, there are two methods that have been widely used to provide
this connection. First is the use of a semi-analytic model (SAM) that employs a simplified representation
of the relevant astrophysics to follow galaxy growth within the evolving dark matter halo population. The
SAM can be used to predict the detailed properties of both central and satellite galaxies (White & Frenk,
1991; Springel et al., 2001; Kang et al., 2005) for comparison with an observed galaxy population. The
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second approach is the semi-empirical technique that provides an insightful description of the relations
between the galaxies and their host dark matter halos via the observed galaxy properties. There are several
different semi-empirical techniques in use, including abundance matching (Conroy et al., 2006; Hearin et al.,
2013) and age matching (Hearin & Watson, 2013); in this thesis, however, we use the Halo Occupation
Distribution (hereafter HOD; Jing et al., 1998; Peacock & Smith, 2000; Zehavi et al., 2004; Zheng et al.,
2005). An HOD model quantifies the central and satellite galaxy populations of dark matter haloes as a
function of the host halo mass by optimizing the model fit to the measured galaxy correlation function from
large surveys.
Since galaxies live in a variety of different environments, measurements of their clustering properties as
a function of scale have displayed a variance since they were initially measured (Peebles, 1980). Initially,
this difference in clustering was described by fitting a simple power-law function to the two-point galaxy
correlation functions on small scales (Peebles, 1980). However, more recent large area surveys have measured
the clustering pattern accurately enough to detect deviations from the traditional power-law model (e.g.,
Zehavi et al., 2004; Watson et al., 2011). This deviation provides an important insight into the growth of
large-scale structure; and, the deviations have been more accurately interpreted in terms of dark matter
haloes, which link the small scale clustering to the underlying dark matter haloes. A well defined HOD,
along with accurate correlation function measurements, can be used to statistically describe how galaxies
populate dark matter halos as a function of halo mass.
With the enormous data being provided by large surveys, such as the recently completed Sloan Digital
Sky Survey (SDSS; York et al., 2000), this type of analysis can also now be extended to the study of galaxy
groups. To date, there have been two primary approaches used to extract galaxy groups from the SDSS.
First, Yang et al. (2007) selected galaxy groups from the SDSS spectroscopic data, which has a limiting
apparent magnitude of r ∼ 17.7, finding significant disagreement with a mock SAM catalog previously
created by Croton et al. (2006). A second approach was developed by Wang & White (2012), see also Tal
et al. (2012b) and Tal, Wake, & van Dokkum (2012a), who combined the spectroscopic and photometric
SDSS data to identify a spectroscopic central galaxy with photometric satellites, which allowed them to
study the luminosity and mass functions of the satellite galaxies.
In this work, we start with the clean galaxy catalog we generated (Wang et al., 2013) from the photo-
metric data in the SDSS DR7. We first select compact galaxy groups, following Hickson (1982) to obtain
a flux-limited compact galaxy group catalog. Since this a photometric only data set, we do not have spec-
troscopic redshifts to remove contamination from line-of-sight galaxy interlopers. While we would prefer to
remove these galaxies, the standard techniques of bootstrap background correction (Lorrimer et al., 1994) or
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quantifying the galaxy cluster probabilistic membership via photometric redshifts (Brunner & Lubin, 2000)
do not provide a reliable method to identify and remove interloping galaxies at the low redshifts of the galax-
ies in our photometric sample. However, the correlation functions we will measure for the galaxy groups
are much stronger than the correlation functions we measure for single galaxies. In addition, the group
correlation functions still show deviations from a power-law model, thus we will still be able to connect the
distribution of compact galaxy groups with their parent dark matter halos by developing a compact group
HOD.
1.4 Cosmological Implications
1.4.1 Cosmology Background and Structure Formation
Our standard picture of the Universe has been changed dramatically in the past few decades (Weinberg, 1972;
Peebles & Peacock, 1994; Peacock & Smith, 2000). A variety of results imply that our Universe is composed
of baryonic matter, dark matter, and dark energy, where the normal baryonic matter and dark matter
account for roughly one-sixth and five-sixths of the total matter, respectively (Spergel et al., 2003), while
dark energy accounts for three-fourths of the total matter-energy. Although evidence shows the existence of
dark matter from its gravitational interactions and the existence of dark energy from the detection of the
accelerated expansion of our Universe, the composition of dark matter and dark energy is still unknown and
remains an area of active research (Ellis et al., 2005; Steffen, 2009; Zlatev et al., 1999). The relative densities
of these components determine the fate of our Universe, as well as provide insight into history of structure
formation.
One key assumption in modern cosmology is that the Universe is homogeneous and isotropic on large
scales. This assumption holds on scales larger than 100 Mpc, where the Friedmann equations are sufficient
to describe the dynamical evolution. On smaller scales, however, the Universe is full of structure like walls,
filaments, and clusters, which is far from homogeneous. This structure is believed to grow from initial
density fluctuations generated during Inflation (Guth, 1981; Liddle & Lyth, 2000), when the scale factor
grew exponentially. In the cold dark matter scenario, small structures are formed first, and then aggregate
into larger systems due to the gravity. This model reproduces clusters, filaments and cosmic sheets as
observed in large surveys and has become the most favored theory of structure formation.
Therefore, structure formation can be separated into two regimes: the linear growth regime where the
fluctuations are small and the equations of motion can be linearized around the homogeneous solution, and
the non-linear regime where the fluctuations are large and non-linear objects are formed. The first case
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corresponds to the early Universe and to the evolution of structure on very large scales, while the latter
one is related to the evolution of dark matter halos, within which galaxies are formed. By now, large scale
structure formation in a dark matter dominated universe has been well explored with the help of high-
resolution, numerical simulations on supercomputers. However, many baryonic processes relevant to galaxy
formation are still far from clearly understood.
1.4.2 Significance of the Large Scale Structure Detection
Large scale structure is determined by measuring the distribution and clustering of galaxies, which is a re-
sult of the interplay between the cosmological model and the baryonic processes that are relevant to galaxy
formation. The cosmological model specifies the initial conditions, and the matter-energy content of the
universe determines the mass function and the spatial correlations of the dark halo population. The physics
of galaxy formation encodes the processes that are essential to produce galaxies and to determine their
properties like mass, luminosity, color, and morphology. These physical processes operate in the host halos,
so together with the cosmological model they determine the halo occupation distribution (HOD) for different
types of galaxies. The halo population and the HOD together quantify galaxy clustering and correlations.
However, while galaxy positions are known with high precision in two dimensions, galaxy distance infor-
mation is less precise for photometrically detected galaxies. Hence, we analyze the angular distribution of
galaxies to investigate large scale structure in the Universe. The goal in this thesis is to work backwards to
the initial conditions, starting from the angular clustering and correlations, ω(θ), to the properties of the
halo population and HOD. Ideally, we can conclude from these measurements about the galaxy formation
physics and fundamental cosmological model.
In this thesis, we first discuss the data and data samples that we use throughout this work in Chapter 2.
Next, we remove the bad quality data, detail our tests for the effects of different systematics, and determine
the optimal cuts to minimize their effects in Chapter 3. In Chapter 4, we discuss the correlation functions and
compare the results from different estimators. In Chapter 5, we present the angular correlation functions for
galaxies and the galaxy subsamples split by magnitude. In Chapter 6, we introduce the selection criteria for
the angular-compact galaxy groups and discuss the basic properties of our group catalogs. In this chapter,
we also measure the correlation functions for the galaxy groups and discuss their dependence on group
richness and galaxy type. In order to model the halo-occupation-distribution, we present the correlation
functions for galaxies and compact galaxy pairs from three volume-limited subsamples at the end of this
chapter. In Chapter 7, we first introduce our HOD model, and subsequently apply this model to single and
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paired galaxies, and to our samples split by galaxy type and luminosity. We also present our best-fit model
results. Finally, we conclude our efforts and discuss future work in Chapter 8. Throughout this work, unless
other noted, we assume a flat cosmology with Ωm = 0.27, h = 0.7, σ8 = 0.8, and Γ = 0.15.
7
Chapter 2
Data
The SDSS was a photometric and spectroscopic survey conducted by the Astrophysical Research Consortium
at the Apache Point Observatory in New Mexico that was primarily designed to produce a data set to
map large scale structure in the universe and to study the underlying cosmic evolution. The telescope was
instrumented with either a wide-field, multi-band CCD camera or dual fiber-fed spectrographs. Cumulatively,
the SDSS imaged over one-quarter of the entire sky, providing photometric information in five bands: u, g,
r, i, and z (Fukugita et al., 1996). The data release studied herein, SDSS DR7, was released in November
2008, and includes objects observed through August 2008 (Abazajian et al., 2009).
The main survey was centered on the north Galactic pole and was imaged in 37 interlaced stripes. Each
stripe, which was observed during two days between the years 1999–2008 is 2◦5 wide, and the two ends of
each stripe extend to low Galactic latitudes. The surveyed area includes a continuous portion in the northern
Galactic hemisphere (34 stripes) and three individual stripes observed repeatedly in the southern Galactic
hemisphere. In total, the data cover approximately 104 deg2 of the sky and consist of angular positions for
around 108 galaxies to a 5σ detection limit of r ∼ 23.1 (York et al., 2000).
The photometric calibration was carried out by a separate 0.5-m photometric telescope adjacent to the
SDSS main 2.5-m telescope (Photometric Telescope; Gunn et al. 2006). A set of 157 standards stars, which
covered the entire range in right ascension of the survey, were calibrated to the SDSS filter system (Smith
et al., 2002), and the main telescope observed these primary standards every night to quantify the relevant
atmospheric extinction.
2.1 Creating the Galaxy Sample
To generate a reliable galaxy catalog and extract robust scientific results, we need to follow the procedures
shown in Figure 2.1 to generate a good quality data from the raw data. In this section, we detail the steps
we take to obtain our final good quality galaxy catalog used in the analysis presented herein, starting with
our original SQL query to the SDSS catalog archive server.
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Figure 2.1: The flowchart of the procedures in this work to process from raw data to the final science results.
9
2.1.1 The SDSS CAS SQL Query
Our first step is to extract all relevant data from the SDSS catalog archive server. We do this by issuing the
following SQL query:
SELECT
p.objID, p.ra, p.dec,
p.type, p.flags, p.insideMask,
-- -- First get PSF Mags
p.psfMag u, p.psfMagErr u,
p.psfMag g, p.psfMagErr g,
p.psfMag r, p.psfMagErr r,
p.psfMag i, p.psfMagErr i,
p.psfMag z, p.psfMagErr z,
-- -- Now get Model Mags
p.modelMag u, p.modelMagErr u,
p.modelMag g, p.modelMagErr g,
p.modelMag r, p.modelMagErr r,
p.modelMag i, p.modelMagErr i,
p.modelMag z, p.modelMagErr z,
-- -- Now get Petro Mags
p.petroMag u, p.petroMagErr u,
p.petroMag g, p.petroMagErr g,
p.petroMag r, p.petroMagErr r,
p.petroMag i, p.petroMagErr i,
p.petroMag z, p.petroMagErr z,
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-- -- Now get Fiber Mags
p.fiberMag u, p.fiberMagErr u,
p.fiberMag g, p.fiberMagErr g,
p.fiberMag r, p.fiberMagErr r,
p.fiberMag i, p.fiberMagErr i,
p.fiberMag z, p.fiberMagErr z,
-- -- Get concentration parameters
p.petroR50 r, p.petroR90 r,
-- -- Get all extinction values
p.extinction u, p.extinction g,
p.extinction r, p.extinction i,
p.extinction z,
-- -- Get all type and flag information
p.type u, p.type g, p.type r,
p.type i, p.type z,
p.flags u, p.flags g, p.flags r,
p.flags i, p.flags z,
-- -- Get Michigan Moments for seeing
p.mRrCc u, p.mRrCcErr u, p.mRrCcPSF u,
p.mRrCc g, p.mRrCcErr g, p.mRrCcPSF g,
p.mRrCc r, p.mRrCcErr r, p.mRrCcPSF r,
p.mRrCc i, p.mRrCcErr i, p.mRrCcPSF i,
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p.mRrCc z, p.mRrCcErr z, p.mRrCcPSF z,
-- -- Now get all photoz values
z.z, z.zErr, z.chiSq, z.nnIsInside, z.pztype,
z.dmod, z.kcorr u, z.kcorr g, z.kcorr r,
z.kcorr i, z.kcorr z, z.absMag u, z.absMag g,
z.absMag r, z.absMag i, z.absMag z,
-- -- Now the Table join
FROM PhotoPrimary AS p
LEFT OUTER JOIN
photoz AS z ON p.objID = z.objID
-- -- Limit output to reasonable detections
WHERE
((p.dered g < 23.0) OR
(p.dered r < 23.0) OR
(p.dered i < 23.0))
This request generates a catalog with more than 341 million point sources, including stars and galaxies.
2.1.2 Cutting to the SDSS Theoretical Footprint and Applying Masks
Starting from the results of an SDSS CAS query that selected all objects with dereddened g, r, or i magni-
tudes < 23.0, we first cut this sample to mask regions containing bright stars located within our Galaxy, and
subsequently cut the remaining data to the theoretical footprint provided by the SDSS1 (e.g., Myers et al.,
2007). The SDSS DR7 footprint is defined by all non-repeating, survey-quality imaging runs observed prior
to July 2008, including the elliptical survey area in the Northern Hemisphere and the three stripes in the
Southern Hemisphere. From this cut, we retain thirty-four stripes in the Northern Hemisphere: 9–39, 42,
1http://www.sdss.org/dr7/coverage/index.html
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Figure 2.2: Representative example areas in the SDSS DR7 footprint with missing data.
43, 44, and three stripes from the Southern Hemisphere: 76, 82, 86. After these cuts, our catalog has ∼ 214
million sources (i.e., we keep 62.8% of the data from the original catalog), covering ∼ 8200 square degrees
of the sky, with ∼ 7650 square degrees of this in the Northern Galactic Cap high-latitude region and ∼ 750
square degrees of the total from the three stripes in the Southern Galactic Cap.
After restricting the data in the aforementioned manner, the data still include blank regions that lie
within the survey area (see, e.g., Figure 2.2 for several examples). To simplify the process of masking these
regions, we utilize the official survey λ/η coordinates2 and manually check each stripe. Once an area of
missing data is visually located, we identify the corners of the region bounding the missing data to an
accuracy of 0.1 degrees to further mask the affected region. Furthermore, we mask objects that are in any
of the five image masks3, and this keeps 94.6% of the above data, which results in 203 million objects.
2http://www.sdss.org/dr7/glossary/survey_coords
3http://www.sdss.org/dr7/algorithms/masks.html
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2.1.3 Applying object detection and measurement flags
In this section, we outline the method by which we follow the SDSS project recommendations for galaxy
samples4 (the specific cuts used are described at the weblink in the section entitled Clean sample of galaxies)
but we adopt a modified version of the flag combination to restrict our sample to cleaner photometric
detections. The object flags were assigned by the SDSS photometric pipeline for each tested object, we first
compute the following two meta-flags for all objects:
DEBLEND PROBLEMS =
PEAKCENTER ||
NOTCHECKED ||
(DEBLEND NOPEAK && psfErr r > 0.2)
INTERP PROBLEMS =
PSF FLUX INTERP ||
BAD COUNTS ERR ||
(INTERP CENTER && CR)
which simplifies subsequent flag tests. For DEBLEND PROBLEMS, if either PEAKCENTER or NOTCHECKED is
set, or if psfErr r is greater than 0.2 magnitudes and DEBLEND NOPEAK is set, we set the DEBLEND PROBLEMS
meta-flag. Likewise for INTERP PROBLEMS, if thePSF FLUX INTERP or BAD COUNTS ERROR flags are set, or if
INTERP CENTER and CR are both set, we set the INTERP PROBLEMS meta-flag. In the end, we only accept
objects that pass the following r-band flag test:
BINNED1 && !SATURATED && !NOPROFILE &&
!INTERP PROBLEMS && !DEBLEND PROBLEMS &&
(!EDGE ||
(EDGE && (NODEBLEND || DEBLENDED AT EDGE))) &&
!(DEBLENDED_AS_PSF &&
(TOO_FEW_GOOD_DETECTION || NOPETRO))
For completeness, we detail the relevant SDSS photometric flags in Table 2.1. We now briefly discuss our
strategy with respect to the flags listed in Table 2.1. First, for the flags listed in the Object status flags section,
we select objects that are BINNED but we do not use the BRIGHT flag. Since we originally selected objects
from the Primary catalog, which implies !BRIGHT && (!BLENDED || NODEBLEND || nchild == 0), we do
not need to use the other flags listed in this section. Second, for the flags listed in the Raw data problem
4http://www.sdss.org/dr7/products/catalogs/flags.html
14
Table 2.1: This table briefly describes all flags that may affect the quality of the SDSSS imaging data. The
percentage of data with each flag is based on the SQL query in 2.1.1. The flags that have and asterisk (*)
appended can be set in single band.
Name Description Data with
this flag (%)
INTERP PROBLEMS:
PSF FLUX INTERP* More than 20% of the PSF flux is from interpolated pixels. 14.7
BAD COUNTS ERR* The object contains many interpolation affected pixels, thus there are too few 0
good pixels to estimate a PSF error.
INTERP CENTER The interpolated pixel is within 3 pixels of the object center. 9.28
COSMIC RAY (CR) The object contains cosmic rays. 12.3
DEBLEND PROBLEMS:
PEAKCENTER* The object uses the position of the peak pixel as its center. 0.549
NOTCHECKED The object contains pixels that were not checked to see if they include local peaks. 1.20
DEBLEND NOPEAK The object is a CHILD but has no peak in at least one band. 11.9
psfErr r PSF flux error in r-band. 28.2
Object status flags:
BINNED1* The object was detected at ≥ 5σ in a 1× 1 binned image. 97.2
BINNED2* The object was detected in a 2× 2 binned image. 2.97
BINNED4* The object was detected in a 4× 4 binned image. 0.105
DETECTED The object was either detected in BINNED1, BINNED2, or BINNED4. 99.8
BRIGHT The object was duplicate-detected at > 200σ, which usually means r < 17.5. 0
BLENDED* The object was detected with multiple peaks, and thus there was an attempt to deblend 9.15
it as a parent object.
NODEBLEND The object was BLENDED, but there was no attempt to deblend it.
CHILD The object was the result of deblending a BLENDED object. It may still be BLENDED. 26.1
Raw data problem flags:
SATURATED* The object contains one or more saturated pixels. 4.42
EDGE The object is too close to the edge of a field frame. 0.432
LOCAL EDGE Similar to EDGE, but one half of the CCD failed. 0
DEBLENDED AT EDGE The object is so large that it is marked as EDGE in all fields 0.687
and strips, and thus it is deblended anyway.
INTERP The object contains one or more interpolated-over pixels. 42.1
MAYBE CR The object may be a cosmic ray. 1.33
MAYBE EGHOST The object may be a ghost produced by CCD electronics. 0.143
Image problem flags:
CANONICAL CENTER* The measurements use the center in the r-band rather than the local band. 0
NOPROFILE* The object is either too small or too close to the edge and thus it is hard to estimate 0
the radial flux profile.
NOTCHECKED CENTER Similar to NOTCHECKED, but the affected pixels are close to object’s center. 0
TOO LARGE The object is either too large to measure its profile or has a child greater than half of 2.64E-6
the frame.
BADSKY The local sky measurement is so bad and therefore the photometry is meaningless. 0
Suspicious object flags:
DEBLENDED AS PSF If the deblending algorithm found this child is unresolved. 12.7
TOO FEW GOOD DETECTIONS This object doesn’t have detections with good centroid in all bands. 38.7
NO PETRO The code was not able to determine the Petrosian radius for this object. 26.4
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flags section, we select objects that are not SATURATED. For the EDGE flag, we choose the object that has
no EDGE flag, or is close to frame EDGE and has either NODEBLEND or DEBLENDED AT EDGE set. Third, for the
flags listed in the Image problem flags section, we select objects that are not NOPROFILE. Finally, for the
flags listed in the Suspicious object flags section, we exclude objects that have flag DEBLENDED AS PSF and
contains either TOO FEW GOOD DETECTION or NOPETRO. The last step is essential because it removes suspicious
objects, which we have visually examined. The flag combination we use here, however, differs from the SDSS
recommendations, since we add in some flags that can help us to remove the misidentified galaxies. A detailed
discussion about these objects will be discussed in §2.2.
To summarize the previous discussion, we select all objects that are detected in BINNED1, are not flagged
with either SATURATED, NOPROFILE, DEBLEND PROBLEMS, or INTERP PROBLEMS, and satisfy the EDGE criteria
and removed the suspicious objects as discussed in the previous paragraph. Thus we exclude objects with
interpolation problems, but do not cut on EDGE since large galaxies can cross SDSS fields. Overall, these flag
cuts keep ∼ 145 million sources, or 71.5% of the data from the previous section.
2.1.4 Final sample selection
Finally, following the discussion in Sections 3.1.2 and 3.1.3, we test the best magnitude range to optimally
select a complete galaxy catalog by comparing source detections from the single-image and stacked image
Stripe 82 data. We select only those objects in the SDSS survey with dereddened r-band magnitudes between
17 and 21, and we exclude objects from the deeper stripe82 data with dereddened g- and i-band magnitudes
fainter than 23. Our final cut is to choose galaxies by selecting those objects with type r = 3, which is the
numerical value for galaxies. This produces a final galaxy catalog consisting of approximately 26 million
galaxies.
2.2 Removing Misidentified Galaxies
In §2.1.3, we analyze a number of different SDSS flags to optimally minimize the impact of galaxy image
deblending and we adopt a modified form of the flag combination that is suggested by the SDSS project
to remove misidentified galaxies from the galaxy catalog. Some examples of these objects are shown in
Figure 2.3. They are either due to the local background variations, or due to the low surface brightness
but were misdetermined with unrealistic huge galaxy radii. The left panel shows a really good example of
misidentified galaxies from the outflows of a nearby track, in which no bright galaxies nor stars are even
present. The right panel shows a small portion of the examples for the misidentified objects in the catalog
16
Figure 2.3: Examples of the misidentified objects in DR7 data. Left: A typical example of the misidentified
galaxies that passed SDSS flag cut. Right: various examples of misidentified galaxies in the catalog.
after applying the SDSS flag cut.
To better understand the nature of these objects, we show the dependence of the apparent magnitude
(flux) of these objects to their size in Figure 2.4. The model magnitude is the optimal measure of the flux of
a galaxy, which is the best fit magnitude either to a pure deVaucouleurs profile or a pure exponential profile.
We use the dereddened model magnitude for the flux measurement, and the corresponding deVaucouleurs
radius or the exponential radius for the size. The top panel shows the distribution of the misidentified
galaxies that are kept by the SDSS flag cut, but are removed by our modified flag cut. The bottom panel
shows the clean galaxy catalog after our flag cut. It is obvious from this figure that the misidentified objects
we removed have relatively large radii, which is not the case for the real galaxies. At the survey median
redshift of z = 0.21, 1′′ corresponds to 3.6 kpc; therefore a galaxy similar to the Milky Way at this redshift
should have a, the radius should of about 5′′. After visually examining these objects and analyzing their
surface brightness distributions, we find most of these objects have very low surface brightness, but they pass
the r-band magnitude cut of 21 due to their large radii. A visual inspection of these objects shows they have
unrealistic large radii because they are close to the edge of the image and are poorly deblended into child
galaxies. Therefore, we add restrictions on the edge- and deblending-related flags into our flag combination,
and remove these suspicious objects from our catalog. The contribution of these objects is 0.5% to our final
clean catalog, but his can increase up to around 10% if we set a fainter magnitude cut or haven’t properly
applied our systematic cuts.
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Figure 2.4: A two-dimensional histogram of dereddened model magnitude against (left) deVaucouleurs model
radius and (right) exponenttial model radius. The top series of panels are for only the suspicious galaxy
sample, while the bottom series of panels are for our final clean catalog, indicating the physical radius of
the suspicious galaxies. 18
ra
dec
Figure 2.5: Top: The full, primary data from the SDSS DR7. Bottom: The same data, but now showing
only galaxies that are further cut to the theoretical SDSS footprint; restricted by observational flags and
masked holes; and color-coded to indicate their SDSS stripe.
2.3 The Main Galaxy Sample
The full data from the SDSS DR7 are shown in the top panel of Figure 2.5, which contains galaxies and
stars observed between March 1999 and August 2008. The complete procedure required to go from the SDSS
data archive to our final galaxy sample is detailed in § 2.1. The normalized galaxy redshift distribution for
the entire galaxy catalog is presented in Figure 2.6. For this Figure, we assume each galaxy is represented
in redshift space by a Gaussian photometric redshift probability density function with µ and σ given by
the photometric redshift value and error. While the SDSS data set have been homogenized to the fullest
extent possible, the data were observed in stripes that are each approximately 2◦5 wide and of variable
length (the stripes used in our angular correlation function analysis range from approximately 105◦ to 130◦
along the SDSS λ coordinate). We select galaxies both from the northern Galactic hemisphere, which is a
contiguous area of thirty-four stripes, and the southern Galactic hemisphere, which has only three stripes.
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Figure 2.6: The normalized galaxy redshift distribution for the SDSS DR7 galaxies in the Wang et al.
(2013) clean galaxy catalog restricted to the range 18 < r < 21. We assume a Gaussian photometric redshift
probability density function for each galaxy with the Gaussian µ and σ given by the photometric redshift
and its associated error. The individual photometric redshift PDFs are stacked to construct this smooth
figure. The mode of the redshift distribution lies at z = 0.176 and the median redshift is < z >= 0.24 with
a dispersion of 0.16.
In the bottom panel of Figure 2.5, we present our final galaxy sample, color-coded to indicate the SDSS
stripe to which they belong.
In the end, our data cover ∼ 8,000 deg2 of the sky. The final galaxy sample we analyze (i.e., 17 < r ≤ 21)
contains nearly 22 million galaxies with a median redshift of z = 0.21. To quantify the dependence on
magnitude of our galaxy two-point angular correlation measurements, we split the full galaxy sample by
magnitude into four sub-samples: 17 < r ≤ 18 (∼ 0.8 million galaxies), 18 < r ≤ 19 (∼ 2.5 million galaxies),
19 < r ≤ 20 (∼ 7.2 million galaxies), and 20 < r ≤ 21 (∼ 19.3 million galaxies).
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Figure 2.7: The normalized galaxy redshift distribution for the three volume-limited samples: ZI (dashed),
ZII (dash-dotted) and ZIII (dotted). The individual distributions are computed in the same manner as
Figure 2.6.
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2.3.1 Volume-Limited sub-samples
To better understand the evolution of compact galaxy groups and their luminosity dependencies, we generate
three volume and luminosity-limited sub-samples according to the following prescriptions:
1. 0.0 < z ≤ 0.3, Mr < −19.0,
2. 0.0 < z ≤ 0.3, Mr < −19.5, and
3. 0.3 < z ≤ 0.4, Mr < −19.5.
We denote these three sub-samples as ZI, ZII, and ZIII, and they contain approximately 4 million, 2.2
million, and 1.8 million galaxies, respectively. These explicit redshift ranges were selected to result in a ratio
of 1 : 1.2 for the cosmic volumes of the 0.0 < z ≤ 0.3 and 0.3 < z ≤ 0.4 samples. These samples were
k-corrected before construction, and the final galaxy redshift distributions are shown in Figure 2.7, where
the photometric redshift probability density functions were used in the same manner as for Figure 2.6.
2.4 Stripe 82 Coadd Data
While the SDSS data have been carefully reduced and calibrated, we still need to quantify the limiting
magnitude of the main sample for cosmological analyses. To identify this magnitude limit, we need to
compare the SDSS data to a deeper, more complete data set over as wide an area as possible. While
several options exist for making this comparison, in the end we selected to use the coadded Stripe 82 data
produced by the SDSS Legacy Survey that were also published as part of the SDSS DR7 (Abazajian et al.,
2009). While not as deep as other possible data sets, these data have the benefit of being taken with the
same telescope and instrument as the main SDSS DR7 photometric data. And, after the coaddition of the
individual observations, these data were reduced with the same data processing software stack (Annis et al.,
2011), thereby minimizing any systematic differences between the main and test data sets.
The SDSS Legacy Survey was a 3-year extension of the original SDSS that began operations in July 2005
and completed in July 2008. This legacy survey contains data from both the SDSS-I and SDSS-II projects,
and covers more than 7,500 square degrees of the northern Galactic hemisphere and 740 square degrees of the
southern Galactic hemisphere. One of the primary science drivers for the SDSS-II project was to detect and
measure light curves for a large number of supernovae (Frieman et al., 2008). As a result, the SDSS southern
equatorial stripe 82 was repeatedly imaged during this survey extension during the months of September,
October, and November (i.e., the three months when this stripe could be observed at the lowest airmass) in
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each of the three years: 2005–2007 (Abazajian et al., 2009). In the interest of constructing dense light curves
for variable supernovae, these photometric data were acquired even when conditions were non-optimal.
The SDSS has released 123 runs that cover the Stripe 82 footprint5, which have been observed under
variable seeing, sky brightness, and photometric conditions. The best runs have been coadded by the SDSS
collaboration to produce a final Stripe 82 coadded catalog, in which any given region has been observed
between 20 and 40 times. Thus, the final Stripe 82 coadded catalog is nearly two magnitudes deeper than
a single SDSS observation (Annis et al., 2011), and covers an area 2◦5 wide and ∼ 110◦ long, ranging from
−50◦ to 60◦ in right ascension (as this is an equatorial stripe, right ascension is approximately equivalent to
λ, which is the survey longitude coordinate). As a result, we use these coadded Stripe 82 data to define the
completeness limits of the main DR7 sample, which is discussed in Section 3.1.
We selected the deeper, coadded data covering the Stripe 82 footprint by following the same procedures
used for the main galaxy sample, but now applied to the SDSS CAS Stripe 82 Catalog6. Specifically, we first
use the same query specified in § 2.1.1 to select the Stripe 82 coadded data, after which we cut these data
to the Stripe 82 footprint as described in § 2.1.2, and we finally select clean detections by employing the
flag cuts as described in § 2.1.3. This produces a sample of ∼8.4 million sources from the Stripe 82 coadded
data (hereafter ‘coadd’). In the same manner, we also select sources (both galaxies and stars) from the full
DR7 catalog that lie within the Stripe 82 footprint (hereafter ‘main sample’), which consists of ∼4.3 million
sources.
5http://www.sdss.org/dr7/coverage/sndr7.html
6http://cas.sdss.org/stripe82/
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Chapter 3
Systematics
Outline
In this chapter, we will present our study for the completeness and the galaxy-star separation of our clean data
to determine a valid magnitude cut. We later analyze the galaxy number densities against atmosphere seeing
variations and Galactic extinction, and compare the cross-correlations of galaxies against these variables as
well as the stars in order to determine the cut on these variables to optimally minimize the systematics.
Scranton et al. (2002) performed a detailed analysis by using the SDSS EDR to quantify possible sys-
tematic effects on clustering measurements that use the SDSS main galaxy sample. This work was leveraged
repeatedly by subsequent authors, including to measure the galaxy two-point angular correlation func-
tion (Connolly et al., 2002) and the galaxy angular power spectrum (Tegmark et al., 2002). With later
SDSS data releases, new constraints for either Galactic extinction or seeing were adopted, as predicated by
a correlation function (Ross et al., 2006) or an angular power spectrum (Hayes et al., 2012). More recently,
Ross et al. (2011) have performed a detailed analysis of the effects of systematics in the SDSS DR8 on the
clustering of luminous red galaxies, in particular finding that stars have become more problematic in this
newer data release. As a result, in this section we perform a detailed study of different systematics effects
in the SDSS DR7 main galaxy sample. We note that all of these tests are done in two-dimensions, and can,
therefore, be applied to any angular measurement of a two-dimensional survey data set.
3.1 Detection Limit Tests
When quantifying the systematics and making cosmological measurements from the full SDSS DR7 data,
we wish to be as inclusive as possible while minimizing any systematic effects. By using the SDSS EDR
data, which were denoted by starred magnitudes (e.g., r∗) as opposed to the final unstarred magnitudes
(e.g., r), Scranton et al. (2002) suggested that r∗ > 22 was sufficient. A later analysis of the SDSS EDR
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data by Infante et al. (2002b), however, suggested a brighter limit of r∗ ≤ 20.5 was more appropriate. In
addition, a subsequent SDSS analysis demonstrated that the photometric pipeline used to process the SDSS
EDR data incorrectly produced a 0.2 magnitude offset (Abazajian et al., 2004), which was corrected in later
data releases. As a result, before addressing any other specific systematic effects, we must first identify the
magnitude range over which large-scale photometric analyses can be reliably performed with the SDSS DR7
data. This requires that we cross-match the main sample data to the deeper, coadd data within the Stripe
82 footprint.
3.1.1 Cross-Matching Between Catalogs
When matching sources between two surveys, there are typically two restrictions that can be used to correctly
identify the same source in both surveys. The first restriction is the use of a distance limit to force matched
sources to be physically close on the sky, while the second restriction is a magnitude limit that forces matched
sources to have similar measured fluxes. In our case, we are matching between two surveys that use the
same telescope, imaging camera and data reduction pipeline, with the only real difference being that the
coadd data are measured from an image that results from the combination of a large number of observations
taken in varying conditions over a number of different years. Thus we felt that while our matching algorithm
must employ a small distance tolerance for a successful match, we did not feel a magnitude restriction was
appropriate.
As a result, to match objects between the main and the coadd samples, we only imposed a distance
limit of 0◦56, which is the approximate diagonal size of an SDSS camera pixel. Once the matching between
the two surveys was completed, we calculated the differences in the dereddened r-band model magnitudes
between the matched sources, and tabulate the results in Table 3.1. Overall, approximately 56.4% of the
matched objects have a magnitude difference less than 0.1, and about 75.1% have a magnitude difference
less than 0.2, although it is also clear that galaxies show considerably larger magnitude differences than their
stellar counterparts.
After exploring this issue in more detail, primarily by visually inspecting a number of matched sources
with large magnitude differences, we have found three primary reasons for the relatively high number of
sources with larger than expected magnitude differences. First, the observations used to construct the coadd
image were taken over a number of years, allowing for source photometric variability to induce magnitude
differences. Second, the coadd image extends fainter than a standard, single pass SDSS image, and will,
therefore, have a lower background sky level. This means that the SDSS processing pipeline will probe to a
lower surface brightness, which can result in a change in the measured size of a galaxy and thus its model
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Table 3.1: The percentage of matched sources between the Stripe 82 main sample and the Stripe 82 coadd
data, split into all galaxies, all stars, and galaxies and stars in the magnitude range 17 < r ≤ 21.
r-band model Galaxies Stars Galaxies Stars
magnitude difference 17 < r ≤ 21
0.1 42.3% 73.8% 63.3% 95.1%
0.2 64.0% 88.7% 81.2% 98.8%
0.5 89.9% 98.7% 93.8% 99.7%
1.0 98.2% 99.8% 97.9% 99.8%
magnitude. Finally, the deeper coadd image will also contain more sources, which will lead to crowding
issues that can complicate both source deblending and pixel assignment. These will also both change the
measured size of a galaxy and thus its model magnitude. As a result of these effects, we feel necessary in
the use of this cross-matched catalog to determine a suitable magnitude limit for our main sample data.
3.1.2 Magnitude Limit
After constructing the cross-matched catalog, we first look to identify the magnitude limit we must impose
on the main sample data. To do this, we use the deeper coadd data as a guide to indicate where the main
sample becomes incomplete. To quantity this limit, we divide the Stripe 82 footprint into 10 chunks. Within
each of these chunks, we compute the fraction of sources in the coadd data that are matched to sources in
the main sample in bins of width 0.2 magnitudes. Since not all coadd data are matched, this process begins
by using the coadd r-band, dereddened model magnitudes.
By combining the matched fractions within a given magnitude bin across all chunks, we obtain a distri-
bution that characterizes the detection completeness of the main sample as a function of the coadd r-band
magnitude. We present the minimum, maximum, and median values of these distributions as the vertical
error bars and square points, respectively, in the left plot of Figure 3.1. From this distribution, we see that
the median value remains consistent with 90% completeness or better to a dereddened, coadd r-band model
magnitude limit of r = 21.
However, since we must apply this magnitude limit to the entire SDSS DR7 main galaxy sample, we
need to compute the corresponding dereddened r-band model magnitude limit for the main sample. To do
this, we take the distribution of matched sources across all chunks within a given coadd magnitude bin, and
compute the mean and standard deviation of the main sample magnitudes for all sources (we do exclude
all non-detections from the main sample in this calculation). We present these values as the crosses and
horizontal error bars in the left plot of Figure 3.1, which indicates that the same magnitude limit of r ∼ 21
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Figure 3.1: Left: The detection completeness of sources in the main sample as a function of their dereddened
r-band model magnitude. The squares and vertical error bars show the median, minimum, and maximum
fraction of matched sources between the coadd and main sample as a function of the coadd magnitude. The
crosses and horizontal error bars are the mean and standard deviation of the main sample magnitudes for
the matched sources, showing that the match fraction remains above 90% complete to r ∼ 21 for the main
sample. Right: The classification completeness and contamination of main sample galaxies as a function
of their dereddened r-band model magnitude, showing that we are above 95% complete at r = 21. The
completeness (contamination) is measured by identifying galaxies (stars) in the deeper, coadd data that are
classified as galaxies in the main sample. The points indicate the median value, while the upper and lower
limits correspond to the maximum and minimum values, respectively.
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Figure 3.2: Left: The detection completeness of sources in the main sample as a function of their dereddened
r-band model magnitude. The squares and vertical error bars show the median, minimum, and maximum
fraction of matched sources between the coadd and main sample as a function of the coadd magnitude. The
crosses and horizontal error bars are the mean and standard deviation of the main sample magnitudes for
the matched sources, showing that the match fraction remains above 90% complete to r ∼ 21 for the main
sample. Right: The classification completeness and contamination of main sample galaxies as a function
of their dereddened r-band model magnitude, showing that we are above 95% complete at r = 21. The
completeness (contamination) is measured by identifying galaxies (stars) in the deeper, coadd data that are
classified as galaxies in the main sample. The points indicate the median value, while the upper and lower
limits correspond to the maximum and minimum values, respectively.
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is appropriate for the main sample. We further confirmed this result by verifying that the average difference
between the dereddened r-band model magnitude for a main sample source and the same source in the coadd
is consistent with zero, with an increasing dispersion to fainter magnitudes as expected.
3.1.3 Star/Galaxy Classification
The detection completeness is only one part of the picture, however, as we also must know the accuracy of
the SDSS pipeline’s source classification as a function of dereddened r-band model magnitude. To compute
the classification completeness, we repeat the analysis in the previous section, but now start with sources
classified in the main sample as galaxies (i.e., type = 3). Specifically, we compute the fraction, within each
chunk in bins of width 0.2 magnitudes, the fraction of main sample galaxies classified as galaxies in the
deeper, coadd data (i.e., the classification completeness) and as stars in the deeper, coadd data (i.e., the
classification contamination).
From these distributions, we compute the minimum, maximum, and median fractional values as a function
of the main sample dereddened r-band model magnitude. We present these results in the right-hand panel
of Figure 3.2, where the galaxy completeness is displayed in red and the stellar contamination is displayed in
blue. In either case, the minimum and maximum fractional values are displayed as the error bars while the
median values are shown as the points. From this figure, we see that our completeness is above 95% at our
previously stated dereddened r-band model magnitude limit of r = 21, and in fact that source classification
is reliable over the entire magnitude range of 17 < r ≤ 21.
3.2 Galaxy Density Tests Against Stripes, Seeing and Reddening
In order to quantify certain discrete systematic effects, we must sample the galaxy distribution on similar
physical scales as the relevant systematic effects. To accomplish this, we divide the relevant data into small
pixels, or cells, and measure the fluctuations of a particular systematic effect (e.g., seeing or reddening) across
this distribution of pixels. Given the distinct scanning strategy of the SDSS survey, a specialized, pseudo-
rectangular, approximately equal-area pixelisation strategy was developed by Tegmark, Xu, and Scranton
(SDSSPix1) that works in SDSS λ/η coordinates (Stoughton et al., 2002). As a result, we use SDSSPix to
quantify the density of sources within the SDSS stripe-based geometry for all relevant systematic tests.
1http://dls.physics.ucdavis.edu/~scranton/SDSSPix/
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Figure 3.3: A box plot of the galaxy number density for each SDSS DR7 stripe (enumerated along the
horizontal axis) before apply any seeing or reddening masks, showing the median and the 25th and 75th
percent quartiles. The dotted line shows the mean galaxy density derived from the full main sample, which
is 3324.0 galaxies/square degree. The light yellow region shows the one sigma Poissonian variation.
3.2.1 Density Fluctuations Among Stripes
The SDSS survey observed data along great circles, which are known as stripes that are identified by their
stripe number. To explore the effects of this observing strategy on the uniformity of the full galaxy sample,
we examined the uniformity of the galaxy counts, including as a function of magnitude, across these different
stripes. For this test, we first used the SDSS algorithm to cut the full sample into the thirty-seven constituent
stripes present in the SDSS DR7 data2.
Since all of these stripe observations were deemed to be photometric, we expect that star-galaxy classifi-
cation (see, e.g., §3.1.3) should be consistent across all stripes. To verify this assumption, we measured the
galaxy density for each of the thirty-four stripes we use in subsequent analyses (i.e., the northern stripes
9–39, and southern stripes 76, 82, 86). As shown in Figure 3.3, the mean galaxy density we find for the
total galaxy density is 3324.0 galaxies per square degree with large density fluctuations within each stripe,
while the variation between the different stripes are also significant. In this type of plot, the upper and lower
edges of the box indicate the 75% and 25% quartiles of the distribution and the central line indicates the
median value. Similar patterns are found for the four magnitude subsamples: 17 < r ≤ 18, 18 < r ≤ 19,
2http://cas.sdss.org/dr7/en/help/docs/algorithm.asp?key=resolve
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Figure 3.4: A box plot of the galaxy number density for each SDSS DR7 stripe (enumerated along the
horizontal axis) restricted to areas of both good seeing and minimal reddening values, as defined in §3.3,
showing the median and the 25th and 75th percent quartiles. The dotted line shows the mean galaxy density
derived from the full main sample, which is 3493.4 galaxies/square degree. The light yellow region shows
the one sigma Poissonian variation.
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Figure 3.5: Left: A box plot of the galaxy number density for each SDSS DR7 stripe (enumerated along the
horizontal axis) restricted to areas of both good seeing and minimal reddening values, as defined in §3.3,
showing the median and the 25th and 75th percent quartiles. The dotted line shows the mean galaxy density
derived from the full main sample, which is 3493.4 galaxies/square degree. The light yellow region shows
the one sigma Poissonian variation. Right: The same box plot now divided into four magnitude ranges:
17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21, along with their respective mean galaxy densities
(shown as the dotted line) as derived from the full main sample, which are 92.8, 292.3, 849.2, and 2259.0
galaxies per square degree, respectively.
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19 < r ≤ 20, and 20 < r ≤ 21, with galaxy density 88.9, 278.9, 808.9, 2147.4 galaxies per square degree
respectively. One concern for these significant fluctuations would be that some fraction of these stripes have
systematic effects. To test this hypothesis, we repeat this analysis by using the main galaxy sample further
restricted to areas of both good seeing and minimal Galactic extinction as derived in Section 3.3.
We present our results in Figure 3.4, a box plot of the galaxy density for each of these thirty-four stripes.
In this figure, it shows the total galaxy density for a given stripe which has been restricted to areas of both
good seeing and minimal Galactic extinction. Overplotted as a dotted line is the mean galaxy density across
the entire main sample, along with the one-sigma range (assuming Poissonian fluctuations), which is shown
by the yellow bar. The Figure 3.5 presents, in a similar manner, the galaxy number density as a function of
SDSS stripe for four magnitude subsamples: 17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21.
These results indicate that the corrections made by our seeing and reddening cuts are significant. They
produce number density distributions that show less variation between stripes and smaller fluctuations within
each stripe, and the number densities are higher than the unmasked data. The small variations between
the different stripes reflects the variation in the clustering pattern of galaxies across the sky (note that
we explicitly present the clustering difference between stripes in Figure 3.14 in §3.4). In addition, these
variations are generally consistent with random fluctuations, both in the individual magnitude ranges and
the full main sample. As a result, these two systematic effects, seeing and Galactic extinction, do induce
systematic signals that can be removed from our galaxy sample by using the appropriate restrictions. Since
these restrictions remove the vast majority of the data from stripes 42, 43, and 44, in the end we simply
remove these stripes entirely from the clustering analyses of the main galaxy sample.
3.2.2 Seeing Variations
To determine the seeing as a function of spatial location, we use the effective area of the point-spread function
for each measured survey field to determine the relevant seeing values3. As described in §3.3.2, we pixelate
the entire SDSS DR7 footprint by using SDSSPix at resolution 128, and assign each pixel the appropriate
stripe number, the λ/η coordinate of the pixel center, and the relevant seeing and reddening values. We
present the calculated seeing values as a function of lambda (i.e., the SDSS longitude coordinate) for each
stripe in the SDSS DR7 northern contiguous region and the three separate southern stripes in Figure 3.6.
The bottom panel contains the contiguous northern hemisphere stripes 9–39, while the top panel contains
the northern stripes 42–44 and the three southern stripes: 76, 82, and 86. Overall, the seeing for all stripes
generally remains fairly smooth, as expected, with most seeing values below 1◦5. By using this as a canonical
3http://www.sdss.org/dr7/algorithms/masks.html
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Figure 3.6: A heat map showing the average seeing values as a function of the SDSS lambda (i.e., longitude)
coordinate for all thirty-seven stripes in the SDSS DR7. The bottom panel shows the northern hemisphere
stripes 9–39, while the top panel shows stripes 42–44, and the southern hemisphere stripes: 76, 82, and 86.
For convenience, the three southern hemisphere stripes are shifted in lambda to align with northern stripes.
The final value we use to remove the systematics from seeing is indicated in the colorbar at the bottom of
the figure with a vertical magenta line.
value, only stripe 43 was observed primarily in less than ideal conditions.
In general, we want to both minimize the effect of a systematic on our clustering measurements while
maximizing the number of sources (or equivalently observed area) available for analyses. Using the pixelised
SDSS DR7 map, we calculate the survey area as a function of seeing, which we display as the differential
area in the top panel of Figure 3.7, and as the cumulative area in the middle panel of Figure 3.7. From
this figure, we see that pixels with seeing values smaller than 1◦2 contain approximately half of the total
observed area, while the pixels with seeing values smaller than 1◦5 contain almost the entire observed area.
As a result, the majority of the survey area will be retained by using a seeing cut between 1◦2 and 1◦5.
Next, we explore how the galaxy number density depends on the seeing. To obtain these values, we
augment our pixelised SDSS DR7 map with the galaxy density for each pixel. We plot the binned, differential
galaxy number counts as a function of seeing in four magnitude ranges in the bottom panel of Figure 3.7. In
this figure, the galaxy densities have large fluctuations at small seeing values while this fluctuation quickly
decreases as we include more area. By looking at this figure in conjunction with the differential area figure
in the top panel, we can see that the galaxy density at low seeing values oscillates due to the small number
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Figure 3.7: Top: The differential unmasked area as a function of seeing. Middle: The cumulative unmasked
area to the total survey area as a function of seeing. Bottom: The differential galaxy number density as a
function of seeing. The four horizontal lines are the mean densities of the full sky coverage for four magnitude
bins from the right panel of Figure 3.3. The error bar are Poissonian fluctuations in each seeing bin. The
vertical dot line shows for the seeing cut that we use for our final galaxy catalog.
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of pixels with very small seeing values. Likewise, we see that the increase in the variation of the galaxy
number density at higher seeing values occurs since there are few pixels with higher seeing values.
As shown in the figure, the galaxy number density decreases at large seeing values. At seeing value of
∼ 1◦5, the differential galaxy number density is 80% of the density at smaller seeing. This decrease can
be understood since as the seeing increases, star/galaxy classification becomes more difficult due to the
atmospheric blurring of the source light profiles. This effect decreases the galaxy number counts in each
pixel; and, therefore, decreases the overall galaxy density. By adopting differential galaxy number densities
higher than 80%, this figure indicates that a maximum seeing cut at 1◦5 should be used; however, the exact
value to be used is best determined by a cross-correlation measurement as discussed in Section 3.3.
3.2.3 Reddening Variations
Galactic extinction (or reddening) systematically dims objects, and the spatial distribution of the dust that
causes this obscuration within our Galaxy varies across the sky. Thus, to determine an acceptable limit
for this systematic effect, we follow a similar procedure to the one outlined in the section 3.2.2 where we
pixelate the sky (as described in Section 3.3.2). In this case, however, we start by using the reddening map
of Schlegel et al. (1998) to quantify the Galactic extinction as a function of the SDSS lambda coordinate
for each stripe in the SDSS DR7 northern hemisphere and the three separate southern stripes, as shown in
Figure 3.8. These two observed regions are centered near the northern and southern Galactic poles, which
are both regions of low Galactic extinction. We, therefore, expect a priori that all of these stripes should
generally have higher reddening values at their endpoints in comparison to their midsection, which is the
trend that is generally seen in Figure 3.8.
As discussed in §3.2.2, we want to maximize the retained survey area, while minimizing the effects of the
systematic, in this case Galactic extinction, on our clustering measurements. Using this pixelised reddening
map, we calculate the survey area as a function of reddening, which we display as the differential area in the
top panel of Figure 3.9, and as the cumulative area in the middle panel of Figure 3.9. From this figure, we
see that pixels with reddening values less than 0.1 include nearly 75% of the survey area, while reddening
values less than 0.2 include nearly all of the survey. As a result, the majority of the survey area can be
maintained by using a reddening cut between 0.1 and 0.2.
Next, we explore how the galaxy number density varies with Galactic extinction. We plot the binned
galaxy number density as a function of reddening in four magnitude ranges in the bottom panel of Figure 3.9.
For all magnitude ranges, the scatter in the distribution increases for reddening values larger than 0.2,
indicating that there are few pixels with reddening values in this range. On the other hand, at small
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Figure 3.8: A heat map showing the average reddening values as a function of the SDSS lambda (i.e.,
longitude) coordinate for all thirty-seven stripes in the SDSS DR7. The bottom panel shows the northern
hemisphere stripes 9–39, while the top panel shows stripes 42–44, and the southern hemisphere stripes:
76, 82, and 86. For convenience, the three southern hemisphere stripes are shifted in lambda to align with
northern stripes. The final value we use to remove the systematics from reddening is indicated in the colorbar
at the bottom of the figure with a vertical magenta line.
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Figure 3.9: Top: The differential unmasked area as a function of reddening. Middle: The cumulative
unmasked area to the total survey area as a function of reddening. Bottom: The differential galaxy number
density as a function of reddening. Similar as Figure 3.7, the four horizontal lines are the mean densities of
the full sky coverage for four magnitude bins from the right panel of Figure 3.3. The error bar are Poissonian
fluctuations in each seeing bin. The vertical dot line shows for the reddening cut that we use for our final
galaxy catalog.
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reddening values, i.e., below 0.1 magnitudes, the galaxy density increases as the reddening value increases.
As the value increases, the amount of survey area included also increases, and we eventually reach a nearly
steady galaxy density around a reddening value of 0.1. We therefore conclude that we will want to make a
reddening cut somewhere between 0.1 and 0.2, but once again we will quantify the exact value by using a
cross-correlation measurement as discussed in Section 3.3.
3.3 Cross-Correlations - Galaxy Density against Seeing and
Reddening
In the previous two subsections, we determined the optimal ranges for the values of both seeing and Galactic
extinction that would minimize their systematic effects on our correlation measurements. In this section,
we now focus on determining the actual values for each of these systematic effects, which we accomplish by
calculating the galaxy-seeing and galaxy-reddening cross correlation functions. To measure these correlation
functions, we first pixelate the sky so we can calculate the pixel cross-correlation function as described in
Section 3.3.2. Ideally, we can identify a systematic value that produces a flat cross correlation function that
is consistent with zero on both small and large scales. In practice, some residual will remain; therefore we
measure the cross-correlation function for different values of each systematic in order to find the optimal
value.
3.3.1 Pixelization
SDSSPix has been used to measure the correlation function for a pixelised SDSS sample (see, e.g., Scranton
et al., 2002; Ross et al., 2006), but Hayes et al. (2012) demonstrated that SDSSPix can bias a clustering
measurement since the pixels are not the same size across a given stripe (the ratio of the pixel height to the
pixel width decreases towards the ends of a stripe). As a result, we follow Hayes et al. (2012) and explore the
use of a second pixelization scheme, HEALPix, to compute our pixelised correlation functions. HEALPix
was developed by (Go´rski et al., 2005) and works in any spherical coordinate system. HealPix creates 12
equal-area curvilinearly base-patches, from which pixels are generated at higher resolutions with either a
RING or NESTED numbering scheme.
To decide which pixelisation scheme is optimal for our systematic tests, we pixelate the SDSS DR7
with both schemes, using SDSSPix at resolution 320 and HEALPix at resolution 2048 (these resolutions
produce equal area pixels: 3.10 square arcminutes for SDSSPix and 2.95 square arcmintutes for HEALPix).
We compute the two-point angular correlation function for the SDSS DR7 data by using the point-to-point
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Figure 3.10: Top: A comparison between the pixel-based (HEALPix resolution 2048 and SDSSPix resolution
320) and the point-to-point based pair count methods used in this paper. Bottom: The ratio of the above
pixel-based correlation to the point-to-point based correlation. The errors are calculated by propagation of
jackknife errors in quadrature.
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method described in §4.2 and the pixel based method described in §3.3.2. The results from all three methods
are directly compared in the top panel of Figure 3.10, while the bottom panel compares the ratio of the pixel
based methods to the point-to-point method. From this figure, in particular the ratio plot in the bottom
panel, we see that SDSSPix systematically underestimates the correlation function, which becomes more
severe at smaller angles (we believe this is a manifestation of the changing pixel shape). As a result, we
adopt the HEALPix scheme for all pixel based systematic correlation function tests.
3.3.2 Cross-Correlation Function Estimators
To determine the optimal data sample for our analysis, we need to quantify the specific data cuts we employ
to minimize systematic effects on our measurement. In particular, we wish to minimize the effects of seeing
and Galactic extinction, or reddening. As demonstrated by Scranton et al. (2002), this can be accomplished
by measuring the two-point angular cross-correlation function between galaxies and the relevant systematic.
As both reddening and seeing are not observed as continuous quantities, however, we must first pixelate
the sky by using the HEALPix scheme as described in Section ??. The main caveat with this approach
is that to measure cross-correlations for these systematics, we must adopt pixels that are smaller than the
characteristic scale of the observed systematic effect. Because each SDSS scan line has approximately 0◦21
in width and 160◦ in length, we expect the systematic effect due to seeing to be bounded by the width of
a single SDSS scan line, which should also be less than the image frame size (the frame size is described
at http://www.sdss.org/dr7/instruments/imager/, and is about 0.0337 square degrees). The reddening
values published by the SDSS are derived from the Schlegel et al. (1998) maps, which have an even larger
pixel size. Thus, the minimum pixel area we use for our cross-correlation measurements must be less than
the image frame size, or 0.0337 sq. deg. As a result, we use HEALPix resolution 2048 to pixelate the SDSS
DR7 data, which corresponds to a pixel size of 0.00082 square degrees.
We next compute both the number of galaxies and the mean seeing and reddening values for each pixel.
Following Scranton et al. (2002), we divide the entire SDSS DR7 data into 10◦ × 10◦ subsamples, and
measure the mean number density of galaxies per pixel and the mean systematic per pixel for each of these
subsamples. Using the galaxy counts and mean systematic values, we calculate the over/under density for
both the number of galaxies and the systematic for each pixel i within a specific subsample:
δgi =
ngi − n¯g
n¯g
,
δsi =
vsi − v¯s
v¯s
,
(3.1)
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Figure 3.11: The galaxy-seeing cross-correlation functions for 17 < r ≤ 21. The bolded black square points
and error bars represent the preferred seeing cut of 1′′.5.
where ngi is the galaxy number density (indicated by g) for pixel i, and v
s
i is the mean value of the systematic
being quantified (e.g., seeing or reddening, indicated by s) for pixel i. n¯g and v¯s are the mean galaxy number
density per pixel and the mean value of the specific systematic for the given subsample, respectively.
By using these pixelised quantities, we use the following estimator to calculate the angular cross-
correlation of galaxies against a specific systematic quantity:
ω(θ) =
∑
i,j δ
g
i δ
s
jΘij∑
i∗,j∗ Θi∗j∗
. (3.2)
If the distance between i and j are within the given θ bin, Θij is equal to one, otherwise it is zero.
The estimator is calculated between 0◦.05 and 10◦, with a logarithmic scale of 30 angular bins. Once the
estimator has been calculated for all subsamples, we calculate the mean estimator < ω¯(θ) > and the error
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Figure 3.12: The galaxy-reddening cross-correlation functions for 17 < r ≤ 21. The bolded black square
points and error bars represent the preferred reddening cut of 0.13. The error bars in two panels are typical
for the correlation functions calculated by using the other seeing or reddening values.
from all subsamples by using the following equation:
(δω(θ))2 =
1
N2
N∑
n=1
(ω¯(θ)− ωi(θ))2, (3.3)
where N ∼ 100, which is how many subsamples we use in this measurement.
3.3.3 Results
In the Figure 3.11, we present the galaxy-seeing cross-correlation function for the full sample over the
magnitude range 17 < r ≤ 21. We calculated the pixel cross-correlation function for seeing values between
1′′.0 and 2′′.0 in steps of 0′′.1, but only show the five correlation functions for clarity (the other samples show
similar trends). This figure indicates that seeing cuts at or smaller than 1′′.5 have minimal systematic effects
as the cross-correlation function is mostly consistent with zero, especially at large scales. Since a seeing cut
of 1◦5 keeps more than 90% of the survey data while minimizing the contamination cross-correlation signal,
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Figure 3.13: The galaxy-galaxy auto-correlation function compared to the galaxy-reddening, galaxy-seeing,
and galaxy-star cross-correlation functions for galaxies and stars with magnitudes in the range 17 < r ≤ 21
with seeing < 1′′.5 and reddening < 0.13. These systematic signals are well below the galaxy auto-correlation
function until ∼ 5◦.
we choose 1′′.5 as the final value of our seeing cut. Figure 3.13 indicates that this signal is much less than
the galaxy auto-correlation function measurement ω(θ) on all scales, from 0◦05 to ∼ 5◦.
Likewise, in the Figure 3.12, we present the galaxy-reddening cross-correlation function for the full
sample over the magnitude range 17 < r ≤ 21. The reddening cross-correlation function is calculated for
both magnitude samples from 0.1 to 0.2 magnitudes in intervals of 0.01 magnitudes. However, for clarity
only the five correlation functions are shown (again, the others follow similar trends). The reddening cuts are
all consistent with zero within 3σ at small scales and within 1σ at large scales. We are especially interested
in the large angle cross-correlation function values (∼ 5◦, where the reddening cross-correlation signal is
of similar scale to the galaxy correlation). Therefore, we choose the reddening cut that has the smallest
value at 5◦, while also keeping the majority of the survey area. As a result, we select 0.13 magnitudes to
be the upper limit for our allowed reddening value, which keeps more than 80% of the data. We note that
as shown in Figure 3.13, the galaxy-reddening cross-correlation signal is well below the value of the galaxy
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Figure 3.14: A box-whisker plot of the stripe galaxy angular correlation functions in the magnitude range
17 < r ≤ 21 for the thirty-one northern stripes 9–39, and three southern stripes: 76, 82, and 86.
auto-correlation function until around 5◦.
We also measure the cross-correlation functions for both galaxy-seeing and galaxy-reddening in the four
magnitude bins, and find similar trends with the full sample. We also measure the galaxy-star cross-
correlation function, which is below the galaxy auto-correlation function until ∼ 5◦. In Figure 3.13, we
show the ratio of the pixelized galaxy-seeing, galaxy-reddening, and galaxy-star cross-correlation functions
to the pixelized galaxy autocorrelation function. We find ∼ 5◦ is the scale where both the reddening and
star galaxy cross-correlation functions become comparable in magnitude with the galaxy auto-correlation
function, while the galaxy-seeing cross-correlation is always well below the galaxy signal with small error
bars. We discuss the galaxy-star cross-correlation function in more detail in §3.5.
3.4 Correlation Function Among Stripes
Having applied the systematic cuts for reddening and seeing, we now complement the technique discussed
in Section 3.2.1 to verify the uniformity of our final galaxy sample across SDSS stripes. We measure the
galaxy auto-correlation functions by using the point-to-point technique discussed in §4.2 for each individual
stripe to quantify the stripe-to-stripe fluctuations. In Figure 3.14, we present a box-whisker plot for the
galaxy auto-correlation functions of the thirty-one northern stripes 9–39, and three southern stripes: 76, 82,
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and 86. In this type of plot, the box shows the span of the central 50% of the data while the whiskers show
the minimum and maximum limits of the data (in this case the galaxy auto-correlation function across all
stripes at a given angular resolution).
As indicated by the whiskers, there are some variations across the different stripes, which is expected
since the clustering of galaxies will vary across the sky. We see exactly this type of variation in the density
of galaxies across the same SDSS stripes as shown in Figure 3.3. Taken together, these results provide
evidence that our final, masked galaxy sample is sufficiently uniform across the specified SDSS footprint for
our angular correlation analysis.
3.5 Summary and Comparison with Previous Work
In this chapter, we first perform a thorough reanalysis of possible external and internal sources of error
to make the most precise measurement possible. First, we find that the SDSS DR7 data have a detection
completeness of approximately 90% and the source classification about 95% to a dereddended r-band model
magnitude of 21. We restrict our galaxy sample to have r-band magnitudes in the range 17 < r ≤ 21.
Next, we restrict the SDSS DR7 data to those regions of the survey that have seeing < 1′′.5 and reddening
< 0.13 mag in order to optimally minimize the external systematics in the data. We also explore the effect
of the SDSS survey strategy on our measurement, finding that the variations in galaxy densities and ω(θ)
across stripes are small. Finally, we pixelize the sky into small pixels in order to measure and compare the
two-point galaxy auto-correlation function with the two-point cross-correlation function between galaxies
and seeing, between galaxies and reddening, and between the galaxies and stars, finding that the amplitudes
of these systematic errors are well below the measurement of ω(θ) on angular scales from 0◦05 to 5◦.
One result of our analysis of different systematics was that stars do not play a major effect in the SDSS
DR7. This is in direct conflict with the results of Ross et al. (2011), who demonstrated that stars are one of
the dominant contaminants in clustering measurements of luminous red galaxies in the SDSS DR8. These
differences can be explained by several facts. First, we explore the effects of the different systematics on all
galaxies, not just luminous red galaxies, which are generally quite faint in the SDSS imaging data. Second,
SDSS DR7 does not extend to the same low Galactic latitudes as SDSS DR8, which means DR8 will include
regions of much higher stellar density. Third, we use more stringent swing and reddening cuts, which will
reduce the overall sky coverage, preferentially to higher Galactic latitudes. Fourth, we use the official SDSS
star/galaxy classification method, as opposed to the a separate neural-network classification. Finally, the
SDSS DR8 has a known photometric issue that affects the measured color offsets as copared to the SDSS
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DR7 photometric pipeline (Ross et al., 2011).
47
Chapter 4
Measure the Clustering Signals
4.1 The Angular Correlation Function
After concluding the systematic tests and defining the final galaxy sample as detailed in Section 3.2, we next
focus on measuring the clustering of the galaxy sample by using the two-point galaxy angular correlation
function. The two-point galaxy angular correlation function calculates the excess probability over a random
distribution that given one galaxy at a specific location, another galaxy will be found within a specific
angular distance (Peebles, 1980). Given such a probabilistic definition, it is not surprising that to determine
this function we require a large number of random points. Therefore, we construct a large random sample
of galaxies (the total number of random points used in any measurement is always at least ten times the
size of the individual galaxy sample being analysed) that both lie within the SDSS theoretical footprint and
that are also restricted to areas of the sky that satisfy the systematic cuts discussed in the Section 3.3.
With these random points, we measure the two-point galaxy correlation function by using the Landy &
Szalay (1993a) estimator:
ω(θ) =
Ndd − 2Ndr +Nrr
Nrr
, (4.1)
where Ndd is the normalized number of galaxy-galaxy pairs counted within a given angular separation bin
of θ ± δθ (e.g., over the entire SDSS DR7 galaxy sample), and Ndr and Nrr are the normalized number
of galaxy-random pairs and random-random pairs, respectively. Unless stated otherwise, we calculate the
two-point galaxy angular correlation function in thirty angular bins, spaced logarithmically between 0◦005
and 10◦.
4.1.1 Different Correlation Estimators
Besides the Landy & Szalay (1993a) estimator presented in the previous section, we have explored three
other estimators for the two-point angular correlation function. First, we have tried the original Peebles
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Figure 4.1: The ratio of the Peebles & Hauser (1974) estimator (open squares), the Davis & Peebles (1983)
estimator (crosses), and the Hamilton (1993) estimator (filled triangles) to the Landy & Szalay (1993a)
estimator. The errors for each estimator are calculated by using 32 jackknife resamplings.
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estimator (Peebles & Hauser, 1974):
ω(θ)PH =
DD/N2D −RR/N2R
RR/N2R
. (4.2)
Second, we have tried a similar estimator developed by Davis & Peebles (1983):
ω(θ)DP =
DD/ND −DR/NR
DR/NR
. (4.3)
Finally, we have tried the following estimator developed by Hamilton (1993):
ω(θ)H =
DD ∗RR−DR ∗DR
DR ∗DR . (4.4)
In all three of the above equations, DD is the galaxy-galaxy pair counts within the given angular bin, while
DR and RR represent the bin counts of galaxy-random pair and random-random pair, respectively. Likewise,
ND and NR are the total number points in the galaxy sample and random sample and are used to properly
normalize the appropriate pair count.
We compare these three estimators with the standard Landy & Szalay (1993a) estimator in Figure 4.1.
As has been shown previously (Kerscher et al., 2000), the Hamilton (1993) estimator is in close agreement
with the Landy & Szalay (1993a) estimator, but has slightly larger error bars. On the other hand, both
the Peebles & Hauser (1974) and the Davis & Peebles (1983) overestimate the galaxy clustering at small
scales and have larger error bars over all scales than the Landy & Szalay (1993a) estimator. As a result, we
will utilize the Landy & Szalay (1993a) estimator as appropriate throughout this paper.
4.1.2 Errors and Curve Fitting
To calculate the errors on our two-point galaxy angular correlation function measurements, we adopt the
‘delete one jackknife’ method. We subdivide our full galaxy sample into 32 sub-samples. By leaving one
subsample out, we calculate the two-point galaxy angular correlation function for the data in the remaining
thirty-one subsamples. This allows us to construct a jackknife defined covariance matrix that both quantifies
the homogeneity of our galaxy sample and also allows us to optimally model-fit our correlation function
measurements.
The covariance matrix for the N = 32 jackknife samples is determined by using the formula presented
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by Scranton et al. (2002), but see also Zehavi et al. (2002); Myers et al. (2005, 2007):
C(θi, θj) =
31
32
32∑
k=1
[ω(θi)− ωk(θi)][ω(θj)− ωk(θj)], (4.5)
where ω is the value from the full galaxy sample, the ωk(θ) refers to the value of the correlation measurement
obtained by omitting the kth subsample of data, and i and j are respectively the ith and jth angular bins.
The jackknife bin errors, σi, can be obtained from the diagonal elements of the covariance matrix, i.e.,
σ2i = Ci,i. (4.6)
For comparison with previous works (e.g., Connolly et al., 2002), we fit our two-point galaxy angular
correlation measurements with a power-law model: ωm(θ) = Aωθ
(1−γ). To determine the best fit model for
each correlation function, we perform a chi-squared minimization (Press, 2002):
χ2 =
1
Ndof
∑
i,j
[ω(θi)− ωm(θi)]C−1i,j [ω(θj)− ωm(θj)], (4.7)
where ω(θ) is the measured two-point galaxy angular correlation function, ωm(θ) is the model two-point
galaxy angular correlation function, and Ci,j are the elements of the calculated covariance matrix from
Equation 6.2.
4.2 The Fast Two-Point Correlation Function Calculation
Historically, the two-point correlation function (hereafter 2PCF) has been limited by the availability of large
data sets with sufficient sky coverage and depth to provide a fair sample of objects in the Universe. We now
live in a privileged era when such data sets are or will be available thanks to current or planned large-scale
surveys such as the SDSS, the Dark Energy Survey (DES), or the Large Synoptic Survey Telescope (LSST).
With millions or possibly billions of unique objects, the traditional methods of calculating the 2PCF become
entirely unfeasible as calculation times quickly reach years or longer. We therefore apply a technique that
leverages a two-dimensional quad-tree structure to speed up these calculations. Detailed discussion of this
technique can be found in (Dolence & Brunner, 2008), and we make our implementation freely available1.
1http://lcdm.astro.illinois.edu/code
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4.2.1 The Performance
To demonstrate the performance and scaling of this implementation, we ran each correlation function ten
times and compute the mean time and the standard deviation of the ten separate calculations. Figure 4.2
shows how the code scales with an increasing number of galaxies by using only one processor (left panel)
and with an increasing number of processors by using two million galaxies (right panel). For each galaxy
sample, we use random data with ten times more points in the same sky region and we compute the angular
correlations to 10◦. The left plot in Figure 4.2 shows that the runtime scales with Na, where a ' 1.35.
The right plot shows how the running time scales with number of processors, with 2 million points in the
galaxy sample. These two plots illustrate that the parallel algorithm we present above computes the 2PCF
efficiently over a wide range of angles for large data sets.
1
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1 10 100
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100
Number of Processors
Figure 4.2: Left: Computational time for the calculation of the two-point galaxy auto-correlation function
by using our specialized code as a function of the number of galaxies. The fitted line shows the runtime scales
with N1.35. Right: The computational time as a function of the number of processors, for approximately 2
million galaxies. The line shows the ideal runtime as processors increases.
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Chapter 5
Clustering of Galaxies from SDSS
DR7
Outline
To understand the clustering of galaxies and compact galaxy groups, we use the two-point correlation func-
tion to quantify the clustering signal. In this section, we present the correlation functions that we measure
for the main galaxy catalog and for the samples split into four magnitude bins, and we will briefly discuss
the results and compare our results with previous works.
5.1 The Angular Correlation Functions for DR7 Galaxies
By applying the correlation function estimator in Equation 4.1 to the full galaxy sample, as defined by
the restrictions outlined in Section 3.2, we measure the two-point galaxy angular correlation function for
the SDSS DR7. The resulting correlation function is shown in Figure 5.1. By calculating the full sample
correlation matrix estimator shown in Equation 6.2, we obtain a model power law fit using Equation 6.4,
finding Aω = −2.12 with γ ' 1.72 for the full galaxy sample, which is over plotted with the data shown in
Figure 5.1. We present the full sample correlation matrix, which is computed from the covariance matrix (see,
e.g., Scranton et al., 2002):
r(θi, θj) =
C(θi, θj)√
C(θi, θi)C(θj , θj)
(5.1)
The correlation matrix for the full galaxy sample is presented in Figure 5.2, and is seen to be highly diagonal.
We tabulate all covariance matrices in Appendix A.1 and we show a sample covariance matrix for the full
galaxy catalog in Table 5.1. Overall, the amplitude of the correlation function is consistent with previous
results from surveys such as the APM (Maddox et al., 1990) and the SDSS EDR (Connolly et al., 2002); a
more detailed comparison is presented in Section 5.2.1.
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Figure 5.1: The two-point angular correlation function for galaxies in the magnitude range 17 < r ≤ 21.
Overplotted for the correlation function measurements is the best fit power laws: ω(θ) = Aωθ
(1−γ), the
individual fit values: Aω andγ are given in Table 5.2. In the plots we draw a line at ω(θ) = 0.00053, which is
the typical scale of the maximum systematic contamination (i.e., Galactic extinction ) at large angles (see,
e.g., Figures 3.11, 3.12 and 3.13).
Table 5.1: The sample covariance matrix for the full galaxy catalog, all values are in units of 10−5. The full
version and the covariance matrices for galaxy catalogs in four magnitude bins are available online in ASCII
format.
Angle 8.8101 6.8383 5.3078 4.1198 3.1978 2.4821 1.9265 1.4953 1.1607 0.9009
8.8101 0.0094 0.0078 0.0081 0.0088 0.0096 0.0103 0.0109 0.0114 0.0124 0.0138
6.8383 0.0078 0.0094 0.0107 0.0111 0.0114 0.0117 0.0122 0.0122 0.0129 0.0136
5.3078 0.0081 0.0107 0.0146 0.0155 0.0153 0.0157 0.0164 0.0161 0.0169 0.0181
4.1198 0.0088 0.0111 0.0155 0.0185 0.0188 0.0191 0.0198 0.0192 0.0201 0.0215
3.1978 0.0096 0.0114 0.0153 0.0188 0.0209 0.0223 0.0237 0.0236 0.0254 0.0272
2.4821 0.0103 0.0117 0.0157 0.0191 0.0223 0.0262 0.0286 0.0291 0.0316 0.0342
1.9265 0.0109 0.0122 0.0164 0.0198 0.0237 0.0286 0.0322 0.0335 0.0367 0.0397
1.4953 0.0114 0.0122 0.0161 0.0192 0.0236 0.0291 0.0335 0.0368 0.0411 0.0448
1.1607 0.0124 0.0129 0.0169 0.0201 0.0254 0.0316 0.0367 0.0411 0.0472 0.0521
0.9009 0.0138 0.0136 0.0181 0.0215 0.0272 0.0342 0.0397 0.0448 0.0521 0.0588
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Figure 5.2: The correlation matrix for the full galaxy sample, pixel values range from 0 (uncorrelated; white)
to 1 (fully correlated; black).
Table 5.2: Parameter values for the power-law model fits, for both the full galaxy sample and magnitude
limited subsamples.)
Magnitude log10Aω 1− γ χ2/dof
17 < r ≤ 21
(full sample) -2.120 ± 0.019 -0.720 ± 0.010 5.30
17 < r ≤ 18 -1.483 ± 0.009 -0.754 ± 0.006 0.76
18 < r ≤ 19 -1.776 ± 0.014 -0.759 ± 0.008 2.36
19 < r ≤ 20 -1.983 ± 0.018 -0.731 ± 0.010 5.46
20 < r ≤ 21 -2.222 ± 0.023 -0.719 ± 0.012 4.26
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Figure 5.3: The two-point galaxy angular correlation function split by magnitude: 17 < r ≤ 18 (red),
18 < r ≤ 19 (magenta), 19 < r ≤ 20 (blue), and 20 < r ≤ 21 (green). Overplotted for all four correlation
function measurements are the best fit power laws: ω(θ) = Aωθ
(1−γ), the individual fit values: Aω andγ are
given in Table 5.2. In the plots we draw a line at ω(θ) = 0.00053, which is the typical scale of the maximum
systematic contamination (i.e., Galactic extinction ) at large angles (see, e.g., Figures 3.11, 3.12 and 3.13).
5.2 Magnitude Split
By following this same procedure, we measure the two-point galaxy angular correlation function for four
magnitude limited samples: 17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21, which are shown in
the right-hand panel of Figure 5.3. The actual two-point galaxy angular correlation measurements are also
presented in Table 5.3 for each angular bin.
We fit these individual angular correlation functions, following the same technique as described for the
full galaxy sample, but by using the appropriate magnitude range jackknife covariance matrix. The best
fit power-law models are overplotted on the relevant data in Figure 5.1, and the power-law fit parameters
are tabulated for the full galaxy sample and each of the four magnitude limited samples in Table 5.3. We
find that the amplitudes of these four correlation functions are found to decrease with increasing magni-
tude, as expected since we are sampling intrinsically fainter galaxies that are known to be clustered less
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strongly (Scranton et al., 2002; Connolly et al., 2002).
Table 5.3: The two-point galaxy angular correlation function measurements for the full galaxy sample and
our four magnitude limited sub-samples: 17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21)
Angle(deg) 17 < r ≤ 21 17 < r ≤ 18 18 < r ≤ 19 19 < r ≤ 20 20 < r ≤ 21
0.006 0.3173 ± 0.0045 1.7583 ± 0.0797 0.8129 ± 0.0220 0.4498 ± 0.0074 0.2456 ± 0.0049
0.007 0.2548 ± 0.0040 1.3099 ± 0.0559 0.6805 ± 0.0182 0.3705 ± 0.0059 0.1995 ± 0.0047
0.009 0.2093 ± 0.0034 1.0344 ± 0.0448 0.5634 ± 0.0149 0.3041 ± 0.0055 0.1646 ± 0.0043
0.012 0.1718 ± 0.0031 0.8975 ± 0.0352 0.4582 ± 0.0112 0.2520 ± 0.0037 0.1349 ± 0.0040
0.016 0.1458 ± 0.0029 0.7198 ± 0.0325 0.3871 ± 0.0113 0.2134 ± 0.0037 0.1166 ± 0.0038
0.020 0.1269 ± 0.0027 0.6310 ± 0.0260 0.3241 ± 0.0087 0.1824 ± 0.0038 0.1022 ± 0.0039
0.026 0.1106 ± 0.0025 0.5108 ± 0.0245 0.2733 ± 0.0093 0.1549 ± 0.0034 0.0904 ± 0.0036
0.033 0.0943 ± 0.0023 0.4274 ± 0.0193 0.2296 ± 0.0067 0.1328 ± 0.0032 0.0779 ± 0.0034
0.043 0.0794 ± 0.0021 0.3619 ± 0.0183 0.1957 ± 0.0068 0.1112 ± 0.0028 0.0660 ± 0.0032
0.056 0.0664 ± 0.0020 0.3019 ± 0.0146 0.1611 ± 0.0061 0.0942 ± 0.0026 0.0554 ± 0.0030
0.072 0.0552 ± 0.0018 0.2564 ± 0.0139 0.1385 ± 0.0052 0.0773 ± 0.0023 0.0463 ± 0.0028
0.092 0.0455 ± 0.0017 0.2091 ± 0.0114 0.1114 ± 0.0046 0.0642 ± 0.0021 0.0384 ± 0.0025
0.119 0.0375 ± 0.0015 0.1723 ± 0.0102 0.0899 ± 0.0041 0.0525 ± 0.0018 0.0318 ± 0.0023
0.153 0.0306 ± 0.0013 0.1419 ± 0.0087 0.0726 ± 0.0035 0.0425 ± 0.0016 0.0260 ± 0.0020
0.197 0.0250 ± 0.0012 0.1133 ± 0.0074 0.0585 ± 0.0030 0.0346 ± 0.0015 0.0213 ± 0.0017
0.254 0.0209 ± 0.0011 0.0929 ± 0.0061 0.0480 ± 0.0027 0.0291 ± 0.0014 0.0178 ± 0.0014
0.327 0.0178 ± 0.0011 0.0781 ± 0.0054 0.0400 ± 0.0025 0.0249 ± 0.0014 0.0153 ± 0.0011
0.421 0.0152 ± 0.0011 0.0642 ± 0.0049 0.0330 ± 0.0022 0.0210 ± 0.0013 0.0131 ± 0.0010
0.543 0.0123 ± 0.0010 0.0531 ± 0.0042 0.0268 ± 0.0021 0.0171 ± 0.0012 0.0105 ± 0.0009
0.699 0.0097 ± 0.0009 0.0440 ± 0.0036 0.0219 ± 0.0018 0.0136 ± 0.0011 0.0083 ± 0.0008
0.901 0.0078 ± 0.0008 0.0367 ± 0.0032 0.0179 ± 0.0016 0.0108 ± 0.0010 0.0066 ± 0.0007
1.161 0.0060 ± 0.0007 0.0294 ± 0.0029 0.0137 ± 0.0014 0.0084 ± 0.0008 0.0050 ± 0.0006
1.495 0.0046 ± 0.0006 0.0243 ± 0.0027 0.0108 ± 0.0014 0.0064 ± 0.0007 0.0038 ± 0.0005
1.927 0.0035 ± 0.0006 0.0195 ± 0.0024 0.0085 ± 0.0012 0.0048 ± 0.0007 0.0029 ± 0.0005
2.482 0.0026 ± 0.0005 0.0160 ± 0.0021 0.0063 ± 0.0012 0.0034 ± 0.0006 0.0021 ± 0.0004
3.198 0.0018 ± 0.0005 0.0124 ± 0.0020 0.0045 ± 0.0011 0.0023 ± 0.0006 0.0015 ± 0.0004
4.120 0.0012 ± 0.0004 0.0080 ± 0.0020 0.0029 ± 0.0010 0.0015 ± 0.0006 0.0010 ± 0.0003
5.308 0.0010 ± 0.0004 0.0063 ± 0.0018 0.0023 ± 0.0009 0.0011 ± 0.0005 0.0008 ± 0.0003
6.838 0.0007 ± 0.0003 0.0052 ± 0.0017 0.0019 ± 0.0008 0.0010 ± 0.0004 0.0006 ± 0.0003
8.810 0.0006 ± 0.0003 0.0049 ± 0.0017 0.0019 ± 0.0007 0.0008 ± 0.0004 0.0005 ± 0.0003
5.2.1 Comparison with Previous results
In Figure 5.4, we compare our galaxy angular correlation function amplitudes at θ = 1◦ for magnitude bins
17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21 with previous, published results made from other
galaxy catalogs (note that we have made no effort to correct for the likely small, and unknown differences
in the various r-band filters used by the different authors). At brighter magnitudes these catalogs include
the SDSS EDR (Sloan Digital Sky Survey Early Data Release: Connolly et al., 2002; Gaztan˜aga, 2002)
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Figure 5.4: The correlation function amplitude versus r-band magnitude at θ = 1◦. Top: The comparison
of our result with the results from Connolly et al. (2002) and Gaztan˜aga (2002), we shift these two results
by 0.2 magnitudes to account for the known SDSS EDR photometry problem, and Stevenson et al. (1985).
Bottom: The comparison of these correlation amplitudes to correlation amplitudes measured from fainter
galaxy catalogs (see text for details). Note that we have ignored the small differences between the various
r-band filters used by these different authors.
and UKST (UK Schmidt Telescope: Stevenson et al., 1985). While at fainter magnitudes, we compare to
galaxy catalogs from the AAT (Anglo-Australian Telescope: Jones et al., 1991; Couch et al., 1993), Hale
Telescope (Brainerd et al., 1995), TS12 (Efstathiou et al. (1991)), CFHT (Canada-France-Hawaii Telescope:
Hudon & Lilly, 1996; Woods & Fahlman, 1997; Infante & Pritchet, 1995), INT (Isaac Newton Telescope:
Roche et al., 1993), the HDF (Hubble Deep Field: Villumsen et al., 1997); and the HDF-South (Teplitz
et al., 2001).
Overall, our measurement is quite precise, which is expected given the uniformity of our data and
the extremely large size of our galaxy sample. The top panel in Figure 5.4 shows the comparison with
previous efforts that cover the same magnitude range as our data. For this figure, we have shifted the
EDR measurements (Connolly et al. (2002) and Gaztan˜aga (2002)) by 0.2 magnitudes to account for the
known SDSS EDR photometry error (Abazajian et al., 2004). In general, our amplitudes agree well with
Stevenson et al. (1985), Gaztan˜aga (2002) and Jones et al. (1991). While our measured clustering strength
is within one-sigma of the SDSS EDR results of Connolly et al. (2002), they are not as close as one might
think. However, we have shown that both the galaxy density and galaxy clustering strength are mildly stripe
dependent (see, e.g., Figures 3.3 and 3.14), thus it is not surprising that there would be differences between
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the single EDR stripe and our full, thirty-four stripe DR7 sample. Finally, we note that our results agree
with the general trend shown by previous results at fainter magnitudes.
5.3 Summary
Our final measurement of the two-point galaxy angular correlation function, and demonstrates that both
the shape and amplitude of the two-point galaxy angular correlation function are similar to (albeit more
precise than) previous published results. We find that the correlation function can generally be described by
a power law ω(θ) = Aωθ
(1−γ), with γ ' 1.72 on both small and large scales. The amplitude of the correlation
function decreases as a function of magnitude, which is also in good agreement with previous results, with
γ ' 1.75, 1.76, 1.73, and 1.72 for magnitude bins 17 < r ≤ 18, 18 < r ≤ 19, 19 < r ≤ 20, and 20 < r ≤ 21.
In addition, the SDSS photometric redshift estimation process also provides a spectral type classification
that can be used to divide the SDSS galaxy sample into early- and late-type galaxy samples (see, e.g.,
Budava´ri et al., 2003). Previous efforts have used these type classifications along with the photometric
redshift estimates to construct volume-limited galaxy samples (that can also be further subdivided by galaxy
type) to measure the evolution of the angular clustering of a volume-limited sample of galaxies via correlation
functions (Ross & Brunner, 2009a; Ross et al., 2010) and via the angular power spectrum (Hayes et al., 2012).
While this can easily be done with our current sample as a consistency check, a more interesting analysis
would be to find photometrically classified galaxy pairs, triplets, and quads to explore their clustering
behavior both in general and as a function of galaxy type and redshift. This would produce a new approach
to the study of central and satellite galaxy distributions within halo occupation distribution models.
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Chapter 6
Clustering of Compact Galaxy Groups
Outline
In this chapter, we present the method used to select compact galaxy groups from the SDSS DR7 clean
galaxy catalog, and provide a brief analysis of this compact galaxy group catalog. We then measure the
correlation functions for the compact groups to illustrate the group richness dependence, and we show the
correlations for the compact galaxy pairs selected from the three volume-limited samples.
6.1 Compact Groups
6.1.1 Selection Criteria
Based on the criteria presented by Hickson (1982), we select isolated, compact groups of galaxies that satisfy
the following four tests:
1. 2′′ < θs ≤ 15′′,
2. N = 2, 3, 4, or ≥ 5,
3. θn ≥ 3θg, and
4. µg < 26.0 mag arcsec
−2.
This process, which is graphically demonstrated in Figure 6.1, first selects close galaxy pairs, where θs is the
separation between the two galaxies in the pair, which should be greater than 2′′ for the SDSS DR7 since the
SDSS deblending algorithm rarely separate galaxies reliably at separations closer than this value (Infante
et al., 2002a). N is the number of galaxies within 3 magnitudes of the brightest galaxy, and we create the
final compact group catalog by compressing the selected galaxy pairs that have common members. θg is the
angular radius of the isolated group, and θn is the maximum angular distance from the group center to the
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Table 6.1: The number of compact galaxy groups in the SDSS DR7 for the three volume-limited samples
presented in this paper.
Catalog N = 1 N = 2 N = 3 N = 4
ZI 3,665,035 134,155 8,137 669
ZII 2,045,095 52,792 2,568 198
ZIII 1,699,581 42,943 2,506 222
nearest neighbor galaxy. µg is the averaged surface brightness of these N galaxies within the group angular
radius.
6.1.2 Compact Group Catalogues
By applying the above selection criteria to the three volume-limited sub-samples, which were described in
section 2.3.1, we construct catalogs consisting of isolated field galaxies (N = 1), galaxy pairs (N = 2), galaxy
triplets (N = 3), and galaxy quads (N = 4). In Table 6.1 we present the number of compact galaxy groups
as a function of group richness. The different catalogs all display a similar decrease with increasing group
size. They also show a decrease in the total number of groups of a given size as the total number of galaxies
in the input sample decreases (i.e., going from ZI to ZII/ZIII). As the final two sub-samples have similar
number of galaxies (within 10%), it is reassuring to see they have nearly identical group populations.
6.1.3 Estimating Group Redshifts
Since we are identifying compact galaxy groups directly from photometric data, we do not have spectroscopic
redshifts. While we could use photometric redshifts, their relatively large errors bars, especially at the low
redshifts probed by the SDSS, make it difficult to quantify a group redshift. We, therefore, explore four
different techniques for estimating the redshift of a compact galaxy group. Several of these techniques treat a
photometric redshift in a similar manner as a spectroscopic redshift, while others treat the each photometric
redshift estimate as a Gaussian probability density function (PDF), where the Gaussian mean and width are
given by the estimated photometric redshift and error. We note that, if available, these approaches would
likely be improved by using more accurate photometric redshift PDFs (e.g., Carrasco Kind & Brunner, 2013,
2014).
The first technique is to compute the average photometric redshift of all galaxies in the compact group.
The second technique sums the individual galaxy photometric redshift PDFs, while the third technique
multiplies the photometric redshift PDFs to generate the group redshift estimate. The fourth technique uses
the estimated photometric redshifts to identify the brightest, in absolute magnitude as computed by using
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Figure 6.2: A comparison, using only close galaxy pairs, of the four methods we developed to compute the
photometric redshift of a compact galaxy group to the redshift distribution of the main galaxy sample. The
method we use is highlighted in blue.
the photometric redshifts, compact group galaxy. The photometric redshift of this brightest galaxy is used
as a proxy for the group redshift.
We compare these four techniques for the galaxy pair sample over the full redshift range of the main
volume-limited sample (0.0 < z ≤ 0.4) to the main galaxy redshift distribution in Figure 6.2. We find
that only one method, averaging the photometric redshifts, performs poorly, when compared to the main
galaxy redshift distribution. Two techniques, the summation of the different PDFs and simply selecting
the brightest group member’s photometric redshift seem to perform the best. As a result, we choose the
simplest technique, and use the photometric redshift of the brightest group member as a proxy for the
group’s photometric redshift (highlighted in blue). Given our chosen definition for group redshift, it is not
surprising that the normalized redshift distributions for the pairs are nearly identical to the galaxy redshift
distributions in each volume limited sub-sample, which are shown in Figure 2.7.
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6.2 Clustering Properties
The two-point angular correlation function (TPACF) is a simple, yet effective technique for quantifying the
clustering of a spatial point process. The TPACF measures the excess probability over random that one
object will be located at a certain distance from another object. In our case, the object can be a galaxy, a
galaxy pair, a galaxy triple, or a galaxy quad. Since the compact groups have already been preselected to
be clustered (i.e., they are already overdense), we expect their clustering signals to be enhanced relative to
the full galaxy sample, which corresponds to them being more strongly correlated.
To speed up the bin counting process when estimating the correlation functions, we use our publicly
available, fast two-point correlation code1 that implements a two-dimensional quad-tree structure to vastly
reduce the computational time. More details about this code can be found in Dolence & Brunner (2008)
and Wang et al. (2013).
For the three samples described in Section 2.3.1, the correlation function is calculated between 0◦.01 and
10◦ with a logarithmic binning of twenty-five bins in total angle separation. It is processed by cutting into
thirty-two sub-samples, which can be used to calculate jackknife errors. We find thirty-two sub-samples are
sufficient enough to create a stable covariance matrix. To maintain a sufficient signal to noise ratio in the
correlation measurements, we restrict the angular ranges for the correlation functions and the covariance
matrices to be between 0◦.01 to 1◦.5, which provide nineteen bins in total.
6.2.1 The Correlation Functions Estimators
Given the computed pair-counts from our fast correlation function estimator code, we use the (Landy &
Szalay, 1993b) estimator:
ω(θ) =
Ndd − 2Ndr +Nrr
Nrr
(6.1)
where Ndd is the normalized number of data-data pairs counted within a certain angular separation., θ± δθ,
over all SDSS DR7 fields. Ndr and Nrr stand for the number of data-random pairs and random-random
pairs respectively. The data in the estimator can either stand for a galaxy or a galaxy pair. In all cases, we
use approximately ten times as many randoms as data.
6.2.2 Errors and Covariance Matrices
We calculate error bars by using the delete one jackknife method, and we use a jackknife defined covariance
matrix to fit the measured correlation functions. We determine the covariance matrix for N jackknife samples
1http://lcdm.astro.illinois.edu/code
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Figure 6.3: The two-point angular correlation function for all individual galaxies and galaxy pairs, triplets,
and quads selected from the main galaxy samples.
by using the covariance matrix for the N = 32 jackknife samples as mentioned in earlier sections:
Cjk(xi, xj) =
N − 1
N
N∑
k=1
(xki − x¯i)(xkj − x¯j) (6.2)
where xi is the i
th measure of the statistic of N total samples, and the mean expectation of x is given by:
x¯i =
N∑
k=1
xki
N
(6.3)
To determine the best fit model for each measured correlation function, we perform a chi-squared mini-
mization:
χ2 =
1
Ndof
∑
i,j
[ω(θi)− ωm(θi)]C−1i,j [ω(θj)− ωm(θj)], (6.4)
where ω(θ) is the measured two-point galaxy angular correlation function, ωm(θ) is the model two-point
galaxy angular correlation function, and Ci,j are the elements of the covariance matrix calculated by using
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Equation 6.2.
6.2.3 The Dependence of Correlation Functions on Group Richness from
Main Galaxy Sample
We have previously (Wang et al., 2013) demonstrated that the angular correlation function of galaxies drawn
from the SDSS DR7 sample can be approximated by a power-law. In Figure 6.3, we present the measured
correlation functions for single galaxies and compact groups selected from the main galaxy sample. As
expected from hierarchical clustering models, the galaxy pairs have stronger clustering strength than single
galaxies, and this clustering strength increases as the group richness increases. In addition to the increase of
clustering amplitudes, we clearly see structures in the data that are traditionally interpreted as the transition
from a one-halo to a two-halo term in the correlation functions, and this structure become more pronounced
as the group richness increases.
6.2.4 The Angular Correlation Functions for Volume-Limited Catalog
To better understand the clustering dependencies for compact galaxy groups, we restrict our correlation
function measurement to the volume-limited data for the later halo modeling analysis. In the three panels
of Figure 6.4, we now present the angular correlation functions measured for the individual galaxies and
isolated galaxy pairs that are selected from the ZI, ZII, and ZIII samples (as defined in Section 2.3.1). Similar
as the results from Figure 6.3, the galaxy pairs are more strongly clustered than individual galaxies and we
find the structure in the data that corresponds to the halo transitions for the galaxy pairs.
Before proceeding with a more detailed analysis of the halo model interpretation of the galaxy pair
angular correlation function, we first perform power law fits to all correlation functions by minimizing the
χ2-statistic that is described in Equation 6.4. The fit parameters: amplitude (Aω), and slope (γ) are shown
in Table 6.2. In Section 7.2, we will compare these fit parameters to the results generated by using our new
HOD model.
Table 6.2: The power-law fit parameters to the angular correlation function of galaxies and galaxy pairs
selected from the ZI, ZII, and ZIII sub-samples.
log10(Aω) γ χ
2
pl/dof
ZI
Galaxies -1.883±0.019 1.797 15.03
Pairs -1.556±0.016 1.968 8.33
ZII
Galaxies -1.830±0.017 1.835 7.29
Pairs -1.453±0.015 2.014 5.42
ZII
Galaxies -1.857±0.018 1.8827 19.4
Pairs -1.536±0.015 2.1146 10.29
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6.3 Summary
We have selected angularly compact galaxy groups by implementing a modified Hickson rule, and study the
best prior for the estimated group redshift. We later measure the angular two-point correlation function for
the galaxy pairs, triplets and quads, and find the clustering signal increases as the group richness increases,
which is what we expected. We select galaxy pairs from the three volume limited samples of SDSS DR7: (ZI)
0.0 < z < 0.3, Mr < −19.0, (ZII) 0.0 < z < 0.3, Mr < −19.5, and (ZIII) 0.3 < z < 0.4, Mr < −19.5, and
measure the angular two-point correlation function for these galaxy pairs, and have fit them to the power-law
models. A better model to fit to the observed galaxy clustering is the halo-occupation-distribution (HOD)
model (e.g., Zheng et al., 2005), which have been initially developed for the galaxy spatial correlations
function measurements, but have been extended to the analysis of angular clustering measurements when
augmented by photometric redshifts (Ross et al., 2006, 2007). Thus, an interesting next step will be to
extend our presented measurements for galaxies and galaxy pairs to use the SDSS photometric redshift
estimates (Csabai et al., 2007) within these more advanced techniques (Coupon et al., 2012).
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Chapter 7
HOD Models and the Best Fits
Outline
In this chapter, we first present our HOD model in §7.1, and then fit this model to the correlation functions
of the single galaxies and galaxy pairs from the three volume-limited samples, and to our galaxy pairs catalog
split by galaxy type. We then present the best-fit modeling result in §7.2.
7.1 HOD Model Framework
A halo occupation distribution (HOD) model quantifies the probability distribution for the number of galax-
ies, N, hosted by a dark matter halo as a function of the halo mass. The galaxy HOD model separates the
two-point clustering signal of galaxies into two components: the distribution of galaxies within individual
haloes, which dominates small scale clustering, and the clustering of galaxies between two different haloes,
which dominates large scale clustering. By combining these two components, an HOD model can accurately
model the observed scale-dependent clustering signal.
More formally, we use the halo model of galaxy clustering to generate a model spatial correlation function,
ξ(r), and subsequently project this three-dimensional spatial function to the two-dimensional angular sky
coordinates. By comparing this projected angular clustering signal to the measured ω(θ) from large area,
photometric surveys, we can place constraints on the model parameters. The relationship between the
angular and spatial correlation functions is provided via Limber’s equation (assuming a flat Universe):
ω(θ) =
2
c
∫ ∞
0
H(z)(dn/dz)2dz
∫ ∞
0
ξ(r =
√
u2 + x2(z)θ2)du (7.1)
The theoretical galaxy distributions, however, are more easily generated in Fourier space. Thus we need
to convert theoretical power spectra into real-space correlations via the Fourier transform of the power
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spectrum:
ξ(r) =
1
2pi2
∫ ∞
0
P (k, r)k2
sin kr
kr
dk (7.2)
In keeping with our HOD model, we split the theoretical galaxy power spectrum into two components: the
contribution due to galaxies that reside within a single halo (the one-halo term), and the contribution due
to galaxy pairs located in separate halos (the two-halo term):
P (k, r) = P1h(k, r) + P2h(k, r) (7.3)
In the rest of this section, we derive these theoretical one-halo and two-halo terms, along with other im-
portant, associated quantities that are used in our HOD model. In the following equations, we will use
the notation N(M) ≡ < N |M >, Nc(M) ≡ < Nc|M > and Ns(M) ≡ < Ns|M >, where < N |M > is
the probability distribution for the number of galaxies N hosted by a dark matter halo with mass M, and
likewise for the associate probabilities for central, < Nc|M >, and satellite, < Ns|M >, galaxies.
7.1.1 The One-Halo Term
To compute the power spectrum for the one-halo term, we recognize that we have two distinct components:
the central-satellite galaxy component, Pcs(k, r), and the satellite-satellite component, Pss(k):
P1h(k, r) = Pcs(k, r) + Pss(k) (7.4)
Where r is the comoving separation between the galaxies. These individual theoretical power spectra terms,
Pcs and Pss, are computed by using the following relations:
Pcs(k, r) =
∫ ∞
Mvir(r)
n(M)Nc(M)
Ns(M)µ(k|M)
n2g/2
dM (7.5)
Pss(k) =
∫ ∞
Mvir(r)
n(M)Nc(M)
(Ns(M)µ(k|M))2
n2g
dM (7.6)
Mvir(r) is the minimum virial mass that can hold the corresponding central-satellite or satellite-satellite
galaxy pairs at a separation r for a given halo in Equation 7.5 and 7.6:
Mvir(r) =
4
3
pir3ρ¯∆ (7.7)
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In the previous equation, the comoving background density of the Universe is defined as ρ¯ = 2.78 ×
1011Ωm h
2MMpc−3. We follow Blake et al. (2008) to define ∆ = 200 as the critical over-density for
virialization, thus we can express the virial radius in terms of the halo mass, rvir = 3M/(∆× 4piρ¯).
Other terms in Equations 7.5 and 7.6 include n(M), the halo mass function, which will be discussed in
more detail in Section 7.1.3; Nc(M), the mean occupation for central galaxies at halo mass M ; and Ns(M),
the mean number of satellite galaxies within a single halo. From these terms, we can compute the model
galaxy number density:
ng,mod =
∫ ∞
0
n(M) N(M) dM (7.8)
We can directly compare our model, ng,mod, and observed galaxy number densities to place constraints on
our specific HOD model parameters (see Section 7.1.4 for more details). We can thus match the ng,mod with
ng,obs to determine one HOD parameter, Mcut, for a given (M0, α, σcut) set.
Finally, µ(k|M) is the Fourier transform of the NFW (Navarro et al., 1997) halo density profile, ρ(r|M):
ρ(r|M) = ρs
(r/rs)(1 + r/rs)2
(7.9)
where rs is the scale radius of the halo. ρs is the dark matter density at the scale radius:
ρs =
M
4pir3s
[ln(1 + c)− c
(1 + c)
]−1 (7.10)
where c is the concentration parameter defined as c = rvir/rs. Bullock et al. (2001) and Zehavi et al. (2004)
have shown that this term can be expressed as:
c(M, z) =
11
(1 + z)
(
M
Mc
)−0.13 (7.11)
where Mc is a parameterized cutoff mass in units of h
−1 M. For our assumed cosmology, and is quantified
by log10(Mc) = 12.56.
7.1.2 The Two-Halo Term
The two-halo power spectrum can be computed as:
P2h(k, r) = Pm(k) ×
[ ∫ Mlim(r)
0
n(M) b(M, r)
N(M)
n′g
µ(k|M)dM
]2
(7.12)
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where Pm(k) is the non-linear matter power spectrum at the survey redshift and all other terms, other than
Mlim(r) and b(M, r), are as defined before for the one-halo term. The mass limit, Mlim(r), is calculated
by employing the“n′g-matched” approximation (Tinker et al., 2005), which considers halo exclusion effects
and matches the restricted galaxy number density, n′g(r), as a function of physical separation, r. We can
compute n′g(r) for our HOD model:
n′g(r) =
∫ Mlim(r)
0
n(M) N(M) dM (7.13)
On the other hand, we can also compute n′g(r) by employing the halo exclusion:
n′ 2g (r) =
∫ ∞
0
n(M1)N(M1)dM1 ×
∫ ∞
0
n(M2)N(M2)P (r,M1,M2)dM2 (7.14)
where P (r,M1,M2) measures the probability of non-overlapping halos of masses M1 and M2 at separation
r.
By analyzing simulations, Tinker et al. (2005) obtained P (y) = 3y2 − 2y3 for 0 < y < 1, P (y) = 0 for
y < 0, and P (y) = 1 for y > 1, where y is connected to the virial radii:
y(r) =
x(r)− 0.8
0.29
, x(r) =
r
R1 +R2
(7.15)
where R1 and R2 are the virial radii corresponding to masses M1 and M2. Given a galaxy density n
′
g(r)
computed from Equation 7.14, we can increase Mlim(r) in Equation 7.13 until we obtain the same galaxy
density for our HOD model. Having determined this mass limit, we can subsequently use Mlim(r) in
Equation 7.12 to calculate the two-halo power spectrum term.
The last remaining undefined term in Equation 7.12, b(M, r), is the scale-dependent bias, which can be
written in the following form (Tinker et al., 2005):
b(M, r)2 = b2(M)
[1 + 1.17ξm(r)]
1.49
[1 + 0.69ξm(r)]2.09
(7.16)
where ξm(r) is the non-linear, matter correlation function, and b(M) is the halo bias function that quantifies
the relative bias of a halo of mass M with respect to the overall dark matter distribution (Sheth et al., 2001;
Tinker et al., 2005):
b(ν) = 1 +
1
δsc
×
[
qν + s(qν)1−t − q
−1/2
1 + s(1− t)(1− t2 )(qν)−t
]
(7.17)
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where the three parameters are assigned the following values: q = 0.707, s = 0.35, and t = 0.8.
The model spatial correlation function can be calculated from the two-halo term by using the Fourier
transform of the power spectra:
ξ′2h(r) =
1
2pi2
∫ ∞
0
P2h(k, r)k
2 sin kr
kr
dk (7.18)
As shown by Tinker et al. (2005), we can correct ξ′2h(r) to the true spatial correlation function, ξ2h(r), via:
1 + ξ2h(r) = [
n′g(r)
ng
]2[1 + ξ′2h(r)] (7.19)
We note that this correction only modifies the ξ2h(r) measurement at small spatial separations, where the
ξ1h(r) signal is dominated by the one-halo term. Therefore, this correction is a negligible correction (< 1%)
to our final HOD model correlation functions.
7.1.3 Halo Mass Function
The halo mass function, n(M), quantifies the number density of haloes as a function of mass M , originally
described by Press & Schechter (1974):
n(M)dM =
ρ¯
M
f(ν)dν (7.20)
The mass function, f(ν), is typically modeled in the following form:
f(M) =
1
2ν
a1exp(−|lnσ−1 + a2|a3) (7.21)
where a1 = 0.315, a2 = 0.61, and a3 = 3.8 as determined from simulations by Tinker et al. (2005). In
this form, σ is defined by σ(M, z) ≡ δsc/
√
ν, which is the variance of the linear power spectrum within a
spherical top hat that contains average mass M:
σ2(M, z) =
D2(z)
2pi2
∫ ∞
0
k2Plin(k)W
2(kR)dk (7.22)
The functional terms in Equation 7.22 include W (x) = (3/x3)[sin x−x cos x]; R = (3 M/(4 pi ρ¯))1/3; D(z),
which is the linear growth factor at redshift z; and Plin(k), which is the linear power spectrum at redshift
zero.
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7.1.4 Halo Occupation Distribution Model
The number of galaxies that populate a halo of mass M can be described as
N(M) = Nc(M)× (1 +Ns(M)) (7.23)
where Nc(M) is the mean occupations for central galaxies, and Ns(M) is the mean occupation for satellite
galaxies, for which we assume a Poisson distribution (Kravtsov et al., 2004). The form of Equation 7.23
implies that a halo can only host a satellite galaxy if it already hosts a central galaxy. We follow Ross &
Brunner (2009b) to model the HOD with a softened transition for both the central and satellite galaxies:
Nc(M) = 0.5 [1 + erf(
log10(M/Mcut)
σcut
)] (7.24)
Ns(M) = 0.5 [1 + erf(
log10(M/Mcut)
σcut
)]× ( M
M0
)α (7.25)
where Mcut is the halo mass that can host a single, central galaxy, and M0 is the halo mass where the halo
starts to host satellite galaxies in addition to the central galaxy. This model has four free parameters, one
of which, Mcut, we can remove by matching the observed galaxy density, ng, to the model-derived number
density of galaxies by using Equation 7.8.
To compare with previous results, we also derive two additional quantities from our HOD: the effective
mass, Meff :
Meff =
∫
Mn(M)
N(M)
ng
dM (7.26)
and the effective large-scale bias, bg:
bg =
∫
n(M)b(M)
N(M)
ng
dM (7.27)
We also use the halo mass function to weight the HOD to determine the average fraction of central galaxies
in the sample:
fc =
∫
n(M)Nc(M)dM∫
n(M)N(M)dM
(7.28)
The fraction for satellite galaxies is given by fs = 1− fc.
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7.2 HOD for Individual Galaxies and Galaxy Pairs
We fit the 3-parameter halo model (α, M0, σcut) to the observed angular correlation functions, fixing the
remaining parameter Mcut by matching the model galaxy number density to the observed galaxy number
density. By comparing the change in these parameters between different galaxy or galaxy pair samples,
we can quantify the dependence of the clustering of galaxies on these parameters. We determine all HOD
parameters by using a Monte Carlo Markov-Chain (MCMC) sampler to locate the minimum value of the
χ2 fitting statistic by using the information from the full covariance matrix. Specifically, we use the emcee
code (Foreman-Mackey et al., 2013) for which we set nwalkers to 288, and we use at least 100 steps within
each walk, which we have found to be sufficient for convergence.
We use the peak probability as the location of the optimal fitting. Nominally this is given by the value
where the χ2 measured by the fitting process is minimized. However, the MCMC approach can often give
similar χ2 values at slightly different parameter combinations as we sample near the peak probability. We
have verified that these different parameter configurations do not significantly change the results presented
in the rest of this paper. We determine the errors on the fit parameters by finding the one sigma range
around the peak probability. The best-fit HOD values and the standard deviations of each set of model
parameters are listed in Table 7.1. The number of galaxy triplets and quads is too small within our samples
to obtain correlation functions with sufficiently small error bars to make model constraints. Therefore, we
only perform HOD fittings to the single galaxy and galaxy pair samples in the rest of this paper.
Our photometric sample could potentially be affected by projection effects as the volumes probed by the
angular cones increases. Furthermore, when working with galaxy pairs, we might expect a second projection
effect to result when two, distinct galaxy pairs appear too close to reside in the same physical halo. For
example, we might consider imposing a minimum angular separation of at least 0.028◦ or 0.014◦ at z = 0.05
or 0.1 to force galaxy pairs into two, distinct massive halos. To test the effects of these projection concerns, we
measure the correlation functions for the galaxy pairs between 0.01◦ and 1◦, and we also measure these same
correlation functions between 0.02◦ and 0.8◦, which equates to removing the three smallest and two largest
angular bins from the full angular range probed by the first set of correlation functions. We compared the
HOD model fits to these two sets of correlation functions and found minimal variation between the measured
HOD model parameters, in all cases the changes were less than one sigma, and were generally much less
than this. Thus, for simplicity we simply used the full angular range for all correlation measurements of
both the single galaxies and the isolated galaxy pairs.
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7.2.1 Model Fits for the Three Samples
We fit the halo model to galaxy and galaxy pair samples selected in three volume-limited samples: ZI
(0.0 < z ≤ 0.3, Mr < −19.0), ZII (0.0 < z ≤ 0.3, Mr < −19.5), and ZIII (0.3 < z ≤ 0.4, Mr < −19.5).
The full set of HOD fit parameters for these six samples are presented in Table 7.1, and the data and the
best fit HOD models are shown in Figure 7.1.
We display in the top panel of Figure 7.1 the measured ω(θ) for galaxies and galaxy pairs that lie within
the ZI, ZII and ZIII samples. The HOD model fits to all single galaxy correlation functions are computed
between 0.01◦ and 1◦ (i.e., sixteen degrees of freedom), and yield χ2/dof values ranging from 14.26 to
26.19. The model fits to the galaxy pairs are generally more accurate than for the single galaxies for all
three samples; however, since these correlation functions tend to have larger error bars, this result is not
surprising. With sixteen degrees of freedom, we have χ2/dof values ranging from 7.64 to 13.02; and no
systematic discrepancies are found with any of the model fits, implying that there are no major biases
present in the model fits.
We also note that the χ2/dof values for the HOD model fits are not necessarily smaller than the χ2pl/dof
values for the best power-law fits, which are tabulated in Table 7.1. The error bars on the correlation
functions are extremely small for most angular bins, which will result in large χ2 fitting values even when
there are only small deviations between the model and the data.
To highlight the differences between our best fit HOD and the power-law models to the measured cor-
relation functions, we display the ratio of the best fit HOD model (dashed line) and measured correlation
function (points) to the best fit power-law model in the middle panels of Figure 7.1. The deviations from
unity within these panels clearly indicate that the HOD models successfully reproduce the observed devi-
ations from the power-law model and that the shape of the one-halo term (small scales) and the two-halo
term (large scales) are closer or almost identical to the observed ω(θ). Furthermore, we see that the HOD
models capture the variation shown in the transition regions between the one-halo and two-halo terms for
both single galaxies and galaxy pairs, which is missed by the power-law model.
In the bottom panels of Figure 7.1, we display the best-fit halo occupation distributions for individual
galaxies and galaxy pairs in the three volume-limited samples, assuming the galaxy populations defined by
Equations 7.23. The HOD for individual galaxies shows inflection points around Mcut = 10
11.63h−1M for
the ZI sample, Mcut = 10
11.87h−1M for the ZII sample and around Mcut = 1012.37h−1M for the ZIII
sample; this parameter defines the mass scale at which haloes host central galaxies. Likewise, these model
fits define M0 = 10
12.99h−1M, M0 = 1013.19h−1M, and M0 = 1013.59h−1M for the ZI, ZII and ZIII
samples respectively, which is the mass scale at which halos start to host satellite galaxies in addition to a
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Figure 7.1: The measured angular correlation function (top row) and HOD models for single galaxies (orange
circles) and galaxy pairs (magenta triangles) selected from the ZI (left column), ZII (middle column) and
ZIII (right column) samples. The dashed lines indicate the best-fit HOD models. The middle row displays
the ratio of the best-fit HOD models (dashed line) and measured correlation function (points) to the best-fit
power-law models. The bottom row displays the halo occupation distribution of the best-fit HOD models
for the three single galaxy (orange) and galaxy pair (magenta) samples.
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Figure 7.2: The weighted fraction of central (solid lines) and satellite (dashed lines) components for the
HOD models for single galaxies (orange) and galaxy pairs (magenta).
central galaxy. Similarly, we find that the best-fit galaxy pair parameters are Mcut = 10
13.18h−1M and
M0 = 10
14.20h−1M for the ZI sample, Mcut = 1013.36h−1M and M0 = 1014.41h−1M for the ZII sample
and Mcut = 10
13.87h−1M and M0 = 1014.86h−1M for the ZIII sample.
From the figures and the tabulated fit parameters, we see that the Mcut parameter for galaxy pairs is
close to the value at which a halo hosts two galaxies as measured from the single galaxy correlation function.
Naively, one might think the mass scale at which haloes host one central galaxy pair should be the same as
the mass scale at which haloes host one central and one satellite galaxy. However, since we define our galaxy
pair catalog as isolated galaxy pairs (i.e., no nearby galaxies within a distance that is three times the group
radius), we have parent haloes that are unlikely to reside in an environment that contains both small and
large haloes. Therefore, our catalog preferentially selects more massive dark matter haloes that have higher
probabilities to form isolated pairs. Thus the haloes for our pair catalog that contain one central galaxy
pair (two galaxies, i.e., where the N(M) = 1, usually at the point ' Mcut) must be larger than the M0 for
the single galaxies. The average number of single galaxies hosted by the halo mass M=1013h−1M is 2.0,
1.5, and 1.2 in the ZI, ZII and ZIII samples, respectively, and the average number of galaxy pairs hosted by
the halo mass M=1014.5h−1M is likewise 4.9, 2.4 and 1.5.
We compare the weighted fraction of central (given by Equation 7.28) and satellite galaxies and galaxy
pairs as a function of the dark matter halo mass for all three galaxy samples in Figure 7.2. In all samples,
we see that the transition from central to satellite occurs at higher masses for galaxy pairs. This observation
agrees with the standard picture that galaxy pairs are formed in the cores of more massive dark matter
haloes than single galaxies. We also note that since our group selection criteria selects isolated galaxy pairs,
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we expect that there are a large fraction of galaxy pairs that are the only galaxies that populate a parent
dark matter halo. Furthermore, if these galaxy pairs are real physical pairs at close separation, we will only
see central galaxy pairs accompanied by satellite galaxy pairs in the most massive haloes. At these mass
scales, the haloes are large enough to host two galaxy pairs, while still allowing the two pairs to remain
separated at a large physical range within the halo. Thus, the central and satellite galaxy pairs reside in
subhaloes of the parent halo.
In Table 7.1 we list the derived values of the effective halo mass, Meff , and the galaxy bias factor, bg,
that are calculated by using Equations 7.26 and 7.27. The effective mass and the linear bias are Meff =
(1013.40, 1013.45, 1013.51) h−1M and bg = (1.13, 1.21, 1.45) for the ZI, ZII, and ZIII samples, respectively.
These results imply that the linear bias increases with luminosity and redshift, which agrees with fits to the
large-scale power spectrum of the main SDSS DR7 galaxy samples (Hayes & Brunner, 2013). We compare
our results in more detail with previous work in Section ??.
The effective halo mass and the linear bias for the galaxy pairs areMeff = (10
13.78, 1013.92, 1013.94) h−1M
and bg = (1.90, 2.11, 2.47), which, in comparison with our values for single galaxies, confirms that galaxy
pairs are hosted by massive dark matter haloes and are highly biased tracers of the underlying dark matter
distribution. The difference of Meff between the single galaxies and isolated galaxy pairs is consistently
around 10∼0.4, or 2.5. This ratio implies that the haloes hosting isolated galaxy pairs are, on average, slightly
greater than twice the mass of the haloes that host single galaxies. We note that the systematic increase
in galaxy bias between the ZI and the ZII and ZIII samples indicates that the bias is more dependent on
sample redshift than on luminosity, at least within the redshift range probed by our volume limited samples.
In addition, the similarity in Meff and the change in bg between the ZII and ZIII samples suggests that
galaxy pairs in the higher redshift sample are more strongly clustered than the galaxy pairs in the lower
redshift sample and that the parent dark matter haloes for the ZIII pairs are likely reside in more overdense
environments.
Finally, we note that the fitting parameter, α, is systematically larger for galaxy pairs than for the single
galaxies in the two lower redshift samples: ZI and ZII. α is the slope of the halo occupation distribution at
increasing mass, which controls the rate of increase of satellite galaxies in a halo. This trend implies that
isolated galaxy pairs at low redshift are more likely to be strongly clustered, and are probably embedded
within even more massive dark matter haloes than single galaxies. On the other hand, the highest redshift
sample, ZIII, has a shallower slope (or smaller value of α), than the single galaxy sample. This implies
that the largest haloes in this sample are more likely to be composed of single galaxies than isolated galaxy
pairs. Thus, over time we see an increase in the clustering of galaxy pairs in the same mass haloes, which is
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Figure 7.3: The measured angular correlation function (top row) and HOD models for single galaxies (left
column) and galaxy pairs (right column) that are selected from ZII sample (orange circles) and ZIII sample
(magenta triangles). The dashed lines indicate the best-fit HOD models. The bottom row displays the ratio
of the best-fit HOD models (dashed line) and measured correlation function (points) of the ZIII sample to
the ZII sample.
consistent with the expected assembly history of galaxies and haloes.
7.2.2 Redshift Dependence
By comparing model fits to the correlation functions in the ZII (0.0 < z ≤ 0.3, Mr < −19.5) and ZIII
(0.3 < z ≤ 0.4, Mr < −19.5) samples, we can study the redshift evolution of our HOD model (a complete
analysis of the three samples is in Section 7.2.1). We display in the top panels of Figure 7.3 the measured
ω(θ) for galaxies and pairs from the ZII and ZIII samples, and we display the ratio of the ω(θ) from two
samples in the bottom panels. The ratios for the single galaxies and pairs show a similar trend, although the
ratio for pairs shows more fluctuations that are due to the larger error bars in the pair correlations. Since
the relative bias between two populations is defined by: b21,2 = ω1/ω2, we see that the deviations from unity
indicate bias evolution between the ZII and ZIII samples. We also see scale dependence in the relative bias,
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Figure 7.4: The normalized number density distribution for early-early galaxy pairs (EE, red), and late-late
galaxy pairs (LL, blue)
as b(θ) changes with scale, becoming largest within the one and two halo regions, while being similar within
the transition region between these two terms.
7.2.3 Type Dependence
We now focus our investigation on the dependence of the clustering of galaxy pairs on galaxy type. In
order to ensure sufficient statistics, we only use the ZI sample, which we subdivide into the following two
subsamples:
EE: a galaxy pair in which both galaxies are identified as early-type galaxies, and
LL: a galaxy pair in which both galaxies are identified as late-type galaxies.
The galaxy type is determined by using the mu −mr color cut, where mu and mr are dereddened model
magnitudes. Following Strateva et al. (2001), if this color is > 2.2, the galaxy is classified as an early-type
galaxy, while if it is < 2.2 it is classified as a late-type galaxy.
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These two sub-samples contain 68,316 and 17,291 isolated galaxy pairs, respectively. In Figure 7.4
we present the normalized number density distributions for the two sub-samples as a function of redshift
measured by using the technique discussed in Section 6.1.3. To reduce the magnitude of the error bars on our
correlation function measurements, we only use ten angular bins for all correlation function and associated
covariance matrix measurements for these two sub-samples, and for the two sub-samples, L0.2 and L0.8 that
will be discussed in section 7.2.4. However, to generate stable covariance matrices, we still use thirty-two
jackknife samples.
We present the measured correlation function for the galaxies and galaxy pairs selected from the ZI
sub-sample in the top panel of Figure 7.5. Also shown in these plots are the best-fit HOD models. The
early-early galaxy pairs show stronger clustering over all scales than the late-late galaxy pairs, albeit with a
steeper slope, in agreement with galaxy morphology-density analyses (see, e.g., Dressler, 1980).
These fit parameters are also listed in Table 7.2. To quantify the dependence of these HOD model results
for all galaxy pairs as a function of galaxy type, we divide both the measured correlation functions and
the best-fit HOD models for our EE and LL subsamples by the best fit HOD model for all galaxy pairs.
The result is shown in the middle-panel of Figure 7.5, which, following the discussion on relative bias in
Section 7.2.2, provides an indication of the square of the relative bias between these samples. The early-early
type galaxy pairs show much stronger bias with respect to all galaxy pairs, especially at the halo center,
while the late-late type galaxy pairs show less strong bias over all scales.
The bottom panel of Figure 7.5 displays the best-fit halo occupation distributions for the two sub-samples.
We find the late-late type galaxy pairs have larger M0 and Mcut values than the early-early type pairs, which
is consistent with the results found for individual galaxies (Ross & Brunner, 2009b). We note that the slope
of the late-late galaxy pair HOD is smaller than the early-early galaxy pair HOD. Thus, the fraction of
late-late galaxy pairs is largest in small mass haloes and smallest in high mass haloes.
7.2.4 Luminosity Dependence
We complete our analysis of the clustering of galaxies and galaxy pairs by examining the clustering depen-
dence of galaxy pairs on galaxy luminosity. As presented in Section 7.2.3, to maintain sufficient statistics,
we only use the ZI sample, which we subdivide into the following six subsamples:
B singles: bright single galaxies with Mr < −20.0,
D singles: dim single galaxies with −20.0 < Mr < −19.0,
B pairs: bright galaxy pairs where both galaxies satisfy Mr < −20.0,
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Figure 7.6: The normalized number density distribution for bright single galaxies (B singles), dim single
galaxies (D singles), bright galaxy pairs (B pairs), dim galaxy pairs (D pairs), large luminosity contrast
pairs (L0.2 ), and small luminosity contrast pairs (L0.8 ).
D pairs: dim galaxy pairs where both galaxies satisfy −20.0 < Mr < −19.0,
L0.2: galaxy pairs where the luminosity ratio for the two galaxies is less than 20%, and
L0.8: galaxy pairs where the luminosity ratio for the two galaxies is greater than 80%.
These six sub-samples contain 992,275, 2,983,258, 16,340, 67,153, 14,263, and 25,435 single galaxies or
isolated galaxy pairs, respectively. In Figure 7.6 we present the normalized number density distributions for
the six sub-samples as a function of redshift measured by using the technique discussed in Section 6.1.3. As
mentioned in Section 7.2.3, we only use ten angular bins for the sub-samples L0.2 and L0.8 to reduce the
magnitude of the error bars. For the other four sub-samples, we use nineteen angular bins; and in all cases,
we still use thirty-two jackknife samples to generate the covariance matrices.
In the top-panel of Figure 7.7, we present the measured correlation function for the six sub-samples as
well as the best-fit HOD models. We first see that the bright samples for both single galaxies and galaxy
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pairs (B singles and B pairs) show stronger clustering than their corresponding dim samples (D singles and
D pairs). On the other hand, the large and small luminosity contrast pairs demonstrate similar clustering,
within the one σ error bars, over all scales. The small luminosity contrast sample, however does have a
local minimum near 0◦.1, which we interpret as a result of the transition between the one-halo and two-halo
terms.
The HOD model-fits for the six luminosity sub-samples are all well constrained with minimum χ2 ranging
from 0.46 to 11.25 (sixteen degrees of freedom for the first four samples and seven degrees of freedom for
the L0.2 and L0.8 samples). Together with these HOD model parameters, we list the effective halo mass
and the galaxy bias factor for all sub-samples in Table 7.3.
In the middle row of Figure 7.7, we display the ratio of the measured correlation functions (points)
and the best-fit HOD models (curves) to the same measurements from the parent ZI sample. As discussed
previously, these ratios are the square of the relative bias between the two subsamples. Interestingly, In the
left-panel we see that the bright single galaxies have a larger bias value, which increases toward the halo
center, while the dim single galaxies show a lower bias at all scales, which decreases toward the halo center.
This is not surprising if we recall that the parent sample contains galaxies of all magnitudes, so that we are
seeing luminosity dependent bias.
In the middle-panel, we see the pairs follow a similar trend to their corresponding single galaxy sample;
however we now see a stronger deviation in the data for the two-halo term. Despite larger error bars that
can introduce uncertainties in the HOD model fitting, this trend is still seen within the 1σ deviations. We
interpret this feature as an indication that bright galaxy pairs are more strongly clustered at scales larger
than the halo size, thus they display a stronger bias on two-halo scales. In the right-panel of the middle
row, we see that the relative bias of the galaxy pairs with large luminosity contrast (orange) to the parent
sample is nearly uniform, while the galaxy pairs with similar luminosities (magenta) deviates both at the
halo center and in the transition region.
The bottom panel of Figure 7.7 displays the best-fit halo occupation distributions for the six sub-samples.
We find the bright samples have larger M0 and Mcut values than the dim samples. We note that the slope
of all of the galaxy pairs’ HODs are smaller than that of the single galaxies, thus these pairs are less likely
to form larger haloes than single galaxies. Therefore, the fraction of galaxy pairs at the center of a halo is
larger than fraction of single galaxies. The weighted fractions of the central galaxies and galaxy pairs from
the six sub-samples (B singles, D singles, B pairs, D pairs, L0.2, and L0.8 ) are 0.77, 0.87, 0.93, 0.92, 0.98,
and 0.95, respectively.
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In Table 7.3, we present the HOD model fit parameters and the derived values of the effective halo mass,
galaxy bias factor, and the fraction of central galaxies or galaxy pairs. Interestingly, we find that the L0.8
sub-sample has a much larger bias than the L0.2 sub-sample, although they have similar measured angular
correlation functions. In fact, the bg for the L0.2 sub-sample is similar to that of the ZI pair sample, which
implies that large luminosity contrast pairs occupy similar dark matter haloes as normal pairs, while the
large bg for the L0.8 sub-sample implies that pairs with similar luminosities occupy much larger dark matter
haloes than the average ZI galaxy pair.
7.3 Summary and Comparison with Previous Work
We have computed the best-fit halo models for photometrically selected isolated galaxy pairs by modeling
the angular two-point correlation function. The interpolation of the best-fit parameters from the HOD
model implies that galaxy pairs preferentially reside in dark matter haloes as central rather than satellite
galaxies. Furthermore, we have explored the dependence of the correlation function and best-fit HOD
models on redshift, galaxy type, and luminosity, which imply that early-early (or bright) pair galaxy pairs
have stronger clustering than late-late (or dim) type galaxy pairs, and the clustering of large luminosity
contrast pairs is similar (within the one-σ error bars) to that of small luminosity contrast pairs.
We can directly compare our measured galaxy angular two-point correlation functions and associated
best-fit HOD models to the results from Ross & Brunner (2009b), who performed a similar best-fit HOD
model analysis for galaxies selected from the SDSS DR5. The galaxy samples they use have similar luminosity
and redshift cuts that approximate ours (e.g., their Z3 sample corresponds to our ZII sample). We also note
that their sample shares a similar median redshift with our catalog (ZII: z¯ ∼ 0.21, Z3: z¯ ∼ 0.25),
strengthening the comparison.
First, we note that the effective mass for single galaxies in their Z3 sample is Meff = 10
13.11 h−1M,
where we find a larger value of Meff = 10
13.45 h−1M. The discrepancy is likely a result of the differences
in the number densities of the two samples, our number density for single galaxies in ZII is smaller (ng ∼
0.0053 h3 Mpc−3) than the number density for their Z3 galaxies (ng ∼ 0.0102 h3 Mpc−3). Thus, our catalog
contains fewer low mass haloes. The smaller ng in our catalog is a result of the stronger requirements we
developed to create our clean galaxy catalog that has minimal systematic effects (Wang et al., 2013). Second,
the satellite galaxy fraction that we find for ZII, fs = 1−fc = 0.24, is slightly higher than their results (fs,Z3
= 0.15), but this value is in agreement with other results (see, e.g, Figure 5 Zheng et al., 2007). We have
luminosity thresholds of L/L∗ = 0.27 for Mr < −19.0 and L/L∗ = 0.42 for Mr < −19.5, which correspond
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to fs =(0.29, 0.24) for single galaxies in our ZI and ZII samples.
On the other hand, we do not see the local minimum for the late-type single galaxies in our best-fit
HOD model as seen previously (Zehavi et al., 2011; Ross & Brunner, 2009b). There are two reasons for
this difference. First, we use different HOD models for the late-type galaxies. For example, Zehavi et al.
(2011) separate the central and satellite galaxies and measure the fractions of late-type galaxies seen in each
case, while we simply apply the HOD model to the late-late galaxy pairs directly. Our HOD models for
the late-late galaxy pairs are excellent fits, which implies that our model is sufficient enough to describe
the distributions of late-late type galaxy pairs within dark matter haloes. Second, we only compute HOD
fits to galaxy pairs within our catalog. The local minimum for the late-type single galaxies comes from
low mass haloes, where the fraction of the single central late-type galaxy decreases as the mass increases.
However, the halo mass is insufficient to host satellite galaxies as required to increase the halo occupation
distribution. On the other hand, for the late-late type galaxy pairs, the parent haloes are massive enough
to host additional galaxies, and they thus produce similar HOD models as the other sub-samples, which do
not include an obvious inflection point.
Our clustering measurements of the early-early galaxy pairs show that they cluster more strongly than
the late-late galaxy pairs, which is in agreement with previous results (Hearin & Watson, 2013; Watson
et al., 2011) which studied the co-evolution of galaxies and halos. In these approaches, they introduce a
parameter, zstarve, that quantified the epoch in the halo’s mass assembly history at which the star formation
in the resident galaxies of the halo becomes inefficient. By implementing an age distribution match, they
find zstarve, on general, is larger for redder (i.e., our early-type) galaxies than bluer (i.e., our late-type)
galaxies, which implies that redder galaxies tend to reside in older haloes. As a result, we can expect that
early-early galaxy pairs also preferentially reside in more massive haloes where the halo clustering strength
is larger, which is what we observe.
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Chapter 8
Conclusions and Future Works
We have presented a thorough investigation of the information encoded within the photometric data that was
observed by the Sloan Digital Sky Survey. In this thesis, we have presented the measurements and analysis
of the systematics present in the data, the angular distribution and clustering of galaxies and compact
galaxy groups, and the best-fit halo-occupation-distribution model to the single and paired galaxies, and
their subsequent subsamples.
Mitigating Systematic Effects
We have performed a thorough analysis of the possible internal and external errors. We first find that we
need to exclude misclassified galaxies to obtain a clean galaxy catalog by applying an updated galaxy flag cut
to the SDSS DR7 data. We then demonstrate that the galaxies brighter than 21 in the dereddened r-band
model magnitude are within a good detection completeness, and the source classification is also excellent to
this magnitude limit. Thus we restrict our galaxy sample to have dereddened r−band magnitudes in the
range 17 < r ≤ 21. We next perform a galaxy density check against the systematics (i.e., seeing, reddening)
and compare the two-point galaxy auto-correlation function with the two-point cross-correlation of galaxies
against these systematics. We find that the galaxy auto-correlation signal is optimized by restricting the
galaxy data to the regions with good seeing and reddening, up to the angular scale of around 5◦. After
applying systematic cut on the data, the galaxy density is increased for all SDSS DR7 stripes and the
variations among stripes are much reduced. We also find the variations in angular correlations across stripes
are small, therefore, we see no reason to a priori exclude any of the remaining thirty-four stripes that
constitute our final sample.
From these measured systematics, we can state that, unless these systematic effects can be mitigated
more effectively, the measurement of galaxy angular correlation functions from forthcoming large surveys
such as the DES and LSST will be limited to smaller angular scales as they will probe intrinsically fainter
magnitudes. One method to mitigate these effects, however, will be to use photometric redshifts to divide
the angular signal into smaller redshift shells to minimize the projection effects in measuring the angular
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correlation function and thereby increase the amplitude of the overall signal.
Correlation Functions for Galaxies and Galaxy Pairs
After restricting the data with minimal systematics, we then measure and present the first, complete SDSS
DR7 galaxy angular correlation functions, and we have analyzed the resulting correlation functions showing
that they follow the standard power-law clustering model. We then split the catalog by magnitude and
calculate their correlation functions, and find that the amplitude of the correlation functions decreases as a
function of magnitude, which is in good agreement with previous results. However, power-law models are
no longer popular, in part since they do not fully capture the nuances of the galaxy angular correlation
function when measured from a large, uniform data sets. Newer approaches have been developed (e.g.,
Brown et al., 2008; Coupon et al., 2012) that allow stronger constraints to be placed on structure formation
models. Thus, we have developed and applied HOD models to fit the measured correlation functions to
interpret the underlying physics of the clustering of single and paired galaxies.
We then analyze, for the first time, the clustering of compact galaxy groups selected from photometric
data. We have followed a modified Hickson rule to select angularly compact galaxy groups, and we select the
groups that are isolated in catalog. We then measure the clustering signals for the galaxy pairs, triplets, and
quads, and find that the clustering amplitude has a strong dependence on the group richness – it increases
as the group richness increases – which is what we expect from hierarchical clustering models.
In order to understand the clustering dependence on redshift, we also cut the galaxy catalog into three
volume limited subsamples: (ZI) low-redshift slice with dim absolute magnitude cut, (ZII) low-redshift slice
with brighter absolute magnitude cut, and (ZIII) high-redshift slice with the same bright absolute magnitude
cut. We measure the correlation functions for the single galaxies and the galaxy pairs drawn from the three
subsamples, and we find the trend similar to the previous group clustering study that the galaxy pairs have
stronger clustering than the single galaxies. In addition, for the two low-redshift subsamples (i.e., ZI and
ZII), the one with bright absolute magnitude show stronger clustering than the dim-cut subsamples; for
the two bright-magnitude subsamples (i.e., ZII and ZIII), we observe the bias evolution between different
redshift slices without discovering obvious redshift evolution in correlations.
HOD Modeling
We have computed, for the first time, the best-fit halo models for photometrically selected isolated galaxy
pairs by modeling the angular two-point correlation function. For the redshift distribution of the galaxy
groups, we have used the photometric redshift of the intrinsic brighter galaxy as the estimated group redshift.
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The best-fit results from our HOD model quantify that the galaxy pairs have larger effective mass and higher
bias values than single galaxies. The central fraction for galaxy pairs is also higher than for single galaxies,
which implies that galaxy pairs preferentially reside in dark matter haloes as central rather than satellite
galaxies.
Furthermore, we have explored the dependence of the correlation function and best-fit HOD models on
redshift, galaxy type, and luminosity. For the redshift evolution, we find that high-redshift subsample have
stronger clustering signals and larger bias in both the one-halo and two-halo regions as compared to the
low-redshift subsample, which suggest that the parent dark matter haloes for the high-redshift subsample
are likely to reside in a more overdense region. For the galaxy type dependence, our results demonstrate
that early-early galaxy pairs have stronger clustering than late-late galaxy pairs on all scales, and they
show a much stronger bias to all galaxy pairs, especially at the halo center. We then implement our halo
model to the subsamples cut by luminosities, and find bright galaxies/galaxy pairs have stronger clustering
signals than dim galaxies/or galaxy pairs, and the both bright samples show stronger bias, especially at the
halo center, to the parent samples. Finally, we study the clustering dependence on the luminosity contrast
between the two galaxies in a pair and our results imply that the clustering of large luminosity contrast pairs
is similar (within the one-σ error bars) to that of small luminosity contrast pairs. However, the former pairs
have a smaller linear bias that is close to the normal galaxy pairs, while the latter pairs have a much larger
bias which implies that these pairs are preferably to reside in a denser environment.
Future Work
Our work covers a thorough study regarding the galaxy data in the photometric surveys, from systematic tests
to the scientific results of the clustering of galaxies and galaxy groups. However, we still have several thoughts
to increase the accuracy of our analysis hence improving our understanding of the large-scale structure in
the universe.We note that for our halo model fit to the compact galaxy groups, we only considered angularly
selected isolated galaxies, which can suffer from line-of-sight contamination. Any interloper galaxies will
systematically decrease the correlation functions that we use for the HOD modeling, and will, therefore,
lower the final halo occupation distribution statistics. One technique to overcome this limitation would be
to adopt accurate photometric redshift probability distribution functions (PDFs; Carrasco Kind & Brunner,
2013, 2014) to place stronger spatial constraints on galaxy pairs within our sample. The use of photometric
redshift PDFs will allow for a more reliable determination of the evolution of galaxy pairs within dark matter
haloes.
Finally, we note that we have cut our galaxy catalog into several subsamples: individual galaxies, galaxy
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pairs, and galaxies split by type and luminosity. We have not, however, measured the cross-correlations
between these subsamples. Such an investigation would be of direct physical interest as they will likely
yield important insights into the clustering dependence of galaxy groups on richness, redshift, type, and
luminosity. We intend to conduct a detailed study of these relationships once we have also more thoroughly
addressed the projection effect issues.
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Appendix A
A.1 Full sample galaxy covariance matrix
In this Appendix, we present the full sample galaxy covariance matrix and the covariance matrices for galaxy
catalogs in four magnitude bins, as calculated from Equation 6.2 as described in Section 4.1.
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Table A.1: Covariance Matrix of the galaxy sample 17 < r ≤ 18 - part 1
Angle 8.8101 6.8383 5.3078 4.1198 3.1978 2.4821 1.9265 1.4953 1.1607 0.9009
8.8101 1.0000 0.9637 0.8832 0.7862 0.7150 0.6694 0.6397 0.6357 0.6101 0.5558
6.8383 0.9637 1.0000 0.9556 0.8715 0.7941 0.7317 0.6813 0.6737 0.6398 0.5814
5.3078 0.8832 0.9556 1.0000 0.9638 0.9011 0.8433 0.7884 0.7626 0.7137 0.6547
4.1198 0.7862 0.8715 0.9638 1.0000 0.9712 0.9175 0.8592 0.8200 0.7645 0.6976
3.1978 0.7150 0.7941 0.9011 0.9712 1.0000 0.9753 0.9228 0.8837 0.8269 0.7539
2.4821 0.6694 0.7317 0.8433 0.9175 0.9753 1.0000 0.9713 0.9273 0.8735 0.8065
1.9265 0.6397 0.6813 0.7884 0.8592 0.9228 0.9713 1.0000 0.9758 0.9316 0.8801
1.4953 0.6357 0.6737 0.7626 0.8200 0.8837 0.9273 0.9758 1.0000 0.9752 0.9272
1.1607 0.6101 0.6398 0.7137 0.7645 0.8269 0.8735 0.9316 0.9752 1.0000 0.9589
0.9009 0.5558 0.5814 0.6547 0.6976 0.7539 0.8065 0.8801 0.9272 0.9589 1.0000
0.6993 0.5252 0.5472 0.6192 0.6713 0.7331 0.7887 0.8737 0.9232 0.9432 0.9707
0.5428 0.4746 0.4992 0.5680 0.6187 0.6694 0.7134 0.7923 0.8593 0.8795 0.9018
0.4213 0.4461 0.4613 0.5186 0.5617 0.6017 0.6346 0.7192 0.7959 0.8274 0.8645
0.3270 0.3860 0.3923 0.4285 0.4621 0.4893 0.5171 0.5977 0.6696 0.7159 0.7709
0.2538 0.4009 0.4127 0.4476 0.4709 0.4911 0.5172 0.5945 0.6704 0.7219 0.7581
0.1970 0.3259 0.3326 0.3500 0.3620 0.3725 0.3933 0.4721 0.5493 0.5942 0.6360
0.1529 0.3080 0.3110 0.3262 0.3319 0.3434 0.3614 0.4329 0.5092 0.5474 0.6043
0.1187 0.2587 0.2558 0.2542 0.2540 0.2571 0.2682 0.3252 0.3939 0.4377 0.4662
0.0921 0.2148 0.2304 0.2564 0.2783 0.2891 0.2944 0.3469 0.4010 0.4122 0.4399
0.0715 0.1565 0.1529 0.1560 0.1599 0.1639 0.1761 0.2225 0.2601 0.2776 0.2997
0.0555 0.1496 0.1520 0.1529 0.1581 0.1635 0.1720 0.2094 0.2448 0.2564 0.2800
0.0431 0.1597 0.1626 0.1792 0.1953 0.2037 0.2257 0.2684 0.2818 0.2883 0.2935
0.0334 0.1775 0.1863 0.1954 0.2014 0.2023 0.2137 0.2388 0.2415 0.2345 0.2581
0.0260 0.1286 0.1413 0.1691 0.2052 0.2335 0.2612 0.3027 0.3306 0.3294 0.3345
0.0201 0.1255 0.1364 0.1506 0.1688 0.1851 0.2007 0.2311 0.2644 0.2857 0.3209
0.0156 0.1243 0.1284 0.1553 0.1573 0.1534 0.1526 0.1615 0.1530 0.1487 0.1563
0.0121 0.0851 0.0885 0.1058 0.1217 0.1375 0.1506 0.1563 0.1532 0.1505 0.1642
0.0094 0.1375 0.1488 0.1362 0.1255 0.1099 0.0956 0.0927 0.1018 0.0943 0.0898
0.0073 0.1942 0.2150 0.2380 0.2257 0.2095 0.2125 0.2092 0.2074 0.2008 0.2076
0.0057 0.1276 0.1277 0.1348 0.1425 0.1391 0.1436 0.1483 0.1417 0.1419 0.1495
97
Table A.2: Covariance Matrix of the galaxy sample 17 < r ≤ 18 - part 2
Angle 0.6993 0.5428 0.4213 0.3270 0.2538 0.1970 0.1529 0.1187 0.0921 0.0715
8.8101 0.5252 0.4746 0.4461 0.3860 0.4009 0.3259 0.3080 0.2587 0.2148 0.1565
6.8383 0.5472 0.4992 0.4613 0.3923 0.4127 0.3326 0.3110 0.2558 0.2304 0.1529
5.3078 0.6192 0.5680 0.5186 0.4285 0.4476 0.3500 0.3262 0.2542 0.2564 0.1560
4.1198 0.6713 0.6187 0.5617 0.4621 0.4709 0.3620 0.3319 0.2540 0.2783 0.1599
3.1978 0.7331 0.6694 0.6017 0.4893 0.4911 0.3725 0.3434 0.2571 0.2891 0.1639
2.4821 0.7887 0.7134 0.6346 0.5171 0.5172 0.3933 0.3614 0.2682 0.2944 0.1761
1.9265 0.8737 0.7923 0.7192 0.5977 0.5945 0.4721 0.4329 0.3252 0.3469 0.2225
1.4953 0.9232 0.8593 0.7959 0.6696 0.6704 0.5493 0.5092 0.3939 0.4010 0.2601
1.1607 0.9432 0.8795 0.8274 0.7159 0.7219 0.5942 0.5474 0.4377 0.4122 0.2776
0.9009 0.9707 0.9018 0.8645 0.7709 0.7581 0.6360 0.6043 0.4662 0.4399 0.2997
0.6993 1.0000 0.9467 0.8905 0.8003 0.7744 0.6647 0.6124 0.4848 0.4760 0.3235
0.5428 0.9467 1.0000 0.9545 0.8705 0.8579 0.7614 0.7092 0.5899 0.6068 0.3953
0.4213 0.8905 0.9545 1.0000 0.9250 0.8956 0.8077 0.8003 0.6639 0.6536 0.4475
0.3270 0.8003 0.8705 0.9250 1.0000 0.9428 0.8603 0.8311 0.7112 0.7021 0.5338
0.2538 0.7744 0.8579 0.8956 0.9428 1.0000 0.9062 0.8732 0.7622 0.7113 0.5588
0.1970 0.6647 0.7614 0.8077 0.8603 0.9062 1.0000 0.9264 0.8631 0.8111 0.6817
0.1529 0.6124 0.7092 0.8003 0.8311 0.8732 0.9264 1.0000 0.8682 0.7612 0.6748
0.1187 0.4848 0.5899 0.6639 0.7112 0.7622 0.8631 0.8682 1.0000 0.7566 0.7328
0.0921 0.4760 0.6068 0.6536 0.7021 0.7113 0.8111 0.7612 0.7566 1.0000 0.6805
0.0715 0.3235 0.3953 0.4475 0.5338 0.5588 0.6817 0.6748 0.7328 0.6805 1.0000
0.0555 0.2958 0.3644 0.4080 0.4866 0.4937 0.5951 0.5746 0.6355 0.6534 0.7385
0.0431 0.2928 0.3365 0.3850 0.4382 0.4894 0.5288 0.5436 0.5363 0.5322 0.6357
0.0334 0.2579 0.2771 0.2714 0.2517 0.2993 0.3508 0.3642 0.3623 0.3217 0.4164
0.0260 0.3588 0.4150 0.4356 0.4111 0.4348 0.4611 0.4480 0.4222 0.4919 0.4233
0.0201 0.3704 0.4248 0.4205 0.4721 0.4576 0.4522 0.4379 0.4180 0.4420 0.3856
0.0156 0.1507 0.1608 0.1655 0.1593 0.1673 0.1694 0.1748 0.1638 0.2212 0.1830
0.0121 0.1670 0.1714 0.1878 0.1930 0.1840 0.1465 0.1583 0.1570 0.1612 0.1748
0.0094 0.0952 0.1120 0.1147 0.1209 0.1314 0.1442 0.1610 0.1902 0.1642 0.1672
0.0073 0.2054 0.2190 0.2182 0.1884 0.2153 0.1753 0.2096 0.1703 0.1666 0.1862
0.0057 0.1421 0.1171 0.1177 0.1118 0.1135 0.1096 0.0978 0.0723 0.0811 0.0783
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Table A.3: Covariance Matrix of the galaxy sample 17 < r ≤ 18 - part 3
Angle 0.0555 0.0431 0.0334 0.0260 0.0201 0.0156 0.0121 0.0094 0.0073 0.0057
8.8101 0.1496 0.1597 0.1775 0.1286 0.1255 0.1243 0.0851 0.1375 0.1942 0.1276
6.8383 0.1520 0.1626 0.1863 0.1413 0.1364 0.1284 0.0885 0.1488 0.2150 0.1277
5.3078 0.1529 0.1792 0.1954 0.1691 0.1506 0.1553 0.1058 0.1362 0.2380 0.1348
4.1198 0.1581 0.1953 0.2014 0.2052 0.1688 0.1573 0.1217 0.1255 0.2257 0.1425
3.1978 0.1635 0.2037 0.2023 0.2335 0.1851 0.1534 0.1375 0.1099 0.2095 0.1391
2.4821 0.1720 0.2257 0.2137 0.2612 0.2007 0.1526 0.1506 0.0956 0.2125 0.1436
1.9265 0.2094 0.2684 0.2388 0.3027 0.2311 0.1615 0.1563 0.0927 0.2092 0.1483
1.4953 0.2448 0.2818 0.2415 0.3306 0.2644 0.1530 0.1532 0.1018 0.2074 0.1417
1.1607 0.2564 0.2883 0.2345 0.3294 0.2857 0.1487 0.1505 0.0943 0.2008 0.1419
0.9009 0.2800 0.2935 0.2581 0.3345 0.3209 0.1563 0.1642 0.0898 0.2076 0.1495
0.6993 0.2958 0.2928 0.2579 0.3588 0.3704 0.1507 0.1670 0.0952 0.2054 0.1421
0.5428 0.3644 0.3365 0.2771 0.4150 0.4248 0.1608 0.1714 0.1120 0.2190 0.1171
0.4213 0.4080 0.3850 0.2714 0.4356 0.4205 0.1655 0.1878 0.1147 0.2182 0.1177
0.3270 0.4866 0.4382 0.2517 0.4111 0.4721 0.1593 0.1930 0.1209 0.1884 0.1118
0.2538 0.4937 0.4894 0.2993 0.4348 0.4576 0.1673 0.1840 0.1314 0.2153 0.1135
0.1970 0.5951 0.5288 0.3508 0.4611 0.4522 0.1694 0.1465 0.1442 0.1753 0.1096
0.1529 0.5746 0.5436 0.3642 0.4480 0.4379 0.1748 0.1583 0.1610 0.2096 0.0978
0.1187 0.6355 0.5363 0.3623 0.4222 0.4180 0.1638 0.1570 0.1902 0.1703 0.0723
0.0921 0.6534 0.5322 0.3217 0.4919 0.4420 0.2212 0.1612 0.1642 0.1666 0.0811
0.0715 0.7385 0.6357 0.4164 0.4233 0.3856 0.1830 0.1748 0.1672 0.1862 0.0783
0.0555 1.0000 0.5086 0.3673 0.4219 0.3807 0.1865 0.1922 0.2098 0.1324 0.0730
0.0431 0.5086 1.0000 0.4179 0.4763 0.2723 0.2441 0.2088 0.1402 0.2053 0.0981
0.0334 0.3673 0.4179 1.0000 0.3584 0.2063 0.1766 0.1482 0.2148 0.1855 0.1141
0.0260 0.4219 0.4763 0.3584 1.0000 0.4469 0.1896 0.3206 0.1580 0.1576 0.1670
0.0201 0.3807 0.2723 0.2063 0.4469 1.0000 0.1209 0.2882 0.1272 0.2272 0.1131
0.0156 0.1865 0.2441 0.1766 0.1896 0.1209 1.0000 0.2078 0.1099 0.1847 0.0678
0.0121 0.1922 0.2088 0.1482 0.3206 0.2882 0.2078 1.0000 0.1059 0.1682 0.1355
0.0094 0.2098 0.1402 0.2148 0.1580 0.1272 0.1099 0.1059 1.0000 0.1144 0.0724
0.0073 0.1324 0.2053 0.1855 0.1576 0.2272 0.1847 0.1682 0.1144 1.0000 0.1135
0.0057 0.0730 0.0981 0.1141 0.1670 0.1131 0.0678 0.1355 0.0724 0.1135 1.0000
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Table A.4: Covariance Matrix of the galaxy sample 18 < r ≤ 19 - part 1
Angle 8.8101 6.8383 5.3078 4.1198 3.1978 2.4821 1.9265 1.4953 1.1607 0.9009
8.8101 1.0000 0.9844 0.9682 0.9510 0.9381 0.9177 0.9090 0.8814 0.8652 0.8372
6.8383 0.9844 1.0000 0.9886 0.9646 0.9394 0.9212 0.9072 0.8733 0.8549 0.8191
5.3078 0.9682 0.9886 1.0000 0.9840 0.9591 0.9450 0.9312 0.8947 0.8735 0.8379
4.1198 0.9510 0.9646 0.9840 1.0000 0.9851 0.9709 0.9549 0.9264 0.9027 0.8669
3.1978 0.9381 0.9394 0.9591 0.9851 1.0000 0.9930 0.9837 0.9633 0.9429 0.9135
2.4821 0.9177 0.9212 0.9450 0.9709 0.9930 1.0000 0.9939 0.9762 0.9567 0.9291
1.9265 0.9090 0.9072 0.9312 0.9549 0.9837 0.9939 1.0000 0.9885 0.9740 0.9490
1.4953 0.8814 0.8733 0.8947 0.9264 0.9633 0.9762 0.9885 1.0000 0.9923 0.9780
1.1607 0.8652 0.8549 0.8735 0.9027 0.9429 0.9567 0.9740 0.9923 1.0000 0.9903
0.9009 0.8372 0.8191 0.8379 0.8669 0.9135 0.9291 0.9490 0.9780 0.9903 1.0000
0.6993 0.8212 0.8000 0.8183 0.8494 0.8976 0.9124 0.9332 0.9649 0.9797 0.9942
0.5428 0.7808 0.7555 0.7725 0.8025 0.8533 0.8668 0.8887 0.9278 0.9497 0.9751
0.4213 0.7546 0.7322 0.7519 0.7816 0.8335 0.8506 0.8757 0.9189 0.9431 0.9683
0.3270 0.7221 0.7030 0.7228 0.7529 0.8013 0.8177 0.8434 0.8882 0.9120 0.9384
0.2538 0.7042 0.6846 0.7004 0.7260 0.7710 0.7882 0.8157 0.8615 0.8879 0.9191
0.1970 0.6577 0.6383 0.6503 0.6796 0.7246 0.7427 0.7700 0.8159 0.8441 0.8746
0.1529 0.6274 0.6081 0.6169 0.6383 0.6744 0.6885 0.7158 0.7587 0.7865 0.8149
0.1187 0.5911 0.5790 0.5922 0.6135 0.6486 0.6625 0.6916 0.7265 0.7594 0.7790
0.0921 0.5293 0.5075 0.5188 0.5486 0.5923 0.6050 0.6361 0.6835 0.7256 0.7570
0.0715 0.5145 0.4821 0.4911 0.5187 0.5667 0.5753 0.6031 0.6409 0.6773 0.7133
0.0555 0.4331 0.4194 0.4253 0.4493 0.4787 0.4808 0.4990 0.5308 0.5626 0.5897
0.0431 0.4210 0.4099 0.4251 0.4470 0.4782 0.4882 0.5071 0.5310 0.5627 0.5947
0.0334 0.4802 0.4589 0.4617 0.4813 0.5039 0.5080 0.5266 0.5553 0.5965 0.6164
0.0260 0.3924 0.3786 0.3947 0.4017 0.4209 0.4218 0.4418 0.4489 0.4764 0.4927
0.0201 0.4121 0.4098 0.4147 0.4176 0.4047 0.4035 0.3977 0.3825 0.3910 0.3859
0.0156 0.2796 0.2764 0.2956 0.3118 0.3310 0.3441 0.3629 0.3711 0.3924 0.4030
0.0121 0.2350 0.2310 0.2319 0.2405 0.2471 0.2491 0.2543 0.2623 0.2827 0.2916
0.0094 0.1970 0.2022 0.2219 0.2390 0.2462 0.2420 0.2436 0.2403 0.2402 0.2394
0.0073 0.2581 0.2658 0.2646 0.2498 0.2466 0.2458 0.2474 0.2325 0.2304 0.2275
0.0057 0.1802 0.1927 0.2116 0.2159 0.2222 0.2282 0.2273 0.2229 0.2228 0.2288
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Table A.5: Covariance Matrix of the galaxy sample 18 < r ≤ 19 - part 2
Angle 0.6993 0.5428 0.4213 0.3270 0.2538 0.1970 0.1529 0.1187 0.0921 0.0715
8.8101 0.8212 0.7808 0.7546 0.7221 0.7042 0.6577 0.6274 0.5911 0.5293 0.5145
6.8383 0.8000 0.7555 0.7322 0.7030 0.6846 0.6383 0.6081 0.5790 0.5075 0.4821
5.3078 0.8183 0.7725 0.7519 0.7228 0.7004 0.6503 0.6169 0.5922 0.5188 0.4911
4.1198 0.8494 0.8025 0.7816 0.7529 0.7260 0.6796 0.6383 0.6135 0.5486 0.5187
3.1978 0.8976 0.8533 0.8335 0.8013 0.7710 0.7246 0.6744 0.6486 0.5923 0.5667
2.4821 0.9124 0.8668 0.8506 0.8177 0.7882 0.7427 0.6885 0.6625 0.6050 0.5753
1.9265 0.9332 0.8887 0.8757 0.8434 0.8157 0.7700 0.7158 0.6916 0.6361 0.6031
1.4953 0.9649 0.9278 0.9189 0.8882 0.8615 0.8159 0.7587 0.7265 0.6835 0.6409
1.1607 0.9797 0.9497 0.9431 0.9120 0.8879 0.8441 0.7865 0.7594 0.7256 0.6773
0.9009 0.9942 0.9751 0.9683 0.9384 0.9191 0.8746 0.8149 0.7790 0.7570 0.7133
0.6993 1.0000 0.9892 0.9814 0.9586 0.9414 0.9010 0.8469 0.8073 0.7838 0.7483
0.5428 0.9892 1.0000 0.9911 0.9786 0.9674 0.9308 0.8860 0.8444 0.8299 0.7929
0.4213 0.9814 0.9911 1.0000 0.9869 0.9732 0.9361 0.8965 0.8588 0.8493 0.8091
0.3270 0.9586 0.9786 0.9869 1.0000 0.9865 0.9645 0.9325 0.8905 0.8685 0.8288
0.2538 0.9414 0.9674 0.9732 0.9865 1.0000 0.9786 0.9474 0.9118 0.8936 0.8435
0.1970 0.9010 0.9308 0.9361 0.9645 0.9786 1.0000 0.9658 0.9404 0.9090 0.8704
0.1529 0.8469 0.8860 0.8965 0.9325 0.9474 0.9658 1.0000 0.9653 0.9158 0.9076
0.1187 0.8073 0.8444 0.8588 0.8905 0.9118 0.9404 0.9653 1.0000 0.9425 0.9114
0.0921 0.7838 0.8299 0.8493 0.8685 0.8936 0.9090 0.9158 0.9425 1.0000 0.9356
0.0715 0.7483 0.7929 0.8091 0.8288 0.8435 0.8704 0.9076 0.9114 0.9356 1.0000
0.0555 0.6231 0.6691 0.6770 0.7047 0.7386 0.7746 0.8378 0.8678 0.8734 0.8786
0.0431 0.6136 0.6599 0.6725 0.6973 0.7277 0.7339 0.7684 0.7879 0.8387 0.8240
0.0334 0.6440 0.6869 0.6953 0.7124 0.7355 0.7734 0.8093 0.8453 0.8416 0.8541
0.0260 0.5102 0.5448 0.5484 0.5630 0.5820 0.6024 0.6601 0.7020 0.7172 0.7692
0.0201 0.3919 0.3972 0.3979 0.4016 0.4050 0.4269 0.4648 0.4951 0.4436 0.4957
0.0156 0.4111 0.4286 0.4561 0.4645 0.4710 0.4834 0.5048 0.5806 0.5652 0.5655
0.0121 0.3004 0.3124 0.3025 0.2911 0.3073 0.2974 0.3112 0.3352 0.3688 0.3539
0.0094 0.2471 0.2399 0.2454 0.2436 0.2275 0.2237 0.2266 0.2345 0.2139 0.2612
0.0073 0.2213 0.2101 0.2051 0.2039 0.1921 0.1811 0.1934 0.1893 0.1546 0.1823
0.0057 0.2203 0.2176 0.2259 0.2175 0.2135 0.2040 0.1932 0.2276 0.2109 0.2041
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Table A.6: Covariance Matrix of the galaxy sample 18 < r ≤ 19 - part 3
Angle 0.0555 0.0431 0.0334 0.0260 0.0201 0.0156 0.0121 0.0094 0.0073 0.0057
8.8101 0.4331 0.4210 0.4802 0.3924 0.4121 0.2796 0.2350 0.1970 0.2581 0.1802
6.8383 0.4194 0.4099 0.4589 0.3786 0.4098 0.2764 0.2310 0.2022 0.2658 0.1927
5.3078 0.4253 0.4251 0.4617 0.3947 0.4147 0.2956 0.2319 0.2219 0.2646 0.2116
4.1198 0.4493 0.4470 0.4813 0.4017 0.4176 0.3118 0.2405 0.2390 0.2498 0.2159
3.1978 0.4787 0.4782 0.5039 0.4209 0.4047 0.3310 0.2471 0.2462 0.2466 0.2222
2.4821 0.4808 0.4882 0.5080 0.4218 0.4035 0.3441 0.2491 0.2420 0.2458 0.2282
1.9265 0.4990 0.5071 0.5266 0.4418 0.3977 0.3629 0.2543 0.2436 0.2474 0.2273
1.4953 0.5308 0.5310 0.5553 0.4489 0.3825 0.3711 0.2623 0.2403 0.2325 0.2229
1.1607 0.5626 0.5627 0.5965 0.4764 0.3910 0.3924 0.2827 0.2402 0.2304 0.2228
0.9009 0.5897 0.5947 0.6164 0.4927 0.3859 0.4030 0.2916 0.2394 0.2275 0.2288
0.6993 0.6231 0.6136 0.6440 0.5102 0.3919 0.4111 0.3004 0.2471 0.2213 0.2203
0.5428 0.6691 0.6599 0.6869 0.5448 0.3972 0.4286 0.3124 0.2399 0.2101 0.2176
0.4213 0.6770 0.6725 0.6953 0.5484 0.3979 0.4561 0.3025 0.2454 0.2051 0.2259
0.3270 0.7047 0.6973 0.7124 0.5630 0.4016 0.4645 0.2911 0.2436 0.2039 0.2175
0.2538 0.7386 0.7277 0.7355 0.5820 0.4050 0.4710 0.3073 0.2275 0.1921 0.2135
0.1970 0.7746 0.7339 0.7734 0.6024 0.4269 0.4834 0.2974 0.2237 0.1811 0.2040
0.1529 0.8378 0.7684 0.8093 0.6601 0.4648 0.5048 0.3112 0.2266 0.1934 0.1932
0.1187 0.8678 0.7879 0.8453 0.7020 0.4951 0.5806 0.3352 0.2345 0.1893 0.2276
0.0921 0.8734 0.8387 0.8416 0.7172 0.4436 0.5652 0.3688 0.2139 0.1546 0.2109
0.0715 0.8786 0.8240 0.8541 0.7692 0.4957 0.5655 0.3539 0.2612 0.1823 0.2041
0.0555 1.0000 0.7975 0.7799 0.7491 0.4328 0.5351 0.3872 0.2337 0.1590 0.1914
0.0431 0.7975 1.0000 0.7712 0.7805 0.5150 0.5656 0.4168 0.2154 0.1767 0.2175
0.0334 0.7799 0.7712 1.0000 0.7287 0.6184 0.5274 0.3832 0.2391 0.1649 0.2021
0.0260 0.7491 0.7805 0.7287 1.0000 0.5489 0.5236 0.3705 0.2197 0.1634 0.2224
0.0201 0.4328 0.5150 0.6184 0.5489 1.0000 0.4261 0.3870 0.2590 0.2115 0.2301
0.0156 0.5351 0.5656 0.5274 0.5236 0.4261 1.0000 0.3233 0.3492 0.2915 0.4208
0.0121 0.3872 0.4168 0.3832 0.3705 0.3870 0.3233 1.0000 0.2370 0.1586 0.2352
0.0094 0.2337 0.2154 0.2391 0.2197 0.2590 0.3492 0.2370 1.0000 0.3250 0.3137
0.0073 0.1590 0.1767 0.1649 0.1634 0.2115 0.2915 0.1586 0.3250 1.0000 0.2387
0.0057 0.1914 0.2175 0.2021 0.2224 0.2301 0.4208 0.2352 0.3137 0.2387 1.0000
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Table A.7: Covariance Matrix of the galaxy sample 19 < r ≤ 20 - part 1
Angle 8.8101 6.8383 5.3078 4.1198 3.1978 2.4821 1.9265 1.4953 1.1607 0.9009
8.8101 1.0000 0.7708 0.7317 0.7283 0.6985 0.6712 0.6565 0.6389 0.6157 0.6002
6.8383 0.7708 1.0000 0.9910 0.9855 0.9748 0.9586 0.9467 0.9241 0.8983 0.8707
5.3078 0.7317 0.9910 1.0000 0.9909 0.9780 0.9633 0.9539 0.9311 0.9074 0.8817
4.1198 0.7283 0.9855 0.9909 1.0000 0.9928 0.9795 0.9682 0.9444 0.9219 0.9001
3.1978 0.6985 0.9748 0.9780 0.9928 1.0000 0.9940 0.9865 0.9679 0.9488 0.9286
2.4821 0.6712 0.9586 0.9633 0.9795 0.9940 1.0000 0.9970 0.9837 0.9685 0.9512
1.9265 0.6565 0.9467 0.9539 0.9682 0.9865 0.9970 1.0000 0.9927 0.9807 0.9659
1.4953 0.6389 0.9241 0.9311 0.9444 0.9679 0.9837 0.9927 1.0000 0.9956 0.9842
1.1607 0.6157 0.8983 0.9074 0.9219 0.9488 0.9685 0.9807 0.9956 1.0000 0.9942
0.9009 0.6002 0.8707 0.8817 0.9001 0.9286 0.9512 0.9659 0.9842 0.9942 1.0000
0.6993 0.5783 0.8418 0.8525 0.8722 0.9028 0.9290 0.9449 0.9679 0.9821 0.9952
0.5428 0.5495 0.8183 0.8317 0.8505 0.8816 0.9102 0.9274 0.9513 0.9686 0.9858
0.4213 0.5199 0.7934 0.8119 0.8283 0.8598 0.8901 0.9081 0.9314 0.9518 0.9707
0.3270 0.5059 0.7801 0.8013 0.8172 0.8491 0.8790 0.8973 0.9200 0.9409 0.9617
0.2538 0.4906 0.7687 0.7924 0.8058 0.8361 0.8661 0.8860 0.9097 0.9315 0.9517
0.1970 0.4859 0.7650 0.7916 0.8043 0.8323 0.8628 0.8818 0.9030 0.9242 0.9457
0.1529 0.4651 0.7382 0.7662 0.7790 0.8093 0.8406 0.8604 0.8804 0.9042 0.9277
0.1187 0.4510 0.7208 0.7498 0.7632 0.7907 0.8209 0.8372 0.8530 0.8772 0.8998
0.0921 0.4205 0.6691 0.6992 0.7133 0.7433 0.7751 0.7930 0.8145 0.8457 0.8733
0.0715 0.4017 0.6404 0.6751 0.6921 0.7221 0.7514 0.7704 0.7884 0.8176 0.8458
0.0555 0.3735 0.6183 0.6536 0.6625 0.6883 0.7169 0.7334 0.7454 0.7736 0.7992
0.0431 0.3545 0.5862 0.6213 0.6345 0.6609 0.6900 0.7076 0.7206 0.7496 0.7810
0.0334 0.3609 0.5639 0.5906 0.6046 0.6364 0.6744 0.6935 0.7132 0.7470 0.7811
0.0260 0.3527 0.5375 0.5636 0.5758 0.6066 0.6421 0.6617 0.6782 0.7051 0.7379
0.0201 0.3502 0.5258 0.5512 0.5629 0.5893 0.6162 0.6319 0.6513 0.6853 0.7255
0.0156 0.4063 0.5500 0.5575 0.5695 0.5856 0.6070 0.6185 0.6267 0.6493 0.6564
0.0121 0.3224 0.4660 0.4843 0.4709 0.4787 0.4971 0.5130 0.5211 0.5376 0.5594
0.0094 0.2747 0.3394 0.3545 0.3535 0.3675 0.3903 0.3993 0.4046 0.4178 0.4213
0.0073 0.3006 0.3897 0.3864 0.4078 0.4358 0.4404 0.4483 0.4534 0.4646 0.4714
0.0057 0.1752 0.2779 0.2926 0.2981 0.3154 0.3261 0.3331 0.3327 0.3387 0.3420
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Table A.8: Covariance Matrix of the galaxy sample 19 < r ≤ 20 - part 2
Angle 0.6993 0.5428 0.4213 0.3270 0.2538 0.1970 0.1529 0.1187 0.0921 0.0715
8.8101 0.5783 0.5495 0.5199 0.5059 0.4906 0.4859 0.4651 0.4510 0.4205 0.4017
6.8383 0.8418 0.8183 0.7934 0.7801 0.7687 0.7650 0.7382 0.7208 0.6691 0.6404
5.3078 0.8525 0.8317 0.8119 0.8013 0.7924 0.7916 0.7662 0.7498 0.6992 0.6751
4.1198 0.8722 0.8505 0.8283 0.8172 0.8058 0.8043 0.7790 0.7632 0.7133 0.6921
3.1978 0.9028 0.8816 0.8598 0.8491 0.8361 0.8323 0.8093 0.7907 0.7433 0.7221
2.4821 0.9290 0.9102 0.8901 0.8790 0.8661 0.8628 0.8406 0.8209 0.7751 0.7514
1.9265 0.9449 0.9274 0.9081 0.8973 0.8860 0.8818 0.8604 0.8372 0.7930 0.7704
1.4953 0.9679 0.9513 0.9314 0.9200 0.9097 0.9030 0.8804 0.8530 0.8145 0.7884
1.1607 0.9821 0.9686 0.9518 0.9409 0.9315 0.9242 0.9042 0.8772 0.8457 0.8176
0.9009 0.9952 0.9858 0.9707 0.9617 0.9517 0.9457 0.9277 0.8998 0.8733 0.8458
0.6993 1.0000 0.9952 0.9828 0.9759 0.9654 0.9602 0.9441 0.9141 0.8901 0.8599
0.5428 0.9952 1.0000 0.9945 0.9891 0.9796 0.9763 0.9620 0.9372 0.9180 0.8864
0.4213 0.9828 0.9945 1.0000 0.9967 0.9899 0.9875 0.9779 0.9580 0.9436 0.9125
0.3270 0.9759 0.9891 0.9967 1.0000 0.9955 0.9932 0.9845 0.9619 0.9493 0.9184
0.2538 0.9654 0.9796 0.9899 0.9955 1.0000 0.9947 0.9884 0.9634 0.9500 0.9223
0.1970 0.9602 0.9763 0.9875 0.9932 0.9947 1.0000 0.9933 0.9770 0.9633 0.9353
0.1529 0.9441 0.9620 0.9779 0.9845 0.9884 0.9933 1.0000 0.9855 0.9684 0.9522
0.1187 0.9141 0.9372 0.9580 0.9619 0.9634 0.9770 0.9855 1.0000 0.9836 0.9686
0.0921 0.8901 0.9180 0.9436 0.9493 0.9500 0.9633 0.9684 0.9836 1.0000 0.9713
0.0715 0.8599 0.8864 0.9125 0.9184 0.9223 0.9353 0.9522 0.9686 0.9713 1.0000
0.0555 0.8152 0.8461 0.8808 0.8902 0.8937 0.9107 0.9312 0.9564 0.9536 0.9618
0.0431 0.7971 0.8272 0.8588 0.8724 0.8804 0.8943 0.9151 0.9400 0.9412 0.9632
0.0334 0.7978 0.8206 0.8418 0.8483 0.8451 0.8595 0.8801 0.9027 0.9104 0.9144
0.0260 0.7618 0.7963 0.8276 0.8334 0.8291 0.8435 0.8670 0.8813 0.8812 0.8883
0.0201 0.7504 0.7814 0.8147 0.8243 0.8302 0.8360 0.8535 0.8663 0.8977 0.8963
0.0156 0.6505 0.6714 0.6856 0.6762 0.6827 0.6854 0.6980 0.7386 0.7263 0.7475
0.0121 0.5627 0.5906 0.6115 0.6125 0.6224 0.6351 0.6469 0.6763 0.6711 0.6796
0.0094 0.4211 0.4335 0.4589 0.4550 0.4608 0.4643 0.4711 0.5078 0.5367 0.5014
0.0073 0.4691 0.4827 0.4876 0.4897 0.4752 0.4774 0.4727 0.4836 0.4967 0.4730
0.0057 0.3410 0.3561 0.3809 0.3877 0.3996 0.3939 0.3964 0.4092 0.4138 0.4349
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Table A.9: Covariance Matrix of the galaxy sample 19 < r ≤ 20 - part 3
Angle 0.0555 0.0431 0.0334 0.0260 0.0201 0.0156 0.0121 0.0094 0.0073 0.0057
8.8101 0.3735 0.3545 0.3609 0.3527 0.3502 0.4063 0.3224 0.2747 0.3006 0.1752
6.8383 0.6183 0.5862 0.5639 0.5375 0.5258 0.5500 0.4660 0.3394 0.3897 0.2779
5.3078 0.6536 0.6213 0.5906 0.5636 0.5512 0.5575 0.4843 0.3545 0.3864 0.2926
4.1198 0.6625 0.6345 0.6046 0.5758 0.5629 0.5695 0.4709 0.3535 0.4078 0.2981
3.1978 0.6883 0.6609 0.6364 0.6066 0.5893 0.5856 0.4787 0.3675 0.4358 0.3154
2.4821 0.7169 0.6900 0.6744 0.6421 0.6162 0.6070 0.4971 0.3903 0.4404 0.3261
1.9265 0.7334 0.7076 0.6935 0.6617 0.6319 0.6185 0.5130 0.3993 0.4483 0.3331
1.4953 0.7454 0.7206 0.7132 0.6782 0.6513 0.6267 0.5211 0.4046 0.4534 0.3327
1.1607 0.7736 0.7496 0.7470 0.7051 0.6853 0.6493 0.5376 0.4178 0.4646 0.3387
0.9009 0.7992 0.7810 0.7811 0.7379 0.7255 0.6564 0.5594 0.4213 0.4714 0.3420
0.6993 0.8152 0.7971 0.7978 0.7618 0.7504 0.6505 0.5627 0.4211 0.4691 0.3410
0.5428 0.8461 0.8272 0.8206 0.7963 0.7814 0.6714 0.5906 0.4335 0.4827 0.3561
0.4213 0.8808 0.8588 0.8418 0.8276 0.8147 0.6856 0.6115 0.4589 0.4876 0.3809
0.3270 0.8902 0.8724 0.8483 0.8334 0.8243 0.6762 0.6125 0.4550 0.4897 0.3877
0.2538 0.8937 0.8804 0.8451 0.8291 0.8302 0.6827 0.6224 0.4608 0.4752 0.3996
0.1970 0.9107 0.8943 0.8595 0.8435 0.8360 0.6854 0.6351 0.4643 0.4774 0.3939
0.1529 0.9312 0.9151 0.8801 0.8670 0.8535 0.6980 0.6469 0.4711 0.4727 0.3964
0.1187 0.9564 0.9400 0.9027 0.8813 0.8663 0.7386 0.6763 0.5078 0.4836 0.4092
0.0921 0.9536 0.9412 0.9104 0.8812 0.8977 0.7263 0.6711 0.5367 0.4967 0.4138
0.0715 0.9618 0.9632 0.9144 0.8883 0.8963 0.7475 0.6796 0.5014 0.4730 0.4349
0.0555 1.0000 0.9773 0.9225 0.9078 0.8768 0.7267 0.6742 0.5224 0.4796 0.4340
0.0431 0.9773 1.0000 0.9372 0.8877 0.8911 0.7207 0.6602 0.4879 0.4566 0.4088
0.0334 0.9225 0.9372 1.0000 0.8860 0.8820 0.7247 0.6650 0.5356 0.4675 0.3809
0.0260 0.9078 0.8877 0.8860 1.0000 0.8614 0.6814 0.6536 0.4932 0.5268 0.4325
0.0201 0.8768 0.8911 0.8820 0.8614 1.0000 0.6929 0.6617 0.5071 0.4904 0.4439
0.0156 0.7267 0.7207 0.7247 0.6814 0.6929 1.0000 0.6386 0.5346 0.4981 0.4184
0.0121 0.6742 0.6602 0.6650 0.6536 0.6617 0.6386 1.0000 0.4673 0.3579 0.4797
0.0094 0.5224 0.4879 0.5356 0.4932 0.5071 0.5346 0.4673 1.0000 0.3491 0.4745
0.0073 0.4796 0.4566 0.4675 0.5268 0.4904 0.4981 0.3579 0.3491 1.0000 0.4002
0.0057 0.4340 0.4088 0.3809 0.4325 0.4439 0.4184 0.4797 0.4745 0.4002 1.0000
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Table A.10: Covariance Matrix of the galaxy sample 20 < r ≤ 21 - part 1
Angle 8.8101 6.8383 5.3078 4.1198 3.1978 2.4821 1.9265 1.4953 1.1607 0.9009
8.8101 1.0000 0.9812 0.9589 0.9587 0.9544 0.9413 0.9153 0.8771 0.8223 0.7795
6.8383 0.9812 1.0000 0.9872 0.9742 0.9596 0.9366 0.9150 0.8779 0.8287 0.7873
5.3078 0.9589 0.9872 1.0000 0.9836 0.9621 0.9366 0.9164 0.8821 0.8350 0.8006
4.1198 0.9587 0.9742 0.9836 1.0000 0.9859 0.9563 0.9345 0.8968 0.8458 0.8071
3.1978 0.9544 0.9596 0.9621 0.9859 1.0000 0.9864 0.9678 0.9327 0.8845 0.8429
2.4821 0.9413 0.9366 0.9366 0.9563 0.9864 1.0000 0.9893 0.9594 0.9147 0.8748
1.9265 0.9153 0.9150 0.9164 0.9345 0.9678 0.9893 1.0000 0.9864 0.9531 0.9160
1.4953 0.8771 0.8779 0.8821 0.8968 0.9327 0.9594 0.9864 1.0000 0.9851 0.9556
1.1607 0.8223 0.8287 0.8350 0.8458 0.8845 0.9147 0.9531 0.9851 1.0000 0.9862
0.9009 0.7795 0.7873 0.8006 0.8071 0.8429 0.8748 0.9160 0.9556 0.9862 1.0000
0.6993 0.7269 0.7293 0.7448 0.7520 0.7938 0.8300 0.8702 0.9149 0.9549 0.9848
0.5428 0.6421 0.6466 0.6675 0.6698 0.7083 0.7466 0.7881 0.8412 0.8955 0.9464
0.4213 0.5842 0.5931 0.6196 0.6165 0.6502 0.6875 0.7279 0.7845 0.8458 0.9070
0.3270 0.5788 0.5918 0.6177 0.6128 0.6439 0.6791 0.7175 0.7718 0.8289 0.8914
0.2538 0.5641 0.5797 0.6062 0.5991 0.6290 0.6651 0.6992 0.7487 0.8020 0.8633
0.1970 0.5162 0.5329 0.5619 0.5522 0.5796 0.6145 0.6469 0.6960 0.7519 0.8165
0.1529 0.4674 0.4819 0.5103 0.4990 0.5249 0.5600 0.5924 0.6415 0.7016 0.7720
0.1187 0.4294 0.4441 0.4715 0.4615 0.4858 0.5182 0.5486 0.5944 0.6561 0.7293
0.0921 0.3883 0.4019 0.4281 0.4183 0.4411 0.4713 0.5025 0.5500 0.6128 0.6844
0.0715 0.3852 0.3988 0.4275 0.4215 0.4433 0.4746 0.5093 0.5567 0.6206 0.6955
0.0555 0.3624 0.3801 0.4068 0.3962 0.4183 0.4471 0.4774 0.5218 0.5836 0.6545
0.0431 0.3496 0.3679 0.3967 0.3838 0.4014 0.4274 0.4566 0.4989 0.5603 0.6341
0.0334 0.3378 0.3565 0.3823 0.3717 0.3907 0.4176 0.4503 0.4945 0.5589 0.6279
0.0260 0.3517 0.3664 0.3924 0.3816 0.4032 0.4375 0.4726 0.5184 0.5766 0.6415
0.0201 0.3265 0.3406 0.3613 0.3562 0.3770 0.4094 0.4393 0.4842 0.5477 0.6146
0.0156 0.2986 0.3197 0.3439 0.3263 0.3455 0.3701 0.3963 0.4341 0.4944 0.5564
0.0121 0.2743 0.2900 0.3048 0.2965 0.3149 0.3362 0.3579 0.3909 0.4423 0.5063
0.0094 0.2601 0.2842 0.3016 0.2842 0.2985 0.3225 0.3485 0.3896 0.4403 0.4851
0.0073 0.2189 0.2353 0.2560 0.2417 0.2539 0.2745 0.2978 0.3294 0.3720 0.4147
0.0057 0.2373 0.2628 0.2892 0.2807 0.2881 0.3032 0.3273 0.3598 0.4067 0.4441
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Table A.11: Covariance Matrix of the galaxy sample 20 < r ≤ 21 - part 2
Angle 0.6993 0.5428 0.4213 0.3270 0.2538 0.1970 0.1529 0.1187 0.0921 0.0715
8.8101 0.7269 0.6421 0.5842 0.5788 0.5641 0.5162 0.4674 0.4294 0.3883 0.3852
6.8383 0.7293 0.6466 0.5931 0.5918 0.5797 0.5329 0.4819 0.4441 0.4019 0.3988
5.3078 0.7448 0.6675 0.6196 0.6177 0.6062 0.5619 0.5103 0.4715 0.4281 0.4275
4.1198 0.7520 0.6698 0.6165 0.6128 0.5991 0.5522 0.4990 0.4615 0.4183 0.4215
3.1978 0.7938 0.7083 0.6502 0.6439 0.6290 0.5796 0.5249 0.4858 0.4411 0.4433
2.4821 0.8300 0.7466 0.6875 0.6791 0.6651 0.6145 0.5600 0.5182 0.4713 0.4746
1.9265 0.8702 0.7881 0.7279 0.7175 0.6992 0.6469 0.5924 0.5486 0.5025 0.5093
1.4953 0.9149 0.8412 0.7845 0.7718 0.7487 0.6960 0.6415 0.5944 0.5500 0.5567
1.1607 0.9549 0.8955 0.8458 0.8289 0.8020 0.7519 0.7016 0.6561 0.6128 0.6206
0.9009 0.9848 0.9464 0.9070 0.8914 0.8633 0.8165 0.7720 0.7293 0.6844 0.6955
0.6993 1.0000 0.9817 0.9504 0.9361 0.9123 0.8704 0.8326 0.7912 0.7502 0.7560
0.5428 0.9817 1.0000 0.9884 0.9779 0.9585 0.9297 0.9035 0.8694 0.8335 0.8395
0.4213 0.9504 0.9884 1.0000 0.9941 0.9803 0.9631 0.9453 0.9162 0.8836 0.8908
0.3270 0.9361 0.9779 0.9941 1.0000 0.9925 0.9769 0.9575 0.9278 0.8935 0.9004
0.2538 0.9123 0.9585 0.9803 0.9925 1.0000 0.9906 0.9739 0.9447 0.9143 0.9167
0.1970 0.8704 0.9297 0.9631 0.9769 0.9906 1.0000 0.9893 0.9718 0.9491 0.9480
0.1529 0.8326 0.9035 0.9453 0.9575 0.9739 0.9893 1.0000 0.9902 0.9746 0.9722
0.1187 0.7912 0.8694 0.9162 0.9278 0.9447 0.9718 0.9902 1.0000 0.9878 0.9852
0.0921 0.7502 0.8335 0.8836 0.8935 0.9143 0.9491 0.9746 0.9878 1.0000 0.9868
0.0715 0.7560 0.8395 0.8908 0.9004 0.9167 0.9480 0.9722 0.9852 0.9868 1.0000
0.0555 0.7194 0.8064 0.8620 0.8736 0.8957 0.9312 0.9569 0.9682 0.9787 0.9769
0.0431 0.6947 0.7842 0.8434 0.8532 0.8704 0.9108 0.9399 0.9620 0.9733 0.9737
0.0334 0.6819 0.7667 0.8259 0.8332 0.8514 0.8926 0.9224 0.9417 0.9581 0.9604
0.0260 0.6996 0.7805 0.8293 0.8385 0.8547 0.8818 0.9161 0.9237 0.9392 0.9365
0.0201 0.6710 0.7494 0.7994 0.8008 0.8210 0.8513 0.8832 0.8908 0.9075 0.9047
0.0156 0.6104 0.6939 0.7537 0.7663 0.7841 0.8288 0.8512 0.8735 0.8910 0.8804
0.0121 0.5584 0.6425 0.6910 0.7083 0.7273 0.7624 0.7829 0.8025 0.8282 0.8146
0.0094 0.5267 0.5922 0.6428 0.6570 0.6810 0.7172 0.7239 0.7232 0.7561 0.7346
0.0073 0.4499 0.5086 0.5672 0.5804 0.5974 0.6349 0.6605 0.6798 0.7026 0.6979
0.0057 0.4709 0.5202 0.5569 0.5542 0.5675 0.5926 0.6023 0.6010 0.6384 0.6343
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Table A.12: Covariance Matrix of the galaxy sample 20 < r ≤ 21 - part 3
Angle 0.0555 0.0431 0.0334 0.0260 0.0201 0.0156 0.0121 0.0094 0.0073 0.0057
8.8101 0.3624 0.3496 0.3378 0.3517 0.3265 0.2986 0.2743 0.2601 0.2189 0.2373
6.8383 0.3801 0.3679 0.3565 0.3664 0.3406 0.3197 0.2900 0.2842 0.2353 0.2628
5.3078 0.4068 0.3967 0.3823 0.3924 0.3613 0.3439 0.3048 0.3016 0.2560 0.2892
4.1198 0.3962 0.3838 0.3717 0.3816 0.3562 0.3263 0.2965 0.2842 0.2417 0.2807
3.1978 0.4183 0.4014 0.3907 0.4032 0.3770 0.3455 0.3149 0.2985 0.2539 0.2881
2.4821 0.4471 0.4274 0.4176 0.4375 0.4094 0.3701 0.3362 0.3225 0.2745 0.3032
1.9265 0.4774 0.4566 0.4503 0.4726 0.4393 0.3963 0.3579 0.3485 0.2978 0.3273
1.4953 0.5218 0.4989 0.4945 0.5184 0.4842 0.4341 0.3909 0.3896 0.3294 0.3598
1.1607 0.5836 0.5603 0.5589 0.5766 0.5477 0.4944 0.4423 0.4403 0.3720 0.4067
0.9009 0.6545 0.6341 0.6279 0.6415 0.6146 0.5564 0.5063 0.4851 0.4147 0.4441
0.6993 0.7194 0.6947 0.6819 0.6996 0.6710 0.6104 0.5584 0.5267 0.4499 0.4709
0.5428 0.8064 0.7842 0.7667 0.7805 0.7494 0.6939 0.6425 0.5922 0.5086 0.5202
0.4213 0.8620 0.8434 0.8259 0.8293 0.7994 0.7537 0.6910 0.6428 0.5672 0.5569
0.3270 0.8736 0.8532 0.8332 0.8385 0.8008 0.7663 0.7083 0.6570 0.5804 0.5542
0.2538 0.8957 0.8704 0.8514 0.8547 0.8210 0.7841 0.7273 0.6810 0.5974 0.5675
0.1970 0.9312 0.9108 0.8926 0.8818 0.8513 0.8288 0.7624 0.7172 0.6349 0.5926
0.1529 0.9569 0.9399 0.9224 0.9161 0.8832 0.8512 0.7829 0.7239 0.6605 0.6023
0.1187 0.9682 0.9620 0.9417 0.9237 0.8908 0.8735 0.8025 0.7232 0.6798 0.6010
0.0921 0.9787 0.9733 0.9581 0.9392 0.9075 0.8910 0.8282 0.7561 0.7026 0.6384
0.0715 0.9769 0.9737 0.9604 0.9365 0.9047 0.8804 0.8146 0.7346 0.6979 0.6343
0.0555 1.0000 0.9806 0.9742 0.9563 0.9189 0.9161 0.8488 0.7969 0.6905 0.6461
0.0431 0.9806 1.0000 0.9798 0.9495 0.9115 0.9290 0.8667 0.7901 0.7355 0.6630
0.0334 0.9742 0.9798 1.0000 0.9501 0.9282 0.9282 0.8834 0.8139 0.7380 0.6977
0.0260 0.9563 0.9495 0.9501 1.0000 0.9156 0.9032 0.8336 0.8031 0.7126 0.6473
0.0201 0.9189 0.9115 0.9282 0.9156 1.0000 0.8362 0.8217 0.8025 0.6911 0.6953
0.0156 0.9161 0.9290 0.9282 0.9032 0.8362 1.0000 0.8855 0.8296 0.7886 0.6985
0.0121 0.8488 0.8667 0.8834 0.8336 0.8217 0.8855 1.0000 0.8221 0.6936 0.6848
0.0094 0.7969 0.7901 0.8139 0.8031 0.8025 0.8296 0.8221 1.0000 0.7435 0.7173
0.0073 0.6905 0.7355 0.7380 0.7126 0.6911 0.7886 0.6936 0.7435 1.0000 0.6727
0.0057 0.6461 0.6630 0.6977 0.6473 0.6953 0.6985 0.6848 0.7173 0.6727 1.0000
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