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Abstract
In this paper we propose a procedure to extend classical numerical schemes for
hyperbolic conservation laws to networks of hyperbolic conservation laws. At the
junctions of the network we solve the given coupling conditions and minimize the
contributions of the outgoing numerical waves. This flexible procedure allows
us to also use central schemes at the junctions. Several numerical examples are
considered to investigate the performance of this new approach compared to the
common Godunov solver and exact solutions.
1. Introduction
Networks of hyperbolic balance laws occur in many applications, e.g. gas
[1, 9], sewer [17, 15] and road networks [7, 14, 6] or the human circulatory system
[13, 19]. Most of these applications require fast, stable and accurate solvers in
order to approximate the solution on such networks numerically. Inside each
edge of the network classical solvers for hyperbolic conservation laws can be used
[18, 21]. At the junctions suitable coupling conditions are imposed. Numerical
methods solving these coupling conditions should only use waves entering the
domain. In this context often a Godunov-type scheme is chosen in combination
with a nonlinear Newton-type solver for the algebraic coupling conditions [5, 1,
17]. The Godunov method requires a very detailed knowledge of the solution
of the Riemann problem, which in some cases may be hard or impossible to
construct [10].
The present paper introduces a procedure to extend most of the classical
solvers for hyperbolic conservation laws onto junctions of networks. The proce-
dure involves two main aspects. At first the coupling conditions at the junction
have to be solved. These involve the states at the interface of the boundary, i.e.
suitable approximations of these states have to be specified. Secondly the fluxes
at the node should only result from waves entering the domain. As for cen-
tral solvers it is impossible to strictly separate the orientation of the particular
waves, we aim to minimize the contributions of the exiting waves. Both tasks
are considered simultaneously as a constrained nonlinear optimization problem
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and can be solved with standard techniques. The resulting scheme on the com-
plete network is conservative up to the precision of the nonlinear solver used for
solving the coupling conditions.
This paper is organized as follows: In the first part we fix the notation and
describe a general procedure for numerical solvers at a junction. In section
4 this method is applied to the Godunov, Roe, Lax-Friedrichs and FORCE
scheme. Finally the properties of these different solvers are investigated in
several numerical examples.
2. Networks of hyperbolic conservation laws
Networks of hyperbolic conservation laws consist of several edges and nodes.
On each edge the transport of the considered quantities u is governed by a
hyperbolic conservation law. At the nodes these quantities are connected by
so called coupling conditions. In general it is sufficient to study only a single
junction due to the finite speed of propagation of information. Further w.l.o.g.
we assume all edges to be orientated away from the junction. Thus we can
formulate the problem as
∂tu
k(t, x) + ∂xf
k
(
uk(t, x)
)
= 0 x ∈ [0,∞), t ≥ 0, k = 1, . . . ,m (1)
Φ
(
u1(t, 0+), . . . , un(t, 0+)
)
= 0 t ≥ 0 . (2)
where uk are the conserved quantities on the edge k and fk the corresponding
flux function. The coupling conditions Φ : (Rn)k → Rc connect the states at the
left ends of the spatial domain for all times t. The number of coupling conditions
c depends on the scenarios considered and has to be chosen equal to the number
of characteristics entering the domain. Under suitable assumptions the problem
(1),(2) is well-posed [11]. Here we only consider hyperbolic conservation laws,
but the presented procedure can be easily extended to networks of balance laws.
3. Numerical Solver
Many applications for networks of hyperbolic conservation laws require ac-
curate numerical schemes to approximate the exact solutions. For single hyper-
bolic conservation laws a huge variety of solvers is available [18, 21]. Most of
them are based on the conservative update formula
uj+1i = u
j
i −
∆t
∆x
(
Fi+1/2 − Fi−1/2
)
, (3)
on an equidistant grid with spacing ∆x. In the context of finite volume schemes
the cell average uji of the cell [xi−1/2, xi+1/2] at time t
j is updated by the
numerical fluxes Fi+1/2 = F (ui, ui+1) to the state u
j+1
i at t
j+1 = tj + ∆t.
Alternatively equation (3) can be reformulated using the so called fluctua-
tions [18, 21] to
uj+1i = u
j
i −
∆t
∆x
(
D−i+1/2 +D
+
i−1/2
)
, (4)
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where we define the fluctuations D± as
D−i+1/2 = Fi+1/2 − f(uji ) and D+i−1/2 = f(uji )− Fi−1/2 . (5)
The term D−i+1/2 accumulates all contributions of backward going waves at the
interface xi+1/2, whereasD
+
i−1/2 contains all forward going waves at the interface
at xi−1/2.
In contrast to this classical situation only very few solvers have been devel-
oped for junctions of networks of hyperbolic conservation laws, e.g. [1, 9, 13, 5,
16]. A solver at the junction should focus on two main properties
1) The states at the interface at x = 0 solve the coupling conditions. (6)
2) The solver should only use waves entering the domain. (7)
In fact the second property (7) is a natural consequence of the first one (6),
since the states at the interfaces can only be connected with the states inside the
domain by right going waves. Both aspects arise naturally from the construction
in the well-posedness result of the coupling conditions [11].
For numerical methods it is often convenient to use so called ghost-cells at
the boundaries [18, 21]. Here we focus on first order schemes, i.e. we just need
one ghost cell. A procedure to extend a first order method to higher orders
has been developed in [5]. In the following we will use the notation depicted
in figure 1. ukL denotes the state in the ghost cell of edge k, u
k
R is the value in
Edge 1
Edge 2
Edge 3
Edge 1
Edge ...
Edge m
x = 0
x = 0
uL
uR
uI
Figure 1: Notation at the interface.
the first cell inside the domain and ukI is the approximate value at the interface.
In the following we will drop the superscript index j denoting time, as well the
superscript index k corresponding to the edges if possible.
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Thus in order to construct a numerical method for networks of hyperbolic
conservation laws we just have to define a procedure how to determine the values
in the ghost cells ukL, i.e. we have to specify the m · n unknowns in the ghost
cells.
3.1. Solving the coupling conditions
The main aspect of the solution at the junction is that the coupling condi-
tions (2) are satisfied. When using a numerical scheme only approximate values
of u(t, 0+) are available, i.e. we impose
Φ
(
u1I , . . . , u
n
I
)
= 0 (8)
at every discrete time level. The approximation of uI should represent the state
at the interface according to the underlying numerical scheme which is used.
Thus the simple average uI =
1
2 (uR + uL) is not a correct choice in general.
Examples considering some common schemes are provided in section 4.
3.1.1. Conservation of mass
There is one particular but common situation when the above procedure
should be modified. Often the coupling conditions state that some of the quan-
tities which are governed by the conservation laws should also be conserved
across the junction, e.g. the conservation of mass. Assume that the quantity
(u)c˜ is to be conserved, where c˜ is some index of the components of u. Then
the coupling conditions contain the equation
m∑
k=1
(
fk(uk(t, 0+))
)
c˜
= 0 . (9)
This equation can be easily transfered to the numerical scheme by requiring
m∑
k=1
(
F k(uL, uR)
)
c˜
= 0 (10)
instead of
∑m
k=1
(
fk(ukI )
)
c˜
= 0. In fact the total mass of the quantity (u)c˜ is
conserved if there is no outflow at the right ends, i.e. (F kN+1/2)c˜ = 0, and (10)
holds
m∑
k=1
N∑
i=1
(
uj+1i
)
c˜
=
m∑
k=1
(
N∑
i=1
(
uji −
∆t
∆x
(
F ki+1/2 − F ki−1/2
)))
c˜
=
m∑
k=1
(
N∑
i=1
(
uji
)
c˜
− ∆t
∆x
(
F kN+1/2 − F k1/2
)
c˜
)
=
m∑
k=1
N∑
i=1
(
uji
)
c˜
+
∆t
∆x
m∑
k=1
(
F k(uL, uR)
)
c˜
=
m∑
k=1
N∑
i=1
(
uji
)
c˜
.
Thus whenever the conservation of some quantity is desired we replace its part
(9) of (8) by (10).
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3.2. Preferring right going waves
In general it is not sufficient to state the coupling conditions to uniquely
determine the states in the ghost cells, since we just have m nonlinear equations
for m · n unknowns.
As stated in (7), we are only interested in waves entering the domain, since
we can not track left going waves. Thus we are looking for states uL such that
F (uL, uR) contains only right going waves. Alternatively this can be formulated
in terms of the fluctuations (5)
D−(ukL, u
k
R) = 0 . (11)
Unfortunately for some solvers it is not possible to find states ukL which simul-
taneously solve the coupling conditions (8) and fulfill (11) exactly, as discussed
e.g. in section 4.3 for the Lax-Friedrichs scheme. As we do not want to modify
the coupling conditions we have to relax (11) to
min
uL∈Rm·n
m∑
k=1
∥∥D−(ukL, ukR)∥∥2 . (12)
Clearly a solution of (11) is a minimizer of (12). Thus the combination of both
properties (8) and (12) leads to the following nonlinear constraint minimization
problem at the junction
min
uL∈Rm·n
m∑
k=1
∥∥D−(ukL, ukR)∥∥2
s.t. Φ(uI(u
1
L, u
1
R), . . . , uI(u
m
L , u
m
R )) = 0 .
A procedure how to approximate such uLs numerically is described in section
5.
4. Examples of numerical solvers
In this section we discuss the above procedure on the basis of four classical
solvers. We do not present a detailed formulation of the original numerical
methods and refer to the standard literature [18, 21] for more information. The
above procedure is not restricted to the following choices, but by the following
examples we aim to cover the main types of classical solvers available.
4.1. Godunov solver
In the context of networks of hyperbolic conservation laws, the Godunov
method is the most used solver at the junctions. In the following we will see
that its particular usage, e.g. in [5, 14, 20], coincides with the above procedure.
In the Godunov method the inter-cell flux is defined by evaluating the exact
solution of the Riemann problem at the interface uG, i.e. F (uL, uR) = f(uG).
Since we are considering only cases without transsonic waves, the state uG is
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a constant intermediate states of the exact solution to the Riemann problem.
Thus uG can be determined by concatenating the Lax-Curves of all right going
waves. In this context the choice of uI in (8) is naturally provided by uI = uG,
as uG is locally the exact state at the interface. For the Godunov method
equation (9) and (10) coincide. The constraint to only use right going waves
leads immediately to uL = uG. In this case equation (11) is fulfilled exactly and
thus also (12).
For the Godunov solver the numerical effort of the above procedure can be
reduced by directly inserting the concatenations of the Lax-Curves of the right
going waves into the coupling conditions. This leads to a single nonlinear system
to be solved and does not involve any minimization procedure.
4.2. Roe solver
The Roe-flux is determined on the basis of the so called Roe-linearization uˆ,
which depends nonlinearly on the states uR and uL.. It is used to formulate a
linear Riemann problem with waves Wˆl of strength αˆl and speed λˆl. The flux
of the Roe method can be written as
FRoe(uL, uR) = f(uL) +
∑
l:λˆl<0
αˆlλˆlWˆl . (13)
Thus the Roe solver provides detailed information about the wave structure at
the interface. The approximation of the state at the interface is directly given
by the solution of the linear problem at this position
uI = uR −
∑
l:λˆl>0
αˆlWˆl .
Alternatively an approximation used for central schemes (15) can be used, which
leads to similar results.
Using the Roe flux (13) in (11) we obtain
0 = D−(uL, uR) =
∑
l:λˆl<0
αˆlλˆlWˆl . (14)
This equation appears to be the fluctuation of a linear system, but determining
uL such that the above condition (14) holds is a nonlinear task, since in gen-
eral the involved variables depend nonlinearly on uL. Nevertheless under mild
assumptions it appears to be possible to fulfill (11) exactly. The relation (14)
holds if αˆl = 0 for all l s.t. λˆl < 0, which are exactly m · n− c scalar equations.
Together with the coupling conditions (8) we obtain m · n nonlinear equations
for m · n unknowns. Further in a linearization around uR we obtain a uniquely
solvable system, since the set of the eigenvectors is linearly independent.
In order to illustrate the solvability of this system of equations we consider
the shallow water equations (21) in the case of subcritical flow. The strength of
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the 1-wave is given by
αˆ1 =
(hR − hL)λˆ2 − (qR − qL)
2
√
hˆ
.
Since in the Roe-linearization the waves correspond to the Hugoniot loci of the
exact solution we obtain by setting αˆ1 = 0
√
hR
qR
hR
+
√
hL
qL
hL√
hR +
√
hL
+
√
1
2
(hR + hL) =
qR − qL
hR − hL
⇒ qL = hL
hR
qR + (hL − hR)
√
hL
hR
1
2
(hR + hL) ,
which is just the Hugoniot loci corresponding to the rightgoing 2-wave. At the
point hL = hR this curve has as tangental the eigen vector r2 corresponding to
the 2-wave [18, 21]. Thus in combination with the well-posedness condition of
the coupling conditions [11]
det
[
∂u1Φr
1
2, . . . , ∂umΦr
m
2
] 6= 0
we can locally state the existance of the desired states ukL.
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Figure 2: Roe method: Left: The value of ‖D−(uL, uR)‖2 for uR = ( 12 , 0)T and varying uL.
Right: Deviation of the magenta curve from the exact Lax-Curve (green).
In order to illustrate the deviation from the exact Lax-Curve in case of the
shallow water equations we depict the value of ‖D−(uL, uR)‖2 for a fixed value
of uR = (
1
2 , 0)
T and varying uL in the left part of figure 2. The green line draws
the exact Lax-Curve and the magenta curve indicates the minimum w.r.t. q for
each value of hL. The black lines indicate the transsonic borders in the state
space. As we have shown before the two curves coincide in case of a shock wave
and differ only little in case of a rarefaction wave. On the right side of 2 the
distance of the magenta curve to the exact Lax-curve is plotted. Thus in case
of the Roe method we expect the solution of (11) to be a good approximation
of the exact state at the junction.
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4.3. Lax-Friedrichs solver
The Lax-Friedrichs scheme is one of the simplest solvers available, but nev-
ertheless it can refer to a certain popularity [18, 21]. As it is a so called central
solver we do not have any information about the wave patterns arising in the
solution. Therefore we have to use a central approximation of the state at the
interface. Such an approximation is used in the Richtmayer scheme [21]. The
state at t = tj + ∆t2 , x = 0 can be approximated just in terms of uL and uR by
uI =
1
2
(uR + uL)− ∆t
2∆x
(f(uR)− f(uL)) . (15)
This appears to be a sort of a half time step of a shifted Lax-Friedrichs method,
but in fact it is an exact expression of
∫ ∆x
2
−∆x2
u(tj + ∆t2 , x)dx. Thus if the time
step ∆t is chosen according to a locally sharp CFL condition, the state uI is a
reasonable approximation of the state at the interface.
The backward fluctuations of the Lax-Friedrichs method are given by
D− =
1
2
(f(uR)− f(uL))− ∆x
2∆t
(uR − uL) . (16)
For a general flux function f and a ∆t corresponding to a CFL number C < 1
this expression is only zero if uL = uR. Therefore we have to relax (11) into the
minimization problem (12).
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Figure 3: The value of ‖D−(uL, uR)‖2 for uR = ( 12 , 0)T and varying uL for the Lax-Friedrichs
method (left) and the FORCE method (right).
On the left side of Figure 3 the values of ‖D−(uL, uR)‖2 for the shallow
water equations (21) are shown with a fixed value uR = (
1
2 , 0)
T and varying
uL. These values are only small locally around uR. Nevertheless this potential
is orientated along the exact Lax-curve (green). Further, by looking at the
minimum w.r.t. q for every fixed value of hL, we obtain the magenta curve which
locally provides a reasonable approximation to the Lax-curve. The distance of
these two curves is shown in Figure 4 on the left side. On the right side the values
of ‖D−(uL, uR)‖2 along the magenta curve are shown. These values indicate
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Figure 4: Lax-Friedrichs method: The values of ‖D−(uL, uR)‖2 along the green and the black
curve of figure 3.
the strength of the left going waves we have to admit due to the switching from
(11) to (12). Locally around uR the values of ‖D−(uL, uR)‖2 are small, but they
increase quadratically with the distance to uR. Thus when solving a Riemann
Problem with a big initial jump we do expect at the first few time steps some
contributions of left going waves, but the closer we come to the stationary state
at the interface these waves disappear.
4.4. FORCE solver
The FORCE solver is a monotone central solver [22, 21] and we do not have
any information about the orientation or structure of single waves. Therefore
we follow a similar approach as for the Lax-Friedrichs method and we use (15)
as an approximation of uI .
The backward fluctuations of the FORCE scheme at the junction are
D−FORCE =
1
2
(
FLF1/2 + f(uI)
)
− f(uL) ,
where uI is the approximation of the state at the interface given by formula
(15). As before we display the values of ‖D−(uL, uR)‖2 with uR = ( 12 , 0)T in
figure 3. The magenta line indicates the minimum w.r.t. q for each value of
hL. This curve is a good approximation to the actual Lax-curve. Its distance is
shown on the left side of Figure 4. On the right side we observe that the value of
‖D−(uL, uR)‖2 is smaller along the Hugoniot loci than along the integral curve,
but always better than for the Lax-Friedrichs scheme.
5. Solving a constraint minimization problem
In this section a procedure to solve a constraint minimization problem is
discussed. We are interested in a solution of the problem
min
uL∈Rm·n
‖D−(uL, uR)‖22
s.t.Φ(uI(uL, uR)) = 0 ,
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where uL is a vector of states in the ghost cells, uR are the given values inside the
domain, uI is the approximation of the state at the interface, Φ are the coupling
conditions and D− the left going fluctuations according to the numerical scheme
applied.
To solve this problem we set up the following Lagrange functional
L(uL, µ) = g(uL) + µ
T Φ˜(uL)
with the functions g(uL) = ‖D−1/2(uL, uR)‖22 and Φ˜(uL) = Φ(uI(uL, uR)). In
a local minimum its derivatives w.r.t. uL and the Lagrange multiplier µ ∈ Rc
should vanish, i.e.
∇µLT [ν] = νT Φ˜ = 0 ∀ν ∈ Rc
∇uLLT [ξ] = ∇uLgT ξ + µT∇uLΦ˜ξ = 0 ∀ξ ∈ Rm·n .
The first equation just states the coupling conditions, the second one is an
overdetermined linear system for µ, since c < m · n. Its minimizing solution is
given by
µ = −
(
∇uLΦ˜∇uLΦ˜T
)−1
∇uLΦ˜∇uLg . (17)
Finally for an update of a given value u
(i)
L we apply
u˜
(i+1)
L = u
(i)
L − α∇uLL(u(i)L , µ) (18)
= u
(i)
L − α
(
∇uLg +∇uLΦ˜Tµ
)
, (19)
where µ is computed according to (17) and α is some step size, e.g. determined
by the Armijo rule [2]. The value u˜
(i+1)
L we use as initial guess of the nonlinear
solver for Φ˜(u
(i+1)
L ) = 0. This second step assures that the solution fulfills the
coupling conditions.
In the numerical examples of section 6 we use the above procedure for all
the solvers presented in section 4. Especially we do not apply any simplifica-
tions although they might increase the performance of the solvers. We stop the
iteration (18) after 100 steps or if the change in the relative gradient is less than
1.e− 7. Both values appear to be too narrow for the considered problems, but
the efficient numerical treatment of a minimization problem is not in the main
focus of the present paper.
6. Numerical tests
In this section we study different test cases considering various aspects of
the numerical schemes presented in section 4. First we present a set of examples
considering the shallow water equations, investigating the accuracy, convergence
and deviation to the classical solvers at a 1-to-1 junction. Also tests including
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different numbers of connected edges are shown. Finally a three way junction
for the full Euler equations is considered, showing that also the interaction of
multiple waves can be captured accurately.
In all numerical tests we fix the spatial domain to [0, 1] and it is either
discretized it with 100 cells per edge or with 2000 cells for the convergence
studies. The time step is chosen adaptively according to a CFL condition
∆t = C
∆x
λmax
. (20)
Here λmax is the maximum of the absolute values of the eigenvalues of ∇f and
in all the test cases we used C = 0.9 . At the right ends of the domains free
outflow boundary conditions are applied [18, 21]. The coupling conditions are
solved using the algorithm described in section 5.
6.1. Shallow water equations
In the following test cases we will consider a single junction conneting a
varying number of edges. On each edge k the states uk = (hk, qk)T are governed
by the shallow water equations
∂th
k + ∂xq
k =0
∂tq
k + ∂x
(
(qk)2
hk
+
1
2
(hk)2
)
=0 .
(21)
h denotes the height of water in an rectangular open channel and q is the flow in
x-direction. In the case of subcritical flow | qh | <
√
h the following set of coupling
conditions is often used [15, 13]
m∑
k=1
qk = 0 (22)
hk − h1 = 0 ∀k = 2, . . . ,m . (23)
Equation (22) assures the conservation of mass in the complete network and
equations (23) state the equality of the heights at the node. In the numerical
method we apply (8) on (23), but (10) on (22). Other possible choices of coupling
conditions can be found in [15, 20, 4, 3, 12].
In the following pictures only h is shown, but in all the examples the behavior
in q is of an identical quality. Here we recall that all edges are connected at
x = 0, e.g. waves exiting the first edge on the left enter the other edges also on
the left. The scopes of the picture are varying in order to focus on the relevant
parts of the solutions.
6.1.1. 1-to-1 junction
The simplest junction possible is a junction connecting just two identical
edges. The advantage of this test case is that the solution coincides with the
solution on one single line of double length, where the first half corresponds to
11
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Figure 5: ’1-to-1’ junction: Comparison of the solvers with the classical ones.
the first edge and the second half corresponds to the second edge. This allows
us to compare the solvers at the junction with the underlying classical methods.
In figure 5 the relevant parts of the exact and numerical solutions to a
Riemann problem with u1 ≡ (0.9,−0.1)T and u2 ≡ (0.5, 0)T at time t = 0.5
are plotted. The dashed lines indicate the solutions obtained using the classical
solvers on a continuous line, mapped onto the corresponding edges. The results
of the junction solvers are not exactly identical to the classical ones, but of a
comparable quality. On the left part of figure 6 the convergence of the values
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Figure 6: ’1-to-1’ junction: Left: Convergence to the exact solution. Right: Total strength of
left going waves.
in the ghost cells towards the exact solution at the junction are shown , i.e.
the values
∑2
k=1 ‖ukL − ukexact(x = 0)‖2 are plotted versus the number of time
steps. The switching from 100 to 2000 cells does not effect the output of the
solver at the junction, since the CFL number is kept constant. We can see
that the solutions of the junction solvers converge in the same manner as their
classical counterparts do. On the right side of figure 6 the strength of the left
going fluctuations at the node is plotted. For the central schemes the value of
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∑2
k=1 ‖D−‖2 is small right from the beginning and decaying as the solutions
converge to the stationary state. For the Godunov and the Roe scheme it is in
the range of the accuracy of the nonlinear solver for the coupling conditions.
Here we emphasis that the value of
∑2
k=1 ‖D−‖2 does not indicate a loss of
mass. The total mass in the system only varies in the range of the accuracy of
the nonlinear solver for the coupling conditions, i.e it does not exceed 10−14 in
the considered time period. In terms of accuracy no relevant difference to the
classical solvers van be observed, just the numerical effort is much higher.
6.1.2. Three way junction
In this test case we investigate a three way junction m = 3. At first we
consider a Riemann problem consisting of the initial data u1 = (0.9, 0)T , u2 =
(0.5, 0)T and u3 = (0.3, 0)T .
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Figure 7: ’Three-way’ junction: Solution of a Riemann problem.
In Figure 7 the interesting parts of the solutions are shown. All numerical
schemes are able to capture the waves emerging from the junction. The quality
of the approximation resembles the accuracy of the underlying original methods.
The Lax-Friedrichs method tends to show some wiggles, but a similar behavior
can also be observed for the classical scheme [8] and is not to be confused with
destabilizing oscillations.
In Figure 8 on the left side we show the convergence of the values in the ghost
cells towards the exact state at the junction, i.e. the value
∑3
k=1 ‖ukL−ukexact(x =
0)‖2 is plotted. The dashed lines indicate the slopes for first order convergence.
After some initial variations all schemes converge with order one towards the
exact states. In the first step the Godunov method captures the exact values
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Figure 8: ’Three-way’ junction: Left: Convergence rates. Right: Strength of left going waves.
in the ghost cells, but this advantage is immediately lost since the states uR
vary in each iteration. The strength of the left going fluctuations
∑3
k=1 ‖D−‖2
is shown on the right hand side. For the central schemes it decays with the
number of time steps, whereas the Godunov and Roe method stay within the
tolerance of the nonlinear solver of the coupling conditions.
As final test for the three-way junction, we check that the solvers can be
applied to an arbitrary set of subsonic states at the junction. Therefore we
fix the initial states in the second and third edge by u2 = (0.5, 0)T and u3 =
(0.75, 0)T . The initial state in the first edge varies from 0.1 ≤ h ≤ 1.2 and
−1 ≤ q ≤ 1 with a sampling width 0.025 in each direction. The supersonic
initial states are excluded in this test.
For each such initial data we compute the relative error at the junction∑3
k=1
‖ukL−ukexact(x=0)‖2
‖ukexact(x=0)‖2 at time T = 0.1 on a grid of 100 cells per edge. This
corresponds to the relative error at the junction after about 10 iterations. In
figure 9 the errors of the different schemes are shown in the state space. We
observe that for all initial data the schemes do converge towards the exact
solution. Near the supersonic boundary the quality of the approximation decays,
whereas for smaller waves the approximation is best. As we already have seen
before, the quality of the approximation also depends on the choice of the solver,
but in all cases it is within an acceptable range.
6.1.3. Five way junction
As final example of the shallow water equations we consider a junction con-
necting five edges. This test confirms that the numerical solvers can also handle
junctions connecting a larger number of edges. The results in Figure 10 do
not differ much from those of the previous test cases. All numerical methods
can capture the involved waves. For smaller waves the resolution appears to be
worse, which is mainly caused by the scales considered.
In Figure 11 the convergence to the exact solution and the strength of the
left going waves at the junction are shown. The quality of both quantities is
not effected by the number of junctions involved.
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Figure 9: ’Three-way’ junction: Testing the state space in edge 1 for the Lax-Friedrichs (upper
left), FORCE (upper right), Roe (lower left) and Godunov (lower right) method.
Thus the main difference of the test case with five edges is the increase
of computational effort. Since the dimensions of the minimization problem and
the coupling conditions therein increased, more iterations are necessary to reach
accurate results.
6.2. Euler equations
In this test case we consider a junction which connects three edges governed
by Euler equations. With this example we check if the numerical methods are
also capable to treat Riemann problems at the junction, which involve multiple
waves entering one single edge. The Euler equations are given by
∂tρ
k + ∂xq
k =0
∂tq
k + ∂x
(
(qk)2
ρk
+ pk
)
=0
∂tE
k + ∂x
(
qk
ρk
(
Ek + pk
))
=0 ,
(24)
with the additional closure relation pk = (1.4− 1)
(
Ek − (qk)2
2ρk
)
.
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Figure 10: ’Five-way’ junction: solution of a Riemann problem.
For the coupling of Euler equations there exists no general set of coupling
conditions. Thus we chose an natural extension of the previous conditions (23)
and (22) by
m∑
k=1
qk = 0
ρk − ρ1 = 0 ∀k = 2, . . . ,m
m∑
k=1
qk
ρk
(
Ek + pk
)
= 0 .
The first equation conserves the total mass in the network, the following m− 1
force the densities to coincide at the node. The last equation establishes the
conservation of energy in the whole system.
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This choice of coupling conditions directly fixes the number of incoming and
outgoing characteristics at the node we are allowed to consider. In the first edge
two characteristics enter the domain, but in the other two edges only one wave
moves to the right in each of them. As corresponding initial data we consider a
Riemann problem at the junction given by
u1 = (0.5, 0.1, 1.27)T , u2 = (0.7,−0.14, 1.77)T , u3 = (1.0,−0.2, 2.52)T .
The spatial domain and the numerical setting is chosen identical to the previous
examples, the final time is T = 0.4.
0 5 · 10−2 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65 0.7 0.75 0.8
0.5
0.6
0.7
0.8
x
ρ1
Exact
Godunov
Roe
LF
FORCE
0.3 0.31 0.32 0.33 0.34 0.35 0.36 0.37 0.38 0.39 0.4 0.41 0.42 0.43 0.44 0.45 0.46 0.47 0.48 0.49 0.5
0.7
0.75
0.8
x
ρ2
0.16 0.18 0.2 0.22 0.24 0.26 0.28 0.3 0.32 0.34 0.36 0.38 0.4 0.42 0.44 0.46 0.48 0.5
0.8
0.9
1
x
ρ3
Figure 12: ’Three-way’ Euler junction: solution of a Riemann problem.
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Figure 12 shows relevant parts of the solution in the edges. In the pictures
only ρ is shown, but the quality of the results is comparable in the other com-
ponents. We can see that the states at the junction as well as all the involved
waves are captured by the numerical methods. The particular behavior of the
solver inside the domain is not altered by the procedure at the node, e.g. all
solvers have difficulties in resolving the contact discontinuity.
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Figure 13: ’Three-way’ Euler junction: Left: Convergence to the exact states at the junction.
Right: Total strength of left going waves.
In Figure 13 the convergence of the value in the ghost cells towards the
exact state at the interface is shown. All three schemes converge with order
one to the exact solution. On the right half the total strength of the left going
waves
∑3
k=1 ‖D−,k‖2 at the junction is plotted. Here it is important to note
that both, Godunov and Roe scheme, do have contributions above the accuracy
of the nonlinear solver for the coupling conditions. This just shows that the
algorithm presented in section 5 is not capable to exactly solve the minimization
problem as the set of admissible states has a complicated shape. This behavior
can be easily cured by skipping the formulation (12) and returning to (11) for
these solvers. It also decreases the numerical effort remarkably. For the central
solvers such a modification is not possible, but the strength of their left going
waves decays with the number of iteration.
Conclusions
In this paper we have developed a procedure to extend classical solvers for
hyperbolic conservation laws to networks of hyperbolic conservation laws. This
method is especially suitable for systems, where the detailed structure of the
Riemann problem can not be provided explicitly. We observed that the accuracy
is comparable with the common Godunov solver, but for central methods the
effort at the junction increases remarkably. In most cases the Roe solver appears
to be the best choice, but if a central scheme is needed the FORCE scheme is a
reasonable alternative.
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