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Abstract
Taking advantage of the “invariance” under conformal transformations of certain elliptic operators
and combining it with symmetry results obtained by moving totally geodesic hypersurfaces in Hn,
we are able to prove the symmetry of positive solutions of −u = f (r,u), in balls in Rn, for a class
of nonlinearities that do not satisfy the classical hypothesis of f being decreasing in r .
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let B := B(0, r0) be a ball of radius r0 < 1. We consider the problem{−u = f (r,u) in B,
u > 0 in B, u = 0 on ∂B, (1.1)
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L. Almeida et al. / J. Math. Anal. Appl. 311 (2005) 626–634 627where u ∈ C0(B) ∩ H 1(B),  denotes the standard Laplacian (the one associated with
the Euclidean metric) and r = |x|. In this paper we will obtain sufficient conditions on
the function f for the solution u to have radial symmetry. If f is locally Lipschitz in u
uniformly with respect to r , and is non-increasing with respect to r , The work of B. Gidas,
W. Ni and L. Nirenberg [6] (see also the works of H. Berestycki and L. Nirenberg [2] and
that of L. Damascelli [5]) implies that the solution u is radially symmetric. Here, we will
take advantage of an analogous result concerning this type of equation in geodesic balls
in hyperbolic space, which we obtained in [1], to improve the above-mentioned result for
balls in Rn. The main result we obtain is the following.
Theorem 1.1. Let u ∈ C0(B) ∩ H 1(B), be a solution of (1.1), and f :R+ × R → R be a
C1 function such that
−n + 2
2
rf (r, ·) +
(
1 − r2
2
)[
∂f
∂r
+ n − 2
2
(
1 − r2
2
)−n/2
∂f
∂u
]
 0. (1.2)
Then u is radially symmetric and, letting
v :=
(
1 − |x|2
2
)(n−2)/2
u, we have that
∂v
∂r
< 0, ∀r ∈ (0, r0). (1.3)
Remark 1.1. As we will see in the proof, the hypothesis f ∈ C1 is not essential. All we
need is f to be differentiable with respect to u and r , and locally Lipschitz in u, uniformly
in r .
Remark 1.2. For balls B(0, r1) ⊂ Rn with radius r1  1, we can still use our theorem as
long as, before we apply it, we perform a dilation of factor ε < 1/r1, and then work in the
ball of radius r0 = εr1. Of course, this implies that condition (1.2) should not be on the
original f , but on the dilated one
fˆ (r, u) = 1
ε2
f
(
r
ε
,u
)
.
Remark 1.3. Instead of using Hn, we can also use any other manifold which is conformally
equivalent to Rn and has constant scalar curvature, like for instance Hk × Rn−k , for 1 
k  n. Our method will then yield partial symmetry results along the directions of each
factor manifold (like in [1, Section 4.5]). This way, under appropriate hypothesis on f , we
may obtain (partial) symmetry results in Rn of the same type as Theorem 1.1.
The idea of the proof we will give is to consider a suitable equation in a ball D ⊂ Hn,
which is naturally linked to the original equation (1.1) in B ⊂ Rn. To obtain such equation,
we take advantage of the “invariance” under conformal transformations of certain elliptic
operators (see the work of S. Chang and P. Yang [4]). We then use a generalized moving
planes type result for semilinear equations in Hn, which we obtain by extending the proof
of a result given in [1]. Once the conditions for the symmetry of the solution of the appro-
priate equation in Hn have been obtained, we can transfer them to obtain the corresponding
conditions for the symmetry of solutions of Eq. (1.1).
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results on geodesic balls in hyperbolic space Hn which will used for proving Theorem 1.1.
To conclude this paper, in Section 4, we give a simple example of a family of nonlinearities
f for which the classical results do not apply but our theorem does.
Recently, F. Brock and J. Prajapat [3, Theorem 5], have used a procedure which is, in a
way, the inverse of the one we use here, to obtain sufficient conditions for having symmetry
results in domains in Sn, making use of well-known symmetry results for domains in Rn.
We remark that since a geodesic ball in Sn is also conformal to a geodesic ball in Hn, our
method can also be used to improve their result.
2. Geodesic balls in Hn
In this section we will work in subdomains of hyperbolic space Hn. We consider
H
n as a submanifold of Minkowski space Rn,1 = (Rn+1, g), where g is the metric
with signature (−,+, . . . ,+). Hyperbolic space of dimension n, Hn, is the submanifold
{x ∈ Rn,1: g(x, x) = −1, and x0 > 0}.
Let D be a geodesic ball, of radius ψ ∈ R+, in Hn. Without loss of generality we may
suppose that its center is at the point q := (1,0, . . . ,0) (since Hn is a homogeneous space).
We may write D = D(q,ψ) = {x ∈ Hn: d(x, q) < ψ} = {x ∈ Hn: x0 < coshψ}, where
d is the geodesic distance in Hn (for the natural metric h induced from the metric g in
Minkowski space).
We consider the following equation on D (as we will see in Section 3, this equation is
the analogous of Eq. (1.1)):{
(−Hn + k)v = f (ρ, v) in D,
v > 0 in D, v = 0 on ∂D, (2.4)
where Hn denotes the Laplace–Beltrami operator on Hn, k is a constant, ρ = d(x, q) is
the geodesic distance to the center of the ball, v ∈ H 1(D,R) ∩ C0(D¯) and f is locally
Lipschitz in v uniformly in ρ, and is non-increasing in ρ for all v. We will prove
Theorem 2.1. Under the above assumptions on f and v, if v is a solution of (2.4), then it
is radially symmetric. More precisely, there exists a continuous strictly decreasing function
w :R+ → R such that
v(x) = w(ρ), ∀x ∈ D. (2.5)
Proof. As in [1, Section 4.3], to prove radial symmetry it suffices to show that the solution
is symmetric along every direction. Since all directions are equivalent (Hn is a homoge-
neous space) we just need to show the symmetry along the x1 direction (all other directions
can be done in the same way).
Write Rn,1 = R1,1 × Rn−1, and define At = A˜t ⊗ IdRn−1 , where A˜t is the hyperbolic
rotation of angle ψt in R1,1, i.e.
A˜t =
(
cosh(ψt) sinh(ψt)
sinh(ψt) cosh(ψt)
)
:R1,1 → R1,1.
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I := A−1 ◦ J ◦ A1, obtained from the standard reflection J : (x0, x1, x2, . . . , xn) 	→
(x0,−x1, x2, . . . , xn). In fact, I1 = J . We remark that the operator L := −Hn + k is
invariant under the transformations It , t ∈ (0,2), which are isometries of Hn.
Our domain D has the structure required in [1] for symmetric domains, namely:
1. Domain decomposition. D¯ is compact and D =⋃t∈(0,2) Vt , where each Vt , t ∈ (0,2)
is an (n− 1)-submanifold invariant under the reflection It . In fact, Vt = D ∩ (At−1π),
where π is the hyperplane x1 = 0.
2. Inclusion in increasing and decreasing t . Let Qt1 :=
⋃
t∈(0,t1) Vt , Q
t1 :=⋃t∈(t1,2) Vt .
Then,
(a) It (Qt ) ⊂ Qt for all t ∈ (0,1] and It (Qt ) ⊂ Qt for all t ∈ [1,2). We remark that
I1(Q1) = Q1 and I1(Q1) = Q1.
(b) ∀t ∈ (0,1), Qt is connected and It (∂Qt ∩ ∂D) ∩ Qt 
= ∅ and ∀t ∈ (1,2), Qt is
connected and It (∂Qt ∩ ∂D) ∩ Qt 
= ∅.
Proceeding as in [1], we may then prove a weak comparison principle for subsolu-
tions/supersolutions of
−Hnv + Λv = g(ρ, v), (2.6)
as long as, for each fixed ρ, g is a non-increasing function of v. We obtain
Proposition 2.1 (Weak Comparison Principle). Let u,v ∈ H 1(D) ∩ L∞(D) and Ω be
an open subset of D, and assume that u  v on ∂Ω . Then, if u (v) is a subsolution
(supersolution) of (2.6) in Ω (g being non-increasing in v, for each fixed ρ),
(i) if Λ 0, then u v in Ω ;
(ii) if Λ  0, there exists γ > 0 (depending on Λ), such that if |Ω|  γ , then u  v
in Ω .
The strong maximum principle can also be obtained exactly as in [1].
Proposition 2.2 (Strong Maximum Principle). Let Λ ∈ R and suppose that u,v ∈ H 1(Ω)∩
C(Ω) satisfy
u v, Lu + Λu Lv + Λv, in Ω. (2.7)
If ∃x0 ∈ Ω: u(x0) = v(x0), then u ≡ v in the component of Ω containing x0.
We may now conclude the proof of Theorem 2.1 proceeding as in the proof of [1, The-
orem 1.1]. As usual, we use the notation
xλ := Iλ(x), and vλ(x) := v(xλ).
Since g(ρ, v) is locally Lipschitz in v uniformly in ρ, there exist constants Λ1, Λ2 ∈ R+,
such that
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

L(vλ) + Λ1vλ = g
(
ρ(xλ), vλ
)+ Λ1vλ  g(ρ(x), vλ)+ Λ1vλ
=: h1(ρ(x), vλ),
L(v) + Λ1v = g
(
ρ(x), v
)+ Λ1v =: h1(ρ, v), (2.8)

L(vλ) − Λ2vλ = g
(
ρ(xλ), vλ
)− Λ2vλ  g(ρ(x), vλ)− Λ2vλ
=: h2(ρ(x), vλ),
L(v) + Λ2v = g
(
ρ(x), v
)− Λ2v =: h2(ρ, v), (2.9)
where, for each fixed ρ, h1 is non-decreasing and h2 is non-increasing in the range of
values of v and vλ.
Let G := {µ ∈ (0,1): v  vλ in Qλ, ∀λ ∈ (0,µ]}. Then, as in [1],
• G 
= ∅ by the weak comparison principle, using (2.9);
• G is closed by continuity;
• G is open. Let µ ∈ G. By the strong maximum principle v < vµ in Qµ. Taking K ⊂
Qµ compact such that |Qµ \K| < γ/2 (where γ is as in Proposition 2.1), we see that
∃ε > 0: v  vλ in K , ∀λ < µ + ε. Moreover, if ε is sufficiently small, |Qλ \ K| < γ ,
∀λ ∈ [µ,µ + ε). Then, the weak comparison principle implies that v  vλ in Qλ \ K ,
∀λ < µ + ε.
Therefore, G = (0,1). Since the same argument also works for decreasing t ∈ (1,2),
this concludes the proof of the symmetry of v.
The fact that v(x) = w(ρ) is a strictly decreasing function of ρ follows, as usual, from
the intermediate comparison results between v and vλ for λ ∈ (0,2). They imply that when
we move along any geodesic passing through the center of D, the function v increases
while we proceed from the boundary towards the center and then decreases when we pass
beyond the center and move towards the boundary on the other side. 
3. Proof of Theorem 1.1
Let (M, g) be a n-dimensional Riemannian manifold and g be the associated
Laplace–Beltrami operator. We will be interested in the transformation properties for some
elliptic operators under conformal transformations. More precisely, we consider the con-
formal Laplacian operator
Lg := −g + n − 24(n − 1)Rg,
where Rg is the scalar curvature of the metric g. Under a conformal transformation of the
metric, i.e. if gω := e2ωg, we recall that (see, for instance, [4])
Lgω(ϕ) = e−
n+2
2 ωLg
(
e
n−2
2 ωϕ
)
, (3.10)
for all ϕ ∈ C∞(M).
Using this property, we will now prove Theorem 1.1. Here, it will be more convenient
to consider the “Poincaré disk” model for hyperbolic space, instead of the hypersurface
in Minkowski space model that we adopted in the proof of Theorem 2.1. In this setting,
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metric
g := 4
(1 − |x|2)2 Id.
We notice that the flat metric on B1 is conformal to the metric g. As a matter of the fact,
Id = gω = e2ωg, where eω := 1 − |x|
2
2
. (3.11)
From (3.10) it follows that
−Rnu = −gωu = e−
n+2
2 ω
(
−g + n − 24(n − 1)Rg
)(
e
n−2
2 ωu
)
,
where Rg = −n(n − 1). Since u is assumed to be a solution of Eq. (1.1) we see that(
−g − n(n − 2)4
)(
e
n−2
2 ωu
)= e n+22 ωf (r,u). (3.12)
Letting
v := e n−22 ωu =
(
1 − |x|2
2
) n−2
2
u,
and using (3.11) and (3.12), we obtain
(
−g − n(n − 2)4
)
v =
(
1 − |x|2
2
) n+2
2
f
(
r,
(
1 − |x|2
2
) 2−n
2
v
)
. (3.13)
Introducing the natural coordinate on B1, ρ := ln((1 + r)/(1 − r)), Eq. (3.13) becomes(
−Hn − n(n − 2)4
)
v = f˜ (ρ, v), (3.14)
where
f˜ (ρ, v) :=
(
1 − th2(ρ/2)
2
) n+2
2
f
(
th
ρ
2
,
(
1 − th2(ρ/2)
2
) 2−n
2
v
)
.
The function v is a solution of (3.14) which is positive inside D and vanishes at the
boundary of the geodesic ball of center q and radius ρ0, D = B(q,ρ0) ⊂ Hn, where
ρ0 := ln((1 + r0)/(1 − r0)). Then, Theorem 2.1 yields that v is radially symmetric (i.e.
that it is a function of ρ alone) as long as f˜ is locally Lipschitz in v uniformly in ρ and is a
non-increasing function of ρ. The latter are a direct consequence of the assumptions in The-
orem 1.1, in particular of condition (1.2): this condition is equivalent to having ∂f˜ /∂ρ  0
(we remark that this is also equivalent to having ∂f˜ /∂r  0, since ∂ρ/∂r > 0).
We may then conclude that u is radially symmetric since v is so. Concerning (1.3), we
remark that it follows directly from (2.5).
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In this section we will indicate a family of nonlinearities to which Theorem 1.1 applies.
Unlike for the classical results, f is not necessarily non-increasing in r . Let
f (r,u) = g(r)up, with 1 p < n − 2
n + 2 . (4.15)
Condition (1.2) is equivalent to
ψ(r) := g(r)
(
1 − r2
2
) n+2
2
(
1−p n−2
n+2
)
,
being non-increasing in r for r ∈ (0, r0). Since there are many functions g(r) which are
increasing in r but such that the corresponding ψ(r) is non-increasing, it is easy to find
examples of functions for which our theorem extends the classical results. For instance
g(r) :=
(
1 − r2
2
)q
, with
(
n − 2
n + 2p − 1
)
n + 2
2
< q < 0. (4.16)
In particular, for n = 2, we obtain −2 < q < 0 in (4.16), and any such q will work for all p.
5. Application
Let B be defined as above and φ be a regular positive function on [0, r0]. We consider
the following elliptic operator (in polar coordinates)
L = −φ−n+2(r) ∂
∂r
(
φn−2(r) ∂
∂r
)
− 1
r2
Sn−1 , (5.17)
where Sn−1 is the standard Laplace–Beltrami operator on the unit (n − 1)-dimensional
sphere. We set
w(x) = φ 2−n2 (r)u(x), ∀x ∈ B. (5.18)
A direct computation leads to
φ
n−2
2 L(w) = −φ n−22
(
φ−n+2 ∂
∂r
(
φn−2 ∂
∂r
(
φ
2−n
2 u
)))− 1
r2
φ
n−2
2 Sn−1w
= −φ 2−n2 ∂
∂r
(
φ
n−2
2
∂u
∂r
)
− φ 2−n2 ∂
∂r
(
2 − n
2
φ
n
2 −2φ′u
)
− 1
r2
Sn−1u
= −∂
2u
∂r2
+ n − 2
2
φ
2−n
2
(
φ
n
2 −2φ′
)′
u − 1
r2
Sn−1u
= −u + Φ(r)u,
where
Φ(r) = n − 2φ 2−n2 (φ n2 −2φ′)′.
2
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Lw = h(r,w) in B,
w > 0 in B, w = 0 on ∂B. (5.19)
Using (5.18), u will be a solution of Eq. (1.1) for
f (r,u) = −Φ(r)u + φ n−22 (r)h(r,φ 2−n2 (r)u).
If the assumptions in Theorem 1.1 on f (r,u) are satisfied, u will be radially symmetric
which also yields the radial symmetry of w.
As a special case, we consider a conformal Riemannian metric (B,g = k(r)Id) on B .
We can write the corresponding Laplacian–Beltrami operator −g as
−g = −
n∑
i=1
1
kn
∂
∂xi
(
kn−2 ∂
∂xi
)
= − 1
kn
(
n∑
i=1
(kn−2)′ xi
r
∂
∂xi
+ kn−2 ∂
2
∂x2i
)
= − 1
k2
 − (k
n−2)′
kn
∂
∂r
= − 1
k2
(
1
kn−2
∂
∂r
(
kn−2 ∂
∂r
)
+ 1
r2
Sn−1
)
.
Thus, we can consider solutions w of the following problem:{
−gw = h˜(r,w) in B,
w > 0 in B, w = 0 on ∂B. (5.20)
These solutions will satisfy Eq. (5.19) if we take φ = k and h(r,w) = k2(r)h˜(r,w). Under
appropriate hypothesis, we get the radially-symmetric property of w.
As an example, we consider a conformal Riemannian metric (B, ((1 − r2)/2)αId) on B
with α < 0 and h˜(r,w) = ((1 − r2)/2)βw with β < 0. Let w be a solution of (5.20). Using
(5.18), u will satisfy an equation like (1.1) with the second member
f (r,u) =
[
−n − 2
2
(
−α
(
1 − r2
2
)−1
+ r2α
(
α
(
n
2
− 1
)
− 1
)(
1 − r2
2
)−2)
+
(
1 − r2
2
)2α+β]
u. (5.21)
Condition (1.2) is equivalent to
ψ˜(r) :=
(
1 − r2
2
)2[
−n − 2
2
(
−α
(
1 − r2
2
)−1
+ r2α
(
α
(
n
2
− 1
)
− 1
)(
1 − r2
2
)−2)
+
(
1 − r2
2
)2α+β+2]
,
being non-increasing in r for r ∈ (0, r0). For n  2 this is achieved if 2α + β > −2, in
which case our result yields the radial symmetry of u.
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