Introduction
The most important inforrnation about a newly d i s covered DNA sequence is obtained by cornparing it to sequences in DNA and protein databases. The results of sequence comparison can direct further studies on the structure and furiction of the sequence [8] . The optimal algorithms for sequence comparison are variaticins of the dynamic programming algorithni by Smith aud Waterman [9] . A s its complexity is Oinin), where ni and n are the lengths of the two sequences compared, the Smith-Waterman algorithm is also slow. Furthermore, as the Human Gerionie Project &:\el-ops, large amounts of DNA and protein sr'quences ,are 
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being produced. The size of the current DNA sequence database is about 180 million bases. Searching a small DNA sequence (500 bases) against the entire database using the full Smith-Waterman algorithm takes more than two days on a SUN workstation (SPARC 20) .
There are some heuristic methods such as BLAST [l] and FastA [7] that trade accuracy and sensitivity for speed, but to detect subtle and distant relat,ionships, where many insertions and deletions are involved, it is usually the Smith-Waterman algorithm that is relied upon. It is therefore very important to develop efficient implementations of the SmithWaterman algorithm.
In order to speed up the Smith-Waterman algorithm, efficient implementations on various computers have been investigated. The most efficient methods employ massively parallel computers with hundreds or thousands of processors, which are not readily available to meet the researcher's daily computational needs.
An alternative way of solving the problem is to cluster a group of already available workstations. Software systems such as PVM (Parallel Virtual Machine) [2] make it relatively easy to iiitegral,e workstations into a computing engine capable of solving large coniputationally-intensive problems. The (-luster system is robust in the sense that workstations can be easily added or deleted from the PVM system, and if one workstation goes down, its share of the work can be easily transferred to other workstations character. The former is called local sequence alignment, the latter global sequence alignment. The dynamic programming algorithm used most often for local alignment is the one proposed by Smith and 
To find the best local alignment, the maximumscore in the matrix D is found first, then a traceback procedure is performed to find the actual alignment.
In Figure 1 , a grid like graph demonstrates the Smith-Waterman algorithm. One sequence is placed vertically to the left of the graph and the other sequence is placed horizontally on top of the graph. The edges in the graph have weights. Diagonal edges represent matches or substitutions, and the vertical and horizontal edges represent insertions and deletions. Matches and good substitutions (which means, in the case of protein sequences, an amino acid is substituted by another amino acid of similar type) get positive weights, while bad substitutions and insertions and deletions get negative weights. The algorithm starts at the upper left corner, and tries to find a shortest path between the upper left corner and the lower right corner (which corresponds to an optimal alignment of the two sequences). If only the maximum score and the two ends of the best local alignment are needed, the algorithm can be implemented in linear space. Figure 2 lists the alignments of a protein sequence from human aligned with the same protein in mouse, yeast and pea.
P V M
PVM is a software package developed at Oak Ridge National Laboratory [2]. It allows distributed computing on networks of computers including workstations and supercomputers, and utilizes massage passing mechanism for communication between participating workstations and' computers on the network. As is common in a work place, workstations are often not fully utilized, or have various loads, and they often sit idle during off hours. The computing resources on these workstations can be used for computational problems such as sequence comparison.
We have been using an intel iPSC/860 massively parallel computer as our computing engine for sequence comparison for two Internet servers GRAIL [4] and GENQUEST [5]. The two servers have a large international user community. Since the iPSC/860 is still a scare resource used by many other users, a user's request may not always be processed in a timely manner, and a PVM-based implementation using existing SUN and DEC ALPHA workstations is desirable as a back-up.
Since some of these machines are used for computing problems, and others are used for managing files or editing, the loads on the workstations are generally uneven. This presents a problem known as load balancing which will be addressed in the next section. a data parallel approach is a natural choice. The target database is partitioned among the workstations according to parameters such as speed, load, communication, etc. Each processor proceeds to search its portion of the database. When the search finishes, a global sort is performed to find the global top matching sequences from the local search results. This is the so-called static decomposition approach, and has been used successfully on an iPSC/SSO [3]. But on a cluster of workstations, loads are more dynamic, and the static decomposition approach is not flexible enough to adapt to changes in the computing environment. For example, if a user logs into a workstation, that workstation's load is increased, thus slowing down the process of the PVM task assigned to it, which in turn drags down the overall system performance. The static decomposition approach works well if the computing tasks are running while the cluster is idle (such as during the off hours).
Problem Decomposition and
Manager-worker approach:
Another approach is to consider the cluster as a pool of computing resources. One resource serves as a task manager (it could also be a worker), and the rest as workers. The task manager divides the whole problem into smaller portions (tasks), and the workers compete for the tasks. Because speeds and loads of these workstations are not even, fast workstations process more tasks, and slow ones get fewer tasks Furthermore, the system adapts to the changing load situations. If a workstation is slowed down due to additional user's activities, that workstation will request fewer tasks from the manager, and as a result, other workstations take over the tasks which would have bcm assigned to that workstation under normal load, achieving dynamic load balancing. If a workstation goes down, the manager will detect the failure and assign unfinished tasks to other workstations.
ALPHA
This requires consideration of the granularity of the tasks. From a load balance point of view, the smaller the task size, the better the load balance. On the other hand, large number of tasks requires a lot of communication between the task manager and workers. So the task size should be chosen with both factors taken into account. Basically, if the speeds of the participating Workstations do not differ greatly and the loads of the workstations are relatively even, larger task size (fewer number of tasks) should be used. if a variety of different workstations are used, and the loads of those workstations are changing frequently, smaller task size should be chosen to achieve dynamic load balancing and to minimize the overall time needed for the completion of all tasks. Table 1 and 2, protein sequences of length 50, 100, and 150 are used as the query sequences.
As the two tables show, the distributed algorithm scales well with both the size of the sequence and the number of the workstations used, and achieves similar performance to the massively parallel computer.
This distributed sequence comparison system enables us to provide more robust search for the GRAIL and GENQUEST Internet servers (see Figure 4) . The GRAIL (Gene Recognition and Analysis Internet Link) system accepts DNA sequences and returns to its user the potential coding regions in the sequences. It can also translates the coding regions into proteins and search protein databases for homology. GEN-QUEST is a sequence comparison server that provides searches of DNA and protein sequences against several major genome databases, including GenBank, SwissProt, PDB, BLOCKS, PROSITE:, and a repetitive DNA library. Users can access GRAIL and GEN-QUEST through email, client-server interface and Mosaic. The efficient implementations of the core algorithms on the iPSC/S60 and the PVM hased cluhter of workstations make the two servers unique. 
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Conclusions
The development and implementation of a distributed Smith-Waterman sequence comparison algorithm based on the PVM system has been presented. The performance of the distributed algorithm is compared with that of the parallel implementation on an intel iPSC/860 Hypercube, and is shown to achieve comparable performance. Both search algorithms are used as sequence comparison tools for the GRAIL and GENQUEST Internet servers. 
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