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 In today’s technological environment, there is a definite need to 
identify and classify documents reliably. The existing approaches are not 
likely to prove effective  in practical applications  because of large 
dynamic range and high computational cost. This paper discusses the 
approach that involves a preliminary data reduction step, gray scale 
projections and transform technique that greatly reduces the 
computational complexity of the problem. Further classification is 
successfully achieved using   neural network. Subsequently,  the 
robustness of this approach to different conditions are   provided. 
 
 
1. INTRODUCTION 
 
Document identification has been a subject of interest for many years in the digital library 
environment [1][16] .  This interest can be linked to the amazing human ability to recognize  
thousands of documents under a variety of viewing conditions. However, achieving highly 
reliable recognition of a significant number of individual documents under realistic viewing 
conditions has proved difficult, since documents are complex objects that vary in appearance 
with time. 
 
 The most widely pursued approach to document identification are the detection and 
characterization of individual features such as line segments, area and their geometric relations 
with each other. These  algorithms worked reasonably well under ideal conditions (91% correct), 
but could not  work under perturbations due to noise. Performance also dropped off sharply with 
small turns and tilts of otherwise well positioned documents (80%). Some methods  use iso- 
density maps as a source of features. 
 
 While some success has been reported on small data sets under controlled conditions, the 
geometric feature approach is not likely to prove robust in practical applications for the 
following reasons. First, finding individual features requires powerful adaptive segmentation 
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algorithms that can separate these features from their surrounding background. Such algorithms 
must deal with the large dynamic range of reflectivity and the variation in surface properties 
occurring on documents of widely varying texture. Variations in intensity and uniformity of 
illumination will also make segmentation more difficult. Such systems will not be robust under 
changes in textual distortions. 
 
 Another approach is based on a global or holistic analysis. Recent research into the 
cognitive processes involved in document recognition suggests that certain higher level aspects 
of documents contribute to their ‘familiarity’. This approach involves the encoding of the entire 
document and treating it as a point in a high-dimensional feature space.  The latter two used 
principle component analysis  (or Karhunen – Loeve expansion) to find the vectors that best 
account for the distribution of face images within the entire image space. 
 
 Recently, a holistic face recognition system was demonstrated at the Rutgers University 
Centre for Computer Aids for Industrial Productivity (CAIP) , it involves transform coding of 
gray scale face images. It differs from the conventional  approach in that it involves a 
preliminary data reduction step, gray scale projections, and a fast transform technique that 
greatly reduces the computational complexity of the problem and consequently, the cost of high 
speed implementation. This system also uses a new, extremely cost – effective neural network, 
the Mammone/Sankar Neural Tree Network  (NTN) for its decision function [23]. This paper 
describes the similar approach  to textual documents  with equations, ASCII text, graphics and 
still images. 
 
 The projections can also be used for watermarking the textual documents with feature, 
correlation and centroid detection [25 ]. 
 
 
2. DOCUMENT IDENTIFICATIONS FROM GRAY SCALE PROJECTIONS 
 
 Gray scale projections have proven to be effective in industrial pattern recognition and 
pattern verification applications [21]. The gray values of pixel data are added along specific 
directions within a region of interest to create a series of one – dimensional signatures to 
represent two – dimensional data. Unlike tomographic applications, where image reconstruction 
is the goal, a small number of projections can provide sufficient information for classification. 
 
 Raw input features are extracted from the gray scale projections by integrating them over 
bands whose width is narrow enough to resolve the main features and, at the same time, wide 
enough to ignore fine features, such as edges, that could vary over time. Furthermore, the wider 
the bands, the less sensitive the system is to small variations in horizontal and vertical position. 
 
 The raw projection features are then subjected to a transform into the spatial frequency 
domain, using a unitary, orthogonal transform. There are several reasons why this step can be 
advantageous. Unitary transforms are energy and entropy preserving, decorrelate highly 
correlated input vectors, and tend to pack a large fraction of the average energy  ( and 
information) of the image into the low spatial frequencies [24]. For classification purposes, the 
low spatial frequency and selected high frequency components are retained to differentiate those 
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patterns that are similar except for some small details. The remaining components are details. 
The remaining components, generally the highest frequency terms, contain very little energy  and 
can be discarded without sacrificing information that is significant for classification. 
 
 There is also a practical implication of the decorrelation property of these transforms in 
the recognition application. Since every transform component is linear combination of all the 
input features, pattern distortion due to alteration of a group of neighboring input features is 
distributed over all the output features. Hence, addition of noise to a certain extent will not have 
a catastrophic effect on the transformed pattern vector. 
 
 It is instructive to examine the relationship between the one – dimensional transforms of 
the horizontal and vertical gray scale projections and the two – dimensional transforms of the 
original images. Observe the basis functions of the two – dimensional transforms[24]. It is 
interesting to observe that the first row and first column of the two  – dimensional transforms are 
computed from vertical and horizontal projections, respectively. If as mentioned above, the 
highest frequency projection transform filtered version of the two – dimensional transformed 
image. Such high frequency components as are retained from the projections are relatively 
insensitive to positional errors, i.e. the horizontal projections are insensitive to small horizontal 
translations ( neglecting effects at the edge of the window), and the vertical projections are 
insensitive to small vertical translations. 
 
 This documents can be represented by a small number of relatively uncorrelated spatial 
frequency components that emphasize the low spatial frequency content of the images but, at the 
same time, include sufficient high frequency information to describe significant differences 
between subjects. The high frequency components are relatively insensitive to small, within – 
class positional variations between  documents. 
 
 
3.  USING NEURAL NETWORK FOR CLASSIFICATION 
 
 A hierarchical pattern classifier, the Neural Tree Network  (NTN), carries out the 
decision function in the CAIP face recognition system. The NTN effectively combines neural 
networks and decision trees. It has demonstrated performance superior to that of MLP’s and 
decision trees [21]. Unlike the MLP, the number of neurons does not have to be specified in 
advance. The NTN grows as it learns, and has only as many neurons as required to solve the 
classification problem at hand. Furthermore, the NTN does not have problems with local minima 
– it always converges to a solution. Standard decision trees also grow their tree during the 
learning process. However, the standard decision tree training algorithms are extremely complex, 
in comparison with the NTN. The NTN can be implemented with simple hardware. In fact, a 
single neuron can be programmed with a sequence of sets of weights. The schematic diagram of  
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the complete  approach is shown    in Figure. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. RESULTS AND DISCUSSIONS 
 
Sample documents each of four different classes are processed and the parameters are 
extracted  both in spatial and spectral domain. These 130 parameters are given input to the neural 
network and the network is trained . After training the network, sample inputs are applied  to test 
the neural networks. The learning curve of the neural network is given in figure 2.The figure 3 
shows spatial domain characteristics for 12 sample images in horizontal and vertical projections. 
Figure 4a shows the spectral parameters of six images used for training the network. Figure 4b 
shows the spectral parameters of other six images.  The  output of neural network for classifying 
such images are shown in the figure 5.Figure 5a shows the results of a single layer network and 
figure 5b and 5c  show the significant  results of the successful classifications for the test inputs. 
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Figure 1. Document Identification and 
Classification Method 
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5. CONCLUSION 
 
 This paper provides the experimental results of spatial and spectral domain approach to 
the document identification and classification in linear time, even in the case of larger 
multimedia database. This significant result suggest that the use of wavelet may provide more 
accurate results even in noisy or corrupted queries. The same is being worked out and it is 
expected to be finished within short time from now. The neural network used in this paper is 
BPN with different learning characteristics for the two layers.  It can be modified to Self 
Organised Network to make it robust for incremental learning conditions. This can be a possible 
answer for fast growing Multimedia document databases everywhere. 
 
 
6.  REFERENCES  
 
1. Allen Ginsberg.  A Unified approach to Automatic indexing and information  retrieval. 
IEEE Expert systems , Oct. 1993, pp. 46-57. 
 
2. Richard Szeliski.  Fast surface interpolation using hierarchial basis functions, IEEE  Tras. 
On Pattern analysis and machine intelligence, 12 (6), June, 1990, pp. 513 - 528. 
 
3. Stephane mallat.  A Theory for Multi resolution signal decomposition : The  wavelet 
representation, IEEE Tras. On Pattern analysis and machine intelligence, 11 (7) July, 
1989, pp. 674 - 693. 
 
4. T.Kato, T.Kurita. N.Otsu, K.Hirata.  A Sketch retrieval method for full color image        
database query by visual example, pattern recognition, IEEE CS press pp. 530-533, 1992. 
 
6.  Gerald Kaiser.  The Fast Haar Transform , IEEE potentials, Apr/May, 1998, pp. 34-37. 
 
10. Y.Q.Zhang, S.Zafar. Motion compensated wavelet transform coding for color video 
compression  ,IEEE Trans on circuits and systems for video technology 2(3) September 
1992, pp. 285-296. 
 
11.  Foley, Vandam, Feiner. Hughes,  Computer Graphics Principle & Practice, Addision 
Weslay, 1996, 2nd Edition pp. 584-599. 
 
12.  Ian Witten, Alistair Moffat,Timothy C.Bell,  Managing Giga bytes  -Compressing and 
indexing Documents and imaging. Van Nostrand Reinhold, 1994  pp. 72-175. 
 
13. Alexander  D. Poularikis. The transforms and applications  Hand book, CRC Press and 
IEEE Press, 1996, pp. 747 - 828 
 
14. Mallat S.G.  Multifrequency channel decompositons of images and wavelet models', 
Trans on Acoustics, Speech and Signal Processing   ASSP- 37, pp. 2091 - 2110. 
 
Paper CD: Document Identification And Classification Using Transform Coding …  7 
15. Daubechies I. The wavelet transform time frequency localisation  and signal analysis, 
IEEE Trans on Information theory, 36(5), pp. 961 -1005,1990.  
 
16. Atreyi Kankanhalli, Hong Jiang Zang, Chien Yong Low.   Using Texture for image 
retrieval, International Conference on Automation, Robotics and Computer Vision, 
Nayang Technological University, Singapore 1994. 
 
17. B.N.Chatterji and T.K.De.  Forced Enhancement and de enhancement of Digital Images, 
Systems and Signal processing proceeding of 1988, Indo-US workshop, pp. 471-486. 
 
18. Chui.C.K,  Wavelets. A Tutorial Theory and Applications, Vol.2, Academic Boston:  
1992. 
 
19. Pratt W.K. Digital Image Processing, New York : John Wiley and Sons. 
 
20. Goldstein A.J., Harmon L.D. and Lesk, A.B. Identification of huma n faces. Proc. IEEE 
V.59, May, 1971, pp.748. 
 
21. Joseph Wilder. Artificial neural networks for speech and vision, London: Chapman and 
Hall. 
 
22. Kirby M. and Sirovich L. Application of the Karhunen-Loeve procedure for the 
characterization of human faces. IEEE Trans. On Pattern Analysis and Machine 
Intelligence. V. 12(1), 1990, pp.103-8. 
 
23. Sankar A. and Mammone R.  Neural tree networks, in Neural Networks: Theory and 
Applications (eds. R. Mammone and Y. Zeevi), New York, Academic Press, 1991, 
pp.281-302. 
 
24. Jain A.K. Fundamentals of Digital Image Processing, NJ: Prentice-Hall, 1989. 
 
25. S.Siva, Dr. S.Raju, A.Umadevi, R.Bhavani.  Copy right protection of Selective  
            Dissemination of Documents , READIT’99, IGCAR,Chennai. 
