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Coupling photons to Rydberg excitations in a cold atomic gas yields unprecedentedly large optical
nonlinearities at the level of individual light quanta, where the formation of nearby dark-state
polaritons is blocked by the strong interactions between Rydberg atoms. This blockade mechanism,
however, realizes an inherently dissipative nonlinearity, which limits the performance of practical
applications. In this work, we propose a new approach to strong photon interactions via a largely
coherent mechanism at drastically suppressed photon losses. Rather than a polariton blockade, it
is based on an interaction induced conversion between distinct types of dark-state polaritons with
different propagation characteristics. We outline a specific implementation of this approach and
show that it permits to turn a single photon into an effective mirror with a robust and continuously
tuneable reflection phase. We describe potential applications, including a detailed discussion of
achievable operational fidelities.
I. INTRODUCTION
The notion that photons are devoid of mutual interac-
tions in vacuum is well-rooted in our elementary under-
standing of light. Nevertheless, the ability to engineer
such interactions synthetically would hold profound im-
plications for both fundamental and applied Science [1–
4], and has since ushered in a new era of research into
nonlinear optics at the ultimate quantum level [5]. In-
tense efforts have been directed towards enhancing light-
matter coupling through tight mode confinement [6–18]
in order to achieve local nonlinearities by interfacing pho-
tons with a single quantum emitter. A complementary
strategy, which is rapidly gaining momentum, exploits
the collective coupling of light to particle ensembles with
finite-range interactions [19–24] to establish large and
nonlocal nonlinearities.
Interfacing light with strongly interacting atomic Ry-
dberg ensembles [25–38] under conditions of electromag-
netically induced transparency (EIT) [39] has emerged
as a particularly promising way to implement this new
type of mechanism [19, 20, 40–49]. EIT in these sys-
tems is based on the formation of Rydberg dark-state
polaritons, which correspond to coherent superposition
states of light and matter that are immune to dissipa-
tion [50, 51]. Whilst this polariton formation supports
the lossless and form-stable propagation of single pho-
tons, the strong mutual interaction between two such
polaritons can easily perturb and break the underly-
ing EIT condition, thereby rendering light propagation
highly nonlinear [52–54]. Indeed, there have now been
a number of experiments that demonstrated controllable
photon-photon interactions of unprecedented strength in
such systems [41, 52–63].
Key to this nonlinearity is the destruction of EIT con-
ditions that originates from an effective polariton block-
ade, whereby multiple proximate photons are prevented
from simultaneously forming dark-state polaritons. As
an immediate consequence, the emergent photon inter-
actions inevitably carry an intrinsic dissipative compo-
nent. Nevertheless, the nonlinear quantum optical re-
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FIG. 1. Illustration of the basic principle of nonlinear po-
lariton switching. (a) A photon (target) propagates initially
as one type of dark-state polariton (type A, grey sphere), but
is subsequently converted to another kind of dark-state po-
lariton (type B, blue sphere) upon interacting with a second
(gate) polariton. (b) This induces a change in the dispersion
relation that governs the propagation of light and thereby me-
diates an effective photon interaction at greatly suppressed
losses.
sponse achieved in this way can be utilised to facilitate
a broad range of applications, from imaging [64, 65] all-
optical switches and transistors [58–61, 66] to quantum
gates [46, 62] as well as single photon sources [47, 52] and
subtractors [63]. Yet, it turns out that high fidelity op-
erations require conditions (e.g., high atomic densities)
where the performance of such applications is ultimately
eclipsed by additional decoherence effects [58, 66–68].
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2As a solution to this outstanding issue, we describe
here a novel approach to quantum optical nonlineari-
ties in a Rydberg-EIT medium without the polariton-
blockade. It exploits the atomic interactions to mod-
ify EIT conditions, rather than destroying them entirely.
Generally, the devised strategy can thus be understood as
a dark-state polariton switch, as opposed to the existing
schemes based on the polariton-blockade, Fig.1(a). Con-
sequently, this new mechanism globally preserves EIT
conditions such that nonlinear dissipation is intrinsically
suppressed, thereby alleviating the decoherence related
hindrances discussed in [66, 67].
We outline a specific implementation that can be re-
alized with minimal extensions to current experiments
[53, 59, 60] and is shown to yield a conditional coupling
between two distinct photonic modes. In particular, we
show how this can be used to establish a reflective non-
linearity, in which a single photon stored in a Rydberg
spin wave excitation acts as an effective mirror, capa-
ble of reflecting photons with an arbitrary and continu-
ously tunable reflection-phase. The described realization
of interaction-induced polariton switching can thus func-
tion as a single photon router, facilitating a broad range
of applications from quantum transistors to photonic gate
operations. Finally, we discuss the performance of such
applications based on current technology and in relation
to previous blockade-based approaches.
II. NONLINEAR POLARITON SWITCHING
Rydberg dark-state polaritons acquire the properties of
their constituents, inheriting kinetics from their photonic
admixture, and interactions from their atomic Rydberg
state component. Typically, these interactions are of a
van der Waals type, causing a level shift V (z) = C6/z
6 of
the Rydberg state attached to one polariton when it in-
teracts with another at a distance z. The van der Waals
coefficient C6 ∼ n11 increases rapidly with the principal
quantum number n of the chosen Rydberg state [38], ulti-
mately providing interaction strengths that vastly exceed
any other energy scale in the system. It can thus be used
to achieve a polariton blockade by breaking EIT condi-
tions in current approaches to nonlinear optics based on
Rydberg-EIT [19, 20, 40, 41, 43–47].
On the contrary, we will consider here a situation
where this level shift is rather used to establish a switch-
ing mechanism between different types of dark-state po-
laritons. Consequently, the corresponding nonlinear op-
tical response should thus be associated with minimal
refraction and absorption, but instead modify the disper-
sion relation which characterises the photon propagation.
As a specific example we will consider a situation in which
the onset of interactions serves to cancel the linear disper-
sion of light and establish a locally quadratic dispersion,
Fig.1(b). This corresponds to a nonlinear switching be-
tween so-called slow-light [50, 51, 69] and stationary-light
[70–75] polaritons, both of which have been separately
demonstrated in [76, 77] and [78–80] respectively.
To leading order in their bandwidth, slow-light polari-
tons are predominantly governed by a linear dispersion
relation [50, 51], such that their one-dimensional propa-
gation dynamics obeys the following simple equation
∂tΨˆ(z, t) = v∂zΨˆ(z, t), (1)
which describes the form-stable linear propagation of the
polariton anihilation operator Ψˆ(z, t) with a group veloc-
ity v (typically much less than the vacuum speed of light
c [76]).
Stationary-light polaritons, on the other hand, feature
a quadratic dispersion relation and are realised in situ-
ations where EIT is achieved for coupled pairs counter-
propagating optical modes [70–75, 78–80]. The quadratic
dispersion in this case effectively endows polaritons with
a kinetic energy and mass [72, 74], akin to massive par-
ticles. To leading order in the polariton bandwidth, the
corresponding operator Φˆ(z, t) describing the annihila-
tion of a stationary-light polariton, thus, obeys the one-
dimensional evolution equation [72, 74]
∂tΦˆ(z, t) = − 1
2m
∂2z Φˆ(z, t), (2)
where m is the effective mass acquired by Φˆ(z, t).
In order to engineer a Rydberg mediated switching
between the different types of polaritons described by
eq.(1) and eq.(2), we propose the level structure shown
in Fig.2(a). Here, EIT is achieved for two counter-
propagating light fields described by the field operators
Eˆ†→ and Eˆ†←, which create a probe photon in the right
and left moving mode respectively. As we will see below,
the precise nature of the resulting dark state is however
controlled by the interaction induced level shift of the
Rydberg state |s〉 to which the fields are coupled. Specif-
ically, our proposed coupling scheme is shown to support
slow-light EIT conditions for Eˆ→ and Eˆ← separately in the
limit of weak interactions, while it facilitates stationary-
light EIT for fully blocked Rydberg excitations.
III. INTERACTION WITH A STORED SPIN
WAVE
The proposed polariton switching mechanism is best
analysed by considering the conceptually simplest type
of photon-photon interaction, whereby a (gate) photon
is first stored in the atomic ensemble [51, 81–83] as a
collective Rydberg spin wave excitation. Subsequently,
a second (target) photon is sent through the medium
and made to interact with the stored gate excitation [see
Fig.2(b)]. This approach provides a well controlled way
to engineer two-photon interactions [46], and has been
demonstrated in a number of recent experiments [58–62].
The relevant atomic excitations are described by the
continuous field operators [51] Pˆ †(z, t), Dˆ
†(z, t) and
Sˆ†(z, t) which create an excitation in |p〉, |d〉 and |s〉,
respectively, at position z. Moreover, we introduce the
operator Sˆ†g(z, t) that creates a stored gate excitation in
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FIG. 2. (a) Schematics of the considered coupling scheme. Classical fields with indicated Rabi frequencies Ω and ΩS establish
EIT conditions for the counter propagating photonic modes Eˆ→ and Eˆ←. The Rydberg state |s〉 is subject to a spatially
dependent level shift V (z) upon interacting with the stored gate excitation as illustrated in panel (b). This shift modifies the
underlying EIT conditions for Eˆ→ and Eˆ←, rather than perturbing them.
an auxiliary Rydberg state |sg〉 that is not laser coupled
during the probe stage [46, 58–62]. Along with Eˆ→ and
Eˆ←, all of these field operators satisfy Bosonic commuta-
tion relations [51].
In a rotating frame, the one-dimensional dynamics
of this system are governed by the following (non-
Hermitian) Hamiltonian
Hˆ = −ic
∫ ∞
−∞
dz
(
Eˆ†→(z)∂zEˆ→(z)− Eˆ†←(z)∂zEˆ←(z)
)
+G
∫ L
0
dz
(
Eˆ†→(z)Pˆ→(z) + Eˆ†←(z)Pˆ←(z) + h.c.
)
− iγ
∫ L
0
dz
(
Pˆ †→(z)Pˆ→(z) + Pˆ
†
←(z)Pˆ←(z)
)
+ Ω
∫ L
0
dz
(
Dˆ†(z)Pˆ→(z) + eiφDˆ†(z)Pˆ←(z) + h.c.
)
+ ΩS
∫ L
0
dz
(
Sˆ†(z)Pˆ←(z) + h.c.
)
+
∫ L
0
∫ L
0
dzdxV (z − x)Sˆ†g(x)Sˆ†(z)Sˆ(z)Sˆg(x).
(3)
where L is the length of the medium. For simplicity,
we assume that |p→〉 and |p←〉 decay with the scatter-
ing rate 2γ and that the probe photon modes couple to
their respective transitions with G ≡ g√ρa, where ρa is
the homogenous atomic density and g is the single pho-
ton coupling strength. The state |d〉 is coupled to |p→〉
and |p←〉 by classical control fields with identical Rabi
frequencies Ω→ = Ω← = Ω, while we allow for a rela-
tive relative phase difference φ between them. Finally,
the state |p←〉 is coupled by another classical field to the
Rydberg state |s〉 with a Rabi frequency ΩS . The last
term in eq.(3) accounts for the spatially dependant level
shift of the Rydberg state |s〉 due to its van der Waals
interaction with the stored gate excitation. The typi-
cal range over which this shift affects the probe photon
propagation can be characterized by the blockade radius
zb according to V (zb) = Ω
2
S/γ [46].
IV. POLARITON ANALYSIS
Having established the basic idea and the specifics of
the considered setup, let us now discuss the characteris-
tics of the dark state polaritons involved in the under-
ling switching protocol. The relevant dark-state polari-
tons can be identified as the zero-energy eigenstate solu-
tions of the Hamiltonian eq.(3) in the two limiting cases
V (z)→ 0 and V (z)→∞, i.e., for vanishing interactions
and in the limit of a complete Rydberg-state blockade.
Focusing first of all on the non-interacting situation,
diagonalising the system Hamiltonian in the absence of
photon dispersion yields two dark state polaritons of the
form
Ψˆ→ =
1
N→
[
ΩΩS Eˆ→ −G
(
ΩSDˆ − ΩeiφSˆ
)]
, (4)
Ψˆ← =
1
N←
[
ΩS Eˆ← −GSˆ
]
, (5)
where N→ =
√
Ω2Ω2S +G
2 (Ω2 + Ω2S) and N← =√
Ω2 + Ω2S are the normalisation factors required to ob-
tain standard Bosonic commutation relations for Ψˆ→ and
Ψˆ←. These polaritons can be accredited to two separate
slow-light EIT schemes supported simultaneously by the
level structure in Fig.2(a): the 5-level system formed by
|g〉, |p→〉, |d〉, |p←〉 and |s〉 (establishing EIT for Eˆ→),
and the 3-level system formed by |g〉, |p←〉 and |s〉 (es-
tablishing EIT for Eˆ←). We emphasise that the dark-
state nature of Ψˆ→ and Ψˆ← ensures that there is no
coupling between the two underlying photonic modes.
Hence, a right moving input photon will undergo low-
loss and form-stable propagation through the medium,
and so will a left moving photon.
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FIG. 3. (a) Real part of the polariton spectrum in the absence of interactions, indicating the emergence of two slow-light dark
state polaritons. These are separately governed by the linear dispersion relations ω→(k) and ω←(k) as given by eqs.(6) and (7),
respectively. Here, ΩS/G = 1, Ω/G = 0.5 and γ/Ω = 1. (b) Imaginary part of the polariton spectrum for strong interactions,
i.e., under conditions of a complete Rydberg blockade. In this case one finds a single stationary-light dark state polariton
described by a quadratic dispersion relation ω↔(k), eq.(9). Here, G/Ω = 1 and γ/Ω = 1. For each bright state branch, there
are two solutions with identical Im[ω(k)]. The blue-red color coding indicates the relative fraction of Eˆ→ and Eˆ← comprising
the underlying state of each polariton branch, while the greyscale indicates the overall atomic fraction.
The dispersion relations, ω→(k) and ω←(k), governing
this propagation dynamics are readily obtained from a
momentum space formulation of eq.(3). To leading order
in the photon momentum k (and the ratio Ω/ΩS) one
finds
ω→(k) ≈ c
[
Ω2
G2 + Ω2
]
k +O[k2] , (6)
ω←(k) ≈ −c
[
Ω2S
G2 + Ω2S
]
k +O[k2] . (7)
As expected, one finds linear dispersion relations describ-
ing a form-stable propagation of the slow-light polari-
tons with group velocities v→ = dω→dk and v← =
dω→
dk
respectively. The two polaritons propagate in opposite
directions with v→ = − Ω2Ω2S v← under the typical condi-
tion G  Ω,ΩS . This is further illustrated in Fig.3(a),
where we plot the complete polariton spectrum admit-
ted in this non-interacting situation, indeed revealing the
emergence of two dark-state polariton branches at k = 0
corresponding to Ψˆ→ and Ψˆ←.
Now we consider the polariton spectrum admitted well
within a blockade radius away from the stored spin wave,
i.e. under strong blockade conditions corresponding to
V (z) → ∞. In this case, the shifted Rydberg state ex-
poses a modified effective level structure corresponding
to a so-called dual-V coupling scheme [72, 75], which can
support stationary-light phenomena. For this system one
finds the emergence of only a single dark-state polariton
Φˆ of the type in eq.(2). Diagonalising the underlying
system Hamiltonian (3), again in the absence of photon
kinetics, one finds Φˆ to be of the following form,
Φˆ =
1
N
[
Ω
(
Eˆ→ + eiφEˆ←
)
−GDˆ
]
, (8)
where N = √Ω2 +G2 is the normalisation factor. In
contrast to the non-interacting limit, a coherent coupling
is now established between the two optical modes Eˆ→ and
Eˆ←. This is reflected in the photonic composition of Φˆ,
which is composed of the symmetric superposition state
of the optical fields, Eˆ+ = 1√2 (Eˆ→ + eiφEˆ←).
The corresponding dispersion relation, ω↔(k), that
governs the propagation of Φˆ can be determined in a
similar fashion to before, and reads
ω↔(k) ≈ −i2labs cΩ
2
G2 + 2Ω2
k2 +O[k3] (9)
to lowest order in the photon momentum k, where labs =
cγ/G2 is the resonant two-level absorption length. In-
deed, the obtained dispersion is quadratic in k, such that
Φˆ behaves as a stationary-light polariton. Fig.3(b) shows
the complete polariton spectrum for V (z) → ∞, and il-
lustrates the above discussion of the dark-state polariton.
V. PHOTON PROPAGATION
In order to develop an intuitive physical picture of
the target photon dynamics, we will first model the
stored gate excitation as a spatially localized Rydberg
impurity, and generalise this analysis to the consider-
ation of a collective spin wave state in Sec.VI. First,
5we transform into the Schro¨dinger picture. Introduc-
ing |ψ(t)〉 as the general time dependent wave func-
tion of the system, we define the two-body amplitudes
E→(z, x, t) = 〈0|Eˆ†→(z, t)Sˆ†g(x, t)|ψ〉 and E←(z, x, t) =
〈0|Eˆ†←(z, t)Sˆ†g(x, t)|ψ〉 corresponding to a stored gate ex-
citation at position x and a target photon at position z in
right and left moving mode, respectively. Denoting the
temporal Fourier transform of E→(z, x, t) and E←(z, x, t)
by E˜→(z, x, ω) and E˜←(z, x, ω), the photon dynamics can
be formulated in terms of a matrix equation of the form
i∂zE(z, x, ω) = M(z − x, ω)E(z, x, ω) , (10)
where E(z, x, ω) = {E˜→(z, x, ω), E˜←(z, x, ω)} and the
propagation matrix is given by
M(z, ω) =
[
χ→(z, ω) χ(z, ω)eiφ
−χ(z, ω)e−iφ χ←(z, ω)
]
. (11)
The susceptibilities χ→(z, ω) and χ←(z, ω) characterize
the propagation of E˜→ and E˜← respectively, whilst χ(z, ω)
describes the coupling between the two modes. A deriva-
tion of eq.(10) is provided in Appendix A, along with the
explicit expressions for the susceptibilities.
In the continuous wave (CW) limit (ω → 0) the propa-
gation matrix in eq.(11) can be parameterised in terms of
a single susceptibility χ0(z) ≡ χ→(z, 0) = −χ←(z, 0) =
−χ(z, 0)), given by
χ0(z) =
db
(z/zb)6 + 2i
. (12)
Here, we have defined 2db = 2zb/labs as the medium’s
optical depth per blockade radius. χ0(z) basically char-
acterises an effective potential through which the stored
spin wave can affect the target photon propagation dy-
namics. In particular, one finds that χ0(z) → 0 outside
the blockade radius of the stored excitation, |z| > zb,
consistent with the slow-light EIT conditions supported
in this region and the associated decoupling of the pho-
tonic modes. However, χ0(z) approaches −idb/2 within
the blockade volume, reflecting the fact that a coupling
between these modes is established, which gives rise to
stationary-light EIT conditions.
Considering a target photon incident on the medium
from the left at z = 0, its transmission and reflection can
then be characterised by the following relations
E˜→(L, x, ω) = Tn(ω, x)E˜→(0, x, ω) , (13)
E˜←(0, x, ω) = Rn(ω, x)E˜→(0, x, ω) , (14)
where Tn(ω, x) and Rn(ω, x) are the transmission and
reflection coefficients of the medium containing n ∈ [0, 1]
stored gate excitations at position x.
Let us first consider the situation in which the gate
excitation is absent. In this case, the target photon will
initially generate the slow-light polariton described by
Ψˆ→ at the entrance of the medium. As described above,
the formed polariton will then traverse the medium with
a vanishing coupling to the counter propagating mode
and experience full transmission under perfect EIT con-
ditions. The actual mechanism underlying this decou-
pling of Eˆ→ and Eˆ← can be traced back to quantum
interference effects involving the dressed states of the
laser-driven Rydberg transition. Specifically, the reso-
nant coupling of |p←〉 and |s〉 via the classical field ΩS
[see Fig.2(a)] establishes a pair of light shifted states,
|f±〉 = [|p←〉 ± |s〉] /
√
2, which are shifted in energy
by ±ΩS respectively. It is the destructive interference
between competing excitation pathways involving these
states that ultimately decouples the two modes of the
target photon.
We note that this decoupling is exact on EIT reso-
nance (ω = 0) for any finite value of ΩS . However, this is
not true for a finite bandwidth of the target photon. In
this case, a non-vanishing coupling is established between
the off-resonant frequency components of E˜→(z, x, ω) and
E˜←(z, x, ω). Such bandwidth limitations exist for any
realistic EIT setting, but can be minimised through a
proper choice of parameters. To establish these condi-
tions, we first expand |T0(ω)| to lowest order in ω as
|T0(ω)| ≈ 1 − (ω/∆ω0)2. ∆ω0 then corresponds to the
characteristic width of the transmission resonance, defin-
ing the range of frequencies over which the target photon
is transparent, and is given explicitly as,
∆ω0 = Γ
[(
1 + 2
Ω2
Ω2S
+ 2
Ω4
Ω4S
)
+
d
2
Ω4
Ω4S
]− 12
, (15)
where 2d = 2dbL/zb is the total optical depth of the
medium, and Γ = Ω2/γ
√
d.
FIG. 4. Transmission coefficient in the absence of a stored
gate excitation for various indicated values of ΩS/Ω. The
total optical depth is 2d = 50, while γ/Ω = 0.5 and G/Ω =
0.1.
According to eq.(15), the transparency width tends
to a maximum value of ∆ω0 → Γ when the conditions
2Ω2/Ω2S  1 and d2Ω4/2Ω4S  1 are satisfied. The con-
dition d2Ω4/2Ω4S  1 accounts for a weak oscillatory
behaviour in |T0(ω)|. However, the effects of this only
become observable at significant values of d, and can be
safely neglected for our purposes. To understand the
second condition, 2Ω2/Ω2S  1, first notice that in the
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FIG. 5. (a) Illustration of target photon propagation in the presence of a stored gate excitation, where R1(ω) and T1(ω) are
the reflection and transmission coefficients respectively. (b) The resonant values of R1(ω = 0) and T1(ω = 0) are shown as a
function of db in red and blue, respectively. The inset shows the spatial dependence of the photonic amplitudes Eˆ→(z) and Eˆ←(z)
within the medium for db = 5, where the grey shaded region indicates the extent of the blockade volume established by the
stored gate excitation. (c-e) The transmission and reflection spectra T1(ω) and R1(ω) are shown in blue and red, respectively,
for various indicated values of db, where the stored excitation is located at the centre of the medium. The total optical depth
is 2d = 50, and the remaining parameters are γ/Ω = 0.5, Ω/G = 0.1, ΩS/G = 0.5. The transmission coefficient T0(ω) in the
absence of interactions is indicated by the grey shaded region for reference.
limit Ω2/Ω2S → ∞ the Rydberg state admixture of the
Ψˆ→-polariton vanishes, and the effective coupling scheme
establishing EIT for Eˆ→ reduces to a Λ-system formed
from |g〉 ↔ |p→〉 ↔ |d〉 [see Fig.2(a)]. In this ideal limit,
the optical response of the medium is then set solely by
this effective EIT-scheme with an effective transparency
width of Ω2/γ
√
d [51], which is consistent with the lim-
iting value of ∆ω0. Physically though, ΩS is required
to be large since the effective decoupling of the photonic
modes ultimately demands a large level splitting of the
dressed states |f±〉, and this is given by ±ΩS .
To verify this picture, we plot the solution for T0(ω)
in Fig.4 for various ratios of ΩS/Ω, and indeed find that
the transmission spectrum converges to that of the |g〉 ↔
|p→〉 ↔ |d〉 Λ-system as ΩS increases. Importantly, Fig.4
demonstrates that near optimal transmission is already
reached for remarkably small ratios of ΩS/Ω, that are
well within current experimental capabilities.
Let us now consider the propagation dynamics in the
presence of a stored gate excitation. As before, upon en-
tering the medium, the target photon propagates accord-
ing to the linear dispersion relation ω→(ω) in the form
of a slow-light polariton, Ψˆ→. Upon entering the block-
ade volume established by the stored excitation, however,
the target photon is subject to stationary-light EIT con-
ditions, as described in the preceding sections. In this
case, a coherent coupling between the Eˆ→ and Eˆ← modes
is established and the symmetric photonic state Eˆ+ is gen-
erated. Due to the lack of a linear dispersion, the photon
can now only traverse the blockade region through a slow
dispersion following ω↔(k) = −ik2/2m. Upon cross-
ing the blockade region the photon can reestablish the
slow-light polariton, Ψˆ→, and be transmitted through the
medium. However, there is typically a larger amplitude
for the photon to diffuse into the counter-propagating
direction and exit the medium as a Ψˆ← polariton, cor-
responding to reflection by the stored excitation. This
reflection bias is essentially due to a boundary effect; the
photon is more likely to diffuse the much shorter distance
in the counter-propagating direction upon entering the
interaction volume than diffuse the full 2zb length in the
forward direction. The schematics of this overall process
are depicted in Fig.5(a).
To determine the relative importance of reflection and
transmission, we can solve the propagation dynamics of
the target photon exactly in the CW limit, for which the
propagation matrix M in eq.(11) is parameterised solely
by χ0(z), eq.(12). With the boundary conditions E˜→(z =
0, x, 0) = E˜0 and E˜←(z = L, x, 0) = 0, the solutions for
the photonic fields can be readily obtained as
E˜→(z, x, 0) =
[
1− ν(z, x)
1 + ν(L, x)
]
E˜0 (16)
E˜←(z, x, 0) = e−iφ
[
ν(L, x)− ν(z, x)
1 + ν(L, x)
]
E˜0 (17)
where we have introduced ν(z, x) = i
∫ z
0
χ0(z
′ − x)dz′.
Assuming that the gate excitation is stored farther than
zb away from the medium boundaries, the problem ef-
fectively becomes independent off the spin wave posi-
tion x. One can then write ν(L, x) ≈ dbν, with ν =
i
∫∞
−∞ dz/(z
6 + 2i) = (pi 3
√
1 + i/3) ≈ 1.1 + 0.3i, and ob-
tain (from eq.(13-14)) the following simple expressions
7for the transmission and reflection coefficients,
T1(ω = 0) =
1
1 + νdb
, (18)
R1(ω = 0) =
νdb
1 + νdb
e−iφ . (19)
We plot T1(0) and R1(0) in Fig.5(b), along with the
spatial solutions of E˜→(z, 0) and E˜←(z, 0) within the
medium.
The reflection amplitude increases with db, and even-
tually dominates the transmission beyond db ≈ 1.
Physically, this can understood from the effective mass
m ∝ 1/labs [72] of the stationary-light polariton and
the length, 2zb, of the blockade region. Since both in-
crease with db = zb/labs, reflection dominates at large
db where traversing the entire blockade region is strongly
suppressed such that photons predominantly exit in the
opposite direction right at the incident boundary.
Additionally, eq.(19) shows that one can imprint an
arbitrary phase onto the reflected photon. This phase,
φ, is the relative phase difference between the classical
control fields that establish stationary-light conditions
within the interaction volume [see Fig.2] and, therefore,
can be well controlled and tuned in a continuous manner.
For large db, the phase is a pure result of the reflection
physics and does not depend on any system parameter
other than the relative phase between the two classical
control fields. Our setup can thus function as a pho-
tonic quantum router with an arbitrary and continuously
tunable reflection phase. This robust conditional phase
presents an important distinguishing feature compared
to previous Rydberg-EIT based protocols [46, 62].
Fig.5(c) shows numerically obtained spectra T1(ω) and
R1(ω) for various values of db. These are compared to
the transmission spectrum T0(ω) in the absence of the
stored spin wave. As db increases one finds that the re-
flection spectrum develops an asymmetry. This asym-
metry emerges since the Rydberg level shift, V (z), in-
duces a non-symmetric optical response, where the posi-
tive (ω > 0) and negative (ω < 0) frequency components
are affected differently. However, the effects of this can be
minimised by choosing a sufficiently narrow bandwidth
of the target photon, as discussed in Sec.VIII.
VI. COHERENCE PROPERTIES
Another distinguishing feature of the described polari-
ton switching mechanism is that it maintains EIT con-
ditions and therefore operates at inherently suppressed
photon losses. In Fig.6(a) we show the loss A = 1 −
|T1(0)|2 − |R1(0)|2 as a function of db. Remarkably,
absorption decreases with increasing db, even though
the target photon is resonantly coupled to the medium.
This in turn permits to work under conditions of strong
light-matter coupling, and stands in marked contrast
to conventional Rydberg-EIT schemes where resonant
photon coupling implies large interaction-induced losses
A ≈ 1− exp[−4db] [46, 58–61, 66] [see Fig.6(a)] and one
requires large single photon-detunings for coherent non-
linear operations [19, 20, 46, 54].
Absorption in the current situation originates from the
fact that the target photon does not switch fully adia-
batically between the slow and stationary light polariton
solutions. Specifically, this means that the target photon
partially populates the bright state polariton branches
depicted in Fig.3. However, the associated energy cost
of ∼ G2/γ = cl−1abs ensures that this population is sup-
pressed with increasing db and leads to the observed de-
crease of the loss coefficient A.
Thus far we have focussed on the dynamics of the tar-
get photon, where it was sufficient to consider a localized
gate excitation at a given position in the medium. Stor-
age of the gate photon, however, generates a spatially de-
localised collective spin wave excitation, and the preser-
vation of its coherent nature is essential for subsequent
photon retrieval. Respectively, the retrieval efficiency is
typically diminished by dissipative interactions with the
incident target photon [61, 66, 84], as we shall discuss
below.
To this end we consider the dynamics
of the spin wave density matrix ρˆ(t) :=∫ L
0
dx
∫ L
0
dyρ(x, y, t)Sˆ†g(x, t)|0〉〈0|Sˆg(y, t), where the
complex elements ρ(x, y, t) indicate the spatial coherence
between spin wave components at positions x and y.
Using the theoretical framework developed in [66], the
final spin wave state after the interaction with the target
photon can be obtained exactly in the CW limit and is
given by
ρ(x, y) =
{
1 + idb
[
1
1 + ν(L, x)
] [
1
1 + ν∗(L, y)
]
×
∫ L
0
dz
(z − x)6 − (z − y)6
[(z − x)6 + 2i] [(z − y)6 − 2i]
}
ρ0(x, y),
(20)
where ρ0(x, y) denotes the initial (pure) state of the
stored gate excitation. A detailed derivation of eq.(20) is
presented in Appendix B.
While the spin wave density, ρ(x, x), remains unaf-
fected [66], target photon scattering results in partial de-
coherence, i.e. a reduction of the off-diagonal elements of
ρ(x, y). Assuming that the length of the medium is sig-
nificantly longer than the extent of the spin wave state,
one can show that ρ(x, y) ≈ (1−A)ρ0(x, y) at large dis-
tances |x − y|  zb. Indeed this shows explicitly that
spin wave decoherence is directly related to the nonlinear
photon losses and, therefore, can be greatly suppressed
by increasing db in the present approach.
Figure 6 illustrates this difference between the present
and conventional Rydberg-EIT schemes for an explicit
initial spin wave with ρ0(x, y) = sin(xpi/L) sin(ypi/L)
[see Fig.6(b)]. In Fig.6(c-f) we show the final spin wave
state according to eq.(20) for various values of db. As
expected, the suppressed photon losses, shown by solid
line in Fig.6(a), only cause little decoherence reflected
in a marginal deformation of ρ(x, y) which reduces with
increasing db. In Fig.6(g-j), we plot the final spin wave
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FIG. 6. (a) Loss coefficient, A, as a function of db (solid) compared with the conventional polariton blockade mechanism
(dashed). (b) Initial density matrix, ρ0(x, y) = sin(xpi/L) sin(ypi/L), of the stored spin wave for L = 5zb. (c-f) Final density
matrix of the stored spin wave corresponding to the present coherent polariton-switching mechanism for various indicated
values of db. Panels (g-j) show the final density matrix for the dissipative polariton blockade, which is shown to cause much
stronger decoherence.
state corresponding to conventional Rydberg-EIT condi-
tions [61, 66, 84]. In this case, the virtually complete
scattering of the target field, as indicated by the dashed
line in Fig.6(a), causes strong decoherence that turns the
initial spin wave into a near-classical distribution of the
stored excitation.
VII. APPLICATIONS
The demonstrated conditional reflection of the target
field realises a quantum nonlinear photon router [15, 85]
in which a single gate photon can be used to control
or redirect the flow of target photons between the two
optical modes Eˆ→ and Eˆ→. This capability facilitates a
broad range of functionalities.
Firstly, the ability to modify the transmissive prop-
erties of the medium via gate storage has immediate
practical applications in the context of optical switch-
ing [13, 17, 86–92]. Classical switching only requires a
gate-photon induced blocking of the target field trans-
mission (either via dissipative scattering or coherent re-
flection), for which we can defined a fidelity F (classical)switch =
1 − |T1(0)|2. In previous Rydberg-EIT schemes [46, 58–
61, 66] relying on a dissipative polariton blockade the
switching fidelity is given by the nonlinear loss coefficient
F (classical)switch ≈ exp[−4db] [46].
However, we emphasise that this purely dissipative
nonlinearity fundamentally prevents the realization of a
quantum switch, since the underlying photon scattering
completely decoheres any quantum superposition state of
the gate excitation. On the contrary, this does not affect
the proposed routing approach, which does not rely on
photon scattering. The quantum switching fidelity in this
case is by the coherent reflection coefficient according to
F (quantum)switch = |R1(0)|2.
The ability to retrieve the stored gate photon presents
another performance aspect relevant for optical transis-
tor operation or applications for non-destructive photon
detection [58–61]. This factor is critically determined
by dissipative scattering of target photons, as discussed
above. To account for the finite retrieval efficiency, we
adopt the strategy of [66] and optimise the gate storage
and retrieval efficiency η in the presence of such deco-
herence processes by shaping the spatial profile of the
stored spin wave mode. We consider the target field in
the CW limit, and describe the induced spin wave deco-
herence by eq.(20). Spin wave decoherence for conven-
tional Rydberg-EIT is calculated according to [66]. The
overall transistor fidelity is then given by the product
of η with the corresponding switching fidelity discussed
above.
In Fig.7(a), we compare the different switch fidelities
for the proposed photon router to the conventional ap-
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FIG. 7. (a) Overall switch fidelity, taking into account both the target field switching as well as the gate photon storage
and retrieval efficiencies. The grey lines show the fidelity of a classical switch realised for a dissipative polariton blockade
nonlinearity (dashed) and the coherent polariton switching nonlinearity (solid). The red lines show the corresponding fidelities
for a quantum transistor. (b) Fidelity of a two-photon phase gate realised with the proposed photon router (solid) compared with
the corresponding fidelity of a pi-phase gate based on the dispersive phase shift obtained from the polariton blockade mechanism
(dashed). The black dot indicates the critical value of db ∼ 6 below which a dispersive phase shift of pi is fundamentally
impossible with the polariton blockade mechanism under EIT conditions.
proach based on nonlinear photon scattering. For clas-
sical operations, the fidelities are nearly identical since
the apparent gain in the storage and retrieval efficiency
due to reduced spin wave decoherence is compensated by
the higher switch fidelity, F (classical)switch ≈ exp[−4db], in the
dissipative case. The proposed routing mechanism, how-
ever, still yields a remarkably high fidelity for quantum-
transistor operation, which, as described above, strictly
vanishes for conventional Rydberg-EIT.
As already pointed out in eq.(19), the present approach
permits to imprint any relative phase between the ap-
plied control fields onto the reflected target photon. In
this way, the router can perform robust two-photon phase
gate operations. The imprinted phase is largely inde-
pendent of db, in contrast to previous schemes [46, 62]
based on conventional Rydberg-EIT. There one requires
a large single photon detuning ∆ to suppress the absorp-
tive contribution to the nonlinear response, along with a
large value of db in order to account for the reduced sin-
gle atom-coupling and achieve a significant phase shift.
In this off-resonant limit, φ ≈ −2db(γ/∆), and, choosing
(γ/∆) to achieve a pi-phase shift, the associated fidelity
scales as Fgate ∼ exp[−5pi/4db] [46]. In Fig.7(b), we com-
pare the fidelity of the present scheme, Fgate = |R(0)|2,
with that of the dispersive phase gate discussed above.
Again, one finds a significant gain by the proposed rout-
ing mechanism for experimentally relevant parameters of
moderate db.
VIII. EXPERIMENTAL CONSIDERATIONS
Finally, we will discuss a concrete physical imple-
mentation of the described physics, using 87Rb atoms
as the most relevant example for current experiments
[41, 53, 59, 60]. Slow-light polaritons involving Ryd-
berg states are being employed in a growing number of
experiments [19, 20] and stationary-light polaritons as
emerging from the double-Λ coupling scheme of Fig.2(a)
have also been demonstrated experimentally [79, 93, 94].
Following this approach, the atomic cloud may be ini-
tialised in the |g〉 ≡ |5S1/2, F = 1,mF = 0〉 ground
state. One can then choose the low-lying excited states
|p→〉 and |p←〉 from the |5P3/2, F = 2〉 hyperfine man-
ifold. In this case, choosing the Eˆ→ and Eˆ← fields to
have σ− and σ+ polarisations respectively, Eˆ→ will drive
the |g〉 → |p→〉 ≡ |5P3/2, F = 2,mF = −1〉 transi-
tion, while Eˆ← will drive the |g〉 → |p←〉 ≡ |5P3/2, F =
2,mF = +1〉 transition. Stationary light conditions
are established by coupling these excited states back to
the |d〉 ≡ |5S3/2, F = 2,mF = 0〉 hyperfine ground
state, by the counter-propagating classical fields with
Rabi frequencies Ω→ = Ω and Ω← = Ωeiφ, as indi-
cated in Fig.2(a). We note that using mF = 0 ground
states for |g〉 and |d〉 ensures that the classical Rabi fre-
quencies have equal magnitude, along with the coupling
strengths of Eˆ→ and Eˆ←. Finally, taking an nS1/2 Ry-
dberg state, σ+-polarised light can be used to drive the
|p←〉 → |s〉 = |nS1/2, J = 1/2,mJ = 1/2〉 transition.
Due to the degeneracy of the involved hyperfine and
fine structure manifolds, the optical fields would reso-
nantly drive a number of additional transitions. These
additional couplings can, however, be suppressed by ap-
plying a magnetic field along the light propagation axis.
The resulting Zeeman shifts can be made sufficiently
strong to isolate the desired transitions upon adjusting
the field frequencies accordingly to maintain a resonant
coupling. The resulting slight frequency shifts of Eˆ←
with respect to Eˆ→ can be straightforwardly compensated
with standard techniques or by sending the reflected light
through an identical medium without the Rydberg state
coupling. This permits to reconvert Eˆ← into Eˆ→ with an
efficiency, ∼ d2/(1+d)2, that is much larger than that of
the photon router.
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FIG. 8. Fidelity, eq.(21) for different indicated durations
of a Gaussian incoming target pulse, E0. The total optical
depth is fixed at 2d = 50, γ/2pi = 3.05MHz and the classical
Rabi frequencies are Ω/2pi = 5MHz and ΩS/2pi = 20MHz.
The gate excitation is located at the centre of the medium
and generates an interaction region with zb = 6
√
C6γ/Ω2S ∼
8.7µm, as obtained for the 100S1/2 state of
87Rb atoms [95].
In Fig.8 we show the photon router fidelity
F =
∣∣∣∣∫ ∞−∞ dωR1(ω)|E0(ω)|2
∣∣∣∣ , (21)
for realistic experimental parameters of the described
coupling scheme and different pulse lengths of the in-
coming target photon. Its spectrum, E0(ω), is normalised
according to
∫∞
−∞ dω|E0(ω)|2 = 1. Despite the frequency
asymmetry of R1(ω) [see Fig.5], the fidelity can approach
the ideal limit |R1(ω = 0)| for realistic pulse lengths used
in current experiments [59, 60, 62].
Considering the finite spatial extent of both the target
and the gate photon, one needs to account for another
effect, namely entanglement between the target field and
the gate excitation emerging from the Rydberg-Rydberg
atom interaction. More specifically, the reflection time of
the target photon becomes correlated with the spatial po-
sition of the gate excitation in the atom cloud. While this
presents another decoherence mechanism for the collec-
tive gate excitation, its actual effect is greatly suppressed
as long as the target pulse length exceeds the characteris-
tic difference of possible reflection times. The maximum
time difference can be estimated as τ ≈ d(γ/Ω2 + γ/Ω2S)
[51], which is ∼ 0.5µs for the example in Fig.8. This
is an order of magnitude shorter than the largest pulse
length in Fig.8 and typical pulse lengths used in current
experiments [59, 62].
IX. SUMMARY AND CONCLUSIONS
In summary, we have worked out a new approach to
engineering effective photon interactions via interactions
between particles of an EIT medium. The basic principle
is based on a modification rather than a breaking of EIT
conditions to achieve a nonlinear alteration of light prop-
agation under low-loss conditions. We have presented a
specific implementation using laser-driven Rydberg-atom
ensembles which realizes an effective photon-photon in-
teraction that is reflective in character and highly coher-
ent.
We demonstrated that in this way a single photon
acts like a mirror with a robust and continuously tune-
able reflection phase, and discussed a number of appli-
cations entailed by such a quantum nonlinear photon
router. Here, the enhanced coherence properties of the
developed polariton-switching mechanism offer a signifi-
cant performance gain compared to existing approaches
based on the Rydberg-blockade of dark-state polaritons
[19, 20, 40, 46]. This in turn permits to achieve a strong
optical response and high operational fidelities already at
moderate values of db that are well within the domain of
accessible atomic densities, where additional decoherence
processes [68] can be kept at a minimum.
While we have focussed in this work on the interac-
tion of a single propagating photon with a single stored
gate excitation, the interaction of multiple freely propa-
gating photons also holds interesting perspectives. The
described type of nonlinearity could be used to coherently
filter out highly non-classical states of light from a clas-
sical light source, such as single-photon states [47, 53] or
strongly correlated trains of photons [67]. As compared
to the dissipative nonlinearity based on the polariton-
blockade considered in previous work [47, 53, 67], the
present coherent nonlinear reflection mechanism might,
for example, require significantly lower optical densi-
ties for generating spatially ordered photons [67] and,
thereby, make such exotic states of light accessible with
present experimental capabilities.
Moreover, the broken left-right symmetry of the un-
derlying coupling scheme in Fig.2(a) suggests the emer-
gence of chiral behaviour, in which the optical response
of the medium is strongly dependent on the propagation
direction of light [96–98] in a highly nonlinear fashion.
For example, a left moving photon can be made more
reflective than a right moving photon, such that a head-
on collision of two photons would generate a pair of co-
propagating photons with a strong bias in one direction.
The availability of such unsual types of interactions com-
bined with the freely tuneable reflection phase suggests
intriguing perspectives for the collective engineering of
non-classical multi-photon states or the exploration of
exotic many-body physics with photons in future theo-
retical and experimental work.
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Appendix A: Photon propagation equations
Here, we outline the derivation of the propagation
equations (10) and (11) and provide explicit expressions
for the used susceptibilities. Starting from the Heisen-
berg equations deriving from the Hamiltonian eq.(3), one
obtains equations of motion for all relevant two-body am-
plitudes describing a stored gate excitation at position x,
and a target excitation at position z. Using the short-
hand notation E→ ≡ E→(z, x, t) etc. for convenience,
these coupled equations of motion can be written as
∂tE→ = −c∂zE→ − iGP→, (A1)
∂tE← = c∂zE← − iGP←, (A2)
∂tP→ = −iGE→ − iΩD − γP→, (A3)
∂tP← = −iGE← − iΩe−iφD − iΩSS − γP←, (A4)
∂tD = −iΩ
(
P→ + eiφP←
)
, (A5)
∂tS = −iΩSP← − iV (z − x)S. (A6)
Transforming to frequency space, we then ob-
tain a series of equations for E˜→(z, x, ω) =
(2pi)−1/2
∫∞
−∞ dte
−iωtE→(z, x, t) etc. Upon solving
for P˜→(z, x, ω) and P˜←(z, x, ω) in terms of the photonic
amplitudes, and inserting these into eqs.(A1-A2), one
immediately arrives at a closed system of equations for
E˜→(z, x, ω) and E˜←(z, x, ω) as given by eqs.(10) and
(11). The susceptibility functions occuring in eq.(11) are
explicitly given by
χ→(z, ω) = −ω
c
+
G2
c
(
ξ − Ω2Sω−V (z)
)
ξ
(
ξ − Ω2Sω−V (z)
)
− Ω4ω2
, (A7)
χ←(z, ω) =
ω
c
− G
2
c
ξ
ξ
(
ξ − Ω2Sω−V (z)
)
− Ω4ω2
, (A8)
χ(z, ω) =
G2
c
Ω2
ω
1
ξ
(
ξ − Ω2Sω−V (z)
)
− Ω4ω2
, (A9)
where we have introduced ξ = ω + iγ − Ω2/ω.
Appendix B: Spin wave decoherence dynamics
In this appendix we outline the solution to the scat-
tering induced decoherence dynamics of the stored gate
spin wave, i.e. the derivation of eq.(20). To this end, we
begin with the equation of motion for the density matrix
elements, ρ(x, y, t), of the stored spin wave, which can be
expressed as
∂tρ(x, y, t) = i
∫ L
0
dz [V (z − x)− V (z − y)]
× S∗(z, x, t)S(z, y, t).
(B1)
S(z, x, t) is again the two-body probability amplitude to
have an |s〉 Rydberg excitation at position z, and a stored
gate excitation at position x. Imposing the initial condi-
tion ρ(x, y, 0) = ρ0(x, y), the general solution to eq.(B1)
is given by
ρ(x, y, t) =
{
1 + i
∫ L
0
dz [V (z − x)− V (z − y)]
×
∫ t
−∞
dτS∗(z, x, τ)S(z, y, τ)
}
ρ0(x, y).
(B2)
Solving the target field dynamics governed by eqs.(A1-
A6) in the CW limit, one can obtain a solution for the
Rydberg spin wave amplitude S(z, x) in terms of the pho-
tonic amplitudes
S(z, x) =
GΩS
γ
E←(z, x)− E→(z, x)
Ω2S/γ + 2iV (z − x)
. (B3)
Using the solutions, eqs.(16-17), for E→(z, x) and
E←(z, x), the target spinwave amplitude can be written
as
S(z, x) = −GΩS
γ
1
Ω2S/γ + 2iV (z − x)
1
1 + ν(L, x)
E0
(B4)
where the amplitude E0 describes the incoming target
photon, with the normalisation
∫∞
−∞ dt|E0|2 = 1/c. In-
serting this result into eq.(B2) and carrying out the
time integration, one finally arrives at the result given
in eq.(20), where distances have been rescaled by zb, de-
fined according to V (zb) = Ω
2
S/γ.
Let us finally consider eq.(20) in the limit |x − y| 
zb. In this case, the spatial integral has two separate
contributions around z ∼ x and z ∼ y, such that the
solution for ρ(x, y) can be approximated by
ρ(x, y) ≈
{
1− ν(L, x) + ν
∗(L, y)
[1 + ν(L, x)] [1 + ν∗(L, y)]
}
ρ0(x, y).
(B5)
Assuming further that the medium length L greatly ex-
ceeds the spatial extent of the gate spin wave, we can use
ν(L, x) = ν(L, y) = dbν and obtain the expression
ρ(x, y) ≈
{
1− 2dbRe[ν]|1 + dbν|2
}
ρ0(x, y) (B6)
= (1−A)ρ0(x, y), (B7)
discussed in the main text, where A is the loss coefficient
introduced in section VI.
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