Examples of computationally simplifying some sequences of non-negative integers are presented. The reduction might be at the cost of leaving out a set of exceptional inputs of zero or rather small density. 
Introduction

1.
For a positive real number θ, the roots  θ n  n∈ℕ ≥1 , when the index n goes to infinity, tend to 1. For θ > 1, the sequence   n∈ℕ ≥1 provides another form of real number representation for θ. It was shown in [1] that for a fixed parameter θ and given n, the n th term  , and the agreement is dominantly with the lower possibility  n ln θ when ln θ is rational with a bound given in [1] . This path of research was followed in [2] , where it was shown that for all θ > 1 the exceptional case (agreement with  n ln θ + 1 2 ) is of density 0, for almost all θ > 1 the counting function is asymptotic to ln θ 12 ln n, and for certain numbers like e 5 -1 the exceptional case is empty, while for e 2 5 it is infinite. So although the sequence  
.
We show later in the introduction how these types of functions lead to the optimal modulus of convergence, where the ϵ are of the form 1 n for positive integer inputs n. With all this in mind, and further motivated by the recently developed notion of coarse computability [3] where a membership decision procedure for a set of non-negative integers may give an incorrect output on a vanishing fraction of inputs, we present new instances of arithmetically and computationally simplifying some sequences involving integer parts. The reduction might be at the cost of leaving out a set of exceptional inputs of zero or rather small density. A typical simplified output would most likely be the exact intended value, and when it is not, it would just be the predecessor of the actual value. We would have a supplementary standby program of higher complexity to determine whether 1 must be added. In Section 2, we deal with integer parts of some increasing unbounded sequences of reals, and in Section 3, the floor is invoked at each iteration.
Our first group of examples would have their generalized inverse (G-inverse, for short) serve as the least modulus of convergence (linear, i.e., when ε is of the form 1 k ). Broadly speaking, given a function g, its G-inverse h is defined by h m  μ k g k ≥ m. Here μ stands for "the least" over integers or the "inf" over the reals. G-inverses are usually considered for increasing functions  → , see [4] , and they are left continuous. The examples will include how nested square roots with addition, obtained by iterating 2 + x with special initial values in -2, 2, converge to 2. The simplified representation candidate would be of the type  Countless examples of this sort could be considered; for example, For the latter sequence, given a positive integer m, for an integer
, it is equivalent that m ≤ g k. The least k where this holds, that is the k with g k -1 < m ≤ g k, is the G-inverse of g evaluated at m. Call that G-inverse function h. For m  1, we have h m  1; for m  2, … , 10, we have h m  2; for m  11, … , 64, we have h m  3; for m  65, … , 385 we have h m  4; and so on.
In Section 2, we raise plausible identities like
. Any counterexamples, if they exist, would have to make the fractional part of
close to 1 while making the fractional part of 1 4 csc 2  π 2 m+2  small. We entertain the reader by some near integers in a rather similar context presented by Myerson [5] :
However, for any potential counterexample in our situation, the closeness to integers would have to be much more. For example, at around m  20 000 the two sides agree for more than 12 000 digits after the decimal point. For 20 000, the fractional parts start with 0.64, and the first difference appears in position 12 042 after the decimal point, namely …54623086494529269182 162 … versus …54623086494529269182 097 …. (The integer parts are also big; e.g., for m  20 000 the common value of the two floors is about four pages long in a normal Mathematica output when printed out.  by a path in the integer lattice closest to the corresponding line from below, a Christoffel word, see [8, Part I] .
How Iterated 2 + x Converges to 2, for x ∈ (-2, 2) 2.
For an increasing and bounded sequence b n of reals converging to ℓ, consider the errors ℓ -b n . The manner of convergence of these errors to 0 and the reciprocals 1  ℓ -b n  to infinity can be studied in some aspects via the sequence 1  ℓ -b n . This type of Nathanson-O'Bryant approach and the G-inverse of the resulting sequence motivate this section. Our sequences in this section involve nested square roots of 2, and we use [9, Example 2] . Also see [10, 11] for further related studies. For any positive integer m, we have
To see this, just use basic facts like cos
, the half-angle formula for cos, and lim x→0 + sin x x  1 (this convergence is in an increasing fashion). The latter shows the ratio of the left side of the preceding inequality to its right side (which is greater than or equal to 1) tends to 1, as m → ∞.
For m  1, … , 10, the terms on the left, respectively the rightmost terms, are approximately as follows (shown with eight significant digits): 
+  x 4  about 0, we see
Therefore, if the two floors are not the same, then
Call this "high," and let "regular" be the one without + 1.
The following remark is on the density of the set of high numbers m and relies on the condition that  4 m+2 π 2  m∈ℕ be uniformly distributed mod 1. Recall that this is equivalent to 1 π 2 being normal to the base 4, which is not known to hold. 
π 2  and the complementary high case being when
π 2 is normal to the base 4, then the high set has density at least 1 12 , and approximately just that.  hold for all m?
We used Mathematica and found there are no counterexamples for Question 1 for m ≤ 100 000. Looking back at our starting inequality, we multiply the leftmost and rightmost sides by π 2 and compare the integer parts of the resulting numbers (this time the simplified value is far more so). Here we deal with three other sequences where we have varied the initial point from the preceding consideration. For any positive integer m, we have
Again, these can be seen by just using basic facts like
, cos
, the half-angle formula for cos, and lim x→0 + sin x x  1, in an increasing fashion. The latter shows the ratio of the left side of any of the three preceding inequalities to its right side (which is greater than or equal to 1) tends to 1, as m → ∞.
For m  1, … , 10, the terms on the left, respectively the rightmost terms, are approximately as follows (shown with eight significant digits): We would have to continue a bit to get the first index where the corresponding floors differ (by 1 again); those indices are 15, 38 and 16, respectively (see Example 2) .
Using the expansion of csc 2 x about 0 as before, we see that
Consider the new regular and high complementary cases for each of the three examples:
The following remark is on the density of the set of high numbers in each case and relies on the condition that (a fixed rational multiple in each case of)  4 m+2 π 2  m∈ℕ be uniformly distributed mod 1. Recall that this is equivalent to 1 π 2 being normal to the base 4, which is not known to hold. π 2 is normal to the base 4, then the high set for each of the three cases has density at least 1 12 , and approximately just that. Looking back at our three starting inequalities, we multiply the leftmost and rightmost sides by π 2 and compare the integer parts of the resulting numbers (and the presented equal values are far simpler).
If m ≡ 0, respectively 2 (mod 3), then the corresponding value is
, respectively
Proof. We have
with the term The G-inverses we dealt with in the previous section were to the floors of multiplicative inverses of the error in approximating limits by sequence terms. In Section 3.2, we will consider the G-inverse of an increasing function whose defining equation here is not of that sort. We begin with this sequence itself. The predecessor sequence to c is generated via b 1  1,
Base-2 Length of Iterated
b n  (a simple induction shows that b n  c n -1 for all n).
Similarly, the sequence a 1  1 and a n+1  3  a n 2  gives the sequence b when all the terms except the first are divided by 3. The sequences c, b, a are A061418, A061419 and A070885 on OEIS [12] , respectively. Some related studies (besides [6] ) are [13, Section 5] and [14] .
Another easy induction shows that   + 1 (and so s n is the successor of that in each case). We would like to have estimates on the density of the types of n; this is achieved by improving the bounds, where we also explore the possibility that our sequence is an inhomogeneous Beatty sequence (i.e., a Sturmian sequence). The sequence c is also K 3  , where K 3 is a number related to the Josephus problem; see [14] , where the approximate value
n and so
We used Mathematica to find that the leftmost and rightmost sides agree for m ≤ 200 000. The inhomogeneity term log 2 
 n  computed to its first 26 terms decreases from about 0.8058 to about 0.1130, and the latter agrees to four decimals with its limit
. Hence we have the following:
On a set of n with density from 0.8869 to 0.8870, we have s n  n log 2  Let us now turn to the G-inverse of s, namely define r m  μ n s n ≥ m. For any m, the predicate s r ≥ m is successively equivalent to the following:
is never a power of 2, then c r > 2 m-1 (*); this is referred to in what follows in the proof),
If the latter compound fraction is not an integer, then
 -1, and we used Mathematica to find that the two agree for m ≤ 200 000). In any case, the inhomogeneity term 3 +   . If c n for n > 3 is never a power of 2, and
is never a power of 3 2 , then
The inhomogeneity terms 3 + for r m turned out to be a good one, approximating it from the right by less than two units. We can produce c n up to n being the mentioned approximation and present the last two components, where the intended number m appears as the first or just the second. In the former case, the right answer would be Here are the exceptional inputs. Regarding the high numbers in Example 3 (for s) and in Example 4 (for r), see Figure 1 . Figure 1 . Beginning of evolution of s (step 1 up through step 53) and r (input 2 through 31), easy/approximate/majority bounds shown with two lines in blue, refined (conditional/plausible) bounds shown with two lines in purple, the six s-high cases 3 < h < 53 (namely, 5, 17, 29, 34, 41, 46) at the red arrowheads (their outputs lie between the two bounds), the three r-high cases 3 < h ≤ 31 (namely, 7, 14, 31) at the yellow arrowheads (for these the blue line crosses a rightmost vertical edge not precisely on top of another). 
Iterations, Wolfram Sequences and Approximate Closed Formulas
The output is {0}, and so the original output is confirmed to be 102537.
For the smaller exceptional number we found there, the code 
We talked about the rather large density of m where the initial term of the series already determines the integer part, and that when it does not, we just need to add 1. We left it open whether for all m ∈ ℕ, the floor of the series is determined by just the first two terms. We note that for each positive integer m, the number In Section 3, we dealt with the process of "start with 2, then repeat: multiply by 1.5 and round down," which after two loops experiences another power of 2. If it never later lands at another 2 k (and we checked that up to 5000 there are no more), our "exact" Sturmian representation formula for the base-2 length of generated iterations holds. But the inhomogeneity term would involve the curious number K 3, so using our mentioned approximate Beatty representation makes sense.
An indirect way to check whether a fixed initial segment of the sequence f m can be extended to a Sturmian sequence is whether it is balanced, that is, whether ∀ x, y, zfx + y -fx -fz + y -fz ∈ -1, 0, 1, see [16] . We used this for several blocks in the sequence with Mathematica and did not find a counterexample to being Sturmian. For example, for all values of n that we checked, when n is increased by 900, s n increases by either 526 or 527.
