Abstract. The paper is devoted to uniform approximation by harmonic functions on compact sets. The result is an approximation theorem for an individual function under the condition that, on the complement to the compact set, the harmonic capacity is "homogeneous" in a sense. The proof involves a refinement of Vitushkin's localization method.
§0. Introduction
Let X ⊂ R 3 be a compact set, X • the interior of X, Δ the Laplace operator in R 3 . We define two classes of functions h(X) and H(X) as follows:
and H(X) is the closure in C(X) of the set {f | X : Δf = 0 in a neighborhood of X} (the neighborhood depends on f ).
Clearly, H(X) ⊂ h(X). There is a criterion for the identity H(X) = h(X)
, namely, the Keldysh-Deny capacity criterion (see [1, 2] ), which is similar to Vitushkin's criterion for analytic functions; see [3, Chapter 5 , §3, Theorem 1] . Specifically,
where Cap(·) is harmonic capacity (see (1.3) ) and D is an arbitrary bounded open set. Consider the (more general) problem of description of all functions f that belong to H(X). The conjecture to be stated below was formulated, e.g., by O'Farrell [4] . Similar statements were established by Vitushkin (see [3, Chapter 4 , §2, Lemma 1]) for uniform analytic approximation of individual functions, and by Paramonov [5, Theorem 5.1] for harmonic approximation in the C 1 -norm. There is no loss of generality in assuming that the function f in question is extended to the entire R 3 from X up to a continuous compactly supported function (this can be done, e.g., by the Whitney theorem; see [6, Chapter 6, item 2.2]). Let ω f be the modulus of continuity of the extended function f .
Conjecture 1. The condition f ∈ H(X)
is equivalent to the existence of positive constants k and k 1 (which depend only on f and X) with
where B is an arbitrary open ball in R 3 of radius r, x = (x 1 , x 2 , x 3 ) ∈ R 3 , m x is the Lebesgue measure on R 3 , ϕ is an arbitrary function in C ∞ 0 (B), and kB is the ball homothetic to B and of radius kr.
Since capacity characterizes the "size" of the set of irremovable singularities for harmonic functions (see, e.g., [ 7, Theorems 1.4 and 3.1]), we see that condition (0.1) can be interpreted in the following natural way: uniform approximation is possible if and only if the complement to the compact set is locally at least as "massive" as the set of singularities of the function.
The necessity of condition (0.1) for f ∈ H(X) is proved in a standard way (see Lemma 1.3); moreover, we can put k = 1, and k 1 is a universal constant. The arguments are similar to those in [3, Chapter 4 , §2] or in [5, §5] . The question about sufficiency of (0.1) is much subtler than similar questions for uniform analytic approximation and for harmonic approximation in the C 1 -norm (see Remark 1.3 in §1). In the present paper, we verify a somewhat weaker version of Conjecture 1.
Theorem 1.
Suppose that condition (0.1) is fulfilled; moreover, suppose that there is a constant k 0 ≥ 1 (which may depend on X) such that for every x ∈ R 3 \ X • and all r > 0 we have
Cap(B(x, 2r) \ X) ≤ k 0 Cap(B(x, r) \ X).
Then f ∈ H(X).
It should be noted that, taken alone, estimate (0.2) does not imply that f ∈ H(X) (see Example 1.1 in §1).
Theorem 1 will be proved with help of Vitushkin's method [3] , which consists of decomposing the function in question into a sum of localizations and subsequently estimating and equating Laurent coefficients of these localizations. It should be noted that a substantial refinement of the method was required. In the present paper, we shall use a theorem on approximation of a function "by parts" [8, Theorem 2] , which "improves the order by 1" in Lemma 1 in [3, Chapter 2, §4]. However, the most important technical tool is the use of Calderón-Zygmund singular integrals on a specially constructed Lipschitz surface (see §2) for estimating and equating Laurent coefficients.
Note also that the geometric construction here is much more complicated than that in the papers [8, 9] , where related but simpler statements were proved (for example, in [9] , Verdera's conjecture (see [10] ) was verified). In those papers differential operators with locally bounded fundamental solutions were considered (such as powers of the CauchyRiemann operator), and capacity conditions were not required.
We remark that there is no need to use all functions ϕ occurring in (0.1) in the proof of Theorem 1: these functions arise naturally when we construct partitions of unity, their derivatives may be assumed to obey "fairly regular" estimates (see Lemma 1.1) , and their number is finite for given f and X. In fact, by analogy with [11, Theorem 2.2], we may restrict ourselves to functions ϕ generated by one "test function of simple structure" via translations and shifts (see §4). The selection of a due test function leads to the following condition (0.3), which is more natural than (0.1) in applications.
Theorem 2.
Suppose that condition (0.2) is satisfied and, in the notation of (0.1), the following is true:
where σ x is the surface measure on the boundary ∂B of the ball B. Then f ∈ H(X).
Condition (0.3) has been suggested by Paramonov, by analogy with condition (iv) in [12, Theorem 1.1] .
Finally, it should be noted that the proof of Theorems 1 and 2 can be carried over to harmonic functions in R d (d > 3) with minor changes. The author is deeply thankful to the referee for valuable remarks.
§1. Preparatory results
Recall that the fundamental solution for the Laplacian in R 3 looks like this:
.
Let g be a distribution such that Spt(Δg) is compact (Spt(·) stands for the closure of the support of " · "). Outside Spt(Δg), g is a (classical) harmonic function. If lim x→∞ g(x) = 0, then (1.2) g = E * (Δg);
this relation is understood in the distributional sense. (Indeed, E being the fundamental solution, the distribution g − E * (Δg) coincides with a function harmonic on R 3 and vanishing at infinity. By the Liouville theorem, this function is identically zero.)
As in [7, Definition 1.1], we define harmonic capacity. Let K ⊂ R 3 be a compact set. The quantity
is called the capacity of K. The angular brackets in (1.3) indicate the action of a compactly supported distribution on an infinitely differentiable function. Specifically,
where ϕ is an arbitrary function in C ∞ 0 (R 3 ) with ϕ(x) ≡ 1 in a neighborhood of Spt(Δg). We recall the usual definition of capacity in potential theory:
where μ is the total mass of a nonnegative Radon measure μ supported on K. Formally, Definition (1.4) is a partial case of (1.3) (see (1.2) ). However, it is known that Definitions (1.3) and (1.4) are equivalent (see, e.g., [7, §3] 
where K stands for a compact set. In this paper, we shall use well-known elementary properties of the capacity Cap(·) (see, e.g., [1, Chapter 2, item 1, Properties 1-5]).
We remind the reader that the Vitushkin method consists of the following: 1) to split the function f into a sum of localizations by using a partition of unity; 2) to approximate the localizations in a way ensuring the relation f ∈ H(X). By a partition of unity on a compact set K, we mean a finite collection of nonnegative functions ϕ j ∈ C ∞ 0 (R 3 ) such that j ϕ j (x) ≡ 1 in a neighborhood of K. Let {ϕ j } be a partition of unity on Spt(Δf ). By (1.2), f is represented as a sum of localizations • ]. (The required partition of unity depending on X and f will be introduced in § §2-3.) As a preliminary, we make some comments.
In what follows, α = (
Throughout, by a cube we mean a closed cube with edges parallel to coordinate axes. For a cube Q = Q(a, s) centered at a and with side length s, we denote by λQ the cube with the same center and with side length λs. The name dyadic cubes is reserved for the cubes of the form 
In what follows, A, A 0 , A 1 , . . . stand for positive universal constants. Their particular values may vary from one formula to another. The constants k j > 0 (j = 0, 1, 2, . . . ) are fixed.
The next statement about properties of localizations is similar to Lemma 1 in [3, Chapter 2, §3] and is proved in a standard way; see [5, §4] , [15, Lemma 14.10] , and [16, Proposition 2.5].
Lemma 1.2. Let
, and let g ∈ C(R 3 ). Then the function V ϕ g (see (1.6) ) has the following properties:
To estimate localizations outside the ball B, we use a Laurent series expansion in derivatives of the fundamental solution. We recall the principal facts; see [5, Lemma 3.2] .
Let T be a distribution supported on a ball B(a, δ), and let h = T * E. Then h(x) admits an expansion in a Laurent series that converges in C ∞ outside the ball B(a, 3 √ 3δ):
where the Laurent coefficients c α are defined by
Formula (1.8) implies that, whenever h ≡ 0, there exists the maximal index n such that
The coefficients c α with |α| = n are called the senior Laurent coefficients of h; clearly, they do not depend on the center a of expansion (the coefficient c 0 (h) = T |1 never depends on the center of expansion).
Remark 1.1. By (1.2), an arbitrary function (1.8) such that Spt(Δh) is compact and lim x→∞ h(x) = 0 possesses a Laurent expansion (1.8).
In particular, for the function V ϕ g in Lemma 1.2 we have
From Lemma 1.2 and the definition of the capacity, we readily deduce the estimate
and also the necessity of condition (0.1) for f ∈ H(X).
is fulfilled with k = 1 and a universal constant in the role of k 1 .
Proof. Let f ∈ H(X).
Then for every ε > 0 there is a function F such that ΔF = 0 in a neighborhood of X and |f (x) − F (x)| < ε. Reducing ε if necessary and extending f − F by the Whitney theorem [6, Chapter 6, item 2.2] (like we did with f ), we may assume that everywhere on R 3 we have |f (x) − F (x)| ≤ ω f (δ). Estimating the functions V ϕ f = E * (ϕΔf ) and E * (ϕΔ(f − F )) by Lemma 1.2, we obtain a due estimate for V ϕ F :
, by (1.10) and (1.11) we obtain
Since |f (x) − F (x)| < ε and ε is arbitrary, this yields a similar estimate for the left-hand side of (0.1).
Condition (0.1) is convenient for the verification of the property that a function in h(K) does not belong to H(K).
Construction of the example. We start with elementary estimates. Let C be a right circular cylinder with base of radius r and of height a, a ≥ 2r. Then (see, e.g., [17, Chapter 2, §3, item 14]) there is a constant A > 1 such that
In particular, if a ≤ 1 and a/r = exp(1/a 2 ), we have
For t ∈ (0, 1/10], let U (t 1 , t 2 , t) be the open set bounded "from below" by the surface of revolution
2 ), and "from above" by the plane x 3 = t; the above estimate for the capacity of a cylinder shows that ( 10 n is the internal boundary of K. By (1.12), for every fixed n and for an arbitrary disk of radius r ≥ 10 −n+1 lying on the plane Ox 1 x 2 and centered at a point of Q, we have
where the summation is over the pairs (m 1 , m 2 ) such that the points (m 1 /10 n , m 2 /10 n ) belong to the disk mentioned above. It follows that for every ball B = B(x, r) centered at an arbitrary point x ∈ Q and of radius r ≤ 20 we have (1.14) (
in particular, (0.2) is fulfilled for B and 2B. For balls of greater radius and centered at x ∈ Q, as well as for all balls centered outside B(0, 10), inequality (0.2) is obvious (though (1.14) may fail). Consider a ball B centered at a point belonging to the closure of some set of the form U (m 1 /10 n , m 2 /10 n , 1/10 n ). If 4B intersects the plane x 3 = 0, then (0.2) for B and 2B follows from a similar inequality for balls centered in Q. But if 4B does not intersect the plane x 3 = 0, then, by construction, 2B does not intersect the closures of the other sets U (m 1 /10 n , m 2 /10 n , 1/10 n ), so, clearly, (0.2) is again satisfied for B and 2B. Thus, (0.2) holds true for K. Consider the function f = σ * E, where σ is a measure uniformly distributed over Q; clearly, f ∈ h(K). We show that f ∈ H(K).
Let B be the ball centered at a point of Q and of radius r; take a function ϕ with
and, by (1.14),
This contradicts (0.1) if r is sufficiently small. Now, f ∈ H(K) by Lemma 1.3. This finishes the description of the example. At this point we start the proof of Theorem 1, which will be finished in §3. In §1 we obtain a series of estimates and reduce Theorem 1 to Lemma 1.8 . By (0.1), for |α| ≥ 0 we have the following estimates for the coefficients c α (V ϕ f, a) (see (1.9)):
(1.15)
here we have used the elementary estimate
, then for every n ∈ Z + we have
In particular, for n = 0 we obtain
Proof. By (1.8), (1.15), the estimate
(see, e.g., [5, Lemma 3.2] ), and the fact that the number of c α with |α| = m is
, we see that the left-hand side of (1.16) does not exceed the quantity 
; next, (1.16) will be used only for n ≤ 3.
The estimates of the lemma below are easy generalizations of (1.15) and (1.16), but they do not involve the constant k explicitly. For this reason, they are more convenient in the geometric construction to be presented later on. As before, let f j = E * (ϕ j Δf ), let a j be the center of Q j , and let s j = s(Q j ). 
for x ∈ (5/4)Q j and n ≤ 3, where the constant k 2 depends only on k and k 1 in (0.1).
Proof. We decompose every cube Q j into dyadic cubes Q j,p with side length 2 −N s j , where 
Since Spt ϕ j,p ⊂ B j,p and kB j,p ⊂ (9/8)Q j , we obtain (1) with
For n = 0, (1.17) is a consequence of (1.16) for f j,p . If n > 0, it suffices to establish estimates similar to (1.17) with f j in place of f j,p . By (1.16) it suffices to show the following for the Laurent expansion of f j,p centered at a j,p : if x ∈ (5/4)Q j and n ≤ 3, then
(1.19)
But (1.19) follows from (1.18) and (1.15) for c α (f j,p , a j,p ) and from the asymptotics of the left-hand side of (1.19) at infinity.
Recall that Vitushkin's method allows us to reduce the approximation problem in question to the construction of functions that equate a due set of Laurent coefficients for localizations. We look more carefully at the question as to how many (and which particular) coefficients should be involved.
We shall need a particular case of Theorem 2 in [8] . 
Then f ∈ H(X).
Let us compare Lemmas 1.6 and 1.5. By condition (1) in Lemma 1.5 with α = 0, the definition of the capacity shows that for every j there exists Φ j ∈ C(R 3 ) with lim x→∞ Φ j (x) = 0 that satisfies condition (1) in Lemma 1.6 with C = 5/4 and has the properties Φ j L ∞ ≤ k 2 ω f (s j ) and c 0 (f j ) = c 0 (Φ j ) (Remark 1.1 is applicable to Φ j ). By Lemma 1.2 and condition (2) in Lemma 1.5, this leads to the estimate
which is weaker than the required estimate (1.20) (the power order on the right is smaller by 1). The next statement is a reformulation of Lemma 1.6.
Lemma 1.7.
Under the assumptions of Lemma 1.6, suppose that there exists a constant
So, in order to prove Theorem 1, it suffices to ensure the assumptions of Lemma 1.7. Furthermore, since (3) for α = 0 follows directly from (1.21) (in fact, from (0.1)), it suffices to ensure the relation c α (f j , a j ) = c α (Φ j , a j ) with arbitrary j only for |α| = 1. Remark 1.3. As was mentioned in [8] , in the case of uniform approximation in the class of analytic functions, there is no "gap of magnitude 1 in the order" between an analog of (0.1) (see [3, Chapter 4 , §2, Lemma 1] ) and the requirements of Theorem 2 in [8] . Therefore, Vitushkin's criterion is a direct consequence of that theorem. In essence, the situation is similar in the case of harmonic approximation in the C 1 -norm. To prove Theorem 1 (more generally, Conjecture 1), we must equate additionally three coefficients c α with |α| = 1 for the localizations of the initial function. Should we have chosen to mimic the proof of Lemma 1 in [3, Chapter 2, §4] instead of applying Lemma 1.7, this would have required a much harder prerequisite, specifically, an estimate like (1.20) but with the fourth power on the right instead of the third. This would have led to the task of equating six more coefficients c α with |α| = 2, which would have produced substantial complications at least.
We continue the proof of Theorem 1. Let us simplify the notation. In what follows, the coefficients of (∂/∂x m )E in a Laurent expansion will be denoted by c 1 m , m = 1, 2, 3. By (1.21), we may assume at once that c 0 (f j ) = 0 and, consequently,
Since Lemma 1.7 is about localizations, we fix a localization f j and denote it by g. Making (if necessary) a shift and a homothety (which preserve (0.1) and (0.2) with the same constants), we may assume that Spt(Δg) ⊂ (1/2)Q 0 , where
3 is the unit cube. To lighten the notation, we still use the symbol X to denote the transform of the initial compact set. Also, we shall assume that g L ∞ ≤ 1.
The main ingredient in the deduction of Theorem 1 from Lemma 1.7 is the following Lemma 1.8. This is a statement about equating the coefficient c 1 3 (one among the three we require).
with the following properties:
. Remark 1.4. Formally, Lemma 1.8 is similar to Lemma 1.4 in [9] or Lemma 3.7 in [8] , but it is much more complicated in essence. It should be noted that the dependence of k 4 in (2) on k 0 in (0.2) is the only obstruction to a complete proof of Conjecture 1.
Theorem 1 follows from Lemma 1.7 and Lemma 1.8 , which is a generalization of Lemma 1.8.
Lemma 1.8 . Let g be as in Lemma
Indeed, using Lemma 1.8 , it is easy to ensure the assumptions of Lemma 1.7, and this suffices for the proof of Theorem 1. Let m 0 be the index such that the sum We outline the further steps of the proof of Theorem 1. Below, in § §1-3, we prove Lemma 1.8. After that (at the end of §3), we shall show how to prove Lemma 1.8 by an easy modification of the arguments. This will finish the proof of Theorem 1.
Proof of Lemma 1.8. We assume that g ≡ 0 (otherwise there is nothing to prove). In the rest of §1, we introduce some definitions and notation, obtain some estimates, and indicate the form in which we shall construct the function G 2 3 . In §3 we present a geometric construction and reduce Lemma 1.8 to the technical Lemma 2.3. The latter lemma will be proved in §3.
Consider a covering of Q 0 by disjoint dyadic cubes (it will be specified in § §2-3) and construct the associated partition of unity in accordance with Lemma 1.5.
Let g j be the corresponding localizations of g (they are second order localizations for the initial function f ). By Lemma 1.5, there exist functions
and the functions r j = g j − Φ j satisfy the following estimate (here a j is the center of Q j , s j = s(Q j ), and
In should be noted that, if the capacity β j is small compared to s j , then the estimate for |r j (x)| is "much worse" for x ∈ Q j than for x ∈ (3/2)Q j ; this explains condition (4) in Lemma 2.1).
We refine the asymptotic estimate for r j if x ∈ (3/2)Q j . By Lemma 1.5, we have
The function G 2 3 will be constructed as a finite linear combination with positive coefficients of functions h 2,1 as in (1.26) below. We start with several definitions.
A column is any set of dyadic cubes (1.7) such that p, m 1 and m 2 are fixed (the cubes involved are of one and the same size and are placed in the direction of the
Two dyadic cubes are said to be coordinated (we also use the term "a coordinated pair of cubes") is they are of equal size, they belong to one and the same column or to two neighboring columns, and the m 3 -indices of these cubes (see (1.7)) differ by 2 or 3. In what follows, we always assume that m 3 (Q 2 ) > m 3 (Q 1 ) (Q 2 is placed "higher" than Q 1 ).
Let (Q 1 ,Q 2 ) be a coordinated pair such that the two sets (9/8)Q j \ X • with j = 1, 2 are nonempty. By (0.2), we have
where 
; the definition of coordinated pairs shows that
in particular, condition (4) 
(a 1 is the center of Q 1 ; it can be replaced by the center of the other cube in the coordinated pair in question). §2. Construction. An outline of the proof of Lemma 1.8 (1) Position of cubes. There exists a Lipschitz surface Γ determined by the equation
2 , such that |∇Ψ| ≤ A and for every cube Q in Cover we have dist(Q, Γ) ≤ A 1 s(Q). Furthermore, every cube belonging to some pair in Pair includes (or, maybe, coincides with) some cube in Cover.
(2) Estimate of c (1)- (3) of Lemma 2.1. In the supplementary part, we describe an additional construction that ensures also condition (4) in Lemma 2.1. The family Cover will be obtained from Cover 0 by splitting certain cubes of Cover 0 into smaller cubes; Pair will be obtained from Pair 0 by dropping certain coordinated pairs of cubes. We shall retain control over the changes of the constants under these procedures.
Proof of Lemma 2.1. Construction: the main part. We construct by induction a "nondecreasing" sequence {Q j }(p) of coverings, p = 0, 1, 2, . . . , where all Q j are dyadic cubes. We take {Q j }(0) = Q 0 ; every cube of {Q j }(p + 1) is included in some cube of {Q j }(p) (these cubes may coincide); the index p at which the process stops will be indicated below. Each covering consists of white and red cubes. White cubes undergo splitting at each step except the last; red cubes are fixed at each step and are collected without further splitting (i.e., they retain the color). The side length of every white cube in {Q j }(p) is 2 −p , the side length of every red cube in the same cover is at least 2 −p . Base of induction: {Q j }(0) = Q 0 , and Q 0 is white. Induction step: construction of {Q j }(p + 1). We split each white cube Q in {Q j }(p) into 8 dyadic cubes of equal size, i.e., with edge length s(Q)/2 = 2 −p−1 . We attribute the resulting cubes to the (p + 1)st generation. Among them, we attribute to {Q j }(p + 1) only those cubes Q j for which (9/8)Q j \ X
• is nonempty (recall that otherwise g j ≡ 0, where g j is the localization from Lemma 1.5). Thus, {Q j }(p + 1) consists of cubes of the (p + 1)st generation that have the above property and the set (maybe, empty) of all red cubes of the cover {Q j }(p).
It remains to declare some cubes of the (p + 1)st generation red; the other cubes will be declared white. Let Q belong to the (p + 1)st covering {Q j }(p + 1); if some cube Q in the same covering is coordinated with Q, we fix and declare red every cube of {Q j }(p+1) placed in the same column as Q and Q (in particular, Q and Q themselves are red); next, we construct the function h 2,1 in accordance with (1.26) by the pair (Q, Q ). This finishes the description of {Q j }(p + 1).
It can easily be checked by induction that for every p the cover {Q j }(p) possesses the following properties (a) and (b).
(a) All cubes of the cover {Q j }(p) are divided into groups in such a way that every group is situated in it own column, all cubes in one group are of the same color, and the projections of these groups to the plane x 3 = 0 have mutually disjoint interiors. Furthermore, the indices m 3 (see (1.7)) may differ at most by 3 within one group of cubes; if all cubes in the group are white, the indices may differ at most by 1 (i.e., the cubes are neighboring).
(Indeed, at most 2 neighboring white cubes in a column may undergo splitting, which results in the arising of at most 4 cubes in a column for the next generation, and the indices m 3 for these cubes may differ at most by 3. Some of these cubes are included in the next covering, and the other are dropped; by the definition of coordinated pairs, either all cubes in the column that are included in the covering are declared red and are fixed, or at most two white cubes are included in the covering.) (b) Let Q and Q be pth generation cubes that belong to {Q j }(p) and are situated in neighboring columns. Then their indices m 3 differ at most by 3; if the cubes are white, the indices differ at most by 1. So, we fix the number p indicated above, put Cover 0 = {Q j }(p), and define Pair 0 to be the collection of all coordinated pairs of red cubes and H(Pair 0 ) to be the set of the corresponding functions h 2,1 .
In accordance with property (a), we choose arbitrarily one cube in each column of Cover 0 . Let Q and Q be chosen in different columns, and let a(x 1 , x 2 , x 3 ) and a (x 1 , x 2 , x 3 ) be their centers. Then
(Indeed, let p 1 ≤ p be the maximal number with the property that the p 1 th generation cubes Q 1 and Q 1 including Q and Q are in neighboring columns. We know that Q 1 and Q 1 satisfy (b). Next, since p 1 is maximal, either one of Q 1 and Q 1 was fixed, or the two were white in {Q j }(p 1 ). In the latter case the (p 1 + 1)st generation cubes including Q and Q are no longer in neighboring columns. Geometric considerations imply (2.1) in either case.)
We project the selected cubes to the plane x 3 = 0. By (2.1), the x 3 -coordinates of the centers of these cubes determine a Lipschitz function x 3 = Ψ(x 1 , x 2 ) on the projection of the set of centers; moreover, |∇Ψ| ≤ 3. By the Whitney theorem (see [6, Chapter 6, §2, Theorem 3]), the function Ψ admits an extension to [0, 1] 2 satisfying the condition |∇Ψ| ≤ A. We take the graph of this extension for the role of Γ. Now, we show that conditions (1)- (3) of Lemma 2.1 are satisfied. Condition (1) follows from (a) and formula (2.1). Furthermore, A 1 = 5/2 because the m 3 -indices of cubes in one and the same column of Cover 0 differ at most by 3; also, every cube belonging to a pair in Pair 0 coincides with a cube in Cover 0 .
Condition (3) is also a consequence of (a), by the elementary estimate β(Q) ≤ 2s(Q). We denote by C 0 cover the sum of β(Q)s(Q) over all cubes belonging to some pair in Pair 0 . For red cubes, condition (2) (with C 0 cover in place of C cover ) follows from (a) (the m 3 -indices within a column differ at most by 3) and (0.2). Indeed, these two facts show that the capacity β(Q) of a red cube not belonging to any coordinated pair in Pair 0 is dominated by the capacity of some cube lying in the same column and belonging to some coordinated pair. For white cubes in Cover 0 , condition (2) follows from the stopping time definition.
This finishes the main part of the construction. Construction: supplementary part. This part is aimed at ensuring condition (4) of Lemma 2.1. To do this, we split further some cubes in Cover 0 and remove some pairs from Pair 0 along with the corresponding functions h 2,1 in H(Pair 0 ).
We recall Whitney's well-known construction (see, e.g., [6, Chapter 6, §1]).
Let F be a compact subset of R 3 . Then there exists a decomposition of the complement of F in a disjoint union of dyadic cubes D j with the following properties:
(i) √ 3s(D j ) ≤ dist(D j , F ) ≤ 4 √ 3s(D j ); (ii) if
two cubes in {D j } have a boundary point in common, then the ratio of their side lengths is at most 4.
(Clearly, the intersection multiplicity for the cubes (3/2)D j does not exceed a universal constant.)
As F , we take the "frame of Γ", that is, the set obtained as the intersection of Γ with the lateral faces of all cubes in Cover 0 .
Next, we proceed as follows. We replace each cube Q in Cover 0 by the Whitney cubes for F included in it if such cubes exist; otherwise, Q remains intact. In the resulting family, we replace every cube with edge length smaller than 2 −p by a bigger cube with edge length 2 −p , after which we remove all cubes included in X • . The result is the required cover denoted by Cover in Lemma 2.1. Observe that a cube belonging to a pair in Pair 0 may fail to coincide with a cube in Cover, but it includes such a cube.
By the properties of Whitney's cubes, the cubes in Cover satisfy conditions (1) and (4) of Lemma 2.1. To verify condition (2) of Lemma 2.1 for Cover and Pair 0 , it suffices to show that the sum of β(Q)s(Q)ω g (s(Q)) over all cubes in Cover is at most A times the same sum over Cover 0 . This will follow from a corollary to Lemma 2.2.
Lemma 2.2.
Let Q be a dyadic cube, and let {Q j } be an at most countable collection of (possibly, intersecting) cubes with Q j ⊂ Q. Let Q and Q j be the projections of Q and Q j to the plane x 3 = 0.
(
for all x ∈ Q, where χ(·) is a characteristic function. Suppose that t j Q j ⊂ tQ with some 
Proof.
(1) By the definition of capacity, it suffices to establish the estimate
where
(a j is the center of Q j ), we see that the left-hand side of (2.5) does not exceed the quantity
where σ j is the measure of total mass (s(Q j )) 2 and uniformly distributed on the square cut from Q j by the plane passing through a j and parallel to x 3 = 0. By (2.2), the last quantity is dominated by
where the measure σ is uniformly distributed on Q, y ∈ Q. We have proved (2.5) and, with it, (2.3).
(2) We argue as above. In the notation of (2.5), it suffices to prove that
We have
where the measure δ j of total mass Q j is uniformly distributed on (Q j ). The position of the projections of the cubes Q j and condition (2.2) imply that the right-hand side is dominated by A 8
The lemma is proved.
Corollary to Lemma 2.2. Let Q belong to Cover 0 , let {D j } be the collection of cubes that belong to Cover and are included in Q, and let D ⊂ Q be an arbitrary dyadic cube that includes at least one D j (in particular, D = Q fits). Then
Proof. We remind the reader that if D j = Q, then D j is a Whitney cube for F included in Q. Denote by Q and D j the projections of Q and D j to the plane x 3 = 0. Let ∂ Q be the boundary of Q. Since F is the frame of Γ, we have dist( D j , ∂ Q) ≤ A 1 s(D j ); since Γ is Lipschitzian, by property (i) of Whitney's cubes we conclude that for every x ∈ Q the sum of χ( D j )(x) over all cubes D j of the same size is at most A 2 (A 1 and A 2 are universal constants). From (2.4) it follows that the left-hand side of (2.6) does not exceed the quantity
This proves the corollary. Clearly, since condition (3) in Lemma 2.1 is fulfilled for Cover 0 , the corollary to Lemma 2.2 shows that a similar condition holds true for Cover, with a greater A 2 .
To finish the proof of Lemma 2.1, it suffices to remove certain coordinated pairs from Pair 0 in such a way that the resulting set Pair satisfy condition (4) of Lemma 2.1, and condition (2) of Lemma 2.1 remain true for Cover and Pair with a constant k 6 = k 6 (k 0 ) which is controlled though is somewhat greater then the corresponding constant for Pair 0 . To do this, we proceed as follows.
In Pair 0 , we order the coordinated pairs in accordance with (nonstrict) increase of the cube's edge lengths. Let (Q 2 ) itself) in which at least one cube intersects 2Q
2 . After that we do much the same, fixing consecutively pairs (Q
2 ) (n = 2, 3, . . . ) among the remaining cubes and eliminating the pairs in which at least one cube intersects (Q
2 ). Having done all that, we denote by C cover the sum of β(Q)s(Q) over all pairs that have not been eliminated (the set itself of these pairs is denoted by Pair).
Condition (2) of Lemma 2.1 is fulfilled. Indeed, by (0.2), (2.3), and property (1) for Cover 0 , at each step the sum β(Q)s(Q) over all cubes eliminated at this step does not exceed the quantity Ak 6 min(β(Q
2 ) fixed at the step in question.
Condition (4) of Lemma 2.1 is fulfilled by construction; condition (3) holds true for Pair because it holds true for Pair 0 . This proves Lemma 2.1.
We return to the proof of Lemma 1.8. This statement will be reduced to the technical Lemma 2.3 to be proved in §3. But first we observe the following.
Let {ϕ j } = {ϕ j }(Cover) be the partition of unity constructed in accordance with Lemma 1.5, and let Φ j be the functions in (1.22) equating the coefficients c 0 for the
Clearly, by (1.22), (1.30), and condition (3) 
(the first sum is over all cubes Q j in Cover, the second is over all functions h 2,1 in H(Pair)).
But if x ∈ 3Q 0 , then (2.7) may fail if the cover contains too many cubes. This is the main difficulty in the proof of Lemma 1.8.
For the proof of Lemma 1.8, it is important that the function ∂E/∂x m are "good Calderón-Zygmund kernels" of singular integral operators, namely, the kernels of Riesz transformations. Therefore (see, e.g., [18, Part 3, Lemma 2.6]), we have the following estimate in L 2 = L 2 (dσ):
Here σ is the surface measure on Γ, ψ ∈ L 2 (Γ, dσ), and the convolution is understood as a principal value singular integral. Lemma 1.8 is a consequence of the next statement to be proved in §3. (4) of Lemma 2.1 with the same surface Γ, the relevant constants being at most A 0 times as much as before (moreover, C cover (ν) ≤ C cover ).
(a3) We have
where the functions r j = r j,ν (taken from ( 1.22) .22); by condition (a1) of Lemma 2.3, the set of all such sequences for various ν is finite. For fixed ν, we consider the following functions: 
By the maximum of the modulus principle, the same estimate is valid on R 3 . (C) By condition (2) in Lemma 2.1, Remark 2.1, condition (a2) of Lemma 2.3, and estimate (1.24), for every function ν as in Lemma 2.3 we have
Representing g as the convex combination g = p k=1 λ k g with the same coefficients as in (B), we see that
Thus, conditions (2) and (3) of Lemma 1.8 are fulfilled for G Proof of Lemma 2.3. Since condition (a3) of Lemma 2.3 is linear with respect to ν, there is no loss of generality in assuming that
where C cover is taken from condition (2) of Lemma 2.1; the universal (small) constant Λ, 0 < Λ ≤ 1, will be determined in accordance with estimate (3.3) in Remark 3.2. To prepare the modification described in condition (a1) of Lemma 2.3, we perform an additional construction involving ν. First, we resort to the dyadic Calderón-Zygmund decomposition.
The cube D is the union of 27 congruent dyadic cubes D j with s(D j ) = 1. We have
, but s(Q) < 1 for every cube Q in Cover (Cover contains more than one cube). We split every D j into 8 congruent dyadic cubes; let D be any of the resulting cubes. If the size of D is smaller than or equal to the minimal size of the cubes in Cover, we fix D and call it "good"; otherwise, we call it "bad" if
we again split D into 8 congruent dyadic cubes. For each of the resulting cubes we repeat the same procedure. Clearly, the process will terminate after finitely many steps. This construction leads to the following lemma. 
, where the Q j are cubes belonging to Cover;
2 if D is an arbitrary cube including at least one cube of the splitting;
Proof. Properties (b1) and (b2) are obvious. Should (b3) fail, some dyadic cube containing D would have been fixed at an earlier stage as "bad" (by construction). Property (b4) follows from (b2) and (b3):
This proves the lemma.
Remark 3.1. We explain the role of the dyadic decomposition. It is easily seen that, in general, the estimate
2 for some Q j ∈ Cover, estimate (2.9) may also fail. But Lemma 3.1 ensures a discrete analog of the Carleson condition for cubes of the dyadic decomposition (condition (b3) of Lemma 3.1). Subsequently, we enlarge some of Q j ∈ Cover to ensure the property that, for every "bad" cube D b , the cube (3/2)D b does not include "too small" cubes of the cover (for the same purpose, we eliminate some pairs from Pair and the corresponding functions h 2,1 ).
We continue the proof of Lemma 2.3. We generalize the construction used in [20, §2.3] The following lemma says that halo(D b , Γ) contains "not too many" cubes.
Lemma 3.2. Any cube
Proof. Condition (c1) follows from the fact that if dist(Q, Γ) ≤ A 1 s(Q) for some cube Q, then the same is true for an arbitrary cube including Q. Condition (c3) follows from (c1) and the fact that Γ is a Lipschitz surface (the number of cubes in halo(D b , Γ) that are placed in one and the same column is bounded from above by a universal constant) and from the estimate
This completes the proof of Lemma 3.2.
By (3.2), property (b4), and the inequality Cap((5/4)D) ≤ 2s(D), we obtain the following estimate (A 2 > 0 is a universal constant): By construction, the cubes of Cover either are preserved as they are or extended (by inclusion) to cubes of halo(D b , Γ); at the same time, the coordinated pairs in Pair that consist of cubes included in cubes of halo(D b , Γ) are dropped. Therefore, the relationship between Γ, the cubes in the cover, and those in coordinated pairs, as indicated in condition (1) of Lemma 2.1, is retained.
Condition (2) Thus, we have proved that condition (2) of Lemma 2.1 is preserved (with slightly different constants).
Condition (3) of Lemma 2.1 is preserved because it is fulfilled for the cubes added to Cover, by the estimate Cap((5/4)Q) ≤ 2s(Q), conditions (c2) and (c3) of Lemma 3.2, and condition (b4) of Lemma 3.1; for the cubes left without changes in Cover, this condition is fulfilled automatically.
Condition ( 
where ν satisfies (3.1). The next remark is needed to simplify the notation. It explains the meaning of condition (4) of Lemma 2.1: if the capacity β j is small compared to s j , then the estimate available for |r j (x)| is "much worse" for x ∈ Q j than for x ∈ (3/2)Q j .
Remark 3.3. The cover from Lemma 2.3 still satisfies condition (4) of Lemma 2.1. Therefore, when proving (3.4), we can replace the functions r j (see (1.22) ) by the differences r j − χ((3/2)Q j )r j (thus, we may assume that r j (x) = 0 for x ∈ (3/2)Q j ). Similarly, each function h 2,1 can be replaced with h 2,1 − χ((3/2)Q 1 ∪ (3/2)Q 2 )h 2,1 . Not to complicate the notation, we retain the old symbols for the modified r j and h 2,1 .
We introduce a function ν by the formula
where D runs through all cubes (D g and D b ) in Lemma 3.1. Clearly,
The function ν is better than ν: condition (b3) of Lemma 3.1 implies that ν satisfies the Carleson condition
for an arbitrary dyadic cube Q (and not merely for the cubes that include some D g or D b from Lemma 3.1). Clearly, (3.4) reduces to the following two estimates (which we will verify):
We outline the idea of the proof of these two inequalities. Estimate (3.8) is, in essence, a consequence of (2.8), by (1.23), (1.24), (1.30), and (3.7). To prove it, it would have been even unnecessary to modify the cover Cover in Lemma 2.1. Cover has been replaced with Cover(ν) in order to ensure (3.9), in the proof of which condition (3.6) will be used in an essential way.
Proof of (3.8) . We establish the inequality (3.10)
The summand corresponding to H(Pair)(ν) (h 2,1 ) j (x) is estimated similarly, and we shall indicate only the changes in the argument.
Consider an arbitrary cube Q j in Cover(ν) and the corresponding function r j in (1.22). Let Q j be the projection of Q j to Γ parallel to the x 3 -axis (similarly, A Q j is the projection of AQ j for A > 0); let r j be defined by
and the convolution is understood as a principal value singular
By (1.23), (3.11) , and the fact that dist(Q,
here a j is the projection of the center of Q j to Γ (we remind the reader (see Remark 3.3) that the functions r j have been modified to satisfy, in particular, r j (x) = 0 for x ∈ (3/2)Q j ).
Recall that if ν satisfies (3.7) and ψ ∈ L 2 (Γ, dσ), then, by (2.8) and, e.g., Lemma 2.5 in [18, Part 3], we have (3.14)
In particular, by the Cauchy inequality, estimate (2.8) applied to the convolution (3.11), condition (3.7), and inequality (3.12), we obtain 
Summing in (3.16) over the indices j corresponding to all cubes in Cover(ν), by condition (2) of Lemma 2.1 we obtain
Consequently, in order to prove (3.10) , it suffices to show that
(summation is over all cubes in Cover(ν)). Much as in (3.14) and (3.15), from (3.12) we deduce the estimate
Thus, by (3.1), to prove (3.10) it suffices to verify the inequality
We observe that if the interiors of the projections Q j and Q k intersect, then one of these projections is included in the other. As a result, we arrive at (3.18):
Comments: since dist(Q, Γ) ≤ A 1 s(Q) for all cubes in the cover (condition (1) of Lemma 2.1), the inclusion Q k ⊂ Q j implies Q k ⊂ AQ j ; in the next to the last inequality we have employed condition (3) of Lemma 2.1 and condition (a2) of Lemma 2.3.
The estimate
is proved much as (3.10), because the functions h 2,1 are designed much as the r j . Specifically, as in (3.11), for every h 2,1 we consider the function
, and Q is the projection of some cube in the coordinated pair to Γ. By (1.29), we have the inequality
is proved much as (3.16). When we sum over all functions h 2,1 , we must take into account the definition of C cover in condition (3) of Lemma 2.1. The estimate
is verified as (3.17) . This completes the proof of (3.8).
Proof of (3.9). We shall use the following properties of the cubes in Cover(ν) and the cubes belonging to coordinated pairs in Pair(ν). This properties stem from the construction (passage to Cover(ν) and Pair(ν) from Cover and Pair); in essence, the construction was aimed at these properties. Let Q be a cube in Cover(ν) or some cube belonging to a coordinated pair in Pair(ν).
We prove the estimate
The inequality
is proved similarly, but it is simpler because, unlike (3.20) , individual cubes of the cover are involved rather then pairs (Q 1 , Q 2 ) ∈ Pair(ν). So, in the case of the second inequality, we only pay attention to changes in the arguments. Consider arbitrary cubes D p in {D g } ∪ {D b } (their centers will be denoted by a p ). By (3.6) and elementary properties of the modulus, (3.20) reduces to the following estimate (summation is over all functions h 2,1 in H(Pair)(ν) and all cubes D p ):
Let Q be a cube of the pair (Q 1 , Q 2 ) ∈ Pair(ν). Then the two cubes in (Q 1 , Q 2 ) are included in A 1 Q with A 1 = 7; if Q is a cube in Cover(ν) corresponding to r j , then in the similar estimate
we take naturally
. We say that Q and D are "close" if (5/4)D intersects 2A 1 Q; otherwise we say they are "remote".
First, we consider the case of "remote" cubes Q and D. Since the distances between points of A 1 Q and (5/4)D are all "roughly the same", by (1.27), (1.28), and (1.30) we obtain
where a and a are the centers of Q and D (when considering the functions r j , we replace the quantity β(Q)s(Q) on the right in (3.21) by
We fix D and sum over all Q "remote" from D; it follows that the sum is dominated by
where we have used the estimate σ (B(a , r) ) ≤ A 5 r 2 ; see condition (3) of Lemma 2.1 and condition (a2) of Lemma 2.3 (in the case of the functions r j , the arguments are similar).
It remains to sum the integrals D ν(x) dm x over all cubes D from Lemma 3.1 and to use condition (3.1). This finishes the proof of (3.20) in the case of "remote" cubes.
Consider "close" cubes Q and D. Two cases are possible. By Remark 3.3, we may assume that h 2,1 (x) = 0 for x ∈ ((3/2)Q 1 ∪ (3/2)Q 2 ) and also r j (x) = 0 for x ∈ (3/2)Q j . Now, |h 2,1 (x)| ≤ A 8 β(Q)(s(Q)) −1 by (1.27) and (1.30). Similarly, by (1.22) , |r j (x)| ≤ A 8 k 2 ω g (s(Q j ))β(Q j )(s(Q j )) −1 ) for the function r j corresponding to the cube Q j in Cover(ν). By (b3) of Lemma 3.1 and condition (3.7), it follows that j {D|D is "close" to Q} D |(h 2,1 ) j (x)(ν(x)) − ν(x))| dm x ≤ A 9 j β(Q j )s(Q j ) = A 10 C cover (summation is over all (h 2,1 ) j in H(Pair)(ν)); a similar estimate holds true for r j .
We have proved (3.9) and, with it, Lemma 2.3. Thus, we have deduced Lemma 1.8 from Lemma 2. Indeed, putting the right-hand side of (4.1) to the left-hand side of (4.3), we obtain (0.3). Recall (see Lemmas 1.1 and 1.5, formulas (1.22) and (1.30)) that, in fact, in the proof of Theorem 1, estimate (0.1) was applied only to functions ϕ whose derivatives obey the estimates ∇ n ϕ L ∞ ≤ A(n)δ −n (n = 0, 1, 2, . . . ), where δ is the minimal radius of a ball the closure of which includes Spt ϕ; moreover, r ≤ A 1 kδ. Clearly, for such functions we can replace (0.1) by (4.4) in Theorem 1, and Theorem 2 follows.
To prove Theorem 3, we need three lemmas. The first two, taken jointly, are similar to Lemma 2.5 in [11] ; the third is similar to Lemma by passage to a limit, we see that the same is true for f ∈ C (indeed, the estimates in (4.1) depend only on the uniform norm of f ). Since y ∈ Spt Ψ ⊂ B(a, mδ), we obtain (4.3) by (4.5).
Lemma 4.1 makes it possible to construct (by convolution) new functions for which (4.4) is true. In doing this, we need certain estimates for solutions of convolution equations. In some cases, such estimates can be obtained as in [11, Lemma 2.5] . Proof. A translation reduces the matter to the case where a j = 0. We assume that |α| > 0 (otherwise the claim is trivial). We denote by (·) the Fourier transform of a
