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Abstract
We prove computability and complexity results for an original model of computation called the
continuous space machine. Our model is inspired by the theory of Fourier optics.We prove our model
can simulate analog recurrent neural networks, thus establishing a lower bound on its computational
power. We also deﬁne a(log2 n) unordered search algorithm with our model.
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1. Introduction
In this paper, we prove some computability and complexity results for an original contin-
uous space model of computation called the continuous space machine (CSM). The CSM
was developed for the analysis of (analog) Fourier optical computing architectures and al-
gorithms, speciﬁcally pattern recognition and matrix algebra processors [9,20,21,23]. The
functionality of the CSM is inspired by operations routinely performed by optical infor-
mation processing scientists and engineers. The CSM operates in discrete timesteps over
a ﬁnite number of two-dimensional (2D) complex-valued images of ﬁnite size and inﬁnite
spatial resolution. A ﬁnite control is used to traverse, copy, and perform other optical oper-
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ations on the images. A useful analogy would be to describe the CSM as a random access
machine, without conditional branching and with registers that hold continuous complex-
valued images. It has recently been established [13,15] that the CSM can simulate Turing
machines and Type-2 machines [24]. However, the CSM’s exact computational power has
not yet been characterised.
In Section 2, we deﬁne our opticalmodel of computation and give the data representations
that will be used subsequently. In Section 3we demonstrate a lower bound on computational
power by proving that the CSM can simulate a type of dynamical system called analog
recurrent neural networks (ARNNs) [18,19]. This simulation result proves our analogmodel
can decide the membership problem for any language (of ﬁnite length words over a ﬁnite
alphabet) in ﬁnite time. In Section 4, a(log2 n) binary search algorithm that can be applied
to certain unordered search problems is presented.
2. CSM
Each instance of the CSM consists of a memory containing a program (an ordered list of
operations) and an input. Informally, the memory structure is in the form of a 2D grid of
rectangular elements, as shown in Fig. 1(a). The grid has ﬁnite size and a scheme to address
each element uniquely. Each grid element holds a 2D image. There is a program start address
sta and two well-known addresses labelled a and b. The model has a number of operations
that effect optical image processing tasks. For example, two operations available to the
programmer, st and ld (parameterised by two column addresses and two row addresses),
copy rectangular subsets of the grid out of and into image a, respectively. Upon such load-
ing and storing the image contents are rescaled to the full extent of the target location
[as depicted in Fig. 1(b)]. The other operations are image Fourier transform (FT), com-
plex conjugation, multiplication, addition, amplitude thresholding, and some control ﬂow
operations.
2.1. CSM deﬁnition
Before deﬁning the CSM we deﬁne its basic data unit and some of the functions it
implements.
Deﬁnition 1 (Complex-valued image). A complex-valued image (or simply, an image) is
a function f : [0, 1)× [0, 1)→ C, where [0, 1) is the half-open real unit interval and C is
the set of complex numbers.
We let I be the set of all complex-valued images. We now deﬁne six functions that are
implemented in six of the CSM’s ten operations. Let each f ∈ I be parameterised by
orthogonal dimensions x and y; we indicate this by writing f as f (x, y). The function
h : I → I gives the one-dimensional (1D) Fourier transformation (in the x-direction) of
its 2D argument image f . The function h is deﬁned as
h(f (x, y)) = h′(F (, y)), (1)
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Fig. 1. Schematics of (a) the grid memory structure of the CSM, showing example locations for the ‘well-known’
addresses a, b, and sta, and (b) loading (and automatically rescaling) a subset of the grid into address a. The
program ld 2 3 1 3 hlt instructs the machine to load into default address a the portion of the grid addressed by
columns 2–3 and rows 1–3.
where F(, y) is the FT in the x-direction of f (x, y), deﬁned as [21,9]
F(, y) =
∫ ∞
−∞
f (x, y) exp[i2x] dx,
where i = √−1, and where h′(F (, y)) = F(, y). Here, h′ uses the constant  to linearly
rescale its argument F so that F is deﬁned over [0, 1) × [0, 1). The function v : I → I
gives the 1D Fourier transformation (in the y-direction) of its 2D argument image f , and
is deﬁned as
v (f (x, y)) = v′ (F(x,)) , (2)
where F(x,) is the FT in the y-direction of f (x, y), deﬁned as [21,9]
F(x,) =
∫ ∞
−∞
f (x, y) exp[i2y] dy,
and where v′(F (x,)) = F(x, ). The function ∗ : I → I gives the complex conjugate
of its argument image,
∗ (f (x, y)) = f ∗(x, y) , (3)
where f ∗ denotes the complex conjugate of f . The complex conjugate of a scalar z = a+ib
is deﬁned as z∗ = a− ib. The function · : I×I → I gives the pointwise complex product
of its two argument images,
· (f (x, y), g(x, y)) = f (x, y)g(x, y). (4)
The function+ : I×I → I gives the pointwise complex sum of its two argument images,
+ (f (x, y), g(x, y)) = f (x, y)+ g(x, y). (5)
The function  : I × I × I → I performs amplitude thresholding on its ﬁrst image
argument using its other two real valued (zl, zu : [0, 1)× [0, 1)→ R) image arguments as
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lower and upper amplitude thresholds, respectively,
(f (x, y), zl(x, y), zu(x, y)) =

zl(x, y) if |f (x, y)| < zl(x, y),
|f (x, y)| if zl(x, y) |f (x, y)|zu(x, y),
zu(x, y) if |f (x, y)| > zu(x, y).
(6)
The amplitude of an arbitrary z ∈ C is denoted |z| and is deﬁned as |z| = √z(z∗).
We letN be the set of nonnegative integers and for a given CSM we letN be a ﬁnite set
of images that encode that CSM’s addresses (see Section 2.6 for an example encoding).
Deﬁnition 2 (Continuous space machine). A continuous space machine is a quintuple
M = (D,L, I, P,O), where
D = (m, n), D ∈ N×N are the grid dimensions
L = ((s, s), (a, a), (b, b)) are the addresses sta, a, and b
I = {(	1 , 	1), . . . , (	k , 	k)} are the addresses of the k input images
P = {(
1, p1 , p1), . . . , (
r , pr , pr)}, 
j ∈ ({h, v, ∗, ·, +, , st, ld, br , hlt} ∪N ) ⊂
I are the r programming symbols and their addresses
O = {(o1 , o1), . . . , (ol , ol)} are the addresses of the l output images.
Also, (s, s), (a, a), (b, b), (	k′ , 	k′), (pr ′ , pr ′), (ol′ , ol′)∈{0, . . . , m − 1} × {0, . . . ,
n− 1} for all k′, k′ ∈ {1, . . . , k}, r ′, r ′ ∈ {1, . . . , r}, l′, l′ ∈ {1, . . . , l}.
Addresses whose contents are not speciﬁed by P in a CSM deﬁnition are assumed to
contain the constant image f (x, y) = 0.
We adopt a few notational conveniences. In a given CSM the addresses c and (, ) are
both elements from the set {0, . . . , m−1}×{0, . . . , n−1}. For the remainder of the current
section, e,u, andw are sequences of elements from the setI×{0, . . . , m−1}×{0, . . . , n−1}.
In a CSM the image at address c is denoted ĉ. In the case where ĉ represents an integer
from {0, . . . , |N | − 1}, that integer is denoted ĉ.
Deﬁnition 3 (CSM conﬁguration). A conﬁguration of a CSMM is a pair 〈c, e〉, where c ∈
{0, . . . , m−1}×{0, . . . , n−1} is an address called the control.Also, e = ((i0 0, 0, 0), . . . ,
(im−1 n−1,m − 1, n − 1)) is a mn-tuple that contains M’s mn images and each of their
addresses, with i  ∈ I being the image at address (, ). The elements of tuple e are
ordered ﬁrst by each  then by each .
An initial conﬁguration ofM is a conﬁguration Csta = 〈csta, esta〉, where csta = (s, s)
is the address of sta, and esta contains all elements of P and elements (1, 	1 , 	1), . . . ,
(k, 	k , 	k) (the k input images at the addresses given by I ). A ﬁnal conﬁguration of M
is a conﬁguration of the form Chlt = 〈(, ), (u, (hlt, , ), w)〉, where u and w are given
above. Notice that (̂, ) = hlt.
In Deﬁnition 4 we adopt the following notations. The function ((, )) = ( + 1, )
advances the control.The notationk(c) is shorthand for function composition, e.g.2(c) =
((c)). At a given conﬁguration 〈c, e〉 we let qk =
̂
k(c), i.e. qk represents the integer
encoded by the image at address k(c). We let the scaling relationships for st and ld be
D. Woods, T.J. Naughton / Theoretical Computer Science 334 (2005) 227–258 231
x′ = (x + − q1)/(q2 − q1 + 1) and y′ = (y + − q3)/(q4 − q3 + 1). We let a(x, y) be
the image stored in address a. Recall that (a, a) is the address of a.
Deﬁnition 4 (M ). Let M be a binary relation on conﬁgurations of CSM M containing
exactly the following 10 elements.
〈c, (u, (iaa , a, a), w)〉M 〈(c), (u, (h(iaa), a, a), w)〉 if ĉ = h (i)
〈c, (u, (iaa , a, a), w)〉M 〈(c), (u, (v(iaa), a, a), w)〉 if ĉ = v (ii)
〈c, (u, (iaa , a, a), w)〉M 〈(c), (u, (∗(iaa), a, a), w)〉 if ĉ = ∗ (iii)
〈c, (u, (iaa , a, a), w)〉M 〈(c), (u, (·(iaa , ibb), a, a), w)〉 if ĉ = · (iv)
〈c, (u, (iaa , a, a), w)〉M 〈(c), (u, (+(iaa , ibb), a, a), w)〉 if ĉ = + (v)
〈c, (u, (iaa , a, a), w)〉
M 〈(c), (u, ((iaa , ̂(c),̂2(c)), a, a), w)〉 if ĉ =  (vi)
〈c, (u, (i(x, y), , ), w)〉
M 〈5(c), (u, (a
(
x′, y′
)
, , ), w)〉
∀,  s.t. q1q2, q3q4,∀(x, y) ∈ [0, 1)× [0, 1) if ĉ = st (vii)
〈c, (u, (a(x′, y′), a, a), w)〉
M 〈5(c), (u, (i(x, y), a, a), w)〉
∀,  s.t. q1q2, q3q4,∀(x, y) ∈ [0, 1)× [0, 1) if ĉ = ld (viii)
〈c, (u)〉M 〈(̂(c),
̂
2(c)), (u)〉 if ĉ = br (ix)
〈c, (u)〉M 〈c, (u)〉 if ĉ = hlt. (x)
Elements (i)–(vi) of M deﬁne the CSM’s implementation of the functions deﬁned in
Eqs. (1)–(6). Notice that in each case the image at the well-known address a is overwritten
by the result of applying one of h, v, ∗, ·, + or  to its argument (or arguments). The value
of the control c is then simply incremented to the next address, as deﬁned in Deﬁnition 3.
Element (vii) of M deﬁnes how the store operation copies the image at well-known address
a to a ‘rectangle’of images speciﬁed by the st parameters q1, q2, q3, q4. Element (viii) of M
deﬁnes how the load operation copies a rectangle of images speciﬁed by the ld parameters
q1, q2, q3, q4 to the image at well-known address a. Elements (ix) and (x) of M deﬁne
the control ﬂow operations branch and halt, respectively. When the image at the address
speciﬁed by the control c is br , the value of c is updated to the address encoded by the two
br parameters. Finally, the hlt operation always maps a ﬁnal conﬁguration to itself.
Let ∗M denote the reﬂexive and transitive closure of M . A halting computation by M
is a ﬁnite sequence of conﬁgurations beginning in an initial conﬁguration and ending in a
ﬁnal conﬁguration: Csta∗MChlt.
For convenience, we use an informal ‘grid’ notation when specifying programs for the
CSM, see for example Fig. 1. In our grid notation the ﬁrst and second elements of an address
tuple refer to the horizontal and vertical axes of the grid, respectively, and image (0, 0) is at
the bottom left-hand corner of the grid. The images in a grid must have the same orientation
as the grid. Hence in a given image f , the ﬁrst and second elements of a coordinate tuple
232 D. Woods, T.J. Naughton / Theoretical Computer Science 334 (2005) 227–258
Fig. 2. The set of CSM operations, given in our informal grid notation. For formal deﬁnitions see Deﬁnition 4.
refer to the horizontal and vertical axes of f , respectively, and the coordinate (0, 0) is
located at the bottom left-hand corner of f . Fig. 2 informally explains the elements of M ,
as they appear in this grid notation. After giving some data representations in Section 2.4
we will then deﬁne language membership deciding by CSM. First we suggest physical
interpretations for some of the CSM’s operations and then we give a number of complexity
measures.
2.2. Optical realisation
In this section, we outline how some of the elementary operations of our model could
be carried out physically. We do not intend to specify the deﬁnitive realisation of any of
the operations, but simply convince the reader that the model’s operations have physical
interpretations. Furthermore, although we concentrate on implementations employing vis-
ible light (optical frequencies detectable to the human eye) the CSM deﬁnition does not
preclude employing other portion(s) of the electromagnetic spectrum.
A complex-valued image could be represented physically by a spatially coherent optical
wavefront. Spatially coherent illumination (light of a single wavelength and emitted with
the same phase angle) can be produced by a laser. A spatial light modulator (SLM) could
be used to encode the image onto the expanded and collimated laser beam. One could write
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to a SLM ofﬂine (expose photographic ﬁlm, or laser print or relief etch a transparency) or
online (in the case of a liquid–crystal display [14,22,25] or holographicmaterial [6,16]). The
functionsh andv could be effectedusing twoconvex cylindrical lenses, orientedhorizontally
and vertically, respectively [8,9,14,21]. A coherent optical wavefront will naturally evolve
into its own Fourier spectrum as it propagates to inﬁnity. What we do with a convex lens
is simply image at a ﬁnite distance this spectrum at inﬁnity. This ﬁnite distance is called
the focal length of the lens. The constant  used in the deﬁnitions of h and v could be
effected using Fourier spectrum size reduction techniques [9,21] such as varying the focal
length of the lens, varying the separation of the lens and SLM, employing cascaded Fourier
transformation, increasing the dimensions/reducing the spatial resolution of the SLM, or
using light with a shorter wavelength. The function ∗ could be implemented using a phase
conjugatemirror [7]. The function · could be realised by placing a SLMencoding an imagef
in the path of a wavefront encoding another image g [9,20,21]. The wavefront immediately
behind the SLM would then be ·(f, g). The function + describes the superposition of
two optical wavefronts. This could be achieved using a 50:50 beam splitter [7,21,23]. The
function  could be implemented using an electronic camera or a liquid–crystal light valve
[22]. The parameters zl and zu would then be physical characteristics of the particular
camera/light valve used. Parameter zl corresponds to the minimum intensity value that the
device responds to, known as the dark current signal, and zu corresponds to the maximum
intensity (the saturation level).
A note will be made about the possibility of automating of these operations. If suitable
SLMs can be prepared with the appropriate 2D pattern(s), each of the operations h, v, ∗, ·,
and + could be effected autonomously and without user intervention using appropriately
positioned lenses and free space propagation. The time to effect these operations would
be the sum of the ﬂight time of the image (distance divided by velocity of light) and
the response time of the analog 2D detector; both of which are constants independent of
the size or resolution of the images if an appropriate 2D detector is chosen. Examples of
appropriate detectors would be holographic material [6,16] and a liquid–crystal light valve
with a continuous (not pixellated) area [22]. Since these analog detectors are also optically-
addressed SLMs, we can very easily arrange for the output of one function to act as the
input to another, again in constant time independent of the size or resolution of the image.
A set of angled mirrors will allow the optical image to be fed back to the ﬁrst SLM in the
sequence, also in constant time. It is not known, however, if  can be carried out completely
autonomously for arbitrary parameters. Setting arbitrary parameters might fundamentally
require ofﬂine user intervention (adjusting the gain of the camera, and so on), but at least for
a small range of values this can be simulated online using a pair of liquid–crystal intensity
ﬁlters.
We have outlined some optics principles that could be employed to implement the opera-
tions of the model. The simplicity of the implementations hides some imperfections in our
suggested realisations. For example, the implementation of the+ operation outlined above
results in an output image that has been unnecessarily multiplied by the constant factor 0.5
due to the operation of the beam splitter. Also, in our suggested technique, the output of the
 function is squared unnecessarily. However, all of these effects can be compensated for
with a more elaborate optical setup and/or at the algorithm design stage, and do not affect
the proofs presented in this paper.
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Table 1
Summary of complexity measures for characterising CSMs
Symbol Name Description
1. T TIME Number of timesteps
2. G GRID Number of grid images
3. RS SPATIALRES Spatial resolution
4. RA AMPLRES Amplitude resolution
5. RP PHASERES Phase resolution
6. RD DYRANGE Dynamic range
7.  FREQ Frequency of illumination
A more important issue concerns the quantum nature of light. According to our cur-
rent understanding, light exists as individual packets called photons. As such, in order to
physically realise the CSM one would have to modify it such that images would have dis-
crete, instead of continuous, amplitudes. The atomic operations outlined above, in particular
the FT, are not affected by the restriction to quantised amplitudes, as the many experiments
with electron interference patterns indicate. We would still assume, however, that in the
physical world space is continuous.
A ﬁnal issue concerns how a theoretically inﬁnite Fourier spectrum could be represented
by an image (or encoded by a SLM) of ﬁnite extent. This difﬁculty is addressed with the
FREQ complexity measure in the next section.
2.3. Complexity measures
Computational complexity measures are used to analyse CSMs. We deﬁne seven com-
plexity measures (summarised in Table 1). The TIME complexity of a CSMM is the number
of conﬁgurations in the computation sequence of an arbitrary instance ofM , beginning with
the initial conﬁguration and ending with the ﬁrst ﬁnal conﬁguration. The GRID complexity
of a CSMM is the number of image elements inM’s grid. In this paper the GRID complexity
ofM is always a constant (independent of its input).
The SPATIALRES complexity of a CSMM is the minimum spatial resolution ofM’s im-
ages necessary forM to compute correctly on all inputs. This is formalised as follows. Let
a pixel be a constant function  : [0, 1/) × [0, 1/) → z where , ∈ {1, 2, 3, . . .}
and [0, 1/), [0, 1/) ⊂ R and z ∈ C. Let a raster image be an image composed entirely
of nonoverlapping pixels, each of the pixels are of width 1/, height 1/, identical orien-
tation, and arranged into  rows and  columns. (An image displayed on a monochrome
television screen or liquid crystal display panel would be an example of a raster image, if we
let its height andwidth equal 1.) Let the spatial resolution of a raster image be, the num-
ber of pixels in that image. Let the process of rasterising an image be the function S : I ×
(N×N)→ I, deﬁned as S(f (x, y), (,)) = f ′(x, y), where f ′(x, y) is a raster image,
with  pixels arranged in  columns and  rows, that somehow approximates f (x, y).
The details of S are not important; it sufﬁces to say that (,) can be regarded as deﬁning
a sampling grid with uniform sampling both horizontally and vertically, although the sam-
pling rates in both directions can differ. Increasing the spatial resolution of the sampling
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(increasing and/or) results in a better approximation of f (x, y). The SPATIALRES com-
plexity of a CSM M is then deﬁned as the minimum  (the lowest resolution uniform
sampling) such that if each image f(x, y) in M is replaced with S(f(x, y), (,))
then M computes correctly on all inputs. If no such  exists then M has inﬁnite SPA-
TIALRES complexity. It can be seen that if the result of M’s computation is determined
solely by features within its images that are located at rational (respectively, irrational) co-
ordinates thenM would require ﬁnite (respectively, inﬁnite) SPATIALRES. In optical image
processing terms, and given the ﬁxed size of our images, SPATIALRES corresponds to the
space-bandwidth product of a detector or SLM.
TheAMPLRES complexity of aCSMM is theminimumamplitude resolution necessary for
M to compute correctly on all inputs. This is formalised as follows. Consider the following
function A : I × {1, 2, 3, . . .} → I deﬁned as
A(f (x, y),) = |f (x, y)|+ 0.5−1 exp(i× angle(f (x, y))) , (7)
where | · | returns the amplitudes of its image argument, angle(·) returns the phase angles
(in the range (−,]) of its image argument, and the ﬂoor operation is deﬁned as operating
separately on each value in its image argument. The value  is the cardinality of the set of
discrete nonzero amplitude values that each complex value in A(f,) can take, per half-
open unit interval of amplitude. (Zero will always be a possible amplitude value irrespective
of the value of .) To aid in the understanding of Eq. 7, note that the following equality
always holds
f (x, y) = |f (x, y)| exp(i× angle(f (x, y))).
Then, the AMPLRES complexity of a CSM M is deﬁned as the minimum  such that if
each image f(x, y) in M is replaced by A(f(x, y),) then M computes correctly on
all inputs. If no such  exists then M has inﬁnite AMPLRES complexity. It can be seen
that if the result of M’s computation is determined solely by amplitude values within its
images that are rational (respectively, irrational), or by a ﬁnite (respectively, inﬁnite) set
of rational amplitude values, thenM would require ﬁnite (respectively, inﬁnite) AMPLRES.
The only two values for AMPLRES complexity of interest in this paper are constant AMPLRES
and inﬁnite AMPLRES. CSM instances that only make use of unary and binary images (see
Section 2.4) have constant AMPLRES of 1. Instances that use real number and real matrix
images (see Section 2.4) have inﬁnite AMPLRES complexity. In optical image processing
terms AMPLRES corresponds to the amplitude quantisation of a signal.
The PHASERES complexity of a CSMM is the minimum phase resolution necessary for
M to compute correctly on all inputs. This is formalised as follows. Consider the following
function P : I × {1, 2, 3, . . .} → I deﬁned as
P(f (x, y),) = |f (x, y)| exp
(
i
⌊
angle(f (x, y))

2
+ 0.5
⌋ 2

)
.
The value  is the cardinality of the set of discrete phase values that each complex value in
P(f,) can take. Then, the PHASERES complexity of a CSMM is deﬁned as the minimum
 such that if each image f(x, y) inM is replaced by P(f(x, y),) thenM computes
correctly on all inputs. If no such  exists thenM has inﬁnite PHASERES complexity. It can
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be seen that if the result of M’s computation is determined solely by phase values within
its images that are rational (respectively, irrational) modulo 2, or by a ﬁnite (respectively,
inﬁnite) set of rational phase values modulo 2, thenM would require ﬁnite (respectively,
inﬁnite) PHASERES. In optical image processing terms PHASERES corresponds to the phase
quantisation of a signal.
The DYRANGE complexity of a CSMM is deﬁned as the maximum of all the amplitude
values stored in all of M’s images during M’s computation. In optical processing terms
DYRANGE corresponds to the dynamic range of a signal.
The seventh of our complexity measures is FREQ. The FREQ complexity of a CSM M
is the minimum optical frequency necessary for M to compute correctly. The concept of
minimum optical frequency is now explained. In optical implementations of the h and v
operations (such as our suggestions in Section 2.2), one of the factors that determine the
dimensions of the Fourier spectrum of f ∈ I is the frequency of the coherent illumination
employed. Increasing the frequency of the illumination results in a smaller Fourier spectrum
(components are spatially closer to the zero frequency point). In our deﬁnitions of h and
v, we employ the constant  to rescale the Fourier spectrum of f such that it ﬁts into the
dimensions of an image: [0, 1)×[0, 1). In general, however, a Fourier spectrum of an image
will be inﬁnite in extent. Therefore, according to the relationship between optical frequency
and Fourier spectrum dimensions [9,21], such a constant  only exists when the wavelength
of the illumination is zero, corresponding to illumination with inﬁnite frequency. With a
ﬁnite optical frequency, the h and v operations will remove all Fourier components with a
spatial frequency higher than the cut-off imposed by . This is called low-pass ﬁltering in
signal processing terminology, and is equivalent to a blurring of the original signal. Given
particular rasterisation and quantisation functions for the images in M , and a particular ,
the blurring effect might not inﬂuence the computation. Formally, then, we deﬁne the FREQ
complexity of aCSMM to be theminimumoptical frequency that can be employed such that
M computes correctly on all inputs. If approximations of a FT are sufﬁcient forM , or ifM
does not execute h or v, thenM requires ﬁnite FREQ. If the original (unbounded) deﬁnitions
of h and v must hold then M requires inﬁnite FREQ. Note also that using the traditional
optical methods outlined in Section 2.2, any lower bound on SPATIALRES complexity will
impose a lower bound on FREQ complexity. In the context of traditional optical methods,
this imposition is referred to as the diffraction limit. (The optical wavelength should be
a constant times smaller than the smallest spatial feature that needs to be resolvable in
an image.) In order not to rule out the applicability of novel sub-wavelength resolution
techniques that go beyond the diffraction limit for our CSM algorithms we give each FREQ
complexity as an upper bound [O(·)].
Finally, one might also consider energy a natural complexity measure. In fact, energy
is a function of all of the measures in Table 1, with the exception of PHASERES. Such an
interpretation is consistent with the quantum theory of light. This is explained in the case
of a single image initially. Let f (x, y) be an image with spatial resolution RS , amplitude
resolution RA, dynamic range RD , and encoded with illumination of frequency . An up-
per bound on the energy required to represent (and to measure) f (x, y), denoted Ef , is
deﬁned as
Ef = hdRSRA2RD2, (8)
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where h = 6.626 . . .× 10−34 Js is the fundamental physical constant called Planck’s con-
stant, and d (detector sensitivity) is the minimum number of photons required to trigger
a response in a detector element. (For example, for an isolated rod element in the human
retina, d is 10 or so, and for the detector element in a photomultiplier tube d can be 1.)
An upper bound on the energy required for a CSM M’s computation can be determined
by considering the worst cost scenario that at every timestep the image f with maximum
amplitude is written to every grid element, giving a total energy EM of
EM = Ef TG,
where the T and G areM’s TIME and SPACE complexities, respectively.
2.4. Representing data as images
Unless otherwise stated let = {0, 1}.As is usual let∗ =⋃∞i=0 i , let+ =⋃∞i=1 i
and, unless otherwise stated, let a language L ⊆ +. There are many ways to represent ele-
ments of ﬁnite, countable, and uncountable sets as images.We give a number of techniques
that will be used later in the paper. The symbol 1 is represented by an image having value
one at its centre and value zero everywhere else. An image that has value zero everywhere
represents the symbol 0.
Deﬁnition 5 (Binary symbol image). The symbol  ∈  is represented by the binary
symbol image f,
f(x, y) =
{
1 if x, y = 0.5, = 1,
0 otherwise.
We extend this representation scheme to binary words using ‘stack’ and ‘list’ images.
Deﬁnition 6 (Binary stack image). The word w = w1w2 · · ·wk ∈ + is represented by
the binary stack image fw,
fw(x, y) =
{
1 if x = 1− 32k−i+2 , y = 0.5, wi = 1,
0 otherwise,
where wi ∈ , 1 ik. Image fw is said to have length k and the pair (fw, k) uniquely
represents w.
Deﬁnition 7 (Binary list image). The word w = w1w2 · · ·wk ∈ + is represented by the
binary list image fw,
fw(x, y) =
{
1 if x = 2i−12k , y = 0.5, wi = 1,
0 otherwise,
where wi ∈ , 1 ik. Image fw is said to have length k and the pair (fw, k) uniquely
represents w.
If  = {1} we replace the word “binary” with the word “unary” in Deﬁnitions 5–7. In
Deﬁnitions 6 and 7 each unary/binary symbol in w is represented by a corresponding value
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of 0 or 1 in fw. Notice that in the unary/binary stack image, w’s leftmost symbol w1, is
represented by the rightmost value in the sequence of values representing w in fw, this
means thatwk is represented by the topmost stack element.We represent a single real value
r by an image with a single peak of value r .
Deﬁnition 8 (Real number image). The real number r ∈ R is represented by the real
number image fr ,
fr(x, y) =
{
r if x, y = 0.5,
0 otherwise.
To represent a R×C matrix of real values we deﬁne RC peaks that represent the matrix
values and use both dimensions of a stack-like image. This matrix image representation is
illustrated in Fig. 3(f).
Deﬁnition 9 (R × C matrix image). The R × C matrix A, with real-valued components
aij , 1 iR, 1jC, is represented by the R × C matrix image fA,
fA(x, y) =
{
aij if x = 1− 1+2k2j+k , y = 1+2l2i+l ,
0 otherwise,
where
k =
{
1 if j < C,
0 if j = C, l =
{
1 if i < R,
0 if i = R.
The representations given in Deﬁnitions 5–9 are conveniently manipulated in the CSM
using a programming technique called ‘rescaling’. Binary symbol images can be combined
using stepwise rescaling (creating a binary stack image) or with a single rescale operation
(creating a binary list image). A stack representation of the word 11 could be generated as
follows. Take the image f0 (having value 0 everywhere), representing an empty stack, and a
unary symbol image f1 that wewill ‘push’onto the stack.A push is accomplished by placing
the images side-by-side with f1 to the left and rescaling both into a single image location.
The image at this location is a (binary or unary) stack image representing the word 1. This
concept is illustrated in Fig. 3(a); a unary symbol image is placed at address a and an empty
stack image is placed at address b. The command ld ab pushes the symbol onto the empty
stack, and by default the result is stored in address a. Take another unary symbol image f1,
place it to the left of the stack image, and rescale both into the stack image location once
again. The unary stack image contains two peaks at particular locations that testify that it
is a representation of the word 11, as illustrated in Fig. 3(b). To remove a 1 from the stack
image, a ‘pop’ operation is applied. Rescale the stack image over any two image locations
positioned side-by-side. The image to the left will contain the symbol that had been at the
top of the stack image (f1) and the image to the right will contain the remainder of the
stack image, as illustrated in Fig. 3(c). The stack image can be repeatedly rescaled over two
images popping a single image each time. Popping an empty stack [Fig. 3(d)] results in the
binary symbol image representing 0 and the stack remaining empty.
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Fig. 3. Representing data by images through the positioning of peaks. The nonzero peaks are coloured black and
the white areas denote value 0. (a) Pushing a unary symbol image onto an empty stack image. (b) Pushing a unary
symbol image onto a stack image representing the word 1 to create the representation of 11. (c) Popping a stack
representing the word 1, resulting in a popped unary symbol image (in a) and an empty stack (in b). (d) Popping
an empty stack. (e) Rescaling three adjacent unary symbol images into a single unary list image (in a) representing
111. (f) 1× C, R × 1, and R × C matrix images where R = C = 5.
We can interpret a unary stack image as a nonnegative integer. Push and pop can then
be interpreted as increment and decrement operations, respectively. As a convenient pseu-
docode, we use statements such asc.push(1) andc.pop() to increment and decrement
the unary word represented by the stack image at address c. Binary representations of non-
negative integers would be represented in a similar manner. A unary stack representation of
the integer 2 could be regarded as a binary stack representation of the integer 3. Our con-
vention is to represent words with the rightmost symbol at the top of the stack. Therefore,
if the second f1 in the preceding example had been instead f0 the resulting push operation
would have created a stack image representing the word 10 (or alternatively, the binary rep-
resentation of the integer 2). Pushing (or popping) k binary or unary symbol images to (or
from) a binary or unary stack image requires(k) TIME, constant GRID,(2k) SPATIALRES,
1 AMPLRES, 1 PHASERES, 1 DYRANGE and O(2k) FREQ. For CSM algorithms that use stack
representations, SPATIALRES (and therefore FREQ) are of critical concern.
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In the list image representation of a unary or binary word, each of the rescaled binary
symbol images are equally spaced (unlike the stack image representation). The binary
list image representation of a word w ∈ +, |w| = k, involves placing k symbol images
(representing the k symbols ofw) side-by-side in k contiguous image locations and rescaling
them into a single image in a ld operation. For example in Fig. 3(e) a unary list representation
of the unary word 111 is accomplished by the command ld 3 5 7 7 . Rescaling k binary
or unary symbol images to form a binary or unary list image, or rescaling a binary or unary
list image to form k binary or unary symbol images both require constant TIME, constant
GRID,(k) SPATIALRES, 1 AMPLRES, 1 PHASERES, 1 DYRANGE and O(k) FREQ.
TheR×Cmatrix image representation can bemanipulated using image rescaling not only
in the horizontal direction (as push and pop given above), but also in the vertical direction.
In the matrix representation an initial empty image (to push to) is not required. Pushing
(or popping) j real number images to (or from) a j × 1 or 1 × j matrix image requires
(j) TIME, constant GRID, (2j−1) SPATIALRES, inﬁnite AMPLRES, constant PHASERES, 1
DYRANGE and O(2j−1) FREQ. Pushing (or popping) k of j × 1 matrix images or k of 1× j
matrix images to (or from) a j × k or k × j matrix image requires (k) TIME, constant
GRID,(2j+k−2) SPATIALRES, inﬁnite AMPLRES, 1 PHASERES, 1 DYRANGE and O(2j+k−2)
FREQ.
2.5. CSM deciding language membership
Deﬁnition 10 (CSM deciding language membership). CSM ML decides the membership
problem for L ⊆ + if ML has initial conﬁguration 〈csta, esta〉 and ﬁnal conﬁguration
〈chlt, ehlt〉, and the following hold:
• sequence esta contains the two input elements (fw, 	1 , 	1) and (f1|w| , 	2 , 	2)• ehlt contains the output element (f1, o1 , o1) if w ∈ L• ehlt contains the output element (f0, o1 , o1) if w /∈ L
• 〈csta, esta〉∗M 〈chlt, ehlt〉, for all w ∈ +.
Here fw is the binary stack image representation of w ∈ +, f1|w| is the unary stack
image representation of the unary word 1|w|. Images f0 and f1 are the binary symbol image
representations of the symbols 0 and 1, respectively.
In this deﬁnition addresses (	1 , 	1), (	2 , 	2) ∈ I and address (o1 , o1) ∈ O, where I
and O are as given in Deﬁnition 2. We use the stack image representation of words. The
unary input word 1|w| is necessary for ML to determine the length of input word w. (For
example the binary stack image representations of the words 00 and 000 are identical.)
2.6. Transformation from continuous image to ﬁnite address
Our model uses symbols from a ﬁnite set in its addressing scheme and employs an ad-
dress resolution technique to effect decisions (see Section 2.7). Therefore, during branch-
ing and looping, variables encoded by elements of the uncountable set of continuous im-
ages must be transformed to the ﬁnite set of addresses. In one of the possible addressing
schemes available to us, we use symbols from the set {0, 1}. We choose B = {w : w ∈
{0, 1}max(m,n), w has a single 1} as our underlying set of address words. Each of the m
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column and n row addresses will be a binary word from the ﬁnite set B. An ordered pair of
such binary words identiﬁes a particular image in the grid. Each element of B will have a
unique image encoding.N is the set of encoded images, with |N | = max(m, n). In order to
facilitate an optical implementation of our model we cannot assume to know the particular
encoding strategy for the set N (such as the simple binary stack or list representations
of Section 2.4). We choose a correlation based address resolution technique. The address
resolution technique chosen (the transformation from I to B) must be general enough to
resolve addresses that use any reasonable encoding (see Section 2.6.1).
Given an image  ∈ I we wish to determine which address word in B is encoded
by . In general, comparing a continuous image  with the elements of N to determine
membership is not guaranteed to terminate. However, for each  that our addressing scheme
will be presented with, and given a reasonable encoding for N , we can be sure of the
following restrictions on N : (i)  ∈ N , (ii) |N | is ﬁnite, and (iii) N contains distinct
images (no duplicates). Given these restrictions, we need only search for the single closest
match between  and the elements of N . We choose a transformation based on cross-
correlation (effected through a sequence of FT and image multiplication steps) combined
with a thresholding operation.
The function t : I × I → N is deﬁned as
t (, ) = ((, )), (9)
where  encodes the unknown addressing image to be transformed,  is a list image formed
by rescaling all the elements of N (in some known order) into a single image using one
ld operation,  denotes the cross-correlation function, and  is a thresholding operation.
The cross-correlation function [9,21] produces an image fcorr = (, ) where each point
(u, v) in fcorr is deﬁned
fcorr(u, v) =
∫ 1
0
∫ 1
0
(x, y)∗(x + u, y + v) dx dy, (10)
where ∗ denotes the complex conjugate of , where (x, y) speciﬁes coordinates in  and ,
and where (+u,+v) denotes an arbitrary relative shift between  and  expressed in the
coordinate frame of fcorr. In Eq. 10, let  have value 0 outside of [0, 1)× [0, 1). Let image
fcorr be deﬁned only over [0, 1) × [0, 1). In the CSM, fcorr(u, v) would be produced in
image a by the code fragment ld  h v st b ld  ∗ h v · h v , where a multiplication in
the Fourier domain is used to effect cross-correlation [9,20,21]. According to Eq. (10), and
given a reasonable encoding for N (implying the three restrictions outlined above), fcorr
will contain exactly one well resolved maximum amplitude value. This point of maximum
amplitude will be a nonzero value at a position identical to the relative positioning of the list
element in  that most closely matches . All other points in fcorr will contain an amplitude
less than this value.
We deﬁne the thresholding operation of Eq. (9) for each point (u, v) in fcorr as
(fcorr(u, v)) =
{
1 if |fcorr(u, v)| = max(|fcorr(u, v)|),
0 if |fcorr(u, v)| < max(|fcorr(u, v)|).
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This produces an image with a single nonzero value at coordinates u = (2i + 1)/[2 ×
max(m, n)], v = 0.5 for some positive integer i in the range [0,max(m, n) − 1]. From
the deﬁnition of a binary list image (Deﬁnition 7), we can see that these unique identi-
ﬁers are exactly the images that represent the binary words corresponding to the integers
{20, 21, 22, . . . , 2[max(m,n)−1]}. Therefore, t is a function from continuous images to the set
of image representations of the ﬁnite set B deﬁned earlier.
2.6.1. Reasonable encodings of N
A note is required on what constitutes a reasonable encoding for N , such that t will
correctly transform s to an image representation of the appropriate element in B. There are
two considerations which one needs to bear in mind when designing an encoding for N .
Firstly, Eq. (10) is not a normalised cross-correlation. Therefore, N has to be chosen such
that the autocorrelation of each element ofN has to return a strictly larger maximum value
than the cross-correlation with each of the other elements of N .
Secondly, one may wish to choose f0 (the image with zero everywhere) as an element of
N . We can see from Eq. (10) that this will result in a cross-correlation of fcorr = f0 when
we try to match s = f0 with . If one chooses f0 as an element of N , this special case
can be resolved (without the need for an explicit comparison with f0) with the following
rule. Given thatN is a reasonable encoding, if no single well-resolved maximum amplitude
value is generated from , we assume that  = f0. (In all cases other than when  = f0,
fcorr will contain a well-resolved point of maximum amplitude, as explained above.)
2.7. Conditional branching from unconditional branching
Our model does not have a conditional branching operation as a primitive; it was felt
that giving the model the capability for equality testing of continuous images would rule
out any possible implementation. However, we can effect indirect addressing through a
combination of program self-modiﬁcation and direct addressing. We can then implement
conditional branching by combining indirect addressing and unconditional branching. This
is based on a technique by Rojas [17] that relies on the fact that |N | is ﬁnite. Without
loss of generality, we could restrict ourselves to two possible symbols 0 and 1. Then, the
conditional branching instruction “if (k=1) then jump to address X, else jump to Y ” is
written as the unconditional branching instruction “jump to address k”. We are required
only to ensure that the code corresponding to addresses X and Y is stored at addresses 1
and 0, respectively. In a 2D memory (with an extra addressing coordinate in the horizontal
direction) many such branching instructions are possible in a single machine.
2.8. A general iteration construct
Our bounded iteration construct is based on the conditional branching instruction
outlined in Section 2.7. Consider a loop of the following general form, written in some
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Fig. 4. CSM description of a while loop. Execution begins at location (0, 2).
unspeciﬁed language,
SX
while (e > 0)
SY
e := e - 1
end while
SZ
where variable e contains a nonnegative integer specifying the number of remaining itera-
tions, and SX, SY, and SZ are arbitrary lists of statements. Without loss of generality, we
assume that statements SY do not write to e and do not branch to outside of the loop. If e is
represented by a unary stack image (where the number of represented 1s equals the value
of e), this code could be rewritten as
SX
while (e.pop() = f1)
SY
end while
SZ
and compiled to a CSM as shown in Fig. 4. In this CSM, e speciﬁes the number of re-
maining iterations in unary and is represented by a unary stack image. A second address
d, unused by the statements in the body of the loop, holds the value popped from e and
must be positioned immediately to the left of e. Address a′ is used to store and restore
the contents of address a before and after, respectively, decrementing the loop counter
e. The fragment br 0 d̂ is shorthand for a piece of indirect addressing code, and means
“branch to the address at the intersection of column 0 and the row speciﬁed by the image at
address d”.
The while routine in Fig. 4 has TIME complexity 6+ i(s + 6), constant GRID complexity
and SPATIALRES complexity max(2i , RS). Here i ∈ N is the number of times the body of
244 D. Woods, T.J. Naughton / Theoretical Computer Science 334 (2005) 227–258
the while loop is executed, s ∈ N is the number of operations in the body of the while
loop, and ﬁnally RS ∈ N is the minimum SPATIALRES required during execution of the
body of the while loop. The value for each of AMPLRES, PHASERES and DYRANGE is at least
constant, and possibly greater, depending on the operations performed and images accessed
in the body of the while routine. Finally, the FREQ complexity is O(max(2i , RS)).
3. Computability results
In this section we prove the CSM can simulate ARNNs, which are neural networks that
compute over the set of real numbers. As an immediate corollary our model can decide the
membership problem for any language L ⊆ +, if we allow aribtrary real values as inputs.
3.1. Boolean circuits and ARNNs
Informally, a Boolean circuit, or simply a circuit, is a ﬁnite directed acyclic graph where
each node is an element of one of the following three sets: {∧,∨,¬} (called gates, with
respective in-degrees of 2,2,1), {x1, . . . , xn} (xi ∈ {0, 1}, inputs, in-degree 0), {0, 1} (con-
stants, in-degree 0). A circuit family is a set of circuits C = {cn : n ∈ N}. A language
L ⊆ ∗ is decided by the circuit family CL if the characteristic function of the language
L ∩ {0, 1}n is computed by cn, for each n ∈ N. It is possible to encode a circuit as a ﬁnite
symbol sequence, and a circuit family by an inﬁnite symbol sequence.When the circuits are
of exponential size (with respect to input word length and where circuit size is the number
gates in a circuit), for each L ⊆ ∗ there exists a circuit family to decide the membership
problem for L. For a more thorough introduction to (nonuniform) circuits we refer the
reader to [1].
ARNNs are ﬁnite size feedback ﬁrst-order neural networks with real weights [18,19].
The state of each neuron at time t + 1 is given by an update equation of the form
xi(t + 1) = 
(
N∑
j=1
aij xj (t)+
M∑
j=1
bijuj (t)+ ci
)
, i = 1, . . . , N, (11)
whereN is the number of neurons,M is the number of inputs, xj (t) ∈ R are the states of the
neurons at time t , uj (t) ∈ + are the inputs at time t , and aij , bij , ci ∈ R are the weights.
An ARNN update equation is a function of discrete time t = 1, 2, 3, . . .. The network’s
weights, states, and inputs are often written in matrix notation asA,B and c, x(t), and u(t),
respectively. The function  is deﬁned as
(x) =

0 if x < 0,
x if 0x1,
1 if x > 1.
AsubsetP of theN neurons,P = {xk1 , . . . , xkp },P ⊆ {x1, . . . , xN }, are called thep output
neurons. The output from anARNNcomputation is deﬁned as the states {xk1(t), . . . , xkp (t)}
of these p neurons over time t = 1, 2, 3, . . ..
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3.2. Formal net deciding language membership
ARNN input/output (I/O) mappings can be deﬁned in many ways [19]. In this paper, we
give a CSM that simulates the general form ARNN which has the update equation given
by Eq. 11. We also present a CSM that simulates a speciﬁc type of ARNN called a formal
net [19]. Formal nets are ARNNs that decide the language membership problem and have
the following I/O encodings. A formal net has two binary input lines, called the input data
line (D) and the input validation line (V ), respectively. If D is active at a given time t then
D(t) ∈ , otherwise D(t) = 0. V (t) = 1 when D is active, and V (t) = 0 thereafter
(when D is deactivated it never again becomes active). An input to a formal net at time
t has the form u(t) = (D(t), V (t)) ∈ 2. The input word w = w1 . . . wk ∈ + where
wi ∈ , 1 ik, is represented by uw(t) = (Dw(t), Vw(t)), t ∈ N, where
Dw(t) =
{
wt if t = 1, . . . , k,
0 otherwise, Vw(t) =
{
1 if t = 1, . . . , k,
0 otherwise.
A formal net has two output neuronsOd,Ov ∈ {x1, . . . , xN }, called the output data line and
output validation line, respectively. Given a formal net F with an input word w and initial
state xi(1) = 0, 1 iN , w is classiﬁed in time  if the output sequences have the form
Od = 0−1w0, Ov = 0−110,
where w ∈  and  = |N|. If w = 1 then w is accepted, if w = 0 then w is rejected.
We now give a deﬁnition of deciding language membership by ARNN (from [19]). Let
T : N→ N be a total function.
Deﬁnition 11 (Formal net deciding language membership). The membership problem for
the language L ⊆ + is decided in time T by the formal net F provided that each word
w ∈ + is classiﬁed in time T(|w|) and w = 1 if w ∈ L and w = 0 if w /∈ L.
In [19], Siegelmann and Sontag prove that for each language L ⊆ + there exists a
formal net FL to decide the membership problem for L, hence proving the ARNN model
to be computationally more powerful than the Turing machine model. FL contains one
real weight. This weight encodes the (nonuniform) circuit family CL that decides L. Let
SCL : N→ N be the size ofCL. For a given input wordw ∈ +,FL retrieves the encoding
of circuit c|w| from its real weight and simulates this encoded circuit on input w to decide
membership in L, in time T(|w|) = O(|w|[SCL(|w|)]2). Given polynomial time, formal
nets decide the nonuniform language class P/poly. Given exponential time, formal nets
decide the membership problem for all languages.
3.3. Statement of main result
Theorem 1. There exists a CSM M such that for each ARNN A, M computes A’s I/O
map, using our ARNN I/O representation.
Proof. The proof is provided by the ARNN simulation program for the CSM given in
Fig. 5. The simulation is written in a convenient shorthand notation. The expansions into
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Fig. 5. CSMM that simulates anyARNNA. The simulator is written in a convenient shorthand notation, (see Fig. 6 for the expansions into sequences
of atomic operations). The simulation program is explained in Section 3.7.
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sequences of atomic operations are given in Fig. 6. The ARNN I/O representation is given
is Section 3.4. The simulation program is explained in Sections 3.5–3.7. A computational
complexity analysis of the simulation program is given in Section 3.8. 
3.4. ARNN representation
As a convenient notation we let  be the image representation of . We now give the
I/O representation used in Theorem 1. The inputs to M fall into three categories: in-
puts that represent A, inputs that represent A’s input, and some constant inputs. Recall
that our representation of matrices by images was deﬁned in Deﬁnition 9 and illustrated
in Fig. 3(f).
The ARNN weight matrices A, B, and c are represented by N ×N , N ×M , and N × 1
matrix images A, B, and c, respectively. The state vector x is represented by a 1 × N
matrix image x. The set of output states P are represented by the image P (described be-
low). The values N − 1 and M − 1 need to be given as input to the simulator in order to
bound the loops. They are represented by unary stack imagesN − 1 andM − 1, represent-
ing the unary words 1(N−1) and 1(M−1), respectively. These seven input images deﬁne the
ARNN A. The constant images f (x, y) = 0 and f (x, y) = 1, denoted 0 and 1, respec-
tively, are also given as input. Images 0 and 1 are used to parameterise  (see Lemma 2
below).
For an ARNN timestep t , the ARNN input vector u(t) is represented by a 1×M matrix
image u. In an initial conﬁguration of our simulation program we assume an input stack
image I represents all input vectors u(t) for all t = 1, 2, 3, . . . . At anARNN timestep t , the
top element of stack image I is a 1×M matrix image representing the input vector u(t).
The p output neurons are represented by a 1×N matrix imageP .We useP to extract our
representation of the p output states from the N neuron states represented by x. The image
x containsN (possibly nonzero) values at speciﬁc coordinates deﬁned in Deﬁnition 9. p of
these values represent thepARNNoutput states and have coordinates (x1, y1), . . . , (xp, yp)
in x. In the image P , each of the coordinates (x1, y1), . . . , (xp, yp) has value 1 and all other
coordinates in P have value 0. We multiply x by P . This image multiplication results in
an output image o that has our representation of the p ARNN outputs at the coordinates
(x1, y1), . . . , (xp, yp). Image o has value 0 at all other coordinates. The simulator then
pushes o to an output stack image O. This output extraction process is carried out at the
end of each simulated state update.
3.5. ARNN simulation overview
From the neuron state update equation Eq. (11), each xj (t) is a component of the state
vector x(t). From x(t) we deﬁne the N × N matrix X(t) where each row of X(t) is the
vector x(t). Therefore X(t) has components xij (t), and for each j ∈ {1, . . . N} it is the
case that xij = xi′j , ∀i, i′ ∈ {1, . . . N}. From u(t) we deﬁne the N × M matrix U(t)
where each row of U(t) is the vector u(t). Therefore U(t) has components uij (t), and for
each j ∈ {1, . . .M} it is the case that uij = ui′j , ∀i, i′ ∈ {1, . . . N}. Using X(t) and U(t)
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Fig. 6. Time-saving shorthand notation used in the simulator in Fig. 5: (a) shows shorthand addresses, (b) branch
to beginning of row − 1, where  is the current row, and (c) expands to initialisation instructions and the while
loop code given in Fig. 4.
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we rewrite Eq. (11) as
xi(t + 1) = 
(
N∑
j=1
aij xij (t)+
M∑
j=1
bijuij (t)+ ci
)
, i = 1, . . . , N. (12)
In the simulation we generate N × N and N ×M matrix images X and U representing
X(t) and U(t), respectively. We then simulate the afﬁne combination in Eq. (12) using our
model’s + and · operators. We use the CSM’s amplitude ﬁltering operation  to simulate
the ARNN  function.
Lemma 2. The CSM operation  simulates (x) in constant TIME.
Proof. From the deﬁnition of  in Eq. 6, we set zl(x, y) = 0 (denoted 0) and zu(x, y) = 1
(denoted 1) to give
(f (x, y), 0, 1) =

0 if |f (x, y)| < 0,
|f (x, y)| if 0 |f (x, y)|1,
1 if |f (x, y)| > 1.
Using our representation of ARNN state values by images, (x, 0, 1) simulates (x). Also,
 is a CSM operation hence simulating (x) requires constant TIME. 
3.6. ARNN simulation algorithm
For brevity and ease of understanding we outline our simulation algorithm in a high-level
pseudocode, followed by an explanation of each algorithm step.
(i) u := I.pop()
(ii) X := push x onto itself vertically N − 1 times
(iii) AX := A ·X
(iv) AX := Ni=1
(
AX.popi ()
)
(v) U := push u onto itself verticallyN − 1 times
(vi) BU := B · U
(vii) BU := Mi=1
(
BU.popi ()
)
(viii) afﬁne-comb := AX + BU + c
(ix) x′ := (afﬁne-comb, 0, 1)
(x) x := (x′)T
(xi) O.push(P · x)
(xii) goto step (i)
In step (i) we pop an image from input stack I and call the popped image u. Image u is
a 1 × M matrix image representing the ARNN’s inputs at some time t . In step (ii) we
generate the N × N matrix image X by vertically pushing N − 1 identical copies of x
onto a copy of x. In step (iii), X is point by point multiplied by matrix image A. This
single multiplication step efﬁciently simulates (in constant TIME) the matrix multiplication
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aij xj for all i, j ∈ {1, . . . , N} (as described in Section 3.5). Step (iv) simulates the ARNN
summation
∑N
j=1 aij xj (in linear TIME). Each of the N columns of AX are popped and
added (using the + operation), one at a time, to the previous popped image.
In step (v) we are treating u in a similar way to our treatment of x in step (ii). In step
(vi) we effect B · U , efﬁciently simulating (in constant TIME) the multiplication bijuj for
all i ∈ {1, . . . , N}, j ∈ {1, . . . ,M}. Step (vii) simulates theARNN summation∑Mj=1 bijuj
using the same technique used in step (iv).
In step (viii) we simulate the addition of the three terms in theARNN afﬁne combination.
In our simulator this addition is effected in two simple image addition steps. In step (ix) we
simulate theARNN’s  function by amplitude ﬁltering using the CSM’s  function with the
lower and upper threshold images (0, 1) (as given by Lemma 2). The resultingN×1 matrix
image is transformed into a 1 × N matrix image (we simply transpose the represented
vector) in step (x). We call the result of this amplitude ﬁltering and transformation x; it
represents the ARNN state vector x(t + 1). In step (xi) we multiply x by the output mask
P (as described in Section 3.4). The result, which represents the ARNN output at time
t + 1 is then pushed to the output stack O. The ﬁnal step in our algorithm sends us back to
step (i). Notice that our algorithm never halts as ARNN computations are deﬁned for time
t = 1, 2, 3, . . . .
3.7. Explanation of Figs. 5 and 6
TheARNN simulationwith ourmodel is shown in Fig. 5. Numerals (i)–(xii) are present to
assist the reader in understanding the program; they correspond to steps (i)–(xii) in the high-
level pseudocode in Section 3.6. In our ARNN simulator program addresses are written in
a shorthand notation that are expanded using Fig. 6. Before the simulator begins executing,
a simple preprocessor or compiler could be used to update the shorthand addresses to the
standard long-form notation.
Addresses t1, t2, and t3 are used as temporary storage locations during a run of the simu-
lator [note: address t3 is located at grid coordinates (11, 14)]. In the simulator our  notation
not only denotes the image representation of , but also acts as an address identiﬁer for the
image representing . Addresses x and u are used to store our representation of the neu-
rons’states and inputs, respectively, during a computation. The temporary storage addresses
AX and BU are used to store the results of steps (iv) and (vii), respectively. Addresses
N − 1 andM − 1 store our representation of the dimensions of x and u, respectively (nec-
essary for bounding the while loops). The address identiﬁers A, B, and c store the image
representation of the corresponding ARNN matrices, and P stores our mask for extracting
the p output states from the N neuron states, as described in Section 3.4. Code fragments
of the form whl i . . . end are shorthand for code to initialise and implement the while loop
given in Section 2.8. The instructions between i and end are executed i times. The notation
0̂ is shorthand for the “image at address 0”.
At ARNN timestep t , our representation of the ARNN input u(t) is at the top of the
input stack image I . This input is popped off the stack and placed in address u. The
computation then proceeds as described by the high-level pseudocode algorithm in
Section 3.6. The output memory address O stores the sequence of outputs as described
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in Section 3.4. Program execution begins at well-known address sta and proceeds accord-
ing to the rules for ourmodel’s programming language deﬁned in Deﬁnition 4 and explained
in Fig. 2.
3.8. Complexity analysis of simulation algorithm
The following is a worst case analysis of the ARNN simulation algorithm. If the ARNN
being simulated is deﬁned for time t = 1, 2, 3, . . ., hasM as the length of the input vector
u(t) and has N neurons, and k is the number of stack image elements used to represent the
active input to our simulator, thenM requires TIME T linear inN ,M , and t , and independent
of k,
T (N,M, t, k) = (49N + 11M + 42)t + 1.
M requires constant GRID, and exponential SPATIALRES
RS(N,M, t, k) = max(2(k+M−1), 2(2N−2), 2(N+M−2), 2(t+N−1)).
M requires inﬁnite AMPLRES in order to represent real-valued ARNN weight matrices.
M requires constant PHASERES of 1 and linear DYRANGE equal to max(1,maxAin), where
maxAin is themaximumamplitude value of all the input images. Finally, the FREQ complexity
is O(RS(·)), where RS(·) is the SPATIALRES complexity ofM.
3.9. CSM deciding language membership by formal net simulation
Corollary 3. There exists aCSMD that decides themembership problem for eachL ⊆ +.
Proof. The proof relies on two facts. Firstly, for each L ⊆ + there exists a formal net
FL that decides the membership problem for L [19]. Secondly there exists a CSMM that
simulates each ARNN (Theorem 1). CSM D is given in Fig. 7, its I/O format and a brief
complexity analysis are given in the remainder of the current section. 
To decide membership of w ∈ + in L, D simulates formal net FL on input w. D is a
language membership deciding CSM, henceD’s I/O format is consistent with Deﬁnition 10
(CSM deciding language membership). In Fig. 7, rows 2–13 are exactly rows 2–13 from
CSMM in Fig. 5, the remaining extra functionality is necessary to properly format the
I/O. The shorthand notation follows the format given in Fig. 6. Given the problem instance
of deciding membership of w ∈ + in L, CSM D has 13 input images and a single output
image. Input images fw and f1|w| are the binary and unary stack image representations of
the words w and 1|w|, respectively. Images 0 and 1 are the constant images f (x, y) = 0
and f (x, y) = 1, respectively. Formal net FL is completely deﬁned by the following seven
input images: A,B, c, P , x,N − 1, and M − 1. These images have the format described
above in Section 3.4. When simulating a formal net the input images M − 1 and x are
constant (as M = 2 and x(1) is a vector of zeros). Images Od and Ov are unary stack
images representing the unary words 1d and 1v , respectively. Here d and v are the indices
of the output data and output validation neurons, respectively, in the N vector of neurons.
Images Od and Ov are used to extract the output ‘decision’ of FL. There is one output
image denoted fw .
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The following is a worst case analysis of CSMD simulating a formal netFL that decides
membership of language L in time T. On input word w ∈ +, FL decides if w is in L in
t timesteps for some tT(|w|). When deciding a language from the class P/poly, in the
worst case the function T is polynomial in input word length. When deciding an arbitrary
language, in the worst case T is exponential in input word length [19]. Let N ,M , d, and v
be as given above. CSM D requires linear TIME
T (N,M,T(|w|), |w|, d, v) = (49N + 7v + 81)T(|w|)+ 12|w| + 7d + 24,
constant GRID, and exponential SPATIALRES
RS(N,M,T(|w|), |w|, d, v) = max
(
2|w|, 2(2N−2)
)
,
to decidemembership ofw inL.D requires inﬁniteAMPLRES, as oneofFL’sweightmatrices
contains a real-valued weight that encodes the (possibly nonuniform) circuit family CL. D
requires constant PHASERESof 1 and linearDYRANGEequal tomax(1,maxAin)wheremaxAin
is the maximum amplitude value of all the input images. Finally, the FREQ complexity is
O(RS(·)), whereRS(·) is the SPATIALRES complexity ofD. By way of formal net simulation
the CSM decides the membership problem for any languageL ⊆ + with these complexity
bounds.
4. Unordered search
Sorting and searching [11] provide standard challenges to computer scientists in the ﬁeld
of algorithms, computation, and complexity. In this paper, we focus on a binary search
algorithm. With our model this algorithm can be applied to unordered lists. Consider an
unordered list of n elements. For a given property P , the list could be represented by an
n-tuple of bits, where the bit key for each element denotes whether or not that element
satisﬁes P . If, for a particular P , only one element in the list satisﬁes P , the problem of
ﬁnding its index becomes one of searching an unordered binary list for a single 1. The
problem is deﬁned formally as follows.
Deﬁnition 12 (Needle in haystack problem). Let L = {w : w ∈ 0∗10∗}. Let w ∈ L be
written as w = w0w1 . . . wn−1 where wi ∈ {0, 1}. Given such a w, the needle in haystack
(NIH) problem asks what is the index of the symbol 1 inw. The solution to NIH for a given
w is the index i, expressed in binary, where wi = 1.
This problem was posed by Grover in [10]. His quantum computer algorithm requires
O(
√
n) comparison operations on average. Bennett et al. [2] have shown the work of Grover
is optimal up to a multiplicative constant, and that in fact any quantum mechanical system
will require (
√
n) comparisons. Algorithms for conventional models of computation re-
quire (n) comparisons in the worst case to solve the problem. We present an algorithm
that requires (log2 n) comparisons, in the worst case, with a model of computation that
has promising future implementation prospects.
Our search algorithm is quite simple. A single bright point is somewhere in an otherwise
dark image. If we block one half of the image we can tell in a single step if the other
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Fig. 8. Pseudocode algorithm to search for a single 1 in a list otherwise populated with 0s. Line numbers give
addresses of the corresponding piece of code in the CSM machine in Fig. 9. Images f0 and f1 were deﬁned in
Deﬁnition 5.
half contains the bright point or not. This forms the basis of a binary search algorithm to
determine the precise location of the bright point.
Before presenting a CSM instance of the algorithm, we give a pseudocode version (see
Fig. 8). This pseudocode algorithm consists of a single loop. It is formatted to conform to
the iteration construct presented in Section 2.8. The algorithm takes two arguments, one is
a list image and the other is a stack image. (Stack images and list images were deﬁned in
Deﬁnitions 6 and 7.) The ﬁrst argument, i1, is a binary list image representingw.We assume
that n is a power of 2. The second argument, i2, is a unary stack image of length log2 n,
and is used to bound the iteration of the algorithm’s loop. The algorithm uses address c as
it constructs, one binary symbol image at a time, a binary stack image of length log2 n. At
halt, the binary stack image at address c represents the index i of the 1 in w. This index is
returned through address a when the algorithm terminates. To aid the reader, each line of
the pseudocode algorithm in Fig. 8 is prepended with a pair of coordinates that relate the
pseudocode to the beginning of the corresponding code in the CSMversion of the algorithm.
The CSM version of the algorithm is given in Fig. 9.
Deﬁnition 13 (Comparison in CSM). A comparison in a CSM computation is deﬁned as a
conditional branching instruction.
Theorem 4. There exists a CSM that solves NIH in (log2 n) comparisons for a list of
length n, where n = 2k, k ∈ N, k1.
Proof. The proof is provided by the algorithm in Fig. 9. Correctness: the correctness
is most easily seen from the pseudocode algorithm in Fig. 8 and the following inductive
argument. (Fig. 8 contains a mapping from pseudocode statements to the CSM statements
of Fig. 9.) The two inputs are a binary list image representation ofw (image i1) and a unary
D. Woods, T.J. Naughton / Theoretical Computer Science 334 (2005) 227–258 255
Fi
g.
9.
CS
M
to
pe
rfo
rm
a

(lo
g 2
n
)
se
ar
ch
o
n
an
u
n
o
rd
er
ed
bi
na
ry
lis
t.
256 D. Woods, T.J. Naughton / Theoretical Computer Science 334 (2005) 227–258
stack image of length log2 n (image i2). During the ﬁrst iteration of the loop, a single image
f1 is popped from i2, and i1 is divided equally into two list images (a left-hand image and a
right-hand image). The nonzero peak (representing the 1 inw) will be either in the left-hand
list image or the right-hand list image. In order to determine which list image contains the
peak in a constant number of steps, the left-hand list image is transformed such that its centre
will contain a weighted sum of all of the values over the whole list image. Effectively, the
list image is transformed to an element of the binary image set {f0, f1} (see Deﬁnition 5).
If the left-hand list image is transformed to f1 (if the centre of this transformed list image
contains a nonzero amplitude) then the left-hand list image contained the peak. In this case,
the right-hand image is discarded, and f0 is pushed onto stack image c. Otherwise, the
right-hand list image contained the peak, the left-hand list image is discarded, and f1 is
pushed onto c. After the ﬁrst iteration of the loop, the most signiﬁcant bit of the solution to
the problem is represented by the top of stack image c, and i1 has been reduced to half its
length. For the second iteration of the loop, a second image f1 is popped from counter i2,
the list image is divided in two, and the appropriate half discarded. The algorithm continues
in this binary search fashion until the image popped from i2 is f0. Image c is copied into
a and the algorithm halts. At halt, the index (in binary) of the 1 in w is represented by the
stack image in a of length log2 n.
Complexity: The loop in the algorithm makes exactly log2 n iterations, corresponding
to log2 n + 1 evaluations of the loop guard. Inside the loop, there is a single compari-
son. In total, the CSM algorithm makes 2 log2 n + 1 comparisons to transform the binary
list image representation of w (of length n) into the binary stack image representation of
index i. 
Theorem 4 states computational complexity in terms of number of comparisons, so that
the result can be directly compared with the lower bound analyses from classical algorithm
theory and quantum complexity theory. This simpliﬁcation hides linear SPATIALRES and
FREQ overheads, as the following corollary shows.
Corollary 5. There exists a CSM that solves NIH in(log2 n) TIME, constant GRID,(n)
SPATIALRES, constant DYRANGE, constant AMPLRES, constant PHASERES, and O(n) FREQ,
for a list of length n, where n = 2k, k ∈ N, k1.
Proof. The proof is provided by the algorithm in Fig. 9. Correctness: The correctness
follows from Theorem 4.
Complexity: Each iteration of the loop requires constant TIME. The total TIME from
problem instance to solution is 23 log2 n + 11. From Section 2.3, all CSMs require con-
stant GRID. The maximum length required of any stack image during the computation is
log2 n+ 1 (for image c). This results in SPATIALRES complexity of 2n. The CSM requires
constant AMPLRES, PHASERES and DYRANGE, because all input values will be binary. Even
after the FT operation, only the binarised zero frequency component is relevant to the
computation so we do not need to preserve the amplitudes or phases of any of the other
spatial frequency components. Finally, the CSM requires an upper bound of O(n) FREQ
to accompany the linear SPATIALRES (assuming traditional diffraction limited resolution
techniques). 
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5. Conclusion
We have presented the CSM, an analog model of computation inspired by the ﬁeld of
optical information processing. We have given some insight into the computational power
of the CSM by proving it can simulate ARNNs (this simulation includes linear time matrix
multiplication), and by giving a(log2 n) unordered search algorithm that does not make
use of arbitrary real/complex constants.Themodel does not support arbitrary equality testing
of images, and so in this sense is closer in spirit to models found in [5,12,19] than (say) the
Blum, Shub, and Smale model [3,4]. However, allowing arbitrary real/complex constants
gives the model a lot of computational power. For future work it would be interesting to
classify the computational power of discrete variants of the CSM.
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