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Abstract
Redox metalloenzymes are omnipresent in living organisms where they catalyze key
cellular reactions with great efficiency. These enzymes can often be reversibly placed
into inactive states following changes in redox conditions. This is a hindrance for their
use in biotechnological devices, and also a complication for their study via a struc-
ture/function approach, because structural data alone usually is not enough to discrimi-
nate between active and inactive states. However, these inactive states can also inform
on the chemistry of the enzyme’s active sites and on their catalytic cycles. A technique
that has proved particularly valuable in the last decades for studying these processes is
Protein Film Voltammetry (PFV), in which an enzyme is immobilized on an electrode
in a configuration where direct electron transfer is possible. In this article, we review
the studies of redox (in)activation processes using PFV, present the theory for a number
of cases (reversible inactivations, irreversible activations), and give guidelines to obtain
and intepret suitable kinetic data.
Keywords: Protein Film Voltammetry; redox inactivation; redox activation;
metalloenzymes; hydrogenases; molybdenum enzymes; copper enzymes.
1. Introduction
Nature uses metalloenzymes for many key cellular functions, such as respiration,
or carbon and nitrogen assimilation, probably because the richness of the chemistry
of transition metals that these active sites are made from offers great flexibility and
versatility. These metallic active sites are flexible in terms of the number and nature
of the ligands and the coordination geometries. A prime example of this versatility is
given by the large family of proteins hosting iron-sulfur clusters of a variety of forms
[1]: while the most common ligand of the iron ions in iron-sulfur clusters are cysteins,
other ligands are found [2] like histidines [3, 4], aspartate [5], arginine [6], threonine
[7], water molecules [8], or even no ligand, for instance in the case of radical SAM
enzymes, which harbor a vacant coordination position where the substrate binds [9, 10].
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This versatile chemistry is likely the origin of the high performances of redox met-
alloenzymes, but it is also at the root of a number of side phenomena, not related to
catalysis, in which the active site loses a ligand, or binds an extrinsinc one, or simply re-
arranges, to yield a form of the active site that is not able to turn over anymore. The for-
mation of these inactive species sometimes have a protective effect. For instance, FeFe
hydrogenases, which reversibly oxidize H2 at a diiron active site, are very O2-sensitive,
but some of them can be purified in an air-stable, inactive state[11–13] that regenerates
the active enzyme upon reduction. However, in many cases, these inactive species have
no reported physiological role. Perhaps they are just inherent consequences of the ver-
satile chemistry of metallic active sites, and they never caused dysfunctions important
enough to be selected against. However, the presence of inactive species has strong
implications for the bioinorganic chemists that study these enzymes: inactivations may
be deleterious for biotechnological applications, in which one should strive to maintain
the activity of the biological catalysts as long as possible, and in as large a range of
operating conditions as possible, or in the context of mechanistic studies using struc-
tural techniques such as X-ray crystallography or spectroscopic techniques, where the
relevance of the information gained from the isolation and characterization of a given
species changes completely depending on whether this species is part of the catalytic
cycle, or just a dead-end species. This is why it is important to study and understand
the conditions under which inactive species accumulate, and to elucidate their chemi-
cal nature. The most compelling reason for studying these inactive species, however, is
that they can teach about the chemistry of the active sites, and can also inform on the
catalytic cycle, just like the inhibitors that have been used in traditional enzymology to
learn about the interaction between the enzyme and their substrates[14].
A technique that has proven valuable in the study of the formation and reactivation
of metalloenzyme inactive species over the past 15 years is protein film voltammetry[15–
18], in which a redox enzyme is immobilized onto an electrode in a configuration that
permits direct electron transfer. Enzymatic turnovers result in exchanges of electrons
with the electrode, and generate an electrical current proportional to the activity, which
can therefore be monitored with a great precision and time resolution. Following the
evolution over time of the activity makes it possible to study (in)activation processes,
and to measure their kinetics. This technique has enabled the discovery of many inac-
tive species, probably because it allows the detection of the slow changes in activity
that are the telltale sign of the formation or reactivation of inactive species, even when
their amplitude is not large[19–22].
Inactivations have been triggered by the injection of an inhibitor, like carbon monox-
ide for hydrogenases[22], or sometimes by changes in the redox conditions. This re-
view is dedicated to the use of PFV to study activation/inactivation processes that can
be triggered by changes in the electrode potential. This makes it possible to use a
number of techniques that have now been widely validated for the determination of the
kinetic properties of the inactivation process – and thus to learn about its chemistry.
This review is organized in terms of the complexity of the processes (and therefore
of the difficulty of the study): reversible inactivations with 1 inactive species, with 2
inactive species, and irreversible activations. Each of the sections also develops the
formalism necessary for the studies. We will introduce the metalloenzymes that are the
subject of these inactivation processes along with the description of the results.
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2. Glossary
For the sake of clarity, and because some of the terms we use may be employed
slightly differently by others, we have made a glossary with the definition of the terms
as we use them in this article.
Activation: the formation of the active species from inactive species.
Active species: the collection of the species that are part of the catalytic cycle of
an enzyme. The term “active species” therefore necessarily encompasses many distinct
chemical species.
Background/capacitive current: current resulting from the variation of the elec-
trode potential and the accumulation of ions in the vicinity of the electrode, which
behaves as a capacitor. In chronoamperometry, its magnitude decreases exponentially
after each step.
Film loss: the irreversible loss of enzyme from the electrode, due to desorption,
but also irreversible inactivation[23].
Inactivation: the formation of inactive species
Inactive species: species that are not part of the catalytic cycle, dead-end species.
Irreversible activation: an activation is called irreversible if it was not possible to
put the enzyme back in its original inactive state.
3. Hysteresis in cyclic voltammetry reveals redox (in)activation processes
Cyclic voltammetry, in which the electrode potential is swept up and down between
two boundaries, is by far the most easy way to detect redox dependent inactivation pro-
cesses, as they are visible as pronounced hysteresis. For instance, in figure 1a, which
shows the cyclic voltammograms of a film of the NiFe hydrogenase from Aquifex ae-
olicus, (an enzyme that oxidizes H2), on the scan towards high potentials, at E = 0.1 V,
the H2 oxidation current is higher than at the same potential in the other direction. This
indicates that the enzyme has inactivated, but that this process is reversed by taking the
potential further down, since at E = −0.2 V, the two scans are superimposed, which
indicates that the enzyme has the same activity during the forward and the backward
scans. From this simple experiment, it is possible to conclude that the enzyme has inac-
tivated in oxidizing conditions and reactivated under reducing conditions, in a process
that is slow enough to be observed on the time scale of the voltammetry[24].
Such voltammograms with hysteresis were observed with many enzymes, such as
other NiFe hydrogenases (figure 1b), molybdenum enzymes (figures 1d and g), laccases
(figure 1e) and also FeFe hydrogenases (figure 1f).
However, if the existence of redox-dependent (in)activation processes is easily de-
duced from the hysteresis in cyclic voltammograms, is it seldom the best way to study
the process. It is generally better to use chronoamperometry, in which the potential is
varied in long steps during which the response over time is recorded, because it makes
it easier to separate the effects of time and potential. The object of the following sec-
tions is to see how to use chronoamperometry (and sometimes cyclic voltammetry) to
learn about the chemistry of these (in)activation processes.
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Figure 1: Cyclic voltammograms of various metalloenzymes that display hysteresis, either as a result of a
reversible inactivation or an irreversible activation. For most of these processes, however, the kinetics of
the (in)activation process were elucidated using chronoamperometric experiments. a. slow scans of Aquifex
aeolicus NiFe hydrogenase (red trace), together with the computed voltammogram of the fully active enzyme
(green trace) and the simulation (dotted blue line) based on the data in figure 3. Reprinted with permission
from ref 24. Copyright 2010 American Chemical Society. b. slow scan of Allochromatium vinosum NiFe
hydrogenase, reprinted with permission from ref 25. Copyright 2003 American Chemical Society. c,d:
cyclic voltammograms of Rhodobacter sphaeroides periplasmic nitrate reductase NapAB at low (c) and high
(d) concentrations of nitrate. Reprinted with permission from ref 26. Copyright 2010 American Chemical
Society. e: voltammograms of Bacillus pumilus bilirubin oxidase in the absence (blue) or the presence (red)
of chloride. Reprinted with permission from ref 27. Copyright 2017 American Chemical Society. f: cyclic
voltammograms of Chlamydomonas reinhardtii FeFe hydrogenase at various scan rates (solid lines), together
with their modelling (dotted lines). Reprinted with permission from ref 28. Copyright 2015 American
Chemical Society. g: first scan of a film of Paracoccus pantotrophus NarGH showing irreversible reductive
activation. Reprinted from reference 29.
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4. Reversible inactivations with 1 inactive species
The most commonly studied case of reversible inactivation so far, and also the
simplest to study, is when the enzyme forms a unique inactive species, following
scheme (1):
A
ki−−−⇀↽−−
ka
I (1)
In this scheme, “A” represents the active species, “I” the inactive species, and ki and
ka represent the rates of inactivation and activation respectively. Since we are dealing
with redox-dependent (in)activation processes, at least one of ki and ka must be a func-
tion of the electrode potential. To learn about the chemistry of the formation of the
inactive species, one needs to determine the values of ki and ka and their dependence
on potential, and on other experimental parameters (such as pH, T and concentration
of substrate).
The kinetic system of equation (1) yields the following differential equation for the
evolution of the fraction of active species, a(t) (a = 1 for a fully active enzyme):
da(t)
dt
= − [ki(E(t)) + ka(E(t))] a(t) + ka(E(t)) (2)
In this equation, the dependence of ki and ka on E, the electrode potential, has been
made explicit.
The definition of “species”. It is important to understand that the species of equa-
tion (1) are kinetic constructs that do not necessarily correspond to a single chemical
species, but can encompass several species. “A”, the active species, necessarily repre-
sents all the species of catalytic cycle. However, when considering the (in)activation
process, it is possible to treat them as a single species, provided they interconvert much
faster than they are converted into the inactive species “I”. Similarly, “I” could be a sin-
gle dead-end species, but it is more likely to represent a collection of inactive species
that interconvert faster than they reactivate. The dependence of the rates on the experi-
mental conditions (potential, pH, etc.) can be used to learn about the chemical species
that interconvert within a single “kinetic” species; ka inform on the inactive species,
while ki inform on the species of the catalytic cycle.
All the (in)activation processes considered in this article are first-order in terms of
the enzymatic species (i.e. they do not result from the reaction between two enzyme
molecules), which leads necessarily to purely exponential relaxations, provided the rate
constants do not change over time. The number of exponential phases is the number of
the inactive species.
Evolution over time. If the rate constants ki and ka do not vary over time (i.e. at a
constant electrode potential), scheme (1) gives a mono-exponential time evolution of
the fraction of active species a(t) (a = 1 means fully active):
a(t) = (a0 − a∞) exp
(
− t − t0
τ
)
+ a∞ (3)
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Frame 1 Intrinsic parameter indetermination
Evolution of the current over time like that of equation (5) or (6) can both be fit with a
simple mono-exponential relaxation:
i(t) = i0 + i1 × exp
(−t
τ
)
(7)
Thus, from fitting a mono-exponential relaxation in any form, only three independent
parameters can be extracted (here, i0, i1 and τ). This shows that, in the case of equa-
tion (6), it is possible to determine τ, ia and a∞, provided a0 is known (t0 is known
because it is the start time of the experiment). Conversely, it is impossible to determine
the 4 parameters of equation (5), which prevents the determination of ki and ka.
in which t0 is the time at the start of the experiment, a0 is the initial fraction of active
species (at t = t0), and:
a∞ =
ka
ki + ka
τ =
1
ki + ka
(4)
This gives a time evolution of the current that can be put under the form:
i(t) = (ia − ii) (a0 − a∞) exp
(
− t − t0
τ
)
+ (ia − ii) a∞ + ii (5)
in which ia is the current of the fully active form (a = 1) and ii is the current of the fully
inactive form (a = 0). In equation (5) we made no assumption on the residual activity
of the inactive form, we show below that in some cases, the residual activity can be
large[30] (see section 7 below). In the following, however, we will assume that ii = 0,
which is the most common case, and also because if the inactive form has a significant
residual activity, intrinsic parameter indetermination (frame 1) make it impossible to
determine independently ki and ka. Under this assumption, the current takes the simpler
form:
i(t) = ia
[
(a0 − a∞) exp
(
− t − t0
τ
)
+ a∞
]
(6)
It is important to note that, under given conditions (E, pH, etc...) neither the time
constant τ nor the asymptotic active fraction a∞ depend on the initial conditions; only
the amplitude of the change inactivity does. In particular, this means that τ and a∞ are
independent of the direction of the reaction (activation or inactivation); this is one of
the diagnostics of a reversible inactivation process[26].
Equation (6) is generally not enough to reproduce experimental data, and it must be
amended to take into account film loss, the slow desorption of enzyme from the elec-
trode surface[23]. Generally, film loss takes the form of a simple exponential decrease
of the total concentration of enzyme on the electrode, as in the following equation:
i(t) =
(
ia
[
(a0 − a∞) exp
(
− t − t0
τ
)
+ a∞
])
× exp (−klosst) (8)
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Figure 2: A simple “two step” strategy for determining the activation/inactivation rate constants for two
distinct potentials (+60 and −65 mV). Panel a shows the potential applied to an electrode coated with a film
of Aquifex aeolicus NiFe hydrogenase over time. Panel b shows the resulting H2 oxidation current, together
with fits to equation (8). Panel c shows the fraction of active enzyme over time, deduced from the fits.
The data is replotted with permission from [24]. The original figure is copyright 2010 American Chemical
Society.
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Experimental strategy. Provided a0 is known, fitting an exponential decay to the ex-
perimental data makes it possible to determine both a∞ and τ, and thus to determine
independently ki and ka, which is a prerequisite to deciphering the chemistry. There-
fore, an experimental strategy to determine ki and ka for several values of potential is
to measure the current during the course of a series of potential steps (figure 2), with a
conditioning step known to yield a fully active enzyme. Then, on the first step, a0 = 1,
and for the subsequent steps, a0 is computed from the value of a(t) at the end of the
previous step, assuming there is no instant (in)activation when the potential is stepped.
Simple two-steps experiments (following a reductive poise to activate the enzyme)
were the first to be used[24], but more complex series of steps have also been applied,
in which some of the potentials are visited both under conditions where the enzyme
activates and inactivates to increase the reliability[31]. The choice of the amplitude of
the potential steps is governed by two antagonistic factors: increasing the amplitude of
the step generally increases the amplitude of the (in)activation, but also increases the
amplitude of the capacitive current (i.e. the charging current of the electrode, whose
amplitude scales more-or-less linearly with the difference in potential), which has to be
subtracted from the measured current before fitting the time evolution of the current.
Dependence of the rate constants on the experimental parameters. Modelling chronoam-
perometric traces such as those of figure 2 yields values of ki and ka for two potentials
(the two potentials after the conditioning step in figure 2a). The inactivation process,
and in particular the steps involved (electron transfers, (de)protonations, substrate bind-
ing) can only be understood by looking at the dependence of the rate constants on the
experimental parameters: electrode potential, pH, substrate concentration. Therefore,
to understand the chemistry of an uncharacterized process, the best approach is to con-
duct experiments such as those of figure 2 for different values of the two potentials,
to determine the dependence of the rates as a function of potential, and then conduct
this experiment under different conditions (pH, substrate concentration). This results
in plots such as those of figures 3 or 5.
4.1. “Anaerobic” inactivation of NiFe hydrogenases
Perhaps the most studied reversible (oxidative) inactivation is that of the NiFe
hydrogenases. NiFe hydrogenases catalyse the oxidation of H2 (and often the re-
verse reaction too) at a NiFe dinuclear active site. They form inactive species (named
NiA and NiB) under oxidative conditions, be it the presence of O2[32–38], or other
oxidants[35, 37–40]. Both species reactivate upon reduction, but NiA reactivates much
slower than NiB.
Reversible oxidative inactivation of hydrogenases was first observed in electro-
chemistry with the NiFe hydrogenase from Allochromatium vinosum (Av)[25]. Fig-
ure 1b shows a voltammogram of a film of immobilized Av NiFe hydrogenase at a very
slow scan rate. Upon increasing the potential, and thus the driving force for H2 oxida-
tion, the current increases as expected, up to a certain point (around E = −150 mV)
where the current decreases, and keeps on decreasing even when the scan direction is
reversed, down to E = −100 mV on the return scan where the current increases again.
This pronounced hysteresis is the telltale sign of a slow oxidative reversible inactiva-
tion: the enzyme loses activity at high potential and recovers it on the return scan, upon
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reduction[25]. The potential marked by a vertical line on the return scan has been called
the “switch” potential, and corresponds to the inflection point on the return scan. This
potential was first interpreted as a thermodynamic parameter[25], the potential of the
reduction of the NiB inactive species which is the one that mostly accumulates under
these conditions[37], but it was later proven that it is not a thermodynamic quantity[24]
(see equation (10) below).
The initial study focused on determining the rates of inactivation and reactivation
under conditions in which the processes are irreversible, i.e. high potentials for the
inactivation and low potentials for the reactivation, and found that, while the inactiva-
tion rate constant is independent of potential, the reactivation rate constant decreases
strongly upon increasing the potential. However, it was not realized that inactivation
and reactivation can occur simultaneously, and it is not until another work on a differ-
ent enzyme that both ki and ka were determined simultaneously for a large range of
potential.
Figure 1a shows a cyclic voltammogram of a film of Aquifex aeolicus hydrogenase
immobilized on a graphite electrode, which is very similar in shape to that of Av hy-
drogenase. This enzyme was studied using a systematic chronoamperometric two-step
approach (figure 2) to determine over a large range of potential the values of ki and ka,
which are plotted in figure 3[24]. Indeed, similarly to what was inferred from the high-
potential data of Av, the inactivation rate is independent of potential over the whole
potential range (including the conditions in which the activation dominates), suggest-
ing that (i) the inactivation is rate-limited by a chemical step and (ii) the concentration
of the species of the catalytic cycle that inactivates does not change as a function of
potential in the range explored. On the other hand, at low potentials, the activation rate
constant decreases exponentially with potential, and tends to a low, constant value at
high potentials. This suggest that at low potentials, the reactivation is a reduction, while
at high potentials, there exists an activation pathway that is rate-limited by a chemical
step. The dependence of the rate constants on potential is summarized in equations (9):
ki(E) = ki ka(E) = ka0 e−αF(E−E
◦)/RT + ka lim (9)
The interpretation of the α coefficient is not clear. It is 1 for some enzymes, but smaller
than 1 for others.
With some knowledge about the inactivation/reactivation process, it is possible to
simulate the odd voltammetric traces such as those of figure 1. This was first attempted
by Limoges and Savéant, with a mechanism in which the most oxidized state of the
catalytic cycle slowly gave an inactive species that could be reduced back to the active
form[41]. Their simulations yielded voltammograms with shapes similar to those of
figure 1a, b and f, but no data modelling was attempted. The first experimental data
modelled were those of figure 1a, using a model of the catalytic response of the fully
active enzyme[42, 43] and a simple numerical integration of equation (2) using the
dependence of the rates of equation (9) to determine the fraction of active enzyme. The
resulting simulation, the dotted blue line on figure 1a reproduces the experimental data
with great accuracy, showing that scheme (1) is enough to capture the chemistry of the
process[24].
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Figure 3: Activation (filled squares) and inactivation (open circles) rate constants for the anaerobic inacti-
vation of Aquifex aeolicus hydrogenase for different pH/H2 pressure, determined from chronoamperometric
experiments. The dashed and dotted lines correspond to fits of equations (9). The figure is replotted with
permission from [24]. Original copyright 2010 American Chemical Society.
The meaning of the switch potential. Provided the (in)activation is not at steady-state
(which can only occur at very low scan rates), the position of the inflection point on
the return scan of voltammograms, the “switch potential”, is a kinetic parameter (i.e.
not a thermodynamic parameter), corresponding to the potential at which the rate of
relative increase of the activation rate constant matches the activation rate constant
itself[24, 44]:
ka(Esw) = ν
d ln ka
d E
=
F α ν
R T
(10)
in which ν is the scan rate. This relation has been used to determine the dependence of
the activation rate constant as a function of potential, under conditions where chronoam-
perometric experiments do not give satisfactory results because of the presence of mi-
nor, secondary, inactivations which make it impossible to reliably fit the chronoamper-
ometric traces[45].
Modelling of the cyclic voltammograms. Half-way between the full analysis of series
of potential steps to determine the values of ki and ka without making any hypothe-
sis, and the very crude analysis of the position of the switch potential, which relies on
the a priori knowledge of the dependence of the (in)activation rates on potential, it is
possible to determine various kinetic parameters under the assumption of a given depen-
dence of the rate constants on potential. This was used to quickly screen the effect of a
large series of point mutations of the NiFe hydrogenase from Desulfovibrio fructosovo-
rans: assuming a dependence on potential as in figure 3, it was possible to fit series of
voltammograms by cutting them in two: a “forward” part which informs on the rate of
inactivation, and a “backward” part that informs on the rate of reactivation[44]. This
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approach is not usable for studying a new phenomenon, but it has two main advan-
tages over chronoamperometry: (i) it is quicker, since it is only necessary to record a
small number of voltammograms to obtain the information, and (ii) the main features
of the voltammograms are much less sensitive to small side phenomena. In particu-
lar, chronoamperometry experiments with the mutants showed that the (in)activation
process can be multiphasic[44], but the voltammograms only inform on the dominant
process.
A hybrid approach was employed to characterize the anaerobic oxidative inactiva-
tion of the NiFeSe hydrogenase from Desulfovibrio vulgaris Hildenborough[45]. This
enzyme forms two distinct inactive states at high potentials, which reactivate under
very different redox conditions: one at high potentials and one at lower potentials. A
full characterization of the lower-potential one was possible using chronoamperometric
techniques such as those described above, but this strategy was not successful for the
high-potential one, so the rate of reactivation was determined from the cyclic voltam-
mograms.
Influence of the electron acceptor on the inactivation process. The nature of the elec-
tron acceptor greatly influences the anaerobic inactivation process. For instance, the
mediated electrochemistry of Aquifex aeolicus hydrogenase immobilized on a butanethiol-
modified gold electrode show little anaerobic inactivation at high potentials[46], while
the use of quinones[47] or viologen moieties embedded in a redox hydrogel[48] com-
pletely abolish the anerobic inactivation of, respectively, Ralstonia eutropha or Desul-
fovibrio vulgaris Miyazaki hydrogenases. These facts underline the kinetic nature of
the inactivation: changing the nature of the electron acceptor changes the rates at which
electrons are abstracted from the active site, and thus impact the kinetics of the in-
activation/reactivation process. As of now, no models have been proposed to better
understand the effect of mediators on the inactivation processes.
4.2. Inhibition by excess nitrate of the periplasmic nitrate reductase
The periplasmic nitrate reductase NapAB from Rhodobacter sphaeroides (Rs) cat-
alyzes the reduction of nitrate to nitrite using a molybdenum active site[49]. It belongs
to the large “Mo-bis PGD” family of enzymes[50–52]. Steady-state voltammograms of
Rs NapAB in the presence of nitrate show a peculiar shape with a maximum of activity
for intermediate regions of potential (figure 1c), whose occurrence has been rational-
ized in terms of the difference of the rates of binding of nitrate to the various redox
states of the active site[53, 54]. What concerns this review is that, under conditions
of low pH and high substrate concentration, cyclic voltammograms of films of NapAB
also show a very spectacular hysteresis (figure 1d) indicative of a reversible oxidative
inactivation.
Chronoamperometry experiments in which a film of NapAB is submitted to in-
creasing concentrations of nitrate (figure 4) have shown that, if the enzyme follows
standard Michaelis-Menten behaviour at low potentials, the enzyme is slowly inhibited
by excess nitrate at intermediate potentials[26], and this is what causes the pronounced
hysteresis of figure 1d; this inhibition by excess nitrate at high potentials was confirmed
in solution using high potential electron donors[26]. Using steps techniques similar to
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Figure 4: Chronoampetric experiments to determine the dependence of the activity of the periplasmic nitrate
reductase NapAB from Rhodobacter sphaeroides on the nitrate concentration for two different potentials.
The concentration of nitrate is varied stepwise by additions of concentrated aliquots (the evolution of the
concentration over time is shown in panels A and D). The response in current of a film of NapAB is shown
as a function of time in panels B and E, and the information from all the panels are combined to show the
dependence of the current as a function of the nitrate concentration for the two potentials (panels C and F). At
low potentials (panel C), the enzyme follows standard Michaelis-Menten kinetics while at higher potentials,
the enzyme is inhibited by excess of nitrate (the red trace are fits in both cases). The figure is reproduced
with permission from [26]. Copyright 2010 American Chemical Society.
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the ones used for studying NiFe hydrogenases, it was possible to determine the com-
plete dependency of the rate constants on the potential, compatible with the presence
of three redox states for both the active and inactive species. This is consistent with
what we expect from the chemistry of the catalytic cycle, in which the molybdenum
active site cycles between the (VI) and (IV) states[31].
The values of the rate constants and their dependence on potential and substrate
concentration were used to compute the fraction of the enzyme in a nitrate-inhibited
state as a function of potential and nitrate concentration, and to deduce the fraction
of this inhibited state that is paramagnetic. It was concluded that the paramagnetic
inactive species never accounts for more than about 10% of the total sample[31].
4.3. Inactivation of copper nitrite reductase
The copper nitrite reductase (NiR) from Alcaligenes faecalis reduces nitrite to ni-
tric oxide at copper active sites. Protein film voltammetry revealed that NiR inactivates
slowly and reversibly under reductive conditions[55]. Cyclic voltammograms showed a
lower catalytic current in the scan starting at negative potential, indicating reductive in-
activation, and chronoamperometry experiments allowed the determination of the rates
of interconversion between the active and inactive forms and their dependence on ni-
trite concentration. The observed rates of inactivation decrease at high concentrations
of nitrite and confirmed the existence of an equilibrium between an active reduced con-
former that binds the substrate and an inactive reduced state (IRS) that does not[56, 55].
The activation rate of prereduced NiR was found to be small (≈ 0.1 s−1), independent
of potential in the range of −200 mV to +100 mV vs SHE, and approximately equal
to the inactivation rate (in the absence of nitrite, the amount of active and inactive re-
duced states is very similar). It has been proposed that the IRS observed [55] likely
corresponds to the three-coordinated reduced Cu site incapable of binding nitrite or
other ligands revealed by EXAFS and X-ray crystallography [57–61].
4.4. Redox state-dependent inhibition of bilirubin oxydases/laccases by halides
Bilirubin oxidases are multi-copper oxidase (MCO) enzymes capable of coupling
the oxidation of bilirubin to the reduction of oxygen to water. As other MCOs, they
contain 4 Cu ions: one type 1 (T1), one type 2 (T2) located in a trinuclear center (TNC),
and two type 3 (T3) interconnected with T2 and that complete the TNC. Electrochem-
ical and spectroscopic techniques have allowed the identification of different resting
species of MCOs, in particular a fully oxidised resting form (RO) [62] and a partly oxi-
dised form called alternative resting form (AR) [63]. Since MCOs are of great interest
for bioelectrochemical applications—they are used in biosensors and as biocatalysts in
fuel cells—, the inhibition of O2 reduction by chloride of bilirubin oxidases has been
investigated, particularly as a function of potential and pH[27].
Cyclic voltammograms of O2 reduction by bilirubin oxidase from Bacillus pumilus
(figure 1e) show a pronounced hysteresis in the presence of chloride: in the forward
scan to low potential, O2 reduction is observed at a lower potential than in the absence
of the inhibitor, and in the reverse scan, the catalytic reaction is less affected by chloride
because of the exposure of the enzyme to reducing potentials. It was concluded that
the active form in the absence of chloride derives from the RO form and, upon addition
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of the inhibitor, this species is converted to the AR form, in which one of the Cu in T3
(T3β) is oxidised while the TNC Cu atoms are reduced, and a reductive step is required
for O2 reduction. Further voltammetric and chronoamperometric studies confirmed that
the formation of AR requires the presence of both chloride and oxidative conditions,
so that T3β Cu is oxidised. The kinetics of AR formation depend on pH: the inhibition
is faster at low pH in the presence of NaCl. Chloride inhibition is reversible and the
reactivation rate of the AR form depends on the value of the reductive potential: it is
faster at more negative potentials[27]. The RO/AR interconversion in the presence of
NaCl was also found in laccases [64], which belong to the MCOs family as well, and
bilirrubin oxidases from both prokariotes and eukariotes [65].
4.5. Horseradish peroxidase
The horseradish peroxidase (HRP) is a heme enzyme that catalyzes the reduction
of H2O2 into water. This enzyme is extremely popular for use in biosensors, since
it allows easy electrochemical detection of substrates who are processed by enzymes
generating H2O2. Under high concentrations of H2O2, HRP can form an oxidized dead-
end state called the oxyperoxidase form of the enzyme, which can reenter the catalytic
cycle either by slowly giving back the free form of the enzyme or by being reduced
into an intermediate of the catalytic cycle. This slow, oxidative inactivation gives raise
to hysteresis visible in cyclic voltammograms, and was studied and modelled in detail
by Dequaire and coworkers[66].
5. Reversible inactivations with 2 inactive species
There are many examples of cases in which the inactivation processes observed in
cyclic voltammetry are biphasic or multiphasic, rather than monophasic, which shows
the existence of two (or more) inactive species. There are two distinct possibilities to
arrange two inactive species, depending on whether the inactive species I1 and I2 are
formed in parallel (eq (11)) or sequentially (eq. (12)).
I1
k′a−−−⇀↽−−
k′i
A
k′′i−−−⇀↽−−
k′′a
I2 (11)
A
k′i−−−⇀↽−−
k′a
I1
k′′i−−−⇀↽−−
k′′a
I2 (12)
Both models give a time dependence of the fraction of active species that can be put
under the following form:
a(t) = a+ exp
(
− t − t0
τ+
)
+ a− exp
(
− t − t0
τ−
)
+ a∞ (13)
The expressions of a+, a−, τ+ and τ− as a function of the rates and the initial concentra-
tions depend on the scheme, and are given in supplementary section S2.
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Experimental strategy. Like for the case of monophasic inactivations, a strategy using
a sequence of steps at different potentials is the best approach to elucidate the kinetics.
For improving the accuracy, it is better to use a more complex sequence of steps that
includes several steps at the same potential but with different durations (see ref. 67 for
examples of potential step experiments).
Sequential versus parallel. Schemes (11) and (12) are truly indistinguishable when
only one step is considered. We propose in supplementary section S3 formulas that con-
vert the microscopic rate constants between the “parallel” and the “sequential” model
so that both give the same time dependence (the parameters of equation (13)) given
an initial active fraction of 1. Further computations suggest that sequences of alternat-
ing steps could open the possibility to discriminate between the two models, but, in
practice, the differences are so subtle that discrimination is not possible.
Back on the meaning of “kinetic species”. Looking at equation (13), one can give a
more specific meaning to the definition of “kinetic species”. If one of the time constants
is either much faster or much slower than what can be detected on the time scale of the
experiment, then the corresponding phase is simply not detected, giving a monophasic
response. Depending on the limiting case involved (and the scheme at play), it may
be that I1 or I2 never forms, or, that I1 and I2 interconvert too fast to be distinguished,
transforming them effectively into a single species. Alternatively, the kinetics of for-
mation of the inactive species may be too similar to be distinguished, in which case a
model with one inactive species may fit equally well.
5.1. Oxidative inhibition of FeFe hydrogenases
By far the most studied example of reversible biphasic inactivation is that of the
FeFe hydrogenases. It has long been observed that, as in NiFe hydrogenases, cyclic
voltammograms of FeFe hydrogenases show a pronounced hysteresis at high poten-
tials consistent with a slow, reversible, oxidative, inactivation process (see figure 1f).
This was first observed with the FeFe hydrogenase from Desulfovibrio desulfuricans,
and was attributed to the regeneration of the state called HoxInact[68], which corre-
spond to a stable, O2-insensitive state[12]. However, this attribution was questioned
by the fact that this inactivation is also visible for other FeFe hydrogenases, like that
of Chlamydomonas reinhardtii or Clostridium acetobutylicum, for which the HoxInact
state was never observed. It was recently shown that generating the HoxInact state
seems to require sulfide[69], which is in general absent from electrochemical buffers.
Using series of potential steps, it was possible to show that the inactivation process
is biphasic, and determine the rates constants (assuming a parallel process). The de-
pendence on potential and pH suggested that, prior to reactivation, the inactive species
must take a proton and an electron (figure 5). The inactivation rate constants showed a
surprising linear dependence on the pressure of H2, which was initially interpreted as
the inhibition being triggered by the binding of H2 to minor isomers of the active site,
leading to the formation of unreactive hydrides[67].
However, further investigation showed that the inactivation is also strictly depen-
dent on the presence of chloride (or bromide), which prompted a complete reinvesti-
gation of the process. By looking at the Km for H2 under various concentrations of
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The formation of H′ox and H
′′
ox from Hox is endergonic: ki
′ , ka
′
and ki
′′ , ka
′′. Nevertheless, the inactivation proceeds quantitatively
at high potential because overoxidation pulls the endergonic
chemical step.
We also examined the dependence on potential of the rate of irre-
versible inactivation, which is responsible for the fact that not all
activity is recovered after transient exposure to high potentials
(purple arrows in Fig. 2b). The analysis of the data in
Supplementary Fig. 4 shows that only Hox irreversibly inactivates;
this occurs by a slow one-electron oxidation. By contrast, reversibly
inactivated species I′ and I′′ are protected from irreversible inacti-
vation. Experiments in which the reversibly inactivated enzyme is
exposed to O2 (Supplementary Section 1.4 and Supplementary
Figs 9 and 10) demonstrate that I′ and I′′ are also completely pro-
tected from O2-induced oxidative damage.
Oxidative inactivation is triggered by H2 binding and coupled to
deprotonation. To determine the protonation states of the inactive
species, we studied the dependence on pH of the six rate constants
deduced from the analysis of data such as those in Fig. 3a,b. Of these
six rate constants, only ka
′redox @ 0 V and ka
′′redox @ 0 V depend on
pH, and it is as expected for a one-proton, one-electron reaction
(dashed line in Fig. 3e and Supplementary Fig. 6). This indicates
that the two Hoverox states have one fewer proton than Hox.
To identify the protons that are abstracted upon overoxidation,
we studied the inﬂuence of H2 concentration on the electrochemical
response, and found that the inactivation rate constants (ki
′, ki
′′) are
proportional to the partial pressure of H2 (Fig. 3d), whereas all other
rate constants are almost independent of H2 concentration
(Supplementary Fig. 5). This indicates that inactivation is initiated
by the binding of H2 to the Hox state. It follows that the deprotona-
tions coupled to the oxidation to H′overox and H
′′
overox reveal the
formation of hydrides from bound H2.
With the electrochemical data showing unambiguously that inac-
tivation is triggered by H2 binding, the question arises as to where
H2 binds and how this inactivates the enzyme. We answer this ques-
tion in the following using a combination of molecular dynamics
(MD), DFT calculations and site-directed mutagenesis.
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determined from electrochemical experiments. a,b, Dependence on
potential of the rate constants of interconversion between the active A
species and the two inactive species (I′ and I′ ′): AO I′ (a) and AO I′ ′ (b)
(1 bar H2, pH 7, T¼ 1 8C). Dashed lines are ﬁts to Supplementary equation
(6). c, Kinetic model that explains the dependence on potential, pH and H2
concentration of the rate constants. H′overox and H
′ ′
overox species reactivate in
two ways: (1) through a direct chemical reactivation (indicated by green and
yellow arrows, rate constants ka
′direct and ka
′ ′direct), or (2) ﬁrst through a
reduction to the H′ox and H
′ ′
ox species and then a chemical reactivation
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Figure 5: Inactivation ( ircles) and reactivation (triangles) rate constants for the formation of the two inactive
species of the FeFe hydrogenase from Chlamydomonas reinhardtii.
chloride and at different potentials, it was shown that, under oxidizing conditions, the
Km decreases upon incr asing the concentration of chloride, consistent with it being
an uncompetitive inhibitor, i.e. an inhibitor that binds to an intermediate of the cat-
alytic cycle, and hence requires the substrate to bind first, which explains the linear
dependence of the inactivation constant on H2[70].
Independently of the understanding of the inactivation process, the characteriza-
tion of the anaerobic inactivation was necessary for the study of the reaction of FeFe
hydrogenase with O2 (aerobic inactivation). Indeed, the study has to be performed in
oxidizing conditions to prevent the direct reduction of O2 at the electrode, and con-
sequently this implies the formation of anaerobic inactive states, which are protected
from O2[67]. Taking this effect into account was necessary to deconvolve the anaerobic
inactivation process from the aerobic one[28], yielding useable data for the complete
study of the aerobic inactivation[71].
6. Irreversible (in)activations
The above sections have dealt with reversible inactivations, which are by far the eas-
iest to study, because, as was pointed out above, the final results of a potential step do
not depend on the history of the sample, just on the values of the activation/inactivation
rates, which makes it possible to repeat the experiments with a given protein film, accu-
mulate data and improve reliability. On the other hand, irreversible processes happen
by definition just once, and require the making of a new film for every single experi-
ment, which is far more troublesome.
Irreversible inactivations. It is very difficult to study irreversible inactivations, because
they are essentially undistinguishable from film loss. They sometimes can be studied if
they are related o other, r versible processes, and display a strong dependence on, e.g.,
potential. One example f this is the study of the irreversible loss during the course of
the reversible oxidative inactiv tion of FeFe hydrogenases. By pl tting the irreversible
loss rate constant as a function f the steady-state active fraction, it was possible to
show that the irreversible inactivation mostly comes from the slow oxidation of the
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active species[67]. However, in general, the non-reproducibility of film loss makes it
very challenging to detect the patterns in the irreversible loss of catalytic current that
could be attributed to chemical reactions.
6.1. Reductive activation of periplasmic nitrate reductase
On the contrary, irreversible activations are easier to study, because there can be no
ambiguity concerning their nature: if the magnitude of the current increases over time,
it necessarily means that the enzyme activates.
One of the first examples of an irreversible reductive activation comes from the
molybdoenzyme nitrate reductase NarGH from Paracoccus pantotrophus. For some
preparations, it was observed that the first voltammogram recorded with a film display
a very pronounced hysteresis that is absent from subsquent ones (figure 1g), reflect-
ing an activation that occurs only the first time the enzyme is reduced[29]. This phe-
nomenon is in fact common for molybdenum enzymes, having been observed on other
nitrate reductases like Synechococcus elongatus NarB[29], Rhodobacter sphaeroides
NapAB[72, 73], E. coli NarGH[74], but also in the case of formate dehydrogenase[75].
Reductive activations are also very common in the case of NiFe hydrogenases, for
which the so-called NiA and NiB oxidized inactive states activate during exposures to
reducing conditions, which can be followed using electrochemical techniques[25, 76,
77, 37].
One of the examples of better studied irreversible activation is that of the periplas-
mic nitrate reductase NapAB from Rhodobacter sphaeroides. It was observed that the
first time the enzyme is reduced in the presence of substrate, e.g. with cyclic voltam-
mograms, the activity slowly increases. This activation process is independent of the
presence of substrate, but of course, its kinetics can only be determined in its presence
so that the evolution of the activity over time can be monitored.
The rate of activation was determined as a function of the electrode potential, show-
ing a sigmoidal dependence, with a plateau at low potentials, and an exponential de-
crease for high potentials. This dependence suggest that a reduction step at equilibrium
is involved in the activation process.
The activation amplitude correlated with the fraction of the enzyme initially in
the so-called Mo(V) “high g resting” EPR signature. The irreversible nature of the
activation led to postulate that the signature would vanish slowly but irreversibly at
relatively high potentials. This was confirmed by following the time evolution of the
EPR spectrum of a sample under controlled, mildly reducing conditions. Hence, the
reductive first activation correspond to the irreversible disappearance of the species
giving rise to the Mo(V) “high g resting” signature.
Further work using advanced EPR techniques showed subtle changes in the elec-
tronic coupling between the Mo center and the nearby FeS cluster between the “inac-
tive” and the “activated” state, but no drastic change in the coordination sphere, sug-
gesting that the activation is not in the coordination sphere of the Mo center, but more
remote, and pointed towards the possible involvement of the pterin cofactor[73].
6.2. Reductive activation of respiratory nitrate reductase
A similar process also occurs with the respiratory nitrate reductases, as was first
evidenced with Paracoccus pantotrophus NarGH[29] (figure 1g). This behaviour was
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later observed with E. coli NarGH samples, and studied using chronoamperometry[74].
It was shown that the activation is biphasic. Similarly to the reversible inactivation,
there are two ways to arrange the inactive species, that are reactivated either in parallel
(scheme (14)) or sequentially (scheme (15)).
I1 −−−→ A←−−− I2 (14)
I1 −−−⇀↽−− I2 −−−→ A (15)
The irreversible nature of the activation induces constraints that are absent from the
reversible case, and which makes the discrimination a lot easier. In the case of an irre-
versible activation in parallel, the amplitude of the two phases are proportional to the
initial concentrations of the inactive species (this is false for the reversible activations),
so that the activation can only be parallel (scheme (14)) if the amplitude of the diverse
phases are independent of the conditions of the activations (which should not influence
the initial state).
This observation was used to prove that the activation mechanism in the case of E.
coli NarGH is sequential (eq. (15)), since the amplitudes of the two phases strongly
depends on potential. A global fitting strategy was used to model the experimental
data at different potentials, by assuming that in scheme (15), the first step is potential-
independent, and thus its rate constants are common to all the activations at different
potentials, while that of the second step is assumed to depend on potential; this ap-
proach provided very satisfactory fits, showing that this scheme is enough to reproduce
the experimental data[74].
The study went on to look for spectroscopic signatures of the initially inactive states,
but no correlations between the fractions of initially inactive enzymes and any of the
spectroscopic signatures observed on the enzyme could be found, unlike in the case of
NapAB[74].
7. When inactive species are not fully inactive...
In all the studies described above, the “inactive” species have truly lost all of their
activity. This often makes sense in chemical terms, when thinking about inactive states
whose spectroscopic signatures or crystallographic structures reveal the presence of a
ligand (hydroxo in the case of the NiFe hydrogenase, for instance) in the place where
the substrate binds, simply preventing catalysis. This also greatly simplifies data analy-
sis, because it allows the complete determination of the inactivation/reactivation rates.
The cases where the “inactive state” is in fact “less active”, or “differently active”
are much less common, perhaps because they are harder to identify. In chemical terms,
this points towards subtle modifications of the active site, probably in the second coor-
dination sphere or even further, so that the effect on the chemistry is not drastic enough
as to shut down catalysis, but strong enough to affect its kinetics. There are not many
examples of such inactive species in the literature, but the FeFe hydrogenases display
such behaviour. We have seen above that they inactivate by the uncompetitive binding
of halides under oxidizing conditions. They are also subject to a loss of activity under
very reducing conditions, which is evidenced by a large slow loss of proton reduction
activity in chronoamperometry. However, this loss of proton reduction activity is not
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mirrored by an equal loss of the H2 oxidation activity, which seems much less affected.
Using an approach combining cyclic voltammograms, to record the wave shape, and
high potential chronoamperometry experiments to follow the reactivation process, it
was possible to evidence a change in the shape of the cyclic voltammograms. This was
interpreted by assuming that the inactivation forms an alternative form that has lost all
its proton reduction capacity, but hardly any of its H2 oxidation, which slowly converts
back to the “usual” active form upon oxidation[30].
This observation raises many questions, first with respect to the chemistry: what
kind of reversible changes can occur in the vicinity of the FeFe hydrogenase’s active
site that would selectively shut down proton reduction but hardly affect H2 oxidation?
And, more generally, is that an isolated example, or is the phenomenon in fact very
common for metalloenzymes, but unnoticed because of the lack of appropriate tools to
detect it? In that respect, it should be emphasized that the changes in the H2 oxidation
ability are too small to be noticeable in solution assays (15% or less).
8. General discussions
Slow redox (in)activation processes have been observed using Protein Film Voltam-
metry in many metalloenzymes harboring a large variety of metals (Ni, Fe, Cu, Mo...)
in their active sites. In fact, a significant fraction of the metalloenzymes studied by
PFV was shown to undergo slow redox-driven inactivations, which suggest that these
phenomena may be more common than is currently believed, since they are usually
very hard to observe using traditional enzymatic assays. As an example, it was pos-
sible to show the existence of redox-dependent substrate inhibition in the case of R.
sphaeroides NapAB using high potential electron donors[26], but the assay traces do
not permit to resolve the temporal evolution of the activity, which effectively prevents
the study of the process.
These redox-driven inactivation processes are not restricted to redox enzymes, but
they also occur in the case of molecular catalysts that attempt to copy their reactiv-
ity. An example comes from the family of the so-called DuBois nickel-diphosphine
catalysts, whose ligands acting as proton relays can be protonated in an endo or exo
conformation, and become temporary “locked” when the protonation occurs in the exo
conformation[78, 79]. Another example is the occurrence of “odd” voltammetric traces
suggestive of redox (in)activation processes in the case of a rhodium complex which
catalyzes the oxidation of glucose[80]. There are undoubtedly more occurrences of
these behaviours with metallic complexes, but this may have been overlooked, since
these complexes are generally studied less extensively than the enzymes whose func-
tionality they attempt to copy.
Heterogeneous catalysts also show complex (in)activation behaviours. One can for
instance cite spectroelectrochemical methods which were used to identify adsorbed
species on the heterogeneous catalyst Pt [81], which is inactivated by CO at high po-
tential during ethanol oxidation. Electrochemistry was also combined with surface-
enhanced infrared absorption spectroscopy (ATR-SEIRAS) in the study of the mecha-
nism of electrocatalytic oxidation of formic acid on Pd. The reaction is deactivated or
reactivated when the surface of the catalyst is oxidised or reduced[82].
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The most informative way to study these (in)activation processes is to determine
the full dependence of the (in)activation rate constants on the electrode potential, and
then see how the other parameters (substrate concentration, pH, etc...) affect these
curves. Without a priori knowledge of the process, the only way to determine the rate
constants is to use series of potential steps. The steps should include three potentials,
one used at the beginning to put the enzyme in a fully active state, and then two other
potentials where the enzyme will inactivate and reactivate (one “higher”, one “lower”).
The full dependence on potential is obtained by repeating potential steps experiments
changing the two latter potentials. Several aspects should be taken into account when
planning the experiments: (i) the “higher” and “lower” potentials should be chosen
so as to obtain large, visible, inactivations and reactivations, since low amplitude data
yields very unreliable rate constants. (ii) the experiments should be repeated so that
the “higher” potential of some experiments is, as many times as possible, the “lower”
one of others: checking that the same values are obtained regardless of whether the
rates are determined from a “higher” step or a “lower” step is a good self-consistency
check. For instance, looking at the potential profile of figure 2, the two potentials
are -65 mV (“lower”) and 60 mV (“higher”), so that other experiments should be run
with 60 mV as the “lower” potential or -65 mV as the “higher”. (iii) the difference in
potential between the steps should not be too high to minimize the capacitive current of
the electrode, whose subtraction is necessary for fitting. The strategies that have been
used so far relied on a constant difference between the two potentials, but this may not
necessarily be applicable to all processes.
Looking at equations (4), it is clear that when the ratio ki/ka tends to very low or
very high values, the lesser of the two rate constants is very hard to determine experi-
mentally, since small inaccuracies in the determination of the asymptotic values (a∞) of
the currents will results in large variations in the lesser rate. Experimentally, it is hard
to reliably measure ratios much above 30 (or below 1/30). While equation (4) applies
to monophasic relaxations, the above conclusions also extend to the multiphasic case.
The dependence on potential of the rate constants informs on the redox states of
the species that react: the activation rate constants inform on the inactive state, and
conversely, the inactivation rate constants on the species part of the catalytic cycle. It
is interesting to remark that, for the case of both NiFe and FeFe hydrogenases, the de-
pendence of the (in)activation rate constants is the same: the inactivation rate constant
is independent of potential while the activation rate constant decreases exponentially
with the potential, reaching a constant minimum at high potentials (equations (9)).
It is remarkable that the inactivation rate constants for all hydrogenases are inde-
pendent of potential. Not only does this mean that the inactivation is rate-limited by a
purely chemical step, but also that the species that inactivates has a steady-state concen-
tration in the catalytic cycle that does not depend on potential. This can be interpreted
by assuming that the species that inactivates is the most oxidized “resting state” of the
catalytic cycle, i.e. the state which accumulates in the absence of substrate. This in-
terpretation is plausible in the case of the NiFe hydrogenases: the state that inactivates
could be the Ni-SIa. However, this interpretation does not hold in the case of FeFe
hydrogenases, for which the inactivation occurs from a state in the catalytic cycle after
the binding of H2[70], which implies that this state has a concentration that does not
depend on potential, at least for the potential range in which the inactivation rate con-
20
stants can be determined reliably, suggesting that the steps that follow this state is not
an oxidation, but probably more a pure chemical step.
The inactivation rate constants are not necessarily independent of potential, and, in
the case of R. sphaeroides NapAB, the dependence is consistent with the existence of
three distinct redox states of the catalytic cycle. However, the inactivation rate con-
stants were not determined with sufficient precision to provide reliable data on the
redox states of the catalytic cycle[31].
Although, as was shown above, the use of systematic approaches to determine the
rate constants of (in)activation can already provide useful information on the nature of
the steps involved in the inactivation process and on the chemical composition of the
inactive species, it is desirable to combine the electrochemical investigation with other
approaches, such as DFT[67, 71], or when that is feasible, with spectroscopic tech-
niques. We have already discussed the relationship between spectroscopic signatures
and activation processes above in the case of the disappearance of the Mo(V) “high g
resting” signal of NapAB, in which the parallel was made between the electrochemical
experiments and solution experiments[72]. We now discuss cases in which the spec-
troscopic experiments are conducted either simultaneously with the electrochemical
experiments, or in spectroelectrochemical cells in conditions similar to PFV experi-
ments. The case of NiFe hydrogenases is a perfect example, with studies that were first
done by combining the results of electrochemical investigation with classical spectro-
electrochemical titrations[83], or, more recently, taking advantage of the simultaneous
detection of IR spectra and the measurement of catalytic current afforded by surface-
enhanced IR[84], or the use of volumic electrodes[85, 86] to relate the (in)activation
process with the appearance of specific signatures. It is also worth mention the work
of Lockwood and coworkers on the bacterial cytochrome c nitrite reductase. They
investigated the inhibition of hydroxilamine reduction by nitrite in a mutant of the ac-
tive site, and were able to demonstrate that the binding of nitrite occurs to specific
redox states of the active heme[87]. In all the cases, the concomitant detection of the
(in)activation processes by electrochemistry with the (dis)appearance of specific allow
the understanding of the chemical transformations underlying the inactivation, and help
discriminating between spectroscopic signatures that may inform on the catalytic cycle
and those that relate to inactive species.
9. Conclusion
Redox (in)activations are prevalent in the world of redox metalloenzymes, and pos-
sibly more common among man-made catalysts that attempt to copy their reactivity
than is currently thought. We have given keys above to study these processes and
interpret the resulting rates, showing that these give insights on the metalloenzymes.
We hope that this review will provide the basis for extending the studies of other
(in)activation processes.
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