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Abstract
In this paper we characterize the class of plane graphs that can be embedded on the two-
dimensional grid with at most one bend on each edge. In addition, we provide an algorithm that
either detects a forbidden con1guration or generates an embedding with at most one bend on
each edge.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the problem of constructing a rectilinear layout on the grid Z2 of a
planar graph G=(V; E) with n vertices. This problem has obvious applications in VLSI
design.
A graph G is planar if G can be embedded in the plane in such a way that no
two edges intersect except at a common endvertex (or it has a planar embedding). In
general, a planar graph has many planar embeddings in the plane.
A plane graph is a planar graph which is embedded in the plane.
A horizontal grid path is a path consisting only of horizontal edges of the grid. A
vertical grid path is a path consisting only of vertical edges of the grid. By a rectilinear
embedding of a plane graph G we shall mean a plane graph with the same in1nite
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Fig. 1. The plane graph G1 has a 1-rectilinear embedding while G2 does not have one.
face, where vertices are mapped into grid points and edges consist of edge disjoint sets
of grid edges, each set consisting of an alternate sequence of horizontal and vertical
grid paths where the end point of a grid path coincides with the initial point of the
next. Given e an edge of a plane graph G and a rectilinear embedding of G, from
now on we call grid edge e the horizontal and vertical grid paths corresponding to e
in the rectilinear embedding. A bend is the angle between two consecutive grid paths
of a grid edge. A k-bend edge is a grid edge with exactly k bends.
Rectilinear embedding has been studied by many authors. A comprehensive survey
on rectilinear embeddability is given in [1].
Since the grid is a 4-regular graph, each vertex of G must have at most degree 4.
Planar graphs with at most degree 4 are called standard.
A rectilinear embedding with at most k bends on each edge is called a k-rectilinear
embedding. Given a planar graph G the possibility of 1nding a k-rectilinear embedding
for a 1xed k, may depend on the particular planar drawing of G that we consider. In
Fig. 1 are depicted two plane graphs G1 and G2 of the same planar graph G. The
plane graph G1 has a 1-rectilinear embedding while G2 does not have, since the edges
in the in1nite face cannot be embedded with at most 1-bend.
A plane graph that has a k-rectilinear embedding is said to be k-embeddable.
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The number of bends along the edges is an important quality measure in circuit
layout applications. The min–max problem consists in 1nding the least k such that any
standard graph has a k-rectilinear embedding.
In [2], the following results are proved:
• Every standard plane graph is 3-embeddable.
• Every standard graph, with the only exception of the octahedron admits a plane graph
that is 2-embeddable. More precisely, every standard plane graph is 2-embeddable
provided that its in1nite face boundary is 2-embeddable.
In [3], it is given a linear time algorithm that produces a 2-rectilinear embedding by
choosing a planar embedding with a suitable in1nite face.
In this paper we shall characterize the class of plane graphs that are 1-embeddable.
In Section 2 we give some necessary de1nitions and a general property that holds
for any rectilinear embedding of a cycle.
In Section 3 we shall characterize forbidden con1gurations and provide an algorithm
that either detects a forbidden con1guration or generates a 1-rectilinear embedding, in
O(n2) time.
2. Preliminary results
Let GR be a rectilinear embedding of a plane graph G. If we assign a direction to
each grid edge e=−→vu of GR, we can consequently assign a sign to each bend of e as
follows: a bend is positive when the angle between two consecutive grid paths of −→vu
is =2 and negative, when it is 3=2, as shown in Fig. 2.
Since consecutive bends of opposite signs can be eliminated (see Fig. 3), in this
paper we only consider rectilinear embeddings where each grid edge does not have
both type of bends (zig-zag).
The planar representation of a plane graph G is the set of its adjacency lists circu-
larly ordered according to the clockwise sequence of the edges around each vertex.
In order to represent a rectilinear embedding of a plane graph G, we add to each
vertex u in the adjacency list of vertex v two pieces of informations:
• nb(−→vu) that is the number of positive or negative bends of −→vu. Note that nb(−→vu)¿ 0
if the set of bends of −→vu are a set of positive bends and that nb(−→vu)¡ 0 if the set
of bends of −→vu are a set of negative bends.
• (−→vu;−→vw) that is the angle between −→vu and the successive edge −→vw in the clockwise
rotation around v.
Given a rectilinear embedding, we can construct another one by local transformations
called rotations. By a rotation around a vertex u we mean rotating of =2 clockwise the
incidence direction at u of each grid edge −→uv and then eliminating bends of opposite
sign as illustrated in Fig. 3.
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Fig. 2. The edge v˜u has one bend with negative sign. The edge u˜v has one bend with positive sign.
Fig. 3. A rotation around u.
Lemma 1. A rotation around a vertex u increases by 1 the value of nb(−→uv) for each
grid edge −→uv.
Proof. Rotating of =2 clockwise the incidence direction at u of each grid edge −→uv
means introducing on the grid edge an extra positive bend. If before the rotation
nb(−→uv)¡ 0, after −→uv has two bends of opposite sign that must be eliminated. Therefore,
in all cases nb(−→uv) increases by 1 after the rotation.
Let P be a polygon. We denote by n the number of internal angles of P whose
value is .
Lemma 2. Let P be a polygon whose edges are horizontal or vertical segments. Then
we have
n=2 − n3=2 = 4: (1)
A cycle C of a plane drawing divides the plane in two parts: an internal part Cin
and an external part Cext. For each vertex v of C, we denote by din(v) the internal
degree, that is the number of adjacent vertices of v belonging to Cin. Let CR be a
rectilinear embedding of a cycle C. For each vertex v∈V (CR), the directions of the
grid around v not used by edges of CR are called available and we denote by dirin(v)
the number of available directions around v in Cin.
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The following theorem gives a general property that holds for any rectilinear em-
bedding of a cycle.
Theorem 3. If CR is a anti-clockwise directed cycle, then
|V (CR)| −
∑
v∈V (CR)
dirin(v) +
∑
e∈E(CR)
nb(e) = 4: (2)
Proof. A rectilinear embedding CR of a cycle is a polygon P whose vertices are the
intersection points of two successive grid paths of CR. Each vertex v of P coincides
with either a vertex of CR or a bend along an edge of CR. The angle at v between
two segments of P, successive according to the orientation of CR, is either  or =2 or
3=2. If the angle at v is , then v is a vertex of CR with dirin(v) = 1 and the sum to
the left-hand side of (2) is 0. If the angle at v is =2, then v is either a vertex of CR
with dirin(v)=0 or coincides with a positive bend and the sum to the left-hand side of
(2) is 1. If the angle at v is 3=2, then v is either a vertex of CR with dirin(v) = 2 or
coincides with a negative bend and the sum to the left-hand side of (2) is −1. From
(1) the total sum is 4.
A directed cycle CR is called a positive cycle if each edge has only positive bends.
Directions of the grid that are not used by any edge of a rectilinear embedding are
called free directions.
Since any rectilinear embedding of a graph G must preserve the planar embedding
of G, 1nding a 1-embedding, if it exists, depends only on 1nding a suitable placement
of the free directions in some rectilinear embedding of G.
We say that a cycle has no free direction in Cin if there are no free directions around
each vertex v∈V (CR) in Cin.
Lemma 4. Let CR be a anti-clockwise directed rectilinear embedding of a cycle C. If
CR is a positive cycle with no free directions in Cin, then the total number of bends
of CR is minimum with respect to any other rectilinear embedding of C. The total
number of bends is at most |V (CR)|+3 for any cycle di<erent from the in=nite face
boundary and at most |V (CR)|+ 4 for the in=nite face boundary.
Proof. If there are no free directions around each vertex v∈V (CR) in Cin, then∑
v∈V (CR) dirin(v) =
∑
v∈V (CR) din(v) and this value is obviously minimum with re-
spect to any other rectilinear embedding of C. Since CR is a positive cycle, the total
number of bends of CR is
∑
e∈E(CR) |nb(e)| =
∑
e∈E(CR) nb(e) and from (2) is also
minimum. Furthermore, its value is at most |V (CR)|+4 for the in1nite face boundary
and at most |V (CR)|+ 3 for any cycle diJerent from the in1nite face boundary, since
at least one vertex of CR must be connected with some vertex in Cext.
In order to guarantee that any positive cycle has no free directions in its internal
part, we must impose some additional conditions on a rectilinear embedding.
230 A. Morgana et al. / Discrete Applied Mathematics 141 (2004) 225–241
Fig. 4. In (a) v is not analyzable and in (b) v is analyzable.
Let e=−→vu be an edge and pred(e) and succ(e) the edge in the adjacency list of v
that precedes e and follows e, respectively.
A vertex v is analyzable if for each e =−→vu, we have:
• (e; succ(e)) = =2, if nb(e)¡ 0; and
• (pred(e); e) = =2, if nb(e)¿ 0.
Fig. 4 depicts the eJect of transforming a vertex v into an analyzable one. Dotted lines
represent free directions around v.
A rectilinear embedding is said to be analyzable if all its vertices are analyzable.
The eJect of transforming a rectilinear embedding into an analyzable one consists
in switching free directions with directions occupied by edges. Each time an edge is
switched its number of bends decreases by 1 in absolute value.
Theorem 5. Given an analyzable rectilinear embedding, any positive cycle has no free
directions in its internal part.
Proof. By contradiction, assume that some vertex vi of a positive cycle CR=v1v2; : : : ; vk
has some free direction around vi in its internal part. The vertex vi has degree at least
2 since it belongs to a cycle and at most 3 since at least one direction around vi must
be free. Let ei−1 = −−−→vivi−1 and ei = −−−→vivi+1 be the two grid edges of the cycle incident
to vi. Then at least one of the following conditions must be true:
(ei−1; succ(ei−1))¿=2; (pred(ei); ei)¿=2;
which contradicts the hypothesis that each vertex of G is analyzable.
3. Main results
In this section we shall characterize forbidden con1gurations for 1-embeddability of
plane graphs and provide an algorithm that either detects a forbidden con1guration or
generates a 1-embedding.
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Fig. 5. The initial 1-embedding of the vertices whose internal degrees are 0; 0 or 0; 1; 1 or 1; 1; 1; 1.
Let G be a plane graph and C a cycle of G. The sequence (din(v) : v∈V (C)) of the
internal degrees of the vertices of C, in any order, is called an internal degree sequence
of C. We say that a given integer i is contained in an internal degree sequence if there
exists at least one vertex v∈V (C) such that din(v) = i.
Theorem 6. A cycle C is 1-embeddable if and only if its internal degree sequence
contains as a subsequence 0; 0 or 0; 1; 1 or 1; 1; 1; 1.
Proof. Let CR be a 1-embedding of C. From the fact that, for each v∈V din(v)6
dirin(v) and from (2), we have
∑
v∈V (CR)
din(v)6
∑
v∈V (CR)
dirin(v) = |V (CR)|+
∑
e∈E(CR)
nb(e)− 4:
Furthermore,
∑
e∈E(CR) nb(e)6
∑
e∈E(CR) |nb(e)|6 |V (CR)| and therefore we have∑
v∈V (CR)
din(v)6 2|V (CR)| − 4: (3)
Since 06din(v)6 2 for each v∈V (CR), (3) is satis1ed if and only if there are at
least two vertices with internal degree 0 or three vertices with internal degree 0; 1; 1,
respectively, or four vertices with internal degree 1.
To prove the converse we show by induction that it is always possible to construct
a 1-embedding by adding a vertex one at the time. We direct the edges of C such that
its interior part is on the left. Let us choose any set of vertices of C whose internal
degrees are 0; 0 or 0; 1; 1 or 1; 1; 1; 1 and place them on the grid, in the cyclic order
given by the orientation of C, as depicted in Fig. 5.
The initial rectilinear embedding is a 1-embedding. Let Ci−1R be the rectilinear em-
bedding at the start of stage i and CiR the rectilinear embedding obtained from C
i−1
R
by addition of a new vertex vh. By the inductive hypothesis each grid edge of Ci−1R
has at most 1-bend. Let −→vjvk be the edge of Ci−1R such that vh belongs to the directed
path from vj to vk in C. If din(vh) = 1, we insert vh on any grid point along the grid
edge −→vjvk . In the remaining cases either din(vh)=0 or din(vh)=2. Let −→vjvk be a 1-bend
edge and let w be the intersection point of the horizontal and vertical grid path. If
the number of available directions in the interior of Ci−1R at w coincide with din(vh)
then we insert vh at the grid point w. Otherwise, we transform the grid edge −→vjvk by
introducing a zig-zag, and we insert vh at the grid point so that din(vh) coincides with
the number of available directions in the interior of Ci−1R . See Fig. 6. We assume that
232 A. Morgana et al. / Discrete Applied Mathematics 141 (2004) 225–241
Fig. 6. The positions of vh in CiR.
the necessary translations that leave invariant the number of bends of the other edges
are done. The embedding of CiR is still a 1-embedding.
A cycle C that is not 1-embeddable is called a forbidden cycle.
Among all possible rectilinear embeddings of a forbidden cycle we are interested in
considering those having the following property P:
• the maximum number of bends on the edges is minimum and
• the number of edges having maximum number of bends is minimum.
A rectilinear embedding CR of a forbidden cycle C that satis1es property P is called
a forbidden con=guration of GR.
The next theorem gives suKcient conditions for recognizing forbidden con1gurations
for 1-embeddability in a rectilinear embedding.
Theorem 7. A rectilinear embedding CR of a cycle C is a forbidden con=guration if
CR is a positive cycle with no free direction in Cin, the number of bends of any pair
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of edges di<ers by at most one and the maximum number of bends on the edges of
CR is k with k¿ 2.
Proof. By contradiction, let us suppose that CR is not a forbidden con1guration. Then
there exists another rectilinear embedding C′R of C, having zero or less k-bend edges
than CR and no edges with more than k bends. We denote by mi (m′i) the number of
i-bend edges of CR (C′R). Then we have
06m′k ¡mk:
Since CR is a positive cycle with no free directions in Cin, by Lemma 4, we have∑
e∈E(CR)
nb(e)6
∑
e∈E(C′R)
nb(e): (4)
By hypothesis, every edge of CR has k − 1 or k bends and therefore, from (4), we
have
(k − 1)mk−1 + kmk6
∑
−∞¡i6k
im′i
(k − 1)(mk−1 + mk) + mk6 (k − 1)
∑
−∞¡i6k
m′i + m
′
k :
Since
mk−1 + mk =
∑
−∞¡i6k
m′i = |E(C)|;
we have mk6m′k yielding to a contradiction.
Corollary 8 gives a more precise description of the forbidden con1gurations for
1-embeddability.
Corollary 8. Given a forbidden cycle C:
• If C is di<erent from the outerface boundary, then a forbidden con=guration has
at most three edges with two bends while all the others have one bend.
• If C is the outerface boundary, then a forbidden con=guration has at most four
edges with two bends while all the others have one bend, except when |VC |=3 and
each vertex of C has degree four, and then, two edges have two bends and the
third one has three bends.
Proof. It follows from the upper bounds on the total number of bends given in
Lemma 4.
Corollary 9. If a graph G contains a forbidden cycle C, then there is at least one
analyzable rectilinear embedding GR that contains a forbidden con=guration CR.
Theorem 10. A graph G is 1-embeddable if and only if there are no forbidden con-
=gurations in any analyzable rectilinear embedding of G.
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Proof. If some analyzable rectilinear embedding of G contains a forbidden con1gura-
tion then, from Theorem 7 and Corollary 9, any other rectilinear embedding contains
some k-bend edge with k¿ 2 and therefore G is not 1-embeddable.
To prove the converse we provide an algorithm that either detects a forbidden con-
1guration in some rectilinear embedding of G or produces a 1-embedding.
The algorithm. Let G be a plane graph with n vertices. By Theorem 6 we can easily
check, in linear time, if the in1nite face boundary is a forbidden cycle by simply
examining the degree sequence of its vertices. So we assume that the in1nite face
boundary of G is not a forbidden cycle, otherwise we can immediately decide that G
is not 1-embeddable. We also assume that an initial rectilinear embedding G0R of G is
known. A 2-rectilinear embedding can be obtained in linear time, by using the algorithm
of Liu et al. [3]. Starting from the initial embedding, at each phase i the algorithm
transforms the current rectilinear embedding GiR into an analyzable one, denoted by
GiRA. Therefore, by Theorem 5, any positive cycle of G
i
RA has no free directions in
its internal part. If the algorithm detects in GiRA some positive cycle CR with some
2-bend edge, then CR is a forbidden con1guration by Theorem 7 and the algorithm
stops. Otherwise, it performs a set of rotations around a suitable set of vertices of GiRA,
generating a new rectilinear embedding Gi+1R that has less 2-bend edges than G
i
RA. In
Theorem 11, we shall prove that the algorithm described in the following, in at most n
phases, either 1nds a forbidden con1guration in some rectilinear embedding or 1nally
generates a 1-embedding. In order to make the description of the algorithm simpler, we
need some preliminary notations of the entities that are computed during each phase:
• GRA = (V; E) is the current analyzable rectilinear embedding.
• G+ = (V; E+; W+) is the weighted digraph de1ned by the edge set E+ = {−→uw∈E :
nb(−→uw)¿ 0 in GRA} and W+ = {W (−→uw) = nb(−→uw)}. It is obtained from the current
GRA by eliminating the 0-bend edges and directing any other edge so that all the
bends have positive sign.
• L(G+) = {−→uw∈E+ : nb(−→uw) = 2} is the set of 2-bend edges of G+.
• {Ck = (Vk; Ek)}; 16 k6 s, are the strongly connected components of G+.
• nc(u); u∈V is an integer variable k; 16 k6 s associated to each vertex u of V
whose value is the number of the strongly connected component to whom it belongs.
• GC = (VC; EC;WC) is the weighted digraph of the strongly connected components
of G+. The vertex set VC = {vk}; 16 k6 s contains a vertex vk for each strongly
connected component Ck of G+. There is an edge −→vjvk ∈EC if and only if G+
contains a directed edge −→uw for some u∈Vj and some w∈Vk and its weight W (−→vjvk)
is the maximum among the weights of the edges of G+ connecting vertices of Vj
to vertices of Vk .
• L(GC) = {−→vjvk ∈EC : W (−→vjvk) = 2} is the set of 2-bend edges of GC .
• S(vk), vk ∈VC , is the maximum set of vertices of GC reachable from vk via a path
of nonnegative length.
• label(vk), vk ∈VC , is a Boolean variable associated to each vertex of GC , that has
value true if the subgraph of GC induced by S(vk) contains no edges of weight 2
and false otherwise.
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• T = {vk ∈VC : label(vk) = true and there exist some edge −→vjvk ∈L(GC)}. Each
vk ∈VC belongs to some 2-bend edge of GC and any path in GC having vk as a
source contains only 1-bend edges.
• S(T )=⋃vk∈T S(vk) is the maximum set of vertices of GC reachable by some vk ∈T .• R = ⋃vj∈S(T ) Vj is the subset of V obtained from S(T ) by replacing each vertex
vj ∈ S(T ) with the vertex set Vj of the corresponding connected component Cj.
With the above notation we describe our algorithm.
Let G0R be an initial 2-embedding. We assume that G
0
R has some 2-bend edge oth-
erwise G0R is a 1-embedding.
During each phase i, the algorithm does the following:
(1) Transforms GiR into an analyzable rectilinear embedding G
i
RA.
(2) Generates G+i and L(G+i). If L(G+i) = ∅ then GiRA is a 1-embedding.
(3) Finds the strongly connected components {Ck}; 16 k6 s of G+i and computes
nc(u); u∈V .
(4) Checks, for each edge −→uv ∈L(G+i) if nc(u)= nc(v), i.e., if the end points u and v
belong to the same strongly connected component. If they do, then GiRA contains
a forbidden cycle.
Otherwise:
• Creates the component graph GiC and computes for each vk ∈VC the value of
label(vk).
• Checks for each edge −→vjvk ∈L(GiC) if label(vk)=true. If it is so, then vk belongs
to the set T i.
• Generates the sets S(T i) and Ri.
• Performs a rotation around each vertex u∈Ri generating a new embedding Gi+1R .
(5) Repeat all the steps until either a forbidden con1guration or a 1-embedding is
obtained.
We illustrate, in Section 4, how the algorithm works with two examples: one where
a rectilinear embedding is produced and another one where a forbidden con1guration
is found.
Theorem 11. The algorithm is correct and runs in O(n2) time.
Proof. To prove the correctness of the algorithm, we must show that starting from an
initial 2-embedding, during each phase either a new embedding with less 2-bend edges
is generated or a forbidden con1guration is detected and the process stops in 1nite
time.
In Step 1, GiR is transformed into an analyzable rectilinear embedding G
i
RA. This
operation may eventually decrease by at most two the number of bends of some edge
of GiRA.
Then the algorithm constructs the subgraph G+i of GiRA eliminating from G
i
RA the
0-bend edges and directing any other edge uv in such a way that nb(−→uv)¿ 0. Therefore,
any edge of G+ has positive bends with value 1 or 2.
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In Steps 2 and 3 the algorithm generates the strongly connected components of the
subgraph G+i. If anyone of them contains a 2-bend edge, then a forbidden con1guration
has been detected and the algorithm stops. Otherwise, the algorithm performs a set of
rotations around each vertex u belonging to Ri. By Lemma 1, a rotation around a vertex
u, decreases (increases) by one the number of bends of any edge −→vu (−→uw) incident
to u.
To describe the eJect in GiRA of these rotations we must distinguish three cases. Let−→uv be an edge of GiRA.
(1) Both u; v∈Ri, then −→uv belongs to the subgraph of G+i induced by Ri and, by
construction, nb(−→uv) = 1. Since both u and v are rotated, the number of bends of−→uv is unchanged.
(2) Only v∈Ri, then −→uv ∈G+i and either nb(−→uv)=2 or nb(−→uv)=1. After the rotation
the number of bends of −→uv is decreased by 1.
(3) Only u∈Ri, then −→uv 	∈ G+i and nb(−→uv)=0. After the rotation the number of bends
of −→uv is increased by 1.
In conclusion, during each phase of the algorithm some 2-bend edges are transformed
in 1-bend edges and no new 2-bend edge is generated. Therefore, if no forbidden
con1guration is found, the algorithm 1nally generates a 1-embedding.
Let us now consider the complexity of the algorithm. The initial embedding can be
obtained in linear time.
Let us examine the operations performed during each phase. The transformation of
a rectilinear embedding into an analyzable one requires linear time. In fact, any edge
in the initial embedding has at most two bends. Every edge is taken in consideration
only if |nb(e)|¿ 0 and each time |nb(e)| is decreased by one, therefore, an edge
can be examined at most two times. Since switching an edge with a free direction
requires constant time, an analyzable rectilinear embedding can be obtained in linear
time.
The graph G+, its strongly connected components and the graph of the strongly
connected components can be obtained in linear time [4]. Finally, the set of vertices
T i and S(T i) can also be found in linear time by a depth 1rst search and the rotation
around each vertex of Ri requires constant time.
Therefore, all the operations performed during each phase require linear time. Since
there are at most n− 1 edges with two bends along any path of GiC , the total number
of phases is at most n− 1 and the algorithm works in O(n2) time.
4. Examples
The initial rectilinear embedding G0R of the 1rst example is depicted in Fig. 7 and
the adjacency lists with the extra informations nb and , as de1ned in Section 2, are
given in Table 1.
The internal degree sequence of the in1nite face boundary C=(1; 2; 3; 4) is 1; 1; 2; 0,
hence C is not a forbidden cycle. By checking the 1elds nb and  in the adjacency lists
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Fig. 7. The initial rectilinear embedding G0R.
Table 1
The adjacency lists of G0R with nb and 
1 (2; 2; =2) (4;−1; =2) (5;−1; )
2 (1;−2; =2) (6;−1; =2) (3; 1; )
3 (2;−1; =2) (6;−1; =2) (5; 1; =2) (4; 2; =2)
4 (1; 1; ) (3;−2; )
5 (1; 1; =2) (3;−1; =2) (10;−2; =2) (8; 0; =2)
6 (2; 1; =2) (8;−2; =2) (10; 0; =2) (3; 1; =2)
7 (10; 0; ) (9; 0; =2) (8; 2; =2)
8 (9; 0; =2) (6; 2; =2) (5; 0; =2) (7;−2; =2)
9 (7; 0; =2) (10; 2; =2) (8; 0; )
10 (6; 0; =2) (9;−2; =2) (7; 0; =2) (5; 2; =2)
Table 2
The adjacency lists of G0RA are those of G
0
R (Table 1) with the following changes
1 (2; 1; ) (4;−1; =2) (5;−1; =2)
2 (1;−1; =2) (6;−1; =2) (3; 1; )
3 (2;−1; =2) (6;−1; =2) (5; 1; =2) (4; 1; =2)
4 (1; 1; (3)=2) (3;−1; =2)
we can detect non-analyzable vertices. In fact, the vertices 1 and 4 are non-analyzable.
The adjacency lists of G0RA are obtained from the adjacency lists of G
0
R with the fol-
lowing changes (Table 2). In Fig. 8 is depicted the analyzable rectilinear embedding
G0RA.
238 A. Morgana et al. / Discrete Applied Mathematics 141 (2004) 225–241
Fig. 8. The initial analyzable rectilinear embedding G0RA.
Table 3
The adjacency lists of G+0, the list L(G+0) of the 2-bend edges of G+0, the vertex sets of the strongly
connected components of G+0 and the array nc
1 (2; 1)
2 (3; 1)
3 (5; 1) (4; 1)
4 (1; 1)
5 (1; 1)
6 (2; 1) (3; 1)
7 (8; 2)
8 (6; 2)
9 (10; 2)
10 (5; 2)
L(G+0) = {−→78;−→86;−−→9 10;−−→10 5}
V1 = {1; 2; 3; 4; 5}
V2 = {6}
V3 = {7}
V4 = {8}
V5 = {9}
V6 = {10}
nc = {1 1 1 1 1 2 3 4 5 6}
Fig. 9. The graph of the strongly connected components G0C . S(T ) = T = {v1; v2}. R = {1; 2; 3; 4; 5; 6}.
Table 3 describes the steps needed to check if G0RA contains a forbidden con1guration.
No 2-bend edge belongs to some strongly connected component of G+0. Therefore
no forbidden con1guration is found in G0RA.
Figs. 9 and 10 describe the steps needed to generate a new embedding G1R through
a set of rotations around each vertex of the set R.
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Fig. 10. The sets T , S(T ), R and the new embedding G1R.
Table 4
The next phase of the algorithm
1 (2; 1)
2 (3; 1)
3 (5; 1) (4; 1)
4 (1; 1)
5 (1; 1) (8; 1)
6 (2; 1) (3; 1) (10; 1)
7 (8; 2)
8 (6; 1)
9 (10; 2)
10 (5; 1)
L(G+1) = {−→78;−−→9 10}
V1 = {1; 2; 3; 4; 5; 6; 8; 10}
V2 = {7}
V3 = {9}
nc = {1 1 1 1 1 1 2 1 3 1}
T = {v1}
R= {1; 2; 3; 4; 5; 6; 8; 10}
The graph G1R is analyzable. Table 4 describes the next phase of the algorithm.
The new embedding generated G2RA, depicted in Fig. 11, is a 1-embedding.
Now we show an example where our algorithm 1nds a forbidden con1guration. The
graph G0R of Fig. 12 is the initial rectilinear 2-embedding. The thick edges of G
0
R are
the edges of G+0. Note that all the vertices of G0R are analyzable. The set of the 2-bend
edges is L(G+0) = {−→93;−→85;−→59}, the vertex sets of the strongly connected components
of G+0 are Vk = {k}; k = 1; : : : ; 9. For each edge −→uv ∈L(G+0), the end points u and v
do not belong to the same strongly connected component. Therefore the graph G0C of
Fig. 12 is generated and the sets T = {3} and R= S(T ) = {3; 4} are computed. After
the rotation around the vertices 3 and 4, we obtain the rectilinear embedding G1R of
Fig. 13.
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Fig. 11. The 1nal 1-embedding G2RA.
Fig. 12. The initial rectilinear 2-embedding G0R and the component graph G
0
C .
Fig. 13. The rectilinear 2-embedding G1R.
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Then the algorithm 1nds L(G+1) = {−→85;−→59} and the vertex sets of the strongly
connected components of G+1, V1 = {1}, V2 = {2}, V3 = {4}, V4 = {3; 5; 9}, V5 = {6},
V7 = {7}, V8 = {8}.
The edge −→59 belongs to the strongly connected component C4 and the cycle CR =
(3; 5; 9) is a forbidden con1guration.
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