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Let G be a semisimple algebraic group and  a primitive `th root of unity. In
this paper we realise certain restricted quantised enveloping algebras of Borel sub-
algebras of semisimple Lie algebras and the analogue of these restricted enveloping
algebras for OG as path algebras of certain quivers. This extends several results
in Cibils (Internat. Math. Res. Notices 12 (1997), 541–553). As an application of this
description we describe the extensions of simple modules of the quotient of OG.
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1. INTRODUCTION
Throughout k will be an algebraically closed field of characteristic 0 and
 a primitive `th root of unity in k.
Let A be a finite dimensional k-algebra. If all the simple A-modules are
one dimensional we say A is basic. It is a well-known result that any basic
k-algebra is isomorphic to the path algebra of some quiver with relations,
see [1, Corollary 3.1.10(b)].
Let G be a semisimple algebraic group over k and ˙ = LieG. We
let OG be the “restricted” quantised function algebra of G and let
U´+;M be the restricted quantised enveloping algebra of ´+ associated
with a lattice M lying between the weight lattice, P , and the root lattice, Q,
of G (see Sect. 2 for the precise definitions). These algebras are quotients
of quantised function algebras at roots of unity and quantised enveloping
algebras at roots of unity respectively. Moreover they belong to an infinite
family of finite dimensional quotients of the quantised function algebras
(repsectively the quantised enveloping algebras) and as such they are, in
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many respects, the most degenerate members, see for instance [9]. Thus it
is an important problem in the representation theory of quantised function
algebras (respectively quantised enveloping algebras) at roots of unity to
describe the structure of the algebras OG and U´+;M.
One can easily show that both OG and U´+;M are basic algebras,
in the case of OG see, for example [7]. Consequently these algebras can
be described as path algebras of quivers with relations. The main result
of this paper describes such quivers and their relations. To this end con-
sider the elementary Abelian group r` where r = rank˙. In the case of
U´+;M we pick a certain set of generators depending on the choice of a
basis for M and let 0+GM be the Cayley graph of r` with respect to these
generators. In the case of OG we consider the quiver 0GP obtained
from 0+GP by doubling the arrows. We prove
Theorem 1. The algebra OG is the path algebra of the quiver 0GP
with three sets of relations.
Theorem 2. The algebra U´+;M is the path algebra of the quiver
0+GM with two sets of relations.
These relations are described in the complete statements of the theorems
given in Section 4. As the proofs of both theorems are very similar we prove
(a strong version of) Theorem 1 only and leave the details of Theorem 2
to the interested reader. The proof of Theorem 1 is inspired by [3] where
Theorem 2 is proved in the case M is the root lattice of G and ˙ is a simply
laced Lie algebra. Both Theorem 1 and Theorem 2 fit into the general
setting of basic Hopf algebras, as studied in [10].
As a consequence of presenting an algebra as the quotient of a quiver
with relations one may use the theory of quiver representations to obtain
results on the module theory of the original algebra. As an application of
this we describe the extensions of simple modules in OG. Roughly put,
our result states
Theorem 3. Let S and S′ be simple OG-modules. Then dim
Ext1
OGS; S
′  is known and is either 0 or 2.
Finally, thanks to [9, Sect. 7], the results obtained here for U´+;M
can be applied to describe, explicitly, several other algebras occurring in the
families of finite dimensional quotients of quantised enveloping algebras
described above. For instance, these algebras appear in the classification of
the quotients of finite representation type [9, Theorem 7.7].
The paper is arranged as follows. In Section 2 we recall the necessary
notations and definitions concerning quantised algebras. The proof of the
main theorems (1 and 2) is given in Section 3 and finally Theorem 3 is
stated precisely and proved in Section 4.
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2. PRELIMINARIES
In this section we briefly outline the definitions of quantised envelop-
ing algebras and quantised function algebras at roots of unity. For further
details of the construction of the quantised enveloping algebras a good ref-
erence is [6, Sects. 8 and 9], while details for quantised function algebras
can be found in [5, Sects. 2–4].
Let q be an indeterminate over k. For m ∈ ; d ∈  define the following
elements of kq; q−1:
md =
qdm − q−dm
qd − q−d ; md! = 1d2d · · · md;
m
j

d
= mdm− 1d · · · m− j + 1djd!
; j ∈ ;

m
0

d
= 1:
Let G be a semisimple algebraic group over k and LieG = ˙. We let
r = rank˙, 1+ denote the (positive) roots, P the weight lattice of ˙,
Q the root lattice of ˙ and −−x P × Q →  the associated bilinear
form. The simple roots, a base of Q, are written as αi, and the fundamental
weights, a dual basis to the simple roots under the above form, as ωi. When
dealing with (not necessarily simple) roots we will use the notation β. For
each αi define
di =
αi αi
2
∈ 1; 2; 3:
Associated to any reduced expression of the (unique) longest word of the
Weyl group of ˙ we have a total ordering of 1+. Such an ordering will be
denoted by β1; β2; : : : ; βN; where N = 1+. To be explicit we let w0 =
si1 · · · siN be a reduced expression of the longest word in W and define the
(positive) roots βj = si1 : : : sij−1αij .
Let M be a lattice such that Q ⊆ M ⊆ P . We can now construct the
quantised enveloping algebra of ˙ associated to M , denoted Uq˙;M: it is
a kq-algebra with generators Ei; Fi i = 1; : : : r and Kµ µ ∈M subject
to the relations
KµKµ′ = Kµ+µ′; K0 = 1 (1)
KµEjK−µ = qµ αjEj; (2)
KµFjK−µ = q−µαjFj; 2′
Ei; Fj = δij
Kαi −K−αi
qdi − q−di ; (3)
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and the quantum Serre relations, for i 6= j,
1−aijX
s=0
−1s

1− aij
s

di
E
1−aij−s
i EjE
s
i = 0; (4)
1−aijX
s=0
−1s

1− aij
s

di
F
1−aij−s
i FjF
s
i = 0: (5)
It is easy to see there is an augmentation map ηx Uq˙;M → k defined
by
ηEi = 0 = ηFi and ηKµ = 1
for i = 1; : : : ; r and µ ∈ M . In fact Uq˙;M is a Hopf algebra. Details of
the comultiplication and antipode can be found in [4, Sect. 1].
There exists a kq-automorphism of Uq˙;M, ω, defined as
ωEi = Fi; ωFi = Ei; ωKµ = K−µ;
for 1 ≤ i ≤ r and µ ∈ M . It is straightforward to check that this is well
defined.
Let U+ (resp. U−) be the subalgebra of Uq˙;M generated by Eix 1 ≤
i ≤ r (resp. Fix i = 1 ≤ i ≤ r) and U0M be the subalgebra generated
by Kµx µ ∈M. Clearly both U+ and U− are independent of M . We have
a triangular decomposition, as vector spaces,
U− ⊗U0M ⊗U+ ∼= Uq˙;M: (6)
We define Uq´+;M (resp. Uq´−;M) to be the subalgebra of
Uq˙;M generated by Ei;Kµx 1 ≤ i ≤ r; µ ∈ M (resp. Fi;Kµx 1 ≤ i ≤
r; µ ∈M). Then, as vector spaces, we have
Uq´+;M = U+ ⊗U0M and Uq´−;M = U0M ⊗U−: (7)
These represent the quantised enveloping algebras associated to opposite
Borel subalgebras of ˙.
There exists a “PBW-type” basis associated to Uq˙;M, see [12] and [4,
Sect. 1]. Recall our total ordering on 1+ given by β1 < β2 < · · · < βN .
Associated to any β ∈ 1+ we can construct Eβ and Fβ in U+ and U−;
respectively, depending on the choice of reduced expression for the longest
word in the Weyl group. The elements Eαi , however, are equal to Ei for
all i = 1; : : : ; r. Moreover, by [11, 8.14 (9)], we have that Fβ is a scalar
multiple of ωEβ. The “PBW-type” basis of U+ consists of monomials of
the form
E
s1
β1
· · ·EsNβN ;
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where sj ∈  for all j = 1; : : : ;N . The basis of U− has a similar form.
Finally, letting µ1; : : : ; µr be a basis of the lattice M , we have a basis of
U0M consisting of monomials of the form
Ks1µ1 · · ·Ksrµr
for si ∈ . By the triangular decomposition (6), the above basis combines
with those for U+ and U− to yield our “PBW-type” basis of Uq˙;M. From
this discussion it is clear that an appropriate subset of this basis affords a
basis of any of the subalgebras above.
Recall  is an `th root of unity in k. Henceforth we impose the following
restrictions on `:
` is odd and prime to 3 if ˙ has a component of type G2. (8)
The quantised algebras defined here permit an integral form which al-
lows specialization to . Such algebras satisfy the same algebra relations
as the generic examples above, with q replaced by . These algebras will
be denoted by a subscript , for example U˙;M. Moreover the “PBW-
type” basis remains valid for these specialized algebras [12]. These algebras
have “large” central subalgebras generated by the lth powers of Eβ; Fβ and
Kµ((β ∈ 1+, µ ∈M), see [4, Lemma 3.1]), and are free of finite rank over
such central subalgebras.
For U˙;M call the large central subalgebra Z0˙;M. We define
U˙;M ≡ U˙;M//Z0˙;M:
That is, U˙;M=U˙;M/U˙;MZ0˙;M+; where Z0˙;M+
is the augmentation ideal of Z0˙;M. It is clear from the nature of the
“PBW-type” basis that U˙;M is a k-algebra of dimension `dim ˙. We can
repeat this procedure for all of the algebras introduced above and denote
the results by, for example, U´+;M.
The following is a well-known result, see, for example, [11, 5.1–5.3 and
Theorem 5.10].
Theorem. The ideal\
Ann V : V finite dimensional irreducible Uq˙;Q-module
}
is zero and all finite dimensional, irreducible representations of Uq˙;Q are
parametrised by r2 × P+.
This result allows us to define OqG to be a sub-Hopf algebra of the
restricted dual of Uq˙;Q. Specifically, we let # denote the class of finite
dimensional representations of Uq˙;Q on which the Ki’s act as powers
of q (this corresponds to taking the representations parametrised by 1 ×
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P+). Then OqG is the algebra spanned by all matrix coefficients associated
to elements of #. (Recall, given V ∈ # and v ∈ V , φ ∈ V ∗, the matrix
coefficient cVφ; vx equals φx · v for all x ∈ Uq˙;Q.) Since # is closed
under taking direct sums, tensor products, and passage to the dual module
this is a well-defined sub-Hopf algebra of Uq˙;Qo. In fact, as all finite
dimensional Uq˙;Q-modules are completely reducible, it is enough to
consider only the matrix coefficients of irreducible representations since
these will generate OqG. We denote such a matrix coefficient by cλφ; v;
where v ∈ V and φ ∈ V ∗ and V is parametrised by 1 × λ ∈ 1 × P+.
In the same manner we may define an integral version of OqG using
the above integral form of Uq˙;Q. We may likewise specialize this to
, forming the Hopf algebra OG, as in [5]. This specialized algebra is
projective of rank l2N+r over a central sub-Hopf algebra which is isomorphic
to OG, the ring of regular functions on G [5, Proposition 6.4]. Again we
define OG to be the finite dimensional algebra OG//OG.
We end this section with an important result, to be used in the sequel. Let
T be the subalgebra of U´−; P ⊗ U´+; P generated by the elements
Fβj ⊗ 1; 1 ⊗ Eβj for 1 ≤ j ≤ N and K±ωi ⊗ K∓ωi for 1 ≤ i ≤ r (we have
abused notation here: really we mean the images of these elements under
the canonical epimorphisms U´±; PU´±; P).
Lemma 1. There is an isomorphism of algebras
OG →˜T :
Proof. See for example [8, Sect. 3] and [5, Sect. 4].
3. QUIVER CONSTRUCTIONS
A quiver 0 is an oriented graph, that is a set of vertices together with
a set of arrows between vertices. A path in 0 is either the “trivial” path
ev associated with a vertex v or a sequence νn · · · ν1 of arrows with n ≥ 1;
where, if n > 1, νi ends at the vertex where νi+1 starts for 1 ≤ i ≤ n − 1.
As a vector space over k, the path algebra k0 has a basis consisting of the
paths in 0. Multiplication of the basis elements is given by composition of
paths when possible and is defined to be 0 otherwise.
Let M be a lattice such that Q ⊆M ⊆ P and let µ1; : : : ; µr be a basis
of M . Define an r × r matrix ZGM by
ZGMij = µi αj:
We define the following quiver 0GM;ZGM. The set of vertices is given
by elements of the elementary Abelian group T1; : : : Tr x TiTj = TjTi;
T `i = 1. There are 2r arrows ending at each vertex, denoted ATc;±i
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for 1 ≤ i ≤ r. The arrows AT c;±i have source Tc−ZGMfi , where
fi = 0; : : : ; 1; : : : 0, the r column with 1 in the ith entry, and 0 elsewhere.
The path algebra k0GM;ZGM is a k-algebra with generators eTc ;
AT c;±i; and relations
eTceTb = δb; ceT c ; (9)
eTbAT c;±i = δb; cAT c;±i; (10)
AT c;±ieTb = δb; c−ZGMfiAT c;±i: (11)
We define SGM;ZGM to be the k-algebra with generators Xi;Yi; Ci
for 1 ≤ i ≤ r, subject to the relations
CiCj = CjCi; Ci` = 1 (12)
CiXj = µi αjXjCi; CiYj = µi αjYjCi: (13)
Lemma 2. There is an algebra isomorphism between the path algebra
k0GM;ZGM and SGM;ZGM.
Proof. To ease notation we will denote k0GM;ZGM by k0,
SGM;ZGM by S; and ZGM by Z. To prove the lemma we will con-
struct an algebra isomorphism χx k0→ S and an inverse ψx S→ k0. This
will be done in three steps.
Step 1 (Constructing χ). Since k0 is generated by the paths in 0 of
length less than or equal to one it is enough to define χ on these ele-
ments and then check that it respects the relations imposed by the quiver.
Let Ó = x1; : : : ; xrx 0 ≤ xi < `. We define
χ0eTc = `−r
X
x∈Ó
−c·xCx
χ1AT c;+i = χ0eTcXi
χ1AT c;−i = χ0eTcYi;
where Cx = Cx11 : : : Cxrr . To check this is a well-defined algebra map we
must show that the relations (9)–(11) are preserved by χ. Consider (9). We
have
χ0eTbχ0eTc = `−2r
X
x; y∈Ó
−b·x−c·yCx+y
= `−2rX
z∈Ó
X
x∈Ó
−b·x−c·z−x

Cz
= `−2rX
z∈Ó
X
x∈Ó
−b+c·x

−c·zCz:
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If b = c then X
x∈Ó
−b+c·x = `r: (14)
On the other hand if b 6= c then there exists i such that bi 6= ci. Since  is
an `th root of unity we have
X
x∈Ó
−b+cx =
`−1X
s=0
−bi+cisλ
= 0; (15)
where
λ = X
x∈Ó
xi fixed

P
j 6=i−bj+cjxj :
Thus we have
χ0eTbχ0eTc = δb; cχ0eTc = χ0eTbeTc: (16)
Moreover we now see
χ
(
eTbAT c;+i
 = χ0eTbχ1(AT c; +i
= χ0eTbχ0eTcEi
= δb; cχ0eTcEi by (16)
= χ(δb; cAT c;+i;
showing the relation (10) is also preserved by χ. Of course, the same cal-
culation shows (11) is preserved by χ.
Step 2 (Constructing ψ). We construct ψ, the inverse of χ, by specifying
it on generators of S and extending it multiplicatively. Define
ψCc =X
x∈Ó
c·xeTx; (17)
ψXi =
X
x∈Ó
ATx;+i; (18)
ψYi =
X
x∈Ó
ATx;−i: (19)
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We can check that ψ and χ are mutually inverse. For example we have
ψ ◦ χ0eTc = ψ

`−r
X
x∈Ó
−c·xCx

= `−rX
x∈Ó
−c·x
X
y∈Ó
x·yeTy
= `−rX
y∈Ó
X
x∈Ó
−c+y·x

eTy
= `−rX
y∈Ó
δc; y`
reTy ;
where the last equality follows from (14) and (15). The remainder of the
calculation proceeds similarly.
Step 3 (ψ is Well-Defined). To finish the proof we must check the defin-
ing relations of S, that is (12) and (13), are respected by ψ. We have
ψCiXj =
X
x∈Ó
fi·xeTx
X
y∈Ó
ATy;+j
=X
y∈Ó
yiATy;+j by (10)
= µi αjX
y∈Ó
yj−fiZfjATy;+j
= µi αjX
y∈Ó
ATy;+jX
x∈Ó
fi·xeTx by (11)
= ψ(µi αjXjCi:
The other relations can be checked in the same way.
It is easy to see that, up to isomorphism, SGM;ZGM is independent
of the choice of basis for M . Indeed, if µ1; : : : ; µr and µ′1; : : : ; µ′r
are both bases of M; then there exists an element A ∈ GLr such that
Aµi = µ′i. Let Xi; Yi; and Ci denote the generators of SGM;ZGM and
X ′i ; Y
′
i ; and C
′
i denote the generators of SGM;Z′GM. Then the map
given by
X ′i 7→ Xi;
Y ′i 7→ Yi;
C ′i 7→ Ca1i1 · · ·Carir
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induces an algebra isomorphism between SGM;Z′GM and SGM;
ZGM. Therefore, in the future, we will write SGM and k0GM,
making no reference to an explicit basis of M .
Given any vertex, T c , of 0GM;ZGM we can associate to any ele-
mentary vector, fi, two paths: AT c;+i and AT c;−i. Iterating this we
see that given any ordered n-tuple of elementary vectors we have 2n as-
sociated paths ending at T c . We will denote such paths by, for example,
AT c;+i1 − i2 · · · + in. This path would have source Tc−fi1−fi2−···−fin : For
brevity we shall denote AT c;+i + · · · + i and ATc;−i − · · · − i, both
paths of length n, by AT c; +in and AT c; −in; respectively.
Recall, from Section 2, the construction of the elements Eβ ∈ U+ for
β ∈ 1+. Once and for all fix a reduced expression of w0 and hence an
ordering on 1+. Then, for each β ∈ 1+, we have
E`β =
X
tβ∈n
ctβE
t
β
1
i1
· · ·Et
β
n
in
; (20)
where n > 0, 1 ≤ ij ≤ r; and ctβ ∈ k. In particular, if β = αj for some
1 ≤ j ≤ r; we have E`β = E`j .
Theorem 1. Retain the above notation. The algebra OG is the quotient
of the path algebra k0GP;ZGP by the two-sided ideal J generated by
(1) The elementsX
tβ
ctβA
(
Tx; ±i1t
β
1 · · · ±int
β
n

for β ∈ 1+ and x ∈ r`.
(2) Commuting squares ATx;+i− j −ATx;−j + i for 1 ≤ i; j ≤
r; and x ∈ r`.
(3) The elements
1−aijX
s=0
−1s

1− aij
s

di
A
(
Tx; ±i1−aij−s±j±is
for all i 6= j and x ∈ r`.
Proof. Recall that the fundamental weights ω1; : : : ; ωr are a basis
of P . Since ωi αj = δijdi it follows from Lemma 1 that OG is a factor
of SGP. We use the isomorphism ψx SGP → k0GP from the proof of
Lemma 2 to transfer the relations of T to k0G. These relations are
(1) The elements E`β and F
`
β equal zero for β ∈ 1+.
(2) The elements Ei and Fj commute for 1 ≤ i; j ≤ r.
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(3) The quantum Serre relations for i 6= j.
From (20), and the fact that F`β is a scalar multiple of ωE`β; we have
representations of both E`β and F
`
β. Thus, using (17)–(19), we obtain the
relationsX
x∈Ó
X
tβ
ctβA
(
Tx; ±i1t
β
1 : : : ±int
β
n
 = 0 for β ∈ 1+,X
x∈Ó
ATx;+i− j −ATx;−j + i = 0 for 1 ≤ i; j ≤ r,
X
x∈Ó
1−aijX
s=0
−1s

1− aij
s

di
ATx; ±i1−aij−s±j±is = 0; for i 6= j:
Using the idempotents eTc , however, we recover the relations in the state-
ment of the theorem.
Remark 3. If β ∈ 1+ is a simple root then the relevant generators (1)
in Theorem 1 become ATx; ±i` for x ∈ r`.
Remark 4. At the time of writing we are unaware of explicit formulae
for E`β in general. However, several cases are known, see [2, Sect. 2] for
type Ar .
Consider the subquiver, 0+GM;ZGM, of 0GM;ZGM having the
same vertices as 0GM;ZGM but only the positive arrows, that is
the arrows AT c;+i. Similarly let S+M;ZGM be the subalgebra of
SM;ZGM generated by Xi and Ci for 1 ≤ i ≤ r. Again it is easy to see
that the algebra S+M;ZGM is independent of the choice of basis for
M , so we may omit reference to ZGM. Moreover, it follows from the
proof of Lemma 2 that the path algebra k0+GM;ZGM is isomorphic to
S+M.
Theorem 2. The algebra U´+;M is the quotient of the path algebra
k0+GM by the two-sided ideal JM generated by
(1) The elementsX
tβ
ctβA
(
Tx; +i1t
β
1 · · · +int
β
n

for β ∈ 1+ and x ∈ r`;
(2) The elements
1−aijX
s=0
−1s

1− aij
s

di
A
(
Tx; +i1−aij−s+j+is
for all i 6= j and x ∈ r`.
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Proof. Follow the proof of Theorem 1.
Remark 5. An erratum is to appear correcting an error in the statement
of [3, Theorem 2.4]: the generators corresponding to composite roots are
missing from the relations given in the theorem. However, as a special case
of Theorem 2, we recover the corrected version of [3, Theorem 2.4]. For
let ˙ be simply laced. If M = Q and we take the simple roots as a basis of
Q we see ZGQ is just the Cartan matrix of ˙. Therefore 0GQ;ZGQ
is the quiver considered in [3].
4. EXTENSIONS OF SIMPLE OG-MODULES
Recall from Section 2 the algebra T ⊂ U´−; P ⊗U´+; P. We make
the following observation.
Lemma 6. There is an isomorphism of algebras
T ∗ r` →˜U´−; P ⊗U´+; P:
(By T ∗ r`) we mean the skew group ring of r` over T . Here r` =
Kωi ⊗ Kωi x 1 ≤ i ≤ r and this group acts on T by conjugation. For a
definition of the skew group ring see [13, Chap. 1].)
Recall that Q is the root lattice of ˙ and define Q` ≡ Q/`Q. Let Q∨
denote the coroot lattice of ˙ and define Q∨` ≡ Q∨/`Q∨. It is clear that the
simple U0 P-modules are parameterised by Q∨` . Moreover, since each di is
prime to `, there is an isomorphism Q∨` ∼= Q`. Henceforth we will identify
Q∨` and Q`.
Define S+λ to be the one dimensional U´+; P-module with trivial
U+ -action and U0 P acting via λ ∈ Q`. We extend this to an U˙; P-
module by
Z−λ ≡ U˙; P ⊗U´+;P S+λ :
An analogous construction for U´−; P yields the U´−; P-module S−λ
and the U˙; P-module Z+λ .
We want to show, as λ runs through Q`, the U´+; P (resp. U´−; P)-
modules Z+λ (resp. Z
−
λ ) are the principal indecomposable modules of
U´+; P (resp. U´−; P) and the simple modules are given by S+λ (resp.
S−λ ). It is sufficient to prove this for U´+; P, the case for U´−; P
being identical.
Lemma 7. The algebra U+ is local of dimension `N , where N = 1+.
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Proof. It follows from the PBW-type basis for U˙ that U+ has a basis
consisting of elements of the form
E
p1
β1
E
p2
β2
· · ·EpNβN
for 0 ≤ pj ≤ `− 1, j = 1; : : : ;N . We grade U+ as
deg1 = 0 degEαi = 1;
where αi  i = 1; : : : ; r is the chosen base of 1. For β ∈ 1+ the element
Eβ ∈ U+ has weight β. It follows that degEβ = htβ, where “ht” denotes
the usual height function. Therefore the defining relations for U+ are ho-
mogeneous, and so U+ is a graded algebra. Let J ≡ U+ Eα1; : : : EαrU+
be its augmentation ideal. Since dimU+ is finite J is nilpotent, so U+ is
local.
The second claim is clear from the PBW-type basis.
Remark 8. As every projective module over a local ring is free it follows
from Lemma 7 that every projective U+ -module has dimension divisible
by `N .
Lemma 9. A complete list of the simple (resp. principal indecomposable)
U´+; P-modules is given by S+λ (resp. Z+λ ) for all λ ∈ Q`. Moreover Z+λ is
the projective cover of S+λ .
Proof. Since U0 P is a commutative, semisimple algebra it decomposes
into a direct sum of `r non-isomorphic, one dimensional left U0 P-modules
(the base field k is algebraically closed). Pick a basis of U0 P correspond-
ing to this decomposition, say wλ λ ∈ Q`. Define, for λ ∈ Q`,
Tλ ≡ k

E
p1
β1
· · ·EpNβN wλ0 ≤ pi ≤ `− 1 =
}
:
From the above description we see that Tλ is a left U´+; P-module iso-
morphic to Z+λ . Since
U´+; P ∼=
M
λ∈Q`
Tλ
as U´+; P-modules, each Tλ is projective. Since dimTλ = `N and
dimU´+; P = `r+N it follows from Remark 8 that Z+λ is a projective
indecomposable module. It is clear that the head of Z+λ is S
+
λ .
As a consequence of Lemma 9 the non-isomorphic simple U´−; P ⊗
U´+; P-modules are S−λ ⊗ S+µ , for λ;µ ∈ Q`. The projective U´−; P ⊗
U´+; P-module Z−λ ⊗ Z+µ has dimension `2N while the algebra
U´−; P ⊗ U´+; P has dimension `2N+2r . Hence Z−λ ⊗ Z+µ is the
principal indecomposable module whose head is S−λ ⊗ S+µ .
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Proposition 10. A complete list of the simple (resp. principal indecom-
posable) OG-modules is given by S−λ ⊗ S+µ (resp. Z−λ ⊗Z+µ ) for λ; µ ∈ Q`,
µ ∈ Q` fixed.
Proof. By Lemma 1 we may identify OG with T . Hence it is sufficient
to find the simple and projective indecomposable T -modules.
Each S−λ ⊗ S+µ is a simple T -module determined by its weight under the
action of Kωi ⊗ K−ωi for 1 ≤ i ≤ r. Thus if λ; λ′; µ;µ′ ∈ Q` such that
λ − µ = λ′ − µ′; then S−λ ⊗ S+µ ∼= S−λ′ ⊗ S+µ′ as T -modules, and this condi-
tion is also necessary for an isomorphism. Therefore, we have `r simple
T -modules.
Since, by Lemma 6, U´−; P ⊗ U´+; P is a free T -module it fol-
lows that Z−λ ⊗Z+µ is a projective T -module of dimension `2N . As λ varies
through Q`, with µ fixed, we obtain `r non-isomorphic T -modules Zλ⊗Zµ,
since distinct λ yield modules with non-isomorphic heads by the previous
part of the proof. As T has dimension `2N+r the proposition is proved.
Using the quiver construction of Section 4 we can now describe all
the non-split extensions of simple OG-modules by other simple OG-
modules.
The ideal J appearing in Theorem 1 is contained in the ideal I2 generated
by the paths in k0GP of length greater than or equal to two. Moreover,
the image of I2 in k0GP/J is nilpotent since, after transferring along χ,
it is contained in TE1; : : : ; Er; F1; : : : ; FrT , the Jacobson radical of T .
Such an ideal, J, is said to be admissible.
Theorem 3. Define Sλ;µ ≡ S−λ ⊗ S+µ for any λ;µ ∈ Q`. Then
dim Ext1
T
Sλ;µ; Sλ′; µ′  =
n
2 if λ− µ − λ′ − µ′ = αi for some i,
0 otherwise.
Proof. By [1, Proposition 3.1.8] factoring a path algebra by an admissible
ideal yields a one-to-one correspondence between the vertices of the path
algebra and the simple modules of the factor algebra. Denote the simple
T -module associated to the vertex Tb by kTb . Moreover by [1, Proposition
3.1.14] the dimension of Ext1
OGkTb; kTc is given by the number of arrows
from b to c.
Hence it remains only to identify kTb in terms of Sλ;µ. Define α ≡
α1; : : : ; αr. Given b ∈ r` define λb, an element of Q`, as
λb ≡ −b · α:
It follows easily from (17) that there is an isomorphism of T -modules
kTb →˜ Sλb; 0: (21)
The proof of Proposition 10 together with (21) yields the proposition.
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Remark 11. It is easy to see why we get two non-isomorphic, non-split
extensions. We can either extend our module in the U´−; P or the
U´+; P-tensorand.
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