ChIA-PET is a high throughput mapping technology that reveals long-range chromatin interactions and provides insights into the basic principles of spatial genome organization and gene regulation mediated by specific protein factors. Recently, we showed that a single ChIA-PET experiment provides information at all genomic scales of interest, from the high resolution locations of binding sites and enriched chromatin interactions mediated by specific protein factors, to the low resolution of non-enriched interactions that reflect topological neighborhoods of higher-order chromosome folding. This multilevel nature of ChIA-PET data offers an opportunity to use multiscale 3D models to study structural-functional relationships at multiple length scales, but doing so requires a structural modeling platform. Here we report the development of 3D-GNOME (3-Dimensional GeNOme Modeling Engine), a complete computational pipeline for 3D simulation using ChIA-PET data. 3D-GNOME consists of three integrated components: a graph-distance-based heatmap normalization tool, a 3D modeling platform, and an interactive 3D visualization tool. Using ChIA-PET and Hi-C data derived from human B-lymphocytes, we demonstrate the effectiveness of 3D-GNOME in building 3D genome models at multiple levels, including the entire genome, individual chromosomes, and specific segments at megabase (Mb) and kilobase (kb) resolutions of single average and ensemble structures. Further incorporation of CTCFmotif orientation and high-resolution looping patterns in 3D simulation provided additional reliability of potential biologically plausible topological structures.
INTRODUCTION
It is now well established that the organization of the eukaryotic genome is not random (Belmont 2014) , and both the spatial placement and structural arrangement of chromosomes could contribute to transcriptional regulation (Wendt and Grosveld 2014) . However, the detailed topology and 3D organization are still not well understood. ChIA-PET (Fullwood et al. 2009 ) and Hi-C (Lieberman-Aiden et al. 2009 ) are high-throughput, genome-wide mapping technologies which reveal long-range chromatin interactions and provide data which can be used to reconstruct the 3D structure of the genome. The outputs of these technologies are pairwise interaction frequencies (IFs) between genomic loci, and these must be converted to relative physical distances.
This process is known as inferential structure determination (ISD), and it is a fundamental tool in various disciplines, including NMR-based protein structure studies (Rieping et al. 2005) . However, applying wellestablished ISD techniques to 3D genome mapping data is not straightforward as the precise relationship between IFs and physical distances is unknown and may differ according to specific chromosomal segments and locations in the nuclear space. Nevertheless, recent results suggest that chromosome structure prediction is robust with respect to experimental noise, but more sensitive to different structural-functional relationships (Trussart et al. 2015 ).
There are a number of published methods for 3D chromatin modeling using Hi-C data . Most of the approaches share the same strategy to convert the matrix of IFs into a matrix of preferred pairwise distances, and then use these distances in an optimization algorithm to build a chromosome structure.
Variations of this approach are implemented in several programs, including TADbit (Baù et al. 2011; Bau and Marti-Renom 2012) , MOGEN (Trieu and Cheng 2014; Trieu and Cheng 2015) , MCMC5C (Rousseau et al. 2011 ), AutoChrom3D (Peng et al. 2013) , BACH (Hu et al. 2013) , PASTIS (Varoquaux et al. 2014 ), InfMod3DGen and HSA (Zou et al. 2016) . Other approaches include ChromSDE ) that used semi-definite programming, and ShRec3D (Lesne et al. 2014 ) that used a graph theory to normalize the input heatmap. An alternative strategy, described in (Meluzzi and Arya 2013) , avoids the conversion between IFs and preferred distances, and instead uses the IFs to define a Boolean matrix indicating pairwise contact status between loci, and then generates structures most consistent with this matrix.
All the efforts cited above suggest that we are still in an early and very active stage of searching for the most suitable methodologies for predicting the 3D genome organization from experimental mapping results.
We recently showed that ChIA-PET data has several advantages over Hi-C data in mapping and modeling the human genome (Tang et al. 2015) . Hi-C data is genome-wide, but generally lacks of specificity and in low resolution. Although recent Hi-C experiments have achieved kilo-base (kb) resolution (Rao et al. 2014 ), obtaining such resolution requires extremely deep sequencing of billions of reads, which is impractical and prohibitive to many applications. On the other hand, ChIA-PET achieves mapping resolutions at element level (protein factor binding sites) and requires just moderate sequencing depth (Li et al. 2010) . Previously, ChIA-PET data was only analyzed for high-frequency chromatin interactions mediated by specific protein factors (Fullwood et al. 2009; Li et al. 2012; Kieffer-Kwon et al. 2013) . Recently, we showed that the nonenriched portion of the ChIA-PET data can also be used to generate whole-genome contact maps in very good agreement with Hi-C data (Tang et al. 2015) . Thus, ChIA-PET offers a multi-scale view of chromatin organization, from multi-megabase contacts at low resolution, down to sub-megabase topologically associating domains (TADs) (Dixon et al. 2012; Nora et al. 2012) , and further to the element level of individual protein binding sites (at 50-100 bp). In light of this observation, there is now a need for a computational tool which takes advantage of this wealth of ChIA-PET data in a coordinated fashion to generate both high resolution structures from specific protein mediated chromatin interactions and lower resolution of chromosomal folding from the Hi-C-like data component.
Here we introduce a 3-Dimensional GeNOme Modeling Engine, (3D-GNOME), an open source suite of software tools that executes the 3D simulation pipeline for ChIA-PET data. 3D-GNOME is composed of multiple components, including data normalization, 3D modeling, visualization and annotation. We demonstrate the utility of this pipeline by analyzing the ChIA-PET data derived from GM12878 cells, a well-characterized lymphoblastoid cell line with a relatively normal karyotype and completely phased genome sequences from the 1000 Genomes Project (Pedregosa et al. 2011; Tang et al. 2015) . We generate models for whole genome and individual chromosome structures, either as a single best average, or as an ensemble of 3D conformations at various resolution scales, and show how including CTCF-binding motif orientations enhances structural modeling. In addition we test our computational approach on Hi-C datasets for low-resolution models, which generated similar results as the ChIA-PET data, validating that 3D-GNOME is suitable for modeling both types of 3D mapping datasets.
RESULTS

Overview of 3D-GNOME strategy and modules
Paired-end-tags (PETs) generated from ChIA-PET library sequencing are typically divided into one of the three categories ( Fig. 1A and Fig. S1 ). PET singletons were originally defined as interactions which appear only once in a given library when mapped to reference genome, but here we include in this category all PET clusters with interaction count below four. Singletons reflect the higher-order topological organization of the genome, and when binned they generate long distance contact maps (i.e. heatmaps) similar to Hi-C data. PET clusters are long-range, statistically significant interactions which represent specific interactions mediated by the protein of interest. Self-ligation PETs are short-range PETs derived from the same chromatin DNA fragment (Fig. S2) , and indicate the locations of protein binding sites, similar to ChIP-PET (Wei et al. 2006 ) and ChIP-seq (Johnson et al. 2007 ) data. Additional details are provided in supplementary methods.
3D-GNOME is a pipeline for the complete 3D simulation analysis of ChIA-PET data: it takes as input a pair of bedpe-like files listing PET clusters and singletons, and generates 2D contact heatmaps and 3D structures. The platform consists of three independent but closely related modules (Fig. 1B-E) . The first component (Fig. 1B) de-noises the data and generates low resolution, HiC-like 2D heatmaps, with options to normalize the IF matrix using a graph distance-based normalization. The second component (Fig. 1C-D) provides options for constructing 3D models of either individual chromosomes or the whole genome. The first option uses multi-dimensional scaling (MDS) to provide physical distance maps for rapid inference of the lowresolution 3D structure of individual chromosomes and the whole genome. The second option uses simulated annealing (SA) to construct 3D models at multiple scales, including high-resolution modeling using enriched chromatin interaction data, either independently from the first component (i.e. MDS analysis), or by using the low-resolution MDS chromosomal structures as initial conditions for high-resolution modeling (see Fig. S3C -E).
Lastly, the third component (Fig. 1E ) is a set of web-based visualization and annotation tools for structural analysis. Although it is developed for ChIA-PET data, the pipeline is also suitable for modeling Hi-C data, with the caveat that models constructed using Hi-C data are necessarily limited to low resolution structures.
Although the modeling approach described here in the second component of the 3D-GNOME system is superficially analogous to some methods developed for Hi-C data, our approach is uniquely designed to take the advantage of the multi-scale nature of ChIA-PET data, and generates a group of related structures at varying resolutions, thus representing a noticeable advancement in this direction.
In the following sections, we describe the novel strategies that we employ in the first and second modules in 3D-GNOME, omitting most technical details, which can be found in the methods section. The details of the visualization module can also be found in the methods section.
Data-driven 2D contact heatmaps
We have recently shown (Tang et al. 2015) that ChIA-PET data, including singletons that were previously discarded as background noise, in fact correlate well with the genome-wide signal from Hi-C experiments ( Fig.   2 and Fig. S4 ). On this basis, we formulate a modeling strategy whereby singleton data is used to determine the higher-order, low-resolution structure of the genome, and the enriched chromatin interactions identified by PET clusters are used to determine high-resolution structures by refining the low-resolution structures. At each resolution scale, we must decide on the genomic span to use as the basic modeling units (individual beads in a typical "beads-and-springs" model of a polymer). We previously identified dense groups of overlapping CTCFmediated loops, called chromatin contact domains (CCDs) (Tang et al. 2015) , and we treat these experimentally defined domains as the basis for partitioning the genome. We then group these CCDs into "segments" (Fig. S3A) , where the size of the segment is tuned to match the desired resolution (around 2Mb for human genome) for modeling, and we treat these segments as the fundamental low resolution unit. This clustering procedure is experimentally inspired by the recent CTCF biology (Rao et al. 2014; Sanborn et al. 2015; Tang et al. 2015) because it partitions the genome into highly interactive domains, thereby avoiding domain splitting that would occur with arbitrary binning.
We evaluate the utility of our binning scheme by comparing it with a conventional partition using bins of uniform size. Using Chromosome 6 as an example (Fig. 3A) , although the higher-order heatmap patterns are visually similar, careful inspection showed that the CCD-based heat map revealed more detailed contact structures with larger differences in the values of neighboring bins than the uniform-size heatmap, which is suggestive of a better signal-to-noise ratio due to the use of the natural domain structure. To quantify this observation we calculated the ratio of the value of neighboring bins for each heatmap (see Methods) and plotted the resulting distributions (Fig. 3B ). These distributions are significantly different
, with the uniform-sized binning scheme exhibiting a much narrower range of values concentrated near 1, suggesting that uniform bins frequently divide the contact patterns from individual interactions, while CCD-based bins better describe the domains underlying these interactions (Fig. 3B ).
One complication with using a uniform binning scheme is choosing an ideal resolution that is high enough to avoid washing out interaction peaks, but also low enough to avoid introducing spurious peaks due to noise in the data. Moreover, the ideal uniform bin size is likely to differ at each interaction locus. To illustrate this effect, we used 21 long-range (>2 Mb) and strong (IF > 8) interactions, and constructed contact matrices at these loci using both CCD-based bins and uniform bins of various sizes (0.1 Mb to 2 Mb). For each contact matrix we calculated the signal-to-noise ratio (SNR) for the interaction peak, which we defined as the ratio between the matrix entry with the largest value and the background calculated as an average of its 8
neighbors. The bin size that optimized the SNR varied across the 21 loci; for about half of the loci the optimal bin size was 0.5-0.6 Mb, but the range was from 0.5 to 1.4 Mb (Fig. 3C ). Intuitively, a high SNR is obtained for bins matching the size of interacting loci. As the size of interacting loci varies across the genome, a partition using uniform bin sizes would miss or underestimate the strength of interactions within regions smaller or larger than the bin size. In many cases, the CCD-based bins realized a near maximal SNR despite using much lower resolution bins (Fig. 3D ). This analysis suggests that, at least at these loci, the CCD-based binning procedure better captures the underlying interaction patterns than the uniform binning scheme.
Although our analysis suggests that data-driven binning is an ideal scheme for 3D modeling at the resolution of chromatin domains, where the objective is to identify a small set of low resolution bins with large SNRs, we note that CCD-based binning may not be ideal for all analyses and a more extensive investigation of this issue is beyond the scope of our current study.
Simulation Method
Low resolution models are constructed by one of two methods, either simulated annealing (SA) or multidimensional scaling (MDS). In the SA approach, we first convert the interaction frequencies (IFs) in the singleton heatmaps into average distances between chromatin segments, following the conventional assumption that the two are related through ߙ is the scaling exponent. Given the preferred distances, we minimize a harmonic energy functional using SA to arrive at a best low resolution structure. In the MDS approach, we first normalize the IF heatmap to a graph distance (GD) heatmap, use the GDs to infer physical distances, and use these physical distances to generate a structure using MDS. Our GD method is similar to previous works of Lesne et al. (Lesne et al. 2014 ), Fraser et al. (Fraser et al. 2009 ) and finally our own work Pietal et al. (Pietal et al. 2015 Figure S5 shows examples of low resolution structures for all 23 chromosomes.
Although motivated by ChIA-PET data, our low resolution pipeline works equally well with Hi-C data.
Figs. S6 and S7 show low resolution models for all 23 chromosomes generated using MDS and based on either ChIA-PET (Fig. S6) or Hi-C (Fig. S7 ) data. There is general agreement between the ChIA-PET and Hi-C derived structures, which is yet another indication that ChIA-PET data recapitulates the salient features of Hi-C data.
High resolution models are constructed in two steps, first by decomposing segments into individual PET interaction anchors and loops (the intervening space between two interacting anchors), converting PET IFs into preferred relative distances and minimizing a different energy functional, and then by filling in the regions between anchors with "sub-loop" nodes, and modeling the interaction between these nodes using standard polymer physics (stretching and bending energies).
The high resolution models are then optionally refined as illustrated in Fig. 4 . It was recently reported that most CTCF interactions are aligned with their motifs in a "convergent" orientation, with a smaller portion aligned in a "tandem" conformation (Rao et al. 2014; Tang et al. 2015) . Based on the structure of the CTCF dimer, we hypothesized that the chromatin interaction occurs with the CTCF binding motifs aligned, creating hairpin loop structures for convergent motifs and coiled loops for tandem motifs, as illustrated in Fig. 4A . Thus, we included an interaction term that tends to align CTCF motifs, a consequence of which are more strictly organized CTCF clusters ( Fig. 4B-C) . As a second level of refinement, the loops between anchor regions are perturbed using PET singleton data to describe interactions in the loop region. Contact matrices (Fig. 4D ) are constructed using a combination of the singleton data and polymer physics models (see Methods for details), and the IFs are converted to preferred distances. When incorporated in the model these interactions modify the loops in various ways (Fig. 4E ). The inclusion of CTCF motif orientation and sub-loop refinement allows us to generate highly detailed high resolution models. We modeled a CCD on Chromosome 12 of GM12878 cells ( Fig. 4G ), which generated a complex chromatin looping structure (Fig. 4H ). The predicted structure shows the organized CTCF cluster resulting from motif alignment and an irregular looping structure most consistent with the data.
We validated our modeling approach using heatmaps from simulated structures. A complete discussion of our validation experiments, the robustness of our approach, and parameter values can be found in the Supplementary Material.
Whole Genome Modeling
The structure of the entire genome content -at the chromosomal, segmental and sub-anchor levels -is presented in Fig. 1D . Models at chromosomal and segmental levels provide a structural overview, highlighting the general shape and relative placement of chromosomes. The sub-anchor and loop level models provide a more detailed view of individual domains and chromatin loops. Despite not enforcing excluded volume in our simulation, chromosomes tended to segregate into discrete chromosomal territories. However, detailed examination revealed some physically impossible overlaps between chromatin loops, especially for large loops. This was a consequence of our decision to ignore long-range and inter-chromosomal interactions at the anchor level, as well as indiscriminate effects of excluded volume or constraints from the nuclear membrane.
Future improved versions of 3D-GNOME will include features for these parameters, which can be turned on for more realistic modeling or turned off to increase computation speed.
Ensemble Analysis
Given a large contact heatmap of IFs, there could be several 3D structures which are consistent with the data.
As ChIA-PET data represents an average over a large population of cells, generating an ensemble of consistent structures may be more representative of the diversity of chromatin conformations in the population.
Using our hierarchical modeling approach allowed us to perform an ensemble analysis at multiple resolutions.
At each resolution we generate 100 structures using different initial conditions, and then compare all pairs within the ensemble. To compare two structures, ܽ and ܾ , we use a distance measure given by
is the distance between beads ݅ and ݆ in structure
‫ܣ‬
, and
is the expected distance between these beads given the heatmap. This measure is insensitive to mirror symmetries, and is thus more appropriate for chromosome data than the commonly used RMSD. We compute the distance between all pairs of structures in the ensemble and use these to build a pairwise distance matrix (Fig. 5 ).
Clusters of similar structures are identified by performing a hierarchical clustering analysis on the pairwise distance matrix.
At the whole genome level the pairwise distance matrix (Fig. 5A ) shows only small differences between the models. The matrix does not decompose into any distinct clusters, suggesting that the simulation on this level yields very similar results across different runs. A possible explanation for this result is that, with only 23 beads, the number of restraints is on the same order as the degrees of freedom, and thus the system is characterized by a single, well-defined structure.
At the chromosome level the clustering analysis consistently identified prominent subsets of structures.
For example, the clustering analysis of Chromosome 14 indicated three large clusters categorized the majority of structures (Fig. 5B) . From each of these main clusters we selected representative structures for further study. The striking differences between the structures indicated that our clustering analysis indeed identified distinct subpopulations of structures.
To investigate high resolution ensembles we modeled the genomic region chr14:54832979-57034235. We created 100 structures on the subloop level and performed the clustering as described above. There are easily discernable, visible differences between the structures, and the hierarchical clustering analysis did not identify any large, prominent clusters (Fig. 5C ). This suggests that the local structure does not consist of a number of well-defined populations, but instead dynamically samples a wide range of conformations. This behavior is to be expected in our simulation, because the scarcity of singleton data at the subloop level means the structure is dominated by the physics underlying a random polymer chain. Structures representing the three largest clusters for each level are presented in Fig. 5D -F.
Combining the previous results, the modeling suggests that the organization of the genome is most well-defined at the lowest resolution, and becomes progressively more variable and dynamic at higher resolutions. This conclusion, which is obtained directly from the experimental data and static modeling, is in good agreement with our physical expectation that global structures undergo slower and less dramatic changes than the changes observed at high resolutions. We note, however, that each structure in an ensemble is still a representation of the population data, and at this point it is a hypothesis that these structures represent instances of actual structures in the population. To create an ensemble representing the true subpopulations (assuming that they exist) one would need to disentangle the contact heatmap into a number of subpopulations heatmaps, and methods for such a deconvolution are currently under investigation (Kalhor et al. 2012; Junier et al. 2015) .
DISCUSSION
We have demonstrated that the 3D-GNOME software suite performs well for 3D chromatin structure modeling using elements based on experimentally determined biological objects -CCDs and chromatin loops -instead of a uniform partitioning of the genome. Although the simulation algorithm was developed for ChIA-PET data, it can be adopted for any contact frequency data generated by other methods, as long as the location of chromatin contact domains and individual loops are provided for the high-resolution modeling. This can be inferred from the contact data itself or determined using a separate data set. In particular, there are now several software packages designed to identify topologically associating domains (TADs) and loop regions from Hi-C data sets (see (Trussart et al. 2015) for a review), and these structures can be used in 3D-GNOME in the same manner as CCDs.
The three modules of 3D-GNOME are tightly integrated to provide a complete data analysis pipeline.
The first software component consists of tools for 2D contact heatmap generation and normalization using graph distance calculations. The graph distance calculations are required as input for the MDS algorithm but are otherwise completely optional. The second 3D-GNOME software component consists of structural modeling tools. If only low resolution structures are of interest, then MDS may be preferred because of its computational speed. On the other hand, the Monte Carlo SA approach generates structures at multiple resolutions. This allows for a multi-scale analysis of chromatin structure, whereby 1) the lowest resolution structure provides the relative positions of individual chromosomes in the nucleus, 2) the segment level provides a low-resolution structure, while 3) the PET anchor and sub-anchor levels provide a high-resolution structure.
Finally, the third software component consists of a web-based, interactive 3D-viewer, used for visualizing and analyzing structures produced by the simulation platform. The viewer runs in any modern web browser and does not require any locally installed software. Furthermore, chromosomes can be displayed at different resolutions via a dropdown menu, and there are tools for highlighting regions of interest and overlaying genomic annotations. Examples of overlaid genome annotations are shown in Fig. 1E , and a screenshot of the viewer is shown in Fig. S8 . In addition to user-supplied annotations, we intend to integrate a wide range of genomic modification data from the ENCODE Project for direct use in the web-based viewer.
Overlaying such annotation data on 3D structures can reveal patterns and clustering which are not apparent in the 2D heatmaps (Hu et al. 2013) . The general availability of such data in a web-based structural viewer is expected to greatly accelerate and enhance functional analysis.
The structures generated by our 3D-GNOME platform are robust to noise and to variations in the underlying parameters. It is important to note, however, that the true shapes of in vivo chromatin loops are not known, due to limitations in current experimental techniques and data interpretation. Therefore, the theoretical foundations of 3D-GNOME are based on current knowledge and physically reasonable assumptions from polymer theory. As new data becomes available, 3D-GNOME algorithms may need to be further improved.
Nevertheless, our current platform contains useful and powerful analytical tools that will promote further research in this field.
METHODS
ChIA-PET data
ChIA-PET data for GM12878 cells was obtained from (Tang et al. 2015) . PET interactions were identified and classified following the approach in (Li et al. 2010) , with modifications described by (Tang et al. 2015) , using a PET cutoff of 4 -PET clusters with counts less than 4 are considered not significant, and these weak interactions are grouped with PET singletons. Although we prefer this analysis method, several methods are available for calling PET interactions (Paulsen et al. 2014; He et al. 2015; Phanstiel et al. 2015) , and the output of any of these methods are suitable as input to 3D-GNOME.
The data processing pipeline identified 93,409 PET clusters as well as 35 million singletons from the CTCF ChIA-PET library (Table S1 ). Similarly, we obtained 113,591 PET clusters and 53 million singletons from the Pol II ChIA-PET library (Table S1 ).
2D contact heatmap generation for comparison between ChIA-PET and Hi-C data
Hi-C data for the GM12878 cell line was obtained from Selveraj et al. ). The expected number of interchromosomal interactions for each chromosome pair i, j was calculated by multiplying the number of interchromosomal PETs connected to chromosome i with the number of interchromosomal PETs connected to chromosome j and then dividing by the total number of interchromosomal PETs. Normalized contact frequencies were calculated by taking the actual number of interchromosomal PETs between chromosome i and j and then dividing by the expected value. For the intra-chromosomal contacts, each individual chromosome was divided into 1 Mb loci and PET clusters and singletons were binned according to the location of both ends to produce a contact frequency matrix. The contact frequency matrix for topologically associated domains was generated in a similar manner.
Heatmap generation using CCD based binning and uniform size binning
CCDs were defined based on connectivity of CTCF loops for GM12878 cells, as described in (Tang et al. 2015) . Each chromosome has a variable number of CCDs (Fig. S9 ) and the average size of CCDs is 980 kb.
For the CCD binning scheme each chromosome was partitioned according to its CCDs, and the CCDs were extended to encompass the gaps between them except for CCDs bordering the centromere. Heatmap values were calculated using singleton data. Raw counts were first normalized to bin area to account for varying CCD sizes, and then normalized according to (Trieu and Cheng 2014) . 
Graph Distance Map and Multidimensional Scaling
MDS is a general-purpose method for converting pairwise similarity matrices between objects to distances between those objects (Pietal et al. 2015) . For our purposes the objects are individual genomic loci and the similarity matrix is the heatmap derived from singleton interactions. Our MDS component starts with the interchromosomal singleton heatmaps normalization for the chromosome length. This is achieved by scaling all entries with a factor based on the respective chromosome sizes (see Supplementary Materials for details).
Noise detection and removal
ChIA-PET contact maps are dominated by small values, which represent intrinsic background noise.
MDS relies on the calculation of a graph distance between any two loci (described below), and for this calculation background noise is particularly problematic because it generates spurious contacts between loci, which tend to collapse the overall structure. The histogram of heatmap values, as shown in Fig. S10 Gaussian are used to define a threshold, µ+nσ, with n a small positive integer. All heatmap values smaller than this threshold are set to zero. The remaining values are scaled by the largest value in the heatmap, which produces a frequency map with entries between 0 and 1. Finally, all diagonal entries are set equal to 1. All offdiagonal entries are also set equal to 1 if at least one of these entries is less than our contact threshold of 0.5.
This step is required to ensure that the frequency map can be interpreted as a fully connected graph, as described below. The normalization procedure just described is applied to inter-chromosomal data and then separately to each intra-chromosomal heatmap.
Graph distance calculation
The input to MDS is a matrix of graph distances between nodes. Given a graph of nodes connected by edges, the graph distance between any two nodes is simply an integer specifying the number of edges in the shortest path separating the nodes. If the frequency map generated above was truly binary (all values either 0 or 1), it would be trivial to construct a connected graph where each node represents a genomic loci and each edge an interaction. As our frequency map is not binary, we use well-established concepts from the field of fuzzy logic to define and calculate the graph distances.
Given a frequency map is allowing for the use of modified forms of addition and multiplication, which are defined for fuzzy algebras.
These modifications ensure that all operations produce values between 0 and 1, and can therefore be interpreted as frequencies. Multiplication is replaced by a T-norm, and addition by a S-norm. There are various T-and S-norms in common use, among which the simplest are the "probability norms", namely,
We tried several T-and S-norms, including the probability norm, the Lukasiewicz norm, and the Hamacher norm, and found they gave slightly different results. For graph distance calculations, matrix multiplication is performed as usual, but all instances of multiplication and addition are performed using the T-and S-norm, respectively. Fig. S11 shows the distribution of graph distances obtained using different T-norms.
Discrete to Continuous Graph Distances
After calculating graph distances for all inter-and intra-chromosomal frequency maps, we use the scaling equation from Wang et al. to associate a physical diameter with nodes. This diameter should be directly proportional to the largest entry in the graph distance matrix. Thus, as a final step before MDS, we convert the discrete graph distance matrix into a continuous graph distance matrix by multiplying by the diameter and dividing by the maximum graph distance entry. This transformation generates a 2D graph distance matrix, which is a crude approximation of the real distance map, and is thus fully suitable for further processing and refinement by the MDS. Fig. S12 shows a heatmap of the graph distance matrix for the entire nucleus.
Multi-dimensional Scaling
We run MDS with the fully processed graph distance map by using the MDS implementation in the Orange Data Mining package (Demšar et al. 2013) . MDS uses the graph distances to construct a stress function, and generates a 3D structure, which minimizes the stress function. The minimization procedure is very similar to Monte Carlo based simulated annealing. Additional details are provided in the supplemental material. The output of MDS is a list of the spatial coordinates of beads representing all genomic loci defined in the graph distance map. Our script generates output files in the PDB format (Berman et al. 2000) , which contains ALA/CA pseudo-atoms for visualization in popular programs such as PyMol (DeLano 2002) and Chimera (Pettersen et al. 2004 ). Additionally, a final distance map and graph distance map are generated in a PROTMAP2D format file, which is a slightly modified CASP RR format file (Pietal et al. 2007 ). 
Multiscale Monte Carlo Simulated Annealing
Nucleome representation and partitioning
In our multi-scale Monte Carlo approach the human genome is represented as a hierarchical tree structure to take advantage of the multi-scale nature of ChIA-PET data. A root node represents the entire nucleome. At all other levels individual chromosomes are represented using a conventional beads-on-a-string polymer model, where each bead represents a specific genomic location with well-defined initial and final genomic coordinates.
The level below the root node consists of one bead for each chromosome. Thus, this level consists of 46 beads for diploid modeling, 23 beads for haploid modeling (the usual case in the absence of phased information), or a single bead for individual chromosome simulations.
Under each chromosome node are three additional levels, each representing the chromosome at increasing resolution. We use the following terminology to describe the beads at each level. At the lowest resolution level are "segments" which span approximately 2 Mb. Next is the "anchor" level, where each bead represents an experimentally observed PET anchor. At the highest resolution are "sub-anchors", which are beads representing the regions between observed anchors. The beads at each level have a parent-child relationship, where each low-resolution bead is associated with child beads, which span the same genomic region, as illustrated schematically in Fig. S15 .
To construct the hierarchical tree we begin with the anchor level. At this level beads are defined by the PET interaction anchors. Extremely long-range PET interactions (> 2Mb) are filtered at this level in order to facilitate the clustering described next.
We observed that PET interactions tend to cluster together such that there are genomic regions dense with numerous interactions which are separated by genomic regions devoid of interactions or with only weak interactions, as shown in Fig. S3A . We call the former regions chromatin contact domains (CCDs). We hypothesize that CCDs possess a particular structure in which all the anchors belonging to the block are tightly packed together in an interaction complex with the chromatin loops extending on the sides.
The CCDs are not uniformly distributed across the genome, but rather tend to cluster together. We aggregate CCDs that are separated by a relatively short genomic distance to define the segments, which are the fundamental objects of the lower resolution level above the anchor level. There are two reasons we use segments instead of CCDs as the nodes at the lower resolution level. First, CCDs that are very close to each other may in fact have interactions, which would be revealed with either deeper sequencing or by using a different protein factor to construct the ChIA-PET library. Secondly, the distribution of CCD sizes is very broad, ranging from 10 kb to 7 Mb (Fig. S16) . Clustering CCDs produces segments with a narrower size distribution, which both reduces size-related biases in the heatmaps and allows for a more direct interpretation of predicted chromosome structures.
We note that while the identification of CCDs is unique their clustering into segments is arbitrary. The program will automatically cluster CCDs into segments based on the user's desired resolution, the size and density of the CCDs, and the size of intervening gaps. Automatic partitioning generally produces acceptable segments for modeling, but as an alternative the program will also accept user-defined partitions based on a visual inspection of the CCDs. The results presented below were generated with a manual partition of the genome. See the supplementary materials for more details.
To model the loops between PET anchors we introduce a sub-anchor level, which consists of beads that fill in the genomic regions between anchors. We do this in the simplest possible manner; namely, the gap between anchors within a CCD is divided into a predefined number of regions. Here we used either 5 or 7 subanchors per loop. Note that the regions between CCDs are not modeled in this way, primarily because we do not have enough data to model these regions, but also because we do not expect substantial looping in these gaps.
Simulated annealing for structure reconstruction
The general procedure for generating a structure is the same for each level. Energy is defined which is a function of the node positions, and Monte Carlo simulated annealing is used to find a structure, which minimizes the energy. In general the energy can be written as
where the first term includes standard polymer interactions such as stretching and bending energies, and the second term includes all additional interactions imposed by the experimental data. The experimental data is used to define a preferred distance, 
‫ݎ‬
, between each pair of nodes. The exact energy function and the method of calculating preferred distances are different for each level, as described below. We work in a top-down approach, where lower resolution structures are constructed first and are used to inform the structures at higher resolutions.
Chromosome and segment levels
The methods at the chromosome and segment level are similar and we present them together. At the chromosome level we use both inter-chromosomal PET interactions and singletons to construct interchromosomal heatmaps. The value of the heatmap entry between two chromosomes is the sum of the individual IFs for all PET interactions and singletons between those chromosomes. At the segment level we use intra-chromosomal singleton and long-range PETs (those that were filtered out at the anchor level) to construct a heatmap.
After binning, the heatmaps are first normalized to account for bin size, the idea being that larger regions will naturally experience more interactions just by chance. Given two segments with lengths ݂ is the raw IF. Next we rescale the heatmap so that each row contains the same total count, based on the assumption that each genomic region should have equal "visibility". Optionally, the heatmap can be denoised using the procedure described in the MDS section. The normalized IFs are then converted into preferred distances using an inverse power law
ܿ is a constant of proportionality. The best power for structural modeling has been extensively discussed in previous studies (Rousseau et al. 2011) . Different polymer models predict different powers, but (Rousseau et al. 2011) showed that structural predictions are robust over a range of parameters. We performed a rankingbased analysis to identify the parameter value ߙ ൌ 0 . 6 that yields the structures for which distances between beads best correspond to the contact frequencies (see Supplementary Materials and Fig. S17 ). We highlight the fact that the frequency-distance scaling is performed only on the chromosome and segment level, i.e. at the resolution of few Mb. At the higher resolutions we use genomic distance to define a physical distance, as described below. Some of the predicted distances are unrealistically large because of small IFs, which are a consequence of low binding affinity, poor mappability, or some other technical artifact. We therefore cut off large distance values using ). Optionally, the pipeline can use the MDS procedure described above to generate preferred distances for low-resolution levels.
The energy function is
, which is the standard harmonic potential where each interaction is represented by a spring connecting two beads. At the chromosome level the initial configuration is determined by randomly placing each bead in the nuclear volume. Simulated annealing is run for several random initial configurations and the configuration with the lowest energy is chosen as the best structure. At the segment level the initial configuration is constructed by randomly positioning the segment beads within a sphere centered at the parent chromosome position of radius ܴ . This initial configuration ensures segment beads begin near their preferred position and thus speeds convergence of the simulated annealing algorithm.
Optionally, the low-resolution structure from MDS can be used as the initial configuration.
We note that inter-chromosomal interactions may or may not be used during the segment level simulation. If they are used then the model will accurately capture relationship between genomic fragments on different chromosomes. However, it can be argued that such relations aren't very confident, partly because of the difficulty with obtaining phased diploid contact maps, and thus it may be preferable to use only the more confident intra-chromosomal interactions at this level. In this case the chromosome conformations are constructed independent of each other but with a proper relative position in a nucleome. This does not modify our model and either approach can be used depending on the quality of the data, depth of sequencing, or other biological and/or computational factors.
Anchor level
Only 
Sub-loop level
At the sub-loop level we consider several contributions to the energy in order to properly generate the loops between anchors. First, in order to ensure that the physical size of a loop scales with its genomic span, we include a term which imposes a larger distance between sequential sub-anchor beads separated by a larger genomic span. All polymer models predict a power law relationship between arc length and physical size, and thus we use We introduced the orientation of CTCF binding motifs into our computational algorithm in the following way. The genomic orientation of a motif (determined by whether the motif is directed upstream or downstream)
is reflected in the structural, 3D motif orientation, which is defined as a unit vector tangent to the chromatin curve at the location of the motif. The vector points either "along" the fiber (from the 5' to 3' direction) or in the opposite direction, depending on the genomic motif orientation. These directions correspond to rightward and leftward motifs, respectively. We assume a pair of interacting anchors with CTCF motifs will preferentially align with their tangent vectors pointing in the same spatial direction (Fig. 4A, B) . To account for this interaction we include a third energy term based on the orientation of interacting anchors, These energy terms can be used to model smooth, circular loops passing through the fixed anchor beads, but they do not account for interactions between sub-anchors in different loops. To determine the effect of these interactions we build two heatmaps, as illustrated in Fig. S28 . First we use the intra-CCD singletons to construct a sub-anchor heatmap (Fig. S28B ). This heatmap is not directly used to compute preferred distances because it contains many null entries, which are simply consequences of the sparseness of interaction data at extremely high resolutions. To impute these missing values we construct several structures using just the distance and bending energies (Fig. S28C ). For each structure we construct a heatmap using the distance between each pair of loci, and then these heatmaps are averaged to produce a consensus distance heatmap.
Each entry in the distance map is then decreased in proportion to the corresponding entry in the singleton heatmap to generate a refined distance heatmap (Fig. S28D) , and these reduced distances are used to define the fourth energy term,
but the sum is over all pairs of beads instead of just over neighbors. An example sub-anchor structure is shown in Fig. S28E .
Combining these terms we arrive at
‫ݓ‬
‫ݓ‬ ௧
are weights assigned to particular energy terms.
Optimization algorithm
Monte Carlo simulated annealing proceeds in the conventional fashion, namely, at each step a random bead is chosen and shifted by a vector drawn at random from a sphere of a specified radius. The new energy is calculated and the move is accepted if
, then the move is accepted with probability
, where T is analogous to the temperature. This form differs from the Boltzmann form typically used in Metropolis Monte Carlo simulations, but any form is acceptable for simulated annealing and this form is convenient because it is insensitive to the magnitude of the energies and thus provides more flexibility with parameter choices. The "temperature" is initialized to
, and is reduced after each step,
. The simulation is checked every
steps, and the simulation is stopped when the energy decrease since the last milestone is below a user defined threshold.
Visualization tools
An essential component of any spatial modeling pipeline is the ability to visualize the resulting structures. We first developed a desktop application written in C++ to visualize the structures, using the Qt framework to create the user interface and OpenGL for 3D rendering. To improve portability, we then developed an HTML5 web application supporting three-dimensional interactive visualization. A screenshot of the application is shown in Fig. S8 . We use the open source JavaScript library Three.js to enable WebGL based, GPU-accelerated three-dimensional graphics. The user interface is developed with the lightweight dat.gui library. Simulation output files in HDF5 format are served using the JSON RESTful Web Services API to dynamically deliver data to the client side browser. By choosing an HTML5 implementation for the user interface we can ensure that any user with a modern browser can simply visit our applications web site in order to start using our application with interactive 3D graphics. This is in contrast to most other 3D modeling applications, which may have specific operating system requirements (usually requires desktop installer).
The viewer supports the full range of mouse-controlled 3D transformations, including translations, rotations, and zooms. The viewer was built to support the multi-scale modeling philosophy of 3D-GNOME, and allows the user to seamlessly transition between structures at different resolutions. Whole genome visualization is provided up to the 2 Mb resolution, while individual chromosomes can be rendered at the 10-100 kb resolution. Structural analysis is aided through a variety of visualization options. At the highest resolution the viewer can display the location of DNA binding proteins, which were used to generate the ChIA-PET library and indicate the local interactions between genomic regions that are mediated by these factors.
Specific regions of the chromosome may be highlighted by defining the genomic coordinates of interest.
Functional analysis is supported by allowing the user to upload a genomic annotation file in the standard bed format. The genome is then colored to reflect the annotation values in different regions, as shown in Fig. 1E and Fig. S18 . Such analysis can reveal patterns and clustering of histone marks or DNA methylation, which
were not apparent in the 1D looping maps or the 2D heatmap. We are currently working to provide the full data set of ENCODE-tabulated variations for various cell lines as default annotation options.
It is often of interest to compare genomic structural changes induced by an experimental protocol to a control genome, or to compare genomic structure at different time points after drug treatment or other perturbation. To facilitate such comparisons, the website provides the option to simultaneously display multiple independent 3D viewers. Automatically identifying the optimal alignment between two large structures is a nontrivial operation and is currently not supported. However, it is often trivial for a user to visually align two chromosomes or regions of interest, for example, by highlighting specific regions to aid in alignment. Once a desired alignment is obtained, identical transformations can be enacted by manually entering translation vectors or rotation angles.
SOFTWARE AVAILABILITY
The software that was used for this study is available for download (see Supplementary Materials 
