A new framework to study the stability of nonlinear systems is presented. Given a nonlinear system, the authors first decompose it as the feedback interconnection of two operators and a decaying input originated by the initial state. Using these operators, the non-zero initial state stability problem is converted into an input-output stability problem. Based on this approach, sufficient conditions for global stability for unforced nonlinear systems are derived. In the case of local stability, a new method is proposed to estimate the stability region.
Introduction
The traditional approach to study the stability involves the Lyapunov method [1 -3] . In this method, the notion of stability is restricted to unforced systems and stability of 'equilibrium points'. The analysis requires finding the so-called Lyapunov function, whose derivatives along the system trajectories must be negative definite, or semidefinite. Finding this function is usually challenging, thus limiting the application of this method.
An alternative way to study the stability of nonlinear systems is the so-called 'input-output' stability approach. The input-output theory of systems was initiated in the 1960s by Zames and Sandberg [4, 5] . Unlike the Lyapunov method, the input-output stability theory considers systems as mappings from an input space of functions into an output space. This method suffers from a problem similar to the Lyapunov method. Indeed, the study of stability in this method involves finding a storage function, which is as difficult to find as a Lyapunov function.
In [6] , bridging in some sense the two classical notions of stability, the concept of 'input to state stability (ISS)' was introduced. Roughly speaking, in an ISS system, if the inputs are small, then system trajectories converge to a ball in state space, whose radius depends upon the input size, see [7, 8] and the references therein for more details. This notion differs from the input -output theory mainly in that it takes into account the initial states, which are ignored in the input -output stability. It is also different from stability in the sense of Lyapunov because it considers forced systems. Checking for ISS is usually very difficult as it requires finding the so-called ISS Lyapunov function with very stringent conditions. Along with the aforementioned three major approaches, stability of systems, in its various forms, continues to inspire researchers. Motivated by the classical small gain theorem, 'nonlinear' small gain theorems are discussed in [9 -11] . The notion of non-uniform in time robust global asymptotic output stability is introduced in [12] for a wide class of systems. An extension of the second method of Lyapunov to study the stability of infinite-dimensional discrete-time systems is presented in [13] .
In this paper, we study the stability of unforced nonlinear systems. We develop a new framework for the analysis of stability of systems based on operator-theoretic methods. First, the nonlinear system is arranged as a feedback interconnection of a memoryless nonlinearity and a linear system with initial state as an input signal. The main difference between our decomposition and traditional ones is in the way initial state is dealt with. In our method, initial state contributes to the feedback interconnection as an exogenous input whereas in traditional methods, any change in initial state is handled by defining a new operator. In our approach, since initial state is considered as an input, stability of unforced nonlinear system can be investigated by the input-output stability methods and stability of the nonlinear system is interpreted as the inputoutput stability of the resulting feedback system. After decomposing the system, sufficient conditions for global and local stability of the system are derived using classical tools. For local stability, the notion of 'stability regions' is introduced and is shown to be useful in applications. A method to compute the stability region is also developed. It is important to note that our method does not require finding a Lyapunov-type function.
The paper is organised as follows. In Section 2, we introduce the notation and present some preliminary results. In Section 3, we study a new representation for unforced nonlinear systems, called the z A representation. The z A representation is an equivalent structure of an unforced nonlinear system, which involves only an inputoutput structure. In Section 4, the z A representation is used to provide sufficient conditions for global stability and global asymptotic stability of unforced nonlinear systems in terms of conditions on the gain of certain operators. In Section 5, local stability of unforced nonlinear systems is studied with a new definition of region of attraction, which extends into two regions. Sufficient conditions for local stability in term of those regions are derived. Some examples are given to show the effectiveness of the results.
Notation, preliminaries and computation
Let R and C denote the fields of real and complex numbers, respectively. R n denotes the space of n Â 1 real vectors. The Euclidean norm in R n is denoted by k Á k. I nÂn denotes the n Â n identity matrix. LHP and RHP stand for left-and right-half plan of the complex plane, respectively. Let B p (c, j) denote the open ball with centre c and radius j with norm p, that is
Usually r is a finite integer; we drop r and write L p instead of L r p . To distinguish among various norm notations, we indicate the space as a subscript for the norm, such as
Whenever the space is not mentioned, norms with t argument denote Euclidean norm at t and without t denote the L p norm where p is as a general number or can clearly be understood from the text. Let T T denotes the Truncation operator: for f (t), 0 t , 1,
, and zero otherwise. We also denote the truncation of f (t) by f T (t) :¼ T T f (t). For an operator l: L p ! L p , let g p (l) stand for the induced norm (gain) of the operator defined as
where the supremum is taken over all u [ L p and all
In this paper, we will frequently use operator gains. In this section, we take a brief look at some of the computational methods for norms.
Continuous-time, linear time invariant (LTI) operators
Let g(t) be the impulse response of a stable LTI system. We will denote by G the convolution operator defined by Lemma 1: Suppose that G is a linear time-invariant stable operator with impulse response g(t) :
Then
where k Á k H 1 denotes H 1 norm. Some standard algorithms to compute the H 1 -norm can be found in several references. See for example [15] . To compute kg ij k L 1 ¼ Ð 1 0 jg ij (t)j dt for strictly proper systems, any numerical integral approximation method, for example rectangular and trapezoidal, can be used.
Autonomous and non-autonomous memoryless nonlinearities
In this section, the operator of interest is in the form of
Lemma 2: Suppose that there exists a constant m p such that
Proof: With direct computation, the 1-norm, 2-norm and 1-norm of a memoryless autonomous nonlinear operator can be found approximately with arbitrary accuracy. Matlab can also be used to find the aforementioned norms.
Example 1: Consider the following memoryless nonlinearity where
Using the 'fminsearch' command of Matlab, the minimum of g(x 1 , x 2 , x 3 ) is 1.2678 and consequently g 2 (F) % 1=1:2678 ¼ 0:7888.
z A representation
Assume that the nonlinear system of interest is
where f : R þ Â R n ! R n is locally Lipschitz. We will consider the stability of the equilibrium point at the origin x ¼ 0. It is well known [1] that stability for other points or any desired trajectory can be transformed to the study of the stability of the origin. Let A [ R nÂn whose all eigenvalues are in open LHP. Define
and consequently
The block diagram of (8) is depicted in Fig. 1 . F(t, x) is a non-autonomous static nonlinearity and L is a linear system with the following state equation
It is well known, for example [17] , that the response of L is
Let now define the operators G and V
and G is a linear autonomous operator. For detail about the V-operator, see the Appendix. The state space representations for G is
Let L x 0 denote L with the initial condition x 0 . Therefore
substituting (11) in (13)
The structure shown in Fig. 1 can be represented by its equivalent, which is depicted in Fig. 2 . This representation of the nonlinear system will be referenced to as the z A representation with operator ordered set [F, G, V]. 
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The following theorem provides a sufficient condition for stability of unforced nonlinear systems.
Theorem 1: Given a continuous-time system of the form
(ii) if, in addition to (i), g 2 (F) Á g 2 (G) , 1, then N is globally asymptotically stable in sense of Lyapunov.
Proof: (i) In this section of the proof, all of the norms are either 1-norm or L 1 -norm, depending on the case. Because both V and G map zero into zero, their biases are zero. According to Lemma 3,
According to the small gain theorem, for example
To show that the system is stable in the sense of Lyapunov, it is enough to show that for any given e there exists d such that
e for all t ! 0. Without loss of generality, it can be assumed that the norm in R n is k:k 1 , for example [2] . We claim that for any given e, d can be chosen as
Since for any given e there exist some d , (1 À g 1 (F)g 1 (G)=g 1 (V)) e, stability is global. It is important to note that since g 1 (V) ! 1, g 1 (F) ! 0 and g 1 (G) ! 0 then (1 À g 1 (F)g 1 (G)= g 1 (V)) 1 and d e. 
. Now, we use a corollary of Barbalat's lemma that is (e.g. [18] p. 491).
Corollary 1: Consider the function
which meansḟ [ L 1 . On the other hand
that reveals that f [ L 1 . Corollary 1 implies that lim t!1 f(t) ¼ 0 and consequently lim t!1 x(t) ¼ 0. A Theorem 1 can be used to check the stability of nonlinear systems with the help of the mentioned computation methods. Moreover, A plays the role of a free parameter. It is important to note that the theorem states sufficient conditions for stability. This implies that it is sufficient to find just one A that satisfies conditions of the theorems. If such a matrix A is found, the system is stable even if there exist other A matrices, which fail the condition. If such a matrix A cannot be found or does not exist, the stability or instability of the system cannot be proven using the theorem.
A formal methodology to find the optimised A, which provides lowest g(F) and g(G) and potentially satisfies g(F) Á g(G) , 1, has yet to be developed. A possible trialand-error strategy is to start by choosing A as the linearisation of f and decrease the aforementioned gains by adding or subtracting linear terms from each entry of F and altering the corresponding entry of A.
To compare the results with LTI systems, consider the following perturbed LTI system
x where a . 0. Consequently, A ¼ ÀaI and G defined as (11a) or equivalently (12) . To compute g 1 (G), Lemma 2.1 can be used. The impulse response of G is G(s) ¼ (1=s À a)I and g ii (t) ¼ e Àat and g ij (t) ¼ 0 for i = j. Equation (3) implies kg ii (t)k ¼ 1 and kg ij (t)k ¼ 0 for i = j. Consequently, g 2 (G) ¼ (1=a) and g 1 (G) ¼ 1. On the other hand, g 1 (F) ¼ kM þ DMþ aI k 1 . According to Theorem 4.1, the stability condition is kM þ DM þ aI k 1 , 1 or equivalently l max (M þ DM) , Àa , 0, where l max denotes the maximum eigenvalue. This is to say that the perturbation DM should not move the eigenvalues of the system to RHP or jv axis. Example 2: Consider the following nonlinear system
where sat(x) ¼ sgn(x) min (1, jxj) and sgn(Á) is the signum function. Let A ¼ À0:25 À1:5 3:5 À3:5 Fig. 3 shows the plot of kF(x)k=kxk against kxk established at 10 6 randomly chosen points. Using Matlab, as discussed in Section 2.2, we obtain g 2 (F) ¼ 1 and g 1 (F) ¼ 1. Using methods described in Section 2.1, we have g 1 (G) ¼ 0:9531 and g 2 (G) ¼ 0:8217. Since g 1 (F) g 1 (G) ¼ 0:9531 , 1, the system is globally stable. More interestingly, g 2 (F) g 2 (G) ¼ 0:8217 , 1 implies that the system is globally asymptotically stable. To illustrate the system response, the phase portrait as well as the vector field diagram are depicted in 
Apparently, _ V (x 1 , 0) ¼ a x 1 (0:25 x 1 À sat(x 1 )). For any x 1 . max (1, 4 a), we have _ V . 0; thus, V (x) fails the Lyapunov conditions and cannot be used to prove stability of the system. Example 3: Consider the following nonlinear system Similar to the previous example, we use the computational methods introduced in Section 2. The plot of kF(x)k=kxk against kxk is depicted in Fig. 5 at 2 Â 10 6 randomly chosen points. Using Matlab as explained in Section 2.2, we obtain g 2 (F) % 0:789 and g 1 (F) % 0:7994. Computation also shows that g 2 (G) % 1:000 and g 1 (G) % 1:0005. Since www.ietdl.org
the system is globally asymptotically stable.
Local stability
Definition 1: Given a nonlinear system of form (6) , N, we (1), (2), and (11), will stay inside Y. Therefore trajectories (5) and (6) can never occur because both trajectories cross the boundary of the Y region. Notice that there is no guarantee that trajectories starting inside of Y, such as (7), stay inside Y. The definition of S DY assures that trajectories such as (5) and (6) which start from D and go outside of Y are not possible. An interesting case is (9). This case is possible for non-autonomous systems but impossible for autonomous systems. The reason is that for autonomous systems we can transfer t ¼ 0 to any t ¼ t 0 . Since this trajectory passed through D, we can transfer the starting point to any point [ S DY guarantees that the trajectory will stay inside Y, which is not observed by (9) . Therefore for autonomous systems, any trajectory, which has intersection with D, stays inside Y. Fig. 6b is very similar to Fig. 6a . The only difference is that all trajectories starting from d, such as (1) and (2), terminate at the origin. For autonomous systems, any trajectory which has a point inside d also end at the origin for the same reason explained earlier. Therefore for autonomous systems, (3), (4) and (10) [and also (5) , (6) and (9)] should also terminate at the origin.
Proof: The proof follows a routine similar to the proof of 
Theorem 2: Consider a nonlinear system N with state space representation of (6), and let [F, G, V] be a z A representation. Let M p . g 1 (V) be a fixed number and
Assume that D is a simply connected subset ofD that includes the origin. Let j ¼ inf 
and let
Then,
Proof:
To prove the theorem, we reason by contradiction. Since we assumed that systems of our interest are locally Lipschitz, trajectories of the system are continuous. As a consequence, if x were to leave Y, it should cross the boundary of Y. Suppose that x crosses the boundary of
Which contradicts the fact that kx T k ¼ e. Therefore
To show the second part, from (27a), we have
nonlinear system in the form of (6) .
Here, we need to use Corollary 1. Since
The proof, which is omitted here, follows the same outline as the proof of Theorem 1 (ii) with D ; Y.
Corollary: Let [F, G, V] be a z A representation for a nonlinear system in the form of (6) . If there exists a region around the originD where gD 1 (F)g 1 (G) , 1, then the system is locally stable. If in addition gD 2 (F)g 2 (G) , 1, then the system is locally asymptotically stable.
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The second part is trivial consequence of Theorem 3.
Corollary 4: Sufficient condition of stability in Lyapunov linearisation method
If the linearised system of a nonlinear system is asymptotically stable, the nonlinear system is locally asymptotically stable.
Proof: Let A be the linearised part, that is A ¼ (@f (x) =@x)j x¼0 . Since A is asymptotically stable, g 1 (G) , 1 and g 2 (G) , 1. Since F(x) only includes the higher order terms in x, there exists a region around the originD where gD 1 (F) and gD 2 (F) can be made arbitrarily small. Thus, Corollary 3 implies local asymptotic stability of the nonlinear system. A Example 4: Consider the following nonlinear system computation, as discussed in Section 2.2, gives g 1 (F) ¼ 1, which implies that Theorem 1 can not be applied. Assume Fig. 7c . g 2 (F) and its junction with (1=g 2 (G)) are shown in Fig. 7b . Since L 1 -norm is used, the largest ball inside D, that is Y, is the square shown in Fig. 7c . Since M P ¼ 1:5, the largest D area is another square inside Y and smaller than it with the factor M P , as shown in Fig. 7c . Theorem 2 guarantees that any trajectory starting from inside D will stay inside Y. Moreover, since Y and D are placed inside the region where g 2 (F)g 2 (G) , 1, Theorem 3 guarantees that all trajectories starting from D end at the origin. Since the system is autonomous, this is also the case for all trajectories which has intersection with D. System trajectories as well as some of its responses to various initial conditions are depicted in Fig. 8 . In the first graph, since the initial states (or one of them) are not in D, stability is not guaranteed and the system is unstable. For the rest, initial states are in D and, consequently, the system is stable and states terminate at the origin.
Conclusions
In this paper, we have considered the stability of nonlinear systems. Our results are applicable to a variety of nonlinear systems. The suggested method of checking the stability of nonlinear systems has computational advantages compared to previous work, in the sense that there is no need to find any Lyapunov-like function. Initial insight for our formulation was provided by a new representation for nonlinear systems, which transforms a nonlinear system, with non-zero initial state, into a feedback interconnection of two operators with a decaying input which is because of the initial state. Then, some well-known concepts from input-output theory were used to derive sufficient conditions for the stability of the original nonlinear system. Finally, local stability of nonlinear systems was studied with a new definition of region of attraction. Since the new representation is not unique for a nonlinear system, all suggested methods can be optimised based on the selected parameters in the representation. This optimisation will be the subject of future work.
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