Abstract-In this paper, we have proposed a method for constructing Hedge Algebraic Type-2 Fuzzy Logic Systems (HaT2-FLS) from input-output data with two main phases. In the first phase, the data-driven Type-1 Fuzzy Logic System (T1-FLS) is designed under the combination of Fuzzy C-Means algorithm and Genetic Algorithm (GA). Then we construct the HaT2-FLS on the basis of the above T1-FLS in the second phase. The rule base of T1-FLS is employed for generating the rule base of HaT2-FLS by using the same number of fuzzy sets and rules in both fuzzy logic systems. The difference is that the antecedent and consequent sets of HaT2FLS themselves are Hedge Algebraic Type-2 Fuzzy Sets (HaT2FSs). In later phase, the fuzzy parameters of HaT2FSs are also optimized by GA. Finally, an example is provided to evaluate the performance of the proposed method.
I. INTRODUCTION
Type-2 fuzzy set (T2FS), an extension of the classical fuzzy set (Type-1 Fuzzy Set -T1FS), was proposed by Zadeh since 1975 [35] yet it did not immediately become popular. According to [15] , from 1975 to 1995, only a few papers related to T2FS were published each year. However, over the last decade, T2FS and type 2 fuzzy logic systems (T2-FLS) have been of more concern in both theoretical and practical aspects. Several major research directions can be listed as follows:
First, building fundamental theory together with computational techniques on T2FS such as FOU (footprint of uncertainty) concept, representation theorem, set-theoretic operations, centroid, inference, type-reduction, T2-FLS, similar measure, and uncertain measures, etc [17] - [20] , [32] , [33] .
Second, applying T2FS in perception modelling, perceptual computing, and computing with words, etc [7] , [14] , [21] .
Finally, proving the efficiency of T2FS and T2-FLS in applications whose training data are noisy or uncertain in such fields as control, medicine, digital image processing, and stock This work was supported by the Vietnam's National Foundation for Science and Technology Development (NAFOSTED) under the Project's code: 102.01. 30.09 market, etc [2] , [6] , [7] , [14] - [18] , [24] , [25] , [27] , [31] .
To keep calculation load under control, most of applications operate on such special T2FSs as the interval T2FSs [2] , [6] , [8] , [13] , [18] , [27] , the geometric T2FSs [4] , the triangular T2FSs [25] , and the T2FSs with linguistic membership grades [7] , [14] , [16] , [24] , [28] , [29] , [34] .
Recently, in [29] we have proposed a new class of T2FS -Hedge algebraic type-2 fuzzy set (HaT2FS). In appearance, HaT2FS is a fuzzy set with linguistic membership grades; however, the approach of HaT2FS is radically different to the studies mentioned in [7] , [14] , [28] and [34] . The HaT2FSs use the linguistic truth values in the hedge algebra of linguistic variable TRUTH as the membership degree of each elements; therefore, not only does it enable better observation on semantic relation among linguistic membership grades but it lessens the calculation load as well. In addition, instead of traditional processing, the calculation and inference on HaT2FS are operated based on the characteristics of the linguistic truth values in hedge algebra.
To take full advantage of HaT2FS and prove the applicability of HaT2-FLS, this paper proposes a technique for constructing HaT2-FLS from input-output data and applying the proposed algorithm for nonlinear static function approximation. The construction of HaT2-FLS includes two main phases. First, build a T1-FLS from input-output data, and then, to increase the robustness for the system, in phase 2, construct HaT2-FLS from fuzzy system built in phase 1. Thus the main purpose of this paper is:
• Designing a T1-FLS from numeric data, including determining the numbers of fuzzy sets and their membership functions of input-output variables; and creating a rule base.
• Constructing a HaT2-FLS from the T1-FLS, which includes hedge algebraic type-2 rule base setup; and optimization the HaT2FSs' membership functions.
• Identifying performance of the proposed method as well as the applicability of HaT2-FLS through experiment.
To achieve these objectives, in phase 1, Fuzzy C-Means (FCM) and Genetic Algorithm (GA) are combined to cluster data of each input variable and each output variable. From the result of the fuzzy cluster and the training data, the weight of each rule is defined. Then combining the threshold with weight of each rule allows us to construct the best T1-FLS. In phase 2, the rule base in HaT2-FLS is created by associating the rule base in T1-FLS with the k−level linguistic truth values in hedge algebra. In addition, in this phase, GA is used to optimize the parameters of the HaT2FSs.
The rest of the paper is organized as follows: Section 2 introduces some aspects related to HaT2FS: A short overview on the hedge algebras; an algorithm to determine the characteristic values of a linguistic truth value; and set-theoretic operations on HaT2FSs. The structure of HaT2-FLS is presented in Section 3. Section 4 presents major content of this paper, which proposes a method to construct the HaT2-FLSs from input-output data. An experiment of the proposed method in nonlinear function approximation is presented in Section 5 and the last section is for conclusion and directions for development.
II. THE HEDGE ALGEBRAIC TYPE-2 FUZZY SETS
In [24, 29] , Ha-T2FS is considered as a new class of T2FS. Before presenting the major contents, this section introduces some relevant knowledge.
A. Hedge Algebra: A Brief Overview
Hedge algebra [10] The above mentions lead to the definition of hedge algebras which are the sets of four components (AX, G, H, ≤), in which AX is the set of linguistic values, G is the set of generators, H is the set of hedges, and " ≤ " is the ordered relationship among elements of hedge algebra. This relation can be formalized from the order of generators, the order of hedges and the weakening or strengthening effect when applying hedges to elements of hedge algebras.
In fact, many linguistic values have two opposite generators, e.g., true and false, tall and short, old and young, etc. Then, hedge algebra has G with two generators, one of which has the "stronger" meaning, e.g., true, tall, old as positive generator (denoted by c + ), and the other e.g. false, short, young as negative generator (denoted by c − ) and a neutral element w (its semantic is not changed by applying hedges), e.g. medium. This class of hedge algebras is called symmetrical hedge algebras [9] .
Among popular hedges, there may be some hedges which cannot be ordered clearly, i.e., possibly and approximately. Then, the hedge algebra is only partially ordered. However, if all hedges in H are ordered, we have the notion of linear hedge algebras [9] .
In this paper, we only consider symmetrical and linear hedge algebra (AX, {c + , c − }, H, ≤) . With this class of hedge algebras, all elements are in linear order. This order is determined by: (i) The order among hedges, and (ii) The application of hedges to other hedges or generators.
At first, the application of a hedge to other hedges or generators can be represented by relation SIG. For sort c ∈ G refers to either c
• SIG(h, k) = 1, if h strengthens the meaning of k.
• SIG(h, k) = −1, if h weakens the meaning of k.
• SIG(h, c) = 1, if h strengthens the meaning of c.
• SIG(h, c) = −1, if h weakens the meaning of c. Table I is an example of relation SIG.
The set of hedges H can be divided into H + , including positive hedges (SIG(h, c + ) = 1) and H − including negative hedges (SIG(h, c + ) = −1). With linear hedge algebras, the hedges are ordered as follows:
When all elements in a hedge algebra are comparable, we can construct a function which maps them onto values in the interval [0,1] without changing their orders. In order to establish the semantically quantifying mapping of linguistic values, in [9] constructed the function: sign : AX → {1, −1}:
In [9] and [11] the authors have used the fuzziness measure of linguistic values, f m(x), withx ∈ AX. In special cases, ifx is the generator c ∈ G, its fuzziness measure is f m(c). According to the authors [9] and [11] , for each hedge h the proportion f m(hx)/f m(x) is constant without dependence onx; hence, µ(h) = f m(hx)/f m(x) is called the fuzziness measure of the hedge h. The parameters f m(c) and µ(h) are called fuzziness parameters of the hedge algebras of the linguistic variables.
According to the hedge algebras, each linguistic truth valuê x is represented by a triple-tuple f m(x), v(x), f m(x) . In which f m(x), f m(x) and v(x) ∈ [0, 1] are the fuzziness interval and the semantically quantifying value ofx respectively. The following algorithm is proposed to determine these values.
where j = 0 and −q ≤ j ≤ p; //Calculating the fuzziness measure of a linguistic value:
Recent years, there have been applications using hedge algebra, for more details, the readers can refer to [9] , [11] , and [12] . The following are some notions and terms used in the next parts:
• The number of symbols inx, including hedges and generator, called the length of linguistic valuex.
• AX k is the set of linguistic values that their length is k (AX is set of k−level linguistic values).
B. The Hedge Algebraic Type-2 Fuzzy Sets
By using the truth values in the symmetric and linear hedge algebra of linguistic variable T RU T H as the degree of each elements in the fuzzy sets, we obtained HaT2FS. Supposinĝ A is a HaT2FS on X , then it is written as follows:
(1)
Example 1: Consider hedge algebra (AX, G, H, ≤); H − = {less, possibly}; H + = {more, very}; G = {true, f alse} and X is the universe of discourse. Then: The set-theoretic operations on HaT2FSs are presented in detail [29] , and they are as the background for the inference on hedge algebraic type-2 fuzzy logic systems. SupposingÂ
are HaT2FSs defined on a universe of discourse X, then:
In above operations, the notations˜ and˜ are meet and join operation on linguistic truth values respectively, and δ is an any hedge string.
III. HEDGE ALGEBRAIC TYPE-2 FUZZY LOGIC SYSTEMS
The structure of HaT2-FLS is very similar to the rule-based fuzzy logic systems. It consists of four major components: fuzzifier, rule base, inference engine and output processing (type-reducer and defuzzifier). Figure 1 shows the structure of HaT2-FLS. 
A. Fuzzifier
The fuzzifier is defined as a mapping from a crisp number into a fuzzy set.
B. Rule Base
The rule base consists of M fuzzy rules IF-THEN, each of which has s antecedents and one consequent. The j th rule has in the following form: 
C. Linguistic Inference Engine
In order to understand the inference in HaT2-FLS, let's consider the following simple example:
in which x is the input variable, y is the output variable, A,B,Â 0 ,B 0 are HaT2FSs.
Similar to fuzzy inference, the rule IF x isÂ THEN y isB forms a fuzzy relationshipR which is also a HaT2FS. Suppose thatR C is an expansion of R C in [23] :
The following conclusion is inferred from the composition operationÂ 0 andR C :
D. Output Processing
Output processing block in HaT2-FLS consists of two components: Type reduction and defuzzification. The semantically quantifying mapping v: AX → [0, 1] in the hedge algebras is used to reduce HaT2FS to T1FS. Suppose that
Defuzzification is implemented the same as what is done with regular type-1 fuzzy set to have the output of HaT2-FLS.
IV. A METHOD FOR CONSTRUCTING HAT2-FLS
According to Mendel [18] , there are two different approaches to design a type-2 FLS. One is the partially dependent approach, where a best possible type-1 FLS is designed first, and then used to initialize the parameters of a type-2 FLS. The other is a totally independent approach, according to which all the parameters of the type-2 FLS are tuned from scratch without the aid of an existing type-1 design.
One advantage offered by the partially dependent approach is the smart initialization of the parameters of the type-2 FLS. Since the baseline T1FSs impose constraints on the type-2 sets, there are fewer parameters needed to be tuned and the search space for each variable is smaller. Therefore, the computational cost is less than that of the totally independent approach.
In this paper, the designing HaT2-FLSs is implemented under the partially dependent approach. First, a T1-FLS is designed by combining FCM with GA and then a HaT2-FLS is constructed based on the result of this combination. In addition, the parameters of HaT2FSs' membership functions are optimized by GA. The process of designing the HaT2-FLSs is illustrated in Fig. 2 .
Before presenting the detailed construction of the HaT2-FLSs, FCM algorithm and GA can be summarized as follows.
It is known that a renowned clustering algorithm is referred to as the Fuzzy C-Means [1] . The key idea of FCM is that each data point simultaneously belongs to two or more clusters. FCM is an unsupervised machine learning based on objective function. The clustering can obtain the optimal partitions by minimizing the objective function J m :
where C is the number of clusters, u ij is the membership grade of x i in the j th cluster, x i is the i th pattern among N data points, c j is the j th cluster center, m is an arbitrary real number greater than one, and is a normal distance function which measure the dissimilarity between data points and cluster centers.
There are approaches using FCM to design T1FS-FLS, for more details, the readers can refer to [5] . In this paper, we use FCM algorithm at the beginning for clustering the data set of input and output variables. The clustering results are then used to determine the corresponding number of fuzzy sets describing the linguistic variables and their membership functions as well. Moreover, we got the rule base of T1-FLS after removing the conflicts among the rules. In order to construct the best T1-FLS for the next phase, we incorporate FCM with GA for tuning the parameters c and m.
Genetic Algorithms were proposed by Holland. GA are search algorithms based on the mechanics of natural selection and natural genetics. They are considered as optimization methods and have been successfully applied to search, optimization and machine learning tasks [22] . In GA, a population of chromosomes is formed. Each chromosome represents a possible solution to the problem. First, the population is generated randomly. Next, the population will undergo operations similar to genetic evolution, namely reproduction, crossover, and mutation. Therefore, when using GA to solve the problem, the following aspects are usually considered: Representation of individuals; Evaluation function determination; Parent selection mechanism; Variation operations: crossover, and mutation; and Survivor selection mechanism.
When using GA for optimization problems, it usually depends on the four parameters: s, p c , p m , and G max , in which: s -the population size, p c -the recombination probability, p m -the mutation probability, and G max -the fixed number of generations reached.
In many researches, GAs have been successfully used to tune and design the MFs and the rules of FLSs [3] . In this paper, GAs are used to optimize the parameters c i and m i in the FCM algorithm in Phase 1 by the procedure named CMOptimization(c i , m i ). In addition, GA can also be used to optimize the fuzziness parameters of HaT2FSs in Phase 2 with the corresponding procedure HaParaOptimization(f m(c − ), µ(h j )).
A. Phase 1 -Designing T1-FLS From Input-Output Data
The idea of designing T1-FLS is approached by fuzzy clustering technique in which each input variable's data and each output variable's data are fuzzy clustered independently. In addition, we use the GA to optimize two parameters c and m of FCM so that the T1-FLS is achieving the best possible.
For simplicity, we consider fuzzy model MISO (Multi-Input Single-Output) with s input variables x 1 , x 2 , . . . , x s and one output variable y. Suppose that k 1 , k 2 , . . . , k s and k s+1 are the number of clusters obtained when clustering data set of variables x 1 , x 2 , . . . , x s and y respectively, i.e. the variables x 1 , x 2 , . . . , x s and y will be presented by k 1 , k 2 , . . . , k s and k s+1 fuzzy sets respectively. Moreover, thanks to the center of each cluster and data distribution in clusters, we can determine the memberships of these fuzzy sets when the shape of the fuzzy sets is given. Suppose that a variable x 1 is presented by three 3 triangular fuzzy sets A 1 , A 2 and A 3 (i.e. k 1 = 3), and each the fuzzy A i is described by a triple of parameters   (a i , b i , c i ), with i = 1, 2, 3 . Without any loss of generality, suppose that A 2 comes between A 1 and A 3 ; A 1 and A 3 are on the left and on the right of A 2 respectively (see Figure 3) . A simple way to determine the parameters for these fuzzy sets is described as follows. Consider a variable x 1 , the membership grades of the T1FSs are 1 in the center of each cluster, i.e. µ A1 (b 1 ) = 1, µ A2 (b 2 ) = 1, and µ A3 (b 3 ) = 1; a 1 = min x1 − γ(max x1 − min x1 ); c 1 = b 2 ; a 2 = b 1 ; c 2 = b 3 ; and c 3 = max x1 + γ(max x1 − min x1 ). In which, min x1 is the minimum value and max x1 is the maximum value in data set of variable x 1 and γ is a given constant which depends on each application (γ = 5%, 10%, . . .). Thus, from result of the clustering, a set of rules (k 1 × k 2 × . . . × k s rules) was created. However, this rule set also contains conflicting rules, i.e. the rules with the same antecedents and different consequent. To resolve this problem, the weight of the rules will be considered. The rule has the maximum weight will be kept. Suppose that t = (v 1t , v 2t , . . . , v st , z t ) is the t th sample in the training data set and the j th rule is described as follows: Denote w tj as the weight of j th rule on sample t, then w tj is calculated:
Hence, the weight of j th rule on the whole training data (N samples) is calculated as follows:
After removing the conflicting rules, the remaining rules still may not well fit the training data, then a threshold τ ∈ [0, 1] is chosen to discard the rules whose weight is too small, this threshold depends on each application.
As it is known, the FCM was an unsupervised machine learning, the rule set and memberships functions of T1FSs were created by this method may not be "good", because this algorithm depends on not only the data distribution but also the two parameters c and m (c is number of clusters and m is a number greater than one establishing the degree of fuzziness the separation between clusters). In order to tune the type-1 fuzzy system "fit" with the historical data, two parameters c and m in FCM algorithm should be optimized according to a given objective function. Combining GA with performance index of fuzzy system can be a good candidate for optimizing these parameters. To avoid the explosion of rules, the parameter c is limited in the range [2, C max ]. The fitness function of procedure CMOptimization(.) is the Mean Square Error (MSE): This T1-FLS uses singleton fuzzification, min t-norm, max t-conorm and centroid defuzzification.
From the section presented above, a T1-FLS is constructed completely. This process can be formalized by Algorithm 2. If (Error < ε) or (G n > G max ) then go to Step 7 else CMOptimization(c i , m i ); Go to Step 2 ;
Step 7: A rule base and the membership functions of T1FSs.
B. Phase 2 -Constructing HaT2-FLS 1) Fuzzification: The purpose of fuzzification is mapping crisp numbers into fuzzy sets. For simplicity, in this phase the singleton fuzzification method is used.
2) Rule base and inference engine: The rule base in HaT2-FLS is created by the rule base in T1-FLS of Phase 1. It uses the same number of fuzzy sets and the same rules as the T1-FLS. The only difference here is that the antecedent and consequent sets are HaT2FSs. The following algorithm will transform the T1FSs in the type-1 rule base into the HaT2FSs, then we will receive the HaT2-FLS's rule base. The advantageous characteristic of the transformation of T1FSs into HaT2FSs is giving us more parameters for tuning in the optimization of fuzzy logic systems. In this case, they are the fuzziness parameters of hedge algebra of linguistic variable TRUTH.
Algorithm 3. Transform a T1FS into a HaT2FS
Input: The parameter of the hedge algebra: f m(c − ), µ(h j ) with j = 1,. . . , (p + q); k max ; a type-1 fuzzy set determines on X -A. Output:Â -a hedge algebraic type-2 fuzzy set For each x i ∈ Support(A) do following steps:
Step 1: Initial step: k = 1; temp = ∅;
Step 2: Determine M k-level linguistic truth values:
Step 3: Employ the Algorithm 1 to determine M fuzziness
Step 5: If k < k max then k = k + 1; go to Step 2;
Step 6:
is minimized, where v(x j ) is calculated as Algorithm 1.
The process of inference in the HaT2-FLS is implemented by the set-theoretic operations in Section II.
3) Output processing: The semantically quantifying mapping v in Algorithm 1 is applied to reduce a HaT2FS to a T1FS. After the type-reduction process, the T1FS is then defuzzified to obtain crisp outputs.
4) Optimization the parameters of HaT2FS:
The parameters of HaT2FSs are optimized by the procedure HaParaOp- 
, µ(h j )) with j = 1,. . . , p + q. Each chromosome encodes a candidate solution of the optimization problem. In this optimal procedure, it is encoded by a string of bits. Particularly, each fuzziness parameter is encoded by 10 bits; therefore, the length of a chromosome is 10 × (p + q + 1) bits, because there are (p + q + 1) parameters in procedure HaParaOptimization(f m(c − ), µ(h j )). The fitness function in this procedure was used namely, the mean square error (MSE) Therefore, all of the process for constructing HaT2-FLS can be formalized by Algorithm 4. The domain of two input variables is restricted to interval [1, 5] . 50 input-output data, used by Sugeno and Yasukawa [24] , are utilized in order to model the system. Using the proposed method in this paper, a HaT2-FLS with 16 of rules were generated. Before transforming to HaT2-FLS, the training MSE of T1-FLS is 0.066 (with c 1 = c 2 = c 3 = 4; m 1 = 3.54; m 2 = 2.40; m 3 = 1.52; τ = 0; γ = 0.1). In this experiment, the hedge algebra (AX, G, H, ≤) with H + = {more, very}, H − = {less, possibly} and the SIG relation in Table I is considered. The algorithm HaParaOptimization(.) allows us to identify an optimal set of parameters. When s = 50, p c = 0.95, p m = 0.01, G max = 100, µ(more) = 0.35, µ(very) = 0.01, µ(less) = 0.14, µ(possibly) = 0.50, f m(c − ) = 0.22, and k max = 3 the performance of HaT2-FLS is acceptable (training MSE = 0.036). Table II presents training MSE for different fuzzy systems.
Algorithm 4. Constructing the HaT2-FLS
Input: f m(c − ), µ(h j ) (−q ≤ j ≤ p, j = 0), ε, k max , G max ,N .
VI. CONCLUSION
An approach for constructing HaT2-FLS from numeric data, which is optimized by FCM and GA, is presented in this paper. First, data-driven T1-FLS is designed under the combination of the two above algorithms. Base on this fuzzy logic system, then, we construct each element of HaT2-FLS. An algorithm is developed for transforming T1FSs into Ha-T2FSs. Thanks to this algorithm; the rule base of HaT2-FLS is generated with the same number of fuzzy sets and rules as the T1-FLS's. Moreover, the fuzzy parameters of HaT2FSs, which naturally are hedge algebra's parameters, are then optimized by GA. The application of the proposed approach to one test case has drawn that the method is able to achieve a quite efficient performance, while computational cost is acceptable. An orientation of our further works is observing the efficiency of HaT2-FLSs on some other applications.
