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ON INDEFINITE SPECIAL LAGRANGIAN SUBMANIFOLDS
IN INDEFINITE COMPLEX EUCLIDEAN SPACES
Yuxin Dong
Abstract. In this paper, we show that the calibrated method can also be used to
detect indefinite minimal Lagrangian submanifolds in Cm
k
. We introduce the notion of
indefinite special Lagrangian submanifolds in Cm
k
and generalize the well-known work
of Harvey-Lawson to the indefinite case.
1. Introduction
In their celebrated paper [HL], Harvey and Lawson introduced four types of cal-
ibrated geometries, which have been of growing interest over the past ten years.
Calibrated submanifolds are distinguished classes of minimal submanifolds, which
are volume-minimizing in their respective homology classes. Special Lagrangian
submanifolds are one type of the calibrated submanifolds, which may be defined in
Cm or a Calabi-Yau m−fold. Due to their importance in Mirror symmetry, special
Lagrangian submanifolds have received much attentions in recent years (cf. [Jo1]
and the references therein).
On the other hand, the theory of classical strings tells us that, during the time
evolution, a string sweeps out a timelike minimal surface Σ in a space-time. There
have already been many works on timelike minimal surfaces (cf. [Gu1,2,3], [De1,2],
[Mi] and [IT]), and some works on timelike minimal submanifolds as well (cf. [AAI],
[Bre] and [Li]). Timelike minimal submanifolds may be viewed as simple but nontriv-
ial examples of D−branes, which play an important role in string theory too. More
general, we may investigate so-called indefinite minimal submanifolds. Notice that
these submanifolds, including timelike minimal submanifolds, are relatively unstud-
ied in contrast to minimal submanifolds in Euclidean spaces. It would be interesting
to explore the relation and difference between indefinite minimal submanifolds and
classical minimal submanifolds. We also hope to find more nontrivial examples of
indefinite minimal submanifolds.
In this paper, we show that the special Lagrangian calibration on Cm introduced
in [HL] can also be used to detect indefinite minimal Lagrangian submanifolds in an
indefinite complex Euclidean space Cmk . Recall that Harvey and Lawson [HL] used
two methods to show that a special Lagrangian submanifold in Cm is minimal: one
is the volume comparison argument, the other is to differentiate the calibration along
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the submanifold. We observe that the second method is still valid in the indefinite
case (see Proposition 2.1). Then we may introduce the notion of indefinite special
Lagrangian submanifolds in Cmk and generalize most results on special Lagrangian
submanifolds in [HL] to the indefinite case. Notably the potential function of a
graphic indefinite special Lagrangian submanifold satisfies a ‘hyperbolic equation’.
When k = 1 and m ≥ 3, the equation becomes a fully nonlinear hyperbolic equation.
We shall discuss both local and global Cauchy problems for this nonlinear hyperbolic
equation. As in [HL], the methods of the moment map and the normal bundle
construction will also be used to construct some explicit indefinite special Lagrangian
submanifolds in Cmk . It turns out that indefinite special Lagrangian submanifolds
exist in abundance. In [Hi], Hitchin introduced another kind of special Lagrangian
submanifolds in (Cm = Rm×Rm, dxdy), which are actually spacelike with respect to
the metric dxdy. Jost and Xin [JX] then showed that such a submanifold has mean
curvature H ≡ 0. Later Warren [Wa] gave a spacelike calibrated characterization
to show that a special Lagrangian graph in Hitchin’s sense has volume maximizing
property. Notice that the indefinite metric of Cmk is compatible with the complex
structure J of Cm in Kaherian sense while the metric dxdy isn’t. We may show that
an indefinite special Lagrangian submanifold in Cmk is neither volume minimizing
nor volume maximizing (see the Appendix for a more general result). Therefore we
can’t use the volume comparison method in this case. The use of the terminology
‘calibration’ in this paper is only to emphasize that these submanifolds are also
characterized by a special closed differential form.
2. Preliminaries
Let RNn denote the N−dimensional Euclidean space R
N endowed with the follow-
ing pseudo-Euclidean metric
(1) g(n,N) = −
n∑
j=1
dx2j +
N∑
j=n+1
dx2j
We will call RNn the pseudo-Euclidean space with index n. Let M be an indefinite
submanifold in RNn , by which we mean a submanifold whose induced metric from
RNn is non-degenerate. The normal space T
⊥
p M is, by definition, the orthogonal
complement of TpM in TpR
N with respect to the metric g(n,N). Since the induced
metric on TM is non-degenerate, we see that TpM ∩ T
⊥
p M = {0} at each point of
M and the induced metric on T⊥p M is also non-degenerate. Therefore we have a
natural decomposition (TRNn )|M = TM ⊕ T
⊥M . Let D, ∇ denote the Levi-Civita
connections in TRNn , TM respectively and let ∇
⊥ denote the induced normal con-
nection in T⊥M . Then the formulae of Gauss and Weingarten are given respectively
by
(2)
DXY = ∇XY + h(X, Y )
DXξ = −AξX +∇
⊥
Xξ
for X, Y tangent to M and ξ normal to M , where h, Aξ are the second fundamental
form and the Weingarten transformation respectively. From (2), we easily get
(3) g(n,N)(h(X, Y ), ξ) = g(n,N)(AξX, Y ) = g(n,N)(X,AξY )
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which means that Aξ is self-adjoint w.r.t. g(n,N).
Now we consider the complex Euclidean m−space Cm with complex coordinates
z1, ..., zm endowed with the following pseudo-Hermitian metric
(4) h(k,m) = −
k∑
j=1
dzjdzj +
m∑
j=k+1
dzjdzj
The pair (Cm, h(k,m)) is denoted by C
m
k which is called the indefinite complex Eu-
clidean m−space with index k.
The group of matrices in GL(m,C) which leave invariant h(k,m) is denoted by
U(k,m− k). Set
(5) Ik,m =
(
−Ik 0
0 Im−k
)
Then
(6) U(k,m− k) = {A ∈ GL(m,C) : A
t
Ik,mA = Ik,m}
Write
(7) hk,m = g − iω(k,m)
It is easy to see that g is a pseudo-Euclidean metric on R2m with index 2k, which
will be denoted by g(2k,2m). Obviously, we have
(8)
g(2k,2m)(JX, JY ) = g(2k,2m)(X, Y )
ω(k,m)(X, Y ) = g(2k,2m)(JX, Y )
Using the canonical coordinates (x1, ...., xm, y1, ..., ym) with zj = xj + iyj (j =
1, ..., m), we may express g(2k,2m) and ω(k,m) as
(9)
g(2k,2m) = −
k∑
j=1
(dx2j + dy
2
j ) +
m∑
j=k+1
(dx2j + dy
2
j )
ω(k,m) = −
k∑
j=1
dxj ∧ dyj +
m∑
j=k+1
dxj ∧ dyj
In this paper, we will investigate Lagrangian submanifolds with respect to the sym-
plectic form ω(k,m). An n−dimensional submanifold i : M
n →֒ Cnk is called La-
grangian if i∗ω(k,m) ≡ 0 and i
∗g(2k,2m) is non-degenerate, which are equivalent to
the property that J interchanges the tangent and the normal space of M . Here the
normal space is determined by the pseudo-Euclidean metric g(2k,2m). In particular,
a real m−plane ζ in Cmk is Lagrangian if and only if ω(k,m)|ζ = 0 and g(2k,2m)|ζ is
non-degenerate. Obviously the induced metric on a Lagrangian submanifold of an
indefinite complex space of index k is a non-degenerate metric with real index k.
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Let M be a Lagrangian submanifold in Cmk . Then we have
(10)
∇⊥XJY = J∇XY
AJYX = −Jh(X, Y ) = AJXY
< h(X, Y ), JZ > =< h(Y, Z), JX >=< h(Z,X), JY >
for X, Y, Z tangent to M . The mean curvature vector of M is defined by
(11) H = −
k∑
j=1
h(ej , ej) +
m∑
j=k+1
h(ej , ej)
where {ej}
m
=1 is a Lorentz basis of TpM with < ej , el >= εjδjl
(12) εj =
{
−1, if j ≤ k
1, if j ≥ k + 1
If H ≡ 0, then M is called minimal.
Definition 2.1. An oriented m−plane ς in Cmk is called special Lagrangian if
(1) ς is Lagrangian w.r.t. ω(k,m);
(2) ς = Aς0, where A ∈ SU(k,m), ς0 = R
m
k .
Define a family of holomorphic m−form dzθ with θ ∈ R as follows:
dzθ = e
iθdz
where dz = dz1 ∧ · · · ∧ dzm.
Proposition 2.1. A connected Lagrangian submanifold M of Cmk is minimal if
and only if dz(TM) is a constant complex number with norm 1, or equivalently,
dzθ(TM) ≡ 1 for some constant phase θ.
Proof. Choose a local Lorentz frame field {ej}
m
j=1 for M such that (∇ej)p = 0. Let
ηj =
∂
∂xj
, j = 1, ..., m, be the standard Lorentz basis of Rmk . Then there exists a
matrix A ∈ U(k,m− k) such that
e1 ∧ · · · ∧ em = A(η1 ∧ · · · ∧ ηm)
So
dz(e1, ..., em) = detA = e
iθ
For any tangent X ∈ TpM , we have
X(eiθ) =
m∑
j=1
dz(e1, ..., h(X, ej), ....em)
=
m∑
j=1
εj < h(X, ej), Jej > dz(e1, ..., Jej, ....em)
= i
m∑
j=1
εj < h(ej , ej), JX > dz(e1, ..., ej, ....em)
= i < H, JX > eiθ
Therefore H ≡ 0 if and only if eiθ is constant. 
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Definition 2.2. Let M be a Lagrangian submanifold of Cmk with respect to ω(k,m).
If dzθ(TM) ≡ 1, then M is called an indefinite θ−special Lagrangian submanifold.
In particular, if θ = 0, M is called an indefinite special Lagrangian submanifold.
When k = 1, these Lagrangian submanifolds are called timelike too.
We see that an indefinite special Lagrangian submanifold is just a Lagrangian
submanifold in Cmk whose each tangent plane is special Lagrangian in the sense
of Definition 2.1. Obviously dzθ(TM) ≡ 1 is equivalent to Re(dzθ)(TM) ≡ 1.
Although the special Lagrangian calibration Re(dzθ) introduced in [HL] does not
have the usual volume property with respect to the indefinite metric, Proposition
2.1 still provides us a way to find and characterize indefinite minimal Lagrangian
submanifolds.
Obviously, Rm = {(x1, ..., xm) : xi ∈ R} is a Lagrangian plane in C
m
k whose
induced metric is a pseudo-Euclidean metric with index k given by
(13) g(k,m) = −
k∑
j=1
dx2j +
m∑
j=k+1
dx2j
The group of matrices in GL(m,R) which preserve the metric g(m,k) is
(14) O(k,m− k) = {A ∈ GL(m,R) : AtIk,mA = Ik,m}
Let G(m, 2m) denote the Grassmann manifold of oriented realm−planes in Cm =
Rm ⊕Rm and let Lag(k,m) denote the subset consisting of Lagrangian planes with
respect to ω(k,m). Obviously the (k,m)−unitary group U(k,m) acts on Lag(k,m)
transitively. The isotropy subgroup of U(k,m) at the point ς0 = R
m
k is SO(k,m−k)
which acts diagonally on Rmk ⊕R
m
k . Thus
(15) Lag(k,m) ∼= U(k,m)/SO(k,m− k)
Notice that some real m−planes (e.g. Rm) are Lagrangian with respect to both sym-
plectic structures ω(k,m) and ω, where ω denotes the standard symplectic structure
of Cm. Obviously
U(k,m) ∩ U(m) = U(k)× U(m− k)
So
{P ∈ G(m, 2m) : P is Lagrangian w.r.t. ω(k,m) and ω}
= {P ∈ G(m, 2m) : P = A ·Rm, A ∈ U(k)× U(m− k)}
We observe that if M1,M2 are special Lagrangian submanifolds of C
k and Cm−k
respectively (in the sense of [HL]), then M1×M2 is an indefinite special Lagrangian
submanifold of Cmk . This is a trivial example in some sense, which is of little interest.
In general, a Lagrangian m−plane w.r.t. ω(k,m) is not Lagrangian w.r.t. ω and
vice versa. Let’s see an example.
Example 2.1. We consider two symplectic structures ω(1,2) and ω on C
2 = R2⊕R2
which are given respectively by
ω(1,2) = −dx1 ∧ dy1 + dx2 ∧ dy2
ω = dx1 ∧ dy1 + dx2 ∧ dy2
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Set ς1 = spanR{a
∂
∂x1
+ ∂
∂x2
, ∂
∂y1
+ a ∂
∂y2
} and ς2 = spanR{a
∂
∂x1
+ ∂
∂x2
, ∂
∂y1
− a ∂
∂y2
}
with a 6= 0, 1. Here the condition a 6= 1 is only to ensure that the induced metric on
ς1 from g(2,4) is non-degenerate. It is easy to see that ς1 is Lagrangian w.r.t. ω(1,2)
and not Lagrangian w.r.t. ω, while ς2 is just the reverse.
Lemma 2.2. Suppose ς ∈ G(m, 2m). Then ς or −ς is special Lagrangian in Cmk if
and only if
(1) ς is Lagrangian w.r.t. ω(k,m);
(2) β(ς) = 0
where β = Im{dz}.
Proof. Let A be any complex linear map sending ς0 to λς with λ ∈ R, i.e.,
A(η1 ∧ · · · ∧ ηm) = λς
where η1 ∧ · · · ∧ ηm = ζ0. Thus we have
detA = λdz(ς)
If ς is Lagrangian, then we have dz(ς) = eiθ. It follows that
Im{detA} = λ sin θ
Therefore β(ς) = 0 if and only if dz(ς) = 1 or −1. 
Now we present an implicit formulation of indefinite special Lagrangian subman-
ifolds, which will be used later.
Lemma 2.3. Suppose that f1, ..., fm are smooth real valued functions on an open
set Ω ⊂ Cmk and suppose that df1, ..., dfm are linearly independent at each point of
M = {z ∈ Ω : f1(z) = · · · = fm(z) = 0}. Then the submanifold M is Lagrangian
with respect to ω(k,m)if and only if
(16)
−
k∑
l=1
(
∂fi
∂xl
∂fj
∂yl
−
∂fi
∂yl
∂fj
∂xl
) +
m∑
l=k+1
(
∂fi
∂xl
∂fj
∂yl
−
∂fi
∂yl
∂fj
∂xl
)
= −2i
k∑
l=1
(
∂fi
∂zl
∂fj
∂zl
−
∂fi
∂zl
∂fj
∂zl
) + 2i
m∑
l=k+1
(
∂fi
∂zl
∂fj
∂zl
−
∂fi
∂zl
∂fj
∂zl
)
vanish on M and
(17) det(g(2k,2m)(∇
gfi,∇
gfj)) 6= 0
everywhere on M , where
∇gfi = −
k∑
l=1
∂fi
∂xl
∂
∂xl
+
m∑
l=k+1
∂fi
∂xl
∂
∂xl
−
k∑
l=1
∂fi
∂yl
∂
∂yl
+
m∑
l=k+1
∂fi
∂yl
∂
∂yl
are the gradient vector fields of fi, i = 1, ..., m, with respect to g(2k,2m).
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Proof. The gradient vector fields {∇gfi}i=1,...,m are obviously linearly independent,
because df1, ..., dfm are linearly independent and g(2k,2m) is non-degenerate. The con-
dition (18) ensures that the induced metric onM is non-degenerate. Since {∇gfi}
m
i=1
span the normal space at each point of M , the submanifold M is Lagrangian with
respect to ω(k,m) if and only if
ω(k,m)(∇
gfi,∇
gfj) = 0
By a direct computation, we may derive the conclusion of this Lemma. 
Proposition 2.4. Suppose M = {z ∈ Ω : f1(z) = · · · = fm(z) = 0} is an implicitly
described Lagrangian submanifold of Cmk . Then M (with the correct orientation) is
an indefinite special Lagrangian if and only if
(1) Im{detC(∂fj/∂zl)} = 0 on M for m even;
(2) Re{detC(∂fj/∂zl)} = 0 on M for m odd.
Proof. Since M is Lagrangian, the tangent space of M is spanned (over R) by
J∇gfi =
k∑
l=1
∂fj
∂yl
∂
∂xl
−
m∑
l=k+1
∂fj
∂yl
∂
∂xl
−
k∑
l=1
∂fj
∂xl
∂
∂yl
+
m∑
l=k+1
∂fj
∂xl
∂
∂yl
=
k∑
l=1
(
∂fj
∂yl
− i
∂fj
∂xl
)
∂
∂xl
−
m∑
l=k+1
(
∂fj
∂yl
− i
∂fj
∂xl
)
∂
∂xl
= (−2i
∂fj
∂z1
, ...,−2i
∂fj
∂zk
, 2i
∂fj
∂zk+1
, ..., 2i
∂fj
∂zm
)
where we use the natural identification of Cm with R2m. So the complex matrix
2i(∂fj/∂zl)Ik,m sends {
∂
∂x1
, ..., ∂
∂xm
} into the above basis for the tangent space of
M . Hence this Proposition follows immediately from Lemma 2.2 and Lemma 2.3. 
3. Indefinite special Lagrangian graphs
First, we hope to derive the differential equation describing a graphic indefinite
special Lagrangian submanifold.
Lemma 3.1. Suppose Ω ⊆ Rm is open and f : Ω → Rm is a C∞ mapping. Let
M = (x, f(x)) be the graph of f = (f1, ..., fm) in C
m
k satisfying
(18) det{Ik,m + (
∂fl
∂xi
)tIk,m(
∂fl
∂xj
)} 6= 0
everywhere in Ω. Then M is Lagrangian with respect to ω(k,m) if and only if the
matrix (∂f i/∂xj)Ik,m is symmetric. In particular, if Ω is simply connected, then
M is Lagrangian with respect to ω(k,m) if and only if f = (∇u)Ik,m where ∇u =
(ux1 , ..., uxm) is the gradient of some potential function u ∈ C
∞(Ω).
Proof. It is easy to see that the induced metric on M is non-degenerate if and only
if (18) holds. We may replace f by its Jacobian f∗ at some fixed point. Then
7
f∗ : R
m → Rm is linear and its graph is of the form TM = {x + if∗(x) : x ∈ R
m}.
By definition TM is Lagrangian if and only if Jv ⊥ TM for all v ∈ TM with respect
to g(2k,2m). Suppose v = x+if∗(x). Then Jv = −f∗(x)+ix. Thus TM is Lagrangian
if and only if −f∗(x) + ix and y + if∗(y) are orthogonal for all x, y ∈ R
m, i.e.,
−g(k,m)(f∗(x), y) + g(k,m)(x, f∗(y)) = 0
for all x, y ∈ Rm. Write f∗ = A a m×m matrix. Then
(Ax)tIk,my = x
tIk,mAy
i.e.,
(AIk,m)
t = AIk,m
Thus the Jacobian of the map fIk,m is f∗Ik,m = AIk,m. Since Ω is simply connected,
this is equivalent to the existence of a potential function u : Ω→ R with∇u = fIk,m,
i.e., f = (∇u)Ik,m. 
For f = (∇u)Ik,m, we easily derive the following
det{I + (
∂fl
∂xi
)tIk,m(
∂fl
∂xj
)Ik,m} = det{I +Hess(u)Ik,mHess(u)Ik,m}
= det{(I + iHess(u)Ik,m)(I − iHess(u)Ik,m)}
which implies that the condition (18) is equivalent to
(19) det(I + iHess(u)Ik,m) 6= 0
everywhere. From Lemma 2.2 and Lemma 3.1, we easily derive the following:
Theorem 3.2. Suppose u ∈ C∞(Ω) with Ω ⊂ Rm. Let M = (x, f(x)) be the graph
of f = (∇u)Ik,m in C
m
k = R
m
k ⊕ R
m
k satisfying (19) everywhere. Then M (with the
correct orientation) is special Lagrangian if and only if
(20) Im{det(I + iHess(u)Ik,m)} = 0
or equivalently
Im{det(Ik,m + iHess(u)} = 0
Let’s investigate some special cases of (20). First we consider the case m = 2 and
k = 1. By a direct computation, we see that (20) in this case is equivalent to
(21) ux1x1 − ux2x2 = 0
which is the one dimensional wave equation. The general smooth solution of (21) on
R2 may be expressed as
u = F (x1 + x2) +G(x1 − x2)
where F,G ∈ C∞(R). Consequently, (19) holds for the graph of f = (−ux1 , ux2) if
and only if
(22) 4F ′′G′′ + 1 6= 0
everywhere (see also the proof of Corollary 3.4). Hence we have
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Proposition 3.3. Let u = F (x1+x2)+G(x1−x2) with F,G ∈ C
∞(R). If F and G
satisfy (22), we have a timelike special Lagrangian surfaceM = (x1, x2,−ux1 , ux2) in
C21 . Conversely, every two dimensional timelike special Lagrangian graph is obtained
in this way.
Remark 3.1. By choosing any functions F,G ∈ Cl(R) with l ≥ 3, we may get a Cl−1
timelike special Lagrangian surface.
Corollary 3.4. Let i : M = (x1, x2,−ux1 , ux2) →֒ C
2
1 be a timelike special La-
grangian graph on R21. Then M is conformally diffeomorphic to R
2
1.
Proof. For the immersion i : M = (x1, x2,−ux1 , ux2) →֒ C
2
1 , we compute the induced
metric on M as follows:
(23)
di(
∂
∂x1
) = (1, 0,−ux1x1 , ux2x1)
di(
∂
∂x2
) = (0, 1,−ux1x2 , ux2x2)
From (23), we have
< di(
∂
∂x1
), di(
∂
∂x1
) > = −1− u2x1x1 + u
2
x1x2
< di(
∂
∂x2
), di(
∂
∂x2
) > = 1− u2x1x2 + u
2
x2x2
< di(
∂
∂x1
), di(
∂
∂x2
) > = −ux1x2ux1x1 + ux1x2ux2x2 = 0
Hence the induced metric is given by
ds2M = λ(−dx
2
1 + dx
2
2)
where λ = 1− u2x1x2 + u
2
x2x2
. 
Remark 3.2. It is known that there are uncountably many conformal structures
on a simply connected Lorentz surfaces ([SW1,2]). Corollary 3.4 shows that the
special Lagrangian condition imposes a strong restriction on the conformal type of
the Lorentz graph. Recall also that the conformal Bernstein Theorem of [Mi] states
that any entire timelike minimal surface in R31 is C
∞−conformally diffeomorphic to
R21.
Next, for the special case m = 3 and k = 1, (20) becomes the following nice form:
(24) det(Hess(u)) = u
where u = ux1x1 − ux2x2 − ux3x3 .
Now we investigate the linearization of the indefinite special Lagrangian equation
at any solution. Suppose we are given an indefinite special Lagrangian graph M =
(x, f(x)) on Rm, where f(x) = (∇u(x))Ik,m. Then the special Lagrangian conditions
for M are
(25)
{
Re{det(I + if∗)} > 0
Im{det(I + if∗)} = 0
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For any scalar function v on Rm, we may consider the linearized operator
Lu(v) : = Im
d
dt
det{I + iHess(u)Ik,m + itHess(v)Ik,m}|t=0
= (−1)kIm
d
dt
det{Ik,m + iHess(u) + itHess(v)}|t=0
Set A = Ik,m + iHess(u). Notice that
det(A+ itHess(v)) = detA det(I + itA−1Hess(v))
Therefore
(26)
d
dt
|t=0 det(A+ itHess(v)) = tr{iA
∗Hess(v)}
where A∗ denote the transposed matrix of cofactor of A. Thus
(27) Lu(v) = tr{(−1)
kRe(A∗)Hess(v)}
We may diagonalize A at a point x so that
(28) A = diag(−1 + iλ1, · · · ,−1 + iλk, 1 + iλk+1, · · · , 1 + iλm)
The first condition of (25) becomes
(29) (−1)k detA > 0
From (28) we obtain
(30) Re(A∗) = diag(
−1
1 + λ21
, · · · ,
−1
1 + λ2k
,
1
1 + λ2k+1
, · · · ,
1
1 + λ2m
) detA
Hence we get from (27), (29) and (30) the following:
Theorem 3.5. The linearization of the indefinite special Lagrangian operator at
any solution u of the equation (20) is a homogeneous second order partial differential
operator
Lu(v) =
∑
ij
aij(∂2u)
∂2v
∂xi∂xj
where (aij(∂
2u)) is a non-degenerate symmetric matrix with index k at each point.
From Theorem 3.5, we know that Eq.(20) is an ultra-hyperbolic equation in gen-
eral. When k = 1 and m ≥ 3, Eq.(20) becomes a fully nonlinear hyperbolic equation.
In the remaining part of this section, we assume that k = 1 and m ≥ 3. Notice
that u ≡ 0 is a trivial solution of (20) and the corresponding linearization there is
−, where  is just the wave operator defined by
(31) v =
∂2v
∂2x1
−
∂2v
∂2x2
− · · · −
∂2v
∂2xm
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Set Σ = {x ∈ Rm : x1 = 0}. Obviously Σ is spacelike in R
m with respect to the
metric
∑
ij aij(0)dxidxj = −dx
2
1 +
∑m
j=2 dx
2
j .
We may write (20) briefly as follows:
(32) F (∂i∂ju) = 0
where F = F (ζij) is a polynomial in its argument ζ = (ζij) = (∂i∂ju), 1 ≤ i, j ≤ m.
Obviously
(33) aij = ∂ζijF =
∂F (ζ)
∂ζij
We prescribe the Cauchy data on Σ = {x1 = 0} as follows:
(34)
{
u|x1=0 = f(x
′)
∂u
∂x1
|x1=0 = h(x
′), x′ = (x2, ..., xm) ∈ R
m−1
where f, h ∈ C∞0 (R
m−1) (or S(Rm−1) the Schwartz space of rapidly decreasing
functions). Then ∂i∂ju = ∂i∂jf on Σ for 2 ≤ i, j ≤ m, ∂1∂iu = ∂ih on Σ for
2 ≤ i ≤ m. Notice that F (ζij) is a sum of terms of the form ζi1i2 · · · ζikjk with k
odd (k = 1, 3, ..., [m2 + 1]) and (is, js) 6= (it, jt) if s 6= t, 1 ≤ s, t ≤ k. So (∂ζ11F )(ζij)
is a polynomial in ζij with (i, j) 6= (1, 1). Consequently, (34) uniquely specifies ∂
2
1u,
hence ((∂ζijF )(ζ)) on Σ, provided
(35) (∂ζ11F )(∂i∂ju) 6= 0
everywhere on Σ. From Theorem 3.5 and (33), we know that ((∂ζijF )(ζ)) has index
1. We may choose the Cauchy data (34) such that Σ is spacelike with respect to the
metric
∑
ij aijdxidxj , where (aij) = (a
ij)−1. Hence we have (cf. [Ta], [Ho¨r])
Proposition 3.6. Under the above hypothesis on the Cauchy data (35), then the
Cauchy problem (32), (35) has a unique smooth solution on some neighborhood of Σ
in Rm.
Remark 3.3. The Cauchy data satisfying (35) and the spacelike condition can always
be prescribed. For example, we have already known that the trivial solution u ≡ 0
of (20) corresponds to the Cauchy data (f, h) = (0, 0). By continuity, it is easy to
see that the Cauchy data (f, h) always satisfy (35) and the spacelike condition on
Σ if (f, g) is in a small neighborhood of (0, 0) in the functional space C∞0 (R
m−1) ×
C∞0 (R
m−1).
Finally, we consider the global existence problem for Eq. (32) with the following
Cauchy data
(36)
{
u|x1=0 = εf
∂u
∂x1
|x1=0 = εh
where f, h ∈ C∞0 (R
m−1) and ε > 0 is small.
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Set f(∂i∂ju) = F (∂i∂ju) +u. Then Eq. (32) (i.e. (20)) is equivalent to
(37) u = f(∂i∂ju)
where f is a smooth function of ζij = ∂i∂ju and vanishes of third order at 0. It is
known from [Kl1] that (37) and (36) has a C∞ global solution for sufficiently small ε
when m− 1 ≥ 4. For m− 1 = 3, we know from [Kl2] that (37) and (36) also admits
a C∞ global solution for sufficiently small ε, because the Taylor expansion of f(ζij)
in some neighborhood of (u, ∂u, ∂2u) = 0 does not contain any quadratic term.
The remaining case is m− 1 = 2. In this case, we get from (24) the following
f(∂i∂ju) = det(∂i∂ju)
which is a homogeneous polynomial of degree 3 in ζij = ∂i∂ju. Thus we meet the
critical case. To establish the global existence, we should verify the so-called null
condition, which was first introduced by Klainerman [Kl2] for the case m − 1 = 3
(see also [Chr]).
Setting W = (W0,W1,W2,W3) = (u, ∂1u, ∂2u, ∂3u), we find that solving (37) is
equivalent to solve
(38)


W0 = det(∂iWj)
W1 = C(∂W )
ij∂i∂jW1
W2 = C(∂W )
ij∂i∂jW2
W3 = C(∂W )
ij∂i∂jW3
where (C(∂W )ij) is the cofactor matrix of (∂iWj) (1 ≤ i, j, k ≤ 3).
Definition 3.1. Let G = G((wa); (∂iwb); (∂
2
ijwc)) be a smooth function of wa (a =
0, 1, ..., N), ∂iwa(a = 0, 1, ..., N) and ∂
2
ijwb(a = 0, 1, ..., N , i, j = 1, ..., m). We say
that G satisfies the null condition when
G((λa); (µbXi); (vcXjXk)) = 0
for all λ, µ, v ∈ RN+1 and all X = (X1, · · · , Xm) ∈ R
m satisfying X21 −X
2
2 − · · · −
X2m = 0.
We may verify directly that the functions det(∂iWj), C(∂W )
ij∂i∂jWk (k = 1, 2, 3)
appearing on the right hand side of (38) satisfy the null condition in Definition 3.1.
Consequently, we know from Theorem 1.2 of [Ka] that the Cauchy problem (37),(36)
has a unique global C∞−solution too when m− 1 = 2.
In conclusion, we have shown the following
Theorem 3.7. The Cauchy problem (37), (36) with f, h ∈ C∞0 (R
m−1) has a unique
C∞ global solution u if m ≥ 3 and ε is sufficiently small.
Remark 3.4. For a solution u of (20), the graph of (∇u)Ik,m is an indefinite special
Lagrangian submanifold provided that (19) is satisfied. When ε is sufficiently small,
the solution obviously satisfies the non-degenerate condition (19) everywhere.
Proposition 3.3, Proposition 3.6 and Theorem 3.7 show that timelike special La-
grangian submanifolds exist in abundance. We will construct more nontrivial explicit
examples of indefinite special Lagrangian submanifolds in next section.
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4. Explicit examples of indefinite special Lagrangian submanifolds
In this section, we hope to construct some explicit indefinite special Lagrangian
submanifolds by the following two methods: the moment map method for symmetric
indefinite special Lagrangian submanifolds and the normal bundle constructions.
4.1 Symmetric indefinite special Lagrangian submanifolds
Let G be a connected Lie group of holomorphic isometries of Cmk . Let g be the
Lie algebra of G, and g∗ the dual space of g. Then a moment map for the G-action
on Cmk is a smooth map µ : C
m → g∗ such that (a) d(µ, ξ) = iXξω for all ξ ∈ g,
where ( , ) denotes the pairing between g∗ and g, and Xξ is the infinitesimal action
corresponding to ξ; (b) µ(kx) = Ad∗
k−1
µ(x), ∀k ∈ G and x ∈ M , where Ad denotes
the coadjoint action (For basic properties of the moment maps, the reader could
refer to [Si]).
According to the terminology of Symplectic geometry, a G−action is called Hamil-
tonian if it admits a moment map. By using the properties (a) and (b) of a moment
map, it is easy to prove the following:
Lemma 4.1. (Cf. [Jo2]) Let G×M →M be a Hamiltonian action on a symplectic
manifold M . If L is a connected G-invariant Lagrangian submanifold in M , then
M ⊂ µ−1(c) for some c ∈ Z(g∗), where Z(g∗) denotes the center of g∗.
First, let’s determine the moment map of the natural action of SU(k,m− k) on
Cmk : (A, z) 7−→ Az. Its infinitesimal action is given by
Xξ(z) = ξz
where ξ ∈ u(k,m − k) and z ∈ Cm is a column vector. We fix the following inner
product on u(k,m− k),
(39) < ξ, η >:= −tr(ξη)
to identify u(k,m− k) with u∗(k,m− k). Two vectors v, w ∈ Cmk , induce a complex
linear map
vw∗Ik,m : C
m → Cm
where w∗ = (w1, ..., wm) is the conjugate transpose of w. Obviously we have
(40) vw∗Ik,m(z) = hk,m(z, w)v
The symplectic structure associated to the inner product hk,m is
ω(k,m) = −Im(hk,m)
Proposition 4.2. The action of SU(k,m) on Cmk is Hamiltonian with moment map
(41) µ(z) = −
i
2
zz∗Ik,m
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Proof. For ξ ∈ u(k,m− k) and v, w ∈ Cmk , we have
tr[ξ ·
i
2
(vw∗Ik,m + wv
∗Ik,m) =
i
2
hk,m(ξv, w) +
i
2
hk,m(ξw, v)
=
i
2
hk,m(ξv, w)−
i
2
hk,m(w, ξv)
=
i
2
hk,m(ξv, w)−
i
2
hk,m(ξv, w)
= −Im(hk,m(ξv, w))
= ω(k,m)(ξv, w)
The defining equation for a moment map is
d < µ(z), ξ > (v) = ω(k,m)(Xξ(z), v) = ω(k,m)(ξz, v)
i.e.,
(42) < dµ(z)v, ξ >= tr[ξ ·
i
2
(zv∗Ik,m + vz
∗Ik,m)]
Using the inner-product on u(k,m− k), we get from (42) the following
−tr[dµ(z)vξ] = tr[ξ ·
i
2
(zv∗Ik,m + vz
∗Ik,m)]
which is satisfied by
(43) µ(z) = −
i
2
zz∗Ik,m
It is easy to verify that the map µ given by (43) satisfies the equivariant property.
Therefore we prove this proposition. 
First we hope to construct some Tm−1−invariant indefinite special Lagrangian
submanifolds. Here Tm−1 is the subgroup
(44) Tm−1 = {diag(eiθ1 , ..., eiθm) : θ1 + · · ·+ θm = 0}
in SU(k,m− k).
Lemma 4.3. Suppose Tm−1acts on Cmk as follows:
(eiθ1 , ..., eiθm−1) · z =


eiθ1z1
...
eiθm−1zm−1
eiθmzm


where θm = −θ1 − · · · − θm−1. Then the moment map of this action is given by (up
to a constant)
µ(z) = diag(|z1|
2 + |zm|
2, ..., |zk|
2 + |zm|
2, |zm|
2 − |zk+1|
2, ..., |zm|
2 − |zm−1|
2)
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Proof. We consider the homomorphism ϕ : Tm−1 → U(k,m− k) defined by
(45) ϕ(diag(eiθ1 , ..., eiθm−1)) = diag(eiθ1 , ..., eiθm)
where θm = −θ1 − · · · − θm−1. Then the induced homomorphism dϕ : t ∼= R
m−1 →
su(k,m− k) between their Lie algebras gives
(46)
dϕ(
∂
∂θ1
) = i diag(1, ....,−1)
· · ·
dϕ(
∂
∂θm−1
) = i diag(0, ..., 1,−1)
Therefore, using the inner product on u(k,m− k), we have
(47) < µ, dϕ(
∂
∂θj
) >=
{ i
2(|zj |
2 + |zm|
2), j = 1, ..., k
− i
2
(|zj|
2 − |zm|
2), j = k + 1, ..., m− 1
Using the inner product, we may regard the moment map of the Tm−1−action as a
map into its Lie algebra. Therefore we prove the Lemma. 
Theorem 4.4. Let F = (f1, ..., fm−1, fm) : C
m → Rm be a map defined by
fj =
{
|zj |
2 + |zm|
2, j = 1, ..., k
|zj |
2 − |zm|
2, j = k + 1, ..., m− 1
and
fm =
{
Re(z1...zm), if m is even,
Im(z1...zm), if m is odd
where m ≥ 3. Set D = {z ∈ Cm : det( ∂fi
∂zj
) = 0}. Let Mc = F
−1(c) be the inverse
image of a point c ∈ (R+)k × Rm−k − F (D), where R+ = {x ∈ R : x > 0}. Then
Mc (with the correct orientation) is an indefinite special Lagrangian submanifolds of
Cmk .
Proof. First we assume that m is even, i.e.,
(48) fm(z) =
z1...zm + z1...zm
2
(49) fi =
{
zizi + zmzm, i = 1, ..., k
zizi − zmzm, i = k + 1, ..., m− 1
A direct computation shows that
(50) det(
∂fi
∂zj
) =
1
2
{−
k∑
i=1
|z1|
2 · · · |̂zi|2 · · · |zm|
2 +
m∑
j=k+1
|z1|
2 · · · |̂zj |2 · · · |zm|
2}
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and
(51) zi
∂fm
∂zi
= zm
∂fm
∂zm
, 1 ≤ i ≤ m− 1
Note that det( ∂fi
∂zj
) is a real analytic function on Cm. So the critical points set of
F = (f1, ..., fm) : C
m → Rm is a real hypersurface of Cm given by
(52) D = {z ∈ Cm : det(
∂fi
∂zj
) = 0}
Its image F (D) has measure zero for the usual measure on Rm. Thus, for any
c = (c1, ..., cm) ∈ (R
+)k×Rm−k−F (D), Mc is a smooth manifold of dimensional m.
The condition (16) follows from (51) and the property of the moment map. From
the proof of Proposition 2.4, we see that ∇gfi corresponds to the complex vector
2(−
∂fi
∂z1
, · · · ,−
∂fi
∂zk
,
∂fi
∂zk+1
, · · · ,
∂fi
∂zm
)
=


2(0, ..., 0,−zi, 0, ..., zm) if 1 ≤ i ≤ k,
2(0, ..., 0, zi, 0, ...,−zm) if k + 1 ≤ i ≤ m− 1,
(−z2 · · · zm, ...,−z1 · · · ẑk · · · zm, z1 · · · ẑk+1 · · · zm, ..., z1 · · · ẑm), if i = m
under the identification R2m with Cm. It follows that
m∑
l=1
εl
∂fi
∂zl
∂fj
∂zl
∈ R, for 1 ≤ i, j ≤ m
Since {fi} are real valued, we get
(53) (g(2k,2m)(∇
gfi,∇
gfj)) = 4(∂fi/∂zl)Ik,m(∂fi/∂zl)
t
This implies that det(g(2k,2m)(∇
gfi,∇
gfj)) 6= 0 if and only if det(∂fi/∂zl) 6= 0.
Hence for any c ∈ (R+)k × Rm−k − F (D), {fi} satisfies the conditions of Lemma
2.3 on Mc. Therefore Mc is a Lagrangian submanifold in C
m with respect to ω(k,m).
From the expression of fm, we get
(54) zm
∂fm
∂zm
z1 · · · zm =
1
2
|z1 · · · zm|
2
for i = 1, ..., m. Obviously detC(∂fi/∂zj) is a sum of terms of the form
(55) ±
zl
|zl|2
∂fm
∂zl
z1 · · · zm = ±
zm
|zl|2
∂fm
∂zm
z1 · · · zm
Consequently
Imdet(∂fi/∂zj) = 0
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By Proposition 2.4, we get the result for the case of m even. We may prove the
similar result for the case of m odd. 
Remark 3.1. If c ∈ F (D), Mc may not be a Lagrangian submanifold or have various
kinds of singularity depending on c.
Next, we consider the subgroup i : SO(k,m − k) → SU(k,m − k) which acts
diagonally on Cm ∼= Rm ⊕Rm. The Lie algebra of SO(k,m− k) is
(56) so(k,m− k) = {A ∈M(m,R) : AtIk,m + Ik,mA = 0}
Using the natural basis of so(k,m − k) and the moment map of SU(k,m − k), we
may obtain the moment map of SO(k,m− k)−action as follows:
(57)
µ(z) =
∑
1≤i<j≤k
Im(zizj)(Eij − Eji) +
∑
1≤i≤k,k+1≤j≤m
Im(zizj)(Eij + Eji)
−
∑
k+1≤i<j≤m
Im(zizj)(Eij − Eji)
where Eij denotes the m×m matrix such that the entry at the i−th row and j−th
column is 1 and other entries are all zero.
As Z(g∗) = 0, any SO(k,m− k)−invariant indefinite Lagrangian m−fold lies in
µ−1(0). Now every point in µ−1(0) may be written as (λt1, ..., λtm), where λ ∈ C
and t := (t1, ..., tm) ∈ R
m
k is normalized so that
(58)
∑
εjt
2
j =


1 if t is spacelike,
0 if t is lightlike,
−1 if t is timelike
If (z1, ..., zm) ∈ µ
−1(0) satisfies −
∑k
j=1 zjzj +
∑m
j=k+1 zjzj > 0 (resp. < 0),
then the SO(k,m− k)−orbit Θz ∼= S
m−1
k (r
2) the pseudo-Riemannian sphere (resp.
Hm−1k−1 (−r
2) the pseudo-hyperbolic space). First we note that, for any regular curve
Γ ⊂ C∗ = C\{0}, the submanifold defined by
(59) MΓ = {(x, y) = λ(t1, ..., tm) ∈ C
m
k :
m∑
j=1
εjt
2
j = ±1, λ ∈ Γ}
is Lagrangian w.r.t. ω(k,m). In fact, we may write λ = ξ(s)+ iη(s) and compute the
induced 2−form of ω(k,m) on M as follows:
ω(k,m)|MΓ =
m∑
j=1
εjdxj ∧ dyj
=
m∑
j=1
εjd(ξtj) ∧ d(ηtj)
=
m∑
j=1
εj(tjdξ + ξdtj) ∧ (tjdη + ηdtj)
=
m∑
j=1
εjt
2
jdξ ∧ dη +
m∑
j=1
εj(tjηdξ ∧ dtj + tjξdtj ∧ dη)
= ±dξ ∧ dη
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where we use the fact
∑
j εjt
2
j = ±1 in the last equality. The fact dimR Γ = 1 leads
to ω(k,m)|MΓ ≡ 0. The induced metric on MΓ is given by
ds2MΓ = ±|λ
′|2ds2 + λ2dt2
where dt2 is the metric of Sm−1k (1) or H
m−1
k−1 (−1). It is easy to see that ds
2
MΓ
is
non-degenerate.
Theorem 4.5. Let
Mc = {(x, y) = λ(t1, ..., tm) ∈ C
m
k :
m∑
j=1
εjt
2
j = 1, λ ∈ C, Im(λ
m) = c}
or
Mc = {(x, y) = λ(t1, ..., tm) ∈ C
m
k :
m∑
j=1
εjt
2
j = −1, λ ∈ C, Im(λ
m) = c}
Then Mc (with the correct orientation) is an indefinite special Lagrangian submani-
fold of Cmk .
Proof. From the above discussion, we have already known that Mc is a Lagrangian
submanifold. Locally we may express η as a function of ξ, say, η = ϕ(ξ). So Mc is
the graph of
(60) f(x) = ϕ(ξ)
x
ξ
where ξ =
√
±
∑
i εix
2
i . The differential ϕ∗ of this map from R
m to Rm is given by
the matrix (hij) where
(61)
hij =
∂
∂xi
[ϕ(ξ)
xj
ξ
]
=
ϕ(ξ)
ξ
δij +
d
dξ
(
ϕ(ξ)
ξ
){±εi
xixj
ξ
}
Then the linear map ϕ∗ : R
m → Rm has the eigenvector x with eigenvalue
(62)
ϕ(ξ)
ξ
+ ξ
d
dξ
(
ϕ(ξ)
ξ
) =
dϕ(ξ)
dξ
Moreover, the hyperplane perpendicular to x is an eigenspace with eigenvalue ϕ(ξ)
ξ
of multiplicity m−1. Set K = I+ i(hij). Hence the graph of f is special Lagrangian
if and only if
Im{detK} = 0
i.e.,
(63)
1
ξm−1
Im{(ξ + iη)m−1(dξ + idη) = 0
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Therefore the integral curves of the O.D.E. are of the form Im(ξ+ iη)m = c for some
c ∈ R. 
Remark 4.2. (1) For c 6= 0, each component of the manifold Mc is diffeomorphic
to R × Sm−1k (1) or R× H
m−1
k−1 (−1). When c = 0, it is a singular union of m
copies of m−dimensional Lagrangian cones, and the link of each cone is Sm−1k (1) or
Hm−1k−1 (−1).
(2) In [Ch], B. Chen introduced the notion of complex extensors in Cmk to con-
struct SO(k,m− k)−invariant Lagrangian submanifolds. He also got the represen-
tations (59) for these Lagrangian submanifolds, and then gave the classification of
Lagrangian H−umbilical submanifolds.
4.2 Indefinite special Lagrangian normal bundles
Let Mn be an indefinite submanifold in the pseudo-Euclidean space Rmk . Let g
be the induced pseudo-Riemannian metric on M with index s. For a normal vector
field ξ ∈ Γ(T⊥M), the formula
det(tIm −Aξ) =
m∑
l=0
(−1)lσl(ξ)t
m−l
defines a sequence σl(ξ) of smooth functions on M . Clearly, σ0(ξ) = 1 while σ1(ξ) =
tr(Aξ).
Definition 4.1. An indefinite submanifold Mn of Rmk is said to be austere if, for
every ξ ∈ Γ(T⊥M) and every integer l satisfying 0 ≤ l ≤ m/2, we have σ2l+1(ξ) = 0.
Notice that a selfadjoint matrix A with respect to a pseudo-Euclidean metric may
have no real eigenvalues(see page 273 of [Gr] for such an example). If Aξ does have
m real eigenvalues λ1, ..., λm for each normal vector ξ, then the austere condition is
equivalent to the condition that the set of eigenvalues of Aξ is of the form
(λ1, ..., λm) = (a,−a, b,−b, ..., c,−c, 0, ..., 0)
When M is spacelike, i.e., s = 0, it is known that Aξ always has m real eigenvalues
for each normal vector ξ, and thus it is diagonalizable. For general case, we have the
following criteria for diagonalization:
Lemma 4.6. Let Mn be an indefinite submanifold of dimension n ≥ 3 in Rmk .
Suppose M satisfies
(64) g(AξX,X) + g(X,X) > 0
for each nonzero normal vector ξ and every nonzero tangent vector X at the same
point. Then there exists a Lorentz basis {ev}
n
v=1 with respect to g at each point such
that
Aξei = λvei i = 1, ..., n
Proof. The result follows immediately from Theorem 9.11 in [Gr]. 
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Remark 4.3. A spacelike submanifold automatically satisfies the condition (64) and
the assumption n ≥ 3 is not necessary for the spacelike case. However, the assump-
tion n ≥ 3 is necessary for the general case.
Now we assume that M is a spacelike submanifold or an indefinite submanifold
satisfying Lemma 4.6. We define the embedding
(65) ψ : T⊥M → Rmk ⊕R
m
k = C
m
k
by setting ψ(vx) = (x, v(x)) where the second factor v(x) is a vector based at the
origin obtained by moving vx to the origin. Near x0 we choose a Lorentz tangent
frame field e1, ..., en and a Lorentz normal frame field v1, ..., vp, n+p = m, such that
(e1, ..., vp) is positively oriented and (∇
⊥vi)x0 = 0.
Obviously the tangent space to this embedding at v(x0) =
∑
j cjvj is spanned by
the vectors
(66)
Ej = ψ∗(ej) = (ej , Avej), j = 1, ..., n
Nj = ψ∗(∂/∂tj) = (0, vj), j = n+ 1, ..., m
It is easy to see from (9) and (66) that
g(2k,2m)(JNj , Nk) = g(2k,2m)(JNj , El) = −g(2k,2m)(Nj , JEl) = 0
for all j, k, l. Moreover
g(2k,2m)(JEj, Ek) = g(2k,2m)((−Avej , ej), (ek, Avek)
= −g(2k,2m)(Avej , ek) + g(2k,2m)(ej , Avek)
= 0
Obviously the induced metric on ψ(T⊥M) from g(2k,2m) is non-degenerate. Hence
ψ(T⊥M) is a Lagrangian submanifold of Cmk with respect to ω(k,m).
The hypothesis about M implies that we may choose a Lorentz basis e1, ..., en at
x0 such that Av(ej) = λjej , j = 1, ..., n. Consequently, up to a sign, the tangent
plane ς of the embedding ψ at vx0 is given by
(67)
ς = E1 ∧ · · · ∧En ∧N1 ∧ · · · ∧Ep
= (e1, λ1e1) ∧ · · · ∧ (en, λnen) ∧ (0, v1) ∧ · · · ∧ (0, vp)
Since e1, ...., en, v1, ..., vp is a Lorentz basis, we may reorder the basis and then per-
form an SO(k,m− k) change of coordinates on Rmk such that {e1, ..., en, v1, ..., vp}
becomes the standard Lorentz basis of Rmk . It follows that
(68) dz1 ∧ · · · ∧ dzm(ς) = i
p
n∏
j=1
(1 + iλj)
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Theorem 4.7. Let Mn be a space-like submanifold or an indefinite submanifold
satisfying Lemma 3.7 in Rmk . Then the normal bundle ψ(T
⊥M) is indefinite special
Lagrangian in Cmk = R
m
k ⊕R
m
k if and only if M is austere in R
m
k .
The above result shows that it would be interesting to find more austere subman-
ifolds. Maximal spacelike surfaces in R31 are automatically austere. The Weierstrass
formula in [Ko] provides us many examples of maximal surfaces. By generalizing
Bryant’s idea in [Br], the authors in [DH] also construct some examples of spacelike
austere submanifolds in pseudo-Euclidean spaces of higher dimensions.
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Appendix: Instability of indefinite minimal submanifolds
In this appendix, we will investigate the stability problem of an m−dimensional
indefinite minimal submanifold ϕ : M → RNn. For simplicity, we sometimes write
the metric of RNn as < , >. Suppose that the induced pseudo-Riemannian metric
g on M has index k with 0 < k < m. Using a coordinate system (ui) of M , g is
expressed as
(69) g = gijdu
iduj
The volume functional for ϕ is defined by
(70) V (ϕ) =
∫
M
√
(−1)k det(gij)du
1 ∧ · · · ∧ dum
For a variation ϕt corresponding to a normal vector field W along M with compact
support, we set V (t) = V (ϕt). It is known that the submanifold M is minimal for
the functional V if and only if H ≡ 0.
Now we assume that M is an indefinite minimal submanifolds of RNn . Set dv =√
(−1)k det(gij)du
1 ∧ · · · ∧ dum. By the usual computation, we have the second
variational formula:
(71) V ′′(0) =
∫
M
{< ∇⊥W,∇⊥W > − < h ◦ ht(W ),W >}dv
where h is the second fundamental form and
(72) < h ◦ ht(W ),W >= gikgjl < h(
∂
∂ui
,
∂
∂uj
),W >< h(
∂
∂uk
,
∂
∂ul
),W >
Choose a local spacelike vector field X with |X | = 1 on Ω ⊂M . By the Flow-box
theorem, there exists a cubic coordinate system (D,ψ, ui) ⊂⊂ Ω with
(73) ψ(D) = {(u1, ..., um) : −δ < ui < δ}
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such that
(74) X |D =
∂
∂u1
We may choose δ sufficiently small so that the normal bundle is trivialized on D.
Thus there exists a local normal vector field ξ on D with the property that < ξ, ξ >6=
0 everywhere on D. Without lose of generality, we may assume that ξ is spacelike
everywhere on D. Set
(75) W = f(u1, ..., um)ξ
where
f(u1, ..., um) = [1 + cos
(2q + 1)π
δ
u1]ρ(u2, ..., um)
where q is an integer and ρ ∈ C∞c (Ω). So W |∂Ω = 0. Using W as a variation vector
field, we get from (71) the following:
(76)
V ′′(0) =
∫
M
{< ∇⊥∂
∂u1
fξ,∇⊥∂
∂u1
fξ > +2
m∑
j=2
g1j < ∇⊥∂
∂u1
fξ,∇⊥∂
∂uj
fξ >
+
m∑
j,l=2
gjl < ∇⊥∂
∂uj
fξ,∇⊥∂
∂ul
fξ > −f2 < h ◦ ht(ξ), ξ >}dv
=
(2q + 1)2π2
δ2
∫
D
ρ2 sin2(
(2q + 1)π
δ
u1)dv +
(2q + 1)
δ
I1 + I2
where
(77) |I1| ≤ C1, |I2| ≤ C2
Here C1 and C2 are constants independent of q. So
(78) V ′′(0) ≥
(2q + 1)2π2
δ2
∫
D
ρ2 sin2(
(2q + 1)π
δ
u1)dv − C1
(2q + 1)
δ
− C2
Notice that
∫
D
ρ2 sin2( (2q+1)pi
δ
u1)dv increases as q → +∞. Thus
(81)
∫
D
ρ2 sin2(
(2q + 1)π
δ
u1)dv ≥ C0 > 0
where C0 is a constant independent of q. By choosing a sufficiently large q, we have
(82) V ′′(0) > 0
As a result, the variation increases the volume of M .
Similarly we may start with a timelike vector field Y with < Y, Y >= −1 and
choose a cubic coordinate system (ui) with Y = ∂
∂u1
. Using the same variation
vector field W , we may get V ′′(0) < 0 for a sufficiently large q. In conclusion, we
have proved the following:
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Theorem A. LetM be an indefinite minimal submanifold of RNn with index 0 < k <
m. Then for any domain on M , there exists a smooth variation with fixed boundary
that increases the volume, and there exists a smooth variation that decreases the
volume.
Remark. Such kind of instability of indefinite minimal submanifolds was first ob-
tained by Gorokh [Go] for timelike minimal surfaces in R31. Here we generalize his
result to the case of any dimension and codimension. As a consequence, we know
that there is no minimizing property or maximizing property for the indefinite special
Lagrangian submanifolds.
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