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Abstract. In a first part, using the recent measure classification results of
Eskin–Lindenstrauss, we give a criterion to ensure a.s. equidistribution of empir-
ical measures of an i.i.d. random walk on a homogeneous space G/Γ. Employing
renewal and joint equidistribution arguments, this result is generalized in the
second part to random walks with Markovian dependence. Finally, following
a strategy of Simmons–Weiss, we apply these results to Diophantine approxi-
mation problems on fractals and show that almost every point with respect to
Hausdorff measure on a graph directed self-similar set is of generic type, so in
particular, well approximable.
1. Introduction
For the introduction, let G be a connected simple real Lie group and Γ a lattice
in G. Let (Yn)n be a G-valued stochastic process and x0 ∈ X := G/Γ. These data
define a random walk on X: starting at x0, one consecutively applies the random
group elements Y1, Y2, etc. One of the main objectives of this paper is to identify
a set of conditions on the increment process (Yn)n ensuring that the random walk
trajectory
(Yn · · ·Y1x0)n
almost surely equidistributes towards the normalized Haar measuremX onX, mean-
ing convergence
1
n
n−1∑
k=0
δYk···Y1x0 −→ mX
in the weak* topology as n→∞.
1.1. I.I.D. Random Walks. We first consider the classical case where the incre-
ments Yn are independent and identically distributed (i.i.d.). Two different types
of assumptions on the common distribution µ have previously been used to estab-
lish equidistribution results in this context. The first one concerns the algebraic
structure of the support of µ and was studied by Benoist–Quint. A special case of
their results in [3] is the following.
Theorem 1.1 (Benoist–Quint [3]). Let µ be a compactly supported probability mea-
sure on G and suppose that the closed subgroup GS generated by S := supp(µ) has
the property that Ad(GS) is Zariski dense in Ad(G). Let (Yn)n be a sequence of i.i.d.
random variables with distribution µ. Then for every x0 ∈ X with infinite GS-orbit,
the random walk trajectory (Yn · · ·Y1x0)n almost surely equidistributes towards mX .
The second set of assumptions involves the dynamics of the linearized random
walk on the Lie algebra g of G. In [26], Simmons–Weiss impose the following
requirements on the adjoint action of GS = 〈supp(µ)〉 on g, phrased in terms of
Oseledets subspaces (see §2.1):
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(I) For every 1 ≤ k ≤ dim(G) − 1 there exists a proper, non-trivial, GS-
invariant subspace Wk ⊂ g∧k such that, almost surely, Wk trivially in-
tersects the Oseledets subspace V 60 of subexponential expansion, and
W := W1 is complementary to the Oseledets subspace V <max of non-
maximal expansion.
(II) The adjoint action of GS on W is by similarities and satisfies∫
G
log‖Ad(g)|W ‖dµ(g) > 0.
(III) For 1 ≤ k ≤ dim(G)−1, any non-trivial subspace L ⊂ g∧k with finite orbit
under GS intersects Wk non-trivially.
A model example to have in mind is the action of the Borel subgroup (endowed with
a suitable measure) on the Lie algebra of the upper unipotent subgroup in SL2(R).
Modifying the arguments in [1], Simmons–Weiss prove the following theorem.
For the statement, recall that a subgroup H of G is said to be virtually contained
in a subgroup L of G if H ∩ L has finite index in H.
Theorem 1.2 (Simmons–Weiss [26]). Let µ be a compactly supported probability
measure on G such that the closed subgroup GS generated by S = supp(µ) is not
virtually contained in any conjugate of Γ and suppose that conditions (I)–(III) are
satisfied. Let (Yn)n be a sequence of i.i.d. random variables with distribution µ.
Then for every x0 ∈ X, the random walk trajectory (Yn · · ·Y1x0)n almost surely
equidistributes towards mX .
Note that the virtual containment condition in the above theorem is equivalent
to saying that there do not exist finite GS-orbits in X.
Simmons–Weiss’ conditions (I) & (III) and Benoist–Quint’s assumption of Zariski
density of Ad(GS) in the simple group Ad(G) are mutually exclusive. However,
what the two settings have in common is that both imply what we shall call uniform
expansion on Grassmannians (see §2.3): For 1 ≤ k ≤ dim(G)−1 and every non-zero
pure wedge product v = v1 ∧ · · · ∧ vk in g∧k, almost surely,
lim inf
n→∞
1
n log‖Ad∧k(Yn · · ·Y1)v‖ > 0. (1.1)
Elaborating on the recent powerful results of Eskin–Lindenstrauss in [12], we show
that this expansion property is sufficient to guarantee almost sure equidistribution.
Moreover, their work allows replacing compact support of µ by finite exponential
moments in g, meaning that N(g) := max(‖Ad(g)‖, ‖Ad(g)−1‖) satisfies∫
G
N(g)δ dµ(g) <∞
for some δ > 0. We prove the following.
Theorem 1.3. Let µ be a probability measure on G with finite exponential moments
in g such that the closed subgroup GS generated by S = supp(µ) is not virtually
contained in any conjugate of Γ. Suppose that the i.i.d. process (Yn)n with common
law µ is uniformly expanding on Grassmannians. Then for every x0 ∈ X, the
random walk trajectory (Yn · · ·Y1x0)n almost surely equidistributes towards mX .
As one of the consequences of this result, we show that assumptions (I)–(III)
above can be relaxed to the following two conditions:
(I’) For every 1 ≤ k ≤ dim(G) − 1 there exists a proper, non-trivial, GS-
invariant subspace Wk ⊂ g∧k such that, almost surely, Wk trivially inter-
sects the Oseledets subspace V 60 of subexponential expansion.
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(III’) For 1 ≤ k ≤ dim(G) − 1, any non-trivial GS-invariant subspace L of g∧k
intersects Wk non-trivially.
A simple example in which (I’) and (III’) hold whereas (I)–(III) fail is given by
G = SL3(R), Γ = SL3(Z) and µ = 13(δg1 + δg2 + δg3) for the matrices
g1 =
3 2
1/6
 , g2 =
3 12
1/6
 and g3 =
3 2 1
1/6
 .
We postpone the justification to §2.3.
We will prove Theorem 1.3 in the slightly more general form of Theorem 2.12.
The proof breaks down into the two usual steps:
• classification of stationary measures (Theorem 2.9), which follows from the
work of Eskin–Lindenstrauss [12], and
• ruling out escape of mass (Proposition 2.11), which we deduce from Eskin–
Margulis [13] along the same lines as in the proof of [26, Theorem 2.1].
1.2. Markov Random Walks. The properties of random products Yn · · ·Y1 of
elements of G are much less understood when the increments Yn do not form an
i.i.d. process. The problem of equidistribution on homogeneous spaces, for instance,
has not been studied beyond the case of i.i.d. random walks. In this article, we
investigate this problem for Markovian increment processes and, as our main result,
obtain equidistribution results analogous to the i.i.d case.
Theorem 1.4. Let (Yn)n be an irreducible Markov chain on a finite set S ⊂ G
that is uniformly expanding on Grassmannians and such that for every x ∈ X the
random orbit {Yn · · ·Y1x | n ∈ N} is almost surely infinite. Then for every x0 ∈ X,
the random walk trajectory (Yn · · ·Y1x0)n almost surely equidistributes towards mX .
Note that when µ is finitely supported, GS denotes the closed subgroup of G
generated by S = supp(µ), and the Yn are i.i.d. with distribution µ, the random
orbit {Yn · · ·Y1x | n ∈ N} is almost surely infinite if and only if the orbit GSx is
infinite. Hence, the condition on almost surely infinite orbits in Theorem 1.4 is a
natural analogue of the virtual containment condition in Theorem 1.3.
The proof of Theorem 1.4 relies on Theorem 1.3 and a renewal argument. Indeed,
our strategy of proof is to apply Theorem 1.3 to the blocks Zn = Yτn+1g −1 · · ·Yτng
between consecutive hitting times τng and τn+1g of a fixed state g ∈ G, which are i.i.d.
by the Markov property of (Yn)n, and then deal with the excursions between such
hitting times. By the strong recurrence properties of finite state Markov chains,
these excursions are rather short most of the time, so that their contribution can
be precisely controlled thanks to a joint equidistribution phenomenon (see §3.3).
Note that for this approach to work, it is crucial that Theorem 1.3 does not require
µ to have compact support as in Theorems 1.1 and 1.2.
A concrete corollary of the previous result is the following Markovian version of
[26, Theorem 1.1].
Corollary 1.5. Let G = SLd+1(R), Γ = SLd+1(Z), and X = G/Γ. For 0 ≤ i ≤ r
let ci > 0 be positive real numbers, yi ∈ Rd vectors such that y0 = 0 and y1, . . . , yr
span Rd, Oi ∈ SOd(R), and set
gi =
(
ciOi yi
0 c−di
)
∈ G.
Then for any irreducible Markov chain (Yn)n on S = {g0, . . . , gr} ⊂ G with one
universally accessible state (i.e. a state that can be reached in a single step from
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everywhere with positive probability) and any starting point x0 ∈ X, the random
walk trajectory (Yn · · ·Y1x0)n almost surely equidistributes towards mX .
We remark that, in this corollary, the assumption of having an universally ac-
cessible state plays the role of an aperiodicity condition, which allows deducing
the dynamical property of uniform expansion on Grassmannians from the algebraic
structure of the set S. Without such a condition, excursions from a fixed state
might fail to witness this structure in full, and degenerate behavior may occur.
1.2.1. Beyond Markov. An advantage of an expansion condition such as (1.1) over
one involving the measure µ is that it puts the i.i.d. case on equal footing with arbi-
trary increment processes. Consequently, the formulation of Theorem 1.4 suggests
the natural question of equidistribution for more general, say ergodic and station-
ary, increment processes (Yn)n on G. For example, one might expect Theorem 1.4
to hold true when, instead of being a Markov process, the distribution of (Yn)n
is a Gibbs measure of some Hölder continuous potential on SN. Even though our
approach in this article can deal with locally constant potentials (corresponding to
generalized Markov measures), the general question remains open.
1.3. Applications to Diophantine Approximation on Fractals. Recall that
by a classical theorem of Dirichlet, for any v ∈ Rd, there exist infinitely many pairs
(p, q) ∈ Zd × N such that ‖qv − p‖∞ ≤ q−1/d. If for some constant c ∈ (0, 1),
there are only finitely many solutions (p, q) ∈ Zd × N to the stronger inequality
‖qv−p‖∞ ≤ cq−1/d, then v is said to be badly approximable, and well approximable
otherwise. The set of badly approximable points in Rd is of zero Lebesgue measure
(but of full Hausdorff dimension).
In the study of Diophantine approximation on fractals, one is in particular inter-
ested in Diophantine properties of typical points of a fractal in Rd with respect to
natural measures on that fractal; most prominently, Hausdorff measure. In the ab-
sence of algebraic obstructions, it is generally expected that these properties are the
same as for Lebesgue-typical points of the ambient space Rd. However, for badly ap-
proximable points this analogy remained poorly understood after the initial results
of Einsiedler–Fishman–Shapira [11] that concerned a somewhat restricted class of
fractals.
The recent breakthrough of Simmons–Weiss [26] contributed considerably to this
problem, showing in particular that for an irreducible iterated function system (IFS)
Φ = {φ(1), . . . , φ(k)} of contracting similarities of Rd and any Bernoulli measure β
on ΦN of full support, almost every point of the associated self-similar fractal is of
generic type, where “almost every” is understood with respect to the push-forward
of β by the natural projection
Π: ΦN → Rd, (φm)m 7→ lim
n→∞φ0 · · ·φn−1(x),
where x ∈ Rd is arbitrary. Thanks to a classical result of Hutchinson [17], this im-
plies the same conclusion with respect to Hausdorff measure whenever the IFS satis-
fies the open set condition. Here, a point being of “generic type” intuitively means
that, from a Diophantine approximation perspective, it behaves like a Lebesgue-
typical point in Rd. In particular, such points are well approximable. When d = 1,
this property also implies that the blocks of the continued fraction expansion are
distributed according to Gauss measure. For the precise definition see §4.2.
In our main applications below, following the strategy in [26] and making use
of our Markovian equidistribution results, we extend the aforementioned results of
[26] in two directions.
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The first one concerns measures that are not necessarily Bernoulli. For the
statement, recall that an IFS Φ = {φ(1), . . . , φ(k)} of contracting similarities of Rd
is said to be irreducible if there does not exist a proper affine subspace V ⊂ Rd that
is preserved by all φ(i), and that its attractor is the unique non-empty compact set
K ⊂ Rd with K = ⋃ki=1 φ(i)(K), which can equivalently be written as the image
of ΦN under the natural projection Π defined above.
Theorem 1.6. Let Φ be an irreducible IFS of contracting similarities of Rd, K the
associated attractor, and Π: ΦN → Rd the natural projection. Then for any Markov
measure P on ΦN of full support, Π∗P-a.e. point on K is of generic type, so in
particular, well approximable.
Under a strong separation condition, the statement about well approximable
points in the above theorem also follows from Simmons–Weiss’ [26, Theorem 8.4]
on doubling measures. However, in general the measures in our theorem are not
doubling on the attractor K, even under the open set condition; see [29].
Secondly, we consider more general, no longer strictly self-similar fractals K.
Given an IFS Φ of contracting similarities, they are obtained as image under the
natural projection Π of sofic subshifts of the shift space ΦN, which are by definition
continuous factors of subshifts of finite type [28]. Accordingly, we call the associated
fractals sofic similarity fractals.
In the literature, the iterated function systems appearing in the construction
of such fractals are known as graph directed IFS, since a sofic shift can always be
realized as image of the edge shift of a directed graph under a one-block factor map
(see e.g. [20]). Each edge in the graph has as label one of the similarities in Φ and
the possible paths in the graph determine the sequences appearing in the sofic shift.
Since its introduction by Mauldin–Williams [22], this viewpoint has proved to be
a fruitful approach and has been studied by many authors, among others Edgar–
Mauldin [9], Olsen [23], Wang [27], Zheng–Lin [30], and Mauldin–Urbanski in their
monograph [21]. For an accessible introduction we refer to Edgar’s book [10].
The advantage of this setup over the point of view of an abstract sofic shift is
that classical properties of an IFS like the open set condition or irreducibility can
be expressed in a more lucid and conceptual way. With these notions, which will
be defined in §4.1, we have the following result.
Theorem 1.7. Let K ⊂ Rd be a sofic similarity fractal constructed by a graph
directed IFS of contracting similarities that is irreducible and satisfies the open set
condition. Let s ≥ 0 denote the Hausdorff dimension of K. Then almost every
point on K with respect to s-dimensional Hausdorff measure is of generic type, so
in particular, well approximable.
1.4. Terminology, Notation, Conventions. In the whole article, G is a real Lie
group with Lie algebra g and X is a Polish space on which G acts continuously.
Frequently, X will be the (locally compact) homogeneous space G/Γ for a discrete
subgroup Γ of G. In case Γ is a lattice, we write mX for the unique G-invariant
Borel probability measure on X, which we simply refer to as the Haar measure on
X. When G is endowed with a Borel probability measure µ, we write µ∗n for the
nth convolution power of µ. Throughout, we fix a scalar product 〈·, ·〉 on g, which
induces scalar products on the exterior powers of g given by
〈v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk〉 = det(〈vi, wj〉)1≤i,j≤k
for pure wedge products and extended bilinearly to all of g∧k. The induced norms
are all denoted by ‖·‖. This should cause no confusion.
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In the sequel, we shall not take the point of view of stochastic processes as in the
introduction, but rather work with the canonical coordinate process on the product
space B := GN, governed by some probability measure on it. In the i.i.d. case, that
measure is the product measure β := µ⊗N. In the Markovian case it will in fact be
advantageous to not work directly in G, but with an abstract set E that is mapped
to G via some coding map E 3 e 7→ ge ∈ G. The measures governing our processes
will then be Markov measures on Ω := EN. The shift map on Ω will be denoted
by T . We shall also need to deal with the semigroup E∗ of finite words over E.
The length of a word w is denoted by `(w). The coding map e 7→ ge naturally
extends to a homomorphism E∗ → G given by gw := gen−1 · · · ge0 ∈ G for a word
w = en−1 . . . e0 ∈ E∗. For ω = (ωm)m ∈ Ω and n ∈ N we shall write ω|n for the
finite word ωn−1 . . . ω0 ∈ E∗.
An important special case of the above is the choice E = G with the identity
map as coding map. In this case, we have gb|n = bn−1 · · · b0 for b = (bm)m ∈ B and
n ∈ N, and T is the shift map on B.
For a finite-dimensional real vector space V , we write P(V ) for the projective
space associated to V . Given a (continuous) representation ρ of G on V , we set
N(g) := max(‖ρ(g)‖, ‖ρ(g)−1‖) for g ∈ G, the norm being the operator norm
coming from some fixed norm on V . The probability measure µ is said to have a
finite first moment in (V, ρ) if∫
G
logN(g) dµ(g) <∞,
and to have finite exponential moments in (V, ρ) if∫
G
N(g)δ dµ(g) <∞
for sufficiently small δ > 0. When (V, ρ) = (g,Ad), we shall omit the representation
from the notation and simply speak of finite first resp. exponential moments in g.
We say that a sequence (xn)n in X equidistributes towards a probability measure
ν on X if the empirical measures 1n
∑n−1
k=0 δxk converge to ν in the weak* topology
as n→∞, i.e. if
lim
n→∞
1
n
n−1∑
k=0
f(xk) =
∫
X
f dν
for every bounded continuous function f on X. When X is locally compact, it suf-
fices to check the above convergence for compactly supported continuous functions.
Finally, a probability measure ν on X is said to be µ-stationary if µ ∗ ν = ν,
where the convolution µ ∗ ν is defined by µ ∗ ν = ∫G g∗ν dµ(g), or in other words by∫
X f d(µ ∗ ν) =
∫
X
∫
G f(gx) dµ(g) dν(x) for every bounded measurable function f
on X. A µ-stationary probability measure ν is called µ-ergodic if it is extremal in
the weak*-closed convex set of µ-stationary measures on X.
1.5. Acknowledgements. The authors would like to express their gratitude to-
wards Manfred Einsiedler for helpful discussions, valuable insights and his encour-
agement to pursue the topic at hand, towards Alex Eskin and Elon Lindenstrauss
for making available preprint versions of the paper [12] and indulging the authors’
questions about it, and towards Jean-François Quint for useful discussions.
2. I.I.D. Random Walks
In this section, we investigate i.i.d. random products satisfying certain expansion
conditions. After recalling some classical facts about random matrix products in
§2.1, these conditions are defined and studied in §2.2 and §2.3. Afterwards, we
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state and prove measure classification and equidistribution results in §2.4. The
main result is Theorem 2.12, which implies Theorem 1.3. The employed arguments
rely on Eskin–Lindenstrauss’ results in [12].
Throughout this section, µ is a probability measure on G with support S and
GS denotes the closed subgroup of G generated by S.
2.1. Preliminaries on Random Matrix Products. We start by recalling two
fundamental results about exponential growth rates for random matrix products.
Let G = GLd(R) and assume µ has a finite first moment.
The first result is Oseledets’ multiplicative ergodic theorem. It makes a statement
about the Lyapunov exponents λ1(µ) ≥ · · · ≥ λd(µ) of µ, which are the real numbers
defined by
λ1(µ) + · · ·+ λi(µ) := lim
n→∞
1
nE
[
log‖(gb|n)∧i‖
]
β-a.s.= lim
n→∞
1
n log‖(gb|n)∧i‖
for 1 ≤ i ≤ d, where the second equality follows from Kingman’s subadditive ergodic
theorem.
Theorem 2.1 (Oseledets [24]). Given µ as above, there exists a shift invariant
measurable subset B′ ⊂ B of β-full measure such that for every b ∈ B′
(i)
(
(gb|n)∗(gb|n)
)1/2n converges to an invertible symmetric matrix Lb,
(ii) the eigenvalues of Lb are eλi1 (µ), . . . , eλis (µ), where λi1(µ) > · · · > λis(µ)
denote the distinct Lyapunov exponents of µ,
(iii) if U1b , . . . , U sb denote the corresponding eigenspaces of Lb, the Oseledets
subspaces V jb := U
j
b ⊕ · · · ⊕ U sb have the property that
lim
n→∞
1
n log‖gb|nv‖ = λij
whenever v ∈ V jb \ V j+1b , and satisfy the equivariance V jb = b−11 V jT b.
We refer to Ruelle [25] for an exposition.
In contrast to the random nature of Oseledets subspaces, the second result de-
scribes exponential growth rates along a deterministic filtration.
Theorem 2.2 (Furstenberg–Kifer [15], Hennion [16]). Let µ be as above. Then
there exists a partial flag Rd = F1 ⊃ F2 ⊃ · · · ⊃ Fk ⊃ Fk+1 = {0} of GS-invariant
subspaces and a collection of real numbers λ1(µ) = β1(µ) > · · · > βk(µ) such that
for every v ∈ Fi \ Fi+1 we have β-a.s.
lim
n→∞
1
n log‖gb|nv‖ = βi(µ).
Moreover, the βi(µ) are the values of
α(ν) =
∫
P(Rd)
∫
G
log ‖gv‖‖v‖ dµ(g) dν(Rv)
that occur when ν ranges over µ-stationary µ-ergodic measures on P(Rd).
When applying the above theorem, we will frequently use the notation F60 for
the maximal subspace Fi with exponent βi(µ) ≤ 0.
2.2. Expansion on Projective Space. When all exponents βi in Theorem 2.2
are positive, all non-zero vectors are expanded by the random matrix product at a
uniform exponential rate.
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Definition 2.3 (Uniform expansion). Let µ be a probability measure on GLd(R)
and P a closed GS-invariant subset of P(Rd). Then µ is said to be uniformly
expanding on P if for every Rv ∈ P , for β-a.e. b ∈ B we have
lim inf
n→∞
1
n log‖gb|nv‖ > 0.
In the literature, the idea of uniform expansion has been formalized in different
ways, with some relationships established between them (see e.g. [12, Lemma 1.5],
[26, §3]). In the following proposition, we prove the equivalence of the definition
we are working with to some of its common variants.
Proposition 2.4. Let µ be a probability measure on GLd(R) with finite first mo-
ment and let P be a closed GS-invariant subset of P(Rd). The following properties
are equivalent to uniform expansion of µ on P :
(i) There exists N ∈ N and a constant C1 > 0 such that for every Rv ∈ P and
every n ≥ N we have
1
n
∫
G
log ‖gv‖‖v‖ dµ
∗n(g) ≥ C1 > 0.
(ii) There exists N ∈ N and a constant C2 > 0 such that for every Rv ∈ P we
have ∫
G
log ‖gv‖‖v‖ dµ
∗N (g) ≥ C2 > 0.
(iii) For every Rv ∈ P , for β-a.e. b ∈ B we have
lim
n→∞
1
n log‖gb|nv‖ > 0.
Proof. We apply Theorem 2.2. One of its consequences is that the limit in (iii)
exists β-a.s. for every Rv ∈ P . In particular, we see that (iii) is equivalent to
uniform expansion of µ on P . Of the remaining implications, only (ii) =⇒ (iii) and
(iii) =⇒ (i) require a proof.
(ii) =⇒ (iii): Since the limit in (iii) exists, we may pass to a subsequence of
indices and assume N = 1. The set P ∩ P(F60) is a closed GS-invariant subset
of P(Rd). Assume it is non-empty. Then it supports a µ-stationary µ-ergodic
probability measure ν and Theorem 2.2 implies that α(ν) occurs as exponential
growth rate on F60. However, due to (ii) we have
α(ν) =
∫
P
∫
G
log ‖gv‖‖v‖ dµ(g) dν(Rv) ≥ C2 > 0,
a contradiction. Hence, P ∩ P(F60) must be empty, which is equivalent to (iii).
(iii) =⇒ (i): We argue by contradiction. If (i) does not hold, then there exists a
sequence (Rvk)k in P converging to some Rv ∈ P and a sequence of integers (nk)k
with nk →∞ such that
lim sup
k→∞
1
nk
∫
G
log ‖gvk‖‖vk‖ dµ
∗nk(g) ≤ 0. (2.1)
Since, as remarked above, condition (iii) means that P ∩ P(F60) = ∅, we know
v /∈ V 60b for β-a.e. b ∈ B, where V 60b denotes the largest Oseledets subspace with
non-positive exponent. Let us suppose that there exists at least one non-positive
Lyapunov exponent; otherwise the following argument adapts in a simpler way.
Then as a consequence of Oseledets’ Theorem 2.1, the space V 60b can be written
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as follows: if 2 ≤ i0 ≤ d is minimal with λi0(µ) ≤ 0, gb|n = knanun is the standard
KAK-decomposition of gb|n , and V
60
b|n := u
−1
n 〈ei0 , . . . , ed〉, then
V 60b = limn→∞V
60
b|n . (2.2)
It follows that the sets Bε :=
{
b ∈ B
∣∣∣ d(V 60b ,Rv) ≥ ε} satisfy
lim
ε↘0
β(Bε) = 1, (2.3)
where d denotes any metric inducing the usual topology of P(Rd) (e.g. the Fubini–
Study metric). Moreover, the entries (an)i,i of the diagonal matrices an satisfy
β-a.s. that limn 1n log(an)i,i = λi(µ). By Egorov’s theorem, after slightly shrinking
the Bε we may assume that this convergence for i = i0 − 1 and the convergence
(2.2) are uniform on every fixed set Bε, while retaining (2.3). We now find
1
nk
∫
G
log ‖gvk‖‖vk‖ dµ
∗nk(g) ≥ 1
nk
∫
Bε
log(cb,k(ank)i0−1,i0−1) dβ(b)
− 1
nk
∫
Bcε
N(gb|nk ) dβ(b),
where cb,k denotes the norm of the orthogonal projection of vk/‖vk‖ onto the space
V >0b|nk = u
−1
nk
〈e1, . . . , ei0−1〉. Since µ has a finite first moment, by Kingman’s subad-
ditive ergodic theorem, the sequence of random variables 1nN(gb|n) converges in L1;
in particular it is uniformly integrable. As a consequence, the last term above can
be made arbitrarily small, say less than λi0−1(µ)/2, by choosing ε > 0 small enough
(independently of k). As to the first term, since Rvk → Rv and V 60b|nk → V
60
b uni-
formly on Bε as k →∞, we know that for large enough k the quantity infb∈Bε cb,k
is bounded away from zero by a constant depending only on ε. Together with the
uniform convergence of 1n log(an)i0−1,i0−1 on Bε, we conclude that
lim inf
k→∞
1
nk
∫
G
log ‖gvk‖‖vk‖ dµ
∗nk(g) ≥ (β(Bε)− 1/2)λi0−1(µ).
By virtue of (2.3), this contradicts (2.1) for small enough ε > 0. 
2.3. Expansion on Grassmannians. Here, we introduce our main expansion
assumption and show that it is satisfied in the settings of Theorems 1.1 and 1.2.
Let Γ be a lattice in the real Lie group G and X = G/Γ. In [12], Eskin–
Lindenstrauss introduce the uniform expansion assumption for the adjoint represen-
tation to obtain a description of the µ-ergodic µ-stationary probability measures
on X (see [12, Theorem 1.7]). However, as they point out, this condition is not
sufficient to ensure that all such measures on X are homogeneous. Below, we sin-
gle out a stronger expansion assumption which guarantees that the only µ-ergodic
µ-stationary probability measures on X are finite periodic orbit measures and the
Haar measure mX .
Let V be a real vector space of dimension d. For each 1 ≤ k ≤ d, denote by
Grk(V ) the k-Grassmann variety of V . Let Grk(V ) ↪→ P(V ∧k) be the Plücker
embedding. Its image is a closed subset of P(V ∧k) given by P(∧kp V ), where we
denote by ∧kp V the set of non-zero pure wedge products in V ∧k. For a probability
measure µ on GLd(R), we denote by
∧k
∗ µ the pushforward of µ under the kth
exterior power representation. Note that all the ∧k∗ µ have finite first moments if µ
does, by virtue of the inequality N(g∧k) ≤ N(g)k.
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Definition 2.5 (Expansion on Grassmannians). We say that a probability mea-
sure µ on GLd(R) is uniformly expanding on Grassmannians if
∧k
∗ µ is uniformly
expanding on P(∧kpRd) ⊂ P(∧k Rd) for every 1 ≤ k ≤ d− 1.
We will usually impose this expansion condition on Ad∗ µ. This accounts for the
cases previously studied by Benoist–Quint in [1] (Proposition 2.6) and Simmons–
Weiss [26] (Proposition 2.7).
Proposition 2.6. Let G be a non-compact real Lie group with simple identity
component such that the Zariski closure G of Ad(G) is Zariski connected. Suppose
that µ has a finite first moment in g and that Ad(GS) is Zariski dense in G. Then
Ad∗ µ is uniformly expanding on Grassmannians.
Proof. The group G is a non-compact simple real algebraic subgroup of Aut(g).
By Furstenberg’s theorem on positivity of the top Lyapunov exponent, Ad∗ µ is
uniformly expanding in every finite-dimensional algebraic representation (V, ρ) of
G without fixed vectors, see e.g. [12, Proposition 12.1]. Applying Theorem 2.2 to
the kth exterior power of the standard representation for some 1 ≤ k ≤ dim(G)− 1,
we find that F60 consists of G-fixed vectors only. Since a fixed element of ∧kp g
would give rise to a non-trivial proper Lie ideal of g, we conclude ∧kp g ∩ F60 = ∅,
which is uniform expansion on P(∧kp g). 
Proposition 2.7. Suppose that µ has a finite first moment in g and satisfies con-
ditions (I’) and (III’) from §1.1. Then Ad∗ µ is uniformly expanding on Grassman-
nians.
Proof. Let 1 ≤ k ≤ dim(G) − 1 and apply Theorem 2.2 to the kth exterior power
of the adjoint representation. The obtained spaces Fi are GS-invariant. Since
conditions (I’) and (III’) together force every invariant subspace to contain vectors
exhibiting almost sure exponential growth, all the numbers βi(µ) are positive, which
is uniform expansion on P(g∧k). 
Let us now explain the example at the end of §1.1 in greater detail.
Example 2.8. Let G = SL3(R), Γ = SL3(Z) and µ = 13(δg1 + δg2 + δg3) with
g1 =
3 2
1/6
 , g2 =
3 12
1/6
 and g3 =
3 2 1
1/6
 .
A calculation shows that the subspaces
V ++ =

0 t0
0
 ∣∣∣∣∣∣ t ∈ R
, V + =

0 0 t
0
 ∣∣∣∣∣∣ t ∈ R
,
of g are GS-invariant with Lyapunov exponent log(18) on V ++ and log(12) on
V +. Thus there cannot exist a subspace W ⊂ g satisfying (I) and (III). However,
the space W ′ = V ++ ⊕ V + satisfies (I’) and (III’), as can be verified by direct
computation. More generally, the space Wk for k ≥ 1 can be defined as the sum
of the eigenspaces of Ad(g1)∧k corresponding to eigenvalues strictly greater than 1.
That these spaces have the correct properties is established as in the proof of [26,
Theorem 6.4]. 
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2.4. Measure Classification and Equidistribution Under Expansion. We
are now ready to establish equidistribution under the assumption of uniform expan-
sion on Grassmannians in the adjoint representation.
As outlined at the end of §1.1, the first step is the classification of stationary
measures. The result is essentially a corollary of Eskin–Lindenstrauss’ classification
in [12, Theorem 1.7].
Theorem 2.9. Let G be a real Lie group, Γ a discrete subgroup of G and ν a µ-
ergodic µ-stationary probability measure on X = G/Γ. Suppose that µ has a finite
first moment in g, that Ad∗ µ is uniformly expanding on Grassmannians, and that
GS acts transitively on the connected components of X. Then either
(i) ν is GS-invariant and supported on a finite GS-orbit, or
(ii) Γ is a lattice and ν is the Haar measure mX on X.
The proof combines ideas from the proofs of [12, Theorem 1.3] and [26, Proposi-
tion 3.2].
Proof. In view of Proposition 2.4, we may apply [12, Theorem 1.7] with trivial Z.
The conclusion is that if we are not in case (i), ν must be of the form
ν =
∫
G/H
g∗ν0 dλ(g),
where H is a closed subgroup of G of positive dimension, ν0 is a H-homogeneous
probability measure on X and λ is a µ-stationary probability measure on G/H.
If dim(H) = dim(G), then λ is GS-invariant (being stationary on a countable set,
see [1, Lemma 8.3]), and since GS acts transitively on the connected components
of X by assumption, it follows that ν = mX .
Otherwise, we have k := dim(H) < dim(G). Let v1, . . . , vk be a basis of Lie(H)
and consider ρ = v1∧· · ·∧vk ∈
∧k
p g and the stabilizer L = StabG(ρ) of ρ in G. Since
H is unimodular we have H ⊂ L. Thus λ projects to a µ-stationary probability
measure λˆ on G/L ∼= Gρ ⊂ ∧kp g. The measure β ⊗ λˆ is then a probability measure
on B ×∧kp g preserved by the skew-product transformation
Tˆ ((bn)n, w) := ((bn+1)n,Ad∧k(b0)w)
(see [4, Proposition 2.14]). However, under our expansion assumption almost every
trajectory under this transformation is divergent, contradicting Poincaré recurrence.

Remark 2.10. To apply [12, Theorem 1.7] in the proof above, we need uniform ex-
pansion on g. In the exterior powers of g the proof only uses almost sure divergence,
i.e. that for every v ∈ ∧kp g with 2 ≤ k ≤ dim(G)− 1 we have
lim
n→∞‖Ad
∧k(gb|n)v‖ =∞
for β-a.e. b ∈ B. However, this property in fact already implies uniform expansion.
To see this, note that if uniform expansion does not hold, then the compact set
P(∧kp g)∩P(F60) is non-empty and GS-invariant and therefore supports a µ-ergodic
µ-stationary probability measure ν. Using Atkinson/Kesten’s lemma (see e.g. [6,
Lemma II.2.2]) the above almost sure divergence implies α(ν) > 0, which gives a
contradiction in view of Theorem 2.2. 
The second ingredient is non-escape of mass. Similarly to the proof of [26, The-
orem 2.1], we are going to show that under our expansion assumption, it follows
from Eskin–Margulis’ work in [13].
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Proposition 2.11. Let G be a real Lie group with simple identity component such
that the Zariski closure of Ad(G) is Zariski connected and Γ a lattice in G. Suppose
that µ has finite exponential moments in g and that Ad∗ µ is uniformly expanding
on Grassmannians. Then, almost surely, there is no escape of mass for the random
walk on X, in the sense that for every x0 ∈ X and ε > 0 there exists a compact set
K ⊂ X such that, β-a.s.,
lim sup
n→∞
1
n |{0 ≤ k < n | gb|kx0 /∈ K}| ≤ ε.
Proof. Setting R := ker(Ad), we know that R ∩ Γ has finite index in R and the
image Ad(Γ) is a lattice in the Zariski closure G of Ad(G) (see [2, Lemma 6.1]).
Accordingly, the induced map from X = G/Γ to G/Ad(Γ) is proper. We may thus
assume to begin with that G is a Zariski connected, simple, real algebraic group.
If Γ is cocompact, there is nothing to prove. So assume that Γ is nonuniform.
Then we are in the setting of [13] and, by virtue of [3, Lemma 3.10], need only argue
that condition (A) is satisfied. The representations ρi : G → GL(Vi) occurring in
this condition are characterized by the existence of wi ∈ Vi such that the stabilizer
of Rwi in G is some predetermined maximal parabolic subgroup Pi of G. In our
case, we can thus take Vi = g∧ dim(Pi), ρi : G → SL(Vi) the respective exterior
power of Ad, and wi to be a volume form of the Lie algebra pi of Pi (see [19,
Proposition 7.83(b)]). Now our expansion assumption precisely means that the
conclusion of [13, Lemma 4.1] is valid for non-zero pure wedge products in Vi, and
the proof of [13, Lemma 4.2] shows that condition (A) is indeed satisfied. 
Combining the previous statements, we arrive at the main equidistribution result
of this section.
Theorem 2.12. Let G be a real Lie group with simple identity component such
that the Zariski closure of Ad(G) is Zariski connected and Γ a lattice in G. Suppose
that GS is not virtually contained in any conjugate of Γ, GS acts transitively on
the connected components of X = G/Γ, µ has finite exponential moments in g,
and Ad∗ µ is uniformly expanding on Grassmannians. Then for every x0 ∈ X, the
random walk trajectory (gb|nx0)n equidistributes towards mX for β-a.e. b ∈ B.
Proof. The remaining argument is standard:
• The Breiman law of large numbers (see [3, Corollary 3.3]) applied to the
one-point compactification of X shows that, almost surely, any weak* limit
of the sequence 1n
∑n−1
k=0 δgb|kx0 of empirical measures is µ-stationary.• Non-escape of mass (Proposition 2.11) implies that all such weak* limits
are probability measures on X.
• Since there are no finite orbits, using the classification of stationary mea-
sures (Theorem 2.9) we conclude that all (µ-ergodic components of) these
limits coincide with the Haar measure mX . Hence the result. 
Proof of Theorem 1.3. Using connectedness of G, we see that the conditions of
Theorem 2.12 are satisfied. 
3. Markov Random Walks
We now turn our attention to Markov random walks. We first adopt a bootstrap-
ping approach (§3.2, §3.3), upgrading statements about the random walk with i.i.d.
increments Zn = Yτn+1g −1 · · ·Yτng to statements about the whole random walk. As
preparation, we study the distribution of these excursions, which we call renewal
measures, in §3.1. In §3.4 we discuss expansion in the Markovian setting, and in
§3.5 we prove our main result (Theorem 3.17) about expanding Markov chains,
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which implies Theorem 1.4. The final subsection §3.6 is dedicated to a concrete
example that contains Corollary 1.5 and will be important in §4 about Diophantine
approximation on fractals.
Let E be a countable set. A Markov chain on E is defined by a transition
kernel P on E. Recall that this means that for every e ∈ E, P (e, ·) is a probability
distribution on E. We are going to write pe′,e := P (e, e′) for the probability of going
from state e to e′ and pw := pen−1,en−2 · · · pe1,e0 for a word w = en−1 . . . e0 ∈ E∗.
(Since we are studying the random walk onX = G/Γ given by left multiplication, we
are using a right-to-left ordering throughout this section.) Let Pe be the associated
Markov measure on Ω = EN starting at e ∈ E (at time n = 0). More generally, for
an arbitrary probability distribution λ on E we write
Pλ =
∑
e∈E
λ({e})Pe, (3.1)
which is the unique Markov measure on Ω for the given Markov chain on E with
starting distribution λ. Expectation with respect to the probability measures Pe
and Pλ will be denoted by Ee and Eλ, respectively.
The consecutive hitting times of a state e will be denoted by τne , defined by
τ0e := 0 and
τne (ω) := inf{n > τn−1e (ω) | ωn = e}
for ω = (ωm)m ∈ Ω and n ∈ N. We abbreviate the first hitting time τ1e as τe.
We will only be interested in irreducible chains, i.e. ones where every state can be
reached from every other in finite time with positive probability (formally, chains
with Pe[τe′ < ∞] > 0 for any two states e, e′ ∈ E). Let us recall the the classical
notions of recurrence for Markov chains.
Definition 3.1. An irreducible Markov chain on E is called
• recurrent, if Pe[τe <∞] = 1 for every e ∈ E,
• positive recurrent, if Ee[τe] <∞ for every e ∈ E, and
• exponentially recurrent, if for every e ∈ E there exists δ > 0 such that
Ee[exp(δτe)] <∞.
It is well known that these forms of recurrence hold for all states as soon as
one state has the respective property. Irreducible positive recurrent chains admit a
unique stationary probability distribution pi on E, given by
pi({e′}) = 1
Ee[τe]
Ee
[
τe−1∑
k=0
1ωk=e′
]
(3.2)
for e, e′ ∈ E. The Markov measure Ppi is then invariant and ergodic under the shift
map T on Ω. See e.g. Chung [7] for proofs of these classical facts.
For the sequel, we fix a coding map E 3 e 7→ ge ∈ G. Such a map allows us to
define a stochastic process on G by
(Yn)n : Ω 3 ω 7→ (gωn−1)n.
This process is generally not a Markov chain on G in the usual sense. Indeed,
denoting by S ⊂ G the image of the coding map, any generalized Markov measure
on SN can be obtained in this manner as the distribution of (Yn)n. Similarly,
the induced random walk (Yn · · ·Y1x0)n on X does not constitute a Markov chain.
However, this flaw can be removed by embedding this random walk into a Markov
chain on a larger space.
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Definition 3.2. Given a Markov chain on E with transition kernel P , the action
chain is the Markov chain on E ×X defined by the transition kernel Q given by
Q(e, x) = P (e, ·)⊗ δgex
for (e, x) ∈ E ×X.
The interpretation is that the E-coordinate contains the element to be applied
next. A step into the future consists of the application of that group element to
the X-coordinate and choosing the next element according to the transition kernel
P in the E-coordinate.
It is evident by construction that in the X-coordinate of the action chain we ob-
tain our random walks of interest of the form (Yn · · ·Y1x0)n. A precise formulation
of this statement is the following.
Lemma 3.3. Let λ be any distribution on E and x0 ∈ X. Write Pλ⊗δx0 for the
Markov measure for the action chain starting from λ⊗δx0 and prE : (E×X)N → EN,
prX : (E×X)N → XN for the projections onto all the E- respectively X-coordinates.
Then the pushforward of Pλ⊗δx0 under prE is Pλ and the pushforward under prX is
the distribution of (Yn · · ·Y1x0)n under Pλ. 
3.1. Renewal Measures. We say that a word w = en−1 . . . e0 ∈ E∗ is (e′←e)-
admissible if e0 = e, pek,ek−1 > 0 for 1 ≤ k ≤ n−1 and pe′,en−1 > 0, and simply that
it is admissible if it is (e′←e)-admissible for some e, e′ ∈ E. Further, we call w an
e–renewal word if it is (e←e)-admissible and ek 6= e for 1 ≤ k ≤ n− 1 and denote
the set of e–renewal words by Ere. A sequence ω ∈ Ω = EN is said to be admissible
if all words ω|n for n ∈ N are. The set of all admissible sequences is going to be
denoted E∞, and E∞e is the subset of such sequences starting with e.
Definition 3.4. Given a recurrent irreducible Markov chain on E and e ∈ E, we
define the measure µ˜e on the set Ere of e–renewal words by
µ˜e({w}) := pe,en−1pw = pe,en−1pen−1,en−2 · · · pe1,e
= Pe
[
{ω ∈ Ω | ω1 = e1, . . . , ωn−1 = en−1, τe(ω) = n}
]
for w = en−1 . . . e1e ∈ Ere. Then the renewal measure µe starting at e ∈ E is defined
to be the pushforward of µ˜e to G via the coding map e 7→ ge.
Note that recurrence implies that Pe-a.s. we have τe < ∞, so that under this
assumption µ˜e and µe are probability measures.
The following simple lemma formalizes the fact that consecutive excursions of a
Markov chain are i.i.d.
Lemma 3.5. For a recurrent irreducible Markov chain on E and any state e ∈ E,
the map
(E∞e ,Pe)→
(
(Ere)N, µ˜⊗Ne
)
(3.3)
ω 7→
(
ωτn+1e −1 . . . ωτne
)
n
is an isomorphism (mod 0) of probability spaces.
Proof. On the Pe–full measure subset
{ω ∈ E∞e | τne (ω) <∞ for all n ∈ N}
of Ω the given map is a well-defined bijection. To see that it is measure-preserving
it suffices to consider cylinder sets of the form {w0} × · · · × {wN} × (Ere)N for
e–renewal words w0, . . . , wN . But for such sets the statement follows directly by
construction of µ˜e. 
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Before moving on, let us shed some light on the relationship between the various
renewal measures µe on G, knowledge of which will be of interest later on. For
this, we denote by G+e (resp. Ge) the closed subsemigroup (resp. subgroup) of G
generated by the support of µe, and by GS the image of the set of admissible
words under the coding map E → G. Note that GS is in general not closed under
composition. In case G is real algebraic, we write He and HS for the Zariski closures
of G+e and GS , respectively.
Lemma 3.6. Assume the Markov chain on E is irreducible and recurrent.
(i) Let c ∈ E∗ be (e′←e)-admissible and c′ ∈ E∗ be (e←e′)-admissible. Then
the semigroups G+e and G+e′ satisfy
gc′G
+
e′gc ⊂ G+e .
If G is real algebraic, we additionally have the following.
(ii) The groups He and He′ are conjugate inside HS . More precisely, with c, c′
as in (i) we have
gc′He′g
−1
c′ = g
−1
c He′gc = He.
(iii) If there exists e˜ ∈ E with both ee˜ and e′e˜ admissible, then He = He′.
(iv) If there exists e˜ ∈ E with ee˜ admissible for all e ∈ E, then all He coincide
and HS is contained in their normalizer.
(v) If there exists e˜ ∈ E with e˜e admissible for all e ∈ E, then He = HS for
all e ∈ E. In particular, HS is a group.
Proof. For (i), simply note that for every (e′←e′)-admissible word w ∈ E∗ the word
c′wc is (e←e)-admissible.
For (ii), taking the Zariski closure of both sides of the inclusion in (i), we get
gc′He′gc ⊂ He. Since the word cc′ is (e′←e′)-admissible, gc′G+e′gc is a semigroup
and hence its Zariski closure gc′He′gc is a subgroup of He. This implies
gc′He′gc = gc′He′g−1c′ = g
−1
c He′gc ⊂ He.
By the symmetric argument, we also have gcHeg−1c ⊂ He′ , which in combination
with the above gives (ii).
For (iii) note that existence of such an element e˜ implies that c′ can be chosen to
be both (e′, e′)- and (e←e′)-admissible. Then gc′ ∈ He′ and we conclude using (ii).
In (iv), all the He coincide due to (iii). For every admissible word w ∈ E∗, the
word we˜ is (e←e˜)-admissible for some e ∈ E. Thus, using ge˜ ∈ He˜ and part (ii) we
find
gwHe˜g
−1
w = gwe˜He˜g−1we˜ = He = He˜.
This shows that GS is contained in the normalizer of He˜. Hence, so is HS .
In the setting of (v), He = He˜ for all e ∈ E again follows from (iii). Clearly, we
also have He˜ ⊂ HS . For the reverse inclusion let w ∈ E∗ be any admissible word,
say (e′←e)-admissible, and choose a (e←e˜)-admissible word c ∈ E∗. Then both c
and wc are (e˜←e˜)-admissible. This implies gw ∈ He˜, and hence HS ⊂ He˜. 
3.2. Stationary Measures. Next, we describe the structure of ergodic stationary
measures for the action chain in terms of ergodic stationary measures for the renewal
measures µe.
Lemma 3.7. Suppose the Markov chain on E is irreducible and positive recurrent
and let pi be its stationary distribution. If ν is a stationary probability measure for
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the action chain on E ×X, then
ν =
∑
e∈E
pi({e})δe ⊗ νe, (3.4)
where for each e ∈ E, νe is a µe-stationary probability measure on X, satisfying
pi({e})νe =
∑
e′∈E
pi({e′})pe,e′(ge′)∗νe′ . (3.5)
If ν is ergodic, then the νe are µe-ergodic.
Furthermore, if c ∈ E∗ is (e←e′)-admissible, we have (gc)∗νe′  νe, and if νe is
G+e -invariant, then νe and (gc)∗νe′ belong to the same measure class.
Proof. For any measurable Y ⊂ X and e0 ∈ E we have by stationarity of ν
pi({e})νe(Y ) = ν({e} × Y ) = νQ({e} × Y ) =
∫
E×X
Q
(
(e′, x), {e} × Y ) dν(e′, x)
=
∑
e′∈E
pi({e′})pe,e′νe′(g−1e′ Y ),
which is precisely (3.5). Specializing to Y = X shows that the projection of ν to
E is a stationary probability measure for the abstract Markov chain on E. By
uniqueness, it follows that this projection is pi, or in other words that the νe are
probability measures.
The fact that the νe are µe-stationary (and µe-ergodic if ν is ergodic) follows
from [3, Lemma 3.4] applied to the Q-recurrent subsets {e} ×X of E ×X.
The first statement about absolute continuity follows by noting that as a conse-
quence of (3.5) and by induction, for every e ∈ E and n ∈ N we have
pi({e})νe =
∑
w=en−1...e0∈E∗
(e←e′)-admissible
pi({e′})pe,en−1pw(gw)∗νe′ ,
with all occurring factors positive. For the last claim let c′ ∈ E∗ be (e′←e)-
admissible. Then we have gcc′ ∈ G+e , so that the above and G+e -invariance of
νe imply
νe = (gcc′)∗νe  (gc)∗νe′  νe. 
3.3. Equidistribution. This subsection contains the joint equidistribution results
alluded to in §1.2, which represent a key ingredient of our approach.
Proposition 3.8. Suppose the Markov chain on E is irreducible and positive re-
current and denote by pi its stationary distribution. Let x0 ∈ X, e ∈ E and m be
a probability measure on X invariant under gw for every admissible word w ∈ E∗
starting with e. If the trajectory (gb|nx0)n equidistributes towards m for µ⊗Ne -a.e.
b ∈ B, then (gω|nx0, Tnω)n equidistributes towards m⊗ Ppi for Pe-a.e. ω ∈ Ω.
In the proof of Proposition 3.8 we will need part (i) of the following technical
lemma. Part (ii) will be used in §4 about Diophantine approximation on fractals.
Lemma 3.9.
(i) ([26, Proposition 5.1]) Let P = µN be the Bernoulli measure on Ω associated
to a probability measure µ on E. Assume that (gω|nx0)n equidistributes to-
wards a probability measure m on X for P-a.e. ω ∈ Ω. Then (gω|nx0, Tnω)n
equidistributes towards m⊗ P for P-a.e. ω ∈ Ω.
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(ii) Denote by pi the stationary distribution of a positive recurrent Markov chain
on E and let λ be any starting distribution on E. Assume that (ωn, gω|nx0)n
equidistributes towards a probability measure on E ×X of the form∑
e∈E
pi({e})δe ⊗me
for Pλ-a.e. ω ∈ Ω. Then (ωn, gω|nx0, Tnω)n equidistributes towards∑
e∈E
pi({e})δe ⊗me ⊗ Pe
for Pλ-a.e. ω ∈ Ω.
The first part of this lemma is essentially contained in Simmons–Weiss [26], whose
proof relies on ideas going back to Kolmogorov and Doob (cf. [4, §A.3]). Our proof
of the second part generalizes the argument to the Markovian case.
The method of proof is to show the desired almost sure convergence for a fixed
test function and then use separability of an appropriate space of test functions
to exchange the order of quantifiers. When the space is locally compact, this test
function space can be taken to be the space of compactly supported continuous
functions. This is however not the case in our setup, so that we need to find a
substitute. To this end, let us introduce the following concept: Given a locally
compact second countable metrizable space S, we shall say that a continuous func-
tion f on S × Ω compactly depends on finitely many coordinates if there exists
N ∈ N and a compactly supported continuous function f˜ on S × EN+1 such that
f(s, ω) = f˜(s, ω0, . . . , ωN ) for all (s, ω) ∈ S×Ω. The collection of all such functions
is separable; we denote it by Ccf (S × Ω).
Proof. It is easily deduced from [14, Propositions 3.4.4, 3.4.6] that it suffices to
check weak* convergence for functions f ∈ Ccf (S × Ω), where S = X in (i) and
S = E ×X in (ii). In view of separability of this function space, the proof of [26,
Proposition 5.1] still yields part (i).
Similarly, to obtain (ii) it is enough to establish the desired Pλ-a.s. convergence
1
n
n−1∑
k=0
ϕ(ωk, gω|kx0, T
kω) n→∞−→
∑
e∈E
pi({e})
∫
X×Ω
ϕ(e, x, ω) d(me ⊗ Pe)
for a single bounded continuous test function ϕ : E × X × Ω → R depending on
finitely many coordinates, say on the first N + 1 coordinates ω0, . . . , ωN in Ω.
Introduce the functions
ϕX(e, x) =
∫
Ω
ϕ(e, x, ω) dPe(ω), and
h(e, x, ω) = ϕ(e, x, ω)− ϕX(e, x).
Applying Pλ-a.s. equidistribution of (ωn, gω|nx0)n to the function ϕX and setting
zk = zk(ω) = (ωk, gω|kx0, T kω), we see that it remains to show that Pλ-a.s. we have
1
n
n−1∑
k=0
h(zk)
n→∞−→ 0. (3.6)
Denote by Bn the σ-algebra of Borel subsets of E ×X × Ω depending only on the
first n+ 1 coordinates ω0, . . . , ωn in Ω. Then by definition of zk and assumption on
ϕ we have for k ≤ n−N
Eλ[h(zk)|Bn] = h(zk). (3.7)
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Now suppose k ≥ n. Then, using the Markov property and the definition of ϕX ,∫
Ω
ϕX(ω′k−n, gω′|k−ngω|nx0) dPωn(ω
′)
=
∫
Ω
∫
Ω
ϕ(ω′k−n, gω′|k−ngω|nx0, ω
′′) dPω′
k−n
(ω′′) dPωn(ω′)
=
∫
Ω
ϕ(ω′k−n, gω′|k−ngω|nx0, T
k−nω′) dPωn(ω′). (3.8)
Using the Markov property again, one can express the conditional expectation
Eλ[h(zk)|Bn] as
Eλ[h(zk)|Bn] = Eλ
[
h(ωk, gω|kx0, T
kω)
∣∣∣Bn]
=
∫
Ω
h(ω′k−n, gω′|k−ngω|nx0, T
k−nω′) dPωn(ω′) (3.9)
Combining (3.8) and (3.9), we deduce that for k ≥ n we have
Eλ[h(zk)|Bn] = 0 (3.10)
It follows from (3.7) and (3.10) that the random variables
Mn =
∞∑
k=0
Eν [h(zk)|Bn]
form a martingale under Pλ differing by a bounded amount (at most 2N‖h‖∞) from∑n−1
k=0 h(zk). In particular (Mn)n has bounded increments, so that [4, Corollary A.8]
yields that Pλ-a.s. 1nMn → 0 as n→∞, proving (3.6) and hence the lemma. 
Proof of Proposition 3.8. For the sake of readability, we shall first ignore the sec-
ond component Tnω and only prove equidistribution of (gω|nx0)n. Afterwards, we
explain the modifications needed to obtain the full statement.
Let f be a bounded continuous function onX. For ` ∈ N we consider the function
F` : X × (Ere)N → R, (x, (wm)m) 7→
{
f(gw0|`x), `(w0) > `,
0, `(w0) ≤ `.
Applying Lemma 3.9(i) to F` with P = µ˜⊗Ne and using the invariance assumption
on m, we get
1
n
n−1∑
k=0
f(gwk|`gwk−1 · · · gw0x0)1`(wk)>` −→
∫
F` d
(
m⊗ µ˜⊗Ne
)
(3.11)
=Pe[τe > `]
∫
f dm
as n→∞ for µ˜⊗Ne -a.e. (wm)m ∈ (Ere)N.
Now let ω ∈ Ω correspond to (wm)m ∈ (Ere)N via (3.3) and denote by T (n) the
number of occurrences of e in ω before time n. In other words, T (n) is the number
of the wm contributing to ω|n, so that the latter is some intermediate word between
wT (n)−2 . . . w0 and wT (n)−1 . . . w0. Using this observation, for every L ∈ N we can
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write
1
n
n−1∑
k=0
f(gω|kx0) =
T (n)
n
L−1∑
`=0
1
T (n)
T (n)−1∑
k=0
f(gwk|`gwk−1 · · · gw0x0)1`(wk)>` (3.12)
+ 1
n
T (n)−1∑
k=0
`(wk)−1∑
`=L
f(gwk|`gwk−1 · · · gw0x0) (3.13)
− 1
n
τ
T (n)
e (ω)−1∑
k=n
f(gω|kx0). (3.14)
Using Lemma 3.5 and the Birkhoff ergodic theorem, we have Pe-a.s. τne /n→ Ee[τe].
This in turn implies that Pe-a.s. also T (n)/n → 1/Ee[τe]. Together with (3.11) it
follows that the right-hand side of (3.12) converges Pe-a.s. to
1
Ee[τe]
L−1∑
`=0
Pe[τe > `]
∫
f dm.
Using the ergodic theorem again, we also know that (3.13) is bounded by
‖f‖∞
n
T (n)−1∑
k=0
(`(wk)− L)+ n→∞−→ ‖f‖∞Ee[τe]Ee[(τe − L)
+],
and (3.14) by
‖f‖∞`(wT (n)−1)
n
n→∞−→ 0,
where in both cases convergence holds Pe-a.s.
Since ∑∞`=0 Pe[τe > `] = Ee[τe] and, by positive recurrence, Ee[(τe − L)+]→ 0 as
L→∞, the above combine to imply the desired Pe-a.s. convergence
1
n
n−1∑
k=0
f(gω|kx0) −→
∫
f dm
as n→∞.
We now upgrade the argument above to also obtain joint equidistribution. With
the same initial reduction as in the proof of Lemma 3.9, it suffices to prove Pe-a.s.
convergence
1
n
n−1∑
k=0
f(gω|kx0, T
kω) n→∞−→
∫
f d(m⊗ Ppi)
for one fixed bounded continuous function f on X × Ω depending on only finitely
many coordinates. The argument is similar as above; only the functions F` need to
be chosen in a slightly more intricate way: We set
F` : X × (Ere)N → R, (x, (wm)m) 7→
{
f(gw0|`x0, T`(wm)m), `(w0) > `,
0, `(w0) ≤ `,
where T`(wm)m is obtained by first identifying (wm)m with ω ∈ Ω via (3.3) and
then applying the `-fold shift T `. These functions F` again satisfy the assumptions
of part (i) of Lemma 3.9. We find
1
n
n−1∑
k=0
f(gwk|`gwk−1 · · · gw0x0, T`(wm+k)m)1`(wk)>` −→
∫
F` d
(
m⊗ µ˜⊗Ne
)
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as n → ∞ for µ˜⊗Ne -a.e. (wm)m ∈ (Ere)N, the limit equaling, again by the assumed
invariance of m and Lemma 3.5,∫
F` d
(
m⊗ µ˜⊗Ne
)
=
∫
{`(w0)>`}
∫
X
f(x, T`(wm)m) dm(x) dµ˜⊗Ne ((wm)m)
=
∫
X
∫
{τe>`}
f(x, T `ω) dPe(ω) dm(x).
Noting that by the Markov property and the description (3.2) of pi we have
∞∑
`=0
∫
{τe>`}
f(x, T `ω) dPe(ω) = Ee
[
τe−1∑
k=0
Eωk [f(x, ·)]
]
= Ee[τe]Epi[f(x, ·)]
for every x ∈ X, the remainder of the argument is the same as above. Indeed,
together with dominated convergence this implies that the limit
1
Ee[τe]
∫
X
L−1∑
`=0
∫
{τe>`}
f(x, T `ω) dPe(ω) dm(x)
of (3.12) now converges to
∫
f d(m ⊗ Ppi) as L → ∞, and (3.13) and (3.14) still
tend to 0. 
3.4. Moment and Expansion Conditions. We now express the notions of finite
moments and expansion in the Markovian setting, in a way that will be convenient
when combining the results of §2 and §3.3.
Let ρ be a representation of G on a finite-dimensional real vector space V . Recall
that N(g) = max(‖ρ(g)‖, ‖ρ(g)−1‖), where ‖·‖ is the operator norm associated to
a fixed norm on V .
Definition 3.10. A Markov chain on E is said to have finite first moments in
(V, ρ) if for every e ∈ E
Ee[logN(gω|τe )] <∞,
and to have finite exponential moments in (V, ρ) if for every e ∈ E there exists
δ > 0 such that
Ee[N(gω|τe )
δ] <∞.
As usual, we suppress the representation from the notation when (V, ρ) = (g,Ad).
Note that the definition does not depend on the choice of norm on V .
In terms of renewal measures these conditions read as follows.
Lemma 3.11. A recurrent irreducible Markov chain on E has finite first (resp.
exponential) moments in V if and only if all renewal measures µe have the corre-
sponding property. 
Let us mention a few simple examples in which the above moment conditions are
satisfied.
Example 3.12.
(i) If the state space E is finite, then any irreducible Markov chain on E has
finite exponential moments in (V, ρ).
(ii) More generally, if the Markov chain on E is irreducible and positive (resp.
exponentially) recurrent and the coding map E → G takes values in a
bounded subset of G, then it has finite first (resp. exponential) moments
in (V, ρ). This conclusion stays valid when the coding map has sufficiently
slow growth.
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(iii) Suppose the Markov chain on E is positive recurrent and let pi be its
stationary distribution. Denote by c : E → G the coding map. If c∗pi has
a finite first moment in (V, ρ), i.e. if∑
e′∈E
logN(ge′)pi({e′}) <∞,
then the Markov chain has finite first moments in (V, ρ).
We omit the straightforward verifications. 
Next, we generalize the notion of uniform expansion from §2.
Definition 3.13. Let (Yn)n be a stochastic process with values in GLd(R) and
P ⊂ P(Rd) be a closed subset invariant under the support of the distribution of
Yn for all n ∈ N. Then we call (Yn)n uniformly expanding on P if for all Rv ∈ P
almost surely
lim inf
n→∞
1
n log‖Yn · · ·Y1v‖ > 0.
We call (Yn)n uniformly expanding on Grassmannians if (Y ∧kn )n is uniformly ex-
panding on P(∧kpRd) for all 1 ≤ k ≤ d− 1.
To efficiently deal with our setting involving an abstract Markov chain on E,
different starting distributions, and a coding map, it will be convenient to introduce
the following more concise terminology.
Definition 3.14. Let λ be a starting distribution on E. Then we say that a Markov
chain on E is λ-expanding (under the coding map e 7→ ge) if the stochastic process
(Yn)n : (Ω,Pλ) 3 ω 7→
(
Ad(gωn−1)
)
n
on GL(g) is uniformly expanding on Grassmannians. When λ = δe for some e ∈ E,
we also say that it is e-expanding.
For brevity, we will usually omit the coding map from the notation when using
these notions of expansion.
Under a moment assumption as in Example 3.12(iii), e-expansion can be phrased
in terms of the renewal measure µe.
Lemma 3.15. Suppose that the Markov chain on E is irreducible and recurrent
and let e ∈ E. Denote by pi its stationary distribution and by c : E → G the coding
map.
(i) If the Markov chain is e-expanding, then Ad∗ µe is uniformly expanding on
Grassmannians.
(ii) Suppose the Markov chain is additionally positive recurrent and c∗pi has a
finite first moment in g. Then the Markov chain is e-expanding if and only
if Ad∗ µe is uniformly expanding on Grassmannians.
Proof. Let 1 ≤ k ≤ dim(G)− 1. We Pe-a.s. have τne /n→ Ee[τe] ∈ [1,∞] as n→∞.
By definition, e-expansion means that, Pe-a.s.,
lim inf
n→∞
1
n log‖Ad∧k(gω|n)v‖ > 0. (3.15)
From this it follows that Pe-a.s. also
lim inf
n→∞
1
n log‖Ad∧k(gω|τne )v‖ = lim infn→∞
τne
n
1
τne
log‖Ad∧k(gω|τne )v‖ > 0. (3.16)
This gives part (i). In the setting of (ii), we have Ee[τe] ∈ [1,∞), and the moment
assumption allows applying Oseledets’ theorem with the shift map on (Ω,Ppi) (we
remark that Oseledets’ theorem holds not only for i.i.d. processes, but more gen-
erally for stationary ones; see e.g. Ruelle [25]). We find that all the limit inferiors
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above are actually limits Ppi-, thus in particular Pe-a.s., so that in this case (3.16)
also implies (3.15). 
3.5. Expanding Markov Chains. We now combine the bootstrapping results
from §3.2 and §3.3 with those of §2 to prove our main Markovian measure classi-
fication and equidistribution results. These will imply Theorem 1.4. Recall that
for e ∈ E, Ge denotes the closed subgroup of G generated by the support of the
renewal measure µe.
Theorem 3.16. Let G be a real Lie group, Γ a discrete subgroup of G, and X =
G/Γ. Suppose that the Markov chain on E is irreducible and positive recurrent;
denote by pi its stationary distribution. Suppose furthermore that it is pi-expanding
and has finite first moments in g. Let ν be an ergodic stationary probability measure
for the action chain on E ×X as in (3.4). Then either
(i) for every e ∈ E the measure νe is Ge-invariant and supported on a finite
Ge-orbit, or
(ii) Γ is a lattice and all νe are the Haar measure mX on X.
Moreover, for every (e′←e)-admissible word c ∈ E∗, we have (gc)∗νe = νe′.
Proof. Note that by irreducibility of the Markov chain on E, pi-expansion implies
e-expansion for every e ∈ E. Thus, it follows by Lemma 3.7 and Theorem 2.9 that
each νe is either supported on a finite Ge-orbit or is the Haar measure mX on X.
Irreducibility of the Markov chain together with the last statement of Lemma 3.7
imply that the same option applies to all e ∈ E.
The last claim is clear in case (ii). In case (i), Lemma 3.7 implies that (gc)∗νe
and νe′ are of the same measure class. Being uniform measures on finite orbits, this
forces (gc)∗νe = νe′ , as claimed. 
Theorem 3.17. Let G be a real Lie group with simple identity component such that
the Zariski closure of Ad(G) is Zariski connected, and Γ a lattice in G. Suppose
that the Markov chain on E is irreducible and positive recurrent and has finite
exponential moments in g. Denote by pi its stationary distribution, and let e ∈
E. Assume that Ge is not virtually contained in any conjugate of Γ and acts
transitively on the connected components of X = G/Γ, and that the Markov chain
is e-expanding. Then, for every x0 ∈ X, (gω|nx0, Tnω)n equidistributes towards
mX ⊗ Ppi for Pe-a.e. ω ∈ Ω.
Proof. Combine Lemma 3.15, Theorem 2.12 and Proposition 3.8. 
Proof of Theorem 1.4. Let λ denote the distribution of Y1. By hypothesis, (Ym)m
is λ-expanding, hence e-expanding for every e ∈ E with λ({e}) > 0. Moreover,
since E is finite, the Markov chain on E has finite exponential moments in g. Now,
in view of Lemma 3.18 below, the result follows by applying Theorem 3.17 to each
such e ∈ E. 
Lemma 3.18. Suppose that E is finite and the Markov chain on E is irreducible.
If x ∈ X and e ∈ E are such that the random orbit {gω|nx | n ∈ N} ⊂ X is Pe-a.s.
infinite, then the orbit G+e x is infinite.
Proof. Denote by Eadme the set of all admissible words starting with e and consider
the set
O = {gwx | w ∈ Eadme }.
By assumption it is infinite.
Since the state space is finite, we can choose k ∈ N such that any state can be
reached from everywhere in at most k steps with positive probability. Then for
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every w ∈ Eadme there is an admissible word c ∈ E∗ of length at most k − 1 such
that cw is (e←e)-admissible. It follows that gcwx ∈ G+e x and hence
O ⊂
⋃
c∈E∗ admissible
`(c)≤k−1
g−1c G
+
e x,
which forces G+e x to be infinite as well. 
3.6. An Example. To conclude this section, we are going to explain an example
due to Simmons–Weiss [26] that is used to relate Diophantine properties of fractals
to random walks. We prove Proposition 3.19, which can be considered a Markovian
extension of [26, Theorem 6.4], and deduce Corollary 1.5.
Let G := PGLd(R) and Λ := PGLd(Z). Given positive integers M,N with
M +N = d, let RM×N be the space of M ×N -matrices with real entries and define
at :=
(
et/M1M
e−t/N1N
)
, uα :=
(1M −α
1N
)
, and O1 ⊕O2 :=
(
O1
O2
)
for t ∈ R, α ∈ RM×N and O1 ∈ OM (R), O2 ∈ ON (R). We will denote the
corresponding subgroups of G by A := {at | t ∈ R}, U := {uα | α ∈ RM×N},
K := {O1 ⊕O2 |O1 ∈ OM (R), O2 ∈ ON (R)}, and set P := AKU . Note that A and
K commute and normalize U ; in particular, P is a group. An element g ∈ P can be
uniquely written as a product of the form atkuα and we denote the corresponding
values of t, k,α by t(g),α(g) and k(g), respectively. Finally, let V + := Lie(U) be
the Lie algebra of U .
Proposition 3.19. Suppose that E is finite and let pi be the stationary distribution
of an irreducible Markov chain on E. Suppose that the coding map E → G, e 7→ ge
takes values in P , that ∑
e′∈E
t(ge′)pi({e′}) > 0, (3.17)
and that for some e0 ∈ E the Lie algebra of He0 contains V +. Then the assumptions
of Theorem 3.17 are satisfied for every e ∈ E.
Proof. Finite exponential moments in g follow from finiteness of the state space.
Below, we shall show that all renewal measures µe are in (M,N)-upper block form
in the sense of [26, Definition 6.3]. Then, [26, Theorem 6.4] (the proof of which
does not use the assumption of compact support) implies that for every e ∈ E, Ge
is not virtually contained in any conjugate of Γ and that Proposition 2.7 can be
applied to µe, yielding e-expansion of the Markov chain.
To show that µe is in (M,N)-upper block form for every e ∈ E, we have to argue
that
∫
G t(g) dµe(g) > 0 and the Lie algebra of He contains V +.
Regarding positivity of the integral, we calculate, using that t : P → (R,+) is a
homomorphism and (3.2),∫
G
t(g) dµe(g) = Ee[t(gω|τe )] =
∑
e′∈E
t(ge′)Ee
[
τe−1∑
k=0
1ωk=e′
]
= Ee[τe]
∑
e′∈E
t(ge′)pi({e′}) > 0, (3.18)
and in view of the assumption on He0 , the inclusion V + ⊂ Lie(He) follows from
from part (ii) of Lemma 3.6 and the fact that U is normalized by P . 
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Proof of Corollary 1.5. By Proposition 3.19 and part (v) of Lemma 3.6 we need
only verify that the Lie algebra of HS of G contains V +. (Recall that part of the
conclusion of Lemma 3.6 is that HS is in fact a group; here it is the real algebraic
subgroup of G generated by g0, . . . , gr.) The argument for this is the same as in the
proof of [26, Theorem 1.1]. For completeness, we briefly reproduce it: For 0 ≤ i ≤ r,
we have gi = u′iaiki with
u′i =
(
1d cdi yi
0 1
)
, ai =
(
ci1d 0
0 c−di
)
, and ki =
(
Oi 0
0 1
)
.
Then, for n ∈ N, we can write
HS 3 g−n0 gign0 = (k−n0 a−n0 u′ian0kn0 )ai(k−n0 kikn0 ).
Noting that for n → ∞ we have a−n0 u′ian0 → 1d+1, and passing to a subsequence
along which knj0 → 1d+1 as j →∞, it follows that aiki ∈ HS , so that also u′i ∈ HS .
In particular, we have Mj := k
−nj
0 a
−nj
0 u
′
ia
nj
0 k
nj
0 ∈ HS for all j. Thus
Lie(HS) 3 log(Mj) = Mj − 1d+1.
As a computation shows, the right-hand side above converges in direction towards
( 0d yi0 0 ). Since the yi span R
d by assumption, we conclude that indeed V + ⊂ Lie(HS).

4. Diophantine Approximation on Fractals
As observed by Simmons–Weiss, equidistribution results as in §2 can be used to
obtain statements about Diophantine approximation on fractals obtained as limit
sets of similarity IFS. In this final section, using the analogous results for Markov
random walks from §3, we deal with limit sets of graph directed similarity IFS.
The first three subsections are of preparatory nature. We recall basic terminology
and results on graph directed IFS (§4.1), and make the connection between simi-
larities, the homogeneous dynamics setting and Diophantine approximation (§4.2,
§4.3). Our main Diophantine approximation results, which imply Theorems 1.6
and 1.7, will be stated and proved in §4.4.
4.1. Graph Directed IFS. Recall that a directed multigraph is a tuple (V,E, i, t)
consisting of non-empty sets V,E of vertices and edges, respectively, and functions
i, t : E → V associating to an edge e ∈ E the initial vertex i(e) ∈ V and the terminal
vertex t(e) ∈ V . The multigraph is finite if both sets V and E are. A non-empty
word w = e0 . . . en−1 ∈ E∗ or sequence ω = (em)m ∈ EN is called a (finite resp.
infinite) path if t(ej−1) = i(ej) for all j. Denote the set of infinite paths by E∞.
We extend the initial vertex function i to paths by i(e0 . . . en−1) = i((em)m) = i(e0)
and the terminal vertex function t to finite paths by t(e0 . . . en−1) = t(en−1). We
call the multigraph connected if for every pair of vertices u, v ∈ V there exists a
finite path from u to v (i.e. a path w with i(w) = u and t(w) = v). Finally, we
call a Markov chain on E (or an associated Markov measure on EN) adapted if the
transition probabilities (pe′,e)e,e′∈E satisfy pe′,e > 0 ⇐⇒ t(e) = i(e′) for e, e′ ∈ E.
Observe that if the multigraph is connected, any adapted shift-invariant Markov
measure on E∞ is ergodic.
Remark 4.1. When E is finite, the space E∞ ⊂ EN of infinite paths is the subshift
of finite type defined by the edge-incidence relation given by the multigraph. The
notation is intentionally the same as for admissible sequences in §3, since these
notions coincide for adapted Markov chains on E, to which we will from now on
restrict our attention. 
MARKOV RANDOM WALKS & DIOPHANTINE APPROXIMATION 25
Recall that a similarity of Rd is a map φ : Rd → Rd of the form φ(x) = rO(x) + b
for some r > 0, O ∈ Od(R) and b ∈ Rd. The number r = ‖φ′‖ is the similarity ratio
of φ. If r < 1, φ is said to be contracting.
Definition 4.2. Let (V,E, i, t) be a finite, connected, directed multigraph and
suppose that for every e ∈ E we are given a similarity φe : Rd → Rd. Then the
tuple (V,E, i, t, (φe)e) is called a graph directed similarity IFS.
Note that ordinary similarity IFS represent the special case of graph directed
similarity IFS with a single vertex. We also emphasize that finiteness and connect-
edness are built into our definition of graph directed similarity IFS.
It is customary to think of one copy of Rd being attached to each vertex, and the
maps φe going from the copy at t(e) to the one at i(e). This viewpoint is consistent
with the formula φw = φe0 · · ·φen−1 for words w = e0 . . . en−1, which, incidentally,
also explains why we now use a left-to-right indexing convention.
We need to introduce some more terminology. A graph directed similarity IFS
is said to be
• contracting if supe∈E‖φ′e‖ < 1,
• to satisfy the open set condition if there exists a collection (Uv)v∈V of
non-empty open subsets of Rd with φe(Ut(e)) ⊂ Ui(e) for every e ∈ E and
φe(Ut(e)) ∩ φe′(Ut(e′)) = ∅ for any distinct edges e, e′ ∈ E with i(e) = i(e′),
and
• to be irreducible if there does not exist a collection (Lv)v∈V of proper affine
subspaces of Rd with φe(Lt(e)) = Li(e) for every e ∈ E.
Given a contracting graph directed similarity IFS, one proves in complete analogy
to the classical case that there is a unique collection (Kv)v∈V of non-empty compact
subsets of Rd such that
Kv =
⋃
i(e)=v
φe(Kt(e))
for every v ∈ V . The union K = ⋃v∈V Kv is called the attractor of the graph
directed IFS. It can alternatively be obtained as the image of the natural projection
Π: E∞ → Rd, ω 7→ lim
n→∞φω0 · · ·φωn−1(x),
which is continuous and independent of the choice of x ∈ Rd. Observe that the
attractors K arising in this way are precisely what we called sofic similarity fractals
in §1.3. Indeed, setting Φ := {φe | e ∈ E}, the image of E∞ under the map
E∞ → ΦN, ω 7→ (φωm)m is a sofic subshift of ΦN.
Generalizing a classical result of Hutchinson [17], Wang [27] identified the Haus-
dorff measure on attractors of graph directed similarity IFS satisfying the open set
condition.
Theorem 4.3 (Wang [27]). Let (V,E, i, t, (φe)e) be a contracting graph directed
similarity IFS satisfying the open set condition. Let K be the associated attractor
and s ≥ 0 its Hausdorff dimension. Then 0 < Hs(K) <∞ and Hs|K is proportional
to Π∗P for some adapted shift-invariant Markov probability measure P on E∞.
Here Hs denotes s-dimensional Hausdorff measure.
4.2. Diophantine Approximation and Dani Correspondence. Recall that a
matrix α ∈ RM×N is said to be
• badly approximable, if there exists c > 0 such that for all q ∈ ZN \ {0} and
p ∈ ZM we have ‖αq − p‖ ≥ c‖q‖−N/M ,
• well approximable, if it is not badly approximable, and
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• Dirichlet improvable, if there exists 0 < λ < 1 such that for all sufficiently
large Q there exist q ∈ ZN \ {0} with ‖q‖∞ ≤ λQ and p ∈ ZM with
‖αq − p‖∞ ≤ λQ−N/M .
In the above, ‖·‖∞ denotes the supremum norm on RM×N and ‖·‖ an arbitrary
norm. A general survey of Diophantine approximation can be found in [5]. For a
more specific overview pertaining to the topic at hand, we refer to [26, §7].
The Dani correspondence principle asserts that the Diophantine properties of α
are encoded in the behavior of the orbit {atuα SLd(Z)}t≥0 in X = SLd(R)/ SLd(Z)
(using the notation from §3.6). To see this, it is useful to think of X as the space
Xd of unimodular lattices in Rd, via the identification
X 3 g SLd(Z)←→ gZd ∈ Xd.
The Mahler compactness criterion then says that a subset A ⊂ X is relatively
compact if and only if it is contained in one of the sets
Kε = {x ∈ X | ∀v ∈ x : ‖v‖∞ ≥ ε}
for 0 < ε < 1. Note that these sets themselves are compact, exhaust X, and satisfy
K◦ε1 ⊃ Kε2 for 0 < ε1 < ε2.
Theorem 4.4 (Dani correspondence). The matrix α ∈ RM×N is
(i) badly approximable if and only if the trajectory {atuα SLd(Z)}t≥0 is rela-
tively compact, i.e. contained in Kε for some 0 < ε < 1,
(ii) Dirichlet improvable if and only if for some 0 < λ < 1 the trajectory
{atuα SLd(Z)}t≥0 eventually leaves Kλ, i.e. if there exists T ≥ 0 such that
{atuα SLd(Z)}t≥T does not intersect Kλ.
For the proofs, see Dani [8, Theorem 2.20] and Kleinbock–Weiss [18, Proposi-
tion 2.1].
Corollary 4.5. If {atuα SLd(Z)}t≥0 is dense in X, then α is well approximable
and not Dirichlet improvable.
In fact, the random walk approach yields the following stronger property.
Definition 4.6. A matrix α ∈ RM×N is said to be of generic type if the orbit
{atuα SLd(Z)}t≥0 is equidistributed in X with respect to the Haar measure mX .
4.3. Algebraic Similarities as Group Elements. Next, following [26, §10], we
interpret a class of similarities of RM×N as elements of PGLd(R).
Recall the subgroups A,K,U and P = AKU of PGLd(R) defined in §3.6. The
group P acts by left multiplication on the space P/AK, which is topologically
identified with U ∼= RM×N via
RM×N 3 β ←→ u−βAK ∈ P/AK.
The obtained action of P on RM×N is faithful and is described as follows: for
β ∈ RM×N we have
at · β = et(1/M+1/N)β,
k · β = O1βO−12 ,
uα · β = β −α,
for at ∈ A, k = O1⊕O2 ∈ K and uα ∈ U . Thus, P can be identified with the group
of algebraic similarities of RM×N , i.e. similarities of the form β 7→ rO1βO2 +α for
some r > 0, O1 ∈ OM (R), O2 ∈ ON (R) and α ∈ RM×N . Note that when M = 1 or
N = 1, all similarities of RM×N are algebraic.
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4.4. The Approximation Result. We are now ready to formulate and prove the
graph directed version of [26, Theorem 8.1].
Theorem 4.7. Let (V,E, i, t, (φe)e) be a contracting irreducible graph directed IFS
of algebraic similarities of RM×N satisfying the open set condition. Let K denote
its attractor and s ≥ 0 its Hausdorff dimension. Then almost every point on K
with respect to s-dimensional Hausdorff measure is of generic type, so in particular,
well approximable and not Dirichlet improvable.
Proof of Theorem 1.7. As already remarked, in the case N = 1 all similarities are
algebraic. Now the result follows by an application of Theorem 4.7. 
By virtue of Wang’s Theorem 4.3, Theorem 4.7 above will follow from the follow-
ing result.
Theorem 4.8. Let (V,E, i, t, (φe)e) be an irreducible graph directed similarity IFS
on RM×N consisting of algebraic similarities, and P an adapted shift-invariant
Markov measure on E∞ for which the IFS is contracting on average, in the sense
that ∑
e∈E
log‖φ′e‖pi({e}) < 0,
where pi denotes the projection of P to the first coordinate. Then the natural projec-
tion Π: E∞ → RM×N is well-defined P-almost everywhere and almost every point
with respect to Π∗P is of generic type.
Proof. Note that the natural projection is well-defined at ω ∈ E∞ whenever the
contraction ratios ‖φ′ω0...ωn−1‖ decay exponentially. Recalling that adapted shift-
invariant Markov measures are ergodic, it follows from the Birkhoff ergodic theorem
and the contraction-on-average assumption that this is the case P-a.s. What we
need to show is that the orbit {atuΠ(ω) SLd(Z)}t≥0 is equidistributed with respect
to the Haar measure mX on X = SLd(R)/ SLd(Z) = PGLd(R)/PGLd(Z) for P-a.e.
ω ∈ E∞.
To see this, we follow Simmons–Weiss’ strategy in the proof of [26, Theorem 8.11]
and connect the above orbit with certain random walk trajectories. First note that
P defines an irreducible finite state Markov chain on the set E of edges. Using
the construction in §4.3, we may view the algebraic similarities φe as elements of
P ⊂ G = PGLd(R). Defining the coding map E 3 e 7→ ge := φ−1e ∈ P , we are then
in the setting of §3. We want to show that (after a conjugation) the assumptions
of Proposition 3.19 are satisfied. Validity of (3.17) follows from the contraction-on-
average assumption for the φe (note the inverse in the definition of the ge and the
explicit formulae in §4.3), and the assumption on the Lie algebra of one of the He is
satisfied after conjugating the coding map by an element of P so that He contains
some at with t > 0. Indeed, arguing as in [26, §10.1], one just needs to note that
(3.18) shows that all renewal measures are expanding on average (in the sense of
[26, Definition 6.3(ii)]) and furthermore that the irreducibility assumption on the
graph directed IFS forces the IFS consisting of the atoms of any renewal measure
to be irreducible. To see the latter, note that an invariant affine subspace L for the
support of the renewal measure µe gives rise to an invariant collection of subspaces
(Lv)v in the graph directed sense by choosing for each vertex v a path wv from i(e)
to v starting with e and setting Lv = φ−1wv (L). We conclude that Theorem 3.17 can
be applied for every e ∈ E, and writing P as linear combination of the measures Pe
as in (3.1), we thus obtain P-a.s. equidistribution of (gω|n SLd(Z))n towards mX .
We shall use this to argue that the sequence
(xn, ωn)n, with xn = k(gω|n)−1uΠ(Tnω)gω|n SLd(Z), (4.1)
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equidistributes towards mX ⊗ pi for P-a.e. ω ∈ E∞, where k(·) denotes the K-
component of an element of P = AKU . To this end, we consider the Markov
random walk on X ×K given by the coding map E 3 e 7→ (ge, k(ge)) ∈ G×K and
the associated action chain trajectories
(yn)n =
(
ωn, gω|n SLd(Z), k(gω|n)
)
n
in E×X×K. Since P-a.s. the random walk trajectory (gω|n SLd(Z))n equidistributes
towards mX , no escape of mass can occur for the sequence 1n
∑n−1
k=0 δyk of empirical
measures. The Breiman law of large numbers (see [3, Corollary 3.3]) thus implies
that P-a.s. every weak* limit ν of this sequence of empirical measures is a probability
measure on E ×X ×K that is stationary for the action chain. By Lemma 3.7, ν
decomposes as
ν =
∑
e∈E
pi({e})δe ⊗ νe
for µe-stationary probability measures νe on X × K. Using equidistribution of
(gω|n SLd(Z))n once more, we see that the νe project to mX in the first coordinate.
We can thus apply [26, Proposition 5.3]. The conclusion is that νe = mX ⊗mKe ,
wheremKe is the Haar measure on the compact group k(Ge) (recall that Ge denotes
the closed supgroup generated by the support of the renewal measure µe). Hence
the limit ν is unique, so that (yn)n equidistributes P-a.s. towards∑
e∈E
pi({e})δe ⊗mX ⊗mKe . (4.2)
Now part (ii) of Lemma 3.9 implies that
(zn)n = (yn, Tnω)n
equidistributes towards the probability measure∑
e∈E
pi({e})δe ⊗mX ⊗mKe ⊗ Pe (4.3)
on E ×X ×K × E∞ for P-a.e. ω ∈ E∞.
Note that the natural projection is not necessarily continuous in the contracting-
on-average case. However, a standard argument involving Lusin’s theorem as in
the proof of [26, Proposition 5.2] still shows that P-a.s.
(yn,Π(Tnω))n
equidistributes towards ∑
e∈E
pi({e})δe ⊗mX ⊗mKe ⊗Π∗Pe.
Applying the continuous map
F : E ×X ×K × RM×N → X × E
(e, x, k,α) 7→ (k−1uαx, e)
we finally obtain equidistribution of (4.1) towards
F∗
(∑
e∈E
pi({e})δe ⊗mX ⊗mKe ⊗Π∗Pe
)
= mX ⊗ pi.
Having established the necessary equidistribution for random walk trajectories,
the final ingredient needed to finish the proof is the connection to the geodesic flow
trajectory of uΠ(ω) SLd(Z). It follows from the relationship
xn = atnuΠ(ω) SLd(Z), (4.4)
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where tn = t(gω|n). To verify this formula, one first notes that the AK-components
of both sides agree. To see that the U -components do as well, one applies the
inverses of k(gω|n)−1uΠ(Tnω)gω|n and atnuΠ(ω) interpreted as algebraic similarities
to the matrix Π(Tnω) and observes that the results coincide.
Given a bounded continuous function f on X, it now remains to apply equidis-
tribution of (xn, ωn)n towards mX ⊗ pi to the function f ′ on X × E defined by
f ′(x, e) :=
∫ t(ge)
0 f(atx) dt. As in the proof of [26, Theorem 8.11], in view of (4.4)
this yields
lim
n→∞
1
tn
∫ tn
0
f(atuΠ(ω) SLd(Z)) dt =
∫
X×E f
′ d(mX ⊗ pi)∫
E t(ge) dpi(e)
=
∫
X
f dmX .
Using that the sequence (tn)n has bounded gaps, this proves equidistribution of
{atuΠ(ω) SLd(Z)}t≥0 with respect to mX . 
Proof of Theorem 1.6. Consider a directed multigraph with a single vertex v0 and
edge set E := Φ (with t(φ) = i(φ) = v0 for all φ ∈ Φ). Since the Markov measure
P has full support, it defines an irreducible Markov chain on Φ. Let pi be its
stationary distribution and Ppi the associated Markov measure. Then Theorem 4.8
can be applied to Ppi and yields the desired conclusion for Π∗Ppi-a.e. point on K.
Noting that pi({φ}) > 0 for all φ ∈ Φ by irreducibility and using (3.1) once for pi and
once for the projection of P to the first coordinate, we deduce that the conclusion
holds Π∗Pφ-a.s. for every φ ∈ Φ, and thus also Π∗P-a.s. 
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