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Given a map f : X → Y of compact Hausdorff spaces, the Mardešic´ Factorization Theorem
provides us a factorization f = qj, j : X → Z , q : Z → Y through a compact Hausdorff space
Z with dim Z  dim X and weight of Z being at most weight of Y . The theorem has been
generalized several times in various contexts with the Levin–Rubin–Schapiro Factorization
Theorem being one of the most notable developments.
This paper introduces a new generalization in which the factoring space Z inherits the ex-
tension property for every map in the spirit of the Levin–Rubin–Schapiro Factorization The-
orem. Such inheritance of extension properties is expressed by a new notion of extensional
equivalence. Furthermore, we study the impact of such a generalization on the extension
relation between maps, f τ i.
© 2011 Elsevier B.V. All rights reserved.
1. Preliminary facts
The Mardešic´ Factorization Theorem (see [5] for the original version of the theorem) arises in the context of extension
theory, where it is used in the construction of universal spaces. In this section we introduce some notation and lemmas
required later. All spaces will be considered Hausdorff.
The basic notion of extension theory is that of an absolute extensor.
Deﬁnition 1.1. A map i : K → L is an absolute extensor of a space X [notation: Xτ i] if for every map α : A → K , where A ⊂ X
is a closed subset, the composition iα : A → L extends continuously over X .
The notation Xτ K is equivalent to Xτ1K , where 1K : K → K is the identity map.
A map i : K → L is an absolute extensor up to homotopy of a space X [notation: Xτhi] if for every map α : A → K ,
where A ⊂ X is a closed subset, the composition iα : A → L extends up to homotopy over the space X . A map i : K → L
is an absolute neighborhood extensor of X if for every map α : A → K , where A ⊂ X is a closed subset, the composition
iα : A → L extends continuously over some neighborhood U of A.
Absolute extensors up to homotopy and absolute neighborhood extensors are usually considered only with respect to
spaces, i.e., identity maps 1K : K → K . The following is a well-known fact from extension theory.
Lemma 1.2. Suppose X is compact Hausdorff or metrizable space. Then any CW-complex is an absolute neighborhood extensor of X .
Furthermore, a map f : A → K deﬁned on a closed subset A ⊂ X extends over X iff it extends over X up to homotopy.
The following notation is adopted for the inverse limit Z of an inverse sequence (Zi,π
i+1
i ) of spaces and a map j = ( ji)
of a space X to Z .
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k+2
k+1 Zk
πkk−1 · · · π
2
1 Z1
π10 Z0
X
jk
j
j1
j0
Additionally let πk : Z → Zk denote the standard projection map, let πnk : Zn → Zk denote the composition πk+1k ◦ · · · ◦πnn−1
for n > k, and let I = [0,1] denote the closed unit interval.
Lemma 1.3. Suppose A ⊂ Z is a closed subset of the compact Hausdorff inverse limit Z . Then the following equality holds for any
k ∈ Z0:
j−1(A) =
⋂
ik
j−1i
(
πi(A)
)
.
Proof. It is enough to consider the case k = 0. The commutativity of the diagram above implies the inclusion j−1(A) ⊂
j−1i (πi(A)) for all i ∈ Z0; hence
j−1(A) ⊆
⋂
i0
j−1i
(
πi(A)
)
.
In order to prove the other inclusion choose any
x ∈
⋂
i0
j−1i
(
πi(A)
)
and express j(x) = (xi)i∈Z0 ∈ Z . Because xi = πi j(x) = ji(x) ∈ πi(A) there is for every i ∈ Z0 an element yi = (y ji ) j∈Z0 ∈A
such that πi(yi) = yii = xi . The sequence (yi)i∈Z0 in the compact set A must have an accumulation point y ∈ A. Note that
yki = ykj = xk for every k min(i, j) as yki = π ik(yii) = π ik(πi(yi)) = π ik(xi) = xk . In particular, the sequence of k-components
{yki }i∈Z0 of elements yi stabilizes at xk; hence πk(y) = xk , ∀k ∈ Z0. Hence j(x) = y ∈ A which establishes the second
inclusion. 
Lemma 1.4. Let K ⊂ X be a closed subset of a compact space X. If
K =
⋂
i∈Z0
Ki, Ki ⊃ Ki+1, ∀i ∈ Z0
where Ki ⊂ X are closed subsets, then for every open set U containing K there exists i0 ∈ Z0 , such that Ki ⊂ U , ∀i > i0 .
Lemma 1.5. Let f : X → Y be a map from a compact space X. Suppose that A ⊂ Y is closed and let U be an open neighborhood of
f −1(A) in X. Then there exists a neighborhood B of A in Y such that f −1(B) ⊂ U .
Lemma 1.6. Suppose B and C are closed neighborhoods of a closed subspace A in a compact space X. If f : B → K and g : C → K are
maps to a CW-complex K satisfying f |A 	 g|A then there exists a neighborhood U ⊂ (B ∩ C) of A such that f |U 	 g|U .
Proof. We can naturally deﬁne a continuous map
H : (B × {1})∪ (C × {0})∪ (A × I) → K
with the rules
H(b,1) := f (b), H(c,0) := g(c),
H(a, t) := G(a, t), ∀a ∈ A, ∀b ∈ B, ∀c ∈ C,
where G : A × I → K is a homotopy between f |A and g|A . Every CW-complex is an absolute neighborhood extensor of
compact spaces; hence the map H can be extended continuously over a neighborhood W ⊂ X × I . Inside W can be found a
box neighborhood of A× I , namely there exists an open set U ⊃ A such that U × I ⊂ W . The restriction of such an extension
of H to U × I is a homotopy between f |U and g|U . 
Remark. The last lemma is valid for any pair of spaces X , K where K is an absolute neighborhood extensor of X × I (for
example if X is compact or metrizable and K is an arbitrary CW-complex).
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The factorization theorem presented in this paper is related to the following question. How can the extension proper-
ties of two spaces be compared by analyzing continuous maps between them? In particular, consider a continuous map
f : X → Y . It is apparent from the diagram below that the following statement is true: given a map i : K → L, a pair
of closed subsets A ⊂ B ⊂ Y and a map α : A → K , a continuous extension α˜ : B → L of the map iα : A → L induces a
continuous extension f˜ : f −1(B) → L of the map iα f | f −1(A) : f −1(A) → L.
f −1(A)
f | f−1(A)
A
α
K
i
f −1(B)
f | f−1(B)
B
α˜
L
In other words, the extension properties of the space Y always induce appropriate extension properties of the space X .
The following deﬁnition introduces a notion of a map f : X → Y for which extension properties of the space X induce
appropriate extension properties of the space Y , i.e., certain extension properties of both spaces coincide.
Deﬁnition 2.1. An onto map f : X → Y is an extensional equivalence if the following condition holds: given any pair A ⊂
B ⊂ Y of closed subsets, any map i : K → L between CW-complexes and any map α : A → K for which iα f : f −1(A) → L
extends continuously over f −1(B), the map iα extends continuously over B .
The following diagram presents the property of an extensional equivalence map f : X → Y . The dashed map induces a
map α˜ : B → L.
f −1(A)
f | f−1(A)
A
α
K
i
f −1(B)
f | f−1(B)
B
α˜
L
Note that an equivalent deﬁnition of extensional equivalence can be obtained by considering only identity maps
1K : K → K instead of all maps i : K → L as in Deﬁnition 2.1. However, the current version implies more naturally that
the extensional properties are preserved not only with respect to CW-complexes but also with respect to maps between
them.
Lemma 2.2 contains the basic idea used in the construction of factorization Theorem 2.8. Given a map f : X → Y it
produces a factorization over an appropriate space Z which solves one extension problem.
Lemma 2.2. Consider the following situation:
(1) f : X → Y is a map deﬁned on a compact Hausdorff space X ;
(2) i : K → L is a map between CW-complexes;
(3) A ⊂ Y is a closed subset and α : A → K is a map to K ;
(4) W ⊂ X is a closed subset such that W ⊃ f −1(A) and iα f | f −1(A) : f −1(A) → L extends continuously over W to α′ .
Then there exist a compact Hausdorff space Z of weight w Z max{wY ,ℵ0}, a map q : Z → Y and an onto map e : X → Z such that
f factorizes as f = qe, q−1(A) ⊂ e(W ), and iαq|q−1(A) : q−1(A) → L extends to a map α˜ over e(W ).
Remark. The following diagrams describe the statement of the lemma. The ﬁrst diagram represents the factorization. This
factorization has the property that if the dashed map in the second diagram exists then the dashed arrow in the third
diagram exists.
Z
q
f −1(A) f A α K
i
q−1(A) αq K
i
X
f
e
Y W
α′ L e(W ) α˜ L
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implies the ﬁniteness of L′ . Using Lemma 1.2 the map W α
′−−→ L′ ↪→ Cone(L′) can be extended continuously over X . This
extension is called α∗ .
The space Z is deﬁned as the image of the compact space X via the map e := ( f ,α∗) in the space Y ×Cone(L′). Note that
wZ max{wY ,ℵ0}. By setting q to be the natural projection to Y , a commutative diagram is obtained in the construction
of Z , that is f = qe. Furthermore, q−1(A) ⊂ e(W ) due to the following argument. Any element z ∈ q−1(A) ⊂ Y × Cone(L′)
can be expressed as a pair (y, t), y ∈ A, t ∈ Cone(L′). Since Z = e(X), there exists x ∈ X so that e(x) = z. In particular this
means that f (x) = y ∈ A, so x ∈ f −1(A) ⊂ W . Hence q−1(A) ⊂ e(W ).
We claim that iαq(q−1(A)) ⊂ L′ . This inclusion is implied by the structure of the space Z . Note that
q−1(A) = {(y, t) ∈ Y × Cone(L′) ∣∣ ∃x ∈ X; f (x) = y ∈ A, α∗(x) = t}⊂ Z .
Choose any ( f (x),α∗(x)) ∈ q−1(A). Since x ∈ f −1(A) ⊂ W and α∗(W ) ⊂ L′ we obtain iαq( f (x),α∗(x)) = iα( f (x)) =
α∗(x) ∈ L′ which proves the claim. Hence the map iαq : q−1(A) → L′ can be extended to the map α˜ deﬁned on e(W ) as the
natural projection to Cone(L′). Since e = ( f ,α∗) and α∗(W ) ⊂ L′ we obtain for each w ∈ W the following containment:
α˜
(
e(w)
)= α∗(w) ⊂ L′.
Consequently the image of α˜ is contained in L′ ⊂ (Cone(L′) ∩ L). 
A similar lemma can be stated for the extension of wY many maps rather than just one. In order to control the weight
of the space Z , the same technique cannot be employed for higher cardinalities of sets of extension problems.
Lemma 2.3. Consider the following situation:
(1) f : X → Y is a map deﬁned on a compact Hausdorff space X ;
(2) for every j ∈ J , i j : K j → L j is a map between CW-complexes where J is some index set with | J | wY ;
(3) for every j ∈ J a closed set A j ⊂ Y is given and α j : A j → K j is a map to K j ;
(4) for every j ∈ J a closed set W j ⊂ X is given, W j ⊃ f −1(A j) and the map i jα j f | f −1(A j) : f −1(A j) → L j extends continuously
over W j to α′j .
Then there exist a compact Hausdorff space Z of weight w Z max{wY ,ℵ0}, a map q : Z → Y and an onto map e : X → Z such that
f factorizes as f = qe, and for all j ∈ J , q−1(A j) ⊂ e(W j), and i jα jq|q−1(A j) : q−1(A j) → L j extends to a map α˜ j over e(W j).
Proof. Let L′j be the smallest subcomplex of L j containing the image α
′
j(W j). Note that every L
′
j is compact. Using
Lemma 1.2 every map W j
α′j−−→ L′j ↪→ Cone(L′j) can be extended continuously over X to a map α∗j . Deﬁne the compact
set Z as the image of the compact space X via the map e := f ×∏ j∈ J α∗j in the space Y ×
∏
j∈ J Cone(L′j). By setting q to
be the natural projection to Y we obtain a commutative diagram in the construction of Z , that is f = qe. Similarly as in
Lemma 2.2, the map i jα jq : q−1(A j) → L′j can be extended over e(W j) as the natural projection to Cone(L′j). 
The proof of Lemma 2.3 provides a control on factoring a certain number of extension problems. In the case of compact
metrizable spaces it can be shown that there are only countably many extension problems of a certain form. Recall the
Countable Extension Basis Theorem of [1].
Theorem 2.4. For every compact metrizable space Z and every countable CW-complex K there is a countable family { f i : Ci → K }i∈ J
of maps from closed sets Ci ⊂ Z such that for every map f : C → K from a closed subset C ⊂ Z there exists i ∈ J such that C ⊂ Ci and
fi |C is homotopic to f .
For spaces of higher weight a similar statement can be made using dense families of triples as presented in [4, Deﬁni-
tion 2.5, Lemma 2.6]. Such an approach provides additional control over the sets Ci of Theorem 2.4.
Deﬁnition 2.5. ([4]) Let Z be a compact Hausdorff space. A family of maps D = { f i : Ci → Li}i∈ J from closed subsets Ci ⊂ Z
to ﬁnite simplicial complexes Li is said to be dense if for every closed subspace A ⊂ Z , every closed neighborhood U ⊂ Z of
A and every map f : U → L to a ﬁnite simplicial complex L there is an i ∈ J so that:
(1) A ⊂ Ci ⊂ U ;
(2) there exists a homeomorphism k : L → Li ;
(3) kf |Ci 	 f i .
The sets Ci are referred to as basic closed sets of Z with respect to D.
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(1) | J |max{wZ ,ℵ0};
(2) if Ci ⊂ C j for some i, j ∈ J then f j |Ci : Ci → L j is an element ofD.
Proof. A dense family satisfying (1) is proven to exist in [4]. Such a family can be extended to satisfy (2) by adding the
maps f j |Ci : Ci → L j for all i, j ∈ J satisfying Ci ⊂ C j . Since J is inﬁnite such a procedure does not increase the cardinality
of the obtained dense family. Furthermore, any family containing a dense family is dense itself. 
Dense families also approximate maps to ﬁnite CW-complexes up to homotopy. The following statement is proved using
the fact that every ﬁnite CW-complex is homotopy equivalent to a ﬁnite simplicial complex.
Corollary 2.7. Suppose D = { f i : Ci → Li}i∈ J is a dense family of a compact Hausdorff space Z . Then for every closed subset A ⊂ Z ,
every closed neighborhood U ⊂ Z of A and every map f : U → L to a ﬁnite CW-complex L, there is an i ∈ J so that:
(1) A ⊂ Ci ⊂ U ;
(2) there exists a homotopy equivalence h : L → Li ;
(3) hf |Ci 	 f i .
Proof. There exists a homotopy equivalence h′ : L → L′ between the ﬁnite CW-complex L and some ﬁnite simplicial com-
plex L′ . By Lemma 2.6 there exists i ∈ J so that:
(1) A ⊂ Ci ⊂ U ;
(2) there exists a homeomorphism k : L′ → Li ;
(3) and kh′ f |Ci 	 f i .
Accordingly we obtain hf |Ci 	 f i for the homotopy equivalence h := kh′ : L → Li . 
The purpose of Theorem 2.8 is to construct a factorization of a given map f : X → Y through a space Z which is obtained
as an inverse limit using Lemma 2.3 and combines the properties of the spaces X and Y . The core of the proof is to show
that solving all the appropriate extension problems in each step results in solving all the extension problems of the inverse
limit. The weight of the resulting space is controlled by Lemma 2.6.
Theorem 2.8. Suppose f : X → Y is a map deﬁned on a compact Hausdorff space X. Then there exist a compact Hausdorff space Z of
weight w Z max{wY ,ℵ0}, a map q : Z → Y , and an onto map j : X → Z such that f factorizes as f = qj and j is an extensional
equivalence.
Remark. As a special case the implications (Xτ i) ⇒ (Zτ i) for every map i : K → L of CW-complexes and (Xτ K ) ⇒ (Zτ K )
for every CW-complex K are obtained.
The following diagrams illustrate the extensional equivalence condition of Theorem 2.8. The existence of a dashed arrow
map in the left diagram implies the existence of a dashed arrow map in the right diagram.
j−1(A) α j K
i
A
α
K
i
j−1(B) L B L
Proof of Theorem 2.8. The factorization space Z will be constructed as the inverse limit of an inverse sequence of compact
Hausdorff spaces of appropriate weight as shown in the diagram below; hence Z will be a compact Hausdorff space of the
appropriate weight.
X
f
j
Y Z · · · π
k+1
k Zk
πkk−1 · · · π
2
1 Z1
π10 Z0
q j
jk j1 j0Z X
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In each step of the inductive process all the appropriate extension problems will be solved for the last factor Zk . Suppose
the inverse sequence up to Zk is built. Let Dk = { f i : Ci → Li}i∈ J denote a dense family for Zk obtained by Lemma 2.6 and
let Mk denote the set of all pairs ( fm : Cm → Lm,Cn) such that the following holds:
(i) fm : Cm → Lm ∈Dk;
(ii) Cn is a basic closed set of Zk with respect to Dk with Cm ⊂ Cn;
(iii) fm jk : j−1k (Cm) → Lm extends continuously over the closed set j−1k (Cn) ⊂ X to a map
f˜m : j−1k (Cn) → Lm.
The indexing set J of Lemma 2.3 will be Mk and the elements j ∈ J will be of the form ( fm : Cm → Cn). Since
Dk is a dense family for Zk obtained by Lemma 2.6, its cardinality is at most wZk . Hence the cardinality of Mk is at
most wZk . We apply Lemma 2.3 to the following parameters (compare the list of parameters to the list in the statement of
Lemma 2.3):
(1) jk : X → Zk is a map deﬁned on a compact Hausdorff space X ;
(2) For every ( fm : Cm → Lm,Cn) ∈ Mk,1Lm : Lm → Lm is the identity map on the CW-complex Lm;
(3) For every ( fm : Cm → Lm,Cn) ∈ Mk , Cm ⊂ Zk is a (basic) closed set of Zk and fm : Cm → Lm is a map to Lm;
(4) For every ( fm : Cm → Lm,Cn) ∈ Mk , j−1k (Cn) ⊂ X is a closed set, j−1k (Cn) ⊃ j−1k (Cm) (as Cm ⊂ Cn by (ii) of the list above)
and the map 1Lm fm jk| j−1k (Cm) : j
−1
k (Cm) → Lm extends continuously over j−1k (Cn) by (iii) above.
Consequently we obtain the following facts:
(I) there exists a compact Hausdorff space Zk+1 of weight at most max{wZk,ℵ0};
(II) there exist maps jk+1 : X → Zk+1 and πk+1k : Zk+1 → Zk such that jk = πk+1k jk+1;
(III) for every pair ( fm : Cm → Lm,Cn) ∈ Mk , (πk+1k )−1(Cm) ⊂ jk+1( j−1k (Cn)), and the map fmπk+1k |(πk+1k )−1(Cm) extends con-
tinuously over jk+1( j−1k (Cn));
(IV) the map jk+1, which is e in Lemma 2.3, is onto.
Thus, the inductive step has been constructed. Note that the index set Mk consists of all the appropriate extension problems
in Zk that have to be solved in Zk+1 as we expect Z to solve them.
This concludes the construction of the inverse sequence (Zi,π
i+1
i ) which yields the inverse limit Z , a naturally induced
onto map j : X → Z and a natural projection q = π0 : Z → Z0 = f (X) ⊂ Y .
Step 2: Extension properties. It will be proven that the inverse limit Z of the constructed inverse sequence has the required
extension properties. The strategy is to show that every extension problem considered in our theorem can be factored as an
extension problem in some Zk , translated to some problem in Mk and solved in Zk+1.
Suppose A ⊂ Z is a closed subset, α : A → K is a map to a CW-complex K , i : K → L is a map to a CW-complex L and
iα j : j−1(A) → L extends to a map β over j−1(B) ⊂ X for some closed set B ⊂ Z where A ⊂ B . We claim that there exists
a continuous extension B → L of the map iα. The following commutative diagram represents such a situation.
L
j−1(A) j A α L
1L
j−1(B) j
β
B
X
j
Z
The rightmost column, 1L : L → L should read i : K → L at this moment. We will show next that we may assume L to
be ﬁnite and that we can replace i : K → L by 1L : L → L. Let L′ denote the smallest subcomplex of L which contains the
image of the map β . Note that L′ ⊃ iα(A) is ﬁnite. Replace L and K by L′ , i by the identity map 1L′ : L′ → L′ and the map
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A continuous extension B → L of the map α for this problem is also a required extension for the original problem. Therefore
we can assume i : K → L to be the identity map on the ﬁnite CW-complex L. This reduces the problem to ﬁnding a map of
B to L that extends α.
This extension problem will be translated to a canonical problem solved in one of the inductive steps. The notation
Ak := πk(A) and Bk := πk(B), ∀k ∈ Z0 will be used.
(1) Extend β : j−1(B) → L continuously over a neighborhood U of j−1(B) in X . Let us call this extension βU . Choose
r ∈ Z0 so that for all k r, j−1k (Ak) ⊂ U .
(2) If necessary, increase r so that there is a map αr : Ar → L such that α 	 αrπr : A → L.
(3) Note that for all k  r, j−1(A) ⊂ j−1k (Ak) ⊂ U . In particular, βU | j−1(A) is well deﬁned. Now βU | j−1(A) = α j| j−1(A) 	
αrπr j| j−1(A) 	 αr jr | j−1(A); hence βU | j−1(A) 	 αr jr | j−1(A) . Using Lemma 1.6 for the maps βU and αr jr a neighborhood
V ⊂ U of j−1(A) can be found so that βU |V∩ j−1r (Ar ) 	 αr jr |V∩ j−1r (Ar ) .
Note that V may not contain j−1r (Ar). However, one can use Lemma 1.4 to increase r so that j−1k (Ak) ⊂ V for all k r.
Observe that any increase of index r preserves the properties attached to it:
• Increasing the index r does not affect part (1) above;
• Considering part (2) one may deﬁne αk := αrπkr |Ak for all k r. Hence the homotopy obtained by part (2) is preserved
for an increased index r as it is preserved for all k r, i.e., α 	 αkπk|A : A → L, for all k r.
Fix r and choose any k  r. Since j−1k (Ak) ⊂ (V ∩ j−1r (Ar)) and αk jk| j−1k (Ak) = αrπ
k
r jk| j−1k (Ak) = αr jr | j−1k (Ak) we obtain
βU | j−1k (Ak) 	 αk jk| j−1k (Ak) .
(4) Using Lemma 1.4, increase k so that j−1k (Bk) ⊂ U . Such action preserves (similarly as in (3)) the following property:
βU | j−1k (Ak) 	 αk jk| j−1k (Ak) . Thus we have a neighborhood U of j
−1(B) in X , a neighborhood V ⊂ U of j−1(A), and k so
that j−1k (Ak) ⊂ V , j−1k (Bk) ⊂ U , and βU | j−1k (Ak) 	 αk jk| j−1k (Ak) .
(5) The problem is now factored over Zk . It will be put in canonical form, which is the type of extension problem solved in
Step 1. We ﬁrst approximate the problem up to homotopy using a dense family of maps. Let Dk = { fl : Cl → Ll}l∈ J repre-
sent the dense family of Zk that was used in the inductive construction of Z . We apply Corollary 2.7 (the approximation
property of a dense family D) in the following steps:
(a) By Lemma 1.5 we can choose a neighborhood U˜ of Bk in Zk so that U ⊃ j−1k (U˜ ) ⊃ j−1k (Bk). We apply Corollary 2.7
to the closed set Bk , to the neighborhood U˜ of Bk , and to the constant map (we could choose any map) from Bk
to some ﬁnite CW-complex. Consequently we obtain an index n ∈ J so that Cn ⊂ U˜ is a closed neighborhood of Bk .
(Recall that Cn denotes a basic closed set of Zk with respect to Dk . There are other implications of Corollary 2.7 but
they are not needed for this case.) In particular, U ⊃ j−1k (Cn) ⊃ j−1k (Bk).
(b) By Lemma 1.5 we can choose a neighborhood V˜ of Ak in Zk so that V ⊃ j−1k (V˜ ) ⊃ j−1k (Ak). We apply Corollary 2.7
to the closed set Ak ⊂ Zk , to the neighborhood (V˜ ∩ Int(Cn)) ⊃ Bk ⊃ Ak of Ak , and to the map αk : Ak → L. Conse-
quently, with the help of Lemma 1.5 again, we obtain an index m ∈ J and a homotopy equivalence h : L → Lm (with
homotopy inverse h′ : Lm → L) so that Cm is a neighborhood of Ak ,
Cm ⊂ Cn, V ⊃ j−1k (Cm) ⊃ j−1k (Ak), fm : Cm → Lm, fm|Ak 	 hαk.
Recall that the map fm : Cm → Lm is an element of Dk .
(6) Using (3) and (5), we get
fm jk| j−1k (Ak) 	 hαk jk| j−1k (Ak) 	 hβU | j−1k (Ak),
i.e., the maps fm jk and hβU are homotopic if restricted to j
−1
k (Ak). By Lemma 1.6 there exists a closed neighborhood
W of j−1k (Ak) so that fm jk|W 	 hβU |W . We also want to achieve such a homotopy relation for the restrictions of maps
to j−1k (Cm).
One may replace Cm by a smaller basic closed set Cm˜ of Zk with respect to Dk so that the following additional condition
holds: j−1k (Cm˜) ⊂ W . Such replacement is possible by Deﬁnition 2.5. Note that fm˜ = fm|Cm˜ : Cm˜ → Lm is still an element
of Dk . In particular, Lemma 2.6 states that the map fm˜ can be considered to be the restriction of the map fm , Lm˜ = Lm
and the homeomorphism h does not change. With such replacement of indices m for m˜ we obtain j−1k (Cm) ⊂ W which
implies fm jk| j−1k (Cm) 	 hβU | j−1k (Cm) .
Consequently, hβU induces a continuous extension of fm jk| j−1k (Cm) over j
−1
k (Cn) (the dashed arrow in the diagram
below) by the homotopy extension theorem. The following diagram shows the new situation.
702 Ž. Virk / Topology and its Applications 159 (2012) 695–703A
πk
α
L
h
j−1k (Cm)
jk Cm
fm Lm
j−1k (Cn)
This is the canonical form of the extension problem solved in the list (i)–(iii) in Step 1 (compare the list below to a
similar list in Step 1):
(i) fm : Cm → Lm ∈Dk;
(ii) Cn is a basic closed set of Zk with respect to Dk with Cm ⊂ Cn;
(iii) fm jk : j−1k (Cm) → Lm extends continuously over the closed set j−1k (Cn) ⊂ X to a map j−1k (Cn) → Lm .
By the construction of Z in the ﬁrst step of the proof (see conclusion (III) in Step 1) a map β˜ : jk+1 j−1k (Cn) → Lm such that
β˜|
(πk+1k )−1(Ak)
= fmπk+1k
∣∣
(πk+1k )−1(Ak)
	 hαkπk+1k
∣∣
(πk+1k )−1(Ak)
can be induced. The containment
π−1k+1 jk+1 j
−1
k (Cn) ⊃ π−1k+1 jk+1 j−1k (Bk) ⊃ π−1k+1(Bk+1) ⊃ B
holds because jk+1 j−1k (Bk) ⊃ Bk+1 holds by the following argument. Given any y ∈ Bk+1 there exists x ∈ X so that y =
jk+1(x) as maps j∗ are onto. Now
jk(x) = πk+1k jk+1(x) = πk+1k (y) ∈ πk+1k (Bk+1) = Bk
hence x ∈ j−1k (Bk) and y = jk+1(x) ∈ jk+1 j−1k (Bk), thus proving the containment above.
Consequently, the map β˜πk+1|B : B → Lm is well deﬁned and satisﬁes
β˜πk+1|A 	 hαkπk+1k πk+1
∣∣
A = hαkπk|A 	 hα|A = hα.
In particular, we obtain h′β˜πk+1|A 	 α. Hence h′β˜πk+1|B : B → L is an extension up to homotopy of the map α which
according to Lemma 1.2 induces a required extension B → L of the map α. The following diagram illustrates the construction
of the map β˜ .
Z
πk+1
π−1k+1( jk+1 j
−1
k (Cn))
πk+1
B
β˜πk+1Zk+1
πk+1k
jk+1 j−1k (Cn)
πk+1k
β˜
Zk Cn Cm hfm
Lm 
Recall the deﬁnition of dimension via extension of maps (for more results see [3]): dim X  n ⇔ Xτ Sn . In this terminol-
ogy we have the following result.
Corollary 2.9. Suppose f : X → Y is a map from a compact space X with dim X  n to a separable metrizable space Y . Then f
factorizes over a compact metrizable space Z with dim Z  n.
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Classical extension theory studies extension relations of various spaces. In this section the extension relation between
maps is deﬁned and basic results are stated.
Deﬁnition A.1. Suppose f : X → Y is a map between topological spaces and i : K → L is a map between CW-complexes.
(1) The map i is an absolute extensor for the map f (notation f τ i) iff for every closed set A ⊂ X and every map α : A → K
we there exists a map β : X → L such that iα f = β| f −1(A) (see the diagram below).
(2) The map i is an absolute extensor for the map f up to homotopy (notation f τhi) iff for every closed set A ⊂ X and
every map α : A → K there exists a map β : X → L, such that iα f 	 β| f −1(A) .
(3) If K is a CW-complex then the notation f τ K (respectively f τhK ) stands for f τ1K (respectively f τh1K ) where
1K : K → K is identity map.
A
α
K
i
f −1(A)
f
X
β
L
Remark. These deﬁnitions can also be extended to the relations τlc and τcm of [2].
Theorem A.2. Let ω be an inﬁnite cardinal and let i : K → L be a map between CW-complexes. Suppose f : X → Y is a map from a
compact Hausdorff space X to a space of weight at most ω. If f τ i then f factors as f = qj over a compact Hausdorff space Z of weight
at most ω so that j is onto and qτ i.
Proof. By the factorization theorem we can factor f as f = qj over a compact Hausdorff space Z of weight at most ω and
such that j is an extensional equivalence. We claim that qτ i, where q : Z → Y . Pick α : A → K where A ⊂ Y is closed. Since
f τ i one can obtain a map β as shown in the diagram.
A
α
K
i
f −1(A)
f
X
β
L
By the factorization theorem the map αq extends continuously over j(X) = Z . 
Remark. The converse of Theorem A.2 can be proven without the use of the factorization theorem. Suppose f factors as
f = qj over the space Z such that qτ i. Pick α : A → K where A ⊂ Y is closed. The diagram illustrates how the maps β and
consequently β j are induced using qτ i which proves f τ i.
q−1(A) q A α K
i
X
j
Z
β
L
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