Data collected in the estuary and Gulf of St. Lawrence in summer 1989 and 1990 were analyzed to quantify horizontal variations in the spectral values of the specific absorption coefficient of phytoplankton in different natural environments and to examine the conscquenccs of assuming this specific absorption spectrum as constant when estimating primary production.
where a,,(X) and E,(X) are the absorption coefficients for phytoplankton and scalar irradiance at a given wavelength. According to Beer's law, a@) is a function of the concentration ([xi] ) of the k substances present in the medium and of their respective specific absorption coefficients [ai*(x a@> = x ai*@> [x,li=l In the case of a seawater sample, a simple measurement of the concentration of Chl a, which is the main light-harvesting pigment and the only pigment driving photosynthesis, allows a,,(X) to be derived provided that up,,*(X) (phy- Absorption coe@cient toplankton absorption scaled to unit Chl a) is .
known and constant (a list of notation is provided). It is well known, however, that the spectrum of aPh *(A) is highly variable among phytoplankton species, as well as within the same species grown under different conditions. Two phenomena are mainly responsible for such variations: variations in pigment composition lead to variations in the absorption characteristics as an effect of phylogenetic or physiological adaptations (Kirk 1983; Morel et al. 1987) , and a variable flattening of the aph *(A) spectrum can be observed because, in seawater, biological material is not dissolved, but contained in particles (Duysens 1956 ). This effect is usually referred to as the package effect and depends on the cell diameter (d) and on the absorption coefficient of the matter forming the cell (a,,) . Both show large variations in the natural environment (Morel and Bricaud 198 1) . Variations in the shape and amplitude of the . . in vivo aph *(A) spectrum have been reported for monospecific microalgal cultures (Kiefer et al. 1979; Sathyendranath et al. 1987; Bricaud et al. 1988 ). On the other hand, only a few studies have attempted to measure a@*(X) for natural phytoplankton assemblages, and these studies were mainly oriented toward solving methodological problems. Earlier studies introduced the technique of concentrating samples with low chlorophyll content on a glassfiber filter (Yentsch 1962) . This method was subsequently improved (e.g. Butler 1962; Triiper and Yentsch 1967; Kiefer 1984, 1988a; Stramski 1990) . Several studies have also dealt with decomposition of the total particulate absorption spectrum into phytoplankton and detritus absorption spectra by means of chemical (Kishino et al. 1985) , numerical (Roesler et al. 1989; Bricaud and Stramski 1990) , or statistical (Kiefer and SooHoo 1982; Morrow et al. 1989 ) approaches. Mitchell and Kiefer (19883) examined variations in absorption by the total particles (phytoplankton and nonalgal particles) in various locations (coastal and open-ocean waters) during spring and autumn. Bricaud and Stramski (1990) also compared a&*@) values measured in an oligotrophic system with those measured in a mesotrophic system. Up to now, however, no study has extensively and systematically examined and quantified the variations of +,*(A) for natural phytoplankton assemblages at different spatial scales. Therefore, the extent to which variations in a,,*@) contribute to variations in estimates of primary production is unknown. Lewis et al. (1985) showed that the initial slope of the P vs. Z curve (a") has the largest potential impact, in terms of error, on estimates of areal primary production, @ being the product of the maximal quantum yield of photosynthesis (4,) and the mean specific absorption coefficient weighted by the spectrum of the scalar irradiance between 400 and 700 nm (a"* in the present study, t%c in some others).
Although the importance of variations in 'ph *(A) has been recog nized (Platt and Sathyendranath 1988) , because there is no easy alternative, aph *(A) is usually assumed to be constant for given areas in remote-sensing models of primary production (Platt and Sathyendranath 1988; Sathyendranath and Platt 1989; Morel 199 1) . The consequences of such an assumption for estimating primary production at different spatial scales is the main focus of this paper.
Materials and methods
Sampling-Sampling was conducted in summer 1988,1989, and 1990 in the estuarine and gulf regions of the St. Lawrence River (Fig.  1) . In 1988, the cruise took place between 10 and 30 July; 35 stations were occupied along a cruise track covering the entire area between Quebec City and Cabot Strait. During this cruise, the downward and upward it-radiances (Ed and J%) were measured every 5 nm between 400 and 700 nm at several depths in the euphotic zone. A LiCor LI-1800UW underwater spectroradiometer was used. Light measurements at 21 stations ( Fig. 1) followed the prescription of Jerlov (1976) for standard light measurements at sea. The vertical attenuation coefficient for downward irradiance at a given wavelength [&(A)] was calculated as (3) where E,(X, O-) is the irradiance near the surface (but deep enough to avoid fast fluctuations) and E,(X, z) the irradiance at a given depth.
In 1989 the cruise took place between 30 August and 10 September. The data were generally collected between 1000 and 1400 hours along three transects (A, B, and C) -25 km long located in different areas of the estuary and Gulf of St. Lawrence (Fig. 1) . Measurements and sample collection were continuous (7 km h-l) at three depths (1.5, 5.5, and 9.5 m) with a sampling arm fastened to the side of the ship (9.5 m corresponds to about twothirds the average depth of the euphotic zone in the area). An Applied Microsystems STD-12 was located at each sampling depth where seawater was pumped continuously. Samples were collected every 5 min for 4 h (total of 48 stations, -600 m apart). To reduce the number of samples, we analyzed only two depths at any station, alternating depths from one station to another. As a consequence of this sampling pattern, 32 samples were collected per depth and per transect.
All analyses, excluding phytoplankton identification and enumeration, were done aboard ship. Chl a and pheopigment concentrations were determined by the fluorometric method of Yentsch and Menzel (1963) as modified by Holm-Hansen et al. (1965) after extraction in 90% acetone of samples filtered onto GF/F Whatman filters. Nitrate and silicic acid concentrations were determined with a Technicon AutoAnalyzer II (Parsons et al. 1984) , after filtration on a 25-mm Whatman GF/F glassfiber filter. A 250-ml subsample was fixed with acid Lugol's solution and neutralized formaldehyde for later phytoplankton identification and enumeration with the inverted microscope (Lund et al. 1958) .
The rate of C fixation by phytoplankton was measured after 4-h incubations of 125-ml subsamples (light and dark) inoculated with H14C0,. Incubations were performed in three deck incubators (one for each sampling depth) under artificial light. Temperature inside the incubators was kept at near-surface temperature. The intensity as well as the spectral shape of the incubation light was adjusted to average in situ conditions (white, blue-green and green light with increasing depth) with colored and neutral-density plastic filters and Durotest Vitalite neon tubes. The scalar irradiance spectra inside sample bottles (constant for a given incubator) were measured with an underwater spectroradiometer (Focal Technologies OS-1) equipped with a 4n collector fixed at the end of a 3-m-long optical fiber.
The 1990 cruise took place between 3 and 20 July, and the cruise track covered the area between Quebec City and the Atlantic Ocean (Fig. 1) . We occupied 36 stations along the 1,400 km transect. In this paper, we use only the data from the area downstream of the Saguenay River (27 stations) where primary production measurements were performed. Seawater samples were collected at depths of 1.5, 5.5, and 9.5 m with a rosette sampler equipped with GoFlo bottles and an Applied Microsystems STD-12. Chl a, pheopigments, and primary production were measured as in 1989.
Subsamples for phytoplankton identification and enumeration were treated as in 1989.
Determination of the absorption coeficient [a,(X) ] -Because seawater samples in 1989 and 1990 had particle concentrations too low for spectrophotometric measurements of a,(X) using a cuvette, we used the glass-fiber filter technique Kiefer 1984,1988a) . Briefly, phytoplankton was collected on 25-mm Whatman GF/F glass-fiber filters by filtration of 0.5-2.0 liters of seawater under low vacuum pressure. The filters (sample and blank) were then put onto a 25-mm2 cover slip, saturated with filtered seawater, and placed in holders near the photomultiplier tubes of a PerkinElmer double-beam spectrophotometer (Lambda-2 in 1989 and Lambda-6 in 1990). The optical density for total particles [OD,(h) ] was measured at l-nm intervals between 400 and 700 nm. After measurement, the filters were immediately put into acetone for pigment extraction and determination.
The value of a,(h) was computed with the expression
where s is the filter clearance area, Vthe filtered volume, and p(X) the pathlength amplification factor introduced by Butler (1962) . When one is looking for quantitative results with the glassfiber filter technique, p(X) is a critical factor. To estimate /3(h) in the present study, we used the expression of Bricaud and Stramski (1990) , which was derived specifically for Whatman GF/F filters:
Although the behavior of /3(X) is not well understood, Eq. 5 accounts for a large fraction of its variations. This generalization is not true, however, when OD,(X) values are <0.2, which was not the case in the present study except for the central part and red end of our measured spectra.
Decomposition of the total particle absorption spectra -In the present study, we are interested in absorption by phytoplankton [a,,(X)], which must be distinguished from absorption by nonalgal particles [a&) ]. We used the method of Bricaud and Stramski (1990) because it is based on two ratios of a,,,(A) values at different wavelengths [a&(505) : a,, (380) and a,,(580) : a,,(692.5)] that are Close to 1 (0.99 and 0.92, respectively) and are thus only slightly influenced by the package effect. Moreover, these ratios do not coincide with absorption bands of accessory pigments (except for phycoerythrin) and are, therefore, quite constant (SD = 0.10 and 0.16, respectively).
Because we did not measure a,(380), we used a&505) : a,h(400) instead of a&505) : a&380). The average value of a@(505): a&400) for phytoplankton was computed and provided to us by A. Bricaud for the same data set used by Bricaud and Stramski (1990) . It is not as close to 1 as a@ (505) It seems that such an error is large only when values of S (defined in Eq. 7) are close to 0 or ~0.02, however, which was not the case here. In the worst case, this error is -20% of the actual value in the blue and green parts of the spectrum, which is small compared to the range of variation related to the package effect (up to a factor of 2 in the blue part of the spectrum) discussed below. Briefly, the method consists of calculating %h@) as where a,(X) can be expressed as ad(X) = A exp( -SX),
and A and S are constant for a given spectrum and variable among spectra. S is obtained numerically by solving 0.77a,(400) -a,(505) a,WW -0.92aJ692.5)
According to A. Bricaud (pers. comm.), background absorption observed for natural samples at 750 nm can be attributed to nonalgal particles. This background is assumed to be constant over the whole spectrum and must be subtracted from a*,&). Because we did not measure the absorption at 750 nm, we could not directly apply the approach of Bricaud and Stramski [i.e. to make ad750) equal to a, (750)]. So, assuming that a,,(675) : a&700) (R) is constant for natural phytoplankton assemblages, we used the following expression to estimate a,h(750):
To determine the ratio R, we estimated aph *(675) and a,h*(700) with the expression U,,(675) -[aph(700) -aph* (700) x Chl] = Uph*(675) X Chl (11) where Chl is the sum of Chl a and pheopigment concentrations. This expression is valid if we assume that the package effect (discussed below) and the accessory pigments only weakly interfere at these two wavelengths. By leastsquares fit, we calculated aph* (675) Positive values of Morel's criterion (MC) correspond to case 1 waters while negative values correspond to case 2 waters (see Morel 1988 , for interpretation of this relationship). Using this approach, we classify the estuary (stations l-l 1) as case 2 and the gulf (stations 12-27) as case 1. These results are consistent with the hydrodynamic conditions of the St. Lawrence system, where surface waters in the estuary originate mainly from river runoff (ElSabh 1979) and these in the Gulf comprise a mixture of waters coming from the Atlantic Ocean, the estuary, the Labrador Current (mostly oceanic waters), and local precipitation (Koutitonsky and Bugden 199 1) .
Horizontal distribution of oceanographic Variables-There is a large range of environmental variability along the transects sampled in 1989 and 1990 (Figs. 2,3) . Transect B (1989) was located off Pointe-Des-Monts ( Fig. l) , where it has been suggested that west-northwest winds induce nearly continuous upwelling (Couture 1989) . The existence of a strong frontal region around station 30 ( Fig. 2 ) supports this idea. Before station 30 (inshore), temperature is low and nutrient concentrations are high, corresponding to typical upwelling conditions.
Offshore, temperature increases and nutrients as well as Chl a decrease drastically. As expected, a"* (defined in Eq. 19) varies inversely with Chl a, probably because of the package effect (Yentsch and Phinney 1989) . This result suggests that absorption characteristics are highly affected by environmental variability. Phytoplankton composition also changed around station 30, evolving from a mixed diatom-microflagellate community to a community strongly dominated by diatoms. The relative abundance of dinoflagellates always remained low, although one must consider their generally large diameter ( 15-7 5 pm) compared to that of microflagellates (I 5 pm). Similar variations were also observed along transects A and C (not shown), which also crossed frontal structures in the upwelling region of the lower estuary (Therriault and LeIn 1990 , a longitudinal transect 1,000 km long was sampled along the main axis of the St. Lawrence system. Strong spatial variations were observed for all variables (Fig. 3) . The increasing salinity expected when going toward the ocean was observed, although some features related to the freshwater plumes of two major rivers flowing from the north shore (Therriault and Levasseur 1985) were also noticed around stations 13 and 14. The lower salinity observed at station 23 probably originates from one of the Gasp6 Current meanders (Tang 1980) . It is interesting to note that at station 14, which is located at the limit between the estuary and the gulf, a drastic increase in the depth of the euphotic zone takes place. This transition supports our optical classification of the water masses in the St. Lawrence (station 14 in 1990 corresponds to station 11 in 1988). As for the 1989 data, a"* varies inversely with Chl a. Finally, large variations in the relative abundance of phytoplankton taxa reflected the complexity of the observed horizontal variations. It is shown below that these strong horizontal variations in our 1989 and 1990 data are clearly reflected in variations of the a,,*(X) spectra. Decomposition of the total particle absorption spectra -As the contribution of nonalgal particles decreases in the downstream direction, phytoplankton spectra become less noisy and more typical in shape (Fig. 4) . At station 1 (representative of stations l-5), an unusual peak in aph was observed at 4 15 nm. This feature suggests that the decomposition method used in our study is significantly biased when the amount of nonalgal particles is high. Two different sources of error could explain this result. First, absorption by nonalgal particles does not exactly correspond to a monotonic inverse exponential function (e.g. see figure 4a of Bricaud and Stramski 1990 and figure 3b of Iturriaga et al. 1988) . It follows that, when subtracting an exponential function from the initial a@,(X) spectrum, absorption peaks like the one of bacterial cytochromes (Morel and Ahn 1990) Kiefer and SooHoo 1982; Sathyendranath et al. 1987; Roesler et al. 1989) ; our measurements of variations in the ratio of pheopigments to Chl a + pheopigments did not suggest that pheopigments could be the cause of the peak observed at 4 15 nm.
Another problem associated with the inverse exponential approach is that the a,,(
spectrum inherits all the noise, which may strongly affect up,, when nonalgal particles are the main absorbing material while absorption by phytoplankton is as weak as the background noise. Despite these biases observed only in extreme cases, the method of Bricaud and Stramski (1990) is generally reliable, as can be seen for station 25 (Fig. 4) . Its a,,(X) spectrum is typical of diatoms and dinoflagellates for which the contribution of Chl c and carotenoids is important between 450 and 550 nm (Prezelin and Boczar 1986).
Normalization of the spedjk absorption coeficient -When dealing with absorption by phytoplankton, a,,(X) is usually scaled to unit Chl a, which is the main light-harvesting pigment and the only pigment driving photosynthesis. In the case of a natural suspension (e.g. the present study), because a,,@) includes both pheopigments and Chl a, normalization includes the sum of these pigments. In 1989 and 1990, there is a highly significant relationship between Chl a + pheopigments and a,,(675) (Fig. 5) , the latter being little affected by accessory pigments (Sathyendranath et al. 1987) . Note that the slight nonlinearity in the data due to the package effect produced a nonzero intercept in Fig. 5 .
The scatter in this relationship is caused by the discrepancy between the technical errors associated with the measurement of the absorption coefficient and the ones proper to the measurement of the pigment concentrations. For example, besides handling errors, the inhomogenous distribution of particles on the filter affects absorption measurements, while the efficiency of Chl a extraction in acetone (which varies with species) affects concentration measurements. The resulting scatter artificially increases the standard deviation of aph *(X). Because the standard deviation of 'ph *(X) is of majo r significance here, we avoided this discrepancy by scaling the absorption coefficient to the height of the red peak (675 nm), which is specific to each spectrum, i.e. the technical errors equally affect a,,*(67 5) and a,&), and of course, the resulting spectra will still suffer from errors associated with the decomposition method. Normalization to the red peak is valid only if, according to Eq. 11, a&(675) = aph "(675) X Chl, where a,,* (675) is constant. Besides the weak influence of accessory pigments at 675 nm, however, a,,*(675) is influenced by the package effect which is a function of the particle diameter (d) and the concentration of the intracellular material or pigments (cJ. The package effect can be expressed with the absorption efficiency factor for individual particles (Q,), which is related for a monodisperse suspension to a* through
Q, can be expressed as
'L P , Wavelength (nm) Fig. 4 . Spectral values of the absorption coefficient for total particles (a,,), nonalgal particles (ad), and phytoplankton (a,,) at chosen stations from the transect sampled in 1990. The absorption coefficient was determined according to the decomposition method of Bricaud and Stramski (1990 expect that the package effect will be low at the red peak wavelengths compared to the blue wavelengths. This expectation was verified for a polydisperse assemblage by integrating Eq. 13 for a normally distributed population (SD = d/3). We used a*sO, (435) = 0.08 m2(mg Chl a)-' and a*,,,(675) = 0.0206 m2(mg Chl a)-', which are representative values of the blue peak for extracted phytoplankton pigments and the red peak maximum for extracted Chl a, respectively. The package effect has only a weak influence at 675 nm when compared to 435 nm (Fig. 6) . These results suggest that aPh*(675) is quite constant and that the shape of the standard deviation spectra for a,,*(X) will be little affected by the package effect following scaling to the red peak. It is important to note here that, because the package effect induces little covariation between a,,(675) and a,,(X), this approach will underestimate the standard deviation of a ph*(X). We did not consider scaling a,,(X) to the integral of the spectrum, as it is often done for comparison of the shape of different spectra (e.g. see Roesler et al. 1989 ), because we wanted to quantify variations in the spectrum of the absorption coefficient specific to Chl.
Spatial variations in the spec$c absorption coeficient spectrum -The three individual transects sampled in 1989 were used to study small-scale variations, while mesoscale variations were examined by pooling the data from the three transects. Large-scale variations, on the other hand, were investigated with the 1990 data separately for stations l-l 1 (estuary, case 2 waters) and stations 12-27 (gulf, case 1 waters). First, an a priori selection was performed in order to discard the few spectra that were obviously abnormal (negative values and abnormal drifts down to zero along the spectrum). Then, to recover absolute values after normalization to the red peak for modeling primary production, we multiplied each spectrum by 0.0206 m2(mg Chl a)-' (specific absorption coefficient at 675 nm for extracted Chl a) assuming that the package effect was small at 675 nm.
Because vertical variations in a,,*(X) were small and do not concern us here, the three depths were pooled for each station. The standard deviation spectra in Fig. 7 can be interpreted as an indication of the relative importance (from one transect to another) of small-scale horizontal variations. As expected with absorption data scaled to the red peak, the bulk of the variation is found in the blue region. Beside peaks associated with chlorophylls (a and c most probably) and carotenoids, no special feature was observed (e.g. phycobiliproteins).
The difference between transects lies mostly in the amplitude, not the shape of the spectra. This result can be explained by the fact that, as observed by other workers, the values of a,,*(X) in the blue region vary inversely with the mean Chl a + pheo- Mean cell diameter (Fm) Fig. 6 . Variation of the specific absorption coefficient for phytoplankton at 675 (red peak max) and 435 nm (blue peak max) as a function of the diameter of the cells and of the intracellular pigment concentration (l-5 kg m-3).
Chl a + pheo m-3 for transects A, B, and C).
In fact, an increase in Chl can be associated with an increase in intracellular pigment concentration (Mitchell and Kiefer 19883) or in cell volume (Yentsch and Phinney 1989) rather than in cell number. This trend leads to a loss in absorption efficiency, i.e. to the package effect. At the mesoscale (Fig. 8) , besides the higher amplitude of the standard deviation spectrum (except when compared to transect B), no features were observed other than those already seen at the small scale. At the large scale (Fig. 9) , estuarine waters were characterized by an unusual peak at 415 nm, which is most probably an artifact as discussed before. The increase in the standard deviation between 5 50 and 650 nm results from inclusion in the estuary data of spectra having high background noise. In the gulf, where the mean Chl was 2.1 mg Chl a + pheo m-3, the amplitude of the mean as well as of the standard deviation of the a,,*(X) spectrum was higher than at small and intermediate scales. Sathyendranath et al. (1987) clearly showed that, for laboratory cultures, pigment composition as well as the package effect was responsible for variations in the a,,*(X) spectrum. In our study, the absence of any special feature in the standard deviation spectra suggests that the package effect was the main, if not the only, factor responsible for variations in the a,,*(A) spectrum. This conclusion is also supported by the fact that a,,*(X) values covaried inversely with Chl.
Impact of spatial variations in the specijc absorption coeficient spectrum on estimates of primary production -Two different approaches were used to assess the impact of spatial variations in the spectrum of aph*(X) on estimates of primary production.
First, using a model, we examined, at the level of a station (or a pixel in the remote-sensing context), the consequences of assuming a constant aI,,* spectrum averaged at small, intermediate, and large scales when estimating primary production. This approach was applied to a wide range of environmental conditions. Second, the contribution of a,,*(A) to primary production variations was assessed statistically for the areas under study by means of actual primary production measurements.
The model approach -Primary production at a given depth in the water column [P(z)], can be estimated from the rate of C fixation (mol C mm3 s-l) with the model (modified from Webb et al. 1974) where PmaX is the maximal C fixation rate (mol C m-3 s-l) and 4, is the maximal quantum yield of photosynthesis [mol C (mol quanta)-"1. In Eq. 16, AQ(z) is the number of quanta actually absorbed by phytoplankton (mol quanta m-3 s-l) expressed here as
where a"*(z) is the mean absorption coefficient weighted by the spectrum of PAR(z). PAR(z) is defined as Vandevelde et al. 1989) , and the latter is the maximal observable quantum yield (Kirk 1983; Kishino et al. 1986) . To run the model of Eq. 16, we derived Chl(z), E,(X, z), and a,,*(A) as follows. Vertical profiles of Chl(z) were calculated with a Gaussian function statistically derived by Morel and Berthon (1989) to describe the continuous transition between oligotrophic and eutrophic waters. In case 1 waters, when CZP is low (oligotrophic) and stratification takes place, a deep chlorophyll maximum is usually located at the bottom of the euphotic zone as was observed in the Gulf of St. Lawrence during our 1990 cruise and also by Vandevelde et al. (1989) . When Cze is high (eutrophic), there is a weak chlorophyll peak located near the surface. The expressions of Morel and Berthon provide Chl(z) down to 1.5 Z,, as a function of CZ,.
For case 2 waters, Chl(z) was assumed to be constant over the euphotic zone.
E,(X, z) was estimated with an incident irradiance spectrum [E,(h, 0) not significantly different from the vertical attenuation coefficient for scalar irradiance (Kirk 1983): Eo@, 4 = Eo@, Ww[-~o-,@, @A. (20) K,-,(X, z) is the vertical attenuation coefficient of scalar or downward irradiance for the layer between the surface and depth z. For the incident irradiance spectrum, we used the downward irradiance measured in 1988 at station 5, just below a flat surface, at around noon and under clear sky (Fig. 10) . Around local solar noon, the zenith angle is the closest to 0" and, under clear sky, the direct component accounts for 75-85% of the total radiation. Given these conditions, E,(X) M Ed(X).
In case 1 waters, Kd(X) varies with the concentration of phytoplankton and their byproducts. Morel (1988) gave a statistical relationship that allows local estimation of K,(X) from CZ,, with &(A) assumed to be constant with depth. This relationship is not linear, and Morel ( 1988) argued that this departure probably results from systematic variations in the ratio of phytoplankton to detrital material. In the present modeling, &(X) was estimated for different case 1 ecosystems with the relationship derived by Morel (1988) . Within a given ecosystem, however, Kd(A) was assumed to be linearly related to Chl(z) and thus to vary with z:
Ko-z& z) = Km + co-zwk@) (2 1) where K,,,(X) is the vertical attenuation coefficient for pure seawater and C,-,(z) the mean Chl a + pheopigments concentration between the surface and depth z. Here kc is the specific vertical attenuation coefficient for phytoplankton estimated from where x,(X) and exp(X) are constants (at a given wavelength) that are given, together with K,,,(A), by Morel ( 1988) . For case 2 waters, the Kd(X) spectrum measured at station 3 in 1988 is used as an example. For case 1 waters, we did not use the 198 8 K&Q spectra measured in the St.
Lawrence because we wanted to generalize our results to a wider range of biological conditions in oceanic environments.
For aph*(h), we used the spectral values of the mean and confidence interval determined at small, intermediate, and large scales. Transect A was included in modeling case 1 waters even if classified as case 2, given that the mean a,,*(A) spectrum was similar to that of the other transects. The 95% C.I. was obtained by adding and subtracting 1.96 x SD at each nanometer. An a priori transformation (x-l) was necessary to obtain a normal distribution. The actual confidence interval was obtained by a posteriori reverse transformation (Fig. 1 I) .
The model was run first for different case 1 waters, characterized by CZc values ranging from 0.03 (oligotrophic) to 10 mg m-3 (eutrophic). Then the model was run for a case 2 water with CZe = 1 mg m-3 [Chl(z) taken as constant over the euphotic zone].
As already described, to model primary production, we used an empirical relationship proposed by Morel (1988,) that gives the Kd spectrum as a function of C,. We also used an empirical relationship developed by Morel and Berthon (1989) that provides the vertical profile of Chl as a function of Cz-. However, the latter relationship was originally stated as a function of CPd, the mean Chl a + pheopigments concentration in the first attenuation length (Morel and Berthon 1989 ). Morel and Berthon also provided a statistical relationship between CZ, and CP,: c,, = 1. 12cp~o~803.
It can be rewritten as (23) C pd = 0.87CZp1.245.
Morel and Berthon expressed Chl(z) as a function of Z/Z, (for further details, consult the original papers). To run the primary production model detailed above, we followed the steps listed here. After setting C,, we computed Kd(X) and calculated the depth of 2, with E,(X, 0), following the iterative procedure of equations 10 and 11 of Morel (1988) . Cpd was estimated with Eq. 24, and the constants of the Gaussian function given in equation 6 of Morel and Berth-on (1989) were computed. The Chl(z) profile obtained was integrated between 0 and Z,, and CZe was calculated; a correction factor was applied to Chl(z) so that the computed CZe corresponded to the one set in the first step. The new Chl(z) profile was integrated between 0 and 1.5 2,; C,.sZe was calculated, and the geometric depth of 1.5 Ze was computed with the same procedure as the first step. The model given in Eq. 16-l 9 was run between surface and 1.52, with 0.02 x 1.52, increments; at each step, ComZ was computed to obtain K+,. It should be noted that the present model does not account for vertical variations In aph *(X) nor for their effects on the vertical attenuation coefficient.
Near the surface where photosynthesis is saturated (photoinhibition has not been included in the model), there is no difference in the vertical distribution patterns of production obtained with either the mean spectrum or the confidence-interval spectra (Fig. 12) . In oceanic-oligotrophic waters (e.g. Fig. 12a ),, the maximal absolute error in primary production occurs in the deep Chl(z) maximum, at the Fig. 11 . Mean spectral values and confidence interval of the specific absorption coefficient of phytoplankton (a,,,*) at small (transects A, B, and C), intermediate (pooled transects), and Iarge (estuary and Gulf of St. Lawrence) scales. These spectra were used as input in the primary production model (Eq. 16). 0.00 primary production. Primary production was computed with the average (-) and confidence-interval (a . * . .) spectra Table 1 . Integrated primary production (mg C m-2 h I) calculated with the model described in the text with a mean aph *(X) spectrum. CZe (mg m-3) is the mean Chl a + phcopigment concentration in the euphotic zone, 1.5 2, (m) the depth of the extended euphotic zone, and JChl (mg m-2) the Chl a -I-pheopigments integrated over the extended euphotic zone. Primary production integrated over the extended euphotic zone is given with (in parentheses) the maximal relative error (in either direction as %) made with an average sp,,*(X) spectrum. This error was calculated by comparing the results obtained with the confidence interval of the a,,,,*(X) spectra and the one obtained with the mean spectrum. The sp,,*(X) spectra used for transects A, B, and C (small scale) as well as for the intermediate and large
scales are shown in Fig. 11 . For case 2 waters, Chl(z) was assumed to be vertically homogeneous and set at 1 .OO mg m-3 (seefootnote).
Integrated primary production (relative error) (Fig. 11). lower limit of the euphotic zone, while in oceanic-eutrophic waters, no clear maximum can be detected (Fig. 12e) . This pattern can be attributed to the fact that, contrary to a eutrophic ecosystem, there is enough blue light in an oligotrophic system to sustain a deep chlorophyll maximum at the bottom of the euphotic zone (Morel 1988) resulting in the combination of a quantum yield that is nearly maximal with a Chl that is also maximal. The maximal relative error always occurs at the bottom of the extended euphotic zone where the photosynthetic quantum yield is maximal.
As expected, the relative error increases with increasing sampling scale. It also increases with decreasing C, ( Table 1) . One must keep in mind, however, that the model does not take into account that an increase in a,,*(X) leads to a decrease in the depth of the euphotic zone.
In eutrophic case 1 waters, where phytoplankton are the main light-absorbing material and thus self-compete for photon absorption, there would be no net effect of a,,*(X) on primary production. On the other hand, in oligotrophic case 1 waters, phytoplankton compete with water for photon absorption and, in case 2 waters, phytoplankton compete with water and yellow substances. It follows that, in both cases, .
an increase in aph *(X) means that phytoplankton absorb additional photons that would otherwise be absorbed by water and (or) yellow substances. So, accounting for the influence of UPh *(X) on the light field would also lead to the conclusion that the impact of a,,*(X) on primary production increases with decreasing CZe. For case 1 waters, the relative error can reach 24% for low CZe values. In regions where C, is high, the relative error varies from 4 to 8%. For case 2 waters, the relative error can reach 39%, although this result may have been bit of the specific absorption coefficient obtained at large scale in the gulf (a-e) and estuary (f) of the St. Lawrence system. The depth of the euphotic zone is indicated by arrows. These plots represent oceanic (case 1) ecosystems, each characterized by a given average Chl a + pheopigment concentration over the euphotic zone (CZ,) and for a coastal ii* (m2 mg-1 Chl a+Pheo) Fig. 13 . Linear regressions between normalized primary production (P/Chl x PAR) and the mean specific absorption coefficient weighted by the spectrum of PAR in incubators (Z*). Case 1 waters (large-scale data of 1990), separately for 1.5, 5.5, and 9.5 m. The three R* values are significantly different from zero (P < 0.05).
ased by the surprisingly high absorption around 4 15 nm (Fig. 11 ) discussed above. Lewis et al. (1985) , from an error analysis with a nonspectral model that assumes uniform Chl(z) and attenuance, reached conclusions similar to the ones presented here. They showed that the error in estimating the areal photosynthetic rate caused by errors in measuring a (not normalized to Chl) is an inverse function of & If the same analysis is performed for aB, the error becomes a function of Chl : Kd which is nearly constant in eutrophic zones, because Kd is mainly determined by Chl and gradually increases toward oligotrophic conditions, as absorption by -phytoplankton becomes equivalent to, if not smaller than, absorption by water. The model presented here is a spectral model that accounts for partitioning of the different absorbing components, which shifts from oligotrophic to eutrophic waters; it takes into account variations in Chl(z) and the variations in attenuance with depth that follow; and it uses actual limits of variation for a,,*(X).
The statistical approach -The statistical relationships between primary production, Chl, a"*, and PAR (in the incubator), measured in 1989 and 1990 data, were examined with the simplified expression P Chl x PAR = "*' (2% which accounts for neither photoinhibition nor saturation [where 6 is the quantum yield of photosynthesis, mol C (mol quanta)-']. To avoid the problem of covariation, real Chl values instead of a,,*(675) were used to obtain a"*. Linear regression was conducted on Eq. 25, with P/Chl x PAR as the dependent variable, a"* as the predictor variable, and 4 representing the slope. This analysis was performed on small-(transects A, B, and C), intermediate-, and large-scale data separately for each depth to exclude the effects of variations in the (incubator) E,(X) spectrum and in (6. No significant relationships were found for the smalland intermediate-scale data, or for case 2 waters at the large scale. For case 1 waters at large scale, however, there was a significant relationship (P < 0.05, Fig. 13 ). The high scatter for each depth reflects the errors associated with the methodology, especially the absorption technique with glass-fiber filters (@ factor) and the spectral decomposition. The high scatter and variations in the slope could also have resulted from ignoring saturation in Eq. 25, but application of the model of Webb et al. (1974) with different PB,,, values did not improve the result.
It is interesting that the absolute values of the quantum yield (the slope), when converted to mol C (mol quanta)-', vary from 0.02 to 0.07. These values are consistent with other results (Bannister and Weidemann 1984; Kishino et al. 1986; Cleveland et al. 1989 ) for natural communities.
Using the 1989 and 1990 data, we assessed the contribution of a"* to variations in primary production. This partitioning was achieved by computing multiple linear correlations between measured primary production and PAR, Chl, and 6". Since the effects of PAR, Chl, and a"* on P are multiplicative (Eq. 25), the data were log-transformed to compute the additive linear correlation. Calculations were made for the large-scale data only (case 1 waters separately for each depth) because regressions clearly showed that g* does not contribute significantly to primary production variations at small and intermediate scales. The contribution of a"* was assessed by subtracting the R2 values obtained without a"* from the R2 value obtained when a"* variations are included in the model (Table 2) . In other words, the difference is the extra variance in primary production explained when a"* variations are included in the model. The contribution of a"* to variations in primary production ranged from 7 to 11%. These results are consistent with those obtained by our modeling approach, considering that the average Chl for these data was 2.1 mg m-3 and that the relative error in the integrated production when CZc = 3.0 is 10.1% (see Table I ).
Net e&&s-We observed that variations in a,,*(X) increase from small to large scales (transect B being an exception). This result seems obvious because as the sampled area increases, more species and environmental conditions are encountered. It should be noticed in Figs. 9, 10, and 11, however, that from one spectrum to the other the amplitude of the standard deviation spectrum increases with the amplitude of the spectrum of a,,*(X), which seemed to be inversely related to the Chl a + Table 2 . Results (R2) of multiple linear regressions between primary production and the concentration of Chl a + pheopigments (Chl), PAR, and the specific absorption coefficient weighted by the spectrum of PAR in incubators (a^*). All data were log-transformed. Calculations were made on the 1990 data from the Gulf of St. Lawrence for each of the three sampled depths separately. To assess the contribution of the variations in the specific absorption coefficient to primary production, we made the calculations without and with a"*. All values of R2 are significantly different from zero (I' < 0.05). Depth (m) 1.5 5.5 9.5 (Fig.  6) . This relationship would not hold when monospecific populations of phycobiliproteincontaining algae are encountered.
In the present study, we did not measure 4, which could covary inversely with aph*(h) and thus limit the impact of the latter on primary production estimates. It is commonly observed that a& *(X) decreases a t the bottom of the euphotic zone (Kishino et al. 1986 ), while 4, increases (Cleveland et al. 1989) . It has been reported in many studies, however, that aB, the product of 4,, and d*, varies in the aquatic environment by a factor of 2-3 (measured under constant light quality), thus invalidating the possibility of a complete reciprocal covariation between 4, and a@*@). Some covariation between a,,*(X) and the inverse of $,, could, however, attenuate the impact of aph *(X) variations on primary production.
The present study aimed at measuring the extent of variations in the specific absorption coefficient spectrum for natural communities. It also aimed at assessing the impact of these variations on estimates of primary production. A primary production model indicated that the error made when assuming a constant specific absorption spectrum can be as high as 24% at large scale; at small scale, it can reach 17%. Similar results were obtained by performing multiple correlation analyses on measured primary production, PAR, Chl, and 6*. These results have direct implications for estimating primary production with remotely sensed phytoplankton data. In primary production models that have been proposed for remotely sensed data, the absorption spectrum is taken as constant over the entire area surveyed (e.g. Morel 199 1). Recognizing that variations in a should not be ignored in primary production models, Platt and Sathyendranath ( 1988) partitioned the surveyed area into subareas, within which a! is measured at sea and set constant. According to our results, small-scale (25 km) variations in the absorption spectrum can lead to errors ranging between 4 and 17%. So the solution of subareas would be acceptable, but only if they are allowed to vary in size and shape to correspond to well-defined oceanographic systems.
