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Abstract
High strength, low weight Fibre Metal Laminates (FMLs) are increasingly finding use
in military and commercial aircraft applications by combining benefits of both fibre
reinforced composite and metal components such as fracture toughness and fatigue
resistance. Glass fibre reinforced composite laminates combined with aluminium
(GLARE) was recently selected for the upper fuselage skin structure of Airbus A380
aircraft. Hybrid Titanium Composite Laminates (HTCLs), made from thin titanium
sheets and carbon Fibre Reinforced Polymer (FRP), are more suitable in high strength
environments at elevated temperatures and may therefore be used in future aerospace
applications. Currently, the combination of titanium and FRP is mainly applied to
surgical implants or biomedical devices.
In order to improve design and performance of FMLs, it is essential to understand
their failure mechanisms under various loading conditions. Major failure modes
in composite laminates are delamination, matrix cracking and fibre fracture.
Delamination can be initiated by stress concentrations at free edges, interfacial voids
or transverse matrix cracks. The latter is referred to as Matrix Cracking Induced
Delamination (MCID). An additional critical failure mode in FMLs is debonding
between composite and metal sheets. These failure modes cause stress redistribution
and can lead to complete loss of load-carrying capability resulting in structural
collapse.
Virtual testing of FMLs can not only reduce physical testing, it also offers cost-effective
design flexibility and certification. FML structures can be virtually optimised to suit
specific applications before time consuming and expensive manufacturing. Therefore,
effective and accurate models are required to describe failure mechanisms and their
interaction. The Phantom Node Method (PNM) is a numerical concept to simulate
failure initiation and evolution in heterogeneous materials such as FMLs within the
Finite Element Method (FEM). It includes the well-established Cohesive Zone Method
(CZM) to approximate nonlinear fracture processes in interfaces or cracks. Elemental
locality and the use of standard shape functions make PNM conceptually simpler and
hence easier to implement and modify compared to similar enrichment methods such
as X-FEM.
This research project aims to develop, validate and use computational methods within
FEM in order to investigate failure modes in composite laminates and HTCLs. Thereby,
standard simulation tools as well as novel conceptual methods such as PNM are to be
applied. Experimental investigations provide important modelling properties as well
as data to validate numerical results.
A novel Top Surface Analysis (TSA) technique using Digital Image Correlation in a
i
combination with the J-integral characterises interface properties in Double Cantilever
Beam specimens. It is demonstrated that TSA can estimate strain energy release rates
in symmetric composite laminates and thin asymmetric HTCL samples. A numerical
analysis using the Virtual Crack Closure Technique in the standard FE-software
Abaqus confirms experimental results and assumptions made by TSA.
The findings are used to numerically investigate failure progression in HTCLs under
impact by Continuum Damage Mechanics and CZM within an explicit FEM analysis.
Major failure modes are experimentally and numerically found to be debonding in
the titanium-composite interface, matrix cracking and interlaminar delamination. The
specific structure of HTCLs with energy absorbing titanium sheets allows for various
simplifications to reduce model complexity and computational cost without loss of
accuracy.
In order to model complex interaction of matrix cracks and delamination in
MCID, PNM is extended to incorporate interfacial failure at matrix crack tips. In
addition to material nonlinearities governed by CZM, advanced PNM accounts for
geometrically nonlinear effects by incorporating the total Lagrangian formulation for
large displacements. The new concept is applied to glass fibre reinforced composite
laminates under tension. It is able to accurately predict typical quantitative measures
such as matrix crack density and stiffness degradation. A progressive analysis of
MCID in carbon fibre reinforced composites under flexural loading predicts individual
delamination growth at matrix cracks quantitatively and qualitatively. Advanced
PNM proves to be a promising effective numerical tool which is applicable to standard
FEM software packages.
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Chapter 1
Introduction
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21.1 Background & Motivation
Fibre Reinforced Polymer (FRP) composite laminates are used in a wide range of
applications due to their excellent strength-to-weight ratio, high impact strength, good
corrosion resistance and high design flexibility. They can be found, for instance, in
automotive, aircraft, construction or sports technology.
The constant quest for light, robust and cost-effective materials led to the combination
of metals and composite laminates. Fibre Metal Laminates (FMLs) combine the
advantages of the two constituents resulting in attractive qualities. In addition to
properties of FRP composite laminates, FMLs show excellent fatigue behaviour, high
notch strength, improved impact resistance and high fracture toughness [1]. Properties
can be tailored to specific needs by varying metal alloy, thickness of individual layers,
fibre system, matrix resin or stacking sequence. The most prominent FML is made
from thin aluminium sheets combined with high strength glass fibre laminates. GLass
Laminate Aluminium Reinforced Epoxy (GLARE) was developed by Delft University
of Technology and is available in six different standard grades varying in layer
thickness, fibre orientation and stacking sequence [2]. In 2001, it was selected for the
application on parts of the upper fuselage structure for Airbus A380 [3]. Furthermore,
GLARE is applied to impact resistant structures such as the bulk cargo floor in Boeing’s
777 [4].
Another promising FML consists of titanium foils and carbon fibre reinforced
laminates. The high temperature durability of titanium makes Hybrid Titanium
Composite Laminates (HTCLs) an exceptional high performance material. Therefore,
HTCLs are suitable for supersonic aircraft or engine structures [5]. Current
applications include parts of wing construction in Boeing’s Dreamliner [6] or impact
resistant propellant tanks [7]. It is also applied to surgical implants [8] and biomedical
devices [9].
In order to improve the performance of FMLs, it is essential to understand their failure
mechanisms under various loading conditions. In regards to common applications
using FMLs, failure progression under dynamic loading is of particular interest.
In general, failure in FRP composite laminates typically develops from multiple
interacting failure modes. Interlaminar delamination is a critical and one of the
most common form of failure. It can significantly reduce fracture toughness and
interlaminar strength. Delamination is triggered by stress concentrations at free edges,
interfacial voids or transverese matrix cracks [10]. The latter is referred to as Matrix
Cracking Induced Delamination (MCID). In addition to the typical failure modes in
composite laminates, FMLs can fail due to debonding in the metal-composite interface
or due to cracks in the metal layers. Therefore, it is important to describe the interface
between composite plies as well as the metal-composite interface accurately. Double
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Cantilever Beam (DCB) and End-Notched Flexure (ENF) tests are usually performed
to characterise interfaces quantitatively by strain energy release rates in opening Mode
I and in-plane shear Mode II respectively.
Virtual testing of those structures can not only reduce physical testing, it also offers
a cost-effective design flexibility. FML structures can be virtually optimised to suit
specific applications before time consuming and expensive manufacturing. Hence,
effective and accurate models are required to govern failure mechanisms and their
interaction.
Computational failure modelling in a Finite Element (FE) framework can be classified
into continuous and discontinuous methods. Continuum Damage Mechanics (CDM)
introduces damage variables to quantify strain softening material behaviour [11,
12, 13]. A crack or discontinuity is smeared out in order to maintain continuity
in the displacement field. It is a powerful tool to model single failure modes or
their interaction within the Finite Element Method (FEM). CDM is part of every
standard implicit and explicit FE software. In context of composite laminates however,
application on the mesoscale requires a homogenisation of the micro structure. A
distinction between matrix and fibres is lost and typical crack growth along the
fibre direction cannot be represented accurately [14]. Furthermore, a sufficiently fine
discretisation is required to represent strain concentrations.
A discontinuous approach allows for an explicit representation of cracks in a FEM
setting. The Cohesive Zone Method (CZM) represents an approach where singularities
around crack tips are smoothened in a cohesive zone. Experimentally determined
strain energy release rate is required to model crack onset and progression. The need
of a prescribed crack path limits this method. Cohesive elements require to be inserted
before simulation. The Virtual Crack Closure Technique (VCCT) is a similar approach
to estimate strain energy release rates. Both methods are implemented in standard FE
software packages.
In order to avoid a priori knowledge about crack paths, CZM is combined with
enrichment methods. Elements are extended by introducing additional Degrees of
Freedom (DoFs). This mesh-independent approach allows for arbitrary insertion of
discontinuities. A widely used enrichment method is the eXtended Finite Element
Method (X-FEM) by Belytschko and co-workers [15]. It is implemented into the
commercial FE software Abaqus as a standard tool for fracture modelling. Multiple
cracking including bifurcation and coalescence [16] as well as delamination processes
[17] and fatigue failure [18] can be represented by X-FEM.
Another enrichment method is the so called Phantom Node Method (PNM). Extra
DoFs are used to copy a bisected element. Each of the two independent elements
accounts for the displacement field on either side of the crack. This elemental concept
4makes it more straightforward to implement than X-FEM, although the two methods
are equivalent [19, 20]. PNM is applied to arbitrary cracking in isotropic solids [14],
composite delamination [21] and three dimensional structures [22, 23].
Recently, PNM has been extended to incorporate breakable, interfacial cohesive
elements. It is shown that conventional cohesive interfaces or pure PNM elements
cannot represent the phenomena of MCID correctly [24]. The new hybrid method
is applied to model matrix crack density in composite laminates with reasonable
accuracy [25]. However, the concept has only been applied to simple tensile
tests, whereas more complex loading cases are required to suit real applications.
Furthermore, induced delamination has not been evaluated due to a lack of
experimental data and complexity of modelling.
1.2 Objectives
The overall objective of this thesis is to develop, validate and use computational
methods in order to investigate failure modes in composite laminates or HTCLs.
Thereby, standard simulation tools as well as novel conceptual methods are to be
applied.
The objectives can be divided into two parts: a) materials and b) simulation. The
first part will provide important modelling properties as well as experimental data
to validate numerical results.
In particular, the specific objectives are:
a) Materials
• Knowledge and application of manufacturing process of HTCLs:
Review and selection of material composition of high performance HTCLs
will provide fundamental understanding of individual components. The
manufactured samples will be used for various testing and failure inspection.
• Experimental testing of HTCLs under various load cases:
Experimental tensile and impact tests will identify specific mechanical behaviour
of HTCLs. It further provides important data for validation of computational
models.
• Identification of typical failure modes in composite laminates and HTCLs:
Experimentally tested HTCL samples will be inspected to characterise typical
failure modes. Establishing efficient numerical models for composite laminates
or HTCLs requires fundamental knowledge of failure progression and
interaction.
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• Interface characterisation of composite laminates and HTCLs:
Based on identification of major failure modes, interfacial characterisation is
of particular interest by aiming to establish novel efficient methods to identify
interface properties in thin asymmetric HTCLs made from dissimilar materials.
b) Simulation
• Review of recent modelling techniques for failure/damage simulation:
In order to effectively apply standard simulation tools and to design novel
computational concepts, it is essential to develop a fundamental understanding
and knowledge of common numerical failure models and their limitations.
• VCCT analysis for interface characterisation in HTCLs:
Accurate simulation of typical failure modes such as debonding can
verify experimentally determined interface properties and provide additional
information. VCCT will be applied to asymmetric HTCLs to investigate
mixed-mode crack opening.
• Continuum Damage Analysis of drop-weight low velocity impact tests on HTCLs:
In context of FMLs used in impact resistant structures, computational low
velocity drop-weight tests will provide a detailed failure analysis within HTCLs.
Knowledge of major failure modes is to be used in order to establish efficient and
accurate models.
• Implementation of PNM for arbitrary crack modelling:
Fundamental knowledge of arbitrary crack modelling technique PNM is
acquired by mathematically formulating and implementing the method.
Coupling to standard FE software will provide opportunities to apply PNM to
more complex models.
• Extension of PNM to suit complex loading and material behaviour:
Advanced PNM (APNM) is to be formulated in order to incorporate material and
geometric nonlinearities for a wide range of applications. Novel user-defined
element types will significantly improve computational modelling of failure
modes in composite laminates.
• Progressive analysis of MCID in composite laminates using advanced PNM:
APNM will be applied to composite laminates under flexural loading. The novel
computational method will provide the first comparison between experimentally
measured and numerically predicted progressive MCID.
61.3 Outline
The remainder of this thesis is organised as follows. Chapter 2 presents a brief review
on FMLs including historical development and current applications of HTCLs. It
is followed by a description of composition and manufacture process of a specific
HTCL configuration which will be subsequently used to experimentally determine
failure modes under various loading conditions. Tensile tested HTCLs are analysed
to investigate typical failure modes.
In Chapter 3, DCB tests identify strain energy release rates to characterise interfaces in
symmetric carbon fibre reinforced composites and thin asymmetric HTCLs. A novel
Top Surface Analysis (TSA) technique to measure the characteristic crack length and
crack opening displacement using Digital Image Correlation (DIC) is presented. A
numerical analysis using VCCT in a standard FE software concludes this chapter.
Experimental results are used in Chapter 4 to investigate low velocity impact
behaviour of HTCLs experimentally and numerically. An explicit FE implementation
based on CDM provides a detailed analysis of impact response in HTCLs. It accounts
for interfacial debonding, progressive failure in composite plies and elastic-plastic
deformation in titanium layers. The specific structure of HTCLs allows for various
simplifications to reduce model complexity and computational cost without loss of
accuracy.
The remaining chapters present and discuss the Phantom Node Method (PNM) and
its extensions. Chapter 5 derives PNM and a finite element implementation is
formulated. It also includes the introduction and derivation of the cohesive zone
concept. Numerical examples are compared to results from literature and standard
FE software packages.
In Chapter 6, PNM is extended to a hybrid method including breakable interface
elements. This method is further formulated in a nonlinear finite element framework
to account for large strain and rotation. The novel Advanced PNM (APNM) is able to
accurately predict typical quantitative measures such as crack density and stiffness
degradation in composite laminates under tension. Furthermore, MCID in carbon
fibre reinforced composites under geometrically nonlinear bending is progressively
predicted by APNM and compared to experimental results in literature. APNM
proves to be a promising effective numerical tool which is applicable to standard FEM
software packages.
The final chapter presents conclusions and outlines further research in the field of
computational investigations of failure modes in HTCLs.
Since the chapters contain distinct research areas, a separate bibliography is included
at the end of each chapter.
Bibliography
[1] P. Cortes and W. Cantwell, “The tensile and fatigue properties of carbon
fiber-reinforced peek-titanium fiber-metal laminates,” Journal of Reinforced Plastics
and Composites, vol. 23, no. 15, pp. 1615–1623, 2004.
[2] E. Botelho, R. Silva, L. Pardini, and M. Rezende, “A review on the development
and properties of continuous fiber/epoxy/aluminum hybrid composites for
aircraft structures,” Materials Research, vol. 9, no. 3, pp. 247–256, 2006.
[3] G. Wu and J.-M. Yang, “The mechanical behavior of glare laminates for aircraft
structures,” JOM, vol. 57, no. 1, pp. 72–79, 2005.
[4] T. Sinmazc¸elik, E. Avcu, M. Bora, and O. C¸oban, “A review: Fibre metal laminates,
background, bonding types and applied test methods,” Materials and Design,
vol. 32, no. 7, pp. 3671–3685, 2011.
[5] D. Burianek, D.-J. Shim, and S. Spearing, “Durability of hybrid fiber metal
composite laminates,” vol. 3, pp. 2090–2094, 2005.
[6] T. Technics, “Dream liner (boeing 787),” 2005.
[7] T. Ogasawara, N. Arai, R. Fukumoto, T. Ogawa, T. Yokozeki, and A. Yoshimura,
“Titanium alloy foil-inserted carbon fiber/epoxy composites for cryogenic
propellant tank application,” Advanced Composite Materials, vol. 23, no. 2,
pp. 129–149, 2014.
[8] D. Blackwood, A. Chua, K. Seah, R. Thampuran, and S. Teoh, “Corrosion
behaviour of porous titanium-graphite composites designed for surgical
implants,” Corrosion Science, vol. 42, no. 3, pp. 481–503, 2000.
[9] S. Segerstro¨m and I. Ruyter, “Adhesion properties in systems of laminated
pigmented polymers, carbon-graphite fiber composite framework and titanium
surfaces in implant suprastructures,” Dental Materials, vol. 25, no. 9,
pp. 1169–1177, 2009.
7
8[10] J. A. Nairn, “Matrix microcracking in composites,” Polymer matrix composites,
vol. 2, pp. 403–432, 2000.
[11] J. Chaboche, “Continuum damage mechanics: Part i - general concepts.,” Journal
of Applied Mechanics, Transactions ASME, vol. 55, no. 1, pp. 59–64, 1988.
[12] J. Oliver, “Modelling strong discontinuities in solid mechanics via strain softening
constitutive equations. part 1: Fundamentals,” International Journal for Numerical
Methods in Engineering, vol. 39, no. 21, pp. 3575–3600, 1996.
[13] A. Forghani, N. Zobeiry, A. Poursartip, and R. Vaziri, “A structural modelling
framework for prediction of damage development and failure of composite
laminates,” Journal of Composite Materials, vol. 47, no. 20-21, pp. 2553–2573, 2013.
[14] F. van der Meer and L. Sluys, “A phantom node formulation with mixed mode
cohesive law for splitting in laminates,” International Journal of Fracture, vol. 158,
no. 2, pp. 107–124, 2009.
[15] N. Moe¨s, J. Dolbow, and T. Belytschko, “A finite element method for crack growth
without remeshing,” International Journal for Numerical Methods in Engineering,
vol. 46, no. 1, pp. 131–150, 1999.
[16] C. Daux, N. Moe¨s, J. Dolbow, N. Sukumar, and T. Belytschko, “Arbitrary branched
and intersecting cracks with the extended finite element method,” International
Journal for Numerical Methods in Engineering, vol. 48, no. 12, pp. 1741–1760, 2000.
[17] D. Huynh and T. Belytschko, “The extended finite element method for fracture
in composite materials,” International Journal for Numerical Methods in Engineering,
vol. 77, no. 2, pp. 214–239, 2009.
[18] G. Zi, J.-H. Song, E. Budyn, S.-H. Lee, and T. Belytschko, “A method for growing
multiple cracks without remeshing and its application to fatigue crack growth,”
Modelling and Simulation in Materials Science and Engineering, vol. 12, no. 5,
pp. 901–915, 2004.
[19] P. Areias and T. Belytschko, “A comment on the article ”a finite element
method for simulation of strong and weak discontinuities in solid mechanics”
by a. hansbo and p. hansbo [comput. methods appl. mech. engrg. 193 (2004)
3523-3540],” Computer Methods in Applied Mechanics and Engineering, vol. 195,
no. 9-12, pp. 1275–1276, 2006.
[20] J.-H. Song, P. Areias, and T. Belytschko, “A method for dynamic crack and
shear band propagation with phantom nodes,” International Journal for Numerical
Methods in Engineering, vol. 67, no. 6, pp. 868–893, 2006.
BIBLIOGRAPHY 9
[21] F. van der Meer and L. Sluys, “Mesh-independent modeling of both distributed
and discrete matrix cracking in interaction with delamination in composites,”
Engineering Fracture Mechanics, vol. 77, no. 4, pp. 719–735, 2010.
[22] J. Mergheim, E. Kuhl, and P. Steinmann, “Towards the algorithmic treatment of
3d strong discontinuities,” Communications in Numerical Methods in Engineering,
vol. 23, no. 2, pp. 97–108, 2007.
[23] E. Kuhl, P. Ja¨ger, J. Mergheim, and P. Steinmann, “On the application of hansbo’s
method for interface problems,” Solid Mechanics and its Applications, vol. 5,
pp. 255–265, 2007.
[24] X. Fang, Q. Yang, B. Cox, and Z. Zhou, “An augmented cohesive zone element
for arbitrary crack coalescence and bifurcation in heterogeneous materials,”
International Journal for Numerical Methods in Engineering, vol. 88, no. 9,
pp. 841–861, 2011.
[25] B. Chen, S. Pinho, N. De Carvalho, P. Baiz, and T. Tay, “A floating node method for
the modelling of discontinuities in composites,” Engineering Fracture Mechanics,
vol. 127, pp. 104–134, 2014. cited By 2.
10
Chapter 2
Hybrid Titanium Composite Laminates
Outline
Titanium and its alloys offer many attractive properties such as excellent
strength-to-weight ratio, low density, elevated thermal capability or corrosion
resistance. However, applications are limited due to its high costs. The combination
of titanium and Fibre Reinforced Polymer (FRP) composites combine benefits of both
constituents resulting in high performance materials.
Current applications of the material combination in the field of thermal management,
medical implants and structural aerospace components are outlined with special focus
on laminated titanium sheets and FRP plies, so called Hybrid Titanium Composite
Laminates (HTCLs). Composition and manufacture process of [Ti/0/90]s HTCLs
are presented which includes surface pretreatment techniques of titanium sheets to
guarantee good adhesive bonding. Tensile tests of thin titanium sheets and of HTCLs
with unidirectional and woven composite plies evaluate elastic-plastic mechanical
properties of titanium and identify typical failure modes and their progression in
HTCLs respectively.
Major failure modes are found to be debonding between titanium and composite
plies, matrix cracking and interlaminar delamination. Fibre rupture or pull-out leads
to ultimate failure in HTCLs. These typical failure types are also reported in other
structural testing such as open hole tension-compression or impact tests.
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2.1 Applications & Failure Modes
Fibre Reinforced Polymer (FRP) composites are widely used in automotive, aerospace,
construction or consumer goods. Compared to conventional metals, FRP composites
are superior in regards to impact strength, wear and corrosion resistance as well as
damage tolerance [1]. Some limitations of FRP are the high susceptibility of moisture
ingress and low fracture toughness.
During the last four decades, there has been a search to overcome the limitations of
both metals and composites, resulting in the development of Fibre Metal Laminates
(FMLs). Alternating layers of thin metal and composite plies combine the advantages
of both constituents and outperform other conventional material systems.
Aramid Reinforced ALluminium Laminates (ARALL) were developed by Delft
University in the seventies for the use in fatigue critical aircraft structures. It provides
improved properties compared to conventional aluminium such as up to 15-20%
lower density and up to 60% higher strength [2]. In order to further increase the
stiffness, aramid fibres were replaced by carbon fibres. However, the so called CArbon
Reinforced ALluminium Laminates (CARALL) suffered from galvanic corrosion in a
moisture environment [3].
In the late eighties, Delft University successfully introduced GLas Laminate
Aluminium Reinforced Epoxy (GLARE). Compared to aramid fibres in ARALL, high
strength R-glass or S2-glass fibres embedded in a FM94 adhesive system lead to higher
compressive and tensile strength and improved impact behaviour [1, 4].
Hybrid Titanium Composite Laminates
Another class of FMLs consists of titanium sheets adhesively bonded to FRP. As
mentioned above, galvanic corrosion prevents the use of aluminium and high
strength carbon/graphite fibre reinforced polymers. In addition, the significantly
lower Coefficient of Thermal Expansion (CTE) of carbon/graphite makes the material
combination ineligible for high temperature applications. In contrast, titanium is
compatible with graphite fibres and the much lower CTE compared to aluminium
allows for the combination of titanium and carbon/graphite fibre reinforced polymers
at elevated temperatures [5].
In the early nineties, NASA Langley Research Center and The Boeing Company
developed Hybrid Titanium Composite Laminates (HTCLs) as a primary structural
material in supersonic aircraft subjected to high temperatures up to 177◦C [6]. Thin
outer titanium sheets protect a FRP core from impact and from environmental effects
such as oxidation and moisture ingress. Figure 2.1 illustrates such a laminated
structure.
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Figure 2.1: Illustration of a HTCL consisting of FRP core with protecting outer titanium
sheets [2].
Different types of titanium alloys, fibres and polymers in combination with varying
stacking and layer thickness have been used. Table 2.1 summarises the different
material settings.
Titanium
Titanium alloys can be distinguished by their atomic structure. Atoms align in the
solid state in either a hexagonal close-packed crystalline structure, called the alpha
(α) phase, or a body-centred cubic structure, called the beta (β) phase. Alpha alloys
are weldable and show excellent mechanical properties at elevated temperatures
and high corrosion resistance. Beta alloys are used because of their high tensile
strength, good creep resistance and excellent formability. Alpha-beta alloys are mixed
forms combining benefits of both classes. As shown in Table 2.1, the beta alloy
Ti-15V-3Cr-3Sn-3Al (Ti-15-3) is commonly used in HTCLs [2, 7, 8, 9, 10, 11, 12]. Pure
titanium [13], unalloyed Grade II [14] and the alpha-beta alloy Ti-6Al-4V (Ti-6-4) [15]
have also been applied. Thickness of individual titanium sheets ranges from 0.11 mm
up to 0.5 mm.
Composite
Thermoset and thermoplastic polymers are commonly used in composite structures.
Thermoset polymers cross-link together during the curing process to form an
irreversible chemical bond. They offer good chemical resistance and thermal stability
due to strong cross-linking. In thermoplastic polymers, molecular chains are not
cross-linked which leads to a reversible curing process resulting in thermoformable
(meltable, weldable) and recyclable properties. Both polymer classes are applied to
HTCLs. Table 2.1 shows that thermoset polymers such as CYCOM [8, 9] or PETI-5
[12] are used as well as thermoplastics such as PIXA [2, 11] or LARC-IA [10]. High
strength carbon fibres such as Hexcel’s IM-6, IM-7 or Torayca’s M40-J are embedded in
the polymer and laminates are adhesively bonded to the titanium sheets.
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Stacking of FRP plies and titanium sheets in HTCLs depends on the specific
application. As shown in Table 2.1, titanium sheets can either be embedded in FRP
structures [7, 9, 14, 15] or outer titanium sheets are used to protect a FRP core [2, 11],
including mixed forms of alternating titanium sheets and FRP plies [12, 13]. More
details on stacking and related applications follow in the next section.
Table 2.1: Summary of material settings in HTCLs.
Titanium Composite Ti-layer thickness stacking Reference
Ti-15-3 P2302-19 0.178mm [45/0/-45/0/Ti/0/-45/0/45] [7]
Ti-15-3 M40-J/CYCOM 977-2 0.25 to 0.5mm several [8]
Ti-15-3 IM-7/PIXA 0.127mm [Ti/0/90/02]s [2]
Ti-6-4 6376C-HTA/HTS 0.3mm several (Ti embedded in FRP) [15]
Ti-15-3 M40-J/CYCOM 977-2 0.25mm several (Ti embedded in FRP) [9]
pure - 0.35mm 3Ti/2FRP [13]
Ti-15-3,Tiβ-21S IM-7/LARC-IA 0.127mm several [10]
Ti-15-3 IM-6/PIXA-M 0.13mm [Ti/0/90/02]s [11]
Grade II geopolymer matrix 0.5 to 3.2mm several (Ti embedded in FRP) [14]
Ti-15-3 IM-7/PETI-5 0.11mm [Ti/0/Ti/0/Ti/0/Ti] [12]
2.1.1 Applications
Titanium offers attractive properties such as excellent strength-to-weight ratio,
corrosion resistance and elevated temperature capability [5]. However, application
is limited due to its high cost and challenging machining [1].
The combination of titanium and FRP is not only applied to previously introduced
laminated structures. The following examples show how the material combination is
used in a wide range of applications.
Thermal Applications
Light weight carbon based foams are used as thermal management materials in
avionic heat sinks and heat exchangers [16, 17]. Figure 2.2 (a) shows a high thermal
conductivity graphite foam heat sink installed on a Pentium 133 processor [17].
In order to improve the thermal performance of such materials, commercially pure
titanium has been introduced onto graphite foams through brazing. A study by Singh
et al. [18] investigates the effects of varying foam density and brazing techniques on the
thermal resistance, physical characteristics and joint strength for the titanium-graphite
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sandwich structure. Thermal resistance is found to be greater in less dense and
thicker foam pieces by a magnitude of up to 0.4 K/W. Furthermore, increased foam
density increases tensile strength of the joint at room temperature. As shown in
Figure 2.2 (b), failure in tension occurs within the foam region which indicates a strong
titanium-graphite interface in the braze region (white).
The integration of titanium into high-conductivity graphite foams for light-weight heat
rejection systems proved successful by improving thermal conductivity and structural
integrity.
(a) Foam heat sink in Pentium 133
microprocessor [17].
(b) Tensile failure in foam region
with intact well-bonded braze region
(white) [18].
Figure 2.2: Thermal applications of titanium-composite structures.
Medical Applications
Properties such as high strength, low weight, corrosion resistance and
bio-compatibility makes titanium one of the few materials that naturally fulfil
the requirements for implantation in the human body.
Aseptic loosening due to wear debris, or the loosening of an implant at the site of
the joint, is the major limiting factor for the lifetime of joint implants [19]. Figure 2.3
(a) shows the radiograph of a hip joint replacement causing progressive tissue and
bone destruction (osteolysis) due to aseptic loosening. Novel material types need to be
found to reduce wear debris in joints and hence minimise osteolysis.
Teoh et al. [20] study sintered titanium and graphite powders to assist in reducing
wear in implants by introducing a three-phase hybrid titanium-composite structure
manufactured through powder metallurgical methods. The pure titanium core
provides a fracture resistant foundation for the implant. The titanium carbide
phase, resulting from chemical interaction between titanium and graphite, provides
a hard, wear resistant layer. The ’free’ graphite phase on the outside acts as a solid
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self-lubricant. The use of titanium-graphite composites for artificial joints shows great
promise. The self-lubricating free graphite can reduce friction up to 60% compared to
pure titanium components [20] which will result in longer, pain-free and smoother hip
movement.
(a) Radiograph of a hip ten years
after total hip replacement showing
inflammatory osteolysis. Bone loss
is indicated by arrows [19].
(b) Titanium implant
for teeth replacement
[21].
(c) Shear test
for Ti-comp
interface
evaluation
[22].
Figure 2.3: Medical applications and interface testing.
Titanium implants are also used in restorative dental practices. Figure 2.3 (b) shows
a titanium ’root’ placed into the jaw bone. Artifical teeth are attached to the
titanium pins. Segerstro¨m et al. [22] study among others the adhesion interface of
a Carbon-Graphite Fibre Reinforced Polymer (CGFRP) to a titanium surface within
implant retained dentures. Different surface treatments are compared. Shear tests on a
titanium plate with a CGFRP bolt evaluate the bond strength in the titanium-composite
interface. The test configuration is illustrated in Figure 2.3 (c) with bolt diameter d and
force F . It is found that silicatised titanium surfaces result in higher bond strength to
CGFRP (16.2 ± 2.34 MPa) than sandblasted titanium surfaces (5.9 ± 2.11 MPa). The
combination of titanium and CGFRP is promising to be tested in vivo [22].
Structural Aerospace Components
As the number one customer for titanium alloy products [23], the aerospace industry
is the most explored for the use of titanium-composite structures. As mentioned
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previously and summarised in Table 2.1, structural components are mostly made from
hybrid laminates (HTCLs).
Bolted joints
HTCLs offer a high design flexibility resulting in specific material configurations
for special applications. In order to improve shear and bearing capabilities in
mechanically fastened joints, Kolesnikov et al. [15] and Camanho et al. [9] investigate
local reinforcement of FRP laminates with thin titanium sheets as illustrated in Figure
2.4 (a). Tensile tests conclude that the higher the titanium proportion, the better the
bearing performance of the locally reinforced HTCL.
In a case-study, Fink et al. [8] investigate the application of HTCL on a spacecraft
payload adaptor shown in Figure 2.4 (b). Similar to previous applications, local
reinforcement techniques result in significantly improved bearing and shear strength.
Furthermore, the reduction in bolt rows and fastener requirements introduce large
weight savings. However, increased complexity in manufacturing lead to increased
production costs and lead time. It is concluded that local reinforcement techniques
with thin titanium sheets in bolt joint structures show great promise in an industrial
context [8].
(a) Schematic composite bolted joint with local
metal reinforcement [15].
(b) Ariane 5 payload adaptor [8].
Figure 2.4: Structural aerospace applications.
Properties at elevated temperatures
Papakonstantinou et al. [14] study various stacking of non-bolted HTCLs for the
application in high temperature environments such as jet engine components. Grade II
titanium sheets are embedded in FRP plies to create high modulus, high-temperature
resistant, high strength hybrid composite laminates which are tested in uniaxial
tension and four-point bending after exposure at elevated temperatures. It is
found that laminates retain 80% of their original strength even after exposure at
400◦C. Moreover, multilayer structures of alternating titanium and FRP layers exhibit
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higher flexural strength and flexural stiffness than one-layer titanium laminates with
surrounding FRP layers.
Impact
FMLs with outer metal layers generally show superior impact performance to pure
composite laminates [24]. Outer ductile metal layers in FMLs absorb most of the
energy as plastic work [25]. In particular, Bernhardt et al. [11] study the low velocity
impact response of HTCLs which could be caused by bird-strike, tool drop or runway
debris. Compared to conventional composite laminates, HTCLs show improved
impact resistance with a smaller damage zone [11]. More details on impact behaviour
of HTCLs can be found in Chapter 4.
Debonding between titanium and FRP plies is identified as a major failure mode in all
previous applications. The following section qualitatively investigates typical failure
modes in HTCLs.
2.1.2 Typical Failure Modes
As a hybrid structure, failure in HTCLs can occur in titanium or composite plies as
well as in interfaces. In the following, interfacial failure between composite plies is
referred to as interlaminar delamination whereas interface failure between composite
and titanium plies is specified as debonding.
In order to manufacture previously mentioned bolted joint structures made from
HTCLs, machining can introduce local delamination and debonding [26]. Hundley
et al. [27] investigate failure modes in bolted [0/45/Ti/ − 45/90]s HTCLs subjected
to a double shear test to evaluate bearing strength. Before mechanical testing, drilling
induced delamination and debonding in the vicinity of the fastener hole was observed.
Figure 2.5 shows failure at ultimate shear load. Significant buckling of titanium
sheets induces debonding even away from fastener hole. Furthermore, interlaminar
delamination and matrix cracking in the FRP plies can be observed.
Burianek et al. [2] conduct open hole tension and fatigue tests at an elevated
temperature of 177◦C on [Ti/0/90/02]s HTCLs to characterise different failure types
and the sequence in which they initiate. Figure 2.6 shows typical failure modes
in composite and titanium plies. Many different interacting damage modes occur.
Figure 2.6 (a) shows a significant transverse splitting crack in the outer 0◦ FRP ply
propagating into the titanium-composite interface. A similar damage mechanism is
observed between 0◦ and 90◦ FRP plies in Figure 2.6 (b). Matrix cracks initiate in
the weaker 90◦ layer and grow transversely through the thickness until they initiate
interlaminar delamination. This failure interaction is known as Matrix Cracking
Induced Delamination (MCID) and will be discussed thoroughly in Chapter 6. Figure
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Figure 2.5: Cross-sectional failure inspection of [0/45/Ti/− 45/90]s HTCL, adapted
from [27]. Buckling induced debonding, interlaminar delamination and matrix
cracking are major failure modes.
2.6 (c) illustrates major failure modes after 100,000 cycles of tension-compression.
Cracks in titanium sheets initiate at a shallow angle before propagating perpendicular
to the loading direction towards specimen edges. It is stated that debonding
(dark grey) and transverse matrix cracks in the 90◦ plies initiate first, followed by
interlaminar delamination [2]. Ramulu et al. [28] investigate failure modes in flexural
tested [Ti/0/90/02]s HTCLs with Graphite Fibre Reinforced Polymer (GFRP). Figure 2.7
(a) shows similar failure modes as previously discussed in other examples. Debonding
is found to be the primary failure mechanism [28]. Interlaminar delamination and
matrix cracking are clearly visible. In addition, fibre rupture and failure in the bottom
titanium sheet are observed. Impact tests on [Ti/03/903]s yield similar conclusions.
Nakatani et al. [29] find debonding and interlaminar delamination to be the major
failure modes under impact as shown in Figure 2.7 (b). Chapter 4 will include a
detailed failure analysis of impacted HTCL samples.
Overall, the following typical failure modes are observed in HTCLs, ordered by
frequency of occurrence
• debonding
• interlaminar delamination
• matrix cracking
• fibre rupture
• titanium cracking
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(a) Splitting in outer 0◦ ply inducing
debonding.
(b) Transverse ply cracking in 90◦ plies inducing
interlaminar delamination.
(c) Illustration of damage after 100,000
cycles.
Figure 2.6: Failure inspection of open hole [Ti/0/90/02]s HTCL subjected to cyclic
tension-compression at elevated temperature, adapted from [2].
(a) Flexural test on [Ti/0/90/02]s HTCL, adapted from [28]. (b) Failure modes in impacted [Ti/03/903]s
HTCL [29].
Figure 2.7: Failure modes in HTCLs subjected to flexural and impact testing.
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2.2 Manufacturing Methodology
In the following, the manufacture of high performance HTCLs is presented.
Previous section concluded that debonding between titanium and composite plies is
one of the major failure modes in HTCLs. Providing strong interlaminar bonding
will ensure a higher performance material. As mentioned in regards to medical
applications in Figure 2.3 (c), bond quality can be increased by the use of titanium
roughening techniques and adhesion promoting coatings.
Therefore, a brief overview of titanium treatment techniques is outlined before
describing the manufacturing process used here to produce [Ti/0/90]s HTCL samples.
2.2.1 Surface Treatment Techniques
Molitor et al. [30] review a series of different surface treatments on Ti-6-4 for adhesive
bonding to polymer composites, categorised as mechanical, chemical, electrochemical
and energetic techniques. Figure 2.8 shows a summary of the different techniques
including qualitative evaluation of bond strength and durability. An increased surface
macro-roughness results in increasing surface area. The adhesive can flow in and
around irregularities on the surface to create mechanical bonding. Chemical surface
treatment may lead to the creation of bonds between polymer molecules in composites
and the metal oxide layer [30]. Most of the techniques create an oxide film with macro-
or micro-roughness to allow for chemical bonding.
Molitor et al. [30] conclude that treatments that produce the most micro-roughness
exhibit the best bond durability. This is also confirmed in various surface treatment
textbooks [31, 32]. Note that sodium hydroxide (NaOH) anodisation produces
excellent bond strength and durability at low operational and environmental hazards
[30].
2.2.2 Manufacturing Process
Materials to manufacture HTCLs were chosen to be ASTM Grade II titanium and
unidirectional carbon fibre reinforced composite laminates.
Surface treatment
Based on previous review in Figure 2.8, it was decided to macro-roughen the titanium
surfaces prior NaOH anodisation. This allows for mechanical bonding due to
macro-roughness and chemical bonding due to the creation of thin titanium oxide
layers through NaOH anodisation. Figure 2.9 (a) - (c) show relevant steps to achieve
good adhesive bonding. The surface treatment was as follows:
22
Figure 2.8: Review of different surface treatments on Ti-6-4 [30].
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1. A homogeneous macro-roughness on the titanium surfaces was achieved by
using Scotch-Brite pads as shown in Figure 2.9 (a).
2. Plates were degreased and impurities from macro-roughening were removed by
using Methyl Ethyl Ketone (MEK) in a fume-cupboard.
3. After MEK was completely evaporated, NaOH anodisation of titanium plates is
done in a highly concentrated 5M NaOH solution for 30 minutes at 10V following
the guidelines on surface pretreatment for the adhesive bonding of titanium
alloys [33]. Figure 2.9 (b) shows a stainless-steel plate acting as cathode and two
titanium plates as anodes connected to a power supply.
Figure 2.9 (c) shows anodised plates with a small strip of untreated titanium due to the
application of alligator clips to suspend each plate.
(a) Macro-roughened titanium plates. (b) NaOH anodisation of titanium plates.
(c) Anodised plates. (d) Cured HTCL samples.
Figure 2.9: Manufacture of HTCL samples.
HTCL lay-up
The particular configuration was chosen to consist of two 0.5 mm thick Grade II
titanium sheets and four unidirectional HexPly G947/M18 Carbon Fibre Reinforced
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Polymer (CFRP) (55% fibre volume) made from high strength G947 carbon fibres
embedded in high performance thermoset M18 epoxy resin [34] with individual ply
thickness of 0.165 mm such that [Ti/0/90]s HTCL samples were produced. The samples
match the configuration of GLARE-5, a commonly used fibre metal laminate made
from aluminium and glass-fibre reinforced polymers [24, 35].
Titanium sheets and pre-preg plies were hand laid-up on a steel plate. Care was taken
to ensure air bubbles were not trapped between each FRP layer to avoid porosity.
Layers of release film, peel-ply and breather were used to achieve successful curing
under vacuum. Application of release film assures that HTCL components do not
bond to the underlying steel plate. A peel-ply produces a pathway for any trapped air
bubbles within the samples to escape. A breather on top of the samples, isolated by
a second release film, allows a strong air path from the peel-ply to the vacuum port
resulting in a more even distribution of pressure from the applied vacuum.
Thermocouples were placed on the steel plate to monitor the temperature of the plate
rather than the temperature in the oven. Sealant tape was then used to seal the vacuum
bag to the steel plate surface. Once the vacuum bag was inspected for creases and
possible leakage points around the sealant tape, vacuum was applied.
Curing
Specimens were cured according to Hexcel’s curing profile [34] consisting of a two
hour dwell time at 120◦C and at 180◦C respectively. In order to follow the curing
profile accurately, the corresponding temperature was measured by thermocouples on
the steel plate. Figure 2.9 (d) shows two uncut cured samples including resin flow on
the edges (black) due to applied vacuum.
2.3 Tensile Properties of Hybrid Titanium Composite
Laminates
Tensile tests were performed in order to characterise mechanical properties of Grade II
titanium and to identify typical failure modes in HTCL samples.
2.3.1 Elasto-Plastic Titanium
Standard tensile tests characterise Grade II titanium in conjunction with two
dimensional Digital Image Correlation (DIC). Dogbone titanium samples were
water-jet cut to suit ASTM E8 ’Standard Test Methods for Tension Testing of Metallic
Materials’. Dimensions of the dogbone are given in Appendix A.1. The samples were
tested using an Instron 5584 mechanical testing frame fitted with hydraulic clamping
cross-heads and 100 kN load cell. A constant displacement rate of 1 mm/min was
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applied according to ASTM E8. DIC allows for measuring local displacement or strain
fields. Figure 2.10 (a) shows a dogbone sample superimposed with the strain field
measured by DIC. Strain accumulates in a localised area within the gauge length. All
material properties were determined by analysing material data in this area. Table
2.2 summarises the characteristic properties found by analysing the true stress-strain
graph in Figure 2.10 (b). These properties will be used in the following chapters to
computationally model Grade II titanium sheets in HTCLs.
(a) Tensile sample superimposed with DIC
strain pattern.
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(b) True stress vs true strain.
Figure 2.10: Experimental setup and result of Grade II titanium characterisation.
The drop in stress at yield strength σy = 349.02 MPa can be explained by deformation
twinning of crystals in cubic or hexagonal structures such as Grade II titanium.
Deformation twinning is an inelastic shearing process of crystals that controls the
mechanical behaviour of many metals [36]. At higher stress levels, slip dislocation
in the crystalline structure leads to irreversible deformation and hence plastic
deformation.
Table 2.2: Measured Grade II Titanium properties.
Elastic Properties E =97.7 GPa, ν =0.37
Yield Strength σy = 349.02 MPa
Ultimate Tensile Strength σUTS =559.36 MPa
Ply Thickness tTi = 0.5 mm
2.3.2 Hybrid Titanium Composite Laminates
HTCL samples [Ti/0/90]s produced from the manufacturing process in previous
Section 2.2 in Figure 2.9 (d) were water-jet cut into coupons of nominal dimensions
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100 × 15 mm2 according to ASTM D3039 standard [37]. Coupons were cut away from
the segments where the titanium was untreated as indicated in Figure 2.9 (c) and also
off-set from sample edges.
In addition to unidirectional [Ti/0/90]s samples, HTCLs consisting of four 0.227 mm
thick HexPly G939/M18 woven (0 90) CFRP plies were produced to investigate the
effect of failure in composite plies to the overall HTCL response. This configuration
is referred to as [Ti/(0 90)/(0 90)]s. It follows the manufacture and curing process in
Section 2.2.
Tensile tests were performed according to ASTM D3039 [37] using an Instron 5584
mechanical testing frame fitted with hydraulic clamping cross-heads and a 30 kN load
cell. The applied displacement rate was 2 mm/min. In contrast to previous tensile
testing of Grade II titanium, strain gauges Epsilon 2560-AVG-025M-010-ST were used
to measure strain on either side of the HTCL samples.
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Figure 2.11: Comparison of true stress-strain results of unidirectional [Ti/0/90]s and
woven [Ti/(0 90)/(0 90)]s HTCLs.
Three samples of each HTCL type were tested up to ultimate failure. Figure 2.11
shows a typical bilinear stress-strain relation of an unidirectional (UD) [Ti/0/90]s and
woven (W) [Ti/(0 90)/(0 90)]s HTCL respectively. Note that strain measurements on
either side of the HTCL are averaged. The initial modulus is found to be EUD = 93.59
GPa and EW = 86.27 GPa. Theoretical estimations using elastic properties in Table
2.2 for titanium and in Hexcel’s material datasheet [34] for unidirectional and woven
composite plies, rule of mixture yields EthUD = 85.95 GPa and E
th
W = 83.09 GPa which
results in an underestimation of 8.1% and 3.7% respectively. The modulus significantly
decreases at a stress level of about 350 MPa which coincides with the yield strength
of titanium σy = 349.02 MPa. Beyond this transition region, the stress-strain relation
behaves linearly again due to the linear elastic response of composite plies and linear
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hardening of titanium as seen in Figure 2.10 (b). Similar stress-strain relations are
found in GLARE structures [35].
Table 2.3 shows average values of three test samples in each configuration for
Ultimate Tensile Strength (UTS) and ultimate strain with respective deviations.
UTS in [Ti/(0 90)/(0 90)]s is only 1.88% higher compared to [Ti/0/90]s. However,
[Ti/(0 90)/(0 90)]s show significantly higher elongation at ultimate failure of about
11.5% higher ultimate strain. Note that titanium sheets remain intact and that ultimate
failure is caused by debonding and composite fracture. Failure analyses in both HTCL
structures in the following section will investigate progression of failure modes.
Table 2.3: Experimental data on three ultimate strength samples for each configuration.
[Ti/0/90]s
thickness [mm] width [mm] UTS [MPa] ultimate strain [-]
1.782 ± 1.25% 15.119 ± 0.02% 585.624 ± 7.24% 0.0122 ± 10.82%
[Ti/(0 90)/(0 90)]s
1.921 ± 7.03% 15.121 ± 0.18% 596.855 ± 6.01% 0.0138 ± 5.03%
Figure 2.12 shows the evaluation of the strain gauges on either side of a representative
tensile tested HTCL sample. The circles indicate the percentage of UTS and refer to
the failure analysis in the following section. Figure 2.12 (a) shows stress-strain curves
of [Ti/0/90]s with regards to the two strain gauges. The two curves significantly
differ from an early load level at about 100 MPa which can be explained by early
microdamage in the weaker 90◦ plies. It results in a dissimilar ultimate strain of
18.6% which is caused by various failure modes in composite plies discussed in the
following section. The strain gauge analysis of [Ti/(0 90)/(0 90)]s in Figure 2.12 (b) is
more consistent and the two strain measurements only differ by 5.48% at UTS. Failure
occurs more isotropically in [Ti/(0 90)/(0 90)]s due to the woven composite plies.
Differences in strain gauge measurements in [Ti/0/90]s and [Ti/(0 90)/(0 90)]s indicate
a different failure progression in the two HTCL structures. This will be further studied
in the following section.
Failure Inspection
After determination of UTS in Table 2.3, HTCL samples of both structures were tensile
tested up to various load levels and micro-images of side edges were taken in order to
determine the progression of failure. The corresponding load levels in the range from
65% up to ultimate failure at 100% UTS are shown in stress-strain relations in Figure
2.12 (a) and (b) for [Ti/0/90]s and [Ti/(0 90)/(0 90)]s respectively.
Figure 2.13 shows failure progression of both HTCL structures. Major failure modes
and their progression are summarised in Table 2.4. In unidirectional [Ti/0/90]s, minor
matrix cracking and debonding are visible at lower load levels at 65% and 75% UTS.
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(a) Unidirectional [Ti/0/90]s.
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(b) Woven [Ti/(0 90)/(0 90)]s.
Figure 2.12: Strain measurements on either side of HTCL. Circles indicate percentage
of ultimate tensile strength.
Besides additional minor interlaminar delamination, significant fibre pull-out in 90◦
composite plies can be observed from 85% UTS. These failure modes further develop
until ultimate failure where debonding, fibre pull-out and extensive coalescence of
matrix cracks in the weaker 90◦ plies are major failure modes. Micro and macrodamage
in 90◦ plies explain the different strain measurements in Figure 2.12 (a) where the outer
titanium sheets show dissimilar displacement due to shear deformation caused by
composite failure. 0◦ composite plies are mainly intact with initiating interlaminar
delamination at ultimate stress. In comparison, woven [Ti/(0 90)/(0 90)]s in Figure
2.13 (b) exhibit significantly earlier debonding to a higher extent. Matrix cracking
and interlaminar delamination progress in a similar way to [Ti/0/90]s. However, the
coalescence of matrix cracking at 95% UTS is followed by abrupt fibre rupture at
ultimate failure. No significant fibre fracture is visible prior 100% UTS.
The typical failure modes discussed in Section 2.1.2 are also identified here. Debonding
and matrix cracking are present at lower load levels. Interlaminar delamination is then
initiated by growing matrix cracks which eventually coalesce to form extensive cracks
within the polymer. In [Ti/0/90]s fibre pull-out is dominant whereas fibre rupture leads
to ultimate failure in [Ti/(0 90)/(0 90)]s. Titanium sheets only deform plastically, no
cracks were visible.
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Table 2.4: Failure inspection on the mesoscale in HTCL tensile samples.
Failure Modes
matrix
debonding
interlaminar fibre fibre
cracking delamination pull-out rupture
[Ti/0/90]s     
[Ti/(0 90)/(0 90)]s     
 not visible micro failure macro failure
65 75 85 90 95 100 % UTS
2.4 Summary & Conclusion
The development of Fibre Metal Laminates (FMLs) was briefly introduced. In more
detail, the FML class of Hybrid Titanium Composite Laminates (HTCLs) and its
constituents were discussed and current applications of titanium-composite materials
in the field of thermal management, medical implants and structural aerospace
components were presented. Typical failure modes in HTCLs were reported to be
debonding between titanium and composite plies, matrix cracking and interlaminar
delamination. It followed a detailed description of the composition and manufacturing
process of [Ti/0/90]s HTCLs including surface pretreatment techniques of titanium
such as NaOH anodisation to guarantee good adhesive bonding to adjacent composite
plies. Tensile tests of thin Grade II titanium sheets identified elastic-plastic mechanical
properties before comparing failure evolution in two tensile tested HTCL structures.
In [Ti/0/90]s containing unidirectional composite plies, major failure modes are
debonding, matrix crack coalescence and fibre pull-out. [Ti/(0 90)/(0 90)]s HTCLs with
woven composite plies exhibit higher ultimate tensile strength and mainly fail due to
debonding and fibre rupture.
HTCLs show promising performance in a wide range of applications. Especially in
context of applications at elevated temperatures, the combination of titanium and
carbon/graphite composites offers excellent mechanical and chemical properties.
In order to manufacture high performance HTCLs, it is important to know common
failure modes. As debonding was identified as one major failure mode in HTCLs,
titanium surface treatment techniques were applied prior to laminating to achieve
macro and micro-roughness and hence good adhesive bonding. Manufactured HTCL
samples will be further investigated in following chapters. Critical interface properties
to characterise debonding and impact behaviour of HTCLs will be studied in detail.
Moreover, establishing efficient numerical models for HTCLs requires knowledge of
structural components and typical failure modes such as elastic-plastic properties of
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titanium or failure progression in HTCLs.
The fundamental knowledge gained in this chapter will be applied to various
numerical examples in the following chapters to model different failure modes under
various loading conditions. Tested HTCLs will provide important experimental data
to validate computational results.
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Chapter 3
Mode I Interface Characterisation Using
Digital Image Correlation
Outline
Delamination is a major failure mode in composite laminates. Reliable test standards
have been developed to identify interface properties in symmetric and balanced test
samples.
With a rapidly increasing interest in fibre metal laminates, it is important to establish
efficient methods to characterise debonding in asymmetric, unbalanced test samples
made from dissimilar materials.
A novel Top Surface Analysis (TSA) technique is presented for Mode I interface
characterisation in arbitrarily laminated structures. By using Digital Image Correlation
combined with the J-integral, it is possible to effectively estimate Strain Energy Release
Rates (SERR) in Double Cantilever Beam (DCB) specimens.
TSA is able to simultaneously measure crack length and crack tip opening
displacement. A study compares TSA to conventional SERR evaluation methods. By
applying a modified J-integral for asymmetric, unbalanced DCB samples, TSA also
quantifies Mode I interface properties in [Ti/0/90]s HTCL specimens. A computational
study using VCCT confirms experimental findings and justifies assumptions made by
TSA.
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3.1 Introduction
As seen in previous Chapter 2, interlaminar delamination and debonding are common
failure modes in composite laminates and FMLs respectively. In order to improve the
mechanical performance of bonded structures, it is necessary to accurately characterise
their interfacial properties.
Strain Energy Release Rate
There are three different modes of crack tip deformation. Figure 3.1 shows the opening
(Mode I), the in-plane shear (Mode II) and the out-of-plane shear (Mode III) movement
at the crack tip. According to Griffith’s criterion [1] within Linear Elastic Fracture
Mechanics (LEFM), a crack propagates when the Strain Energy Release Rate G (SERR)
exceeds the value of a critical material characteristic threshold Gc. This assumption
holds for a small damage zone around the crack tip relative to the size of the crack.
Figure 3.1: Modes of crack tip deformation [2].
Double Cantilever Beam Test
Double Cantilever Beam (DCB) tests identify Mode I SERR GI . Two beams of length
L, constant total thickness 2h and width b are joint, with an initial non-bonded region
considered to be the pre-crack. The two beams are loaded in opposite direction normal
to the pre-crack in order to create Mode I crack opening. By recording applied opening
load P and displacement δ as well as crack length a, GI can be estimated by the
Irwin-Kies equation [3]
GI =
P 2
2b
dC
da
(3.1.1)
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where C = δ/P is the compliance of the beam. Crack length a is usually determined
by optical inspection of one edge of the DCB sample. ASTM D5528 standard [4]
explains the DCB testing procedure for Fibre Reinforced Polymers (FRPs). It also
includes numerous data reduction methods based on beam theory such as Modified
Beam Theory (MBT), Compliance Calibration Method (CC) or Modified Compliance
Calibration Method (MCC) to evaluate (3.1.1). All methods require symmetric
samples. G − a graphs are referred to as crack growth resistance curves (R-curves).
R-curve behaviour measures initial SERR Gc and G∞ at steady-state crack extension
[5]. Since G generally increases after crack initiation, Gc is often used to quantify
interface properties more conservatively. SERR Gc and G∞ can be significantly
increased by fibre bridging in Carbon Fibre Reinforced Polymer (CFRP) laminates
[6, 7].
Although there are no standardised testing methods for Mode II SERR GII [2], the
End-Notched Flexure (ENF) test is widely used to quantify in-plane shear fracture.
Similar to DCB methods, (3.1.1) is adjusted to suit three-point loaded ENF symmetric
samples with initial pre-crack.
Asymmetric DCB Samples
In order to study G in asymmetric or unbalanced DCB specimens, adjustments to
reduction schemes or to test samples are required as asymmetry leads to a combination
of Mode I and Mode II crack opening. In particular, interface characterisation
between dissimilar materials in FMLs such as HTCL or GLARE create asymmetric test
samples. Complex reduction schemes based on beam theory and classical lamination
theory can be applied [8, 9, 10] to account for mixed-mode loading. More practical
approaches use almost symmetric samples or backing beams [11] to obtain balanced
loading. Interlaminar fracture GIc and GIIc is identified in slightly asymmetrical
HTCL samples in DCB and ENF tests respectively [12]. Asymmetric, balanced HTCL
samples characterise the titanium-composite interface in [13] by applying the MBT
reduction scheme. Similarly, DCB tests investigate initial interlaminar properties of
Aluminium/CFRP laminates by accepting a small degree of asymmetry [14].
J -Integral
Another method to calculate SERR is the J-integral. Introduced in the late sixties
[15, 16], it is an efficient analysis technique to characterise interface properties in linear
elastic and elastic-plastic materials under proportional loading [17]. It is well known
that J = G in linear elastic materials. However, fracture toughness evaluation in
elastic-plastic materials is challenging as J − a curve analyses require application of
experimentally determined construction and exclusion lines to find Jc and J∞ [18] as
outlined in ASTM E1820 [19].
Path-independency makes the J-integral a suitable tool to determine G even in
asymmetric or unbalanced samples. It also allows for the determination of a
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traction-separation relation at crack tips which is commonly used to computationally
predict fracture behaviour within Finite Element Methods (FEM) [20, 21, 22].
Similar to previously mentioned reduction schemes to characterise fracture in Mode I,
the applied opening load P and crack length a is to be recorded during DCB testing
in order to calculate critical SERR Gc [23]. Furthermore, measurement of the Crack
Tip Opening Displacement (CTOD) is required to derive a traction-separation relation.
Crack Tip Opening Angles (CTOA) can also be used to describe the J-integral [18, 24].
Digital Image Correlation
Challenges associated with the two direct methods (reduction schemes and J-integral)
are the precise identification of the crack length a and measurement of CTOD.
Advanced techniques such as optical microscopes, Digital Image Correlation and
moire´ interferometry can be used to address these challenges [25].
Digital Image Correlation (DIC), already applied to characterise mechanical properties
of Grade II titanium in Chapter 2, is an optical technique based on an advanced
pixel recognition and interpolation algorithm [26, 27]. By correlating pixel intensities
in reference and deformed images, it is possible to extract full-field two or three
dimensional surface deformation and strain fields [28]. In order to accurately
determine SERR or stress intensity factors by using direct methods such as J-integral,
DIC has been used in DCB tests to measure displacements in the vicinity of the initial
crack tip [27, 29]. For instance, Yoneyama et al. [29] accurately determine mixed-mode
stress intensity factors and crack tip location in PolyMethylMethActylate (PMMA)
polymers through DIC. In combination with inverse parameter identification methods
such as Finite Element Model Updating (FEMU), DIC has been successfully applied to
composite laminates to determine traction-separation relations and SERR [28, 30, 31].
Finite Element Methods
Experimentally identified interface properties are commonly verified in computational
studies using FEM. There are two common modelling techniques: Cohesive Zone
Method (CZM) and Virtual Crack Closure Technique (VCCT). CZM, which is based
on traction-separation relations at the crack front, is thoroughly described in Chapter
5. VCCT is an effective method to calculate SERR G by means of FEM in three
dimensional DCB samples. It assumes that the dissipated energy due to crack opening
is equal to the work required to close the crack [32]. In regards to asymmetric DCB
samples, VCCT allows for a detailed analysis of mixed-mode ratios along the crack
width [32, 33, 34, 35] which is not possible to determine with previously mentioned
optical techniques and experiments.
Outline
In this chapter, Modified Beam Theory (MBT) and the derivation of the J-integral in
DCB samples is presented. It follows a novel inspection method to simultaneously
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determine crack length and crack tip opening displacement by analysing the top
surface of a DCB specimen via DIC. The analysis is applied to symmetric carbon
fibre reinforced polymer laminates and thin asymmetric HTCL samples to characterise
Mode I strain energy release rates. A numerical parametric study using VCCT within
a finite element model follows to verify the challenging quantification of interface
properties in asymmetric HTCL samples.
3.2 Direct Determination of Mode I Interface Properties
in DCB Tests
The ASTM D5528 standard [4] describes the experimental determination of the critical
interlaminar Strain Energy Release Rate (SERR) in Mode I GIc for unidirectional fibre
reinforced laminates. Figure 3.2 shows a typical Double Cantilever Beam (DCB)
sample of length L, width b and uniform thickness 2h. A pre-crack of length a0
is inserted by means of a thin non-adhesive film on the midplane. Loading blocks
are bonded to one end of the sample in order to transfer opening forces. During
displacement-controlled testing with applied opening displacement δ and resulting
force P at the load points as well as corresponding visually observed crack length a
are recorded. ASTM D5528 recommends to apply a constant displacement rate in the
range from 0.5 to 5.0 mm/min.
Figure 3.2: Illustration of a DCB sample with loading blocks, adapted from [4].
In the following, two direct methods for calculating GIc are presented.
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3.2.1 Reduction Scheme: Modified Beam Theory
Reduction schemes are based on the Irwin-Kies equation (3.1.1). ASTM D5528 standard
[4] outlines three similar methods: Modified Beam Theory (MBT), Compliance
Calibration Method (CC) or Modified Compliance Calibration Method (MCC). It is
stated that the MBT method is recommended as it yields the most conservative values
of GIc [4].
SERR GI using MBT is calculated as
GMBTI =
3Pδ
2b (a+ |∆|) (3.2.1)
with current crack length a, MBT correction factor ∆, sample width b and previously
mentioned opening displacement δ and resulting force P .
The correction factor ∆ takes rotation at the crack front into account by assuming a
slightly longer crack length a + |∆|. It can be determined by a least squares plot of
the cube root of compliance C1/3 as a function of crack length a which is illustrated in
Figure 3.3.
Figure 3.3: Least squares plot of cube root of compliance C1/3 and crack length a [4].
Note that according to simple beam theory, the vertical end deflection δ of a cantilever
beam with end load P and beam length a is
δ =
Pa3
3EI
(3.2.2)
where E is Young’s modulus and I the area moment of inertia. The relation between
C1/3 and a is motivated by setting C = δ/P in (3.2.2).
3.2.2 J -Integral
The J-integral in two dimensional problems in Figure 3.4 is defined as [17, 18, 23, 36]
J1 =
∫
C¯
[
W dy − σijnj ∂ui
∂x
ds
]
(3.2.3)
3.2. DETERMINATION OF MODE I INTERFACE PROPERTIES 43
Figure 3.4: Arbitrary contour C¯ around
crack tip to derive (3.2.3).
with strain energy density W , stress
tensor σij and displacement ui. nj
is the outwards normal unit vector to
contour C¯ around the crack tip. In
order to evaluate J1 in Mode I, strain
energy density W is calculated by only
integrating normal to the crack line dy.
Due to the path-independancy of the
J-integral, J1 in (3.2.3) takes the same
value for any closed contour around the
damage zone in the vicinity of the crack
tip. Figure 3.5 shows the upper half of a
DCB sample loaded by an opening point force P . The contour C¯ follows the four
sections counter clockwise starting at the crack tip.
Figure 3.5: Upper half of a DCB beam loaded by a point force P , adapted from [36].
By evaluating corresponding values in (3.2.3), J-integral J1 can be calculated as
follows. As a generalisation of (3.2.2), the vertical deflection u2(x1) at any point x1
of a cantilever beam of length L and applied concentrated load P at the free end is
u2(x1) =
Px21
6EI
(3L− x1), 0 ≤ x1 ≤ L (3.2.4)
where E is Young’s modulus and I the area moment of inertia. Given a rectangular
cross section in Figure 3.2, it is I = bh3/12.
The axial displacement u1(x1, x2) is given by Euler-Bernoulli beam theory:
u1(x1, x2) = −x2∂u2(x1)
∂x1
. (3.2.5)
Applied to the DCB sample in Figure 3.5, (3.2.4) and (3.2.5) are
u1(x1, x2) = − P
2EtIt
(
2ax1 − x21
)
x2, u2(x1) =
P
2EtIt
(
ax21 −
x31
3
)
. (3.2.6)
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Considering the first term in the J-integral in (3.2.3), strain energy density W is only
evaluated through the thickness direction dx2 in each contour [36]. Based on simple
beam theory with fixed boundary at x1 = 0, the first term in (3.2.3) only needs to be
evaluated for contour no. 3. The shear stress σ12 due to applied load P is
σ12 =
P
bht
. (3.2.7)
Considering contour no. 3, the first term in (3.2.3) is∫
W dx2 =
∫
1
2
2∑
i=1
2∑
j=1
σijij dx2 =
1
2
∫
σ1212 dx2 =
1
2
∫
σ12
(
∂u2
∂x1
+
∂u1
∂x2
)
dx2
=
1
2
P
bht
P
2EtIt
∫ (
2ax21 − x21 − 2ax1 + x21
)
dx2 = 0
(3.2.8)
with shear strain 12. Thus, the first term in the J-integral (3.2.3) is zero.
Further note that for contour no.3, n2 = 0, ds = dx2 and σ12 = σ21, the second term in
(3.2.3) is∫
C¯
σijnj
∂ui
∂x1
ds =
∫ −ht/2
ht/2
σ21
∂u2
∂x1
dx2
∣∣∣∣∣
x1=a
=
∫ −ht/2
ht/2
P
bht
P
2EtIt
(
2ax1 − x21
)
dx2
∣∣∣∣∣
x1=a
=
P 2
2bhtEtIt
(
2ax1 − x21
)∣∣∣∣
x1=a
∫ −ht/2
ht/2
dx2 =
12P 2a2
2b2h3tEt
(3.2.9)
Note that n1 = 0 and n2 6= 0 and σ12 = σ22 = 0 in contour no.2 and no.4 [36] which
results in no contribution of these contours in (3.2.9).
Hence the J-integral Jt for the upper DCB beam is
Jt =
12 (Pa)2
2b2h3tEt
. (3.2.10)
Note that (3.2.10) holds under plane stress assumptions. In plane strain, the shear
stress σ¯12 becomes σ¯12 = (1− ν2)σ12 and hence
J¯t =
(
1− ν2) 12 (Pa)2
2b2h3tEt
.
In the following, plane stress in (3.2.10) is assumed.
For a symmetric, balanced DCB sample with ht = h and Et = E, the well-known
J-integral J1sym is [20, 36]
J1sym = 2Jt =
12 (Pa)2
b2h3E
. (3.2.11)
3.3. TOP SURFACE ANALYSIS USING DIGITAL IMAGE CORRELATION 45
For an asymmetric, unbalanced specimen with constant width b, but dissimilar
thickness ht, hb and Young’s modulus Et, Eb resulting in J-integrals Jt and Jb in top
(t) and bottom (b) beam respectively, the total J-integral J1asym is
J1asym = Jt + Jb =
12 (Pa)2
2b2
[
1
h3tEt
+
1
h3bEb
]
. (3.2.12)
Traction-Separation
In addition to the crack length measurement a within the MBT reduction scheme
in (3.2.1) and J-integral evaluation in (3.2.11) or (3.2.12), the derivation of a
traction-separation relation at the crack front requires to experimentally measure
CTOD δ∗. In order to derive a traction-separation relation at the crack front, a different
approach to calculate the J-integral is considered. As illustrated in Figure 3.6, the
J-integral in the vicinity of the crack tip can be locally calculated as
Jloc =
∫ δ∗
0
σ(δ) dδ + Jtip (3.2.13)
with crack opening δ∗, traction σ on the crack front and the J-integral Jtip around the
crack tip [20, 37]. It is assumed that crack growth does not occur until Jtip reaches the
critical fracture energy J0 at the crack tip. The value during crack growth is referred to
as fracture resistance JR which increases with increasing δ∗ until a critical CTOD δC is
reached [20].
Traction at the crack front as a function of CTOD δ∗ is then [20, 21, 22]
σ(δ∗) =
∂JR
∂δ∗
. (3.2.14)
Due to path independence of the J-Integral, Jloc can be calculated according to (3.2.11)
or (3.2.12).
3.3 Top Surface Analysis Using Digital Image
Correlation
Three dimensional Digital Image Correlation (DIC) is used to measure displacement
on the top surface of a DCB specimen. This allows for determination of interfacial
fracture properties as explained in the following.
The displacement analysis using the ARAMIS DIC system [38] is briefly introduced
and illustrated in Figure A.2 in Appendix A.2. The free end of a DCB sample
in Figure 3.2 can move vertically in loading direction during testing. Therefore,
analysing displacement on the top surface requires transformation of the globally
measured displacement field into a local field (dx, dy, dz) with reference to the top
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Figure 3.6: Local J-integral Jloc around the crack tip with CTOD δ∗, adapted from [20].
surface of the sample. By evaluating vertical displacement dz at each of the evenly
distributed sections along the length in Figure A.2, it is possible to calculate the
distribution of Mode I SERR GI along the width of a DCB sample. Therefore, vertical
local displacement dz, applied opening displacement δ and resulting opening force
P at the loading blocks are extracted in every load step recorded by ARAMIS. A
post-processing Python script evaluates each load step within the different sections to
determine CTOD δ∗ and current location of the crack tip. Figure 3.7 illustrates the
measurement of the relevant data. A linear regression of dz along each section length
takes into account vertical movement at the free end. In order to estimate the central
axis of the DCB beam, only displacement data within a specific window away from
the current crack tip is evaluated. The regression window is illustrated in Figure 3.7.
A linear Savitzky-Golay filter [39] applied to the free end of the sample smoothens
noisy experimental data and leads to an improved approximation of the central axis.
The effect of the regression window size and location is investigated in the sensitivity
analysis in Appendix A.2.2.
Assuming balanced loading, CTOD δ∗ along each section length is simply measured
by
δ∗
2
= dtestz − dlinz (3.3.1)
where dtestz and dlinz are the local vertical displacement measured by DIC and
displacement of the central axis respectively.
CTOD δ∗ in (3.3.1) also determines the current location of the crack tip. A small
tolerance δtol considers remaining minimal noise in the displacement data measured
by DIC. If δ∗ > δtol, the DCB sample is assumed to delaminate. The associated crack
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Figure 3.7: Illustration of measurements in Top Surface Analysis.
length a is then calculated from the current crack tip and the location of the initial
crack tip which is known prior testing. Similar to the regression window above, the
sensitivity analysis in Appendix A.2.2 investigates the effect of δtol to measurement of
the crack length.
This Top Surface Analysis (TSA) provides simultaneous calculation of CTOD δ∗
and crack length a. By applying the MBT reduction scheme (3.2.1) or J-integral
(3.2.11) for symmetric DCB samples, strain energy release rate GI in Mode I can be
estimated which is illustrated in Figure 3.8. Since asymmetric DCB samples introduce
Figure 3.8: Simplified flowchart illustrating the Top Surface Analysis.
mixed-mode crack opening, a numerical analysis is required to justify calculation of JI
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in asymmetric DCB samples through (3.2.12).
3.4 Mode I Interface Characterisation
In the following, TSA in Section 3.3 in combination with the two direct methods
in Section 3.2 is applied to symmetric composite laminates and asymmetric HTCLs
respectively. Thereby, TSA results are compared to similar findings analysing
side-view measurements to determine crack length a by a conventional technique
through reading of a printed scale [5, 7] or by evaluating displacement fields in DIC
[40].
3.4.1 Symmetric Composite Laminates
Symmetric composite laminates were laid up with 0.227 mm thick HexPly G939/M18
woven CFRP plies with Young’s modulus of E = 67 GPa [41]. A 25 µm thin VAC-PAK
A6200 ETFE/fluropolymer release film [42] was folded and inserted in the mid-plane
of the sample to create a non-bonded 60 mm long pre-crack. The laminates consisting
of 24 CFRP plies were cured under vacuum according to Hexcel’s curing profile [41]
resulting in an approximate total thickness of 2h = 5.448 mm. In order to suit ASTM
D5528 standard [4], the laminates were water-jet cut into L = 150 mm long and b = 25
mm wide samples as illustrated in Figure 3.2. 25 × 25 × 25 mm3 loading blocks were
bonded to the sample at the side of the pre-crack by applying Loctite pre-mixed epoxy
[43], resulting in a pre-crack length of a0 = 47.5 mm due to dimensions of loading
blocks.
DCB tests were carried out at room temperature on an Instron 4505 testing machine
with a 10 kN load cell. Cross-head displacement rate was set to 3 mm/min. The
load-displacement data was recorded and synchronised with DIC software ARAMIS.
Figure 3.9 shows load-displacement curves of the samples which will be analysed
in the following section. Delamination initiates consistently at around 100 N where
maximum load is reached. A typical saw-toothed response in woven composite
laminates can be observed after delamination initiation. The discontinuous crack
propagation is caused by the fibre microstructure which inhibits delamination growth.
This results in a stick-slip load decrease until ultimate failure [5].
High resolution optical images were recorded every two seconds to determine the
crack length. In order to apply TSA in Section 3.3, the top surface of the DCB
sample is analysed which is shown in Figure A.2 in Appendix A.2.1. Findings are
compared to results from optical inspection of one edge of the sample by evaluating
the displacement field by DIC and by tracking the crack length with a printed scale
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Figure 3.9: Load-Displacement curves of analysed composite laminates.
recorded by a 1.3 Mega Pixels DigiTech camera.
Top Surface Analysis (TSA)
According to the sensitivity analysis on TSA input parameters in Appendix A.2.2, the
tolerance to decide if a crack propagates is chosen as δtol = 1e-2 mm. The regression
window is located near the free end of the DCB sample with full width within loc 1 in
Figure 3.7.
Figure 3.10 shows results applying the two direct methods in Section 3.2 where crack
length a and CTOD δ∗ are determined by several inspection methods. Results are
only presented for one of the three tested composite samples in order to focus on
the comparison of the crack length inspection methods and analyses. Table A.2 in
Appendix A.2.3 shows consistently similar results for the other two samples.
Crack growth resistance curves (R-curves) are shown in Figure 3.10 (a) which are
determined by the MBT reduction scheme in Section 3.2. The conventional side
analysis uses a digital camera recording a printed scale on one edge of the DCB sample
to evaluate crack propagation. Crack length by TSA analysis is measured as outlined
in Section 3.3 and shown in Figure A.3 (a) in Appendix A.2.2. Seven sections along the
width of the DCB samples are analysed. SERR GI typically increases before reaching
a constant steady-state value [5]. In Figure 3.10 (a), the two crack length inspection
methods yield similar results. The conventional side analysis estimates slightly lower
GIc at crack initiation which results from a slightly earlier crack initiation at the edge of
the sample as seen in the sensitivity analysis in Appendix A.2.2. TSA gives consistent
resistance estimation in the seven sections along the width.
By applying the J-integral in Section 3.2 and crack length measurement from TSA
in Section 3.3, it is possible to create J − R curves as shown in Figure 3.10 (b).
Experimental data in each section along the width is fitted with a fifth order
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polynomial. It can be seen that values of J reach a plateau after slightly increasing
at initial crack opening.
The findings in Figure 3.10 (a) and (b) are evaluated in Figure 3.10 (c) to illustrate
the distribution of SERR at crack initiation GIc and steady crack growth GI∞ along
the width of the DCB sample. Results are also listed in Table 3.1. MBT data from
conventional side analysis and TSA from Figure 3.10 (a) estimatesGIc at crack initiation
a = 0 and GI∞ at steady crack growth at around 15 mm of crack extension. MBT in
combination with TSA yields a parabolic distribution of GIc. Extrapolated to the edge
of the DCB sample where conventional side analysis is applied, MBT TSA estimates
SERR GMBTIc = 0.4674 N/mm. Steady-state values GI∞ are slighly lower but show a
linear distribution along the width, resulting in GMBTI∞ = 0.5352 N/mm.
By assuming linear elastic deformation, it is J = GI . Therefore Figure 3.10 (b) can
also calculate GI values. Figure 3.10 (c) shows an uniform distribution of GI along the
width for initial and steady crack growth respectively. The linear fit extrapolated to
the edge results in GJIc = 0.3197 N/mm and G
J
I∞ = 0.3744 N/mm.
The conventional side analysis indicated by a cross yields GconvIc = 0.4781 N/mm and
GconvI∞ = 0.5712 N/mm.
Similar results of other symmetric composite laminates can be found in Table A.2 in
Appendix A.2.3.
A traction-separation relation at the crack front was derived in Section 3.2. By fitting
the experimentally found J-integral in Figure 3.10 (b) and plotting it against CTOD δ∗
measured by TSA in Section 3.3, it is possible to evaluate equation (3.2.14)
σ(δ∗) =
∂JR
∂δ∗
.
Results are shown in Figure 3.10 (d). Interfacial stress σ related to CTOD follows
common shapes used in computational modelling. Most delamination processes are
numerically described by a linear or exponential traction-separation relation.
Side-View Analysis
DCB samples are also analysed by applying DIC to one edge of the specimen. Note that
the same conventional side analysis is used on the other edge as described previously.
CTOD is directly evaluated on one edge by analysing normal displacement to the
crack front in ARAMIS. When the displacement at two points on either side of the
delamination front differs, CTOD can be calculated and the crack is assumed to
propagate. By creating several sections equidistantly distributed along the length of
the specimen, it is possible to determine the crack length a.
Figure 3.11 (a) compares the two methods. It is observed that crack propagation
initiates slightly earlier in the DIC side analysis. However, evolution of the crack length
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Figure 3.10: Top Surface Analysis of woven composite laminates and conventional
measurements.
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a almost coincides with the conventional side analysis.
The two resulting R-curves from the MBT reduction scheme are shown in Figure 3.11
(b). SERR GIc at crack initiation is lower in the DIC analysis which can be explained
by earlier initiation in Figure 3.11 (a). Conventional side analysis estimates GconvIc =
0.4255 N/mm, whereas GDICIc = 0.3476 N/mm using DIC to measure crack length and
applying the MBT reduction scheme. The two methods yield similar steady-state SERR
values, resulting in GconvI∞ = 0.5867 N/mm and G
DIC
I∞ = 0.5636 N/mm.
Similar to previous TSA procedure, the J-integral based on crack length measurements
in Figure 3.11 (a) can be used to estimate SERR GIc and GI∞. As summarised in Table
3.1, Figure 3.11 (c) shows a significantly lower initial value GJIc = 0.2963 N/mm,
whereas SERR under steady crack extension GJI∞ = 0.5923 N/mm matches results
using the MBT reduction scheme in Figure 3.11 (b).
Derivation of the traction-separation relation follows the procedure in previous section
on TSA results. Figure 3.11 (d) shows a similar shape with a significantly steeper
decrease compared to TSA results in Figure 3.10 (d).
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(d) Cohesive traction-separation shape.
Figure 3.11: Side-View Analysis in woven composite laminates.
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Discussion
Table 3.1 summarises the previously found results applying TSA, side-view DIC
and conventional (conv) crack length measurements in combination with the MBT
reduction scheme and the J-integral.
Table 3.1: Mode I SERR GI [N/mm] in woven composite laminates.
Method
Top Side
MBT conv MBT TSA J TSA MBT conv MBT DIC J
GIc 0.4781 0.4674 0.3197 0.4255 0.3476 0.2963
GI∞ 0.5712 0.5352 0.3744 0.5867 0.5636 0.5923
In comparison to similar results in literature, slightly higher SERR at crack initiation
GIc are measured here. Sager et al. [5] investigated woven composite laminates
IM7/EPON 862 and estimated GIc = 0.249 N/mm with a comparable reduction
scheme. Similarly, steady-state SERR is GI∞ = 0.459 N/mm which is slightly lower
than the results presented in Table 3.1. Pereira et al. [7] found 0.37 ≤ GIc ≤ 0.41
N/mm in T300/HS 160 REM cross-ply laminates which is close to the initial SERR GIc
in Table 3.1. However, excessive fibre bridging was observed in [7] which resulted in
large steady-state SERRGI∞ ≈ 1.2 N/mm. By comparing initial and steady-state SERR
in Table 3.1, it can be concluded that only a small amount of fibre bridging is present
in the woven composite laminates used here because the values are close together.
This observation matches an optical inspection of videos taken by high-resolution DIC
cameras where no significant fibre bridging could be identified.
The variation in Table 3.1 can be explained by the difference in crack length
measurements and applied methods to calculate SERR GI . The J-integral evaluation
in (3.2.3) yields lower GIc values for top and side-view samples respectively. The MBT
reduction scheme gives a consistent estimation of GIc and GI∞ for all crack length
measurement methods. This indicates that the novel TSA method is valid to measure
crack length and CTOD in DCB samples. It also allows for analysing the distribution
ofGI along the width. A consistently uniform distribution along the width was mostly
found in Figure 3.10 (c).
The traction-separation shape determined by TSA and the J-integral in Figure 3.10 (d)
is commonly used in computational fracture mechanics. However, care has to be taken
in extracting details. This can be seen in the traction-separation relation determined
by TSA in Figure 3.10 (d) and by side-view DIC in Figure 3.11 (d). Although the two
methods give a similar shape, maximum traction σmax and CTOD δ∗ significantly differ.
A higher camera resolution or a microscopic analysis is necessary to accurately predict
CTOD and to derive reasonable values for σmax [22, 44] within an order of magnitude.
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The side-view DIC analysis in Section 3.4.1 uses a higher resolution and hence it
results in higher maximum traction estimation. Note that 30 MPa < σmax < 60 MPa
is commonly implemented in computational delamination modelling [45].
In conclusion, the results derived from the symmetric woven composite laminates
validate the novel crack length inspection method TSA and its application to estimate
SERR GI at crack initiation and steady crack extension. Comparisons to well
established reduction schemes show that similar Mode I interface properties are found.
Consistent SERR GIc and GI∞ values are found for all three tested samples as shown
in Table 3.1 and A.2. This allows for the application of TSA in combination with the
J-integral to estimate SERR values in asymmetric DCB samples.
3.4.2 Asymmetric Hybrid Titanium Composite Laminates
Manufacturing of the Hybrid Titanium Composite Laminates (HTCLs) [Ti/0/90]s DCB
samples is outlined in Chapter 2. Similar to symmetric composite laminates in Section
3.4.1, a 25 µm thin VAC-PAK A6200 ETFE/fluropolymer release film [42] was inserted
in one titanium-composite interface to create a pre-crack. Length and width of the
HTCL samples are L = 150 mm and b = 20 mm. Loading blocks from Section
3.4.1 were attached to the samples. Inserting the pre-crack results in asymmetric,
unbalanced DCB samples with ht = 0.5 mm thick Grade II titanium beams on top and
hb = 0.5 + 0.66 = 1.16 mm thick bottom beams made from one 0.5 mm thick titanium
sheet and 4× 0.165 = 0.66 mm thick G947/M18 composite plies.
The DCB testing procedure and DIC ARAMIS settings in previous Section 3.4.1 were
applied to HTCL samples. However, a 100 N load cell was used as lower load levels
were expected due to dimensions and lower interface strength of HTCL samples.
This was done to increase measurement accuracy of applied opening load P and
displacement δ at the loading blocks. Figure 3.12 shows load-displacement curves of
three tested samples. Delamination initiates and propagates consistently in Sample 1
and 2 indicated by a first sharp load drop, whereas the third sample shows delayed
delamination onset. Differences will be discussed after analysing the three samples.
Top Surface Analysis
In the following, TSA is applied to the J-integral method in HTCLs. It should be noted
that J = G holds only in linear elastic materials [18]. Furthermore, asymmetry in
the DCB samples could lead to a mixed-mode crack opening. Hence, strain energy
release rates G are derived from the J-integral under the assumption of linear elastic
deformation.
A finite element study in Section 3.5 will further identify if mixed-mode crack
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Figure 3.12: Load-Displacement curve of three HTCL samples.
opening occurs and if the assumption of linear elasticity is valid. Note that SERR
in the following DCB tests will be denoted by G until mixed-mode crack opening is
investigated.
Figure 3.13 to 3.15 show J −R curves derived from the J-integral in combination with
crack length measurements by TSA in Section 3.3 respectively. Thickness ht and hb of
each top and bottom layer was individually measured after testing. Young’s modulus
Et and Eb in top and bottom beam were then calculated by simple rule of mixture.
Table 3.3 lists relevant moduli for Grade II titanium and G947/M18 composite plies.
Results are used to evaluate the J-integral in (3.2.12).
Similar to composite laminates in Section 3.4.1, SERR at crack initiation Gc and at
steady crack growth G∞ are derived from J −R curves. Analysis of the three samples
show uniform distribution along the width of the DCB samples. Sample 1 yields
G1c = 0.1399 N/mm and G1∞ = 0.1843 N/mm. Note that crack length was only
measured up to around 7 mm due to instability issues in ARAMIS. A low initial SERR
G2c = 0.0666 N/mm and steady-state G2∞ = 0.1415 N/mm are calculated in Sample 2.
Considering the total opening load-displacement response in Figure 3.12 with delayed
delamination initiation in Sample 3, high interface toughness G3c = 0.2924 N/mm and
G3∞ = 0.3792 N/mm is measured. Findings are summarised in Table 3.2 where SERR
values for each sample are averaged along the width.
Derivation of the traction-separation relation in Figure 3.16 follows the same procedure
outlined in Section 3.2 and previous Section 3.4.1. Traction-separation curves follow a
consistent shape up to complete separation at around δ∗ = 0.4 mm.
Discussion
Table 3.2 lists strain energy release rates G found by applying the J-integral in
combination with TSA in Figure 3.13 - 3.15.
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Figure 3.13: HTCL Sample 1.
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Figure 3.14: HTCL Sample 2.
Table 3.2: Strain energy release rates G [N/mm] in HTCL.
Gc G∞
Sample 1 0.1399 0.1843
Sample 2 0.0666 0.1415
Sample 3 0.2924 0.3792
Average 0.1663 0.2350
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Figure 3.15: HTCL Sample 3.
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Figure 3.16: Cohesive traction-separation shape of HTCL Sample 1 in each of seven
sections (green).
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There is only a limited number of data available in literature to compare the findings
in Table 3.2. Fink et al. [12] found GIc = 0.179 N/mm and GIIc = 0.363 N/mm in
almost symmetric, balanced HTCL samples made from unidirectional M40-J/CYCOM
977-2 composite plies and metastable β titanium alloy Ti-15V-3Cr-3Sn-3Al sheets.
Recently, Nguyen et al. [13] studied interfaces in asymmetric DCB HTCL samples
which were laid up from unidirectional T700 carbon/epoxy plies and Ti-6Al-4V
titanium sheets such that the bending stiffness equals on both sides of the debonding
path. In combination with the MBT reduction scheme, SERR was found to be
GIc = 0.190 N/mm. However, a post-fracture surface analysis showed that
delamination migration into the composite plies occurred [13] which would question
the results. Moreover, a very high steady-state SERR GI∞ ≥ 1.1 N/mm indicates that
fibre bridging was present. Hence calculated interface properties may result from
interlaminar delamination within composite plies.
The variation of the SERR values in Table 3.2 can be explained by the different
opening load-displacement responses of the three samples in Figure 3.12. Uncertainties
resulting from inconsistent alignment of the loading blocks can lead to differing load
transfers from the block to the DCB sample. Thus lowest SERR values were expected
for Sample 2 as it showed the lowest maximum load. The stiffer load-response in
Sample 3 and hence higher SERR estimation may result from some stiffening effects
in the interface. A post-test surface analysis in Figure 3.17 shows significantly more
CFRP patches on the upper titanium ply compared to Sample 1 and 2.
Figure 3.17: Post-testing surface inspection of three tested HTCL samples. CFRP
patches on titanium surface visible in all specimens. Sample 3 shows significantly
more CFRP remains which may explain higher SERR values.
Considering the average SERR value of the three samples and a slight underestimation
of the J-integral method observed in Section 3.4.1, the results are in line with literature
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data mentioned above.
Overall, the presented TSA in combination with the J-integral is an effective method to
estimate SERR even in thin asymmetric, unbalanced DCB samples where challenging
side-view crack length measurements and complex reduction schemes are required.
If mixed-mode crack opening is not present and if the assumption of linear elasticity is
valid, it can be concluded that SERR values G = GI in Table 3.2.
The following computational study investigates the two assumptions to verify this
conclusion and numerical results are compared to findings in this section.
3.5 Virtual Crack Closure Technique
3.5.1 Formulation
The Virtual Crack Closure Technique (VCCT) is a popular computational tool within
the Finite Element Method (FEM) to predict and characterise interfacial failure in
laminated structures such as pure composite laminates or HTCLs. It was initially
formulated by Rybicki and Kanninen [46] in the late seventies to evaluate stress
intensity factors in DCB test samples.
Considering a DCB specimen in Figure 3.2 of width b and with initial crack length a0,
VCCT method requires a small crack extension ∆a and it assumes that the dissipated
energy due to crack growth is identical to the work required to close the crack [33].
Figure 3.18 illustrates a discretised part of a DCB specimen with opening displacement
dz. Mode I SERR GI is calculated in two steps. First, pairs of nodes with identical
coordinates along the crack path are inserted to model crack opening as illustrated
in Figure 3.18 (a). Initially the nodes coincide. When the imposed load reaches a
threshold, the coupled nodes at the crack tip are released and the crack extends one
element length ∆a.
In the second step, Mode I SERR GI can then be calculated by evaluating the force at
the current crack tip at node 2 and the displacement at the released nodes 1 and 1′.
Figure 3.18 (b) shows forces at the current crack tip and relevant displacements.
Analytically, GI is
GI =
1
2b∆a
n∑
i=1
Fy2i (v1i − v1′i) (3.5.1)
with vertical forces Fy2i at the current crack tip, vertical displacements v1i and v1′i at
released nodes and the number of nodes n along the crack front.
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(a) Step 1 (b) Step 2
Figure 3.18: Illustration of three dimensional VCCT method, adapted from [33].
3.5.2 Finite Element Modelling
VCCT in asymmetric DCB samples has been applied to study mixed-mode crack
opening in composite laminates [32, 33, 34, 35]. The two assumptions made in previous
Section 3.4.2 to derive SERR values are verified. Furthermore, numerical results are
compared to experimental findings in Figure 3.12 - 3.15.
DCB HTCL samples [Ti/0/90]s are implemented at the mesoscale level in Abaqus 6.13
[47]. Figure 3.19 shows a deformed finite element model of length L = 150 mm and
width b = 20 mm. 0.5 mm thick titanium (grey) and 0.166 mm thick composite plies
(green) are modelled by means of C3D8R three dimensional hexahedral continuum
solid elements with eight nodes and reduced integration. Two through-thickness
elements are used in each titanium sheet. A gradually refined mesh towards the initial
crack tip is defined with maximum element size 1.5 mm× 1.0 mm away from the crack
front and minimum element size 0.2 mm × 1.0 mm at the initial location of the crack
tip in x− y coordinates. This results in 51513 nodes and 35520 elements.
Titanium is modelled as linear elastic isotropic material with elastic properties found
in Chapter 2, whereas CFRP plies are modelled as elastic orthotropic by engineering
constants in Table 3.3.
The lower titanium-CFRP interface in Figure 3.19 is perfectly bonded by tie constraints,
whereas the upper interface is modelled by means of the built-in ’Debonding using
VCCT’ function and surface-to-surface contact with initially bonded nodes behind
the crack tip and uniform clearance of 1e-8 mm. A VCCT fracture criterion with
critical SERR GIIc = GIIIc = 0.363 N/mm found by Fink et al. [12] and
discussed in experimental HTCL results in Section 3.4.2 is applied. By default,
a Benzeggagh-Kenane (BK) mixed-mode failure criterion [49] with mixed-mode
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Table 3.3: HTCL input parameters.
Density (kg/mm3) ρCFRP = 1.22x10−6
ρTi = 4.5x10−6
G947/M18 CFRP properties [48]
E11 (GPa) E22 = E33 (GPa) G12 = G13 (GPa) G23 (GPa) ν12 = ν13 ν23
97.6 8.0 3.1 2.7 0.37 0.5
Grade II titanium
ETi (GPa) νTi
97.7 0.37
Thickness (mm) tCFRP = 0.165
tTi = 0.5
parameter η = 1.75 is used to model delamination propagation. A parametric study
on the critical SERR in Mode I GIc follows.
Figure 3.19: FE mesh and illustration of applied loading.
Based on the experimental load-displacement data in Figure 3.12, a prescribed total
opening displacement dz = 30 mm is applied to the DCB sample as indicated in Figure
3.19.
In order to achieve reliable and efficient convergence, several settings need
adjustments. The NLGEOM is enabled to allow for geometrically nonlinear
deformation. The default increment settings are modified to a small initial increment
size of 0.001 and a maximum size of 0.01. The interaction option ’unstable crack
propagation’ allows for debonding of multiple nodes within one increment and for a
variation of SERR along the crack front up to a default tolerance of ±0.2. Furthermore,
’vcct linear scaling’ helps to significantly speed up computation time by immediately
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progressing to a time step where debonding is expected.
3.5.3 Results
Figure 3.20 shows a parametric study on critical SERR in Mode I GIc. Due to the
variation of experimental data (grey area), a wide range of values is investigated
0.12 N/mm ≤ GIc ≤ 0.29 N/mm. The initial linear increase in the load-displacement
curves in Figure 3.20 (a) indicates a valid choice of material parameters and modelling
in Table 3.3 and Figure 3.19. SERR is evaluated at the crack tip according to (3.5.1).
When GI reaches the critical SERR GIc, debonding occurs and the crack propagates.
Debonding initiation in numerical results can be observed by sharp load drops. As
expected, high SERR values lead to higher maximum opening loads. Figure 3.20 (b)
compares the distribution of GI along the width of the DCB sample at crack initiation.
Sample 1 and 3 agree with load-displacement data. VCCT simulation with GIc = 0.14
N/mm covers the load response of Sample 1 well. The TSA J-integral method in
Section 3.4.1 estimates G1c = 0.1399 N/mm. Similarly, the load response in Sample 3
lies in between numerical prediction with GIc = 0.27 N/mm and GIc = 0.29 N/mm.
Experimental analysis yields G3c = 0.2924 N/mm. Figure 3.20 (b) also shows that the
TSA J-integral method underestimatesGIc in Sample 2. A comparison of experimental
and numerical load-displacement data indicates GIc = 0.12 N/mm, whereas SERR
values G2c visualised by squares are less than 0.1 N/mm in Figure 3.20 (b).
Note that the distribution of numerically found GI at crack initiation slightly differs
from the corresponding critical SERR GIc. Implementation of the BK mixed-mode
failure criterion results in higher SERR values at crack initiation.
The numerical load-displacement data in Figure 3.20 (a) also shows a constant load
level at elevated opening displacements whereas load levels decrease in experimental
curves. This can be explained by micro-mechanical effects which can lead to
stress concentrations at the crack front, similar to the previously described stick-slip
behaviour in woven composite laminates in Section 3.4.1. Modelling on mesoscale
level does not consider such effects.
Overall, the numerical analysis confirms experimental findings by TSA in Table 3.2.
It further allows for a comparison of experimental and numerical distribution of GI
along the width. This is usually done by simulations only as common experimental
techniques do not analyse the top surface of DCB samples.
In order to apply TSA in combination with the J-integral in Section 3.4.2, two
assumptions were made:
• there is no significant mixed-mode crack opening,
• HTCL DCB samples deform linear elastically to conclude J = G.
3.6. SUMMARY & CONCLUSION 63
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Figure 3.20: Parametric study on GIc using VCCT analysis.
Figure 3.21 (a) investigates mixed-mode crack opening. It shows the ratio of SERR
with respect to the opening mode to total SERR at debonding initiation along the
width of the DCB sample. Mixed-mode crack opening only occurs due to edge effects
which is commonly observed in DCB tests using VCCT [32]. Mode I opening clearly
dominates and pure crack opening can be observed away from edges. Note that low
critical SERR in Mode II and III GIIc = GIIIc = 0.363 N/mm in the titanium-composite
interface are used in this VCCT model based on experimental studies by Fink et al.
[12]. Therefore, Figure 3.21 (a) represents a conservative mixed-mode crack opening
analysis. In composite laminates, higher values for GIIc and GIIIc of around 1 N/mm
are commonly found [45, 50].
In Chapter 2, yield stress of Grade II titanium was found to be σy = 349.02 MPa.
Figure 3.21 (b) shows the maximum principal stress in titanium sheets of the DCB
sample for a VCCT simulation with GIc = 0.27 N/mm. The load-displacement curves
in Figure 3.20 (a) show that maximum experimental load is numerically achieved by
VCCT simulation with GIc ≤ 0.27 N/mm. Stress does not exceed σy which justifies the
assumption of linear elasticity in Section 3.4.2.
Hence, pure crack opening under linear elastic conditions can be concluded.
Consequently,G = GI in asymmetric HTCL DCB samples in Figure 3.13-3.15 and Table
3.2.
3.6 Summary & Conclusion
This chapter presents a novel Top Surface Analysis (TSA) technique using Digital
Image Correlation (DIC) to characterise Mode I interface properties in Double
Cantilever Beam (DCB) specimens.
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Figure 3.21: Numerical analysis to justify assumptions made by TSA and J-integral.
First, two direct methods were presented to quantify strain energy release rates
(SERR) in symmetric, balanced DCB samples: MBT reduction scheme and the
J-integral. The latter was further extended to evaluate Mode I SERR in asymmetric,
unbalanced specimens. The novel TSA measures crack length and Crack Tip
Opening Displacement (CTOD). The method was applied to symmetric, balanced
composite laminates. A study compared TSA to conventional SERR evaluation
methods and it concluded that TSA yields similar Mode I SERR. It is possible to
identify traction-separation relations in the interface which is commonly used to
numerically predict fracture behaviour. Moreover, TSA quantified interface properties
in asymmetric, unbalanced HTCL samples. Results agree with existing literature
data from similar compositions. A computational study using VCCT confirmed the
experimental findings and justified assumptions made by TSA in order to calculate
SERR GI in HTCLs.
The described TSA offers various advantages. Unlike commonly used methods
recording DCB samples from the side, TSA allows for continuous DIC measurement
of the displacement field. Side-view methods record fractured speckle patterns which
leads to incomplete or failed pattern recognition in DIC. Furthermore, it is possible
to simultaneously measure crack length and CTOD even in thin, asymmetric and
unbalanced DCB samples such as the tested HTCL [Ti/0/90]s. Combined with the
J-integral method, TSA is able to effectively identify SERR under the assumption
of pure opening and linear elastic deformation. A VCCT analysis prior testing
can investigate if mixed-mode crack opening and linear inelastic deformation occur.
Additionally, TSA yields the distribution of SERR along the width of the DCB sample
which is commonly achieved in computational studies. Numerical predictions can be
compared to these experimental results by TSA and eventually corrected to implement
nonlinear SERR distribution if needed as seen in Figure 3.10 (c).
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It is also demonstrated that the determination of a complete traction-separation
relation with approximate values for initial stiffness, maximum stress and maximum
CTOD that can be used in numerical analyses, requires high resolution or microscopic
analysis techniques to measure deformation in the vicinity of the initial crack tip [44].
However, TSA is able to estimate the shape of the traction-separation relation which is
typically linear or exponentially decreasing.
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Chapter 4
Drop-Weight Low Velocity Impact
Response of Hybrid Titanium
Composite Laminates
Outline
Compared to composite laminates, Fibre Metal Laminates (FMLs) show superior
impact behaviour which led for instance to the application of GLARE to parts of the
upper fuselage for Airbus A380 aircraft.
An experimental and numerical study on low velocity impact responses on [Ti/0/90]s
Hybrid Titanium Composite Laminates (HTCLs) is presented.
Different energy levels from 10 J to 40 J are investigated using a drop-weight
instrument and post-impact inspection. Based on Continuum Damage Mechanics
(CDM), an explicit finite element implementation provides a detailed analysis of
impact response in composite and titanium layers respectively. It accounts for
interfacial debonding, progressive failure in composite plies and elastic-plastic
deformation in titanium.
The main failure modes are experimentally and numerically found to be debonding
between titanium and composite, matrix cracking and interlaminar delamination.
The principal energy-absorbing mechanism is plastic dissipation of the two titanium
sheets. A novel numerical model is developed and it is shown that it is able to
effectively predict the overall impact response and major failure modes with good
accuracy.
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4.1 Introduction
In aerospace applications, high velocity impact due to bird strikes and the Low Velocity
Impact (LVI) response caused by tool drop or runway debris are of general concern
to ensure long and safe service life with minimum maintenance [1, 2]. LVI events
in composite structures can cause Barely Visible Impact Damage (BVID) which is
difficult to inspect and which can lead to catastrophic failure. Under these loading
conditions, outer ductile metal layers in Fibre Metal Laminates (FMLs) absorb most of
the energy as plastic work [3]. Therefore, FMLs show superior impact performance
to pure composite laminates [4]. Numerous experimental studies investigate impact
responses of GLARE [1, 3, 5]. For instance, Liu et al. [1] compare different stacking
sequences of aluminium and composite layers and identify damage events such as
delamination, matrix cracking and fibre breakage. Bernhardt et al. [6] compare
HTCL samples with thin titanium sheets (0.13 mm thickness) to traditional composites.
HTCLs show better impact resistance with a smaller damage zone. Cortes et al. [7]
consider different stacking sequences containing an additional thin titanium β alloy
sheet (0.14 mm thickness) in the middle of the laminate for low and high velocity
impact tests. Experimental results compare woven and cross-ply laminates. HTCLs
with cross-ply core show better impact properties in LVI with energy levels from 2 J up
to 10 J.
Computational Modelling
Laminates are typically modelled at the mesoscale level. With increase of
computational power, the complexity of LVI can be more and more reproduced by
taking into account all failure modes and their interaction. Interlaminar damage is
mainly modelled by means of cohesive elements. Gonzalez et al. [8] discuss different
modelling strategies using cohesive elements in regular and non-regular meshes or
using surface-based cohesive interactions. By using non-zero thickness cohesive
elements in an user-defined material subroutine VUMAT, simulated LVI responses
agree well with experimental findings in [454/04/ − 454/904]s and [452/02/ − 452/902]s
composite laminates respectively. Perillo et al. [9] investigate thick glass fibre
composites numerically. Interfaces are represented by the cohesive damage model of
Camanho [10] which is available in the commercial software Abaqus. Furthermore,
Continuum Damage Mechanics (CDM) models such as Puck’s failure criterion for
matrix cracking [11] and Hashin’s theory for fibre failure [12] are implemented
in a material subroutine. The model predicts impact responses well for energy
levels ranging from 22.70 - 68.25 J. However, recent LVI simulations require a huge
computational effort. Parallelisation in cluster computation is typically used. Models
run up to fifteen days on 24 CPUs [8] or more recently 48 hours on 32 CPUs [9].
Compared to LVI simulations for composite laminates, HTCL simulations are less
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frequent in literature. Nakatani et al. [13] investigate [Ti/03/903]s laminates
experimentally and numerically. Simulations in Abaqus at low energy levels at around
5 J predict the impact response well.
Outline
In this chapter, low cost and high effective modelling tools and techniques for
general applications are developed. It contributes in particular to the scientific
understanding of LVI phenomena of FMLs by relating experimentally observed and
simulated damage evolution with physical mechanisms. Most of the literature
available about impact behaviour of FMLs study aluminium structures such as
GLARE. Computationally challenging high energy impact simulations on HTCLs are
rare and need more research. Therefore, the low velocity impact response of HTCL is
experimentally and numerically studied. Models run on a conventional computer for
no longer than one day.
After the description and presentation of drop-weight test results, simulations
are compared to experimental findings. Energy dissipation events due to plastic
deformation and composite failure are numerically quantified and studied in detail.
Their evolution and interaction explain the impact response as well as material failure
behaviour. Recommendations to further improve the numerical modelling conclude
this chapter.
4.2 Drop-Weight Impact Test
Manufacturing of HTCL drop-weight impact samples follows the description in
Section 2.2. However, an in-house drop-weight test frame requires 300 × 300 mm2
[Ti/0/90]s samples made from 0.5 mm thick Grade II titanium sheets and unidirectional
G947/M18 CFRP plies. Compared to previously produced HTCLs in Chapter 2 using
about a quarter of that size, upscaling increases processing time in NaOH anodisation
due to increased load.
Low velocity impact tests are conducted using an in-house drop-weight test frame
with rebound brake system to avoid multiple strikes. Two guide rails channel a
falling weight of 3.0223 kg. The test set-up is shown in Figure 4.1. Attached to the
falling weight, a hemispherical steel head (Dytran 1050V6) with a diameter of 25.4
mm is connected to a Tektronix TDS 420A Oscilloscope through a dynamic load cell
to measure impact force-time history. Different energy levels are achieved by varying
height H0, whereas the impactor mass is kept constant. Impact velocity is recorded by
two-gate laser measurements just before impact. Test samples are fixed on a wooden
frame support by eight clamps as shown in Figure 4.1.
Impact energy is varied in 10 J increments up to 40 J. Figure 4.2 compares force-time
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Figure 4.1: Drop-weight test frame.
histories for different energy levels. Short drops or non-smooth parts in the force
response indicate damage events such as debonding, delamination, fibre breakage or
matrix failure, or boundary effects. The force response is characterised by a bilinear
increase up to the first significant drop 1© at around 3 ms. The second significant
drop 2© in Figure 4.2 (a) coincides with the maximum force which corresponds to
the time when the impactor reverses. Therefore the third peak 3© can be interpreted
as pure boundary effects in the unloading phase. The intensity of these three peaks
increases with increasing impact energy. Physical mechanisms causing the first drop
1© are less intuitive compared to the other two characteristic events 2© and 3©. This
issue is addressed in the next section. A computational study on failure modes will
identify and quantify damage events related to that first drop in force response as well
as overall characteristic features of experimental measurements.
Force-time data in Figure 4.2 (a) is integrated according to ASTM D7136 such that the
absorbed energy Ea(t) at time t is given by
Ea(t) =
m(v2i − v(t)2)
2
+mgδ(t) (4.2.1)
where vi =
√
2gH0 is the initial impactor velocity, m impactor mass and g gravitational
acceleration. Velocity v(t) at time t is
v(t) = vi + gt−
∫ t
0
F (t)
m
dt (4.2.2)
with the measured force F (t). The impactor displacement δ(t) at time t is given by
δ(t) = vit+
gt2
2
−
∫ t
0
(∫ t
0
F (t)
m
dt
)
. (4.2.3)
Total energy in Figure 4.2 (b) is calculated by (4.2.1). After reaching maximum force,
the energy drops to a constant value. As indicated in Figure 4.2 (c), this means that
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rebound occurs in all cases. The constant value at the end of the test corresponds
to total absorbed energy. The ratio of absorbed and initial impact energy is shown
in Figure 4.2 (d). The graph implies an increase of absorbed energy which indicates
more energy is dissipated. Considering HTCL samples, the dissipated energy is caused
by plastic deformation in titanium and interlaminar and intralaminar damage in the
composite and titanium-composite interface.
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Figure 4.2: Comparison of tested HTCLs subjected to different energy levels.
Failure Inspection
Some of the tested HTCL samples were sectioned through the impact location to
inspect failure modes. This was necessary because imaging by non-destructive
ultrasonic pulse-echo C-Scan testing using an Olympus OmniScan MX2 flaw detector
with a 5 MHz universal phased array probe was not successful due to the small
thickness dimensions of the individual constituents and the overall samples. Figure
4.3 shows the cross section of a sample subjected to 40 J. Failure inspection yields
similar typical damage modes compared to tensile tested HTCL samples in Section
2.3.2. A significantly debonded area 1© is visible between the bottom titanium sheet
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and composite laminate. The length is approximately 20 mm. Moreover, all typical
failure modes in impacted composite laminates such as interlaminar delamination,
matrix failure and fibre breakage can be observed. In the central part of the cross
section, two oblique through-thickness matrix cracks in the two 90◦ layers 2© exist and
initiate interlaminar delamination 3©. Additionally, fibres fail in the lower 0◦ layer
4©. It can be concluded that tension due to bending in the lower part of the sample
causes more damage compared to compression in the upper part. These phenomena
can also be found in other FMLs. GLARE 5-2/1 resembles the tested HTCL in terms
of thickness and stacking. It is 1.562 mm thick and it consists of two aluminium layers
and glass-reinforced epoxy prepreg with 0◦/90◦/90◦/0◦ fibre orientation. Impacted to
12.7 J, Wu [5] identifies similar failure modes such as debonding around the point
of impact and 45◦ inclined matrix cracks propagating into interlaminar delamination
between the glass-fibre reinforced composite plies.
Figure 4.3: Optical failure inspection of HTCL sample subjected to 40 J.
4.3 Computational Study
HTCL samples are modelled on the mesoscale which is described by single layers of
composite plies and titanium and interlaminar interfaces. Composites incorporate ply
failure whereas titanium layers undergo plastic deformation. Damage in the interface
is captured by a cohesive formulation.
Continuum Damage Mechanics in Composite Plies
Within the framework of Continuum Damage Mechanics (CDM), the ply
complementary free energy ψ, neglecting temperature and moisture effects, in
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laminated composites can be formulated as
ψ(ε, d) =
1
2
ε · C · ε
= (1− d) 1
2
ε · C0 · ε︸ ︷︷ ︸
=ψ0(ε)
. (4.3.1)
where C0 is the undamaged initial stiffness, d a single scalar damage variable and ε is
the strain.
The dissipated energy D is given by
D = σ · ε˙− ψ˙. (4.3.2)
To ensure positiveness of the dissipated energy, it is D ≥ 0 which gives
(σ − ∂εψ) · ε˙− ∂dψd˙ ≥ 0. (4.3.3)
Since (4.3.3) holds for arbitrary ε˙, it is
σ = ∂εψ = (1− d)C0 · ε. (4.3.4)
As seen in (4.3.1), the modified stiffness due to damage is given by
C = (1− d)C0 (4.3.5)
Furthermore, (4.3.3) implies that
−∂dψd˙ = ψ0(ε)d˙ ≥ 0 (4.3.6)
which implies that d˙ ≥ 0 as ψ0(ε) ≥ 0. Damage is therefore monotonically increasing,
no material healing is considered.
In context of composite laminates, six different scalar damage variable di, i = 1, . . . , 6
are considered to describe stiffness degradation in longitudinal (fibre), in transverse
(matrix) direction and in mixed-mode behaviour such that (4.3.5) becomes
C = (I − d¯)C0 (4.3.7)
with identity tensor I and diagonal d¯ such that d¯ii = di and 0 ≤ di ≤ 1, i = 1, . . . , 6.
The initial stiffness C0 is implemented as orthotropic linear elastic with an associated
damage initiation and evolution law for di, i = 1, . . . , 6.
Titanium is modelled as isotropic linear elastic with associated plastic flow using a
Von Mises yield surface with isotropic hardening according to experimental material
characterisation of tensile tested Grade II titanium in Chapter 2 as shown in Figure
2.10.
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Damage Activation and Evolution
A damage activation function for a failure mode N is [14]
FN = φN − rN ≤ 0. (4.3.8)
φN to a corresponding failure mode N is a function of elastic and strength properties.
The internal variable rN is related to the damage variable dN . When material is
undamaged, rN equals one. Once damage initiates, rN increases monotonically such
that [14]
rN = max
(
1,max
s=0,t
(φN)
)
. (4.3.9)
In order to evaluate the damage variable dN , a relation between dN and internal
variable rN is established. The variable dN increases continuously with a simple
exponential damage evolution such that [15]
dN = 1− exp
(
1
m
(1− rmN )
)
(4.3.10)
where m is a material constant for softening behaviour.
A more advanced model [8, 14, 16] uses critical energy release rates in conjunction with
Bazant’s crack band theory [17, 18] in order to introduce mesh independent damage
evolution by exponential softening. In contrast to the simple approach in (4.3.10), the
advanced model allows for complex loading such as tension-compression reversals
[14]. Experimental impact responses in Figure 4.2 (a) are monotonically increasing up
to failure initiation and hence tension-compression is neglected here.
Failure Criteria in Composites
The World Wide Failure Exercice (WWFE-I and WWFE-II) investigated different failure
theories about damage onset and evolution for typical failure modes in composites
such as delamination, matrix cracking or fibre breakage in two and three dimensional
problems. Global failure criteria such as Tsai-Wu [19] do not distinguish between
different failure modes. Phenomenological criteria such as Hashin [12] or Puck [11]
however describe each failure mode individually. CDM models such as Matzenmiller
[15] or Maimi [14] include degradation functions to incorporate smooth damage
evolution as seen in (4.3.10).
Here, four different failure criteria with and without degradation functions are
assessed. These are: (1) Hashin, (2) Puck, (3) Tsai-Wu and (4) Maximum stress criterion.
A summary of the main equations for each model is presented in Appendix A.3. As
seen in Figure 4.3, matrix cracking is the major failure mode inside the fibre reinforced
composite. This will be further discussed in detail in Section 4.4.
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Delamination/Debonding
The Cohesive Zone Method (CZM) concept is well established for modelling
interlaminar delamination in composites or debonding between two dissimilar
materials. With this technique, the bonded interface is modelled with cohesive
elements that capture its initial loading, initiation of damage, and the propagation
of damage leading to eventual failure. The behaviour of the interface prior to
initiation of damage is described as linear elastic in terms of a penalty stiffness using
a traction-separation based model which relates applied cohesive traction τ to a
displacement jump ∆ [20]:
τi = (1− d)Dij∆j − dDijδ3j〈−∆3〉, (4.3.11)
with diagonal stiffness tensor D = diag(K), where K is a scalar penalty stiffness.
The second term prevents interpenetration in through-thickness direction by contact.
δij is the Kronecker delta and 〈x〉 = 12 (x+ |x|) are Macaulay brackets. In order to
describe the damage variable d, a specific law for damage onset and evolution needs
to be defined. Information about implementation and applied criteria follows in next
section. In addition, CZM is thoroughly described and formulated in Chapter 5.
Finite Element Model
Figure 4.4: Boundary conditions and meshing applied to HTCL sample and impactor
in the FE model. Only half of the model is shown. Simulations are performed on full
model since failure is mostly expected in the centre of the plate.
HTCL samples are modelled in Abaqus/Explicit 6.11 [21]. Figure 4.4 shows half of the
FE model including impactor, boundary conditions and mesh size. Around the central
impact, a refined mesh of 2.5 mm x 2.5 mm is defined. Outside this region, the mesh is
significantly coarser. In order to reproduce the experimental setup realistically, nodes
at the bottom edge are restrained to model the wooden frame base support. Fully
restrained nodes at the position of the eight clamps around the sample are applied.
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Furthermore, motion of the rigid impactor is governed by a single reference point by
specifying impact velocity and restriction to out-of-plane movement. Friction between
steel impactor and upper titanium plate is set to 0.33. Gravity is applied to the entire
model.
Table 4.1: Grade II titanium properties.
Density ρ = 4.5x10−6 kg/mm3
Elastic Properties E =97.7 GPa, ν =0.37
Yield strength σy = 349.02 MPa
Interface Ti/Comp [22] GIc = 0.179 N/mm
GIIc = 0.363 N/mm
Ply thickness tTi = 0.5 mm
Table 4.2: G947/M18 carbon/epoxy unidirectional properties.
Density [23] ρ = 1.22x10−6 kg/mm3
Elastic Properties [24]
E11 (GPa) E22 = E33 (GPa) G12 = G13 (GPa) G23 (GPa) ν12 = ν13 ν23
97.6 8.0 3.1 2.7 0.37 0.5
Strength [23]
XT (MPa) XC (MPa) YT (MPa) YC (MPa) SL (MPa)
1750 1500 55 220 95
Fracture Properties [25]
GIc (N/mm) GIIc (N/mm)
0.25 0.50
Ply thickness tCF = 0.165 mm
All titanium and composite layers are modelled by means of C3D8R three dimensional
hexahedral continuum solid elements with eight nodes and reduced integration.
Enhanced Hourglass Control and Distortion Control with length ratio 0.05 are
activated. These features prevent instability problems and excessive distortion.
Experimentally determined elastic properties of Grade II titanium in Section 2.3.1 are
used to model titanium sheets. Figure 2.10 in Chapter 2 gives tabular input data to
govern plastic yielding with isotropic hardening. Material parameters are summarised
in Table 4.1 with additional density and Mode I and Mode II titanium-composite
interface properties [22]. Composite plies are modelled as elastic orthotropic using
engineering constants taken from Table 4.2. Criteria for matrix and fibre failure are
implemented in an user-defined Fortran material subroutine VUMAT. Furthermore,
damage evolution in (4.3.10) is considered and user-defined elements are removed
when a damage variable dN reaches the value 0.95 using the element deletion option
in Abaqus to further mitigate the effect of sudden element distortion. The residual
stiffness in corresponding active damage mode is then 5% of the initial stiffness
component to improve numerical stability.
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Cohesive elements determine the analysis runtime. According to the Courant
condition, stable time increments decrease due to zero thickness elements [8]. In order
to reduce computational cost, cohesive interface elements are only applied between
titanium and composite layers to model debonding. Interfacial fracture properties in
Table 4.1 and Table 4.2 as well as damage inspection in Figure 4.3 show that decohesion
in this interface is dominant as it is weaker compared to interlaminar failure in
composites. Therefore, fracture properties in Table 4.2 are neglected. COH3D8 zero
thickness elements model the titanium-composite interface. The Top Surface Analysis
(TSA) on [Ti/0/90]s HTCLs in Section 3.4.2 determined an average Mode I critical strain
energy release rate (SERR) of GIc = 0.166 N/mm. As also outlined in Chapter 3,
TSA in combination with the J-integral yields slightly lower SERR values compared
to well-established conventional techniques. It was therefore decided to use Mode I
and Mode II titanium-composite interface data in Table 4.1 from Fink et al. [22]. To
reduce distortion, cohesive elements are removed without any residual strength when
the scalar damage variable d in (4.3.11) reaches the value 0.9. An estimation for the
initial penalty stiffness K of a symmetric laminate is given by [26]
K =
αE3
t
(4.3.12)
where t is the thickness of a sublaminate and E3 is the through-thickness Young’s
modulus. α  1 is a material parameter. Turon [26] states that for α ≥ 50, sufficient
accuracy for most problems is achieved. With half the thickness of the HTCL sample
t = 0.83 mm and α = 50, the initial stiffness of the interface is implemented as
K = 6.89× 105 N/mm3. Degradation in the cohesive element initiates from maximum
cohesive traction τmax = 30 MPa in (4.3.11). The choice of τmax has little effect on
the decohesion behaviour [27] which is mostly governed by fracture energies GIc
and GIIc in Mode I and Mode II in Table 4.1 respectively. A linear softening with
Benzeggagh-Kenane (BK) [28] mixed mode behaviour and mixed mode parameter
η is chosen as well as an appropriate viscosity coefficient to stabilise the solution
procedure. A typical value for the mixed mode parameter in brittle epoxy resin such
as M18 is η = 1.75 [10].
4.4 Results & Comparisons
The FE models run on a single core, single processor. The entire analysis runtime for
each model is about 20 hours. In the following, further simplifications on damage
evolution and choice of failure criteria in composites are discussed.
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m-parametric study
Hashin’s failure criteria are used to investigate damage evolution according to
equation (4.3.10) with maximum damage variable dN = 0.95. A parametric study on
the material parameter m in Figure 4.5 (a) shows only little influence on the overall
impact response. Similar behaviour is predicted for m = 1, 5, 10. Evolution softens
material degradation in composite plies. As can be seen in Figure 4.5 (a), damage
for small values of m is initiated later which is indicated by small variations in the
force response. Moreover, it gives slightly higher maximum force predictions as less
elements are deleted from the mesh due to a softer damage evolution. The parametric
study leads to a simple evolution where the damage variable dN is instantaneously
0.95 at damage initiation
dN =
{
0, FN < 0
0.95, FN = 0.
(4.4.1)
Figure 4.5 (b) shows damage evolution for different values of m. High values
approximate the implementation with instant damage in (4.4.1). It should be noted that
this conclusion holds for maximum damage variable dN = 0.95 in equation (4.3.10).
This approximation can also be seen in the force response, where the model m = 10
almost matches the prediction of instant damage evolution.
Note that Matzenmiller’s degradation functions in (4.3.10) were first applied to impact
simulations in [29] where the effect of the m-parameter was investigated.
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Figure 4.5: Numerical investigation of damage evolution in composite plies.
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Failure Criteria
Figure 4.6 shows numerical results for impact energy ranging from 10 J to 40 J. The
simplified instant damage evolution in (4.4.1) is used. Figure 4.6 (a) includes different
failure criteria which are compared to experimental results. Hashin and Puck include
criteria for fibre and matrix failure in tension and compression respectively, whereas
Tsai-Wu combines all failure modes to a global criterion. Each criterion is presented in
detail in Appendix A.3. It can be observed that all implemented failure criteria give
very similar responses. When impacting, σ22  σi, i = 33, 12, 13, 23 and σ11  Xj ,
j = T,C which will also be observed in the following failure analysis in Figure 4.8
(a). Therefore, it becomes obvious that matrix failure is the dominant failure type.
All tensile matrix failure criteria mentioned in Section 4.3 and Appendix A.3 reduce
to a simple maximum stress criterion without any significant alterations in the overall
response prediction. In the case of HTCL with relatively small proportion of composite
and 0.5 mm thick energy absorbing titanium sheets, it can be concluded that the choice
of failure criteria is less significant than in pure composite laminates [6]. Figure 4.6
(b) to (d) shows Hashin’s failure criteria applied to lower energy levels. Other failure
criteria such as Puck or Tsai-Wu are not shown because of the similarity of the result
as explained above. The simulations show good agreement. It can also be observed
that accuracy increases with decreasing energy level. This is a common feature and
it can also be found in computationally expensive LVI predictions for pure composite
laminates [8, 9]. Numerical simulations overestimate maximum force response by up
to 20%.
Possible Modifications
Sacrifices to model the impact response on a conventional computer in a reasonable
time lead to numerical overestimates mentioned above. A finer mesh can capture
debonding at the titanium-composite interface more precisely [8]. Zero-thickness
cohesive elements for interlaminar delamination in composites can also improve
accuracy of the model. Damage inspection in Figure 4.3 shows clearly visible
delamination fronts between 0◦ and 90◦ layers. Furthermore, boundary conditions
such as the wooden support frame and the clamps around the HTCL sample
can be modelled as independent components with contact properties [9]. All
these improvements significantly increase analysis runtime. Debonding in the
titanium-composite interface was identified in Section 4.2 as a major failure mode.
Therefore accurate interfacial fracture properties are required in order to model
debonding precisely. Table 4.1 includes interface properties by Fink et al. [22] for
Ti-15V-3Cr-3Sn-3Al β titanium alloy and M40-J/CYCOM 077-2 CFRP. Experimental
tests on Mode I fracture energies were conducted in Chapter 3 to characterise
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interfacial behaviour of Grade II titanium and G947/M18 CFRP used in this HTCL.
Similar GIc values to literature data [22] were found. However, fracture energies GIIc
in Mode II are to be investigated to fully describe debonding.
Despite all simplifications, the bilinear increase up to the maximum force is
represented well. Moreover, all models show good agreement with the significant
drops 1© and 2© in Figure 4.2 (a) at 3 ms and 5 ms respectively. Compared to similar
numerical investigations of pure composite samples using advanced computing
techniques such as clustering, the presented model efficiently reduces analysis runtime
on a conventional computer by up to 90%. Accurate identification and characterisation
of major processes allows using FEM results for a detailed failure analysis which can
explain the experimental force-time response in Figure 4.2.
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Figure 4.6: Numerical results for different failure criteria and energy levels with instant
damage evolution in (4.4.1).
In the following, numerical results obtained by Hashin’s failure criteria and the instant
damage evolution in (4.4.1) are analysed.
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Failure Analysis
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Figure 4.7: Energy analysis in impacted HTCL using Hashin’s failure criteria and
damage evolution in (4.4.1). Figure (b) and (c) include faint dashed force-time curve
from Figure 4.6 (a)
Using numerical simulation enables a detailed failure analysis by comparing different
energy terms. Figure 4.7 (a) compares the predicted and experimental total energy.
The simulated total energy is given by a history output variable ALLIE in Abaqus. The
graphs are normalised with respect to the experimental result of 40 J. Good agreement
between experiments and simulations is achieved. Additionally, Figure 4.7 (b) shows
dissipated energy due to plastic deformation in titanium and damage events in
composites. The force response from Figure 4.6 (a) is added in the background to relate
dissipation events to it. History output ALLDMD in Abaqus represents debonding
dissipation, whereas a Solution-Dependent Variable (SDV) inside the user-subroutine
VUMAT gives energy dissipation due to composite damage. It can be seen that the
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titanium plies deform plastically until the impactor reverses. However, the slope
of plastic dissipation changes at around 3 ms where the first significant drop in
the force-time response is observed. This phenomena will be addressed later. The
contribution of dissipated energy due to damage in composites and in interfaces is
only 0.25% of the total energy. Most energy is absorbed by the 0.5 mm thick titanium
sheets surrounding the composite laminate. Energy dissipation due to damage is
further analysed in Figure 4.7 (c). It is found that debonding between titanium and
composite and matrix failure within the composite are the main drivers for dissipated
energy related to damage. Debonding initiates slightly earlier and it dissipates more
energy compared to matrix cracking.
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Figure 4.8: Failure analysis in composite plies and investigation of Hashin’s matrix
failure criterion in HTCL subjected to 40 J.
In Figure 4.8 (a), all failure modes implemented in Hashin’s criteria are compared at a
high energy level of 40 J. More than 80% of elements fail due to matrix cracks under
tension. Only a small number of elements fail due to tensile fibre or compressive matrix
failure after adjacent elements failed. No fibre failure in compression occurs. Figure
4.8 (b) shows individual terms in Hashin’s matrix failure criterion (A.3) in tension in
Appendix A.3. It can be seen that the term including σ22 is the most dominant which
underlines again the conclusion in previous discussion that all failure criteria can be
reduced to the classical maximum stress criterion. Terms including transverse stress
evaluation only have a small contribution to Hashin’s matrix failure criterion in this
particular load case.
In order to explain the first significant drop in the force response for any energy
level, Figure 4.9 shows the plastic dissipation due to impact in the upper and lower
titanium sheet respectively. Energy dissipated by debonding in the upper and lower
titanium-composite interfaces is also shown. Ply failure investigated in Figure 4.8 (a)
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Figure 4.9: Analysis of first drop in impact response at approximately 3 ms.
is negligible based on the energy analysis in Figure 4.7 (b) and (c). To be able to relate
the two failure mechanisms, plastic dissipation is normalised by maximum absorbed
energy due to plasticity whereas debonding energy is normalised by maximum
dissipated energy due to debonding. Figure 4.7 (b) and (c) show that they vary
significantly in magnitude. It can be observed that the upper sheet dissipates energy
at a constant rate up to the maximum force at around 5 ms. However, the bottom
titanium sheet is not deforming plastically for a short time period at around 3 ms.
This means that there is less force transmitted to that sheet. Afterwards, the sheet
deforms plastically in the same way as the upper layer. A detailed view of the
force response at the first drop in Figure 4.9 presents a possible explanation for this
phenomenon. It shows that debonding in the bottom interface is not a linear process.
Furthermore, debonding starts early as seen in Figure 4.7 (c). Stress is concentrated in
the interface until it partly debonds. At the time of the first drop, neither debonding
nor plastic deformation increases. It means there is less resistance on the impactor
for a short period of time. This can be explained by taking into account the optical
damage inspection in Figure 4.3. The debonded area increases and creates a gap due
to the central part of the lower titanium bending significantly more than the composite
laminate and the upper titanium. Thus, there is a decrease in force on the impactor
until the upper part consisting of titanium and composite laminate close the gap
created by debonding.
Figure 4.10 illustrates individual layers of the model. It shows areas of plastic
deformation in titanium layers, debonding in cohesive interface elements and matrix
failure in Carbon Fibre (CF) reinforced composite plies. These areas are mainly
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Figure 4.10: Damage model: Plastic dissipation in titanium, matrix cracks in Carbon
Fibre (CF) reinforced composite plies and debonding in interface.
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concentrated around the impact. Some plastic dissipation due to clamping can be
observed in the upper titanium layer. More damage is observed in the lower plies due
to bending. The damage area in the lower titanium ply and the lower interface layer
is significantly larger than the corresponding upper layer. This is also experimentally
observed in the visual inspection in Figure 4.3.
4.5 Summary & Conclusion
Drop-weight low velocity impact tests were conducted on Hybrid Titanium Composite
Laminates (HTCLs). Energy levels from 10 J up to 40 J were investigated. The
force-time impact response shows a bilinear increase and one significant drop
before the impactor reverses. Optical inspection shows that debonding in the
titanium-composite interface and matrix cracking in tension are the major failure
modes.
The numerical model addresses the lack of computational low velocity impact tests
on HTCL at high energy levels up to 40 J. Unlike similar numerical tests for pure
composite laminates, lower computational cost makes it suitable to effectively predict
the impact response on conventional computers with an analysis runtime of less
than one day by only considering experimentally identified major failure modes.
Debonding between titanium and composite laminates is modelled by cohesive
interfaces and titanium sheets by plastically deforming elements. The model is able
to capture the major failure modes and the overall force response with reasonable
accuracy. It is possible to relate experimentally observed and simulated damage
evolution with physical mechanisms. It is found and numerically quantified that
most of the energy is absorbed by the 0.5 mm thick titanium sheets on the outside.
Numerical investigations here show that under biaxial loading in thin plates with
energy-absorbing sheets such as the tested HTCL samples, various simplifications
can be made to reduce complexity and computational cost. Different established
failure theories in composite laminates are implemented in an user-defined material
subroutine in Abaqus. All failure criteria yield similar results as damage is controlled
by a simple maximum stress criterion. Furthermore, advanced damage evolution
models can be simplified to instant damage initiation without the loss of accuracy.
It should be noted that these findings are particular to HTCL systems and cannot be
generalised to other FML systems with different interfacial or mechanical properties
for which the structural response could not be simplified to such an extent.
Simulating high energy levels at 30 J or 40 J, the numerical model overestimates the
maximum force by approximately 20%. A finer mesh and an experimentally obtained
characterisation of the titanium-composite interface in Mode II will capture debonding
92
more accurately. Zero-thickness cohesive elements between composite plies can
further improve the prediction by taking interlaminar delamination into account.
Moreover, boundary conditions could be modelled as independent components with
associated contact definition [9] instead of simply restraining nodes. Most of the
extensions to capture complex impact behaviour will however significantly increase
analysis runtime and require clustered computing without particularly improving the
overall accuracy.
Bibliography
[1] Y. Liu and B. Liaw, “Effects of constituents and lay-up configuration on
drop-weight tests of fiber-metal laminates,” Applied Composite Materials, vol. 17,
no. 1, pp. 43–62, 2010.
[2] M. McCarthy, J. Xiao, C. McCarthy, A. Kamoulakos, J. Ramos, J. Gallard, and
V. Melito, “Modelling of bird strike on an aircraft wing leading edge made from
fibre metal laminates - part 2: Modelling of impact with sph bird model,” Applied
Composite Materials, vol. 11, no. 5, pp. 317–340, 2004.
[3] P. Manikandan and G. Chai, “A layer-wise behavioral study of metal based
interply hybrid composites under low velocity impact load,” Composite Structures,
vol. 117, no. 1, pp. 17–31, 2014.
[4] R. Alderliesten, M. Hagenbeek, J. Homan, P. Hooijmeijer, T. De Vries, and
C. Vermeeren, “Fatigue and damage tolerance of glare,” Applied Composite
Materials, vol. 10, no. 4-5, pp. 223–242, 2003.
[5] G. Wu, J.-M. Yang, and H. Hahn, “The impact properties and damage tolerance
and of bi-directionally reinforced fiber metal laminates,” Journal of Materials
Science, vol. 42, no. 3, pp. 948–957, 2007.
[6] S. Bernhardt, M. Ramulu, and A. Kobayashi, “Low-velocity impact response
characterization of a hybrid titanium composite laminate,” Journal of Engineering
Materials and Technology, Transactions of the ASME, vol. 129, no. 2, pp. 220–226,
2007.
[7] P. Cortes and W. Cantwell, “The tensile and fatigue properties of carbon
fiber-reinforced peek-titanium fiber-metal laminates,” Journal of Reinforced Plastics
and Composites, vol. 23, no. 15, pp. 1615–1623, 2004.
[8] E. Gonza´lez, P. Maimı´, P. Camanho, A. Turon, and J. Mayugo, “Simulation of
drop-weight impact and compression after impact tests on composite laminates,”
Composite Structures, vol. 94, no. 11, pp. 3364–3378, 2012.
93
94
[9] G. Perillo, N. Vedivik, and A. Echtermeyer, “Damage development in stitch
bonded gfrp composite plates under low velocity impact: Experimental and
numerical results,” Journal of Composite Materials, vol. 49, no. 5, pp. 601–615, 2015.
[10] P. Camanho, C. Da´vila, and M. De Moura, “Numerical simulation of mixed-mode
progressive delamination in composite materials,” Journal of Composite Materials,
vol. 37, no. 16, pp. 1415–1438, 2003.
[11] A. Puck and H. Schu¨rmann, “Failure analysis of {FRP} laminates by means of
physically based phenomenological models,” Composites Science and Technology,
vol. 62, no. 12–13, pp. 1633 – 1662, 2002.
[12] Z. Hashin and A. Rotem, “Fatigue failure criterion for fiber reinforced materials.,”
Journal of Composite Materials, vol. 7, pp. 448–464, 1973.
[13] H. Nakatani, T. Kosaka, K. Osaka, and Y. Sawada, “Facesheet effects on the low
velocity impact damages in titanium/gfrp hybrid laminates,” 2011.
[14] P. Maimı´, P. Camanho, J. Mayugo, and C. Da´vila, “A continuum damage model
for composite laminates: Part i - constitutive model,” Mechanics of Materials,
vol. 39, no. 10, pp. 897–908, 2007.
[15] A. Matzenmiller, J. Lubliner, and R. Taylor, “A constitutive model for anisotropic
damage in fiber-composites,” Mechanics of Materials, vol. 20, no. 2, pp. 125–152,
1995.
[16] P. Maimı´, P. Camanho, J. Mayugo, and C. Da´vila, “A continuum damage model
for composite laminates: Part ii - computational implementation and validation,”
Mechanics of Materials, vol. 39, no. 10, pp. 909–919, 2007.
[17] Z. Bazˇant, J. Kim, I. Daniel, E. Becq-Giraudon, and G. Zi, “Size effect on
compression strength of fiber composites failing by kink band propagation,”
International Journal of Fracture, vol. 95, no. 1-4, pp. 103–141, 1999.
[18] K. Williams, R. Vaziri, and A. Poursartip, “A physically based continuum damage
mechanics model for thin laminated composite structures,” International Journal of
Solids and Structures, vol. 40, no. 9, pp. 2267–2300, 2003.
[19] S. W. Tsai and E. M. Wu, “General theory of strength for anisotropic materials,”
Journal of Composite Materials, vol. 5, pp. 58–80, 1971.
[20] A. Turon, P. Camanho, J. Costa, and C. Da´vila, “A damage model for
the simulation of delamination in advanced composites under variable-mode
loading,” Mechanics of Materials, vol. 38, no. 11, pp. 1072 – 1089, 2006.
BIBLIOGRAPHY 95
[21] Abaqus Version 6.11 User’s manual. Dassault Systemes Simulia Corp., 2011.
[22] A. Fink, P. Camanho, J. Andre´s, E. Pfeiffer, and A. Obst, “Hybrid cfrp/titanium
bolted joints: Performance assessment and application to a spacecraft payload
adaptor,” Composites Science and Technology, vol. 70, no. 2, pp. 305–317, 2010.
[23] Hexcel Corporation, HexPly M18/1 Datasheet, 3 2007.
[24] L. Lagunegrand, T. Lorriot, R. Harry, H. Wargnier, and J. Quenisset, “Initiation
of free-edge delamination in composite laminates,” Composites Science and
Technology, vol. 66, no. 10, pp. 1315–1327, 2006.
[25] T. Sebaey, J. Costa, P. Maimı´, Y. Batista, N. Blanco, and J. Mayugo, “Measurement
of the in situ transverse tensile strength of composite plies by means of the
real time monitoring of microcracking,” Composites Part B: Engineering, vol. 65,
pp. 40–46, 2014.
[26] A. Turon, C. Da´vila, P. Camanho, and J. Costa, “An engineering solution for
mesh size effects in the simulation of delamination using cohesive zone models,”
Engineering Fracture Mechanics, vol. 74, no. 10, pp. 1665–1682, 2007.
[27] M. R. Wisnom and F.-K. Chang, “Modelling of splitting and delamination in
notched cross-ply laminates,” Composites Science and Technology, vol. 60, no. 15,
pp. 2849–2856, 2000.
[28] M. Benzeggagh and M. Kenane, “Measurement of mixed-mode delamination
fracture toughness of unidirectional glass/epoxy composites with mixed-mode
bending apparatus,” Composites Science and Technology, vol. 56, no. 4, pp. 439–449,
1996.
[29] K. Williams and R. Vaziri, “Application of a damage mechanics model for
predicting the impact response of composite materials,” Computers and Structures,
vol. 79, no. 10, pp. 997–1011, 2001.
96
Chapter 5
Phantom Node Method
Outline
Reliable, stable and efficient failure modelling in a wide range of applications is an
ongoing and challenging task.
Various strategies to include discontinuities (cracks) in a finite element framework
are discussed first. Based on the review, a cohesive zone concept used in standard
software packages is mathematically derived in context of finite elements.
The Phantom Node Method (PNM) allows for arbitrary modelling of strong and weak
discontinuities such as cracks and interfaces between dissimilar materials. Different
failure modes in composite laminates can be represented explicitly. PNM is combined
with the cohesive zone concept. A mathematical derivation and a finite element
formulation is presented as well as a computational strategy on implementing the
concept.
The cohesive zone method is verified with results obtained from standard finite
element software packages. The PNM method is further compared to numerical
examples in literature.
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5.1 Introduction
Finite Element Methods (FEM) are based on continuous displacement fields and
geometries. Continuous shape functions interpolate nodal or elemental data points
to achieve global displacement or stress fields. A discontinuity - for example caused
by a crack - violates this essential condition and adjustments are required. Continuum
Damage Mechanics (CDM) in Chapter 4 maintains continuity by smearing out cracks.
CDM is based on homogeneous material which does not incorporate complex failure
interaction in heterogeneous structures such as composite laminates. Therefore,
many different approaches physically model discontinuities in a finite element (FE)
framework and allow for direct coupling of failure modes.
The classical way to include discontinuities is to change the mesh at every time
step by explicitly aligning discontinuities with element edges. Additional nodes are
introduced on edges to enable element separation. Remeshing [1, 2] is computationally
expensive due to the need of adaptive projecting of previously calculated field
variables [3]. Other methods are required to avoid remeshing but enable elemental
separation.
Cohesive Zone Method
Based on Linear Elastic Fracture Mechanics (LEFM), the Cohesive Zone Method (CZM)
eliminates singularities near discontinuities and guarantees a smooth global stress
field. In the late 1950s, Barenblatt [4] and Dugdale [5] introduced a phenomenological
description where traction forces act on a fictional extension of discontinuities.
Hillerborg [6] further extended the method for numerical applications. CZM is well
established and a common tool for numerical nonlinear fracture modelling, primarily
in composite laminates [7, 8, 9, 10, 11]. Shet [12] presents a detailed review on different
implementation strategies and applications. In Chapter 3, traction-separation relations
for CZM were experimentally derived in woven composite laminates and HTCLs
respectively. Titanium-composite debonding in impacted HTCL samples in Chapter
4 was modelled by interface elements based on CZM in Abaqus/Explicit. In general,
CZM is divided into two forms:
a. an intrinsic formulation where potential discontinuities need to be inserted a
priori i.e. before simulation
b. an extrinsic formulation where discontinuities are inserted selectively in
combination with enrichment methods.
X-FEM
Enrichment methods avoid a priori knowledge about discontinuities. Combined with
extrinsic CZM, elements are enriched by introducing additional Degrees of Freedom
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(DoFs). Therefore, this method allows for arbitrary insertion and propagation of
discontinuities. A widely used form is the eXtended Finite Element Method (X-FEM)
by Belytschko and co-workers [13]. It is available in the commercial FE software
Abaqus [14] as a standard tool for arbitrary fracture modelling.
Phantom Node Method
The Phantom Node Method (PNM) [15, 16, 17, 18] is another enrichment method. It is
based on the ideas of Hansbo and Hansbo [19]. As an extension of Nitsche’s method
[20], this formulation does not only allow for modelling of strong discontinuities -
such as cracks - but also for the simulation of weak discontinuities - such as the
interface between dissimilar materials [21]. Similar or identical forms of PNM are
referred to as Hansbo’s method [19, 22], Augmented Finite Element Method (A-FEM)
[23, 24, 25, 26] or Floating Node Method (FNM) [27, 28]. Figure 5.1 illustrates the
essential idea of PNM. Additional DoFs - ghost nodes indicated by superscript ∗ -
are used to copy a bisected element. The displacement jump along a discontinuity Γe
is modelled by superposition of two independent continuous elements with standard
shape functions. Displacement fields in each element are approximated separately and
then assembled to the original element to represent a displacement jump. An extrinsic
cohesive formulation is applied to the discontinuity surface Γe in order to guarantee
smooth crack opening.
Figure 5.1: Illustration of PNM using additional DoFs to model displacement jumps
within a single element [29].
PNM has been extended to suit three dimensional problems [22], geometrically
nonlinear behaviour [30], dynamic crack propagation [15, 16], multiscale failure
processes [31] and progressive crack growth within a single element [16]. It is
typically applied to heterogeneous composite laminates in order to model complex
failure mechanisms and their interaction in open hole tension tests [32], progressive
splitting [17], delamination processes [33], crack propagation due to corrosion [34] or in
Double Cantilever Beam tests [27], adiabatic-isothermal cracking [18] or delamination
migration [28].
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It is shown that PNM is equivalent to X-FEM as the basis functions are a linear
combination of the X-FEM basis [15, 35]. However, PNM is a local method only
operating on element level and only using standard shape functions. In contrast,
X-FEM requires transition elements around crack tips to model displacement jumps
[22, 29]. The locality makes PNM conceptually simpler and hence easier to implement
and modify.
In the following, two discontinuous methods CZM and PNM are formulated and
combined to incorporate discontinuities in an implicit FE framework without a priori
knowledge of location and propagation direction.
5.2 Cohesive Zone Method
Traction forces are applied at surfaces around crack tips. Those forces are mechanically
related to the separation (displacement jump) across crack surfaces. Figure 5.2 shows
an intrinsic two dimensional cohesive concept for pure Mode I and Mode II failure
respectively. The critical stresses are denoted by N and S for Mode I and Mode II
respectively. The corresponding values for separation are denoted by δ1 and δ2 in
tangential and normal direction to the crack surface. The traction-separation curve
increases linearly with stiffness K up to damage initiation when a critical stress
value is reached. It then follows a softening part (e.g. linear or exponential) to
model crack opening as seen in experimental determination of traction-separation
relations of composite laminates and HTCLs in Chapter 3. Decohesion is characterised
by the fracture energy GIc and GIIc which correspond to the area under the
traction-separation curve in Mode I and Mode II respectively. At complete separation
δfi , i = 1, 2, the crack surface is modelled as a traction-free surface.
In order to model crack evolution without pre-inserted cohesive elements, an
extrinsic approach is needed. It only considers the softening part of an intrinsic
traction-separation law without initial stiffness K.
Mixed-Mode Formulation
The following intrinsic cohesive formulation is introduced by Camanho [36] and is
implemented in Abaqus as a standard cohesive modelling tool. The built-in method
was earlier applied in Chapter 4 in the numerical investigation of drop-weight low
velocity impact tests on HTCLs. In order to model complex failure interaction
incorporating breakable interfaces which will be discussed in Chapter 6 later, the
following CZM formulation is essential to accurately model and modify delamination
initiation and propagation in composites. Figure 5.2 shows typical traction-separation
laws for Mode I and Mode II failure respectively.
Let δ1 and δ2 be the displacement jump in tangential and normal direction relative to
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Figure 5.2: Cohesive traction-separation law in Pure Mode I (left) and Pure Mode II
(right), adapted from [36].
cohesive surface respectively. The mixed-mode relative displacement δm is defined as
δm =
√
δ21 + 〈δ2〉2, (5.2.1)
with Macaulay brackets 〈x〉 = 1
2
(x+ |x|).
To allow unloading, the maximum mixed-mode relative displacement is given by
δmaxm ← max {δmaxm , δm} (5.2.2)
which guarantees monotonic increase of δmaxm .
When δ0m ≤ δmaxm ≤ δfm, a damage evolution function d is defined as
d =
δfm(δ
max
m − δ0m)
δmaxm (δ
f
m − δ0m)
, d ∈ [0, 1]. (5.2.3)
For d = 0, the interface is perfectly bonded, whereas for d = 1 complete
failure/separation occurs.
The mixed-mode parameters δ0m and δfm correspond to displacement jumps at onset of
softening and complete failure respectively. They are derived in Section Damage onset
prediction in [36]
δ0m =
{
δ01δ
0
2
√
1+β2
(δ01)
2+(βδ02)
2 , δ2 > 0
δ01, δ2 < 0
(5.2.4)
and in Section Delamination propagation prediction in [36]
δfm =
{
2
Kδ0m
[
GIc + (GIIc −GIc)
(
β2
1+β2
)η]
, δ2 > 0
δf1 , δ2 < 0
(5.2.5)
with initial stiffness K, fracture energy GIc and GIIc, complete separation in single
shear mode δf1 , mode mixity ratio β =
δ1
δ2
and Benzeggagh-Kenane [37] (B-K) parameter
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η. Single mode relative displacements δ01 and δ02 can be derived from Figure 5.2 and are
given by
δ01 =
S
K
, δ02 =
N
K
. (5.2.6)
A traction-separation law relates tangential t1 and normal traction t2 to the
corresponding displacement jump δ1 and δ2. The relation is given by [36]:
t1 =

Kδ1, δ
max
m ≤ δ0m
(1− d)Kδ1, δ0m < δmaxm < δfm
0, else.
t2 =

Kδ2, δ
max
m ≤ δ0m
(1− d)Kδ2 + dK 〈−δ2〉−δ2 δ2, δ0m < δmaxm < δfm
K 〈−δ2〉−δ2 δ2, else.
(5.2.7)
Terms including Macaulay brackets in t2 apply a penalty stiffness K in compression to
prevent interfacial penetration.
In order to solve nonlinearities incrementally in implicit codes, a tangent stiffness
matrix T is needed. It is for δmaxm ≤ δ0m:
T =
∂t
∂δ
=
(
K 0
0 K
)
(5.2.8)
and for δ0m < δmaxm < δfm:
T =
∂t
∂δ
=
(
(1− d)K − ∂d
∂δ
K
δ21
δm
−∂d
∂δ
K δ1δ2
δm
−∂d
∂δ
K δ1δ2
δm
(1− d)K − ∂d
∂δ
K
δ22
δm
+ dK 〈−δ2〉−δ2
)
(5.2.9)
with
∂d
∂δ
=
δfmδ
0
m
δmax2m
(
δfm − δ0m
) (5.2.10)
and
t =
(
t1
t2
)
, δ =
(
δ1
δ2
)
.
In the case δmaxm ≥ δfm, the tangent stiffness matrix T is zero or only contains a stiffness
term K to prevent interface penetration if δ2 < 0.
A loading function F that was used in [36] to incorporate unloading is not included in
the mathematical derivation and is not shown here to keep the formulation simple. It
is however considered in the user-defined implementation.
A monotonically increasing damage variable d is enforced by [38]:
d+ = min
(
max
(
δfm(δ
max
m − δ0m)
δmaxm (δ
f
m − δ0m)
, d−
)
, 1
)
, (5.2.11)
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where d+ and d− denote the current and previous incremental value of the damage
variable.
Nonlinear problems usually require a viscoelastic stabilisation. The stabilised damage
variable dv is a function of the damping factor ρ such that [39]
d˙v =
1
ρ
(d− dv) . (5.2.12)
Formulated with incremental variables d+ and d−, it is
d+v =
∆t
ρ+ ∆t
d+ +
ρ
ρ+ ∆t
d− (5.2.13)
with incremental time step ∆t. The damping factor ρ is specified by a critical minimum
time step.
This mixed-mode CZM formulation has been successfully applied to a wide range
of composite structures in various loading conditions. For instance, Camanho et
al. [36] study progressive delamination growth in double cantilever beams made
from unidirectional AS4/PEEK carbon fibre reinforced composite laminates. In
Mixed-Mode Bending (MMB) testing including several mixed-mode ratios, good
agreement between numerical predictions and experimental load-displacement results
is achieved. By comparing maximum loads, the largest difference between
simulation and experiment is 8.3% [36]. Furthermore, Hallett et al. [40] apply the
mixed-mode formulation to predict damage progression in tensile tested open hole
[45/90/− 45/0]s IM7/8552 carbon fibre reinforced composite laminates. By modelling
splitting and interlaminar delamination through mixed-mode CZM formulated above,
experimental and FE results correlate well and interlaminar delamination is identified
as major failure mode.
Recent studies by Shor et al. [41] offer an alternative adaptive method for inserting
cohesive elements during the analysis without a priori knowledge of the crack path.
The methodology is successfully applied to effectively model Mode I, Mode II as well
as mixed-mode delamination.
It should be noted that simulation of delamination or debonding can lead to very steep
cut-backs in the load-displacement curve [42]. These nonlinearities require advanced
iterative solution procedures such as Riks [43, 44] or conjugate-gradient methods [45,
46].
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5.3 Phantom Node Method
5.3.1 Derivation
In the following, a weak form of the two dimensional Phantom Node Method (PNM)
is mathematically derived based on Mergheim’s description [21].
Figure 5.3: The domain Ω including a discontinuity ΓC .
Consider the domain Ω ⊂ R2 in Figure 5.3. The boundary ∂Ω with the unit outward
normal v is subdivided into disjoint parts ∂Ω = ΓN ∪ ΓD with ΓN ∩ ΓD = ∅, where
prescribed traction forces and displacements are imposed on the Neumann boundary
ΓN ⊂ R and the Dirichlet boundary ΓD ⊂ R respectively.
Let ΓC ⊂ R be a discontinuity surface splitting the body into two disjoint parts Ω1 and
Ω2. The unit normal vector n, associated with ΓC points from Ω1 to Ω2.
The displacement field u can be represented by two continuous functions u1 and u2
u(x) =
{
u1(x) in Ω1,
u2(x) in Ω2,
(5.3.1)
where x ∈ R2 denotes the position of the material point in Ω.
The jump function JuK in the displacement field can then be derived by
JuK = u1 − u2 on ΓC . (5.3.2)
The field equations governing the geometrically linear elastostatic boundary value
problem can be written as:
Governing Equations
∇ · σ + b = 0 in Ω\ΓC (5.3.3)
u = u¯ on ΓD (5.3.4)
σv = t¯ on ΓN (5.3.5)
σn = t (JuK) on ΓC (5.3.6)
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where σ = σT is the symmetric Cauchy stress, b the body force per unit volume, u¯ and
t¯ the prescribed displacement and traction respectively and t is cohesive traction force.
Remark 5.3.1 Equation (5.3.3) is the classical equilibrium equation for a quasistatic
problem. Equations (5.3.4) and (5.3.5) state the Dirichlet and Neumann boundary conditions
respectively. Equation (5.3.6) includes an extrinsic cohesive traction separation law according
to Section 5.2.
Kinematic Equations
By considering small deformation, the infinitesimal strain-displacement relation is
given by
ε = ε(u(x)) = ∇su(x) = 1
2
(
∇u(x) + (∇u(x))T
)
(5.3.7)
where∇s denotes the symmetric part of the differential operator.
Considering (5.3.1), the strain-displacement relation in (5.3.7) is
ε(u(x)) =
{
ε1(u1(x)) = ∇su1(x) in Ω1,
ε2(u2(x)) = ∇su2(x) in Ω2.
(5.3.8)
Constitutive Law
For elastic material, the constitutive relation is given by Hooke’s law:
σ = C · ε (5.3.9)
with the fourth-order constitutive stiffness tensor C. A failure criterion initiates the
introduction of a discontinuity and inelastic material behaviour is described by the
extrinsic cohesive law in (5.3.6) applied to the internal boundary ΓC .
Weak Form
A weak form including the governing equations (5.3.3)-(5.3.6) is derived in order to
implement PNM in a finite element framework.
The space of admissible displacement fields is defined by
U = {v ∈ V : v = u¯ on ΓD, v discontinuous on ΓC} (5.3.10)
where the space V is related to the regularity (properties) of the solution. It includes
discontinuous functions across ΓC .
The space of test functions is
U0 = {v ∈ V : v = 0 on ΓD, v discontinuous on ΓC} (5.3.11)
Using an arbitrary test function w ∈ U0 and applying the divergence theorem in
Appendix A.4, a weak form of the governing equations (5.3.3)-(5.3.6) is:
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Find u ∈ U such that∫
Ω
(∇ · σ) ·w dΩ +
∫
Ω
b ·w dΩ
=
∫
ΓN
(σv) ·w dA+
∫
ΓC1
(σn1) ·w1 dA+
∫
ΓC2
(σn2) ·w2 dA−
∫
Ω
σ · (∇w) dΩ
+
∫
Ω
b ·w dΩ = 0 ∀w ∈ U0
where the two sides ΓC1 and ΓC2 of ΓC are considered separately. The outward normal
vectors ni of ΓCi (i = 1, 2) are related by n1 = −n2 . The test function w is composed
by w1 and w2 in the same way as in equation (5.3.1). It is Ω = Ω1 ∪ Ω2.
Simplifying by σv = t¯ and σn = t (JuK) gives
Find u ∈ U such that∫
Ω
∇w · σ dΩ +
∫
ΓC
JwK · t (JuK) dA = ∫
Ω
w · b dΩ +
∫
ΓN
w · t¯ dA ∀w ∈ U0 (5.3.12)
with σ = C · ε(u).
Since σ is symmetric, it is: ∫
Ω
∇w · σ dΩ =
∫
Ω
∇sw · σ dΩ. (5.3.13)
Therefore, the weak form in (5.3.12) with∇sw = ε can be written as:
Find u ∈ U such that∫
Ω
ε(w) · σ dΩ +
∫
ΓC
JwK · t (JuK) dA = ∫
Ω
w · b dΩ +
∫
ΓN
w · t¯ dA ∀w ∈ U0. (5.3.14)
5.3.2 Finite Element Formulation
In the following, the body force b is assumed to be negligible, so b = 0 in (5.3.14).
Body forces are associated with gravity, inertial or thermal effects. In order to focus
on PNM implementation and simplify following formulations, the discretisation of
(5.3.14) including b is neglected here. However, considering b does not increase
implementation complexity.
Let the domain Ω be approximated by
Ω =
∑
e
Ωe (5.3.15)
where Ωe is the elemental subdomain.
Local Formulation with intact (standard) elements
The local discrete weak form of (5.3.14) with intact elements only (not being cracked)
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is given by the standard FE formulation for linear elastostatic problems:
Find u ∈ U such that∫
Ωe
ε(w) · σ dΩe −
∫
ΓeN
w · t¯ dA = 0 ∀w ∈ U0 (5.3.16)
Let neno be the number of nodes in a single element e. The geometry is described
by means of shape functions N i and the discrete nodal position xi in the material
configuration, i = 1, . . . neno. The node point coordinate xi in element Ωe is
x|Ωe =
neno∑
i=1
N ixi. (5.3.17)
In the same way, the unknown displacement field u is interpolated on the element
level with the same shape functions in terms of the nodal displacement values dei
u|Ωe =
neno∑
i=1
N idei = Nd
e (5.3.18)
and in index notation
(u|Ωe)j =
neno∑
i=1
N ideij (5.3.19)
with dei = deij where i refers to the elemental node and j to the component (DoF) of
displacement.
The approximation of the gradient with respect to the reference coordinates is
∇u|Ωe =
neno∑
i=1
(
dei ⊗∇N i
)
. (5.3.20)
where dei ⊗ ∇N i indicates the dyadic tensor of dei and ∇N i. (5.3.20) in index notation
is
(∇u|Ωe)kl =
neno∑
i=1
deik
∂N i
∂xl
(5.3.21)
where k and l refer to elemental DoFs.
Inserting the discretised quantities of (5.3.18) and (5.3.20) in (5.3.16), the discrete weak
form in index notation is:∫
Ωe
∇w|Ωe · σ dΩe −
∫
ΓeN
w|ΓeN · t¯ dA
=
∫
Ωe
neno∑
i=1
deik
∂N i
∂xl
σkl dΩ
e −
∫
ΓeN
neno∑
i=1
N ideij t¯j dA
(∗)
=
neno∑
i=1
deik
∫
Ωe
∂N i
∂xl
σkl dΩ
e −
neno∑
i=1
deij
∫
ΓeN
N it¯j dA = 0
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where (∗) is justified by the integral-independency of di and the finite sums and
integrals.
This form can be simplified as a vector-valued residuumRej such that:
Rej(d
e) =
neno∑
i=1
∫
Ωe
∇N i · σ dΩe −
∫
ΓeN
N it¯ dA = 0, j = 1, . . . , neno. (5.3.22)
Local Formulation with cracked elements
The FE implementation of (5.3.14) incorporating discontinuities within elemental
subdomains Ωe needs to be adjusted. Let ΩeC be an element with an internal
discontinuity. The element is divided by ΓeC into Ω
C
1 and ΩC2 such that ΩeC = ΩC1 ∪ ΩC2 .
The weak form in (5.3.14) for a cracked element can be approximated by:
Find u ∈ U such that∫
ΩeC
ε(w) · σ dΩeC +
∫
ΓeC
JwK · t (JuK) dA− ∫
ΓeN
w · t¯ dA = 0 ∀w ∈ U0. (5.3.23)
In order to approximate the displacement fields ui in ΩCi , i = 1, 2, and displacement
jump JuK, one set of the shape functions is set to zero on one side of the discontinuity,
while it takes its usual values on the other side. and vice versa:
N¯ i1 =
{
N i in ΩC1 ,
0 in ΩC2 ,
and N¯ i2 =
{
0 in ΩC1 ,
N i in ΩC2 .
(5.3.24)
The jump in the displacement field results from the approximation of the two
continuous parts of the displacement field d1 and d2 such that [21]
JuK|ΓeC = n
e
no1∑
i=1
N i|ΓeCde1i −
neno2∑
i=1
N i|ΓeCde2i =
neno+n
e∗
no∑
p=1
Mpdep (5.3.25)
where nenoi is the number of element nodes in ΩCi , i = 1, 2. The term M includes the
shape functions N evaluated at ΓeC associated with the appropriate algebraic sign. n
e∗
no
is the number of additional ghost nodes. As can be seen in (5.3.25), the displacement
jump is approximated with the same polynomial degree as the displacement field in
(5.3.18). In index notation, (5.3.25) is
(JuK|ΓeC)j = n
e
no+n
e∗
no∑
p=1
Mpdepj. (5.3.26)
Similar to intact elements in previous section, inserting the discretised quantities of
(5.3.18), (5.3.20) and (5.3.26) in (5.3.23) yields the discrete weak form in index notation:
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∫
ΩeC
∇w|Ωe · σ dΩeC +
∫
ΓeC
JwK|ΓeC · t dA− ∫
ΓeN
w|ΓeN · t¯ dA
=
∫
ΩeC
neno1∑
i=1
deik
∂N¯ i1
∂xl
σkl dΩ
eC +
∫
ΩeC
neno2∑
i=1
deik
∂N¯ i2
∂xl
σkl dΩ
eC
+
∫
ΓeC
neno+n
e∗
no∑
i=1
M ideijtj dA−
∫
ΓeN
neno∑
i=1
N ideij t¯j dA
=
neno1∑
i=1
deik
∫
ΩeC
∂N¯ i1
∂xl
σkl dΩ
eC +
neno2∑
i=1
deik
∫
ΩeC
∂N¯ i2
∂xl
σkl dΩ
eC
+
neno+n
e∗
no∑
i=1
deij
∫
ΓeC
M itj dA−
neno∑
i=1
deij
∫
ΓeN
N it¯j dA = 0.
The discrete weak form can be simplified as a vector-valued residuum Rcej for a
cracked element such that:
Rcej(d
e) =
neno+n
e∗
no∑
i=1
∫
ΩC1
∇N i · σ dΩC1 +
∫
ΩC2
∇N i · σ dΩC2
+
∫
ΓeC
M it dA−
∫
ΓeN
N it¯ dA = 0, j = 1, . . . , neno + n
e∗
no.
(5.3.27)
Shape functions N i for augmented elements follow the definition in (5.3.24).
It should be noted that (5.3.27) only contains standard shape functions. Compared to
X-FEM, this makes PNM conceptually simpler and easier to implement and modify.
Linearisation
The solution of (5.3.27) cannot be calculated directly. Nonlinearities due to the cohesive
formulation at ΓeC are solved by linearisation within a Newton-Raphson scheme.
The iterative local procedure follows [21]
Rk+1ej = R
k
ej
+ ∆Rej = 0 with ∆Rej =
neno+n
e∗
no∑
l=1
Kjl∆del (5.3.28)
where superscript k denotes the iteration counter, ∆Rej the iterative residuum and K
the local tangent stiffness matrix. The latter is given for a cracked element by
Kjl =
∫
ΩC1
∇N j · C · ∇N l dΩC1 +
∫
ΩC2
∇N j · C · ∇N l dΩC2 +
∫
ΓeC
M jTM l dA, (5.3.29)
with j, l = 1, . . . , neno + ne
∗
no, constitutive stiffness C and tangent cohesive stiffness
T = ∂t
∂JuK .
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The global Newton-Raphson scheme is then formulated by combining intact and
cracked elemental residuaRej andR
c
ej
such that
Ri(d) =
∑
(i,j)∈Ωe
Rej +R
c
ej
, i = 1, . . . , n¯no, (5.3.30)
where n¯no denotes the global number of nodes.
The local tangent stiffness matrices in (5.3.29) are assembled to a global matrix Kglob
such that
Rk+1j = R
k
j + ∆Rj = 0 with ∆Rj =
n¯no∑
l=1
Kjlglob∆dl. (5.3.31)
The solution vector is updated by
dk+1 = dk + ∆d.
5.4 Implementation
Considering a cracked element, the elemental discrete formulation of (5.3.27) according
to the Newton-Raphson scheme (5.3.28) is [47]:
Ke∆de = f e
k
, (5.4.1)
where
Ke =
(
Ke1 +K
e
Coh −KeCoh
−KeCoh Ke2 +KeCoh
)
, de =
(
∆de1
∆de2
)
, f e
k
=
(
f e
k
1 + f
ek
Coh
f e
k
2 − f e
k
Coh
)
(5.4.2)
is the elemental stiffness matrix, nodal displacements and internal force vector in
the cracked element respectively. Note that f e
k
is the elemental contribution to the
residuumRkj in (5.3.31) at iteration k.
Let∇N = B be the strain-displacement transformation matrix. It is ε = Bd.
f e
k
i in the first two terms in (5.3.27) including prescribed traction t¯ is then given by
f e
k
i =
∫
Ωei
BTσk dΩei +
∫
ΓeNCi
NTt¯
k
dA, i = 1, 2, (5.4.3)
where NCi is the bisected Neumann boundary in element i, i = 1, 2.
With the constitutive relation in (5.3.9), the tangent stiffness matrix is
Kei =
∫
Ωei
BTCB dΩei , i = 1, 2. (5.4.4)
Similarly, f e
k
Coh andK
e
Coh are given by [47]
f e
k
Coh =
∫
ΓeC
NTtk dA, KeCoh =
∫
ΓeC
NTTN dA. (5.4.5)
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The algebraic sign in (5.4.2) results from the approximation of the displacement jump
in (5.3.25). More details about shape function matrix N and strain-displacement
transformation matrix B in a four-node quadrilateral element can be found in
Appendix A.5.1.
Integration scheme
The tangent stiffness matrixKe and right-hand side vector f e
k
in the Newton-Raphson
scheme in (5.4.1) represent elastic behaviour in a solid element e. Full Gauss
quadrature is applied to numerically evaluate (5.4.3) and (5.4.4). It has been shown
that Gaussian integration in CZM can cause spurious oscillations when large traction
gradients are present [39]. Therefore, a more stable trapezoidal Newton-Cotes
procedure is applied at the crack surface ΓeC to evaluate f
ek
Coh andK
e
Coh in (5.4.5).
5.4.1 User-Defined Subroutine UEL
PNM is locally implemented in the commercial software Abaqus/Standard (implicit)
via user subroutine UEL (User-Defined Element). Integrating UEL in Abaqus
offers several advantages such as using built-in modelling tools, powerful pre- and
postprocessing and efficient solving methods. Furthermore, user-defined elements
can be combined with standard element types. The subroutine allows for modelling
arbitrarily many additional DoFs. Figure 5.4 shows the definition of typical two
dimensional UEL elements with two additional DoFs. Number of nodes per element,
element type, number of properties, dimension of coordinates and number of
Solution-Dependant Variables (SDVs) are followed by active DoFs (here: 1, 2, 11,
12). The numbers 1 and 2 refer to standard two dimensional displacement DoFs in
Abaqus whereas numbers greater than 10 can be used to assign additional DoFs such
as previously described ghost nodes. Element connectivity and numbering follows a
standard procedure in Abaqus. However, properties used within the subroutine can
be specified after defining elements. In the example in Figure 5.4, Young’s modulus
(= 100), Poisson’s ratio (= 0), a crack identifier (= 1), total number of elements (= 1500)
and nodes (= 1586) are defined.
Inside the user-defined UEL subroutine, elemental stiffness matrix Ke (AMATRX)
and internal force vector f e (RHS) in (5.4.1) are calculated and passed on to Abaqus
to assemble a global linear system (5.3.30) and to solve it iteratively by a built-in
Newton-Raphson algorithm in order to find the unknown displacement field d.
Elemental stress or crack information can be stored in SDVs and returned to Abaqus.
Figure 5.5 shows the UEL interface written in Fortran. Several variables are passed
in for elemental information such as defined properties (PROPS), array of original
coordinates (COORDS), arrays of basic solution variables (U, DU, V , A) or increment
counter (KINC).
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Figure 5.4: Extract of definition of UEL element type in Abaqus input file.
Figure 5.5: UEL interface.
5.4.2 Visualisation
As Abaqus is not able to visualise user-defined elements by default, postprocessing is
required [48]. The input file for elemental connectivity and SDVs in a data (.dat) file
for crack information are used to visualise user-defined elements in combination with
standard Abaqus elements via Python scripts. Figure 5.6 illustrates the computational
strategy. A new solution file (newOdb) is created. First, a script reads in nodal and
elemental information from the input file. A characteristic SDV evaluates if the element
cracks during simulation. If the element does not crack throughout the entire process,
standard nodal displacement and elemental stress data is obtained from the standard
solution file (oldOdb). In contrast, adjustments are required if failure initiates. The
element is split according to information in a global crack list [26] including cracking
order, direction, adjacent elements and nodal crack coordinates stored in the data file.
SDVs are evaluated in every increment. If failure in the element has not been initiated,
displacement and stress fields need to be interpolated from existing adjacent standard
nodes and integration points respectively. Once an element has cracked, displacement
and stress fields are obtained from SDVs in the data file.
The newOdb file can be used in Abaqus CAE viewer to further postprocess and analyse
results.
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5.5 Verification of CZM Implementation
Several features of the two dimensional mixed-mode CZM in Section 5.2 are verified
with models using built-in tools in Abaqus.
Consider the unit square plate in Figure 5.7. The left bottom corner is fully fixed,
whereas the right bottom and left top node are only restrained in vertical or horizontal
movement. The uniform displacements d1 and d2 on the right-hand edge initiates
cohesive failure along the central surface ΓC . In the following, values for d1 and d2
vary in order to investigate pure Mode I and mixed-mode behaviour respectively.
Figure 5.7: Illustration of validation model including dimensions (in mm) and
boundary conditions.
Abaqus models contain eight nodes and two standard quadrilateral plane stress
elements (CPS4) with a defined cohesive surface interaction along ΓC .
The user-defined CZM is implemented in conjunction with PNM according to Section
5.3 and 5.4. One quadrilateral element is passed on to the UEL subroutine. In order
to compare results to Abaqus models, the PNM element is initially cracked and the
intrinsic CZM in Section 5.2 can be applied to the discontinuity ΓC .
In both models, orthotropic material in plane stress is considered. The parameters
are set to: Young’s moduli E1 = 140000 MPa and E2 = 10000 MPa, shear modulus
G12 = 5200 MPa and Poisson’s ratio v12 = 0.3. Appendix A.5.3 shows the constitutive
stiffness tensorC in detail. Cohesive parameters are listed in Table 5.1. An out-of-plane
thickness t = 7 mm is applied to Abaqus and PNM elements. It should be noted
that parameters in Table 5.1 are chosen to identify the cohesive response at the
discontinuity. As Abaqus and PNM models use the same input parameters, this choice
is valid even though fracture properties GIc and GIIc are relatively high.
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Table 5.1: Cohesive properties to verify CZM implementation.
K (N/mm3) N (MPa) S (MPa) GIc (kJ/m2) GIIc (kJ/m2) η
1.5 x 104 50 60 4.0 5.0 1.0
Single Mode
First, cohesive behaviour in pure Mode I is investigated by setting d1 = d2 in Figure 5.7.
Figure 5.8 (a) shows a contour plot of horizontal forces (NFORC1) applied to the unit
square during simulation. Cohesive traction forces are uniformly distributed along the
discontinuity. The load-displacement response at the right-hand edge of the square in
Figure 5.8 (b) confirms the implementation of PNM combined with CZM. The load
response follows the intrinsic cohesive traction law with initial stiffness K. Traction
increases up to a critical stress of 2N = 100 MPa and decreases linearly according to
(5.2.7) up to complete decohesion at about d1 = d2 = 0.15 mm. The implemented
method coincides with the equivalent Abaqus model.
(a) Visualisation in Abaqus cae viewer at
d1 = d2 = 0.0967 mm.
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(b) Load-Displacement at right-hand edge.
Dots represent load increments.
Figure 5.8: Pure Mode I failure.
Unloading and Stabilisation
Two important characteristics of CZM are further compared to built-in features in
Abaqus. Based on the square unit model in Figure 5.7, Mode I unloading in (5.2.2) and
viscoelastic stabilisation of the damage variable in (5.2.12) and (5.2.13) are applied.
Note that d1 = d2 in Figure 5.7. Implementation of unloading guarantees that no
further damage accumulates if unloading is present. Sharp stiffness degradation in
local nonlinearities introduced by CZM causes severe convergence difficulties [39].
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Stabilisation in (5.2.12) introduces a delay in the rate of change in the damage variable
and hence controls the instabilities mentioned above. Davila et al. [39] state that using
a viscosity parameter ρ which is much smaller than the time increment can improve
convergence without compromising accuracy of results. Here, ρ = 0.01 was chosen to
identify differences to implementations without stabilisation.
The load-displacement responses in Figure 5.9 (a) and (b) confirm the implementation
of unloading and stabilisation respectively. PNM with CZM matches Abaqus results.
Figure 5.9 (b) also contains previous single mode results from Figure 5.8. Stabilisation
delays failure initiation and it leads to a smooth transition into cohesive softening
which can improve convergence in highly nonlinear applications.
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(a) Unloading.
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(b) Stabilisation.
Figure 5.9: Load-Displacement response in Mode I with additional cohesive features.
Dots represent load increments.
Rotation
In order to verify mixed-mode softening, set d1 = 0 in Figure 5.7. Hence displacement
is only applied to the right bottom node. Furthermore, the discontinuity ΓC is not
allowed to bisect the top edge resulting in a crack tip at the centre of this edge. This
leads to a mixed-mode separation at bottom nodes of the discontinuity. Figure 5.10
(a) shows the contour plot in Abaqus viewer. In contrast to pure Mode I failure in
Figure 5.8 (a), cohesive forces are only applied to bottom nodes of the discontinuity.
The load-displacement response in Figure 5.10 (b) is only evaluated at the bottom
right node. Therefore, the maximum load is half of the load in previous results.
The softening part is slightly different to linear softening in pure Mode I due to
mixed-mode behaviour. Similar to the other features, PNM with mixed-mode cohesive
failure agrees well with the equivalent Abaqus implementation.
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(a) Visualisation in Abaqus cae viewer at d2 =
0.0889 mm.
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(b) Load-Displacement at right bottom node.
Dots represent load increments.
Figure 5.10: Mixed-mode failure in rotational validation.
The previous examples verify the CZM implementation which will be applied to
interface elements in Chapter 6. In combination with PNM elements, it is possible
to model breakable cohesive interfaces in composite laminates initiated by matrix
cracks. Matrix Cracking Induced Delamination (MCID) was identified as one major
failure mode in composites in Section 2.1. MCID onset under flexural loading causes
unloading and mixed-mode decohesion behaviour. Furthermore, stabilisation will be
required to obtain converged equilibrium solutions in a highly nonlinear problem.
5.6 Numerical Examples
The following numerical examples verify the implementation of PNM in Section 5.3
and 5.4 in combination with an exponential extrinsic traction separation law which is
given in tangential and normal direction by:
t1 = 0
t2 = ft exp
(
− ft
Gf
Ju2K) (5.6.1)
with critical tensile stress ft, fracture energy Gf and displacement jump Ju2K in normal
direction to the discontinuity ΓC . The tangent stiffness matrix according to (5.2.9) or
(5.4.5) is:
T =
∂t
∂JuK =
(
0 0
0 − f2t
Gf
exp
(
− ft
Gf
Ju2K)
)
(5.6.2)
A simple pure Mode I and a three-point bending test in homogeneous, isotropic
material are compared to Mergheim’s findings [21].
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(a) Mode I. (b) Three-point bending.
Figure 5.11: Numerical examples applying PNM: Geometry, dimensions (in mm) and
boundary conditions, adapted from [21]
Mode I Failure
The numerical example of the unit square plate in Figure 5.11 (a) evaluates pure Mode I
failure at the discontinuity ΓC initiated in the centre of the left-hand edge of the square.
The unidirectional displacement d is uniformly applied to the top edge whereas the
bottom edge is entirely fixed. Restraints at the top corners prevent lateral movements.
Isotropic material parameters are Young’s modulus E = 100 N/mm2 and Poisson’s
ratio ν = 0. Details about the constitutive stiffness tensor C can be found in Appendix
A.5.3. Cohesive parameters are chosen to be ft = 1.0 N/mm2 and Gf = 0.1 N/mm.
The square is coarsely discretised by 100 quadrilateral elements. Since stresses are
constant along the length of the square, the discontinuity propagates along ΓC through
the whole structure when the critical tensile stress ft is exceeded. Note that location of
crack initiation is manually controlled by only evaluating tensile strength in elements
along ΓC . Figure 5.12 (a) shows a contour plot of the displacement in y-direction.
Cohesive traction forces at the discontinuity surface allow for complete separation.
The corresponding load-displacement response in Figure 5.12 (b) first follows a linear
elastic path governed by isotropic material properties. When the maximum principal
stress reaches the critical tensile stress ft, exponential softening according to (5.6.1) and
(5.6.2) initiates. Failure initiation as well as softening behaviour correspond well with
Mergheim [21].
Three-Point Bending
Figure 5.11 (b) illustrates a more complex example. A beam is loaded by a prescribed
displacement at the centre of the top edge. The bottom left corner is fully fixed whereas
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(a) Visualisation in Abaqus cae viewer.
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(b) Load-Displacement at top edge. Dots
represent extraction of numerical results from
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Figure 5.12: Pure Mode I failure using PNM in combination with an extrinsic CZM.
only vertical movement of the right bottom corner is restrained. Isotropic material
parameters are again Young’s modulus E = 100 N/mm2 and Poisson’s ratio ν = 0.
In contrast to the previous example, the cohesive parameters are ft = 0.5 N/mm2 and
Gf = 0.01 N/mm. The discontinuity initiates from the centre of the bottom edge due
to stress concentration caused by bending. Note that the crack path is not prescribed
here. It is assumed that crack propagation is normal to the maximum principal stress
direction [49].
1470 quadrilateral elements are passed on to the UEL subroutine. When the maximum
principal stress exceeds the critical tensile stress ft, elements are augmented according
to equation (5.4.1) and (5.4.2). As shown in Figure 5.13 (a), the discontinuity propagates
upwards in a straight line towards the applied load. The contour plot shows the
principal stress field towards the end of the simulation according to the visualisation
procedure in Section 5.4.2. A concentrated stress field at the crack tip is clearly
visible. Figure 5.13 (b) compares the load-displacement response at the centre of
the top edge with Mergheim’s results [21]. The initial linear elastic response, failure
initiation at ft and the first part of softening correspond well with Mergheim. With
increasing failure, PNM predicts a steep degradation up to complete failure. In
contrast, Mergheim’s model shows a smooth and less abrupt softening. The different
prediction of the models can be explained by Mergheim’s non-local stress evaluation
and finer discretisation around the discontinuity. The elemental stress is evaluated by
averaging stress in adjacent elements which delays crack growth and hence leads to
smoother softening.
As mentioned at the end of previous Section 5.5, PNM will model Matrix Cracking
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(a) Stress visualisation in Abaqus cae viewer.
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(b) Load-Displacement at centre of top edge.
Figure 5.13: PNM in combination with an extrinsic CZM under three-point bending.
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Induced Delamination (MCID) in composite laminates in Chapter 6. The numerical
examples here confirm implementation of PNM. Non-local stress evaluation used by
Mergheim [21] will not be required as through-thickness matrix cracks are assumed
to be present in thin plies with coarse discretisation of only two elements through the
thickness.
5.7 Summary
The well established Cohesive Zone Method (CZM) is combined with the Phantom
Node Method (PNM) in order to model arbitrary crack propagation within a finite
element framework. PNM uses additional Degrees of Freedom (DoFs) to allow for
elemental separation. It is a local method only operating on element level and using
only standard shape functions. This locality makes PNM conceptually simple and
hence easier to implement and modify.
A well known mixed-mode CZM by Camanho was mathematically derived. The
implementation alongside important features such as unloading and stabilisation was
successfully verified with models in standard finite element programs.
Similarly, a discrete weak form of the PNM was derived. Based on the linearisation
of the weak form, a strategy to implement PNM in a commercial software via
user-defined subroutines was presented. Furthermore, a visualisation scheme creates
displacement and stress fields in user-defined elements and combines them with
standard elements. The presented numerical examples on PNM ensure correct
derivation and impelementation of the method.
PNM in combination with breakable CZM elements will be further used to model
complex failure interaction MCID in composite laminates under various loading in
Chapter 6. This will lead to the first comparison between experimentally measured
and numerically predicted progressive MCID quantities under flexural loading.
122
Bibliography
[1] D. Swenson and A. Ingraffea, “Modeling mixed-mode dynamic crack propagation
nsing finite elements: Theory and applications,” Computational Mechanics, vol. 3,
no. 6, pp. 381–397, 1988.
[2] L. Martha, P. Wawrzynek, and A. Ingraffea, “Arbitrary crack representation using
solid modeling,” Engineering with Computers, vol. 9, no. 2, pp. 63–82, 1993.
[3] J.-H. Song and T. Belytschko, “Cracking node method for dynamic fracture with
finite elements,” International Journal for Numerical Methods in Engineering, vol. 77,
no. 3, pp. 360–385, 2009.
[4] G. Barenblatt, “The formation of equilibrium cracks during brittle fracture.
general ideas and hypotheses. axially-symmetric cracks,” Journal of Applied
Mathematics and Mechanics, vol. 23, no. 3, pp. 622–636, 1959.
[5] D. Dugdale, “Yielding of steel sheets containing slits,” Journal of the Mechanics and
Physics of Solids, vol. 8, no. 2, pp. 100–104, 1960.
[6] A. Hillerborg, M. Mode´er, and P.-E. Petersson, “Analysis of crack formation and
crack growth in concrete by means of fracture mechanics and finite elements,”
Cement and Concrete Research, vol. 6, no. 6, pp. 773 – 781, 1976.
[7] B. Cox and Q. Yang, “In quest of virtual tests for structural composites,” Science,
vol. 314, no. 5802, pp. 1102–1107, 2006.
[8] S. Hallett and M. Wisnom, “Numerical investigation of progressive damage and
the effect of layup in notched tensile tests,” Journal of Composite Materials, vol. 40,
no. 14, pp. 1229–1245, 2006.
[9] M. Thouless and Q. Yang, “A parametric study of the peel test,” International
Journal of Adhesion and Adhesives, vol. 28, no. 4-5, pp. 176–184, 2008.
[10] A. Turon, P. Camanho, J. Costa, and C. Da´vila, “A damage model for
the simulation of delamination in advanced composites under variable-mode
loading,” Mechanics of Materials, vol. 38, no. 11, pp. 1072–1089, 2006.
123
124
[11] D. Xie, A. Salvi, C. Sun, A. Waas, and A. Caliskan, “Discrete cohesive zone model
to simulate static fracture in 2d triaxially braided carbon fiber composites,” Journal
of Composite Materials, vol. 40, no. 22, pp. 2025–2046, 2006.
[12] C. Shet and N. Chandra, “Analysis of energy balance when using cohesive
zone models to simulate fracture processes,” Journal of Engineering Materials and
Technology, Transactions of the ASME, vol. 124, no. 4, pp. 440–450, 2002.
[13] N. Moe¨s, J. Dolbow, and T. Belytschko, “A finite element method for crack growth
without remeshing,” International Journal for Numerical Methods in Engineering,
vol. 46, no. 1, pp. 131–150, 1999.
[14] Abaqus Version 6.11 User’s manual. Dassault Systemes Simulia Corp., 2011.
[15] J.-H. Song, P. Areias, and T. Belytschko, “A method for dynamic crack and
shear band propagation with phantom nodes,” International Journal for Numerical
Methods in Engineering, vol. 67, no. 6, pp. 868–893, 2006.
[16] T. Rabczuk, G. Zi, A. Gerstenberger, and W. Wall, “A new crack tip element for
the phantom-node method with arbitrary cohesive cracks,” International Journal
for Numerical Methods in Engineering, vol. 75, no. 5, pp. 577–599, 2008.
[17] F. van der Meer and L. Sluys, “A phantom node formulation with mixed mode
cohesive law for splitting in laminates,” International Journal of Fracture, vol. 158,
no. 2, pp. 107–124, 2009.
[18] A. Ahmed and L. Sluys, “A phantom node formulation for modeling coupled
adiabatic-isothermal cracking in frp composites,” Computer Methods in Applied
Mechanics and Engineering, vol. 278, pp. 291–313, 2014.
[19] A. Hansbo and P. Hansbo, “A finite element method for the simulation of
strong and weak discontinuities in solid mechanics,” Computer Methods in Applied
Mechanics and Engineering, vol. 193, no. 33-35, pp. 3523–3540, 2004.
[20] J. Nitsche, “U¨ber ein variationsprinzip zur lo¨sung von dirichlet-problemen bei
verwendung von teilra¨umen, die keinen randbedingungen unterworfen sind,”
Abhandlungen aus dem Mathematischen Seminar der Universita¨t Hamburg, vol. 36,
no. 1, pp. 9–15, 1971.
[21] J. Mergheim, E. Kuhl, and P. Steinmann, “A finite element method for the
computational modelling of cohesive cracks,” International Journal for Numerical
Methods in Engineering, vol. 63, no. 2, pp. 276–289, 2005.
BIBLIOGRAPHY 125
[22] J. Mergheim, E. Kuhl, and P. Steinmann, “Towards the algorithmic treatment of
3d strong discontinuities,” Communications in Numerical Methods in Engineering,
vol. 23, no. 2, pp. 97–108, 2007.
[23] X. Fang, Q. Yang, B. Cox, and Z. Zhou, “An augmented cohesive zone element
for arbitrary crack coalescence and bifurcation in heterogeneous materials,”
International Journal for Numerical Methods in Engineering, vol. 88, no. 9,
pp. 841–861, 2011.
[24] D. Ling, Q. Yang, and B. Cox, “An augmented finite element method for modeling
arbitrary discontinuities in composite materials,” International Journal of Fracture,
vol. 156, no. 1, pp. 53–73, 2009.
[25] W. Liu, “An Accurate and Efficient Augmented Finite Element Method for
Arbitrary Crack Interactions,” Journal of Applied Mechanics, vol. 80, p. 041033, May
2013.
[26] Z. Zhou, Multiple-scale numerical analysis of composites based on augmented finite
element method. PhD thesis, 2010.
[27] B. Chen, S. Pinho, N. De Carvalho, P. Baiz, and T. Tay, “A floating node method for
the modelling of discontinuities in composites,” Engineering Fracture Mechanics,
vol. 127, pp. 104–134, 2014. cited By 2.
[28] N. De Carvalho, B. Chen, S. Pinho, J. Ratcliffe, P. Baiz, and T. Tay, “Modeling
delamination migration in cross-ply tape laminates,” Composites Part A: Applied
Science and Manufacturing, vol. 71, pp. 192–203, 2015.
[29] E. Kuhl, P. Ja¨ger, J. Mergheim, and P. Steinmann, “On the application of hansbo’s
method for interface problems,” Solid Mechanics and its Applications, vol. 5,
pp. 255–265, 2007.
[30] J. Mergheim and P. Steinmann, “A geometrically nonlinear fe approach for the
simulation of strong and weak discontinuities,” Computer Methods in Applied
Mechanics and Engineering, vol. 195, no. 37-40, pp. 5037–5052, 2006.
[31] J. Mergheim, “A variational multiscale method to model crack propagation at
finite strains,” International Journal for Numerical Methods in Engineering, vol. 80,
no. 3, pp. 269–289, 2009.
[32] F. Van Der Meer, L. Sluys, S. Hallett, and M. Wisnom, “Computational modeling of
complex failure mechanisms in laminates,” Journal of Composite Materials, vol. 46,
no. 5, pp. 603–623, 2012.
126
[33] F. van der Meer and L. Sluys, “Mesh-independent modeling of both distributed
and discrete matrix cracking in interaction with delamination in composites,”
Engineering Fracture Mechanics, vol. 77, no. 4, pp. 719–735, 2010.
[34] B. Han, M. Veidt, D. Capararo, and G. George, “Finite element simulation of crack
propagation in military aircraft coatings,” vol. 3, pp. 1845–1854, 2012.
[35] P. Areias and T. Belytschko, “A comment on the article ”a finite element
method for simulation of strong and weak discontinuities in solid mechanics”
by a. hansbo and p. hansbo [comput. methods appl. mech. engrg. 193 (2004)
3523-3540],” Computer Methods in Applied Mechanics and Engineering, vol. 195,
no. 9-12, pp. 1275–1276, 2006.
[36] P. Camanho, C. Da´vila, and M. De Moura, “Numerical simulation of mixed-mode
progressive delamination in composite materials,” Journal of Composite Materials,
vol. 37, no. 16, pp. 1415–1438, 2003.
[37] M. Benzeggagh and M. Kenane, “Measurement of mixed-mode delamination
fracture toughness of unidirectional glass/epoxy composites with mixed-mode
bending apparatus,” Composites Science and Technology, vol. 56, no. 4, pp. 439–449,
1996.
[38] B. Bak, E. Lindgaard, and E. Lund, “Analysis of the integration of cohesive
elements in regard to utilization of coarse mesh in laminated composite
materials,” International Journal for Numerical Methods in Engineering, vol. 99, no. 8,
pp. 566–586, 2014.
[39] C. Da´vila, P. Camanho, and A. Turon, “Effective simulation of delamination in
aeronautical structures using shells and cohesive elements,” Journal of Aircraft,
vol. 45, no. 2, pp. 663–672, 2008.
[40] S. Hallett, B. Green, W. Jiang, and M. Wisnom, “An experimental and numerical
investigation into the damage mechanisms in notched composites,” Composites
Part A: Applied Science and Manufacturing, vol. 40, no. 5, pp. 613–624, 2009.
[41] O. Shor and R. Vaziri, “Adaptive insertion of cohesive elements for simulation of
delamination in laminated composite materials,” Engineering Fracture Mechanics,
vol. 146, pp. 121–138, 2015.
[42] D. Xie and A. Waas, “Discrete cohesive zone model for mixed-mode fracture
using finite element analysis,” Engineering Fracture Mechanics, vol. 73, no. 13,
pp. 1783–1796, 2006.
BIBLIOGRAPHY 127
[43] M. A. Crisfield, “A fast incremental/iterative solution procedure that handles
snap-through,” Computers and Structures, vol. 13, pp. 55–62, 1981.
[44] G. Alfano and M. Crisfield, “Finite element interface models for the delamination
analysis of laminated composites: Mechanical and computational issues,”
International Journal for Numerical Methods in Engineering, vol. 50, no. 7,
pp. 1701–1736, 2001.
[45] W. Hager and H. Zhang, “A new conjugate gradient method with guaranteed
descent and an efficient line search,” SIAM Journal on Optimization, vol. 16, no. 1,
pp. 170–192, 2006.
[46] G. H. Golub and D. P. O’Leary, “Some history of the conjugate gradient and
lanczos algorithms: 1948-1976,” SIAM Review, vol. 31, no. 1, pp. 50–102, 1989.
[47] V. Nguyen, “An open source program to generate zero-thickness cohesive
interface elements,” Advances in Engineering Software, vol. 74, pp. 27–39, 2014.
[48] M. van Dijk, “On the development of a triangular, multi-field user-element for
abaqus,” Institute of Mechanics, TU Dortmund, 2010.
[49] G. N. Wells, Discontinuous modelling of strain localisation and failure. PhD thesis,
2001.
128
Chapter 6
Matrix Cracking Induced Delamination
Outline
Design optimisation in composite laminates requires knowledge about typical failure
modes and their interaction such as Matrix Cracking Induced Delamination (MCID).
The Phantom Node Method (PNM) is extended to suit MCID by incorporating
breakable cohesive elements at matrix crack tips. Different user-defined element
types improve numerical stability in a challenging environment with geometric and
material nonlineraties.
Formulation and implementation is first verified with comparable models using
standard FEM tools in Abaqus. The new concept allows for accurate and effective
prediction of matrix crack density and stiffness reduction in a number of composite
laminates.
The advanced PNM is further applied to describe qualitative and quantitative
progressive MCID in composite laminates under flexural loading. It is the first
comparison between experimentally measured and numerically predicted progressive
MCID.
The computational strategy presented here is a promising technique which is
applicable to standard FEM software packages.
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6.1 Introduction
In the following, numerical modelling of specific failure modes and their interaction is
discussed in context of composite laminates.
As outlined in Chapter 2, typical failure mechanisms in composite structures can
be distinguished by their constituents: fibre, matrix and interface. Interlaminar
delamination is accepted as a major failure mode. It leads to reduced fracture
toughness and interlaminar strength, eventually resulting in structural collapse
[1]. Depending on geometry, configuration and manufacturing of the composite,
delamination onset and growth is caused by interlaminar stress concentration at free
edges, interfacial voids or transverse crack tips. Formation of the latter results from
fibre/matrix debonding (intralaminar delamination) and matrix cracking [2] and is
referred to as Matrix Cracking Induced Delamination (MCID).
Experimental Work
Numerous studies investigate transverse cracking in composites experimentally.
Uniaxial tensile tests on cross-ply laminates [0m/90n]s are usually conducted to initiate
failure in the weaker transverse 90◦ layer. Typical quantitative measures are crack
density, crack spacing, stiffness degradation and ultimate failure. Joffe’s pioneering
work [2, 3] analyses crack density and relates material degradation in symmetric
glass-fibre composites [±θ/904]s θ = 0, 15, 30, 40 experimentally and numerically. It
became a benchmark test for analytical or numerical crack density models. Other
research groups focus on Carbon Fibre Reinforced Polymer (CFRP) laminates [4, 5,
6, 7, 8]. Sebaey et al. [6] investigate the in situ transverse tensile strength of [±θ/90n]s
θ = 0, 45; n = 1, 2, 4 CFRP composites and conclude that cracks only occur in thicker
transverse plies whereas thinner samples fail due to free edge cracks. Similarly,
Guillamet et al. [4] show that transverse MCID only occurs in thick-ply laminates.
Apart from induced delamination, transverse cracking has also been shown to initiate
oblique cracks for example in [0/904]s CFRP composites [5]. Takeda et al. [7] quantify
MCID in [0/90n]s n = 2, 4, 6 samples. It is found that delamination grows rapidly
and extensively in laminates with thicker transverse plies. Under off-axis loading,
Zubillaga et al. [8] study MCID experimentally and relate it to ultimate failure
predictions. Most of the work mentioned is about transverse crack evolution only or
ultimate failure, but not addressing progressive delamination quantification. Because
of the difficulty of inspection, a progressive in situ analysis of delamination growth
due to transverse matrix cracking is challenging. Mortell’s impressive experimental
work [9] investigates [90n/07/90n]s n = 2, 3, 4 CFRP composite laminates under flexural
loading in three- and four-point bending tests respectively. With the help of in
situ Scanning Electron Microscopy (SEM), progressive MCID growth at individual
transverse crack tips is quantified.
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Matrix Crack Density Models
There is a wide range of analytical and numerical prediction models of transverse
cracking evolution in uniaxial loading conditions. Analytical methods are able
to determine crack initiation, evolution of crack density and stiffness reduction in
glass-fibre composites [2, 10, 11, 12]. Finite element models commonly use the cohesive
zone approach to represent transverse matrix cracks and interfaces between plies.
The uniform stress field in composites under uniaxial tension requires a statistical
variation of strength properties to obtain more realistic crack initiation [13]. A discrete
representation of cracks is necessary so that their mutual nonlinear coupling can be
directly accounted for. Gorris et al. [14] investigate [0/90n]s n = 1, 2 and [90m/0/90m]s
m = 2, 3 glass-fibre composites with pre-inserted cohesive elements for transverse
cracks. Crack density is estimated well in all cases. Similarly, crack density evolution in
three dimensional CFRP composites models is represented with reasonable accuracy
by Shi et al. [15] and by Van der Meer et al. [16] with a coarse through-thickness
discretisation of one element per ply.
MCID Simulation
Due to the lack of experimental results as mentioned above, the evaluation of
numerical MCID models is challenging.
Zubillaga et al. [1] derive an energy based MCID failure criterion and they are
able to predict ultimate failure in CFRP composite laminates. Okabe et al. [17]
use two dimensional cohesive elements at transverse crack surfaces and interfaces to
model MCID in CFRP. Only transverse crack density is analysed although simulated
delamination growth is shown. With a similar model, Jalalvand et al. [18] investigate
crack density and stiffness reduction in glass-fibre laminates without a quantitative
analysis of MCID growth. In [19], the same authors model damage modes in thin
carbon/glass hybrid laminates with pre-inserted cohesive elements. Delamination is
linked to load-displacement data and ultimate failure. A three dimensional model
by Hallett et al. [20] for CFRP [45m/90m/ − 45m]s m = 1, 2, 4, 8 composites with
pre-inserted cohesive elements shows the significance of MCID compared to models
with free-edge delamination only. It is concluded that considering the interaction
of matrix cracks and delamination is necessary to achieve good failure prediction.
Laurin et al. [21] use a three dimensional multiscale approach to model several
World Wide Failure Exercise (WWFE) test cases. In particular, transverse crack density
as well as total delamination ratio in cross-ply CFRP composites with different ply
thickness are successfully validated. Iarve’s advanced approach [13] includes the
eXtended Finite Element Method (X-FEM) to guarantee mesh-independent transverse
crack growth in CFRP composites without a priori knowledge of crack location and
direction. In particular, MCID growth is compared to models with pre-inserted
cohesive elements. Good agreement is achieved. However, no numerical MCID results
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have been validated against experiments at this stage.
Phantom Node Method
Transverse cracks are usually modelled by pre-inserting cohesive elements at various
locations. The Phantom Node Method (PNM) needs to be extended to model MCID
without a priori knowledge about crack location or growth direction. Based on the
fundamental formulation in Chapter 5, Chen et al. [22] develop an extended PNM
to represent MCID realistically by allowing the interface at the transverse crack tip to
break. Fang et al. [23] show that conventional non-breakable cohesive elements cannot
represent MCID correctly. This extended PNM is validated against [02/904]s glass-fibre
composite laminates under tension and transverse crack evolution and saturation are
predicted with good accuracy [22].
Outline
In order to optimise the design of composite laminates, a qualitative and quantitative
analysis of the coupled evolution of matrix cracks and interlaminar delamination is
necessary. This chapter investigates MCID numerically in composite laminates on the
mesoscale which is described by two constituents: the single layer and the interface.
Coupling PNM to breakable cohesive interfaces offers a mesh independent numerical
tool without a priori knowledge about transverse cracks. Based on Chen’s work [22],
an Advanced PNM (APNM) is formulated and validated against glass-fibre composite
laminates with different configurations [±θ/904]s θ = 0, 15, 30, 40 in Section 6.5. Matrix
crack density and laminate stiffness reduction due to transverse matrix cracks are
investigated. Experimental findings by Mortell et al. [9] allow for a progressive
analysis of MCID growth in CFRP composite laminates under flexural loading.
Transverse crack density and length of each delamination initiated by transverse cracks
are numerically modelled and compared to experiments in Section 6.6. In addition,
numerical APNM results are compared to a FE model using pre-inserted transverse
cracks.
6.2 Advanced Phantom Node Method
An advanced computational strategy and an extension to PNM is presented to
progressively evaluate Matrix Cracking Induced Delamination (MCID) in composite
laminates. Accurate representation of the displacement jump at the interface requires
breakable cohesive elements [23]. Figure 6.1 shows a cross-ply laminate under tension.
The weaker 90◦ ply contains a transverse matrix crack propagating towards the
interface. On the left, the effect of non-breakable cohesive interfaces is illustrated.
Conventional modelling treats each ply and interface separately. The transverse
matrix cracks cannot split the interface and damage or failure information cannot be
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shared with adjacent elements which leads to an incorrect, unphysical representation
of the displacement jump due to linear interpolation in conventional cohesive interface
elements. As shown in Figure 6.1 (right), a physically accurate representation allows
the cohesive interface to break. Additional nodes are required. Therefore, the PNM
formulation in Chapter 5 needs to be extended.
In the following, this new formulation is referred to as Advanced PNM (APNM).
Figure 6.1: Conventional interface modelling (left). Modelling of a breakable interface
(right), adapted from [22].
6.2.1 Element Types
Different user-defined elements are implemented in Abaqus/Standard [24] in
combination with the subroutine-type UEL. Without loss of generality, quadrilateral
elements are considered here. Additional DoFs are required to represent
discontinuities within each element. These DoFs are called ghost nodes. Their
activation depends on element and crack type. The following element types have been
implemented which are also illustrated in Figure 6.2.
PNM
A standard quadrilateral PNM element only needs four ghost nodes to represent a
crack. Extrinsic cohesive traction forces are applied to nodes at the crack surface. It
follows the mathematical derivation in Section 5.3 in Chapter 5.
Hybrid
In order to model breakable interfaces at crack tips, hybrid elements are connected to
PNM elements. Without a crack, ghost nodes are used to represent the intact interface
with zero-thickness cohesive elements (grey). When a connected PNM element cracks,
additional ghost nodes are activated to represent a crack and to allow the cohesive
interface to break. In addition to PNM elements, an intrinsic cohesive law in the
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interface is included in the elemental formulation [25].
Tip Stab
Elements across the interface are activated when adjacent hybrid elements are cracked.
Only one ghost node is required to create three triangular elements. Unlike nodal
constraints at the crack tip in the interface [22], this element type stabilises the
numerical procedure by naturally incorporating nodes at crack tips in the FE mesh.
Ghost Node Allocation
As shown in Figure 5.4 in Chapter 5, user-defined element types require the same
number of additional DoFs (ghost nodes) at each solid node. The following Section
6.2.3 shows that ghost nodes are attached to their solid node by constraints prior
activation. In PNM elements in Figure 6.2, one ghost node is allocated to each solid
node and all ghost nodes are used upon activation. In contrast, ghost nodes remain
inactive in hybrid elements even after crack initiation. In order to achieve consistent
nodal constraints mentioned above, ghost nodes need to be activated at the edge
adjacent to their solid node. Therefore, two ghost nodes at bottom edge nodes of
hybrid elements in Figure 6.2 are inactive. Five ghost nodes are required to model the
breakable interface and crack tip at the top edge. Hence, one ghost remains inactive at
this edge.
Figure 6.2: Illustration of APNM implementation.
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Integration scheme & CZM
Full Gauss quadrature is used with four integration points for solid quadrilaterals
and one integration point in triangular elements. The intrinsic mixed-mode cohesive
formulation in Chapter 5, Section 5.2 is applied to the interface. In the following,
different approaches to model cohesive traction at transverse matrix cracks are
considered. In order to verify the formulation and implementation of APNM with
standard Abaqus models, the intrinsic cohesive formulation in Chapter 5 is applied
to the crack surface. When inserting matrix cracks during simulation, an extrinsic
cohesive formulation is required. In the following numerical examples, two different
forms of extrinsic cohesive formulation at the transverse crack surface are used when
a discontinuity is introduced in PNM or hybrid elements. In Section 6.5, a constant,
rectangular softening behaviour is used. A traction free surface (zero extrinsic law) is
applied in Section 6.6.
A preferred trapezoidal Newton-Cotes procedure for cohesive elements [26] is applied
to the interface and the crack surface as outlined in Chapter 5.
6.2.2 Computational Strategy
Figure 6.3 gives details about the computational strategy. Solution-Dependant
Variables (SDVs) are stored in a global crack list in order to pass on the failure status
to adjacent elements. Principal stress σn at time step n is evaluated in every element
to decide whether a certain failure criterion is met. A simple maximum stress criterion
is applied here which is often used to predict failure of brittle materials. In context of
MCID, transverse cracks develop in isotropic brittle matrix material and propagate into
the interlaminar interface. Ghost nodes are then activated according to the procedure
mentioned above. In a user-defined UEL subroutine, elemental stiffness matrix and
right-hand side vector (5.4.1) in Chapter 5 are calculated and passed on to Abaqus to
assemble a global linear system. As part of the software, a standard Newton-Raphson
scheme solves these equations iteratively.
6.2.3 Ghost Node Constraints
Ghost nodes are attached to solid nodes until their activation. Let d be a vector of nodal
DoFs. It contains DoFs from a standard solid node and additional DoFs from attached
ghost nodes as shown in Figure 6.2. Constraints are achieved by the penalty method
[22]
k(di − d2j+i) = 0, i = 1, 2 (6.2.1)
where k is a penalty stiffness and j depends on the number of ghost nodes in an
element. It is j = 1 in PNM and tip Stab, whereas j = 1, . . . , 3 in hybrid elements.
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Figure 6.3: APNM flowchart.
Displacement of activated ghost nodes is assumed to be similar to that of their
attached solid node which can be achieved by sufficiently small incrementation and
fine disretisation. Therefore, ghost node constraints lead to a smooth transition from
ghost to activated node. Furthermore, constraints are needed to accurately calculate
the displacement jumps in bisected cohesive interfaces at crack initiation.
6.3 Phantom Node Method in Nonlinear Finite Element
Formulation
Consider the derivation of PNM in Chapter 5 for small displacements. In
order to extend the method to account for large strains and large rotations, a
formulation incorporating geometrically nonlinear effects is required. The linear
strain-displacement relation (5.3.7) in Chapter 5 needs to be adjusted. A number of
books and publications on nonlinear FEM exist [27, 28, 29, 30]. Mergheim et al. [31]
formulate and validate PNM in a geometrically nonlinear analysis.
Let Ω be a two dimensional domain containing a discontinuity at ΓC . The deformation
tensor F can be expressed by
F = (∇u+ I)T (6.3.1)
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where I is the identity tensor. With the right Cauchy-Green deformation tensor
C = F TF , the Green-Lagrange strain is given by
E =
1
2
(C − I) = 1
2
(
∇u+ (∇u)T
)
+
1
2
(
(∇u)T ∇u
)
= ε+ η. (6.3.2)
Note that a nonlinear term η is added to the infinitesimal strain tensor ε from Chapter
5.
A nonlinear variational formulation of the equilibrium of the system with extrinsic
cohesive forces t acting on ΓC and prescribed traction t¯ on Neumann boundary ΓN is
given by:
Find u ∈ U such that∫
Ω
∇w · S(u) dΩ +
∫
ΓC
JwK · t (JuK) dA = ∫
ΓN
w · t¯ dA ∀w ∈ U0, (6.3.3)
where U is the space of admissible displacement fields and U0 the space of test
functions. Furthermore, S denotes the stress field and ∇w is the nonlinear variational
strain tensor in (6.3.2). Note the similarity of (6.3.3) to the weak form (5.3.23) in Chapter
5.
Following Bathe’s [27] and Kim’s [30] derivation, an approximate incremental solution
of (6.3.3) at iteration k within a Total Lagrangian formulation is:
Find ∆u ∈ U such that∫
Ω0
∇w · C0 ·∆ε dΩ0 +
∫
Ω0
∇w · Sk ·∆ε dΩ0 +
∫
ΓC
JwK · T · J∆uK dA
=
∫
ΓN
w · t¯k dA−
∫
Ω0
Sk ·Ek dΩ0 −
∫
ΓC
JwK · t (JukK) dA ∀w ∈ U0 (6.3.4)
with total displacement update
uk+1 = uk + ∆u.
The subscript 0 indicates definition with respect to the initial configuration. The second
Piola-Kirchhoff stress S is given by the incremental constitutive relation S = C0 · ε,
where C0 is the initial material stiffness. T = ∂t∂JuK is the tangent stiffness of the traction
separation law at the crack surface ΓC . It is included in the PNM formulation according
to Nguyen et al. [32], similar to Chapter 5. The derivation of the iterative discrete form
of (6.3.4) follows the procedure in Section 5.3.2.
The local finite element solution of (6.3.4) for a cracked element ΩeC = ΩC1 ∪ ΩC2
containing a discontinuity at ΓeC is[
K1L +K
1
NL +K
e
Coh −KeCoh
−KeCoh K2L +K2NL +KeCoh
][
∆de1
∆de2
]
=
[
Rek1 + f e
k
1 + f
ek
Coh
Rek2 + f e
k
2 − f e
k
Coh
]
(6.3.5)
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with
KiL =
∫
ΩCi0
BTLC0BL dΩC0 and KiNL =
∫
ΩCi0
BTNLS
kBNL dΩ
C
0 , i = 1, 2. (6.3.6)
The strain-displacement transformation matrices BL and BNL correspond to the
configuration at time t. These values as well as the cracked subdomain ΩCi0, i = 1, 2 are
defined with respect to the initial configuration. The right-hand side in (6.3.5) consists
of external forces Rek , internal forces f ek in ΩC1 and ΩC2 and cohesive traction forces
f e
k
Coh on ΓeC with
Reki =
{ ∫
ΓeN
NTt¯
k
dA if ΓeN ⊂ ΩCi ,
0 else.
(6.3.7)
and
f e
k
i =
∫
ΩCi0
BTL Sˆ
k
dΩC0 , , i = 1, 2 and f
ek
Coh =
∫
ΓeC
NTtk dA (6.3.8)
where Sˆ
k
is the vector of incremental second Piola-Kirchhoff stresses and N is a
standard shape function matrix. The tangent stiffness matrix KCoh related to cohesive
traction acting on ΓeC is
KeCoh =
∫
ΓeC
NTTN dA. (6.3.9)
Details about strain-displacement transformation matrices BL and BNL in
quadrilateral elements can be found in Appendix A.5.2. A general formulation
is given in Bathe [27].
This geometrically nonlinear analysis is implemented in user-defined elements in the
same way as described in Chapter 5. Element stiffness matrix and right-hand side
vector according to (6.3.5) are passed on to the UEL subroutine.
6.4 Verification of APNM
Similar to the verification of the cohesive zone method in Section 5.2, various features
in APNM and the nonlinear FEM implementation are verified with comparable models
in Abaqus standard.
In the following, material and cohesive parameters are used consistently. An
orthotropic material in plane stress solid elements is modelled by Young’s moduli
E1 = 140000 MPa and E2 = 10000 MPa, shear modulus G12 = 5200 MPa and Poisson’s
ratio ν12 = 0.3.
Cohesive interfaces are modelled by the intrinsic cohesive law given in Chapter 5.
Table 6.1 shows relevant input parameters. It should be noted that parameters are
chosen to clearly represent the cohesive response in the following examples. As both
models, APNM and Abaqus, use the same input parameters, this approach is still
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valid. Realistic material parameters will be used in the numerical examples in Section
6.5 and 6.6.
Table 6.1: Interface properties for cohesive verification.
K (N/mm3) N (MPa) S (MPa) GIc (kJ/m2) GIIc (kJ/m2) η
1.25 x 105 40 40 3.0 4.0 2.284
A thickness t = 7 mm is applied to solid and interface elements respectively. Abaqus
models use zero thickness cohesive elements (COH2D4) to represent the interlaminar
interface and solid triangular and quadrilateral elements (CPS3 and CPS4) to model
composite substrates.
6.4.1 Cohesive Interface with Maximum Degradation
In addition to implemented cohesive features in Chapter 5, maximum degradation in
cohesive elements is investigated. This feature is commonly used to prevent instability
problems in severely damaged cohesive elements.
Consider the incremental damage variable d+, equation (5.2.11) in Chapter 5. A
modified form is given by
d+ = min
(
max
(
δfm(δ
max
m − δ0m)
δmaxm (δ
f
m − δ0m)
, d−
)
, dmax
)
where dmax denotes the maximum degradation parameter. When d+ reaches the critical
damage degradation dmax, a traction free element without any residual strength is
applied. Note that in equation (5.2.11), dmax is replaced by 1.
Figure 6.4 (a) illustrates two unit square bodies connected with an interface element.
Bottom nodes are fully fixed whereas top nodes are partly restrained to prevent lateral
movements. The unidirectional displacement d = 0.03 mm at top nodes initiates
cohesive separation in the interface between the two solid bodies.
Abaqus models consist of two quadrilateral solid elements (CPS4) to represent the
square blocks and one cohesive element (COH2D4) to model the interface. Maximum
degradation is set to dmax = 0.95 via element deletion option for COH2D4 elements.
APNM is applied by modelling one hybrid element at the bottom attached to one intact
PNM element. Element types are illustrated in Section 6.2.1. Modified equation above
with dmax = 0.95 is implemented in the intrinsic cohesive formulation according to
Section 5.2 in Chapter 5.
Figure 6.4 (b) shows a contour plot of vertical forces (NFORC2). The applied boundary
conditions lead to an uniformly distributed force field along the width of the model.
The load response due to the applied displacement at the top edge is shown in Figure
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(a) Model (in mm). (b) Visualisation in Abaqus cae
viewer.
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(c) Load-Displacement at top edge.
Figure 6.4: Maximum degradation with dmax = 0.95 using APNM and standard Abaqus
elements.
6.4 (c). After a linear increase, damage in normal direction initiates in the interface.
Linear softening is followed by abrupt loss of stiffness due to maximum degradation
implementation. Note that the maximum degradation value dmax determines the
duration of linear softening in Figure 6.4 (b). Here dmax = 0.95 is chosen.
The APNM implementation coincides with the Abaqus model.
6.4.2 Cohesive Interaction
In order to apply the computational strategy of APNM in Section 6.2 to complex
problems, a simple model similar to previous Section 6.4.1 first verifies the
implementation of cohesive interaction of a transverse discontinuity propagating into
an interlaminar cohesive interface. As shown in Figure 6.5 (a), two different prescribed
displacements initiate cohesive interaction. A horizontal displacement d1 = 0.1 mm at
the bottom right node initiates transverse cracking along a cohesive surface ΓC . The
vertical displacement d2 = 0.01 mm at the top nodes leads to cohesive separation in
the interface. The left bottom node is fully fixed whereas a vertical restraint is applied
to the right bottom node. Cohesive surface behaviour along ΓC is governed by the
cohesive parameters in Table 6.2 with maximum degradation dmax = 0.9 which will be
used in the following numerical example in Section 6.6.
Table 6.2: Cohesive parameters at transverse surface to verify cohesive interaction.
K (N/mm3) N (MPa) S (MPa) GIc (kJ/m2) GIIc (kJ/m2) η
1.5 x 104 50 60 4.0 5.0 2.284
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In Abaqus, two quadrilateral solid elements (CPS4) in conjunction with a pre-inserted
transverse cohesive surface represent the cracked bottom square body. As shown in
Figure 6.5 (a), the pre-inserted discontinuity penetrates the interface resulting in two
cohesive elements (COH2D4). The crack tip is connected to three triangular solid
elements (CPS3).
Applying APNM, only two elements are passed on to the UEL subroutine. One hybrid
element is connected to a tip Stab element. In order to compare results to Abaqus, the
hybrid element is initially cracked (maximum stress criterion in Section 6.2 deactivated)
and an intrinsic cohesive surface formulation along ΓC is applied. Consequently, the
tip Stab element is initially transformed into three triangular elements to incorporate
the crack tip in the interface as seen in Figure 6.3.
(a) Model (in mm) with prescribed
displacements d1 = 0.1 mm and d2 =
0.01 mm.
(b) Visualisation in Abaqus cae viewer with closer look into
cohesive interaction at crack tip.
Figure 6.5: Computational model and contour plot of cohesive interaction verification.
Figure 6.5 (b) shows the Abaqus contour plot of the horizontal displacement field
(U1). With a closer look at the crack tip in the interface, delamination induced by
the transverse discontinuity is clearly visible.
In order to verify the implementation of APNM, the force response due to applied
displacements d1 and d2 is evaluated at respective nodes. Figure 6.6 (a) and (b) both
show a bilinear increase. Considering two integration points along ΓC or along the
width of a cohesive interface element (Coh in Figure 6.5 (a)), the bilinear behaviour
can be explained by consecutive damage initiation at integration points.
Figure 6.6 (a) mostly represents the cohesive surface along ΓC . It can be seen that the
integration point near the bottom edge fails at around 0.02 mm displacement 1©which
causes a sudden drop in the force response. The integration point at the crack tip does
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not fail completely which leads to a steady softening in force response as can be seen in
Figure 6.6 (a). Note the irregularity at x©which is caused by interface failure described
as follows.
In Figure 6.6 (b), the two abrupt drops in force response correspond to complete failure
(dmax = 0.9) at integration points respectively. Damage behaviour in the interface is
symmetric due to applied boundary conditions in Figure 6.5 (a). First, the transverse
discontinuity leads to failure at interfacial nodes close to the crack tip at around 0.002
mm displacement 1©. The remaining integration points at outside edges fail due to the
uniform displacement d2 at around 0.008 mm 2©. By considering that d1 = d2/10, it
can be concluded that the irregularity at x© yields from complete interface failure.
0 0.02 0.04 0.06 0.08 0.10
20
40
60
80
Displacement (mm)
R
F 
(M
Pa
)
 
 
1©
x©
Abaqus
PNM
(a) Load-Displacement at bottom right node
with prescribed displacement d1 = 0.1 mm.
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(b) Load-Displacement at top nodes with
prescribed displacement d2 = 0.01 mm.
Figure 6.6: Verification of cohesive interaction: transverse discontinuity penetrating
cohesive interface. 1© and 2© represent failure at integration points.
Similar to previous verification of maximum degradation, the implementation of
APNM matches the Abaqus simulation. All important features such as damage
initiation, damage propagation and complete failure induced by a transverse
discontinuity are captured with good accuracy. Maximum deviation in displacement
of 1.52% and 1.17% is observed at complete interface failure at x© in Figure 6.6 (a) and
2© in Figure 6.6 (b) respectively. In order to model this cohesive interaction without
a priori knowledge (without pre-inserted transverse cracks), the intrinsic cohesive
formulation at ΓC needs to be reformulated into an extrinsic traction separation law
as seen in the application of PNM in numerical examples in Section 5.6.
6.4.3 Nonlinear FEM
The nonlinear finite element implementation in Section 6.3 is verified with a standard
nonlinear Abaqus model and compared to a linear implementation.
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The orthotropic unit square in Figure 6.7 (a) is discretised by three triangular elements
similar to a tip Stab element in Section 6.2.1. Bottom nodes are fully restrained and an
uniform displacement d = 3 mm is applied to nodes at the top edge.
In Abaqus, nonlinear FEM is activated by NLGEOM=YES in step definitions. For a
linear analysis, NLGEOM=NO.
Nonlinear analysis within APNM follows the formulation in Section 6.3.
(a) Model (in mm) with prescribed
displacement d = 3 mm.
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(b) Load-Displacement at top edge.
Figure 6.7: Verification of nonlinear finite element implementation and comparison to
linear formulation.
Figure 6.7 (b) shows the load prediction at nodes at the top edge. The nonlinear
implementation agrees well with the Abaqus model with a 0.99% maximum deviation
of reaction force prediction. Furthermore, the two nonlinear methods initially coincide
with the linear analysis for small strains. With increasing deformation, a difference
between linear and nonlinear analyses is more and more significant as expected.
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6.5 Matrix Cracking in Glass-Fibre Reinforced
Composite Laminates
The concept of APNM in Section 6.2 is applied to standard tensile tests to investigate
matrix cracking and laminate stiffness reduction due to failure in composite laminates.
It demonstrates capability and accuracy of APNM and allows for application to more
complex models in the following Section 6.6. Results are compared to well established
analytical models [10, 11] and to experimental findings in Joffe and Varna [2, 33]. They
investigate Glass-Fibre/EPoxy (GF/EP) laminates with different lay-ups [±θ/904]s, θ =
0, 15, 30, 40. Table 6.3 shows elastic properties of an orthotropic unidirectional GF/EP
ply. The composite laminate is modelled on the mesolevel: each ply is considered as
Table 6.3: Elastic properties of a unidirectional GF/EP ply [2].
E1 (GPa) E2 = E3 (GPa) G12 = G13 (GPa) G23 (GPa) ν12 = ν13 ν23 thickness (mm)
44.73 12.76 5.8 4.49 0.297 0.42 0.144
Table 6.4: Cohesive properties in GF/EP [22].
K (N/mm3) N (MPa) S (MPa) GIc (kJ/m2) GIIc (kJ/m2)
1 x 106 100 75 0.584 0.9
homogeneous orthotropic material. Figure 6.8 illustrates the modelling approach. Due
to the symmetric lay-up, half of the sample with two elements along the thickness is
simulated. The lower 904 plies are represented by hybrid elements to incorporate matrix
cracking and breakable interfaces at crack tips. Standard linear elastic elements model
upper ±θ plies. Here, tip Stab elements as described in Section 6.2.1 are not required
because of simple unidirectional loading. A relatively coarse discretisation with 100
elements along the length is chosen. Table 6.4 shows input parameters for the intrinsic
and extrinsic cohesive law in the interface and at the crack surface respectively. A
constant, rectangular extrinsic traction-separation law in tension is applied to nodes at
a crack surface [23]. The interface in hybrid elements follows a simplified single shear
mode cohesive formulation with critical strength S = 75 MPa. As illustrated in Figure
6.8, one edge is fully restrained, whereas an uniform displacement d is applied on the
other edge. One challenge is to find the critical stress level of matrix crack initiation.
This value is estimated from experimental findings in [02/904]s laminates [2], resulting
in transverse tensile strengthN = 100 MPa [22]. Due to the uniform loading in tension,
strength properties of the element at the centre are reduced by 10% to initiate failure.
Figure 6.9 shows numerical and experimental results of matrix crack density evolution
in different composite lay-ups. Crack count in simulation is increased at complete
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Figure 6.8: Illustration of computational tensile model for [±θ/904]s, θ = 0, 15, 30, 40
glass-fibre reinforced composite laminates. Only the upper half of symmetric
laminates is modelled and shown here.
decohesion of transverse matrix crack surfaces i.e. when the cohesive damage variable
reaches d = 1. APNM is able to predict the progressive increase of cracking in all
cases. Considering experimental uncertainty where no error bands are shown, Figure
6.9 indicates excellent correlation between APNM and experiments. Furthermore,
crack saturation in the [02/904]s laminate is well estimated with a maximum deviation
at crack saturation of 2.7%. Conventional modelling with non-breakable interfaces
usually overestimates crack saturation [22]. APNM allows to release stress at the
interface which is illustrated in Figure 6.1. A slight overestimation of crack density
in [±40/904]s laminates can be seen in Figure 6.9 (d). This is due to an increasing
material nonlinearity in composite structures with increasing fibre angles [6] which
is caused by accumulated shear stresses due to the load transfer from matrix to fibre.
As the transverse tensile strength N is estimated with experimental results in [02/904]s
laminates, matrix cracking initiation in APNM matches experimental results in Figure
6.9 (a). However, a slight delay in crack initiation can be observed in other laminate
configurations in Figure 6.9 (b) - (d). Establishing a general crack initiation criterion
which takes into account different stacking in composite laminates is an active research
topic.
Figure 6.10 shows the evolution of laminate stiffness reduction. Secant modulus
EX/E
0
X is the axial modulus of the laminate EX = σxx/xx normalised with respect to
the initial undamaged Young’s modulus E0X . In addition to Chen’s numerical example
on matrix crack density using PNM [22], evaluation of elemental axial stress allows
to compare the reduction of stiffness due to matrix cracks in experiments. Similar
to previous results of crack density evolution, APNM is able to predict evolution of
stiffness reduction due to matrix cracking accurately. After crack initiation, the largest
difference of 8.14% between APNM and experimental results is found in [±40/904]s
laminates at a strain of around 0.8%. Regarding experimental uncertainty, even the
slightly delayed matrix crack initiation is in acceptable range. The results are also
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Figure 6.9: Crack density in glass-fibre reinforced composite laminates. Simulation
compared to Joffe’s experimental results [2].
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compared to well established analytical methods of Barbero et al. [10] and Maimi
et al. [11] to predict stiffness reduction due to transverse matrix cracking. It can be
seen that the analytical approaches predict initiation of transverse cracking very well.
Overall, stiffness reduction prediction by APNM agrees well with analytical methods.
Therefore, it can be concluded that the novel method can be applied to more complex
numerical examples which do not allow for analytical prediction.
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Figure 6.10: Evolution of secant modulus in glass-fibre reinforced composite laminates.
Simulation results compared to analytical models from Barbero [10] and Maimi [11] as
well as experiments by Varna [33].
6.6 Matrix Cracking Induced Delamination in Carbon
Fibre Reinforced Composite Laminates
A four-point bending test of HTA/6376 carbon fibre reinforced cross-ply laminates
is investigated to qualitatively and quantitatively determine MCID. Mortell [9]
experimentally studies [904/07/904] laminates under flexural loading. Each ply is 0.125
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mm thick and 7 mm wide. Table 6.5 gives properties to model the orthotropic laminae
on the mesolevel.
Table 6.5: Elastic properties of an unidirectional HTA/6376 composite ply [34].
E1 (GPa) E2 = E3 (GPa) G12 = G13 (GPa) G23 (GPa) ν12 = ν13 ν23 thickness (mm)
140 10 5.2 3.9 0.3 0.5 0.125
In the following, two different modelling approaches are considered. First, APNM
described in Section 6.2 is applied to progressively insert transverse matrix cracks
according to Figure 6.3 without a priori knowledge. It is combined with standard
Abaqus elements to use built-in features such as contact modelling or loading. Another
approach uses only standard Abaqus elements. Cohesive transverse matrix cracks
are pre-inserted in the model and crack growth is governed by an intrinsic cohesive
formulation at the matrix crack surface.
6.6.1 Advanced Phantom Node Method
Figure 6.11 illustrates the computational model on the mesolevel. Semicircle steel pins
with 8 mm diameter are used to model loading and support of the beam. The model
includes standard solid CPS4 and user-defined elements in Abaqus. Due to large
rotations, a geometrically nonlinear analysis in Abaqus (NLGEOM) and in user-defined
elements according to Section 6.3 is required. Built-in tangential frictionless ’hard’
contact definition is applied to the surface between pin and beam in normal direction.
A single node at the centre of the beam is restrained in x-direction to prevent slipping
[21]. Two elements through the thickness in y-direction in 904 plies and four elements
in 07 plies with an element length of 0.06 mm result in a discretisation of 6606 nodes
and 5864 elements. User-defined elements are mainly used to model lower 904 plies.
One PNM element is connected to a hybrid element through the thickness. Tip Stab
in adjacent elements in lower 07 plies stabilise crack tips as seen in Figure 6.2. An
out-of-plane dimension of 7 mm is assigned to standard CPS4 elements, user-defined
elements and to the cohesive interface.
Table 6.5 shows input parameters to model the elemental orthotropic material stiffness.
In order to initiate transverse matrix cracks in lower 904 plies, a maximum transverse
tensile strength criterion in PNM elements is evaluated. First transverse crack initiation
occurs experimentally at Ntr = 62 MPa [9]. Due to the initially uniform stress field
within the span length and to account for material variability, a statistical strength
distribution along the length is applied [13]. It follows a classical two-parameter
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Figure 6.11: Illustration of computational four-point bending model using standard
and user-defined elements in Abaqus.
Weibull distribution given by
P (x) = 1− exp (−(x/l)β) (6.6.1)
with half of the span length l = 6 mm and shape parameter β = 3/2. Transverse tensile
strength N¯tr(x) is therefore a function of the distance x to the centre of the beam
N¯tr(x) = Ntr (1 + P (x)) . (6.6.2)
In addition, a crack spacing algorithm prevents initiation of multiple, non-physical
damage within an uniform stress field in the vicinity of matrix cracks. An artificial
minimum crack spacing of 1.8 mm is enforced. Note that crack spacing of about 2 mm
is observed in experiments [9].
The intrinsic mixed-mode cohesive formulation in Section 5.2 uses parameters in
Table 6.6 and B-K parameter η = 1.75 typically used for brittle epoxy resins [35].
Non-physical, high strength values of N = 300 N and S = 400 N are applied
to interface elements near the support rollers to prevent edge delamination. It is
experimentally shown that delamination growth initiates after matrix crack saturation
[9]. This numerical study is mainly focused on progressive delamination and hence
a traction-free surface at transverse matrix cracks is applied to avoid numerical
instability in a geometrically nonlinear model under complex loading.
Table 6.6: Intrinsic cohesive properties in HTA/6376 [36].
K (N/mm3) N (MPa) S (MPa) GIc (kJ/m2) GIIc (kJ/m2)
1.25 x 105 ∗ 105 140 0.432 1.002∗
∗ assumed value
Cohesive interface elements are removed without any residual strength when the
damage variable reaches a critical value dmax = 0.9. A parametric study on maximum
150
degradation values resulted in convergence difficulties for dmax > 0.9 and hence
dmax = 0.9 is chosen. Note that this value was also applied in Section 6.4.2.
6.6.2 Abaqus Model
A similar model to Figure 6.11 is implemented in Abaqus by using pre-inserted
transverse matrix cracks. User-defined elements are replaced by standard Abaqus
elements (CPS4). Discretisation, boundary conditions, loading, contact definition and
unidirectional material properties in Table 6.5 are identical to the APNM model.
In experimental observations [9], 15 matrix cracks develop along the length in a
periodic array [9]. Therefore, matrix cracks in Abaqus are equidistantly inserted every
2 mm. Transverse cracks are inserted the same way as in Section 6.4.2 in Figure
6.5 , so that matrix cracks penetrate the interlaminar interface and split the cohesive
element in two. The intrinsic cohesive law at each transverse crack surface follows the
mixed-mode formulation in Chapter 5, Section 5.2 with initial stiffness K = 150 MPa,
fracture energies GIc = 0.26 kJ/m2, GIIc = 1.002 kJ/m2 and B-K parameter η = 1.75.
Similar to the statistical strength distribution in (6.6.2), transverse tensile strength is
initially set to Ntr = 62 MPa and manually increased to achieve progressive matrix
crack initiation starting from the centre of the beam. Note that an intrinsic cohesive
law is applied to the pre-inserted crack surface in contrast to the extrinsic formulation
in the APNM model in Section 6.6.1 where transverse cracks are progressively inserted
based on a maximum stress criterion without a priori knowledge of crack location. An
intrinsic law with initial stiffnessK is needed here to achieve similarity to more realistic
APNM implementation.
The same intrinsic parameters in Table 6.6 are used with B-K parameter η = 1.75
to model cohesive behaviour in the interface using COH2D4 elements. Maximum
degradation with dmax = 0.9 is achieved by activating the element deletion option in
Abaqus for COH2D4 cohesive elements.
6.6.3 Results & Discussion
Verification
Before evaluating qualitative and quantitative MCID measurements in the two models,
the implemented APNM is further verified. Deactivation of the failure criterion used
in bottom PNM elements leads to the simulation of an intact composite laminate
beam under four-point bending. The same effect in the Abaqus model is achieved
by applying high critical strength properties to pre-inserted matrix crack surfaces.
Figure 6.12 shows the load response at loading pins for APNM and Abaqus prediction
respectively. The two models give very similar results which verifies implementation
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and modelling of the composite laminate using APNM. For high displacements with
large elemental rotation, a slight difference of at most 3.5% can be observed. In order to
show the need of a geometrical nonlinear implementation, a linear analysis in Abaqus
is compared to the two nonlinear methods. Figure 6.12 clearly shows that the analyses
coincide for small displacements and rotations, but differ drastically with increasing
geometrical nonlinearity. The same effect is shown in nonlinear FEM verification in
Section 6.4.3
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Figure 6.12: Intact samples under four-point bending applying APNM and Abaqus
implementation. Comparison to linear analysis in Abaqus.
Load-Displacement Analysis
Figure 6.14 (a) shows the predicted load due to the prescribed displacement at the
loading pins. The numerical prediction by APNM and Abaqus initially coincides with
the experimentally measured load [9]. With onset of matrix cracking at around 100
N, the load response is underestimated by the two numerical models. In Abaqus,
softening due to matrix cracking initially occurs to a higher extent compared to
APNM. Delamination initiates approximately at 260 N. With delamination onset,
APNM predicts a slightly stiffer load response. Differences in the two numerical
models in regards to matrix cracking onset can be explained by the two modelling
techniques for matrix crack insertion in Section 6.6.1 and 6.6.2. Statistical transverse
strength distribution in APNM (6.6.2) differs from the manually implemented strength
distribution which is required for Abaqus, resulting in shifted matrix crack initiation.
At maximum displacement of APNM, the difference between the two numerical
models is about 3.5% which is also observed in previous verification of intact samples
in Figure 6.12. Overall, the result shows that the chosen material parameters and
nonlinear FEM implementation are appropriate and necessary to model the composite
laminate beam under flexural loading.
Table 6.7 analyses strength prediction by comparing the numerical load level at
experimental failure. As seen in Figure 6.14 (a), both numerical methods predict a
152
lower load response. At the displacement level when failure occurs experimentally,
APNM underestimates the resulting load by 13.5% and the Abaqus model by 16.4%.
Furthermore, the predicted maximum displacement is compared to experiments in
Table 6.7. APNM diverges at 7.02 mm which is an error of 7.3%. The Abaqus
model does not diverge up to a prescribed maximum displacement of 8 mm. It
should be noted that ultimate strength prediction is not of particular interest of this
research because APNM addresses early damage initiation and evolution without a
priori knowledge of crack location. In order to predict ultimate failure, additional
damage such as fibre breakage or delamination induced by interfacial voids interacting
with other failure modes need to be considered in numerical implementation.
Compared to experimental results, the softer response in the two numerical models
can be explained by a coarse discretisation along the thickness of the bottom composite
plies and by neglecting stiffening effects such as matrix bonding at transverse cracks
and fibre bridging in the interface which are present in experimental observations [9].
Figure 6.13 shows experimental observation of these stiffening effects.
Figure 6.13: Failure investigation using SEM in Mortell’s experiments for a [904/07/904]
composite laminate under three-point bending. Symmetric delamination growth from
matrix crack tip with visible matrix bonding and fibre bridging opposite the central
loading pin. Similar failure was identified in four-point bending tests.
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Crack Density
In Mortell’s experiment [9], matrix crack density and MCID are accurately determined
within the span length. Therefore, numerical results are compared to failure in the
vicinity of this area. In Figure 6.14 (b), prediction of matrix crack density around the
span length is compared to Mortell’s experiments. In APNM, crack count increases
when the tensile strength criterion in bottom PNM elements is activated. In Abaqus,
an internal variable CSDMG at transverse cracks characterises damage along the
thickness. When CSDMG reaches the threshold of one, the matrix crack surface is
considered to break and crack count increases. Five matrix cracks within the span
length are observed numerically and experimentally. The progression of crack density
in both simulations is covered well. The overall prediction is slightly delayed which
can be explained by a softer load response in Figure 6.14 (a). A comparison between
Abaqus and APNM shows that the application of traction at matrix cracks does not
necessarily increase accuracy in density prediction. Note that the same effect of
delayed initiation is observed in previous numerical example in Section 6.5.
To verify that the crack spacing algorithm in APNM is applicable, the distance between
matrix cracks in the simulation is measured. Average crack spacing is found to be over
1.9 mm, which justifies the use of a minimum distance of 1.8 mm in the crack spacing
algorithm. Note that crack spacing in the Abaqus model is about 2 mm.
Even outside the span length, the total number of matrix cracks in APNM agrees well
with experimental data. It predicts 16 cracks compared to 15 experimentally observed
transverse cracks along the entire length of the beam.
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Figure 6.14: Experimental results of four point bending test from Mortell [9].
Matrix Cracking Induced Delamination
Experimental findings allow for a comparison of progressive delamination growth
within the span length. Figure 6.15 shows a Local Delamination Ratio (LDR) which
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Table 6.7: Ultimate strength prediction compared to experimental results with
maximum load 577.5 N at 6.536 mm [9].
load at exp failure error (%) max displacement error (%)
PNM 499.51 N -13.5 7.02 mm 7.3
Abaqus 482.40 N -16.4 8.0 mm∗ -
∗ not diverged
relates length of a delamination e to thickness h of the 904 plies,
LDR =
e
h
. (6.6.3)
Delamination length is experimentally and numerically measured from each
transverse matrix crack in the span length. Figure 6.15 (a) shows the measurement
of delamination length [9] which introduces experimental uncertainty. In APNM, the
interface is considered to break when the damage variable d in (5.2.3) in Chapter 5
reaches a threshold of dmax = 0.9 according to maximum degradation implementation
in Section 6.6.1. The equivalent damage variable in Abaqus is SDEG (scalar Stiffness
DEGradation).
Figure 6.15 (b) shows that delamination onset in the span length is predicted accurately
by both models. Furthermore, progression of delamination initiated from the five
transverse cracks agrees well with experiments. Only three LDR curves are shown
for the Abaqus model as delamination growth is symmetric with respect to the central
crack. Abaqus models overestimate LDR to a higher extent of about 12.33% compared
to APNM results. This can be explained by cohesive traction forces acting on matrix
crack surfaces. Until their deactivation at complete failure, application of traction
forces lead to stress concentration around crack tips and hence higher stresses in the
interface. Traction-free surfaces are assumed in APNM. Another reason is a different
crack spacing in the two models. A relatively coarse crack distance of approximately
2 mm in Abaqus models result in a different stress distribution and hence in different
delamination growth. Note again that crack spacing in APNM models is found to be
about 1.9 mm as previously discussed.
Taking into account experimental uncertainty on delamination length measurements
e in Figure 6.15 (a), the overall response in terms of initiation and evolution
of numerically predicted LDR at transverse crack tips within the span length is
considered to be very good. Furthermore, results using Abaqus and APNM models
show the role of applied traction forces at matrix crack surfaces in regards to
delamination onset.
Figure 6.16 shows a qualitative analysis of delamination growth (red) induced by
transverse matrix cracks within the span length at a comparable deformation to
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(a) Experimental measurement of LDR [9].
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Figure 6.15: Quantitative analysis of Local Delamination Ratio (LDR) within the span
length.
ultimate experimental failure. Loading pins are not visualised. Discretised composite
beams in Figure 6.16 (a) and (b) for APNM and Abaqus models show a similar
characteristic to experimental observations [9] respectively: delamination growth at
cracks away from the centre of the beam favours one side. Delamination induced by
the central matrix crack grows symmetrically, whereas interlaminar failure elsewhere
tends to propagate away from the centre. Figure 6.13 of experimental failure
investigation using SEM also confirms the numerical prediction by both models.
Performance
It should be noted that both analyses are very sensitive to changes in modelling or
input parameters. In particular, the choice of intrinsic cohesive parameters determines
successful convergence of the analyses. Careful calibration and experimental
characterisation of interlaminar delamination under flexural loading are required
to guarantee repeatable and reliable prediction. Especially at delamination onset
indicated in Figure 6.14 (a), models are very sensitive to change in cohesive parameters
which can lead to divergence at early stages.
Compared to Abaqus models, APNM does not require a priori knowledge about
matrix crack location and propagation. In addition to this major advantage, APNM
outperforms Abaqus models in regards to computation time and prediction accuracy.
APNM seems to be much more effective with an analysis runtime of about 75 min
on a conventional machine. Computation time is 50% less than Abaqus analyses with
similar or even better accuracy in predicting load response and MCID. A traction-free
surface at matrix cracks helps to improve numerical stability and leads to significantly
reduced computation time.
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(a) APNM at d = 6.812 mm.
(b) Abaqus at d = 6.906 mm.
Figure 6.16: Qualitative failure analysis in span length with a closer look into
individual matrix crack tips inducing independent interlaminar delamination (red).
Asymmetric delamination growth increases at tips away from the centre of the beam.
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6.7 Summary & Conclusion
This chapter presents a conceptual new modelling technique to simulate progressive
Matrix Cracking Induced Delamination (MCID) in composite laminates in a finite
element framework.
A thorough introduction into experimental and numerical research on MCID was
followed by a computational strategy to model MCID within the Phantom Node
Method (PNM) in Chapter 5. PNM is extended to suit MCID in a geometrically
nonlinear analysis. Breakable cohesive elements at matrix crack tips allow for
representing the interaction of matrix cracks propagating into an interlaminar interface
realistically. Implementation and formulation of the new advanced PNM (APNM)
were verified with comparable models using standard tools in Abaqus. Furthermore,
the computational strategy was applied to model matrix crack density and stiffness
reduction due to failure in a number of glass-fibre reinforced composite laminates
under tension. Numerical results agree well with experimental and analytical data
which allows APNM for application to more complex loading.
A progressive analysis of MCID in carbon fibre reinforced composite laminates
under flexural loading followed. APNM is able to accurately and effectively predict
ultimate strength, matrix crack density and MCID. In particular, the qualitative and
quantitative computational analysis of progressive MCID is the first comparison
between experimentally measured and numerically predicted delamination growth
initiated by matrix cracking. A qualitative failure analysis yields that model
assumptions such as a statistical strength distribution to account for material
variability or local reinforcement of interfaces near roller supports lead to realistic
delamination growth at matrix crack tips. An equivalent model with pre-inserted
matrix cracks in Abaqus gives similar results. However, the analysis runtime is
significantly increased by up to 50%. It is concluded that application of nonlinear
cohesive traction surfaces at matrix cracks in Abaqus models makes the computation
numerically challenging and expensive. APNM models using traction-free surfaces at
transverse matrix cracks model MCID more effectively without loss of accuracy.
Overall, APNM is a promising effective numerical tool which is applicable to standard
FEM software packages. Application of the concept to Fibre Metal Laminates such
as Hybrid Titanium Composite Laminates (HTCLs) is straightforward. However,
experimental research is required to provide accurate material input data as well as
test results to validate numerical prediction by APNM.
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The scope of this thesis was to develop, validate and use computational methods in
order to investigate failure modes in Hybrid Titanium Composite Laminates (HTCLs)
by applying standard simulation tools as well as novel conceptual methods.
The objectives defined in Chapter 1 were divided into two parts where experimental
material studies would provide fundamental knowledge of mechanical behaviour
and typical failure modes, important modelling properties and experimental data to
validate computational methods. The second part was aiming to develop and apply
various simulation techniques such as the Virtual Crack Closure Technique (VCCT)
and Continuum Damage Mechanics (CDM) to investigate debonding and impact
behaviour in HTCLs respectively. Furthermore, the Phantom Node Method (PNM)
was to be extended to model complex progressive failure interaction such as Matrix
Cracking Induced Delamination (MCID) in composite laminates.
7.1 Conclusions
A number of computational methods were applied to HTCLs and composite laminates
under various loading conditions. Experimental investigation of typical failure
modes provided evidence-based reduction of modelling complexity. Test results were
effectively used to further validate numerical prediction. Detailed conclusions are as
follows:
Failure Modes
Failure modes in HTCLs were investigated in tensile and impact tested samples
respectively. Major failure modes were found to be debonding, matrix cracks and
interlaminar delamination. In tensile samples, additional fibre rupture and pull-out
were visible in combination with coalescence of matrix cracks. Impacted HTCLs
showed characteristic oblique matrix cracks inducing interlaminar delamination.
Mode I Interface Characterisation
The novel Top Surface Analysis (TSA) method is able to effectively quantify Mode
I strain energy release rates in symmetric composite laminates and thin asymmetric
HTCLs by combining the J-integral with experimental measurements obtained by
Digital Image Correlation (DIC). Continuous DIC measurements allow for calculating
distribution of strain energy release rates along the width. Several assumptions made
in TSA were successfully verified in computational VCCT analysis.
Experimental and Numerical Low Velocity Impact Testing
An effective numerical model based on CDM was presented to simulate HTCLs
subjected to low velocity impact tests. By considering only major failure modes
such as interfacial debonding and progressive failure in composite plies as well as
elastic-plastic deformation in titanium sheets, model complexity and computational
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cost were significantly decreased without loss of accuracy.
Phantom Node Method
By formulating and successfully implementing PNM it was concluded that this
method is easier to modify due to its locality compared to similar enrichment methods
such as X-FEM. Hence, PNM was extended to incorporate breakable interface elements
and to account for geometrically nonlinear deformation.
Matrix Cracking Induced Delamination
Advanced PNM (APNM) proved to be able to effectively model MCID under flexural
loading. By comparing APNM to models using built-in tools in standard FE software
Abaqus, it was concluded that novel element types in APNM improve numerical
stability and that simplifications such as traction-free crack surfaces at transverse
matrix cracks can be made without affecting MCID prediction. APNM is a promising
numerical tool which is applicable to standard FE software packages.
7.2 Contributions
This thesis makes the following novel contributions to current knowledge in the field of
interface characterisation and computational modelling of failure modes in composite
laminates and HTCLs.
• Knowledge of major failure modes in HTCLs
• Novel Mode I interface characterisation in thin asymmetric DCB samples using
Digital Image Correlation
• Effective numerical modelling of HTCLs subjected to low velocity impact tests
• Extension of Phantom Node Method to incorporate failure interaction in
composite laminates under geometrically nonlinear deformation
• First comparison between experimentally measured and numerically predicted
progressive Matrix Cracking Induced Delamination
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7.3 Future Work
The following future activities are suggested:
HTCLs at Elevated Temperatures
• Mechanical testing at elevated temperatures up to 177◦C
Chapter 2 outlined excellent properties of HTCLs in high temperature
environments. As NASA and Boeing consider HTCLs as a primary structural
material in supersonic aircraft subjected to elevated temperatures up to 177◦C,
mechanical testing and failure mode analyses at elevated temperatures is
recommended.
• Computational modelling of thermo-mechanical material response
Modelling of debonding in Chapter 3 and impact behaviour in Chapter 4
should be extended to incorporate thermo-mechanical effects in HTCLs based
on experimental observations at elevated temperatures.
Top Surface Analysis
• High resolution analysis to improve traction-separation results
As discussed in Chapter 3, the extraction of a complete traction-separation
relation by TSA requires high resolution or microscopic analysis techniques to
accurately measure Crack Tip Opening Displacement (CTOD) in DCB tests.
• Extension to calculate strain energy release rates in elastic-plastic deformation
The conclusion J = G in Chapter 3 was based on linear elastic deformation. In
order to extend TSA to allow for elastic-plastic behaviour, calculation of fracture
measures according to ASTM E1820 needs to be considered.
• Mode II interface characterisation using TSA
Chapter 3 also discussed strain energy release rates in HTCLs under Mode II
GII and Mode III GIII which were taken from literature. These values are
significantly lower compared to pure composite laminates. TSA can be applied
to ENF tests in order to calculate GII in composite laminates and HTCLs.
Continuum Damage Analysis
• Refinement of impact model to improve numerical prediction at high impact levels and to
incorporate additional failure modes
Conclusions in Chapter 4 suggested to consider interlaminar delamination
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in computational HTCL impact model. In addition, mesh refinement and
improvement of boundary conditions can lead to higher prediction accuracy in
high energy levels at 30 J and 40 J.
• Extension of user-defined subroutine VUMAT to allow for parallel computing
The extensions mentioned above significantly increase runtime analysis.
VUMAT subroutines need to be adjusted to allow for parallel computing and
hence to decrease computation time.
Phantom Node Method
• Crack bifurcation and coalescence
As seen in failure inspections of HTCLs in Chapter 2, crack coalescence is
commonly observed in composite laminates. Similar to APNM elements in
Chapter 6, additional DoFs can extend PNM to allow for crack bifurcation and
coalescence.
• Extension to three dimensional problems
Realistic modelling of arbitrary discontinuities requires application to three
dimensional problems. However, tracking of crack surfaces and determination
of crack propagation is very challenging in three dimensional applications.
Advanced Phantom Node Method
• Application to Hybrid Titanium Composite Laminates
Chapter 6 concluded that application of APNM to HTCLs is straightforward.
However, experimental research is required to provide accurate material input
data and to validate numerical results.
• Simulation of thermo-mechanical behaviour
As mentioned above, a thermo-mechanical analysis in HTCLs is recommended.
APNM can be extended to incorporate thermo-mechanical coupling.
• Multiscale analysis including interacting failure modes on different scales
In general, ultimate failure results from interaction of several damage modes on
different scales. In regards to composite laminates, intralaminar delamination
on the microscale triggers matrix cracking on the mesoscale which can lead to
MCID as modelled in Chapter 6. Multiscale analysis is conceptually challenging
and computationally expensive.
168
Matrix Cracking Induced Delamination
• Establish general matrix crack initiation criterion in composite laminates
Matrix crack initiation criteria in Chapter 6 were based on experimental
observations. General criteria to take into account different stacking sequences
in composite laminates are required.
• Progressive transverse matrix crack growth
A crack tip formulation in transverse matrix cracks will mitigate the effect of
sudden crack growth through the thickness. This implementation can also
represent matrix bonding discussed in Chapter 6.
• Implementation of fibre bridging
Similar to matrix bonding, Figure 6.13 shows the presence of fibre bridging in
experimental flexural tests of composite laminates. Including bridging models in
intrinsic CZM interface elements will lead to a reduction of delamination growth
and hence to improved numerical prediction of MCID.
• Extensive parametric study on cohesive parameters
As stated in Section 6.6, progressive analysis of MCID is very sensitive to
changes in cohesive input parameters. A parametric study can identify important
dependencies and further quantify effects of specific cohesive parameters such as
critical strength N and S or fracture energy GIc and GIIc.
• Modelling of additional three- and four-point bending samples
Additional experimental data on MCID in cross-ply composite laminates under
three- and four-point bending is available. APNM can be further validated to
investigate reliability and robustness of the novel method.
Appendix
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A.1 Tensile Testing of Grade II Titanium
Figure A.1: Tensile sample with dimensions.
Table A.1: Dimensions (in mm) tensile samples according to ASTM E8.
G Gauge length 50
W Width 12.5
R Radius of fillet 12.5
L Overall length 200
A Length of reduced section 57
B Length of grip section 50
C Width of grip section 20
A.2 Top Surface Analysis
A.2.1 Methodology
A speckled pattern is painted on the DCB samples over the area of interest to create
a random textured pattern on the surface. The reference image (undeformed stage)
is further split up into subsets (facets) containing a certain number of pixels. The
quality of the speckle pattern and selection of facet size determine spatial resolution
and therefore accuracy of measurements. ARAMIS is used to apply DIC. Figure A.2
shows a random speckle pattern of a DCB sample superimposed with displacement
field dz during testing. Facet size is set to be 19×19 pixels2 which is recommended
by ARAMIS. Displacement dz refers to the local coordinate system (yellow) on the
top surface. Displacements are evaluated along each section (white lines). By taking
into account the initial crack tip, the current crack tip location and crack length can be
calculated as seen in Chapter 3.
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Figure A.2: DCB sample superimposed with displacement field dz in DIC analysis.
A.2.2 Sensitivity Analysis
Based on the TSA outlined in Section 3.3, it is necessary to analyse sensitivity of the
method with respect to the input parameters δtol and size and location of the regression
window. Those parameters are illustrated in Figure 3.7.
The tolerance δtol is used to determine crack propagation along the length of each
section as shown in Figure A.2. Figure A.3 (a) shows the parametric study on δtol with
constant regression window in vicinity of the free end of the DCB sample. Results are
compared to the previously described conventional optical inspection method on one
edge of the DCB sample.
Tolerance δtol varies in the range from 0.001 mm up to 0.1 mm. Crack length
measurements at total opening displacements d < 10 mm almost coincide for small
thresholds δtol ≤ 1e-2 mm. Further crack growth leads to a significant difference
of crack length calculations by TSA and conventional side analysis which can be
explained by the linear regression to estimate the central axis of a DCB sample. The
effect of the crack tip being too close to the regression window in Figure 3.7 is discussed
in Figure A.3 (b) later. In Figure A.3 (a), it can be seen that crack initiation occurs
slightly earlier with decreasing tolerance. For instance crack growth for δtol = 1e-3 mm
initiates at a total opening displacement d = 5.36 mm, whereas initiation for δtol = 1e-2
mm is estimated at d = 5.49 mm. Note that conventional optical side analysis yields
crack initiation at d = 4.79 mm. This can be explained by edge effects resulting
in earlier crack initiation. Significant oscillations occur for small values δtol < 1e-2
mm due to noisy top surface displacement data dz. Overall, TSA yields good initial
estimations up to about d = 12 mm compared to conventional findings. However, it
differs from the optical inspection at elevated deformation.
Based on the observations in Figure A.3 (a), it is concluded that δtol = 1e-2 mm should
be used to apply TSA due to reduced oscillations at crack initiation and consistent
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crack length estimation comparable to smaller thresholds.
(a) Varying tolerance δtol compared to
conventional optical side-view inspection.
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(b) Analysis of size and location of
regression window with δtol = 1e-2 mm.
Figure A.3: Sensitivity analysis of input parameters. Window locations loc 1, loc 2 and
loc 3 are illustrated in Figure A.2.
Figure A.3 (b) investigates the effect of size and location of the regression window by
measuring CTOD δ∗ with a constant tolerance δtol = 1e-2 mm. Size effects are analysed
by varying the length of the window, from 25% up to the full width 100% of about
12 mm. As indicated in Figure A.2, three different locations loc 1, loc 2 and loc 3 are
considered. Figure A.3 (b) clearly shows that a regression window away from the
free end of the DCB sample results in saturated CTOD estimation in loc 2 and loc 3.
When the crack tip lies inside the window, linear regression takes into account data
points which are already separated from the original central axis. Therefore, it is not
possible to calculate CTOD at elevated total opening displacement. Hence, a regression
window near the free end, loc 1, should be chosen to accurately measure CTOD. This
also explains the difference in crack length measurements by TSA and conventional
side analysis in Figure A.3 (a) at elevated displacement.
Furthermore, Figure A.3 (b) shows that a small window size leads to an unrealistic high
estimation of CTOD at crack initiation. This is due to a small number of data points
and dominant noisy data which result in inaccurate estimation of the central axis of the
beam and hence inaccurate calculation of CTOD. Figure 3.7 shows a small irregularity
in the displacement field within the window which could lead to inaccurate CTOD.
It can be concluded that the regression window should be located at the free end of
the DCB sample with maximum width 100% to avoid early CTOD saturation and
inaccurate CTOD measurement at crack initiation.
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A.2.3 Additional Results
Two additional DCB woven composite samples are analysed by conventional (conv)
side analysis and TSA. Results applying reduction scheme MBT and the J-integral are
listed in Table A.2.
Table A.2: Mode I SERR GI [N/mm] in woven composite laminates in additional
samples.
Method MBT conv MBT TSA J TSA
GIc [N/mm]
0.3645 0.4690 0.2333
0.4411 0.4511 0.3659
GI∞ [N/mm]
0.5778 0.6002 0.2782
0.4630 0.5769 0.4543
Sample 2
Sample 3
A.3 Failure Criteria in Continuum Damage Mechanics
In the following, subscripts 11, 22 and 33 indicate strain, stress or strength in fibre
and transverse direction, whereas 12, 23 and 13 indicate shear. Furthermore, X and
Y represent fibre and matrix strength in a composite in tension T and compression C
respectively.
Hashin [1]
a. Tensile fibre failure for σ11 > 0:
φH1+ =
(
σ11
XT
)2
+
σ212 + σ
2
13
S212
(A.1)
b. Compressive fibre failure for σ11 < 0:
φH1− =
(
σ11
XC
)2
(A.2)
c. Tensile matrix failure for σ22 + σ33 > 0:
φH2+ =
(σ22 + σ33)
2
Y 2T
+
σ223 − σ22σ33
S223
+
σ212 + σ
2
13
S212
(A.3)
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d. Compressive matrix failure for σ22 + σ33 < 0:
φH2− =
[(
YC
2S23
)2
− 1
](
σ22 + σ33
YC
)
+
(σ22 + σ33)
2
4S223
+
σ223 − σ22σ33
S223
+
σ212 + σ
2
13
S212
(A.4)
Puck [2]
a. Tensile fibre failure for 1 > 0 (Classical maximum strain criterion):
φP1+ =
11
T
(A.5)
b. Compressive fibre failure for 1 < 0:
φP1− =
11
C
(A.6)
c. Tensile matrix failure for σ22 > 0 (Simplified version):
φP2+ =
p+⊥ψ
S23
σ22
+
√√√√[( 1
YT
− p
+
⊥ψ
S23
)
σ22
]2
+
(
σ12
S12
)2
+
(
σ23
YC1
)2 (A.7)
d. Compressive matrix failure for σ22 < 0:
φP2− =
p−⊥ψ
S23
σ22
+
√√√√(σ12
S12
)2
+
(
σ23
YC1
)2
+
[(
p−⊥ψ
S23
)
σ22
]2 (A.8)
with parameters
YC1 =
YC
2(1 + p−⊥⊥)
(A.9)
and
p+⊥ψ = S23
(
p+⊥⊥
YC1
(cosψ)2 +
p+⊥‖
S12
(sinψ)2
)
p−⊥ψ = S23
(
p−⊥⊥
YC1
(cosψ)2 +
p−⊥‖
S12
(sinψ)2
) (A.10)
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Table A.3: Puck parameters [2].
p+⊥‖ p
−
⊥‖ p
+
⊥⊥ p
−
⊥⊥
Glass fibre 0.30 0.25 0.2 - 0.25 0.2 - 0.25
Carbon fibre 0.35 0.30 0.25 - 0.30 0.25 - 0.30
where ψ is given by
(cosψ)2 =
σ223
σ223 + σ
2
12
(sinψ)2 =
σ212
σ223 + σ
2
12
(A.11)
Tsai-Wu
Under plane stress assumptions, the Tsai-Wu failure criterion is given by [3]:
φTW = F1σ1 + F2σ2 + F6σ6 + F11σ
2
1 + F22σ
2
2+
F66σ
2
6 + 2F12σ1σ2
(A.12)
with components
F1 =
1
XT
+
1
XC
, F11 = − 1
XTXC
, (A.13)
F2 =
1
YT
+
1
YC
, F22 = − 1
YTYC
, (A.14)
and
F66 =
1
S212
. (A.15)
As outlined by Jones [3], F6 = 0. Moreover, F12 can be neglected [4].
A.4 Divergence Theorem
Corollary A.4.1 Let F : Rn → Rn be a vector field and g ∈ Rn be a vector.
A simple identity of the divergence operator is
div (Fg) = ∇ · (Fg) = g · (∇ · F ) + F · ∇g (A.1)
This property is still valid for a tensor field F and a vector field g.
’Proof’
In index notation, we have: F = Fij and g = gi.
∇ · (Fg) = ∂(Fijgj)
∂xi
chain rule
=
(∂Fij)gj
∂xi
+
Fij(∂gj)
∂xi
= (∇ · F ) · g + F · ∇g
where ∂Fij
∂xi
= ∇ · F and ∂gi
∂xj
= ∇g.
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Theorem A.4.2 Let V be a compact subset of Rn with a piecewise smooth boundary S.
If F : V → Rn is a continuously differentiable vector field, then we have∫
V
(∇ · F ) dV =
∫
S
(F · n) dS (A.2)
where n denotes the outward-pointing normals along S.
In Chapter 5, it is F = σ and S either crack surface ΓC1 or ΓC2 . The weak form is then
derived by combining (A.4.2) with (A.4.1).
A.5 Details on Isoparametric FE Implementation
A.5.1 Shape Functions and Strain Matrix
Consider a quadrilateral element in isoparametric coordinates (ξ, η) in Figure A.4.
Figure A.4: Quadrilateral element in isoparametric coordinates ξ and η.
The shape function Ni for node i is:
N1 =
1
4
(1− ξ)(1− η), N2 = 1
4
(1 + ξ)(1− η),
N3 =
1
4
(1 + ξ)(1 + η), N4 =
1
4
(1− ξ)(1 + η).
The shape function matrixN for a four-node element is then given by
N =
[
N1 0 N2 0 N3 0 N4 0
0 N1 0 N2 0 N3 0 N4
]
.
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The strain-displacement transformation matrixB is
B = LTN
with a derivative matrix Lwith respect to the global coordinates (x1, x2)
L =
[
∂/∂x1 0 ∂/∂x2
0 ∂/∂x2 ∂/∂x1
]
.
The strain-displacement transformation matrix B with respect to isoparametric
coordinates can be derived from the following relation:[
∂Ni
∂ξ
∂Ni
∂η
]
= J
[
∂Ni
∂x1
∂Ni
∂x2
]
with the Jacobian matrix J given by
J =
[
∂x1
∂ξ
∂x2
∂ξ
∂x1
∂η
∂x2
∂η
]
.
A.5.2 Strain Matrices in Nonlinear Finite Element Method
For a quadrilateral four-node element, let Ni,j be the derivative of shape function Ni
with respect to the global coordinate xj , i = 1, . . . , 4 and j = 1, 2.
The deformation gradient F (6.3.1) in Chapter 6 can be written as
F = (∇u+ I) =
[
F11 F12
F21 F22
]
=
[
1 + u1,1 u1,2
u2,1 1 + u2,2
]
with displacement gradient∇uwith respect to global coordinates (x1, x2).
The linear strain-displacement transformation matrix BL in the total Lagrangian FE
formulation in Chapter 6.3 is given
BL =

F11N1,1 F21N1,1 F11N2,1 F21N2,1 . . . F11N4,1 F21N4,1
F12N1,2 F22N1,2 F12N2,2 F22N2,2 . . . F12N4,2 F22N4,2
F11N1,2
+F12N1,1
F21N1,2
+F22N1,1
F11N2,2
+F12N2,1
F21N2,2
+F22N2,1
. . .
F11N4,2
+F12N4,1
F21N4,2
+F22N4,1
 .
and the nonlinear strain matrixBNL is
BNL =

N1,1 0 N2,1 0 N3,1 0 N4,1 0
N1,2 0 N2,2 0 N3,2 0 N4,2 0
0 N1,1 0 N2,1 0 N3,1 0 N4,1
0 N1,2 0 N2,2 0 N3,2 0 N4,2
 .
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Not that the second Piola-Kirchhoff stress S is given by
S =

S11 S12 0 0
S12 S22 0 0
0 0 S12 S22
0 0 S12 S22
 .
A.5.3 Constitutive Stiffness Relations
For two dimensional linear elastic problems under plane stress, the anisotropic
constitutive stiffness tensor can be generally expressed as
C =
 C11 C12 C13C12 C22 C23
C13 C23 C33

with at most six independent components.
Strain ε and stress σ vector
ε =
 1122
212
 and σ =
 σ11σ22
σ12

are related by Hooke’s law σ = Cε.
Isotropic material used for numerical examples in Chapter 5 is only determined by
Young’s modulus E and Poisson’s ratio ν such that
Ciso =
E
1− ν2
 1 ν 0ν 1 0
0 0 1−ν
2
 .
The orthotropic constitutive stiffness tensor used in Chapter 5 for validation of CZM
and throughout Chapter 6 for different composite laminates is
Corth =
1
1− ν12ν21
 E1 ν21E1 0ν12E2 E2 0
0 0 G12(1− ν12ν21)

with four independent components Young’s moduli Ei along axis i, i = 1, 2, Shear
modulus G12 and Poisson’s ratio ν12. It holds the relation ν21 = ν12E1E2.
Bibliography
[1] Z. Hashin and A. Rotem, “Fatigue failure criterion for fiber reinforced materials.,”
Journal of Composite Materials, vol. 7, pp. 448–464, 1973.
[2] A. Puck and H. Schu¨rmann, “Failure analysis of {FRP} laminates by means of
physically based phenomenological models,” Composites Science and Technology,
vol. 62, no. 12–13, pp. 1633 – 1662, 2002.
[3] R. M. Jones, Mechanics of composite materials. Philadelphia PA: Taylor & Francis,
2 ed., 1999.
[4] R. Narayanaswami and H. M. Adelman, “Evaluation of the tensor polynomial and
hoffman strength theories for composite materials,” Journal of Composite Materials,
vol. 11, no. 4, pp. 366–377, 1977.
179
