Modern computer algebra systems use heuristics and algorithms for the fast computation with mathematical formulas.
Basics
Modern computer algebra systems use heuristics and algorithms for the fast computation with mathematical formulas.
General purpose computer algebra systems like Axiom 12] To begin with I would like to give examples of important mathematical concepts and methods that are available in general purpose computer algebra systems. For demonstration purposes I use the Maple V.5 system.
Linear Algebra
One of the main topics of any computer algebra system is linear algebra. Linear algebra algorithms are used throughout Mathematics; we will see examples in connection with orthogonal polynomials and special functions later.
With Maple, we can compute the solution of a linear system of equations:
> solve(fx+2*a*y+3*z=4,5*x+6*y+7*z=8,9*x+10*y+11*z=12g, > fx,y,zg); fz = 3 2 ; x = ?1 2 ; y = 0g even if parameters are involved. For this purpose, Maple uses a Gauss type algorithm.
Note, that the above system is linear only if a is considered constant. If we consider a as a variable, then a nonlinear system has to be solved: > solve(fx+2*a*y+3*z=4,5*x+6*y+7*z=8,9*x+10*y+11*z=12g, > fa,x,y,zg); fz = Later we will show how important an e cient implementation of linear algebra can be.
Polynomial Artithmetic
A second major topic of computer algebra is polynomial arithmetic. P de nes a polynomial 
Polynomial Systems
We come back to the problem of nonlinear systems of equations. Whereas in the linear case, Gauss elimination works, Buchberger's algorithm is an extension to the multivariate case. It constitutes|given a certain term order|an elimination scheme to nd a normal form for a given polynomial system, which can be used to nd the general solution of a nonlinear system.
We consider the following system of equations: 2 +x+I x+I)) : Since i is adjoined, the resulting function looks not very familiar although it is algebraically equal to our input function. In this particular case, we can convert both functions to the same normal form by rst converting exponentials to trigonometrics and applying then rational factorization: Note, however, that one can prove that for general transcendental expressions a normal form does not exist.
Di erential Equations
In engineering and in natural sciences the symbolic and numeric solution of di erential equations is rather important. We enter an ordinary di erential equation: Using a combination of heuristic and algorithmic techniques, Maple can solve many ordinary di erential equations explicitly. Our initial value problem has the solution:
y(x) = tan(x) : As another example, we consider a linear di erential equation of second order. The corresponding initial value problem has the explicit solution 
Formal Power Series and Di erential Equations
Next, we consider the opposite problem to generate di erential equations from expressions. This will lead us also to the generation of power series of hypergeometric type. we can, e.g., compute the formal power series of the square of the inverse tangent function:
The algorithm behind this procedure is the following ( 14] , 10]):
In the rst step, by linear algebra techniques, a homogeneous linear di erential equation with polynomial coe cients is sought for the given expression 
(2) Notice that the resulting recurrence equation gives a k+2 as a rational multiple of a k . If A k+1 is a rational multiple of A k then it is called a hypergeometric term. From (2), a k can be easily computed using two initial values. This nally generates the explicit series representation (1). Note, however, that for an explicit representation the above factorization is necessary; see (3) .
By solving the di erential equation for F(x) = arcsin As an example, we consider both the sum and the product of the functions f(x) = arcsin x and g(x) = e x . Here are their holonomic equations:
From these, we can compute the holonomic equations that are valid for f(x)+g(x) and f(x) g(x seriestoalgeq; seriestodi eq; seriestohypergeom; seriestolist; seriestoratpoly; seriestorec; seriestoseries] The procedures`diffeq+diffeq`and`diffeq*diffeq`compute the di erential equations of sum and product, respectively: F(x) = C1 BesselJ(n; x) e x + C2 BesselY(n; x) e x ; but for the di erential equation A
where ( On the other hand, for the special bounds a = 0 and b = n, Maple is successful, again:
2 n :
The reason for this behavior is that the rst summand, (?1) k ? n k , has a hypergeometric term antidi erence (w.r.t. the variable k), and the second one, ? n k , has not. The last sum is a de nite sum with natural bounds, i.e., the sum can be considered as in nite sum (k = ?1::1), and the result, again, is a hypergeometric term (w.r.t. the variable n). We will see how we can nd these types of results algorithmically. Gosper we can repeat the above calculation by the command We would like to point out that the most time consuming part of Zeilberger's algorithm is its last step which is to solve a linear system. This linear system, however, often has many variables, and its coe cients are polynomials or rational functions. Here, an e cient implementation of linear algebra is important. Furthermore, the resulting recurrence equation usually needs factored coe cients because otherwise the results look unnecessarily complicated. We will see such a situation soon. Again, you see, that functions come in quite di erent disguises. How can we show that these systems de ne the same family of functions? Zeilberger's paradigm is to show that they satisfy the same recurrence equation, then it is su cient to check a nite number of initial values.
Here are the recurrence equations for the di erent sums:
(n + 2) P(n + 2) ? (2 n + 3) x P(n + 1) + (n + 1) P(n) = 0 > sumrecursion(1/2^n*binomial(n,k)^2*(x-1)^(n-k)*(x+1)^k,k,P(n));
(n + 2) P(n + 2) ? (2 n + 3) x P(n + 1) + (n + 1) P(n) = 0 > sumrecursion(1/2^n*(-1)^k*binomial(n,k)* > binomial(2*n-2*k,n)*x^(n-2*k),k,P(n));
(n + 2) P(n + 2) ? (2 n + 3) x P(n + 1) + (n + 1) P(n) = 0
We omit the computation of the initial values. The Sumtohyper procedure of the hsum package is slightly more e cient thaǹ convert/hypergeom`by converting a series into hypergeometric notation. To give a more advanced example of an application of Sumtohyper, we compute the hypergeometric representation of the di erence P n+1 (x) ? P n (x) of successive Legendre polynomials:
legendreterm := binomial(n; k) binomial(?n ? 1; k) ( Since one is interested to compute this function for ; ; 2 N, and since the computation is easy for ; ; 2 f0; 1g, recurrence equations w.r.t. these variables can be used. Here is one w.r.t. : Therefore, by Zeilberger's algorithm we compute a recurrence equation > RE:=sumrecursion((-1)^k*binomial(n,k)*binomial(3*k,n),k,S(n)); RE := 2 (3 + 2 n) S(n + 2) + 3 (7 + 5 n) S(n + 1) + 9 (n + 1) S(n) = 0 and apply Petkov sek's algorithm to nd its hypergeometric term solutions > rechyper(RE,S(n)); f?3g which gives the term ratio S n+1 =S n of the resulting hypergeometric term S n = (?3) n .
Here is another application of Petkov sek's algorithm:
RE := (n + 4) s(n + 2) + s(n + 1) ? (n + 1) s(n) = 0 > rechyper(RE,s(n)); f n + 1 n + 3 ; ? (5 + 2 n) (n + 1) (3 + 2 n) (n + 3) g :
If continuous variables are involved, one can also compute holonomic di erential equations for sums by a Zeilberger type algorithm which is implemented in the sumdiffeq procedure. We take some of the series representations of the Legendre polynomials to deduce the corresponding di erential equation: The q-analogue of Petkov sek's algorithm decides whether a q-holonomic recurrence equation has q-hypergeometric term solutions.
It nds the right-hand side of the q-analogue of Dixon's identity: From these results one can derive the connection coe cients between many families of the q-Askey-Wilson tableau by limit computations.
