For several reasons, Bayesian parameter estimation is superior to other methods for extracting features of a weak signal from noise. Since it exploits prior knowledge, the analysis begins from a more advantageous starting point than other methods. Also, since kuisance parameters" can be dropped out of the Bayesian analysis, the description of the model need not be as complete as is necessary for such methods as matched filtering. In the limit for perfectly random noise and a perfect description of the model, the signal-to-noise ratio improves as the square root of the number of samples in the data. Even with the imperfections of real-world data, Bayesian approaches this ideal limit of performance more closely than other methods.
INTRODUCTION
Despite the profusion of sensor technologies being applied to the problem, the fact remains that countennine sensor technology has simply not progressed to a satisfactory level. The essence of the present state of countermine sensing is captured in a quote fiom Colonel Robert Greenwalt, "Today, highly trained, scared soldiers use all their senses, augmented with a coin detector and a stick." [ 11 Based on the comments of US Army countermine researchers in the literature and idorma1 discussions between Army and Oak Ridge National Laboratory (ORNL) researchers, it appears that the Army is convinced that no single sensing technology is completely satisfactory for mine detection and sees the ultimate solution in the fusion of data from multiple sensor types. An excellent account ofthe state-of-the-art inmultisensor mine detector data fbsion is provided by Hanshaw. [2] He considers the present state-of-the-art to be unsatisfactory, that reliable data fusion is unattainable with present software methais, and may not be attainable at all. If successful data fusion is attainable at all, the data from multiple sensors must be spatially correlated within real-world constraints.
Hanshaw defines fbsion as the merging of several different data streams of differing importance into a state of awareness of whether or not a mine is present. A good fusion system would mimic animal reaction. Multi-sensor fusion is needed to simultaneously achieve high probability of detection, P,, and low probability of false alarm, P , , thus breaking the universal tradeoff between these probabilities that plagues single sensor mine detectors.
[3] For combat minefield breaching, both low P,, and high Pfa are equally deadly. Low Pd is the failure to detect mines that are actually present. High Pf, causes unnecessary halts in moving military formations, increasing their vulnerability to enemy fire.
Some of the specific elements needed to solve the datafusion problem are reasonably well known. The problem in mine detection is "identity data-fusion," and conventional data-fusion methods address it with classic pattem-recognition algorithms. [4] Often these use neural nets with orthogonal data streams, [3] or even more crudely, sometimes they are based on simple thresholding of vector quantities. [5] Despite Hanshaw's pessimism, there is reason to believe that the mine detector multi-sensor data-fusion problem is tractable. Dogs can consistently detect mines, and this suggests that mines must have detectable features. [6] Whatever form they may take, characterizing features exist and are identifiable. Notwithstanding the argument that a consistent set of characterizing features exists, and notwithstanding the fact that many have tried to find it, nobody has yet found a set of features that reliably characterizes mine identity. This strongly suggests that the features have not been found because researchers have been looking for the wrong thing.
THEORETICAL BACKGROUND
The argument is commonly, and reasonably, put forward by countermine researchers that if dogs can detect mines, then mines are detectable. Appeal to this argument is the usual justification for the development of electronic systems that seek to emulate the dog's nose. However, there is at least one account of a successfbl mine detecting dog, who, to all practical effect, does not have a nose. [7] This suggests that what should be emulated by an electronic system is the process by which the dog (or any biological system) fuses multiple sensory cues to identify the presence of a mine. Does the idea of computational emulation of a biological process actually provide a practical basis for a novel approach to countermine data-fusion? Recent research sponsored by Landauer and Bellman suggests that, in principle, it does. [SI Biological systems process sensory symbols to gain awareness of their environment, and their processing skill improves with experience. They commonly use the data inferred from these symbols to perform classification and grouping, and they do not do so by idenbfiing boundaries between classes. The way that biological systems perform classification suggests that there exists a unify.lg principle of classification that is applicable to computational systems. [9] Landauer and Bellman define semiotics as "the study of the appearance (visual or otherwise), meaning, and use of symbols and symbol systems." From their examination of classification by biological systems, they conclude that it would require a radical shift in how symbols are represented in computers to emulate the biological classification process in hardware. However, they argue that semiotic theory should provide the theoretical basis for just such a radical shift. Landauer and Bellman do not claim to have discovered the unifying semiotic principle of pattemrecognition, but they suggest that it must be inductive in character. [ 101 Indeed, the development of aunified inductive-learning model is the key to artificial intelligence. [11, 12] Induction is defined as a mode of reasoning that increases the information content of a given body of data. The application to pattem-recognition in general (and to the mine sensor fusion problem in particular) is obvious. An inductive pattem recognizer would learn the common characterizing attributes of all (possibly infinitely many) members of a class from observation of a finite (preferably small) set of samples from the class, and a finite set of samples not from the class. The problem arises due to the fact that none of the commonly used "learning" paradigms are actually capable of performing induction.
BAYESIAN INDUCTION
How should this induction be performed? Both the leading thinkers in machine learning and the leading thinkers in smart mine detection believe that it should somehow emulate the process used in biological systems. That process appears to be model-based. Rosen explains the anticipatory behavior of animals in terms of interacting models. [ 131 In fact, he defines a formal anticipatory system (a mathematical formulation that exhibits anticipatory behavior) as having five attributes. An anticipatory system, Sz, must contain the model, M, of another system, S,. The anticipatory system, S,, must contain a set of observables that can be linked mathematically to S,, and an orthogonal set that cannot. The predictions of the model, My can cause an observable change in S,. There must be some observable difference in the interaction between Sly and S, when the model is present, and when it is not. Finally, M must be predictive; based on present knowledge, M must change state faster than S1, such that M's changed state constitutes a prediction about SI. The point of this discussion is that intelligent behavior is model-based, and in the absence of models, there is no intelligent behavior, More to the point, these models must bear some resemblance to physical reality if the behavior of the intelligent system is to have utility in the real world.
What is the best way to obtain these models? The simple answer is to observe reality to a finite extent, and then to generalize from the observations. To do so is inherently to add information to the data, or to perform an induction. It requires the generation of a likely model based on incomplete information, and the model may be refined in the light of increased knowledge.
How might this be done in practice with noisy data? The most powerful method is Bayesian parameter estimation. [ 141 Bayesian analysis drops irrelevant parameters, without loss of precision in describing relevant parameters. It fully exploits prior knowledge. Most important, the computation of the most probable values of a parameter set incidentally includes the measure of the probability. That is, the calculation produces an estimate of its own goodness. By comparing the goodness of alternative models, the best available description of the underlying reality is obtained. This is the optimal method of obtaining a model from experimental data, or of predicting the occurrence of future events given knowledge from the past, and of improving the prediction of the fiture as knowledge of the past improves.
[15] Bayesian parameter estimation is a straightforward method of induction.
MINE SENSOR DATA FUSION
The idea that Bayesian parameter estimation can increase information content by fusing data from multiple sources has been known for some time. To get an idea of how Bayesian parameter estimation might work with multiple mine sensors, consider a recent problem for which ORNL has had tangible success. The Enclosed Space Detection System (ESDS), or heartbeat detector, is a device that finds a passenger concealed in a vehicle by identiflmg a signature caused by the subject's heartbeat. [20] The signature is extracted from the noisy data provided by a geophone placed on the vehicle. The problem is that a moderate wind blowing on the vehicle can create a strong signal that overwhelms the desired signature. The problem is similar to mine detection in that the desired signal is very weak, leading to an unfavorable signal-to-noise ratio, and is obscured by extremely strong deterministic clutter.
The Bayesian approach to the wind problem in ESDS is as follows. The spectrum of the response to wind is very broadband. On the other hand, the vehicle signature resulting from the heartbeat is very narrowband. The heartbeat energy is a series of impulses that excites the natural mechanical resonance of the vehicle, producing a signature whose energy tends to be concentrated in sinusoids at a relatively few discrete frequencies. Bayesian analysis exploits this distinction by using a model consisting of the sum of 50 sinusoids, all falling somewhere between 6 and 16 Hz. Bayesian analysis finds the 50 most probable sinusoidal frequencies (the global maximum of a 50-dimensional joint probability density function). Even if the wind is strong, if no heartbeat is present the strongest 50 discrete components of this broadband signal have very low total energy. On the other hand, if the heartbeat is present, the energy will be high, because the 50 discrete sinusoids contain practically all the energy in the signal. The decision is made by computing the energy (sum of squares of amplitudes) in the 50 sinusoids. If the energy exceeds a prescribed threshold, the system indicates that an intruder is hidden in the vehicle.
How does this relate to mine sensor data fusion? In ESDS, the process estimates 50 parameters from the sensor data. The process computes a joint probability density function of a set of parameter values from a single sensor output. However, there is absolutely no requirement that the information must come from a single sensor. If multiple sensors are applied to a single process, where several different parameters are implicit in each sensor output data stream, the joint probability density function of all the parameters of interest can be computed in exactly the same manner as the single sensor case. Thus, it is just as practical to base decisions on multiple sensor outputs as it is for single sensors.
To envision how this might enhance the performance of the present generation of mine sensors, imagine the following. Suppose that there are two sensors available, an electromagnetic induction detector (EMI), and a ground penetrating radar (GPR). Suppose that it is known that when a mine is present, the EM1 produces a signal that decays exponentially in time, and is characterized by the decay rate. Suppose that it is also known that when a mine is present, the GPR produces a signal characterized as a parabola in space, and can be completely described by three parameters. Also suppose that the two signals are correlated (i.e. when a mine is present, both detectors produce a signature). Finally, suppose that the reliability of both sensors is reduced by noise, and that the objective of the fusion is to obtain a reliable decision when the individual sensors are being corrupted by noise and are saying ccmaybe.yy The entire system is characterized by two functions and four parameters. Bayesian analysis of a given data set produced by the system would produce an estimate of the values of the four parameters, and a measure of their joint probability. The decision could be as simple as determining whether or not the joint probability exceeds some threshold.
Suppose, in the above example, that for both sensors the propagation through the ground perturbs the sensor signals. This effect is probably described by a transfer fimction that is characterized by a conductivity value and a dielectric constant. Since the two sensors operate at significantly different frequencies, the effective values of the soil parameters would be totally different for the two sensors. It would require at least four parameters to describe the effect of the soil on the two-sensor system. Thus, a model describing the output of the two-sensor system, including ground effects, might have two functions and eight parameters. Of these eight parameters, only four are of interest, and the four parameters that relate to soil properties could be "integrated out" as "nuisance parameters." Another approach might be to estimate all eight parameters from the data, applying range limits to the soil parameters, based on what is known a priori about the soil type. Either approach might lead to an instrument that would operate successfully over a range of soil conditions, without the need of knowing specific values of the soil parameters in advance.
Bayesian parameter estimation provides one other advantage that many mine detector operators would find invaluable. The probability measure that is always produced by the analysis can be displayed as a confidence factor. As an example of how this might be useful, suppose that one of the sensors in a mine detection array is a variable-frequency GPR, and that by adjusting the frequency, the operator could adjust the tradeoff between resolution and depth of view. Also suppose that, for a given frequency setting, the detector produces an ambiguous result, such as an alarm that has 50% probability of being valid. In conventional practice, the operator would simply try the reading again and hope for better luck. However, a far safer technique would be for the operator to try the reading at different frequency settings, while observing how the confidence factor changes as the frequency setting is changed. In many cases the process would converge to either a very high or very low probability measure, providing the operator an unambiguous answer.
CONCLUSIONS
The countermine community has a difficult problem in trying to identify landmine signatures from the output streams of multiple sensors, and to do so with simultaneous high Pd and low Pf,. Conventional pattern-recognition algorithms, which do not actually learn anythmg, but rather perform curve fitting in a predefined vector space, have so far proven unequal to the challenge. On the other hand dogs, which also rely onmulti-sensory cues, do leam (apparently inductively learning a model) to identify mine signatures with high reliability.
Bayesian parameter estimation also inductively leams a model from a limited data set, and is capable of learning a method of multisensor data fusion. It appears to be very promising as a data-fkion engine for an electronic system to identify mine signatures from multiple types of mine sensors.
