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ABSTRACT 
D.Shield gave a formula in Bull.Austral.Math.SOc. 17 (1977) for 
the nilpotency class of the railpotent standard wreath product 
A wr B . This thesis provides results towards a generalisation, if 
it exists, of the formula to the nilpotent permutational wreath 
product A wrAB , where A and B are groups and B acts on the 
set A. 
Let P be the Sylow p-subgroup of the symmetric group on the set 
(pr) of p' symbols. For a nilpotent group C. let c(G) denote 
the nilpotency class of C. • Thesis work of A.J.Scott (Edinburgh 
1975) 	shows we may restrict attention to 	
A wrAB 	where 	A 	is a 
nilpotent 	p-group of finite exponent, 	A = (p") 	and 	B 	is a 
transitive subgroup of P. We show 	c(c 	wr ' P) r 
r-1 	+(p-i)(n-i) 	, which by 	Shield's 	formula is 	c(Cn wr Cr). 
Thus if the transitive subgroup 	B 	of 	P 2 	
has exponent 	p2 , 
then 	c(Cn wr2B) = pp +(p-1)(n-1)} . If 	B 	is a transitive 
subgroup of 	P 2 	
of exponent 	p 	and order 	p 	, 	2 4 t 	p , then 
C( C p  I 
wr2)B ) 	= p + n (p1)(t1) . We conjecture that if 	B 	is 
a transitive subgroup of 	Pr 	and 	A 	is a nilpotent 	p-group of 
finite exponent, then c(A wr3) = max 	c(c 	wr ' B) w + 
(p-1 )d(B)(sw 	-1) : I 	w 	c(A) 	, where a commutator of 
weight 	w 	in 	A 	has order at most 	p 
S(W) 	and 	d(B) 	is the cpp- 
class of B 
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A.J.Vieir gave the lower central structure of Pr  in 
Math.SOc. 6 (1955) . We determine the lower central and cpp-
structure of C9n wr p r) Pr and discuss the lower central struc- 
ture of Cn wr C0r 
iv 
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U To know the world, one must construct it." 
Pave se 
INTRODUCTION 
Let A and B be groups, and let B act on the set A • The aim 
of this thesis is to obtain the nilpotency class of the nilpotent 
A 
permutational wreath products of the form A wr B • In the special 
case where A = B and B acts on itself by right multiplication 
we have the standard wreath product A wrBB = A wr B • A formula 
for the nilpotency class of A wr B was obtained by Shield. in 
[17] : see Theorem 2.2 below. We do not obtain a full general-
isation of this remarkable result, but are able to give the class 
in certain cases, and suggest the general form such a formula - 
if it exists - might take. The ideas behind the proofs given are 
on the whole not particularly difficult, but unfortunately are 
often rather tedious to expound formally. Several diagrams are 
included in the hope of making the arguments easier to follow. 
The four key sources of background for the thesis are : 
Two papers by Shield , [16] and [17] , particularly [17] , 
which contains the result for the standard wreath product. 
A paper by Liebeck , [9] , on the nilpotency of C 
p n 
 wr B 
where B is a finite abelianpgroup, which was used by Shield 
and is crucial in many of the results obtained below. 
The thesis of Scott , [14] , which in Theorem 2.4 below 
gives conditions for A wTAB to be nilpotent we give a full 
I 
proof as the material has not been published. 
4. A paper based on the thesis of Weir , [18] , which gives 
details of the nilpotency structure of the Sylow p-subgroup 
of the symmetric group on p' symbols. 
In Chapter I we give definitions of the various wreath products 
and the (a,b,e)-series of Shield , which include the lower 
central and cpp (conimutatorp th-power) - series. We give some 
associated basic results, and define some important notation for 
the wreath product P = C wr C wr ... wr C Pr 	p 	p 	 p 
r C Is 
P 
In Chapter II we state Shield's formula for the nilpotency 
class of the nilpotent wreath products A wr B • Note that the 
formula requires extensive knowledge of B ; we require the cpp-
class of B , and either the order of the terms in the cpp-series 
of B or a standard basis for B so that we can calculate the 
constant a(B) used in the formula. With the present scant 
knowledge of the cpp-series of even fairly well-known groups, the 
formula provides the nilpotency class in principle only, and work 
is being done to obtain alternative formulations for special 
cases : see for example [12] . We state and prove the theorem of 
Scott mentioned above which gives necessary and sufficient con-
ditions on A , B and A for A wrAB to be nilpotent. This 
enables us to restrict attention to permutational wreath products 
A wrAB where A is a nilpotent p-group of finite exponent and 
B is a transitive subgroup of P r
, the Sylow p-subgroup of the 
symmetric group on the p 
r  symbols (2r) = A • We give the impor-
tant results of Liebeck referred to above, and generalise results 
of Neumann , [13] , on the centre of a standard wreath product to 
the permutational wreath product. 
Chapter III sees the first proof of the nilpotency class of 
cn wr ) 	, and. a proof of the cpp-class of C wr 	Pr 
both using Shield's results. It is rather surprising that both 
the riilpotency and cpp- class of cn wr('")r are exactly those 
of a relatively small subgroup which is isomorphic to Cn wr Cr 
These provide upper bounds for the ni.lpotency and cpp- class of 
CDn wr 	B , where B is a transitive subgroup of P r 
 since 
C O n wr 	B is a subgroup of C p  n wr 
	P . We conjecture in 
Conjecture 3.2 that if we know enough about the lower central 
structure of A , and if B is a transitive subgroup of- 
then it is sufficient to find the nilpotency class of 
G  Wr( PflB to determine the n.ilpotency class of A Wr(Pr)B . We 
return to this conjecture in Chapter VII . Finally, we construct 
an important set of commutators . 
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present a plausibility argument for the nilpotency class of 
C n wr 	P which does not use Shield's results. p 	r 
In Chapter IV we generalise results of Weir , [181 , on the 
nilpotency structure of Pr 
 to Ca wrP , for which we 
determine the lower central and cpp- structure, and give a basis 
for the terms in each series. This enables us to calculate the 
.3 
constant a(Cn wr& pr) . We discuss the lower central structure 
of C n wl. C r 
P 	p 
In Chapter V we give a second, proof of the nilpotency class of 
r which avoids using Shield's result. 
In Chapter VI we give an example of the more general use of the 
methods of Chapter V , to calculate the niJ.potency class of 
C  wrB where B is a transitive subgroup of P 2 of expon-
ent p • Note that if B is a transitive subgroup of P of 
exponent p2 , then Cn wrB contains a subgroup isomorphic 
to C n wr C 2 , which we saw has the same nilpoteacy class as 
and so since C 
D 
 n wr 2 B is sandwiched between 
the two, its class is that of Cn wr 	• Thus we have 
completely determined the nilpotency class of the permutational 
wreath products Cn wrB where 3 is a transitive subgroup 
of P • We also show that there is one group to within isomor-
phism of the form Cn wrB where B is transitive, has 
exponent p and order Pt , 2 4 t 4 p , and that B is of 
maximal class. 
In Chapter VII we approach the problem of obtaining a formula 
for the nilpotency class of a permutational wreath product from 
the "top end" , and prove some results towards Conjecture 3.2 
We elaborate the ideas behind Shield's proof of the formula 
for the standard case, and generalise some of these to the 
permutational case. We are able to show that the truth of 
4 
Conjecture 5.2 depends solely on proving that the nilpotency 
class of cn wr&B rises in equal steps with n for n 1 
It seems likely that such a result would be obtained from more 
( 
r) 
work on C wr 	B : such a result for the case of the standard 
wreath product follows from work on the nilpotency class of 
wr B , and in particular from the standard basis obtained for 
B0 
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CHJAPTER I : Notation, definitions and some basic results. 
Notation. 
As usual, the natural numbers 0,1,2,... will be denoted. by 1J, 
the: integers by Z, and the integers strictly greater than 0 by 
The letter p will always denote a prime. 
rj 
The set 11,2, •• y p 	 will sometimes he written (r)• 
Given a prime p, 
T will he the map 
r(k) k mod  
w will be the map 
i(k) ak mod  
from 	to 	0, 1, ... , p-1 	such that 
for all k in 	and 
- ---- "-- IrQm /L GQ ¼?) SuCn that  
for all k in 
The si. < is to be interpreted as "strictly less than", and 
similarly for > 
For example, if G is a group then. R< G denotes that H is a 
proper subgroup of G... 
Similarly, for a set A, G = A denotes that e is a proper subset 
of A 
lxi is the smallest integer greater than or equal to x 
Lxj is the greatest integer less than or equal to x 
For n. and k in N such that k n let k) - (n-k) !k! 
k-I will denote the order of the group C- , and IAI will denote 
the cardinality of the set A 
If the elements g 1 , ... , g, .... of the group G generate G , 
we write G = (g 1 , ... , g, ... ) 
C  is the cyclic group of order k 
SA is the symmetric group on the set A , i.e. the permutation 
group on IAI points, or symbols. 
For m in IN and the group G. we denote the subgroup of 
generated by the m th powers of elements of G by dx 
We Will denote the identity of a group by I 
is the centraliser in the group C. of H 4 C. 
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Let A be a non—empty set and let the group H act on A , that 	- 
is, there exists a homomorphism 0 from H 	to 	5, and for 	h 
in 	H , the image of 	A 	in 	A under the permutation hO 	is 
denoted by 	lth • Note that for h 1 , h2 	in 	H , 	A 	in A, 
A(h1 h2 ) = (Ah 1 )h2 
The kernel of B 	is the stabiliser of 	A 	in 	H , denoted by 
= I heH : 	)th = A 	VAcA. 
Clearly H i8 a permutation group on A , i.e. a subgroup of SA 
if and only if 	= <i>, 
We call "A , H" a pair 
"A, H" is a transitive pair if H 	acts transitively on A , so, 
given points A, 	and 	A2 	in 	A we can find 	h 	in H such that 
Xi h = A2 
Where the context is clear we may just say that H is transitive. 
"A, H" is a trivial pair if StH(A) = H , and 
"A , H" is a faithful pair if StH(A) = <1> . Unless otherwise 
specified we take "A , H/ St H0101 to be the pair for which the 
action of H/ stH(A) on A is induced by the action of H on A. 
i.e. Ah StH(A) = Ah 	V AEA, hEH 
Now let "A1 , H 1 " and "A2 , H2 " be pairs, and assume A1 and. 
A2 are disjoint. 
Let A, xA2 = I (A., , A) : A, eA,, A2 LA2 
Let 	W be the set of all permutations w 	of 	A1 xA2 	such that 
(A1 , A2)w = ( A1 h 1 (A2 ), A2h2  ) 
where h 1 () : A2 -' H1 and h2 € H2 • Since h 1 	and h2 
are permutations of A 1 and A. respectively, w is a permuta-
tion of 	xA • Note that to determine the second coordinate of 
the image we need only A2 , but that we require both A1 and A2 
to determine the first coordinate of the image. Then w is deter-
mined. by IA2 1 permutations in H1 and one permutation in H 2 
Let another permutation w of A,XA, be given by 
(A1 , A2 )w' = ( A1 h1'(A2 ), X2  h') 
Then we define the product ww' by 
(A1' A2 )ww t = (( A1 , A2 )w)wt 
= ( Ah(A2), A2h2 )w' 
= ( A1 h1 (x2)h(A2h2),  
Clearly 	ww' C W , and. 	ww" is the identity permutation when both 
h(A2 ) = (h1 (A21ç1 )) 1 and 
ht 	h 
Multiplication is associative, for if x, y, z c W then 
(412 A2)()z 	((A1 , A2)())z 
= (((A1 , A2)x)y)z 
= ((A1 , 42 )x)(y7.) 
A2 )x(yz.) 
Hence W is a group • We call W the complete or unrestricted 
wreath product of H 1 by H2 , and write 
W=H1WrH2 , or 
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W =1 Wr H2 	where no confusion will arise. 
Note that as an abstract group the definition of 	is indepen- 
dent of A , i.e. for pairs "A1 ,. H1 " , "A' , H 1 " , A2 	211 
 
HWrH - 	H 1 	2 
H1Wr 2' 
and so we may write H1Wr&2H2 if we are just considering the 
abstract group. 
The standard unrestricted wreath product H 1 H2 of two abstract 
groups H1 and H2 is defined as 
H1 WrH2 
where the group H2 acts by right multiplication on the set H 2 , 
i.e. H2 , H2 " is the right regular representation of H 2 
From the definition of a permutation w in W we see that we may 
write w as a formal product h 1 ()h2 , where 
A2)w = ( . 1 h1 (A2 ), X2h2 ) , 
and we define (h h;)(-)by 
(h 1 
 h')(= h1 ()h) 	V h1(), h(•) : A2 	> H1 
The set of maps h 1 () from A2 to H1 with the above multip- 
lication is the cartesian power Cr H 1 	of H1 , and is a group 
with identity 1(-) given by 
= 1 	v 
In W we will identify h1 () in Cr H1A2 with the formal 
product h 1 ()1 , thus embedding Cr H 1 	in W . Likewise we 
embed H2 in '( by identifying h2 in H2 with the formal 
product 1()h2 Then 
h 1 h1 (.)h2 = (i(.)1ç 1 )(h1 ()h2 ) 
=h1 (h2 1 ) 	from (i) 
Thus Cr H 1 : w. Clearly w/ Cr H1 	H2 axd Cr H1 
is equal to <1> . Hence W is the split extension or- - semi-
direct product of Cr H 1 	by H2 
We call H 1 the bottom. (or passive) group of W , 
H2 the 	(or active) group of W, 
and Cr H1Aa the base group,, of W 
Let f be a map from a set A to a group H • Then the support 
of f is defined by 
a(f) = 	AA: f(A)i 
and f is said to have finite support if a(f) is a finite set. 
We now define the Ish coordinate subgroup H, ,,4 of Cr 
for A in L by 
C Cr H1Aa : a(h 1 ()) 
The subgroup H A 
 is isomorphic to H 1 for each A in A' , 
d Cr H1A2 is the cartesian product of its coordinate subgroups 
since the coordinate subgroups commute elementwise. 
We define the direct power Dr H 1 	of H1 as the subset of 
Cr H1AZ consisting.of functions with finite support. Then 
Dr H1 	is a group, which is normal in W • We will write 
where ambiguity will not arise. Note H 1 	is the direct 
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product of the coordinate subgroups Hl,A : A e 	of 
Cr H1 2 . Furthermore, each 	h1 () in 	Dr 
H1A2. may be written 
uniquely in the form 
= 11 f 
MA2 
C H 	• This product is where 	f A 	A i, 
well'defined since all but a 
finite number of 	f 	a are trivial. We call 	f the 	I*h factor 
of 	h1 () 
The restricted wreath product H 1wrH2 of H1 by H2 is 
defined, as the split extension of Dr H 1 	by H2 • The bottom, 
top, and base groups are defined analogously to those of the 
unrestricted wreath product, as H 1 , H2 and Dr H1 2 respective- 
ly. 
The standard restricted wreath product H1 wr. H2 of two abstract 
groups if1 and H2 is defined as 
where H2  acts by right multiplication on the set H 2 
£ subgroup of the wreath product of some importance is the 
diagonal subgro . Let 	A 	be a group and let 	A be a set. 
Then the diagonal of Cr A is the set of all constant func-
tions in Cr A : 
Cr A 
= I f C Cr AA : f(A)  
The diagonal of Dr AA is the set of all constant functions in 
Dr 





Clearly if A is infinite then 	 is trivial, since the
Dr A 
support of f in Dr A is finite. It is easy to see that the 
diagonal is a. group, and is normal in Cr AA if and only if A 
is aheliaa. 
The definition, of the unrestricted wreath product is sufficient 
for constructing a wreath product W of finitely many pairs 
"A1 H", A2,H2 11 S ••• , "A, Hu by 
W= (( ... ((A1H1WrH2) WAG H3) ... )wrH) 
A. m.o.at important property of this iterated wreath product is 
associa.tivity, which enables us to remove the bracketing. We 
follow § 7.5 of [B : 
A4 xAm /A4 ¼ riwr r 2 1 	 - 
is the sat of all permutations w on (A,XA,)xA of the follow- 
ing kind: 
x2 ), A3 )w = ( (A1 , A2 )w(A3 ), A3h3 ) 
= ( ( x1 h1 (A2, A3), A2h(A3) ), A3h3 ), 
where w( ) :A3 ____ A1 H1 WrH2 
: AxA 	> H1 , 
h2 (.) :A3 	>H2 	, and 
h3 E H3 
A, 	A2x.e)(AHA3H ) 
is the set of all permutations w' on A1 x(AxA) such that 
14 
(A1, 	2' 
A3))w 	( A1 h1 (A, A:), 	2' 
A3 )w' ) 
= 	h1 (A2 , x3 ), (x2h2 ( x 3), A3h) ) 
where w' C H2WrAH3 and h ( ,), h2 	h are as 
above.- 
If we identify the sets (A1 xA2)xA and A1 x(Ax) we find. 
= 
A, H 	x)(HW1.) . 	0 
Tote We may omit the sets 	A1 , 	A2 , A, ... 	when from the con- 
text it is clear which permutational wreath product is being 
considered. 
The restricted iterated wreath product of n. pairs is defined, as 
shove, except for i=1,..-.,n-1 the maps h.(,- ... ,) from 
£ x •.. xAn to H. have finite support. 
The standard wreath product is not associative, as we shall see 
in a moment. 
We will denote the standard wreath product of r cyclic groups 
of order a fid prime p by 
p=((...(CwrC)wr...)wrC)=CwrCwr ... WrC 
r 	pp 	 p 	p 	 p 
r C 'S 
p 
This is the rlow p-subgroup of the symmetric group on (p r ), 
a proof of which may be found in § 7.5 of [8] 
Regarded as a permutational wreath product of r pairs 
' r is an associative product, for example, 
(r-1 
P 	P wrC 	Cwr'2 'P r r-1 	p p 	 11 
but is not aa. associative product as a standard wreath product: 
we show this for r=5. 
= (Cwr C )wr C p = C 
p 
 wr 
c xci, )(C 
P 
 wr  c) 
which has order IC p 	p 	p wr 









= jc p 
ILCpxCp 	
p 
LIwr c p i 
The standard wreath product 
(Cpw CP ) (c wr C ) C wr(C wr C ) = C 
p 	p 	p 	p wr 
	r 	
p 	p 
has order I c i Cpwr CP I Cwr % I = 
= ppp+1 +p+i 
- # pp2+p+1 
We now give Pr 
 in greater detail, both for later use and to 
illustrate the wreath product construction. 
The group Pr 
 acts on the set of symbols (
pr) • 	symbol A  Any 
in (pr) may be written uniquely in the form 
A = a0 + a 1 p + a2p2 + ... + ar_lp' 
	
where a0 E 1,2, ... ,p 	and 
a. C O,1, ... ,p-1. 	for I 	i 	r-1 
1 
We may also regard (p ' ) as the product of r sets of p 
symbols, 
(pr) ) = A1 xA.2x ... xA r 
where A1 = 1,2, ... pj and A. = 10,1, ... ,p-1 '. 1 
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for 2 i r4 r • In this notation, A above is written in the 
form 	(a0, &1 1' . . , ar_I ) 
The group r 
 is generated by the permutations y i ' Y2 	'r 
where for i=1,2, ... 
P 
Vt 	i-i 	 i i-i j, p'-'+j,  2p +j,. ... , p -p 	+j. ) 
j=1 
Each y..  is of order p . Furthermore, y permutes the symbols 
(p1 ) and leaves 1p 1 +i, •• 	fd. W.thfl (?) ,Yi 
shifts each symbol up p 	modulo p , i.e • for 
= a0 + a 1 p + ... + a_ 1j 
r-1 
Ày1 = 	v(a0+1i + a1 p + ... + ar_1P 	if a1 =- a2=... 
=a 	=0, 
1 r-1 
A 	 otherwise 
• .....  . (4) 
andfor 2ir, 
= 	a0 + a1 p + •... + r(a_1 +i) 1 + aP1 + 
+ a1p r-1  if a1= ....= ar_1O 
A 	 otherwise 
. •.. . . .(5) 
In the alternative notation for (p r) 
(a0, a 1 , ... , a_1 )y 1 = 	('(a0+1), a 1 , ... , ar_i) 
if a 1 = a2= ... = ar_l=O 
(a0 , a 1 , ... , ar_i) otherwise 
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and for 2ir, 
(a0 , ... , a r-I)yi = 	(as, ... , 
r(a ._1 +i),ail, ... , a 	) r-1 
if a.= ... = a 	= 0 
1 	 r-1 
(ao ,  a ) r-1 	
otherwise 
..... . . ( 7) 
In other words, y changes only the coordinate of A , and 
then only if the coordinates of 	... , A are 0 , for 
i=1,...,r 
Y3  
Ii 	jj I p+1 1 p+2( 	2p1 	1p21 p2+i 
yl 	Y Y2l 	 y1 
r} 
Y2 Y3 	 ' 1 y..y 
y1 
Fig. 1 
In the simple case of P2 = CWT C = <y1, y2) , the bottom 
group is <y1> , the top group is <y2>and the base group is 
generated by all conjugates of y 1 , i.e. 
P-i D  = < y Y2 .Y22, ••• > 1' 1 ' 
Now 
(a0 , a 1 )y 1 	= (a0 , a 1 )y2 	1 	
k 
k 
= (a0 , r(a1-k))y1y2 
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If r(a 1 -k) = 0 then 
(a0, a1)y1Y2 	( (a+1), r(a1-k) )2k 
= ( v(a+i), a 1 
If 7(a 1-k)*  0 then 
(a0, aj)y1y3k = ( a ; r(a1-k) 
)2k 
= (a0 , a 1 ) 
Hence y1 	changes the coordinate of A. if and only if the 
second coordinate ,ii.e. the coordinate of A2 	k mod. p 
In other words, 
y1 
Y2 = ( kp+1, kp+2, ... , (k+i)p ) 	for k=0,1,...,p-1 
Note that the conjugates of y1 have mutually disjoint supports 
on (p2),  and so the conjugates commute. In fact,. 
(Y2' ) is  
the k-th coordinate subgroup of the base group. 
The diagonal subgroup of P is just 
	
= (
,Y2 p.2 2 	Y21 	 .......(8) 
In the same. way we find, that y1 has p
r1  conjugates in Pr ' 
which are of the form 
k2 1C3 	 kr 
Y2 Y3 ... Yr 
y 1 	 = ( s+i., 3+2, ... , s+p ) 
where s = k 
rpr_1 
+ 	
r-2 p 	+ ... + k 2 , 
18 
and. 0 	k. 4 p-i for j=2,...,r 
There are no other conjugates, since every element in 
Y) must "shift" y1 	"up" by a. multiple of 	p 
The base group of cwr r( 
r-i) \ 	/ 
( 
= 	
y 1  )Wr 
	(y2,...,Yr) 
r-I \ 
where 	A = AxAZx ••• xA 	, is thus generated by these 	p 
r-1 
conjugates of y1 ,, and 
k 
1y2•• Y r. .......  ( i 0) 
is the coordinate subgroup correapond.ingto (k 2,. k, ... , k) 
of A2xA3x ... xi r 
Similarly, for P 	C wr C wrP ) 
	




_1..-s A AxAx ... xi , we find that y2 has 
conjugates in Pr  of the form 
 
kr 





s = krP + k p 	... + kp , 
and 0 4 k. 4 p-I 	for i=3,...,r 3. 
These conjugates of y2 have, mutually disjoint supports, and 
there are precisely p2 of them. In fact, they generate the 
base group of(y2)wr&(y3,... •Y) ,. where A = A3xA4x •.. XA 
Note that ... , Yr.) r-2 • The subgroup 
is the coordinate subgroup corresponding to (k3 , k4, ..* 	k r ) 
of Ax.&4x ... x& 
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Ofcourse, y2 has other conjugates of the form 
k1 1c3 kr 
'Jj Y3 ...Yr 	 / 
but note 
k, k3 kr 
	
Yi .Y3 	... Tr 
kr Ic1 ys ... yr 








k3 	lr 	 Ic3 Icr 	 Ic3 	kr 
= (y 
1 
 Y3 ... yr )(-kl)(Y2 y3 ... Yr Ic 1 	Y3 ... 3'r 
i.e. a product of conjugates of y , , and a conjugate of y2 
of the form described above in (ii) 






• I I I I 
cp 







A X.... X&r 
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The. first column represents the base group of 
1and is of length p" 	corresponding to the pr_1 conjugates 
of y1, which generate this. base group.. The second column 
represents the base group of (y 2 ... Y) Cp 	r-2 ' 
which base group is generated by p'_2 conjugates of y2 , and 
so is of length p 	 . Ia general the i th column is of length 
1-i 
p 	and represents the base group of 	... , y) 
(r_.) 	 r-i 
P ,. and this base group is generated by p 
conjugates of y . Any element in P may be expressed unique- 
ly in the form f 1 2 
f .... f 	
1 
r where f. belongs to the base 
C AL.ix 	
• group 	 of 	Yi , 000 'r 
We will meet this table later in Chapter IV , both for P and 
its generalisation. cn 	 , and we will see that more 
of the structure of these groups can be fitted into the diagram. 
This will extend. work done by Weir in [18] on Pr 
 for which 
the table is called a "partition diagram" . The extra structure 
that can be represented in the diagram is the commutator 
structure of the group. 
We denote the commutator k1 1 k2 1 k 1 k2 of elements k 1 , k2 in 
the group G. by [k1 , k2 1 as usual, and if iC 1 and K2 are 
two subgroups of G , we define 
[K1 , K2 ] = ([k1 , k2 ] : k1c 1(1, 2E K2 ) 
Then the lower central series (L.C.s.) of the group G is given 
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by y1 (G)=, 
y1 (a) = [ 'i-i' G j 	for icZ, i,>2 
We call 	the' i-th tern in the series, and if for some i 
> y.1+1 (s.) = ( i) 
then. G is said to be nilpotent of (nilpotency) class i , and 
we denote this class by 
If G. is a group of order p'  then G is of maximal class if 
c(G.) = r-1 
An element in 	c.) \ 1  (c) is said to have (nilpotency) weight' 
i s 
We will use left-riormed notation, so that 
[g 1 , g2 , 	, g] 	g1 , g2 ], ga], ... , g] 
.......(i2) 
and denote [ g 1 , g2,...,g2] by [ g1 , 	g2 1 
n times 
A commutator of type (12) is. said to be a simple commutator 
in the components g 1 ,.....,g of length n • For the definition 
of a complex commutator see below in the section on cpp-
commutators, on p.26 
In a nilpotent group a non-trivial commutator is said to be of 
maximal length if its length is equal to the nilpotency class of 
the group. 
Recall the well-known identities, proved. in [4] on p.43 
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1 . 1 LA 
Let x, y, z be elements of a group. Then 
[xy, z) = [x, z1[x, z, y)y,  z] = Lx, z][y, z] 
[x, yzi = [x, Z][X, y][x, y, z] = [x, z][x, y3z • 
We denote the centre of the group G by 
z(G.) = I gEG. : gg f. = g'g 	v g' CG 
The upper central series (t.c.s.) of G is given by 
z 1 (G) = Z(G) 
z 1 (G)/ z(G) = z( G/ z(G.) ) 	for ieZ, 
The group C. is of nilpotency class c( c) if and only if the 
upper central series of C. terminates, and., 
Zc (G.)_l(G)< ZC (,)(G ) = C. 
In §i of [17] , Shield defines a whole class of descending 
central series for an arbitrary group C. 
Let a, b, and 	e 	be integers such that 	a > b 	0, 	a 
and e e j 1, p 	where 	p is a fixed prime. Define a weight 
relation p(a, b 1 e) to be the least subset of 	C. x 
satisfying the following conditions : 
 for all 	g 	in 	C. , (g, a) 	c p(a, b, 	e) 
 (g, u) 	e p(a, b, e) => (g 1 , u) 	c p(a, b, e) 
 (g, u) 	c p(a, b, e) and (h, 	) 	e. p(a, b, e) => 
([g, h], u+v) 	p(a,. b, 	e) 
  (g, u) 	E p(a, b, i) => (g2 , u+b) 	c p(a, b, 	i) 	; and 
 (g, u) 	c p(a, b, 
p) => (gP, pu) 	E p(a, b, p) 
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v) (g, u) c p(a, b, e) and (Ii, v) c p(a, b, e) => 
(gh,. minu,v ) € p(a, b, e) 
Now define a function Wab : C. 	> 	U H by 
= max u : (g, u) e p(a, b, e))if this maximum 
exists , 
	
oo 	 if no such maximum exists 
Then w , () is the (a, b, e)-weight of g and we define the ab 
i-th term , or the i-th weight subgroup of the (a, b, e)-series 
by 
Ya,.h,e(G.) = 	g C 	: w , () 	i 
which is easily checked to be a fully invariant subgroup. 
Then the (a, b, e)-series of the group C. is 
= abe(G.) 	a'be(C.) 	> 
If there exists i in Z such that 
Ya,b,e (C.) > Ya,b,e (G) 
i+1 
then we say C. is (a, b, e)-nilpotent of (a, b, -e)-class i 
The two most important cases are the (1,0,1)- and (1,0,p)- series. 
The (1,0,1)-series is just the lower central series, with 
y.(C.) = y' 0 ' 1 (C.) for i in 	• The (1,0,p)-series is the 
cpp (commutator-pth-power)-series, and we write for i in Z 
ylO P(G) 
If the group C. is cpp-nilpotent we denote the cpp-class of C. 
by a(G) 
An important general result about (a, b, e)-series is 
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1.2 LEMMA (Corollary 1.3 [17] ) 
The i-th term yabe(() is generated modulo Yabe(C.) by 
elements of the form gP  where g is a commutator of nilpoten.-
cy weight u in C. , p is the fixed prime for the (a, b, e) - 
series, and for e = 1 , 
au ... bt = i 
or, for e = p. 
t 
aiip = 1 
We will be using the following immediate corollaries. 
1 • 3 COROLLARY 
If C. is cpp-nilpotent then 
d(G) = max 	s(w)-1 : 1 4 w 4 C(G) 
where a commutator of C. of (nilpotency) weight w has 
S(W) order at most p 
The group C. is cpp-nilpotent if and only if G is a nil-
potent p-group of finite exponent 
1.4 COROLLARY 
i) If a. is (a, b, 1)-nilpotent then C. has (a, b, 1)-class 
max aw + b( s(w) - 1 ) : 1 r. w 4 c(G) 
where a commutator of (nilpotency) weight w has order at 
most p8t, and p is the fixed prime for the (a, b, 1)- 
series. 
ii)/The group C. is (a, b, '1)-nilpotent if and only if C. is 
a nilpotent p-group of finite exponent for p the fixed 





We now look at the cppseries in greater detail. From the 	= 
definition we have immediately 
[ ir(G.), 7T G) ] 	G) 
and 
= ('gP : g e 	 ir(C.) 
We will see shortly that for the cpp-series conditions i) -v) 
above can be recast in terms of cpp-commutators. We define 
cpp -commutators recursively, generalising the standard notion 
of a complex commutator as given by P.Hall on p.45 of [4] 
Let g1 , g2 ,. ... , 	be elements of the group G • We say that 
each gi is a cpp-commutator of length 1 in the components 
, g . Now suppose we have defined all cpp-commutators 
in the components g 1 ,, ... • g of length less than £ • Then 
the cpp-commutators in the components g 1 , ... 	of 
length Z are of two kinds. The first kind, is of the form 
where h 1 . and h 2 
 are cpp-commutators in the com-
ponents g 1 , ... , g of length £ and Z 2 
 respectively, 
such that 4 1 -e2 = C• The second kind occurs precisely when 
Z is divisible by p , and is then of the form h where h 
is a cpp-commutator in the components g 1 , ... , g of 
length /p 
The standard definition of a complex commutator just excludes 
cpp-commutators of the second kind. Note that we have used the 
word "length" rather than "weight", which is used by P.Eall in 
the above reference, to avoid confusion between the "length" 
of a commutator and its weight as an element of the group. 
We will call a cpp-commutator of the form 




gP g2 j .. 	g 1 j 
a simple cpp-commutator . If t 1 =t2= ... =t=O , we clearly have 
just a simple commutator. 
It is easy to-see from the definition of the cpp-commutator that 
(g, u) € p(1,O,p) if and only if g can be expressed as a 
product of cpp-commutators in some components 9 1 , ... ,gn 
where at least one of these cpp-commutators has length u and 
all others have length at least u • Thus 	'consists of 
those elements of G. which can be expressed as the product of 
cpp-commutators, in some components g1 , ... , g , each of 
these opp-cornmutators of length at least i , that is for i2 
= 	[ 	 :i ' ( 7T(r)) 	: k= 1, ... . i-I). 
.-. . . . . .( i) 
Eo-wever, in certain cases this can be improved. For example, 
for finite p-groups.- Jennings [7] has shown that this series -. 
his K-series - is equivalent to his 	-series defined. by 
J1 1 (G) = a. 
= ([i"t 	(G), a.], (...M11  ( a.) )P) , 	iE Z, i2 
Thus when 	a. is a finite p-group, 
= ([7r_(a.), GI 	, 	(ir*1(G))P) 
for 	1EZ, i2 
.......  
We will only be using the cpp-series of finite p-groups, but 
we give the generalization of (14) to nilpotent p-groups of 
finite exponent, which by-Corollary 1.3 are precisely the 
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cpp-nilpoteflt groups. For this we require the following well-
known lemma. 
1.5 LEMMA ( Lemma 1.7 [51 ) 
Let the group G. be generated by a set A • Then 	is 
generated by 	1 (G.) together with all commutators 
[a1 , ... , a 1 ] with each a i in A . 
1.6 LEMMA 
Let G. be a nilpotent group of exponent 




(a), a I , ( IT.(c.))P) . 	 . 9..99.(15) 
Proof 
We show that for k = 1,. ...- , i-I, 
[ir,(G.), ir(a)] C [ir. 1 (G.), a.] 
Let g be an element of [lrjk(G.), ir(a.)] ..Then g is a finite 
product of cpp-commutators of the form [g 1 , g2] where 
E 	 g2e ITk( a.) . Now since a. is cpp-nilpotent by 
Corollary 1 .3, we have by Lemma 1.2 that each of g 1 , g2 can be 
expresaed as a finite product of cpp-commutators of finite length, 
with each entry from a. of cpp-weight 1 • Let H be the sub-
group of a. generated by this finite set A of entries from C. 
Let A be the set of all commutators of the form 
with each a. in. A • Then A. 1 
is a finite set • Note since C. 
J  
is of finite exponent p " , each [a1 , ... , a) has order at 
most p . Then by Lemma 1.5, y(H)/  y i+l(H) 
 is finitely 
generated by the set A i Y 1 (H) , and since y(H)/  y. 1 (:-i) is 
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abelian, it follows that any element of y.(H)/ y. 1 (H) is of 
the form 
htl ht2 tIML 	H 
1 	2 	hLA.lL Yi+l 
where A = 	h. : j = 1, ... , 1A1 1 J ., and for 
o 4 t < pfl• Thus [y(H):y 1 (H)] is finite. But 
Ill = [H:y2(H.)][y2(H):y3(H)] ... [y(H): < 1.) ] 
and so H is a finite p-group.. Then by (14), 
[g1 , g2 ] c [IT _1 (H), fl] 4 [ir_1 (G), c.J 
which implies g C 17T. - ( G), GI as required. 	. 	 0 
Obviously (14) and. (15) make the construction of the cpp-
series of cpp-nilpotent groups easier than if we had just (is). 
L.7 REMAIU 
Note that. the app-class .is at least as great as the niJ.potency 
class,. and that the cpp-series and lower central series 
coincide for groups of exponent. p .. If G is a nilpotent. group 
for which the lower and upper central series coincide, for 
example if G• is of maximal class, then the cpp-series coincides 
with the lower central series : for,the cpp-series is a central 
series, and. by a well-known result, for which see 10.2.2 of [5), 
if G. = z 1 (c) 	z2(.) 	... 
is a central series of C. , then 
y(G) 	z1(C.) 	zC(G)_i+l(G.) 	for i=1,2,...,c(G.) .. 
Note also that in general we may have w(G.) = 7r11 (C.) without 
implying ir.(G.) = 1T.(G) for all j>i. 
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LB EXAMPLE 
We give the cpp-series of an abe1iRn group A of exponent 
- 	1T 1 (A)=A, 
1r2(A) 	Ir. (A) 	... = 	= Ap 	( g : geA ) ,. 
S •. 
= 	 ' ... = 	.+ 1(A) = Ap 
S 
= A = < 1 ) 
U 50 d.(A)=p n-I  
Let G be a finite p-group, and let Iir(G.)I = p 	. Then we 
define. Shield's constant ( § 2.1 [17 ) 
a(G) = I + (p-i) E J n : 1 4 i r. d(G) I 
1.9 EXAMPLE 
For example, 
a(Cn) = 1 + (p-i) Z I n : 1 4 i 4 pfll 	from Example 1.8, 
= i + (p-i)jn + (p-1)(n-1) + p(p-1)(n-2) + p 2(p-1)(n-) + 
n-2, 
+ p 	p-1fl , 
i+ (P-1)[i + p(1 + p(1 + p( ... + p(1))")) 
n4 brackets 
' 
= 1 + (p-1)(i+p+p 2 + ... +p n-i ) , 
n 
=p 
We show later in Coro1lary.12 that if G is a group of order 
pfl then d(G)p' 	and a(G)p which by the above 
Examples 1.8 and 1.9 are best possible. 
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CHAPTER II :. Nilpotency of the permutational wreath product, 
commutator constructions for C2 n wr B , where B 
is a finite abelian p-group, and the centre of the 
permutational wreath product. 
In 1959 Bauinslag discovered tke necessary and sufficient 
conditions on groups A and B for the a.tandardwreath 
product A wr B to be nilpotent 
2.1 THEOREM 	§ 3 [fl ) 
Let A and. B be non-trivial groups. Then A wr B is 
nilpotent if and.. only if A is a nilpotent p-group of finite 
exponent and.. B is a. finite p-group. 	 0 
This shows the unrestricted wreath product A Wr B is 
nilpotent if and only if A Wr B = A wr B , since A wr B is a 
subgroup of A Wr B,. and B is a finite -group if and only 
if AWrB=AwrB. 
Shield has obtained an. exact expression for the riilpotency class 
of the standard wreath product, with a very long and involved. 
proof 
2.2 .THEOREM ( Corollary 5.5 [17 ) 
Let B be a. finite p-group, and A be a niJ.potent p-group of 
class r such that for I wr the maximum order of a 
commutator of weight w in A is 
p SM. Then A wr B is nil- 
potent with class precisely 
c(A wr B) = max a(B)w + (p-1)d(B)( s(*)-1 ) : .1.w 	r 
0 
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Note from Corollary 1.4 , c(A wr B) = (a(B), (p-1)d(B), 1)-
class of A , which provides a clue to the proof, to which we 
will return, in Chapter VII 
Building on Baumelag' s result and the following theorem of 
Meldrum, Scott established necessary and sufficient conditions 
on the group A and the pair "A , B" for AwrB to be 
nilpotent. 
2.3 THEOREM ( [10] ) 
Let A be a group and let "A , B" be a pair. Then AwrB is 
nilpotent if and only if B is nilpotent and the groups 
AwrIB/ 	 are nilpotent of bounded class for each orbit 
e of A 
2.4 THEOREM ( Theorem 3.3.1 [14] 
Let A be a group and let "A, B" be a pair. Then W = Awr'B is  
nilpotent if and only if one of three mutually exclusive 
situations exists : 
A is trivial and B is nilpotent; 
A is a non-trivial nilpotent group, but not a p-group 
of finite exponent, B is nilpotent and stB(A) = B ; 
A is a non-trivial riilpotent p-group of finite exponent, 
B:is a nilpotent group, and there exists n in N such 
that f B/ St B(e)I divides p " for all orbits e of A 
Thus in case 	we have c(AwrAB) = c(B) , and in case ii) 
c(Awr&B) = max 0(A), c(B) I . As we will show, we have in 
general, for cases i), ii), and iii), that 
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c(Awr&B) = maxt c(B), c(AwrB/StB(G)j where e is an 
orbit of A 
This part of the proof is- essentially- the theorem of Meldrum. We 
provide the proof given by Scott, which is similar to that given 
by Meidrum. We start with two lemmas of Scott [14] 
2.5 L1M)A& ( Lemma '3.1.4 [14] ) 
AwrB1/ StB(A) Awr4tB/ StB(A) 
Proof 
Note that for f e AA 'A Awr1B/ St B(A)l , f 	= f , 
with the usual action of B/ StB(1) on. A ..Note also that in 
general 
stB( 13.) i w = AwrAB 
for if rCAA, bEB,and pEtB(AJ 
(fb 1 J3(fb) = b 1 f 1 fb 
= b ­ 1  f fb 
= b flb c st3(A) 
We identify A&  in Awr4B with AA in AwrB/ 	in the 
obvious way, and let 0 : AwrAB 	> Awr1B/ 	be given 
by 
(fb)o =f(b StB(A)) 
It is easy to see 0 is well-defined, and is surjective. We also 
have that 0 is a homomorphism, for if f, g e A and 
b 1 ,b2 EB then 
(fb1gb2)0 = (fgbl1 b1b2)8 
= fgbl (b1b2 
= fgbiStB(A)•:(b I St B'°2 
(fb 1 gb2)8 =f(b1St B(&)) g(b2 
(fb 1 )8 (gb2 )O 
The identity Of AwrI B/ St B  (A)j 18 1. 	
and 
(fb)O = stB(A) <=> f=l and bEStB(A) 
i.e. kerU =B 	
, and we have the result. 
2.6 LM?4A ( LemmA 3.5,9 [14] ) 
Let A be a group and let "A , B" be a pair. Let W = AwrB ,. 
and let the faithful part of W be Wf AwrB/ stB(A) . Then 
j 'n 	= [ A, • _
1 W I y(B) 	for 
for nEZ 
iii) Suppose A is the direct product of a family of groups 
i I • Then 




i) This part was also proved for split extensions in general by 
Weir as Theorem 1 of [18]. 
We proceed by induction on n 
n=1 : y1 (W) = w = AAB = [ AA, 
0 
w ] y1 (B) 
we assume the result holds for some n 1 • Then 
Yn i(W) = [ y(w), w 3 
= [ [ A, _ 1 W Y(B), W I 	by hypothesis, 
= ([ AA, n_iW w ]Yfl(3), [ y(3), w 
by Lemma 1.1 i) 
= [ A w][ 	AAB i since [ A, w i <j w, 
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= C 	i <[ 	B), B ] , [ 	( B), AA 1B ) 
by Lemma 1.1 ii) 
= [ A, W ii A&, y(B) ] 1 (B) since Enormalises 
and y ( B) 
= 	
A w v 1 (B) since [, y(B)3 4 [Ak, w] , 
which is a corollary to 
Theorem 10.5.6 of [1 
This follows directly from the proof of Lemma 2.5. 
Recall that A.wr8B = A.eB 4 W for iel , 0 an orbit of A, 
since Ai 	(At, A A e 
e) . 
We. first prove by induction on n that 
[ A, w = Dr Dr [ A i 6 .9 W : 8 is an orbit of A 
iEI 
for ii in fN 
: [ A&, W = A = Dr Dr A 8 : 8 is an orbit of Al 
iel 	
3. 
= Dr Dr [. Ate,. 
O I i e 
We assume the result holds for some n > 0 • Then by hypothesis 
[. A&, 	= [ n+i' Dr 	Dr [ 
A 0 , W ], W ] 
iel 9 an orbit 
Now 	Ai 	 j SW [ Ai 
e 	] nW 4 A. 
a 	for iEI. , 8 an orbit of A. 
Recall 	[ A, A 	] = <1 > 	for ij 	and [ A, A ' 	I = 	(i) 	if 
Z 	and 	IP 	are distinct orbits of 	A . Hence-by Lemma 1.1 	i) 	, 
[Dr 	Dr [A 0 	wLwI 
iI 9 an orbit 
= 	(C A 0 2 	W ] 1 W, : iel , 0 an orbit of A) , 
=r 	Dr [ A6 n+1 
as required for the induction. 
We again use [AAJ i=[ Al, A)= (i) 
for ij and E, ' distinct orbits of A , to obtain from 
Lemma 1.1 ii) , 
Dr Dr 	[ A19, W I = Dr Dr [ A. 8, A 83 
iEI 8anorbit 	 i e 	1 fli  
for all n in N , as required. 
2.7 COROLLARY 
c(Awr&B) = max c(B) , c(AwrB/StB(A)) 
Proof 
Let Wf = AwrAIB/ StB(A) I .. By Lemma 2.6 i) 
Wf) = [ A, n lW'f I Y,' B/ StB( 
Note c(B) > c( B/ St B(A) ) . Then by Lemma 2.6 i) , ii) , we 
obtain the result. 
Proof of Theorem 2.3 
The necessary condition is immediate since if W = Awr'B is 
nilpotent, then its subgroups must be nilpotent,. and from 
Corollary 2.7, 
c(AwrB) = max{ c(B) , C(Awr8 EB/ St B(e)) 	(w) 
for each orbit 9 of A 
The sufficient condition also follows easily. Let B. be a 
nilpotent group, and suppose 
Wef = AwrB/ 	is nilpotent 
for all orbits 8 of A Let n = max[ c(W): 8 an orbit of A I ., 
which exists by hypothesis. Let W9 = Awr9B , and let 
m = maxi n , c(B) j . Then 




ym+1 (W)= Dr[A,W8 ] 8 isaflorbitofA 
by Lemma 2.6 iii) , 
Dr [ A8, mWBf I 	by Lemma 2.6 ii) e 
= 
Hence W is nilpotent. 	 U 
2.8 REMARK 
We observe that in the above proof, y(w) J (1) and so W has 
class m , i.e. if AwrAB  is nilpotent, 
c(AwrB) = max[ c(B) , c(Awr8B/ stB(e)1) : 6 an orbit of A 
U 
For the proof of Theorem 2.4 we require several more results. The 
first three results are needed for the necessary condition of 
Theorem. 2.4, in that we require B/ stB(8)  to be of bounded 
order. The proofs of results from [14] are essentially those 
of Scott. 
2.9 LEMMA ( Lemma 	[14] ) 
Let A be a group, and let "A , B" be a pair. Let W = AwrB , 
f C A and b 1 , ... , b E B . Then 
cr([f, b 1 , ... , bk]) C a(f)B 
and Ia([f, b 1 , ... , b]fl 4 
2k1ç(f)1 
Proof 
We- proceed by induction on k 
k=1 : [f, b1] = flfbl , so a([f, b 1 ]) C a(f 1 ) u a(fbl) 
= q(f) U a(f)b 1 , 
Ca(f)B, 
37 
and Io([f, b 1 ])I 4 21a(f)I ,as re quired. 
Now suppose the result holds for some k 	1 • Then 
[f, 	b1 , ... 	 , 	b 1 ] =. [f, b 1 , 	i... , bk] 1 [f, b 1 , 	... , 
b]b 
so 
o([f, b 1 , ••• 
( a([f, b 1 , ... ,. bk]) U o<l:f, b 1 , ... , bkflbkl 
C a(f)B 	by hypothesis, 
and 
I'([f, b1, 	' b1])1 	2o([f, b 1 , ... , b])1 
rk 2k+1 10<.)1 	by hypothesis. 
Hence we have the result.. 
	 It 
2.10 LEMLA. ( Lemma 3.3. 7 [14] ) 
Let A be a non—trivial group, let "A , B" be a pair, and let 
= Awr'3 . Let 6. be an orbit of A , and suppose there exists 
n in N. such that 2 < 181 ..Let 0 e 6 and. let f e A8 \ (i) 
Then there exist elements b , •.. , b in B such that 1 	. n+1 
[f, b 1 , ... 	b 1 ] 4 I 
Proof 
We proceed by induction on n 
n = 0 : I < 181 	30 there exists 0 e 6 such that 0 1 4 0 . 6 
is an orbit, so B is transitive on 6 , and thus there exists 
in B such that Ob 1 =1 . Then 
[f, b1](81) 
= f(0)lf(0)bl = f(6) 	1 
Hence 6 e o([f, b1]) , so [f, b 1 ] 4 1 , as required. 
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Now suppose the result hold s for some 	n 	0 . Then if 	21< .Iel 
we have 	2 < 181 	and so by hypothesis there exist elements 
b 1 , 	... 	, b +1 	in 	B such that 	[f, b
1 , 	... b 1  1 	1 
Hence there exists 	9 C a([f, 	b1 , 	... 	, 	b]) C a(f)B C 8 	by 
Lemma 2.9 . Lemma 2.9 also gives us 
Ia([f, b 1 , ... , b+1])l 	
2fl+l1 0( f )1 	2n+1 < let 
by hypothesis, and hence there exists A E e\([f, b1,...-, bn iD 
The group B is transitive on 8 , 	so there exists 	b n+2 	
in 	B 
such that pb 2 = A • Hence 
[f, b 1 , b 1 , b 2 ](A) 
= [f, b 1 , •.. 	, 	b ) 1 (A) n+1 [f, 	b1 , ... 	
, b1 	n+2](Ab 	
1) 
	
=[f b 	b 	1(u)1 1 ••• 	n+1 
Hence [f, b 1 , ... , b] 	I and we have the result by 
induction. 
	 ii 
2.11 COROLLARY ( Corollary 3.3.8 [14] ) 
Let A. be a non-trivial group, let "A , B" be a pair, and let 
W = Awr &B be a nilpotent group of nilpotency class c(W) . Then 
each orbit B of A is finite, and hence B/ StB(e) is finite 
for all orbits 8 , with 
IB/ St B(e' 4 2c 
for aU orbits B of A 
Let B be an orbit of A , and suppose 2° < let • Then by 
Lemma 2.10,. ', 	 (i) , which is a contradiction. Thus 
let 	2c(W) 	for all orbits 8 of A 
Hence since B,/.stB(e) is a permutation group on e , i.e. a 
subgroup of S. 
IB/ StB(8)l 	20 	for all orbits e of A . 	U 
The following five results are required to show that the 
conditions of iii) in Theorem 2.4 are sufficient for W = AWrAB 
to be riilpotent. The first result is well-known, and a proof may 
be four. in § 7.2 of [81 
2.12 LEMMA 
Let C. be a group. Then every subgroup H of C. induces a 
transitive permutational representation of G by assigning to 
any element gt of C. the permutation H& -> Hgg' of the 
right cosets of H .- All transitive permutational representations 
of G can be obtained in this way. 
	 I 
In other words, for every transitive pair "A , C." we can find 
a subgroup 	HA of C. 	such that we may regard 	A 	as the set of 
right cosets of HA in 	C. , upon which C. 	acts by right multip- 
lication 
2.1 
It is clear from the lemma that if B is a finite p-group and 
"A , B" is a transitive pair then I Al = r for some r . 	B 
2.14 LEMMA ( Lemma 3.3.12 [14] 	) 
Let 	A be a group. Let 	"A1 , 	 B" and 	"A2 , B" be transitive 
40 
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pairs, i.e. representations of 	B , induced by subgroups H 1 and 
H2 	
respectively,, where 	H1 16 H2 re B • Let W = A Wr 	B , and 
let 	W2 	A. WA2B . Then there exists a monomorphiam from W. 
into 	WI 
Proof 
We have from Lemma 2.12  that 	A 	and 	A2 may be regarded as the 
set of right cosets in 	B 	of 	H1 and. 	H2 respectively. Let 	R 
be a right transversal to 	H2 	in B , and let 	S 	be a right 
transversal to 	H1 	in 	H2 . Then SR = 	ar : s e S, r E R 
is a right transversal to 	H1 	in B , and 
= I Har ; 	a c 5, r E R , 
A2 =ff2r: 	r c R 
with 	(H1 sr)b = H 1 srb 	and. 	(112r)b =H2rb for all 	b 	in B 
We define U ; W2 	> W1 by (fb)O = (f 0) (b8)-where 
be' la 	VbEB, 
and (fO)(H 1 sr) = f(H2r) 	V a e s, V r E R, and V f e Cr A. 
(Note that if [H2 :, if 1 ] is infinite then the support of fU may 
be infinite even if the support of f is finite.) 
The map fO is well-defined. For if s,s 1 e S, and r,r 1 € R 
are such that H 1 ar= H 1 s 1 r 1 
 then 	 - 
srr1s 
	H1 
=> rr c H2 , 
=> r = r 1 since R is a transversal to H 2 in B 
Thus H 1 s = H1 s 1 , which implies a = 	since S is a 
transversal to H 1 in H . Hence fU is well-defined 
We now show 8 is. a homomorphism, i.e..for f,g in () 




(fgb-1 )e (bc)O = (fgb
-1 
 )o (bo)(c8) 
so we need to show 




(g9) 8) 	= (gb)9 . For, let s e S and r c R, and 
let. s 1 e S and. r 1 c R be such that H 1 srb = H1 s 1 r 1 . Then 
srbr 1 s 1 E H1 4 H2 
=>rbr 1 EE 1 	2 , 
=> H2rb = H2r 1 . 
Hence (g8)'°°.(H1sr) = (gO)b (Hsr) = (gO)(H 1 srb) , 
= (gO)(H1 s 1 r 1 ) ' 
= g(H2r1 ) ' 
= g(H2rb) , 
= gb (H2r) , 
b 
= (g 	)O(H1 sr) 
and. so 
(gQ) (bO) 	= (gb )o 
•Then (fgb 1 )8(H sr) = (fgb )(Hr) = f(H2r) gb (E2r) 
= (fO)(Hsr) (g8)b-' (H sr) 
( 	(gO) ° )(H 1 sr) 
which completes the proof that 8 is a homomorphism. 
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We show the kernel, of 8 is trivial. Let f c Cr AA2 and b e B, 
43 
and suppose (fb)O = I . Then b = 1 and so 
f  = 1 
<> (f8)(Hsr) = 1 
	
VaES, VrER, 




i.e,, ker U = (i) .. Hence 0 is a nionomorphism. 
2.15 COROLLARY ( Corollary 3.3.13 [14] ) 
Let A be a group, let "A , B" be a transitive pair, and let 
A WrAB . Then we may embed W in A Wr B 
Proof 
Let "A , B" be the representation induced by the subgroup H 
of B • Now A Wr B = A where "B . B" is the right 
regular representation induced, by (i ) 	H • Hence by Lemma 2.14 
we may embed. A Wr'B in A Wr B . 	 0 
Scott quotes the following theorem of Scruton 
2.16 THEOREM ( Theorem 4.7 [15] ) 
Let p be a prime, and let A be a nilpotent group of exponent 
Let B be a group of order Pt . Let W = A. wr B.. Then 
c(W) f. 
k c(A) t_2(2_1) 	if B is not cyclic 
c(A) ptl(kp_k+l) 	if B is cyclic . 	Li 
Incidentally, this proves the sufficient condition for Theorem 2.1. 
Shield's result Theorem 2.2 gives us 
c(W) = niaxla(B)w + (p-I)d(B)( s(w)-1 ) : 1 4 w 	c(A) 
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where the order of a commutator in A of weight w is at most 
9s(w) Corollary 3.12 below gives us bounds for a(B) and d(B) 
in terms of the order of B , which gives us an alternative 
bound to that of Theorem 2.16, which could also be used in the 
following propositions 
2.17 PROPOSITION ( Proposition 3.3.15 [14] ) 
Let p be a prime,- and let • A be a nilpotent .p.'group of finite 
exponent. Let "A ,. B" be a. pair such that B/ stB(9) is a 
finite p—group for each orbit 9 of A , of order bounded 
above by Pt for some t in .N for all orbits e of A 
Let 	= Awr9 B/ st( e) . Then 	is nilpotent for all 
orbits 9 , and there exists n in Z such that c(W9f ) 4 n 
for all orbits 9 
Proof 
Let e be an orbit of A • The conditions on A and B/ 
imply that. AwrB/ SiB(9) is nilpotent, by Theorem 2.1. Since 
B/ SiB(9) is finite,-we also have A VB/ SiB(8) equals 
AwrB/ StB(e) , and A Wr9 B/ st3(e)1 equals Awr9B/ Si B( 8) 
Hence by Corollary 2.15, W 	is nilpotent.ef 
Since f B/ St B( 8)1
pt  we have by Theorem 2.16 that if the 
exponent of A is p k then 
c(AwrB/ 	 k c(A) p t_2(2_1) if B is not cyclic 
c(A) ptl(kp 4c+l) 	if B is cyclic 
= n , say. 
Hence by Corollary 2.15, c(W) n 
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The orbit 0 of A was arbitrarily chosen,., and so we have the 
re suit.. 
	 Eli 
In Theorem 2.4, Scott uses results she obtained about Baer groups 
to prove the necessary part for W = Awr &B to be: nilpotent ; a 
Baer group is a group which is generated by its abelian subnormal 
subgroups, for example, nilpotent groups. A more direct proof will 
be given-here,. - for which we require the following lemma and a 
result about the centraliser of B in W 
2.18 LEM1(A 
Let A be a non-trivial group, and let "A , B" be a non-trivial 
pair. Then if W = Awr&B is nilpotent, A is of finite exponent. 
Proof 
Suppose W is nilpotent. Then. by Corollary 2.11, all orbits of 
A. are. finite • Since "A., B" is non-trivial, there exists A 
in A and b in B such that Ab A . Let i be 
element in Z such that Xb1 
 
=X, and let Q. 
the orbit of A under <b) wh ich contains A • Let 
with the action of (b) on A inherited from "A , 
group Wh  embeds naturally in AwTAB , and so c(w) 
Lemma 2.6 iii) 











c(W) > c(wb) 	c(Awr(b)) 
= max c((b)) , c(Awr(b)/ Si (b>( ) 
by Corollary 2.7 
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c(W) 	c(Awr(b)/ st<b)(Q)) 
where Ib'I =i 
But by Theorem 2.1 , Awr(b') is nilpotent only if A is of 
	
finite exponent . The result now follows . 	 0 
The following lemma generalises the result mentioned for the 
standard wreath product in § 3 of [1.31 
2.19 LEMMA 
Let A be a non-trivial group, and let "A , B" be a non-trivial 
pair. Let W = A WrB and let W = AwrB . Then the subgroup of 
the base group of vi (vi) which centralises B\StB(A) is 
' A8 : 8 an orbit of A (Dr DDr A9 	
and hence this 
subgroup cer,tralises B 
Proof 
Let. f c C( B) fl Dr AA Then 
[f,. b] = 1 	V b E B\StB(A) 
= f 	V b c B\StB(A) 
<=> f e Dr 	Dr AE) : e is an orbit of A 
If f c Dr A and '0 E 	 then [f, b] = f_I f  = 1 
and so DrZDr A8 centralises stB(A) , and we obtain the result 
e 
for W 
The result for W.  is obtained in a similar fashion. 	 [I 
Clearly if "A , B" is a transitive pair then 
Cr AA = C(B) r Cr AA, and 
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Dr AA c( B) 
r Dr AA. 
Proof of Theorem 2.4 
=> 
: W is nilpotent. Hence by Theorem 2., B is nilpotent and the 
groups Awr9 tB/ StB(G)1 are nilpotent of bounded class for 
• 	each orbit 9 of A • The group A is nilpotent since A is a 
subgroup of W . Suppose now that W is not of type i) or type 
ii)..We want to show that W is then of type iii). 
If "A , B" is trivial, since by hypothesis W is not of type i) 
or type- ii), A is a non-trivial nilpotent p-group of finite 
exponent. 
Now suppose "A B" is non-trivial. By hypothesis A is non 
trivial, and so by Lemma 2.18 is of finite exponent. By Corollary 
2.11, B/ 	is finite for each orbit 9 of A . Suppose for 
contradiction that A contains an element f of order q , and 
B/ 	contains an element b of order p , where p and q 
are distinct primes not equal to 1 . Recall that in a nilpotent 
group, periodic elements of coprime order commute, for which see 
the corollary to Theorem 1.10 of [5:1 . Choose pE.8 and identify 
A with AM • Then [f,b = I , and so since B/ 	is 
faithful, by Lemma 2.19, f belongs to £)A9 . But f is in A 
Hence f=1 , which is a contradiction. Thus A and B/ 	are 
p-groups for the same prime p , and all orbits 9 of A 
n I 
Finally, there exists n in N such that 	2c(W) , and so 
fl 
by Corollary 2.11 we have that IB/ 3t3(8)I divides pfor all 
orbits 6 of A • Thus we obtain the conditions of iii) , and so 
have proved, the necessary part.. 
<= : We give Scott's proof. Parts i) and ii) are clear. For part 
iii), by Proposition 2.17, Awr6 tB/ StB(e)j is nilpotent of 
bounded class for all orbits e of A, and since B is nil-
potent, we have by Theorem 2.3. that W is nilpotent . 	U 
Note that Lemmas 2.5,2.6 and so Theorem 2.3 generalise immediately 
to W = A WrAB , the only change required being the replacement of 
= Dr A' by Cr A .. Similarly, Lemma 2.18 generalises to the 
unrestricted wreath product. We then have 
2.20 COROLLARY 
Let A beagroupandiet UA, B bea pair. Mean AX,LB 
nilpotent if and only if Awr&B  is nilpotent, and in the case of 
nilp otency, 
c(A Wr'B) = c(AwrB) 
Proof 
=> : Awr&B 4 A WrAB 
< : By the generalisations of Lemma 2.6 iii) and Corollary 2.7 , 
c(A Wr'B) max c(B) , CU WriB/ St B(6) 	: 8 is an orbit 
of A 
and since AWrAB  by hypothesis is nilpotent, each orbit is finite, 
and so A Wr813/  St  B(e)l = Awr8iB/ St B(8) . Hence we have the 
result. 	 I] 
MI 
2.21 REMARK 
We have seen that Theorem 2.4 reduces finding the niJ.potenoy 
class of the permutational wreath product of two pairs "A 1 , H1 " 
and "A , H2 t' to finding the nilpotency class of Awr&B , where 
A is a nilpotent p-group of finite exponent, B is a finite 
p-group, and "A., B" is a faithful transitive pair, i.e. B is 
a transitive subgroup of the Sylow p-subgroup of S. . We have 
already seen in Remark 2.13 that this implies A = (pr)  for 
some r , and so we are looking at transitive subgroups of 
for some r ..Using Theorem 2.2 on Pr 
 = Cwr Cwr ... wr 
r Cr 's 
it is easy to prove by induction that the nilpotency class of Pis 
r_1 : recall from Example 1.9 that a(C = p . This is an old 
result -- see 	16.] - and is a special case of Theorem 3.3 
below. 	 fl 
We remark that Shield's result, Theorem 2.2 , generalises results 
obtained by Liebeck [9] . Liebeck's work will also be of great 
importance in determin:±ng.the t4] a-tenc.y class of. 
where "(p2) .B 11 is a faithful transitive pair. We now give 
these results. 
2.22 THEOREM ( Theorem 5.1 [9] 
Let 	A 	be an abelian group of exponent p 	and let 
B = (b 1 ) x (b2 ) x ... x (ba ) be a direct product of 	m 	cyclic 
groups of orders 	pPi p, ... 	
, 	
p respectively, where 




c(W) = 	z(pPt_l) 
+ (_1)(_1)P11 
~ 1 . 
Liebeck gives a constructive proof. He first shows that every 
commutator is the product of certain "special" commutators of 
length at least as great. Next he exhibits a non-trivial special 
commutator of the required. m5ma.l length c(W). lastly he shows 
all longer special commutators are trivial. With the hypotheses 
of Theorem 2.22 , 
2.23 COROLLARY ( [9] ) 
A non-trivial special commutator of maximal length c(W) is 
[f 1 , Q_1  b 1 	b 2'13 b3 , .... 	 ppm_ibm) 
where f 1 c A , If I I 
= 
p'  and 
q'= p1- 
	p + (p-1)(n-1)j . 	 0 
The notion of a "special" commutator generalises immediately to 
the permutational wreath product 
2.24 DI11TTION 
Let A be a group and let "A , B" be a pair. Let W = AwrB 
Then a special commutator with respect to b 1 , ... , b in B is 
a simple commutator whose first entry f is in A A for some A 
in A , and all other entries are from j P 1.9 ... , b 
possibly with repetitions. 
	 El 
An important part of Liebeck' s proof consists of looking at special 
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commutators of the form [f 1 , b] , where f 1 e A1 and b e B , 
in the wreath product A wr B . The results obtained generalize 
immediately to the permutational wreath product, and are given in 
this more general form for later use. 
2.25 LEMMA ( from Lemma 5.1 [9] , with a minor correction ) 
Let A be a group and let "A , B" be a pair. Let 'W = AwrB 
For A in. A and b in B let be the element in the 
coordinate subgroup A.t corresponding to f in A . Then 
S _() 	() f. 
A  s 	 A 	 Ab 	Ab3 
Note that s may exceed the order of b ,.and that b , or a 
non-trivial power of b , may act trivially on A 
This result is easily proved by induction. 	 U 
2.26 D'flITION 
Let the conditions of Lemma 2.25 hold, and define p(A,s,t) as 
the coefficient of fAb.t  in 	A' b] for 0 4 t 4 s . 	0 
2.27 LEMMA ( from 4.2 [9) 
Let the conditions of Lemma 2.25 hold. Let b in B be of order 
, and suppose there exists A in A such that Ab 	A for 
Ic 	 k 
O<i<p Then for 0t<p 
... +( -i)  
(ts 	(t +p 
- + 	 •(t +k) + 
for p odd. 
5 
(t'S) + (+) + .... 	
t+j2k) + for p=2 
- N 
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This result follows easily from Lemma. 2.25 . 	 I] 
The standard wreath product version of the following result was 
used- by Shield in the proof of Theorem 2.2 : see § 5 of [.ri.J 
2.28 THEOREM 	( from 	Theorem 4.3 	[9) ) 
Let 	A 	be a group and let 	"A , B" 	be a pair. Let 	f., be the 
element in AA, 	corresponding to 	f 	in 	A 	for all 	Al in A 
Let 	b.. in B 	be of order 	p 
k and. suppose there exists A in 	A 
such that Ab1 	A 	for 	0 < i 
< p 	Let 	q = p 1 I p + (p-1)(n-1) 
for 	n. in Z. Then 
. 
1) 
n 	 / 
p divides 	iA,s,t; when 	sq ; 
 pa 	does not divide p(A,s,t) 	when 	s = q-1 	. U 
Part ii) provides the proof that if a standard wreath product 
A wr B is nilpotent, then A must be of finite exponent, or we 
could, obtain a. non-trivial commutator of the form 	A's b] for 
any s in N : this can easily be seen from 
2.29 COROLLARY ( from Corollary 4.4 [9] 
Let. the conditions of Theorem 2.28 hold. Let f in A have 
order p  , b in B have order p , and suppose there exists 
A in A such that Ab1 A for 1 i < • Then for as in 
	
i) 	A' s b) = 1 for s 	
k-i 1 
p 	p + (p-1)(n-1), 
A' b] has order p where 4 4 n-i and 
k-1 k1 p 	p+(p-1)(n-e-1) . 	s < p - 
n 	 k b] has order p where 0 < s < p . 	0 
As a.corollary to Theorem 2.22 and Corollary 2.29 , we have the 
important case 
2.30 COROLLARY ( [9] ) 
The niJ.potency class of Cn wr C 
p 
 r is pr- 'I p  + (p-i)(n-i)j 
and a non-trivial special commutator of mad.ma1. length is given by 
[ f 1 	q71b ] 
where f 1 is in the first coordinate subgroup of G p 
 n ICpri , 
If I = P' , Cr = ( b) , and q= p'1 p + (p-1)(n-1)j . 	0 
As observed by P.Hall on p.181 of [6] , the class of C p  n wr 
Cr 
had been determined elsewhere before. 
We now generalize results obtained by P.M-Neumann in [1.3] on 
the centre of a standard wreath product to the permutational 
wreath product. We first note that if. 	"A, B" 	is a trivial pair , 
and 	A 	is. a group, then A Wr&B = Cr Ax B and AwrB = Dr A 
A 
 x B 
so that 	Z(A Wr) = Cr(Z(A))Ax z(  B) 	and 
z(A. wrB) = Dr(Z(A))Ax z(B) 
Thus we need consider only non-trivial pairs. 
2.31 LMMA 	( Lemma 3.3 [1:5] ) 
Let G be a. split extension of A by B , i.e. A < G, B is a 
subgroup of G, A (' B = <1> and G = AB . Let C be the 
intersection of A with the centralizer of B in G .. Then the 
normalizer of B in G is C x B , and its centralizer is 
CxZ(B) . 	 0 
5.3 
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We generalise. Corollary 3.4 of [13] 
2.32 THEOREM 
Let A be a non-trivial group and let. "A, B" be a non-trivial. 
pair.. Then the centre of W = A WrAB is given by 
z(w) = I GrZ(D Ae) : e is an orbit of A 	X 
and the centre of W= AwrAB' is given by 
Z(W) = Dr[Z(Dr.A8) : G is. an orbit of A 	x 
Proof 
Let fb e z(w) ,. where f E Cr .AA., and b e B . Then by 
Lemma. 2.31 , 
fb e C(B) 	B) ñCr AA}..x ,Z(B) 
= CrcD, ke 8 is an orbit of A 	x z(B) 
by Lemma 2.19 . 	 . 	 . . 
Furthermore, 
[fb, g] = 1 	 V g E Cr' 
	
<.> [f,g)b [b, g) = I 	V g E Cr AA , 	 .......(2) 
by Lemma 1.t i) 
In particular, taking g = g X  E A\ (l ) , for some A in A 
[f, 
941  [b, 9X I = 1 where f is the Ath coordinate of f. 
Now 	g) e 	, s 	[f X., gjb A , and 
[b, 	= 	
-l)b g = -1  g 
where g E 	corresponds to the same element in A as 
Thus g = g[f, 
gb  e A 	and so Ab = A . The choice of AEA 
was arbitrary, and so fb e z() => b 
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Hencefrom (2), [f, g]=1 	VgeCrA, 
<=> f C z(cr A) 
Thus from (i) , f C Z(Cr A) (' Cr I JDCrA8: 9 is an orbit of A 11 
= Cr z(Ae) 
and so z(w) 4 ([Cr z( ) CrAe )  , St(A).Di Z(B)). e 
For the reverse inclusion, suppose that for some f E- - CrA and some 
b E B , fb e (ICr Z(,Ae)i 5 St 3(A) n e. 
Then for any g E CrA and any c e B , 
[fb, go 	= 1 
<=> [fb, ci[fb, 




ibr. , Qi 	LU, 
i(r br J 	Lb 5 	CJ) 	I by Lemma 1.1 1). 
Now 	[f, c] = 1 since f e c( B) , by Lemma 2.. 19 	, 
[b, c) = I since b c z(B) , 
[f, g] = I since f e Cr ZM CrA 	Z ( CrA) 
[b, g] = I 	since b E 
Hence we have the reverse inclusion, and it follows that z(w) is 
a direct product of Cr z(.DCrA9)and St B ( z(B) since it is 
abelian. 
The proof for W is a trivial modification of the above. 	[1 
As an important corollary, which contains the result for the 
standard wreath product, we have 
2.33 COROLLARY 
Let A be a non-trivial group and let "A , B" be a non-trivial 
faithful transitive pair. Then 
z(A WrB) = 
and 
z(A wrB) = z(o ) .A.) 
	
[I 
As an example, recall from 	(8) 	of 	Chapter I 	that for 





which is cyclic of order p, and thus is t• centrel of P2 
In general,. we obtain 
2.34 COROLLARY 
k2 k3 	ICr 
Z(Pr) = ( Ey I 
Y2 y3 ••• Yr 	for i=2,...,r, 
Ok-1 ) 
or if we set s = krP r-1 
	r-2 
+ kr_i? 	+ ... + k2p , with IC. 1 as 
above, 
Z(Pr) = 	n (s+1, s+2, ... , s+p 	 LI ) .  
Recall that by Theorem 2.1 , the group C wr C , where p and 
q are distinct primes not-e1-.Q-----1 ,.. is not nilpotent. 
However, it does have a centre : the diagonal group. Since 
C wr C  is a finite group, the fact it is not nilpotent implies 
there exists i in Z such that 
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wr Cq) = yi+j 
p wr C q ) for all j in N 
2.35 PROPOSITION 
Let p and q be distinct primes 	-c guol t.-4 • Then 
wr Cq) = 	wr Cq) for all i in N 
Proof 
Since (p, q) 1 , there exist integers k and £. such that 
kp + Zq = I 
for which see 	Lemma 1 of 	§ 2.2 	of 	[2 
We define the function agn:Z 	> 	1, i, 	by 
sgn(a)= 	fl if 	aeN 
1-i if 	a 
Let 	C 	= (f) , and let 	f. 	in the 	Ath coordinate subgroup of 
C ( I) 	correspond. to C 	in 	C 	for all A 	in 	(q) . Then if 
Cq = 	(b) 	and 	b = b51 




' = 	Ab 	A 
f; p_i fp , 
p 
(_ i) P 
= 	Ab p " , 
(- i)P 
A 	(A+ sgn1kp) 	
, with 	v 	as below, 
(p \\ 
since p divides 1) for 1 4 i si p-I 
Hence, taking v to be the map given in the notation section of 
Chapter 1 for the prime q ,. and p + 2 , 
I kh.-i sgnCk) IkI-i 
II = .v(sgn(k)ip+1) 	
p 	
i=O 
ri (C v(sgnk)ip+1) 
i=O 
-1 
= l 	v(sgn) kIp+1) 
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f I 	v(sgn(k)IkIp+I) 	i 	v(icp+i) 
i 
v(24q) 
f 1 f i 	2 
= [f 1 , bj .. 
In other words, for p+2 , [±' b] € yp+1 p 	q 
(c wr C ) 
Suppose now that p = 2 , which implies q 3 ,. and q is. odd. Then 
2 
HIf 1+ 2i 	 l q q 
x [fq2 b] 1  = f f [f , 2 b] 1 
since t has. order 2, 
= f f f_I f I 
1 q q 	v(q+2) 
fi 2 1 
=[f 1 ,b] 1 
Thus for p =2 we have [f 1 , b] c y 2+1 p 
( c wr C ) 
The result now follows. 
	 F' 
2.36 COROLLARY 
Let p and q be distinct primes not Gqu-to 1 
The cpp-series for the prime p of C Wi' C is 
Wi' Cq) = ir2 (C Wi' Cq) 
= 	 Wi' C q ) 	c ) 
for all j in N 
The cpp-series for the prime q of C wr C  is 
92(C Wi' C q  ) 
= 1T2 (c Wi' C q  ) = 
for- all j in IN 
Proof 
i) For any i in Z"r 	C q) = C since (p, q) = 1 . Hence 
for the prime 	C 	
(C WI' Cq) • The result now follows 
from Proposition 2.35.. 
i) Similarly, (c p (
q) ) = p (q) for all i in Z 	and so for 
the prime I 
ii
2+j p 
WI' c ) = p (
q) 
for all j in. IN ,. and the result now follows from Proposition 
2.35 	since 	WI' Cq)C 	 . 	 a 
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CHAPTER III : Ni].potency class and cpp-class of Cpnw 	P 	and 
- a commutator C0fl8t1'UCtiOfl. 
As an immediate corollary to Shield's result, Theorem 2.2  , we 
have 
3.1 COROLLARY 
Let B be a finite p-group and let A be a nilpotent p-group 
of class r such that for I 4 w 4 r the maximum order of a 
S(W) 
commutator of weight w in A is p 	• Then 
ó(Awr B) = max c(Cwr B)(w-1) + c(C2StW)wr B) : 1wr j 
c(A wr B) = max c(Cwr B)w + (p-1)d(B)(s(w) -i) : 1wr . 
Proof 
By 	Theorem 2.2, c(C nwrB) = a(B) + (p-1)d.(B)(n-1) , and in 
particular, c( C 	w  B) = a(B) . The results now follow. 	0 
Note- that Corollary 3.1 i). avoids mention of the cpp-series of B. 
We take the following conjecture,. which generalises Corollary 3.1. 
We will give proofs of results towards this conjecture in 
Chapter VII 
3.2 CONJEcrtTR.E 
Let A be a group and let "A , B" 
If AwrAB  is nilpotent then 
c(AwrB) = max I c(CwrB)(i 
c(AwrB) = max c(Cwr&B)w 
where a commutator of weight w in 
be a faithful transitive pair. 
r-i) + c( C z(w)WrAB) : 1wr J ; 
+ (p-1)d(B)(s(w --1) : 1wr ; 
S(W) A has order at most  
As stated in Remark 2.8 , Theorem 2.3 shows us that in order to 
find, a formula for the nilpotency class of a nilpotent wreath 
product A wrB, it is sufficient to look, for a formula for the 
nilpotency class of A wrAB where "A , B" is a faithful 
transitive pair, and by Remark 2.13., this implies for B a 
finite p-group that B 4 Pr and A (p') for some r • If 
Conjecture 3.2 i) is true we can restrict further to finding a 
formula for just 	 if Conjecture 3.2 ii) is 
true we can restrict to c(Cwr 	B) and d(B) 
We also note the following : if A is abelian of exponent pn 
and (r) , B" is a faithful transitive pair, then 
c(AwrB) = C ( CpnWx.(P r ) B). , 
since if m < n we can embed C2mwrB in CnwrB , and by 
Lemma 2.6 i), iii) , for i in Z 
(A wrB) =n I [(Cpm ) ( P ) , . 1 CmwrBJ 
where the product is taken over all subgroups Cm in the 
decomposition of A into a direct product of finite cyclic sub-
groups- 
Clearly we also have if (r) , B" is a faithful transitive pair 
then B is a subgroup of P
r 
 and so 
c(C nwrB) 4 c(CpnwrPr) 
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We will see shortly that 
3.3 THEOREM 
The nilpotency class of CpnwrPr is P 
x-1 
Epp-i)(i)1 , 
which is a corollary to the more genera]. 
3.4 THEOREM 
Let r (N, r 2 • For i = 1, •.. , r, let n i c Z. Then 
11 
Wi ... Wi Cp n r ) = 
For the proof of these theorems we require a result about the order 
of commutators of a certain length, which in turn requires a 
result of Scott : 
3.5 LEMMA ( Lemma 3.6.8 [14] ) 
Let A be a group and let "A , B" be a pair. Let W = A wr&B , 
and let C. be a normal subgroup of A • Then GA < W and 
A/G. I wrB. 
Proof 
The group C' is normal in A , so G A 
	
i is normal n A A  
Furthermore, if f e 	and b C B , then fb(A)  e C. for all 
XEA and so fb eC.A Hence G<JW. 
We define the map 0 : W 	> JA/G]" by (fb)0 = (fo)b for 
all b in B and all f in A' , where fO : A 	> A/C. is 
the natural map (fO)(A) = f(A)G. for all A in A . The maps f  
and 0 are, clearly well-defined. 
We now show 0 is a homomorphism. Let f,g e AA , and b,c e B 
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Then, 
(fgb)o(A) _(fgb )(A)G = f(X) g(Ab) 
= (fo)(A) (g)(xb) 
= (fe)(gO)b 	(x) , 
.-1 
and so (fb gc)e = (fgb bc)O = (gD )e be 
(fb)8 (gc)O 
The kernel of U is 	, for if f cAA , and b cB, then 
(fb)e = I <=> b=I and f8=i 
b=1 and f(A) C G 	V A E A 
<=> fb c 
Lastly, U is an epimorphism. For let f'eA/G ,. and let beB. 
Let T be a transversal to G in A , and let geA&  be such that 
g(A) = t 	where f'(A) = tG. for t E T ,and. for all 
AA. 
Then g is well-defined and g9= f' , since 
gO(A) =. g(A)G. = f'(A) 	for all A in A 
Hence given f'b E A/G jwrAB, there exists gb e W such that 
(gb)U = f'b , as required. 
Hence we obtain the result. 	 Li 
3.6 
Let G = C mwrB where "(p 
r)  B" is a faithful transitive 
pair, and let c = c(c.) for m = 1, ... , n-i • Let g be an 
element in y 
fl cm +1 (c. ) . Then g is a path power, and thus of 
n-rn 
order at most p 
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Let b C Y0 ) ( B) \ )' (3) 1 (B) . Then there exists a non-trivial 
commutator in CwrB of the form 	' 1' p-1 	
where 
1 	f1 c (c) 1 . Then [f 1 , _1 b] is a complex commutator of 
length 1 + (p-1)c(B) , and so cm  > c 1 > c(B) . Thus the element 
g must belong to the base group 	 of G • •Let 






Thus g e 
<XPM 
 >and so is a path power. since 
has exponent p it follows that g has order at most p n-M  . 0 
In effect, Lemia 3.6 says 	 belongs to the sub- cm +1 p 
group 	 of CnwrB and this subgroup is 
isomorphic to Cn_mwrB 
Proof of Theorem 3.4 
We proceed by induction on r • Recall r > 2 
r=2 : By corollary 2.30 , Cn I 	p wr C 2 
has nilpotency class 
pn2-1 p . (p-1)(ni-1) , as required. 
Now suppose the result is true for all s such that 2 .*s-4 r 
Let A. = -Cr 1 wr Cn3 wr ... wr 	for i = 1, ... , r+1 
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Then by. associativity of the permutational wreath product, 
An = A  WT Cpnr+i = C p  n i 	
wr C p n3
wr ... wr Cp nr + il 
where A = Cn 2 .X IC n s .X ...x 
By hypothesis, A  has niJ..potency class 
where k = 
Recall from 	camples1.9 and 1.8 that a(Cpnr+) = 
	and 
d.(Cpnr+i) = ?' 	• Then by Theorem 2.2 , 
C(Ar+i = Ar wr Cnr + i) 
= max 1 P r+,  W + (pi )X1T + 1 1( s(w)1) : I 	w 	0(A) 
P 	
-i 
D1&X )W + (p1)(s(w)1). 1 	C(Ar) 
where a commutator of weight w in A has order at most 
For 1 4 m 4 n 1 -1 define 
k-i 
tm =max pw + (p-1)(s(w)1) : p 	p+(p-1)(m-1) +1 	w 
k-i 
P 	p+(p-i)m 
Then by Lemma 3.6 , 
z 	
k-i 
p.p 	p+(p-i)m + (p-1)(n 1 -m-1) 
= k+i + m(p_i)(pk_l) + (p-1)(n 1-1). 
Thus maxpw+(p1 S(W) -1: p +1 4 W 4 C(Ar) 
=maxtm ;m= 1, •..., n1 -i 
.1 p
ki p + (p-1)(n 1
-1)from (2) 
A 
Since (c 1 ) has exponent pni we have 
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max[ pw + (p-1)( s(w)1) : I 44 w 	
p Ic 
Ic p.p + (p-1)(n 1 -1)  
<k p + (p-1)(n1 -1) I , i.e. the value of (2) for n 1 -1 
Hence from (i), 
CU r+1 ) 4 
pr+1 -J . p k p + (p-1)(n 1 -1) , 
p'r+1 .s.k-I p + (p-1)(n1 -I) , 
but this value is attained, for w = 0(A) in (i) , since by 
Lemma 3.6 , 	c(Ad) = I . Hence we have the result. 	 I] 
Proof of Theorem 3.3 
This theorem is a special case of Theorem 3.4 with n 1 = n 
and n2 = Z13 = 	= U 1 = I , since 
GpnwiPr c 	 . 	 u 
r C 's 
p 
3.7 COROLLARY 
Let "(p'•) , B" be a faithful pair, and let A be an a'oelian 
group of exponent 
pU  Then 
r-I 
p 	p+(p-1)(n-1) . 	 U 
Note that we could have expected the riilpotency class of 
Cpnwr(P)Pr to be at least prlp(p_1)(_1)j . For recall that 
by Corollary 2.30 	 is exactly the nilpoten- 
cy class of Cn wr C9r , and by the following result of P.Hall , 
P contains an element of order p r  and so we can embed 
r 
Ca wr Cr in a natural way in Cpfl 	. For, if (b) is the 
top group of Cn Wi' C p r and y is an element of order p' in 
	
, than we can identify 	 with (c)<'° by identify- 
ing i in (p') with. b1  in <b) . Then the map 0 from 
viZ' C. 	
(pr) 	
given by (fb1)0 = fy1,. for i 	(p") 
and f e (c)(Pr)=(b> , is an embedding of C n vii' C 	in 
3.8 LEMMA ,  ( Lemma 	[61) 
Let A be a group containing an element of order rn, and let B 
be a group containing an element of order n • Then A vii' B 
contains an element of order mm •. 
We also find, that the cpp-classes of. CpnwrPr and Cn Wi' Cr 
coincide, for which we require 
3.9 THEOREM ( Corollary 5.5 [1] ) 
Let B be a finite p-group, and let A be a nilpotent p-group 
of class r , such that for 1 w 4 r the maximum order of a 
3(w) commutator of weight w in A is p • Then A Wi' B is 
cpp-nilpotent of cpp-class 
d.(A vii' B) = maxi a(B)wp' 	: 1 4 vi 4 r 
= a(B) d(A) 	 B 
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Note that there is a misprint in [17] : from Corollary 1.3 we 
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have d(A) = 








Let A = Cni WI Cn 2 WI' ... wr Cnr , where nj, E Z 1. for 
i= 1, ... , r • Then 
d(A) = 
Proof 
From Examples 1.9 and 1.8 , a(Cn) = p  and d(Cn) = 
Hence from Theorem 3.9 , 
= pni +n2 _1 
i.e.: the base case of an induction argument on r 
(Note we could expect d.(Cn 1 wr 	pi2_ , since by 
Lemma 3.8, Cn 1  Wr Cpn2 contains an element of order 
pfl12 , 
and a(c1+2) = 
fl1+fl21 
) 
Now suppose the result is true for r-1 , so d(A 1 ) = p ' 
Then by associativity of the permutational wreath product, 
d(Ar) = d(Ar_1 wr Cp n r ) 
 nL 
= 	1.pT' by Theorem 3.9 , 
.Z n -1 
= p" 1 
The result now follows by induction. 
3.11 COROLLARY 
n+r-1 	 HJ 
d(CpnwrPr) p 
As a corollary to 	Theorem 5.3 	and 	Theorem 2.2 	we have bounds 
for Shield's constants 	a and 	d. : 
3.12 COROLLARY 
Let B be a group of order p . Then 
r 
1) 1 + (p-1)r 4 a(B) 
4
p 
and ii) I 	d(B) 	
r-1 
furthermore, these bounds are best possible given only the order 
of B 
Proof 
i) By definition, 
a(B) = I + (p-1)Z n. : 1 	i 4 d(B) 
where I1r(B)I = 
	Hence the minimum possible value is attained 
when B is an elementary abelian group, i.e. 
a(B) 	1 + (p-1)r 
By Theorem 2.2 , 
c(Cwr B) = a(B) 
By Lemm 2.6 i) 
Yn  (Cwr B) = [(c)B, n_i(Cp'Wl' 
B)] Y(B) 	for n E Z. 
Since Cwr B is nilpotent, it follows that for n e Z ,and 
n < c(Cwr B) = a(B) 
n+1 (C p 
 wr B)] < [( c p ) B 	(Cwr B)] 
and so since I(c)BI 
=r 
 [(c)B, 
a(B) (C pwr B)] = (1) , 
 pp 
n p (C wr 
B)] = (1) 	for n 
Thus a(B) = c(Gwr B) < maxi p' , c(B) I = r 
As we saw in Example 1.9 	, a(Cr) = p" , 	and. so this result is 
best possible for the order of 	B 
ii) The minimum possible length of the cpp-series of a group is 1, 
attained by any elementary abelian group. Hence d(B) 1 is 
the best lower bound given only the order of B 
Now since Ca wr B = C p n wTBB , where "B , B" is the right 
regular representation of B , we may embed Cn wr B in 
CpnwrPr. Thus by Theorem 
r-1 
c(Cn wr B) 	pI p + (p-1)(n-1) I 
But by Theorem 2.2 , 
c(C n wr B) = max a(B)w + (p-1)d.(B)( s(w) -1) : i 	w 4 c(Cnfl 
a ,B) ' + ' 	\ fa\(...i 	- =  
Hence (p-1)(n-1)d(B) 
4 pr-1 p+(p-i)(n-i) - a(B) , 
< p r-1 p+(p-1)(n-1)j. 
r r-1 
Thus a(B) < 	
p 
 (p-1)(n-1) + P 
Let n tend to infinity. Then d(B) 
4
p" . We saw in Example 
1.8 that d(Cr) - r1 , and so this bound is best possible 
given only the order of B . 	 U 
We now mention other bounds on the nilpotency class of 
where ,,(2r) , B" is a faithful transitive pair. By Corollary 
2.15 , we can embed C 	 in Ca wr B , and thus the 
nilpotency class of the former is bounded by that of the latter, 
i.e. by the class of a standard wreath product. This same result 
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is obtained by Shield in the more general Theorem 4.6 [17 
Note that for the faithful transitive pair 11 (r) , C " which 
is equal to "Cr , Cr" , this upper bound coincides with that of 
Corollary 3.7 , and is attained , since by Corollary 2.30 and 
Theorem 3.3 , 
Cr) = prlp+(p_l)(n_l)j = c(CpnWr(P) Pr) 
For a lower bound, note that if B is of exponent p then 
B contains a subgroup isomorphic to C  wr C  , by the 
same argument as on p.67 before Lemma 3.8, and so by Corollary 
2.30 , 
3.13 PROPOSITION 
Let "(p') , B" be a faithful transitive pair such that B has 
exponent k • Then 
C(CnWr(P)B) > 	p + (p-1)(n1)  
3.14 COROLLARY 
Let (pr) , B" be a faithful transitive pair, and let B have 
exponent pr • Then 
c(Cnwr)B) = 
r-1 p + (p-1)(n-1) 	. 	 a 
It comes as a surprise that the nilpotency class - and the cpp-
class - of CpnwrPr is only that of its comparatively small 
subgroup Cwr C r : the order of C n wr 
p 	p 	 p 	
r is 
p) .p 
r-i 	r- + + ... 
r 
whereas the order of C n wi' C 	15 (p ) . p 
71 
For this reason, the non-trivial commutators of ma ximal length 
	
c(CpnwrPr) of thefor 	A' q-1 b] where 
q = (CPnWI''Pr) = c(Cn W1 Cr) = 
pr-i 
p+(pi)(ni)J 
and b is of order p' , are not very illuminating. We will con-
struct a different non-trivial simple commutator of maximal 
length which perhaps reflects the structure of 
(pr) ( r-1\ 
C. (C n wr 	p 	) wr C p 	r 	p r-i p 
more fully, since it is built up by recurrence on r • This will 
lead to the construction of the lower central and cpp- series of 
CpnWr(PPr in Chapter IV . The ideas on which the construction 
is based will also come in use later in finding the class of 
CnWr 2 B and in finding an alternative proof of Theorem 3.3 
which does not use Shield's result, Theorem 2.2 , at all 
We first establish some notation. Recall that for 1 4 s < r we 
identify P with the subgroup (y 1 , ... , y) of P r 
can extend this embedding in a natural way to an embedding of 
c nwrp3 in Cpnwt•Pr  under, which the base group 
Of 	 is identified with the subgroup 
of CpnwrPr  o ......•() 
From now on, for the chapter, let (f 1 ) be the first coordinate 
subgroup of , and let f e (c 0n) be the conjugate 
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of f 1 in (cn)A , so 	
(IA) 
= ((;) 	and 
ti_i 	t2 
(i)(yi 	Y2 	... Yr ) 
ti1 	t2 	Zr 
- 	 Y2 ... Yr 
, 
where for j = 2, ... , r, 0-% e i 	
p1 , 
and 	for j = i , 	 I 
5.15 D'INITI0N 
We now define our commutators 	, where ji is a non-trivial 
simple commutator of maximal length in Cnwr(1))P , and is 




For i = 1 we define 
Li 	i ' n(p-1)1 
Note that F., is precisely the commutator given by Corollary 
2.0 for r = I 
Now suppose we have defined 	, ... , 	
. Then 4 is the 
simple commutator obtained by inserting (p-i) y's between each 
pair of terms in the simple commutator 	, with a further 
(p-I) yr' 	
added at the end.. For example, 
[ f l ' n(p-1) p-I 32 ' 	' p_i2 
Note that 	is a commutator p times as long as 	. Hence, 
since the length of dl is 1+n(p-1) = p+(p-1)(n-1) , the length 
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Of dr is p
r-1 1 	+ (p-1)(n-1) I = c(CPnW1.(Pr)Pr) , as required. 
We will show that 
there exist non-trivial commutators of maximal length 
c(CpnwrPr) in CpnWI(P)Pr of the form 
[f 1 , b 1 , ... , b] , where b 1 , ... , b S 
 are of nilpotency 
weight 1 and < f 	is the first coordinate subgroup of 
() , 
the Ei l s , which are of the form given in i) , are non-
trivial and in the centre of their respective groups 
; 
that from the construction of the .
1
's it will then seem 
plausible that &i is a commutator of maximal length in 
We generalise Liebeck's notion of a special commutator - see 
Definition 2.24 
3.16 DTNITION 
Let A be a group and let (pr) , B' be a faithful transitive 
pair. Then a simple commutator in A wr 	B is an extra-special 
commutator (e.s.c.) if it is of the form 
[h 1 , b 1 , ... , b] 
where h 1 is in the first coordinate subgroup of 	and the 
nilpotency weight of each b is 1 , where b e B for 
i = 1,..., S. 	 U 
The following is a generalisation of Lemma 5.4 of [9] : 
3.17 
Let W = A wr , where A is an abelian group and 	, B" is 
a pair. Then 
if g C A and b e B then [b, g.] = [g 1 , b] ; 
if f,g C A and w E w then 
[f, wgj = [f, w 
and 
[fg, w) = [f, w] [g, wi ; 
if w = h.b. where h. C A& and b. C B , and if 
f,g C A A, then 
[f, w1 , ... , wJ = [f, b 1 , 
and 
[fg, w1 , ... , wi = [f, w 1 , ... , w S ] [ g, w1 , ... , 
Proof 
The proofs are essentially those of Liebeck 
- 	 - 




 bg = (g 
l b 
) g 
= 	) 	since A is abelian, 
= [g 1 , b] 
i) The group A 
A is abelian and is a normal subgroup of W 
Now apply Lemma 1.1  ii) , i) 
iii) First note that since A 
A
< W , we have 
A 	A 




and so by induction, [ A , 4 fA A 
We now proceed by induction on s to prove both parts. The case 
s = 1 is dealt with by ii) 
Suppose we have shown [f , W 1 ,. 	' 	= [f , b; ... , b3_1 . 
A 
Then since [f , w1 , ... , w5_.] c A , 
If , w1 , ... , w 5 ] = C [f, w1 , ... , w 	1, wI 
= [[f, b 1 , ... , b 3_], w] , 
= I[ f, b 1 , ... , b_ 1 3, b 5 ] by ii), 
and we have the first part by induction. 
Now suppose we have shown 
[fg, w1 , ... , w5 _ 1 ] = [f, W 1 1 ... , w 	][g,  w.1 , ... , w 
	
1 	s-i s-I A 
Then since [f, w1 , ... , w3_1 ] , g, w 1 , ... , w 	e A , 
If g, w1 , . . . ,w I =[ [ f, w1 , . . . , w3 _ 1 11g, w 1 , . . . , w_ 1  1' w S 
= [[f, w 1 , ... , w3 _ 1 ], w3 ][[g, w 1 , ... 	w3] 
by ii) , as required for the induction. 
	 I 
3.18 COROLLARY 
Let 	W = A 	.(pr)B , where 	A 	is an abelian group and 	"(p') 	, 	B" 
is a faithful transitive pair. Let [w1 , 	... 	, 	w) be a 
commutator in 	W • Then 	[w1 , 	•.. 	, wi can be expressed in the 
form 	f 	where f 	is a product of extra-special commutators 
each of length at least 	s , and 	b is a product of simple 
commutators each of length at least s 	in 	B 
The commutator [w 1 , ... ,w3 ] is an expression for an element in 
y3(W) . By Lemma 2.6 j) 
Y3 (w) = [ 	3_ 1 w :i y(B) 
so Lw 1 , ... ,w5 ) = &b where 	is a product of simple 
commutators of the form g, VI ... , v 3_1 ] with g in 
and v 1 , ... ,v5_ 1 in W , and by Lemma 1.5 , b is a product of 
simple commutators of length at least s , since B is nilpotent. 
1 
Now g = ii g ' where g ( Ai and t1 € Z . Note that since 
i= 1 
the g1's belong to distinct coordinate subgroups, they 
commute, i.e. <g1 : i = 1,... ,p'> is abelian. Let v = h  
where h e 	and b e B for j = 1,... s-i • Then by 
Lemma 3.17 iii) , 
r P 
[g, v1 , ... , v5_1] = 	
il gtL, b 1 , ... , b 5 _ 1 ] 
r 
P 	 tt 
= III [g,b 1 , ... , b 3 _ 1 
i=1 
Since 1(r) , B" is transitive, there exists b(i) in B such 
that 1 .b(i) =i , for i 	1, ... , pr Hence if g(i) in A 1 is 
such that g 	g(j)b(1) = g(i)[g(i), b(i)] , by Lemma 3.17 iii) 
[g1 , b 1 , ... , b 1 ] = [ g(i)[g(i), b(i)], b 1 , ... , b 1 ] 
= C g(i), b 1 , ... , b 3_] x 
[ g(i), b(i), b 1 , . . . , b 3 _ J 
Now write each element of B in these commutators as a product of 
elements of nilpotency weight 1 and expand using Lemma 1.1 ii) 
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3.19 
Let W = A 	, where A is an abelian group of exponent p " 
and "(pr ) . , B" is a faithful transitive pair. Let b in 
y.(B)\ y. 1 (B) be of order p • Then 
C(A 	
(pr) 	
+ it pk_lp+(p_l)(n_l)j - 1 
Proof 
Since B is a transitive subgroup of P , using the same 
arguments as in the proof of Lemma 2.18 , it follows that 
A wr( 
r) 
 B contains a sub group isomorphic to A wr <b). Let 
in Al 
 be of order p n, and let q = p + (p-1)(n-1) 
Then by Corollary 2.30 , the commutator [h1, 0-1 	
is a non- 
trivial commutator in A wr <b) . As a commutator in A Wr( P ) B , 
1 4 [h1 , q_1 b} E [ Y, (W), 	
1 
y.(B) ] 	y 	( w) q-1 	 1+i(q-1) 
since y(B) 	y.() and in general [y(G), 	G) J y 	( G) i +j 
Hence we have the result. 
	 II 
3.20 COROLLARY 
Let W = A wr(P,)B as in Lemma 3.19 , and let w be a non-
trivial commutator of maximal length c(A wr 	B) in A 
Then w is the product of extra-special commutators of length 
c(A wr () 
Proof 
By Lemma 3.19 , c(w) > c(B) since we may take b in 'C(.B)(B) 
of order p . The result now follows from Corollary 3.18 . 	0 
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3.21 PROPOSITION 
Let 71 = A (pr) where j is an abelian group of exponent p  
and "(p') B" is a faithful transitive pair. Then there exists 
a non-trivial extra-special commutator of length c(W) in vi 
n 
whose first entry h 1 E A1 is of order p 
Proof 
By Corollary 3.20 , there exists an e.s.c. [h 1 , b 1 , ... , b0_1]1 
where h1 E A1 . We want to show we may choose h 1 to have order 
Let h. be the conjugate of h 1 in A for i = 2, ... ,p' 
Then 
r 
flh.' [h 1 , b1, ... bc 	
P 
(w).... 1 	=  i=1 
where the t.'s are independent of the order of h 1 . Suppose h 1 
has order p 
m  where m re n . Then since [h 1 , b1, ... 
there exists j such that p  does not divide t. , and so p  
does not divide t . Hence if we replace h 1 in the commutator 
by an element of A 1 of order 
pfl  we still obtain a non-trivial 
commutator, and we have the result. U 
We now turn to proving that the commutators f i
of Definition 
3.15  are non-trivial and in the centre of their respective groups 
Cnwr'P . Note we do not use Theorem 3.3 , as we are giving 
a plausibility argument for Theorem 3.3 
3.22 PROPOSITION 
Let f. be defined as on p.72 for CpnwrPr  where iE (i). 
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Then for 1 	m 4 n , j E 1, ... ,r , j e (p') , 
I 
	
[f 	_ )Yj] 




O 5k J 	I k=O k 
where otk<P 
n-rn , O<t<p,and 3k_1+ kp 	 mod pi 
( pr ) 
If i E 	 \(J) then 
= 1 
Proof 
If i e (pr) \ (p') then [f.., Y 	since 
yj 	( 	
j-1 	pi_ pi 1 ) 
implies 	= (2J) 
Now suppose i 	(p a ) , so i belongs to an orbit of "(p ' ) , 
U , 
of size p • Then 	 Cp 	p 
wr C • It G = (f., y ) 
Then by Corollary 2.29 
tf 
has order p n-m
+1, and SO 
rn(p.1 	' 	rn-i 
[ft, p1)Yj = 1T1f 
tkp 	ri f Ukip 
1 k=O 3k J (k=o k J 
where tk 0 , 0 4 Uk <p and 3k 	
+ çpJl mod p , and 
there exists k' such that Uk, > 0 • 
n- rn 
It 6 : C p 	r 	
> 	 be the natural 
homomorphism given by 
(rb)e = fp 	 where f e 	 and b E B 
P n_m 
	
Under this homomorphism, G• 	
> (f, 	






.1 = I. 	' 
Z( (f•Pn_m, 	
) 
by Corollary 2.0 
= (P_
fli(fPn_m)Y) by Corollary 2.33 
3. 
p-i 	,.n-m 
k=o < 	/ 
Thus (
1iP l t4Pm JP_ l  uk}P 	 h f  ri 	 ) 	 implies 
k=O SkJ 	k=O 







 = ... = up-1 I 
0 , i.e. 
(p_i 	rn1 	~ P_11 1 f 	tp1 	where 0 < t < p , as flf U4( 	= 
I __n 3k sj 
required., and we have the result. 
	 I 
3.23 LEMMA 
Let G be a group, and let x,y be elements of G. such that 
is abelian, i.e. f or i in Z , the conjugates of 





[x, 5)'j = {x (Xy)(1)...(xY)1)(J) 
	vs 
Proof 
The result follows easily by induction, as in Lemma 2.25 , or can 
be deduced from Lemma 2.25 using Lemma 3.17 iii) . 	 I] 
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3.24 PROPOSITION 
Let f be an element in the base group of CpnWrPr where 
= ~y l 	r) as before. Then for 1 4 1  i, 4< k 4 r , 
[f, Yi., Y = [f, 	p-1k' Yi 
Proof 
Let 	,.. ,fpr be defined as in (4) . Then since a(y.) = 
(1 
[f, yj is a product of powers of f, ... , 
f L . Let h = [f, 
Then by Lemma 3.23 , 
P-1k = 	p-lk' 
= f (&'Y 	) 	3)( '2 ) •• (3(P)(_) 	(: )(- 
Now h 	is a product of powers of f 	f Y11  




where j < k by hypothesis, so y  and hyk commute for 





= 	= 	 . 	 0 







where 1 4 j < Ic < r , 
0 as above. 
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3.26 THEOREM 
Let 	be defined, as in Definition 3.15 • Then 	
I , and 
zi is in the centre of Cnwr 
)• where i e Z. 
Note Recall we are presenting a plausibility argument for the 
class of CpnwrPr . Ofcourse, it follows automatically 
from. Theorem 3.3 that. is central in c wr 	p• 
2. 	 p 	 1 
Proof 
Use Proposition 3.22 , Lemma 3.23 , Proposition 3.24 , and 
Corollary 3.25 to show 	. 	1 




for some t e 1 0, 1 
We proceed by induction on i to show that 
[f1, n(p-1)I' p-i2 	' 	
1yj] =' (f f2 • 	f )UP 
for some u such that 0 < u < p . This implies that &i is 
central in Cnwr 	, since by Corollary 2.33 
= (P) 
1=1 : By Proposition 3.22 
f 	= (f 1 •• 0 
f 
p )
upn-i  , for some u such that 
O<u<p 
Now suppose the result is true for i-i • Then 
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{f 1 , ( _ 1)Y 1 P p _ lY2 ••, 
- I )UPn  
- 	 , _
1y i 	by hypothesis, 
t-. I 
( P ri 
 
k' 	1y.]) 	




- (N I 	 I) 	 I 
= I fl f 	t-i +2 ' 
) 
'k=1 
k k+p p 	 k+p -p / 
by Lemma 2.25 , 
i.i 	
)( 
1 )P_1\ 	.-I P 
(k=1 
up
ri (f f 	L.-1 ... f I i._i k k+p k+p -p 	 1 since 
	
(FrI) E (_I)' 	mod p and If kI = Pn 
f . t' )(I) '1 
 uJ1 ' 1 = ( 	...  
- 1.0 	 \U 1  p11 
- 	
•*• I p L I where C < U' 	s p as required. 
Hence, by induction, 
[f 1 , 	 y 12 , 	.' _11 ] = 	 )UP , where I 	p 1 
o < 	< p , and so. is central in C nwr?. , as required. 
1 	 P 	1 
U 
Note that since the order of each yi is p , so f YL =
OP 	() 
[f 1 , 	= (f1 	.-i +i f , 
by Lemma 2.25 . This is clearly a p-th power if p is odd., 
since p divides () for 1 	j < p-I , and the exponent of f . 
is 1 + (_1)P = 0 . If p = 2 we have the exponent of f 1 is 
1 + (_1)2 = 2 and () is divisible by 2 , so (f,, 2 ) is a 
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2nd. power. In the construction of the 	's from a,, no more than 
(p-I) of any y , j=1, ... , i , are consecutive, so that each 
is the longest possible non-trivial simple commutator in 
f1,y1, 	' ' containing exactly n(p-1) y 1 's . For the 
particular case i=1 , the commutator 	is known from Liebeckt s 
result Corollary 2.30 to be of maximal length. 
When n=I , the 	is are non-trivial commutators of maximal 
length in the Sylow-p-subgroups of the symmetric groups, P 
where "f 1 = y 1 and "y " = 	in the usual description of 
as 	... ,y) . In fact, Proposition 3.24 gives us a 
way of constructing a non-trivial commutator in Pr+1 which is p 
times as long as a given non-trivial simple commutator in 
The have a further use : in describing the lower central 
and cpp-series of Cwr 	, which is the subject of the next 
chapter. 
CHAPTER IV : The lower central and cpp- structure of C  
and the lower central structure of C  wr Cr. 
Note we will sometimes use Q n,r to denote C p n wr(.r) r P , and D 
to denote the base group 	 of n,r . For i =  





Note that Q r = DD 1 	r 
...D 	and P r = D 1 ... D r . 	.......(i) 
We will generalise the diagram of P given by Weir in [181 to 
a diagram of Q n,r 	
We begin by describing the diagram for 

















y 	(P)r'D m+1 r 	2 




Notice that the base group D of p 	 has order 1 	r p 	 r-1 
r- I r-i P 	, while the nilpotency class of P r  is p , by Theorem 
r-I ) 
r-1 3.3 , since c p wr ' 	P 	= Qi,r 
 -l . As we shall see, this fact 
enabled Weir to describe the lower central series of P r in a 
particularly nice way : 
4.1 THEOREM : ( Theorem 3 [18] ) 
The terms in the lower central series of Pr 
 are obtained by 
removing successive rows from the top of the diagram of P 
For the proof we require a few results, which are given here in the 
more general form for Q n,r 
4.2 LEMMA 
For. m in Z 
= [D, 	••• , 3T)] [D1, ni-i 	2' 	'r) 
Ym(Dr) 
Proof 
We proceed by induction on r 
r-1 : y 	n,1 	m p 	p 
) = y (C wr c ) = [ D,_1 Q 1 
 ni  
by Lemma 2.6 i) , 
= [D, 1 (y 1 )]Y((Y 1 )) 
by Lemma 3.17 iii) , 
since D is abelian , 
as required. 
Now suppose the result is true for r-1 • Then by associativity of 
the permutational wreath product, 
= Ym( %n wrP) 
= [D, by Lemma 2.6i) rn-i 
= ID, m-1 P r ][D 1 I 111-1 (Y2 	'r> 
[t2 m-1(' ' 'r) 3 " 
by Lemma 3.17 iii) , and by hypothesis, 
since P  r 
= [D, rn-i 	' (y1, • r) [D 1 	1(Y2 	''r) 
Ym( (Yr > ) 
as required. The result follows by induction. 	 0 
4.3 COROLLARY 
For m in Z 	every element in 	 can be expressed 
uniquely in the form fd.1d2 ss•dr , where for i=  
d.. 
1 
E ID 1 m., -l 
 •'r> , and f E [D, 1(Y1 "'r) 
Proof 
By (i) , every element in 	can be expressed in the form 
fdd ...d. 	where f 	D 	and for i = i,...,r, d.. ED. 
--1-2 —r - -1 	1 
This expression is unique since Si,r = Cn wrP implies 
DnD 	D 	D(P = <1>, and. P 	C wr 	P . implies 1 r r 	 r-i+l 	p r-i 
D.flD. 	•..D = (1> 
1 1+1 r 
Since D.1 	
for i= 1, ... , r , we have 
[D±_1(Y +i 	Yr>] D 	and. since D <i 
••• yr)] 
4 D . The result now follows from Lemma 4.2. 
0 
4.4 REMARK 
Note that for i = 1,... , r, 
'yr) 	)' 	
)n 	= y ( ) nD 
in n,r I in r 	i' 1 M-1 
-I. 
CD, ni-i Pr  1 = yin ( Qn,r )rD 
Since Qn,r is nilpotent, we must have by Lemma 4.2 that 
m+ln,r 	< Ym(Qn,r)ñD 	
for m= i ... C(Qn,r) 
and for i = 1,... ,r, and in = 1,..., c( (y, 'r ) 	r-i+i' 
' 	(r 	)rn < v Co 	)rD. . 
'm+I''n,r , 	1 	in , -n,r 1 




has nilpotency class p 	by 
r-i+1  
Theorem 3.5 , 
4.5 LEMMA 
For i = 1, ... , r , and in = 1, ... , c( 'r 	
= 
[y(P)flD.:y 	(P)rD 3 r 	1 	m+1 r 	i 
and Y.  
(P )rDi 
 is a group of order p 9 
In the diagram, Figure 3 , Y(P)nD is represented by the. 
bottom 
(pr_i  -m+1 ) squares of the column representing D 1 
Proof of Theorem 4.1 
The result follows from Lemma 4.5 and the above remark. 	C] 
90 
By Lemma 1.5 	'inr is generated by simple commutators of 
length m and 	 ..Thus since [ym(Pr)ñDi :Ym+i (Pr) i ] 
is p for m 1 	 , and by Corollary 4.3 every 
element in 	can be written uniquely in the form d1 . 
where d. 	y (P )nD. , it follows that y (P )nD. is 
1 m r 	1 	 in r 	1 
generated by 	 D i 
and by any single non-trivial simple 
commutator of length in in y in r 
(P )n D.i \ ym+1 r (P )0 D.1  . Weir 
chooses a commutator of the form [h 1 , 1b  j where Ibi - ri 
and 	) is the first co-ordinate subgroup of the base group 
, and so for i = 1, .... , r, 
D. = ([h1, .b ] : 	j..= 0,1, ... ,p'1  
Of course, this choice reflects that C wr Cpr_ 	is a subgroup of 
'yr) . For the purpose of generalising to cn 
we will choose a different commutator, based on the construction 
of the 	.'s of Chapter III • We first establish some notation. 
4.6 DEFINITION 
Let z. be the commutator of the same form as the g 's of 
1 
Definition 3.15 for the group 	' 'y r) , i.e. 
ZY, 
Zr_I = sr-i' p-i r 
Zr_2 = [3rr2 p-1 p-1r' r-1 	-ir 
and so on. 
4.7 DINITION 
For j = 1,... ,p' ., let z. 	be the simple commutator 1,3 
obtained by taking the first j terms in z. • For example, 
Zr_2,2p_1 = 	r-2' p-1 r ' r-1 'p-2r ' 
and 
Zj ,pr- t = Z. 1 




For i = 
	




1 = ( i) , 
and ii) if 1 in p
r-i  then Y (P )nD = 
in r 	i 	\i,m 
Y 	(P)D. m+1 r 	1 
r-i 
Hence D. = /z. 	: j = 1,22 ... ,p 	) 1 
Proof 
Recall that by Theorem 5.3 , c( (Y 	'r) - pr-i , since 
1 
,y
r ) 	r i+1 
P 	Q 	• . The results now follow from 
the discussion on the preceding page. 	 [1 
We can think of z. 1,3 
as occupying the j th square from the top 
of the ith column, which represents D . 
A nice result proved by Weir is given as a corollary to Theorem 
5 of [18] : 
4.9 TEEOREM 
The upper and lower central series of P coincide. 	 0 
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4.10 REMARK 
The app-series of P is easily determined. : by Theorem 4.9 the 
lower and upper central series of P coincide, and so by Remark 
1.7 , the cpp-series of P coincides with these two series, which 
accounts for d(P) = pr-1 , as we found in Theorem 3.10 , with 
n 
1 	2 	r 
= fl = .. . = n =1 . 	 U 
We wish now to construct a table for C wr p 	r 
P which also has 
the property that the lower central series is obtained by removing 
successive layers, or rows, from the top of the table. Since the 
order of the base group D = 	 , while from 
Theorem 3.3 the nilpotency class of C p n vv' 	r is 
r_1 	+(p-i)(n-i) , which is strictly less than n pfor n>1 , 
we see that for n>1 some of the factors 
Ym(Qn,r)CD /IYm+i ( ,r D 
must have order at least p 2 . Ofcourse, for ri=1 we have 
p 	r 	r+1 
, so our table must coincide with that of Weir, 
given in Figure 3 , for n=1 • We will see that all the non-trivial. 
factors 'mn,r I / 'm+1n,r (D I except for m=1 , i.e. 
for m = 2,... c(Qn,r) 	are elementary abelian, and for m=1 , 
D / '2rx,r flD 
	is cyclic of order p . In the proof the 
following commutators play a vital role 
4.11 DEFINITION 
For j = 1, ... , r , let x. be the non-trivial commutator in 
n,r of the same form as the is, is .f 
Definition 3. 15 , where 
of D = 	 . For example, 
[f1, n(p-1)r 
is the first co-ordinate subgroup 
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xr-1 	
[f1, n-1) p-1 r' r-i' p-1r — 
and 	1r 0 	
U 
4.12 DEFINITION 
For i= 1,... ,r, and j = 1,... 	 , let 
x. 	be the simple commutator obtained by taking the first j 1,J 
terms of x 	For example, 
[f 1 , 
= r-1 
and x 	 - i ,pr-1p +(p-1)(n-1) 	1 - 
4.13 REMARK 
i) By construction, x . . j n,r 
x 	=x 	- 	-x 	=f 
1,1 2,1 ••• - r,1 1 




x .=...=Xr 	x 	
. 	 0 
1,j 	 -k,j 	r-k+1,j 
4.14 DEFINITION 
Let X 	I x 	: for i= 1, ... , r , j = p 	+1, p 	+2, 
	
c(Q 	)h n,r-i+1 
Note that X is merely the set of x. 1,3  
.'s of Definition 4.12 
with "duplicates" omitted, such that if x.1,3  X 
then 
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x 	f x. 	for i 	1,... ,r-1 , i.e. in Remark 4.13 ii) we i+l,j 
take x r-k,j 	 1,j 
EX,where x 	 r-k,j 
=...=x 	. 	 Q 
4.15 DEFINITION 
For i = 1, ... ,r , let X be the subset of X consisting of 
those elements of X of. the form x. 	, 1,) 
where j 	2 , i.e. 
r-i 	r-i 
X 	 : j = p 	+1,p 	+2, ..., c(Qn,r_i+ifl 	u S  
Note X = 	 : i = 1, ... r 
In order to prove D / 	 ('D I is cyclic of order p" we 
require 
4.16 LEA 
Let "A , B" be a transitive pair, where A is finite. Without 
loss of generality we may assume A = 	ki where IAI = Ic 
Let W = Cn wrAB , let (f) = (c) 1 , and let f. be the 
conjugate of f 	in (C n). for i = 2,... ,k . Let g= 11 f. ' 1 











=> : g € y 2 (w) => g is a finite product of commutators of the 
form [f, b] where f E (cn)A and b c B , by Lemma 2.61) 
Ic 






,k, and so by Lemma 3.17 ii) 
	
k 	 K 





and. 	Z 	± 	i.b 




<= : 	t. 	0 mod. p • Note f. 	= 1 for all j in 
i=11 
J 
1, ..., 	• Let b1] . . 
C B be such that ib 
1. J 
. = j for 
i,j E 1, ... , 	. Let v = Z t. for i = 1, •.. , Ic. Then for 3. 	
j=1 
I = 2, ..a 
t 	i 
=-v 	+v. 
1 -I 1 
and 
, 	 17 	 __11. 
- .p 1 p 	12 	f 	(-1 r.)K f 	K g-1 '2 Ic 
= [f 	b 
11 
 [f 2, b23 	••• [ f b 1' l2 	 k' ki 
E I 
Lemma 4.16 is a partial generalisation to the transitive permuta-
tional wreath product of Theorem 4.1 [13] • In fact, the whole 
theorem generalises, with only minor modifications to the proof 
given in [13] • We state the full generalisation below, but omit 
the proof since we will not use this general version. First we need 
a definition, which generalises that in [13] 
4.17 DEFINITION 
Let A be a group and let "A , B" be a pair. Let IT be the map 
from Dr 	to A such that 
.95 
by Lemma 2.6 i) 
and Lemma 3.17 ii), 
<=> 1T(g) y2(c) = 	(1) by 	Theorem 
g = ri f' C y2(w) <> g E [ (c)L, B] 
i=1 	 - 
,T(f) = II f(A) 	 V f c DrA&. 
- 	Xa(f) 
Note we need to specify an order on the multiplication for iT to 
be well-defined. However, the following theorem does not require us 
to specify an order, so we omit it. 	 U 
4.18 THEOREM 
Let A be a group and let "A , B" be a transitive pair such that 
IAI > 1 • Then in the wreath product A wrA3 
[Dr AA,  B] = i f e Dr A : ii(f) e y2 (A) . 
Lemma 4.16 is the case A = Cn , A a finite set 
4.18 , 
n 
<> Z . 	O mod 	. 
1 
1=1 
4 .19  COROLLARY 
	





to Q n,r\'2n,r 
Proof 
in f 0 mod p n , and the result now follows from Lemma 4.16 . U 
4.20 LE21MA 
Let h be a non-trivial simple commutator in Qn,rwith  first 
entry f where (f 1 ) = ( ce) 1 
and all other entries from the 
set y, ... , , where i e 11, ..., r , such that there are 
s J 0 entries equal to y in h . Then if the entries after the 
last y in h are b 1 , ... , b, we can re-express h as 
h = [f 1 , .y., b1, ..., bit 	 (4) 
for some t such that 0 < t 
< pn , and thus h is a product of 
conjugates of [f 1 , y. ] with respect to 	 ' 
Proof 
For j = i+1, ... , r , let the orbit of 	, (y)" containing 
£. E (p1) = 	be 8 	 . Thenjz 
e j 	= 
2p j-1 







, 	E    	T 	 'i 	4..
k i.  i+1' - -. ' 'r 
1 e. 	e 	(p 	) 
1 	 V 
[f, c 1 , ... , 	= : A = 
j.  
up + 	, 	0 	U < p 
n 
and 	Ov<p 	. 
So 	fV C l ,..., c, 	] 	= [c y] [fy 	
]Vt 	
31 
by 	Lemma 3.17 ii) , since 	D 	is abelian. 
We now proceed by induction to prove the result (4) 
s=1 ; This is just the above argument with £=1 
Suppose the result is true for commutators with (s-f) y. 's . For 
simplicity, let s be such that 
P-I 
] 	n 	3 114 S-1 i w=o wp'+1 
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By the induction hypothesis, if c, 	,c 	are the entries in h 
between the last two 	, 
= 	s-i y, c, 0009 ck] 	, y, b, ... b] 
n 
where O<t 	<p s-i 
P- I 
SW 
= CC 11 	 C 1 •-• , 	,y, b 1 , ... 
w=e 
P-I 
=[ n 	[fw p 1 	 ••• ck,Yi] s w 1,
b1, ... ,b]t5_I 
W=O 
by Lemma 3.17 iii) , since 
D is abelian 
P-  
II 	 ]5w , 	, ... , b
ts 




for some t such that 
-s 
0 < t < p , by the above 
—s 





by Lemma 3.17 iii) 
b )IS ts_I ... , = [f 1 , y., b 1 
= [f 1 , y.,, b, ... , b 	tS , where t s = t t 	, s s-I 
n 	 n 	 n 
and 0 < t s 	 s s-I < p 
since 0 < t , t 	< p and. f 1 has order p 
-  
The result (4) now follows by induction. 
The last part follows easily, since the conjugates of [f 1 , y. J 
with respect to ('±+i' 	'y r 	
have mutually disjoint 
supports and thus commute - see pp.1720 of Chapter I - , and 
if b,b' E (y.1, ••• 'r 
[[fy]bbl I = ( f1,31] b [f1, 	]bb  s yi 
which is a product of conjugates of [f 1 , y.] with respect to 
'r : a trivial induction argument on m yields the 
result. 	 [J 
4.21 LEMMA 
	
x (x1) X-  (X2 > x 
... x (X 	, where definitions are 
given in Definitions 4.11,4.14, and 4.15 
Pro of 
By definition, (X. : i = 1, ... ,r) C '2n,) 	
and by 
3.
Corollary 4.19 for 0 < t < p  , ft 
	
n,r\'2n,r . Hence 
(f1> r (xi . : i = 1,... ,r) = (i 
) , and so we need to consider 
i = 1, ... , r) . We wish to show that if k e 1, ..., r 
then (Xk > n (x. ; j e 11, a.., r I \ I k) = 1 ) , since this 
implies the result as D is abelian. The argument is by com-
parison of supports. 
For i C 1, ..., r , if x. 
1 	1 ,3 
C X. , then x 1,3  
. . contains at 
least one entry equal to y. , by construction. Hence, if 
h. e (x.) , then by Lemma 4.20, h. is a product of conjugates 
of [f 1 , y] with respect to (y. 1 	') for various s  Yr 
such that 0 < s < n(p-1) 
\ 	k-i 
Since for k-> i , y " shifts up" points in (pr j by p 	p i , 
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a(h) , up +1,up +p 	+1,... ,(u+1)p - p 	+1 :. 
r-i 
U = 0,... ,p 	-1 
... ....(5) 
We show that if h. 	1 , then 
1 
1,—i 
a(h.,) 	up1 +1 : u= 0,... ,p 	-1 
i.e. there exists A in a(h ) of the form i 
	
i 	i-I 	 r-i 
X=up +vp +1 where UE O,...,p 	-1 
and V E 1, ... , p-I 
. . ... . .(6) 
Since 1+f \ 	, by Corollary 4.19 , and n,r 
(xi) 
t _._t. 1 	
s1 	' 	
for any choice of t 
0 < t < p 
n
, and any choice of 
t 
5 
for s = 1, ... , n(p-1) 
not- all 0. 
Thus there exists m in (pr)  such that 
n(p_ 1) 
1#pea( 	F! [f, 	
]tS) 
lsj s=1 
i-i 	 i 	i-i 
- 	'p +1,... ,p - p +1 	, 
the orbit of y i 	
r-i 




\ i+1' ' 	
''r) be such that 1.b = up +1 • Then 
i 	n(p—i) 





± 	i-i  
C u +p +1, up +2p 	+1, ... 
+ 1 j . ....... (7) 
1.01 
We may re-express h. E (I.) in the form 
1 
h1 =iu : u = 0,... ,p'1- 1 
n(p- i) 	
since the 
1 t ) b 
where h lu 




ç up1 +i, ... .1 (u+i)pi 
i-i 
- p 	+1 	are mutually 
disjoint for distinct u , o(h ju  ) c 	i a(h ) , for u = 0, ... 
r3. - I • Thus if h i1 , by (7) there exists u in 
0, 	
ri_ 1 1 and v in 	1, ... , p-I 	such that 
A = up1 +v p + i E 
and we have proved (6) 
We now show if 1 	h  e 	and h e (X. : j e 1, ..., r 
jkj), then a(h,) 	a(h) , and so hk  k h , i.e. 
Iv \ (\ /Y 	j c 	 r I \k) = (1) 
\'k/ • • 	 - 
If h E (x. : j E 1, ... , r j\ k) , then since D is abelian, 
3 
h = r1j h. : h. E (X. \ , j 	1, ..., r } \ 	note we are not 
	
J 	3 	3/ 
assuming uniqueness of such an expression. Then 
a(h) 	'Jk(h) : j C 1,... ,r 
c 	 : j e 	i, 
U. ...,p
r-j 
 -1 , and 
v. E 0, ... , p-I 	, by (5) 
Let A = up 
k 
 +v p k-i + 1 E a(hk) where U E 0, ... , pr-k  1 	and 
v e 1, ..., p-i : such a A exists by (o) . Then 
A C g(h) 
=> A(= up 
k 
 +vp 
 k-i  +1 = (up+v)p 
k-i
+1,) 
C j up +I : j e 	1, ... , k-i 	, 	u. e 	
o, ... 
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since 	v 	is in 	1, ..., p-i . If k= 1 then this shows 	A 	is 
not in 	(h) , and so a(hk) a(h) .So suppose now 	k#1  , and 
X = U' p 	,. i c(h.) C a(h) . Then again by 	(6) , there exists 
p 	in 	a( h.) 	a( h) such that p = u p + v p 	1 +1 	where 
u. 	is as above and v 	is in [i, ... , p-I 	. But since 	v 0 , 
j (=u'p 
j-1 
+v'p 	+1 	,) 
k 	k-i 	 r-k 
UP +VkP +1: Uk 	O,...,p 	- ii, 
v C
0, ... , p-i I 
and so by (5) , p a(hk) . Hence a(hk) 	a(h) , and we obtain 




No proper subset of X is a basis for D- 
Proof 




. for some 
i e j I ... r then x is not a product of elements from 
x. \ x. } . This is immediate since the elements in X. are all 
1\ 	1,,) 	 1 
by definition of different nilpotency weights, as can be seen from 
Remark 4.13 1) , and the result follows. 
	 D 
4.23 THEOREM  
The set X is a basis for the base group D = ( c) )  of Q 
p 	 n,r 
In particular, 
i) for k = 1, ... °nr' 	 is generated 
modulo y k+1 	
by the set lXik 	Xi,k E 




















--2,p 2 +1 
-1 
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for k = 2,.,** .9 C(Qnr) 	'k n,r 	 n,r ) ñD /'k+1 	
)rD 	is 
elementary abelian. 
The proof follows shortly. From Lemma 4.21 and Theorem 4.23 we 
obtain the following diagram for D 
D = (c)' 
1 unit high 
n units high 
Fig. 4 
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In general, for i = 1,... ,r-1 , the part of the ith column in 
solid line represents <X i> , and the rth column represents 
(x ;,\x (f 	 r,1 Note f = x 	
, contained in the first box of 
1 1  
the rth column. This box, the r,1 th box, is n units high to 
indicate that (Xr,i=fi) 	belongs to Y i+i n,rD but 
x1, 	does not belong to 	 . For t2  
the element 	of X is contained in the k,th box, which 
is 1 unit high to indicate Xk,  is in 	 but e+i 
	
is not in y .+1 (Qn,r ) ñ 
	 m D . The subgroups y (Qn,r ) ñ D are 
obtained by removing successive layers from the top of the 
diagram. 
Note +1I- for Yl 	t 	
' 	
P 	P 	which 
'n,r 	1,r 	r+1 ' 
know the factors in the base group are cyclic of order p . By 
Definitions 4.11 and 4.12 , for i = 1, .. , r ' 	
is just 
Xic(Qi,r_i+l) , and. by Theorem .3.3 , C(Qi r_j+i 	r-i+2
is 
ri+1• Thus we obtain the diagram overleaf for Pr+i from Figure 4, 
for n=1 . The diagram indicates all factors in the base group 
are indeed of order p , as required. 
Proof of Theorem 4.23 
By Corollary 4.19 , for 0 < t <n 
	
f 
t 	 . Hence 
[D:Y(Q )nDH n,r 
For Z = 2,..o , c(Q ,r 
 ) , let v 	be the number of x 1,. '
s in 
X . Then since no x 	 in X is a product of elements from 


















' en,r 	 +1 
)r'D : y 	(Qn,r )rD] 
r 	C(Q r) 
Now p = IDI = H H y  ( 	) r'D :y. ( 	)nD 
i=1 	
] i n,r 	 1+1 n,r 
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which is greater than or equal to 
,fl+ 	
• 	 .......( 8) 
But by definition of the v's , 
0(Q,r) 
IxI=i+ 	z 
and by definition of X , 
r IXI r-i 
= I+ Z I C(Qn,r_i+i ) - p 	1 
1=1 
r 	r-i 	 i—i 
= 1+ Z p p+(p-1)(n-1)j -p 	i by Theorem 3.5 , 
i=1 
r 
= 1+n(p-1) E p 
i= I 
= 1+( r_ 1 ) , 
=npr (n-i) 
c1O 
Hence np = n+ E v , and so we have equality in. (8) . It 
follows immediately that [D : 	 D I 
= P 	and for 
t = 2,..., c(Q n,r ) 	It 	
r )OD : 	Y t+1 ( n,r )ñDI ) = PVL 31
i.e. y t (Qn,r )flD is generated by Yt+I(Qn,r)CD and the set 
e X} and for x 	in X 	x 4 ' belongs to 
ln,r 	
. The results of the theorem now follow. 	U 
4.24 COROLLARY 




By Theorem 4.1 , for i = 2, ... , p 	= c(P, 	'ir I >' i+1 r 
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is elementary abelian. The corollary now follows from Lemma 2.6 i) 
and Theorem 4.23 , since,r 	p 
= C 	r wrP 
. 	 I] 
As an immediate corollary to Theorem 4.25 and Lemma 4.21 we 
have 
4.25 COROLLARY 
Every element in Dn,r is uniquely expressible in the form 
flx. 	: X. 	X , 0 4 t 	< pn , and for i,j 	r,1 r,1 
1,J 	p 
To give an idea of the orders of the factorsy i n,r .(Q )OD / 
'i+In,r (DJ 
ODJ for i = 1,..., c(Q n, r ) , we provide the 
two following diagrams, which can easily be deduced from Figure 4. 
Let k in Z 	be such that 2k p+(p-1)(n-1) < k+1 , i.e. 
	
< 	. Recall that C2n wr C = 	
. Note that 
u>k for n2 
p+(p-1)(n-1) 	p k 
k 
=> np >2 
k-I 
and p 1 k for k in Z , as an easy induction shows. 
In each of the following diagrams, everything to the right of the 
i th column, i.e. the (i+1) th column to the c(Q 	) th column, 
represents Yi+i(Qn,r)ñD for i= 1,..., c(Q)-1 	and if 
the height of the ith column is m for 	i in 	1 1. 	... 	c(Qnr) 
then 	I 'in,r / 	'i+1n,r flD I 	has order 
k<.r 
o( ,2 ) 
	






















Note if n=i then k=1 r , and "p k= p + (P-1) (n-1) - 1 , so no 
column is more than 1= n high, as required. for QP I,r 	r+1 
Combining either Figure 6 or Figure 7 , according to whether 
k< r or k r , with Figure 3 , we obtain a diagram for Q n, r 
which generalises that of Pr 
 given in Figure 3 . This is given 
as Figure 8 overleaf : note that the exact shape of the part 
representing D is that of the appropriate figure above, Figure 6 
or Figure 7 • As in the diagram for Pr 
 the lower central 
series of Q 	is obtained by removing successive layers from the n,r 
North. However, although the orders of the lower central factors 
are represented more clearly in Figure 8 than in a combination 
of Figure 3 , (3) , and Figure 4 , this latter combination 
exhibits the internal structure of Q n,r rather better. 
As pointed out in Remark 4.9 , the cpp- , upper central and lower 
central series of P coincide. No such result holds for Q 
r 	 ri,r 
for n> 1 : by Corollary 3.11 , and Theorem 3.3 , for n> I 
d(Qn,r) = n+r_1 + c(Qn,r) = pp+(p-i)(n-i) 
and so we can expect different structures for the three series. 
4.26 REMARK 
Note that the relationship between the U.C.S. and L.C.S. of 
depends considerably on the relationship between ii and r 
Recall that by Corollary 2.33 , if 	= ( c) 1 as usual, 













r 	 n 
If nra 	then Z I = p is divisible by p , and so by Lemma 
i=1 
4.16 	Z(Qn,r) 	 . However, if r< n then 
mod p  , and so by Lemma 4.16 , Z(Qnr) 	'2n,r ' 
	 1] 
We now determine the cpp-series of Qn,r in relation to the 
lower central series of Qn, r . First we prove a theorem for the 
cpp-series of a permutational wreath product with abelian bottom 
group analogous to Lemma 2.6 i) • Note we give the theorem only 
for cpp-nilpotent wreath products. 
4.27 THEOREM  
Let A be an abelian group and let "A , B" be a pair such that 
W = A wrB is cpp-nilpotent for the prime p • Then for i in 
z+, 
= ([Az', u-i w ]P', ir.(B) 	Up 	1 h 
For the proof we require two lemmas. 
4.28 LEMMA 
Let "A , B" be a pair, and let A be an abelian group • Let 
f E AA A wrAB , and let b e B • Then for m in IN\ 10, 1 
[f,bm] 	[f, b 1) [f, 2 b] (2) •.. [f,b](m ) 
Note For m = p this is related to Lemma 3.6 of [17] 
Proof 
We proceed by induction on m 
112 
m=2 : [f,b2 ] = [f,b][r,b[f,b,b] by Lemma 1.1 ii) , 
= [f,b ])[ f,  2b](2) as required. 
Now suppose the result is true for in • Then 
	
[f , bm] = [f , b][f , bm][f , bin , b] 	by Lemma 1.1 i±), 
m (m\ r m 	 (fll' 
= [f,b] II [f, .b]' 	ri [f, .b)',b 
j=1 	 -j=1 
by the induction hypothesis, 
M 	 çr' 	m 	 In) 
= [ f, b ] Ii If, . b ]\J1 ii [ f, 	ib 
j=1 	 j=1 
by Lemma 3.17 ii) since AA 
is abelian, 
. 	 fm\• ( ffl\ 
.1 	




since AA is abelian, 
M+1 ) 	 rfl+1) 	 rn+1 
= [f,b) 	[e,2b] 2 	•,.[f,1b) m+1 
as required for the induction. 	 [1 
4.29 LEM!itA. ( Lemma 2.1 [11] ) 
z (L+r_1\ 	çn+r\ 	 El r 	) ) r+i 
1=1 
Proof of Theorem 4.27 
By Lemma 1.2 , and since W is cpp-nilpotent, 
(gPt 	
g C y(w)\y1(W) , vp
t >1 i) 
By Lemma 2.6 i) , if g E y(W) then g = Lb where 
113 
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£ C [An', v-I 	
, which is abelian, and b c y(  B) . Hence 
gP t =(fb) 
I 	t 
	
.fl+b+b+...+b 	b . 
i 	
t 
Clearly b C ir (B) since b e y(B) and v 	i . Since 
b f 	
f[f,b], 
-1 fl+b+ ... b_ff[f,b]f[f,b21...f[f,bP 	], 
= P [f, b 	
•.. (P-1) 
[f, 2b (("• 
(Pt 1) 
pt b ] 	 by Lemma 4 . 28 
and since A' is abelian, 
[f, bj2 	[f, 2 b] 	•.. [ f,_1b]¼ 
by Lemma 4.29 
By choice of g E Y(W), f and b have nilpotency weight at 
least v, and so [f, b I C v(i+1) (w) ñ 	= [AA, v(i+1) - 1 
by Lemma 2.6 i) • Then if p is the highest power of p d,ivid, 
t 	
Pt 
ing(+i) , [f, .b ] 	C 	v(i+1) - 
	
V(i+l)p 
But if i+1 is not a pth power, then p
t 
 divides (r+1) and 
if i+1 is a pth power then 
Pt 
 divides (i+i)(r+i) , and so 
v(i+l)pk v  i . Thus 
gt 
C ( [ An', 	, ir.(B) : u p h 
The reverse inclusion is clear. 	 0 
4.30 COROLLARY 
j n,r = C p 	r 
 ) = ([ a, u-i QI p 




We know the structure of the cpp-series of P , which is just the 
L.C.S. of P , as we saw in Remark 4.10 • Hence to determine 
r 
the app-series of Q n,r we need consider only 
D = ([D, u-I n,r 	
: 
for i = 1, ... d(Qn,r) .By Corollary 3.11 	d(Qnr) = 
n1+1'1 
In fact, we will see it is sufficient to calculate the cpp-weights 
of the elements in the set X , for 
4.31 L!A 
Let i. e [i ... d(Qn,r) • Then 	 is generated 
modulo iT. i+1 (Q n,r ) 	
by those xk,Z in X of cpp-weight i , 
M 
and by f 	if i = p for some m such that 0 m 4 n-i 
For the proof we require a few results. 
4.32 LI1MA 
Let i belong to Ji, ..., r} . Then the elements in the set X. 
have distinct cpp-weights. 
Proof 
Suppose j < j 	and 	3 x1. ., x1. , J ., 
are in X. • Then by definition, 
1
there exist b 1 , 	 E (y., •••'r) such thati 1-i 
x 1. ., =[x. .,b ,...,b 
j 
., .] 
,J 1,J I -J 
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Thus if x, 	has cpp-weight w , then x. 	has cpp-weight at 
1, 1) 
least w+j'j > w , and the result follows. 	 U 
4.33 LEMMA 
Let I i 1 , i2 , ... , is 	r , where i1, ••• is are 
distinct, and suppose x. 	,x. 	.... ,.x. 	in x\ 
1 1 J 1 1 2 J 2 1s,J5 	 1 r,1 
all have cpp-weight w • If 
S 
h= 11 X. 
k=1 1k'k 
where 0 f, t. 
1 1 J 	
p-i for i,j = i 1 ,j 1 , ... , i,j , then h 
has cpp-weight w . Furthermore, if i = 
	
, where 0 4 m 4 n-i 
fh has cpp-weight pm for o < t < p 
Proof 
Certainly h has cpp-weight at least w . Suppose for contradic-
tion that h has cpp-weight strictly greater than w • Then by 
Lemma 1.2 and Corollary 4.30 , h is a product of elements in 
D of the form gP  where g E Yu(Qn,r)ñD and 
uV > w 
Express each g in the form given by Corollary 4.25 • Then 
h=h1 ...h , where for Z =1,...,r, 
I 
a . 	, J +a .p+...+a OJ I 	 fl-.lJ 
n- 
hIitX 	 for q=O,...,rrl, 
0 1 a q,j < p , and if there exists a smallest 
integer q' for which a qi 	0 , i.e. the power 
a' 
of X j in hg is non-trivial, then j 	> 
which implies h e w+in,r 
But since D = (X) = (fl )X (X1)X ... X (X',) by Theorem 4.23 
and Lemma 4.21 , it follows that if 	& ••• 	is j 	then 
ht = I , and if = i5 , 	C 	I i i , ..., i then 
ts ,Js 
h.& 	 1 
=h. 	=x. 	 eir(Q 	)\T 	(Q 	) 
s ,Js 	w n,r \ w+1 n,r 
by hypothesis, which is a contradiction. Hence h also has cpp-
weight w 
Let j = p for some m such that 0 4 m n-I . Suppose for 
contradiction that f 19 h has cpp-weight strictly greater than 
p. Then by the same argument as above, f h = h h' where 
a0 +a1 p+ ... 
h0 =f1 
and if q 	is the smallest integer such that 	aq # 0 then 	p 
q > m 
implies q> m. ; ......;(9) 
and 	h' c 	(x 	: j 	= 	1,... ,r)pm+i(Qn,r) 	. Again, since 
D = 	(f 1 ).x (X1, 	•.., X) it follows that 	
fP 	= h0 which contra- 
dicts (9) 	, 	and. so 	f1P h 	has cpp-weight 	
2m [] 
4.34 COROLLARY 
Let h in D be written in the form given by Corollary 4.25 
Then the cpp-weight of h is the minimum of the cpp-weights of 
i.ij those xit for which t. . 0 in the expression for h 
	
,3 	 1,3 I 
given by Corollary 4.25 
Proof 
Suppose the minimum of the cpp-weights of those x' 	for which 
tt j 
t. • 	0 in h is w • Let h' be the product of those x. .' 's 
1,3 1,3 
in h of cpo-weight w • Note that no more than one x. . in X. 1,3 	1 
117 
contributes to h , by Lemma 4.2 , and so by 	Lemma 4.33 , 	Ii' 
has cpp-weight w • But by choice of 	h' , 	h = h' h 	where 	Ii 	is 
in 	IT w+1 (Qn,r ) 
, and so h 	is in n w (q ,r 	\ 
) \ IT w+1 (Q n,r ) 	, i.e. 	h 
has cpp-weight w as required. 	 I] 
Proof of Lemma 4.31 
Let the set of those xk,e in X of cpp-weight i be X(i) , and 
suppose for contradiction that (x(i) I ITi+in,r 	is a 
proper subgroup of lri(Qn,r) (\D • Then there exist a finite number 
of elements in D , say g°1 , ... , g, such that 
ITi n,r 	(g1 , ... g111 , X(i) 	ITi+ i n,r D ) 
and for j = 1,.. 	m 	9 4 (x(i) . ITj+i (Qn,r ) r D ) . Then 
if we express say g1 in the form given by Corollary 4.25 , 
must contain a product h of x. 's each of cpp-weight strictly 
1,J 
less than i • Let the minimum of the cpp-weights of the x. 
1 21 
in h be w , so w< i , and let h' be the product of those 
tt,j 	 tt,j 
x. 	's in h of cpp-weight w , where x. 	is the power of 
3-,j 
x i 	
in h • Then by Corollary 4.34 , h' is of cpp-weight w 
,J 
and so h e IT (Q 	) \ 7r (o ) . But then by definition of h , - 	w n,r w+1 'n,r 	 - 
g1 .ITw(Qn,r) \IT W+1 (Q n,r) 	
so g1 	lTj(Qn,r) 	which is a contra- 
diction, and we have the result. 	 [I 
To calculate the cpp-weights of elements in X , we need to look 
at powers of elements in 	X • For by 	Lemma 1.2 , if 	e X 	has 
118 
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cpp-weight w , then xk,, e is a product, Xk Z say, of elements 
of the form gP where g e 	 C' D and 
uPV w. As we saw 
in the proof of Lemma 4.3 , this implies xk,,Z is a product of 
powers of elements in Xkif4 + I and if Xk, 
then 	is a product of powers of elements in (f 1 ) . We will 
first calculate the nilpotency weights of the powers of elements in 
X , which will give us a way of determining which powers of which 
elements in Xk
are in the product Xk , by comparison of nil-
potency weights. We require a result about the orders of elements 
in X 
4.35 
Let 	i E 	I 1, ... , r 	, and let j = p 	1 +k(p-lfl + 	, where 
kc 	JO .,..., n-IJand 4C 	1, 
... 	p'1 (p1) 	. Then x 	 has 
order 	p 
Proof 
By construction of the x's in 	X 	for which see Definition 
4.12 	and by the same , arguments as used for 	(e) 	of Chapter III, 
= [ k(pl)+ t()i W1 	 Wr 
where s e 	, t(e.) E 0, ... , p-2 	and for u = i+1, •.. ,r, 
E 0, ... , p-i . Hence 
S . 
x. :i., J = [t1, k(p-I)+tW Yi 	
g 
where s' e 10,11 and g is a product of conjugates of 
k(p-1) 	
J with respect to 	 'yr) which 
120 
are distinct from [f1, 	i)+t(&) y ] , i.e. a(g) is, contained 
r) 
in 	p'+1,p'42, •• 
	. Hence since D = 	 is abelian, 
the order of x. 	is that of [f1, p-l)+t(f)i . But 
1,3 
is isomorphic to Cp 
	p 
wr C , and so by Corollary 2.29, 
k-1)+ti 
] has order p n-k, as required. 	 Li 
4.36 
Let i E 1 1, ...,r 	and let j e 
pr-i 
 +1,..., 
r-i 	+ / p 	I (n-2) (P-1) 	. Then xi j 
has nilpotency weight 
,  
r-i 
j +p 	(p-1) , i.e. 
x p e y X. 
	j+p(p1) n, r\ Yj + pr(p_i + 1n,r) 
Proof 
Let j = pr-i 1 +k(p-1). + 	, where k c 10, ...,-n-2j 	and 
1, 2 1 ••• 	
r_i(_1)1 . Note that by construction, x 	has 
nilpotency weight i 	i.e. x ili 
C Yj (Qn,r)\hji (Qn,r ) 
By Lemma 4.35 , x. 	has order P 	 , and so x. 	has order 13 1,3 
n_k_1 . By Lemma 4.21 and Corollary 4.25 , 
4- 
= fl x. 	: X. 	E X. , 0 	t. 	< p 
1,3 	 1,1.1 	1,U 	1 	 1,U 
and suppose that the smallest integer such that ti,,u f 0 is u' 
Then since D is abelian, and since by construction the elements 
of X. have distinct nilpotency weights, with 
x. 	, = [x 	, b , ... ,b 
1,w 	i,w 1 	w w
,  
for w'>w , and some b1, ... ,b 1 	E 	... ,y 	, 
has both the same nilpotency weight and the same order as x. p.  
1. J 
Thus by Lemma 4.35 , 
i—i 	 r-i 
p , 1 +(k+1)(p-1) +1 	u' 	p I 1 + (k+2)(p-l)I 
and consequently, 
( x i'p r-L 1 +k-1) +1 )P 
	
Ypr_ •' { 1 	+1)(p-1))+1 	' 
while 
(Xj p r_ L { 1+(k+1)(p-1) 	# Yp_ t1+(k+2)(p_l)}+1fl,) 
Since 
(Xj,pr_ 1+(k+1Xp-1)))P 
= (x. i, pr- 'l+kp_1)+1' b
1 , ... b 	
IP for some pr-(p-1)_l 
b1, ... bpr_L(p_l)_l in 
(Yip ... ' yr) 
= [( Xj,pr_Ljjp_lfll) , b 1 , ... bpr_L(p _ 1 )_ l ] 	by Lea 
3.17 iii) , as D is abelian, 
and since p r-i I +(k+2)(p-1)1 -p
r-i 1 1 + (k+l)(p-1) -1 is just 
r-i, 
p 	p-1) - 1 , the result now follows. 
4.37 COROLLARY 
pr-3. 
Let i e 	 andlet j E p 	+  
Let in E 1 1 , ... , n-I • Then x. 	 has ni.lpotency 
weight j + m p r-i (P-1) 
Proof 
We proceed by induction on in . The case m=1 is just Lemma 4.36, 
121 
122 
. Now suppose the result is true for m-1 • Then by 
hypothesis x 	 has nilpotency weight j+(ni-1)p" 1(p-1) , i.e. 
x p. 	y i,j j+(m_1)pr- t(_l)(Qfl,) \ jm-1)pr- t(p_l)+1n,r ) 
By Lemma 4.21 and Corollary 4.25 , 
rn-I 
X.,
?-  	= H X. 	: x. 	E X. , 0 	t. 	< p 
1,J 	 1,u 	 1,u 	I 1,u 
Thus since the elements of X have distinct nilpotency weights 
by construction, the smallest integer u such that t j 	0 in 
O U 





Now x.. = (x. = ir 	X. 	)P : x. 	E X. , 0t<p . 1,,) 	L,J 	 Lu 	 1,U 
' By Lemma 4.6 	(xj. j+(M-I)P"_(p_l))p belongs to 
Yj+mpr_(p_l)(Qn,r)\Yj+mpr(p_1)+1(Ql,r) 	
and for u > 
j +(m-ip
r-i'  p-1) 
i,u 	j+mpr-t(p_1)+ln,r) 
rn 
Hence x 	has nilpotency weight j + m p 	p-l) as required i 
r-1(
,  j 
for the induction. 	 0 
4.38 LEMMA 




+1,... ,p 	• Then 







X. . 	C iT. 	(Q 	)\IT 	_i(Q) n,r jpn +i n,r  
FINM 
Clearly 	 has cppweight at least iP 	since 
has nilpotency weight j . By Corollary 4.57 
Y_r_ t(p_1) ( Qn, r) \ Yjip L(_1)1 
Pj 
Suppose x 1. 	





aim to show this implies 
isj 
	 is a product of elements in 
Yj_i)pr_L(p_l)+i(Qn,r) 	which is a contradiction. 
By Lemma 1.2 and Lemma 4.21 , x. 	is a product x. 	of 1,3 1,3 
powers of elements in X such that each of these powers is of 
n- I 
.cpp-weight at least that of x. 1,3 	
, i.e. by assumption at least 
n-I 
j p + I . Suppose the power of Xik E 	in 	13 




. k but p 
V+1  does not divide s 
1,
k • Then 
V 	. n-I 
kp jp 	+1. 
Note now that in general p m m(p-1)+1 : the result is clearly 
true for m= 1 , and if true for m - 1 then p m = p (PM-1 ) 
p(rn-1)(p-1) +p > ui(p1)+1 
r-a. r-i 
	
Let j = p 	+ , so I 	p 	(p-i) . Then 
v 	. n-i 	n-i r-i 
kp j.p 	+1 p 	(p 	+)+1 
n-i-v r-i 	-v 
(p +,)+p 
n-i-v r-i 






p 	.p 	+ 	p 	,i +(n-1-v)(p-'1). + 
By Corollary 4.37 , x. 	Yk+VPr... "(p-1)n) 
, and, by the above, 
k+vp r-i (p-I) 	p
1,-i 
, 
= j +(n-1 ) p
r-i 
 (p-I) +1 , 
which gives us the required contradiction, and thus the result. [I 
4.39 COROLLARY 
Let i E 1, ..., r , and. let j E 	
1 	 r-i+I 
••• ,p 	• Let 
m 
m E 0, ..., n-I 	 i . Then x 	
has cpp-weight j 	, i.e. 
, m j 
In 
X. 	 E Ir 	ffl ' n,r)\ v'j pm + i n,) j p  
Since x. . has nilpotency weight j , we clearly have x . is 
1,3  
in 7rj pm(Qnr)  . By Lemma 4.38 
X. P 
m n-rn-I 
( 	)P 	=p 	 ( 	)\ 	+1n,r i,j jp 	n,r 
m 
and so x 	 ( 	) , as required. 	 U 
	
X. 
	 +1 n,r 
4.40 L1MA 
Let I E Ii, ..., r , and, let j =p 
r-i1 
 1 +k(p-lfl +t , where 
k e j 0, ... , n-I 	and £ 	p
r-i 
 (p-1) . Then x. 1,3 
has cpp-weight p(p
r-i 
 + 	, i.e. 
X. . E iT 1,3 	ppr_t + ,r ) \pkrt)+1n,r) 
Proof 
r-i 
For m = 1,... ,p 	p+(p-i)(nlfl , by Lemma 4.21 and Theorem 
4.25 	im (Qn,r 
)n(xi ) 	Ym+i(Qn,r)fl(Xi) 	is cyclic of order 
p , and by Theorem 4.23 , is generated by x l y (Q 	ñ (x i 	 i) . 
	
- 	 ,m m~ 1 n,r 
L..tx j'j have cpp - weigM w By Corollary 4.7 
(x. 	
)Pk 
E l yj(Qn,r)ñ(Xi)j (Q 	)n(x) I +1 n,r 	i 
k tp 
= (Xj,pr_L j ) 	h 
isi 
where O<t<p,and hEY j+1 (Q 	1 
n,r )ñ(X.).Now h isa pro- 
duct of x. 's such that u > j , and by construction, for u> j, 1,u 
x. 	has cpp-weight greater than or equal to w + 1 , by Lemma 1,u 
4.32 • Hence h has cpp-weight at least w + 1 • Thus 
(  Xi , pr- t 	has cpp-weight w 
• Hence by Corollary 4.39 , 
kr-i 
W = p (p +e) as required. 	 U 
4.41 THEOREM 
The base group D = (Cp 
) (r) o
f Q n,r = p 	
r is 
generated modulo n2(Qn,r)1D by f 1 , where f 1 is as defined 
in (4) of Chapter III 
For j 	2, •.. , d(Q 	) , the group ir.(Q 	)r'D is generated n,r j n,r 
modulo i. ( n,r )fliD by those x.i,u in X such that j+1 
k r-i 
j = p (p 	
r-i 
+ 	, u = p 	,1 +k(p-1)I + . for some k in 
- 	 r-i 
0, ... , n-i j 	and some -& in 1 1, ... , p 	(p11 
125 
126 
Furthermore, nosubset of these x . 's generates ir (Q 	)C\D 
j n,r 
modulo IT (Qn  )nD j+1 	,r 
Proof 
By Theorem 4.23 , D is generated modulo Y2(Qn,r)D by f 1 , 
and so the same holds for D mod.uio IT2(Qn,r)CD . The result 
for j = 2 ,... d(Qn,r) follows immediately from Lemma 4.31 
and Lemma 4.40 . 
We can give a simpler generating set for each of the terms 
ir j .(Q n,r )nD 
4.42 TF0REM 
For u= 1,.*.Pp
r  let x be the simple commutator obtained by 
taking the first u entries in the commutator Irof 
where 	is as defined in Definition 3.15 • Then for 
j = 1, ... 	d•(Qn,r) 
r 
j 
ir (Qn,r )CD = ( IT
j+1 
(Qn,r )flD , 
U : 
u € 	1, •.. , p 
v E jo, ...,n-1 
and j = up / 
and nobsubset of these x U v 's generates 
IT
j (Q
n,r )iD modulo 
 
IT 	( 	) nD. 
j+1 n,r 
Proof 
Note x, = f 1 , and for i in j 1, •.. , r , if u is in 
pr-i + 	r-i+1 
 1,... ,p 	, then x u = x i,u 	. C (Xi) 
127 
For j= 1 the result is clear by Theorem 4.41 	• So suppose 	j 	2. 
If IT jn,ri) 	(i ), 
then by Theorem 4.41 , 	1rj(Qnr ) ( I(Xj ) 
is generated modulo ii 	(Q )r' (xi ) by those 	x. 	in X. 1 j+1 	n,r 
such that 	j = p k (p 
r-i +.e) 	and 	w = p 
r-i 
	I +k(p-1) 	+e for 
r-i 	r-i+1 
some kin 	0, ..., n-I 	and. some t in 	p + 1, ... ,p 
By Theorem 4.25 , 	yw  ( n,r  ) 
r'(x i ) I / I y  i- wir (Q-n, ) n(xi) 	 is of 
c4L7 
order p , and so by Corollary 
x 	= 
	
,w 	( Xi , pr- ti-)t 	
h 
i 
, where' 0 < t < 	and h 	 )c(x." 	n,r 1 (Xi) r 	1/ j+1 
by construction of X.1 
 , since if w' > w , then x.
1,W
, has 
greater cpp-weight than x.1 
 • The result now follows. 	U 
,w 
We explain the diagram overleaf of the cpp-structure of D . By 
construction, for i = 1. ... , r, if x 1. ,3 
. 	
1 
E X. and x 1,3  . 	has 
cpp-weight w , i.e. x. . 	
W 1,3 
E IT 
( n,r 	wi-i n,r )\r 	(Q 	) 
, and if j'>j, 
and x.
1,3' 
e X. , then x. ,3' e 
IT wi-I (Qn,r ) 1 	 1  
2p -1 = p o l I +(p-i) I + p-I , so x r, 2p -1 has cpp-weight 
pp, i-p-I 	
2 
= p , 	 by Theorem 4.41 , 
2p = p o 
c 1 + 2(p-I)j + 1 
0 
p2 p  
i-il= 2P2 
so x r, 2p has cpp-weight 
by Theorem 4.41 , 
2 
p +p = 0i i +(p -1)i i-p 
A p +p I = 
so X r-1 ,p +p 
2 	has cpp-weight 
by Theorem 4.41 , 





cpp-structure of' D for n 3 , r 5 
128 
: p = 2 
I: 
.234 	fl 
(X) (f 1 ) : p 	2 
1234 fl 









E3 = 1T2p2+1(Qnr)flD 
MX + 1Ij = 7T2,2 (Qn,r 
- 	+ I,= p2(Qn,r) 
Fig. 9 
129 
and. so on. If for i in 	1, •. r x. . is in X 	then 
x. 
1 
J has nilpotency weight j and so has cpp'weight at least j. 
Thus if pri + 1 	k 	1 for some k , (X.) 	ir (Q 	) . In the 
aia gram for (f 1 ) , the mth box contain: f 	for 
M= 1,... ,n ; note that f 	has cpp-weight p 
m1 
4.43 COROLLARY 
For j in Z 
v
i 
	) = ( ii. 	(Q 	) , 	z. . , 	x. j 'n,r \ j+1 n,r 1,J 1,.]' 
for ieIi,...,r}, z i$jEZ, 
and x 
1
. ,J .' 







 +) for some Ic in 
0, ... , n-i I and some Z in 
I-il 
1, ..., p 	p- i)I) 
= liT 
\ j+1n,r ' Z
j 	x  
	
for iei,...,rI, a. 	Z, 
- 
U E H, 
••, r 	 h1 and 'up = 3/ 
where z. 	and Z are as in Definition 4.7 , x U  is as in -  
Theorem 4.42 , and X. is as in Definition 4.15 , and no,(subset 
of these generates 9 j 
.(Q 	) n,r 
Proof 
The corollary follows directly from Corollary 4.30 , Remark 4.10, 
and Theorems 4.41 and 4.42 






) = 1 
(_1) (P; 	
(n_i) +(p-1)z 	z j  
i) r 	 i=1 	j=O 	k=O j=1 
In 
= 1 + 	- 1) 
r(r 
 1) + 	(pr-p 2r__ 
	
2 	 2 	p-1 + 
Proof 
Recall by definition - see before Example 1.9 - 




 = D , and let liT 
V ( 	 1 
n,r )('D.l = p ri(iv) 
	for i = 0.,,.,,,r. 
Then by Corollary 4.30 , Remark 4e10 and Lemma 4.2 , for 
V = 1, ... 	d•(Qn, r ) 
r 




Since D is abelian, by Corollary 4.43 each 	contributes 
I to each n(O,v) for which v up . Similarly, each z. 1,J 
contributes I to each n(i,v) for which v j . Hence 
Ej n() : 1 I v d•(Qn,r)i is just the sum of the cpp-weights 
of jx p : u = 1, ... 
, p' , 
j = 0, ... ,n-I 	and. 
r-i 




a(Qn, r ) 
as required. From this it is 
tion by standard calculation 
k 





j=O 	 k=O j=I 
easy to obtain the second formula- 
s. 	 U 
131 
Since Pr 	




k 	 r 	2r 1 
+ a(P 	 2 p-I r )=i+(p-1)Z 
Ej 
( 
p -) 	0 
k=O j=1 
4.46 
The lower central and cpp-structure of cn 	is built up 
on the structure of Cn wr C . From Figure 4 , or Theorem 
4.2 , recall that for i in 	1, ..., r 	and. j in 
1, ... , C(Qn , r_i+i) 
EY 	' x i 	Yj+i (Qn,r)P(Xi) ] = 
We proved this for Theorem 4.23 by comparing the number 
of elements in X , which indirectly uses the nilpo-
tency class of Qn,r through the definition of X , with the 
order p 	of D , and by noting that f 	4' 	( D 2n,r  
and this forces the result. A more fundamental reason is as 
follows. First note that for 2 4 j 	p+(p-1)(n-1) = 
c(Cwr C = Q 
p 	
; 	 = p , 
n- I 
since again for (f 1 ) = (c) 1 	f 	2(Q) by 
132 
Corollary 4.19 	
=pn p and c(Q ,1 ) 	p+(p1)(n1) 
which forces (10) . If x. 1 	 1 
E X. then by Lemma 4.20 
,3  
t 
= [e 1 , y., b 1 , ... , b ] 
where 0 < s 	n(p-1) , 0 < t < 
pfl 
and b 1 , ... ,b 	are in 
• Then by Lemma 3.17 iii) , which we can apply 
since D is abelian, 
X. P. 
	f1 	b 1 , ... b 	'j+1n,r 1,3 
by (10) , since x.e y j (Qn,r ) by definition. 
A generalisation of 	
(r) 	
= Cn wr Cwr Cwr... wrC 
I' C t s 
p 
is Cn 1 wr Cn 2 wr •.. wr Cp n r+i 	which we encountered in 
Theorem 3.4 . Let A = (p2)x (p')x ...x (pr+i) , the set on 
which C0 n 2  WI. •.. WI' Cnr + i acts. Then it seems very likely 
that a generating set similar to X can be obtained for the base 
group (cni)A of Cn 1  WI' Cn 2 wr ... wr Cp n r+ i 	and that we 
would find that the lower central and cpp-structure of 
Cpni WI' •.. WI' Cn r+ i within (C1)A is built up on that of 
C 
p 	p 	 2 
n w' C r for r = n , 	ri-I ... , n 
	. It is not difficult to 
determine the generators of the lower central terms of Cn wr Cr 
which apart from b are just of the form [f 1 , b ] , where 
(f 1 ) = (cn) 1 and (b) = Cr , by Corollary 3.18 and Lemma 
1.1. So for Ipr-1 
	(p-1) (n-1) = c(Cn wr Cr), 
wr Cr) n(C) 	/ 	
Cr) n(C) 	is 
133 
cyclic. Since f 	 wr Cr) by Corollary 4.19 
wr Cr)fl(Cn) 	is of order 	but 
the other orders are more difficult to determine. We will give 
some of the constraints on these orders. 
4.47 LEMMA 
Let j E 1, ... , c(Cn wr Cr)I. If 





n) : y 	(C n 	p 	p 
C r) n(c )(P
r  ) ] 
is p 3 , then for j < j' e 11, ... , c(%n Wi' C p r)I , 
Cr) n(C) 	: 	 Wi Cr) n(c) 	] 





 nwrC 	i p 






generated modulo y i+1 p (C n 	p 
C r)(Cn) 	by [f1 , _1 b ] 
where (f 1 ) = (c) 1 and (b) = C p 
r • Hence if j'> j , 
j'-1 
b 	[[e1 	- b 1 
jpS 
. , . b j 	by Lemma 3.17 iii) 
= 
since is abelian, 
( Y 	
-J 
.(c n wr C r) , 
P 	p 
= 	wr Cr) 
and we obtain the result. 	 U 
4.48 
n 
y2 (c n wr Cr) (Cfl)(Pr)  ] - p 
and for j = 2, ... , c(C n wr C r) p 	p 
[Y(C 
p 
 n wi Cr) 	 ; 
does not exceed 
Proof 
By Corollary 3.18 ,C p n 	 is generated modulo 
Y2 (C n 	C r)ñ(C 
p p 	
by f1 , and by Corollary 4.19 
n- I 
f 	y2 (c wr Cr) . Hence 
[(C wi Cr) n(C) 
and. for j 2 the result follows from Lemma 4:47 	 [1 
4.49 LAA 
In Cn wr Cr let (f 1 ) = (c) 1 and let (b) = Cr . Then 
for j = 2, ... , c(Cn wr Cr) 




does not exceed p r 
Proof 
Since b has order p r , the lemma - follows immediately from 
the following result, Theorem 4.50 
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4.50 THEOREM ( 	Theorem 2.85 [4] 	) 
Let G 	be a pgroup, and let g 	be a complex commutator in 	C. 
134 
of length w in its components g 1 , ... , g • Then the order of 
g modulo y 1 (G) divides the order modulo y2 ( c) of each 
i = 1,... ,s. 
We now have enough to deduce completely the orders of the factors 
y.(c 
p n 
wr Cr) / 	wr Cr) 	
for 	j = 1, ... 	, c(Cn WI' Cr) 
for certain values of n and r , i.e. n= 2 or r= 2 
(C Da) 4 C 2 WI' C r p 	p 
2 ------ 
1 ------- 
r-1 	 c(C2wr Cr) 
JM = Ym+i(C p 2 wr Cp  r)fl(C2) 
Pig.  10 
4.51 COROLLARY 
r- 1 
For j =i, ... ,p 
Cpr)(Cp2) 	: v +1 (c 2 Wr 
Cpr)fl(Cp2) (P) 
2 	and for j = p 
r-1
+1, •.. 1. c(c2 wr Cr) 
j+1 p 	p 
[.(c2 	Cpr )(Cp2 ) (P ) : y 	( c 2 C r)ñ(C )(P
r 
 ) ] 
1 35 
2 




The order of is , while the nilpotency class of 
r-1 
C 2 wr C 	is p 	,p+(p-1)(2-1)l = 2p 
r 
 -p r-1 by Corollary 
p 	p 
2.50 . The result now follows from Lemmas 4.47 and 4.48 . 	1] 
Cp 	p 
wr C 2 
16 




wr c) n(c) 2  ] = pfl 
for j = 2 9  ... , 1+(p-1)(n1) 
cr2) n(C) 	: y 	(C 	c2) 	 ] j+1 p 
is p 2; and for j = ( p-1)(n-l)+2, ... , c(Cn wr cr2) 
C 	 : y j  (c 	
WL cr3 ) 	 ) +1 p 
is p 
Proof 
The first part follows from Lemma 4.48 • Thus since 
has order prip , we have from this first part that 
fy2(c p n wr c2) = Y 2(c P n wr c3)n(cn)I = 
n(p-1) 
By Lemma 4.49 , none of the factors for j 2 has order 
exceeding p 2 , and so the number of factors of order p2 is 
n(p 2-1) - (c(Cn wr cr 2) -1 ) 
= ri(p 2 -1) +1 -pj p+(p1)(n-i) 
= rip 2 -(n-i) -p -np(p-1) 
= (n-1)(p1) , 
and the result now follows from Lemma 4.47 . 	 I] 
4.53 REMARK 
Recall that Cn wr Cr is a subgroup of cn 	. Hence 





Remark 4.55 enables us to show that for j 2 , p 2 is not in 
general an upper bound for 
p cr) 	 ; y j+1  (C n 	p 
C r) (c )(P
r  ) 
as Corollaries 4.51 and 4.52 might suggest. In fact, the upper 
bound 	p 
r  for j > 2 is a best general bound 
4.54 LEMMA 
For n sufficiently large , 
wr Cr) : v(c p 








The first equality is general and trivial, following immediately 
from Lemma 2.6 i) : the results earlier in this section have 
been stated in the second form merely to emphasise we were looking 
at the base group. 
Let n be such that p+(p1)(n1) > p' . Then from Figure 7 , 
[Y (Q 	) CD 	y 	- 	- )+1n,r ()D= m 2 n,r p+(p 1)(n I 
where 
m = r(p +(p-1)(n-1) -p




 ) + 
r-2 r-3 
(r-2)(p 	-p 	) + ... + (p-I) 
=r(p+(p-I)(ril))pr-1 
	r-2 -p 	-...-p-1 
r 
= r 	+(p-1)(n-1)) - p -1 p-I 
By Remark 4.55 , 
138 
[Y2(CnwrCr)Yp+(p-i)(n-i)+i (C p 
 nwrC p r)]pm. 
Suppose for contradiction that 
[ 2 (c n wr Cr) : 	 wr Cr) I 
which implies for j 2 that 
[y.(Cn wr Cr) : 	 wr Car) 	
r_l 
by Lemma 4.47 . Then 
	
.[y 2  (C p nwrC p  r) 	p+(p- i)+1 i)(n 	
(CpflCpr)I(Pt•••I)I_l), 
n(r- 1) (p-I) 
But we can choose n so large that n(r-1)(p-1) < m , which gives 
a contradiction to (ii) 
(r-I)n(p1) < m 
 1 
r( p+(p-i)(rrl)) - pr- P-1 
by definition of m , 
r 
<=> (r-1)n(p-I) < r( 1 +n(p-1)) - p -I p-I 
F 
<=> n(p-1) > 	- - r , p-I 
p 
r 
 -i 	r 
> (p- 1)Z p-i 




CHAPTER V : A second proof of the nilpotency class of CpnwrPr• 
Note that throughout this chapter we take 0r Cpnwr
(P ) Pr = 
cp n wr C wr G p wr • 
r Cr 's 
Note also we aim not to use Shield's results as aids to proofs. 
We begin with a lemma which allows us to "change" the order of 
entries in a simple commutator. 
5.1 L1MA 
Let A 	be an abelian group, and let tfA , B" 	be a pair. Let 
W = A wrAB , let 	g c AA 	and 	x,z E B ..Then 
1) 	[g,z,x] 	= [g,x,zJ[g
xz 
 ,[z,xJ]. 
Furth ermore, if 	[z, x] 	has finite order 	t 	then 	g, (z, x]] 
can be written as a product of commutators of the form 
ii)[ 
gXZ, 	
[ x, z 3 ] 	, where 	1 s 	t-1 
Proof 
[g, z, x] = [g-1 
z g ,x], 
=[g
-1 
 ,x ][ gZ, x ] by Lemma 5.l7ii) 
-x -z zx =gg g g 
-x -z xz -xz zx 







If [ z, x j has finite order t then since [ z, x] = [x, z 
r rXZ [z, x) I = L XZ , L X, 	 3 
to which we can apply Lemma 1.1 ii) repeatedly to obtain the 
required. product. 
Note that 	Lemma 5.1 i) is simply a statement for the group 	W 
in group-theoretic terms of a well-known integer group ring 
identity - see the proof of -Lea 3.4 [17] 
(z-1)(x-1) = (x-1)(z-1) + xz([z, x] - i) 
where x and z are elements of the group B whose integer group 
ring ZB is under consideration. 
As a corollary we have a generalisation of Corollary 5.7 [9] to 
the permutational wreath product 
5.2 COROLLARY 
If in addition B is abelian and b, ... ,b is a 	 of permutation  
the elements b 1 , ... ,b of B then 
[ g, b 1 , ... b ] = [ g, b 1', . . . , b in']  
for g in A , i.e. the two commutators represent the same 
element in A WrAB 
Proof 
We proceed by induction on in • The case m=2 is just Lemma 5.1 
for which the second commutator [gm, [ z, xi ] = 1 since B is 
abelian. 
Now suppose the result is true for sets of up to rn-I elements of 
B , and let b, ... ,b' be a permutation of the elements 
b i ,, b of B • We treat seperately the cases b' = b 1 and 
b' 4 b M 
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[I 
i) b = b 1 : By Lemma 5.1 , [g, b, b2 ] = [g, b 2 , b 1 I . Let 
h = g, b 2 
 ] , which is in 	. Then 
[g, b 1 , •.. ,b] = [h,b 1 ,b, ...,b] 
rn-i 
= [h, b  b3, ..., bm_i b 1 ] 
by the induction hypothesis 
= [ [ g,b2, b,b3 , 	b 1 ], b 1 
rn-i 
= [ [ g, b4, ... , b_ ], b1  ] 
by the induction hypothesis 
= [g, b;, ... , b] 	as required. 
ii) b' 	b : We have that for some i in 2, ... ,m , b' = b. 
M 1 	 m 	1 
A 
Let h = [g, b 1 ) , which is in A . Then by the 
induction hypothesis, 
[h, b 2 , ... ,b] = [h, b2, ... b• _ 1 , bm  b. 1 , ... ,b rn-i 1 
= [h, b2, ... bj 1 ,b, b. 1 , ... ,b 	b' I rn-I' rn 
i.e. 	(=bml and b have exchanged places. 
Now [h, b 2 , ... , b,_,, bm b.1+1 	 rn 
, ... , b 1 
= [ g, b 1 , b2 , . . , b_ 1 , b, b i+1  , . . . , 
b 	I , rn-i 
rn-i 
- [g, b' 	b' 	by the induction hypothesis, - 	 rn-i 
and so [g, b 1 , -)b M ] = [ g, b, ... , bt I as required. 	[I 
5.3 COROLLARY 
Let A be an abelian group, and let "A , B" be a pair. Let 
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¶ = A wrB , let g E AA and b 1 , ... , b e B • Then for in in IN, 
[ g, b 1 , . . 	b 
= [ g, b2 , 	b, b1 1 r b2b1 , [b 1 ,b2 ], b, ... 'b ] x 
rn-I. 
ii [[ g,b 2' 	i 	 ' 	 1 




We proceed by induction on in 
M--3 	: [g, b 1 , b 2 ,. b3 ] = [g, b2 , b 1 , b [g 	, [b 1 ,b2 ], b 	] 	by 
Lemma 5.1 	. Let h = [g, b 2 ] 	, which.ia-in. A. Then 
[g, b2 , b 1 , b3 I = [ h, b 1 ,b ] 
= [h, b, b1 ] [h3bI [b 1 ,b] ] 
by Lemma 5.1 . Hence since all commutators starting with g in 
A 	 A A are in A , which is abelian, we obtain the result for m3 
Now suppose the result is true for 3, ... ,m • Then by hypothesis, 




h 1 = [g, b2 , ... , b, b 1  ] 
-  g 	, 
b2b1 [b 1 ,b2Lb, ... , b] , and 
h3 = Ii [[ g, b 2, ..., b. 
:1. 
1b1b1 [b 1 ,b 1 ], b. 2 , ... ,b ] 
i=2 
Since all commutators starting with g in AA  are in AA , which 
is abelian, we can apply 	Lemma 3.17 iii) to obtain 
[h 1 h2h,b 1 J= [ hl,  b 	1][h2,b1 ][hb1 
Now [h2, bm+j ] is the second required commutator for m+1 
Since [g, b2 , ... b I E AA , we have by Lemma 5.1 , 
[h1 , b 1  J 
= [g, b2 , 	' 	b1 	g, b2 , ... b ]bm+lbl  [b1,b11] 
the first required commutator and the factor for i=m in the 
required product for m+1 • Since h:5 E A , by Lemma :5.17 iii) 




- 	I g, b2' ..., b.1 1bib1 [bj,b1J,b2, — • b1 
all but the factor for i=m in the required product for m+1 
Thus, since [h1h2h:5 bm+i E A , which is abelian, we can 
rearrange the commutators obtained, above, and. the result for m+1 
follows. 
Induction now yields the corollary. 
	 I 
We will see that Lemma 5.1 and its corollaries enable us to 
re-express any simple commutator in Q 	with first entry from 
r\ 	
,r 
D = ( c)' ' and. other enties from P as a product of simple 
commutators with first entry f 1 , 'where (f 1 ) = 	, and
p 0 1 
other entries from 1z , ..., z r where the z. 'S are as I  
defined in Definition 4.6 . A lemma towards this result is 
5.4 
Let a + 1 be a simple commutator of length k in Cn,r  with 
first entry g from 	 and other entries from the set 
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• Then F, can be re-expressed as a product of 
commutators each of length at least k and of the form 
[g5 b 	,b12 , ... b
il 
 , ,b21 2 ••• ,b1 	••• br_i,, r_ i 'trr' 
. . . . . .*(1) 
where g 
z is a conjugate of g 	Z  > 0 , and such that for 
1 = 1,... ,r-1 
j) if 6. = 0 then there are no terms in b. . 
i,) 
in (i) ; 
1  
ii) for 1 A j 4 &
1 
 , b 
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. . is a simple commutator of length 
at least 1 which starts with y, and has other entries 
from •• . 'r 
and iii) for fixed i , permuting the b .'s in (i) produces 
a commutator which represents the same element as (i) 
Proof 
Note that ii) implies b 	 E D 	where D1 is as defined in 
(i) of Chapter IV 
Part iii) : This follows easily from Corollary 5.2 , since D i 
is abelian and [g 5 ,b.,1 , ..., 	 is in 
the abelian.base group of 
Before giving the proof of the main part of the lemma, which 
consists of a double inverse induction, we work through an example 
to illustrate the method of the proof, to try to make the proof 
easier to follow. Note that we will use Lemma 4.8 about the 
structure of P . Recall Lemma 4.8 was deduced from work of 
r 
Weir, for which Shield's results were not used. 
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5.5 EXAMPLE 
We wish to express 	= [g, y2 , y3, y,y1 ] € 	 as a 
product of commutators each of length at least 5 of the form 
(i) 
a) We first want to "shift" the second, i.e. the last, y 3 to the 
extreme right of L . Note we underline y 3 ' s which come from 
this second y to mark what happens to it during shifting. 
Step 1 ; By Lemma 5.1 , since [g, y 2,y3 ] E (Cn) 	, 
£ = [g,y2 ,y3,,y1l  7-3 
= [g, y2 p Y,3'9 yl J [Eg, Y 2 , Y3 ]Y":3 	Y-3' 
 
= h 
1 h  2 
, say. 
 3 
'P Step 2 : [.Y3 y 1 ] = [y1, 	
]1 
= y1, 	 J. since [y1, y] 
is a product of conjugates of y 1 which commute and are each of 
order p • Thus 
h2 - L[ 	1y13 [y1,3 1p-1] - 
Step 3 ; { g,y,y JY13 = gYI X3, y 2 
Y j L 
J,  Y3 
yi Z3 ] 
Now y2l3 = y2 [ y2 , y13 ] 
= y2[y2z3 I [y2,y1 I[y2 y 1 , 	I 	by Lemma 1.1 
y2 [y2,] [ y1 , y2[[y1 ,y2 ]-l '-Y,3 1 by Step 2, 




by Step 2, 
	
1 p-1 	 p-1 
=y2[y2'3]Cy1,y2 	[y1,y2,3j 
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since [y121 = ( y 1y72) ED1 which is abelian, and. now 
apply Lemma 3.17 ii) • This is an explicit, computational method 
for obtaining [y2, y1 ,y3 1 as a product of simple commutators 
each of length at least 3 which start with y 1 and have other 
entries from y2,y1 . Alternatively, note that [y2,y1 ,y3 ] 
is in D 1 , since it contains y1 e D1 and 1 < 2,3 , and so by 
Lemma 4.8 we know there exists a new expression for [y2 , y 1 ,y3 j 
which is a product of simple commutators each of length at least 3 
starting with y 1 and with other entries from ly2, yi .. Either 
way, we have shown that 	
y 2Y13 	is a product of simple commutators 
each of which starts with a 	y 	for some 	i in 	1, 2 	1, 2, 3 
and has other entries from 	Iy 1 , •.. , y1 , but none start with 
the 	being hffted,
9-3 
Similarly, Y3 YiZa  = Y3 [ Y3 , Y1Z J 
= Y3  C y3 , 	I Y3 , Y1 ] C 	Y3 ] 
and as above we can express y 3 Y I Z3 as a product of simple 
commutators with first entry y for some i in 11,2, Zj and 
other entries from 	... ,y , but none starting with 
Step 4 : Re-express y 	and y 3  YIZ3in 
h2 
= 	[ 
gY1 3 ,y Y1 	3 
Y3 
YI Y3, [,]Pl 
] 
as given in Step 3 , and apply Lemma 1.1 ii) 	repeatedly to 
obtain a new expression for h 2 as a product of commutators of 
the form 
	




where each b is a simple commutator, of length Ic. , say, with 
first entry y for some i in 11,2,.31 and other entries from 
, y 1 . Note however that no b. starts with 
which we can think of as having been "absorbed" by the b.'s . Then 
the length of (2) regarded as a complex commutator is 
V 
L Ic. + 1 , which is greater than 5 
j=1 
Since 	is in the last position of h 1 and has been absorbed 
by h2 , we have finished shifting this 
b) We must now shift the second last y in £ by applying the 
same method as in a) to h 1 , and to the product of 
commutators of the form (2) making up h 2 . We then end up with 
a new expression for I , as ' , a product of commutators each 
of length at least 5 and of the form 
[ gZ, b 1 , ... , b , 	y ] 
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where g   is a conjugate of g , and is thus in 
o 4 z 	2 , each b. is a simple commutator with first entry y. 
for some i in 	and other entries from 	 ' 
and v is not necessarily as in (2) 
C) We now want to shift all b.'s, in each commutator of type (3) 
in ' , which start with y 2 . We proceed in the same way as 
for the y3 ' s , starting with the last such b , but note we have 
to use Lemma 4.8 rather than the first method described in Step 
, as b may not be equal to y 2 : for example, 
[g, [2' [ 1 	 2]] 
[g,[y,y2], 
[g[YiY2][Y2Y3], 
IIY2 ` Y,31 	y1,y2]]] 
and [[y2 ] 	[ 12:l] = is not simple, 
but does belong to D 	since it contains 	y1 and 1 	< 2,3 	. We 
want to re-express this as a product of simple commutators each of 
length at least 	4 with first entry 	y1 	
and other entries from 
Y2, y 	: Lemma 4.8 tells us it is possible to do this, even 
though no explicit re-expression is given. 
Thus we finally end up with a new expression for a as a product 
of commutators each of length at least 5 and of the form 
[ 
gZ 	,b 1 	, ... , b 1 	,b2 	, ... ,b2, e 3Y ] 	.......(4) 
where gZ is a conjugate of g ; b 11' ••• , b
1 	are simple 
1 
commutators which start with y 1 , and have other entries from 
Y3 ; b2 	, 	
are simple commutators which start 
-, 2 
with y2 and have other entries equal to y ; and 0 	2 , 
i.e. we have expressed a in the required form. 	 [I 
Proof of Lemma 5.4 con. 
Note that yr 	 r,j 
is of the form b 	, i.e. a simple commutator 
which starts with y and has other entries from I y1, ..., y 
which is the empty set. 
The outer inverse induction is on the indices of the y's 
starting with r we aim to show that when we have "shifted" all 
elements y, .,. ,Yr in a to the right, we will have 
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re-expressed j as ' , a product of commutators each of length 
at least k and of the form 
[ gZ,, ... ,b, btj 	... 	••• b 
where 
g   is a conjugate of g ; b 1 , ... ,b 	are simple 
commutators which start with y. for some j in 11, ... , i-i 
and other entries from y. 	,yr 
 ; each b. 	is as 
described in the statement of the lemma, and Z r 
 0 . Note that 
(5) corresponds to (3) in Example 5.5 
The inner inverse induction is on the maximum number of b J 
.'s 
starting with 	in each of the commutators of type (5) 
making up 1 1 , for i= 2, ... , r+1 ; let ic. 1 be this maximum 
In other words, each of the commutators of type (5) in ' has 
at most k 	starting with y_ 1 , for i = 2,... ,r+1 
Then when we have shifted the last t of these b 3 
 s to the 
right in each of the commutators (s) we-will have re-expressed 
r. as a product of commutators each of length at least k and of 
the form 
[ gZ'#, ... ,b 	b_1,5, ,... ,b1 	 )br_i,r 	'ly 
where 	
g 	is a conjugate of g 	; b', ... 	,b'. are simple 
commutators which start with y. 	for some 	j in 	i l,  
and have other entries from yj +l' "'"r 	
, and at most 
k 	- t 	of these start with y. 	; 0 4 zi-1 - s + 1 4 t ; i-i 1-1 
b. , ... ,b 1&r1 
	




Note that (6) corresponds to (2) and h 1 in 	ample 5.5 
We may dispose of the cases where E has length at most 3 first. 
If d has length 1 or 2 there is nothing to prove. If L has 
length 3 then 
	
Fa = [g, y., y j  :i , 	for some i,j in 11, ... , r 
and if i 4 j there is again nothing to prove. If i > j , then 
since Yi, y] =-yLyj is of order p , we may apply Lemma 
5.1 i), ii) to obtain the result. 
From now on we assume d has length at least 4 • To start the 
double inverse induction we consider the case 
r, k : Note that k is the number of y 's in 	. We may 
r 	 r 
assume k  > 0 , for if the largest i such that 
contains a y  as an entry is less than r , we consider 	as 
belonging to Cwr 	, and work with C p n wr
(p") p instead, 
which is clearly just a change in notation from r to i in the 
following proof. 
Our aim is to shift the last y in E to the right. If this 
is already in the last position in 1 there is no.  thing to 
prove, since the stage r, k   is trivially complete, so suppose 
the last y in & is not in the last position in I • Let h 
be the value of the commutator & up to and including the entry 
before the last y r
' say 
ii = [g,b 1 , ••• bq ] 
for some b 1 , •.. , b q  in lyll 
	' 'r 	and let 
= [h, y , b r q+1' •••' bk_2] 
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where b q+1 'q... , b_2 are from the set 	yi 	sr-i 	by 
choice of Y.  
Step 1 : Note that h 	 Il' q+i = k-2 , by Lemma 5.1 i) 
£ = [h,Y,bk2J 
= [h, bk 2'r 	
hbk_2yr, Cyr  bk_2 I] , 	.......( 7) 
and if q+1 < k-2 , we may apply Corollary 5.3 	to obtain 
= [h, y r  b1, ... 	bk_2] 
= [hbq1 • 	 1 [ h+ir,  Cyr bq+1J q+2 .•. tb k-2 
k- 3 





Step 2 : For m 	q+1, ... , k2 
since b  = y. for some j in 	1, ..., r-1 i 	and so [b, 3rr] 
is a product of conjugates of y  which commute and are each of 
order p 
Step 3 : 	= [g, b1, ...,bq]b+1Yr 
and if q+1 < k-2 , then for m = q+1 I..,& ,k-3, 
[ h, b q+1 , ... ,bm jbm+iYr = [ g, b1, ... b  ]bm+lYr 
So for m = q, ... , 	, which covers both cases above, 
[ g, b 1 , ... P b ]bmlYr = [ gbm+ iYr, bbm+ 1Yr 	bbrn+1yr ] 1 	•.. 	m 
Now for j = 
b?.1Yr = b.[b.,b1y) 31 
3 	3 	3 
=b. j [b.,yr 	j][b,bm+1 	j ][bbmj y] 
by Lemma 1.1 ii) . If 	bi .9 bm i ] is in D w , then so is 
b 1 y] , and 50 by Lemma 4.8 , each of these two 
commutators may be re-expressed as a product of simple commutators 
at least as long which start with Yw and have other entries from 
"' r • Note that w < r since m+1 	q+i implies 
bmi is 	 '' r-i 
. Note also that the y being 
shifted has been absorbed in commutators belonging to 
Dr_i 
Step 4 : Using Step 2 substitute { b Ms  yr 	for [y, bm  ] 
for m = q+1, ... , k-2 , and substitute the products 
obtained in Step 3 for bm+1Yr for m = q, ... ,k-3 and 
j= 1,.... ,m in 
£ = [g, b 1 , ... , b2, 7r 
'[gbm+iYr, bm+ 1 Yr 	bbm+1Yr [yr'Dm+iLb in 
m=q 
Note each resulting commutator in the product is of length at 
least k • Now apply Lemma 1.1 ii) repeatedly to each commutator 
in the product, in = q, ... , k-3, to re-express 
1 	' 	' in 	' 	r' b
1  ], b 2 , .. . , E 	 ] gbm+ iYr bbm + 1Yr bbm + 1Yr 
as a product of commutators of length at least Ic of the form 
9 bm.1yr , b, ... 'b 
U'  £r 	
• . .... .(9) 
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where 0 4 Z 4 I ; b, ... ,b u are simple commutators which start 
with y for some j in 1 1, ..., r Jr and have other entries 
from 	j+1' "'r , and such that at most k - i of 
, b 	start with y .. Thus we have re-expressed 1 as a 
product of commutators of type (6) as required. 
Now suppose for induction we have reached the stage i-i,k_ 1 -t, for 
some t. in 	O,.... -, k1 -i • We explain what this means. We 
have already passed the stage i,1 at which we re-expressed £ 
as a product 	of commutators of type (5) , and k_1 is the 
maximum of the number of b a 's starting with y 1 in each 
commutator of type (5) in d l . Note that this number, k_i , 
may exceed the number of y 1 's in & because of the application 
of Lemma 1.1 ii) , but it is certainly finite since Q.,,r is 
nilpotent.. Furthermore, we have shifted the last t of the b a 's 
starting with y 	 in each commutator of type (5) in ' , so 
we have re-expressed £ as a product " of commutators, each of 
length, at least k , of type (6) 
Those commutators of type (6) in " for which no b. 
..., b' 	starts with 	are already of type (5) for 
i-I , so for these commutators stage i1, ki  -t is already 
trivially completed. Let 
[ 
gZ, 
b1, ... ,b , b_ 1 , ... . b_ 1,1 . ••• 	b_i,1 '&r 
be a commutator of type (6) in " for which there exist b a 's 
in 	b1 , ..., bJ which start with y_ 1 . Note if i-i < r 
then C. =Z • Let b be the last b. 
J 	 i-I 
starting with y 	• If 
r  
b = b u then the stage i-i, k_ 1 - t is again trivially com-
pleted, so suppose now b b 
U 
. Let 
f = [ g', b 1 , ..* y b 	b, b 	, •.. , b ] q+1 U 
and 	h = [gZ, b 1 , ..& y b q ] 
where clearly 	h 	and 	q 	are not necessarily the same as for the 
case r,kr 	above; 	b1 , ... ,b 	are simple commutators which 
start with 	y. 	for some 	j 	in 	11, ..., i-i and other entries 
from yj' 	; 
and 	bq+j 	... +1' 	r 
b 	are simple commutators 
which start with 	yj 	for some 	j 	in 11, 	..., i-21 	and have 
other entries from 	Yj j 
Step 1 	: Note that 	h E 	 If q+1 = u , by 	Lemma 5.1 
- 	- 1 - 	I.._, 
=[h,b,b)[hb,[b,b]] , .......(io) 
and if q+'1 < u , then by COrollary 5.3 , 
f = E.hbbq1 •..,b] 
= [h, bq1 ... ,b ,b ][ h1b , [bb q1 ] bq2 ... b I x 
U 
U 	h, bq+1 	bm+ib •• b] 	[bbm+i] bm+2 ... b]. 
m=q+1 
. . . . . . .( 11 ) 
Step 2 :For m in 	q+i, ..., u, , if b 	is in D , i.e. b 
is a simple commutator starting with y with other 
entries from 	w+l' ' r 	
then [b, b J may be re-expressed 
by Lemma 4.8 as a product of simple commutators each of length 
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at least as great as the sum of the lengths of b and b , and 
for which each of the commutators starts with y  and has other 
entries from 	w+1' 	
''r' Note that by choice of b, wi2 
Step 3 : h1b = [gZ, b 1 , ... 1 b  
]b. l b , 
and. if q+1 <u , for m= q+1, ... , u-I , 




Thus each case above, for m = q, ... ,u-I , is given by 
I zbn+i), bm+1 b ••• ,bbm+lb ] [ gZ, b1, ... ,b ] bm+1b M M 
Now b?m+l b = b . [b . ,b 	b, 
j 	 j 	j m+1 
b. [ b.,b ] [ b•bm i ) [ b.,b 1 , b , j = I, ... , m 
b" Lemma 	ii). If b. starts with y. 	, then b,b. E 1). , j 
which is abelian, and so [b., b) = I . Now since m > q , b 1 i 
in D 	for some w < i-i • Hence [b., b 1 ] and [b., b 1 ,b ] 
both belong to D for some v 4 w ti-I , and each can be 
re-expressed, by Lexrima4.8 , as a product of simple commutators 
starting with Yv and other entries from y, 	'yr.i , each 
of length at least the sum of the lengths of b j
.,b 	and. 
m+1 
b.,b 1 , b respectively. We obtain a similar product for [b.., b] 
if j < i-I • Note that b has been absorbed by commutators in 
D 1 , ...,D1_2 j , and if j = i-I then b.. is the only commutator 
in the product obtained, for 	b which starts with y_1 
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Step 4 ; Substitute the products obtained. in Steps 2 and 3 in the 
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commutators of type (6) in the product 	' and expand each 
resulting commutator using Lemma 1.1 ii) repeatedly to obtain 
the required product of commutators of type (6) for 
-t 
The result now follows by induction. 
	 It' 
5.6 LEMMA 
Let j + 1 be an element in Yk(Qn,r)(\D\Yk+l(Qn,r)ñD where 
D = (Cfl)(Pr) , the base group of= CpnWI' 
(pr) 
	. Then 
can be expressed as a product of commutators of the form 
	
[f 
11 k z , ... , 
	z 
ii 	krr 
where 	<'f..'> = (C n) ; z., ... , z 	are as defined, in p 	 r 
Definition 4. 6 ; k i > 0 for i.= 1, ... , r, and 
1+ E k .Pni k , i.e. (12) is a complex commutator of length at 
i=1 
least k 
Before we give the proof, note that a stronger result, which we 
give later as Proposition 5.7 , can be deduced from results in 
Chapter III , but these results use knowledge of the nilpotency 
class of Si,r which is precisely what we want to find using 
Lemma 5.6 
Proof of Lemma 5.6 
Note for A in 
(pr)  we define f to be the conjugate of 
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in (cn) . By Lemma 2.6 i) , 	 E [D, k-i n,r , and by 
Lemma 3.17 iii), [r, k-in,r = [D, k-1 Pr . Hence 	f. 	can be 
expressed as a product of simple commutators each of length 	k 
and of the form 
r 
I fA, b 1 , ... b)(l] 
LA=i 
where b1, ••ebEPr  and 0 4 t 
< p  f. 
	(pr) 
Rewrite each b E b 1 , ..., bj as a product of elements from 
the generating set 	y1, ..., y 	of P , and expand the 
resulting commutators (13) using Lemma 1.1 ii) to obtain an 
expression for F. as a product of commutators of length at least 




n f, b1, ... bL] 
Ai 
where for A in (pr) , t , b 1 , ... , b 	are not necessarily 
the same as in (13) , 0 4 t, 
< 
p' , and each b. in 
b 1 , ... , b 	belongs to the set 	y1 , ... y 	. By Lemma 
3.17 iii) , since the f A' 	commute, 
fl f, b 1 , ... , b 	= A' b , ... , b ]tA 
LAi 	 J •A1 
Then F. is a product of commutators of the form 
h= 




Now take h as the commutator under consideration in Lemma 5.4 
Then h is a product of commutators each of length at least Ic 
( 1 ) 
and of the form 
[ 	,b11 , ... , b a 1 ,b2'1  , •.. 	 ' 2r"r 	......(14) 
arid we will show that we can re-express h as 
h 	[ 	
I 	
S2,1 	 5r_1,r_j 	
] ..(i5) z 1 ... ,Z 1 	,Z 2 , ••• , Z,_1 	 er3n1. 
where for i in Il l ... , r-1 	and j in 11, ... , 	, 
0 < s 
1
. ,J 
. < p , and if & = 0 then there are no terms in z. 
1 	 1 
Let A' = (a0 , all ... ,a 	) r-i 
, as given in () of Chapter I 
For i = 2, ... ,r , let c. =y a 
L_,  a %. 	yar_i , so 
1 	 i+i r 
CL C  (A')c 1 y 	C i i-i i 
= ((v(a+1),a l l ...,a 	) n-i 
if i=2, 
	
(a0 , ... , a., '(a i-2 +i), a
1_1 , ... , an 	) 	if i > 2, 
i.e. y 
CL is the unique conjugate of y1_1 with respect to 
i-I'r) which acts non-trivially on A' - see pp. 17-20 
of Chapter I 
For i = 1,... ,r-i , let e. = a(yci+1) , i.e. 
1 	1 




Note that if j < i then e. ce. . 	 .......( i6) 
J 	1 
Vie now prove (15) by induction on in , where in indexes the 
position of the terms in h : for example, f., is the first term 
in h , for which in = 1 • We show that on completing the in th 
stage, we will have re-expressed h either as (15) , in which 




[fX, 	' ••• , 
z, 	P br_i, 	I 	r  Y, I .......(17) 
where b. 	is the (in+i) --th term in h , and. 
1,.) 
3 j.,j_i 
Z = 	 if j>1; 
z 	if j = 0 , where w is the greatest integer 
less than i for which & f 0 , i.e. the mth 
termin h is b - 	w,2., 
1,1 
Furthermore, we will show Cr( [ f,, z 1 	, ... , z  1 
.......  (18) 
Note we do not need to consider the values of m for which the 
m th term is a y r , since we will have already re-expressed h 
as (15) 
The base case of the induction is 
m=2 : If the second entry is y there is nothing to prove, so 
suppose the second entry is b1 for some v in 
1, ... , r-1 • Now b v,1 	 v 	 v,1 
is in D , and so b 	is a 
product of conjugates of y, with respect to 	 'y r) 
By definition of C 1 ' 	is the only one of these 
conjugates which acts non-trivially on Al • Then if the power of 
yCv+I in b 	is 
(.yCv+I )U for some u such that 0 < u < p, 
v 	 V, 1  
CfA,,bv, 1 ] = 	i A' 	A' 
= A
-1 k')b 1 ' 
= 	 1 fA,x1x 0v+1) u , 
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:1 fcyj 	= 	1 	





Since 	z 	 is of maximal length in ••• r-v+1 
, by 
Definition 4.6 and Theorem 5.5 , z,. 	belongs to the centre of 
• By Corollary 2.33 
'C ICr 
Z( 	'v' 	' 
= (ri 	yX : 
v+ I 
x=y 	...y v+1 
,where 
r 'r 
k1, 	k   ... ,p-i}}) 
( 19) 
and so 	z 	= ( Ii y x 
t 
) 	for some 	t such that 	0 < t < p 
V 
Hence since 	y acts trivially on A' 	for 	x c v+1 
, (y0v+I )t] 
Now choose 5v,1 
such that 0 <S 	<P , uts v,1 v,1 mod  
Then 
A' , 	1 	[ 1°A, , 
yCv+I )U j 
1, I 
=[fA,,zv  
as required for (17) . Furthermore, 	( [f 1 , z '1 ) ) 
ce. 
1, 
by (16) , where the third entry in h is b. 
1,J 
, as required 
for (.18) 
Now suppose we have completed the mth stage. If the (m+1)th 
term in Ii is y , we have finished, so suppose the (m+1)th 
A. 
	in h is b1 	• By hypothesis, 
SI ,I 
,...,z]) zl ce.. 
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Since b. 	is in D. P. b i . is a product of conjugates of y. 
, i) 
with respect to ' ) , and the only one of these 




 + in b. 	be (y. 	)u • Then for A 81  , 
1 	 1,.,) 1 
I f b 	1 - f f 	
Cj 	' /U 1 
A - I.. A' i  
as above, for some u such that 0 < u < p , but not necessarily 
the same u as for iu=2 . By (19) , 
ICr 
= (ruy 	: x 	yj1 	 for IC . 1 , ••• 	in 
101 •.. , p-i I I ) 
for some t such that 0 < t < p , not necessarily the same t 
as for ui=2 • Then since y 	acts trivially on 8. for 
XSC. 
I i+1 
A' 	= 	A' 
(y+1 )t] 	 for A e e. . 
Choose s. 	such that 0 < s. . < p , u t S. 	mod p • Then 
1,J 	 1,J 	 i,J 
for A 
, 
b. 	= 	A' (-
1+i )U] 	
[' Z Sii  
1 .3 
1,1 
z ) = II i f AtA : A e 8. , 0 	tA 	, and 
SO since 	 is abelian, by Lemma 3.17 iii) , 
1,1 	 81,1 	 S. 
', j I 'A' 	z 1 , •.. , z, 	] = 	, 	, ... , Z, Z1 	] 
1,1 
as required for (17) • Since a( fk, z 1 	, ... , z } ) C 9. 1, 
and a( y+l ) = e. by definition, 
1 
1,1 	
J ) 	 by (ie) ( [ 	' 	i ' ••• , z,  
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where the entry after b i, 	 in h is btv for some i' (- if 
the entry after b. 	is y r 
 we have finished -) and we have. 
(18) 
The result (15) now follows by induction . Note again that by 
definition y r = z 	Finally, expand (is) using Lemma 1.1 ii) 
on each of the powers of the z's to obtain a new expression for 
ii as a product of commutators of the form 
[
f, 	z, 	z,..., 1.. 	z 	
, 	z ] 
	
A' w, ZIP 	2 m r-1 Zr  ' 
where for i = 1, ... , r-p, m? 0 and k4_1+ 	prim + r 
i=1  
since z is a commutator of length pr]. in ••• y) 
by definition. 
It now follows that f. is a product of commutators of the form 
[ fi. m1 Zi •mr ZxJ 
where f is the conjugate of f 1 in (cfl)A , A (pr) ; and 
for i= 1, ... ,r, in. 	0 ; arid 1 + Em.p' 	), k , i.e. of type 
(12) except that we may have A I . The transformation of 
into f's is fairly straightforward 
Note that if A = (a0, ... ,ar_i) then 
A = (1, 0,... 0 ) y ao i y a1 	ar_i .... y 	, 2 r 
= ( i, , ... , 0 ) 
z a0 -1 ai 	ar_i 
I 	2 •-.s Z 
a1 	ar_i Let z = Z 1 	Z2 •••Zr 	. Recall that by (19) , for 
i = 1,... ,r , / 1z. ' 	= z( 	' ') ) , 






I m1 1' ••• ' Mr   r 
]
z 
[ f Z 	Z 	 Z 
 
1 19 m1 Z 1 P •• . 'nirr 
= 	l) -  'rn 	
•• .9 m. r1 . 1 
= [f, 	a, •.•, 	z ] mu 	I rn,. r. 
since the z's :cOiflniUte, 
Hence 	 3 , ... , rn1 - 1 	mr r 
= If , 	a i m1 1, 	 i'm
r z ]. .......(20) 
a0 -1 a, 	ar_i 	/ ' Rewrite a as 	 •.. z 	in 2O) and expand. using 
Lemma 1.1 ii) to a product of commutators each of which starts 
with [f1, m z
1 ..., mr r' and has other entries from 
By Corollary 5.2 , since the z.'s commute, we 
may re-arrange each of the resulting commutators in the form 
i t Ic1 Z1 
	' k,. z  ] 
where for i = 1, ... , r , k. 	m. . The result (12) now 
follows. I 
We now come to the alternative proof for the nilpotency class of 
Q n,r 
3.3 THEOREM  
r-1 
The nhlpotency class of C nwr r) P is p 	p+(p-i)(n-i) p 	r 
Proof 2 
By Corollary 3.20 , there exists a non-trivial simple commutator 
of length c(Qnr)  which starts with f 1 and has other 
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entries from Pr 	
Lemma 5.6 , d can be re-expressed as a 
product of commutators of-the form 
h = [f1, 
k1 
z 1 .9  
r k r-i 
where for i = 1. ... r 	k. 	0 and I + 	. 3. 1  i=1 




h = 	AJ 	
for some t 0 
A=1 
But if A = ( a0, ..., ar_I ) then 
A = ( i, a, ... .0) 
e, -1 a 1 	ar_i 
where z = 	 ••• Z 	, and. so 	= f . Thus if h 
then there must be at least (p-i) z. 3- 
's for each i in 
1, ... , r , i.e. k. 
1 	
p-i 
We also have that h , regarded as a simple commutator in f 4 , z 1 , 
z, is in the subgroup Cnwr(z 1 )X ( 2 )x ...x (z)} 
of 	n,r . Now Z = ( Z 1 )X z2)x ...x (Zr) 	5 transitive on (pr) 
and of order p.  Thus by Lemma 2.12 , the transitive permutation-
al representation "(p's) , z is induced, by the identity subgroup, 
so we may regard 
(pr)  as Z , where we-identify (1)z in (p') 
with z in Z . Thus 	 = 
If h j 1 our problem is now to find k 1 , ... k 	p-i to 
maximise the length of h in Q 	, where we regard z. as an,r 
ommutator of length p 
ri  for i1, ... , r , given that h is 
also a simple commutator in f 1 , z 1 , ... , z r 	p 
in C n wr Z . This 
is achieved by taking the non-trivial commutator of maximal length 
in Cn wr I given by Corollary 2.23 
	
i' n(p-1) 	p-I 
Z2, 	'p-I Zr] 
which as a complex commutator of Q n,r is of length 
r-1 	r-2 r-3 
1+n(p-ljp +(p-t)(p 	+p 	+... +11 
/ 	i 	t•-1 ( r-i = 1 +n1)¼p-1)p 	+p-I) Z p 
i=I 
/p-1)p r-I r 
= i+(n-1) 	+p -1 
= p 
r-1 . p+(p-I)(n1) I 	as required. 11 
5.7 PROPOSITION 
For i 	1,••• c(,) 	''.1(Qn,r )CD is generated modulo 
I^ r r 	 .4-1 	 .,4+.-.,.. 	I P 	 ., 1
V A&
'i+1n,r' 1' k1 1' 	k 	r 
where 	(f1 )= (c) 1  ; Z1,9 ... , z r are as defined in 
Definition 4.6 ; D is the base group 	 of 
and k1, ... kr 	0 are such that 
i = 1+ Z k 
j=1 
and if w is the smallest integer such that kw 
 0 , then 
k 4. n(p-1) , and for j = w+1, ... kp-1. 
Proof 
As a complex commutator in Q n,r , [f I k, z 1 , ..., 	
Z 
length 1 + Z 
k i 
pr- 	and so is in 'in,r . In particular, 
j=I 
= [f 1 , 	1)Z p-I W+1 ' 
, ... , 
p-I r 
z ] has length 
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r-w / 	pr-w-1 (p 1) pr-w-2 
1+n(p-1)p 	+p-ij + — p 




 - 1 
=p
r-w  L1+fl(P1) 
r-w 
= p 
Now h 	(f 1 , z , •.., z) (1'' '"'y) ri,r-w+i 	
and 
by Theorem 53 Q n,rw+i 
has nilpotency class 
r-w 
Ip +pi)(ni) . But by Corollary 2.25 , h 	1 • Hence 
hEY 
— 	c(Qn,r_w+i)(Qfl,r)\Yc(Q) + i n, r-w+ I 
Since the z . J 's commute, by Corollary 5.2 
Z , ... 
, w 	
J, kr z  ] I n(p-1) -k Z,  p-I - 1S1+i 
Z 1 , . 00 
, 'r-1-k r 
	
• 	r 
= [f1, n(p-1) Zw, p-I w l ••• ' p-I r 
=!i' 
and so [f1, kwZw •s• kr z r ] 
e  y. 1(Qn,r ) \i+i ( s,r 
As in the proof of Lemma 5.6 , [f1, k w ZW ] 	i' kww' o < t 
SO since z., ••• Z. belong to 	••, 
,y) by definition, 
[f1, k  z , ..., 	
z ] is a product of conjugates of EflkY] 
with respect to'w+1 ' 	'sr) . Hence 	f k  z , ... , 
	z ] k. r 
is in (x ) , where X w is as defined in Definition 4.15 w  
Hence [f1, kZ •.. 	z 	E (x) i+1n,r 	(xe) 
since Xwi generates Yin,r)r(Xw,) modulo  )'i+1n,r(1w) 
Furthermore, since [Y j (Qnr)CKXw ,) : Yi+i(Qn,r ) fl (Xw )] = p by 
168 
Theorem 4.2 , it follows that [f 1 3 k 	' k 
z  r 	
generates 
modulo Yi+i(Q,r)flXw) and the result now 
follows from Theorem 4.23 . 	 0 
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CHAPTER VI : The nilpotency class of CnwrB , where "(p2) , B" 
is a faithful transitive pair. 
Throughout this chapter "(p2) , B" is a faithful transitive pair. 
Note that if B has exponent p 2, then by Corollary 3.14 , the 
nilpotency class of is pp+(p-1)(n1) c(Q ,2 ) 
Thus from now on we need only consider groups B of exponent p 
The purpose of this chapter is to prove 
6.1 THEOREM 
Let "(p2) , B" be a faithful transitive pair such that B has 
order pt and is of exponent p • Then the nilpotency class of 
Cnwr 	B is p+n(p-1)(t1) 
An important result towards Theorem 6.1 is that transitive sub-
groups of P2 of exponent p are of maximal class : I am 
greatly indebted to Dr. Peter Neumann for pointing this out to 
me. The proof shown to me used module theory, but we will give a 
group-theoretic proof below. 
6.2 THEOREM 
Let B be a transitive subgroup of P2 of exponent p and order 
• Then B is of maximal class, and 
B = (-t+2(2' gy2) 	
for some g in y2(P2 ) , 
= ([' -+12 ' gy2 ) 
Proof 
The base group D of P2 
 = C wr C is generated by y1 and 
its conjugates, whose supports are mutually disjoint sets. Thus 
the base group of P2 is not transitive on (P2) , and so 
B = (BAD, g 1y2 , g2y2, ..., gkY2 
for some k 	1 , and g1 , ... , g 	in D 
Now for i = 2, ... , k, g1y2(gy2)-1 = g 1 g1 E 	 d. BCD , an so i i 
Y2 	(Br'D, g 1y2 ) . Thus 
B = (BflD, gy2) 	for some g in D 
Recall that by Theorem 3.3 , c(P2 ) = p , which is maximal since 
the artier of P 2 =C wr C is pP+l  . Thus the lower and upper 
central series of P coincide - this also follows from Theorem 
4.9 -,andfor i= 2,...,p, 
[y. (P9 ) : y. 1 (P9 ) ) = [ z_11 (P2 ) : z_(P2) j = p 
The commutator structure of P 2 
 arises because y2 does not in 
general commute with elements of D • That B is of maximal class 
arises basically because it contains an element gy2 , where g 
is in D , which does not in general commute with elements in 
BC' D - except in the trivial case for which B is of order p 2 
and thus automatically of maximal class 1 
We proceed by induction to show that for i = 1, •.. , t-1 , 
= z(P2) . 
Note that for a finite p-group G, z(c.) > z_1 (G) for 
j = 1, •.. , c(G) , and Z 1 
 (G) 	(i ). Note also that by Lemma 
5.17 ii) , for f and g in D = (c), [f, gy2 I = [ f, y2 J 
i=1 : B 	wr Cp , so by Lemma 3.17 ii) , 
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f C Z(B)CD => [f, gy2 ] = 1 -> If, y2 ) = I => f C z(P2 ) 
So z(B)flD z(P2) .But z(P2) is of order p , and so 
= z( 2 ) 	as required. 
Now suppose for induction that z(B)CiD = z( 2 ) for some 
j t-2 • Then for f in Z. 1+1 
 (B)CD , 
- 
[', gy2 E z i ( B)()D = z( 2 ) 	by hypothesis, 
=> If, y2 j e z( 2 ) 	 by Lemma 3.17 ii) 
=> f 
1ence z11 (B)()D 4 z(P2 ) . But [z. 1 (P2) : z( 2 )] = p and 
so we have the result by induction. In particular, 
z t-1 (B)nD = z_1(P2) > 	= z_2(B) r'. 
and so B has class at least t-1 • Since B has order p 
t , it 
follows that B is of maximal class t-1 , and 
B1D = Z t-1 (B) nD = 	= 'p-t+22 
Hence B = (-t+2(2' gy2 ) 	for some g in 
By Lemma 4.8 , since y.(P 2 )OD = y( 2) for i = 2,... ,p , 
'p-t+22 	K3' k'2 ] : k E I p-t+1, •.. , p-i ) 
Now for k > p-t+1 , 
k2 I = I yi I p-t+12' k-(p-t+i) ' 
= 	i' p-t+12' k-(p-t+1)2 
by Lemma 3.17 iii), 
E ( [ y1, -+2 1, gy2 ) 
Thus B = 	 1, gy2 ) , for some g in D 
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Finally we need to show that g is in y 2(P2 ) . This follows 
immediately from Lemma 6.4 below : recall B is of exponent p 
U 
6.3 DEFINITION 
We will write wow, ... w, 1 v for the element 
yO (yY2)r 
1 ••• ( 	N 
Y2 
of P2 , where for i = 0, ... ,p-1 , 04W i  p-i and 
0vp-1 . 
To make the following lemmas, Lemma 6.4 and Lemma 6.7 , more 




Imagine a torus made up of p wheels. The rim of each wheel is 
divided, into p equal parts by lines parallel to the equator. The 
symbols 1,... ,p are placed in successive boxes round the 
"zeroth" wheel which represents the permutation 
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y1 =y2 	 ...,p) 
The symbols p+1, p+2, ..., 2p are placed in successive boxes 
round the "first" wheel so that when 1 is aligned with p+1 , 
2 is aligned-with p+2 , and SO On. This wheel represents the 
permutation 
- (.p+i, p+2, ... , 2p ) yl -
In general, the i th wheel represents the permutation 
y2 = ( ip+1, ip+2, ... , (i+i)p ) 
with these symbols placed in successive boxes round the wheel. 
Then, if we align 1,p+1, 2p+1, ... , (p-i)p +1 , the permutation 
is represented by the p cycles 
( j, p+j, 2p+j, ... , (p-1)p + j ) 	for j = 1, ... , p 
parallel to the equator. 
Then, when the wheels are aligned to represent y 2 , if 1 4 a 0  4 p 
and 0 4 a 1 	p-i , the symbol a 0 +a 1p is to be found on the 
a 1 th wheel on the latitude corresponding to a0 . To obtain the 
symbol (a0+a1p )y2lC for some k I , we find a 0 +a 1 p and 
count round k boxes on the a 
0 	 0 1 
latitude from a +a p to 
a+r(a 1 +i)p to a+r(a 1 +2)p and so on, to obtain 
k 
(a0 +a 1 p )y2 = a0 +r(a 1 +k)p 
as required by (7) of Chapter I . Clearly, when k = p we get 
( a1p ) y2P =a0T( a1+p ) p, 
= a0 +a 1 p 
I . If 0 	a 	p-I as required once y2 - 
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to obtain say 	(a0 +a 1 p 
2,) k 
we first check if 	a = a 1 . If 
not then 	y1 2 	acts as the identity on 	a0 +a 1  p 	since 
a(yy2a) = 	1+a-p, 2+ap, ... ,(a+1)p 	. If 	a = a 1 	than we find. 
a0 + a 1 p 	and count round k 	successive boxes on the 	a1 th 
wheel, from 	a+a1p 	to v(a0+1)+a 1 P 	to 	v(a0+2)+a 1 p 	and so 
on to obtain 
k 
(a0+a1P)(y 	) 	




1p v(a0+p) +a 1 p 
= a0 +a 1 p 
as required since 	yY2 has the same order as 	y1 , namely 	p 
Now 	 . 	t. 
 
O suppose we wish o find 	i,, a0 +a1 p AgY2 j 	where 	C 	I , 
p.- 1 
g = w0w1 ... w 1 0, and Z 	. 0 	mod p . This can be done very 
simply on the model as we now describe, and the justification for 
this is the proof of the lemma below : in other words, we give a 
visual interpretation of the lemma here. 
We first re-align the 	p wheels, so that at the equator we have 
on the 	0th, 1 st, ... , (p-i)th 	wheels respectively. Then 	gy2 
is represented by the 	p cycles parallel to the equator 
(, v(+w0)+p,... 
for 	Z= 1 2 0.. Pp • Now proceed as described above for 	y to 
find. ( a 
0- 
+a 1P )(gy2)k : we find a 0 +a 1 p on the model and count 
round k boxes, from a 0 +a1p to 
v(a0+w) +r(a 1 +1)p = v(a+w) +r(a1 +1)p 
to 
+w 	+w 	)+r(a +2)p 
0 	r(a 1) 	r(a1. +1) 	1 
and so on to obtain 
a 1 +k- a 
	
(a0 +a 1p )(gy)k = v(a0 + 	 + r( 1 +k) p 
J -a1 
Note that from the lemma below, Lemma 6.4 , gy 2 is of order p 
P-I 
if E w. E 0 mod. p , and from above, 
j0 
a1 P- I 
(a0 +a 1p )(gy2)P 	v(a0 + 	- Z wT,) +r(a1+p) 
J =al 
= a0 +a1 p 
P- 
as required, since Z w 	0 mod p 
2. 
1=0 
We could have obtained. ( a 0 
 +a1p )(gy2)IC from the model when it 
was aligned to represent y2 ; recall that 
W0( 	
\ 	( Y2 P g = Y 1 \Y 1  / •..\Y 1 	) 
Y2 
 a 
so combine operating with elements of the form 
()r 
 with 
operations by y2 on the model to - obtain the result. This 
method is the way we prove Lemma 6.4 
6.4 LIMA 
Let g be an element of P 7 such that g = w0w 1 ... W i 0 , 
where for i = 0, ... ,p1 , 0 p-i . Then for k 1 , 
1 4 a0 p , 0a1 4 p-1 
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(a0 +a1p )(gy)k = v(a0+ Z w 	) +r(a +k) p 1 
j=a 1 
Hence !gY2 
 = p if and only if Z w. 0 mod p , if 4na only if 
g e y2(P2 ) 
Proof 
Recall y 3'2 = ( kp+1, kp+2 9 ... , (14i)p ) 
and k '-= Ic mod. p 	For 1 4 a 
k 
(a+a1p)y2 = a+r(a 1 +k)p 
for 0 	k' p-i 
0 4 a 1 	p-i , and k 	I , 
We proceed by induction on k 





(a0 +a 1 p )gy2 = (v(a 0 a 1 	1 +w )+a p)y
2 
= v(a 
0 a1 	1 +w ) +r(a +i) p , 
= v(a 
0 r(a 1 ) 
+w 	)+r(a 1 +1)p , as required. 
Suppose the result is true for some Ic in Z
+ 
 . Then 
k+1 	
a1+Kl 
(a +a p )(gy2 ) = ( v(a+ E w 	) + r(a +k) p ) gy 
0 	1 j=a1 r(j) 	
1 	
, 
by the induction hypothesis, 
+k- I 
= ( v(a + Z w+w 	+ r(a 1 +k)p)y 
j =a1 
o 	r(j) 	r(a 1 + 
2 
a 1 +1 
(j) = 	 7 v(a 0 
+ E w 	) +r(a 1 +k+1) p 
as required for the induction. 
a 
Now v(a + 
	
w 	+ r(a 1 +k)p = a +a 1p if and only if 
0 J=ai TJ, 	 0 
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a,+k-1 
k 0 mod. p and 	Z 	0 mod 
j 
Thus (a0 +a1p )(62)P = a 0 +a1 p if and only if 
a 1 +P- 1 	p-i 
Z W
,'
) = E 	0 mod. p , i.e. Igy2 I = p if and only 
j=al 	j=o 
p-i 




The pairs "A , B" and "6 , C" are said to be isomorphic if 
there exists an isomorphism 0 : B 	> C. and a bijection 
95 : A 	>8 such that for b in Band A in A , 
(Xb) 0 = ( A) (be) 
	
II 
We have the genera]. theorem 
6.6 THEOREM 
Let the pairs "A , B" and "6 , C" be isomorphic, and let A 
be a group. Then A wr&B  A wr6C 
Proof 
Let 0: B 	> C be the isomorphism of groups, and let 
A 	> 9 be the bijection such that for b in B and A 
in A , (Ab) = (A') (be) . Define 0 : AA 	> A6 co-ordinate- 
wise by 	A°' = f > , where f 
E AA and f E A 	both
AO 
correspond to f E A . Then 9' is clearly well-defined and is an 
isomorphism : bijection is clear, and if 	f,g € A 
(fg)O' = ( (fg))O' = (fg) ;4 = fg 
where f v gx ( A and 	f 4 IV 94 E A 	correspond to 	f 	and 	gXO 
in 	A, and SO 8' is a homomOrphism. 
Now define 	
____ 	8 : A wr&B 	> A wr C by (fb)& = (fO')(bO) ,for 
f in AA and b in B • Then i is clearly well-defined. We 
show 0 is a homomorphism. For f,g in AA  and b 1 ,b2 in B 
(f b 1 gb2) = (f gb1.bb) 
-1 
= (fgbl )e' (b 1 b 2 )6 
= f8' (9 	)8 1 b 1 8 b 20 
and 
(f b 1 ) (gb2) = fe' b 1 8 gO' b28 
= fat (901) (b, 	b 1 8 b 9 6 
so we need to check (gbi 
 
Now g= n 	for hA(AA, AEA.Thus 
MA 
b 
(g 	= II (h 1 )O = U (h,_
EAi 	
). 
MA 	 I 	 A 
MI 
(g9t)10) 	
= ( II (he') 
)b 1 0 , 
MA 
= (IT (h) 1° 
MA 
= n(hbi O ) , 
MA 
= U (Xb1o) 
MA 




Since 0 and 0' are isomorphisms, (J is clearly bijective, and 
0 f is an isomorphism. 
6.7 LEMMA 
Let 	g 	be an element in Y2 
 (P
2
). Then for i = 	1, ... ,p-I , 
(1y12] gy2 ' ([y 1 2] Y2 ) 
Proof 
Let D be the base group (c p )( 
	of P2  = Cp 
 wr C , let 
G = ([y1 	gy2 ) and let B = ([y 1 , jY2  1, y2 
 
Since D is abelian, for f in D , f2 = fY2 and so 
GOD ([y30,y 2 )Y  : y C (gy2) 
= ([y,.yJY' : y' C (2) 
= 
Define the map 9: B 	G by (fy)0 = f (g y2)k for k 0 , 
and f C Bfl]) = G1' D • Since gy2 is of order p by Lemma 6.4 , 
the map 0 is clearly well-defined. We also have 0 is a homo-
morphism, for if f and h are in Bn D and k 1 ,k2 0 
(2)8=(fh1 	a+a fy 1hy 	 ), 
-k1 	kk+ = fhY2 (gy2) a 2 
= f h 	
2 
	
(gy )kl +k2 S 
= f(gy )k




Clearly for f in BCD and k > 0 , (fy)8 = 1 if and only if 
f = I 	and k 	0 mod. p , i.e. f = 1 and y = I , 30 8 is 
jnjective, and since G and B are finite it follows that 9 is 
an isomorphism. 
Let g = w ... w 	0 • Define a bijection 	
2) 	( 2 
: (p > p ) as 
0 	p  
follows. For I 4 a ri p, 	a = a • For 14a 	p and. 
0 	 .0 	0 	 0 
1 4 a 1 ri p-I 
a 1 -1 
(a0+a1p) = v(a0 + 	w.)+a 1 p 
J =0 
The map 	is a bijection since 	v(a0+ 	:j a
0 = 1, ... 
is the set (p) 
Note that a0+T(a1+v)p = (a 0 +a 1p)y, and 
v(a0+ 	 = (a0 +r(a 1 +v)p) 
We need to show that for A e (p2 ) and b e 3 , (Ab) = ( 4) (be). 
Let 	A = a +a p 	where 1 	a 	p 
	
a 	p-i , and let and 	0 1 0 1 0 
x 	= 	Y I P .y2 ] . Then any element b 	in 	B 	is of the form i+I 
U 0 I U1 \1\ p _ 	Up_i 
I ( 




_i) Up_ i 
= X 	(. 
i+1 
gy2j 
1+1 	/ •••  
where for j =0,...,p-1, 0u 	p-1 ,and. 0vp-I 
Note f C Bñ D = GA D • Now ( a 0  + a 1 p ) f = y(a
0 + u) +a 1 p  where 
( 2ai) u 
is the power of Y Y 2 in f , and so 
( ( a 0  +a 1 p )f ). = (v(a




+ u) +a 1 p 	
0 
= 1 v(a + u + E 	w j ) + a 1  p 




(a 0 f 
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if a 1 	0 
if a 1 = 0 , 
if a 1 	0 
if a1 = 0 
= ((a0 +a 1 p))f ,- 
i.e. 95 and elements of B(1D = GO 	commute. 
(a0 +a1p )(b)O 









a+v-i 	 V 
=((v(a
0







= (v(a+ 	E wr(j1+T(al+v)P)fY2 
V 
= (a 0  +r(a  I + V) p ) o fY3 
V ' V 
=(a0 +a 1 p )y2 	fY2 
if a 1 	0 
if a 1 = 0 
if a 1 j 0 
by Lemma 6.4 , 
if a 1 = 0 
By Lemma 6.1 
V
Y 
= (a0 +a 1 p )y 1 fy 	 since 0 and f 2 c BnD=GnD  
commute, 
= ( ( a0 +ap)b )4 	as required., and we have the result. 	0 
From Theorem 6.2., Theorem 6.6 - and Lemma 6.7 we have 
immediately 
6.8 THEORE2A 
Let B be a transitive subgroup of P 2 of exponent p and order 
p 
t .Then 
C  WrB 	C  
..(P2)( () , y2), . 	 U 
The proof of Theorem 6.1 now proceeds in much the same way as the 
second proof of Theorem 3.3 given in Chapter V •Wefirst need 
a couple of definitions. 
6.9 D'fl'TTI0N 
tl._.._ 	- _'• 	 - - 42; 1 $ •.. it St = 	 '2 / 	
U 
6.10 DEFINITION 
For i=2,...,p let x. 1 = [ y 1 , 1_1y2] . 	 U 
6.11 
Note that x. 
1 	1,1 	 1,1 
= z where z 	is as in Definition 4.7 , and. 
that by Theorem 6.2 , Bt = (x_ +2 y2) . Also, for 	- 
0 4 s 4 t-2 , x 	= p-t+2+s [x
2 y21 , a commutator of length 
1+s in Bt. 	 U 
Analogous to Lemma 5.4 we have 
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6.12 
Let 	1 be a simple commutator of length k in CnwrBt 
with first entry g from D = 	 and other entries from 
2 • Then & can be re-expressed as a product of 
commutators each of which, when regarded as a complex commutator 
in Cnwr 	, is of length at least k , and of the form 
[ gZ, b
1 , ... , b, m2 	
... ... .(i) 
where g 
z is a conjugate of g , 	0 , in 0 and 
b 1 , ..* b e I x p+2 , x 	,  
Proof 
The proof of this lemma is obtained by substituting x 2 for 
	
in the proof of Lemma 5.4 , with r= 2 . 	 I] 
Analogous to Lemma 5.6 we have 
6.13 LMA 
Let 	1 be an element in 
nwr 	Yk+1 (CPnBt) 1 D 
where D =C p n 	 , the base group of CpnwrBt . Then 
can be expressed as a product of commutators of the form 
f 1 , kZl k2Z2 = [f1, k1Xp k2 
where (f l ) = 	;z and z are as in Definition 4.6 ; 
for i=1,2, and. i+k 1 (t1)+k2 
Proof 
Note that [f1, k Z l k Z2 j is a complex commutator in 
CPnWrBt of length i+k 1 (t-i)+k2 since z = x is a 
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simple commutator of length t-1 = c(B) in Bt , and z2= y2 
is of length 1 in Bt 
By Lemma 2.6 i) 	e [D, k-i Cflwx 2 Bt] ' 
= [D, k-it 	
by Lemma 3.17 iii) , since 
D is abelian. 
Now B= (x_ 2  y2 ) by Remark 6.11 , so & can be expressed 
as a product of commutators each of length at least k of the 
g, C1,..., °kI ] 
	 . . . . . . .() 
where c, ... ,Ck, are products of x2 and y2, and g is 
in D . Expand each commutator (2) using Lemma 1.1 ii) 
repeatedly, to obtain a new expression for & as the product of 
commutators of the form 
h = [g, c',... ,c.] 
where k 	k-I , and C 1' , ... , c,. C jX  
The proof now proceeds exactly as for Lemma 5.6 , except we 
substitute x 2 for y1 in the h of the proof of Lemma 5.6, 
and apply Lemma 6.12 rather than Lemma 5.4 . 	 I] 
Proof of Theorem 6.1 
This is a minor modification of Proof 2 of Theorem 3.3 given 
in Chapter 'V : substitute Cnwr3t for n,r 2 for r 
and thus (p2) for (p'),B for Pr 	
Lemma 6.13 for 
Lemma 5.6 	
z = a0-1 a, 	for z = z1a0 1 a1 	zrar_1 
z = (z 1)x(z2) for Z = Iz 1, 
\x ...x(z r) , and. we finally have 
'  
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[f 1 , fl...1) 7' 1 _ 1 Z2 ] is a complex commutator in: 
of length c(Cnw'B) , namely 1 +n(p-1)(t1) +p-1 = 
p+n(p1)(t1) as required.. 	 I] 
6.14 REMARK 
Since it is nice to have Theorem 6.8 , we have given a proof of 
Theorem 6.1 using this fact, but it really just simplifies 
notation, for Lemmas 6.12 and 6.13 generalise for (x_t+2 
1 
gy2) 
rather than Bt , where g is in y2(P2) . This follows since 
9Y2  [x_ ,2 , y2 ] and z 1 and g y 2 commute as 
(z) = z(2) , i.e. 	(z1,gy2 ) = (z) x (gy2)..  In the proof 
of Theorem 6.1 we could thus just substitute gy 2 for y2 , to 
obtain the result. 	 U 
165 
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CHAPTER VII : Towards a formula for the nilpotency class of A wrB 
where A is a group and "A , B" is a pair. 
In this chapter we attempt to put back the scaffolding possibly 
used by Shield, to obtain Theorem 2.2 - Corollary 5.5 [17] 
We do this in order to show how a generalisation from the standard 
wreath product to the permutational wreath product may be made, and 
in particular, what we would need. for Conjecture 3.2 to be true. 
We do not aim to always give formal arguments for the standard 	- 
case. 
For easy reference we generalise the notion of a simple cpp-com-
mutator... 
7.1 DEFiNITION 
A simple pseudo-commutator of a group G is an expression of 
the form 
t 
[ [•••[ g1t , g2 I t 2 •• , g_ 1 ] 	g ] t  
where for 	i = 1,... , , g. C G 	and t. e Z . If 	G 	is 
periodic we may choose t. 
1 
in IN 	. 0 
Note that simple commutators are simple pseudo-commutators. 
7.2 DEFINITION 
Let p be a fixed prime, and let a and b be integers such that 
a b 0, a>,1 • Let 
]tt_i g]tQ 
- [[•..[ g 1 , g 2 
] t 2 ••• 	g1 
be a non-trivial simple pseudo-commutator in the group G such 
that for i = 1,... i t , t = up 11 ' where ps"  is the highest 
power of p dividing t . Note that since F. j 1 , t 0 for 
i = 1,... , .Then we define the (a,b,1)-length of jd to be 




Clearly if fL has (a,b,1)-length w then 	e ab1() : see 
P.24 of Chapter I for the definition of the (a,b,1)series. 
We now look at the standard wreath product. Let A be a nilpotent 
p-group of finite exponent, and let B be a finite p-group. Then 
by Theorem 2.1 , A wr B is nilpotent, and by Lemma 3.19 and a 
result such as Lemma 2 i) there exists a sirnple con-lrr%utator 
	
jn LA 	Aw'B1 where c = 
c(AwcB). 
c-I 
iet i 	= g1 	92 'D2 ... , g.b ] , where 1 	j 4 C , and for 
i1,...,j, gEABanabEB.WealSOhaVefOr 
3. 
i = 1, •.., j 
g 	flx 	 where x 	EAb. 
bB i,b 
i,b 
Then by applying Lemma 1.1 i), ii) repeatedly to a we can 
re-express a as a product of non-trivial simple commutators 
each of length at least j and of the form 
i + dI = [ h i _,. , C 1,1, ... , C11 	h22 c2,1 , ... -' c2,,2, h3b 
, "1 
... 	 ... 	] 
where for i = 1, ... , , Ic. 	0 , b. E B , the element h 	of 
i ,bt 
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A.. b1 corresponds to the element h 1 . of A , and c i,:1 
, ... ,c. 
are in B 
In particular, since 4 is in Y(A wr B) , 	is a product of 
non-trivial simple commutators of type (i) of length exactly c 
and let 	be one such commutator. We want to obtain an expres- 
sion for each k. in 	given that we know 
Z k. +& = C 
i=1 1 
We will show that a non-trivial simple commutator ' of type (i) 
can be re-expressed as a non-trivial simple pseudo-commutator 
= [••• [...[ 	
t2 
	
h11, h2b1 ] 	.•. h_1 , bp 
jti_ I hb ,• c ,I , 000 
] 
. ... . . . . (2) 
where for i = 1, ... , t-1 we have t. > 0 and h 	e A, 1 	 i,b 0 
corresponds to the element h in A • Note that since we have 3. 
"removed" c 1 , ... , c. 	for i = 1, •.. , £-1 , (2) may have 
shorter (1,0,1)-length, i.e. shorter nilpotency length, than (i), 
but we will see we can "put back" at least as many terms as we took 
out. 
For i = 1, ... , , let 
f i,b = [ h , b'cis I I • • • ' 
C1 	h2b , . • • 
the commutator f t of (i) up to and including hib. . Note that 
since f i,b 	 1, 
starts with h b, 	A <I A wr B , 
f = Ch 1 ,b1 ' 1,1 	 h 	
".
c_1 , I( ._ 1 ] • • 	c1,ç1 	2,b2 
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and so since the co-ordinate subgroups A.bIbEB commute element-
wise, by Lemma 1.1 i) 
f i 	
= Ef, h i 	
E Ab ,b ,b - 
For b in B and i = 1 ... 	let f ±,b = (i,b1) 	
b which 
is an element in A  
We can now define the t.' s of (2) : for i = 1, ... , -1 , let 
f 	be the power of f• b. 	




Note that any pair of conjugates in (3) commute since if they are 
not equal then they belong to distinct co-ordinate subgroups of 
AB . Then for i = 1,.. ; 1 , 
=i,bL 0 L,i •.• , °L)c' hub 
[f 	, h. 	 by Lemma 1.1 ±) 
1, t+i 	1+1, t+i 
We now prove by induction that for i = 1, ... , 
h 	
]tt_l h 	) 
i,b= 	
h1• 
2,bt 	' ... , 	 ' i,b 
•ISS•• .(5) 
= h b 
 by definition. 
- 	1,b 1 	1, 
Now suppose the result is true for i- 1 • Then by (4) the result 
is true for i and induction gives us (5) as required. This 
shows that fcan be expressed as a simple pseudo-commutator 
1, b  
in 	. But 
189 
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= 	, c , l , S.. 	i , 
h 
l,be ' 2,b Q 	•.. 	 e. 
by (5) and so d I  is of the form (2) with t. defined, as 
above : note that since £' 	1 we must have t 	
0 for 
i = 1,... ,-1 , and so since A wr B has finite exponent, we can 
choose t. > 0 . Also note that since f•b = f 
1 	 1 ,.b 	1,1 
-1 	 -1 
= 	
)bQ 
 [ ( s )bt. , b] 
=i' 	
, c:1 1 , ... , 	 ] x 
b' 1 	'b 1 
[f 	
c C ,2 	... 	b ] 
where each of 	 comrnuators is a simple pseudo -commutator 
of (1,0,1)-length at least as great as that of 	' ,.. and is of the 
form 
h1'1 , h J 	, , h,e_i ) 	h:, .Q1 ...  
I 
. . . . . . . (6) 
where k& 	k , and h1 , ... , h , , t 1 , ... , t_ 1 
are as above for 
,. 
 
and £Q,1 , • • • , 	C B 
We now look in general at simple pseudo-commutators in A of the 
form 
1 + h = [[...[h 1 
	2 
ti h 	•'• , h e,_i 
	
I21 
h ) 	.......(7) 
where Z, h 1 , ... , h and t 1 , ... 't 	are not necessarily the 
same as in " above. Let h be of order p ' , and for 
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-let t. = u.pV where 	is the highest 
power of p dividing t , so u 0 0 mod. p • We claim we may 
rewrite h E A = A 1 4 A wr B as a simple pseudo-commutator in 
AwrB, 
= h [... [.•[ 	 • 	c ,1 I ,b, c 	
, 
•.. 	, h 2,b2 C2,1 • • 
,h 	b' 	2 '•• P Cal k'  
• . • • . . (8) 
where for i 	= 	1,... -1 u 	0 	mod. 	' b 	C B hib! = h1 
= c(C +1 wr B) —1 , and c,1, 	•.. 	Ci e B • In addition, if 1 	 p 
h = f — , given in 	(5) , we claim that for 
i 	= 	1, •.. ,-1 
k'. 	k. 	, whare h. 	is 	as in 	(1). 
1 1 1 
V 
, 50 Furthermore, h E A 1 . , since he - i 	
aud ' .j. vL - . r p —  
there exists a non-trivial simple pseudo-commutator in A wr B of 
the form 
[, C ,11 •.. 	 I 	 - • ......( 9) 
Where k = c( C. wr B) — 1 , c ,1 , •.. , c; k'  e B, and in addition 
if h = f 	we claim k' k 	k 	for which k is given in . , e 	—e —.e. 
(6) and k is given in (2) • We will prove all these claims 
later in the more general context of the permutational wreath 
product, in Lemma 7.9 
It follows that given a non-trivial simple pseudo-commutator Ii 
in A of the form (7) we can obtain a non-trivial simple 
pseudo-commutator in A wr B of (1,0,1)-length 
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E c(C v+1  wr B) + c(Cwr B) 	 .......(io) 
i=1 	P 	 p 
and so for each h , (1.0) is a lower bound for c(A wr B) . In 
particular, if h = f ,1 , we obtain a non-trivial simple pseudo-
commutator (9) of (1,0,1)-length at least that of 	', i.e. of 
(1,0,1)-length equal to c , and so for i = 1, ... ,-1 , the 
values for k. in (i) are given by 
k.=c(CvL+l wrB)-1  It 
p 
and in (i), k =c(CwrB) - 1 .Thus 
p 
4-1 
c(A wr B) = Z c(C v+ wr B) + c(C wr B) 
i=1 	P 	 p 
At this stage, from looking at examples of standard, wreath 
products, we might guess that 
c(Cn wI' B) = c(C wr B) + (p-1) d(B) (n-I) . 	.......(ii) 
Shield calls the constant (p-1)d,(B) "b(B)" , but to avoid 
confusion with elements of B , 
7.3 DThITI0N 
For a finite p-group B let a(B) = (p-1)d(B) . 	 U 
Then if we assume (11) is true, we may simplify (10) as 
Q.-I 
Z c(C wr B) + d,(B)v. I + c(C wr B) +d(B)(v-1) 
i=1 	 p 
Q-1 
= c(C WI' B)t + !j( B) 	E v. + V - 1 
p 	 1=1 
7.4 DEFINITION 




Note we are not assuming Shield's definition of the constant 
a(B) of a group B • Note also that by our assumption (ii) , 
a(B) > d(B) , since we clearly cannot have c(C2 wr B) greater 
than 2c(C wr B) = 2a(B) 
We now introduce the (a(B), d(B), 1 )-series of A into the 
argument. The simple pseudo-commutator h + 1 of A given in (7) 
has (a(B),d(B),1 )-length a(B) +d(B) E v. 1 
 from Definition 
v-i 
7.2 , and so the non-trivial pseudo-commutator hp 	has 
(a(B), d(B), 1 )-length 
Q-1 
+ d(B)j E v + v- 1 
i=1 
If we assume (ii) is true, then this is precisely the (i,o,i) 
length of the non-trivial simple pseudo-commutator Ii of (9) 
which we obtained, from h • Thus the nilpotency class of A wr B 
is bounded above by the (a(B), d(B), 1 )-class of A , which by 
Corollary 1.4 is 
maxi a(B)w.+d(B)(s(w) -1): 1 4 w s c(A) 	 .......(12) 
where a commutator of nilpotency, i.e. (1,0,1)- , length w in A 
has order at most p 
S(W) 
We show that this is also a lower bound by constructing a non-
trivial simple pseudo-commutator of (1,0,1)-length (12) , and 
thus we obtain (12) as the n.ilpotency class of A wr B 
After Lemma 6.7 [16] , Shield remarks 
u the well-known result that... the commutators of weight i 
generating y.(c) may be restricted to being ... left-normed. 
carries across also to the other series" , 
in other words, Lemma 1.5 here generalizes to the (a,b,e)-




For a group G , Yabl(G) is generated modulo y' 1 (c.) by 
elements of the form 9 	where g is a simple commutator of 
length u in y(G) \Y 1 (G) and gp has (a,b,1)-weight 
au+bv = i 'U 
 
Note that this is a stronger result than Lemma 1.2 
7.6 COROLLARY 
If G is an (a,b,1)-nilpotent group of (a,b,1)-class Ic , then 
there exists an element 1 j gP in G such that g is a simple 
commutator of length u in \ '+1 (G) and a u + b t = Ic . 0 
Corollary 7.6 does not follow immediately from Lemma 1.2 , but 
is used by Shield in the proof of Theorem 5.4 [17] , although 
in [16] after the above remark Shield claims he does not need 
Lemma 7.5 in [17] , and so omits the proof. We will, for ease of 
exposition, assume Lemma 7.5 is true, but note that we could 
still obtain (12) as our lower bound for c(A wr B) without it, 
by defining and using complex pseudo-commutators, which have the 
usual problem of complex commutators of being difficult to write 
down in general form. 
Now Corollary 7.6 tells us that there exists a non-trivial simple 
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pseudo-commutator in A of (a(B), d.(B), 1 )-length equal to the 
(a(B), d(B), 1 )-class of A , and so using (8) and (9) , and 
assuming (ii) , we can obtain a non-trivial simple pseudo-com-
mutator in A wr B of (1,0,1)-length equal to the 
(a(B), d(B), 1 )-class of A • Thus if (ii) is true, we have 
proved 
c(A wr B) = maxi a(B) w + d.(B)(s(w)- i) : 1 r. w f. c(A) 
where a commutator of nilpotency weight w in A has order at 
most 	This last construction is the idea behind Shield's 
proof of Theorem 5.4 a) [17] 
We have now given the part of the argument which we will later 
generalise to the permutational wreath product. The gap that still 
needs to be filled here is (ii).. 
We could show c(C ti wr B) 	c(C wr B) + d.(B)(n-1) 
if we could obtain a non-trivial complex commutator of length 
c(C wr B) = a(B) of the form 
h = [f 1 , b 1,t)m 	&] 	 .......(14) 
p -i 
which is not a p th power, where 	(f1 ) = ( cn) 1 	
b 1 , ... , b 
are in B , g 4 (b 1 , ... , b) but g e Yu( B) \ 	(B) and is 
v-i 
such that up 	= d(B) : such an element exists by Lemma 1.2 
For if h is not a pth power, neither is 
• f 1 , b1, ... ,b] = flfbu ; b c (b1, ... ,b) 
where f = f b and. 0 	< p n , and so there exists b' 	n 
(b 1 , ... , b) such that u.b, is not divisible by p , i.e. 




g i 	1 	 .......(15) 
c 
where q = p 
v-i 
 p + (p-i)(n-i) . Thus 
= [ril f: b x (b 1 , ... ,b m ), 	g] q-1 
= 	
q-i g] 
: b e (b 1 , ... , b) 	by Lemma 3.17 iii) 
since the conjugates of f 1 commute, 
1 	by (15) 
and so we would obtain (13) . Shield constructs a commutator of 
type (14) in the proof of Theorem 5.4 a) [173 , using the so-
called standard basis of B , which is shown to exist in Theorem 
2.4 [17] , and gives us in addition a formula for a(B) = c(CwrB). 
Shield also uses the standard basis to obtain the important 
result Lemma 3.8 [17] , which we will see gives us 
c(Cn wr B) 4 c(C wr B) + d(B)(n-1) 
We will interpret what Lemma 3.8 [17] says for the group 
Cn wr B • We claim Lemma 3.8 [17] implies that for b in B , 
if 	(rb) = (cPn)b. , e c(C. wr B) = a(B) and. b 1 , ... , 	( B, 
then 
b' b
1 , ... ,b] = gP 
where g 	1 Ya(B)_d(B)+l(Cpn  wr B)n(Cfl)((Cfl)B)P . ...... (16) 
Note ( (c)B)P  (C n- )B 
Rewrite each b. in its standard form relative to the standard 
basis of B - see p. 59 [17] - and then expand 	b' b 1 , ...bt 
using Lemma 1.1 ii) repeatedly to obtain a new expression for 
b' b 1 , ... , b] as a product of commutators each of length at 
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least 4+1 and of the form 
(b' -1)(b -i) ... (b.-1) 
- b 
where for i = 1, . 	£' 	b' belongs to the standard basis of •.., , i 
B , and f is as above. 
Now (b -1)(b 12 -i) ... (b,-1) is a monomial in the integer group 
ring Z  - defined on p. 69 [17] - , and has weight at least 
• Lemma 5.8 [17] now says since V 	a(B) , 
[ç b, ..., b] may be re-expressed as a product of elements of 
the form 
(fbXd)P 
where X is a monomial of weight at least V - d(B) , which is 
greater than or equal to a(B) - d(B) since V 	a(B) . The 
monomial X  is thus of the form 
rk IT 	(1 -1)(c 2p 	 - i) 
where for i = 1,... ,k, c 	is in the standard basis of B , 
r 	0 , and if c eY ut 	
\uj() , then the weight of X is 
given by 
	
- a(B) 	a(B)-d(B) . 
An induction on Lemma 3.6 [17] yields 
 po 
_1)P' + 
for some q in ZB , and so 
XCL = ((c1 - 
1)Pnl +1) ((02_1)Pr22) ... ((Ck J)Prk+ Pok) 
= (c 1 - 
)pr I 
 (c2 _l)2   
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= 	b' r 1 C
1 , r2 C2 	P rk ck ] b 
E ly a(B)- d(B) 1 (Cn 	
wr B)r(C) 	( (c))P by (17), 
and we obtain the result (16) 
As a corollary to 
c(Cn wr B) 
We proceed by ind.0 
=. (cPn)b 
then 
(16) we will olitain 
c(C wr B) + d(B)(n-1) . 
tionon m to show that if I 4 m r. n 	beB, 
c(C wr B) + a(B)(m-l) and b, ... , b e B, 
b' b
1 , ... , b ] = 
gpm 
for some 	 'a(B) - j(B) 1(C 	
wr B)i(c)3} ((c)B)P 
.......(19) 
m=1 : This is just (16) 
Suppose now the result (19) is true for m • Then if 
c(C wr B) + !I(B) rn, b 1 , ... ,b & c B, and 
k = c(C wr B) + d(B)(m-1) 
b' b
1 , •.. , b] = [ 1 fb , bl , •.. , bk ], bk l ,  
[gP 	bkI ... ,b J 
where g E 	
'a(B)- d)+lp 	
B)n(c) 	((c) 3)p by the 
induction hypothesis. 
Since g e (c)B which is abelian, by Lemma 3.17 iii), 
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[gP, bkl
, ... , b ) = [g, bkl , ... 'b 
By Lemma 2.6 i), and repeated application of Lemma I • 1 ii) and 
Lem- 3.17 iii) , we can re-express g as a product of simple 
commutators each of length at least a(B) - d(B) +1 and of the form 
(f b" 
 c1, ... ,c) , where b' e B'bt 	 = ( cP n )bt , 
u a(B) - a(B) , and c, 	'c e B. Then substituting this 
product for g in [g, b 1 , ... , b 4 1 , and expanding using 
Lemma 3.17 iii) repeatedly on the product we re-express 
[g, bkl , ... , b j  as a product of simple commutators each of 
length at least a(B) - !I(B) +1 + -k a(B) -d.(B) + 1 + d(B) = 
a(B)+1 of the form 
[f b'' all 
... , c, 
where 	(rb' 	= (CPn)bI , 
U' 	a(B) , and c 4 , ... C, 	B 
Thus  by (16) , 
b'' c1, ... ,c, J = 
where 	Y a(B) - d(B)+ I (C p n wr B)n(G
fl ) 	((C)B)P , and so 
since (c)B is abelian, 
[g, bkl ... ,b 
] = ( t )P 
where 	' e b'_ d(B) 1 (Cn wr B)r(:Cn)B ( (c)B) , i.e. 
b' b
1 , ... , b] = 	
)P 
m+ I 
as required for the induction, and we obtain (19) 
It now follows from (19) that if £. > c(C wr B) + d(3)(n-1) , 
(f1 ) = (c) 1 , and b 1 , ... , b E B, then 
[f 1 ,b 1 ,... ,b g ] 
E 	
'a(B)- a(B)+ 
1 (c wr B)fl(Cfl)B)P ( (c)B)P 
= (1) . 
Thus since by Corollary 3.20 there exist extra-special com-
mutators of length c(Cn wr B) which are non-trivial, there 
exist non-trivial extra-special commutators of every length less 
than or equal to c(Cn wr B) , and consequently we have 
c(Cn wr B) 4 c(C wr B) + d(B)(n-1) 
as required., so we have proved assumption (ii) 
We now remove the scaffolding ; all the man i pulations on simple 
commutators in A wr B , of the form [g 1 b 1 , 92b 2-1 ... , gb] , 
are confined to Lemma 4.2 [17] . Note that in fact Lemma 4.2 [17] 
is a stronger result than we need for c(A wr B) - it is also 
used to prove the result for d.(A wr B) - and we could make do 
with just 
a 
[ g 1 b, ... , gb] 	( b12 •.. ,be 11 	
(B), - ci.(B), 1 
(A) • 	......(20) 
Note also that the proof of Lemma 4.2 [17] uses Lemma 3.8 [17] 
Lemma 4.2 [17] gives us the upper bound for c(A wr B) , and as 
mentioned above, Theorem 5.4 a) [17] gives us the lower bound. 
We have completed the discussion of the standard wreath product, 
and will now try to generalize to the permutational wreath 
product : we aim towards Conjecture 3.2 
By the remark after Theorem 2.4 , we may restrict our attention 
to W = A wrB , where A is a non-trivial nilpotent p-group of 
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finite exponent, B is a finite p-group, and "A , B" is a 
faithful transitive pair, i.e. A = (pr) for some r 
7.7 L3I1VA 
For 	1 4 w 4 c(W) , every element 	g in 	AA 	of weight 	w 	can be 
expressed as a product of non-trivial simple pseudo-commutators of 
the form 
I 	h = [[...[h1t1 , h2 ] 2 , 	, h_ 	
]t_i 
, 
h, b 1 , ... 	b] 
.(21 ) 
where 	Z,> , in 	0, 	h1 , ... ,he ( A 1 , i.e. we have identified 
a symbol in A as 	11 1" 	, b1, ... ,b . B; and. if for 
I = 1, ... "e -1 , 	 t i= up' 	where p1• 	is the highest power of 
p dividing t i then 
C-1 
E c(Cvt+i wr B) + I+m w. 
i=1 
Proof 
Note since h 	1 , t. 4 0 for i= 1, ... , -1 , and u. 	0 
mod. p . Since A wrB is nilpotent by Theorem 2.4 , it follows 
from Lemma 241) that g can be expressed as a product of simple 
commutators of length at least w of the form 
= I g 1 	g2b22  ... , gab. ] 
where jw, and for i=1,...,j, gEA& and b.EB. 
Now for i = 1, ... , j we also have 
	
g. = fl x 	where x. 	E A 
1 AcA  . 	
i,A A 
By applying Lemma 1.1 1), ii) repeatedly to & we can re-express 
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as a product of non-trivia-], simple commutators each of length at 
least j w and of the form 
1 	= [ h ,A 	C 11 • • 	C1 ,k1 h2 , 02,1 	' 02k 2 ' 
h.&A 	c,i , ... , Cl?.,k I 
- 	....... .23 
where £ 1 	and for i = 1, ... 	A i 
 c A 	hiA e A. 
corresponds to the element h of A ,i 0 , and 
c. 	,...,c. c B 
For i = 1, ... , , let 
jA. = [ hi. 	
a l p  1 • • • 	 12,A2 
c 	. . h1,• 
the commutator £' up to and including h. 	• Note that since 
f. 	starts with h 4 	E AA 	A wrB 
f = [h 
1 
	0111, •.. ClIki I h2,A, ... 	 ] E A 
and so since the co-ordinate subgroups JA k J  XEA commute 
elementwize, we have by Lemma 1.1 i) that 
f. 	=[e, h. 	lEA 
1,AL 	 i,A , 
For A in A there exists b in B such that A. b = A since 
B is transitive on A • Then define f 	(f 	)b which is 
in AA. 
	
We can now define the t. I s in (21) : let f. 	be the power 
3, 	 1, t+i 





Any pair of conjugates in (24) commutes, since if they are not 
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equal then they belong to distinct co-ordinate subgroups of AA 
Then by Lemma 1.1 i) 	for I = -1, ... 
iA.' 
C 1 ...c L 	 h1+1 	1 
i.+i 
hj1 	1 . 	 .......( 25) i,A j.+1 
We now prove by induction that for i = 1, ... , 
h 	
1t2 
= 	1,A1' h2x 	••• h, 
	Jt_l, hj,• 
(26) 
j= A  = h 	
by definition. 
— 	1, 	1, 
Now suppose the result is true for i-I . Then by (25) the result 
is true for i , and induction gives us (26) 
This shows that f. 	can be expressed as a simple Pseudo- 
3., 
commutator in A • But 
= 	,A' c1, ..., Q, ke] ' 
- 1... c...  I h t',h 	]2 ]ti h CL 2,A ' •• '.-i,A 	,i ' 
... ,C2 
Since B is transitive on A , there exists b in B such that 
A&b = I . Identify A with the co-ordinate subgroup A 1 of AA 
so identifying h. 1  with h. 1 	
for i.- = -1, ... .9 . Then 
i 
	
= [••• [... Ch 11, h2 
] 2 
 ... , h_1 	, h, c, 
, C2,< ] x 
[.•. [.. [ 	h2 
) 2 
 •.. , h_1 	, h, c, c, 
b 	-1 
. .. . . . .(27) 
which gives us 	g as a product of commutators of the form (21) 	, 
but we still need to check 	(22) 
V 
Let t 	u 
1 	
is the highest power of p dividing . = .p where p 
1  
t. , for i= 1,... ,-1 . Note since & I 	I , t. 3. 
> 0 . Let 
1  
f. 	CA A. have order pWL • Then w. 1 	1 
> v. 	and (fi, 	
B 
t 
is isomorphic to CwrAB . Now 	 C 1 ... , C 	j is a 
p 
t. 
product of conjugates of f. 	which commute, so if f 1
. 	is 
,At +1 
the power of f. 	in (24) , then (24) is at most a p11 ' th 
1 
power. By Lemma 5.6 , we thus have k. 1 
< c(C. +1 wrB) for 
i= 1, ... , &-1 , and so from (27) each h of type (21) in 
the product expressing g is such that 
9-1 
c(C 	wr½) + I + m w 
i=1 	P' 




Let A be a p-group and let "A , B" be a faithful transitive 
pair such that B is a finite p-group , i.e. A = (p') for 
some r in Z . Identify A with the co-ordinate subgroup A 1 
of A • Let g,h C A , and for A C (pr) = A let 	be the 
corresponding elements in A . Let g have order 
pW 
• Let 
o < t = upV where p is the highest power of p dividing t 




[9X I ,b 1 , ... , b kP hx 
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where k = c( C 	wrAB) - I , b 1 , ... , b e B, A' e A and
p 
V+1 
u' 	0 mod. p . Furthermore we cannot find k c( C 	wrB) to pV+ 
obtain a commutator of form (28) for & 
Proof 
Since 	E 	is of order p '( gx., B) 5 C.,wrAB . Then by 
Lemma. 3.6 there exists a non—trivial commutator of length 
c(C+1 
wrAB) in gX, B ) which is a pVth, but not a p " th, 
power, and by Proposition 3.21 , with A as the chosen element 
rather than 1 , we can take this to be of the form 
[ g, C 1 , ... , c] where k = c(C +1  wrB) - I , and C 1 , ... , 
C.B. • Now [g, C 1 , ... so ] is a product of conjugates of g X 
which commute, and so there exists A 1 in A such that the power 
11 
of gX in 	c 	,ck] is g 
	 where u is not 
divisible by p . Since B is transitive on A , there exists b 
in B such that A 1 b = A • Then since A X commutes with all Ax , 
V u 




h] = [g 	,hI 
But we want to obtain I g u V ,h 1 = 	since t = u V by 
definition. We can choose u' c Z+ such that u B u' U mod p W 
Since p is a prime and u 0 mod. p , we have u' ,u 0 mod. p 
Then 
[ [ g, C12 ..., Ckulb, h 	= C g , h] = 
Now 
IMP 
u'b 	u' 	 b 	 ...\ 
A' c 1 , ... , 	= [ 	
,c 1 , ... , a by Lemma 3.17 1ii, 
bu' 	b 	b 
= [(g) ,c 1  , •.. , C 
u' 	b 	b 
= [. ,C 1 , •.. , Ck 	, where A' = Ab , 
U' 	 1 
= [s ,b1, ..., bj 
where for i = 1, ... , k, b. =0 , and we have the result. (28) 
Since by Lemma 5.6 , if k c(C pV+ ,  wr'B) , any commutator of 
length k+1 is a p' th power, by the above argument we can- 
not obtain (28) for such a k . 
7.9 LEMMA 
]t(_1 h 
Let 1 	h = [ [..[ h 1 	h 2 	... , 
h_ 1 	, 	J be a simple 
pseudo-commutator in the p-group A , such that for i = 1,... 
t = up" , where p
v1.  is the highest power of p dividing t 
Let "A , B" be a faithful transitive pair such that B is a 
finite p-group, i.e. A.= 
(pr)  for some r . Identify A with 
the co-ordinate subgroup A 1 of A . Then we can rewrite h as a 
simple pseudo-commutator in A wr'B of the form 




where for i= 1,... ,1 , A. E A , h. A. 	AA is the conju- 3. 	 , 	'.. 
gate of h. C Al  , u 	0 mod. p , 	= c(Cv+i wrAB) 
1 	 1 
C . 	... c. 1 e B, and A = 1 	so heAt = h . Furthermore, 
1,1 	 1,LC,, 




c ( C 
VL+l 
 wrB) p 
Proof 
We prove the result by an inverse induction on &-1 • For 
i = 1, ... , £-1 , let 
gipi= [ [...[ h1 1 , h2 2p•.. , h_1 
]t 	
h J E A l  
and for A E A let gi,X be the conjugate of g. 1 in A 
which exists since B is transitive on A • Since h I 1 , the 
order of g1  is at least P" 	• In the inverse induction we 
show that at the i th stage 
g t, c 	, •.. , 	hj+l,A. 	
]u.t+l 	c•+1 
h] 
and no such commutator exists for k. > c(C 	wrAB) . ......(29) 
1 
The base case is 
&-1 : This follows immediately from Lemma 7.8 
Now suppose the result is true for i+1 , i.e. we have shown 
= 
u+1 








We need to show g 
U , = 	[g.',c1, •.. 
+1 
for some 	ut f 0 i mod. p . , 	k 	= c(C v+1 wrAB) - 1 	, no such p 
commutator exists for a larger 	k, 	and 
1 
c. 
1,1 ••• ' Ci,kL e B, 
A. 	c A 
1 
ti. Note that 	
,A.1 = 	h 1 	] • The result (29) 
follows immediately from Lemma 7.8 , as required. 
We thus have the result by induction. 
	 Ii 
7.10 RE?tAPX 
Lemma 7.9 tells us that given a non-trivial simple pseudo-com-
mutator 11 = [[ ... [ h1t1,h2 1 t2 	• , 	]tI_1,hg] in A , where 
for i = 1,... ,-1 , t = U 
i 
p VL, such that p 	 is the highest 
power of p dividing t , we can find, a non-trivial simple 
pseudo-commutator in A wrB of (1,0,1)-length 
A 
zc(Cv+ 
wr B) + c(CpvwrAB) 
where h has order p " in A , and so (30) is a lower bound for 
c(A wrAB) for each h . Note we cannot find b1, ... ,b  C B , 
k > c(C 	wr'B) such that [h, b1, ... ,bk 1#1 since (h, B ) 




There exists a simple pseudo-commutator 1 + h in A of the form 
given in Lemma 7.9 from which we can obtain a non-trivial simple 
pseudo-commutator of length c = e(A wr) in A wTAB 
Proof 
Let g E YC(A wrB) . Then since c(A wrAB) > c(B) by Lemma 3.19, 
g E AA , and so by Lemma 7.7 g is a product of non-trivial 
simple pseudo-commutators h of type (21) such that 
Ec(Cv+i wr) + 1 ++ m, 	c = c(A wr) , 	.......(31) 
h 
	
and if [ [ ... [h ' 	1
t2 
2 
h_1 ]t_ I h 1 is of order p
V 
then by Lemma 7.9 we can find a non-trivial simple pseudo-
commutator in A wrAB of (1,0,1)-length 
c(C v+i wr 
A
B) + c(C v wrAB) 	 .......(32) 
i=1 	P 	 p 
where c(C wrAB) - 1 m • Then (32) 4 c • Hence, on combining 
this with (31) , 
A 
C 4 E c(C +i wr 3) # 1 + m 
i=1 	P 
L. 
E c(C v+1 wr B) + c(C v A j, 	 B) 
i=1 P p 
C, 
an& we have the result. 
We make the following conjecture 
7.12 CONJECTTJRE 
Let ttA , B" be a faithful transitive pair and let B be a finite 
p-group. If 
c(C 2 	 k wrAB) = c(C wrB) +  
then 
c(C n  wrAB) = c(C p wrAB) + k(n-1) . 	 I] 
This seems reasonable for three reasons 
1. By Corollary 3.1 ii) , if B is a finite p-group then 
c(C p n wr B) = c(C wr B) + (p-1)d(B) (n-i) 
i.e. the result holds for the standard wreath product which is a 
Uom 
particular case of the permutational wreath product. 
Note k = (p-1)d(B) 
2. If B rA P2 is of order p and exponent p then by Theorem 
6.1 
c(c wrB) = p + n(p-1)(t-1) 
= 	 + (p-1)(t-1)(n-1) 
By Theorem 6.2 , B is of maximal class t-1 , and so since 
B is of exponent p , d(B) = c(B) = t-i • Hence Ic = (p-I) a(). 
• Let B = C 	wr C 	wr ... wr C 	, where n. 	1 for p '2 	p 3 	 p r 1 
i = 2, ... , r , and let A be the set 	(p' 2 )x ( p fl3 ) x ... 
on which B acts. Then by Theorem 3.4 , with n 1 	1 , and 
r 
m = Z n, 
i=2 
Cpn wrB) = pm-1 I p+(p -i)(n 1 1) 1 
in 	m-l = P + P 
	(p-1)(n 1-1), 
= c(C wr 
A 
B) + p 
rn-I (p-I)(n 1 -1) 
By Theorem 3.10 , d(B) = p
rn- i, and so k = (p-1)d(B) 
In fact, if Conjecture 7.12 is true, we have 
7.13 COROLLARY 
The nilpotency class of Cpn-  wrB , where "A , B" is a faithful 
transitive pair and B is a finite p-group, is 
c(C wr&B) + (p-1)d(B) (n-I) 
In other words, k = (p-1) d(B), as in the cases 1, 2, and 3 above 
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Proof 
Recall from Corollary 1.5 that 
d(B) = maxwp 1 : 1 4 w 4 c(B) I 
where a commutator of nilpotency weight w in B has order at 
most p 	 Hence there exists g in B such that g is in 
Y u (B) \ Yu+I (B), g has order p 5 , and up 1 = d(B) 
Now by the same argument as in the proof of Lemma 2.18 , 
wrB contains a subgroup isomorphic to C wr <g> , which 
in turn is isomorphic to C n wr C s . By Corollary 2.30 , there 
exists a non-trivial commutator h in C wr Kg> given by 
h = [f 1 , q . 1 ] where <1> = (c) 1 	and 	- 
q = p 
s-I p+ (p-1)(n-I) .'Wemay identify h with the commutator 
of the same form in C P. wrB , which is thus also non-trivial. 
Now g is of nilpotency weight u , and so as a complex coinmutar 
in c WrAB , h has nulpotency weight at least 
1 + (q-I)u = 1 + 
	
+(p-i)(n-i) u - u 
=1+d(B) .,p+(p-I)(n-I) -U. 
Thus 
c(C 	AB) 	I +d(B)p+(p-1)(n-1) -u,pn 
d(B) j p +(p-i)(n- i)I . 	 .......(&i) 
Furthermore, since "A , B" is a transitive pair, we can embed 
Cpn WrAB by Lemma 2.14  in C, wr B , and so 
c(C 	wrB) 	c(C 	Wi' B)
pn 	
= a(B) + (p-1)d.(B) (n-l) 	by Theorem 2.2 
$0000.. ( ,34) 
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Thus if Conjecture 7.12 is true, by (3) we have 
k(n-1) 	a(B)[p+(p-i)(n-l) - c(C wrAB) 
and. by (34) we have 
k(n-1) s a(B) + (p-1)d(B) (n-i) - c(C WrAB). 
Hence, dividing by n-I 
(p-1) d(B) + pd(B) - c(C wrAB) 	k 
n-I 
(p-1) d(B) + a(B) - c(c 
wrAB) 
n-i 
Let n tend to infinity. Than k = (p1)d.(B) as required. 	I] 
7.14 DEFThITION 
Let aA(B) = c(C wrB) where "A , B" is a faithful transitive 
pair and B is a finite p-group. 	 U 
Note from (3) we have aA(B) > (p-1) d(B) , and so the 
(aA(B),d(B),1)series of A is defined. Let h be a non-trivial 
simple pseudo-commutator in A of the form 
1 	h = [ 
 
[­ [h 	, h2 ] t2, ... , h - ]tt...a h , 
where for i = 1,... ,-1 , t.
1 	1 
= u.p" , such that pL  is the 
highest power of p dividing t. • Let h have order p " . Then 
pV_l 	
i and has (a(B),d.(B),I)-length 
aA(B) + d.(B)Zv. + v - I 	 by Definition 7.2 , 
I 
= E c(C v1 wrAB) + C(Cv wr&B) 	by Corollary 7.13 
i=1 	P 
which is (30) . Thus if we assume Conjecture 7.12 is true, 
by Corollary 7.11 we have c(A wrAB) is bounded above by the 
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(aA(B),d.(B),1)_class of A 
Now by Corollary 7.6 , there exists. i gP 	in A such that 
g is a simple commutator of length u in Y(A) \ y 41 (A) and 
aA(B)u + 1(B)t = k, where k is the (aA(B),d.(B),1)-class of A. 
Then by Remark 7.10 , g gives rise to a non-trivial simple 
pseudo-commutator in A wrAB of (1,0,1-)-length equal to the 
(a(B),d.(B),1)-length k of gP • Hence c(A wrB) is bounded 
below by the (aA(B),d(B),1)-class of A, and so 
CU wrB) = (a,(B),d(B),1)-class of A 
= maxlaA(B)w + d(B)(s(w) i) : i 4 w 4 c(A) 
where a commutator of nilpotency weight w in A has order at 
most p 
S(w) , by Corollary 1.4 




Baumsiag, G. "Wreath products and p-groups" , Proc.Cainbrid.ge  
Phi]..os.Soc. 55 (1959), 224-231. 
Cohn, P.M. "Algebra", Vol.1, Wiley (1974). 
Hall, M. "The Theory of Groups", Macmillan (1959). 
Hall, P. "A contribution to the theory of groups of 
prime-power order", Proc. London Math.Soc. 36 (1933), 
29-95. 
Hall, P. "The Edmonton Notes on Nilpotent Groups" of 1957 
published in Queen Mary College Lecture Notes (1969). 
Hall, P. "Wreath powers and characteristically simple 
groups", Proc. Cambridge Ph.ilos.Soc. 58 (1962), 
170-184. 
Jennings, S.A. "The structure of the group ring of a p-group 
over a modular field", Trans.Ainer.Math.Soc. 50(1941), 
175-185. 
B. Kochendörffer, R. "Group Theory", McGraw Hill (1970). 
Liebeck, H. "Concerning nilpotent wreath products", Proc. 
Cambridge Philos.Soc. 58 (1962), 443-451. 
Meld.rum, J.D.P. "Group rings and wreath products", 
unpublished. 
214 
Meld.rum, J.D.P. "Central series in wreath products", Proc. 
Cambridge Philos.Soc. 63 (1967), 551567. 
Morley, L.J. & Perkel, M. "The nilpotency class of 
extensions of certain p-groups", Comm. in Algebra 
(ii) (1980), 1053-1069. 
Neumann, P.M. "On the structure of standard wreath products 
of groups", Math. Zeitschr. 84 (1964), 343-375. 
Scott, A.J. "Radicals and residuals in wreath products of 
groups", Ph.D. thesis, University of Edinburgh (1975). 
Scruton, T. "Bounds forthe class of nilpotent wreath 
products", Proc. Cambridge Philos.Soc. 62 (1966), 
165-169. 
16 Shield., D "Power and commutator structure of groups", 
Bull.Austral.Math.S0C. 17 (1977), 1-52. 
Shield, D. "The class of a nilpotent wreath product", 
Bull.Austral.Math.SOc. 17 (1977), 5369. 
Weir, A.J. "The Sylow subgroups of the symmetric groups", 
Proc.Amer.Math.SOc. 6 (1955), 534-541. 
215 
