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The paper presents a general strategy to solve ordinary differential equations (ODE),
where some coefficient depend on the spatial variable and on additional random variables.
The approach is based on the application of a recently developed dimension-incremental
sparse fast Fourier transform. Since such algorithms require periodic signals, we discuss
periodization strategies and associated necessary deperiodization modifications within the
occuring solution steps.
The computed approximate solutions of the ODE depend on the spatial variable and
on the random variables as well. Certainly, one of the crucial challenges of the high
dimensional approximation process is to rate the influence of each variable on the solution
as well as the determination of the relations and couplings within the set of variables. The
suggested approach meets these challenges in a full automatic manner with reasonable
computational costs, i.e., in contrast to already existing approaches, one does not need to
seriously restrict the used set of ansatz functions in advance.
Keywords and phrases : ordinary differential equation with random coefficient, sparse
fast Fourier transform, sparse FFT, lattice FFT, lattice rule, periodization, uncertainty
quantification, approximation of moments, high dimensional approximation
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1 Introduction
During the last years, the concept of random variables has become a very popular tool to
model uncertain properties mathematically. For instance, diffusion characteristics of inhomo-
geneous materials can be distinctly more accurately described by functions that additionally
depend on random variables. One common application area of these mathematical designs
are diffusion coefficients in differential equations. Certainly, the additional random variables
affect the solvability and – if exist – the solutions of the differential equations under consider-
ation. Besides investigations on existence, uniqueness and regularity of solutions for specific
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mathematical problems that involve randomness, cf. e.g. [5, 10, 2, 1], numerical solution ap-
proaches need to be developed in order to compute approximations of the desired solutions.
Accordingly, the established numerical solution approaches for differential equations without
random coefficients need to be – at least – extended in order to meet the new challenges
that are caused by the randomness of the diffusion coefficient. Commonly, discretizations of
the domain of the stochastic variables lead to discretized solutions that are used to compute
solutions in polynomial spaces or finite element representations, cf. e.g. [16, 8, 19, 9, 7]. One
essential task in this approach is the choice of suitable polynomial spaces and corresponding
basis polynomials, which can be extremely challenging for higher numbers of random variables
and occuring dependencies within the random variables. Furthermore, preferable choices of
the used basis functions can improve the efficiency of the arising computations.
In the recent literature, many solution approaches deal with differential equations with
random parameters in their coefficients. Most commonly, one suggests to choose several fixed
instances of the random variables and applies known solvers for the considered differential
equations without random coefficients for each of those instances. One achieves a set of
solutions and computes the quantities of interest, which may be the coefficients of a specific
expansion of the full solution of the differential equation or simply the expectation function,
from these solutions by applying stochastic estimators.
In this paper, we present a closed approach that deals with the spatial variable as well as
the random variables simultaneously in order to solve an ordinary differential equation with
a diffusion coefficient affected by randomness. In more detail, we consider the differential
equation
−
∂
∂η
(
a(η, ξ)
∂
∂η
u(η, ξ)
)
= f(η), u(α, ξ) = u(β, ξ) = 0 (1)
with homogeneous boundary conditions, where a : Da → R, Da := ×
1+dξ
j=1 [αj , βj ] ⊂ R× R
dξ ,
is the diffusion coefficient, that depends on the spatial variable η as well as the random
variables that are the components of the vector ξ ∈ Rdξ , and the right hand side f : Df → R,
Df := [α1, β1] ⊂ R, is a function that depends only on the spatial variable η. Here we would
like to point out, that the suggested solution approach is not restricted to the homogeneous
boundary conditions or to right hand sides f that are independent of the random variables
ξ. Simple modifications of the presented approach lead to a solution strategy even for more
general settings. However, the restrictions will simplify the notations and help to preserve
clarity.
The essential restriction
0 < r ≤ a(η, ξ) ≤ R <∞ (2)
for all (η, ξ) ∈ Da guarantees the existence of a unique solution u(◦, ξ) of (1) for each fixed
ξ. Hence, we suggest to approximately compute the unique solution u of (1) by means of a
dimension-incremental sparse fast Fourier transform (FFT) approach, cf. [18, 15], and based
on a direct reversion of the occurring derivatives.
On the one hand, the assumptions on the differential equation (1) do not guarantee for
periodic signals that has to be treated. On the other hand, the sparse FFT approaches
consider the input signals as periodic signals and is more successful – in the sense of ap-
proximation rates, number of needed samples to ensure a specific accuracy, etc. – when
dealing with smooth periodic signals. Therefore, the periodization of the arising signals will
be necessary in order to compute good approximate solutions of (1). At this point we would
like to highlight that we approximately compute a complete solution of (1), which can be
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used to subsequently approximate several quantities of interest. The crucial advantage of
this approach is that these complete approximate solutions reveals detailed characteristics of
the random variables, i.e., the influence of each single variable on the solution as well as the
interaction between different variables. We stress that the suggested strategy automatically
detects these detailed characteristics with reasonable computational costs.
The paper is organized as follows: First we roughly outline the concept of the dimension-
incremental sparse FFT approach and indicate the basic properties of suitable periodization
mappings in Section 2. Section 3 presents the suggested strategy to treat the considered
problem which leads to an approximation of the solution of the considered differential equa-
tion. As mentioned above, one may be interested in specific quantities of interest of this
solution. Thus, we demonstrate how to compute nth moments of the computed solution
in Section 4. Section 5 contains various numerical examples, shows the operability of the
suggested approach, and discusses advantages and disadvantages of the applied sparse FFT
approaches.
2 Prerequisites
2.1 Sparse FFT
As mentioned above, we suggest to approximate the solution of an ordinary differential equa-
tion with random coefficients using the dimension-incremental FFT approach presented in
[15]. In this section, we declare the necessary notation and indicate the basic idea of this
algorithm.
The aim of the dimension-incremental approach is the reconstruction of the Fourier coeffi-
cients pˆk, k ∈ I, of an arbitrarily chosen trigonometric polynomial
p(x) :=
∑
k∈I
pˆk e
2piik·x, (3)
where the frequencies k are supported on a frequency set I ⊂ Zd of finite cardinality, i.e.
|I| <∞. In contrast to usual FFT algorithms, the challenge of sparse FFT algorithms is the
efficient determination of the unknown frequency set I in addition to the Fourier coefficients
pˆk using only sampling values of p.
Appropriate thresholding strategies within dimension-incremental sparse FFT algorithms
allow for the treatment of general functions f ∈ L1(T
d)∩C(Td), i.e., the sparse FFT determines
an approximation of the frequency set I as well as an approximation of the (roughly) largest
Fourier coefficients of the function f . Accordingly, the algorithms can be used in order to
compute approximations
S˜I [f ](x) :=
∑
k∈I
fˆke
2piik·x (4)
of the Fourier partial sum
SI [f ](x) :=
∑
k∈I
ck(f)e
2piik·x
for sufficiently smooth functions f . In this context, the Fourier partial sum SI [f ] is the
truncated Fourier series of f , which implies the formal definition of the Fourier coefficients
ck(f) :=
∫
Td
f(x)e−2piik·xdx.
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Algorithm 1 Reconstruction of a multivariate function f from sampling values along (mul-
tiple) rank-1 lattices (sFFT).
Input: Γ ⊂ Zd search space in frequency domain
f(◦) : Td → C function f as black box (function handle)
θ ∈ R+ relative threshold
s, slocal ∈ N sparsity parameters (slocal := s by default)
r ∈ N number of detection iterations
b ∈ N maximal number of multiple rank-1 lattice searches per
dimension-incremental step
BLACK BOX
ALGORITHM
Available at [21], details in [18, Alg. 1].
Output: I ⊂ Γ ⊂ Zd set of detected frequencies, |I| ≤ min{s, |Γ|}
fˆ ∈ C|I| corresponding Fourier coefficients of S˜If , cf. (4)
In general, the coefficients fˆk are just approximations of the Fourier coefficients ck(f), since
they are computed using only function evaluations of f and thus are disturbed at least by
aliasing.
In order to compute both, the set I of the most significant frequencies k as well as approx-
imations fˆk of the corresponding Fourier coefficients, a dimension-incremental approach was
developed in [18, 15], where the fundamental concept arises from a dimension-incremental
method for the reconstruction of anharmonic trigonometric polynomials based on Prony’s
method, cf. [17]. An outline of this concept can be found in [15, Sec. 2.2].
In this paper, we restrict the discussion to the in- and output of the algorithm, cf. Algorithm
1. We require a restricted search space Γ ⊂ Zd in frequency domain, where the significant
Fourier coefficients are assumed to be supported. For simplicity and without crucial influence
on the runtime of the algorithm, we can choose a tensor product box of equal edge lengths,
i.e., we fix Γ = [−N,N ]d for a suitable edge length 2N + 1, N ∈ N. Since the used sampling
nodes are chosen adaptively, we assume the function f being given as a black box. The
parameter θ ∈ R+ is a thresholding for the minimal absolute values that should be accepted
as significant Fourier coefficient fˆk and its projections in lower dimensions. Additional sparsity
parameters s, slocal ∈ N restrict the algorithm to deal with at most s or r slocal frequencies
in each dimension-incremental step. Here, the parameter r is the number of projections that
are used in each dimension-incremental step. Multiple projections are necessary in order to
avoid detection failures caused by cancellations. Since we will use only function evaluations
of the function f in order to compute an approximation, we have to apply suitable sampling
strategies. For the case where we use multiple rank-1 lattices, the adaptive construction of
the sampling set is affected by a certain small default probability. Therefore, it may happen
that one has to start this construction of the sampling set more than once. The parameter
b ∈ N can be used in order to restrict the number of restarts of the construction in each
dimension-incremental step in order to guarantee the termination of the algorithm, cf. [15].
However, this parameter is not restrictive during the computation, since even the choice b = 5
is not reached in practice.
The output of Algorithm 1 is the frequency set I and the corresponding approximated
Fourier coefficients fˆk, k ∈ I, where S˜If , cf. (4), is a good approximation of f when all
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significant frequencies are collected in I.
One crucial point of the dimension-incremental approach is the construction of spatial dis-
cretizations for trigonometric polynomials with frequencies in a certain, adaptively determined
candidate set. Additional preferable properties of these spatial discretizations are
• fast discrete Fourier transform algorithms,
• fast construction methods for the spatial discretizations, and
• low oversampling factors, i.e., the ratio of the number of sampling values to the cardi-
nality of the candidate set should be low.
For high dimensional sparse trigonometric polynomials the concept of multiple rank-1 lattices,
cf. [14, 13] combines all these advantages, that are particularly beneficial to our targeted
application.
For the sake of completeness, we give further details on the used sampling schemes. For a
given generating vector z ∈ Zd and a lattice size M ∈ N, we define the rank-1 lattice
Λ(z,M) =
{
j
M
z mod 1 : j = 0, . . . ,M − 1
}
,
where the modulo operation is applied componentwise. For a given frequency set I ⊂ Zd,
|I| <∞, the corresponding Fourier matrix is given by
A = A(Λ(z,M), I) :=
(
e2piik·z
j
M
)
j=0,...,M−1,k∈I
.
The dimension-incremental sparse FFT deals with different candidate sets of frequencies and
asks for spatial discretizations for trigonometric polynomials with frequencies supported on
these frequency sets. Additional requirements on Λ(z,M) guarantees the spatial discretization
property, i.e., the full column rank of the matrix A(Λ(z,M), I). Due to the structure of
Λ(z,M), the computations of the matrix vector products involving A and its pseudo inverse
can be performed by fast Fourier transform algorithms, cf. [11]. These fast algorithms as well
as the component–by–component construction algorithms for the used spatial discretizations,
cf. [12], are the essential building blocks for the dimension-incremental sparse FFT based
on single rank-1 lattices as spatial discretizations, which we denote by R1LsFFT, cf. [18] for
details on that approach.
A very similar approach is considered in [15], where the authors replaced the used sampling
schemes by multiple rank-1 lattices, i.e., the spatial discretizations are constructed by the
union of more than one rank-1 lattice, which provides – at least with high probability –
asymptotically lower oversampling factors as well as much faster construction approaches for
spatial discretizations. Furthermore, fast Fourier transform algorithms for the evaluation and
the reconstruction of trigonometric polynomials were developed, cf. [13]. The corresponding
dimension-incremental sparse FFT that uses these algorithms, i.e., the FFT algorithms as
well as the construction algorithms for the spatial discretizations, is denoted by MR1LsFFT
in the following.
Recently, a very similar dimension-incremental sparse FFT based on random sampling was
introduced in [4]. One might also use this strategy in order to compute the FFT parts of
the approach presented in this paper. However, the corresponding algorithm suffers from
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unreasonable computational costs due to the application of direct matrix vector multiplica-
tions. For that reason, we will not use dimension-incremental sparse FFTs based on random
sampling in our numerical tests.
The aforementioned dimension-incremental sparse FFT algorithms can be applied to peri-
odic functions. Higher order smoothness of the treated functions often leads to smaller and
thus preferable frequency sets I. Hence, we consider reasonable approaches to (smoothly)
periodize non-periodic functions.
2.2 Periodization
The goal of a periodization is the approximation of a non-periodic function f : [α, β] → C
using trigonometric polynomials that are naturally periodic and corresponding fast Fourier
transform algorithms. Accordingly, we transform f to a periodic function g˜ using a variable
transform that has the following features
ϕ : [0, 1] 7→ [α, β],
ϕ(0) = α,
ϕ(1/2) = β,
ϕ(1/2 − x) = ϕ(1/2 + x) for x ∈ [0, 1/2],
ϕ is continuous in [0,1/2] and strictly increasing in (0,1/2), (5)
i.e., f(ϕ(x)) = g˜(x). In more detail, we are interested in approximations of the antiderivative
of the function f , which leads to
F (t) =
∫ t
α
f(τ)dτ =
∫ ϕ−1(t)
ϕ−1(α)
g˜(x)ϕ′(x)dx =
∫ ϕ−1(t)
0
g˜(x)ϕ′(x)dx, t ∈ [α, β]. (6)
In order to compute F (t), t ∈ [α, β], we are interested in suitable approximations of g˜(x)ϕ′(x)
for x ∈ [0, 1/2], which we want to realize using trigonometric polynomials. There are two
different approaches to realize the computation of F . One point of view is to approximate
g˜(x) and assume that ϕ′ is constant almost everywhere in [0, 1/2], which leads to the well
known tent transform approach [6, 20]. A more general approach will require additional
assumptions on ϕ in order to obtain periodic smoothness of g˜ϕ′ that allow for suitable periodic
approximations. For our purposes it is enough to deal with periodizations in one dimension.
In higher dimensional settings, i.e., periodizations applied to a vector of variables, we simply
apply the one-dimensional periodizations to each component of the vector.
2.2.1 Tent transform
The so-called tent-transform [6, 20] is often used for periodization due to its simplicity. From
a geometric point of view, the tent transform appends a mirror of the non-periodic function
to the original function and dilates the resulting function such that its support is of length
one. In addition, the new function is shifted such that its support is exactly [0, 1]. In formula,
the mapping
ϕ : [0, 1]→ [α, β], ϕ(x) = β − |2(β − α)(1/2 − x)|
realizes this periodization of a function f : [α, β] → C, cf. Figure 1a for a plot of ϕ, where
[α, β] = [−1, 1]. Certainly, this mapping ϕ is not continuously differentiable. Nevertheless, the
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Figure 1: Different periodization mappings ϕ.
constant first derivative ϕ′ within (0, 1/2) and (1/2, 1) provides advantages within the integrals
that we would like to deal with. For t ∈ [α, β] and ϕ−1 : [α, β] → [0, 1/2], ϕ−1(t) = t−α2(β−α) ,
we obtain ∫ t
α
f(τ)dτ =
∫ ϕ−1(t)
0
f(ϕ(x))ϕ′(x)dx = 2(β − α)
∫ t−α
2(β−α)
0
f(ϕ(x))dx.
Consequently, we only need to find an approximation of the antiderivative of the periodic
function f ◦ ϕ in order to achieve an approximation of an antiderivative of the non-periodic
function f .
2.2.2 More general periodizations
In addition to the basic assumptions on the peridization mapping, cf. (5), we may assume
periodic differentiability in order to obtain smoother integrands in (6). Higher order smooth-
ness of the periodization could have positive effects for the approximation of the integrand
g˜ϕ′ using trigonometric polynomials. Roughly speaking, the smoother the function, the faster
the decay of the Fourier coefficients, i.e, the smaller the cardinality of the frequency set of
suitable approximating trigonometric polynomials. In some cases it may be enough to con-
struct periodizations of a specific fixed smoothness, since the function f does not allow for
higher order smoothness of g˜. E.g., splines of higher order seems to be ideally suited in order
to guarantee the desired properties, cf. Example 2.1. In cases of functions f of higher but
unknown smoothness, infinitely differentiable mappings ϕ may be an option to ensure that
the periodization does not cause lower order smoothness of the integrand g˜ϕ′. One suitable
option for such a mapping is given in Example 2.2.
However, the usage of more complicated mappings may imply disadvantages in the com-
putation of the inverse mapping of the periodization.
Example 2.1 A spline of order four can be used to construct a periodization that is two
times continuously differentiable. The mapping ϕ, plotted in Figure 1b for [α, β] = [−1, 1], is
given by
ϕ : [0, 1]→ [α, β],
ϕ(x) =
{
−16(β − α)x3 + 12(β − α)x2 + α 0 ≤ x ≤ 1/2,
16(β − α)x3 − 36(β − α)x2 + 24(β − α)x+ 5α − 4β 1/2 < x ≤ 1.
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Example 2.2 The cosine function can be used to construct an infinitely differentiable peri-
odization mapping
ϕ : [0, 1]→ [α, β], ϕ(x) =
α− β
2
cos(2pix) +
α+ β
2
.
A corresponding plot for [α, β] = [−1, 1] can be found in Figure 1c.
3 ODE solver
Since the differentiations within the ODE (1) acts on only one variable, we revert the differ-
entiation by integration and thus obtain a formal solution
u∗(t, ξ) =
∫ t
α1
−
∫ η
α1
f(τ)dτ + c1(ξ)
a(η, ξ)
dη + c2(ξ). (7)
However, for high-dimensional variables ξ the computation of such a solution is a particular
challenge.
We denote by F the antiderivative of f and obtain c2(ξ) = 0 since u
∗(α1, ξ) = 0 for
homogeneous boundary conditions. The solution u∗(t, ξ) changes to
u∗(t, ξ) =
∫ t
α1
F (α1)− F (η)
a(η, ξ)
dη︸ ︷︷ ︸
:=u1(t,ξ)
+c1(ξ)
∫ t
α1
1
a(η, ξ)
dη︸ ︷︷ ︸
:=u2(t,ξ)
, (8)
where we will use the term c1(ξ) in order to satisfy the boundary condition u
∗(β1, ξ) = 0. In
particular, requirement (2) implies u2(β1, ξ) > 0 and thus fixing
c1(ξ) := −
u1(β1, ξ)
u2(β1, ξ)
(9)
yields homogeneous boundary conditions for u∗. Accordingly, for given f and a we need
to compute suitable approximations of u1 and u2. To this end, we will apply a dimension-
incremental sparse FFT approach as described in Section 2.1. Since these FFT algorithms
handles periodic signals, we need to periodize the upcoming functions.
3.1 Integration of the right hand side f
First, we determine the term F (α1)−F (t) in (8) from above by approximating and integrating
f . To this end, we periodize f using a suitable periodization ϕ, cf. Section 2.2,
f˜(x) = f(ϕ(x)).
Accordingly, we obtain∫
f(τ)dτ =
∫
f(ϕ(x))ϕ′(x)dx =
∫
f˜(x)ϕ′(x)dx
and approximate the integrand on the right hand side by a trigonometric polynomial
S˜N
[
f˜ϕ′
]
(x) =
N∑
k=−N
aˆke
2piikx. (10)
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An antiderivative of S˜N
[
f˜ϕ′
]
is given by
∫
S˜N
[
f˜ϕ′
]
(x)dx = aˆ0x+
∑
1≤|k|≤N
aˆk
2kpii
e2piikx,
which yields
F (τ) + c =
∫
f(τ)dτ ≈ aˆ0ϕ
−1(τ) +
∑
1≤|k|≤N
aˆk
2kpii
e2piikϕ
−1(τ).
Consequently, we denote the approximation of the term F (α1)− F (t) by F˘ (t) and obtain
F (α1)− F (η) ≈ F˘ (η) := aˆ0(ϕ
−1(α1)− ϕ
−1(η))
+
∑
1≤|k|≤N
aˆk
2kpii
e2piikϕ
−1(α1) −
∑
1≤|k|≤N
aˆk
2kpii
e2piikϕ
−1(η)
= −aˆ0ϕ
−1(η)−
∑
1≤|k|≤N
aˆk
2kpii
(e2piikϕ
−1(η) − 1). (11)
3.2 Approximating u1, u2, and c1
We denote the integrands in (8) that determine u1 and u2 by v1 and v2, respectively, i.e. we
have
v1(η, ξ) :=
F (α1)− F (η)
a(η, ξ)
and v2(η, ξ) :=
1
a(η, ξ)
.
First we consider the function v1 and plug in the approximation F˘ (η) of F (α1) − F (η)
from (11). This yields an approximation of v1
v˘1(η, ξ) :=
F˘ (η)
a(η, ξ)
.
Now, our goal is to construct an antiderivative of v˘1 with respect to η, which is an ap-
proximation of the antiderivative of v1. To this end, we construct a periodization of v˘1
using mappings ϕη and ϕξ. We take into account the influence of the periodization dur-
ing integration with respect to the first variable, which leads to the periodic integrand
˜˘v1(x,y) = v˘1(ϕη(x), ϕξ(y))ϕ
′
η(x). We compute a corresponding approximation
S˜I1 [
˜˘v1](x,y) :=
∑
(k,l)∈I1⊂Z
1+dy
bˆ(k,l)e
2pii(kx+l·y), (12)
which can be done by sparse FFT approaches, as described in Section 2.1, similar to those
described in [18, 15]. The antiderivative of S˜I1 [
˜˘v1] with respect to x is given by∫
S˜I1 [
˜˘v1](x,y)dx =
∑
(k,l)∈I1
k 6=0
bˆ(k,l)
2kpii
e2pii(kx+l·y) + x
∑
(0,l)∈I1
bˆ(0,l)e
2piil·y + C(y) (13)
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We choose C(y) := −
∑
(k,l)∈I1
k 6=0
bˆ(k,l)
2kpii e
2piil·y in order to guarantee u˘1(α1, ξ) = 0 for all ξ ∈
D′a :=×
dξ+1
j=2 [αj , βj ], and we roll the periodization back, which leads to the approximation
u˘1(t, ξ) :=
∑
(k,l)∈I1
k 6=0
bˆ(k,l)
2kpii︸ ︷︷ ︸
=:b(k,l)
(
e2piikϕ
−1
η (t) − 1
)
e2piil·ϕ
−1
ξ
(ξ) + ϕ−1η (t)
∑
(0,l)∈I1
bˆ(0,l)︸︷︷︸
=:b(0,l)
e2piil·ϕ
−1
ξ
(ξ) (14)
of u1 given in (8).
The analogous approach, but without approximating v2, leads to an approximation of
u2(t, ξ)
u˘2(t, ξ) :=
∑
(k,l)∈I2⊂Z
1+dy
k 6=0
cˆ(k,l)
2kpii︸ ︷︷ ︸
=:c(k,l)
(
e2piikϕ
−1
η (t) − 1
)
e2piil·ϕ
−1
ξ
(ξ) + ϕ−1η (t)
∑
(0,l)∈I2
cˆ(0,l)︸︷︷︸
=:c(0,l)
e2piil·ϕ
−1
ξ
(ξ).
(15)
The construction of u˘j(t, ξ) yields u˘j(α1, ξ) = 0, j = 1, 2. Consequently, each linear com-
bination of u˘1 and u˘2 satisfies the homogeneous boundary condition in t = α1. A suitable
approximation of c1(ξ), cf. (9), will lead to a linear combination of u˘1 and u˘2 that also satis-
fies the homogeneous boundary condition in t = β1. To this end, we periodize u˘1 as well as
u˘2 and construct the approximation
c˘1(ξ) := −
u˘1(β1, ξ)
u˘2(β1, ξ)
and its periodization ˜˘c1(y) = −
u˘1(ϕη(1/2), ϕξ(y))
u˘2(ϕη(1/2), ϕξ(y))
,
which are well defined due to the requirements on the diffusion coefficient a. We stress on
the fact that the periodizations of u˘j do not coincide to the terms in (13), since these are
non-periodic in general due to the terms that are linear in x.
We approximate ˜˘c1 using sparse FFT approaches by
S˜I3 [
˜˘c1](y) :=
∑
l∈I3⊂Z
dy
dle
2piil·y. (16)
and achieve an approximation of the non-periodic function c1 by
˘˘c1(ξ) =
∑
l∈I3
dle
2piil·ϕ−1
ξ
(ξ). (17)
Altogether, an approximation of u∗(t, ξ), cf. (8), is then given by
u˘(t, ξ) := u˘1(t, ξ) + ˘˘c1(ξ) u˘2(t, ξ), (18)
which actually is built of three Fourier series combined with inverse mappings of the peri-
odizations ϕη and ϕξ. Algorithm 2 summarizes the approach stated above.
3.3 Tent transform in spatial domain
For the specific choice of the tent transform, cf. Section 2.2.1, for the periodization ϕη and
componentwise for ϕξ, we obtain some simplifications in the calculations above. Moreover,
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Algorithm 2 Basic procedure for computing an approximation of the solution of (1) using
a dimension-incremental sparse FFT approach
Input: f : T→ C function handle of right hand side f
a : T1+dξ → C function handle of random coefficient a
ϕη : [0, 1]→ [α1, β1] periodization mapping of spatial variable η
ϕ−1η : [α1, β1]→ [0, 1/2] inverse of the periodization mapping ϕη
ϕ′η : [0, 1]→ R first derivative of ϕη
ϕξ : [0, 1]
dξ →×dξ+1j=2 [αj , βj ] periodization mapping of random variables ξ
N ∈ N, θ ∈ R, s ∈ N sFFT parameters
1: Compute the Fourier coefficients {aˆk}
N
k=−N of S˜N
[
f˜ϕ′
]
by means of a 1d FFT using function values of (f ◦ ϕη)ϕ
′
η , cf. (10)
2: Compute the coefficients of the finite sum representation of non-periodic F˘
by modifying the coefficients {aˆk}
N
k=−N , cf. (11)
3: Compute the Fourier coefficients {bˆ(k,l)}(k,l)∈I1 of S˜I1 [
˜˘v1] by means of an sFFT algorithm
using sampling values of F˘ (ϕη(x))ϕ
′
η(x)/a(ϕη(x), ϕξ(y)) , cf. (12)
4: Compute the Fourier coefficients {cˆ(k,l)}(k,l)∈I2 of S˜I2 [
˜˘v2] by means of an sFFT algorithm
using sampling values of ϕ′η(x)/a(ϕη(x), ϕξ(y)) , similar to (12)
5: Compute the coefficients {b(k,l)}(k,l)∈I1 and {c(k,l)}(k,l)∈I2
of the finite sum representation of non-periodic u˘1 and u˘2
by modifying the coefficients {bˆ(k,l)}(k,l)∈I1 and {cˆ(k,l)}(k,l)∈I2 , cf. (14) and (15)
6: Compute the Fourier coefficients {dl}l∈I3 of S˜I3 [
˜˘c1] by means of an sFFT algorithm
using sampling values of u˘1(ϕη(1/2), ϕξ(y))/u˘2(ϕη(1/2), ϕξ(y)) , cf. (16)
Output: {b(k,l)}(k,l)∈I1 coefficients of u˘1, cf. (14)
{c(k,l)}(k,l)∈I2 coefficients of u˘2, cf. (15)
{dl}l∈I3 coefficients of
˘˘c1, cf. (17)
uniformly distributed random variables ξj lead to additional simplifications due to the con-
stant probability density. We observe
∫ η
α1
f(τ)dτ = 2
∫ η−α1
2(β1−α1)
0
f
(
β1 − |2(β1 − α1)(1/2 − x)|
)
dx
and, hence, it is enough to compute an approximation of f˜ = f ◦ ϕη, due to the equality
S˜N [f˜ϕ
′
η ] [0,1/2] = 2S˜N [f˜ ] [0,1/2].
The approximation of S˜N [f˜ ] is preferable, since f˜ϕ
′
η is not continuous in the case where
f(β1) 6= 0 and, thus, problematic to approximate using trigonometric polynomials. Subse-
quent to the computation of S˜N [f˜ ] :=
∑N
k=−N aˆke
2piikx, the calculations of the antiderivative
11
and deperiodization leads to
F˘ (η) := 2

−aˆ0ϕ−1(η) + ∑
1≤|k|≤N
aˆk
2kpii
−
∑
1≤|k|≤N
aˆk
2kpii
e2piikϕ
−1(η)


= −aˆ0
η − α1
β1 − α1
−
∑
1≤|k|≤N
aˆk
kpii
(e
piik
η−α1
β1−α1 − 1).
The approximations u˘1 and u˘2, cf. (14) and (15), can be computed in the exact same
manner. Altogether, using the tent transform in spatial domain requires slight modifications
in Algorithm 2 in lines 1, 3, and 4. The used sampling values must be computed with a factor
2 instead of ϕ′η.
4 Computing moments of the solution
In Section 3, we discussed a strategy for computing an approximate solution u˘, cf. (18), of
the ODE in (1). The computation of quantity of interests needs some further investigations.
For simplicity, we demonstrate one approach to compute approximations of the nth moments
of the solution u∗ of the ODE in (1) based on the approximation u˘. To this end, we denote
the domain of the random variables by D′a :=×
dξ+1
j=2 [αj , βj ].
The nth moment of the solution u∗ of (1) is given by
u∗En(t) := E((u
∗(t, ◦))n) =
∫
D′a
(u∗(t, ξ))n dµ(ξ) =
∫
D′a
(u∗(t, ξ))n ρ(ξ)dξ,
where ρ is the probability density function of the random variable vector ξ. Periodization
yields∫
D′a
(u∗(t, ξ))n ρ(ξ)dξ =
∫
[0,1/2]
dξ
(u∗(ϕt(x), ϕξ(y)))
n ρ(ϕξ(y)) |det(J)| dy,
where J is the involved Jacobian matrix. Assuming ϕξ is a periodization that acts on each
component of ξ separately, cf. Section 2.2, the determinant of the Jacobian matrix is a tensor
product function and we continue
= 2−dξ
∫
T
dξ
(u∗(ϕt(x), ϕξ(y)))
n ρ(ϕξ(y))
dξ∏
j=1
∣∣∣ϕ′ξj (yj)∣∣∣ dy
≈ 2−dξ
∫
T
dξ
(u˘(ϕt(x), ϕξ(y)))
n ρ(ϕξ(y))
dξ∏
j=1
∣∣∣ϕ′ξj (yj)∣∣∣︸ ︷︷ ︸
=:wn(x,y)
dy. (19)
We approximate the integrand wn using a sparse FFT approach and achieve a Fourier partial
sum
SI4 [wn](x,y) =
∑
(k,l)∈I4
aˆ(k,l)e
2pii(kx+l·y).
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Figure 2: Solution u(η, ξ1, ξ2) of (20) for dξ = 2 parameters and a0 = 4.3, γ = 2.
Integrating SI4 [wn] instead of wn in (19) leads to the approximation
u˘∗En(t) := 2
−dξ
∫
T
dξ
∑
(k,l)∈Iw
aˆ(k,l)e
2pii(kx+l·y)dy = 2−dξ
∑
(k,0)∈I4
aˆ(k,0)e
2piikx
= 2−dξ
∑
(k,0)∈I4
aˆ(k,0)e
2piikϕ−1t (t)
of u∗En since each monomial that depends on y integrates to zero.
5 Numerical results
For our numerical tests, we use an example from [3]. The goal is to numerically solve the
boundary-value problem
−
∂
∂η
(
a(η, ξ)
∂
∂η
u(η, ξ)
)
= 10, with u ≡ 0 at ∂(0, 1), (20)
where the random coefficient a : [0, 1] × [−1, 1]dξ → R is given by
a(η, ξ) = a0 +
dξ/2∑
j=1
ξ2j−1
cos(jpiη)
jγ
+ ξ2j
sin(jpiη)
jγ
,
with γ ∈ R, γ > 1, a0 ∈ R, a0 > 2ζ(γ), dξ ∈ 2N, and ζ denotes the Riemann zeta function.
The random coefficient a is bounded in the interval [a0 − 2ζ(γ), a0 + 2ζ(γ)] and thus the dif-
ferential equation (20) is uniquely solvable for fixed ξ ∈ [−1, 1]dξ .
The parameters ξk, k = 1, . . . , dξ can be interpreted as random variables. Here we choose
them to be uniformly distributed
ξk ∼ U([−1, 1])
13
ρ N s θ r MS˜I1 [˜˘v1]
MS˜I2 [v˜2]
MSI4 [w1] |Gˆ
21
N |
I 32 1,000 1 · 10−12 5 2.71 · 107 2.96 · 107 7.29 · 106 1.18 · 1038
II 64 5,000 1 · 10−12 5 5.67 · 108 7.15 · 108 1.72 · 108 2.1 · 1044
III 128 8,000 1 · 10−12 5 2.46 · 109 3.06 · 109 6.98 · 108 4.06 · 1050
Table 1: Parameter settings, the number of samples M used for the computation of the ap-
proximations of ˜˘v1, v˜2, and SI4 [w1] for dξ = 20, cf. Sections 3.2 and 4, and the
total cardinality of the box of frequency candidates for the sFFT algorithm that
uses rank-1 lattices as spatial discretizations for dξ = 20.
ρ N s θ r MS˜I1 [˜˘v1]
MS˜I2 [v˜2]
MSI4 [w1] |Gˆ
21
N |
I 32 1,000 1 · 10−12 5 1.1 · 108 1.15 · 108 2.55 · 107 1.18 · 1038
II 64 5,000 1 · 10−12 5 1.35 · 109 1.45 · 109 3.54 · 108 2.1 · 1044
III 128 8,000 1 · 10−12 5 4.5 · 109 4.75 · 109 8.49 · 108 4.06 · 1050
Table 2: Parameter settings, the number of samples M used for the computation of the ap-
proximations of ˜˘v1, v˜2, and SI4 [w1] for dξ = 20, cf. Sections 3.2 and 4, and the
total cardinality of the box of frequency candidates for the sFFT algorithm that
uses multiple rank-1 lattices as spatial discretizations for dξ = 20.
and we fix a0 = 4.3 and γ = 2. In Figure 2 we (partially) plotted an approximation of the
solution of this differential equation, where we restricted the number of random variables to
two.
In order to demonstrate the applicability of the presented approach, we specify the settings
of the applied algorithmic components. On the one hand, we restrict the numerical tests to
the tent transform as periodization mapping, cf. Section 2.2.1, since this seems to be the most
unfavourable choice due to its relatively low smoothness. On the other hand, we have to spec-
ify the applied sparse FFT approaches and the corresponding parameters. We choose three
different sparsity levels s and refinements N for our approximated solutions u˘ρ, ρ = I, II, III,
cf. Section 3.2. Furthermore, we apply two different algorithms for computing approximate
solutions denoted by u˘ρr1l and u˘
ρ
mr1l namely the sFFT-algorithms that use sampling schemes
that are rank-1 lattices and multiple rank-1 lattices, respectively. We call the correspond-
ing sFFT algorithms R1LsFFT and MR1LsFFT. The basic structure of both algorithms is
described in [18, Alg. 1]. The crucial differences of the R1LsFFT and the MR1LsFFT are
in step 2b and 2f, where the first approach uses the component–by–component construction
as described in “Algorithm 1” in [18, Sec. 2.2.1] in order to determine suitable generating
vectors and the latter approach uses [13, Alg. 4] with c = 2 in order to determine multiple
rank-1 lattice discretizations.
Tables 1 and 2 show the parameters we used in columns two to five for the two different sFFT
algorithms. The impacts of these parameters are shortly described in Section 2.1.
Increasing the number dξ of random variables yields approximation problems of higher
dimensionality. Clearly for practical applications, the number of random variables needs to
14
2 11 21 31 41
0
10
20
30
40
50
60
dimension index j
m
ax
{|
k
j
|:
k
∈
I
}
Figure 3: Directional expansion of the frequency set I ⊂ Z1+dξ of u˘ for the random variables.
be suitably bounded. The used diffusion coefficient a is build in such a way, that the influence
of the random variable ξj decreases with growing index j. Our first crucial task is to estimate
the index j for which we can truncate the series expansion of a without losing significant
information of a. In other words we would like to estimate a suitable number dξ.
Example 5.1 To this end, we computed the approximation of a solution of (20) by our ap-
proach with a fixed large number dξ = 40 of random variables, i.e., we treat a 41-dimensional
approximation problem. We end up with an approximation u˘IIIr1l as represented in (18). In
order to simplify the considerations on the influence and the interactions on the variables of u˘
we apply periodizations and the sparse FFT approach on u˘ which leads in essence to a single
Fourier sum representation of u˘. The associated frequency set of this approximate solution
– together with the absolute values of the occuring (Fourier) coefficients of this solution –
allow for rating the random variables to their importance. In particular, if the expansion
hj − lj, (k,h), (k
′, l) ∈ I of the frequency set in direction j is zero – or very small and the
corresponding coefficients almost zero in relation to the largest occuring coefficients – the
solution does not or not significantly depend on the variable ξj. Accordingly, leaving out
this variable should not cause significant errors. Figure 3 indicates the expansions in each
coordinate direction of the frequency set of u˘ for dξ = 40. Obviously, the last 18 random
variables have a very small expansion. We stress that the variables ξ21 as well as ξ22 have a
significant frequency support but can be neglected due to the low order of magnitude of its
Fourier coefficients. For these reasons, we restrict the number of random variables to dξ = 20
in the following experiments.
As mentioned in the last example, we fix dξ = 20. We solved (20) by the means of the
sparse FFT approaches that uses single or multiple rank-1 lattices as spatial discretizations.
The applied parameter constellations are presented in Tables 1 and 2. Both tables contains
the total amount of samples that were used for the approximation of the functions ˜˘v1, v˜2, and
SI4 [w1] in columns six to eight for the different parameter settings as well. Moreover, the last
columns of both tables present the cardinality of the full grids Gˆ21N , where the sFFT algorithms
search for the frequencies of the sparse representations of the computed approximations.
Example 5.2 We consider the average error of the computed approximations u˘ρ† , † ∈
{r1l,mr1l}, of the solution u∗ for fixed spatial nodes ηk. To this end we calculate the solution
15
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10−5
10−4
10−3
ErrIr1l Err
II
r1l Err
III
r1l
Figure 4: Averaged absolute errors Errρr1l for 20000 random samples of y and using the sFFT
algorithm with single rank-1 lattices sampling.
of (20) for ntest = 20000 fixed randomly chosen parameters ξ
i ∈ [−1, 1]20, i = 1, . . . , 20000 as
grid functions defined on the uniform grid
ηk =
k
100
, k = 0, . . . , 100, (21)
via numerical integration and an error bound of 10−6. We denote the corresponding solution
by uˇ, i.e., we assume that the values uˇ(ηk, ξ
i) are suitable approximations of the true solution
and we use these function values for comparison against our approximations. For a first
comparison, we consider the pointwise difference with respect to our approximated solution
and calculate the mean, i.e.
Errρ†(ηk) :=
1
ntest
ntest∑
i=1
|uˇ(ηk, ξ
i)− u˘ρ†(ηk, ξ
i)|.
The errors Errρr1l and Err
ρ
mr1l for the parameter selections ρ = I, II, III from Tables 1 and 2
are plotted in Figures 4 and 5, respectively. We observe that the approximations computed
by the MR1LsFFT are slightly better than those computed using the R1LsFFT algorithm.
Certainly, this observation seems reasonable due to the usage of different numbers of sampling
values, cf. Tables 2 and 1.
According to the last example, we computed a complete approximate solution of (20). In
Section 4 we explained how to compute moments of these approximate solution.
Example 5.3 We demonstrate the performance of our approximation strategy by a compar-
ison of subsequently computed approximate moments of the solution u∗. The Monte-Carlo
approximation of the expectation value is given by
untest(ηk) =
1
ntest
ntest∑
i=1
uˇ(ηk, ξ
i)
for fixed ηk, cf. (21), and the pointwise error at these spatial nodes is computed by
Resρ†(ηk) := |untest(ηk)− Eu˘
ρ
†(ηk)|,
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Figure 5: Averaged absolute errors Errρmr1l for 20000 random samples of y and using the sFFT
algorithm based on multiple rank-1 lattice sampling.
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Figure 6: Absolute difference Resρr1l(ηk) of Monte-Carlo expectation value untest(ηk) and the
approximation Eu˘ρr1l of u
∗
E.
where the approximations Eu˘ρ†(ηk) of the first moment are gained from the solutions u˘
ρ
† ,
† ∈ {r1l,mr1l} as described in Section 4. The Resρ† behave very similar for fixed ρ and
† ∈ {r1l,mr1l}. Slightly better errors of the Expectation can be observed for the multiple
rank-1 lattice approach, cf. Figures 6 and 7.
Furthermore, we can regard higher order moments. In a similar way as above, we computed
the approximation of the second order moment by averaging
untest(ηk)
2 =
1
ntest
ntest∑
i=1
uˇ(ηk, ξ
i)2
and the pointwise error for each ηk
Resρ,2† (ηk) := |untest(ηk)
2 − Eu˘ρ†(ηk)
2|.
In Figure 8, the errors Resρ,2r1l for the single rank-1 lattice approach (R1LsFFT) are plotted.
We see that adequately chosen parameters yield even very well approximated second moments.
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Figure 7: Absolute difference Resρmr1l(ηk) of Monte-Carlo expectation value untest(ηk) and the
approximation Eu˘ρmr1l of u
∗
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