Introduction
============

Cocaine use and dependence continue to represent major biomedical and psychosocial problems affecting individual drug users, their families, and society as a whole. Within the United States (US) population, cocaine ranks second among the most commonly used internationally regulated drugs (IRD). It is estimated that roughly one in six who start using cocaine will develop a cocaine dependence syndrome. By comparison, for cannabis, which is the IRD used most often, the corresponding estimate is 1 in 11 (Anthony, [@B1]). Development of cocaine dependence involves multiple steps after the first chance to try this drug, and the dependence process can be traced from the initiation of cocaine use toward subsequent dependence processes; each step is plausibly influenced by both genes and environmental conditions (Anthony, [@B1]). Against a background of evidence showing that facets of environment are largely important in relation to the occurrence of chances to try cocaine, it seems clear that the genetic variants play a more substantial role in the initial responses to first cocaine use, and in the transitions from transient occasions of use in the direction of the cocaine dependence process (Wagner and Anthony, [@B24]; Uhl, [@B22]; Compton et al., [@B5]; Anthony, [@B1]; Ho et al., [@B13]; Bierut, [@B2]).

Evidence from twin and family studies is supportive with respect to genetic influences on cocaine dependence. For example, estimated heritability has ranged from 0.4 upward toward 0.8 (Kendler and Prescott, [@B15]; Van Den Bree et al., [@B23]; Kendler et al., [@B14]). With heritability estimates of this size, the hope is that genetic variants alone, or coupled with facets of environment, might be used to improve prediction of risk for becoming cocaine dependent. If successful, a cocaine dependence risk-prediction model might be used to guide early prevention and intervention initiatives in population-wide interventions, to identify high risk subgroups of the population deserving of special attention, and to shine new light on research, both pre-clinical and clinical, as might help us come to a better understanding of the processes at play when dependence syndromes and serious drug addiction follows initial drug experiences.

On one hand, the task of developing a risk-prediction model for cocaine dependence is hampered by the present state of evidence, in which few individual SNP markers have been identified as substantial influences on the heritability values just mentioned. On the other hand, from a risk-prediction perspective, it is not necessary to require all such predictors in the risk-prediction model to be confirmed disease-susceptibility loci. High-dimensional risk-prediction studies have recently been conducted in exploration of a large ensemble of genetic predictors and their interactions, with resulting improvements in risk prediction for type I diabetes and other complex diseases (Evans et al., [@B11]; Wei et al., [@B26]; Kooperberg et al., [@B16]). In these improvements, the risk-prediction models have been improved substantially via extension of the models to encompass the possibility of gene--gene interactions, in addition to the potential influence of individual genes.

In line with these successful high-dimensional risk-prediction modeling approaches for other complex diseases, we have completed a genome-environmental risk-prediction study for cocaine dependence. In this work, there is simultaneous consideration of 948,658 single nucleotide polymorphisms (SNPs), six cocaine-related facets of environment, three personal characteristics, and their potential interactions. To pursue our risk-prediction model development aim, we applied a novel tree-assembling ROC (TA-ROC) approach, with data from de-identified case--control samples supplied from the Family Study of Cocaine Dependence (FSCD). Post-prediction analyses then were used to evaluate potential contributions of each individual predictor within an overall cocaine dependence risk-prediction model.

Materials and Methods
=====================

FSCD genome-wide association study dataset
------------------------------------------

De-identified data from the FSCD originate with 440 unrelated cases and 605 unrelated controls. FSCD cases, diagnosed in relation to DSM-IV cocaine dependence criteria, were identified and recruited in chemical dependency treatment units of the greater St. Louis metropolitan area. FSCD controls were identified and recruited through driver's license records with matching for race, age, sex, and residential zip code. FSCD assessment plans for personal characteristics (e.g., age), and for facets of environment (e.g., trauma experiences) were guided by standardized interview protocols, as described in prior FSCD publications (Bierut et al., [@B4], [@B3]) and on the study's web site. Blood samples were collected for all 1045 unrelated subjects. Genotyping used Illumina Human 1Mv1_C BeadChips and the Illumina Infinium II assay protocol (Bierut et al., [@B3]). In total, 948,658 SNPs passed the FSCD quality control filter (QC). These were the QC-filtered SNPs used in development of our cocaine dependence risk-prediction model.

Genome-environmental risk-prediction analysis
---------------------------------------------

We are aware that this genome-environmental risk-prediction study simultaneously considers nearly one million predictors and their possible interactions. To handle such a large amount of data, we make use of a newly developed receiver operating characteristic approach: TA-ROC. TA-ROC represents an extension of our previously developed approach, Forward ROC (F-ROC), possessing the same advantage of being computationally efficient and capable of capturing higher order interactions (Ye et al., [@B29]). Moreover, within TA-ROC, there is a built-in trees-assembling process that is capable of integrating hundreds of low- to medium-effect potential risk predictors and their interactions into the model with an intent to improve accuracy of prediction.

The entire process of the TA-ROC approach is described in Figure [1](#F1){ref-type="fig"}. To build a risk-prediction model, the TA-ROC first draws T bootstrap samples from the original case--control data and uses the remaining samples (i.e., those not selected as the bootstrap sample) as the out-of-bag samples (OOB samples). For each bootstrap sample, a small set of predictors is selected. Thereafter, a forward selection algorithm (i.e., our F-ROC algorithm) is used to form an optimal risk-prediction model. The F-ROC algorithm starts with a null model containing no predictors. In each step, it adds a new predictor into the model and splits the samples into different risk groups, so that the model's accuracy is optimized. The splitting process continues until a full-size prediction model is reached (i.e., risk groups cannot be split further). Applying the F-ROC algorithm to all T bootstrap samples yields an ensemble of prediction models. Via assembly of a large number of prediction models, each containing different sets of predictors, TA-ROC can simultaneously consider a large number of genetic/environmental predictors and their interactions. TA-ROC also has the advantage of taking low-marginal-effect predictors and their interactions into account via random selection of a subset of the predictors, some of which are low-marginal-effect predictors. The final model built by TA-ROC is then applied to the OOB samples to obtain an unbiased estimate of the model's accuracy.

![**The flowchart of the TA-ROC approach**.](fgene-03-00083-g001){#F1}

The major difference between TA-ROC and F-ROC is that TA-ROC ensembles a large number of tree models built on a random subset of the original data. Each of these models is built by F-ROC on a small set of predictors. Therefore, if the underlying disease model involves a larger number of predictors, TA-ROC has the advantage of considering a large ensemble of predictors for improved accuracy, while F-ROC only utilizes a small set of predictors with limited accuracy. A simple simulation study was conducted to demonstrate the improvement of TA-ROC over F-ROC. In the simulation, we varied the number of risk predictors from 2 to 10, and included additional 20 noise predictors. The underlying disease models were assumed to be a multiplicative-effect model, a multiplicative-interaction model, a threshold-effect model (Marchini et al., [@B17]), and a pure interaction model with no marginal effect (Ritchie et al., [@B20]). Thousand replicates were generated for each disease model. In each replicate, we applied TA-ROC and F-ROC to build risk-prediction models and calculate the AUCs. In this limited simulation, we demonstrated that the proposed TA-ROC attained higher accuracy than the existing F-ROC when an increased number of risk predictors were involved (Figure [2](#F2){ref-type="fig"}).

![**Prediction performance of TA-ROC and F-ROC on simulated data**.](fgene-03-00083-g002){#F2}

Results
=======

Descriptive analysis
--------------------

Table [1](#T1){ref-type="table"} describes the FSCD sample of 440 cocaine dependence and 605 controls in relation to the distribution of personal characteristics (e.g., age at interview) and facets of environment (e.g., trauma experience). Noteworthy differences between cases and controls are observed for physical trauma, childhood sex abuse, and childhood physical abuse. For example, almost 80% of cases has experienced physical trauma versus fewer than 40% of controls. In these case--control contrasts, more or less balanced distributions were found for the matching variables (e.g., age and race).

###### 

**Distribution of FSCD-assessed personal characteristics and facets of environment, and the estimated *p*-value for cocaine dependence associations in this study**.

                                 Case         Control      *p*-value
  ------------------------------ ------------ ------------ ----------------
  No. of subjects                440          605          --
  Age (S.D.)                     36.8 (8.7)   36.8 (9.1)   0.391
  Sex (% male)                   56.4         45.6         6.21 × 10^−4^
  White non-Hispanic Race (%)    47.7         52.4         0.129
  Large city hometown (%)        50.2         44.1         0.0370
  Hx: child sex abuse (%)        33.0         11.6         2.89 × 10^−16^
  Hx: child physical abuse (%)   45.2         21.0         2.22 × 10^−16^
  Hx: sexual trauma (%)          34.1         15.5         5.11 × 10^−12^
  Hx: physical trauma (%)        78.6         40.0         2.75 × 10^−34^
  Hx: non-assault trauma (%)     88.0         76.2         2.40 × 10^−6^

Genome-environmental risk prediction of cocaine dependence
----------------------------------------------------------

When prior risk-prediction studies have focused attention of the modeling process on known risk predictors (e.g., confirmed disease-susceptibility loci), there is a disadvantage. Namely, for many complex traits such as cocaine dependence, the existing disease-susceptibility loci account for no more than a small fraction of the total genetic variation. As such, they are likely to hold limited value in the task of disease prediction. Addressing this limitation of established approaches, we conducted a genome-wide risk-prediction analysis by applying the TA-ROC approach to all available QC-filtered SNPs (i.e., *n* = 948,658 SNPs, as described above). In this context, risk-prediction model built on such a large ensemble of predictors may be subject to over-fitting due to the presence of noise predictors, which can be quite common when almost one million predictors are being considered. To reduce the number of noise predictors, we used a simple filtering strategy described elsewhere (Wei et al., [@B26]). As such, it was possible to filter out SNPs based on their single-locus *p*-value. For each *p*-value threshold (i.e., 10^−2^, 10^−3^, ..., 10^−6^), we selected the corresponding set of SNPs (i.e., filtering out those with a *p*-value larger than the defined *p*-value threshold), and applied the TA-ROC method to the selected SNPs to form a risk-prediction model. Adopting a more stringent *p*-value threshold could filter out some important predictors, while using a less stringent threshold may introduce too many noise loci. To determine the most parsimonious risk-prediction model built on appropriate number of loci, we evaluated risk-prediction models built on each *p*-value threshold on the out-of-bag (OOB) samples (i.e., the validation samples). Through this analysis, we found a risk-prediction model built on the top three SNPs, all of which passed the most stringent *p*-value threshold of 10^−6^. This model achieved limited accuracy in the OOB samples (AUC = 0.580, SD = 0.018). It was possible to increase model accuracy by increasing the range of additional potential risk predictors within the model (Figure [3](#F3){ref-type="fig"}). Thereafter, the model was amended to include 330 SNPs (i.e., those with *p*-value less than 10^−4^), which obtained more optimal performance (AUC = 0.718, SD = 0.016). Addition of more SNPs did not improve the model's accuracy. In fact, when *p*-value thresholds of 10^−3^ and 10^−2^ were used, the AUC values decreased to 0.712 and 0.705, respectively. Therefore, the model based on 330 SNPs was chosen as the best risk-prediction model from these data, based entirely upon information from the SNPs.

![**The performance of the risk-prediction model at each *p*-value threshold**. Risk-prediction models M1, M2, M3, M4, and M5, comprised of 3, 38, 330, 2761, and 25460 SNPs with a *p*-value threshold of 10^−6^, 10^−5^, 10^−4^, 10^−3^, and 10^−2^, respectively.](fgene-03-00083-g003){#F3}

Consistent with contemporary views of various facets of environment that might influence occurrence of cocaine dependence, we extended the SNP-based risk-prediction model development to include variables reflecting facets of environment and experience, as well as personal variables mentioned above. The risk-prediction model built on nine variables on facets of environment and personal characteristics reached medium classification accuracy (AUC = 0.754; SD = 0.015; Figure [4](#F4){ref-type="fig"}). Combining of 9 non-genetic variables and the 330 genetic variables improved the accuracy of the resulting risk-prediction model (AUC = 0.809; SD = 0.013; Figure [4](#F4){ref-type="fig"}). We note that the AUC from risk-prediction models based solely in genetic influences was in a range from 0.5 to roughly 0.7. With the addition of the nine additional variables on facets of the environment and personal characteristics, the resulting genome-environmental risk-prediction model reached tangibly high classification accuracy.

![**ROC curves for the cocaine dependence risk prediction models**. The genome-environmental risk-prediction model (Model 1) is comprised of 330 SNPs and 9 facets of environment, while the genome-wide risk-prediction model (Model 2) is comprised of only 330 SNPs and the environmental risk-prediction model (Model 3) is comprised of the 9 facets of environment.](fgene-03-00083-g004){#F4}

Contribution of each predictor to cocaine dependence risk prediction
--------------------------------------------------------------------

In post-estimation exploratory data analyses (i.e., after AUC estimation), we probed into which characteristics might be important individual predictions of cocaine dependence risk in these data. The contribution of each predictor is measured by dAUC, defined as the average AUC increase as might be attributable to the individual predictor. Table [2](#T2){ref-type="table"} shows the contributions of the top predictors from across the array of SNPs, facets of environment, and personal characteristics. Physical trauma was listed as the most important predictor of cocaine dependence, with a dAUC value of 0.124. Among the remaining environmental conditions, childhood physical abuse, childhood sex abuse, and sexual trauma also contributed significantly to cocaine dependence risk prediction (i.e., ranked 2nd, 3rd, and 4th). The top genetic predictors were 5th to 11th in rank. The top genetic predictors were 5th to 11th in rank. Among the 7 top-ranked SNPs, the first 5 SNPs were all belong to gene GBE1 and were highly correlated (i.e., all pairwise correlation coefficients were great than 0.9). The other two SNPs were located within the gene desert of chromosome 4 and were also highly correlated (i.e., the pairwise correlation coefficient was great than 0.9).

###### 

**Individual contribution of top-ranked predictors to cocaine dependence risk prediction**.

  Predictors                 dAUC     95% Empirical confidence interval   Rank     
  -------------------------- -------- ----------------------------------- -------- ----
  Trauma physical            0.1243   0.0321                              0.2171   1
  Childhood physical abuse   0.0694   −0.0077                             0.1445   2
  Childhood sex abuse        0.0666   −0.0025                             0.1288   3
  Trauma sexual              0.0533   −0.0099                             0.1108   4
  rs7622741                  0.0278   −0.0304                             0.0880   5
  rs9815059                  0.0265   −0.0303                             0.0853   6
  rs2307058                  0.0259   −0.0288                             0.0853   7
  rs7649028                  0.0253   −0.0297                             0.0827   8
  rs7631349                  0.0248   −0.0304                             0.0828   9
  rs4835549                  0.0226   −0.0319                             0.0835   10
  rs4835147                  0.0216   −0.0337                             0.0819   11
  Trauma non-assault         0.0213   −0.0177                             0.0549   12
  Gender                     0.0132   −0.0364                             0.0672   20

Discussion
==========

Translation of genetic discoveries into useful models for disease prediction has been recognized as an essential step toward enhanced personalized healthcare and disease prevention. In research to date, the risk-prediction models focused on recently discovered genetic loci have lacked sufficient accuracy for clinical use. Since the majority of genetic variants on the genome have not yet been studied for their predictive or functional importance with respect to risk, it may be helpful for improved accuracy and performance if future disease prediction discoveries were to shift toward genome-wide risk-prediction studies of broad range -- considering all available genetic variants and minimally plausible facets of environment, experience, and general or specific host characteristics, as well as their possible interactions. In this present study of genome-environmental risk prediction for cocaine dependence, we searched the entire QC-filtered genomic profile of SNPs, as well as nine facets of environment and personal characteristics, and product terms, to devise a genome-environmental risk-prediction model for cocaine dependence. The genome-environmental risk-prediction model reached a high classification accuracy (AUC = 0.809). Even the model with genetic variants alone had a medium level of accuracy (AUC = 0.718). To the best of our knowledge, no previous high-dimensional cocaine dependence risk-prediction model of this type has been developed by others. The results should serve as the first step toward establishing improved prediction models for cocaine dependence. With more validation and investigation, we might be able to refine this cocaine dependence risk-prediction model toward applications as follows: (1) improvements in population-based prevention, (2) improvements in indicated or targeted interventions for high risk population subgroups, and (3) improvements in research, both pre-clinical and clinical, as might help us come to a better understanding of the processes at play when dependence syndromes and serious drug addiction follows initial drug experiences.

There is a potentially important finding in that the cocaine dependence risk-prediction model achieved a noteworthy improvement when the model was extended to include facets of environment and experience such as physical trauma, childhood sex abuse, and sexual trauma. With these variables in the model, in addition to terms for SNP markers, and their interactions, the estimated AUC of the resulting risk-prediction model was as large as 0.8. Among the environmental risk predictors, we found that physical trauma, childhood sex abuse, and childhood physical abuse made noteworthy contributions to cocaine dependence risk prediction. Indeed, in related prior studies, these types of trauma have been found to be strong predictors of drug use disorders (Cottler et al., [@B6]; Dube et al., [@B9]; Fergusson et al., [@B12]; Douglas et al., [@B8]; Enoch et al., [@B10]). To illustrate, in one study, Dube et al. ([@B9]) found adverse childhood experiences to be strongly associated with illegal drug taking, and this is not the first study to link childhood trauma with adversities occurring in the context of cocaine problems and other neurobehavioral outcomes in adulthood (Wegman and Stetler, [@B25]; Narvaez et al., [@B18]). More specifically, in a case--control study of 832 African-American men, Enoch et al. ([@B10]) found that childhood trauma, as well as its interaction with a specific genetic variant, were associated with increased risk of cocaine dependence. A second finding of potential note is the implication of *GBE1*, which is a chromosome 3p12 gene that encodes the 1,4-alpha-glucan-branching enzyme, previously noted in relation to the metabolic syndrome and in autosomal recessive glycogen storage syndromes and polyglucosan body disease, with associated disturbances of executive function, often in accompaniment with disturbances of gait, bladder function, and sensation in the distal lower extremities of the body (Ubogu et al., [@B21]; D'Angelo and Bresolin, [@B7]). Perhaps of greater importance in the context of cocaine dependence is that *GBE1* is linked or predicted to be linked to glycogen synthase kinase 3 beta (*GSK3B*) in relation to co-expression and co-occurrence, and *GSK3B* has been described as a mediator for both cocaine reward memory and cocaine-induced behavioral sensitization (Xu et al., [@B28], [@B27]).

The genome-environmental risk-prediction analysis was conducted by utilizing a computationally efficient and powerful approach, TA-ROC. It took only 248 s to form the final genome-environmental risk-prediction model. Compared to existing high-dimensional risk-prediction tools, it has the advantage of considering low-marginal-effect predictors and high-order interactions. As demonstrated by our risk-prediction analysis, TA-ROC could not only assess the model's overall classification accuracy, but also yields dAUC to evaluate the role of each predictor in risk prediction, which could facilitate our understanding of the functional utility of individual covariates within the risk-prediction model. It must be acknowledged that risk-prediction models built on a large number of predictors may be subject to over-fitting. However, in Wei et al. ([@B26]) and in our previous genome-wide risk-prediction study (Ye et al., [@B29]), there is evidence of robust performances of the genome-wide risk prediction. In addition, TA-ROC makes use of an assembling process to provide reliable performance, and implements a built-in cross-validation procedure (i.e., the OOB validation), yielding an unbiased accuracy assessment of a risk-prediction model.

The limitations of the study largely are related to the fact that the development of any risk-prediction model must proceed through multiple stages that start with data from retrospective and exploratory investigations. These early studies must show promising results before it is possible to secure resources required to probe the boundary conditions of the risk-prediction models in the form of more definitive prospective studies, experimental trials, and disease impact determinations (Pepe et al., [@B19]). Nonetheless, our use of a readily available cocaine dependence case--control data archive might be criticized by readers who give greater priority to prospective and longitudinal investigations when the goal is development of early risk-prediction models. With these readers, we share a concern that there should be replication of the study with data from a well-designed, large-scale prospective study or experimental trial (e.g., possibly a current trial underway to prevent cocaine dependence using novel intervention methods).

In conclusion, the risk-prediction model based on the genome profile and an additional six facets of environment, plus three personal characteristics, has achieved a noteworthy level of accuracy in discrimination of cocaine dependence cases from controls. Cocaine risk prediction by genetic information alone did not yield the superior AUC estimates. The risk-prediction model reached high accuracy when genetic information was combined with information about facets of the environment and adverse experiences. To be sure, replication and follow-up studies are needed in order to validate these findings and provide a more comprehensive view of the cocaine dependence risk-prediction model. Ultimately, the application of greatest public health significance may be in the development of new cocaine dependence risk-prediction models for clinical research and application or for use in more population-based prevention and intervention programs, in addition to application for high risk subgroups of the population.
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