The problem of evaluating the goodness of the predictive distributions developed by the Bayesian model averaging approach is investigated. Considering the maximization of the posterior mean of the expected log-likelihood of the predictive distributions (Ando (2007a)), we develop the Bayesian predictive information criterion (BPIC). According to the numerical examples, we show that the posterior mean of the log-likelihood has a positive bias comparing with the posterior mean of the expected log-likelihood, and that the bias estimate of BPIC is close to the true bias. One of the advantages of BPIC is that we can optimize the size of Occam's razor. Monte Carlo simulation results show that the proposed method performs well.
Introduction
Consider a universe of J models M 1 , . . . , M J . Let f (y | θ j , M j ), π j (θ j | y , M j ) and π(M j | y ) denote the probability density function of y with parameter θ j , the posterior density of θ j ∈ R M j and the posterior probability of model M j , respectively.
Suppose that a set of n independent observations y = (y 1 , . . . , y n ) are generated from an unknown distribution G(y ) with a probability density g(y ). Inwhere L(y | θ j , M j ) = n α=1 f (y α | θ j , M j ) is the likelihood function of the model M j and π j (θ j ) is the prior of θ j . For general introductions to Bayesian inference, we refer to Bernardo and Smith (1994) , Gelman et al. (1995) and Kass and Raftery (1995) .
Although the Bayesian model averaging approach is useful to take into account the uncertainty that comes from the model specification, it is still difficult to incorporate every possible uncertainty into the model. The critical issue with the Bayesian model averaging approach is how to evaluate the goodness of the predictive distributions, or equivalently, how to select the sampling density and the prior density parameter, the prior probability of the model and the number of models to be included in the predictive distribution. A cross-validation has been introduced by Stone (1974) . However, note that the computational cost usually becomes larger as the sample size, n, or, the number of models, J, increases. Though the Occam's window approach (Madigan and Raftery (1994) ) averages over a set of good models, the selection of the size of Occam's razor is still unclear.
From an information theoretic point of view, it is natural to evaluate the goodness of the model based on the expected log-likelihood. Konishi and Kitagwa (1996) and Kitagawa (1997) proposed an information criterion for the evaluation of the predictive distribution. Unfortunately, these criteria are proposed to evaluate the goodness of a single predictive distribution, not for the averaged Bayesian models. Furthermore, the analytical expression is usually unavailable even if we regard a predictive distribution constructed by the averaged Bayesian model as a single model.
Recently, Ando (2007a) proposed a Bayesian predictive information criterion for evaluating the goodness of the predictive distributions of hierarchical Bayesian and empirical Bayesian models. This article extends the Bayesian predictive information criterion to cover the evaluation of the predictive distributions developed by the Bayesian model averaging approach.
This article is organized as follows. In Section 2, we briefly review the concept of Bayesian predictive information criterion and give the main result. Sections 3 and 4 conduct Monte Carlo simulations. In Section 3, it is shown that the bias estimate of BPIC is close to the true bias. Simulation results described in Section 4 indicate that the constant size of Occam's razor does not always give a good result, even if it was used in the previous literature. We also show that the size of Occam's razor can be optimized by using the proposed criterion. Section 5 describes real data analysis results. For illustration, the proposed criterion is applied to the functional logistic regression model with random effects. As demonstrated by numerical experiments, the proposed information criterion performs well. Concluding remarks are given in Section 6.
Main result
To determine the best predictive distribution among different statistical models, following Ando (2007a) , we consider the maximization of the posterior mean of the expected log-likelihood:
The posterior mean of the expected log-likelihood η in (2.1) depends on the unknown true model g (z) . Therefore, the problem is how to estimate the posterior mean of the expected log-likelihood accurately.
A natural estimator of η is the posterior mean of the log-likelihood
However, as shown in Ando (2007a) ,η is generally positively biased as an estimator of η. This is because the same data y are used both to construct the posterior distributions and to evaluate η.
Measuring the bias b = E y (η − η), we develop the bias-corrected posterior mean of the log-likelihood. The result is given in the following theorem. Theorem 1. Let η andη be as defined in (2.1) and (2.2), respectively, and suppose that the specified family of probability distributions does not necessarily contain the true model. Under the regularity conditions of Ando (2007a) , (a) the consistency of θ j , (b) the unimodality of the penalized log-likelihood log{L(y | θ j , M j )π j (θ j )}, (c) the asymptotic normality of the posterior modeθ jn , are satisfied for each of the models M j , the asymptotic bias ofη is then given approximately by
where p j is the dimension of θ j ,θ jn = argmax θ θ θ j π(θ j | y , M j ) is the posterior mode of the model M j and the matrices Q jn (θ jn ) and R jn (θ jn ) are given by
The derivation is provided in Appendix.
Correcting the asymptotic bias ofη, we develop the Bayesian predictive information criterion for the evaluation of the models constructed by the Bayesian model averaging approach:
whereb is given by the right-hand side of equation (2.3). We choose the predictive distribution that minimizes BPIC.
Another expression of BPIC is available:
The criterion is therefore expressed as a linear combination of the BPIC score for each of the models M j , BPIC j , weighted by the posterior model probabilities π(M j | y ).
Under a situation log
If we assume further that the specified parametric models contain the true model, or are similar to the true model, then
In this special case, we then obtain a simplified version of the Bayesian predictive information criterion: Ando (2007b) applied this criterion for the Bayesian portfolio selection problem and showed its usefulness.
Monte Carlo simulation 1
Monte Carlo experiments were conducted to compare the asymptotic bias estimate of BPIC with the true bias. In the Monte Carlo simulations, data sets {(x α , y α ); α = 1, . . . , n} are repeatedly generated from the true regression model y α = sin(3πx α ) + ε α for x α = (2α − 1)/(2n). The errors ε α are assumed to be independently distributed according to a normal distribution with the mean 0 and the standard deviation σ = 0.2. In this experiment, we assume that the variance parameter is known.
We estimate the unknown function m(x) = sin(3πx α ) by using a P -spline Gaussian regression model (Eilers and Marx (1996) ): Given a set of knots t 1 , . . . , t k+d+1 , each B-spline basis with the degree d,
, is constructed by using de Boor's recursion formula (de Boor (1978) ):
In this paper, we use the B-spline basis with degree d = 3 and denote b k (x; d) by b k (x) for the simplicity of presentation.
In the P -spline regression modeling framework, the unknown coefficient vector w is usually estimated by the penalized maximum likelihood method (Green and Silverman (1994) ). For general introductions to P -spline nonlinear regression modeling, we refer to Hastie and Tibshirani (1990) , Eilers and Marx (1996) , Imoto and Konishi (2003) and references given therein.
In this paper, we estimate the unknown coefficient vector w in the empirical Bayes framework. The use of the normal prior w ∼ N (0, σ 2 A) leads to the normal posterior with meanŵ n = (B B + A −1 ) −1 B y and variance Konishi et al. (2004) ). We set A = λI m and the number of basis functions to be m = 10. The Bayesian model averaging approach combines a set of six models M 1 , . . . , M 6 , corresponding to the values of the smoothing parameter λ = 10 −3 , 10 −2 , 10 −1 , 10 1 , 10 2 and 10 3 , respectively.
Following previous research (Pardoe (2001) , Konishi et al. (2004) ), the prior distribution of the smoothing parameter λ is not specified, though we can specify the prior distribution. We would like to emphasize that the aim is to compare the asymptotic bias estimate of BPIC with the true bias, not to study the prior specification of λ.
The true bias of the posterior mean of the log-likelihood in estimating the posterior mean of the expected log-likelihood is given by
Substituting the density functions (3.1) and the normal prior density w ∼ N (0, σ 2 A) into the equation (2.4), we derive a tailor-made version of the bias estimator of BPIC. In this case, the m × m matrices Q jn and R jn in (2.4) are given by
respectively. Hereŵ jn is the posterior mode, 1 n = (1, . . . , 1) , Λ is the n × n diagonal matrix, and the α-th diagonal element's Λ αα = y α −ŵ jn b(x α ). In order to compute the marginal likelihood, Chib (1995) evaluated the log of the marginal likelihood as follows:
for any values of w * j . Note that on the right hand side of this equation, an analytical expression is available for each component. We therefore can easily evaluate the marginal likelihood. Table 1 shows the true bias and the asymptotic bias estimate of BPIC for various sample sizes n. The exact values of the bias were calculated numerically by using a Monte Carlo simulation with 30,000 repetitions. We observe from Table 1 that the bias estimates of BPIC are close to the true bias. Similar comparisons were made under various values of m. We found the results described above to be essentially unchanged. 
Monte Carlo simulation 2
Monte Carlo simulations are conducted to investigate the performance of the proposed method through multivariate linear regression modeling. The problems considered here are (1) to identify the set of predictors that explains the response variable and (2) to estimate the true structure accurately.
For the simulation study, repeated random samples {(x 1α , . . . , x 8α , y α ); α = 1, . . . , n} are generated from the true model y α = 0.1x 1α + 0.2x 2α + ε α , where the noises ε α are generated from the normal with mean 0 and the standard deviation σ = 0.2 and x jα are uniformly distributed within [−2, 2].
We estimate the true function m(x) = 0.1x 1 + 0.2x 2 by using the multivariate linear regression model: (1, x 1 , . . . , x p ) and p is the number of predictors. Note that depending on the specification of x , the number of predictors, p, ranges from p = 0 to p = 8. Following Denison et al. (2002, Chap. 2), we shall use the normal inverse-gamma prior π(β, IG(a, b) , which leads to the normal inverse-gamma posterior π(β, σ 2 | y ) = N (β, σ 2 A * )IG(a * , b * ) with a * = a + n/2 and b * = b + y y −β (A * ) −1β . Hereβ = (X X + A −1 ) −1 X y is the posterior mean and A * = (X X + A −1 ) −1 . In this experiment we set A = 10 5 ×I p and a = b = 10 −10 . By using the marginal likelihood
the Bayesian model averaging approach combines 2 8 = 256 models M 1 , . . . , M 256 . Here Γ(·) is the gamma function. In this simulation, Occam's razor approach (Raftery et al. (1997) ) is employed. This approach averages over a reduced set of likely models. Let us denote a set of likely models and unlikely models to be R and Q. An initial set of likely models to be included is R 0 = {M 1 , . . . , M 256 }, from which the models that are unlikely are a posteriori excluded. Firstly, the model M k , which has a largest marginal likelihood score π(M k | y ) = argmax j π(M j | y ) is identified. Secondly, given the value of C, a set of unlikely models
We then obtain the updated likely models
As a third step, we further exclude a set of unlikely models. Focusing on each of the models M j ∈ R 1 , if there exists a model
Then, from R 1 , we obtain a set of unlikely models
∈ Q 2 } and the corresponding predictive distribution is
which obviously depends on the value of C.
In this simulation, we compared the following three Bayesian model averaging methods. (a) All models are included, in which the size of Occam's razor C is implicitly set to be C = ∞, (b) the size of Occam's razor C is set to be constant C = 100, and (c) the proposed method, in which the size of Occam's razor C is optimized by BPIC. The candidates for C were chosen on an evenly spaced grid of 100 values between log 10 (C) = 0.1 and log 10 (C) = 10. BPIC scores are calculated for each C and then we select an optimal value C, which has the smallest BPIC score. In the calculation of the posterior mean of the log-likelihood, the total number of MCMC iterations is chosen to be 10,000. Table 2 compares the average squared error ASE = n α=1 {m(x α ) −ŷ α } 2 /n between the true and estimated functions. The predicted valueŷ is given bŷ
whereβ j is the posterior mean of the parameter included in the model M j and x j is the corresponding covariate vector. The predictive mean is therefore an average of the predictive means from each of the models, weighted by the posterior model probabilities.
The simulation results were obtained by averaging over 100 repeated Monte Carlo trials. After taking common logarithm log 10 (ASE), the mean was calculated. It may be seen that the proposed method is superior to the others in all of the situations; it gives the smallest mean value of ASE. As shown in this table, an optimal value of Occam's razor C will typically depend on the situation. Therefore, the use of a constant Occam's razor C might lead to an immethodical analysis, even if it was used in the previous literature.
We further investigated the selected value of Occam's razor. Since the optimal mean of C seems to depend on the sample size, we calculated the coefficient of variation CV, the ratio of the standard deviation, and the mean of C. The results are CV = 1.64, 1.25 and 0.41 for n = 50, 100 and 200, respectively. As the sample size increases, the uncertainty of the Occam's razor seems to become smaller. This tendency is intuitively understandable.
From a Bayesian perspective, we can evaluate the posterior probability of the inclusion for each factor. Following Viallefont et al. (2001) , we simply use the sum of the posterior probabilities of the model, which includes the corresponding factor
where δ(M j , k) = 1 if the predictor x k is included in M j , and zero otherwise. Table 2 also shows the averaged values of Pr(x k | y ) over 100 repeated Monte Carlo trials. As shown in Table 2 , the posterior probabilities that the model includes the predictors x 1 and x 2 are close to one when n = 100 and 200. On the other hand, the posterior probabilities that the model includes the wrong predictors x 3 , . . . , x 8 are close to zero. Table 2 indicates that the proposed Table 2 . Comparison of average squared errors for (a) all models are included C = ∞, (b) the size of Occam's razor C is set to be constant C = 100, and (c) the proposed method, in which the size of Occam's razor C is optimized by BPIC. After taking common logarithm, the mean was calculated. The probability P (x j | y ) indicates Pr(x j is included | y method performed well in almost all situations. We therefore can expect that the proposed method can work effectively in the case of real data analysis.
Real data analysis
To illustrate the proposed Bayesian model averaging approach, we analyze the default probabilities of companies listed on the Tokyo Exchange. The database includes n training samples. We considered the two cases n = 50 and n = 100. The goodness of the model is evaluated by using 603 test data, in which 51 companies defaulted.
Following Ando (2007a) , we consider the functional logistic regression model with random effects:
where pr{y α = 1 | x α (·)} is the default probability, β(t) = (β 1 (t), . . . , β p (t)) is the functional coefficient vector, x α (t) = (x α1 (t), . . . , x αp (t)) is the functional predictor, and c α ∼ N (0, σ 2 c ) is the random effect. Following the functional data analysis framework (Ramsay and Silverman (1997) ), the coefficients are expressed as a linear combination of B-spline basis functions,
The model, conditional on w and c α is then expressed as the following density form:
where w = (w 1 , . . . , w r ) and
is the default probability.
In this paper, a set of 5 financial ratios are considered as predictors. The consideration of all possible combinations of the 5 available variables yields an initial set of 2 5 = 32 models. The prior distribution of w is a Gaussian distribution w ∼ N (0, λD p ), whose smoothing parameter was chosen λ = 0.01 and The Occam's razor approach (Raftery et al. (1997) ) considered in the previous section is employed. In this simulation, we compared the following three Bayesian model averaging methods. (a) All models are included, (b) the constant size of Occam's razor C = 20, which is employed by Raftery et al. (1997) and Viallefont et al. (2001) in real data analysis, and (c) the proposed method, in which the size of Occam's razor C is optimized by BPIC. The candidates for C were chosen on an evenly spaced grid of 100 values between log 10 (C) = 1 and log 10 (C) = 10. BPIC scores are calculated for each C and then we select an optimal value C, which has the smallest BPIC score.
We have calculated BPIC scores for various values of C. To ensure the consistency of θ j in (2.4), we first integrated out the random effects c α and then computed BPIC. The details of this specification are discussed by Ando (2007a) . We found that the optimal values of C were 2848.036 (n = 50) and C = 642.8079 (n = 100). Table 3 shows the fitting result. The area under the ROC curve, AUC score, for training data and test data, is calculated to evaluate the predictive ability of the selected model. The default probabilities for the test data are calculated by
where w j is the parameter vector of the model M j . As shown in this table, the proposed method performed well; the proposed method achieved the better AUC score for the test data. 
Concluding remarks
We have proposed the Bayesian predictive information criterion for evaluating the goodness of the predictive distributions developed by the Bayesian model averaging approach. One of the critical issues of Bayesian model averaging was how to optimize the size of Occam's razor. We showed that the proposed criterion allows us to optimize the size of Occam's razor. We would like to note that the proposed criterion is also available for selecting the sampling density, the prior density of parameter and the prior probabilities of each model.
In both the real and the simulated data examples, we have effectively used the proposed criterion for choosing the size of Occam's razor. Since the grid search procedure is performed to select an optimal value C, the computational cost usually becomes larger as the number of grid increases.
Fortunately, it is not a computationally intensive task thanks to the progress in computer technology. Moreover, as shown in Section 4, a constant value of C, like C = ∞, does not always give the best accuracy. When an analysis emphasizes accuracy rather than the speed of analysis, the method proposed by the author is surely valuable in such a situation.
Appendix A
We give the proof of Theorem 1. To each of the models M j , we assume the regularity conditions of Ando (2007a) . We decompose the bias b as b = B 1 + B 2 + B 3 , where
Here θ j0 is the mode of
It can be shown that the variance matrix of
Here the p j × p j matrices R j (θ) and Q j (θ) are respectively defined by
With this result and since R jn (θ jn ) → R j (θ j0 ) in probability as n → ∞, B 1 can be approximated by
The term B 2 can be modified as
+ n −1 log π j (θ j0 ) − log π j0 (θ j0 ) 0.
The term B 3 can be modified as follows:
By expanding log{f (z | θ j , M j )π j0 (θ j )} around θ j0 and using log π j0 (θ j ) n −1 log π j (θ j ), we obtain
From Lemma A2 (Ando (2007a)), we have
We then finally have
When the above results are combined, the asymptotic bias is given bŷ
Replacing the expectation of y by the empirical distribution and θ j0 byθ jn , and estimating the matrices Q j (θ j0 ) and R j (θ j0 ) by Q jn (θ jn ) and R jn (θ jn ) given in (2.3), we obtain the required result. The reviewer pointed out that the proof of Theorem 1 could be simplified as follows. Let η j andη j the posterior mean of the expected log-likelihood, and its log-likelihood with regard to the model M j :
respectively. When the bias is expressed as E y (η − η) ≈ J j=1 π(M j | y ) × E y (η j − η j ), the problem then reduces to the model-wise bias evaluation. Applying Theorem 1 of Ando (2007a) to the model-wise bias E y (η j − η j ), the proof is completed.
