Plant diseases are considered one of the main factors influencing food production and to minimize losses in production, it is essential that crop diseases have a fast detection and recognition. Nowadays, recent studies use deep learning techniques to diagnose plant diseases in an attempt to solve the main problem: a fast, low-cost and efficient methodology to diagnose plant diseases. In this work, we propose the use of classical convolutional neural network (CNN) models trained from scratch and a Multichannel CNN (M-CNN) approach to train and evaluate the PlantVillage dataset, containing several plant diseases and more than 54,000 images (divided into 38 diseases classes with 14 plant species). In both proposed approaches, our results achieved better accuracies than the state-of-the-art, with faster convergence and without the use of transfer learning techniques. Our multichannel approach also demonstrates that the three versions of the dataset (colored, grayscaled and segmented) can contribute to improve accuracy, adding relevant information to the proposed artificial neural network.
INTRODUCTION
Plant diseases are considered one of the main factors influencing food production, being responsible for the significant reduction of the physical or economic productivity of the crops and, in certain cases, may be an impediment to this activity. According to Altieri (2018) , in order to minimize production losses and maintain crop sustainability, it is essential that disease management and control measures be carried out in an appropriate manner, highlighting the constant monitoring of the crop, combined with the rapid and accurate diagnosis of the diseases. These practices are the most recommended by phytopathologists.
The major challenge for agriculture is the correct identification of the symptoms of major diseases that affect crops (Anderson et al., 2004) . Manual and mechanized practices in traditional planting processes are not able to cover large areas of plantation and provide essential early information to decision-making processes (Miller et al., 2009) . Thus, it is necessary to develop automated solutions, practical, reliable and economical able to monitor the health of plants providing meaningful information to the decision-making process (e.g. correct dosage of pesticides (Mahlein, 2016) ).
Computer Vision along with Artificial Intelligence (AI) has been developing techniques and methods for recognizing and classifying objects with significant advances (Arnal Barbedo, 2013) . These systems use Convolutional Neural Networks (CNNs) (Lecun et al., 1998) and their results in some experiments are already superior to humans in large-scale reconnaissance tasks. The studies presented in Mohanty et al. (2016) and Ferentinos (2018) make use of deep learning techniques in agriculture, in particular in the diagnosis of plant diseases. These approaches have used two popular architectures, namely Alex-Net (Krizhevsky et al., 2012) and GoogLeNet (Inception v1) (Szegedy et al., 2014) , which were designed in the context of the Scale Visual Recognition Challenge (ILSVRC) (Russakovsky et al., 2014) for the ImageNet dataset (Deng et al., 2009) .
With the aforementioned architectures, Mohanty et al. (2016) show that only the colored dataset is sufficient to recognize plant diseases. However, more information about a subject can contribute to improve the network accuracy and to confirm this assump-tion, other versions -gray-scale and segmented -of the PlantVillage (Hughes et al., 2015) dataset were combined into multichannel convolutional neural networks, using the same architectures to our models for a fair comparison. Furthermore, our work also improves the reference single channel baseline without using transfer learning techniques.
The paper is organized as follows: In Section 2 are presented the related works about plant disease recognition. Section 3 explains our methodology. Section 4 contains information about the results and discussion. Section 5 provides conclusion points and further works.
RELATED WORDS
The recognition and classification of leaf diseases of plants is a problem with many challenges to overcome. The analysis in the process of identification of the diseases through the leaves can incur a large number of false positives, for example, the symptoms of phytotoxicity are associated with some disease due to similar leaf lesions.
We developed an extensive time-review (from most to less recent) of the main literature works, from the traditional techniques and methods used in the process of recognition and classification of foliar diseases in plants to the latest advances provided by the use of Convolutional Neural Networks (CNNs), single and multichannel approaches. Table 1 presents these works in chronological order, summarizing the used techniques and methods and their consequent area of application.
Before the advent of CNNs, traditional machine learning classification methods, such as SVM (Rumpf et al., 2010) and K-Means (Al-hiary et al., 2011) , were used to classify diseases in plants. Patil and Bodhe (2011) applied classic image processing technique for disease detection in sugarcane leaves by using threshold segmentation to determine leaf area and triangle threshold for lesioning area, getting the average accuracy of 98.60%. An approach proposed by Singh and Misra (2017) uses genetic algorithms for image segmentation which is an important aspect for disease detection in a plant leaf.
Relevant works approach feature extraction techniques for the detection of plant diseases. It is possible to highlight the studies of Pydipati et al. (2006) , where there is use of color co-occurrence method (CCM) to determine whether texture based hue, saturation, and intensity (HSI) color features in conjunction with statistical classification algorithms could be used to identify diseased and normal citrus leaves under laboratory conditions. The leaf sample discriminant analysis using CCM textural features achieved classification accuracies of over 95% for all classes when using hue and saturation texture features. According to Jabal et al. (2013) , feature extraction is a promising approach capable of solving dichotomies between datasets constructed with images in controlled environments and images captured in the real world. This study proposed an ideal case approach in plant classification and recognition that was not only applicable in the real world, but also acceptable in laboratory conditions.
Due to the increase in processing capacity triggered by the use of Graphics Process Unit (GPU), AI is corroborating significantly with the robust set of traditional resources applied by Computer Vision techniques (Ferentinos, 2018) . Tacitly, Machine Learning techniques have demonstrated significant gains in accuracy in the process of classification and identification of plant diseases.
These advances are demonstrated in the works of Rumpf et al. (2010) , which proposes an approach for the detection and differentiation of plant diseases using Support Vector Machine algorithms. In this study, the authors implemented a technique to identify beet diseases, in which depending on the type and stage of disease the classification accuracy was between 65% and 90%. Another approach based on leaf images and using Artificial Neural Networks as a technique for an automatic detection and classification of plant diseases was used in conjunction with K-means as a clustering procedure proposed in the works of Al-hiary et al. (2011) . On average, the accuracy of classification using this approach was 94.67%.
According to LeCun et al. (2015) , deep learning allows computational models to learn representations of data with multiple levels of abstraction, improving the state-of-the-art in many domains, such as speech recognition, object recognition, object detection. One particular type of deep, feedforward network that was much easier to train and generalized much better than networks with full connectivity was the convolutional neural networks (CNNs). CNNs constitute one of the most powerful techniques for modeling complex processes and performing pattern recognition in applications with large amount of data, like the one of pattern recognition in images (LeCun et al., 2015) . Sladojevic et al. (2016) develops a model using CNN capable of recognizing 13 different types of diseases of healthy leafy plants, with the ability to distinguish the leaves of the plants from their surroundings. The experimental results on the developed model achieved precision between 91% and 98%, for separate class tests, on average 96.3%. Using a public dataset of 54,306 images of diseased and healthy plant leaves collected under controlled conditions, the study of Mohanty et al. (2016) train a deep neural network to identify 14 crop species and 26 diseases (or absence thereof). The trained model achieves an accuracy of 99.35% on a held-out test set, demonstrating the feasibility of this approach. Pawara et al. (2017) compared the performance of some conventional pattern recognition techniques with that of CNN models, in plants identification, using three different databases of images of either entire plants and fruits, or plant leaves, concluding that CNNs drastically outperform conventional methods.
The propose described in Lu et al. (2017) presents a novel rice diseases identification method based on CNN techniques. Using a dataset of 500 natural images of diseased and healthy rice leaves, CNNs are trained to identify 10 common rice diseases. Under the 10-fold cross-validation strategy, the proposed CNNs-based model achieves an accuracy of 95.48%. Finally, Ferentinos (2018) In the context of a M-CNN approach, Lin et al. (2018) describes a simple use of the M-CNN architecture to detect and recognize maize leaf diseases, using a dataset of 10,820 images containing five common maize leaf diseases. This approach uses a Region of Interest (ROI) to preprocess the input image and achieves an accuracy of 92.31% with 30,000 iterations/epochs. Even though this result was not better than all of the single channel CNNs approaches described earlier in this Section, the use of a reduced dataset in Lin et al. (2018) indicates that a M-CNN may be a relevant and improved approach for plant diseases detection and recognition.
PROPOSED METHODOLOGY
The research process of this study was guided by the work of Mohanty et al. (2016) . The state-of-the-art shown by the author motivated our efforts to improve not only the accuracy achieved by the methods previously proposed, but also develop and implement an approach to produce more consistent results. In Mohanty et al. (2016) work, it is shown that the colored dataset is sufficient to perform the recognition of plant diseases. Our work combines in a multichannel convolutional neural network (M-CNN) the other available versions of the dataset in the same model in order to improve the network accuracy. Also, our work improves the single channel CNN's baseline without using transfer learning techniques. The chosen training/testing ratio was 80/20, the ratio that produced better results in the reference work.
Dataset
The proposed methodology uses the PlantVillage dataset, provided by Hughes et al. (2015) , containing 54,306 images of plant leaves and 38 different classes, each class corresponding to a different crop disease. Every class has three different versions: original colored image, grayscaled image and segmented image. 
CNN Architecture
According to Goodfellow et al. (2016) , CNNs are specialized artificial neural networks that process input data with some kind of spatial topology, such as images, videos, audio and text. In addition to convolution layers, CNNs are usually composed of other types of layers, such as pooling. In this work, two classic CNNs are used to evaluate the dataset: Alex-Net (Krizhevsky et al., 2012) and GoogLeNet (Inception v1) (Szegedy et al., 2014) .
Multichannel CNNs
Multichannel CNNs (M-CNNs) are generally used when parallel processing of the input data is desired . Such streams can eventually merge into one in the latter layers of the network. In the relevant contributions of the studies of Baccouche et al. (2011) and Ji et al. (2013) , it is common for the point of concatenation to be present before the first fully connected layer of the network, that is, the parallel processing is concentrated between the convolution layers. In Karpathy et al. (2014) , a 2-channel CNN is proposed, each channel receiving two frames of the input video and being capable of generating labels of the main action. Another advantage of using M-CNNs is also highlighted by Karpathy et al. (2014) and it consists in reducing the dimensionality of the network input, which helps to decrease the processing time. In Figure 2 it is presented a generic architecture of a network with two input channels. Each channel receives one different type of the dataset, generating three additional versions:Version 1: Color + Grayscale; Version 2: Color + Segmented; Version 3: Grayscale + Segmented.
There were not any pre-processing steps and all the images had the same resolution size of 256 × 256 pixels. The objective behind the use of multichannel networks is to observe whether the neural network can produce better results if additional information is provided. Our models use a late fusion technique , where two separate single channel networks with shared parameters are merged in the first fully connected layer, computing global features by comparing outputs of both streams.
To improve the single channel baseline, a hyperparameter optimization strategy was used. The optimization of the hyperparameters in the training of CNNs is a process that demands a lot of effort, due to the numerous parameters that can be adjusted, to the context of the input data, to the deep learning network model used and the defined architecture. In this study we adopted the grid search capability to adjust the hyperparameters of each learning model. Our hyperparameter optimization strategy makes use of a reference value as the starting point for exploring a range of values according to each parameter that can be adjusted. The grid search was constructed with reference to the values presented in study of Mohanty et al. (2016) . Thus, specific values were selected to achieve the best results during training.
According to Srivastava et al. (2014) , dropout is a regularization technique for reducing overfitting in neural networks by preventing complex coadaptations on training data.
Basically, half of the neurons on a particular layer will be deactivated during training. The generalization is improved due to the forcing of your layer to learn the same "concept" with different neurons. Normally, some deep learning models use dropout on the fully connected layers, but is also possible to use dropout after the max-pooling layers, creating some kind of image noise augmentation.
In our approach, dropout layers are added before and after the fusion that occurs in M-CNN architec- ture. We insert a dropout layer between the pooling layers that precede the fusion of the networks and after the fusion, for the first two fully connected layers. In addition, based on the observations about the values of loss, we adjust the fraction of inputs to 0 at each update during training time, which helps prevent overfitting.
All CNN models (single and multichannel) were trained using the training parameters presented in Table 2 .
Transfer learning is the technique of training a base network on a base dataset, usually Image-Net (Deng et al., 2009) , and then transfer the learned features to a second target network to be trained on a target dataset and task (Yosinski et al., 2014) . Frequently, this approach tends to improve network overall accuracy, as seen in the results of Mohanty et al. (2016) . One of our goals in this work was to outperform the state-of-the-art values without the use of transfer learning.
According to Pan and Yang (2010) , transfer learning techniques are advantageous when used in CNNs because they shorten training time since initial weights are imported from a similar training experience performed on a larger data set. Thus, it is possible to increase the accuracy of a CNN using transfer learning even though its dataset is noticeably smaller. However, it should be noted that if the dataset features to be used has unique peculiarities to its set of objects and the input images have different dimensions of pre-trained model, the use of learning transfer technique should be rethought.
In the development of this study, after analyzing the data set with its relevant characteristics, the model and architecture of each convolutional neural network used, we chose starting the learning process from scratch. 
RESULTS
This section presents the results obtained based on the CNN architectures detailed in the methodology. The GPU used for training the proposed models was a NVIDIA GeForce GTX Titan Xp and all models were developed using TensorFlow API version 1.6 (Abadi et al., 2015) and Keras version 2.2.1 (Chollet et al., 2015) frameworks. For evaluation, we used mean F 1 score and overall accuracy. For better visualization, AlexNet and GoogleNet with multichannel architecture will be named as M-AlexNet and M-GoogleNet. Table 3 shows the results of the proposed methodology for single and multichannel architectures after computing the mean F 1 score of each network, with the best achieved result highlighted. In addition, we present the best results obtained in the work of Mohanty et al. (2016) as a reference for discussions. All multichannel models were trained from scratch. Figures 3 to 10 show the performance and losses of all the testing models during the training process.
In Section 3, we report that we would use the training process from scratch to compute the results. In Table 3 , our results are presented with significant improvements, even though we do not use transfer learning techniques. Basically, it is possible to explain this improvement of results for the single channel from scratch networks in comparison to the same proposal of the work of Mohanty et al. (2016) , by the singularity of the characteristics of the dataset. Although the dataset is considered small by its number of images, the models pre-trained with the imaging do not have a significant sample space of labeled diseased plants. Therefore, although the training time increased subtly, the accuracy gains were representative.
In the study of Mohanty et al. (2016) its conclusions make it understood that the grayscaled and segmented versions do not collaborate for an improvement of the accuracy when comparing to the colored version of the dataset. In our evaluation after the experiments, it was possible to observe that for models with single channel architecture that assumption remains consistent, even though they were trained from scratch and with hyperparameters optimization.
However, when we use M-CNN networks by merging the 3 different versions of the dataset into a 2channel architecture, we again explore the unique extraction of characteristics from each version of the dataset, improving the learning of the model. Our approach has demonstrated that each version of the dataset enriches the learning of the model, promoting a significant gain in accuracy.
Our results using the approach with multichannel networks tacitly demonstrated that networks with simpler architectures, such as AlexNet, obtained higher accuracy to a network with denser architecture. With only hyperparameter adjusting, our best single channel result is better than 0.06% of the best result obtained by Mohanty et al. (2016) .
Considering the use of additional versions of the dataset, grayscaled and segmented images, our best result is better than 0.25% of the state-of-the-art value and it even outperforms our single channel method. The best combination output was with Version 1 of the dataset, that is colored and grayscaled images. The overall results of M-CNNs were consistent with any of the two different models, AlexNet and Goog-leNet.
The graphics in Figures 3 up to 10 show that the networks appear to stabilize after 30 epochs, but the application of more epochs could increase the achieved results. 
CONCLUSIONS
In this work, we explored the potentialities of the convolutional neural networks already evidenced by the literature to identify plant diseases through samples from healthy and diseased plants. We explored primarily knowledge gaps highlighted by Mohanty et al. (2016) optimizing and improving their results and proposing an approach using convolutional neural networks with multichannels. The training of the models was performed using an openly available database PlantVillage, consisting of 54,306 images containing 38 classes. We adopted the same strategy as Mohanty et al. (2016) when performing the training with three preprocessed versions of the PlantVillage dataset defined as color, grayscale and segmented.
In the first step of our approach, we achieved significant advances as the accuracy of single channel networks, optimizing the hyperparameters and adjusting the dropout layers according to the dataset characteristics to minimize overfitting. It should be noted that knowing the gains of transfer learning techniques, we chose to train from scratch in order to demonstrate the possibility of customization and gains in the learning process compared to a sample considered small for a dataset.
Also, the additional inputs of the network provide an even better accuracy, showing that M-CNNs were able to enhance the general system, generating the best overall result in this work and keeping the mean F 1 scores regular and robust, independently of the chosen model. The reference model achieved 0.9934 while our M-CNN obtained 0.9959. The dataset available did not have images of plants in cultivated environments, so the results of our approach only contemplate the tests performed extremely under preprocessed images and acquired in controlled environments.
Overall, we can conclude that a M-CNN model trained from scratch is better than a single channel model with transfer learning in two aspects: faster convergence and reduced processing time. Furthermore, other image frequencies (e.g. grayscale) are crucial to improve the general accuracy. Also, when we train a single convolutional neural network from scratch we achieve a model 10 times smaller than a single channel with transfer learning. This reduction allow us to build applications using real time plant disease identification in an open field using mobile devices.
In future works, the next step is to apply this approach to a dataset of images of healthy and diseased plants obtained in growing environments. Thus, it will be possible to adjust the M-CNN approach to meet the requirements for identifying and classifying plant diseases in culture from new real collected images.
