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ELIMINATING FIELD QUANTIFIERS IN STRONGLY
DEPENDENT HENSELIAN FIELDS
YATIR HALEVI∗ AND ASSAF HASSON†
Abstract. We prove elimination of field quantifiers for strongly dependent
henselian fields in the Denef-Pas language. This is achieved by proving the
result for a class of fields generalizing algebraically maximal Kaplansky fields.
We deduce that if (K, v) is strongly dependent then so is its henselization.
1. Introduction
This paper stemmed from the need for a complete proof that algebraically maxi-
mal Kaplansky fields eliminate field quantifiers (in the sense1, e.g., of [23, Definition
1.14]). It quickly became clear that the same methods could be applied to prove
elimination of field quantifiers for all strongly dependent henselian fields.
While elimination of field quantifiers for algebraically maximal Kaplansky fields
may be folklore, we could not find a proof in the literature, though several closely
related theorems do exist. In [18, Theorem 2.6] Kuhlmann proves that such valued
fields admit quantifier elimination relative to a structure he calls an amc-structure
of level 0. It is well known that this structure is essentially the RV-structure (see
for instance [8, Section 3.2]). In this language, Kuhlmann proves that if L and
F are models of a theory of an algebraically maximal Kaplansky field and K is a
common substructure then
RVL ≡RVK RVF =⇒ (L, v) ≡(K,v) (F, v),
where the valued fields are considered, for instance, in the Ldiv language. This
is proved by showing that every embedding RVL →֒ RVF (over RVK) lifts to an
embedding (L, v) →֒ (F, v) (over (K, v)), provided that F is |L|+-saturated,
Using this result Be´lair proves that, in equi-characteristic (p, p), every alge-
braically maximal Kaplansky field eliminates field quantifiers in the Denef-Pas lan-
guage, the 3-sorted language enriched with an angular component map (see [2,
Lemma 4.3]). It seems, though it is not claimed, that Be´lair’s proof may apply to
the mixed characteristic case as well.
Using ideas from [13, Chapter 3], this result may be extended to strongly depen-
dent henselian valued fields. The main results of this paper are the following
Theorem 1. Let (K, v) be a henselian valued field, admitting angular component
maps, and such that it is either
(1) p-valued of rank d,
(2) algebraically maximal Kaplansky or
(3) strongly dependent
then (K, v) eliminates field quantifiers in the (generalized) Denef-Pas language.
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1See [22, Appandix A] for a more detailed discussion.
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Shelah’s conjecture ([23]), usually interpreted as stating that strongly dependent
fields which are neither real closed nor algebraically closed are henselian, is our main
motivation for carrying out the present research. Strong dependence will, however,
be used as a black box, and will never be invoked explicitly. For a more detailed
discussion of strongly dependent henselian fields the reader is referred to [10] and
references therein.
As a consequence of our main result we deduce a transfer principle, providing a
new method for constructing strongly dependent fields:
Theorem 2. Let (K, v) be a strongly dependent valued field. Then its henselization
(Kh, v) is also strongly dependent. If, in addition, (K, v) is Kaplansky then also its
inertia field (Kt, v) is strongly dependent.
In Section 5 we show that any field of finite dp-rank admitting a non-trivial
henselian valuation is geometric in the sense of [11], and that if it also has geometric
elimination of imaginaries it is either algebraically closed or real closed.
In Appendix A we show that our proof gives elimination of field quantifiers for
strongly dependent henselian fields in the RV-language.
2. preliminaries
2.1. Valued Fields. We review some terminology and definitions. For a valued
field (K, v) let vK denote the value group, Kv the residue field, res the residue
map, OK (or O, if the context is clear) the valuation ring and MK (or M) its
maximal ideal.
Valued fields will be considered in the 3-sorted language, with sorts for the base
field, the value group and the residue field, with the obvious functions and relations.
An n-th angular component map on a valued field (K, v) is a multiplicative group
homomorphism
acn : K
× → (K/Mn)×
such that acn(a) = resn(a) whenever v(a) = 0, where resn : O → O/M
n is the
projection on the n-th residue ring, we extend it to acn : K → K/M
n by setting
acn(0) = 0.
Fact 2.1. [19, Corollary 1.6] Every valued field (K, v) has an elementary extension
with an n-th angular component map on it.
In fact, to obtain an n-th angular component ℵ1-saturation of the field suffices.
An ac-valued field is a valued field equipped with an angular component map (i.e.
ac1). An acω-valued field is a valued field equipped with an n-th angular component
map for every n such that resm,n ◦ acn = acm for n ≥ m, where resm,n : O/M
n →
O/Mm is the natural projection. We define two languages:
The 3-sorted language of valued fields augmented by a function symbol ac for
the angular component map, is called the Denef-Pas language.
The 3-sorted language of valued fields augmented by new sorts for the different n-
th residue rings, with the natural projections, the different n-th angular component
maps and a compatible system of constants will be called the generalized Denef-
Pas language. The structures we will be dealing with in this language will have
discrete value group, and the constants will be interpreted as images in O/Mn of
an element of minimal valuation, see [4, Section 4] or [3] for more information.
A rough characterization of strongly dependent henselian fields was given in [13,
Theorem 4.3.1] and a little more explicitly in [10, Theorem 5.14]. We make it
explicit here, but we first remind some necessary definitions:
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Definition 2.2. (1) A valued field (K, v) of residue characteristic p > 0 is a
Kaplansky field if the value group is p-divisible, the residue field is perfect
and does not admit any finite separable extensions of degree divisible by p.
(2) A valued field (K, v) of residue characteristic 0 is Kaplansky.
(3) (K, v) is algebraically maximal if if does not admit any immediate algebraic
extension.
(4) (K, v) is p-valued of p-rank d if
• char(Kv) = p > 0 and char(K) = 0 and
• dimFp OK/(p) = d.
Let (K, v,Γ, k) be a valued field with value group Γ, residue field k, valuation ring
O and maximal idealM. Given a convex subgroup ∆ ≤ Γ, we let vΓ/∆ : K → Γ/∆
denote the coarsening of v with valuation ring OΓ/∆ = {x ∈ K : ∃δ ∈ ∆, v(x) > δ},
maximal ideal MΓ/∆ = {x ∈ K : v(x) > ∆} and residue field kΓ/∆.
Setting K1 := k
Γ/∆ we let v∆ : K1 → ∆ denote the valuation given by
v∆(a+MΓ/∆) =
{
v(a) if a ∈ OΓ/∆ \MΓ/∆
∞ otherwise.
It has valuation ring O∆ = {a +MΓ/∆ : v(a) ≥ 0} with maximal ideal M∆ =
{a+MΓ/∆ : v(a) > 0} and residue field k∆. It is well known (and easy to check)
that:
Fact 2.3. The map k → k∆ given by a +M 7→ (a +MΓ/∆) +M∆ is a field
isomorphism.
If (K, v) is a valued field of mixed characteristic (0, p) the core field of K is the
valued field (K1, v
∆p), where ∆p is the minimal convex subgroup containing v(p).
It is also a valued field of mixed characteristic and if (K, v) is henselian then so is
the core field. Notice that (K, vΓ/∆p) is of equi-characteristic (0, 0).
Fact 2.4. [13, Theorem 4.3.1][10, Theorem 5.13] If (K, v) is a henselian valued
field with K strongly dependent then
• if (K, v) is of equi-characteristic (p, p) then (K, v) is an algebraically max-
imal Kaplansky field,
• if (K, v) is of mixed characteristic (0, p) then
(1) if Kv is infinite then the core field of (K, v) is algebraically maximal
Kaplansky,
(2) if Kv is finite then (K, v) is a p-valued field (the core field is a p-
adically closed field).
2.2. Two theories of valued fields. Although our main goal is to show elimina-
tion of field quantifiers in the (generalized) Denef-Pas language for strongly depen-
dent henselain fields, we actually show a bit more. We show it for the two theories
given below, whose union encompasses (by Fact 2.4) all strongly dependent fields.
The first theory we consider is a generalization of a theory given in [13, Section
3.2]. The second theory is that of p-valued fields.
2.2.1. Strongly dependent henselian fields with an infinite residue field. We borrow
the following terminology from [13]:
Definition 2.5. A valuation v : K → Γ is roughly p-divisible if [−v(p), v(p)] ⊆ pΓ,
where
[−v(p), v(p)] =


{0} in pure characteristic 0
Γ in pure characteristic p
[−v(p), v(p)] in mixed characteristic
.
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Remark. In the mixed characteristic case, if vK is roughly p-divisible and ∆p is
the minimal convex subgroup containing v(p), the coarsening (K, vΓ/∆p) is of equi-
characteristic 0 and v∆p , the induced valuation KvΓ/∆p then (KvΓ/∆p , v∆p), is of
mixed characteristic (0, p) with a p-divisible value group.
Definition 2.6. Let T1 be the theory of valued fields stating:
• the valued field is henselian and defectless,
• the base field and the residue field are perfect,
• the valuation is roughly p-divisible,
• every finite field extension of the residue field has degree prime to p.
Remark. (1) Perfection of the residue field follows, in fact, from the require-
ment that every finite field extension of the residue field has degree prime
to p.
(2) Perfection of the base fields also follows from the other axioms (see below).
(3) Every algebraically maximal Kaplansky field is a model of T1.
(4) If (K, v) |= T1 and vK is not p-divisible then, by perfection of K (or rough
p-divisibility), it is necessarily of mixed characteristic.
Lemma 2.7. Let (K, v) be a strongly dependent henselian field. If Kv is infinite
then (K, v) |= T1.
Proof. By Fact 2.4, if char(K) = charKv then (K, v) is algebraically maximal
Kaplansky, and the lemma follows from the above remark. So we are reduced
to the case where (K, v) is of mixed characteristic (0, p). By [10, Corollary 5.15]
(K, v) is defectless. By Fact 2.4, since Kv is infinite, the core field of (K, v) is
algebraically maximal Kaplansky. In particular, the convex sub-group ∆p ≤ vK
generated by v(p) is p-divisible, so (K, v) is roughly p-divisible. Since Kv is strongly
dependent (e.g., [10, Proposition 5.2]) it has no finite extensions of degree divisible
by p ([15]). 
We collect a few results, essentially, due to Johnson ([13, Section 3.2]). Johnson
states these results under the stronger assumption that the residue field is alge-
braically closed. We repeat the proofs, sometimes verbatim, only to emphasize
that this requirement is inessential. We start with an immediate application of
henselianity:
Fact 2.8. [13, Remark 3.2.2] Let (L, v)/(K, v) be an extension of valued fields.
Suppose (L, v) is henselian and K is relatively separably closed in L. Then Kv is
relatively separably closed in Lv.
The main properties of models of T1 are collected in the next proposition:
Proposition 2.9. [13, Proposition 3.2.3] Let (F, v) |= T1, of residue characteristic
p. Then
(1) If vF is p-divisible then any finite field extension of F has degree prime to
p,
(2) a ∈ F p if and only if v(a) ∈ p · vF ,
(3) If K is relatively algebraically closed in F , then K |= T1.
Proof. (1) Let L/F be a finite extension. Since F is henselian and defectless
[L : F ] = (vL : vF )[Lv : Fv],
but (vL : vF ) is prime to p since vF is p-divisible and [Lv : Fv] is prime
to p by assumption.
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(2) In case vF is p-divisible if a ∈ F \ F p then the polynomial xp − a is
irreducible, contradicting (1).
So we now assume that vF is not p-divisible. Hence, for ∆p, the convex
subgroup generated by v(p), we get that (FvΓ/∆p , v∆p) |= T1 and has a
p-divisible value group. Fix some a ∈ F such that v(a) ∈ p · vF . By
considering a/bp for v(a) = pv(b), we reduce to the case where v(a) = 0.
Because (F, vΓ/∆p) is henselian of residue characteristic 0, and vΓ/∆p(a) = 0
we know that a ∈ F p if and only if resΓ/∆p(a) ∈ (FvΓ/∆p)p. Since Γ/∆p
is p-divisible, by the previous paragraph FvΓ/∆p = (FvΓ/∆p)p, with the
desired conclusion.
(3) We first assume that F has a p-divisible value group and show that (K, v) |=
T1 and vK is p-divisible. Since F is henselian and perfect and K is alge-
braically closed in F , also K is henselian and perfect. So F/K is regular,
implying that F and Kalg are linearly disjoint over K. Thus p does not
divide the degree of any finite extension of K. Indeed, if K(a)/K is a finite
extension with degree divisible by p then by linear disjointness so is F (a)/F .
It follows that (K, v) is defectless, Kv is perfect and vK is p-divisible. Since
every finite extension of Kv may be lifted to a finite extension K, p does
not divide the degree of any finite extension of Kv.
Assume now that vF is not p-divisible. Let ∆p, v
Γ/∆p and v∆p be as
before. By Fact 2.8, KvΓ/∆p is relatively algebraically closed in FvΓ/∆p .
As (FvΓ/∆p , v∆p) is a model of T1 with p-divisible value group by what we
have done above so is (KvΓ/∆p , v∆p). Thus the place K → Kv decomposes
into K → KvΓ/∆p → Kv each of them henselian, defectless and roughly
p-divisible. Thus so is K → Kv, i.e., (K, v) |= T1.

Fact 2.10. [18, Lemma 3.12] Let L and F be two algebraically maximal Kaplansky
fields (and hence defectless) and K a common henselian subfield. Assume that both
vL/vK and vF/vK are p-torsion groups and both Lv/Kv and Fv/Kv are purely
inseparable algebraic extensions. Then the relative algebraic closures of K in L and
F are isomorphic.
In order to use the above fact in our setting we will need a result from ramification
theory, see [7, Section 5.2] for notation.
Lemma 2.11. Let (K, v) be a henselian valued field of residue characteristic 0 and
(L, v) and (F, v) two algebraic extensions with vL = vK = vF . If Fv and Lv are
isomorphic over Kv (as fields) then F and L are isomorphic over K (as fields2).
Proof. Since (K, v) is of residue characteristic 0 and henselian, Kv is perfect and
(K, v) is defectless. Since vL = vK = vF , by [7, Theorem 5.2.9(1)], L, F ⊆ Kt, the
inertia field of Kalg/K. The result now follows from [7, Theorem 5.2.7(2)]. 
The following is an adaptation of [13, Lemma 3.2.4].
Lemma 2.12. Let L, F |= T1 and K a common valued subfield. Assume that
vL = vK = vF and that both Lv/Kv and Fv/Kv are purely inseparable algebraic
extensions. Then the relative algebraic closures of K in L and F are isomorphic.
Proof. We may replace K with the perfection of its henselization, thus it is enough
to show that the relative algebraic closures are isomorphic as fields over K.
If vK is p-divisible, then L and F are algebraically maximal Kaplansky fields
and result follows from Fact 2.10. Otherwise, K, L and F have characteristic 0.
2Indeed, even as valued fields.
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By Proposition 2.9(3) the respective relative algebraic closures of K in L and F are
also models of T1. Denote them by K
L and KF , respectively.
Let ∆p, v
Γ/∆p and v∆p be as before. Since vL = vKL = vK = vKF = vF we
also get vΓ/∆pL = vΓ/∆pKL = vΓ/∆pK = vΓ/∆pKL = vΓ/∆pF . As (K, vΓ/∆p) is a
henselian field with residue characteristic 0 we may use Lemma 2.11, and thus KL
and KF are isomorphic as fields as long as KLvΓ/∆p and KF vΓ/∆p are isomorphic
extension of KvΓ/∆p . By Fact 2.8 and Proposition 2.9(3) we may apply the p-
divisible case on LvΓ/∆p and FvΓ/∆p , implying that they are, indeed, isomorphic.

2.2.2. The finite residue field case. Let T2 be the theory of henselian p-valued fields
of p-rank d. We consider it in the language of valued fields augmented by d con-
stants. Notice that once we named constants, saying that they form an Fp-basis
for OK/(p) is a universal sentence. Hence every substructure of a model of T2 is
again a p-valued field of p-rank d.
Fact 2.13. [4, Theorem 4.2] Every model of T2 eliminates field quantifiers in the
generalized Denef-Pas language.
We review some facts concerning p-valued fields from [20].
Fact 2.14. [20, Section 2.1] Kv and [0, v(p)] are finite and
d = dimFp Kv · (|[0, v(p)]| − 1).
A p-adically closed field is a p-valued field of p-rank d which does not admit any
proper algebraic extension of the same p-rank. This is a first order property by [20,
Theorem 3.1].
Fact 2.15. [20, Section 2.2, Theorem 3.1] For every henselian p-valued field (K, v),
the core field (K1, v
∆p) is a p-adically closed valued field of the same p-rank as
(K, v).
The following is well known.
Fact 2.16. Every p-adically closed field is elementary equivalent to a finite exten-
sion of the p-adics Qp.
Proof. Let (K, v) be a p-adically closed field, which we may assume to be sufficiently
saturated and thus to contain an isomorphic copy of Qp. Let L be the intersection of
K and Qalgp (taken inside K
alg). It is also p-adically closed of the same p-rank as K
by [20, Theorem 3.4]. Thus L is elementary equivalent to K by model completeness
[20, Theorem 5.1]. On the other hand, L is a finite extension of Qp since it has
finite ramification index and finite inertia degree, see [20, page 15]. 
For future reference we sum up Fact 2.4 and Lemma 2.7:
Lemma 2.17. If (K, v) is a strongly dependent henselian field then (K, v) |= T1 or
(K, v) |= T2.
In fact, by [10, Theorem 5.14] we get the following:
Corollary 2.18. Let K be a strongly dependent field. Then (K, v) |= T1 or
(K, v) |= T2 for any henselian valuation v on K.
3. extending embeddings
The following results are proved in [24] for the (0, 0) case. We use results from
[17] to give the slight generalizations necessary for our needs.
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Lemma 3.1. [24, Lemma 5.20] Let L, F be ac-valued fields, f : L → F an iso-
morphism of ac-valued fields g : L′ → F ′ a valued-field isomorphism extending f
to some ac-valued field extensions L′/L and F ′/F such that vL = vL′. Then g
commutes with the ac-map.
Proof. Let x ∈ L′, we may write x = x1x2 where x1 ∈ L and x2 ∈ O
×
L′ and thus
ac(x) = ac(x1)res(x2) and
f(ac(x)) = f(ac(x1))f(res(x2)) = ac(f(x1))res(f(x2)) = ac(f(x)).

If (K, v) is a valued field we say, following F.-V. Kuhlmnann, that K is Artin-
Schreier closed if every irreducible polynomial of the form xp − x− c has a root in
K for p = char(Kv) > 0.
Lemma 3.2. Let L1 and L2 be henselian ac-valued fields, K a common henselian
ac-valued subfield and f : K → L2 be the embedding (so f commutes with the
ac-map). Further assume that if char(Kv) = p > 0 then for i = 1, 2, for every
γ ∈ vLi \ vK with pγ ∈ vK, there exists a ∈ Li with a
p ∈ K and vap = pγ.
If vL1 ≡vK vL2 then for any γi ∈ vLi with tp(γ1/vK) = tp(γ2/vK) there exist
bi ∈ Li with v(bi) = γi such that f may be lifted to an isomorphism of ac-valued
fields f˜ : K(b1)→ K(b2), in particular K(bi) are ac-valued fields.
Proof. If γi ∈ vK, we have nothing to prove. So we assume this is not the case. By
abuse of notation we will not distinguish between f and its extension f˜ . We first
show the following:
Case 1: Assume that nγi /∈ vK for every n ≥ 1 and let bi ∈ Li be any elements
with v(bi) = γi. Replacing bi, if needed, by bi/ui with ui ∈ O
×
Li
such that
ac(ui) = ac(bi), we have ac(bi) = 1.
Because γ is not in the divisible hull of vK, necessarily bi is transcenden-
tal over K. By [24, Lemma 3.23] (or [17, Lemma 6.35]), v extends uniquely
to K(bi), K(bi)v = Kv and vK(bi) = vK ⊕ Zγi.
It remains to show that this extension commutes with the ac-map. Let
a ∈ K(b1). Because vK(b1) = vK ⊕ Zγ1 there exists c with v(c) ∈ vK
such that v(a) = v(cbn1 ) for some n ∈ Z. Thus a = (cb
n
1 ) · a/(cb
n
1 ) and
v(a/(cbn1 )) = 0. So ac(a) = ac(cb
n
1 )res(a/(cb
n
1 )) = ac(c)res(a/(cb
n
1 )) and
f(ac(a)) = f(ac(c))f(res(a/(cbn1 ))) =
ac(f(c)f(bn1 )f(a/(cb
n
1 )))) = ac(f(a)).
Case 2: Assume that qγi ∈ vK for some prime q.
Case 2.1: Assume that q 6= char(Kv). Let d ∈ K with v(d) = qγ. We may
replace d by d/u with u ∈ O×K such that ac(u) = ac(d) and then
ac(d) = 1. Let ai ∈ Li with v(ai) = γi and ac(ai) = 1. Then the
polynomial Pi(x) = x
q−d/aqi is overOLi and satisfies v(P (1)) > 0 and
v(P ′(1)) = 0. Indeed, v(d/aqi ) = 0 and res(d/a
q
i ) = ac(d)/ac(a
q
i ) = 1¯,
so P¯ (1¯) = 0. Since q 6= char(Kv) we automatically get that P¯ is
separable, so P¯ ′(1) 6= 0.
This gives ui ∈ Li such that Pi(ui) = 0 and u¯i = 1. Now let bi = aiui,
clearly bqi = d and ac(bi) = 1. By [17, Lemma 6.40], K(bi)v = Kv and
vK(bi) = vK ⊕ Zγi. Now f |K(bi) commutes with the ac-map just as
in case 1.
Case 2.2: Assume that q = p = char(vK) > 0.
Just as in Case 2.1 we may use [17, Lemma 6.40] to extend the iso-
morphism (see the statement of [17, Lemma 6.40]).
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To conclude, if nγi ∈ vK for some n then, if n is prime we are done using Case 2.
Otherwise, fix some prime q|n and it is now sufficient to nq vi. Now the extension
satisfies the assumptions of the lemma (this is obvious if q 6= p and otherwise use
Proposition 2.9). We may now proceed by induction on n. 
Lemma 3.3. Let L1 and L2 be henselian ac-valued field, K a common henselian
ac-valued subfield and f : K → L2 the embedding (so f commutes with the ac-map).
Assume that L1v ≡Kv L2v and let αi ∈ Liv, with αi separable over Kv if it is
algebraic, and tp(α1/Kv) = tp(α2/Kv). Then there exist ai ∈ Li with a¯i = αi such
that f may be lifted to an isomorphism f : K(a1) → K(a2) of ac-valued fields. In
particular K(ai) are ac-valued fields.
Proof. It will suffice, by Lemma 3.1, to show that we can extend f to an isomor-
phism of valued field extensions preserving the value group of K. We break into
two cases.
Case 1: Assume that αi ∈ Liv are transcendental over Kv. Pick any ai ∈ OLi
such that a¯i = αi. They are necessarily transcendental over K. Either by
[17, Lemma 6.35] or by [24, Lemma 3.22], v extends uniquely to K(ai) and
vK(ai) = vK.
Case 2: If αi is algerbaic, let P (X) ∈ OK [x] be monic such that P¯ (x) is the minimal
polynomial of αi over Kv. Pick bi ∈ OL such that b¯i = αi. As the αi are
separable over Kv, P¯ is separable and since v(P (bi)) > 0 and v(P
′(bi)) = 0
we may find ai ∈ OL such that P (ai) = 0 and a¯i = α. Either by [17, Lemma
6.41] or [24, Lemma 3.21], v extends uniquely to K(ai) and vK(ai) = vK.

4. eliminating field quantifiers
In this section all fields are assumed to be ac-valued considered in the Denef-Pas
language3. We use the results from Section 2.2 and meld them with the proof from
[18, Section 3].
Recall that a valuation transcendence basis T for an extension L/K is a tran-
scendence basis for L/K of the form
T = {xi, yi : i ∈ I, j ∈ J}
such that {vxi : i ∈ I}, forms a maximal system of values in vL which areQ-linearly
independent over vK and the residues {y¯j : j ∈ J}, form a transcendence basis of
Lv/Kv.
Recall also that an algebraic extension of henselian fields L/K is tame if for
every finite subextension K ′/K:
(1) K ′v/Kv is separable.
(2) if p = char(Kv) > 0 then (vK ′ : vK) is prime to p.
(3) K ′/K is a defectless extension.
K will be called tame if it is henselian and every algebraic extension is a tame field.
Lemma 4.1. Let L and F be henselian ac-valued fields and K a common ac-valued
subfield. Assume that L is a tame algebraic extension of the henselization of K.
Then for every embedding τ = (τΓ, τk) : (vL, Lv) →֒ (vF, Fv) over K, there is an
embedding of L in F over K inducing τ and commuting with the ac-map.
3If they are models of T2, we consider the structures in the language augmented by constants
for an Fp-basis of OK/(p).
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Proof. By the uniqueness of the henselization of K, we may extend the embedding
K →֒ F to the henselization of K. Since the henselization is an immediate ex-
tension, by Lemma 3.1 the embedding respects the ac-map. Since every algebraic
extension is the union of its finite sub-extensions we may further assume that L/K
is finite.
Since Lv/Kv is finite and separable it is simple (recall L/K is tame). Assume
that Kv(α) = Lv. By Lemma 3.3(Case 2) there exists c ∈ L with c¯ = α, K(c)v =
Lv and vK(c) = vK such that we may extend the embedding of K →֒ F to an
embedding K(c) →֒ F respecting the ac-map.
Set K ′ := K(c). Since L/K ′ is finite, the group vL/vK ′ is a finite torsion group:
vL/vK ′ = (γ1 + vK)Z⊕ · · · ⊕ (γr + vK)Z,
and by tameness the order of each γi is prime to p = char(Kv). Using Lemma
3.2(Case 2.1) repeatedly there exist d1, . . . , dr ∈ L with v(di) = γi such that
L/K ′(d1, . . . , dr) is an immediate extension and we may extend the embedding
of K ′ →֒ F to an embedding K ′(d1, . . . , dr) →֒ F preserving the ac-map.
Finally, K ′(d1, . . . , dr) is a tame field since it is an algebraic extension of a tame
field, thus L/K ′(d1, . . . , dr) is defectless and immediate. Since henselian defectless
fields are algebraically maximal, it follows that K ′(d1, . . . , dr) = L and we are
done. 
Lemma 4.2. Let L and F be henselian ac-valued fields and K a common ac-valued
subfield. Assume that L admits a valuation transcendence basis T such that L is
a tame extension of K(T )h. Then for every embedding τ = (τΓ, τk) : (vL, Lv) →֒
(vF, Fv) over K, there is an embedding of ac-valued fields L →֒ F over K inducing
τ .
Proof. By using Lemma 3.2(Case 1) and Lemma 3.3(Case 1) repeatedly we may
extend the embedding K →֒ F to an embedding K(T ) →֒ F over K respecting
the ac-map, and inducing the embedding τ . The result now follows from Lemma
4.1 
The following embedding theorem is, as usual, the main result:
Theorem 4.3. Let L and F be ac-valued fields. Assume that F is |L|+-saturated
and K a common ac-valued substructure in the Denef-Pas language. If both L and
F are models of T1, then for every embedding τ = (τΓ, τk) : (vL, Lv) →֒ (vF, Fv)
over K, there is an embedding of L in F over K inducing τ and preserving the
ac-map.
Proof. In order to embed L in F (over K) it suffices to embed every finitely gener-
ated sub-extension. So we may assume that L/K is a finitely generated extension.
Let T = {xi, yi : i ∈ I, j ∈ J} be such that {vxi : i ∈ I} is a maximal system
of Q-linearly independent values in vL over vK and the residues {y¯j : j ∈ J} are a
transcendence basis of Lv/Kv. By [17, Lemma 6.30] T is algebraically independent
over K.
Let L′ be the maximal tame algebraic extension of the henselization K(T )h in
L. By definition it is an algebraic extension so T is a transcendence basis for L′/K
and it is a tame extension of K(T )h. We may use Lemma 4.2 and embed L′ in F
over K, this embedding induces τ and commutes with the ac-map.
Since L′ is the maximal tame algebraic extension of K(T )h, necessarily vL/vL′
is a p-group and Lv/L′v is a purely inseparable algebraic extension.
By Lemma 2.9(2), we may repeatedly apply Lemma 3.2(Case 2.2) and extend
the embedding of L′ →֒ F to an intermediary ac-valued field L′ ⊆ L′′ ⊆ L with
vL′′ = vL (since vL/vL′ is a p-group) and Lv/L′′v purely inseparable algebraic
extension, in such a way that it commutes with the ac-map.
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By Lemma 2.12, we may extend the embedding to L′′′, the relative algebraic
closure of L′′ in L. The embedding L′′′ →֒ F preserves the ac-map, by Lemma 3.1
since vL′′ = vL′′′.
By Proposition 2.9 L′′′ is an ac-valued field which is a model of T1, and hence it
is algebraically maximal. Moreover, notice that L/L′′′ is immediate.
Let a ∈ L \L′′′. Since L′′′(a)/L′′′ is an immediate extension, by [16, Theorem 1]
there exists a pseudo-cauchy sequence with a as a pseudo-limit but with no pseudo-
limit in L′′′. Since L′′′ is algebraically maximal it must be of transcendental type.
Since F is |L|+-saturated it is also |L|+-pc-complete. By [16, Theorem 2], we may
thus find a pc-limit a′ ∈ F and the map a 7→ a′ extends the embedding to an
embedding of valued fields, it preserves the ac-map by Lemma 3.1. Doing this
repeatedly we may embed L in F over K as ac-valued fields. 
Corollary 4.4. Let L and F be ac-valued fields and K a common substructure in
the Denef-Pas language. If both L and F are models of T1 then
(vL, Lv) ≡(vK,Kv) (vF, Fv) =⇒ L ≡K F.
As a result, T1 eliminate field quantifiers and the value group and residue field
are stably embedded as pure structures.
Proof. There exist elementary extensions L∗ and F ∗ of L and F , respectively, such
that vL∗ ∼=vK vF
∗ and L∗v ∼=Kv F
∗v. Since L∗ ≡K F
∗ implies L ≡K F , we may
assume from the start that τ = (τΓ, τk) : (vL, Lv) ∼=(vK,Kv) (vF, Fv). The rest is
standard and follows from the previous theorem. 
As special cases of the above corollary consider K = (Q,Q, 0) if L is of equi-
characteristic (0, 0); letK = (Fp,Fp, 0) if L is of equi-characteristic (p, p) (for p > 0)
and in mixed characteristic take K = (Q,Fp, v(p)Z) allowing us to conclude:
Corollary 4.5. The theory T1 is complete once:
(1) the complete theories of the value group and the residue field are fixed and
(2) v(p) is specified,
Every algebraically maximal Kaplansky field is a model of T1 so
Corollary 4.6. The theory of any algebraically maximal Kaplansky ac-valued field
eliminates field quantifiers in the Denef-Pas language.
Combining these results with Lemma 2.17, Fact 2.13, and the fact that it is
known for the (0, 0) case, we have shown:
Corollary 4.7. Let (K, v) be a strongly dependent henselian ac-valued field. If Kv
is infinite then Th(K, v) eliminates field quantifiers in the Denef-Pas language, and
if Kv is finite then Th(K, v) eliminates field quantifiers in the generalized Denef-
Pas language.
The above corollaries give Theorem 1 of the introduction. We now proceed
to some applications. We remind ([10, Proposition 3.4]) that strongly dependent
ordered abelian groups have quantifier elimination in the language
L = Loag ∪ {(x =Hi y + kG/Hi)k∈Z,i<α, (x ≡m,Hi y + kG/Hi)k∈Z,m∈N,i<α},
where
• Loag is the language of ordered groups,
• for each k ∈ Z, ”x =H y + kG/H” is defined by π(x) = π(y) + kG/h for
π : G → G/H and kG/H denotes k times the minimal positive element of
G/H , if it exists, and 0 otherwise.
• for each k ∈ Z and each m ∈ N, ”x ≡m,H y+ kG/H” is defined by π(x) ≡m
π(y) + kG/H .
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Thus, the above corollary implies that a strongly dependent henselian field (K, v)
has quantifier elimination modulo Kv in the (generalized) Denef-Pas language aug-
mented by the new predicates in L. In particular, if Kv has explicit quantifier
elimination in some natural language expanding the language of rings (e.g., Kv
is an algebraically closed field or a real closed field) we get complete quantifier
elimination for (K, v). This strengthens [13, Theorem 3.2.16].
Strong dependence of an ac-valued field (K, v) admitting elimination of field
quantifiers in the Denef-Pas language follows from strong dependence of vK and
Kv by [23, Claim 1.17(2)]. This result can probably be proved for acω-valued fields
as well, but we take a slightly different approach. We note that [23, Claim 1.17(2)]
gives this result for a slightly different language and that in Qp Shelah’s 3-sorted
language is bi-interpretable with the multi-sorted structure given by the generalized
Denef-Pas language. This will suffice for our needs.
Lemma 4.8. Let (K, v) be either a model of T1 or of T2. If Kv and vK are strongly
dependent then so is (K, v).
Proof. If (K, v) is a model of T1 then by passing to an elementary extension we
may assume that (K, v) is an ac-valued field and thus, by Corollary 4.4, eliminates
field quantifiers in the Denef-Pas language. We may thus use [23, Claim 1.17(2)].
Assume (K, v) is a model of T2. By Fact 2.15 and Fact 2.16, (K1, v
∆p),its
core field, is elementary equivalent to a finite extension of Qp and thus strongly
dependent by [23, Claim 1.15, 1.16 and Observation 1.19(1)].
Now consider the valued field (K, vvK/∆p). Its residue field is K1 and hence
strongly dependent and its value groups is a quotient of a strongly dependent
abelian group and hence also strongly dependent by [10, Theorem 4.20] (see also
[10, Corollary 4.21]). By passing to an elementary extension we may assume that
(K, vvK/∆p) is an ac-valued field, and since it is of characteristic (0, 0) it admits
elimination of field quantifiers and thus strongly dependent by [23, Claim 1.17(2)].
Since strong dependence is preserved under reducts and elementary equivalence, we
get that K is strongly dependent. The result now follows by [10, Theorem 5.14]
applied to K and the henselian valuation v. 
We end by showing that elimination of field quantifiers of the henselization can
be deduced from strong dependence of the valued field.
Proposition 4.9. Let (K, v) be a strongly dependent valued field. Then its henseliza-
tion (Kh, v) is also strongly dependent.
Proof. First we show that (Kh, v) is either a model of T1 or of T2. By [13, Theorem
4.2.2], (K, v) is defectless and hence (Kh, v) is algebraically maximal. We break
into cases:
If (char(K), char(Kv)) = (0, 0) then (Kh, v) is a model of T1.
If (char(K), char(Kv)) = (p, p) then by [13, Theorem 4.3.1] Kv is infinite. Kv is
perfect by strong dependence and p does not divide the degree of any finite extension
ofKv. Perfection ofK implies that vK is p-divisible. Thus (K, v) is Kaplansky and,
since the henselization is an immediate extension, (Kh, v) is algebraically maximal
Kaplansky, so a model of T1.
Assume (char(K), char(Kv)) = (0, p). IfKv is finite then by [13, Theorem 4.3.1],
[0, v(p)] is finite so (Kh, v) is a model of T2. If Kv is infinite, as before, (K
h, v) is
a model of T1.
Since the henselization (Kh, v) is an immediate extension, vKh and Khv are
strongly dependent. By Lemma 4.8, (Kh, v) is strongly dependent. 
A similar proof gives the following:
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Proposition 4.10. Let (K, v) be strongly dependent such that (Kh, v) |= T1. Then
the inertia field (Kt, v) of (K, v) is strongly dependent.
Proof. The definition and basic properties of the inertia field can be found in e.g.
[17, Section 7.4]. Since (Kh, v) |= T1 also (K
t, v) is henselian and defectless. More-
over, Kt and Ktv are perfect. Since vKt = vKh in order to show that that
(Kt, v) |= T1 it remains to show that the degree of every finite extension of K
tv is
prime to p, but Ktv being separably closed and perfect it is algebraically closed, so
there is nothing to prove.
The rest is as in Proposition 4.9. 
This proves Theorem 2 of the introduction.
Remark. Notice that a similar proof shows that if (Kh, v) |= T1 then (L, v) admits
elimination of field quantifiers whenever Kh ⊆ L ⊆ Kt.
The following example shows that the requirement that (Kh, v) |= T1 is neces-
sary.
Example 4.11. Let (K, v) be a strongly dependent field with discrete value group
and finite residue field. Then, by Fact 2.4 (Kt, v) is not strongly dependent, despite
the fact that vKt = vK is strongly dependent and Ktv is algebraically closed
(being the algebraic closure of Fp). Note that (K
t, v) is, in addition, henselian and
defectless (being an algerbaic extension of (Kh, v) which is strongly dependent), so
algebraically maximal, with algebraically closed residue field.
We point out the following result:
Proposition 4.12. Let (K, v) ≡ (L,w) (in the three-sorted language) be strongly
dependent such that (Kh, v), (Lh, w) |= T1. Then (L
h, w) ≡ (Kh, v) and (Lt, w) ≡
(Kt, v).
Proof. By Corollary 4.5, the assumption that (K, v) ≡ (L,w) and the fact that the
henselisation is an immediate extension, imply that v(p) = w(p) for p = char(Lw) =
char(Kv), and therefore (Kh, v) ≡ (Lh, w). For the intertia fields, recall that if two
fields are elementary equivalent then so are their algebraic closures. 
5. Geometric Fields
In this final section, we use arguments from [14, Theorem 5.5] for pure henselian
valued fields of characteristic 0, to show that henselian fields of finite dp-rank are
geometric fields (see below for the definition). The proof in [14] is duplicated almost
verbatim, we give the proof for the sake of completeness.
Proposition 5.1. Let K be a strongly dependent field and v a non-trivial henselian
valuation on K. Then for every K ≡ K ′ (in the language of rings) and A ⊆ K ′,
aclK′(A) = F0(A)
alg ∩K ′, where F0 is the prime field of K
′.
Remark. A field satisfying this proposition in called very slim in [14].
Proof. If K is separably closed, and hence – by perfection – algebraically closed,
this is known (and follows, essentially, from quantifier elimination in ACVF).
Otherwise, by [21, Remark 7.11] K ′ also admits a definable henselian topology.
By [14, Lemma 4.11], it is enough to prove the statement for an elementary exten-
sion of K ′. We, thus, assume that K ′ is ℵ1-saturated. By [21, Theorem 7.2], K
′
admits a non-trivial henselian valuation which we will also denote by v. If (K ′, v)
is of mixed characteristic then, as in the proof of Lemma 4.8, by passing to a coars-
ening we may assume that (K ′, v) is a model of T1. By Fact 2.1 (K
′, v) admits an
angular component map.
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Let ϕ(x) be an A-definable algebraic formula and assume there exists a satisfying
ϕ(x) which is transcendental over F0(A).
Claim. For every non constant polynomial p(x) over A such that p(a) 6= 0, there
exists a formula ψp(x) over A satisfying:
(1) ψp is not algebraic.
(2) a satisfies ψp and for every a
′ |= ψp:
rv(p(a)) = rv(p(a′)),
where rv : (K ′)× → (K ′)×/(1 +M) is the natural projection (M is the
maximal ideal corresponding to the valuation v).
Proof. For any x note that rv(p(a)) = rv(p(x)) if and only if v(p(x) − p(a)) >
v(p(a)). As p(a) 6= 0 this is equivalent to v(p(x)/p(a) − 1) > 0. Let ψp(x) be this
latter formula.  (claim)
Since rv(x) = rv(y) implies v(x) = v(y) and ac(x) = ac(y), by elimination of
field quantifiers (Corollary 4.7), see also [14, Theorem 5.5], and using the claim we
may find a non algebraic formula ψ(x) over A such that for every a′ satisfying ψ,
a′ satisfies φ as well. Contradicting the fact that ϕ(x) is algebraic. 
Corollary 5.2. [14, Proof of Corollary 5.6] A strongly dependent henselian field
has no proper infinite ring-definable subfield.
In [11, Remark 2.10], Hrushovski-Pillay define the notion of a geometric field, it
is a field K satisfying:
• K is perfect,
• For every K ′ ≡ K (in the language of rings) and A ⊆ K ′,
aclK′(A) = F0(A)
alg,
where F0 is the prime field,
• Every K ′ ≡ K eliminates ∃∞.
Those fields, when sufficiently saturated, enjoy a nice group configuration theo-
rem, see [11, Section 3].
Since every strongly dependent field is perfect, combined with Proposition 5.1
and elimination of ∃∞ in the finite dp-rank case ([5, Corollary 2.2]) we get:
Proposition 5.3. Every henselian field of finite dp-rank is a geometric field.
Recall the following:
Definition 5.4. A structure M has geometric elimination of imaginaries if every
b ∈M eq is interalgebraic with some finite tuple from M .
Proposition 5.5. Let K be a strongly dependent field admitting a non-trivial
henselian valuation v. If K does not admit any non-trivial definable valuation
then K is either algebraically closed or real closed.
As a result, if K has geometric elimination of imaginaries, or more specifically
if it is surgical (condition (E) in [11, Definition 2.4]) then it is either algebraically
closed or real closed.
Proof. By strong dependence K is perfect, and by [10, Proposition 5.2] the residue
field Kv is also perfect. By [10, Proposition 5.5] the value group vK is divisible.
By the proof of [12, Proposition 2.4], Kv is either real closed or algebraically closed
(the proof shows that unless Kv is real closed or separably closed there exists a
non-trivial definable valuation on K).
14 Y. HALEVI AND A. HASSON
By [10, Corollary 5.15], (K, v) is algebraically maximal, thus ifKv is algebraically
closed then, since vK is divisible, so is K. Otherwise, Kv is real closed and thus
necessarily so is K.
As for the last statement, first note that by Proposition 5.1 the (model theoretic)
acl(·)-operator on K satisfies the Steinitz exchange (because it coincides with field
theoretic algebraic closure in K) and therefore its theory is pregeoemtric ([9, Defi-
nition 2.1]). It follows, [9, Corollary 3.6], that if Th(K) has geometric elimination
of imaginaries it is surgical. This means, in particular, that there cannot be a K-
definable equivalence relation on the field with infinitely many infinite classes. But
had K admitted a non-trivial definable valuation u the formula u(x) = u(y) would
be such an equivalence relation. Thus, by the first part of the proposition, K must
be either real closed or algebraically closed. 
We note that the first part of the above proposition is also true, more generally,
in the strictly dependent case by [6, Corollary 1.3]
Appendix A. Elimination of Field Quantifiers in the RV-Language
We conclude by showing that strongly dependent fields (in fact, models of either
T1 or T2) eliminate field quantifiers in the RV-language. As the proof is, essentially,
similar to what we have done, we only sketch the argument. Also, as it is already
known for models of T2 in a more general language than the one described below
(see [1] and [18]) we will focus on models of T1. We briefly review some definitions,
see also, e.g. [8].
Let (K, v) be a valued field. The group 1+MK of 1-units is a subgroup of K
×.
Set RVK := K
×/(1 +MK) and let
rvK : K
× → RVK
be the natural quotient homomorphism. We may extend this map to all of K by
adding a new symbol for rvK(0). Note that (Kv)
× embeds in RVK and we have
the following exact sequence
1 // (Kv)×
ι
// RVK
v
// vK // 0 .
RVK also inherits an image of the addition from K denoted by ⊕, see [8] for more
information. We consider RVK as a structure in the language {·,
−1 ,⊕, 1, v}. The
RV-structure for the valued field K is a two sorted structure (K,RVK) together
with the map rvK . We need the following extension of Lemma 3.2:
Lemma A.1. Let (L1, v) and (L2, v) be models of T1 in the RV-language, and K a
common substructure with char(Kv) = p > 0 and τ : RVL1 →֒ RVL2 an embedding
of the RV-sorts over RVK .
Assume that vL1/vK is a finitely generated p-group, then there exist d1, . . . , dk ∈
L2 and an embedding of valued fields K(d1, . . . , dk) →֒ L2 over K such that
(1) vK(d1, . . . , dk) = vL1, and
(2) the embedding of RV-structures
(K(d1, . . . , dk), RVK(d1,...,dk)) →֒ (L2, RVL2)
over (K,RVK) induced by the embedding of valued fields
K(d1, . . . , dk) →֒ L2,
over K, lifts τ |K(d1,...,dk).
Proof. By induction, we may assume that vL1/vK is generated by one element,
e.g. vL1 = vK + Zα with pα ∈ vK, α /∈ vK. By Proposition 2.9(2) for T1, there
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exists d ∈ L1 satisfying d
p ∈ K and v(dp) = pα. By [17, Lemma 6.40], v extends
uniquely to K(d) and
vK(d) = vK + Zα and K(d)v = Kv.
Since rvK(d
p) = yp, has a solution in RVL1 (e.g. y = rvL1(d)), by the embedding
τ , there exists e ∈ L2 such that
rvK (d
p) = rvL2(e
p).
The problem is that we do not know that ep ∈ K, but notice that v(ep) = v(dp) ∈
pvL2. Hence, again, by Proposition 2.9(2) for T1, there exists t ∈ L2 such that
tp = dp.
By uniqueness in [17, Lemma 6.40], K(d) ⊆ L1 and K(t) ⊆ L2 are isomorphic
as valued fields over K. It remains to show that this isomorphism is a lifting of
τ |K(d).
Claim. τ(rvL1 (d)) = rvL2(t)
Proof. By the way we chose e, τ(rvL1 (d)) = rvL2(e) and thus also v(d
p) = v(ep)
and res(ep/dp) = 1 ([8, Proposition 1.3.3]). Since v(ep) = v(tp), v(e) = v(t), and
since res(ep/tp) = res(ep/dp) = 1 we have res(e/t)p = 1. But char(Kv) = p > 0
so res(e/t) = 1. Again, by [8, Proposition 1.3.3], rvL2(e) = rvL2(t) and we are
finished.
 (claim)
Let x ∈ K(d). By the above there exist b ∈ K such that
v(x−1bdn) = 0.
It follows from this and K(d)v = Kv that there exists also c ∈ K× with v(c) = 0
such that v(x−1bdnc) = 0 and res(x−1bdnc) = 1. Hence, see for instance [8,
Proposition 1.3.3],
rvK(d)(x) = rvK(b) · rvK(d)(d)
n · rvK(c).

Theorem A.2. Let L and F be models of T1 in the RV-language, with F |L|
+-
saturated, and K a common substructure. Then for every embedding τ : RVL →֒
RVF over RVK , there is an embedding of L in F over K inducing τ .
Proof. As in the proof of Theorem 4.3, let L′ be the maximal tame algebraic ex-
tension of K(T )h, where T is as in the proof. By [18, Lemma 3.7], we may embed
L′ in F over K, this embedding induces τ . Necessarily vL/vL′ is a p-group and
Lv/L′v is a purely inseparable algebraic extension.
Using Lemma A.1, we may extend the embedding to an intermediary field L′ ⊆
L′′ ⊆ L with vL′′ = vL and Lv/L′′v a purely inseparable algebraic extension. The
rest of the proof is as in Theorem 4.3. 
Corollary A.3. T1 and T2, and hence any strongly dependent henselian valued
fields, eliminate field quantifiers in the RV-language (for T2 you need the generalized
RV-language).
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