Abstract. We obtain necessary and sufficient conditions for equivalence of law for linear stochastic evolution equations driven by a general Gaussian noise by identifying the suitable space of controls for the corresponding deterministic control problem. This result is applied to semilinear (reaction-diffusion) equations driven by a fractional Brownian motion. We establish the equivalence of continuous dependence of laws of solutions to semilinear equations on the initial datum in the topology of pointwise convergence of measures and null controllability for the corresponding deterministic control problem.
Introduction
The equivalence (mutual absolute continuity) of probability distributions of solutions to infinite-dimensional stochastic equations has been extensively studied for equations driven by Wiener process and is of importance in the investigation of large-time behaviour and ergodicity of solutions (see e.g. [14, 15, 21] for early works on stochastic reaction-diffusion equations, the book [6] , and the references therein). Indeed, by Doob's theorem and its improvements [24, 25] it enables proofs of strong ergodicity and mixing of the Markov semigroups.
The first results in this direction for stochastic linear equations appeared in the pioneering monograph by Da Prato and Zabczyk [5] (cf. also the earlier paper by J. Zabczyk [27] ), where the following statement may be found. Consider the equation (1.1) dX(t) = AX(t) dt + B dW,
in a real separable Hilbert space E, where A is a densely defined linear operator on E generating a strongly continuous semigroup, B is bounded on E and W is a standard cylindrical Wiener process in E. Assuming the existence of a unique E-valued mild solution, for a given T > 0 the probability laws of the solutions are equivalent for different values of the initial datum x ∈ E if and only if the corresponding deterministic controlled system Key words and phrases. Equivalence of laws, null controllability, fractional Brownian motion, stochastic evolution equations.
The second named author gratefully acknowledges the support by VICI subsidy 639.033.604 in the 'Vernieuwingsimpuls' programme of the Netherlands Organization for Scientific Research (NWO). The first author was supported by GACR grant no. P201/10/0752. is exactly null controllable at T with controls from the set L 2 (0, T ; E), i.e., for each x ∈ E there exists a control u ∈ L 2 (0, T ; E) such that y(T ) = 0. This made it possible to utilize the well-developed deterministic controllability theory for proving equivalence of laws for the stochastic equation (1.1).
In the non-Markovian case the problem of equivalence of laws was addressed in the paper [7] in the so-called diagonal case (when the operators A and B commute) with a fractional Brownian motion as the driving process. Here we extend the result of this paper by providing necessary and sufficient conditions for the equivalence of laws (Example 3.4 ). This toy model shows the interesting (but natural) feature that smoother paths of the driving process (i.e. a bigger Hurst parameter) require more restrictive conditions for equivalence of laws (which, of course, is just the converse with respect to regularity problems).
In Section 2 the first part of the paper we obtain an extension of the abovementioned result from [5, 27] to the case of general Gaussian noise. The state space E is a general Banach space and the objective is to identify the suitable space of controls such that the above-described relation between equivalence of laws for (1.1) and null controllability for (1.2) holds true.
In Sections 3 and 4 these results are applied to semilinear (reaction-diffusion) equations driven by a fractional Brownian motion; this part is based on the density formula established in [9] . The main result here is the equivalence of continuous dependence of laws of solutions to semilinear equations on the initial datum in topology of pointwise convergence of measures and null controllability for the corresponding control problem. As in the Markov case, we call this property the strong Feller property. The basic idea of the proof of this result is due to Maslowski and Seidler [16] . In these results, for simplicity we assume that the space E is Hilbert. Using the ideas of [3] , the results can be extended to (type 2) Banach spaces, but our examples would not be improved much by this extension.
Null controllability and equivalent of laws
Let H be a real Hilbert space with inner product [·, ·] H , and let W be an Hisonormal process on some probability space (Ω, F , P). By definition, this means that W is a bounded linear mapping from H into L 2 (Ω) such that the following two conditions are satisfied:
(1) for all h ∈ H , the random variable W (h) is centred Gaussian; (2) for all h 1 , h 2 ∈ H ,
Let E be a real Banach space. We denote by γ(H , E) the completion of the algebraic tensor product H ⊗ E with respect to the norm
where (h n ) N n=1 is an orthonormal sequence in H , (x n ) N n=1 is a sequence in E, and (γ n ) N n=1 is Gaussian sequence, i.e., a sequence of independent standard real-valued Gaussian random variables. The natural inclusion mapping H ⊗ E ֒→ L (H , E) extends to a continuous inclusion mapping γ(H , E) ֒→ L (H , E); this allows us to identify elements of γ(H , E) with bounded operators acting from H to E. The operators belonging to γ(H , E) are called the γ-radonifying operators from H to E.
The mapping W : H → L 2 (Ω) extends to an isometry, also denoted by W , from
Moreover, W (R), x * = W (R * x * ) for all R ∈ γ(H , E) and x * ∈ E * . This extension can be viewed as an abstract stochastic integral, as can be seen by considering the case H = L 2 := L 2 (0, T ) (see [18, 19] ):
) defines a standard real-valued Brownian motion (B t ) t∈[0,T ] and for all h ∈ H we have [19] ).
In what follows it will be useful to have an explicit description of the reproducing kernel Hilbert space (RKHS) associated with the (centred Gaussian) random variables W (R) associated with γ-radonifying operators R: Proposition 2.3. Let W be an H -isonormal process and let R ∈ γ(H , E) be a γ-radonifying operator. The reproducing kernel Hilbert space G R associated with W (R) equals the range of R.
It follows that R extends to an isometry from Range(R * )
From this point on, we fix a Hilbert space H and a finite time horizon 0 < T < ∞, and write L 2 (H) := L 2 (0, T ; H). We fix a function Φ : (0, T ) → L (H, E) which has the property that the adjoint orbits t → Φ * (t)x * belong to L 2 (H). Here, Φ * (t) = (Φ(t)) * : E * → H denotes the adjoint of Φ(t) : H → E defined via the Riesz representation theorem.
In order to discuss stochastic integrability of Φ with respect to the H -isonormal process W , we need to connect the spaces H and L 2 (H). This will be done in the next two subsections, where we consider the situations where we have continuous dense embeddings H ֒→ L 2 (H) and L 2 (H) ֒→ H , respectively. These embeddings can be interpreted as saying that W is 'rougher', respectively 'smoother', than Hcylindrical motions. This rough noise case is slightly subtler to deal with and will therefore be presented in detail; the smooth noise case proceeds entirely analogous, with some slight simplifications.
The basic examples we have in mind are provided by H-cylindrical (classical, Liouville) fractional Brownian motions; see Section 3.
2.1. The rough noise case. In this subsection we make the following assumption. 
For each h ∈ H we define the element
Here, R * Φ : E * → H denotes the adjoint of R Φ : H → E defined via the Riesz representation theorem.
This proves that R = R * ⋆ Φ as operators from H ⋆ to E * * . To prove that R (and hence also R * ⋆ Φ ) maps H into E it suffices to prove that for all h ∈ H we have
* * , and then to observe that R Φ takes values in E. To prove this identity, note that for all x * ∈ E * we have
It follows from the proposition that, under the stated assumptions, t → Φ(t)f (t) is Pettis integrable and, for all f ∈ L 2 (H),
Now let A generate a C 0 -semigroup (S(t)) t 0 on E and let B ∈ L (H, E) be a fixed operator. We are interested in the control problem (2.3)
where f is a 'rough' control, that is, we assume that f ∈ H ⋆ . For controls f ∈ L 2 (H) the mild solution x of the control problem at time T is given by
If we assume that Φ = S(T − ·)B satisfies the assumptions of Proposition 2.6, the identity (2.2) takes the form
Accordingly, for controls f ∈ H ⋆ we define the mild solution of the problem (2.3) at time T to be 
The following assertions are equivalent:
(iii) For all x 0 ∈ E the laws of the processes solving the stochastic evolution equation
are mutually absolutely continuous.
The problem in (ii) is null controllable in time T with control f ∈ H ⋆ if and only if Rf = −S(T )x 0 . Now, f = φ h for some h ∈ H and
Furthermore, the range of R Φ equals the RKHS G T by Proposition 2.3. Combining things, we see that the problem in (ii) is null controllable in time T if and only
This is a special case of the Feldman-Hajek theorem on equivalent of Gaussian measures.
2.2. The smooth noise case. Next we consider the following dual assumption.
H) is is continuously and densely included in H .
We then have continuous and dense embeddings
) is said to be stochastically integrable with respect to the H -isonormal process W if there exists an operator
Note that, since we are assuming that the dual orbits t → Φ * (t)x * belong to L 2 (H), they automatically define elements of H (unlike in the rough noise case).
Proof. The proof follows the lines of that of Proposition 2.6 verbatim, except that the identities (2.1) hold only for elements f ∈ H ⋆ . Now let A generate a C 0 -semigroup (S(t)) t 0 on E and let B ∈ L (H, E) be a fixed operator. In the present setting, no ambiguities with regard to the definition of a mild solution for the control problem arise and we have the following result. 
(ii) For all x 0 ∈ E the problem
is null controllable in time T with a control f ∈ H ⋆ . (iii) For all x 0 ∈ E the laws of the processes solving the stochastic evolution equation
Proof. The proof follows the lines of that of Theorem 2.7 verbatim.
Fractional Ornstein-Uhlenbeck processes
3.1. Fractional Brownian motion. In the present section the results of the preceding part are applied to the fractional Ornstein-Uhlenbeck process, i.e. to the linear stochastic evolution equation in which the driving process is a classical spacedependent fractional Brownian motion (fBm) in time and white or, possibly, correlated in space. At first we recall standard definitions of these objects and explain how they may be understood in the framework developed above.
We begin with the case of a scalar-valued fBm
with Hurst parameter β ∈ (0, 1). Following the approach taken in [3] we identify B β with an H β -isonormal process W β , the inner product of the real Hilbert space H β being given, for step functions
Here, the operator
where K β is the real-valued kernel
c β being a constant depending only on β. We conclude that H β is the completion of the linear space of step functions with respect to the norm
To give a more specific description of this space it is convenient to distinguish two cases, corresponding to the "rough" and "smooth" noise cases considered above.
For 0 < β < 1 2 (the rough noise case) we have
where u α (s) = s α and D α T− is the right-sided fractional derivative
and c β is a constant depending only on β. It is not difficult to see that the space H β , as a set, may be identified as
. For 1 2 < β < 1 (the smooth noise case) we have
where I α T− is the right-sided Riemann-Liouville integral,
In this case we have a continuous dense embedding L 2 (H) ֒→ H β and the operator K * β restricts to a bounded operator on L 2 (H) (cf. [22] ). Moreover, we have continuous dense embeddings
where Θ β consists of those elements ψ from L 1 (0, T, H) such that
3.2. Cylindrical fractional Brownian motion. Let H be a real Hilbert space. An H-cylindrical fBm with Hurst parameter β is defined as a an H β ⊗H-isonormal process. Here, H β ⊗H denotes the Hilbert space tensor product of H β and H. Under the identification made at the beginning of the previous subsection, an Rcylindrical fBm is just a classical scalar-valued fBm (with the same Hurst parameter). If H has an orthonormal basis (h n ) n 1 , one may think of an H-cylindrical fBm B β as a formal series
where (B β n ) n 1 is a sequence of independent fBm's with Hurst parameter β. 3.3. Ornstein-Uhlenbeck processes associated with a cylindrical fBm. Let H be a real Hilbert space, E a real Banach space, and let W β an H-cylindrical fBm. We consider the equation
where A generates a strongly continuous semigroup S = (S(t)) t 0 on E, the operator B is bounded and linear from H into E, and the initial datum x belongs to E. The solution is understood in the mild sense, i.e.
provided the stochastic integral is well-defined. For Liouville cylindrical fBm, a necessary and sufficient condition for this is given in [3] ; for 0 < β < 1 2 the same condition works for (classical) cylindrical fBm.
Let γ(H, E) denote the space of γ-radonifying operators from H into E. For later reference we recall that if E is a Hilbert space, then γ(H, E) = L 2 (H, E), the space of Hilbert-Schmidt operators from H to E, with equals norms.
A standard sufficient condition for existence and regularity of the so-called Ornstein-Uhlenbeck process (Z t ) t∈[0,T ] is recalled in the following proposition. We shall need it only in the case that E is a Hilbert space and refer to [7, 8] for a proof for the case θ = 0. For reasons of completeness we shall include a proof, which is an adaptation of the argument in [3, Theorem 5.5] (where more details are provided).
If the semigroup S is analytic we may find z 0 > 0 sufficiently large such that the fractional powers of z 0 − A exist (z 0 is fixed in the sequel) and and we denote by E θ is the domain of the fractional power (z 0 − A) θ equipped with the graph norm.
Proposition 3.1. Suppose S is a strongly continuous analytic semigroup on the real Hilbert space E, let B ∈ L (H, E) be bounded, and assume that for some θ ∈ [0, 1) and λ 0 we have
for some c 0.
) is well-defined and has a modification with paths in
Proof. Fix 0 s t T . By the triangle inequality in L 2 (Ω; E),
We shall estimate both terms separately. Fix τ 0 such that λ < τ < β − δ − θ. Then (with generic constants c)
For the first term in (3.7) we have, for any ε > 0 such that δ + τ + θ + ε < β,
, where the numerical value of c changes from line to line (and is allowed to depend on T ).
Similarly,
Combining these estimates, this gives
The assertion now follows from a routine application of the Kahane-Khintchine inequalities (to pass from moments of order 2 to moments of order p) and the Kolmogorov-Chentsov continuity theorem. Now we are ready to formulate the main result for the fractional OrnsteinUhlenbeck process. 
Then there exists a continuous mild solution Z x to the equation (3.4) , and for each T > 0 the probability laws of Z x T , x ∈ E, are equivalent. Proof. Since B is injective and S(t) maps E into D(A) for all t > 0, the operators B −1 S(t) are well-defined, and by the closed graph theorem they are bounded. By (ii),
, where the last step uses the analyticity of the semigroup S.
a) The case 0 < β < 
Hence for ϕ ∈ H ⋆ we have
Moreover, by (3.8) and the fact that the assumption on µ implies β − 1 2 + µ < 1,
where c 0 is a generic constant whose value is allowed to change from line to line.
Since by assumption µ < 1 − β, this shows that K −1 
We have, for β − 1 2 < δ < 1 2 and z 0 > 0 large enough,
for generic constants c, where we used (3.8) and analyticity of the semigroup S. It follows that
which is finite since µ < 1 − β. Therefore, the controlû(t) := − 1 T B −1 S(t)x steering the solution from x to zero belongs to H ⋆ as required.
Example 3.3 (2m − th order parabolic equation). We consider the problem
with the Dirichlet boundary conditions 
D). The Gaussian noise is fractional in time and is modelled as
where B is a given bounded injective operator on H = E = L 2 (D). Suppose that condition (ii) of the theorem holds with exponent µ ∈ [0, 1 − β) (where we may put z 0 = 0), suppose that there exists µ
Then condition (i) of the theorem is satisfied as well. Indeed, as is well known, (−A) −ρ is Hilbert-Schmidt for any ρ > d
4m , so S(t)B L2(H,E) c S(t)(−A)
It follows that (i) is satisfied. Thus, equivalence of the laws of Z x T , x ∈ E, is obtained if (3.9) and the condition (ii) of the theorem hold. Note that (3.9) is always satisfied if Example 3.4. In this example we take H = E to be a separable real Hilbert space with orthonormal basis (e n ) n 1 and define the operators A and B by Ae n = −α n e n , Be n = λ n e n , n 1, with 0 < λ n λ 0 and 0 < α 1 α 2 · · · → ∞. Let H T denote the reproducing kernel Hilbert space associated with the covariance operator Q T of the Gaussian random variable 
Under the above assumptions, this is equivalent to cq n , n 1, where Q T e n = q n e n . It is easily seen that (3.10) holds if and only if
is bounded. This follows from the fact that there exist some constants C 1 , C 2 0 such that
, this was proved in [7] . If 0 < β < 1 2 we have
where ψ n (t) = e −αnt . Furthermore, 
where
2 ) is a two-dimensional standard fBm with the Hurst parameter β ∈ (0, 1), σ 0 , σ 1 are real constants, the initial datum x belongs to L 2 (0, 1), p ∈ C 2 [0, 1] is strictly positive, and q ∈ C[0, 1]. It is standard to rewrite the formal equation (3.12) in the infinite-dimensional form considered in the previous section (see e.g. [6, 7] and references therein),
Here A is the realisation in in the space E = L 2 (0, 1) of the partial differential operator
The operator A is uniformly elliptic with homogeneous Neumann boundary conditions and it is well known that it generates a strongly continuous and analytic semigroup S on E. In order to define the operator B we set H = R 2 . Fix a constant k > max q and consider the second order boundary value problem kz − Az = 0 on (0, 1)
This problem has a unique solution for every (u 0 , u 1 ) ∈ R 2 . The Neumann map N : (u 0 , u 1 ) → z is an element of the space L (R 2 , E ε ) for arbitrary ε < 3 4 (see [6, 13] 
for details). Setting
. Now, the infinite-dimensional form (the mild solution) of the equation (3.13) reads (3.14)
(here the extension of the semigroup S(t), t > 0 to the space L (E ǫ−1 , E) is denoted again by S(t)) which fits in the framework developed in Section 2 with the spaces H = R 2 and E 1 = E ε−1 (for more detailed justification of this approach we refer to [6, 7, 13] ).
Assume that β ∈ ( 1 4 , 1) and fix ε ∈ (1 − β, 3 4 ). Then by the analyticity of the semigroup S,
for some constants c 1 , c 2 , so by [7] (or Proposition 3.1) the mild solution (3.14) is a well-defined E-continuous process. Our aim is to investigate the equivalence of probability distributions µ x T of solutions X x T corresponding to initial datum x ∈ E. To this end, we use the null controllability result of Fattorini and Russel [10] for the controlled equation
First, note that the operator A is self-adjoint and possesses a sequence (−λ n ) n 1 of real eigenvalues such that λ 1 < λ 2 < λ 3 < . . . and lim n→∞ λ n = +∞. Moreover, there is a real constant α such that [4, 26] ). Denoting by (e n ) n 1 the normalized eigenfunctions corresponding to (λ n ) n 1 , the solution to the equation (3.15) may be expressed by the expansion y(T ) = ∞ n=1 y n (T )e n in L 2 (0, 1), where
with x n = x, e n and [10] ). It is clear that (3.15) is not controllable in any usual sense if σ 0 = σ 1 = 0. Assume that at least one of the constants σ 0 , σ 1 is not zero (for instance, σ 0 = 0). Set
It is known that β n 0 ∼ const |λ n | (cf. [10] ). Therefore, taking η > 0 arbitrary: and therefore, the control u(t) = (u 0 (t), 0) steers the point x to zero at t = T . Obviously, u ∈ W 1,2 (0, T, R 2 ) and it is easy to verify that
for each value of the Hurst parameter β ∈ (0, 1). Summarizing, by Theorems 2.7 and 2.11 we obtain that for each β ∈ (0, 1) the measures µ x T , x ∈ E, are equivalent whenever σ 
Strong Feller property for semilinear equations
In this section we present some applications of the general results from the previous part to stochastic semilinear equations with additive fractional noise. It is shown that the null controllability of the deterministic equation Consider the semilinear equation
, X x 0 = x in the space E, which is here for simplicity assumed to be a real separable Hilbert space (cf. Remark 4.6 below). The operators A and B and the driving noise W β t are the same as in the linear case (i.e. W β t is an H-isonormal Gaussian process representing the H-cylindrical fBm with the Hurst parameter β ∈ (0, 1)). The operator A : Dom(A) ⊂ E → E is assumed to generate an analytic semigroup S = (S(t)) t 0 on E and the condition (3.6) of Proposition 3.1 is supposed to hold. Under these assumptions, for each initial datum x ∈ E the mild solution (Z , E) for all 0 δ < β − λ. Let us now in addition assume that B ∈ L (H, E) is injective and that the range of the nonlinear function F : E → E is contained in the range of B. This allows us to define the function G : E → H, G := B −1 F . We impose the following conditions on G:
(G) The function G : E → H is continuous and has at most linear growth, i.e.
for some k 0. If β > 1 2 we make the additional Hölder continuity assumption
Define the integral operator K β induced by the kernel K β (t, s) (cf. (3.2)),
for ϕ ∈ L 2 (0, T, H). By [23] , the operator
is a bijection and its inverse K −1 β may be expressed, for
2 ) (here c β is a positive constant depending only on β ∈ (0, 1)) (cf. [20] ). By (3.3), the Gaussian process W defined as
it is the classical white noise (see also [2] ). The following result has been proved in [9] . 
where E is the expectation with respect to the probability space where the process (X x t ) is defined, ϕ : E → R is bounded Borel measurable and
Let B(E) denote the σ-algebra of Borel sets in E and τ the topology of pointwise convergence in the space of finite signed measures on B(E). Thus a net (µ γ ) γ∈Γ converges to µ in τ if and only if lim γ∈Γ µ γ (C) = µ(C) for each C ∈ B(E). Now we formulate the main result of this section. 
Proof. From the proofs of [9, Theorems 3.3 and 3.4] it easily follows that
Hence it suffices to show that
whenever we have x n → x in E. We will show (4.8) separately for the cases β ∈ (0, 1 2 ) and β ∈ ( 1 2 , 1). First, consider the case β ∈ (0, 1 2 ). By (4.7) we have
By continuity of G we have G(Z 
where L 0 is a constant independent of n ∈ N and r ∈ [0, T ]. Hence we obtain (4.8) by the dominated convergence theorem. Now, consider the case β ∈ ( 1 2 , 1). By (4.6) it follows that
As in the previous case, by the continuity of G we have G(Z 
The first integral on the right-hand side of (4.10) clearly tends to zero by the Hölder continuity condition (4.4) and the inequality Again by (4.4) and analyticity of the semigroup S we have
where the generic constant c 0 does not depend on n ∈ N and s, r, s > r, s, r ∈ (0, T ), and ε is such that αε < 1, β + 
and the sequence of densities ρ T (x n ) is equiintegrable. By Remark 4.4 it is sufficient to prove and F : E → E, (F (x))(ξ) := f (x(ξ)), is the Nemytskii operator. We need to impose some conditions on f so that the operator F : E → E is well-defined a satisfies the assumptions of the present section. To this end we assume that f is continuous and of at most linear growth, . Using the fact that λ = 1 4
(cf. Example 3.3) this easily implies that the Hypothesis (G) is satisfied. As we have seen in the Example 3.3, the correspond deterministic system (4.1) is null controllable in this case and we may conclude that for each T > 0 the probability laws ν . This may be shown in the same way as in the present example, but the proof of the analogue of Lemma 4.3 becomes technically more complicated (and E is no longer Hilbert space).
(ii) Using Example 3.5 we may also consider the semilinear equation with boundary noise            ∂y ∂t (t, ξ) = ∂ ∂ξ p(ξ) ∂ ∂ξ y (t, ξ) + q(ξ)y(t, ξ), (t, ξ) ∈ (0, T ) × (0, 1), y(0, ξ) = x(ξ), ξ ∈ (0, 1), ∂ ∂ξ y(t, j) = f j (y(t, ·)) + σ jḂ β j (t), t ∈ (0, T ), j ∈ {0, 1}, where f j : E → R, j ∈ {0, 1}, satisfy corresponding continuity and growth conditions. Unless both σ j , j ∈ {0, 1}, are zero we again obtain that the strong Feller property holds for the above semilinear stochastic equation.
