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Abstract
It is often assumed that interference or noise signals are Gaussian stochastic processes. Gaussian noise
models are appealing as they usually result in noise suppression algorithms that are simple: i.e. linear
and closed form. However, such linear techniques may be sub-optimal when the noise process is either
a non-Gaussian stochastic process or a chaotic deterministic process. In the event of encountering such
noise processes, improvements in noise suppression, relative to the performance of linear methods, may
be achievable using nonlinear signal processing techniques. The application of interest for this thesis is
maritime surveillance radar, where the main source of interference, termed sea clutter, is widely accep-
ted to be a non-Gaussian stochastic process at high resolutions and/or at low grazing angles. However,
evidence has been presented during the last decade which suggests that sea clutter may be better mod-
elled as a chaotic deterministic process. While the debate over which model is more suitable continues,
this thesis investigates whether nonlinear processing techniques can be used to improve the performance
of maritime surveillance radar, relative to the performance achievable using linear techniques.
Linear and nonlinear prediction of chaotic signals, sea clutter data sets, and stochastic surrogate clutter
data sets is carried out. Volterra series filter networks and radial basis function networks are used to
implement nonlinear predictors. A novel structure for a forward-backward nonlinear predictor, using a
radial basis function network, is presented. Prediction results provide evidence to support the view that
sea clutter is better modelled as a stochastic process, rather than as a chaotic process. The clutter data
sets are shown to have linear predictor functions. Linear and nonlinear predictors are used as the basis
of target detection algorithms. The performance of these predictor-detectors, against backgrounds of sea
clutter data and against a background of chaotic noise data is evaluated. The detection results show that
linear predictor-detectors perform as well as, or better than, nonlinear predictor-detectors against the
non-Gaussian clutter backgrounds considered in this thesis, whilst the reverse is true for a background
of chaotic noise.
An existing, nonlinear inverse, noise cancellation technique, referred to as Broomhead’s filtering tech-
nique in this thesis, is re-investigated using a sine wave corrupted by broadband chaotic noise. It is
demonstrated that significant improvements can be obtained using this nonlinear inverse technique, re-
lative to results obtained using linear alternatives, despite recent work which suggested otherwise. A
novel bandstop filtering approach is applied to Broomhead’s filtering method, which allows the tech-
nique to be applied to the cancellation of signals with a band of interest greater than that of a sine
wave. This modified Broomhead filtering technique is shown to cancel broadband chaotic noise from a
narrowband Gaussian signal better than alternative linear methods. The modified Broomhead filtering
technique is shown to only perform as well as, or more poorly than, a linear technique on narrowband
Gaussian signals corrupted by clutter data.
ii
“To strive, to seek, to find, and not to yield.”
- Taken from Ulysses by Alfred Lord Tennyson
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Gaussian stochastic signal models are appealing as they usually result in processing algorithms
that are simple: i.e. linear and closed form. However, it has been realised that many signals
of interest, as well as noise or interference processes, have distinctly non-Gaussian statistics.
Indeed, non-Gaussian data are found [1] in a variety of disciplines including astronomy, bio-
logy, economics and exploration seismology, to name but a few. Additionally, a tremendous
interest in chaos theory from many disciplines [2] during the last 20 years has ignited interest
in using chaotic models for data. Chaotic signals are generated from nonlinear deterministic
systems and display random-like behaviour [3]. A review of a number of signals that have been
analysed for evidence of chaotic behaviour is given in [4]. In the event of encountering non-
Gaussian stochastic or chaotic deterministic noise or interference processes, improvements in
their suppression, relative to the performance achievable using linear methods, may be gained
using nonlinear signal processing techniques. It is the purpose of this thesis to investigate this
assertion.
In general, the possible applications of interest for the nonlinear processing techniques dis-
cussed in this thesis include situations where the noise or interference can be modelled as a
non-Gaussian stochastic or a chaotic deterministic process. The specific application of interest
for this thesis is maritime surveillance radar [5, 6], where the main sources of interference are
radar reflections from the sea surface, which are termed sea clutter [7]. The radar community
widely accepts that sea clutter is well modelled as a non-Gaussian stochastic process at high
resolutions and/or at low grazing angles [8]. However, evidence has been presented during
the last decade [9–21] which suggests that sea clutter may be better modelled as a chaotic de-
terministic process. While the debate over which model is more suitable continues, this thesis
investigates whether nonlinear signal processing techniques can be used to improve the per-




1.2 Thesis structure and original contributions to knowledge
This section summarises the contents of this thesis, as well as highlights the original contribu-
tions to knowledge contained within each chapter.
An introduction to what sea clutter is, why it needs to be modelled, and the existing modelling
strategies for it are discussed in Chapter 2. The original contributions of this chapter are a
thorough review of the evidence for both chaotic and stochastic models of sea clutter, and a
review of the criticisms of the techniques used to determine if sea clutter is a chaotic process.
In Chapter 3 the simulation of correlated surrogate sea clutter data is discussed. The stochastic
model used for the generation of the surrogate data sets is the compound K-distribution [22].
The original contributions of this chapter are a complete overall methodology for the estim-
ation of the compound K-distributed components of a sea clutter data set, and the simulation
of compound K-distributed data with correlated speckle and correlated gamma components.
These contributions bring together certain aspects from previous publications on the compound
analysis of sea clutter, and from previous publications on the simulation of correlated gamma
data.
An investigation into the nonlinear predictability of chaotic signals is presented in Chapter 4.
This is done using two nonlinear models: the Volterra series filter (VSF) [23] and the radial
basis function network (RBFN) [24]. A linear predictor (LP) is used as a prediction perform-
ance benchmark. The original contributions of this chapter are as follows. A detailed investig-
ation into the benefits, if any, of using a clustering algorithm instead of a random subset of the
training data for the selection of the kernel centres of a RBFN predictor (RBFNP) are given.
Two Gaussian network architectures for a RBFNP are compared. Finally, an investigation into
the use of a normalised RBFNP (NRBFNP) to capture the underlying dynamics of a chaotic
signal is presented, and compared with the use of un-normalised and regularised RBFNP’s to
perform the same task.
In Chapter 5 the predictability of sea clutter data sets is discussed using the nonlinear pre-
dictor (NLP) structures discussed in Chapter 4. Previous research [9, 12] has shown sea clutter
data sets to be nonlinearly predictable. However, all the clutter data sets analysed in [9, 12]
for evidence of nonlinear predictability were not very spiky1. Additionally, the generalisation
1See section 2.3.4 for a description of spiky sea clutter. The significance of spiky data with respect to the
predictability of sea clutter is discussed in section 5.2.3.
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properties2 of the NLP’s in [9, 12] were not discussed. Furthermore, the comparison of NLP’s
with LP’s for the prediction of clutter in [9, 12] was only carried out on four datasets. The
original contributions of this chapter are now given. A rigorous prediction analysis of new 3
sea clutter data sets, which includes spiky data, is presented. The generalisation properties of
the predictors are reported and discussed. To investigate the source of the predictability of the
clutter data sets, and to determine if a stochastic model is appropriate, prediction analysis is
carried out on surrogate, correlated, compound K-distributed data.
In Chapter 6 the predictability of sea clutter is further investigated. The original contributions
of this chapter include a prediction analysis of filtered4 clutter data, with particular attention
paid to the generalisation properties of the predictors used. The clutter data is filtered using two
different techniques: a smoothing filter and a linear phase FIR lowpass filter. The aim of this
filtering is to reduce thermal white noise, whilst leaving the clutter spectra (and therefore any
chaotic behaviour) unaffected. A novel structure for a forward-backward RBFNP is presented,
and is used to carry out forward-backward prediction on the new sea clutter data sets referred
to above.
The applicability of nonlinear predictors to maritime surveillance radar detection is considered
in Chapter 7. The original contribution of this chapter is an investigation into what is more
important for radar target detection, if clutter were found to be chaotic: normalised mean square
error, or capturing the signal’s underlying dynamics?
A nonlinear inverse noise cancellation technique [25], referred to as Broomhead’s filtering
technique in this thesis, is discussed in Chapter 8. This technique uses a normalised RBFN
(NRBFN) as an inverse to a linear bandstop filter. The original contributions to knowledge of
this chapter are now discussed. A re-investigation of Broomhead’s filtering technique for the
cancellation of chaotic noise from a sine wave is presented which shows that previously pub-
lished research [4] which claimed the technique could not be used to perform better, in terms
of output signal to noise ratio (SNR), than linear filtering alternatives is incorrect. A novel
bandstop filtering approach is applied to Broomhead’s filtering technique which allows it to be
used to cancel chaotic noise from signals of interest that occupy a larger bandwidth than a sine
wave, better than linear cancellation techniques. This modified Broomhead filtering technique
2 i.e. results for non-training data sets.
3 i.e. not previously used in a nonlinear prediction analysis of sea clutter.
4Chaotic measures of filtered data (filtered to reduce noise) were reported in [21], however no prediction analysis
was reported for the filtered data.
3
Introduction
is applied to the cancellation of wideband chaotic noise from narrowband Gaussian signals of
interest, and the performance of this method is compared with linear alternatives. The modified
Broomhead filtering technique is applied to the cancellation of sea clutter from narrowband
Gaussian target signals.
In Chapter 9 a summary of the main points presented in this thesis, conclusions drawn from




The modelling of sea clutter
2.1 Introduction
The application of interest for this thesis is maritime surveillance radar, which involves using
a radar to search for targets on, or near to, the sea surface. For such an application, the radar
reflections from the sea surface, termed sea clutter, are a problem as they can be mistaken
for target signals. Understanding the nature of sea clutter is important as such knowledge
can be used to prevent sea clutter from degrading the performance of maritime surveillance
radars. The accepted view [26] within the radar community is that clutter is best modelled
as a stochastic process. However, work conducted during the last decade has provided some
evidence to suggest that clutter may be better modelled as a deterministic, chaotic process.
This chapter is structured as follows. In section 2.2 the deterministic modelling of sea clutter
is examined in some detail. In section 2.3 the traditional stochastic modelling of sea clutter is
discussed. A chapter summary is presented in section 2.4.
2.2 Deterministic modelling of sea clutter
2.2.1 Introduction
The traditional approach has been to model sea clutter as a stochastic process. This approach is
discussed in section 2.3. However, recently some researchers have put forward evidence which
suggests that sea clutter is a nonlinear deterministic process [9–21, 27]. More specifically, sea
clutter has been characterised as a chaotic process in [11, 13, 14, 17–21]. For the research re-
ported in [9–21] the data was collected using a stationary land-based radar pointing in a fixed
direction. The same approach was used in the collection of the data sets analysed for the work
in this thesis, see Appendix A. It should be noted that pulse compression and polarisation agil-
ity were not used in the collection of the data sets analysed in [9–21], however these techniques
were used in the collection of some of the data sets (the wavetank data sets) described in Ap-
pendix A.
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In sections 2.2.2 to 2.2.10 the concept of a chaotic signal, and associated aspects will be dis-
cussed. In section 2.2.11 a discussion will be given on the evidence already presented in the
literature which suggests that sea clutter is best modelled as a chaotic process. In section 2.2.12
criticisms of the inferences based upon the evidence presented in section 2.2.11 will be con-
sidered.
2.2.2 Classification of chaotic and stochastic processes
Haykin and Li [17] classified chaotic and stochastic processes, as shown in Table 2.1.
Process Description
Deterministic The signal value can be described precisely for all instants of time.
Stochastic Ensembles of random waveforms with each ensemble being
defined by an underlying probability distribution.
Chaotic The signal mostly has a very irregular (random-like) waveform,
but is generated by a deterministic mechanism.
Table 2.1: Haykin and Li’s classification of chaotic and stochastic processes.
Succinctly put, a chaotic signal is the observation of a nonlinear dynamical deterministic system
with at least one positive Lyapunov exponent [17, 18]. A nonlinear dynamical system with at
least one positive Lyapunov exponent means that the system is sensitive to initial conditions.
In a paper by Kubin [28] an alternative approach, to that employed by Haykin and Li, was intro-
duced for the classification and analysis of chaotic signals. This allowed for a chaotic signal to
be defined without reference to the underlying system responsible for the chaotic signal’s gen-
eration, as well as clarifying the relationship between a chaotic signal and a stochastic signal.
Essentially Kubin viewed a chaotic signal as a stochastic process, where the random aspect of
the chaotic signal is introduced in the selection of the initial conditions. The implication of this
is that given infinite precision, the initial conditions of a chaotic process could be accurately
specified, and the random nature of the chaotic signal would be lost. However, finite precision
is only ever available in the real world.
2.2.3 Is deterministic modelling better than stochastic modelling?
The random-like behaviour of measurements taken from physical systems in nature is con-
sidered to be due to the interaction of a large number of degrees of freedom in the actual phys-
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ical system [21]. For this reason stochastic processes have been used to model the complex,
random-like behaviour of measurements from physical systems. However, deterministic chaos
which is highly irregular is possible [9] using only a low number of degrees of freedom. There-
fore, a deterministic chaotic system with only a small number of degrees of freedom could be
used to model the complex, irregular behaviour of physical processes, such as the scattering of
electromagnetic waves from the sea surface (i.e. sea clutter). Furthermore, using a deterministic
model of clutter may lead to a better understanding of the process which produces the clutter
[9, 10]. After all, random process theory is an empirical technique for coping with inadequate
information about the physical sources responsible for the generation of the process: the theory
says nothing about the causes of randomness [9].
2.2.4 Aspects of chaos theory
Before going on to discuss the existing evidence for and against clutter being chaotic, some as-
pects of chaos theory must be explained. These aspects include a discussion of dynamical sys-
tems and state space in section 2.2.5, an explanation of dynamical reconstruction and Takens’
embedding theorem in section 2.2.6, and average mutual information in section 2.2.7. These
also include a description of the following chaotic invariants [21]: the correlation dimension is
described in section 2.2.8, Lyapunov exponents in section 2.2.9, and the Kaplan-Yorke dimen-
sion in section 2.2.10. This discussion is also of great relevance to the material on nonlinear
prediction in Chapters 4, 5 and 6.
2.2.5 Nonlinear dynamical systems and state space
Let 	t
 	t
    
 	dt denote the state variables of a nonlinear dynamical system, where
continuous time t is the independent variable, and d is the order, or dimension, of the system.
For convenience, the state variables can be collected into a length d vector t, which will
be called the state vector of the system. The dynamics of a large class of nonlinear dynamical
systems may then be cast in the form of a set of first-order differential equations, written in
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where the vector function 
 is nonlinear. The dynamics of the nonlinear dynamical system
are said to be described by the state vector t evolving in a d-dimensional space, according
to the first-order differential vector equation given in equation (2.1). This d-dimensional space
is commonly referred to as the state space, or phase space, of the dynamical system.
2.2.6 Dynamical system reconstruction and Takens’ embedding theorem
In order to make physical sense [29] of a chaotic time series, the underlying dynamics of the
system responsible for the generation of the time series must be reconstructed. Takens [30]
proposed a technique which is now known as Takens’ embedding theorem [17], and which
provides a mathematical basis for the dynamical reconstruction problem. Effectively, Takens’
theorem states that dynamical reconstruction of a system can be achieved using a single di-
mensional subspace of the actual system. Consider a d-dimensional chaotic dynamical system
described by the difference equation,
t  	 
t (2.2)
where 
 is a nonlinear function. Given an initial state , the system trajectory is a se-
quence of points fk 	 
k
 k 	 
 
 g. Suppose now, that a sequence of meas-
urements fxt 	 ft
 t 	 
 
 g is made where f is a smooth1 observation map of
the dynamical system. According to Takens’ embedding theorem, the dynamics of the original
system can be reconstructed using a DE-dimensional space constructed from the observed data
fxtg, using the following reconstruction vector,
xRvt 	 xt
 xt 
    
 xt DE  T (2.3)
where DE is known as the embedding dimension, and  is known as the embedding delay. The
reconstruction described by equation (2.3) is possible provided that,
1Smooth, here, means at least twice differentiable and continuous. Note that if a function is differentiable at a
point it must also be continuous, whereas the converse is false.
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DE  d  (2.4)
where d is the order, or dimension, of the dynamical system. It should be noted that equation
(2.4) is a sufficient, but not necessary condition for dynamical reconstruction [29].
Essentially, what this means is that the evolution of points xRvt xRvt   in the recon-
struction space follows that of the unknown dynamics t  t   in the original space.
However, this is not completely correct: the evolution of points in the reconstruction space will
only follow that of the unknown dynamics in the original space, so long as the observation map
is a diffeomorphism2.
Haykin and Li [17] state that Takens’ embedding theorem not only produces a reconstructed
model with the same Lyapunov exponents (Lyapunov exponents are discussed in section 2.2.9)
as those of the original system, but also, that reconstruction is possible using the in-phase,
quadrature-phase or amplitude component of a coherent (radar) signal. However, Haykin and
Li simply justify this statement by saying that Takens’ theorem can be applied to any time series
(or any component of a radar signal) as long as it is obtained using a smooth (see description
above) observation map of the original dynamical system.
For this reconstruction to be achieved, an embedding delay  and an embedding dimensionDE
must be estimated from the observed data fxtg. The average mutual information, described
in section 2.2.7, was used to choose a suitable value for  , for the work in this thesis. The
method chosen to estimate DE was to use the correlation dimension, which is described in
section 2.2.8, to estimate the dimension d of the original dynamical system.
2.2.7 Average mutual information
Takens’ embedding theorem actually permits the use of any  in the reconstruction vector
xRvt, as long as the observed time series is infinitely long. Unfortunately, in practice there is
access only to finite data sequences.  should be chosen so that it is large enough for xt and
2Before explaining what a diffeomorphism is, first consider the term homeomorphism. A homeomorphism [31]
is an invertible map with a continuous inverse. A diffeomorphism [31] is a map in which both the map and its
inverse are smooth.
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xt to be independent enough of each other, so that they serve as (independent) coordinates
of the reconstruction space, but, not so independent as to have no correlation with each other:
if the gap is too large, chaos makes xt and xt  disconnected, or statistically independent
[32].







where the mean of fxtg is removed before the ACF is estimated. Using this method,  is
chosen [12] as the first zero-crossing point of the ACF.
The average mutual information [32] is another method which can be used to select an appro-
priate embedding delay. It has been suggested [34] that the optimum embedding delay is at
the first minimum of the average mutual information I. The average mutual information









P xtP xt 

(2.6)
where P xt is the probability density for measurement xt, and P xt
 xt   is the
joint probability for measurements xt and xt  . If I is zero, xt and xt   are
independent.
2.2.8 Correlation dimension
The correlation dimension [17, 35] Dc can be used to estimate the attractor dimension d of a
nonlinear dynamical system. This estimate can then be used to obtain a suitable value of DE ,
using equation (2.4). The approach adopted for the estimation of the correlation dimension in
this thesis is known as the maximum likelihood method [35]. This method, unlike the con-
ventional method for correlation dimension estimation, takes into account additive noise. A
discussion of the conventional method is given before the method of maximum likelihood is
10
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explained.
Conventional method
The conventional method uses the correlation integral [35] Cl to estimate the correlation






Hl kxi xjk (2.7)
where kk is a suitable distance metric, xi 	 fxi
 xi 
    
 xi DE  g, xj 	
fxj
 xj 
    
 xj DE  g, and H is the Heaviside function,
Hx 	

  if x   otherwise
The steps required to obtain an estimate for the correlation dimension, using the correlation
integral, are as follows,
1. Choose a starting value, say 1, for DE in the vectors xi and xj.
2. The correlation integral Cl is worked out for all pairs of N samples of the data over a
range of values of l, see equation (2.7).






which only holds for small l. For convenience, using log without a base will be used to
imply log. The range of values of l over which equation (2.8) is valid, is known as the
scaling region [35]. Therefore the following power law,
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(C(l))log
(l)log
scaling region saturation region
0 l
Figure 2.1: Correlation integral plot: used in the conventional method of correlation dimen-
sion estimation.
Cl  lDc (2.9)
is valid for the scaling region. Dc is found by fitting a least squares line to the scaling
region of the logCl vs logl plot, see Figure 2.1. Note that in Figure 2.1, the scaling
region is depicted as   l  l, where l is referred to as the maximum scaling distance.
The saturation region is defined as the region where l  l, and in this region the power
law of equation (2.9) does not hold.
4. Repeat steps 2 and 3 for different DE, and thus collect the Dc value corresponding to
each DE.
5. From the results obtained in step 4, plotDc vsDE . If the estimates ofDc converge asDE
increases, then the value to which Dc converges is the estimate of attractor dimension for
the system responsible for the generation of fxtg, the observed time series.
Maximum likelihood method
The conventional approach for estimating the correlation dimension from observed data does
not take into account the problem of additive noise. The maximum likelihood method of correl-
ation dimension estimation, proposed by Schouten et al. [35], does however take into account
additive noise.
The maximum likelihood approach accepts the fact that the observed data will be corrupted,
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to some extent, by additive noise. In [35] Schouten et al. modelled the additive noise process
as being bounded in magnitude, with a maximum possible amplitude of  max. For such a
noise process, the observed noise-corrupted data sequence fxng is given by,
xn 	 n  n
where fng is the noise free observed sequence, and fng is the noise sequence. The
assumption made by Schouten et al. [35] is that there is a trajectory that satisfies the true
dynamics of the dynamical system, which is sufficiently close to the measured, noise-corrupted
trajectory. In principle, fng can be any type of noise process [35], but Schouten et al.
considered the case for noise with correlations much smaller than the time length of the vector
used for dynamical reconstruction.
As with the conventional method, a plot of logCl vs logl is used to estimate the correla-
tion dimension using the maximum likelihood method. For the maximum likelihood method,
Schouten et al. [35] used the max norm distance measure,
kxi xjk 	 max
kDE
jxi k xj  kj (2.10)
in equation (2.7), to find the maximum distance between two vectors, xi and xj. The
distances that are relevant to the estimation of correlation dimension, using the maximum like-
lihood method, are given in Table 2.2.
Distance Description
l maximum noise distance 	 max.
l maximum distance between 2 points
on the noise-free reconstructed attractor.
lx maximum possible distance between
2 points on the noisy reconstructed attractor.
l maximum scaling distance, i.e. the limit
of the scaling region.
Table 2.2: Distances that are relevant to the maximum likelihood method of correlation dimen-
sion estimation.
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Schouten et al. argue that when a noisy chaotic attractor is embedded inDE-dimensional space,
the noisy part will only be space filling3 on length scales smaller than the noise scale. When the
noise is space filling, i.e. for l  l, then Cl scales like lDE . For length scales bigger than the
noise scale, but smaller than the scaling region’s upper limit, i.e. l  l  l, then Cl scales
like l  lDc . In other words, the correlation integral can be considered as having two parts,
Cl  l  lDE (2.11)
and,
Cl  l  l lDc (2.12)




scaling region saturation region
ll
Figure 2.2: Correlation integral plot: noisy chaotic signal.
Using the requirements thatC 	 , due to the Heaviside function,Cl 	 Cl 	 lDE ,
for continuity, and that Cl 	 , see equation (2.7), and, after normalising all distances with
respect to l, using r 	 ll and r 	 ll, then equations (2.13) and (2.14) are obtained,
3In other words a stochastic noise process will tend to fill up all of the reconstruction space, rather than be
confined to a bounded region, as is the case for chaotic data.
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C  r  r 	 rDE (2.13)
and,






When DE is at least of the order of 50, for moderate values of r (i.e. 0 to 0.5), then rDE will
be very small (less than ), and therefore the right-hand side of equation (2.13) will tend
to zero, and equation (2.14) can be re-written as,






When l is known a priori, all distances can be scaled, and the correlation dimension can be
estimated from the slope of logCl vs logl l, or from logCr vs logr r. In this













where M is the sample size of interpoint distances ri that satisfy r  ri  .
In general, l will not be known. In such circumstances, the parameters r and Dc can be
estimated from a nonlinear least squares fit to equation (2.15). Once Dc and r have been
estimated from equation (2.15), the maximum likelihood correlation dimension estimate DML
is obtained from,
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Although there is no formal method for deciding on values such as l, Schouten et al. [35]
presented empirical suggestions for these values. A benefit of the maximum likelihood method
for estimating correlation dimension, as compared with the conventional method, is that only
one embedding dimension (i.e. one value of DE) is required to obtain a correlation dimension
estimate. However, the value of DE used must be sufficiently large. Schouten et al. [35]
recommend that DE  .
2.2.9 Lyapunov exponents
The Lyapunov exponents [19, 20] figNi of a nonlinear deterministic dynamical system de-
scribe how on average orbits on a system’s attractor4 move apart or together in state space. If
the exponents are all zero or negative, the trajectories do not diverge and the system is said to
be stable and non-chaotic. If at least one Lyapunov exponent is positive, then the trajectories
diverge and the system is said to be unstable and chaotic. This divergence of trajectories im-
plies a sensitivity to initial conditions, which is the hallmark of a chaotic system. Furthermore,
the largest positive Lyapunov exponent is inversely proportional to the prediction horizon of a
chaotic signal [18].
Wolf et al. [37] define the concept of a Lyapunov exponent for a continuous dynamical
system in d-dimensional space by considering the long-term evolution of an infinitesimal d-
dimensional sphere of initial conditions. They state that the sphere will, in time, evolve into
a d-dimensional ellipsoid. The ith one-dimensional Lyapunov exponent i is then defined in









4An attractor is a bounded subset of state space where initial conditions eventually converge on with increasing
time. The set of initial conditions that converge to a particular attractor is called the basin of attraction for that
attractor [36].
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For a d-dimensional system, there are d Lyapunov exponents [21]. The i are conventionally
ordered from largest to smallest. A positive Lyapunov exponent obtained from sea clutter data
has been used by some researchers as evidence that clutter is chaotic. This evidence is discussed
in section 2.2.11. To estimate the largest Lyapunov exponent, the long-term evolution of a
single pair of nearby orbits, in state space, is monitored [11, 17, 37].
2.2.10 Kaplan-Yorke dimension
The Kaplan-Yorke dimension is now defined. The reason for the inclusion of this definition is
that it was one of the chaotic invariants which were used by Haykin and Puthusserypady [21]
to determine if sea clutter is chaotic, see section 2.2.11.




 dg, then the Kaplan-Yorke dimensionDKY is defined as [19],





where       d, and K is the largest integer for which      K  .
2.2.11 The interpretation of sea clutter as a chaotic process
This section discusses the evidence put forward in the literature which suggests that sea clutter
is chaotic.
Before discussing the actual evidence of the chaotic nature of sea clutter, it is interesting to note
the following observation made by Leung and Lo [12]. Given the exact geometry of the ocean
surface, and the angle of incidence of a radar wave, the exact trajectory of the backscattered
wave could be determined. However, for a fixed surface geometry, a slight deviation in the
angle of incidence may produce a large change in the backscattering process. This sensitivity
to initial conditions could be an indication that sea clutter is a chaotic scattering phenomenon.
Now the evidence of chaos in sea clutter is discussed. Given a time series, how can it be
determined whether or not it is chaotic? Unfortunately, there is no single criterion for determ-
ining whether or not a time series is chaotic [20, 21]. The strategy adopted by Haykin and
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Puthusserypady in [21] was to check to see if the following criteria are satisfied:
1. The process should be nonlinear.
2. The attractor (correlation) dimension Dc should converge for increasing embedding di-
mension (i.e. it should have a finite correlation dimension).
3. The dynamics of the system responsible for the generation of the process should be sens-
itive to initial conditions. This, in turn, means that at least one of the Lyapunov exponents
of the process should be positive. The largest Lyapunov exponent determines the horizon
within which the time series is predictable.
4. The sum of all the Lyanpunov exponents of the process should be negative for the under-
lying dynamics to be dissipative (i.e. physically realisable).
5. The Kaplan-Yorke dimensionDKY should be close in numerical value to the correlation
dimension.
The time series analysed should be long enough to obtain reliable chaotic invariant estimates
(such as the correlation dimension). However, the time series should also be stationary.
In [21], as well as analysing raw clutter data, Haykin and Puthusserypady preprocessed their
clutter data before analysing it for evidence of chaos. The preprocessing included:
 I-Q calibration
 Filtering5 to reduce measurement and additive noise. A continuity test and differentiabil-
ity test were carried out to check that the filtering did not affect the underlying dynamics
of the clutter data.
The results obtained in [21] for several sea clutter data sets, collected at different geographical
locations and during different sea states, are summarised below:
1. The data sets were found to be nonlinear. This was done using three surrogate data
tests. Of these three tests, the one which Haykin and Puthusserypady said gives the most
5Two different filtering techniques were used: a linear phase lowpass filter and a smoothing filter. The smoothing
filter simply averaged every three samples.
18
The modelling of sea clutter
convincing proof that a given time series is nonlinear, is one in which the surrogate data
sets are filtered white Gaussian noise: the Gaussian white noise sequences are filtered so
that they have the same PSD as that of the signal being tested.
2. The Dc value was fractal and it converged to a value between 4.1 and 4.5 for increasing
embedding dimension. Furthermore, Dc was found to be independent of radar type6,
radar range, geographic location, pulse duration (i.e. resolution), pulse repetition fre-
quency (PRF), like-polarisation (i.e. HH7 or VV8) and signal component (i.e. I, Q, or
amplitude).
3. The Lyapunov spectrum consisted of two positive exponents, one exponent close to zero
and 2 or more negative exponents corresponding to an embedding dimension of 5 or more
(the number of exponents is equal to the embedding dimension).
For a given radar type and sea state, the Lyapunov exponents were found to be essentially
independent of radar range and signal component.
For a given radar type the Lyapunov spectrum exhibited significant dependence on sea
state. In particular, the magnitude of the positive Lyapunov exponents increased with
increasing wave height: which implies less predictability as the sea state increases.
Haykin and Puthusserypady stated that the clutter is generated by a coupled system of
5 or 6 nonlinear differential equations. They deduced this from the fact that the third
Lyapunov exponent 	 was consistently 0 for an embedding dimension of 5 or 6.
4. The sum of all Lyapunov exponents was always negative, indicating that the system re-
sponsible for the generation of the clutter is dissipative.
5. The computed DKY was always close to the estimated Dc.
The above results presented by Haykin and Puthusserypady in [21] follow on from earlier re-
search [9–18] into the chaotic nature of sea clutter. However, the research in these earlier papers
did not deal as thoroughly with the chaotic characterisation of sea clutter as does the work by
Haykin and Puthusserypady in [21]. For example, in [11] He and Haykin claimed that the most
convincing evidence for the characterisation of a process as chaotic, is the existence of at least
6Two different types of radar were used, a coherent instrumentation quality radar, and a commercial noncoherent
marine radar.
7 i.e. transmit polarisation horizontal, receive polarisation horizontal.
8 i.e. transmit vertical, receive vertical.
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one positive Lyapunov exponent. There are however criticisms of the conclusions reached in
[21], these will be discussed in section 2.2.12.
One of the criteria for determining whether clutter is chaotic in [17] was that clutter was found
to be locally predictable using a neural network, which was able to reconstruct the underly-
ing dynamics of sea clutter. Indeed such prediction results have been presented in [9, 12–18].
Prediction is discussed further in Chapter 4, and the prediction of sea clutter is discussed in
Chapter 5.
Evidence has been presented by Palmer et al. in [27], which suggests that sea clutter is the result
of a low order dynamical system. However, they do not make the more specific classification
that sea clutter is the result of a chaotic system. Palmer et al. investigated wind-sea interactions
and found evidence to infer that the observed dynamical behaviour of both vertically polar-
ised radar reflections and horizontal surface winds is controlled by a single low-dimensional
dynamical system.
2.2.12 Criticisms of the research which claims sea clutter is chaotic
The results in the previous section seem to provide convincing evidence of the chaotic nature
of sea clutter. However, it has been pointed out by Davies [38] and Noga [39] that there are
some problems with the criteria used by Haykin and Puthusserypady in [21] for determining if
sea clutter is chaotic. These problems are now discussed.
Davies [38] points out that Lyapunov exponents are only defined for truly deterministic sys-
tems. Therefore, if determinism cannot be demonstrated conclusively, then Lyapunov exponent
estimates have little meaning and thus they cannot be used to distinguish between stochastic
and chaotic signals.
Furthermore, Davies points out that the surrogate tests used by Haykin and Puthusserypady
[21], to test the significance of their results, were generated to have random phase and the
same ACF as the original time series. Davies observed that these surrogates represented typical
Gaussianlinear processes. Therefore, the surrogate data tests in [21] rejected the possibility
that the data is linear Gaussian. These tests were done on amplitudesea clutter data sets,
which have only positive values, whereas the surrogate signal fluctuates both above and below
zero. To be more specific, quadrature channel clutter returns may have Gaussian statistics, in
which case the amplitude returns will be Rayleigh distributed. Amplitude returns cannot be
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Gaussian, therefore the rejection of the possibility that Haykin and Puthusserypady’s amplitude
sea clutter data sets are linear Gaussian is immediately apparent, without testing for it. The
stochastic modelling of quadrature channel and amplitude clutter returns is discussed in section
2.3.4.
Davies goes on to suggest other possible surrogate data tests [38]. However, he warns against
jumping to the conclusion that data is nonlinear, and points out other possibilities, for example
that the data might be linear, with conditional heteroscedasticity9 of some form.
Noga [39] carried out a simple surrogate data test which highlights the danger of using chaotic
invariants such as the correlation dimension and the largest Lyapunov exponent to classify
whether or not a time series is chaotic.
Briefly, Noga [39] generated a surrogate data set of a real amplitude sea clutter data set. The
surrogate data set was Rayleigh distributed (i.e. positive values only), and adapted to match the
spectrum of the first 128 samples of the real clutter data. Only the spectrum of the first 128
samples was used for reasons of clutter stationarity.
Noga found that not only did a finite correlation dimension exist for the real sea clutter data
(Dc  ), but that a finite correlation dimension was also indicated for the stochasticsurrogate
data (Dc  ). Therefore, no conclusion can be drawn about sea clutter being chaotic from
the finite correlation dimension alone. Noga used the conventional method to estimate the
correlation dimension. Leung and Lo in [12] did acknowledge that statistical coloured random
noise may have a finite correlation dimension, and thus the correlation dimension on its own
may not be enough to determine if clutter is chaotic.
Noga [39] also found that he obtained a positive value for the largest Lyapunov exponent of both
the real sea clutter data and the surrogate data. Therefore, neither the correlation dimension nor
the largest Lyapunov exponent could be used to reach a conclusion on whether or not Noga’s
sea clutter data is chaotic. This supports Davies’ [38] criticisms of using chaotic invariants to
categorise a process as chaotic.
Noga used the following formula to estimate the largest Lyapunov exponent ,
9A heteroscedastic process is one which has a non-constant prediction error variance.
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jxRvk   xRvk  j
jxRvk xRvkj (2.20)
where k is the index of the point nearest xRvk in the reconstructed state space, and where
the averaging is done for K consecutive state space points.
2.3 Stochastic modelling of sea clutter
2.3.1 Introduction
As alluded to in section 2.1, the debate over whether or not sea clutter is chaotic has not yet
been resolved. The work in this thesis does not depend upon whether or not sea clutter is
deterministic or stochastic. Instead a pragmatic approach has been adopted, which aims to
take advantage of the deterministic nature of clutter, if it is deterministic, and if not, it aims to
take advantage of the widely accepted non-Gaussian nature of high resolution sea clutter. The
traditional approach to modelling sea clutter, stochastic modelling, is now discussed.
2.3.2 Electromagnetic backscattering from ocean waves
Before describing specific stochastic models for sea clutter it is necessary to motivate the intro-
duction of stochastic modelling.
A number of scattering models have been proposed to explain experimental sea clutter ob-
servations. The most successful10 of these models is the composite surface model[7]. This
model considers the sea surface to be composed of a number of waves of different wavelengths






10In terms of being able to explain and account for experimental observations.
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Length of time and distance over
which the wind has been blowing
Direction of waves (relative to radar beam)
Presence or absence of swell waves (i.e.
non-wind driven waves)
Presence or absence of wind driven waves






Table 2.3: Parameters that affect sea clutter statistics.
where r is the radar wavelength and r is the grazing angle. Equation (2.21) is usually referred
to as the Bragg backscattering resonance condition [7]. This composite scattering model was
used by Trunk [40] to explain the non-Gaussian nature of sea clutter returns.
However, as Skolnik points out [7], the composite scattering model is not a complete model
of radar backscatter from the sea surface. For example, the composite model works better for
a radar using vertical rather than horizontal polarisation. The composite model also does not
work so well for low grazing angles.
More recent attempts to better understand the physics of the backscattering of microwaves
from ocean surfaces are described in [41, 42]. The important point is that the backscattering
process is not fully understood, and so there is not a complete physical model for it. Therefore,
stochastic processes have been used to model sea clutter, in order to categorise it, and to try and
create effective target detection algorithms that can deal with these sea clutter returns.
2.3.3 Factors that affect sea clutter statistics
The statistics of sea clutter are affected by both environmental and radar parameters. These
parameters are tabulated in Table 2.3. In addition to those parameters listed in Table 2.3, it
should be noted that the proximity to the shore can also affect sea clutter statistics, for example,
shallow water currents and reflections from the land can have an impact on the statistics. Table
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2.3 is intended only to highlight the number of factors which may influence the statistics of sea
clutter. A general discussion on how the parameters in Table 2.3 affect sea clutter returns is
given in [7, 43]. For the more specific case where the clutter is assumed to be modelled by the
compound K-distribution (see section 2.3.4), Ward et al. [5, 6] provide a discussion of the effect
that some of the factors in Table 2.3 have on the parameters of the compound K-distribution
model.
Other factors that affect the modelling of sea clutter returns are thermal noise [44, 45], and
multi-path effects [5, 46]. These two factors are beyond the scope of this research and will not
be considered further in this thesis.
2.3.4 Single point statistics modelling
The effect that pulse width r and grazing angle r have on clutter statistics is now discussed
in conjunction with a presentation of the stochastic models used to represent sea clutter. It has
been found that sea clutter collected at low resolutions (i.e. long r) and/or at high grazing
angles is Gaussian [7, 8]. To give the reader an idea of what a highresolution is, and what a low
grazing angle is, Farina et al. [47] define a high resolution as r  s and a low grazing
angle as r  o.
The in-phase and quadrature-phase clutter returns are then given by the Gaussian probability
density function (pdf),
PGgj
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where  is the mean and  is the variance. Assuming that the in-phase and quadrature-phase
samples (gI 
 gQ) are independent Gaussian random variables with zero mean and equal vari-
ances then the corresponding amplitude returns aR (where aR 	
p
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If the pulse width of a radar r is decreased then the clutter power collected by the radar is
reduced and the signal to clutter ratio (SCR) is improved. However, this benefit may be offset
by the change in the statistics of the clutter returns as r is reduced. This is because at high
resolutions (i.e. short r) and/or low grazing angles, sea clutter returns have been found to be
non-Gaussian [8]. The non-Gaussian nature of these clutter returns is significant as they are
often characterised by frequently occurring large signal values (or spikes) [49], which may be
mistaken for target signals in radar detectors. The correct classification of such non-Gaussian
distributions is that they are heavy-tailed[50], i.e. there is more mass in the tails of these
distributions than there is in the distribution of Gaussian data with the same variance, or power,
as the non-Gaussian data.
Several models have been used for non-Gaussian amplitude sea clutter returns. Amongst the
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and the Weibull [51] distribution with scale parameter r and shape parameter s,
PW aW jr









 aW   (2.26)
Both of these models have simply been used to fit to clutter data, and do not have any physical
justification for why they are a good fit to sea clutter data. However, the K-distribution,
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PKxj
 c 	 c

cxKcx x   (2.27)
where  is the gamma function, K is a modified Bessel function of order , c is the scale
parameter, and  is the shape parameter, has been shown to provide a good fit to sea clutter
amplitude returns, and it has been shown (see section 2.3.6) to have some physical justification
for its use. The limiting case of the K-distribution, for  , is the Rayleigh distribution [8].
As   , the K-distribution tail gets heavier and thus the K-distributed variates have more
frequently occurring large values (or spikes). This is illustrated below in Figure 2.3, where
the effect of varying the shape parameter of the K-distribution is shown, using normalised pdf
plots.





























ν = 10  
Figure 2.3: Plots of the normalised K-distribution pdf for the following values of shape para-
meter: 0.6,1.6,2.6,3.6 and 10. The normalised pdf allows the effect that the shape
parameter has on the K-distribution to be shown: as the shape parameter goes to
zero, the tail of the K-distribution becomes heavier.
2.3.5 Evidence that amplitude sea clutter returns are modelled by the log-Normal,
Weibull, and K distributions
Trunk and George [52] found that the log-Normal distribution was a fairly good fit to their sea
clutter data. However Valenzuela and Laing [53] found that the sea clutter they analysed had a
distribution that lay between the Rayleigh and log-Normal distributions.
Schleher [54] introduced the Weibull distribution as an intermediate model between the log-
Normal and Rayleigh cases, and he showed that it provided a good fit to some amplitude sea
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clutter returns. Fay et al. [55] also showed that the Weibull distribution was a good fit to sea
clutter returns.
Jakeman and Pusey [56] introduced the K-distribution as a model for non-Rayleigh sea clutter
returns. In [57] Jakeman and Pusey showed that the K-distribution was a good fit to amplitude
sea clutter returns. More recently Nohara et al. [58] showed that the K-distribution was a
good model for both like-polarised and cross-polarised sea clutter amplitude returns. They
used a coherent dual-polarised X-band radar [59]. They also showed that the HH (i.e. transmit
horizontal, receive horizontal) data was in general spikier (i.e. its distribution had a heavier tail)
than the VV data. In [60] Haykin and Nohara built on the work in [58], and they stated that
although the K-distribution model was found to be a good fit to like-polarised clutter returns, the
K-distribution plus thermal noise model [44, 45] was a better fit to the cross-polarised clutter
returns. In [61, 62] Farina et al. analysed data collected using the radar described in [59].
They found that the VV amplitude returns were well modelled by the K-distribution, and the
cross-polarised amplitude returns fitted a K-distribution plus thermal noise model. However,
the HH amplitude returns were found to be a better fit to the log-Normal distribution than to the
K-distribution.
Hair et al. [49] and Bouvier et al. [63] also reported that the K-distribution was a good model
for amplitude clutter returns.
Chan [64] found that the best model for amplitude returns was almost always the K-distribution.
Chan used a modified chi-square test to reach this conclusion, which only analysed the tail of
the amplitude distribution of clutter returns.
To summarise, results have been presented in the literature which have shown that the log-
Normal, Weibull and K distributions can all provide reasonable fits to observed sea clutter
amplitude returns.
2.3.6 The compound K-distribution
As discussed in the previous section, the Weibull, log-Normal, and K distributions can all
provide reasonable fits to observed clutter amplitude returns. However, of perhaps more import-
ance than the choice of amplitude distribution, from the perspective of detection performance
assessment [65], is the modelling of the correlation properties of clutter. The compound K-
distribution pdf equations and correlation properties are now discussed. Physical justification
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for the use of the compound K-distribution to represent sea clutter is also considered.
Ward [22] introduced the compound form of the K-distribution. This model consists of 2 com-
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that has a slowly varying mean amplitude value ac, which is the second component of the
compound K-distribution, and this is chi-distributed,
Pcacj




bac  ac   (2.29)
where (.) is the gamma function, b is the scale parameter and  is the shape parameter. The
mean amplitude value ac is often referred to in terms of power z where,
z 	 ac (2.30)
The pdf of z is gamma distributed and is given by,
Pzj
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which can be re-written [66] as equation (2.27), which is repeated below for convenience.
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Note that a model such as the compound K-distribution is sometimes referred [62] to as a
compound Gaussian distribution, as it has a complex Gaussian (or Rayleigh amplitude) com-
ponent which is modified in some way by another distribution. In the case of the compound
K-distribution, the modification is a chi-distributed mean level.
The compound K-distribution model relates very well to the composite scattering model dis-
cussed in section 2.3.2. Using the composite scattering model, and according to equation (2.21),
at high resolutions radar backscatter is due to small capillary waves [7]. As Trunk pointed out
[40], if the radar returns do come from the small capillary waves, then one can also expect these
returns to be affected by larger waves which physically move the smaller capillary waves. This
interaction of waves is simplistically illustrated in Figure 2.4.
Swell (large scale effects)
Capillary waves (small scale effects)
Figure 2.4: Composite scattering model. Small capillary waves ride on top of, and are affected
by, large scale waves such as swell.
This interaction of large and small scale effects is incorporated by the compound K-distribution
model, as follows. The compound K-distribution model represents sea clutter as a Rayleigh
process with a varying (chi distributed) mean. Assuming this model is accurate, this would
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suggest that in any individual resolution cell there are enough scatterers for the central limit
theorem to hold. Given this fact, the non-Rayleigh amplitude returns may then be explained by
a bunching of scatterers due to swell (i.e. large scale waves), rather than being due to just a small
number of effective scatterers [5]. The Rayleigh component of the compound K-distribution
model is therefore associated with (i.e. it represents scattering from) small scale effects such
as spray, foam and capillary waves [67]. The chi component of the compound K-distribution
model is associated with large scale effects such as swell and breaking waves [67], which cause
the bunching of scatterers described above.
The Rayleigh component of the compound K-distribution model is often referred to as the
speckle component. Similarly, the chi component is often referred to as the underlying com-
ponent. The chi component is also often referred to as the gamma component (i.e. the chi
component in terms of power).
The compound K-distribution model allows the correlation properties of sea clutter to be eas-
ily modelled [22]. The Rayleigh component of the compound model is represented as a fast
fluctuating process with a much shorter correlation length than that of the chi component. The
Rayleigh component is typically modelled as having a correlation length of a few milliseconds,
whereas the chi component will usually have a correlation length of a few seconds [5, 67].
The K-distribution and the compound K-distribution have been accepted as good models for
clutter returns based on the analysis of observed data. This empirical work has motivated a
theoretical justification of the use of these distributions as good clutter models. Theoretical
proposals that are based on the interaction of the electromagnetic waves with the sea surface
become less appealing when it is found that the K-distribution is a good model for amplitude
land clutter returns [68], and when it is found that the compound K-distribution is a good model
for texture in synthetic aperture radar (SAR) images of land [69]. Jakeman [70] proposed
that the K-distribution is a result of a bunching of scatterers caused by a birth-death-migration
process. Whilst Ward et al. [5] showed that the gamma distribution is only an approximation
to the power of the underlying component of sea clutter, and that it actually results in a model
which slightly under-estimates the moments of the real clutter data.
Following on from the result found by Ward et al. [5], that the gamma distribution is not
an exact model for the underlying component of sea clutter, Noga [39] found evidence which
suggested that the underlying component of sea clutter (assuming that a compound Gaussian
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model was still appropriate) was better modelled by the log-Normal distribution than by the
gamma distribution.
Some authors [71, 72] have suggested using a more generalised compound model to represent
sea clutter. This generalised model uses generalised gamma distributions, see equation (2.34),
for both the speckle and the underlying components of sea clutter.
P zj
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2.3.7 Evidence that the compound K-distribution is a good model for sea clutter
returns
Several researchers have analysed sea clutter for evidence that the compound K-distribution is
a good model for it.
The Rayleigh or speckle component can be extracted by analysing a block of sea clutter data
over which the chi component is effectively constant. Baker et al. [73], Ward et al. [5], and
Farina et al. [61, 62] all showed evidence of a Rayleigh component of sea clutter, by analysing
blocks of data (in individual range cells) corresponding to time periods of 200ms, 250ms, and
250ms respectively. Hair et al. [49] also showed evidence of a Rayleigh component of sea
clutter, but they only specified that the time period used to isolate this component was short
compared to the fluctuations of the mean level of the clutter.
The chi or underlying component can be extracted by averaging out the Rayleigh component.
Baker et al. [73], Ward et al. [5] and Farina et al. [61, 62] all showed evidence that the power of
the underlying component was gamma distributed. They did this by averaging out the Rayleigh
component over time lengths of 250ms, 250ms, and 32ms respectively.
As already discussed in section 2.3.6, one of the attractions of the compound K-distribution
model is the ability it provides to account for the correlation properties of sea clutter. The spatial
correlation (range) properties of the underlying component were discussed in [74]. In [61]
the correlation properties of the VV amplitude returns in individual range cells (i.e. temporal
correlations) were investigated by Farina et al. As mentioned in section 2.3.5, the VV amplitude
returns in [61] were the only returns found to be well modelled by the K-distribution, and so
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they were the only ones analysed for evidence of the two components of the compound K-
distribution model. Farina et al. found that two different components each with a different
correlation length were present. The first component had a correlation length on the order of
only milliseconds, which was associated with the speckle component of the compound model.
The second component had a correlation length on the order of seconds, this was associated
with the underlying component of the compound model.
Having presented evidence from the literature which supports the claim that the compound K-
distribution is a good model for sea clutter, it seems apt to include the following quote from
Ward and Watts [8]:
“We do not claim that the K-distribution is an exact fit to all measurements of
radar sea clutter, but rather the model provides a very good approximation to most
conditions and, in particular, allows a realistic treatment of problems associated
with correlation properties.”
For the reasons outlined in the quote above, the compound K-distribution model has become
the popular choice of sea clutter model within the radar community. Therefore, the compound
K-distribution model was chosen as the stochastic sea clutter model for this thesis. In Chapter
3, the topic of the simulation of correlated compound K-distributed data will be discussed, for
the purpose of generating compound K-distributed surrogate data sets.
Finally, to conclude this section on the compound K-distribution model, it should be pointed
out that as technological advances make higher and higher resolution radars possible, there
may eventually come a time when there might not be enough scatterers per resolution cell for
the central limit theorem to hold in each cell. When this occurs the compound K-distribution
model may no longer be a good representation of sea clutter returns. Perhaps by this time a
deterministic model of sea clutter will be available, and there will not be the need to seek out a
new stochastic model to replace the compound K-distribution.
2.3.8 Other models
Distributions other than the log-Normal, Weibull, and K have been used to model sea clutter
returns. These other distributions include the contaminated-Normal distribution [52] and the
log-Weibull distribution [75].
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Recently, the alpha-stable distribution has been used to try to model sea clutter. In [76] Pierce
found that the positive alpha-stable distribution closely modelled sea clutter data. However, in
[77], Ilow and Leung found that the K-distribution was a better fit to amplitude clutter returns
than the envelope of a circularly symmetric alpha-stable distribution. This comparison was
made in the tail region of the pdf.
It has been suggested [78–81] that sea clutter could be modelled as a spherically invariant
random process (SIRP). This is discussed in more detail in Chapter 3. In [39, 82] conditional
heteroscedastic processes were put forward as models for sea clutter. Finally, Azzarelli [83]
proposed a class of non-Gaussian models for sea clutter which is based on the concept of a
fluctuating number of Gaussian scatterers.
2.4 Summary
In this chapter a discussion was presented on nonlinear deterministic systems and associated
aspects of chaos theory. The work done by researchers during the last decade which has
provided some evidence to suggest that sea clutter is better modelled as a chaotic rather than as
a stochastic process, was reviewed. Criticisms of this research were presented. It was pointed
out that the debate over which model is more appropriate, a chaotic or a stochastic model, has
not yet been resolved. For the design of radar target detectors, the prevailing method within
the radar community is to use a stochastic model to account for sea clutter. A discussion of the
stochastic models used for both low and high resolution radar returns from the sea surface was
presented. In particular, attention was drawn to the compound K-distribution, which is the most
popular stochastic model for sea clutter data. This model has not only been shown to provide a
reasonable pdf fit to sea clutter returns and to have some physical justification for its use, but it
is also able to take into consideration the correlation properties of sea clutter.
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The simulation of correlated
compound K-distributed data
3.1 Introduction
In general it is difficult to evaluate the performance of the optimal radar target detector1 analyt-
ically when the clutter samples are both correlated and have a non-Gaussian pdf [84]. This is
why it is necessary to be able to model and simulate sea clutter data. The simulated sea clutter
allows the performance of target detection algorithms to be quantified against controlled clutter
backgrounds [85, 86].
For the work in this thesis, surrogate compound K-distributed data was required, to investigate
whether the compound K-distribution is an adequate model for the sea clutter analysed. This
was thought to be relevant, particularly in view of the recent claim made that sea clutter is better
described by a chaotic process than a stochastic process, as was discussed in Chapter 2.
This chapter is structured as follows. In section 3.2 the multiplicative nature of the K-distribution
is discussed. In section 3.3 an overview of existing strategies to simulate correlated K-distributed
clutter is presented. The selection of a suitable simulation technique is discussed in section 3.4.
In section 3.5 a simulation technique to generate correlated K-distributed surrogate data, with
the same compound K-distributed components as a real clutter data set is presented. In section
3.6 a method for obtaining estimates of the compound K-distributed components of real sea
clutter data is described. A chapter summary is presented in section 3.7.
3.2 The multiplicative nature of the K-distribution
It was explained in section 2.3.6 that the compound K-distribution is made up of a Rayleigh





1Radar target detectors and their performance evaluation are discussed in Chapter 7.
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(2.28). In section 2.3.4 it was described how a Rayleigh process could be obtained from a
complex Gaussian sequence. Using this knowledge it is clear that a complex K-distributed











  	 .
Software routines exist [87] for the generation of white, zero mean, unit variance Gaussian
processes. From such processes, complex K-distributed variates may be generated as follows,









where gIn and g

Qn are white, zero mean, unit variance Gaussian variates, and acn is
a chi-distributed variate from Pcacj
 b, see equation (2.29). Amplitude K-distributed data








The multiplicative nature of equation (3.1) underpins the simulation schemes discussed in this
chapter: a complex Gaussian sequence multiplied by a chi-distributed sequence is used to pro-
duce a complex, compound K-distributed sequence.
As mentioned in section 2.3.6, the complex Gaussian (or Rayleigh amplitude) speckle com-
ponent of the compound K-distribution model is associated with correlations on the order of
a few milliseconds, whilst the chi-distributed component is usually correlated for periods of
a few seconds. Such correlations can be accounted for in the multiplicative simulation tech-
nique, described by equation (3.1), by correlating either or both of the compound components
of K-distributed sea clutter. Filtering of Gaussian processes to achieve a desired power spec-
tral density (PSD) is well understood. However, obtaining non-Gaussian sequences with both
the desired pdf and PSD is a difficult problem [88]. The difficulty, therefore, in obtaining the
desired complex, correlated compound K-distributed variates is in obtaining a chi-distributed
sequence with both the desired pdf and PSD. A number of approaches to produce such se-
quences are considered in section 3.3.
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3.3 Overview of existing simulation techniques
3.3.1 Introduction
This section presents an overview of the different options available to simulate compound K-
distributed data. As mentioned in section 3.2, the central difficulty in the simulation of such
data is in the generation of chi-distributed data with a specified PSD. In section 3.3.2 a simu-
lation technique based on spherically invariant random processes is described. However, it is
highlighted that this technique only takes into consideration the correlation properties of the
speckle (i.e. Gaussian) component of sea clutter. In sections 3.3.3 to 3.3.8, techniques are de-
scribed which specifically focus on the generation of gamma distributed data with a specified
PSD. As was discussed in section 2.4.6, the chi-distributed component of the compound K-
distribution is often referred to in terms of gamma power, in the literature. A chi-distributed
variate is obtained from a gamma variate, by taking the square root of the gamma variate. The
advantages and disadvantages of each correlated gamma simulation technique are described.
3.3.2 Spherically invariant random process (SIRP)
As was discussed in section 2.3.8, it has been suggested that sea clutter can be modelled as
a spherically invariant random process [79, 81, 84, 89] (SIRP). More specifically, Conte and
Longo [79] have suggested that the temporal returns within one range cell can be modelled as
a SIRP.
The simulation of sea clutter based on the SIRP model is achieved as follows. If xN n 	
xn  
 xn  
 
 xn  NT denotes a spherically invariant random vector (SIRV),
gN n 	 gn  
 gn 
 
 gn NT is a Gaussian random vector with zero mean
and covariance matrix M, and s is a non-negative random variate with pdf P s, then the sea





where xTNn 	 g
T
N ns.
The vector gTN n and the variate s are assumed to be statistically independent. The pdf of
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xN n conditioned on s is given by [84],
P xN njs 	 
N





where H is a non-negative quadratic form given by H 	 xTNnM
xNn and jMj denotes
the determinant of the covariance matrix M. The pdf of xNn is given by
P xNn 	 
N










The pdf P s of the random variable s is called the characteristic pdf of the SIRV xNn. Dif-
ferent characteristic pdf’s can be used to yield different non-Gaussian pdf’s for the clutter se-
quence, equation (3.3). Details of the required characteristic function to generate K-distributed
samples, as well as the characteristic functions required to generate many other different types
of non-Gaussian samples, are given in [81, 84]. The closure property of SIRV’s allows correla-
tion to be easily introduced into the Gaussian vector gN n [84]. Additionally, the SIRP model
allows independent control of the pdf and correlation function.
Effectively, this SIRP representation of sea clutter models the correlation properties of the
Gaussian (speckle) component, but those of the underlying component are not modelled.
3.3.3 Blacknell’s simulation technique
Blacknell [85] discussed a technique which uses moving average filters to produce correlated
gamma variates.
Blacknell’s approach was to correlate an uncorrelated gamma process using a moving average
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filter (MAF) in order to produce a correlated gamma process. Independent gamma processes
were used with different MAF’s to produce a number of independent correlated gamma se-
quences. These correlated gamma sequences were then added to produce the final correlated
gamma sequence which had the desired pdf and PSD. This method used moment generating
functions to set the correlation properties, the mean, and the order parameter of the final correl-
ated gamma sequence.
Blacknell showed simulation results for the case where the first three correlation lags of the
final correlated gamma sequence were specified, and demonstrated that the technique produced
data which had the desired correlation properties, as well as the desired sample moments (a dis-
cussion of sample moments, and their estimation is given in Appendix B). In theory, a gamma
process with any shape and scale parameters, can be generated using this technique. However,
the main limitation with this technique is the increase in complexity as the correlation length
(i.e. the number of lag terms) to be specified, of the final gamma sequence, is increased. Black-
nell states that the source of the complexity is a
“...combinatorial explosion in the number of possible moving average filters as the
size of the largest non-zero [correlation] lag increases.”
A further limitation of this technique is that anti-correlations (i.e. negative correlations) are not
possible.
3.3.4 Oliver and Tough’s simulation techniques
Oliver and Tough [90] proposed two techniques to generate correlated gamma variates. Their
first method is based on the integration of a stochastic differential equation. This technique is
able to produce gamma samples with the correct moments, for any shape and scale parameters,
but it is restricted to an exponential correlation function.
The other approach is similar to the method reported by Blacknell [85] (see section 3.3.3): a
linear filter is used to introduce the desired correlation properties to an uncorrelated gamma
process. However, unlike Blacknell’s method, the data produced using this technique is only
approximately gamma distributed, since only the second-order correlation moments are repres-
ented precisely.
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3.3.5 Armstrong and Griffiths’ simulation technique
Armstrong and Griffiths [91] described a technique for generating correlated gamma deviates
from correlated Gaussian deviates.
A gamma process, equation (2.31), can be obtained from Gaussian processes, equation (2.22),






 j 	 
 
 , are statistically independent and identically distributed Gaus-
sian random variables with zero mean and variance . Then zn is a random variable from a
chi-square process, equation (3.8), with  degrees of freedom [92],
Pzj






 z   (3.8)
A gamma process can be obtained from a chi-square process due to the fact that a gamma pro-
cess of order  (which is equivalent to saying it has a shape parameter equal to ) is equivalent
to a chi-square process with  degrees of freedom. This can be seen by comparing equation
(2.31) with equation (3.8). As can be seen from these two pdf’s, the variance  of the Gaussian







The main limitation with this method is that only half-integer or integer order gamma processes
may be generated, as the order of the gamma process is , where  is half the necessarily integer
number of Gaussian variates used to produce each gamma variate. To overcome this difficulty
Armstrong and Griffiths suggested using a nonlinear transformation to convert a gamma process
of restricted order, to a gamma process of any order.
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Armstrong and Griffiths also derived an expression, involving an infinite sum, for the cor-
relation coefficient Ez
 z of the correlated gamma sequence, in terms of the correlation









  i 












gj n   (3.12)
and  is the shape parameter of the gamma process, and the correlation coefficient of the con-
stituent Gaussian processes is given by     . It should be noted that Armstrong and
Griffiths considered the specific case of a decaying exponential ACF for the constituent Gaus-
sian processes.
3.3.6 Marier’s simulation technique
Marier [93] also adopted the same sum-of-squares approach as Armstrong and Griffiths [91],
to transform Gaussian variates into gamma variates. However, Marier provided a more general
analysis than Armstrong and Griffiths, by allowing for any ACF for the constituent Gaussian
processes, rather than limiting his analysis to a decaying exponential ACF.
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3.3.7 Tough and Ward’s simulation technique
Tough and Ward [94] presented a method for generating correlated gamma variates from cor-
related Gaussian variates. Tough and Ward used the following memory-less nonlinear trans-
formation (MNLT) to go from a zero mean, unit variance Gaussian variate gn to a gamma

















Instead of trying to specify an analytical relationship between the ACF’s of the Gaussian and
gamma processes through the MNLT, Tough and Ward derived an empirical relationship. They
did this by considering a decaying exponential ACF for the Gaussian process. This resulted in
the gamma process also having, and being limited to, a decaying exponential function. This
technique allows gamma distributed variates to be generated which can have any shape and
scale parameters, but which are limited to having a decaying exponential ACF.
3.4 Selection of a simulation technique
The main requirement for a simulation technique for the work in this thesis was that, first and
foremost, a gamma (or chi) component could be generated with any shape parameter and any
scale parameter. Additionally, it was required that the gamma component could be correlated. It
was decided that the accurate specification of the gamma component’s ACF using a complicated
approach would be compromised in favour of a simple technique which could approximately
set the correlation properties of the gamma component. From the simulation techniques listed
in sections 3.3.2 to sections 3.3.7, this limited the choice of simulation technique down to Oliver
and Tough’s stochastic differential method, or Tough and Ward’s MNLT method. Tough and
Ward’s method was chosen in preference to Oliver and Tough’s method, because of the scope
for the modification of this technique to produce gamma variates with both any pdf, and any
desired ACF. Indeed, such modifications have recently been proposed [95].
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3.5 The simulation of correlated compound K-distributed variates
3.5.1 Introduction
As was explained in section 3.2, complex, correlated compound K-distributed data can be pro-
duced by multiplying together a complex Gaussian sequence and a chi-distributed sequence. In
section 3.5.2 an overall methodology for generating K-distributed data, with both a correlated
speckle component, and a correlated chi-distributed component is presented. As mentioned in
section 3.4, Tough and Ward’s method was chosen to produce correlated chi-distributed data,
and this is incorporated into the overall methodology of section 3.5.2. In section 3.5.3 the sim-
ulation of the complex, correlated Gaussian speckle component is considered in closer detail.
In section 3.5.4 the simulation of the correlated chi-distributed component is dealt with in some
detail. In sections 3.5.5 and 3.5.6, correlated K-distributed data simulation results are presented
for two different cases of K-distribution shape parameter.
3.5.2 Overall simulation technique

















Figure 3.1: The simulation of correlated K-distributed data.
A correlated Gaussian speckle process fgI n  jgQng is obtained by filtering two inde-
42
The simulation of correlated compound K-distributed data
pendent, white, zero mean, unit variance Gaussian processes, fgIng and fgQng, using the





is a correlated chi-distributed sequence, to produce correlated compound K-distributed data
fxInjxQng. The correlated chi-distributed sequence is obtained by processing a white,
zero mean, unit variance Gaussian process fgng through an IIR filter to obtain a correlated,
zero mean, unit variance Gaussian sequence fgng which is then passed through the MNLT
of equation (3.13), to obtain correlated gamma distributed data fzng. The correlated chi-
distributed sequence facng is obtained by taking the square root of the correlated gamma
variates.
Tough and Ward’s [94] overall methodology for obtaining correlated K-distributed (amplitude)
data was to multiply an uncorrelated Rayleigh (speckle) process with chi-distributed data. The
reason for this is that these researchers often use frequency agile radars, which remove the
speckle correlations from radar data, but which retain the chi component’s correlation proper-
ties. Therefore, these researchers are not interested in the correlation properties of the speckle
component. However, for the work in this thesis, frequency agility was not used, and therefore
speckle correlations had to be modelled.
3.5.3 The correlated Gaussian speckle component
In order to obtain a compound K-distributed surrogate data set with the same speckle cor-
relation properties as a real sea clutter data set, the in-phase component fxrealIng and the
quadrature-phase component fxrealQng of the real sea clutter data set can be used to estim-
ate the complex ACF of the Gaussian speckle component of the real sea clutter data set, which
is the desired complex ACF of the speckle component for the surrogate data set. Therefore,
the desired complex ACF Rgg of the Gaussian speckle component fg I n  jgQng of the






xrealIn  jxrealQnxrealInm xrealQnm (3.14)
where the means of fxrealIng and fxrealQng are removed before Rgg is estimated.
Once Rgg has been estimated, then the complex weights of the linear complex correlation
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filter Hw, of Figure 3.1, can be calculated as follows,
 Take the complex fast Fourier transform (FFT) of the estimated complex ACF of the
speckle component. This gives the PSD of the speckle component.
 Take the square root of the PSD, to obtain the amplitude frequency response of the
speckle component.
 Take the complex inverse FFT of the amplitude frequency response, to obtain the required
complex weights for Hw.
3.5.4 The correlated chi-distributed component
The correlated chi-distributed component of the simulated K-distributed data is obtained by
correlating a white Gaussian process with an IIR filter, and then passing the output of the IIR
filter through a MNLT, and then taking the square root of the MNLT’s output. This was depicted
in Figure 3.1. More details of the IIR filter and the MNLT are now given.
The IIR filter [96] used to correlate the zero mean, unit variance, Gaussian process fgng, to
produce the correlated, zero mean, unit variance, Gaussian sequence fgng, is illustrated in









Figure 3.2: IIR filter used to correlate the zero mean, unit variance, Gaussian processfgng
to produce the correlated Gaussian sequencefg ng.
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gn 	 gn  
p
 gn (3.15)
The ACF of the correlated Gaussian process fgng from the output of the IIR filter is given
in equation (3.16), (see Appendix C for a derivation of this equation),
Rggm 	 Eg
ngnm 	 m (3.16)
where  is termed the correlation coefficient of the IIR filter. To attempt to remove the IIR filter
transient Ttrans, the following rule of thumb [48] can be applied,
Ttrans 	 	 Tc (3.17)





Tough and Ward used the MNLT, equation (3.13), discussed in section 3.3.7 to transform the
correlated Gaussian sequence fgng into a correlated gamma sequence fzng. They found
empirically, that the ACF of the correlated gamma sequence fzng is given by,








and  is the shape parameter of the gamma data. Therefore, using the IIR filter, described above,
limits the ACF of the correlated gamma process fzng to a decaying exponential. However,
some control of the gamma sequence’s ACF is afforded, through the correlation coefficient of
the IIR filter, .

















instead of the MNLT of equation (3.13). The difference between equations (3.21) and (3.13),
is that in equation (3.21) the scale parameter b is set equal to 1. Therefore, if equation (3.21)
is used, then the scale parameter of the gamma sequence produced using this MNLT is 1.
However, a gamma sequence can be multiplied by 
b
, to result in the gamma sequence having
any scale parameter b (see Appendix C). It has been found that using the MNLT of equation
(3.21) is computationally much more efficient than using equation (3.13), and therefore the use
of equation (3.21), followed by suitable scaling to achieve a desired scale parameter, was the
preferred method of generating the correlated gamma data.
Interpolation can be used to solve equation (3.21). In order to use interpolation to solve this
equation, a discrete MNLT map between the Gaussian variates on the left-hand side, and the
gamma variates on the right-hand side, is required. This is done by evaluating the integral on
the right-hand side, for a range of values of zn.








for gn, given zn and , in order to produce the required discrete MNLT map. This must be
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done for a reasonable range of values of zn. The selection of a reasonable range of values is
considered for 2 different simulation cases in sections 3.5.5 and 3.5.6. The script used to solve
equation (3.22) is given in Appendix C.
Given the discrete MNLT map discussed above, a sequence of correlated gamma deviates
fzng can be simulated using a sequence of correlated Gaussian deviates fg ng as follows.
Given a correlated Gaussian deviate gn with zero mean and unit variance, the integral on
the left-hand side of equation (3.21) is evaluated. This Gaussian integral can be evaluated [87]






































Once the left-hand side of equation (3.21) has been solved, interpolation is used to obtain the
corresponding gamma variate zn for the Gaussian variate gn, using the discrete MNLT
map discussed above.
In [94] Tough and Ward used cubic B-spline interpolation. However, it was found that a simple
3rd order polynomial interpolation [87, 98] scheme could perform satisfactorily2, and this was
the chosen implementation for the work in this thesis. The interpolation approach adopted
included using a discrete MNLT map with many more points than the order of the polynomial:
the interpolation was carried out on small (local) sections of the MNLT map [87].
2In terms of generating surrogate data with the same moments as the original data.
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3.5.5 Simulation of correlated K-distributed data with a shape parameter 
equal to 30
This section describes the generation of the MNLT map required to simulate correlated gamma
variates with a shape parameter  equal to 30, and a scale parameter b equal to 1. The correl-
ation coefficient of the IIR filter used to correlate the Gaussian sequence fgng, from which
the correlated gamma sequence was obtained, was 0.9. The correlated gamma samples were
used to obtain correlated complex K-distributed variates, as depicted in Figure 3.1, using an un-
correlated complex Gaussian speckle component. From the complex correlated K-distributed
variates, amplitude K-distributed data was obtained using equation (3.2). The K-distributed
data had a shape parameter  equal to 30 and a scale parameter c equal to 0.6267. Note that,
despite using an uncorrelated Gaussian speckle component, the K-distributed data generated is
still referred to as correlated, since the chi-distributed component was correlated. An uncorrel-
ated Gaussian speckle component, as opposed to a correlated one, was used in this simulation
as the interest was, primarily, in demonstrating Tough and Ward’s MNLT method for generating
correlated gamma variates.
The parameters used in the Maple script, for the generation of the discrete MNLT map, were as
follows: min=1.0e-8, max=76.6, step=1.005. This resulted in a MNLT map with 4564 values.
Figure 3.3 shows the MNLT map, and the ACF for the correlated gamma data. Figure 3.3(b)
demonstrates the good fit obtained between the ACF of the correlated gamma data, and the
empirical ACF derived by Tough and Ward, see equations (3.19) and (3.20).
Sample moments analysis for the correlated gamma and amplitude K-distributed data sets was
carried out as follows. One million correlated gamma and amplitude K-distributed variates
were generated. Then the first 10 sample moments were estimated for each data set using 100
successive blocks of data, each of length 10,000 samples. The mean and standard deviation
were calculated for each sample moment estimate. The moments analysis for the gamma data
is given in Table 3.1. The moments analysis for the amplitude K-distributed data is given in
Table 3.2. A good agreement was obtained between the desired theoretical moment values and
the estimated values obtained from the simulated data.
48






























MNLT map for ν=30.0, b=1.0
(a)












ACF of simulated data
Tough and Ward ACF relationship  
(b)
Figure 3.3: Generation of correlated gamma data with=30, b=1 and IIR filter parameter
=0.9, (a) MNLT map, (b) ACF of the correlated gamma data and Tough and
Ward’s empirical formula for ACF.
Moment Theoretical Estimated Estimated
value mean standard deviation
1 3.00e+1 3.00e+1 0.20e+0
2 9.30e+2 9.29e+2 1.25e+1
3 2.98e+4 2.97e+4 6.07e+2
4 9.82e+5 9.78e+5 2.74e+4
5 3.34e+7 3.32e+7 1.21e+6
6 1.17e+9 1.16e+9 5.32e+7
7 4.21e+10 4.16e+10 2.38e+09
8 1.56e+12 1.54e+12 1.08e+11
9 5.92e+13 5.82e+13 5.06e+12
10 2.31e+15 2.26e+15 2.44e+14
Table 3.1: Moments analysis of correlated gamma data with=30, b=1, and IIR filter correl-
ation coefficient=0.9.
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Moment Theoretical Estimated Estimated
value mean standard deviation
1 5.45e+0 5.45e+0 2.60e-2
2 3.82e+1 3.81e+1 3.51e-1
3 3.18e+2 3.17e+2 4.72e+0
4 3.02e+3 3.00e+3 6.80e+1
5 3.19e+4 3.17e+4 1.04e+3
6 3.69e+5 3.66e+5 1.70e+4
7 4.61e+06 4.56e+06 2.93e+05
8 6.19e+07 6.10e+07 5.34e+06
9 8.86e+08 8.66e+08 1.03e+08
10 1.34e+10 1.30e+10 2.06e+09
Table 3.2: Moments analysis of correlated amplitude K-distributed data with=30, c=0.6267,
and IIR filter correlation coefficient=0.9.
3.5.6 Simulation of correlated K-distributed data with a shape parameter 
equal to 0.1
This section presents generation details for the simulation of K-distributed data with a shape
parameter value  equal to 0.1. As discussed in Chapter 2, smaller values of shape parameter
are associated with more spiky data sets. A MNLT map was produced to generate correlated
gamma with a shape parameter  equal to 0.1, and a scale parameter b equal to 1. The correl-
ation coefficient of the IIR filter used to correlate the Gaussian sequence fgng, from which
the correlated gamma sequence was obtained, was 0.9. This data was used, together with an un-
correlated Gaussian speckle component, to produce amplitude K-distributed data with a shape
parameter  equal to 0.1, and a scale parameter c equal to 0.6267.
The Maple script parameter values used to generate the MNLT map which was used to produce
the gamma data were as follows: min=1.0e-70, max=15.88, step=1.005. This resulted in a
MNLT map with 32872 values.
Figure 3.4 shows the MNLT map, and the ACF for the correlated gamma data. Figure 3.4(b)
demonstrates the good fit obtained between the ACF of the correlated gamma data, with the
empirical ACF derived by Tough and Ward, see equations (3.19) and (3.20).
Sample moments analysis for the correlated gamma and amplitude K-distributed data sets was
carried out as follows. One million correlated gamma and amplitude K-distributed variates
were generated. Then the first 10 sample moments were estimated for each data set using 100
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MNLT map for ν=0.1, b=1.0
(a)












ACF of simulated data
Tough and Ward ACF relationship   
(b)
Figure 3.4: Generation of correlated gamma distributed data with=0.1, b=1, and IIR filter
correlation coefficient=0.9, (a) MNLT map, (b) ACF of the correlated gamma
data and Tough and Ward’s empirical formula for ACF.
successive blocks of data, each of length 10,000 samples. The mean and standard deviation
were calculated for each sample moment estimate. The moments analysis for the gamma data
is given in Table 3.3. The moments analysis for the amplitude K-distributed data is given in
Table 3.4. A good agreement was obtained between the desired theoretical moment values and
the estimated values obtained from the simulated data.
Moment Theoretical Estimated Estimated
value mean standard deviation
1 1.00e-1 1.00e-1 1.00e-2
2 1.10e-1 1.10e-1 2.00e-2
3 2.30e-1 2.20e-1 1.00e-1
4 7.20e-1 6.80e-1 6.10e-1
5 2.94e+0 2.93e+0 4.81e+0
6 1.50e+1 1.64e+1 4.37e+1
7 9.13e+1 1.14e+2 4.34e+2
8 6.49e+2 9.17e+2 4.55e+3
9 5.25e+3 8.25e+3 4.93e+4
10 4.78e+4 7.99e+4 5.46e+5
Table 3.3: Moments analysis of correlated gamma data with=0.1, b=1, and IIR filter correl-
ation coefficient=0.9.
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Moment Theoretical Estimated Estimated
value mean standard deviation
1 1.60e-1 1.50e-1 1.00e-2
2 1.27e-1 1.24e-1 1.35e-2
3 1.79e-1 1.72e-1 2.92e-2
4 3.57e-1 3.31e-1 8.57e-2
5 9.14e-1 8.10e-1 3.14e-1
6 2.86e+0 2.37e+0 1.34e+0
7 1.06e+1 7.98e+0 6.36e+0
8 4.52e+1 2.99e+1 3.21e+1
9 2.18e+2 1.22e+2 1.69e+2
10 1.18e+3 5.33e+2 9.21e+2
Table 3.4: Moments analysis of correlated amplitude K-distributeddata with=0.1,c=0.6267,
and IIR filter correlation coefficient=0.9.
3.6 Obtaining estimates of the speckle and gamma components of
real sea clutter data for the generation of surrogate data
3.6.1 Introduction
This section discusses an approach to obtain the pdf and ACF of the gamma component, and
the ACF of the speckle component, of real sea clutter data. Given these properties, surrogate K-
distributed data can be generated with the same compound components as the actual sea clutter
data.
3.6.2 Determining if clutter is locally Rayleigh
Before attempting to determine the properties of the compound components of sea clutter, it
must first be established if the compound K-distribution is a suitable model for the clutter data.
To establish this, Ward et al. [5] first of all considered if the clutter data was locally Rayleigh.
They did this by plotting the cumulative distributions of short time sequences of amplitude








, where vt is the independent variable, and Pfa is the dependent variable.
The variable vt is termed the amplitude threshold value, and Pfa is termed the probability of
false alarm3. The Pfa value is calculated for a given vt value, by counting the number of clutter
3Probability of false alarm is discussed in more detail in Chapter 7.
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amplitude samples that cross (i.e. are greater than) vt, and dividing this by the total number
of clutter samples that are compared with vt. If the “Weibull paper” plots of the amplitude
clutter short time sequences are straight lines with the same slope as the “Weibull paper” plot
for Rayleigh data, then the locally Rayleigh nature of the clutter data can be said to have been
demonstrated [5, 62]. Ward et al. demonstrated the locally Rayleigh nature of amplitude sea
clutter data sets, by analysing short time sequences of length 250ms.
3.6.3 The ACF of the speckle component
If the “Weibull paper” plot of the amplitude clutter data does demonstrate that the clutter is loc-
ally Rayleigh, then the properties of the compound components of the clutter can be estimated.
The average complex ACF of the speckle component Rggm of clutter can be estimated
from the in-phase and quadrature-phase channels of the sea clutter data, as described in equa-
tion (3.14). This ACF estimation should be done on the same short time sequences that were
demonstrated to be Rayleigh, using “Weibull paper” plot: an ACF estimation should be made
for each short time sequence, and then these estimates should be averaged to obtain the average
ACF of the speckle component. This average complex speckle ACF can be used to calculate
the complex weights for the speckle correlation filter Hw, as discussed in section 3.5.3.
3.6.4 The pdf of the gamma component
A sliding window of the same length as that of the short time sequences used to produce the
“Weibull paper” plot (to demonstrate the locally Rayleigh nature of clutter) should be aver-







where there are J samples in the sliding window, and xi is a clutter amplitude sample.
Once the gamma samples have been estimated, the method of moments (see Appendix B) can
be used to obtain shape and scale parameter estimates for the gamma data. These parameters
4This was the approach adopted by Ward et al. in [5].
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can then be used to produce the discrete MNLT map, discussed in section 3.5.4.
3.6.5 The ACF of the gamma component
The ACF of the gamma component of the real sea clutter data, discussed in section 3.6.4, can be
estimated. This ACF can then be used to set the ACF of surrogate correlated gamma data, using
Tough and Ward’s MNLT method, as follows. In an ad-hoc fashion, the correlation coefficient
of the IIR filter (as discussed in section 3.5.4) can be selected to produce a correlated gamma
sequence (after the MNLT from correlated Gaussian to correlated gamma data) with an ACF as
close to the ACF estimate of the real data as possible.
3.7 Summary
This chapter discussed the multiplicative nature of the K-distribution, and explained that this
underpins the techniques discussed for the simulation of correlated K-distributed data. Tech-
niques already presented in the literature for the simulation of correlated K-distributed data
were briefly reviewed. The simulation approach of Tough and Ward was discussed in some
detail, and results using this approach were presented. A methodology to obtain the pdf and
ACF of the gamma component, as well as the ACF of the speckle component, of sea clutter
data was presented. It was highlighted that before trying to obtain such estimates, the locally
Rayleigh nature of the clutter data should first be established.
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Nonlinear prediction of chaotic signals
4.1 Introduction
In [99] Scott and Mulgrew compared a global linear predictor with a global nonlinear predictor
on chaotic time series from two different attractors (Duffing and Lorenz), and in both cases the
nonlinear predictor was shown to perform better than the linear predictor. This result is to be
expected due to the nonlinear evolution in state space of a chaotic time series, as discussed in
Chapter 2. The term global refers to the fact that one predictor was used on the chaotic time
series for all parts of the corresponding attractor. Casdagli [100] demonstrated that a locally
linear predictor could achieve a similar performance to that of a global nonlinear predictor, on
a chaotic time series from the Lorenz attractor. The locally linear technique involved fitting
to one small part of the attractor at a time, effectively requiring different linear predictors for
different parts of the attractor. In other words one nonlinear prediction problem was broken
down into a number of smaller linear prediction problems.
The prediction of chaotic time series using global linear and nonlinear techniques is further
explored in this chapter. This is done using the Volterra series filter (VSF) [23, 101–104] and
the radial basis function network (RBFN) [24, 105–114]. These two nonlinear models can
be regarded as linear in their parameters, which means that they can be trained using fast
supervised linear techniques. A linear predictor is used to obtain a performance benchmark for
the nonlinear predictors.
This chapter is structured as follows. In section 4.2 the general problem of nonlinear prediction
is outlined. This is followed in sections 4.3 and 4.4 by a discussion of the structure and training
of VSF’s and RBFN’s, respectively. In section 4.5 the problem of over-fitting is highlighted, and
a simple method to avoid such a problem is described. Additionally, two measures for assessing
the performance of a nonlinear predictor are discussed: normalised mean square error (NMSE),
and recursive prediction. In section 4.6 a well known chaotic signal, Logistic map data, is
used to investigate the performance of a RBFN predictor (RBFNP) using two different centres
selection algorithms, and two different Gaussian RBFN architectures. A cubic VSF predictor
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(VSFP) is used as a comparison for the RBFNP’s. In section 4.7 another well known chaotic
signal, Lorenz data, is also used to compare the performance of RBFNP’s using the same centres
selection algorithms and network architectures used on the Logistic map data. Moreover, noisy
Lorenz data is used to investigate the ability of a RBFNP to capture the underlying dynamics
of a chaotic signal. A chapter summary is presented in section 4.8.
4.2 Nonlinear prediction
Given a vector xn, from a time series fxng, which has an embedding dimension N and an




 xn N  T (4.1)
an estimate xn   of the next data sample xn   is formed by constructing a nonlinear
predictor function f where,
xn  	 fxn (4.2)
Equation (4.2) is for -step ahead prediction, but this could be generalised for K-step ahead
prediction, i.e.
xnK 	 fKxn (4.3)
where fKxn would, in general, represent a different predictor function for each value of
K.
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4.3 Volterra series filter
4.3.1 Structure
A Volterra series filter (VSF) is a polynomial model of nonlinearity [23]. It is a feed-forward
filter: there is no feedback path. A nonlinear filter cannot be characterised by its unit impulse
response [4], therefore it is very difficult to design a stable system with feedback. The Volterra
series (VS) equation, equation (4.4), can be used to find the predictor function discussed in
section 4.2. For an input xn, and output fxn, of a discrete-time and causal nonlinear
system, a VS expansion can be written [23] as,






























 mL is known as the Lth order Volterra kernel of the system. Without

































The truncated VS expansion given above is for a zero mean process (i.e. h 	 ). N is known
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as the degree of the VS (which is equivalent to the embedding dimension of xn). L is known
as the order of the VS.
A disadvantage of the VS nonlinear model is that the VS complexity grows rapidly withN and
L. For the work in this thesis, a VSF of up to order 3 was only considered. Below is shown a
breakdown of the number of terms in each section (linear, quadratic, and cubic) of the VSF,
Linear L 	   N









where N is the embedding dimension of the input signal.
It should be noted that for the work reported in this thesis, a cubic VSF refers to a VSF with a
linear section, a quadratic section, and a cubic section. Likewise, a quadratic VSF consists of
both a linear section and a quadratic section. A graphical example of a VSF is given in Figure
4.1. This shows a quadratic (L=2) VSF, of degree N=3, which operates on an input vector of





























Figure 4.1: Quadratic VSF,L=2, N=3.
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4.3.2 Training
To demonstrate that the VSF is linear in its parameters, equation (4.5) is re-written as a vector
inner product,




    
 xnN  
    
 xnxn   xn
   
xnN  xnN     xnN  
hT 	 h
 h
    
 hN  
   hL
 
   
 hLN  
 N  
   
N  
The weight vector hT can be estimated using a least squares algorithm. One of the most well
known adaptive least squares algorithm is the least mean squares (LMS) algorithm. However,
it was decided not to use this technique as Mathews [23] observed that the nonlinear expansion
of the input vector xn will cause the eigenvalue spread of the ACF matrix to increase, even
when the input signal is white. Furthermore, it is known that the LMS algorithm convergence
speed decreases when the eigenvalue spread of the ACF matrix is increased [18]. Instead, a
numerically robust, block least squares algorithm known as the Householder transform [115,
116] was used, see Appendix D, to train the Volterra kernels for the work in this thesis. This
technique avoids estimating the inverse of the ACF matrix directly. Figure 4.2 shows a block
diagram of how a VSF of arbitrary order and degree can be trained to operate as a K-step ahead
NLP: a VSF predictor (VSFP).
Finally, it should be noted that the VS expansion does not perform well when there are dis-
continuities [23]. This is because the VS expansion is a Taylor series expansion with memory
which only works well when the function it attempts to model is smooth, in the sense that it is
at least once differentiable [4].
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Σ
Tapped delay


































Figure 4.2: Block diagram of the training of a VSF as aK-step ahead NLP.xn is the input
vector to the VSF. This input vector has, and the VSF is also said to have, an
embedding dimension ofN and an embedding delay of . The VS kernels are
adapted using a least squares algorithm to minimise the difference between the
desired valuexn K and the output of the Volterra series filter,fKxn i.e.
minimisexnK xnK.
4.4 Radial basis function network
4.4.1 Introduction
The radial basis function network (RBFN) [24, 105–114], and the multi-layer perceptron (MLP)
[24, 114], are feed-forward networks that can be used to implement a NLP. Both have been used
for the nonlinear prediction of sea clutter [12, 18], which is the subject of Chapter 5. However,
as Haykin [24] points out, there always exists a RBFN capable of accurately mimicking a
specified MLP or vice versa. So, if data is nonlinearly predictable, it would be expected that
both a MLP and a RBFN would be able to exploit this predictability, and hence there is no need
to implement both networks, only one. For this work a RBFN has been chosen in preference to
a MLP for the following reason [114]. The training time of the MLP suffers from the training
process being highly nonlinear. However, after choosing suitable basis function parameters
(discussed in section 4.4.3), the RBFN can be trained using fast linear supervised methods
(discussed in section 4.4.4).
4.4.2 Structure
As discussed above a RBFN can be used to find the predictor function presented in section 4.2.
The structure of a RBFN is shown in Figure 4.3.
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xn xn  xn N  
w w wM
fxn






 in the hidden layer, andM weightswi




 in the out-
put layer. The input vector has, and therefore the RBFN is said to also have, an
embedding dimensionN and embedding delay .
The input layer consists of N source nodes, which may be formed by using a tapped delay line
to represent an embedding of an observed time series. The hidden layer nonlinearly expands
the input signal. The hidden layer is shown in Figure 4.3 consisting of M units. The units of the
hidden layer are known as the kernels of the RBFN, and each kernel output in is multiplied
by a corresponding weight wi. The weighted kernel outputs are then summed to produce the
output of the RBFN.
A RBFN can be used to find the predictor function discussed in section 4.2. For an input vector
xn, equation (4.1), the corresponding output fxn of a RBFN with N source nodes and





The most common nonlinear kernel function used in RBFN’s is the Gaussian function,
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 i 	 
 
 M (4.8)
where in is the output of the ith kernel, kk is the Euclidean distance measure,








ci is the position of the ith kernel’s centre in N -dimensional space, and i is known as the
width of the ith kernel. The type of nonlinear kernel function is not crucial for the performance
of the RBFN [109]. Other choices for the nonlinear function include the thin-plate-spline and
the multi-quadratic functions [109].
4.4.3 Normalised Gaussian kernels
Two different Gaussian RBFN architectures were considered. Firstly, a RBFN which used the
Gaussian kernel function in equation (4.8) was considered. This will be referred to from now
on as the un-normalised RBFN or UNRBFN. Secondly, a RBFN which used the normalised
Gaussian kernel function [117–123], see equation (4.10), was considered. This will be referred
















where in is the ith normalised kernel output. This is very similar to equation (4.8), except
here the kernel output is divided by the sum of all the kernel outputs. Therefore, the outputs of
all the kernels add up to one.
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4.4.4 Selection of basis function parameters
As mentioned in section 4.1, the free parameters ci, i, andwi, for i 	 
 
 
M , of the RBFN
can be chosen in such a way so as to avoid a time consuming nonlinear optimisation selection
strategy. This usually involves selecting the basis function parameters c i and i using an un-
supervised method, and then using a fast linear least squares supervised method to train the
output layer weights wi. This section deals with the selection of the basis function parameters:
the kernel centres ci and the kernel widths i. Two un-supervised methods will be discussed
for the selection of ci from the training data. One method is discussed for the selection of i.
Centres selection method I: randomly selected centres (RSC)
The randomly selected centres (RSC) technique involves choosing centres from the training
data at random. A uniform random number generator [87] (RNG) is used to pick points at
random from the training data. These points are used as the starting elements of the centres.
For example if the RBFN has an embedding dimension of N , and an embedding delay of 1
sample, then a starting element is picked, along with the next N   successive data points, to
obtain centres in N -dimensional space. Care must be taken to ensure that no centre is picked
more than once, to avoid ill-conditioning of the data matrix sent to the Householder transform.
This selection technique was implemented so that, given two RBFN’s with the same embedding
dimension, embedding delay, training length, and training data set, but one with M kernels,
and the other with M kernels, where M  M, the set of M centres is a subset of the M
centres.
Centres selection method II: the optimal k-means clustering algorithm
The optimal adaptive k-means (OAKM) algorithm [124] is used to partition the input N -
dimensional space of the RBFN into M clusters. The centres of the kernels are positioned
onto the centres of these clusters. The OAKM algorithm achieves an optimal or near-optimal
partition of the input space independent of the initial centre locations (which the algorithm re-
quires) [125]. The RSC method was used to pick the centres for the initialisation of the OAKM
technique.
Kernel width selection
For both of the above centres selection methods the same technique was used to find the kernel
widths i
 i 	 
 
 
M . In fact, a universal width was used (i.e. the same width for each
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kernel): i 	 
 i 	 
 
 





where dme is the maximum Euclidean distance between any 2 centres, and M is the number of
kernels. Such a choice for  ensures that the Gaussian kernel functions are neither too peaked
nor too flat [24].
4.4.5 Training the output layer weights of the RBFN
Once the centres and widths of the M kernel functions have been selected, the M linear out-
put layer weights wi
 i 	 
 
 
M , can be trained using a supervised linear least squares
technique. The least squares approach involves solving equation (4.12),

















n A  n A  
 
 




is a A 	M matrix of kernel outputs in, M is the number of kernels in the hidden layer
of the RBFN, and A  M . w is the M 	  vector consisting of the RBFN’s output layer
weightswi
 i 	 
 
 
M , and xnK is the M 	  vector consisting of the desiredK-step
ahead RBFN output samples. The training of a RBFN with an embedding dimension of N and
embedding delay  , is illustrated in Figure 4.4.
The nonlinear layer of the RBFN causes an increase in the eigenvalue spread of the ACF mat-
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Figure 4.4: Block diagram of the training of a RBFN as aK-step ahead NLP.xn is the input
vector to the RBFN. This input vector has, and the RBFN is also said to have, an
embedding dimension ofN and an embedding delay of . The RBFN weights are
adapted using a least squares algorithm to minimise the difference between the
desired valuexn  K and the output of the RBFN,fKxn i.e. minimise
xnK xnK.
rix [4]. Therefore, as was used for the training of the kernels of a VSF, the numerically ro-
bust Householder transform was used to train the output layer weights w i




of the RBFN. Strauch [4] pointed out that if the basis function parameters are not selected
carefully, the resulting data matrix, (formed from the outputs of the kernels), will often be ill-
conditioned1. This ill-conditioning can be caused by too small a width value, or a kernel centre
placed in a sparsely populated area of the input space. The selection techniques for the basis
functions described in section 4.4.4 were chosen with the aim of avoiding such ill-conditioning.
This ill-conditioning can lead to numerical problems. To avoid such problems, a technique
known as singular value decomposition (SVD) [87] can be used to train the weights, instead of
the Householder transform. Strauch [4] recommended the use of SVD when the data matrix is
ill-conditioned, and when the data matrix is well-conditioned to use the Householder transform.
4.4.6 Regularisation theory
In an article by Haykin and Principe [29], regularisation theory was applied to RBFN’s in order
to reconstruct the dynamics of a chaotic signal in noise. An UNRBFN was shown to be unable
1If the condition number 
maxeigenvalue
mineigenvalue
 of a matrix is too large, that is, if the reciprocal of the condition
number approaches the machine’s floating-point precision.
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to recursively2 predict (and therefore capture the dynamics of) Lorenz data corrupted by white
Gaussian noise, where the signal to noise ratio (SNR) was 25dB. However, an UNRBFN which
used regularised training, or a regularised UNRBFN (RUNRBFN), was able to recursively
predict the noisy Lorenz signal. For this reason, the use of RUNRBFN’s was investigated.
The basic idea of regularisation is to stabilise the solution to the approximation problem, (i.e.
the approximation of the predictor function), by making use of prior information about the
input-output (i.e. RUNRBFN) mapping and to thereby make an ill-posed3 problem into a well-
posed problem [24].
Unlike the usual or un-regularised training (section 4.4.5) of the output layer weights, which
works for both UNRBFN’s and NRBFN’s, regularised training [24, 106] has only been theor-
etically justified to work for an UNRBFN [106]. A further restriction of regularised training is
that the nonlinear kernel function used must produce an output that is positive definite for all
input vectors [24]. The Gaussian kernel function, equation (4.8), satisfies this condition.
The regularised least squares approach involves solving the following equation,
n  Iw 	 xnK (4.14)
where n is a A	M matrix, as given above in equation (4.13), M is the number of kernels
in the hidden layer of the RBFN, withA M ,w is the M	 vector consisting of the RBFN’s
output layer weightswi
 i 	 
 
 
M ,xnK is theM	 vector consisting of the desired
K-step ahead RBFN output samples
 I is the M 	M identity matrix, and  is known as the
regularisation parameter . Unfortunately, this equation only holds if there are as many kernels
in the RBFN’s hidden layer as there are input vectors in the training data file, which is used
to train the RBFN [24]. To avoid this restriction, and to use fewer kernels than input training
vectors, the following equation can be solved instead of equation (4.14), using a least squares
approach, to produce an approximately [24] regularised solution,
2Recursive prediction is discussed in section 4.5.2.
3the problem of learning a smooth mapping from input-output pair examples is ill-posed in the sense that the
information in the data is not sufficient to reconstruct, uniquely, the mapping in regions where data are not available.
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T nn  on


w 	 T nxnK (4.15)







































 j 	 
 
 M (4.17)
and  is the universal width, as defined in equation (4.11). The terms , w, xn K, and 
are as described above for equation (4.14).
For convenience, using equation (4.14) to obtain RBFN weights, will be referred to as full
regularisation, and using equation (4.15) will be referred to as approximate regularisation.
4.5 Over-fitting and prediction performance measurement
Before presenting any prediction results, the subjects of over-fitting and prediction performance
measurement must be discussed.
4.5.1 Over-fitting
Over-fitting [114] occurs when a model, (i.e. RBFN or VSF), is too complex and fits to spurious
quirks (i.e. noise) in the data. Another way of viewing this is to say that the model does not
provide a smooth mapping between the input to the model, and the desired output. This means
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that the model will perform well on training data, but will perform less well on data it has not
seen, and will therefore have poor generalisation properties [114].
To avoid over-fitting, a technique known as early stopping [114] can be used. This technique
simply involves splitting the data into training and non-training data sets. For example, with the
prediction problem, the training error (i.e. the desired output minus the predictor’s output, for
the training data set), is expected to continually decrease with time (and training!), until it hits
a noise floor. However the non-training error is expected to at first decrease with time, but then
eventually increase again, as the model (the predictor) starts to over-fit to the training data. By
monitoring the predictor’s performance on non-training data, the problem of over-fitting can be
avoided: if the non-training error starts to increase, then stop the training.
For the work in this thesis the data was divided into three equal sets of length Y samples in
each: a training set (the first Y samples), and 2 non-training sets; a testing set (the next Y
samples), and a validation set (the next again Y samples).
4.5.2 Prediction performance measurement
Normalised mean square error (NMSE)
The prediction performance measure that has been used for this thesis is the normalised mean
square error (NMSE), which is defined in equation (4.18), for the general K step-ahead predic-
tion problem.










In addition to the NMSE performance measure, another form of prediction performance meas-
urement, known as recursive prediction [29] was used. Recursive prediction is performed by
first of all training a predictor to obtain the mapping in equation (4.2), i.e.
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xn  	 fxn
Then the trained predictor is given one input vector from the available data. From then on the
output of the predictor is fed back to its input, and the system becomes autonomous. This is

































Figure 4.5: Recursive prediction. Recursive prediction is achieved as follows. As shown in
(a), close switch AB, open switch BC, and initialise the trained predictor with a
vector from the input data,xn, to obtain an output sample,xn  , from the
predictor. This output is the predictor’s estimate of the next sample,xn. Next,
as shown in (b), open switch AB and close switch BC. Update the vectorxn with
the 1-step ahead (or next sample) estimate,xn , to form the next input vector
xn. Keep BC closed and AB open, and continue feeding the predictor’s output
back to update the input vectorxn.
Haykin and Principe [29] suggested using recursive prediction as a pragmatic approach for
testing how well a 1-step ahead predictor had managed to model the underlying dynamics of
a chaotic signal. If the predictor is successful at modelling the underlying dynamics of the
chaotic signal, then the predictor’s output, in recursive prediction mode, should satisfy the two
conditions [29] listed below.
1. Short term behaviour:once initialisation is completed, the reconstructed time
series fxng in Figure 4.5 should closely follow the original
time series fxng, for a period of time approximately equal
to the prediction horizon of the signal.
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2. Long term behaviour:The dynamic invariants, (such as the correlation dimension),
computed from the reconstructed time series fxng should
closely match the corresponding ones from the original time series,
fxng. This is because these dynamic invariants measure global
properties of a chaotic signal.
4.6 Prediction of Logistic map data
4.6.1 Logistic map
The Logistic map [24, 105] is a chaotic time series whose dynamics are governed by the differ-
ence equation,
xn 	 xn  xn  (4.19)
This is a first order nonlinear process where only the previous sample xn   determines the
value of the present sample xn. The Logistic map is known to be chaotic on the interval [0,1].
Figure 4.6 shows a plot of the Logistic map in 2-dimensional state space; this plot is known as
the attractor of the Logistic map.













Figure 4.6: Plot of the Logistic map attractor using 2000 data points.
The correlation dimension estimate for the Logistic map was evaluated using the method of
maximum likelihood, which was discussed in Chapter 2. The estimate for the maximum likeli-
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hood correlation dimension DML was 1.07. A plot of the mutual information for the Logistic
map data is given in Figure 4.7.



















Figure 4.7: Plot of the mutual information for the Logistic map data.
1-step ahead prediction of the Logistic map data was carried out using linear, RBFN, and VSF
predictors. This prediction analysis is now discussed.
4.6.2 Linear prediction
Prediction results are shown for a 25 tap LP [116] in Figure 4.8. The taps of the LP were
trained using the Householder transform. It should be noted that, unless otherwise stated, the
delay between samples for a LP is just 1 sample, and that the prediction step is also 1 sample,
in the remainder of this thesis.
Figure 4.8 demonstrates that the Logistic map data is not linearly predictable. The reason for
this becomes clear when the second order statistics of the Logistic map are inspected. Figure
4.9 shows a plot of the power spectral density (PSD) for the Logistic map data, formed using
65536 samples, as well as a plot of the ACF for the Logistic map data, which was also formed
using 65536 samples.
From Figure 4.9 it is clear that the Logistic map spectrum is white. Therefore the Logistic map
is linearly unpredictable in the sense that the value of the Logistic map at time n is uncorrelated
with all past values of the process, up to and including time n, (as well as being uncorrelated
with all future values of the process).
71
Nonlinear prediction of chaotic signals

















Figure 4.8: Linear prediction of Logistic map data. Results are shown for training (train),
testing (test), and validation (valid) data sets, for a 25 tap LP which was trained
using the Householder transform.




























Figure 4.9: Second order statistics of the Logistic map, estimated using 65536 samples: (a)
PSD, (b) ACF.
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4.6.3 Nonlinear prediction using RBFN’s
The Logistic map, in one and two dimensional space, will be used to highlight some issues
associated with choosing appropriate kernel centres for a RBFN predictor (RBFNP). The per-
formance of NRBFN predictors (NRBFNP’s) and UNRBFN predictors (UNRBFNP’s) will be
reported. Previous work on the prediction of Logistic map data using RBFN’s is reported in
[105].
RBFN prediction results are presented in Figure 4.10. Figure 4.10(a) shows results for a NRB-
FNP which was trained using the RSC method (section 4.4.4) to select the centre positions for
the NRBFN’s kernels. Figure 4.10(b) shows results for an UNRBFNP which was trained us-
ing the RSC method to pick centres. Figure 4.10(c) shows results for a NRBFNP which was
trained using the OAKM algorithm (section 4.4.4) to select kernel centre positions. Finally,
Figure 4.10(d) shows results for an UNRBFNP which was trained using the OAKM method to
pick centres. It should be noted that for the RBFN prediction results in Figure 4.10, a different
set of centres was selected for each different training length: this aspect of the RSC centres
selection technique was discussed in section 4.4.4. For a given training length and centres se-
lection technique, the same set of centres was used by both the NRBFNP and the UNRBFNP.
Figure 4.10 shows results for two different cases of embedding dimension N (i.e. size of the
RBFN input layer): N=1, andN=2. The reason for presenting results for two different cases of
embedding dimension is to illustrate some aspects associated with the selection of basis func-
tion parameters, which will be discussed below. To facilitate the discussion of the results in
Figure 4.10, a plot of the centres used by the RBFNP’s to obtain the results in Figure 4.10 are
presented in Figure 4.11, for the RBFNP’s with input layer sizeN=1, and in Figure 4.12 for the
RBFNP’s with input layer size N=2. The kernel widths corresponding to the centres plotted in
Figure 4.11 are given in Table 4.1. The kernel widths corresponding to the centres in Figure
4.12 are given in Table 4.2.
There are several interesting points to be observed from the prediction results in Figure 4.10.
These points will now be highlighted.
NRBF vs UNRBF
Before discussing the results in Figure 4.10, it should be pointed out that following the dis-
cussion in Chapter 2, it might seem sensible to choose an embedding dimension for a RBFNP
according to Takens’ embedding delay theorem. However, it should be pointed out that Takens’
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Figure 4.10: 1-step ahead nonlinear prediction of Logistic map data using (a) a NRBFNP with
centres selected using the RSC method, (b) an UNRBFNP with centres selected
using the RSC method, (c) a NRBFNP with centres selected using OAKM method,
and (d) an UNRBFNP with centres selected using the OAKM method. NMSE
results are shown for RBFNP’s for 2 cases of embedding dimension (N=1,2), with
an embedding delay of 1 sample and 25 kernels used for each case of embedding
dimension. Results are shown for training (train), testing (test), and validation
(valid) data sets.
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Figure 4.11: Centre positions in 1-dimensional space for RBFN’s using an embedding dimen-
sion of 1. These centres correspond to those used by the RBFN’s to obtain the
prediction results in Figure 4.10, for the cases where an embedding dimension
N of 1 was used. The y-axis represents the range of the Logistic map data in 1-
dimensional space. On the x-axis, the centres selected using the optimal adaptive
k-means algorithm, OAKM method, and the centres selected at random, using the
RSC method, are displayed as follows. At x=1,2,3,...,10 the centres selected using
the OAKM algorithm are displayed for training lengths of 1000 samples, 2000
samples, 3000 samples,...,10,000 samples, respectively. At x=1.5,2.5,...,10.5, the
centres selected at random from the training data are displayed for training
lengths of 1000 samples, 2000 samples,...,10,000 samples, respectively. For a
given training length the randomly selected centres were used to both initialise
the OAKM algorithm and as centres for the RBFN’s that used the RSC method.
For a given training length and centres selection technique, the same centres were
used by both the NRBFN and the UNRBFN.
75
Nonlinear prediction of chaotic signals















(a) Y =1000 samples
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(c) Y =3000 samples
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(h) Y =8000 samples
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(j) Y =10000 samples
Figure 4.12: Centre positions of RBFN’s with embedding dimension of 2, in 2-dimensional
space, for training lengthsY of 1000 up to 10,000 samples. Initial centres se-
lected using RSC method, final centres obtained from the initial centres using the
OAKM method.
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Table 4.1: Widths for NRBFN’s and UNRBFN’s forN=1, M=25 case.
Training length Width Width











Table 4.2: Widths for NRBFN’s and UNRBFN’s forN=2, M=25 case.
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embedding delay theorem is a sufficient, but not necessary condition for dynamic reconstruc-
tion [29]. It was found for the Logistic map data, that to achieve the same prediction perform-
ance as a RBFNP with an embedding dimension of one, a RBFNP with embedding dimension
greater than one had to use many more kernels than the RBFNP with an embedding dimension
of one. This will be discussed further below. Additionally, from Figure 4.7 it can be seen
that there are no obvious minima, and therefore, the mutual information plot does not yield an
obvious choice of embedding delay for a RBFNP, according to the discussion in section 2.2.7.
However, through a trial and error procedure it was found that a value of embedding delay equal
to 1 sample produced the best NMSE prediction results.
For the cases where N=1, no significant difference in performance between the NRBFNP and
the UNRBFNP was observed. However for the N=2 cases, the NRBFNP performed better
then the UNRBFNP. The RBFN prediction results were better for the N=1 cases than for the
N=2 cases. For both choices of N , 25 kernels were used in each RBFNP. So, from the above
observations, it would appear that 25 kernels managed to sufficiently span the 1-D input space,
for the N=1 cases, but 25 kernels did not sufficiently span the sparser 2-D input space for
the cases where N=2. In the 2-D case, where there were not enough kernels to sufficiently
span the input space, the NRBFNP managed to span the input space better than the UNRB-
FNP. The input space covered by normalised kernels, with respect to the space covered by
un-normalised kernels, is discussed in [4, 118, 122]. A more specific explanation for the im-
provement in prediction performance when normalised kernels are used is that a NRBFN can
exhibit both localised andnon-localised behaviour [121], whereas an UNRBFN only features
localised behaviour. Described loosely, a normalised kernel will display localised behaviour
if it is surrounded by other kernels, whereas a normalised kernel which is not close to other
kernels will exhibit non-localised, sigmoid-like, behaviour [121].
RSC method versus OAKM method
In the cases where N=1, there were no significant differences between the performance of the
RBFNP that used the OAKM centres selection method and the performance of the RBFNP
that used the RSC centres selection method. For the cases where N=2, it was observed that
although both the RSC and the OAKM centres selection techniques resulted in RBFNP’s whose
prediction performance varied with training length, the RBFNP which used the OAKM method
suffered less performance variability than did the RBFNP which used the RSC method. It
should be noted that, see Figures 4.11 and 4.12, it took 10,000 training samples before the
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input space (for both the N=1 and N=2 cases) was, approximately, equally partitioned (intoM
clusters) by the OAKM method. From the results in Figure 4.10, the equal partitioning of the
input space appears to result in good prediction performance.
The variability of the prediction results for the RBFNP which used the RSC method in the
2-D input space is simply explained by considering the random area in the 2-D space that the
RBFN’s 25 kernels covered, for each different set of random centres. The 25 kernels did not
manage to sufficiently span the input space, and the different sub-space that each set of centres
covered, produced different prediction performance results. The variability of the prediction
results for the RBFNP which used the OAKM method is understood by looking at Figure 4.12.
Figure 4.12 shows that the OAKM method moved the centres around the attractor, and even
off the attractor, which had an impact on the prediction performance of the RBFNP. It should
be noted however, that despite the OAKM method moving some kernels off the attractor, the
OAKM method can still produce better results than the RSC method, if the kernels left on the
attractor are better distributed across the attractor than those selected at random using the RSC
method (given that the same number of kernels are used in each centres selection technique, as
is the case in this example). This is the case, for example, in Figure 4.12(h). In that Figure,
the final kernel positions of the OAKM method still managed to cover the attractor better than
the initial centres selected using the RSC method, despite some final centres being moved off
the attractor. The effect on prediction performance for this example is shown in Figures 4.10(a)
and 4.10(c): for the case N=2, and a training length of 8000 samples, the NRBFNP which used
the RSC method only had a prediction performance of around -45dB, whereas the NRBFNP
which used the OAKM method, had a prediction performance of around -85dB.
This variability in the sparser 2-D space can, however, be eliminated by using enough kernels
to sufficiently span the input space. Doing so not only eliminates the variability associated with
centres selection, but also improves prediction performance. This is shown in Figure 4.13. For
comparison with Figure 4.12, the centres obtained using the RSC method for the NRBFNP and
the UNRBFNP, using a RNG seed of 1, are shown in Figure 4.14.
From the above results, the crucial aspect of centres selection seems to lie in the choice of a
suitably large number of kernels which can sufficiently span the input space, rather than trying
to partition the input space into M equal clusters. However, without prior knowledge of the
input space, the OAKM centres selection technique does seem offer an advantage over the RSC
method: it results in a RBFNP that suffers less prediction performance variability.
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Figure 4.13: 1-step ahead nonlinear prediction of Logistic map data using RBFNP’s with an
embedding dimension of 2, 100 kernels and an embedding delay of 1 sample.
Results are shown for (a) a NRBFNP and (b) an UNRBFNP with centres selected
using the RSC method, for different sets of random centres which were obtained
by changing the seed to the RNG which was used to pick the centres at random
from the training data. The training length for these RBFNP’s was 3000 samples.
Results are shown for (c) a NRBFNP and (d) an UNRBFNP with centres selected
using the OAKM method. The seed used by the RSC initialisation part of the
OAKM method was 3.
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Figure 4.14: Centre positions in 2-dimensional space for centres obtained using the RSC
method, with training length size of 3000 samples, an embedding delay of 1
sample, 100 kernels and a RNG seed of 1. These centres correspond to those used
by the RBFN’s to obtain the prediction results in Figures 4.13(a) and 4.13(b), for
a random number generator seed of 1.
4.6.4 Nonlinear prediction using a VSFP
Prediction results are shown for a cubic (i.e. order=3) VSFP, with an embedding dimension of
10 and an embedding delay of 1 sample, in Figure 4.15. As can be seen, the VSFP achieves
similar performance to that of the RBFNP’s discussed in section 4.6.3, which used enough
kernels to sufficiently span the input space selected.















  N=10, train
  N=10, test
  N=10, valid
Figure 4.15: 1-step ahead nonlinear prediction of Logistic map data using a cubic VSFP, with
an embedding dimension of 10 and an embedding delay of 1 sample.
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4.6.5 Recursive prediction
Figure 4.16(a) shows recursive prediction of the Logistic map data, using a 25 tap LP with a
training length of 3000 samples. The LP was seeded initially with the first vector from the test-
ing data set. As would be expected from the results in section 4.6.2, the LP failed to recursively
predict the Logistic map data. Figure 4.16(b) shows recursive prediction of the Logistic map,
using an UNRBFNP with an embedding dimension of 2, 100 kernels, an embedding delay of
1 sample, and a training length of 3000 samples. The UNRBFNP was seeded initially with
the first vector from the testing data set. The UNRBFNP successfully managed to recursively
predict the Logistic map time series. The estimate of correlation dimension for the recurs-
ively predicted time series was 1.07, which agrees with the estimate for the original time series
which was also estimated at 1.07. These values were estimated using 35,000 samples. Note that
Takens’ embedding delay theorem would suggest that a minimum embedding dimension size of
3 should be used to recursively predict the Logistic map data, however, dynamic reconstruction
was achieved using an embedding dimension of only 2.














original time series 
recursively predicted time series
(a)















recursively predicted time series
(b)
Figure 4.16: Recursive prediction of Logistic map data using, (a) a LP with 25 taps, and (b) an
UNRBFNP with an embedding dimension of 2, an embedding delay of 1 sample,
and 100 kernels. The RSC method was used to pick the UNRBFNP’s centres, and
the seed used by the RNG in the RSC method was 1. 3000 samples were used
to train both predictors, and the first input vector from the testing data set was
used to seed both predictors, for the recursive prediction task. The prediction
horizon (i.e. the point where the original and recursively predicted series begin
to diverge) can be seen to be approximately 17 samples in Figure 4.16(b).
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4.7 Prediction of Lorenz data
4.7.1 Lorenz attractor
The following coupled system of three nonlinear differential equations [29],
dxt
dt
	 Lxt  Lyt (4.20)
dyt
dt
	 rLxt yt xtzt
dzt
dt
	 bLzt  xtyt
where L, rL, and bL are dimensionless, describe the dynamics of the Lorenz attractor. For
L=10, bL 	 	 , the system behaves chaotically, whenever the Rayleigh number, rL, exceeds a
critical value, which is approximately 24.74 [31]. Equation (4.20) can be solved for xt using
a th order Runge-Kutta [87] technique with a suitable discrete step-size to produce a discrete
Lorenz time series. For the work in this thesis, a step-size of 0.05, and a value of rL=28 were
used to obtain Lorenz time series data. Figure 4.17 is a plot of the Lorenz time series in 3-D

























Figure 4.17: Plot of the Lorenz attractor using 2000 data points.
The correlation dimension estimate for the Lorenz data was evaluated using the method of max-
imum likelihood, which was discussed in Chapter 2. The estimate for the maximum likelihood
correlation dimension DML was 2.11. A plot of the mutual information of the Lorenz data is
given in Figure 4.18.
1-step ahead prediction of the Lorenz data was carried out using linear, RBFN and VSF pre-
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Figure 4.18: Plot of the mutual information for the Lorenz data.
dictors. This prediction analysis is now discussed.
4.7.2 Prediction of Lorenz data
The 1-step ahead prediction performance of linear, VSF and RBFN predictors is reported in
this section. Previous work on the prediction of Lorenz data is reported in [99, 100].
Linear and RBFN prediction results are presented in Figure 4.19. From Takens’ embedding
delay theorem a suitable choice for embedding dimension, for the prediction of the Lorenz
signal, would be 7 or greater. From the plot of mutual information in Figure 4.18, a suitable
choice of embedding delay would be 3 samples. However, from trial and error experiments,
the optimal values for a RBFN’s embedding dimension and embedding delay, in terms of the
NMSE performance measure, were 3 and 1 sample, respectively. Results are presented in
Figure 4.19 for RBFN’s with an embedding dimension of 3, and embedding delay of 1 sample,
trained using the RSC method (Figure 4.19(a)) and the OAKM method (Figure 4.19(b)) to
select centres. Results, for comparison, are also shown for a LP with 30 taps.
From the results in Figure 4.19, 100 kernels seems sufficient to adequately span the input 3-
D space, and therefore (as discussed in section 4.6.3), there was found to be no significant
difference in terms of NMSE between a RBFNP which used the RSC method, and one which
used the OAKM method. The nonlinear RBFNP’s were able to exploit the nonlinear nature
of the Lorenz signal, and therefore performed better than the LP. As there was found to be no
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Figure 4.19: 1-step ahead nonlinear prediction of Lorenz data using RBFNP’s with an embed-
ding dimension of 3, 100 kernels and an embedding delay of 1 sample. Results
are shown for (a) a RBFNP with centres selected using the RSC method, and for
(b) a RBFNP with centres selected using the OAKM method. Results are also
shown for a 30 tap LP.
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Figure 4.20: 1-step ahead nonlinear prediction of Lorenz data using a cubic VSFP, with an
embedding dimension of 4 and an embedding delay of 1 sample.
significant difference in NMSE between using the two different centres selection techniques, for
both the Logistic map data and the Lorenz data, the computationally more efficient RSC method
was preferred to the OAKM method, for the prediction analysis reported in the remainder of
this chapter. For convenience, a RBFNP with centres selected using the RSC method will be
referred to as a RBFNP-RSC, and a RBFNP with centres selected using the OAKM method
will be referred to as a RBFNP-OAKM, in the remainder of this thesis.
Results for a cubic VSFP with an embedding dimension of 4 are shown in Figure 4.20. As was
the case for a RBFNP, the VSFP was able to exploit the nonlinear nature of the Lorenz signal.
4.7.3 Recursive prediction of noisy Lorenz data
In [29] Haykin and Principe presented results for the recursive prediction of Lorenz data in
white Gaussian noise, with a SNR of 25dB. They presented results for an UNRBFN which
showed that it could not recursively predict the noisy Lorenz data. They also showed results
for a RUNRBFN, which was able to recursively predict the noisy Lorenz data. Haykin and
Principe used a fully regularised solution.
To assess the usefulness of regularisation as a tool for being able to reconstruct the dynamics of
a chaotic signal, Lorenz data was generated as discussed in section 4.7.1, and white Gaussian
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noise was added to the Lorenz data. The SNR was chosen to be 25dB.
A fully regularised UNRBFN was implemented with the same number of kernels as Haykin
and Principe used: 400. An embedding dimension of 20, and an embedding delay of 1 sample
were used, just as Haykin and Principe had used. The training data file used was 420 samples
long, which provided 400 input vectors of length 20, and 400 1-step ahead samples: the 400
input vectors were used as centre positions for the 400 kernels. The testing data file consisted
of the next again 420 samples from the noisy Lorenz file, and the validation set, consisted
of the next again 420 samples. Haykin and Principe did not report the particular value of
the regularisation parameter  which resulted in successful recursive prediction, but they did
say that the value of  used varied between  and , depending on the specific data
set analysed. Recursive prediction was attempted using the fully regularised UNRBFNP-RSC
described above for regularisation parameter values: , 	, ,..., . However,
unlike the results reported by Haykin and Principe, for the range of regularisation parameter
values discussed above, regularisation did not result in recursive prediction working. It should
be noted that the fully regularised solution implemented here is different to that used by Haykin
and Principe in that Haykin and Principe used a weighted norm [24] distance measure, as
opposed to the Euclidean distance measure used in this work. The fully regularised approach
resulted in over-fitting to the training data for regularisation parameter values of   .
For this range of , the recursive prediction worked for the training data, in actual fact the
recursively predicted signal was identical to the original time series, see Figure 4.21(a). For
the range of  	   , recursive prediction failed for the training data, see Figure
4.21(b). For  	    recursive prediction failed for the testing data. The initial
input vector from the training data set was used as the seed for the recursive prediction of the
training data, and the initial input vector from the testing data set was used as the seed for the
recursive prediction of the testing data set. As discussed in [17], in order to claim that the
underlying dynamics of a chaotic process have been captured successfully, recursive prediction
must be shown to work on non-training data. Therefore, it can be stated that the fully regularised
UNRBFNP-RSC was not able to successfully recursively predict the noisy Lorenz time series.
Recursive prediction results are presented in Figure 4.22 for a LP, an UNRBFNP-RSC and a
NRBFNP-RSC. As can be seen, the LP and UNRBFNP-RSC both failed to capture the under-
lying dynamics of the Lorenz data. However, the NRBFNP-RSC did manage to capture the
underlying dynamics.
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Figure 4.21: Recursive prediction of noisy Lorenz data (SNR=25dB) using a fully regularised
UNRBFNP-RSC with an embedding dimension of 20, 400 kernels, an embedding
delay of 1 sample and (a) a regularisation parameter of, (b) a regularisation
parameter of. Results are shown for the training data sets.
Recursive prediction was also attempted using approximate regularisation (see section 4.4.5).
For an UNRBFNP-RSC with an embedding dimension of 20, an embedding delay of 1 sample,
400 kernels, and a training length of 2000 samples, approximate regularisation was used to train




Recursive prediction failed for each regularisation parameter value. Note that in order to com-
pare the effect of the regularisation parameter on the approximately regularised solution, with
that for the fully regularised solution, the effect of training length must be taken into account.
This is best explained by considering the cost function [29] for the regularisation technique
which is given in equation (4.21),




xn  xn   jjPerrjj

(4.21)
where xn   is the next sample, xn   is the predictor’s estimate of the next sample,
Y is the length of the training data file, jjPerrjj is known as the regularising term which
represents a model complexity-penalty option. S is the input space of dimension N . Obvi-
ously, as Y is increased the errors will increase. To normalise the cost function with respect
to training length, the regularisation parameter can be modified as follows. Given a regularisa-
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Figure 4.22: Recursive prediction of noisy Lorenz data (SNR=25dB) using (a) a 30 tap LP,
(b) an UNRBFNP-RSC, and (c) a NRBFNP-RSC. The RBFNP’s both used an
embedding dimension of 20, 400 kernels and an embedding delay of 1 sample. In
all cases recursive prediction was initialised with the first vector from the testing
data set.
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tion parameter range for training length Y, the required regularisation parameter range for a
training length of Y can be obtained by multiplying the range for Y by
Y
Y
. In this way, the
effect of regularisation parameter can be compared for the two different training lengths. For
the approximate regularisation recursive prediction mentioned above, a range of regularisation
parameters,  	 
 
 
 , was used. The normalisation method just described,
was used to obtain this range, so that the effect of regularisation parameter used for the fully
regularised UNRBFN results could be compared with the results for the approximately regu-
larised solution. The multiplication factor is actually  , which is 4.76. This would mean
the appropriate range of the regularisation parameter for the approximately regularised solution





4.7.4 Further recursive prediction analysis using a NRBFNP-RSC
Having established that a NRBFNP-RSC can be used to recursively predict noisy Lorenz data,
it is useful to reconsider the size of the embedding vector used for this recursive prediction
exercise: the principal question to ask is, is such a large embedding dimension really necessary?
Haykin and Principe suggested using an embedding dimension that was obtained as follows.
Having established a suitable embedding dimension N using a correlation dimension estimate,
and a suitable embedding delay  using the mutual information of the data, Haykin and Principe
then suggested using an embedding dimension of N , with an embedding delay of 1 sample.
In the noise-free case, it has been found that Lorenz data can be recursively predicted using a
NRBFNP-RSC with an embedding dimension of 3 (less than Takens’ embedding delay theorem
criteria would suggest), 100 kernels, and an embedding delay of 1 sample. This is illustrated in
Figure 4.23(a). However, in the case with noise added, and a SNR of 25dB, using an embedding
dimension of 3, 400 kernels, and an embedding delay of 1 sample, a NRBFNP-RSC failed to
recursively predict the noisy Lorenz data. The maximum likelihood correlation dimension
estimate for the noisy Lorenz data was estimated using 35,000 samples to be 2.38. This gives
a minimum embedding dimension of 7, for dynamic reconstruction using Takens’ embedding
delay theorem. The mutual information plot of the noisy Lorenz data revealed that a suitable
choice for embedding delay would be 3 samples. Recursive prediction for a NRBFNP-RSC
with an embedding dimension of 7 and an embedding delay of 3 samples is shown in Figure
4.23(b). As can be seen, the NRBFNP-RSC managed to not only successfully recursively
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Figure 4.23: Recursive prediction using a NRBFNP-RSC with a training length of 2000
samples and (a) an embedding dimension of 3, 100 kernels and an embed-
ding delay of 1 sample on noise-free Lorenz data, (b) an embedding dimension
of 7, 400 kernels and an embedding delay of 3 samples on noisy Lorenz data
(SNR=25dB), (c) an embedding dimension of 7, 400 kernels and an embedding
delay of 1 sample on noisy Lorenz data (SNR=25dB). In each case recursive pre-
diction was initialised using the first vector from the testing data set.
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predict the noisy Lorenz data, but it also seemingly managed to capture as much signal detail
as did the NRBFNP-RSC whose results were reported in Figure 4.22(c). To explain what is
meant by “signal detail”, consider the recursive prediction results for the NRBFNP-RSC with
an embedding dimension of 7, and an embedding delay of 1 sample, shown in Figure 4.23(c).
In Figure 4.23(c) it can be seen that although recursive prediction did not completely fail, it
failed to capture much of the original signal’s detail: when the original time series and the
recursively predicted time series diverged, the recursively predicted time series merely seemed
to oscillate between a positive and negative signal amplitude. After the recursively predicted
time series diverged from the original time series in Figure 4.23(b), 3-peak and 4-peak features,
observable in the original time series, were also observable in the recursively predicted time
series. Effectively the NRBFNP-RSC with an embedding dimension of 7 and an embedding
delay of 3 samples managed to capture the underlying dynamics of the signal, whereas the
NRBFNP-RSC with an embedding dimension of 7 and embedding delay of 1 sample did not.
This can be explained by considering the evolution of the NRBFNP-RSC input vectors in state
space. Increasing the embedding delay has the effect of “opening out” the attractor in state
space, which reduces the likelihood that noise will cause any vector to erroneously evolve (or
jump) to the wrong part of the attractor. Avoiding such erroneous evolution eventualities results
in correctly capturing the underlying dynamics of the chaotic signal in question.
Table 4.3 shows the maximum likelihood correlation dimension estimates, along with train-
ing, testing, and validation NMSE’s for the following NRBFNP-RSC’s (which were discussed
above): the NRBFNP-RSC with an embedding dimension of 7, and an embedding delay of
1 sample, the NRBFNP-RSC with an embedding dimension of 7, and an embedding delay of
3 samples, and for the NRBFNP-RSC with an embedding dimension of 20, and embedding
delay of 1 sample. As already discussed, each predictor was trained using a training length
of 2000 samples, and each predictor was used to recursively produce a time series of length
35,000 samples, using the first vector of the testing data set to initialise the recursive prediction
process.
As can be seen from Table 4.3, the recursively produced time series with the closest correlation
dimension estimate, to that of the original time series is that produced by the NRBFNP-RSC
with an embedding dimension of 7 and an embedding delay of 3 samples. A fact that implies
this NRBFNP-RSC is the one which has managed to produce a time series with the closest (out
of the three networks listed in Table 4.3) long term properties (see section 4.5.2) to those of the
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NRBFNP-RSC NRBFNP-RSC Correlation Training Testing Validation
embedding embedding dimension NMSE NMSE NMSE
dimension delay estimate (DML) [dB] [dB] [dB]
7 1 2.03 -23.63 -20.97 -20.85
7 3 2.28 -21.59 -19.16 -17.92
20 1 2.25 -21.43 -19.64 -18.78
Table 4.3: Recursive prediction of noisy Lorenz data (SNR=25dB), using a NRBFNP-RSC.
original time series. A reason why theDML estimate was slightly poorer for the NRBFNP-RSC
with an embedding dimension of 20, than for the NRBFNP-RSC with embedding dimension
of 7 and embedding delay of 3 samples, is that this embedding dimension is actually too large,
and as a result the additive Gaussian noise has degraded the quality of the dynamic reconstruc-
tion [29]. It should also be noted that the network that best managed to capture the underlying
dynamics was not the network with the best NMSE performance values. The best predictor
network in terms of NMSE was the NRBFNP-RSC with an embedding dimension of 7 and an
embedding delay of 1 sample. The correlation dimension estimate for the time series recurs-
ively produced by this network was 2.03, the poorest estimate of the three estimates in Table
4.3, supporting the comments made above about the level of detail captured in the recursively
predicted time series produced by the NRBFNP-RSC with an embedding dimension of 7 and
an embedding delay of 1 sample.
So to answer the question posed above, a large embedding dimension of 20 can be used to
recursively predict noisy Lorenz data, and thus to capture the underlying dynamics, however,
similar (and slightly better) results can be achieved using a substantially smaller embedding
dimension, with a suitable embedding delay.
4.8 Summary
In this chapter the structure and training of two nonlinear models, the Volterra series filter
and the radial basis function network, were discussed. In particular, the network architecture
and the selection of the kernel centres for a RBFNP were considered in some detail, using
two well known chaotic signals: Logistic map and Lorenz data. It was shown that a RBFNP
with normalised Gaussian kernel functions could outperform a RBFNP that used un-normalised
Gaussian kernel functions, in terms of NMSE. For a given RBFNP, little NMSE performance
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difference was observed for the two different kernel centres selection techniques considered:
the RSC method and the OAKM method. The RSC method was therefore preferred for the
prediction of these chaotic signals as it is computationally less expensive. It was found that
the embedding delay which resulted in the best NMSE prediction estimate for a RBFNP was 1
sample, for both Logistic map and Lorenz data. It was also shown that a NRBFNP-RSC could
capture the underlying dynamics of a chaotic signal corrupted by noise. Attempts using an
UNRBFNP-RSC and a UNRBFNP-RSC with regularisation failed to successfully recursively
predict the same data.
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Nonlinear prediction of sea clutter
5.1 Introduction
Attention is now turned to the task of predicting sea clutter. As discussed in section 2.2.11,
research has been carried out [9, 12–18] which has shown that sea clutter is predictable using
a nonlinear predictor (NLP). As already mentioned, these prediction studies were part of a
broader agenda: to prove that sea clutter is a chaotic process. Leung and Lo [12] demonstrated
that a global NLP could achieve better prediction performance on sea clutter amplitude data sets
than a global linear predictor (LP), in terms of mean square error (MSE). The interest in the
predictability of sea clutter, for maritime surveillance radar, is in the possible incorporation of
a predictor into a detection algorithm. Indeed, Leung and Lo [12] showed how a NLP could be
used as the basis of a detection technique: a nonlinear predictor-detector (NLPD). This NLPD
technique performed better than both a linear predictor-detector (LPD), and a “standard” non-
coherent detector (although the details of this standard detector were not specified). The topic
of predictor-detectors for the clutter data sets described in Appendix A is considered in Chapter
7. In [9] Haykin and Leung carried out recursive prediction [29] (see section 4.5.2) on one of
the sea clutter data sets used by Leung and Lo [12] in their work. A NLP was found to be able
to recursively predict the clutter, however a LP was not able to do this. These prediction results
were taken as evidence that sea clutter is nonlinearly predictable. The use of a LP comparison
with the NLP in the above mentioned papers seems both sensible and necessary: the data might
only have been linearly predictable, in which case a NLP would simply be trying to approximate
a linear predictor function, and so a simpler LP would be preferred. Using only a NLP, it is not
possible to distinguish between linear predictability and nonlinear predictability. However, in
[13–15, 17] many more sea clutter data sets than those analysed in [9, 12] were analysed using
NLP’s, but there were no reported LP comparisons!
It is the task of this chapter to further investigate the predictability of sea clutter, using the new
sea clutter data sets described in Appendix A, and the nonlinear prediction techniques intro-
duced in Chapter 4. It should be noted that no assumptions were made about the sea clutter
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data sets (i.e. about whether or not they were best modelled as a stochastic or deterministic
process) analysed in this thesis. A pragmatic approach was adopted: regardless of sea clut-
ter model, it was investigated whether the clutter was predictable at all, and if so, whether a
global NLP could give better prediction performance than a global LP. An investigation of this
nature is essential in determining whether or not a NLP can be used to enhance the perform-
ance of existing radar detectors (as is claimed in [12, 17]), which is the subject of Chapter 7.
Unlike previous work [9, 12–18] which investigated the predictability of sea clutter, prediction
analysis was carried out on stochastic surrogate sea clutter data sets. These surrogates were
generated using the popular compound K-distribution model [22] (see Chapter 3). Also, re-
cursive prediction was carried out on the real sea clutter data sets described in Appendix A.
An investigation into the recursive predictability of sea clutter is particularly relevant bearing
in mind the successful sea clutter recursive prediction results presented in [9, 13, 17], and also,
bearing in mind the claim made that sea clutter is chaotic [11, 13, 14, 17–21]. Moreover, in
[17] recursive prediction was used by Haykin and Li to demonstrate the good generalisation
properties of a nonlinear predictor for sea clutter, after the training phase had been completed.
This chapter is structured as follows. In section 5.2 prediction results for the ms wavetank1
range gate sea clutter data sets are reported. In section 5.3 the prediction results for the ms,
ms, ms, ms, ms, ms, ms, and ms wavetank sea clutter data
sets are presented. A summary of the prediction results for the wavetank data sets is given in
section 5.4, together with an explanation for the source of the predictability of these data sets.
In section 5.5 the prediction results for the Dawber clutter data sets are presented. A summary
of the prediction results for the Dawber data sets is given in section 5.6. A chapter summary is
given in section 5.7.
5.2 Prediction of the ms wavetank range gate data sets
5.2.1 Correlation dimension and mutual information
This section describes the process for choosing the embedding dimension and embedding delay
for a RBFNP, for the initial prediction analysis of the ms wavetank sea clutter data sets.
As discussed in Chapter 2, the correlation dimension estimate and mutual information plot for
1It should be noted that the convention for referring to the wavetank range gate data sets is that a data set collected
during a windspeed of Xms will be referred to as the Xms wavetank data set.
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a data set can be used to embed a chaotic signal. However, as mentioned in sections 4.6 and
4.7, this embedding criterion does not always lead to the best prediction performance, in terms
of NMSE.
For the initial prediction analysis of the ms data sets, a pragmatic approach for the se-
lection of a suitable RBFNP embedding dimension and embedding delay was adopted, which
is now discussed. The maximum likelihood method (see Chapter 2) was used to estimate the
correlation dimension for each ms range gate data set. The DML estimate for each wind-
speed range gate data set, can be found in Table E.1, in Appendix E. Mutual information plots
were produced for all 32 range gate data sets.
The DML estimates for the different ms range gate data sets, were observed to vary
between 3 and 8. For a DML of 3, the minimum embedding dimensionN according to Takens’
theorem, for dynamic reconstruction, isN  , and for a DML of 8 the criterion for embedding
dimension is N  . However, as observed in sections 4.6 and 4.7, this criterion for dynamic
reconstruction does not always result in the best NMSE performance. Indeed, values smaller
than this criterion for both the Logistic map and the Lorenz data sets, were found to give bet-
ter NMSE performance (given the same number of Gaussian kernels for the smaller values of
embedding dimension, as for the larger values of embedding dimension). Therefore, for the
initial prediction analysis of the wavetank data, a number of different embedding dimensions
were chosen: N 	 
 
 
 . In other words, some embedding dimensions which did not
obey the criterion for dynamic reconstruction, and some that did, were used.
For the choice of a suitable embedding delay for a RBFNP, the mutual information plots for
each range gate data set were examined. Unfortunately, most of these plots were found to be
monotonically decreasing, and therefore had no minima, and so, according to the criterion in
section 2.2.7, a suitable choice for embedding delay from the mutual information plots was not
possible, for most range gates. Therefore, a value of 1 sample for the embedding delay, for
each range gate was selected, as this had given the best NMSE results in sections 4.6 and 4.7.
Additionally, it should be noted that using a large embedding dimension with an embedding
delay of 1 sample, is consistent with the approach adopted towards prediction in [17, 29].
An example of a monotonically decreasing mutual information plot for the ms clutter data
is given in Figure 5.1, below.
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Figure 5.1: Mutual information forms range gate 0 data set.
5.2.2 Initial prediction results
Linear prediction results for 5, 10, 20 and 40 tap LP’s are given in Appendix F. Nonlinear
prediction results are presented for cubic VSFP’s, with embedding dimensions of 5 and 10
and an embedding delay of 1 sample for each case of embedding dimension, in Appendix F.
Embedding dimensions of 20 and 40 were not considered on the grounds of computational
complexity: a cubic VSFP with an embedding dimension of 20 would have 1770 Volterra
kernels!
The choices for embedding dimension and delay, discussed in section 5.2.1, were used for a
NRBFNP-RSC. Additionally, a NRBFNP-OAKM, an UNRBFNP-RSC, and an UNRBFNP-
OAKM were used with an embedding dimension of 20 and an embedding delay of 1 sample.
Each RBFNP used 100 Gaussian kernels. The RBFNP results are given in Appendix F.
Several observations were made from these initial prediction simulations. The most important
observation is that for any given embedding dimension, training length, and range gate, a non-
linear predictor was found to be only as good as, or worse than a LP with a number of taps
equivalent to the embedding dimension of the NLP, and an equivalent training length. Further-
more, a predictor with 5 taps, or an embedding dimension of 5, had as good performance, or
better than the same type of predictor with larger choices for number of taps, or embedding
dimension. This was true for the data in each range gate. These two observations are illustrated
in Figure 5.2, for all the ms range gate data sets. The apparent linear predictability of sea
clutter is further investigated in section 5.4 Note that in Figure 5.2 there is a noticeable variation
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Figure 5.2: Initial 1-step ahead prediction results for the wavetankms range gate data
sets: (a) training and (b) testing data set results. Results are shown for LP’s with
number of tapsN equal to 5, 10, 20, 40, and for NRBFNP-RSC’s with embedding
dimensionsN of 5, 10, 20, 40, with 100 kernels and an embedding delay of 1
sample used in each case, and for cubic VSFP’s, with embedding dimensionsN of
5 and 10, and an embedding delay of 1 sample in each case. All predictor results
are shown for a training length of 10,000 samples.
in predictability across range gates. This is discussed in more detail in section 5.4.
It was also observed that the NRBFNP’s, in general, performed better than the UNRBFNP’s,
and that there was little difference in terms of NMSE, between the RBFNP’s that used the RSC
technique to select centres, with those that used the OAKM method. These facts are illustrated
in Figure 5.3. This evidence was used to justify the use of RBFNP-RSC’s instead of RBFNP-
OAKM’s in the remainder of this thesis.
Close inspection of the NMSE results for the NRBFNP’s in Appendix F reveals that some
entries are not numbers, but they are listed as “”. The reason for obtaining these infinite
values will be explained in more detail in the next section.
5.2.3 NRBFNP results: further analysis
As already mentioned, infinite NMSE values have been obtained from some of the NRB-
FNP simulations listed in Appendix F. For example, the testing data set NMSE results for
the NRBFNP-RSC with an embedding dimension of 5 show an occurrence of such a value.
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Figure 5.3: Initial 1-step ahead RBFN prediction results for the wavetankms range gate
data sets: (a) training and (b) testing data set results. Each RBFNP used an em-
bedding dimension of 20, 100 kernels, an embedding delay of 1 sample, and a
training length of 10,000 samples.
The reason for obtaining infinite values is best explained by looking at a case where an infinite
NMSE value was encountered. Arbitrarily, range gate 15 is considered for this explanation. A
plot of the time series in range gate 15 is given in Figure 5.4.



















Figure 5.4: Time series plot of thems range gate 15 data set.
From Figure 5.4, it can be seen that the data is very impulsive or “spiky”, in that it contains sev-
eral samples with a very large amplitude (large, relative to the majority of the clutter samples),
which are commonly referred to as spikes in the radar literature. These spikes are the cause of
the infinite NMSE values: if a NRBFNP input vector of sea clutter, in N -dimensional space,
is too far away from all the centres of the network’s kernels, then all the kernel outputs will be
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zero, and in this case the normalised kernel output becomes infinite. Encountering an infinite
NMSE will be referred to as NRBFNP failure from this point onwards. This problem is now
examined in greater detail for the case of the NRBFNP-RSC with an embedding dimension of
20, which is given in Appendix F. Specifically consider the testing NMSE’s for training lengths
of 2000 and 6000 samples, and the validation NMSE’s for training lengths of 1000 and 2000
samples.
From these examples, first consider the failure of the NRBFNP-RSC (i.e. the occurrence of an
infinite NMSE value), on the validation data set for a training length of 1000 samples: where
(as discussed in section 4.5.1) the first 1000 samples of range gate 15 were used as the training
data set, the second 1000 samples were used as the testing data set and the third 1000 samples
were used as the validation data set. From Figure 5.4 it can be seen that in the validation data
set for this example (between 2000 and 3000 samples) there are spikes that are much larger than
any of the samples in the training data set. Upon closer inspection of the NRBFNP-RSC used,
it was observed that the spikes in the validation data set (just after 2000 samples) were large
enough, and far enough away from the centres selected at random in the training data, to result
in all the kernel outputs being zero2, and thus an infinite NMSE value was encountered. In this
example there were no spikes in the testing data set, and therefore there was no problem with the
NMSE value for the testing data. The above explanation can also be applied to the occurrences
of the infinite NMSE value, for the testing and validation sets with a training length of 2000
samples, and for the validation set, with a training length of 6000 samples. Rather surprisingly,
for the case where the training length is 3000 samples, the largest spike (in between 6000 and
7000 samples) did not result in an infinite NMSE value for the validation data set. After closer
inspection of the NRBFNP-RSC, it was found that by chance the RSC method had picked
centres from the training data that were close enough to this large spike value to prevent all the
kernels from going to zero when this spike was read in, and thus the occurrence of an infinite
NMSE value was avoided: the training data set had fortunately contained large enough spikes
which allowed such centres to be selected.
An obvious approach to avoid the occurrence of infinite NMSE values would be to collect a big
enough training data set, which would hopefully contain a representative sample of all possible
clutter sample values. Centres could then be picked from the training data set in a fashion, so as
to ensure that they covered the dynamic range of samples in the training data set, and therefore,
2To within double precision accuracy on a Sun Sparc 10 workstation.
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also of the unseen clutter data. In a practical situation, at sea, this might involve re-training the
predictor when changes occurred in environmental conditions. This of course would only be
attempted if a NRBFNP could be used to perform better than a LP. If this was not the case, then
the simpler LP would be preferred.
A simplistic technique to avoid the occurrence of an infinite NMSE value was investigated for
the NRBFNP-RSC example already discussed above, for the prediction of the data in range
gate 15. This simplistic technique involved modifying the RSC centres selection method (this
new technique will be referred to as the modified-RSC method), so that the training data set
was scanned once from start to finish, and any value above a certain threshold (which will be
termed the spike threshold) was picked as the starting element of a centre vector: the scanning
continued from the end of each centre vector selected in this fashion, until the end of the training
data set was encountered. After scanning the training data set once for centres above the spike
threshold, centres were picked at random, using the usual RSC method. As with the RSC
method, the algorithm for the modified-RSC method was written to ensure that no centres were
selected more than once, to avoid ill-conditioning of the data matrix sent to the Householder
transform, during training.
Results are now reported for a NRBFNP, with centres selected using the modified-RSC method,
for training lengths of 2000 and 6000 samples, using the range gate 15 data set. An embed-
ding dimension of 20, an embedding delay of 1 sample, and 100 Gaussian kernels were used.
NRBFNP-RSC results obtained using the same embedding parameters and number of Gaussian
kernels are given in Appendix F. The NMSE results for both cases are presented in Table 5.1.
Training Spike Number of Training Testing Validation
length threshold spikes NMSE [dB] NMSE [dB] NMSE [dB]
2000 15 1 -6.906503 -2.917879 -3.878289
6000 35 3 -11.831847 -4.025095 -11.119162
Table 5.1: NRBFNP results forms range gate 15 data set, using the modified-RSC centres
selection technique. An embedding dimension of 20, an embedding delay of 1
sample and 100 Gaussian kernels were used in each case.
From Table 5.1 it can be seen that for the case with a training length of 2000 samples, the
spike threshold in the modified-RSC centres selection method was selected to be 15. This was
chosen by visual inspection of the training data set. If it was deemed beneficial, this technique
could be improved upon to perhaps use statistical measures of the signal to automate the se-
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lection of a suitable spike threshold. However, from the initial prediction analysis described in
section 5.2.2, the ms range gate data sets all appeared to be linearly predictable, and there-
fore such elaboration was not deemed necessary here. Nevertheless, for the case of a training
length of 2000 samples, this approach resulted in one centre position being picked, which had
a starting element above a value of 15. As can be seen, unlike the results for the corresponding
NRBFNP-RSC in Appendix F, no infinite NMSE value was encountered for either the testing
or validation data sets. Similar results were obtained for a training length of 6000 samples,
which used a spike threshold of 35, which was selected by visual inspection. For both cases of
training length, the results reported in Table 5.1 show that infinite NMSE values were avoided,
and so NRBFNP failure or breakdown was avoided. However, the simple modified-RSC tech-
nique, which was employed to avoid NRBFNP failure, only succeeded because there were large
enough spikes in the training data set which made it possible to select at least one centre from,
so that the larger spikes in the testing and validation sets did not cause all kernel outputs to be
zero. Unfortunately, the spikes in the testing and validation data sets, for the case with a training
length of 2000 samples, and in the testing data set, for the case with a training length of 6000
samples, were still that much bigger than the spikes in the training data set to degrade the pre-
dictor’s performance with respect to the training NMSE. Therefore, spikes present a problem to
NRBFNP’s. Such spikes also degrade UNRBFNP performance, however, these predictors do
not suffer from infinite NMSE values, as no kernel normalisation is performed.
In [14], Haykin also reported that spikes proved a problem for the task of sea clutter prediction.
However, the strategy he adopted to deal with spikes must be questioned in view of the claim
made by him that clutter is chaotic. Haykin effectively thresholded the training data, so that
any training sequences with sea spikes over a certain level were “edited” and not used. There
are two consequences to adopting this approach. The first consequence of removing such val-
ues from the training phase is that the predictor will not learn to recognise these spikes, and
could therefore mistake them for target signals. However, this may be acceptable in a practical
situation, where the predictor is part of a detector: false alarms, or mistaking clutter or noise
for real targets, is part and parcel of radar target detection systems, the aim is to minimise these
false alarms. The second consequence is far more serious for the clutter classification argument
Haykin put forward in the same paper. Haykin presented evidence to suggest that sea clutter is
a chaotic process, and in fact went so far as to say,
“...it can be said with confidence that sea clutter is a chaotic process.”
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However, if a global NLP cannot obtain better prediction performance than a global LP, this
would suggest a lack of evidence of underlying nonlineardynamics and thus a lack of evidence
of chaos: a discussion along these lines was given in section 4.1. Therefore, if spikes (and thus
spiky clutter as a whole) are not found to be nonlinearly predictable (as is the case reported
herein and by Haykin [14]), this would suggest that clutter is not a chaotic process. Spikes are
an artefact of the clutter signal and may not be regarded as noise or interference, and therefore
they may not be simply removed or thresholded from a signal classification perspective.
5.2.4 Further prediction analysis
From the experience gained with the prediction analysis of the Logistic map data and also the
Lorenz data, described in sections 4.6 and 4.7, respectively, the best prediction performance
in terms of NMSE does not always seem to coincide with a choice of embedding according to
Takens’ embedding theorem. Whether or not this is true for a wider range of chaotic signals,
and indeed, whether or not clutter is actually chaotic at all, it was considered prudent to further
investigate the predictability of clutter, using RBFNP’s with a wider range of embedding para-
meters, number of kernels, and prediction steps than already considered. Furthermore, Leung
and Lo [12] also adopted a trial and error approach to find the best embedding, and RBFNP
parameters for the sea clutter prediction problem.
As discussed in section 5.2.1, most ms range gate data sets had plots of mutual inform-
ation that were monotonically decreasing, however, a few had plots with discernible minima.
Therefore, for further analysis, two range gates were selected, one for each type of mutual
information result. Gate 14 was selected as an example of a gate with a monotonically de-
creasing mutual information plot. Gate 22 was selected as an example of a gate with a mutual
information plot with a noticeable minimum value.
Results for range gate 14
Figure 5.5 shows a plot of the time series in range gate 14, along with the mutual information
plot for this time series.
Further prediction results for range gate 14 are given in Figure 5.6. Figure 5.6(a) shows
NRBFNP-RSC results for NMSE vs number of kernels, where an embedding dimension of
20, an embedding delay of 1 sample, and a training length of 4000 samples were used. LP
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Figure 5.5: The wavetankms range gate 14 amplitude data set, (a) time series plot, (b)
mutual information plot.
results are also shown, for a 10 tap LP, which used a training length of 4000 samples. As can
be seen in this plot, the simple LP with 10 taps performed better than the NRBFNP-RSC for
each number of kernels considered. In fact, increasing the number of kernels above 60, did not
add any further NMSE improvement, and for 160 kernels and above, evidence of over-fitting
was observed. The reason for the poor performance of the NRBFNP-RSC on the testing data
was due to the large spike observed between 4000 and 8000 samples in Figure 5.5(a). The LP
did not appear to be adversely affected by this spike.
Figures 5.6(b), 5.6(c), and 5.6(d), show NRBFNP-RSC results for various embedding dimen-
sions, embedding delays and prediction steps3, respectively. As can be seen in each plot, the LP
always performed better than the NRBFNP-RSC, which provides further evidence to suggest
that the data is linearly predictable. The reason for the linear predictability of sea clutter is
investigated in section 5.4.
Results for range gate 22
Figure 5.7 shows a plot of the time series in range gate 22, along with the mutual information
plot for this time series.
Figure 5.7(a) is shown with the same signal amplitude axis range as in Figure 5.5(a). As can be
3The prediction step is equivalent to K in equation (4.3).
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Figure 5.6: Further prediction analysis of thems range gate 14 data set, using NRBFNP-
RSC’s with a training length of 4000 samples: (a) NMSE vs number of kernels
using an embedding dimension of 20, an embedding delay of 1 sample, and a pre-
diction step of 1 sample, (b) NMSE vs embedding dimension using 100 kernels, an
embedding delay of 1 sample, and a prediction step of 1 sample, (c) NMSE vs em-
bedding delay using an embedding dimension of 20, 100 kernels, and a prediction
step of 1 sample, (d) NMSE vs prediction step using an embedding dimension of
20, 100 kernels, and an embedding delay set equal to the prediction step. Linear
prediction results are also shown in each plot for a 10 tap LP which had a delay of
1 sample between each tap, a prediction step of 1 sample and a training length of
4000 samples.
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Figure 5.7: The wavetankms range gate 22 amplitude data set, (a) time series plot, (b)
mutual information plot.
seen from these two plots, the dynamic range in range gate 14 is far greater than that in range
gate 22: the range gate 22 data set is less spiky than the range gate 14 data set. Figure 5.7(b)
shows a plot of the mutual information for the data in range gate 22, with a first minimum value
at a delay of 9 samples.
Further prediction results for range gate 22 are given in Figure 5.8. Figure 5.8(a) shows
NRBFNP-RSC results for NMSE vs number of kernels, where an embedding dimension of 20,
an embedding delay of 1 sample, a prediction step of 1 sample, and a training length of 4000
samples were used. LP results are also shown, for a 10 tap LP, which used a training length of
4000 samples. Figure 5.8(b) shows NRBFNP-RSC results for NMSE vs embedding dimension,
where 100 kernels, an embedding delay of 1 sample, a prediction step of 1 sample, and a train-
ing length of 4000 samples were used. As can be seen from Figures 5.8(a) and 5.8(b), a simple
10 tap LP performed as well as or better than the NRBFNP-RSC’s considered. However, unlike
the results in Figures 5.6(a) and 5.6(b), where the NRBFNP-RSC’s were consistently observed
to perform less well than the 10 tap LP, in Figures 5.8(a) and 5.8(b) it can be seen that with a
large enough number of kernels and embedding dimension, the NRBFNP-RSC’s performed as
well as the LP. These results would suggest that the data is linearly predictable as opposed to
nonlinearly predictable, and that the NLP’s were simply acting as a LP. The fact that the NLP’s
did as well as the LP with this data set, and not so well with the range gate 14 data set can
be attributed to the presence of many large spikes in the range gate 14 data, and fewer spikes
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Figure 5.8: Further prediction analysis of thems range gate 22 data set, using NRBFNP-
RSC’s with a training length of 4000 samples: (a) NMSE vs number of kernels
using an embedding dimension of 20, an embedding delay of 1 sample, and a pre-
diction step of 1 sample, (b) NMSE vs embedding dimension using 100 kernels,
an embedding delay of 1 sample, and a prediction step of 1 sample, (c) NMSE vs
embedding delay using an embedding dimension of 20, 100 kernels, and a predic-
tion step of 1 sample, (d) NMSE vs prediction step using an embedding dimension
of 20, 100 kernels, and an embedding delay equal to the prediction step. Linear
prediction results are also shown in each plot for a 10 tap LP which had a delay of
1 sample between each tap, a prediction step of 1 sample and a training length of
4000 samples.
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in the range gate 22 data set: the presence of spikes in the range gate 14 data set degraded
NRBFNP-RSC performance, and this is why it could not perform as well as the LP. NLP’s
can only perform as well as a LP, if the data they are used on has a linear predictor function.
Figures 5.6(c) and 5.6(d), show NRBFNP-RSC results for various different embedding delays
and prediction steps, respectively. As can be seen in both plots, the LP always performed at
least as well as, or better than the NRBFNP-RSC, which provides further evidence to suggest
that the data is linearly predictable. As already mentioned, the reason why the sea clutter has a
linear predictor function is investigated in section 5.4.
5.2.5 Prediction of the quadrature channels
Figure 5.9 shows the mutual information plots for the quadrature4 channel data sets in range
gates 14 and 22. As can be seen, the first minimum in the mutual information plots, for all
the quadrature channels, in Figure 5.9 occurs at a delay of 4 samples. Compare these mutual
information plots with those for the amplitude signals, shown in Figures 5.5 and 5.7 for gates 14
and 22 respectively: the mutual information plot for the amplitude signal in gate 14 was found
to be monotonically decreasing, the mutual information for the amplitude signal in gate 22 had
a first minimum at a delay of 9 samples. The DML estimates for the quadrature channels are
given in Table 5.2.
Linear and nonlinear prediction was carried out on the quadrature channels of range gates 14
and 22. Nonlinear prediction was carried out using NRBFNP-RSC’s. Two different embedding
choices were used for the NRBFNP-RSC’s: one choice for the embedding parameters was
obtained from the DML values and mutual information plots for the quadrature channels, using
the criteria discussed in Chapter 2. The other choice for embedding was the same as that used
in the prediction of the corresponding amplitude signals in Figures 5.6 and 5.8. The prediction
results are given in Figures 5.10 and 5.11.
The prediction results show that, as with the amplitude data, the quadrature channel data is
linearly predictable. In fact, for range gates 14 and 22, the quadrature channel data is slightly
less predictable than the amplitude data. The NRBFNP-RSC’s were observed to have better
generalisation properties on the less spiky gate 22 data, than on the more spiky gate 14 data.
However, as the data has been found to be linearly predictable, this observation is moot.
4 i.e. the I (or in-phase) and Q (or quadrature-phase) channel components.
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Figure 5.9: Mutual information plots for thems range gate 14 (a) I channel, (b) Q chan-
nel, and range gate 22 (c) I channel, (d) Q channel.





Table 5.2: Maximum likelihood correlation dimension estimatesDML for the quadrature
channel signals in gate 14 and gate 22.
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  LP, train
  LP, test
  LP, valid
  NRBFNP−RSC, N=10, train  
  NRBFNP−RSC, N=10, test
  NRBFNP−RSC, N=10, valid
  NRBFNP−RSC, N=20, train
  NRBFNP−RSC, N=20, test
  NRBFNP−RSC, N=20, valid
(a)














  LP, train
  LP, test
  LP, valid
  NRBFNP−RSC, N=10, train  
  NRBFNP−RSC, N=10, test
  NRBFNP−RSC, N=10, valid  
  NRBFNP−RSC, N=20, train
  NRBFNP−RSC, N=20, test
  NRBFNP−RSC, N=20, valid
(b)
Figure 5.10: Prediction analysis of thems range gate 14 (a) I and (b) Q channel data
sets, using NRBFNP-RSC’s with embedding dimensions of 10 and 20. An embed-
ding delay of 4 samples was used with an embedding dimension of 10, and an
embedding delay of 1 sample was used with an embedding dimension of 20. For
each case of embedding dimension 100 kernels and a prediction step of 1 sample
were used. Results are also shown for a 10 tap LP with a delay of 1 sample
between each tap, and a prediction step of 1 sample.













  LP, train
  LP, test
  LP, valid
  NRBFNP−RSC, N=12, train  
  NRBFNP−RSC, N=12, test
  NRBFNP−RSC, N=12, valid
  NRBFNP−RSC, N=20, train
  NRBFNP−RSC, N=20, test   
  NRBFNP−RSC, N=20, valid
(a)













  LP, train
  LP, test
  LP, valid
  NRBFNP−RSC, N=13, train  
  NRBFNP−RSC, N=13, test
  NRBFNP−RSC, N=13, valid
  NRBFNP−RSC, N=20, train
  NRBFNP−RSC, N=20, test
  NRBFNP−RSC, N=20, valid
(b)
Figure 5.11: Prediction analysis of thems range gate 22 (a) I and (b) Q channel data
sets, using NRBFNP-RSC’s with embedding dimensions of 12 and 20 in (a) and
13 and 20 in (b). An embedding delay of 4 samples was used with embedding
dimensions of 12 and 13, and an embedding delay of 1 sample was used with an
embedding dimension of 20. For each case of embedding dimension 100 kernels
and a prediction step of 1 sample were used. Results are also shown for a 10 tap
LP with a delay of 1 sample between each tap and a prediction step of 1 sample.
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5.2.6 Recursive prediction
Recursive prediction was attempted on the amplitude and the in-phase data sets for range gates
14 and 22, as described below.
Recursive prediction was attempted for the gate 14 amplitude, the gate 14 in-phase, the gate
22 amplitude, and the gate 22 in-phase data sets using a LP with 10, 10, 16, and 12 taps
respectively. In all cases results were obtained for training lengths of 1000 samples up to 10,000
samples in steps of 1000 samples. A delay of 1 sample between each tap and a prediction step
of 1 sample were used for each LP.
Recursive prediction was also attempted for three types of NLP: an UNRBFNP-RSC, a NRBFNP-
RSC, and an approximately regularised UNRBFNP-RSC. Each NLP used a prediction step of 1
sample and 500 kernels. An embedding dimension of 10, 10, 16, and 12 were used for the gate
14 amplitude, the gate 14 in-phase, the gate 22 amplitude, and the gate 22 in-phase data sets re-
spectively, for each NLP. An embedding delay of 1 sample, 4 samples, 9 samples, and 4 samples
were used for the gate 14 amplitude, the gate 14 in-phase, the gate 22 amplitude, and the gate
22 in-phase data sets respectively, for each NLP. In all cases results were obtained for training
lengths of 2000 samples up to 10,000 samples, in steps of 1000 samples. The following range
of regularisation parameters were used in the approximately regularised UNRBFNP-RSC, for
each training length:  	 
 
 
    
 .
Recursive prediction was not successful for any of the above simulations. These results demon-
strate a lack of evidence of any underlying nonlinear dynamics for these wavetank clutter data
sets. In fact, combined with the results in sections 5.2.2 to 5.2.5, which have shown evidence
to suggest that the ms data sets have linear predictor functions, the data appears to be best
described as a linear process, contradicting the conclusion reached in [9, 12] that sea clutter has
a nonlinear predictor function, and which also contradicts the claim in [11, 13, 14, 17–21] that
sea clutter is a chaotic process with underlying nonlineardynamics.
5.3 Prediction of the rest of the wavetank data sets
This section discusses the predictability of the wavetank ms, ms, ms, ms,
ms, ms, ms, and ms wind speed data sets.
Figure 5.12 shows a plot of prediction results for the ms range gate data sets, using a 10
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tap LP, and a cubic VSFP with an embedding dimension of 10, and an embedding delay of 1
sample.

















VSFP, train  
VSFP, test
VSFP, valid
Figure 5.12: 1-step ahead prediction of thems range gate data sets. Results are shown
for a 10 tap LP, and a cubic VSFP with an embedding dimension of 10, and an
embedding delay of 1 sample. For each range gate data set, the prediction NMSE
result was obtained by using a training length of 10,000 samples, for both the LP,
and the VSFP.
An embedding delay of 1 sample was chosen, after consideration of the nonlinear prediction
results already discussed for the ms wavetank data sets, and the nonlinear prediction res-
ults in sections 4.6 and 4.7: an embedding delay of 1 sample has been shown to provide the
best NMSE results. As can be seen from Figure 5.12, the linear and nonlinear prediction results
were very similar. Although the VSFP results were consistently slightly better than the LP on
the training phase, the LP and VSFP errors were practically identical on the validation phase:
the VSFP could be said to be slightly over-fitting to the training data, but the fact that the LP and
VSFP results were similar on the validation data, suggests that the data has a linear predictor
function. Furthermore, this analysis was repeated (using a 10 tap LP, and a cubic VSFP with







 and ms data sets. Again, for these data
sets, the LP and VSFP results were very similar: the LP validation error results were always
as good as, or better than, the corresponding VSFP results. This evidence suggests that these
wind speed data sets also have a linear predictor function.
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5.4 Summary of prediction results for the wavetank data
Evidence has been found to suggest that the amplitude and quadrature channel wavetank data
sets have a linear predictor function. No evidence of underlying nonlinear dynamics was found
using recursive prediction. These results indicate that the wavetank clutter data is not a chaotic
process.
Having established the fact that the data is linearly predictable, the variation of predictability
with wind speed and across range gates can be illustrated with LP results. Figure 5.13 shows
prediction results for the amplitude signal, using a 10 tap LP, for all range gates in each wind
speed data set.
























Figure 5.13: Linear prediction results for wavetank amplitude data sets. Results obtained us-
ing a 10 tap LP, with a training length of 10,000 samples, for all range gates in
every wind speed data set.
As can be seen from Figure 5.13, in general, the higher wind speed data sets were more predict-
able than the lower wind speed data sets. There does not appear to be a simple relationship such
as the higher the wind speed, the more predictable the data. For instance, some range gates in
the ms data set were less predictable than corresponding5 range gates in lower wind speed
data sets. It should be noted that the result, in general, that as windspeed is increased (and
5The wavetank data sets were recorded using range gates that were approximately fixed in space: range cells
were reported to not move by more than a range cell between different wind speed data recordings. Therefore
an exact comparison between range cells for different wind speeds cannot be carried out, however, a reasonable
comparison can be.
114
Nonlinear prediction of sea clutter
thus sea state increases) clutter predictability increases, contradicts work done by Haykin and
Puthusserypady [21]. Haykin and Puthusserypady noticed that the positive Lyapunov exponent
estimates for their sea clutter data sets increased with sea state, and because the magnitude of
the largest Lyapunov exponent is inversely proportional to the prediction horizon of a chaotic
time series, they stated that this implies that clutter will become less predictable with increasing
sea state.
To further investigate the apparent linear predictability of the wavetank sea clutter data sets, and
to consider whether or not the compound K-distribution is an appropriate model for these data
sets, prediction analysis was carried out using a compound K-distributed surrogate data set of
the ms gate 14 amplitude data set.
The process for obtaining compound K-distributed surrogate data sets for any given (sea clutter)
amplitude data set, was detailed in Chapter 3. It was found that using a window of size 250
samples (i.e. 250ms), the gate 14 amplitude data set was locally Rayleigh distributed. This is
illustrated using a Weibull paper plot in Figure 5.14(a).

















Rayleigh, mean of 2  
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Figure 5.14: Obtaining surrogate data for thems gate 14 data, (a) Weibull paper plot,
and (b) gamma component ACF plots for the actual clutter and surrogate data
sets.
To obtain an estimate of the gamma component of the gate 14 amplitude data set, a sliding
window of length 250 samples was used to average out the Rayleigh speckle, and produce
gamma sample estimates. The shape parameter estimate for these gamma samples was obtained
using the method of moments, and was estimated to be 0.1. The scale parameter was estimated
to be 0.035. The ACF of these gamma samples was also estimated, and this is shown in Figure
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5.14(b) together with the ACF plot of the gamma component of the surrogate clutter data set.
As can be seen in Figure 5.14(b), the ACF of the gamma component of the actual clutter data
is not accurately represented by a decaying exponential function, which is the method adopted
in this thesis for modelling the correlation properties of the gamma component of a compound
K-distributed surrogate data set (see Chapter 3). Therefore, the correlation properties of the
gamma component of the actual data could only be approximated by the surrogate data set.
An IIR filter correlation coefficient of 0.99726 was chosen as a compromise between trying to
closely model the first 80 delays of the actual ACF, and avoiding too large a correlation length
for the surrogate data. The first 80 delays were recognised as being important6 as this was found
to be the length over which the speckle component had discernible correlations. The correlation
properties of the speckle component were estimated, as discussed in Chapter 3, for the first 80
delays. A 4096-long complex FFT (with zero-padding) was used to obtain the weights for the
speckle correlation filter Hw, discussed in Chapter 3, using the first 80 delays of the ACF of
the speckle component of the actual data. A good fit between the speckle complex ACF’s for
the actual and surrogate data sets was obtained over the first 20 samples, as is shown in Figure
5.15(a).



































Figure 5.15: Obtaining surrogate data for thems gate 14 data, (a) complex ACF of the
speckle component of the actual and surrogate clutter data sets, and (b) the amp-
litude surrogate data set.
6Due to the multiplicative nature of the compound K-distribution simulation technique, and assuming that the
speckle and chi (i.e square root of the gamma) components are independent, then the complex ACF of the compound
K-distribution is the product of the complex ACF of the speckle component and the chi ACF.
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Surrogate amplitude, in-phase, and quadrature-phase data sets were produced for the corres-
ponding ms gate 14 clutter data sets. Figure 5.15(b) shows a plot of the amplitude sur-
rogate data set for gate 14, which can be compared with a plot of the actual data set, given in
Figure 5.5(a).
Prediction analysis of the surrogate amplitude data set was carried out using a 10 tap LP, and
a NRBFNP-RSC with an embedding dimension of 20, 100 kernels, an embedding delay of 1
sample, and a prediction step of 1 sample. Results of this prediction analysis are given in Figure
5.16.
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Figure 5.16: 1-step ahead prediction analysis of thems gate 14 surrogate amplitude data
set, (a) linear prediction, (b) nonlinear prediction. A delay of 1 sample was used
between each LP tap.
As can be seen from Figure 5.16, there is a strong similarity between the prediction results
for the actual and surrogate clutter data sets. This evidence suggests that the compound K-
distribution is an appropriate model for the ms gate 14 data set. Moreover, it is suspected
that the (linear) correlations associated with the speckle component of the gate 14 data are the
source of its (linear) predictability. If this is the case then the variation in predictability that
was illustrated in Figure 5.13, across range for the different wind speed wavetank data sets, can
be attributed to corresponding changes in the correlation properties of the speckle component.
Further evidence to support this theory is now presented. Figure 5.17 shows the speckle com-
plex ACF plots for range gate 15 from the ms, and the ms wind speed data sets. The
ms data is uncorrelated, whereas the ms data has a correlated speckle component. As
can be seen in Figure 5.13, the ms gate 15 data set was not linearly predictable (NMSE was
117
Nonlinear prediction of sea clutter











 real  
Gate 15, 4ms
−1
 imaginary   
(a)












 real  
Gate 15, 12ms
−1
 imaginary  
(b)
Figure 5.17: Speckle complex ACF plots for range gate 15 from, (a) thems, and (b) the
ms wind speed data sets.
approximately 0dB), whereas the ms gate 15 data set waslinearly predictable (NMSE was
approximately -15dB).
The influence of speckle correlations is further illustrated by considering the difference between
the correlation properties of the ms gate 0 and ms gate 0 data sets, which is shown in
Figure 5.18. As can be seen in Figure 5.18(a), the complex speckle component of the ms









































Figure 5.18: The difference between the correlation properties of (a) the complex speckle com-
ponent, and (b) the amplitude component of thems gate 0 and thems
gate 0 wavetank data sets.
gate 0 data set is more correlated than that of the ms gate 0 data set, over the first 30 or so
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delays. These short-term correlation differences have a related effect on the correlation prop-
erties of the corresponding amplitude data sets, and a consequent effect on the predictability of
the ms and ms gate 0 amplitude data sets which were reported in Figure 5.13: the
NMSE for the ms gate 0 data set was approximately -12dB, whereas the NMSE for the
ms gate 0 data set was, approximately, only -4dB.
The above evidence suggests that the wavetank data sets can be well modelled by a compound
Gaussian, locally Rayleigh stochastic process, even if the overall process is not K-distributed.
For example, Noga [39] found that the underlying component of the sea clutter he analysed was
better modelled by a lognormal distribution than by the gamma distribution.
The prediction results for the wavetank data sets are now summarised.
 The amplitude and quadrature channel data sets were found to be linearly predictable
 A compound Gaussian stochastic model was found to be a suitable model
 The linear predictability was found to be associated with the correlation properties of the
speckle component of the compound Gaussian model
 The variation in predictability across range gates, and/or, between windspeed data sets
was due to a corresponding variation in the correlation properties of the speckle compon-
ent
To establish the factors that cause a variation in the correlation properties of the speckle com-
ponent, a more thorough experimental set-up would be required. For instance, fixed range gates
would need to be used for the different windspeed conditions, and quantities such as sea sur-
face wave height and wavelength (with respect to the range gate positions) should be recorded
to see if there is any correlation between these measurements, and the variation of predictability
across range.
At this point it should be noted that although the results presented for the wavetank data sets
appear to suggest that the data sets are linearly predictable, and are best modelled by a stochastic
(locally Rayleigh) compound model, such as the compound K-distribution, rather than as a
chaotic process, there are two important differences between the collection of the wavetank data
and the collection of the data analysed by the researchers who found evidence to suggest that
clutter is nonlinearly predictable and chaotic. The first difference is that polarisation agility was
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used in the collection of the wavetank data, but not by the researchers who found evidence that
clutter is chaotic. However, this is not considered significant, as this agility was not randomised,
but applied in a known sequence. The second difference is that pulse compression [43, 126]
was used in the collection of the wavetank data, but not used by the researchers who found
evidence of chaotic behaviour in their sea clutter data sets. Pulse compression is a technique
used to achieve a higher resolution in range (i.e. a shorter transmitted pulse width). It may
be possible that the operation of pulse compression could mask or remove any evidence of
nonlinear predictability, and of chaotic behaviour. Furthermore, the area illuminated on the
sea surface is proportional to the width of the uncompressed pulse, and not to the width of
the compressed pulse. To further investigate whether or not pulse compression is responsible
for the removal of the nonlinear predictability of clutter, it is suggested that experiments be
carried out using two radars: one which employs pulse compression to obtain sea clutter data at
a certain range resolution, the other which does not employ pulse compression to obtain clutter
at the same resolution.
Apart from the difference in radar parameters used to collect the wavetank data, it should also
be pointed out that the wavetank in which the data sets were collected might not accurately
represent conditions at sea. For example, the effects of gravity waves on the collection of sea
clutter may not be well modelled in the experimental set-up of the wavetank. This could be a
further reason why no chaotic behaviour has been detected. However, to counter this argument,
the popular compound K-distribution model of sea clutter provides a suitable model for the
wavetank data, suggesting that perhaps conditions at sea have been represented accurately.
One final note, to complement the above comparison of data sets, is to make the following
observation. The data sets analysed in [9, 12–18], for evidence of nonlinear predictability and
of chaotic dynamics (using recursive prediction) all appeared to be much less spiky than the
wavetank data analysed in this thesis. This is despite spiky data being available to the research-
ers whose work is referenced in [9, 12–18]. Spiky data sets, with similar time histories to some
of the wavetank data sets were presented in [62]. These data sets were collected using the IPIX
radar facility which is available to the researchers whose work is referenced in [9, 12–18]. This
discussion is also relevant to the observations made about the detrimental effect spikes were
observed to have on a NRBFNP, as discussed in section 5.2.
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5.5 Prediction of the Dawber data sets
This section discusses the prediction of the Dawber amplitude and quadrature channel data sets,
which are discussed in Appendix A.
5.5.1 Time series plots, mutual information plots, and correlation dimension es-
timates for the amplitude data sets
Time series and mutual information plots for the Dawber amplitude data sets are given in Figure
5.19.




































































Figure 5.19: The Dawber HH amplitude data, (a) time series plot, (b) mutual information plot,
and the Dawber VV amplitude data, (c) time series plot, (d) mutual information
plot.
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The mutual information plots for both Dawber data sets were found to be monotonically de-
creasing. Table 5.3 shows the correlation dimension estimates for the Dawber amplitude data
sets.
Data set Correlation dimension
HH 7.46876
VV 3.45714
Table 5.3: Maximum likelihood correlation dimensionDML estimates for the Dawber amp-
litude sea clutter data sets.
5.5.2 Prediction of the amplitude data
Initial prediction results, see Figure 5.20, for the Dawber amplitude data sets gave evidence
which suggested that these data sets have a linear predictor function. An embedding delay of
1 sample was used for this analysis, as the mutual information plots in Figure 5.19 were found
to be monotonically decreasing, and an embedding delay of 1 sample has been shown to be the
optimal choice for the prediction of the signals so far considered in this thesis.




















































Figure 5.20: Initial 1-step ahead prediction analysis of the (a) Dawber HH and (b) Dawber VV
amplitude data sets, using NRBFNP-RSC’s with 100 kernels and an embedding
delay of 1 sample. An embedding dimension of 17 was used for the analysis in
(a), whilst an embedding dimension of 10 was used for the analysis in (b). Results
are also shown for a 10 tap LP.
NRBFNP-RSC prediction results were recorded for a range of embedding parameters, number
of kernels and prediction steps, to determine if a NRBFNP-RSC could outperform a LP. These
results are presented in Figure 5.21.
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Figure 5.21: Further prediction analysis of the Dawber amplitude data sets, using NRBFNP-
RSC’s with a training length of 3000 samples: (a) NMSE vs number of kernels
using an embedding dimension of 17 for the HH data and 10 for the VV data,
with an embedding delay of 1 sample, and a prediction step of 1 sample for both
data sets, (b) NMSE vs embedding dimension using 100 kernels, an embedding
delay of 1 sample, and a prediction step of 1 sample for both data sets, (c) NMSE
vs embedding delay using an embedding dimension of 17 for the HH data and 10
for the VV data, with 100 kernels, and a prediction step of 1 sample for both data
sets, (d) NMSE vs prediction step using an embedding dimension of 17 for the HH
data and 10 for the VV data, with 100 kernels, and an embedding delay equal to
the prediction step for both data sets. Linear 1-step ahead prediction results are
also shown in each plot for a 10 tap LP (with a 1 sample delay between each tap
input) which had a training length of 3000 samples.
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Results are also presented for a simple LP with 10 taps. The results in Figure 5.21 show that
for a number of different parameter combinations, the performance of the simple 10 tap LP was
always as good as, or better than, a NRBFNP-RSC, for both the HH and VV data sets. This
evidence suggests that both data sets have a linear predictor function. Also note from Figure
5.21, that the HH data was less predictable than the VV data. A discussion of the source of the
predictability of the Dawber data sets is given in section 5.5.5.
Note that in Figures 5.21(c) and 5.21(d), some very large positive NMSE values were en-
countered. These values were encountered due to the ill-conditioning of the data matrix. Ill-
conditioning was mentioned in section 4.4.5, and as also mentioned in section 4.4.5, singular
value decomposition can be used instead of the Householder transform to avoid the problems
associated with an ill-conditioned data matrix, such as the spurious large positive NMSE values
mentioned above. This is demonstrated in Figure 5.22.






































Figure 5.22: Using singular value decomposition to solve for a NRBFNP-RSC’s output layer
weights when the data matrix is ill-conditioned. Results are shown in (a) for the
HH amplitude data and in (b) for VV amplitude data. NMSE vs embedding delay
results obtained using a NRBFNP-RSC with an embedding dimension of 17 for
the HH data and 10 for the VV data, with 100 kernels, and a prediction step of 1
sample were used for both data sets.
The results in Figure 5.22 confirm that the spurious results obtained in Figure 5.21(c) were
due to ill-conditioning. The spurious results in Figure 5.21(d) were also attributed to ill-
conditioning.
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5.5.3 Time series plots, mutual information plots, and correlation dimension es-
timates for the quadrature channel data sets
Time series and mutual information plots for the in-phase HH and VV data sets are given in
Figure 5.23.




































































Figure 5.23: The Dawber HH in-phase data, (a) time series plot, (b) mutual information plot,
and the Dawber VV in-phase data, (c) time series plot, (d) mutual information
plot.
A minimum was discernible in both mutual information plots, at a delay of 57 samples for
the HH in-phase channel mutual information plot, and for a delay of 50 samples for the VV
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in-phase channel mutual information plot. Correlation dimension estimates for the Dawber
quadrature channel data sets are given in Table 5.4.





Table 5.4: Maximum likelihood correlation dimensionDML estimates for the Dawber quad-
rature channel sea clutter data sets.
5.5.4 Prediction of the quadrature channels
Initial prediction results, see Figure 5.24, for the Dawber in-phase channel data sets gave evid-
ence which suggested that these data sets have a linear predictor function. An embedding delay
of 1 sample was used for this analysis, as this has been shown to be the optimal choice for the
prediction of the signals so far considered in this thesis.










































Figure 5.24: Initial 1-step ahead prediction analysis of the (a) Dawber HH and (b) Dawber
VV in-phase data sets, using NRBFNP-RSC’s with 100 kernels and an embedding
delay of 1 sample. An embedding dimension of 14 was used for the analysis in
(a), whilst an embedding dimension of 10 was used for the analysis in (b). Results
are also shown for a 10 tap LP.
In Figure 5.25 NRBFNP-RSC results are shown for a range of embedding parameters, number
of kernels, and prediction steps.
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Figure 5.25: Further prediction analysis of the Dawber in-phase data sets, using NRBFNP-
RSC’s with a training length of 3000 samples: (a) NMSE vs number of kernels
using an embedding dimension of 14 for the HH data and 10 for the VV data,
with an embedding delay of 1 sample, and a prediction step of 1 sample for both
data sets, (b) NMSE vs embedding dimension using 100 kernels, an embedding
delay of 1 sample, and a prediction step of 1 sample for both data sets, (c) NMSE
vs embedding delay using an embedding dimension of 14 for the HH data and 10
for the VV data, with 100 kernels, and a prediction step of 1 sample for both data
sets, (d) NMSE vs prediction step using an embedding dimension of 14 for the HH
data and 10 for the VV data, with 100 kernels, and an embedding delay equal to
the prediction step for both data sets. Linear 1-step ahead prediction results are
also shown in each plot for a 10 tap LP (with a 1 sample delay between each tap
input) which had a training length of 3000 samples.
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Results are also presented for a simple LP with 10 taps. The results in Figure 5.25 show that
for a range of different parameter combinations, the performance of the simple 10 tap LP was
always as good as, or better than a NRBFNP-RSC, for both the HH and VV in-phase channel
data sets. This evidence suggests that both data sets have a linear predictor function. The
spurious large values of NMSE in Figures 5.25(c) and 5.25(d) are a result of ill-conditioning,
as discussed in section 5.5.2.
5.5.5 Surrogate prediction
To further investigate the apparent linear predictability of the Dawber sea clutter data sets,
prediction analysis was carried out using compound K-distributed surrogate data sets of the
Dawber VV data sets.
The process for obtaining a compound K-distributed surrogate data set for any given (sea clut-
ter) data set, was detailed in Chapter 3. It was found that using a window of size 5000 samples
(i.e. 250ms), the Dawber VV amplitude data set was locally Rayleigh distributed. This is
illustrated using a Weibull paper plot in Figure 5.26(a).
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Figure 5.26: Obtaining surrogate data for the Dawber VV data, (a) Weibull paper plot, and (b)
gamma component ACF plots for the actual and surrogate clutter data sets.
To obtain an estimate of the gamma component of the Dawber VV amplitude data set, a sliding
window of length 5000 samples was used to average out the Rayleigh speckle, and produce
gamma sample estimates. The shape parameter estimate for these gamma samples was obtained
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using the method of moments, and was estimated to be 23. The scale parameter was estimated
to be 661. The ACF of these gamma samples was also estimated, and this is shown in Figure
5.26(b) together with the ACF plot of the gamma component of the surrogate clutter data set.
As can be seen in Figure 5.26(b), the ACF of the gamma component of the actual clutter data
is not accurately represented by a decaying exponential function, which is the method adopted
in this thesis for modelling the correlation properties of the gamma component of a compound
K-distributed surrogate data set (see Chapter 3). Therefore, the correlation properties of the
gamma component of the actual data could only be approximated by the surrogate data set.
An IIR correlation coefficient of 0.99979999 was chosen as a compromise between trying to
closely model the first 440 delays of the actual ACF, and avoiding too large a correlation length
for the surrogate data. The first 440 delays were recognised as being important as this was found
to be the length over which the speckle component had discernible correlations. The correlation
properties of the speckle component were estimated, as discussed in Chapter 3, for the first 440
delays. A 4096-long complex FFT (with zero-padding) was used to obtain the weights for the
speckle correlation filter Hw, discussed in Chapter 3, using the first 440 delays of the ACF of
the speckle component of the actual data. A reasonable fit between the speckle complex ACF’s
for the actual and surrogate data sets was obtained over the first 100 samples, as is shown in
Figure 5.27(a).
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Figure 5.27: Obtaining surrogate data for the Dawber VV data, (a) speckle complex ACF of
the actual and surrogate clutter data sets, and (b) the amplitude surrogate data
set.
Surrogate amplitude, in-phase, and quadrature-phase data sets were produced for the corres-
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ponding Dawber VV clutter data sets. Figure 5.27(b) shows a plot of the amplitude surrogate
data set, which can be compared with a plot of the actual data set, given in Figure 5.19(c).
Prediction analysis of the surrogate amplitude data set was carried out using a 10 tap LP, and
a NRBFNP-RSC with an embedding dimension of 10, 100 kernels, an embedding delay of 1
sample, and a prediction step of 1 sample. Results of this prediction analysis are given in Figure
5.28.
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Figure 5.28: 1-step ahead prediction analysis of the Dawber VV surrogate amplitude data set,
(a) linear prediction, (b) nonlinear prediction.
As can be seen from Figure 5.28, the surrogate data set was found to be less predictable than
the actual clutter data set. At first it might be thought that this implies that the compound K-
distribution is not an appropriate model for the Dawber VV data. However, from the evidence
in Figure 5.26(a) it would appear that the Dawber VV data is at least a locally Rayleigh (i.e. a
compound Gaussian) process. It may be that the mean level of the locally Rayleigh component
of the Dawber VV data does not have a chi-distributed mean level, and therefore the compound
K-distribution would not be an appropriate model for the data: for example Noga [39] found
that a locally Rayleigh process with a lognormal distributed mean level better fitted the sea
clutter available to him, than did a locally Rayleigh process with a chi-distributed mean level.
However, the high PRF (20 times that used for the collection of the wavetank data), and the
short data record (less than the number of samples collected in each range cell of the wavetank
data sets), are thought to be responsible for the inability to obtain a reasonable estimate for the
average complex ACF of the speckle component of the Dawber data. This poor estimation of
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the speckle ACF is thought to be the reason why there is a lack of correspondence between
the prediction results for the actual and surrogate data sets. Therefore, evidence has not been
presented to suggest that the compound K-distribution is an appropriate model for the Dawber
VV data, although evidence has been presented which suggests that the data can be modelled
as a compound Gaussian process. In which case, the linear predictability of the Dawber data
sets discussed in sections 5.5.2 and 5.5.4 can be associated with Gaussian correlations.
5.5.6 Recursive prediction
Recursive prediction was initially carried out on the in-phase Dawber VV data set, as this was
found to be the most predictable data set (of all the Dawber amplitude and quadrature channel
data sets), and it had a discernible mutual information minimum value.
Recursive prediction was attempted for the Dawber VV in-phase data set using the following
predictors. A LP with 10 taps, a 1 sample delay between each tap, and a prediction step of 1
sample, for training lengths of 1000 up to 10,000 samples, in steps of 1000 samples. Addition-
ally, LP simulations were run with exactly the same parameters as those above, except a delay
of 50 samples was used between each tap. Three types of NLP were used: an UNRBFNP-RSC,
a NRBFNP-RSC and an approximately regularised UNRBFNP-RSC. Each NLP used an em-
bedding dimension of 10, an embedding delay of 50 samples and a prediction step of 1 sample.
These embedding parameters were chosen using the criteria given in Chapter 2. Each NLP used
500 kernels. Recursive prediction results were obtained for the NLP’s using training lengths
of 2000 up to 10,000 samples, in steps of 1000 samples. The following range of regularisa-
tion parameters were used in the approximately regularised UNRBFNP-RSC, for each training





Recursive prediction was not successful for any of the LP, UNRBFNP-RSC or approximately
regularised UNRBFNP-RSC simulations. Recursive prediction was successful for 2 NRBFNP-
RSC simulations: for training lengths of 6000 and 8000 samples. However, although recursive
prediction worked, the recursively predicted signal clearly did not represent the original Dawber
VV in-phase data set. This is illustrated in Figure 5.29.
As some success was encountered for recursive prediction with the embedding criteria of
Chapter 2, it was decided that a trial and error approach (towards the selection of the em-
bedding parameters of a NRBFNP-RSC) would be used to try and find out if a NRBFNP-RSC
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Figure 5.29: Recursive prediction of the Dawber VV in-phase data set. Results are shown for
a NRBFNP-RSC with an embedding dimension of 10, an embedding delay of 50
samples, and prediction step of 1 sample, for 2 different training lengths: (a) 6000
samples, and (b) 8000 samples.
could achieve better recursive prediction results than those illustrated in Figure 5.29. NRBFNP-
RSC simulations were run with an embedding dimension of 10, 500 kernels, a prediction step
of 1 sample, and embedding delays of 1 sample, 2 samples,...,10 samples. For each differ-
ent embedding delay, simulations were run for training lengths of 1000 samples up to 10,000
samples in steps of 1000 samples. Promising recursive prediction results were obtained for an
embedding delay of 8 samples, and a training length of 4000 samples. This result is shown in
Figure 5.30.
The recursively predicted time series shown in Figure 5.30(a) looks similar to the actual time
series, and it certainly is an improvement on the results obtained in Figure 5.29. Upon closer
inspection, see Figure 5.30(b), it can be seen that there is no prediction horizon associated
with the recursively predicted time series, i.e. the original and recursively predicted time series
diverge from the first recursively produced sample.
Using the NRBFNP-RSC with an embedding delay of 10, 500 kernels, an embedding delay of 8
samples, a prediction step of 1 sample, and a training length of 4000 samples, 25600 (the length
of the Dawber data sets) samples were recursively predicted. From this recursively produced
time series, the mutual information was plotted, see Figure 5.31, and the maximum likelihood
correlation dimension was estimated as 4.50538.
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Figure 5.30: Recursive prediction of the Dawber VV in-phase data set. Results are shown for
a NRBFNP-RSC, with an embedding dimension of 10, 500 kernels an embedding
delay of 8 samples, and prediction step of 1 sample, for a training length of 4000
samples: (a) first 4000 recursively predicted samples, (b) first 600 recursively
predicted samples.


















Figure 5.31: Mutual information plot of the recursively predicted time series which was pro-
duced using a NRBFNP-RSC with an embedding dimension of 10, 500 kernels, an
embedding delay of 8 samples, a prediction step of 1 sample, and a training length
of 4000 samples. 25600 samples were used to estimate the mutual information.
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As can be seen from Figures 5.31, and 5.23(d), there is a significant difference between the
mutual information plots of the recursively predicted and actual Dawber in-phase time series,
respectively. This suggests that the actual clutter and recursively predicted data sets have differ-
ent properties (i.e. different dynamics). Also note the difference in the correlation dimension
estimate for the recursively predicted time series, with that given for the actual time series in
Table 5.4. The difference in the mutual information plots for the original, and recursively pre-
dicted time series, would suggest that these two signals are significantly different. Furthermore
the difference in correlation dimension might be taken as evidence that the recursively predicted
time series does not share the same dynamics as the actual time series, if indeed the actual time
series is chaotic and hasassociated dynamics. Before coming to a conclusion on the evidence
of the underlying dynamics of the Dawber sea clutter data sets, it was decided that the other
Dawber data sets would also be analysed for evidence of underlying dynamics.
The NMSE training, testing, and validation errors for the NRBFNP-RSC with an embedding
dimension of 10, 500 kernels, an embedding delay of 8 samples, a prediction step of 1 sample,
and a training length of 4000 samples, were -19.701821dB, -12.945741dB, and -10.630493dB,
respectively. These values support the observation already made in section 5.5.4, that the pre-
dictor function for the Dawber quadrature channel data sets is linear: see the LP results in
Figure 5.25.
Recursive prediction was attempted using NRBFNP-RSC’s with embedding dimensions of 10,
14, and 14 for the Dawber VV amplitude, the Dawber HH in-phase and the Dawber HH
amplitude data sets, respectively. For the recursive prediction of each data set the following
NRBFNP-RSC parameters were used: 500 kernels, a prediction step of 1 sample, and em-
bedding delays of 1 sample, 2 samples,..., 10 samples. For each different embedding delay,
simulations were run for training lengths of 1000 samples up to 10,000 samples, in steps of
1000 samples.
Recursive prediction was successful for certain embedding delays and training lengths for the
Dawber VV amplitude and Dawber HH in-phase data sets. However, as with the initial Dawber
VV in-phase recursive prediction results shown in Figure 5.29, the recursively predicted data
was not a very good representation of the actual time series. No successful recursive prediction
results were obtained for the Dawber HH amplitude data set.
To summarise, the recursive prediction results for the Dawber amplitude and quadrature channel
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data sets would seem to suggest that the Dawber data sets do not have any underlying dynamics.
The reasons for this assertion are now discussed. For all the data sets analysed using recursive
prediction, a successful, reasonably fair representation of the original signal was not achieved
using Takens’ embedding delay theorem. Takens’ theorem is a known sufficient condition for
dynamical reconstruction of chaotic signals (assuming a smooth observation map), and it was
shown to be sufficient for the recursive prediction of Lorenz data, even when it was embedded
in noise. Furthermore, in only 1 out of 4 data sets analysed was there achieved a reasonably fair
recursively predicted representation of the original signal, and this was shown to have different
properties to the original signal. Moreover, for the recursively predicted signal, given in Figure
5.30, there was no evidence of a prediction horizon, which is a characteristic of chaotic signals.
What these results seem to point to, is that the underlying dynamics could not be captured,
because there were no underlying dynamics to capture. This would support the conclusions
reached in section 5.5.5, about the linear stochastic nature of the Dawber sea clutter data sets.
5.6 Summary of results for the Dawber data sets
The prediction results presented in sections 5.5.2 and 5.5.4, for the Dawber HH and VV amp-
litude and quadrature channel data sets suggest that these data sets have a linear predictor func-
tion. This evidence, combined with the lack of evidence in section 5.5.6 for the existence
of underlying dynamics, would suggest that the Dawber sea clutter data sets are not chaotic.
Indeed, evidence was presented in section 5.5.5 which suggested that a compound Gaussian
stochastic model was more appropriate.
A possible explanation for the lack of evidence of underlying dynamics might be that the range
resolution of the radar used to collect the Dawber data sets was too low. The range resolution
of the radar was 1s. However, in [21] Haykin and Puthusserypady found evidence of chaotic
dynamics with data that used a radar with a range resolution of 2s. Therefore, the resolution
was not considered to be a reason for the lack of evidence of chaotic dynamics. Besides, if all7
clutter is a chaotic process, this should be evident not only at high but also at low resolutions.
Another reason for the lack of evidence of underlying nonlinear dynamics and chaotic beha-
viour could be due to the fact that the Dawber data records represent only a very short time
7 i.e. that there exists a nonlinear deterministic mechanism responsible for the generation of all clutter, which is
what is claimed by Haykin and Puthusserypady.
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period, spanning only 1.28 seconds. These clutter data record lengths are much shorter than
those analysed, for example, by Haykin and Puthusserypady [21] for evidence of chaotic be-
haviour, who used data records which lasted for between 25 and 50 seconds. In other words,
the Dawber data sets may appear to be linear over short time periods, such as 1.28 seconds,
but over longer time periods nonlinear, chaotic behaviour might be detected. This discussion
is similar to that given in section 4.1, about the use of locally linear predictors by Casdagli, to
predict Lorenz data. From a practical perspective, it is significant that chaotic behaviour cannot
be detected during a period of 1.28 seconds. For example, in a scanning radar the dwell time is
typically on the order of a few milliseconds, and if chaotic behaviour is not observable during
periods on the order of a second, but only over longer time periods, then chaotic behaviour
could not be exploited to improve the performance of scanning radars. In other words, the
debate over whether or not clutter is chaotic would be irrelevant for scanning radars.
5.7 Chapter summary
A comprehensive prediction analysis of the wavetank and Dawber sea clutter data sets was
presented in this chapter. These clutter data sets were collected using a land-based radar that
was operated in a dwelling mode, that is, with the antenna pointing towards a patch of sea
surface along a fixed direction. The prediction analysis of the wavetank and Dawber data sets
was carried out using global linear and nonlinear predictors on the in-phase, quadrature-phase,
and amplitude channels of the radar data sets. In particular the nonlinear prediction analysis
was carried out using RBFNP’s with a wide range of embedding dimensions, number of ker-
nels, embedding delays, and prediction steps. This nonlinear prediction analysis included using
embedding parameters which adhered to Takens’ embedding theorem for dynamical recon-
struction. Results were presented which showed that the wavetank and Dawber data sets have
linear predictor functions. Additionally, recursive prediction was carried out on these clutter
data sets which demonstrated a lack of evidence of any underlying nonlinear dynamics. These
results suggest that the wavetank and Dawber data sets are not examples of chaotic time series.
Indeed, evidence was presented which showed that a compound Gaussian stochastic model is
appropriate for the wavetank and Dawber clutter data sets. Furthermore, these results are in
contrast to those published during the last 10 years by Simon Haykin and his co-workers, who
have argued and provided evidence to support the following:
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 that sea clutter has a nonlinear predictor function,
 that the underlying dynamics of sea clutter can be modelled using a nonlinear network
(in recursive prediction mode), and
 that sea clutter is a chaotic process.
The data sets used to come to these conclusions were collected using a land-based radar oper-
ated in a dwelling mode. Despite collecting data using the same radar mode, it was pointed out
that there were differences, in terms of radar and environmental parameters, between Haykin
and his co-workers’ clutter data sets, and the clutter data sets described in Appendix A. It was
stated that these differences might be responsible for the lack of evidence of chaotic behaviour.
In the case of the wavetank data sets, chaotic behaviour may have been concealed due to pulse
compression. In the case of the Dawber data sets, chaotic behaviour may not have been noticed
because the data sets analysed were collected during a much shorter time period than those
analysed by Haykin and his co-workers, and they could just represent a locally linear section of
an overall nonlinear process.
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further analysis
6.1 Introduction
The purpose of this chapter is to investigate if there are nonlinearities in the sea clutter data
sets, which are described in Appendix A, that were not identified in the prediction analysis
reported in Chapter 5. This is done as follows. In section 6.2 and 6.3, filters are applied to the
clutter data sets, in order to try and reduce noise effects such as receiver and quantisation noise.
Prediction analysis is then carried out on the filtered time series. In section 6.2 a smoothing filter
is applied to the clutter, and in section 6.3 a linear phase FIR lowpass filter is used. Haykin and
Puthusserypady [21] used these filtering techniques when calculating the chaotic invariants of
their clutter data, however, they did not carry out a prediction analysis on their filtered clutter. In
section 6.4 a novel structure for a forward-backward [116] RBFNP is presented, and forward-
backward linear and nonlinear prediction of sea clutter is reported. A chapter summary is
presented in section 6.5.
6.2 Applying a Smoothing filter to the clutter data before predic-
tion analysis
In their analysis of sea clutter [21], Haykin and Puthusserypady used the simple smoothing
filter, given in equation (6.1), to reduce the effect of experimental noise, and to obtain the
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This smoothing filter was applied to the Dawber VV amplitude and in-phase channel data sets.
The PSD plots for the un-smoothed and smoothed data sets are given in Figure 6.1.
The mutual information plots for the smoothed data sets are given in Figure 6.2. It can be seen
there are no significant differences between these plots and those for the un-smoothed data sets,
given in Figures 5.19(d) and 5.23(d) for the amplitude and in-phase data sets, respectively.
Correlation dimension estimates for the smoothed data sets are presented in Table 6.1. For
convenience, the estimates already presented for the un-smoothed Dawber data sets are repeated
again in Table 6.1.
Data set Correlation dimension
VV amplitude 3.45714
VV amplitude smoothed 3.91139
VV in-phase 3.47368
VV in-phase smoothed 4.39024
Table 6.1: Maximum likelihood correlation dimensionDML estimates for the smoothed Daw-
ber sea clutter data sets.
Initial prediction results for the smoothed data sets are given in Figure 6.3. An embedding delay
of 1 sample was used as for all previous analysis presented in this thesis it produced the best
prediction performance, given all other parameters were constant. The correlation dimension
estimates in Table 6.1 were used to select a suitable embedding dimension. As can be seen
in Figure 6.3, LP results were always as good as, or better than the NLP results. In fact, the
generalisation properties of the NRBFNP-RSC were much poorer than those of the LP. The
generalisation properties of the NRBFNP-RSC for the un-smoothed Dawber VV amplitude
data set, see Figure 5.20, were poorer than for the LP, and these poor generalisation properties
appear to have been amplified after applying the smoothing filter.
A more rigorous prediction analysis was carried out for a variation of NRBFNP-RSC free
parameters. These results are given in Figure 6.4. The results given in Figure 6.4 provide
evidence to suggest that the smoothed data sets have a linear predictor function. The spurious
large NMSE values in Figures 6.4(c) and 6.4(d) are a result of ill-conditioning. This matter was
discussed in section 5.5.2.
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Figure 6.1: PSD’s for (a) the smoothed, and (b) the un-smoothed Dawber VV amplitude data,
and for the (c) smoothed, and (d) the un-smoothed Dawber VV in-phase data.
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Figure 6.2: Mutual information plots for (a) the smoothed Dawber VV amplitude data, and (b)
the smoothed Dawber VV in-phase data.
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Figure 6.3: Initial 1-step ahead prediction analysis of the (a) smoothed Dawber VV amplitude
and (b) smoothed Dawber VV in-phase data sets, using a NRBFNP-RSC with an
embedding dimension of 10, 100 kernels and an embedding delay of 1 sample.
Results are also shown for a 10 tap LP with a delay of 1 sample between each tap.
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Figure 6.4: Further prediction analysis of the smoothed Dawber VV amplitude (VV) and in-
phase (VV-I) data sets, using NRBFNP-RSC’s with a training length of 3000
samples: (a) NMSE vs number of kernels using an embedding dimension of 10,
an embedding delay of 1 sample, and a prediction step of 1 sample for both data
sets, (b) NMSE vs embedding dimension using 100 kernels, an embedding delay of
1 sample, and a prediction step of 1 sample for both data sets, (c) NMSE vs embed-
ding delay using an embedding dimension of 10, 100 kernels, and a prediction step
of 1 sample for both data sets, (d) NMSE vs prediction step using an embedding
dimension of 10, 100 kernels, and an embedding delay equal to the prediction step
for both data sets. Linear 1-step ahead prediction results are also shown in each
plot for a 10 tap LP (with a 1 sample delay between each tap input) which had a
training length of 3000 samples.
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6.3 Applying a Linear phase finite impulse response lowpass filter
to the clutter before prediction analysis
In addition to the smoothing filter discussed in section 6.2, Haykin and Puthusserypady [21]
used a finite impulse response (FIR) [127] filter to suppress noise, in their analysis (from a
chaos theory perspective) of sea clutter. Therefore, this type of filter was also used, to see if it
could suppress noise and improve clutter predictability, and if it could be used to uncover any
hidden nonlinearities. Haykin and Puthusserypady used a linear phase FIR filter with 100 taps,
and a low frequency passband which was chosen in an attempt to suppress noise, but which
would avoid altering the spectra of the actual clutter data. For the analysis in this thesis, the
Dawber VV amplitude and in-phase data sets were filtered using a lowpass linear phase FIR
filter with 101 taps, and a cut-off frequency of 0.05 normalised frequency. The corresponding
filtered PSD plots, along with the PSD plots for the un-filtered Dawber data sets are given in
Figure 6.5.
The mutual information plots for the filtered data sets are given in Figure 6.6. It can be seen
there are no significant differences between these plots, and those for the un-filtered data sets,
given in Figures 5.19(d) and 5.23(d) for the amplitude and in-phase data sets, respectively.
Correlation dimension estimates for the filtered data sets are presented in Table 6.2. For con-
venience, the estimates already presented for the un-filtered Dawber data sets are repeated again
in Table 6.2.
Data set Correlation dimension
VV amplitude 3.45714
VV amplitude filtered 6.33334
VV in-phase 3.47368
VV in-phase filtered 4.64045
Table 6.2: Maximum likelihood correlation dimensionDML estimates for the filtered Dawber
sea clutter data sets.
Initial prediction results for the FIR filtered data sets are given in Figure 6.7. For the reason
already discussed in section 6.2 an embedding delay of 1 sample was used. The correlation
dimension estimates in Table 6.2 were used to select a suitable embedding dimension. As can
be seen in Figure 6.7, LP results were always as good as, or better than the NLP results. In fact,
the generalisation properties of the NRBFNP-RSC were much poorer than those for the LP.
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Figure 6.5: PSD’s for (a) the un-filtered, and (b) the FIR filtered Dawber VV amplitude data,
and for the (c) un-filtered, and (d) the FIR filtered Dawber VV in-phase data.
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Figure 6.6: Mutual information plots for (a) the FIR filtered Dawber VV amplitude data, and
(b) the FIR filtered Dawber VV in-phase data.
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Figure 6.7: Initial 1-step ahead prediction analysis of the (a) FIR filtered Dawber VV amp-
litude and (b) FIR filtered Dawber VV in-phase data sets, using a NRBFNP-RSC
with an embedding dimension of 14 for the results in (a), and 12 for those in (b),
with 100 kernels and an embedding delay of 1 sample used for the results in both
(a) and (b). Results are also shown for a 10 tap LP.
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The generalisation properties of the NRBFNP-RSC for the un-filtered Dawber VV amplitude
data set, see Figure 5.20, were poorer than for a LP, and these poor generalisation properties
appear to have been amplified after applying the FIR filter, even more so, than for the case of
the smoothing filter (see Figure 6.3). A more rigorous prediction analysis was carried out for
a variation of the NRBFNP-RSC’s free parameters. These results are given in Figure 6.8. The
results given in Figure 6.8 provide further evidence to suggest that the filtered data sets have
a linear predictor function. The large spurious NMSE values obtained in Figures 6.8(c) and
6.8(d) are due to ill-conditioning. This matter was discussed in section 5.5.2.
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Figure 6.8: Further prediction analysis of the FIR filtered Dawber VV amplitude (VV) and
in-phase (VV-I) data sets, using NRBFNP-RSC’s with a training length of 2000
samples: (a) NMSE vs number of kernels using an embedding dimension of 14 for
the VV data and 12 for the VV-I data, with an embedding delay of 1 sample, and
a prediction step of 1 sample for both data sets, (b) NMSE vs embedding dimen-
sion using 100 kernels, an embedding delay of 1 sample, and a prediction step of
1 sample for both data sets, (c) NMSE vs embedding delay using an embedding
dimension of 14 for the VV data and 12 for the VV-I data, with 100 kernels, and a
prediction step of 1 sample for both data sets, (d) NMSE vs prediction step using
an embedding dimension of 14 for the VV data and 12 for the VV-I data, with 100
kernels, and an embedding delay equal to the prediction step for both data sets.
Linear 1-step ahead prediction results are also shown in each plot for a 10 tap
LP (with a 1 sample delay between each tap input) which had a training length of
2000 samples.
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6.4 Forward-backward prediction
Until now, the emphasis in this thesis has been on forward prediction of data. Attention is now
turned to forward-backward (FB) [116] prediction. It is well known that FB prediction can
be used to improve prediction performance with respect to forward prediction alone. Of addi-
tional interest in applying the method of FB prediction to sea clutter, is to investigate whether
nonlinearities not observable using forward prediction, are observable using FB prediction.
6.4.1 Forward-backward RBFN
The structure of the forward-backward RBFN (FB-RBFN) used for this investigation is given
in Figure 6.9.
The FB-RBFN is shown with N input nodes: N input nodes either side of the test cell, which
it tries to predict. The forward section of the FB-RBFN is associated with the input nodes, 
through to N . The backward section is associated with the input nodesN through to N . In
order to compare the prediction performance of a forward RBFN with that of a FB-RBFN, the
centres used in the forward section were also used by the backward section. As with the forward
RBFN case, centres could be selected using the RSC or OAKM methods. The FB-RBFN’s M
weights were trained using the Householder transform, in the same way that the M weights
of the forward RBFN were trained. To the best of the author’s knowledge, this structure for a
FB-RBFN is novel, as is the training methodology.
6.4.2 Forward-backward prediction of Lorenz data
To demonstrate the improvement gained by the use of FB prediction, forward and FB linear
and nonlinear prediction results for the noise-free Lorenz data, described in section 4.7.1, are
shown in Figure 6.10.
As can be seen from Figure 6.10, FB prediction improved the performance of both the linear
and nonlinear predictors. The FBLP performed approximately 30dB better than the LP, and
the FB-NRBFNP-RSC managed to perform more than 20dB better than the NRBFNP-RSC,
for a training length of 10,000 samples. Interestingly, the FBLP managed to achieve a similar
performance to that of the NRBFNP-RSC.
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Figure 6.9: Forward-backward RBFN.























FBLP, valid  
(a)























FB−NRBFNP−RSC, valid  
(b)
Figure 6.10: Forward-backward (a) linear and (b) nonlinear prediction of noise-free Lorenz
data. Results are shown in (a) for a (forward) LP which used 20 taps, and for
a FBLP which used 20 taps in the forward section and 20 taps in the backward
section. Results are shown in (b) for a NRBFNP-RSC which used an embedding
dimension of 3, 100 kernels and an embedding delay of 1 sample, and for a FB-
NRBFNP-RSC which used an embedding dimension of 3, 100 kernels and an
embedding delay of 1 sample in both the forward and backward sections.
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6.4.3 Forward-backward prediction of Dawber VV amplitude data
Forward-backward prediction results are given in Figure 6.11, for the Dawber VV amplitude
data set.




















FBLP, test  
FBLP, valid  
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FB−NRBFNP−RSC, valid  
(b)
Figure 6.11: Forward-backward (a) linear and (b) nonlinear prediction of Dawber VV amp-
litude data. Results are shown in (a) for a (forward) LP which used 10 taps, and
for a FBLP which used 10 taps in the forward section and 10 taps in the backward
section. Results are shown in (b) for a NRBFNP-RSC which used an embedding
dimension of 10, 100 kernels and an embedding delay of 1 sample, and for a FB-
NRBFNP-RSC which used an embedding dimension of 10, 100 kernels and an
embedding delay of 1 sample in both the forward and backward sections.
As can be seen from Figure 6.11, the FB predictors did manage to achieve slightly better pre-
diction results than the forward predictors. The improvement margin was approximately 1 dB.
Note however, that in the case of the FB-NRBFNP-RSC, after a training length of 5000 samples,
this predictor started to over-fit to the data, and as a consequence its generalisation properties
became poorer. Similarly poor NRBFNP-RSC generalisation properties were observed for the
(forward) prediction of the VV amplitude, smoothed VV amplitude and FIR filtered VV amp-
litude data sets. The similar performance of the FBLP and of the FB-NRBFNP-RSC on training
data, coupled with the fact that the FBLP had better generalisation properties adds further evid-
ence to suggest that this data has a linear predictor function.
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6.4.4 Forward-backward prediction of Dawber VV in-phase channel data
Forward-backward prediction results are given in Figure 6.12, for the Dawber VV in-phase
channel data set. As can be seen from Figure 6.12, the forward-backward predictors did man-
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FB−NRBFNP−RSC, test  
FB−NRBFNP−RSC, valid  
(b)
Figure 6.12: Forward-backward (a) linear and (b) nonlinear prediction of Dawber VV in-
phase data. Results are shown in (a) for a (forward) LP which used 10 taps,
and for a FBLP which used 10 taps in the forward section and 10 taps in the
backward section. Results are shown in (b) for a NRBFNP-RSC which used an
embedding dimensionof 10, 100 kernels and an embedding delay of 1 sample, and
for a FB-NRBFNP-RSC which used an embedding dimension of 10, 100 kernels
and an embedding delay of 1 sample in both the forward and backward sections.
age to achieve slightly better prediction results than the forward predictors. The improvement
margin was approximately 1 dB for the FBLP, with respect to the LP. The FBLP and the FB-
NRBFNP-RSC performed similarly on training data, however the FBLP performed better on
non-training data sets. The similar performance of the FBLP and of the FB-NRBFNP-RSC
on training data, coupled with the fact that the FBLP had better generalisation properties adds
further evidence to suggest that this data has a linear predictor function.
6.5 Chapter summary
To determine if receiver and/or measurement noise were responsible for the lack of evidence of
chaotic behaviour, the Dawber clutter data sets were first filtered and then a prediction analysis
was carried out. This filtering was performed using two techniques employed by Haykin and
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Puthusserypady [21] in their measurement of chaotic invariants from sea clutter data sets. The
first technique was a smoothing filter, which simply produced an average of 3 clutter samples
at a time. The second was a FIR lowpass filter. The prediction analysis of the filtered data
was carried out using global linear and nonlinear predictors. As was the case for the analysis
reported in Chapter 5, RBFNP’s were used with a wide range of embedding parameters, num-
ber of kernels, and prediction steps. The results of this analysis provided further evidence to
suggest that the Dawber clutter data sets have linear predictor functions, and are consequently
not chaotic. In other words, noise was not thought to be responsible for the concealment of
chaotic behaviour.
A novel structure for a forward-backward RBFNP was proposed. Forward-backward linear
and nonlinear (global) prediction was carried out on the Dawber data sets in order to establish
if there was any evidence of nonlinear predictability that was not detected with forward pre-
diction analysis alone. The results obtained showed that there was no evidence of nonlinear
predictability using forward-backward prediction.
The results presented in this chapter provide further evidence to that already given in Chapter 5,
which suggested that the clutter data sets analysed in this thesis have linear predictor functions,





As reported in Chapter 5, a comprehensive prediction analysis was carried out for the sea clutter
data sets described in Appendix A. The most significant conclusion reached from that analysis
was that the clutter data sets were found to have linear predictor functions: LP NMSE results
were found to be as good as, or better than NLP NMSE results. Furthermore, evidence was
presented in Chapter 5, which suggested that the clutter data sets analysed are best modelled as a
stochastic, locally Rayleigh, process and not, as is claimed in [9–21], as a deterministic chaotic
process. The linear predictability of the clutter data sets was attributed to Rayleigh (speckle)
correlations. In [12] evidence was presented which showed that a NLPD could outperform
both a LPD [128], and a “standard” non-coherent detector. A similar comparison was carried
out in [17], which compared the performance of a NLPD and a conventional radar (CFAR)
detector. This study showed that a NLPD could perform better than a conventional CFAR
detector. The implications of the prediction results obtained in Chapter 5, for single pulse radar
target detection in a marine environment, are discussed in this chapter as follows. In section
7.2 some basic radar target detection concepts are presented. A discussion of radar detection
techniques used in this chapter is given in section 7.3. Before presenting any detection results
using clutter data, Lorenz data (described in section 4.7.1) is used to assess which is more
important for better target detection results using a predictor-detector: is it NMSE, or is it
capturing a signal’s underlying dynamics (assuming that the signal is chaotic)? This question is
investigated in section 7.4. In section 7.5, results for single pulse radar target detection, against
a sea clutter background are presented. A chapter summary is presented in section 7.6.
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7.2 Basic radar target detection concepts
7.2.1 Introduction
Maritime surveillance radar is used to detect targets in an ocean environment, where the radar
reflections from the sea surface, the sea clutter, usually are the main sources of interference,
which degrade the performance of the radar: the clutter to thermal noise ratio is often large
enough for the thermal noise to be ignored in the design and performance evaluation of a mari-
time surveillance radar. The term target in a marine environment is used to refer to any radar
backscatter that does not come from the ocean surface. Such backscatter may come from man-
made objects (i.e. a submarine periscope or a ship), or some natural object (i.e. an iceberg).
7.2.2 Radar target detection: elementary definitions and jargon
Given a backscattered sample which could consist entirely of reflections from the sea, or which
could be composed of target reflections as well as reflections from the sea, there are two possible
options: declare that no target is present, or alternatively, declare that a target is present in the
received sample. For each option, there are two consequences:
 if “no target” is opted for, and a target is present in the recovered sample, the consequence
is a missed target detection.
 if “no target” is opted for, and no target is present in the received sample, the consequence
is a successful non-detection.
 if “target present” is opted for, but none is present, the consequence is referred to as a
false alarm.
 if “target present” is opted for, and a target is present, the consequence is a successful
target detection.
To distinguish between clutter and clutter plus targetreturns, a threshold can be used: any
returns above this threshold will be classified as “clutter plus target”, and any below, as “clutter
only”. Such an approach has an obvious trade-off: setting the threshold at very low values will
improve the probability of successfully detecting targets, but will equally increase the number










Figure 7.1: Threshold tradeoff. Having the threshold level set at Vt1 results in a low false
alarm count (i.e. the number of times the clutter crosses the threshold). However,
only the target samples at times Ta, Tb, and Tc are correctly detected. Decreasing
the threshold level to Vt2 improves the probability of detection, but increases the
probability of false alarm: more clutter samples now cross the threshold level.
Two quantities used to describe the performance of a radar target detector are the probability
of false alarm Pfa and the probability of detection Pd. To define these two quantities for sea
clutter returns, consider that the clutter returns fxng are described by a pdf Pxx. Then the
probability that a false alarm will occur (i.e. Pfa), is the probability that a clutter sample xn





Given that the pdf for an arbitrary target signal tn is given by Ptt, and the signal plus clutter
pdf is given by Pxtx  t, then the probability that a signal will be detected (i.e. Pd), is the





xtx tdx t (7.2)
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Ideally, a radar target detector would always detect a target, when a target was present (i.e
Pd=1), and it would never mistake clutter or noise, or any other interfering signal for a target,
when no target was present, (i.e. Pfa=0). However, this is never achieved in practice, but the
aim is to try and build a detector with a Pd as close to 1, and a Pfa as close to 0 as possible, for
a given threshold value. One method for comparing the performance of radar target detectors
is what is known as a receiver operating curve (ROC). This is simply a plot of Pfa versus Pd.
ROC’s are the chosen method for assessing detection performance in this thesis. ROC’s were
also used in [12, 17] to assess the detection performance of of a NLPD relative to a CFAR
detector.
7.2.3 Target models
To assess the detection performance of a radar target detector, and therefore to plot a ROC, it is
necessary to use some kind of target signal. It is often impractical to obtain experimental target
data, and therefore a common approach within the radar community is to use what are referred
to as Swerling target models [7, 126].
A Swerling case I, or simply a Swerling I, model has an intensity It, (i.e. power) pdf given by
the exponential distribution, i.e.







while the corresponding amplitude returns at are Rayleigh distributed,







where t is the average power.
A Swerling I target fluctuates slowly, on a scan to scan basis. A Swerling II target is described
by the same intensity pdf, equation (7.3), and the same amplitude pdf, equation (7.4), as the
Swerling I target. However, the Swerling II target is modelled as fluctuating more quickly than
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the Swerling I case: on a pulse to pulse basis, rather than on a scan to scan basis.
A Swerling III target has an intensity pdf given by the chi-square distribution, with four degrees
of freedom, i.e.







A Swerling III target fluctuates slowly, on a scan to scan basis. A Swerling IV target is described
by the same intensity pdf as the Swerling III target, but is modelled as fluctuating more quickly,
on a pulse to pulse basis.
A non-fluctuating (i.e. constant amplitude) target is often referred to as a Swerling 0 target.
The Swerling target models are summarised in Table 7.1.
Swerling target model Description
0 Constant amplitude
I Rayleigh amplitude pdf, slowly fluctuates
II Rayleigh amplitude pdf, quickly fluctuates
III Chi-square intensity pdf, slowly fluctuates
IV Chi-square intensity pdf, quickly fluctuates
Table 7.1: Swerling target models.
Swerling I and II target models represent targets which consist of a large number of inde-
pendent scatterers, with no one scatterer contributing more than a small fraction of the total
backscattered energy. Swerling III and IV target models are indicative of scattering from one
large dominant scatterer together with a collection of small independent scatterers.
It has been suggested that if only one parameter is used to describe a complex target, it should
be the median value of the target amplitude returns, with Rayleigh statistics (i.e. Swerling I
and II models) [7]. Furthermore, once it has been decided to use a Rayleigh target model, quite
often the Swerling I model is used to assess radar performance in preference to the Swerling II
model, since the Swerling I model results in a more conservative performance evaluation [7].
For the purposes of this thesis, the signal to clutter ratio (SCR) is defined as in equation(7.6),
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where signal is the variance of the target signal, and 

clutter is the variance of the clutter signal.
7.3 Detection techniques
7.3.1 Introduction
This section discusses the detection techniques used in this thesis. Firstly, detectors based on
linear and nonlinear predictors are discussed in section 7.3.2. Then, standard constant false
alarm rate (CFAR), and fixed threshold detectors are described in sections 7.3.3 and 7.3.4,
respectively.
7.3.2 Predictor-detectors
The incorporation of a (forward) predictor into a radar detector is now discussed. A block






if en  vt
then target present
else






Figure 7.2: Predictor-detector. A K-step ahead predictor (linear, VSF, or NRBFN) is trained
as described in Chapter 4. Once trained, clutter samples which were not used to
train the predictorxun are presented to the predictor through a K-step delay.
The clutter datafxung could consist of clutter alone, or clutter plus target. To
determine if a target is present or not, the predictor erroren is compared with
a threshold levelvt. If the predictor error is greater than the threshold a target
is declared to be present, and if it is less than the threshold level a target is not
declared to be present.
Note that, as depicted in Figure 7.2, detection analysis is carried out for a predictor-detector by
thresholding the predictor error samples, en. The concepts of section 7.2 can be extended to
158
Radar target detection
the predictor error samples. For example, if an error sample crosses the error threshold (which
thus results in the predictor-detector declaring a target is present), but no target is present in the
sample being predicted, this is known as a false alarm.
For the analysis in this chapter, linear, VSF, and NRBFN predictors were used as predictor-
detectors. Note that for all the NRBFNP-detector simulations discussed in this chapter, the
RSC method was used to obtain centre positions for the NRBFNP, as there was found to be very
little difference in the performance between the RSC and OAKM centre selection techniques,
as discussed in Chapters 4 and 5. The RSC method was preferred as it is computationally more
efficient. To obtain ROC plots for the predictor-detectors, the following approach was adopted.
Detection analysis using a predictor-detector:
 The predictor was trained, as discussed in Chapter 4, using a training data set, of length
Y samples. The predictor errors en were collected during training.
 The next block of X samples, immediately following the training data set, were selected
as a non-training data set which was used for the detection analysis, and to produce
a ROC. The trained predictor was used on the non-training data set, and the predictor
errors were collected.
 A desired SCR was chosen.
 The selected SCR was used to generate X Rayleigh variates with the appropriate vari-
ance. Note that the same target data set was used in each predictor-detector (LP, VSFP,
NRBFNP) simulation, so that the performance of each predictor-detector could be com-
pared.
 The absolute values of the errors (i.e. jenj) collected during the training of the predictor
were used to determine a suitable range of values for the threshold level, over which to
carry out the detection analysis on the non-training data set. This was done as follows.
The number of different vt values to use was selected and this will be referred to as
Y Y . The maximum and minimum absolute training error values were determined, and
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 A Swerling I target was implemented as follows. A Rayleigh target sample was selected,
from the X generated, as discussed above. This was added to each non-training data set
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predictor error: in effect the Rayleigh sample was held constant for the duration of the
non-training data record, X .
 Pfa estimates for a given vt value were obtained by dividing the number of times the
absolute predictor errors from the non-training data set crossed vt, by the total number of
non-training data set predictor errors.
 Pd estimates were obtained for a given vt value and target sample tn by dividing the
number of times a non-training absolute predictor error plus target sample (i.e. jenj
tn) crossed vt, by the total number of non-training predictor errors. To obtain an av-
erage Pd estimate, for any vt setting, the Pd estimates for each of the X different target
samples were averaged.
 Using the estimatedPd and Pfa values, a ROC could be plotted for the predictor-detector.
7.3.3 Cell-averaging constant false alarm rate detector
A standard engineering approach to radar target detection is to design a detector which can
maintain a constant false alarm rate. These detectors are known as constant false alarm rate
(CFAR) detectors [6, 7, 126, 129, 130]. This is a broad class of radar detector, with many vari-
ants [7, 126, 131, 132]. The simplest type of CFAR detector is the cell-averaging CFAR (CA-




































if ecn  vt
then target present
else










Figure 7.3: Cell-averaging CFAR. A sliding window of lengthN is used to estimate the average
clutter value,xavgn. To determine if a target is present in the test cell (i.e. xn
N), the test cell sample is compared withxavgn. If xn N exceedsxavgn
by greater thanvt, a target is declared to be present, and if it does not, a target is
declared to be not present.
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It can be seen from Figure 7.3, that a CA-CFAR is very similar to an N -tap (1-step ahead) LP,
except that instead of obtaining a set of N -tap weights (for some desired cost function, e.g.
mean square error), the weights of the CA-CFAR are simply 
N
. The CA-CFAR can be thought
of as a crude LP.
More often than not, a CFAR will be designed with a tapped delay line either side of the test
cell. This design is very similar to the forward-backward predictors discussed in section 7.4.
For the purposes of this thesis, a CA-CFAR with a tapped delay line before the test cell will be
referred to as, simply, a CA-CFAR. A CA-CFAR with a tapped delay line either side of the test
cell will be referred to as a forward-backward CA-CFAR (FB-CA-CFAR). The structure of a























































































if ecn  vt
then target present
else
then NO target present
Binary Decision











Figure 7.4: Forward-backward CA-CFAR. A sliding window of lengthN (N either side of the
test cell) is used to estimate the average clutter value,xavgn. To determine if a
target is present in the test cell (i.e. xn  N), the test cell sample is compared
withxavgn. If xnN exceedsxavgn by greater thanvt, a target is declared
to be present, and if it does not, a target is declared to be not present.
Guard cells [6] can be used between the test cell and the tapped delay lines (or CFAR window),
in case a target signal is spread across many samples, and is not local to just one sample.
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However, for the controlled detection analysis in this thesis, this precaution was not required.
Note that in a similar fashion to the thresholding technique employed for the predictor-detectors,
the absolute value of the test cell sample minus the CFAR estimate of the average clutter value,
(i.e. jxnN xavgnj), was used to set the threshold of the CFAR detector. This absolute
value will be referred to as eCn hereafter.
To obtain ROC plots for the CA-CFAR and FB-CA-CFAR detectors which could be compared
with those for the predictor-detectors, the following approach was adopted.
Detection analysis using a CFAR detector:
 The sea clutter data was divided into the same training (of length Y samples) and non-
training (of length X samples) data sets, as for the predictor-detector simulations.
 For any given SCR, the target data generated for use by the predictor-detectors was used
by the CFAR detectors.
 The eCn values of the CFAR were collected during the processing of the training data
set through the CFAR. These values were used to determine a suitable range of values for
the threshold level, over which to carry out the detection analysis on the non-training data
set. This was done as follows. The number of different vt values to use was selected, i.e.
Y Y . The maximum and minimum training data set eCn values were determined, and
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 Pfa estimates for a given vt value were obtained by dividing the number of times a eCn
value from the non-training data set crossed vt, by the total number of non-training data
set eCn values.
 Pd estimates were obtained for a given vt value and target sample tn by dividing the
number of times a non-training eCn value plus target sample (i.e. eCn  tn),
crossed vt, by the total number of non-training eCn values. To obtain an average Pd
estimate, for any vt setting, the Pd estimates for each of the X different target samples
were averaged.
 Using the estimated Pd and Pfa values, a ROC could be plotted for the CFAR detector,
which could be compared with the ROC’s for the predictor-detectors.
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7.3.4 Fixed threshold detector
Another standard radar target detection technique is the fixed threshold detector. This detector
selects a value, usually chosen with knowledge of the clutter statistics involved, to obtain a
tolerable number of false alarms. This threshold value is then fixed. This type of detector is
optimal in uncorrelated data [39]. However, in correlated clutter CFAR detectors can be used
to obtain better detection performance than a fixed threshold detector [66].
To obtain ROC plots for a fixed threshold detector which could be compared with those for the
predictor-detectors and CFAR detectors discussed above, the following approach was adopted.
Detection analysis using a fixed threshold detector:
 The sea clutter data was divided into the same training (of length Y samples) and non-
training (of lengthX samples) data sets, as for the predictor-detector and CFAR detector
simulations.
 For any given SCR, the target data generated for use by the predictor-detectors was used
by the fixed threshold detector.
 The clutter samples xn in the training data set were used to determine a suitable range
of values for the threshold level, over which to carry out the detection analysis on the non-
training data set. This was done as follows. The number of different vt values to use was
selected, i.e. Y Y . The maximum and minimum training data set values were determined,
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 Pfa estimates for a given vt value were obtained by dividing the number of times a clutter
sample from the non-training data set crossed vt, by the total number of non-training data
set clutter samples.
 Pd estimates were obtained for a given vt value and target sample tn by dividing the
number of times a non-training clutter sample plus target sample (i.e. xn  tn),
crossed vt, by the total number of non-training clutter samples. To obtain an average Pd
estimate, for any vt setting, the Pd estimates for each of the X different target samples
were averaged.
 Using the estimated Pd and Pfa values, a ROC could be plotted for the fixed threshold
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detector, which could be compared with the ROC’s for the predictor-detectors, and the
CFAR detectors.
7.4 The importance of learning a signal’s underlying dynamics for
radar target detection
From the prediction results presented in Chapter 5, it was established that a LP could predict
the sea clutter data sets described in Appendix A, as well as, or better than, a NLP, in terms
of NMSE. Furthermore, there was no evidence found of underlying nonlinear dynamics in the
clutter data sets, using recursive prediction. Where recursive prediction did work, for the Daw-
ber VV in-phase channel data set, the recursively predicted data had different properties to
those of the original data, see Chapter 5. Despite this lack of evidence of chaotic behaviour, an
interesting question was considered during the prediction analysis of the clutter data sets. The
question is as follows: is capturing a signal’s underlying dynamics (assuming it hasunderlying
dynamics) more important than NMSE, in terms of predictor-detector performance? In other
words, which would work better, a NLPD that consisted of a NLP that had been trained so
as to capture a chaotic signal’s underlying dynamics, or one that consisted of a NLP that had
been trained to perform better, in terms of NMSE, than the NLP that had learnt the underlying
dynamics. The answer to this question may seem intuitively obvious: surely the predictor that
could predict the clutter data with the smallest NMSE value would be better able to distinguish
between predictor error samples and predictor error plus target samples. However, it was de-
cided to investigate this more thoroughly using detection simulations. This was done using a
signal known to be chaotic, and therefore known to have associated underlying dynamics. The
signal used was the noisy Lorenz data, described in section 4.7.3. This data consisted of the
noise-free Lorenz data described in section 4.7.1, with Gaussian white noise added to it. The
SNR was 25dB. The NRBFNP’s used in section 4.7.4 for the prediction analysis of this data
were used for the detection analysis of the noisy Lorenz data. A NRBFNP-RSC with an embed-
ding dimension of 7, embedding delay of 3, 400 kernels, and a training length of 2000 samples
had been successfully used to capture the underlying dynamics of the noisy Lorenz data, as
described in section 4.7.4. A NRBFNP-RSC with an embedding dimension of 7, an embedding
delay of 1, 400 kernels, and a training length of 2000 samples was not able to successfully
capture the underlying dynamics of the noisy Lorenz data, but it did manage to perform slightly
better, in terms of NMSE, than the NRBFNP-RSC that had managed to capture the underlying
164
Radar target detection
dynamics, see Table 4.3.
Detection analysis was carried out on the noisy Lorenz data, using a Swerling I target, for SNR’s
(where the target is the signal, and the noisy Lorenz data is the noise), of 0.2dB and 10dB. The
following detectors were used. In addition to the NRBFN predictor-detectors (which used the
NRBFNP-RSC’s discussed above), a linear predictor-detector with 30 taps, a VSF predictor-
detector with an embedding dimension of 10 and embedding delay of 1 sample, a CA-CFAR
of size1 1, a FB-CA-CFAR of size2 1+1, and a fixed threshold detector were all used. The
following detection simulation parameters were common to all the detectors.
 Training data set length (Y ): 2000 samples.
 Non-training data set length (X): 35,000 samples.
 Number of target samples (ZZ): 35,000.
 Number of different vt values (Y Y ): 200
The detection results for the above simulations are plotted in Figure 7.5. The ROC’s in Figures
7.5(a) and 7.5(c) show the full range of results obtained in the detection analysis of the noisy
Lorenz data. However, because only 35,000 noisy Lorenz samples were used, there is an in-
herent limit to the range of Pfa values that can be investigated. Furthermore, with the range
investigated in Figures 7.5(a) and 7.5(c), there is a level of confidence associated with each
Pfa estimate: for example, with the fixed threshold detector, and a non-training data set length
of 35,000 samples, a Pfa of  	  was estimated using only 1 false alarm. Relying
on one occurrence of an event is not statistically sound. In the absence of more data3, a ROC
can be edited using a Pfa threshold: below the threshold, ROC results are thought of as being
unreliable, and are discarded, above the threshold the ROC results are thought of as being more
reliable than those results below the threshold, and these results are used in the edited ROC.
The Pfa threshold chosen for the work in this thesis was the Pfa associated with at least 100
false alarms: i.e. Pfa values estimated using less than 100 false alarms were regarded as being
1Through trial and error, 1 was found to be the optimal length for the CA-CFAR
2 i.e. 1 element in the forward section, and 1 element in the backward section. As with the CA-CFAR, this size
was found to be optimal.
3More noisy Lorenz data could be generated, however, data record length is a constraint for the sea clutter data
sets discussed in Appendix A, therefore the implications of such short data records are investigated at this juncture.
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unreliable. This choice was an arbitrary one. A higher value could be used to increase confid-
ence in the ROC results. Edited ROC results for Figures 7.5(a) and 7.5(c) are given in Figures





































































































NRBFNP, embedding delay=1  
(d)
Figure 7.5: Detection analysis using noisy Lorenz data: (a) ROC for SNR=0.2dB, (b) edited
ROC for SNR=0.2dB, (c) ROC for SNR=10dB, and (d) edited ROC for SNR=10dB.
For the case of a SNR of 0.2dB, it can be seen that the NRBFNP-detector with an embed-
ding delay of 1 sample performed as well as, or better than, the NRBFNP-detector with an
embedding delay of 3 samples. In other words the NRBFNP-detector with the better NMSE
performed better than the NRBFNP-detector that was able to capture the underlying dynamics
of the noisy Lorenz data. From this evidence, given the choice between NMSE and capturing
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a signal’s underlying dynamics, in terms of detection performance, the predictor-detector with
the better NMSE should be selected. To further consider the importance of NMSE, it is neces-
sary to study the prediction performance of the predictor-detectors and CFAR detectors4 on the
training and non-training data sets, as given in Table 7.2.
Predictor Training NMSE [dB] Non-training NMSE [dB]
NRBFNP, embedding delay=1 -23.63 -21.19





Table 7.2: Prediction NMSE performance for predictors on noisy Lorenz data.
The rule that a better (i.e. more negative) NMSE value makes for a better predictor-detector, or
CFAR detector, seems to apply in Figure 7.5(b), except for the case of the NRBFNP with an
embedding delay of 3 samples (i.e. the network that managed to capture the noisy Lorenz data’s
underlying dynamics). This NRBFNP managed to achieve a better non-training data set NMSE
value than the LP, but for low Pfa values the NRBFNP-detector with an embedding delay of 3
samples performed more poorly than the LP-detector. The reason for the poorer performance
of the NRBFNP-detector, with an embedding delay of 3 samples, can be seen by considering
the predictor errors plotted in Figure 7.6.
The reason why the NRBFNP-detector with an embedding delay of 1 sample performed bet-
ter than the NRBFNP-detector with an embedding delay of 3 samples, and the LP-detector, is
because it produced smaller errors than the other predictor-detectors, which allowed better dis-
tinction between error plus target samples and error only samples to be made. The LP-detector
was able to perform better than the NRBFNP-detector with an embedding delay of 3 samples,
due to the same reason. Although the NRBFNP-detector with an embedding delay of 3 samples
had a better overallNMSE value, it contained many error samples that were larger than those of
the LP-detector, which resulted in poorer performance than the LP-detector, at low Pfa values.
Before summarising the results for Figures 7.5(a) and 7.5(b), it should be pointed out that for
the case of a SNR=10dB, no discernible performance difference was observed between the
4As mentioned in section 7.3.3, a CFAR can be considered as a crude predictor, and consequently a NMSE figure
can be worked out for it, using the CFAR error values, eCn, see section 7.3.3.
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Figure 7.6: Predictor errors from the target detection analysis against a noisy Lorenz back-
ground: predictor errors for (a) a NRBFNP-detector with an embedding dimension
of 7 and an embedding delay of 1 sample, (b) a NRBFNP-detector with an embed-




predictor-detectors and CFAR detectors in the edited ROC of Figure 7.5(d).
To summarise the above results, for the case of training a NLP for use in a NLP-detector, it
would appear that the smallest NMSE criteria would be preferred to the criteria of training
a NLP to capture a signal’s underlying dynamics, given that the network that had learnt the
underlying dynamics had a poorer NMSE than the network which had not learnt the underly-
ing dynamics of the signal involved. However, as in the case of the NRBFNP-detector with
an embedding delay of 3 samples, using only NMSE alone as a guide to the performance of
a predictor-detector can be deceiving. It may be that in order to use NMSE as a guide to
a predictor-detector’s performance, only predictor-detectors using the same embedding delay
should be compared. However, as the sea clutter data sets in this thesis were not found to be
chaotic, or nonlinearly predictable (see Chapter 5), this matter was not pursued further.
7.5 Detection analysis against a sea clutter background
Detection analysis is now presented using the sea clutter data sets described in Appendix A.
In Chapter 5, the prediction analysis showed that each clutter data set had a linear predictor
function. Evidence was also presented which showed that a stochastic, compound Gaussian
(i.e. locally Rayleigh) model was an appropriate model for the clutter data sets analysed, and
that speckle (or Rayleigh) correlations were the source of the linear predictability of the clutter
data sets. The implications of the prediction results presented in Chapter 5 are now discussed
by presenting detection results against a sea clutter background, using a correlated clutter data
set and an uncorrelated clutter data set. The correlated data set used was the ms gate 14
wavetank data set. The correlation properties of this data set are given in Figure 5.15(a). The
uncorrelated data set used for this detection analysis was the ms gate 15 wavetank data set.
The complex ACF for the coherent ms gate 15 wavetank data set is given in Figure 5.17.
The ACF of the amplitude signal of the ms gate 15 wavetank data set, is given in Figure
7.7.
Two different SCR’s were considered for this analysis, a small SCR of 0.2dB, and a larger one
of 10dB. As in section 7.4, a Swerling I target was used. The wavetank clutter data sets each
only consisted of 30,000 samples, which has obvious constraints on the range of P fa values
that can be considered. As discussed in section 7.4, there were concerns about the reliability of
ROC results for small Pfa values, and therefore, as in section 7.4, ROC editing was employed,
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Figure 7.7: The ACF of the amplitude signal of thems gate 15 wavetank data set.
using a Pfa threshold. Results will be presented for both un-edited, and edited ROC’s, but the
discussion of results will be limited to the (more reliable) edited ROC’s.
7.5.1 Detection analysis using the amplitude ms gate 14 wavetank data set
Prediction analysis was reported in section 5.2, for the ms gate 14 wavetank data set.
Evidence was presented which suggested that this wavetank data set has a linear predictor
function. This evidence was gathered by comparing the performance of a NRBFNP with a
simple 10 tap LP: a wide range of NRBFNP free parameters were used in this comparison. The
free parameters of the predictors used in the predictor-detectors, for the detection analysis of the
amplitude ms gate 14 wavetank data set, were as follows. A LP with 20 taps, a NRBFNP
with an embedding dimension of 20, an embedding delay of 1 sample, and a VSFP with an
embedding dimension of 10, and an embedding delay of 1 sample. The following detection
simulation parameters were used for each detector.
 Training data set length (Y ): 4000 samples.
 Non-training data set length (X): 26,000 samples.
 Number of target samples (ZZ): 26,000.
 Number of different vt values (Y Y ): 200
The Pfa threshold used to edit the ROC’s for this analysis was 0.0038. NMSE values for the
predictor-detectors and CFAR detectors are given in Table 7.3.
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From the prediction results obtained using the non-training data set, listed in Table 7.3, it can be
seen that the LP performed better than the other predictors5 listed. Using NMSE as a guide to
predictor-detector performance, it would be assumed that the LP-detector would perform better
than any of the other predictor-detectors or CFAR detectors. The LP-detector did perform, for
both small and large SCR values, better than any of the other detectors considered, see the
ROC’s in Figure 7.8.
As can be seen from Figure 7.8, the LP-detector performed better than the other predictor-
detectors, and better than the standard CFAR and fixed threshold detectors. The preferred
choice of detection strategy to deal with the correlated ms gate 14 wavetank clutter data
set would therefore be a LP-detector.
7.5.2 Detection analysis using the amplitude ms gate 15 wavetank data set
The same predictor parameters, and detection simulation parameters, as used for the detection
analysis of the ms gate 14 wavetank data set, were used for the detection analysis of the
uncorrelated amplitude ms gate 15 wavetank data set.
The Pfa threshold used to edit the ROC’s for this analysis was 0.0038. NMSE values for the
predictor-detectors and CFAR detectors are given in Table 7.4. ROC results are presented in
Figure 7.9.
From Figure 7.9 it can be seen that for both cases of SCR there was no significant difference in
performance between the predictor-detectors and the CFAR detectors. Moreover, the predictor-
detectors and CFAR detectors performed slightly better than the fixed threshold detector at high
Pfa values for a SCR of 0.2dB, and at low Pfa values for a SCR of 10dB. Based on the above
information the CA-CFAR detector would be the preferred choice of detection strategy, as it
performed as well as the FB-CA-CFAR and the predictor-detectors, and it is computationally
cheaper to implement. It should be noted that the reason why the complex ACF and amplitude
ACF plots for the ms gate 15 wavetank data set, in Figures 5.17 and 7.7, respectively, appear
to be uncorrelated, is due to the fact that the speckle, or Rayleigh, component of the clutter is
uncorrelated, assuming a compound Gaussian model is a suitable model for this data. However,
after analysing the data set, and assuming that, in particular, the compound K-distribution is an
appropriate model for this data, it was found that the gamma, or underlying, component of
5The CFAR detectors are considered as crude linear predictors, as already mentioned in section 7.3.3.
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Figure 7.8: Detection analysis usingms gate 14 data set: (a) ROC for SCR=0.2dB, (b)



















































































































Figure 7.9: Detection analysis usingms gate 15 data set: (a) ROC for SCR=0.2dB, (b)




the clutter was correlated with a correlation length of approximately 170 samples, see Figure
7.10. A fixed threshold detector is only optimal if both components of the compound model are
uncorrelated [39], and this is the reason why the fixed threshold detector was not optimal for
detection against the ms gate 15 wavetank clutter data set.









Figure 7.10: The ACF of the gamma component of thems gate 15 wavetank data set,
obtained using a sliding window of length 250 samples to obtain gamma sample
estimates, and then finding the ACF of these gamma samples.
7.6 Summary
Detection results were presented in this chapter which showed that capturing a chaotic signal’s
underlying dynamics is not as important as obtaining the best possible NMSE value. However,
attention was also drawn to the fact that a predictor’s NMSE value should not be taken as the
absolute guide to how a predictor-detector will perform.
ROC results were presented for the detection of a Swerling I target against a correlated wavetank
clutter data set background and an uncorrelated wavetank clutter data set background. These
results showed that for the correlated data, a LPD performed better than a NLPD, which sup-
ports the fact that this data was shown to be linearly predictable in Chapter 5. The results for the
uncorrelated data showed that a CA-CFAR was the preferred detection strategy: the lack of any
speckle correlations resulted in poor LP performance (i.e. NMSE values of close to 0dB), and
as a consequence the LPD was only able to perform as well as the simple CA-CFAR detector.
The CA-CFAR was able to exploit gamma component correlation properties, and it performed
better than a fixed threshold detector.
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The above evidence suggests that, given the fact that a NMSE prediction analysis shows a
clutter data set to be linearly predictable, a LPD would be preferred to a NLPD. It may be
possible that a simple CA-CFAR performs as well as, and is preferred to, a LPD, depending on
the correlation properties of the clutter data encountered.
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Nonlinear cancellation of chaotic and
non-Gaussian interference processes
8.1 Introduction
In Chapters 5 and 6 results were presented which suggested that the clutter data sets described
in Appendix A have linear predictor functions. In Chapter 7 a detection analysis was carried
out which demonstrated that given data sets which are linearly predictable, a linear predictor-
detector would be preferred to, and would perform as well as or better than, a nonlinear
predictor-detector. Therefore, despite the encouraging results presented in [12, 15, 17], for the
application of nonlinear predictor networks to radar detection of targets against a sea clutter
background, it was found that the application of such networks for target detection against the
clutter data sets described in Appendix A was not justifiable. Furthermore, despite the evidence
in [9–21], to suggest that sea clutter is a chaotic process, evidence was presented in Chapter
5 which suggested that the clutter data sets described in Appendix A are best modelled as a
compound Gaussian stochastic process.
Despite the unsuccessful application of a nonlinear predictor network to maritime surveillance
radar target detection, another nonlinear signal processing technique was investigated, to de-
termine if it could be used to improve radar target detection against a sea clutter background.
The nonlinear approach in question was first proposed by Broomhead et al. [25] in 1996 to
cancel chaotic noise from signals of interest, and will be referred to as Broomhead’s filtering
method. Broomhead’s filtering method is described in section 8.2, and included in this section
is the justification for applying the filtering method to non-Gaussian processes as well as to
chaotic processes. This is followed by an investigation into using Broomhead’s filtering tech-
nique to cancel wideband chaotic noise from a sine wave signal of interest, in section 8.3. In
section 8.4 a novel approach to the bandstop linear filtering aspect of Broomhead’s filter method
is presented, for the cancellation of wideband chaotic noise from a narrowband Gaussian signal.
The application of Broomhead’s filter method to cancelling clutter from a narrowband Gaussian
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target signal, using the novel bandstop linear filter method discussed in section 8.4, is discussed
in section 8.5. A chapter summary is presented in section 8.6.
8.2 Broomhead’s filtering method
8.2.1 Diagram and explanation
A diagram of the filtering method proposed by Broomhead et al. [25] is given in Figure 8.1.
A block diagram of Broomhead’s filtering method is shown in Figure 8.1(a), with a spectral
representation of the filtering operations employed in this filtering technique shown in Figure
8.1(b).
The input signal into the Broomhead filter fbng is the linear sum of a narrowband signal of
interest ftng and a wideband noise process fxng, i.e. bn 	 tn  xn. It is assumed
that the spectral properties (i.e. the band limits) of the signal of interest are known. In a radar
context, the noise process could be sea clutter, and the signal of interest could be reflections
from a ship or iceberg. A bandstop linear filter is used to remove the signal of interest from
the input signal fbng. The nonlinear inverse network is used to reconstruct the noise pro-
cess fxng from the output of the bandstop filter fbF ng. The reconstructed noise process
fxRng at the output of the nonlinear inverse can then be subtracted from the input signal
fbng to obtain an estimate of the signal of interest ftng.
Figure 8.1(b) depicts a case where the bandstop filter is orthogonal to (i.e. completely removes)
the signal of interest, and where the nonlinear inverse manages to reconstruct, perfectly, the
noise process, so that the signal of interest may be obtained, exactly, with no errors.
8.2.2 Linear bandstop filter
The filtering method depicted in Figure 8.1, was originally intended for application to nonlin-
ear deterministic noise cancellation [25]. In such an application, the correct choice of bandstop
filter to use is very important. Essentially, the filter must remove the signal of interest (ideally
completely), and it must also preserve the dynamics of the chaotic noise, so that the nonlinear
inverse can properly reconstruct the chaotic process. A discussion on the selection of an ap-
propriate bandstop filter for this application is given in [4, 25], however the key points of this
discussion are now briefly summarised:
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Figure 8.1: Broomhead’s filter method, (a) block diagram, (b) spectral representation of the
noise reconstruction process.
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 Using a short enough linear FIR filter preserves the dynamics of a chaotic signal.
 If the order of a linear FIR filter is too high, the dynamics of a chaotic signal can be
changed.
 The higher the order of a bandstop FIR filter, the greater the attenuation is in the stopband.
 An infinite impulse response (IIR) filter changes the dynamics of a chaotic signal, as it
has its own associated dynamics.
Clearly, to preserve the dynamics of a chaotic signal, a low order FIR would be preferred.
However, there is a tradeoff between signal suppression, and dynamics distortion: a short
enough filter may not change the dynamics of a chaotic process, but it may also not adequately
suppress the signal of interest. There is ambiguity associated with what length of filter consti-
tutes one that is short enough, i.e. of low enough order, to not change the dynamics of a chaotic
process. There appears to be no clear cut answer to this question, other than to try a simple
trial and error approach, to find a suitable filter length which not only adequately suppresses
the signal of interest, but also does not change the dynamics of the noise process.
It should be pointed out that filtering of any kind will distort the dynamics of a chaotic process,
however, the aim is to limit this distortion as much as possible so that the nonlinear inverse
can produce a reasonable reconstruction of the original chaotic noise process fxng from the
bandstop filtered chaotic process fbF ng.
Of course, for the application of interest for this thesis (i.e. maritime surveillance radar), the
noise1 process is sea clutter. The evidence presented in Chapter 5 of this thesis suggested that
the clutter data sets described in Appendix A are not chaotic, but rather, they are each better
modelled by a compound Gaussian process. However, as will be discussed in section 8.2.3, the
application of Broomhead’s filter method to a broader class of non-Gaussian noise processes,
rather than just limit its application to situations when the noise process is chaotic, is perfectly
justifiable. In applying Broomhead’s filter technique to cases when the noise process is not
chaotic, but is instead a non-Gaussian stochastic process, it might be reasonable to assume that
a discussion of the preservation of a signal’s dynamics is irrelevant to the choice of a suitable
bandstop filter. However, the distortion of a chaotic signal’s dynamics resulting from (linear)
filtering can be seen as a more general change in the nonlinear properties of the chaotic signal.
1Not to be confused with thermal white noise.
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Furthermore, it is suggested that this idea of distorting the nonlinear properties of a signal by
filtering can be extended to any non-chaotic noise process, which has nonlinear properties that
would allow Broomhead’s filter method to perform better than a conventional linear approach.
In other words, it may be necessary to exercise the same caution in the selection of a suitable
bandstop filter for the application of Broomhead’s filtering technique when the noise process is
described as a non-Gaussian stochastic process, as is required when the noise process is chaotic.
8.2.3 Why a nonlinear inverse as opposed to a linear inverse?
Linear filtering techniques are unable to relate noise components outside the (target signal)
band of interest, with those inside the band, if the noise process is not available both during
the training of the linear inverse, and also after training. In a situation where the noise process
is only available during training2, the best a linear inverse noise suppression approach can
achieve, is to remove all of the out-of-band noise, still leaving behind the in-band noise, and
therefore performing sub-optimally. The interest in using a nonlinear approach, is to try and
identify a suitable nonlinear relationship that would allow both the in-band and out-of-band
noise components to be suppressed, allowing a nonlinear approach to perform better than a
linear one.
Broomhead’s filtering method has already been applied to the cancellation of chaotic noise
[4, 25]. Results from this previous work are considered further in the following section, section
8.2.4. The application of interest for this thesis is maritime surveillance radar, where the noise
process (i.e. sea clutter) can be described as a non-Gaussian stochastic process. As already
mentioned in section 8.2.2, it is justifiable to apply Broomhead’s filtering technique to the
broad class of non-Gaussian signals. The reason for this is now given. If a process may be
described as a Gaussian stochastic process (correlated or uncorrelated), then all its frequency
components are independent, and no part of its spectrum is related to another part [133], and
it is therefore impossible to relate out-of-band noise to in-band noise, when the noise process
is not known a priori. However, for non-Gaussian stochastic signals it may be possible that a
nonlinear approach could relate out-of-band noise to in-band noise, and could therefore be used
to eliminate in-band noise, and achieve better noise suppression than a linear approach.
2This is the case in maritime surveillance radar, where it is assumed sea clutter data can be collected without
any target signal present: for instance, the absence of a target signal could be ensured by visually inspecting an area
close to the radar.
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8.2.4 Previous work
As already mentioned, Broomhead et al. [25] applied Broomhead’s filter technique to cancel
chaotic noise. In an experiment they carried out, involving a sine wave corrupted by chaotic
Ikeda [32, 134] noise, Broomhead et al. showed that a RBF nonlinear inverse was able to
obtain a reasonable performance when the noise process was not known beforehand (i.e. the
RBF inverse was trained using the noise corrupted signal of interest). They also described
the RBF inverse as “indispensable”, when the noise process was known beforehand (i.e. the
RBF inverse was trained using the noise process alone). No linear comparisons were, however,
carried out in this work.
Strauch [4] carried out the same experiments as those carried out by Broomhead et al. [25], but
with linear comparisons. Strauch also proposed three modifications to Broomhead’s filtering
technique. In the experiment with a sine wave corrupted by Ikeda noise, Strauch found that
when the noise process was not known beforehand, there was little or no improvement obtained
by using a nonlinear inverse, with respect to using a linear inverse. Also, Strauch reported that
very little improvement was observed when the noise process was known beforehand. This
result is surprising, and it contradicts the “indispensable” verdict of a nonlinear inverse in such
a situation, made by Broomhead et al. [25].
8.2.5 Work discussed in this chapter
Due to the surprising result obtained by Strauch [4], for the case when the noise process was
known beforehand, it was decided to re-investigate one of Broomhead et al.’s [25] chaotic noise
cancellation experiments, using linear filtering comparisons. The experiment chosen was for
the case where the chaotic noise process was from the Ikeda map, and the signal of interest was
a simple sinusoid. The results of this experiment are given in section 8.3. The re-investigation
of this experiment lead onto a modified Broomhead filtering approach, which will be discussed
in section 8.4. The Broomhead filtering technique of section 8.4 was applied to the cancellation
of clutter, and results of this analysis are presented in section 8.5.
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8.3 Using a sinusoid corrupted by broadband Ikeda noise to
investigate Broomhead’s filter method
This experiment was carried out by Broomhead et al. [25], and by Strauch [4]. The reasons for
re-investigating this experiment were as follows:
 To thoroughly investigate if the disappointing results obtained by Strauch were correct.
 To consider what the effect of using different bandstop linear filters had on the dynamics,
or more generally, on the nonlinear properties, of a signal with known dynamics: the
Ikeda map.
8.3.1 Signal description
The signal of interest used for this experiment was a sine wave with an amplitude of 0.2, and a
normalised frequency ffs of 0.28125. The chaotic broadband noise, that was used to corrupt
the sine wave, was generated from the complex Ikeda map. This signal will be referred to,
simply, as Ikeda noise. The complex Ikeda map is given in equation (8.1).






The real part of the complex Ikeda map, xn 	 fing, was used to generate the Ikeda noise.
In order to generate chaotic behaviour, the complex Ikeda map parameters were chosen to be
i 	 , i 	 , and i 	 . The SNR using the sine wave signal of interest and the Ikeda
noise time series, described above, was -2.7dB.
The Ikeda noise attractor is plotted in Figure 8.2(a). The maximum likelihood correlation di-
mension for the Ikeda noise data was estimated, using 50,000 samples, to be 1.51. Using
Takens’ embedding delay theorem, this would result in a suitable choice for embedding di-
mension DE of the Ikeda noise as DE  . Abarbanel [32] used the global false nearest
neighbours method to demonstrate that an embedding dimension of 4, i.e. DE 	 , was able
to unfold the Ikeda attractor.
A PSD plot of the Ikeda noise corrupted sine wave is given in Figure 8.2(b).
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Figure 8.2: Plots of (a) the Ikeda noise attractor, and (b) the PSD of sine wave corrupted by
Ikeda noise.
8.3.2 Bandpass filtering: performance benchmark
Before applying Broomhead’s nonlinear inverse filter method, as well as a linear inverse com-
parison, to the task of cancelling the Ikeda noise from the sine wave plus Ikeda noise signal, it
was decided to use a standard bandpass filter, to establish a performance benchmark by which
the nonlinear and linear inverse filter methods could be judged. Infinite impulse response (IIR)
Butterworth bandpass filters [127] were used for this task.
The Ikeda noise corrupted sine wave, with an input SNR of -2.7dB, was applied to th, th, and
th order Butterworth bandpass filters. Each filter had a passband with a startband frequency
of ffs 	 , and a stopband frequency of ffs 	  The achieved output SNR for
each filter is given in Table 8.1.




Table 8.1: Ikeda noise suppression using IIR Butterworth filters.
10,000 samples were filtered to obtain the results in Table 8.1. Transients of length 600 samples,
1000 samples, and 1200 samples were removed for the th
 th
 and th order filters, respect-
ively. Figure 8.3, shows the PSD plot of the output of the th order bandpass filter.
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Figure 8.3: PSD of filtered sine wave corrupted by Ikeda noise data, using an th order But-
terworth IIR filter.
8.3.3 Broomhead’s filtering method using a notch filter
Broomhead’s filter method, Figure 8.1, was applied to the (Ikeda) noise corrupted sine wave
signal, described in section 8.3.1. A notch [135] filter was used as the bandstop linear filter
in Broomhead’s filter method. A notch filter is a filter which is used to severely, or ideally,
completely, suppress a particular frequency, or a number of particular frequencies. This is done
by the correct placement of complex conjugate zeros on the unit circle [135]. For example, to
suppress a frequency, say ffs, a pair of complex conjugate zeros are placed on the unit circle
at an angle ffs, i.e. zeros 	 expjffs. The transfer function for a FIR notch filter
used to suppress the frequency ffs, is given in equation (8.2),
Hz 	 G  cosffsz  z (8.2)
where G is the amplifying term, and for the work described in this section, was set to 1.0.
The work in this section describes the application of Broomhead’s filter method to the Ikeda
noise corrupted sine wave, for two different scenarios. The first scenario discussed is when only
the Ikeda noise corrupted sine wave was available to train the nonlinear inverse. The second
scenario discussed is when the Ikeda noise signal was available, separately, from the sine wave
signal of interest, and the nonlinear inverse was trained using the Ikeda noise data alone. For
both scenarios, a linear inverse comparison was used.
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Training the inverse with the signal of interest present
A NRBFN with an embedding dimension of 4 and a training length of 2500 samples was used
as the nonlinear inverse. To test the generalisation properties of the nonlinear inverse, testing
and validation data sets of length 2500 samples were used. The number of Gaussian kernels
used in the NRBFN was varied from 10 to 90 in steps of 10, and from 100 to 800, in steps
of 100. A linear comparison was used with a training length of 2500 samples. As with the
nonlinear inverse, testing and validation data sets of length 2500 samples were used to judge
the generalisation properties of the linear inverse. The number of taps in the linear inverse was
varied from 100 to 800, in steps of 100.
The PSD and the attractor plot of the notch filtered noise corrupted sine wave signal are given
in Figure 8.4. As can be seen in Figure 8.4(a), the sine wave has been completely removed by






























Figure 8.4: Notch filtered Ikeda noise corrupted sine wave: (a) PSD estimated using 2048
samples, (b) attractor plot.
the notch filter.
The achieved output SNR’s for Broomhead’s nonlinear inverse filter method, and for a linear
inverse filter are given in Figure 8.5. As can be seen from Figure 8.5, a linear inverse was able
to achieve a better output SNR than a nonlinear inverse was able to. However, both inverses
performed more poorly than the Butterworth filters mentioned in section 8.3.2. The evidence in
Figure 8.5 suggests that when the noise process is not known beforehand, and the inverse must
be trained on the noise corrupted signal of interest data, the problem is completely, or mostly,
185
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Figure 8.5: Output SNR’s for (a) nonlinear inverse, (b) linear inverse.
linear and a linear inverse would be preferred to a nonlinear inverse. Also note from Figure 8.5,
that with increasing complexity the linear and nonlinear inverses achieve poorer output SNR’s.
This is due to the fact that in the training phase, with ever more complexity, the inverse over-fits
to the (noise plus signal of interest) training data, which results in the noise corrupted signal of
interest being completely cancelled, instead of only cancelling the noise. Due to the over-fitting
in the training phase, the generalisation properties of the inverse were poor, and resulted in poor
performance in the testing and validation phases. These claims are supported by considering
the NMSE results for the inverse networks, shown in Figure 8.6. The NMSE was evaluated as
follows,









where b is the variance of bn, the input to Broomhead’s filter, xRn is the reconstructed
(Ikeda) noise process, at the output of the inverse, and Y is the number of samples over which
the NMSE is evaluated. For the work in this chapter, Y samples were used in each phase:
training, testing, and validation.
The PSD of the recovered signal of interest, using a nonlinear inverse with an embedding di-
mension of 4, 100 kernels and a training length of 2500 samples, is shown in Figure 8.7(a). The
186
Nonlinear cancellation of chaotic and non-Gaussian interference processes






































Figure 8.6: NMSE’s for (a) nonlinear inverse, (b) linear inverse.
attractor of the reconstructed Ikeda noise, obtained using the same nonlinear inverse, is shown
in Figure 8.7(b). The results in Figure 8.7 were obtained using the testing data set.
Comparing Figures 8.7(b) and 8.2(a) it can be seen that the reconstructed attractor resembles
the original attractor, but is still quite distorted: the presence of the sine wave during the training
of the nonlinear inverse hampered the reconstruction of the Ikeda noise.
An embedding dimension of 4 was selected for the nonlinear inverse, as this was the value
suggested in [32] for the embedding dimension required to unfold the Ikeda (noise) attractor.
Additionally, the minimum value of embedding dimension, estimated using the maximum like-
lihood correlation dimension (see section 8.3.1) was 4.02, which is very close to the value
suggested in [32]. However, a trial and error approach was also conducted, and Broomhead’s
filter method was re-investigated using embedding dimensions of 1,2,3,5,6,7,8,9, and 10 for the
nonlinear inverse. As for the case with an embedding dimension of 4, a NRBFN with a training
length of 2500 samples was used, and the number of kernels was varied from 100 to 800 in
steps of 100. In general, the best non-training output SNR’s were achieved using 100 kernels,
and these SNR’s are tabulated for each case of embedding dimension in Table 8.2. For each
case of embedding dimension investigated, the nonlinear inverse performed more poorly than a
linear inverse with 100 taps, see Figure 8.5(b).
To investigate if perhaps the nonlinear inverse could perform better using fewer kernels, and a
shorter training length, Broomhead’s filter method was re-investigated using a NRBFN with an
187
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Figure 8.7: Testing data set results for Broomhead’s filter method, using a NRBFN inverse
with an embedding dimension of 4, 100 kernels, and a training length of 2500
samples: (a) PSD of the recovered signal of interestftng and (b) the attractor
of the reconstructed Ikeda noise data.
embedding dimension of 4, and 80 kernels. The training length was varied from 500 samples
to 2500 samples, in steps of 500 samples. The results from this experiment did not provide any
evidence to suggest that the NRBFN could perform better with fewer kernels or shorter training
lengths, and moreover, the output SNR’s achieved using training lengths of 500, 1000, 1500 and
2000 samples, from this experiment, were poorer than those achieved using a NRBFN inverse,
with an embedding dimension of 4, 100 kernels, and a training length of 2500 samples. The
output SNR achieved using a NRBFN inverse with 80 kernels and a training length of 2500
samples was better by 0.2dB than that achieved by the NRBFN inverse with an embedding
dimension of 4, 100 kernels, and a training length of 2500 samples.
Training the inverse without the signal of interest present
Now results are presented for the scenario where there was access to the Ikeda noise process
alone, during the training of the inverse. In other words the inverse was trained using noise only
data, without the signal of interest present.
The initial nonlinear inverse experiment that was carried out for the case where the signal of
interest was present during the training of the inverse, was repeated without the signal present
during training: a NRBFN with an embedding dimension of 4, and a training length of 2500
samples was used. The linear comparison carried out for the case where the signal of interest
188
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N Training O/P SNR [dB] Testing O/P SNR [dB] Validation O/P SNR [dB]
1 -0.3533379510 -0.4681553054 -0.404913140
2 7.4665958247 7.4058175531 7.0103707920
3 14.5318054824 14.4620872437 14.4178614522
4 14.7609502775 14.4826478768 14.5563336367
5 14.7450003202 14.6280824801 14.5742498827
6 14.9939765265 14.7885139129 14.7425518773
7 13.6287974063 13.7103427855 13.8108309824
8 13.5867909473 13.3334075391 13.3883669692
9 11.5073065062 11.2054245621 11.3985337263
10 10.3900814917 9.9181099523 9.9977550096
Table 8.2: Output SNR’s for Broomhead’s filter method, using NRBFN nonlinear inverses with
100 kernels, and a training length of 2500 samples, for various embedding dimen-
sion,N , values.
was present during the training of the linear inverse, was repeated without the signal present
during training.
The achieved output SNR’s for Broomhead’s nonlinear inverse filter method, and for the linear
inverse filter comparison are given in Figure 8.8.




































Figure 8.8: Output SNR’s for (a) nonlinear inverse, (b) linear inverse.
As can be seen by comparing Figures 8.8 and 8.5, both the nonlinear and linear inverse tech-
niques performed much better when the signal of interest was not present during the training
of the inverse than when it was. With a high enough number of taps, the linear inverse man-
aged to achieve an output SNR (approximately 24dB) comparable with that obtained by the
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Figure 8.9: NMSE’s for (a) nonlinear inverse, (b) linear inverse.
IIR Butterworth filters, which were discussed in section 8.3.2. The nonlinear inverse managed
to achieve even better output SNR’s than this, reaching a value of approximately 43dB with
800 kernels. The nonlinear inverse was able to perform better than the bandpass filters because
it reduced noise that was not suppressed in the IIR Butterworth filter passband, which was
ffs 	  ffs 	 .
Figure 8.9 shows the NMSE results for the nonlinear and linear inverses. It can be seen that
the nonlinear and linear inverses performed very similarly on the testing and validation data
sets. However, the performance of the nonlinear inverse on the training data was substantially
better than that of the linear inverse. This training phase performance difference corresponds to
a better reconstruction of the Ikeda noise process, and to better testing data set and validation
data set output SNR’s.
The PSD of the recovered signal of interest, using a nonlinear inverse with an embedding di-
mension of 4, 800 kernels, and a training length of 2500 samples is shown in Figure 8.10(a).
The attractor of the reconstructed Ikeda noise obtained using the same nonlinear inverse is
shown in Figure 8.10(b). The results in Figure 8.10 were obtained using the testing data set.
Comparing Figures 8.10(b) and 8.2(a) it can be seen that the reconstructed attractor is indistin-
guishable from the original attractor. Despite the additional twists and turns, or distortions, of
the notch filtered attractor shown in Figure 8.4(b), with respect to the original attractor shown in
Figure 8.2(a), the nonlinear inverse was able to accurately reconstruct the Ikeda noise process.
In other words, the notch filter was able to sufficiently suppress the signal of interest, without
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Figure 8.10: Testing data set results for Broomhead’s filter method, using a NRBFN inverse
with an embedding dimension of 4, 800 kernels, and a training length of 2500
samples: (a) PSD of the recovered signal of interestftng and (b) the attractor
of the reconstructed Ikeda noise data.
changing the dynamics, or nonlinear properties, of the Ikeda noise process too much, to allow
the nonlinear inverse to accurately reconstruct the Ikeda noise process.
The encouraging performance of the nonlinear inverse which was trained without the signal of
interest present, is in marked contrast to the results reported by Strauch [4], for this experiment.
Strauch found that there was little improvement (of the order of 1dB) to be gained by training
the nonlinear inverse without the signal of interest present, with respect to when it was trained
with the signal of interest present. Furthermore, Strauch reported even poorer performance of
the nonlinear inverse when trained with the signal of interest present, than has been reported
herein. Strauch reported output SNR’s of around 7.5dB for the nonlinear inverses he considered,
when the signal of interest was present during training. The encouraging performance of the
nonlinear inverse, reported in this thesis, which was trained without the signal of interest present
agrees with the comment made by Broomhead et al. [25], that when a chaotic noise process is
known a priori a RBFN inverse is “indispensable”.
It should be pointed out that, for this simple experiment (using a sine wave as the signal of
interest), given enough complexity and/or a long enough training length, a linear inverse should
in theory be able to suppress the out-of-band noise as well as the NRBFN inverse, and therefore
perform as well as the NRBFN inverse. However, given the same number of kernels in a
NRBFN inverse as taps in a linear inverse, as well as the same training length for each inverse,
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it was observed that a NRBFN inverse could perform substantially better than a linear inverse.
8.3.4 Broomhead’s filtering method using a bandstop linear IIR filter
A th order bandstop IIR Butterworth filter, with a stopband of ffs 	  to ffs 	 ,
was used as the linear bandstop filter in Broomhead’s filter method.
The PSD and the attractor plot of the IIR filtered noise corrupted sine wave signal, are given in
Figure 8.11.
































Figure 8.11: IIR filtered Ikeda noise corrupted sine wave, (a) PSD estimated using 2048
samples, (b) attractor plot.
The removal of the sine wave by the IIR bandstop filter is evident from Figure 8.11(a). The
filtered attractor in Figure 8.11(b) bears some resemblance to the original attractor in Figure
8.2(a), but is heavily distorted, or blurred.
Training the inverse with the signal of interest present
A NRBFN with an embedding dimension of 4 and a training length of 2500 samples was used
as the nonlinear inverse. To test the generalisation properties of the nonlinear inverse, testing
and validation data sets of length 2500 samples were used. The number of Gaussian kernels
used in the NRBFN was varied from 10 to 90, in steps of 10, and from 100 to 800, in steps
of 100. A linear comparison was used with a training length of 2500 samples. As with the
nonlinear inverse, testing and validation data sets of length 2500 samples were used to judge
the generalisation properties of the linear inverse. The number of taps in the linear inverse was
192
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varied from 100 to 800, in steps of 100.
The achieved output SNR’s for Broomhead’s nonlinear inverse filter method, and for a linear
inverse comparison are given in Figure 8.12.






































Figure 8.12: Output SNR’s for (a) nonlinear inverse, and (b) linear inverse.
As can be seen from Figure 8.12, the linear inverse was able to perform better than the nonlinear
inverse. However, both inverses performed more poorly than the Butterworth filters mentioned
in section 8.3.2. The evidence in Figure 8.12 suggests that when the noise process is not known
a priori, and the inverse must be trained on the noise corrupted signal of interest data, the
problem is completely, or mostly linear, and a linear inverse would be preferred to a nonlinear
inverse. Also note from Figure 8.12, that with increasing complexity the linear and nonlinear
inverses achieve poorer output SNR’s. This is due to the fact that in the training phase, with ever
more complexity, the inverse over-fits to the training data, which results in the noise corrupted
signal of interest being cancelled, instead of only cancelling the noise. The NMSE results
corresponding to the SNR results in Figure 8.12 are given in Figure 8.13.
Note that the results in Figures 8.12 and 8.13, are comparable with, but slightly poorer than
those shown in Figures 8.5 and 8.6, for the notch bandstop linear filter case. It is suggested that
the poorer performance of the inverses on the IIR filtered data could be due, at least in part, to
the distortions, or blurring, introduced by the IIR filter, which were briefly discussed above.
The PSD of the recovered signal of interest, using a nonlinear inverse with an embedding di-
mension of 4, 100 kernels and a training length of 2500 samples, is shown in Figure 8.14(a).
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Figure 8.13: NMSE’s for (a) nonlinear inverse, (b) linear inverse.
The attractor of the reconstructed Ikeda noise obtained using the same nonlinear inverse is
shown in Figure 8.14(b). The results in Figure 8.14 were obtained using the testing data set.
The reconstructed attractor of Figure 8.14(b) resembles a blurred version of the reconstructed
attractor given in Figure 8.7(b), which was obtained for the notch bandstop filter case, where
the signal of interest was present during the training of the inverse.
Training the inverse without the signal of interest present
A NRBFN with an embedding dimension of 4 and a training length of 2500 samples was used
as the nonlinear inverse. To test the generalisation properties of the nonlinear inverse, testing
and validation data sets of length 2500 samples were used. The number of Gaussian kernels
used in the NRBFN was varied from 100 to 800, in steps of 100. A linear comparison was used
with a training length of 2500 samples. As with the nonlinear inverse, testing and validation
data sets of length 2500 samples were used to judge the generalisation properties of the linear
inverse. The number of taps in the linear inverse was varied from 100 to 800, in steps of 100.
The achieved output SNR’s for Broomhead’s nonlinear inverse filter method, and for a linear
inverse filter are given in Figure 8.15. As can be seen from Figure 8.15, the performance of the
nonlinear and linear inverses was better than for the case where the signal of interest was present
during training. However, the performance was still below that of the IIR Butterworth bandpass
filters, discussed in section 8.3.2. Furthermore, the performance of the nonlinear inverse was
substantially poorer than that of the nonlinear inverse which was trained without the signal of
194
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Figure 8.14: Testing data set results for Broomhead’s filter method, using a NRBFN inverse
with an embedding dimension of 4, 100 kernels, and a training length of 2500
samples: (a) PSD of the recovered signal of interestftng and (b) the attractor
of the reconstructed Ikeda noise data.
interest present when a notch filter was used to remove the signal of interest, see Figure 8.8(a).
The NMSE’s corresponding to the SNR’s of Figure 8.15 are given in Figure 8.16.
The PSD of the recovered signal of interest, using a nonlinear inverse with an embedding di-
mension of 4, 800 kernels and a training length of 2500 samples, is shown in Figure 8.17(a).
The attractor of the reconstructed Ikeda noise obtained using the same nonlinear inverse is
shown in Figure 8.17(b). The results in Figure 8.17 were obtained using the testing data set.
The reconstructed attractor of Figure 8.17(b) resembles a blurred version of the reconstructed
attractor given in Figure 8.10(b), which was obtained for the notch bandstop filter case, where
the signal of interest was not present during the training of the inverse.
8.3.5 Broomhead’s filtering method using a bandstop FIR filter
Broomhead’s filter method was applied to the sine wave in Ikeda noise problem, using a (non-
notch) conventional linear FIR bandstop filter [127]. This was done to investigate if such a
filter could be used to preserve the dynamics (or more generally the nonlinear properties) of
the Ikeda noise process. As mentioned in section 8.2.2, there is a recognised trade-off between
preservation of dynamics and signal suppression, in terms of choosing a suitable filter length,
or order. For this reason two different lengths of bandstop FIR filter were used. FIR filters with
195
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Figure 8.15: Output SNR’s for (a) nonlinear inverse, (b) linear inverse.








































Figure 8.16: NMSE’s for (a) nonlinear inverse, (b) linear inverse.
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Figure 8.17: Testing data set results for Broomhead’s filter method, using a NRBFN inverse
with an embedding dimension of 4, 800 kernels, and a training length of 2500
samples: (a) PSD of the recovered signal of interestftng and (b) the attractor
of the reconstructed Ikeda noise data.
25 taps, and 193 taps were considered. Moreover, in general, the signal of interest is likely to
be more complicated than a simple sinusoid, and would occupy a larger bandwidth. Therefore,
to get an idea of how FIR filters would alter the nonlinear properties of a signal, when the signal
of interest occupied a narrow frequency band (rather than just one frequency which is the case
for a sinusoid), the FIR filters were chosen to suppress a frequency band of ffs 	 , up
to ffs 	 . PSD and attractor plots are given in Figure 8.18, of the bandstop FIR filtered
data. As can be seen in Figure 8.18, both of the FIR filters failed to completely suppress the
signal of interest. The attractor plots of the filtered data are very distorted, and blurred, with
respect to the attractor of the original Ikeda noise attractor, see Figure 8.2(a).
The nonlinear and linear experiments carried out for the notch and IIR bandstop filters, in
sections 8.3.3 and 8.3.4, respectively, were repeated for both the 25 tap FIR bandstop filter, and
for the 193 tap FIR bandstop filter. A NRBFN with an embedding dimension of 4 and a training
length of 2500 samples was used as the nonlinear inverse. The number of Gaussian kernels used
in the NRBFN was varied from 100 to 800, in steps of 100. A linear comparison was used with
a training length of 2500 samples. The number of taps in the linear inverse was varied from 100
to 800, in steps of 100. As in sections 8.3.3 and 8.3.4, the training of the nonlinear and linear
inverses was considered for the case when the signal of interest was present during training,
and for the case when it was not. For both cases it was found that the nonlinear and linear
197
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Figure 8.18: PSD and attractor plots for FIR filtered sine plus Ikeda data: (a) PSD and (b)
attractor plots for data filtered using 25 tap FIR, (c) PSD and (d) attractor plots
for data filtered using 193 tap FIR.
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inverses performed very poorly, producing very little improvement in the SNR, or even worse,
degrading the SNR. SNR results are presented for the case where the signal of interest was
present during training of the inverses in Figure 8.19, and in Figure 8.20 for the case where the
signal of interest was not present during the training of the inverses. The poor performance of




























































































Figure 8.19: SNR’s for nonlinear and linear inverses with the signal of interest present during
training, using FIR filter lengths of 25 and 193 taps: (a) nonlinear inverse and
(b) linear inverse using an FIR with 25 taps, (c) nonlinear inverse and (d) linear
inverse using an FIR with 193 taps.
the nonlinear and linear inverses was attributed to both the blurring of the attractor caused by
the FIR filters, and also to the bandstop filters’ incomplete removal of the sine wave signal of
interest.
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Figure 8.20: SNR’s for nonlinear and linear inverses without the signal of interest present dur-
ing training, using FIR filter lengths of 25 and 193 taps: (a) nonlinear inverse
and (b) linear inverse using an FIR with 25 taps, (c) nonlinear inverse and (d)
linear inverse using an FIR with 193 taps.
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8.4 Broomhead’s filter method with a novel linear bandstop
filtering approach
8.4.1 Introduction
From the results in section 8.3, it would appear that the only scenario where Broomhead’s
nonlinear inverse filtering method would be preferred to a conventional linear alternative, would
be when the signal of interest could be suppressed by a notch filter, and the noise process was
known a priori, so that it could be used to train the nonlinear inverse. In section 8.3.3 it was
demonstrated that a notch filter was able to both suppress the signal of interest, and preserve
the dynamics of the Ikeda noise process, which allowed a nonlinear inverse to outperform
both a linear inverse, and a linear Butterworth IIR bandpass filter. However, in general, the
signal of interest will not be a simple sinusoid, and there would be a need to knock out several
frequencies, not just one.
The novel linear bandstop filtering approach, examined in sections 8.4.3 and 8.4.4, is to use a
filter with several notches (i.e. several zeros on the unit circle), which sufficiently suppresses the
signal of interest, but also preserves the dynamics, or nonlinear properties, of the noise process
concerned. To consider whether or not this is a practical idea, Gaussian narrowband signals
were added to the Ikeda noise process discussed in section 8.3.1. The narrowband signals are
discussed in section 8.4.2, and the results are reported for 2 SNR cases, 8.5dB and -8.5dB, in
sections 8.4.3 and 8.4.4.
8.4.2 Narrowband signals
The narrowband signals were generated by filtering Gaussian white noise with an IIR Butter-
worth bandpass filter. Table 8.3 gives the parameters of the filtered Gaussian noise processes,
along with the IIR filter parameters used to obtain the narrowband Gaussian signals. The (nar-
rowband signal to Ikeda noise) SNR is also given.
Gaussian Gaussian IIR filter IIR filter SNR [dB]
variance mean order passband
5 0 th ffs 	  ffs 	  8.5
0.1 0 th ffs 	  ffs 	  -8.5
Table 8.3: Generation of the Gaussian narrowband signals of interest.
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8.4.3 Experiment 1: an input SNR of 8.5dB
A benchmark performance measure for the linear and nonlinear inverses was established using
an IIR Butterworth bandpass filter. It was found that using th and th order filters altered the
narrowband signal of interest, therefore a nd order filter was used. A trial and error approach
was adopted to find a passband range that did not affect the narrowband signal of interest. A
passband of ffs 	  toffs 	  was found to both not affect the signal of interest,
and to slightly improve the SNR. The output SNR using this Butterworth bandpass filter was
11.4dB. The PSD of the Gaussian narrowband signal corrupted by Ikeda noise is given in Figure
8.21(a). The PSD of the bandpass filtered Gaussian narrowband signal corrupted by Ikeda
noise, is given in Figure 8.21(b).































Figure 8.21: PSD of (a) Gaussian narrowband signal corrupted by Ikeda noise, and (b) PSD
of bandpass filtered narrowband signal corrupted by Ikeda noise.
To suppress the narrowband signal three single notch filters were used in cascade3. The gain
G of each filter was 1.0, and the notches were placed at the following frequencies, ffs 	

 ffs 	 
 ffs 	 . The PSD and attractor plots of the notch filtered data are
given in Figure 8.22.
Note the similarity (despite a few additional twists and turns) between the filtered attractor plot
of Figure 8.22(b), and the filtered attractor plot of the single notch filtered data, given in Figure
8.4(b).
3A single filter with three notches could equally have been used.
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Figure 8.22: PSD of (a) notch filtered data, and (b) the attractor of the notch filtered data.
A NRBFN with an embedding dimension of 4 and a training length of 2500 samples was used
as the nonlinear inverse in Broomhead’s filter method. To test the generalisation properties
of the nonlinear inverse, testing and validation data sets of length 2500 samples were used.
The number of Gaussian kernels used in the NRBFN was varied from 100 to 800, in steps
of 100. A linear comparison was used, with a training length of 2500 samples. As with the
nonlinear inverse, testing and validation data sets of length 2500 samples were used to judge
the generalisation properties of the linear inverse. The number of taps was varied from 10 to 90
taps, in steps of 10, and from 100 to 800 taps in steps of 100. The training of the nonlinear and
linear inverses was done, for all simulations, using noise only data (i.e. not the noise corrupted
signal of interest). The output SNR results obtained by the nonlinear and linear inverses are
shown in Figure 8.23.
As can be seen from Figure 8.23, both the linear and nonlinear inverses managed to achieve a
better output SNR than the linear nd order Butterworth bandpass filter. The nonlinear inverse
achieved better output SNR values than the linear inverse.
The attractor of the reconstructed Ikeda noise process, and a plot of the output of Broomhead’s
filter method, for the testing data set are given in Figure 8.24.
As can be seen from Figure 8.24(a), the reconstructed attractor resembles the attractor of the
original Ikeda noise process, see Figure 8.2(a), despite discernible distortions, or blurring.
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Figure 8.23: Output SNR’s for (a) the nonlinear inverse, and (b) a linear inverse comparison.































Actual narrowband Gaussian signal  
(b)
Figure 8.24: Testing data set results obtained using Broomhead’s (nonlinear inverse) filter
method, for the case when 500 kernels were used: (a) the reconstructed Ikeda
noise attractor, and (b) a plot of the Broomhead filter output versus the signal of
interest.
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8.4.4 Experiment 2: an input SNR of -8.5dB
A benchmark performance measure for the linear and nonlinear inverses was established using
an IIR Butterworth bandpass filter. A th order filter with a passband of ffs 	  toffs 	
 was used. The output SNR using this Butterworth bandpass filter was -1dB. The PSD
of the Gaussian narrowband signal corrupted by Ikeda noise is given in Figure 8.25(a). The
PSD of the bandpass filtered Gaussian narrowband signal corrupted by Ikeda noise, is given in
Figure 8.25(b).































Figure 8.25: PSD of (a) Gaussian narrowband signal corrupted by Ikeda noise, and (b) PSD
of bandpass filtered narrowband signal.
To suppress the narrowband signal three single notch filters were used in cascade. The gain
G of each filter was 1.0, and the notches were placed at the following frequencies, ffs 	

 ffs 	 
 ffs 	 . The PSD and attractor plots of the notch filtered data are
given in Figure 8.26.
A NRBFN with an embedding dimension of 4 and a training length of 2500 samples was used
as the nonlinear inverse in Broomhead’s filter method. To test the generalisation properties
of the nonlinear inverse, testing and validation data sets of length 2500 samples were used.
The number of Gaussian kernels used in the NRBFN was varied from 100 to 800, in steps
of 100. A linear comparison was used, with a training length of 2500 samples. As with the
nonlinear inverse, testing and validation data sets of length 2500 samples were used to judge
the generalisation properties of the linear inverse. The number of taps was varied from 10 to 90
taps, in steps of 10, and from 100 to 800 taps in steps of 100. The training of the nonlinear and
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Figure 8.26: PSD of (a) notch filtered data, and (b) the attractor of the notch filtered data.
linear inverses was done, for all simulations, using noise only data (i.e. not the noise corrupted
signal of interest).
The output SNR results obtained by the nonlinear and linear inverses are shown in Figure 8.27.
































Figure 8.27: Output SNR’s for (a) the nonlinear inverse, and (b) a linear inverse comparison.
As can be seen from Figure 8.27, both the linear and nonlinear inverses managed to achieve a
better output SNR than the linear th order Butterworth bandpass filter. The nonlinear inverse
achieved better output SNR values than the linear inverse. Note that a similar improvement
in SNR was obtained using the nonlinear inverse for this experiment, as was obtained using a
nonlinear inverse in experiment 1: the best improvement in SNR was, approximately, 18dB in
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both cases. The attractor of the reconstructed Ikeda noise process, and a plot of the output of
Broomhead’s filter method, for the testing data set are given in Figure 8.28.
































Broomhead filter output  
Actual narrowband Gaussian signal  
(b)
Figure 8.28: Testing data set results obtained using Broomhead’s (nonlinear inverse) filter
method, for the case when 600 kernels were used: (a) the reconstructed Ikeda
noise attractor, and (b) a plot of the Broomhead filter output versus the signal of
interest.
As can be seen from Figure 8.28(a), the reconstructed attractor resembles the attractor of the
original Ikeda noise process, see Figure 8.2(a), despite discernible distortions, or blurring.
8.4.5 Using a linear IIR bandstop filter
The Broomhead filter method, with an IIR bandstop filter, was used as a comparison with
Broomhead’s filter method which used the cascade of notch filters, to cancel the Gaussian
narrowband signals of interest. The nonlinear and linear inverse experiments carried out in
sections 8.4.3 and 8.4.4, were repeated using an IIR bandstop filter, instead of a cascade of
notch filters. A th order Butterworth bandstop filter, with a stopband from ffs 	  to
ffs 	  was used. The results for the nonlinear and linear inverses are given in Figure
8.29 for an input SNR of 8.5dB, and in Figure 8.30 for an input SNR of -8.5dB. As can be
seen from Figures 8.29 and 8.30, the Broomhead filter results obtained using an IIR bandstop
filter were poorer than when a cascade of notch filters was used. This is because the IIR filter
distorted the dynamics of the Ikeda noise process more than the cascade of notch filters did.
This subject has already been discussed in section 8.3.
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Figure 8.29: Output SNR’s for (a) the nonlinear inverse, and (b) a linear inverse comparison,
for an input SNR of 8.5dB.
































Figure 8.30: Output SNR’s for (a) the nonlinear inverse, and (b) a linear inverse comparison,
for an input SNR of -8.5dB.
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8.5 Broomhead’s filter method applied to the cancellation of sea
clutter
8.5.1 Introduction
The results of section 8.4, demonstrate that the novel bandstop linear filtering approach, of
using a number of notches to suppress a narrowband signal, can lead to performance improve-
ments, relative to linear alternatives, when incorporated into Broomhead’s nonlinear inverse
filter method. With these promising results in mind, the approach was applied to the cancella-
tion of sea clutter. The motivation behind using this approach was, that if Broomhead’s filter
method could be used to improve the signal to clutter ratio, then this could be translated into a
detection performance improvement.
To consider the cancellation of sea clutter using Broomhead’s filter method, two sea clutter
data sets were picked. An example from the wavetank data sets was chosen: the ms
gate 14 amplitude data set. A Dawber data set was also used: the amplitude VV data set.
Considering the PSD of these two signals, it was decided to use narrowband signals with a start
band frequency of ffs 	 . See Figures 8.31, and 6.1(a) for PSD plots for the wavetank
gate 14 and Dawber VV amplitude data sets, respectively.














Figure 8.31: PSD ofms gate 14 wavetank amplitude data set.
A description of the narrowband signals, used for the investigation into the cancellation of
the two sea clutter data sets mentioned above, is given in section 8.5.2. The results for the
cancellation of the wavetank data set are given in section 8.5.3. The results for the cancellation
of the Dawber VV data set are given in section 8.5.4.
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8.5.2 Narrowband signals
The narrowband signals were generated by filtering Gaussian white noise with an IIR Butter-
worth lowpass filter. Table 8.4 gives the narrowband Gaussian signal generation parameters
and resulting SCR’s for the cancellation of the wavetank data set experiment. Table 8.5 shows
the narrowband signal generation parameters and resulting SCR’s for the cancellation of the
Dawber data set experiment.
Gaussian Gaussian IIR filter IIR filter SCR [dB]
variance mean order passband
10,000 0 th ffs 	  ffs 	  7.3
1000 0 th ffs 	  ffs 	  -2.7
Table 8.4: Generation of the Gaussian narrowband signals of interest for the cancellation of
thems gate 14 amplitude data set .
Gaussian Gaussian IIR filter IIR filter SCR [dB]
variance mean order passband
0.001 0 th ffs 	  ffs 	  7.9
0.0001 0 th ffs 	  ffs 	  -2.1
Table 8.5: Generation of the Gaussian narrowband signals of interest for the cancellation of
the Dawber VV amplitude data set .
8.5.3 Cancellation of the wavetank data set
The following simulation parameters were used to cancel the narrowband signals of interest
given in Table 8.4, for both the nonlinear and linear inverses. Three single notch filters were
used in cascade. The gainG of each filter was 1.0, and the notches were placed at the following
frequencies, ffs 	 
 ffs 	 
 and ffs 	 . A NRBFN was used as the
nonlinear inverse in Broomhead’s filter method. Embedding dimensions of 4 to 20 in steps of
1, and of 30, 40, and 50 were used. For each embedding dimension, the number of kernels
was varied from 100 to 800 in steps of 100. The training length for each simulation was 2500
samples. A 10 tap linear inverse comparison was used. The training of the nonlinear and linear
inverses was done, for all simulations, using clutter only data (i.e. not the clutter corrupted
signal of interest). Testing data set results for the linear and nonlinear inverses are given in
Figure 8.32.
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Figure 8.32: Output SCR’s for the nonlinear and linear inverses for (a) an input SCR of 7.3dB,
and (b) an input SCR of -2.7dB.
As can be seen from Figures 8.32(a) and 8.32(b), for all the NRBFN inverses considered, the
10 tap linear inverse performed as well as or better than each NRBFN inverse. This provides
convincing evidence that Broomhead’s nonlinear inverse filter method cannot be used to im-
prove the output SCR, with respect to what can be achieved using linear alternatives, for the
ms gate 14 amplitude data set.
8.5.4 Cancellation of the Dawber data set
The following simulation parameters were used to cancel the narrowband signals of interest
given in Table 8.5, for both the nonlinear and linear inverses. Three single notch filters were
used in cascade. The gainG of each filter was 1.0, and the notches were placed at the following
frequencies, ffs 	 
 ffs 	 
 and ffs 	 . A NRBFN was used as the
nonlinear inverse in Broomhead’s filter method. Embedding dimensions of 4 to 20 in steps of
1, and of 30, 40, and 50 were used. For each embedding dimension, the number of kernels
was varied from 100 to 800 in steps of 100. The training length for each simulation was 2500
samples. A 10 tap linear inverse comparison was used. The training of the nonlinear and linear
inverses was done, for all simulations, using clutter only data (i.e. not the clutter corrupted
signal of interest). Testing data set results for the linear and nonlinear inverses are given in
Figure 8.33.
As can be seen from Figures 8.33(a) and 8.33(b), for all NRBFN inverses considered, the 10
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Figure 8.33: Output SCR’s for the nonlinear and linear inverses for (a) an input SCR of 7.9dB,
and (b) an input SCR of -2.1dB.
tap linear inverse performed as well as or better than the NRBFN inverse. This provides con-
vincing evidence that Broomhead’s nonlinear inverse filter method cannot be used to improve
the output SCR, with respect to what can be achieved using linear alternatives, for the Dawber
VV amplitude data set.
8.6 Summary
Broomhead’s nonlinear inverse filter method was applied to the task of cancelling chaotic noise
from a sine wave, using a number of different linear bandstop filtering approaches. Improve-
ments were observed, with respect to linear alternatives, if a notch filter was used as the band-
stop linear filter in Broomhead’s nonlinear inverse filter method, but not for any of the other
bandstop filters considered. However, these improvements, relative to linear alternatives, were
only obtained if it was possible to train the nonlinear inverse on noise only data. The notch filter
was able to both adequately remove the signal of interest (i.e. a sine wave), as well as limit the
distortion to the dynamics of the chaotic noise process. The results from this simple sine wave
experiment gave rise to a novel bandstop filtering idea, for use in Broomhead’s filter method.
This novel approach was intended for cases when the signal of interest was more complicated
than a simple sine wave, and had more than one frequency component. The novel approach
involved using several notches (or zeros on the unit circle) to adequately suppress the signal of
interest, but which also preserved the nonlinear properties of the nonlinear (possibly chaotic)
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noise process. This approach was shown to be successful when using a narrowband Gaussian
signal of interest corrupted by broadband Ikeda noise: Broomhead’s nonlinear inverse filter
method achieved better output SCR’s than were obtained by linear alternatives. This approach
was also applied to two sea clutter data sets. It was found that for both sea clutter data sets,
a linear inverse technique performed as well as, or better than, a nonlinear inverse. Therefore
Broomhead’s nonlinear inverse filter method was not preferred to linear alternatives for these
clutter data sets. Due to the similar properties of all the sea clutter data sets, as highlighted
in Chapter 5 by the prediction analysis carried out, it was inferred that Broomhead’s nonlinear
inverse filter method would not be preferred to linear alternatives, for the cancellation of any of




suggestions for further research
9.1 Summary
The purpose of this thesis was to investigate the suitability of using nonlinear signal processing
techniques in situations where non-Gaussian stochastic or chaotic deterministic time series are
encountered. The specific application of interest for this thesis has been maritime surveillance
radar. The salient points from this thesis are now briefly summarised.
In Chapter 2 the modelling of sea clutter was discussed. Key aspects of chaos theory were intro-
duced which laid the foundations upon which the claim, made by Haykin and his co-workers,
that sea clutter is chaotic could be reviewed and assessed. The most important fact to be high-
lighted in this review was that chaotic invariants cannot be used to distinguish between chaotic
and stochastic processes. The traditional stochastic modelling of sea clutter was also described
in this chapter. In particular, attention was drawn to the popular compound K-distribution
model. This model not only has some physical justification for its use, but it also allows for a
realistic treatment of the correlation properties of sea clutter.
In Chapter 3 a technique was presented for the estimation of the compound K-distributed com-
ponents of a sea clutter data set. A simulation technique for the generation of surrogate correl-
ated compound K-distributed sea clutter was described.
In Chapter 4 some chaos theory ideas, which were introduced in Chapter 2, were used in the
construction of nonlinear predictors for chaotic signals. Two nonlinear models were used for
these predictors: the VSF, and the RBFN. Global linear and nonlinear prediction analysis was
carried out on two chaotic time series: from the Logistic map and the Lorenz attractor. Nonlin-
ear predictors were shown to perform better than linear predictors, in terms of NMSE, on these
chaotic time series. In particular, a NRBFNP was shown to perform better than an UNRB-
FNP, and for a given RBFNP there was observed to be little performance difference between
using the RSC method which picked kernel centres at random from a training data set, and
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the OAKM method which used a clustering algorithm to pick kernel centres from a training
data set. It was found that the embedding delay which resulted in the best NMSE prediction
estimate for a RBFNP was 1 sample, for both Logistic map and Lorenz data. Furthermore, a
NRBFNP was shown to be capable of capturing the underlying dynamics of a chaotic signal
corrupted by white Gaussian noise, whereas attempts using an UNRBFNP, and an UNRBFNP
with regularisation failed on the same data.
In Chapter 5 a comprehensive prediction analysis was reported for the wavetank and Dawber
sea clutter data sets described in Appendix A. Global linear and nonlinear prediction results
provided evidence to suggest that the wavetank and Dawber data sets have linear predictor
functions. Furthermore, recursive prediction revealed a lack of evidence of underlying nonlin-
ear chaotic dynamics for these data sets. Indeed, rather than the chaotic model proposed by
Haykin and his co-workers, a linear compound Gaussian stochastic model was shown to be
suitable for the wavetank and Dawber clutter data sets.
In Chapter 6 it was investigated if noise was preventing the detection of nonlinear predictability
and chaotic behaviour in the wavetank and Dawber data sets. It was also investigated whether
or not forward-backward prediction could be used to uncover nonlinearities not revealed using
forward prediction alone. The results of these investigations merely provided further evidence
to suggest that the wavetank and Dawber data sets have linear predictor functions. Also in this
chapter, it was observed that substantial prediction improvements, in terms of NMSE, were
achievable using forward-backward prediction techniques on Lorenz data, with respect to that
achievable using forward prediction alone.
In Chapter 7 the incorporation of NLP’s into maritime surveillance radar detection algorithms
was considered, using the wavetank and Dawber data sets. As would be expected from the
results reported in Chapters 5 and 6, it was found that the incorporation of NLP’s into such
algorithms was not justifiable, as a LPD could achieve as good as, or better, performance than
a NLPD. Additionally, the importance of capturing a chaotic signal’s underlying dynamics
was considered for a NLP which was to be incorporated into a detection algorithm. It was
demonstrated that modelling the underlying dynamics could have a detrimental effect on the
detection performance of a NLPD, in terms of a ROC performance measure.
In Chapter 8 Broomhead’s nonlinear inverse noise cancellation technique was re-investigated
using a sine wave corrupted by broadband chaotic noise. It was demonstrated that significant
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improvements, relative to linear alternatives, could be obtained using Broomhead’s method,
countering recent work which suggested otherwise. For such improvements to be obtained,
the nonlinear inverse had to have access to the chaotic noise during its training phase, and a
notch filter had to be used as the bandstoplinear filter. The restriction of having to use a notch
filter as the bandstopfilter was highlighted. Moreover, a novel bandstop filtering approach was
applied to Broomhead’s filtering method which was capable of circumventing this restriction.
This modified Broomhead filtering technique was shown to cancel broadband chaotic noise
from a narrowband Gaussian signal better than alternative linear methods. Unfortunately the
modified Broomhead filtering approach was shown to only perform as well as, or more poorly
than, a linear technique, for the cancellation of the wavetank and Dawber clutter data sets from
narrowband Gaussian signals.
9.2 Conclusions
9.2.1 Conclusions related to the nonlinear processing of chaotic signals
A global NLP was demonstrated to perform better than a global LP on chaotic time series. This
supports previously published results and it is concluded that the reason for this is due to the
nonlinear evolution of a chaotic attractor in state space.
If using a RBFN for the nonlinear prediction of a chaotic signal, a NRBFNP should be used in
preference to an UNRBFNP, or a regularised UNRBFNP. Additionally, it was noted that using
a clustering algorithm to pick RBFN kernels did not seem to offer much improvement over
selecting centres at random from a training data set. It was determined that the less compu-
tationally expensive random selection technique should be implemented, and would perform
as well as a RBFN which used the clustering selection method, as long as a sufficiently large
number of kernels was used, which could sufficiently span the input space of the RBFN. Early-
stopping could be used to avoid over-fitting that might result due to a large number of kernels
being used.
A NRBFNP should be used, in preference to a UNRBFNP and a regularised UNRBFNP, to cap-
ture and model underlying dynamics, since a NRBFNP was shown to capture the underlying
dynamics of a chaotic signal corrupted by noise, whereas the other networks did not. A NRB-
FNP is simpler to implement than a regularised UNRBFNP, as it does not involve searching for
a suitable regularisation parameter.
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Forward-backward prediction can be used to obtain substantial performance improvements,
with respect to forward prediction alone.
The modified Broomhead filtering method shows promise for the cancellation of broadband
chaotic noise from narrowband signals of interest. Suggestions for further work in this area are
presented in section 9.3.
9.2.2 Conclusions related to the nonlinear processing of sea clutter
A global LP was shown to perform as well as, or better than, a NLP on every amplitude,
in-phase, and quadrature-phase clutter data set analysed, therefore it is concluded that the
wavetank and Dawber data sets have linear predictor functions. No evidence of underlying
dynamics was found in any of the clutter data sets analysed using recursive prediction. The
reason for this was determined to be that the data sets did not have any underlying dynam-
ics. Indeed, a compound Gaussian stochastic model was shown to be appropriate for both the
wavetank and Dawber data sets. This information leads to the conclusion that the data sets
analysed were not generated by a phenomenon which may be modelled by a coupled system of
nonlinear differential equations, and that they are therefore not examples of chaotic time series.
This conclusion contradicts the claim made by Haykin and his co-workers that sea clutter is a
chaotic process. However, differences between the data sets analysed by Haykin and his co-
workers and those in Appendix A were highlighted in Chapter 5, and it was stated that these
differences could be responsible for the lack of evidence of chaotic behaviour. In the case of the
wavetank data it was observed that the wavetank in which the data sets were collected might
not accurately represent conditions at sea, and that pulse compression could mask or remove
any evidence of chaotic behaviour. In the case of the Dawber data it was pointed out that the
data records only lasted for a period of 1.28 seconds, whereas those analysed by Haykin and
his co-workers lasted for between 25 and 50 seconds. It was speculated that the Dawber data
sets might be linear on time scales on the order of a second, but over longer time periods they
might exhibit nonlinear, chaotic behaviour.
Taking the above differences between data sets into consideration, it might be possible that sea
clutter is a chaotic process, but that chaotic behaviour was not identified in any of the wavetank
and Dawber data sets. From an academic perspective it would be interesting to carry out yet
more data analysis in order to either further substantiate, or to disprove the claim made that
sea clutter is chaotic, in order to reach a conclusion on whether a chaotic or stochastic model is
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more appropriate for sea clutter. However, in Chapter 2 it was pointed out that chaotic invariants
cannot be used to distinguish between chaotic and stochastic processes, and without a method
which can discriminate between them, the debate over whether or not sea clutter is chaotic be-
comes irrelevant. From a practical engineering perspective, however, the interest in carrying out
further analysis on more sea clutter data sets (for example like those analysed by Haykin and
his co-workers) would be to determine if the nonlinear signal processing techniques discussed
in this thesis could be used in certain circumstances to improve radar target detection perform-
ance, regardless of whether clutter is actually chaotic or stochastic. Suggestions for such further
practical analysis are given in section 9.3. It is suggested that the debate over whether clutter
is chaotic or not should be avoided until such time as a classification methodology which can
distinguish between chaotic and stochastic processes becomes available.
Filtering clutter before prediction analysis served to improve the performance of both a LP and
a NLP. However, these results still reinforced the above finding that the wavetank and Dawber
data sets have linear predictor functions. Noise was not responsible for the lack of evidence of
chaotic behaviour.
Forward-backward prediction can be used to improve upon LP as well as NLP performance.
However, a FBLP performed as well as, or better than a FB-RBFN.
A NLPD is not of any use for maritime surveillance radar, given that clutter has a linear pre-
dictor function: a LPD will perform as well as, or better, and would be preferred.
Even if chaotic clutter were encountered, the modelling of the dynamics of such a process
appears to be irrelevant as such modelling can lead to a performance loss (in terms of a ROC)
for a NLPD, relative to the performance of a NLPD which focused on minimising the MSE and
not on the modelling of the underlying dynamics.
The modified Broomhead filtering method was not shown to be of any use on the (non-Gaussian)
wavetank and clutter data sets. This technique may be of use for clutter data sets, or indeed other
data in general, that have different non-Gaussian pdf’s. This technique should not be ruled out
for non-Gaussian processes in general. Furthermore, if chaotic clutter were encountered, then
the positive results presented in section 8.4 would suggest that this technique could be used to
improve maritime surveillance radar, by cancelling the clutter before initiating any detection
signal processing routines.
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9.3 Suggestions for further research
As no definitive conclusions on sea clutter modelling as a whole were proposed herein, and
bearing in mind the contradictory nature of the results reported relative to those published by
Haykin and his co-workers, it is suggested that further nonlinear signal processing analysis be
carried out on clutter data collected at sea, for a wider set of radar and environmental para-
meters, than were used in the collection of the Dawber data sets. In particular, longer data
records than 1.28 seconds should be analysed. The purpose of this study would not be to de-
termine whether the collected clutter is chaotic, but rather, whether it would be worthwhile
incorporating the nonlinear signal processing routines discussed in this thesis, into practical
radar systems. For example, if it were found that in some circumstances a LPD could outper-
form a NLPD, whilst in others the reverse were true, a radar system could be designed to have
the capability of switching between the two different algorithms.
Further experiments could also be carried out to investigate if pulse compression is responsible
for the concealment of chaotic behaviour, or more generally, nonlinear behaviour in sea clutter.
For example, it is suggested that nonlinear signal processing analysis be carried out on data
collected from two different radars at the same site: one with a resolution achieved using pulse
compression, and one with the same resolution which is achieved without the use of pulse
compression. The resolution used should be of a similar order to that used by Haykin and his
co-workers in their analysis of sea clutter.
Assuming a compound Gaussian stochastic model for sea clutter, further experiments could be
performed to investigate the causes of the variation in speckle correlations with range, which
were reported in the analysis of the wavetank data sets. This could perhaps lead to improved
detection routines. For example, it might help to identify when to use a predictor-detector and
when to use a less computationally involved CFAR detector or fixed threshold detector.
More analysis should be carried out on the possibility of using the modified Broomhead filter
method to cancel chaotic noise from signals of interest. Such further analysis should include
carrying out experiments using a number of different wideband chaotic (noise) time series, a
number of different stochastic narrowband signals of interest (i.e. signals with different pdf’s
and bandwidths), and possibly even using deterministic narrowband signals of interest. Ad-
ditionally, a study into the placement and number of notches, for the bandstop filter used in
the modified Broomhead filter method, should be carried out. The application of the modified
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Broomhead filter to maritime surveillance radar, should not be ruled out on the basis of the
results presented herein. More clutter data sets should be examined, before reaching a conclu-
sion on its suitability for maritime surveillance radar. In general, the modified Broomhead filter
method should be tried on non-Gaussian noise processes encountered in different application
areas, such as telecommunications: the technique may work on non-Gaussian processes with





The sea clutter data sets analysed for the work reported in this thesis are described in this
appendix. The provider of all the data sets analysed was the Defence Evaluation and Research
Agency (DERA). The general method used to collect these clutter data sets is described in
section A.1. Section A.2 provides information on clutter data sets which were collected in a
wavetank, these data sets will be referred to as the wavetank data sets. In section A.3, clutter
data sets that were collected at sea, which will be referred to as the Dawber1 data sets, are
described.
A.2 Data collection method
The general method used to collect the clutter data sets, used for the work in this thesis, was
as follows. A stationary land-based radar was operated in a dwelling mode, that is, with the
antenna pointing towards a patch of the sea surface along a fixed direction. Figure A.1 depicts
the resulting geometry of the data collection scenario.





where R is the distance to the mid-range point of the resolution cell,  is the beamwidth of the
radar, r is the grazing angle taken with respect to the centre of the radar beam, r is the radar
pulse width and c is the velocity of propagation.
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Figure A.1: Collection of sea clutter data.
222
Sea clutter data
As can be seen from Figure A.1 the dimensions of the resolution cell are determined by the radar
pulse width r in range, and by the beamwidth  and range R across-range. Radar resolution is
often only referred to in terms of range resolution r.
A.3 The wavetank sea clutter data sets
The wavetank data sets were recorded in April 1998 as part of an experiment conducted by
DERA Malvern and Racal Radar Defence Systems, at the large wavetank facility, in the ocean
engineering laboratory of the University of California, Santa Barbara. The radar used was the
Racal-Thorn mobile instrumented data acquisition system (MIDAS) [136].


























































Figure A.2: Schematic of wavetank experimental set-up.
The wavetank is 53m long, 4.26m wide, and 2.13m deep. The wind tunnel extends 30.5m
down the tank, leaving an open test section of 22.5m. A wooden beach at the test end of the
tank reduces reflections. The wind tunnel can produce wind speeds of up to ms.
The MIDAS radar used pulse compression2. Pulse compression is a signal processing technique
which allows a radar to use a long pulse to obtain a large radiated energy, but which also allows
the range resolution of a short pulse to be achieved [7]. The range resolution of the radar was
0.3m (i.e. an effective pulse width of 2ns). Data was collected in 32 range cells, during wind
speeds of ms through to ms, in steps of ms. The data collected during a wind
speed of Xms will be referred to as the Xms wavetank data set. Pulse to pulse transmit
2For more details on the specific implementation of pulse compression used by the MIDAS radar, see [136].
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frequency agility was used, in a known (i.e. not randomised) sequence. The radar has a dual-
polarised receiver. Only the transmit horizontal, receive horizontal (HH) data sets were made
available for the work in this thesis. The effective pulse repetition frequency (PRF) of the radar
was 1kHz. The grazing angle and beamwidth were o and o, respectively. There were 30,000
complex (i.e. coherent) samples collected in each range cell, for each wind speed data set.
A.4 The Dawber sea clutter data sets
These data sets were collected during experiments conducted by DERA Portsdownwest in Janu-
ary and February of 1994, 1995, and 1996, at Sennen Cove near Lands End, and also at Ports-
mouth (looking at the Isle of Wight) in December 1996. The radar used was the multi-band
pulsed radar (MPR) designed and built by Roke Manor.
Two data sets from the experiments mentioned above were made available for the work reported
in this thesis. Both of these data sets were collected without the use of pulse compression or
polarisation agility. For both data sets the radar range resolution was 150m (i.e. a pulse width
of s), and the PRF was 20kHz. The first data set, which will be called the Dawber-VV data
set, was collected using vertical polarisation on transmit and receive during a wind speed of
ms. The second data set, which will be called the Dawber-HH data set, was collected
during a wind speed of ms. The grazing angle and beamwidth used in the collection of
both data sets were o and o, respectively. There were 25,600 complex samples collected
in each data set: these samples correspond to the temporal signal collected in one range cell, at




B.1 The method of moments
Given that x is a random variable from a random process with pdf Pxx, the kth moment of
such a random process is defined [137] as,
mk 	 Ex
k (B.1)
where E is the expectation operator. If x
 x
    
 xn are independently and identically







where mk can be viewed as an estimate of the population moment mk. The method of moments
estimates parameters of distributions by finding expressions for them in terms of the lowest
possible order moments and then substituting sample moments into the expressions [137].
B.2 Using the method of moments to estimate the parameters of
the gamma distribution
A chi distributed process with pdf given by,
Pcacj
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where (.) is the gamma function, b is the scale parameter and  is the shape parameter, has







A gamma variate is simply the square of a chi variate. Therefore, a gamma distributed process
with a pdf which is given by,
Pzj
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Using equation B.6 and the fact that [98],
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B.3 Using the method of moments to estimate the parameters of
the K-distribution
A K-distributed process with pdf given by,
PKxj
 c 	 c

cxKcx x   (B.12)
where  is the gamma function, K is a modified Bessel function of order , c is the scale
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The second and fourth sample moments of the K-distribution can be used to obtain the following
















Tough and Ward simulation technique
C.1 Proofs involving the IIR correlation filter
C.1.1 Infinite series representation of the filter output
The IIR filter used to correlate Gaussian variates for the generation of correlated gamma vari-
ates, in Tough and Ward’s simulation technique, is described by the following difference equa-
tion,
gn 	 gn  
p
 gn (C.1)
where gn is the correlated Gaussian output, gn is the uncorrelated Gaussian input, and  is
the correlation coefficient of the IIR filter.
The impulse response of this filter can be obtained by taking the z-transform of equation (C.1),
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Tough and Ward simulation technique
The impulse response can be used to express the output of the IIR filter in terms of an infinite












It can be simply shown that given a zero mean Gaussian input to the IIR filter, the correlated
Gaussian output will also have a zero mean. Using equation (C.7), the mean of the IIR filter’s













remembering that     , then using the result that the sum of a geometric series is










  Egn k (C.11)
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Assuming that gn is wide-sense1 stationary, then from equation (C.11), it can be seen that if
Egn 	 , then Egn 	 .
C.1.3 Variance proof
The following proof demonstrates that the variance of the output correlated Gaussian process of
the IIR filter is the same as the variance of the input uncorrelated Gaussian process, given that
the input Gaussian process has a mean value of zero. Using equation (C.7), the mean square










  if l 	  otherwise
then equation (C.12) can be re-written as,











1 i.e. the first and second order statistics of gn do not change with time.
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Egn 	 Egn k (C.15)
Assuming that fgng is wide-sense stationary, then,
Egn 	 Egn (C.16)
and remembering that the variance of fgng, g , can be defined as,
g 	 Egn
 Egn (C.17)
then it can be seen from equations (C.16) and (C.17) that when fgng has a zero mean value,
the variance of fgng is equal to the variance of fgng.
C.1.4 ACF proof
Using equation (C.7), the ACF of the correlated Gaussian sequence at the output of the IIR













  if l 	  otherwise
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then,


















C.2 Changing the scale parameter of the gamma distribution
The following a simple proof demonstrates the ease with which the scale parameter of the
gamma distribution can be changed.
The gamma pdf with scale parameter  and scale parameter b equal to 1 is given by,
Pzj





z exp zdz z   (C.20)





 dy 	 dz
b
(C.22)
and substituting equations (C.22) and (C.22) into equation (C.20) the following is obtained,
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As can be seen by comparing equation (C.24) with equation (C.20), z is a gamma variate with
a shape parameter  and scale parameter 1, and y is a gamma variate with a shape parameter 
and scale parameter b. The above demonstrates how a gamma variate with one scale parameter
can be scaled to obtain a gamma variate with a different scale parameter.
C.3 Maple script used to produce the discrete MNLT map
A simple Maple [97] script was used to solve equation (3.22) for g n, and thus produce the
discrete MNLT map. The adjustable parameters of the MNLT map are the minimum gamma
variate value, the maximum gamma variate value, and the distance between successive gamma
data points in the map. These parameters are controlled by min, max, and steprespectively in
the Maple script. A trial and error approach was adopted in the generation of an appropriate
MNLT map. This was done by choosing values for min, maxand step, then generating a MNLT
map using these values in the Maplescript. Then this map was used in a rd order polynomial
interpolation scheme, to produce gamma data, and any missed interpolations, due to minbeing
too large, or maxbeing too small were recorded. If there were any missed interpolations, then
min and maxwere altered, a new MNLT map generated and new data simulated, and this new
data was checked for any missed interpolations. This process was repeated until there were no
missed interpolations. Once the map’s upper and lower values had been selected, the parameter
stepwas altered until the simulated gamma data had approximately the correct first 10 sample
moments [66, 137].
The Maplescript used to generate the MNLT map is now given on the following page.
233
Tough and Ward simulation technique
 mnlt:=proc(filename,v,min,max,b,step);
 writeto(terminal):
 f:=(v,z,b)   ((b    v)/GAMMA(v))  Int( x  v   * exp(  x  b  b), x=0..z):
 writeto(filename);
 i:=min;
 while i  max do printf(‘%.15g %.10g nn‘,evalf(f(v,i,b)), i);







The Householder transformation [87, 116] is a reflection technique which can be used to solve
the least squares (LS) problem. This transformation is numerically robust as it avoids estimating
the inverse of the autocorrelation matrix directly.
The LS problem of interest for this thesis is the determination of the coefficients or weights of
a linear predictor, or of a linear-in-the-parameter nonlinear predictor. The output yn of an






where h is a N -long column vector of the impulse response sequence of the linear predictor,
and xn is a column vector containing the last N elements of the input sequence. The LS
estimate of the impulse response vector is that which minimises the sum of squared error cost





and the error is given by,
en 	 yn yn (D.4)
The standard solution to this minimisation problem is based on forming the auto-correlation
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matrix Rxx, and a cross-correlation vector rxyk. Thus,











To avoid having to invert the auto-correlation matrix in order solve the above LS problem, the
following approach may be used. First, consider a matrix Q which is orthonormal. Such a
matrix has two important properties: it has an inverse which is equal to it’s transpose,
Q 	 QT (D.8)
and also, the matrix Q is said to be able to reflect a vector, without changing the Euclidean
length of that vector, i.e.,
jej 	 jQej (D.9)
Therefore, the cost function of equation (D.3) can be re-written as,
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k 	 jQkekj (D.10)
Using equations (D.4), (D.2) and (D.10), the following can be written,
Qkek 	 QkykQkXkhk (D.11)
where,
XT k 	 x
x
    
xk (D.12)
and Xk is referred to as the data matrix [116].
























The Euclidean length of the error vector will be minimised when,
uk 	 Ukhk (D.16)
which determines the impulse response vector hk. The elements of the impulse response
vector can be calculated by a simple back substitution operation because Uk is an upper
triangular matrix. The minimum error is directly available as,
jekj 	 jvkj (D.17)
The transformation of a data matrix into an upper triangular matrix may be achieved by using
Householder transformations. To demonstrate how this is achieved imagine that the triangular-
isation process has already been started, and thatR is a rectangular data matrix whose first few







where U is a square upper triangular matrix, Rs is a rectangular matrix, and  contains terms
which are not relevant. The next step is to find an orthonormal matrix which preserves the
existing upper triangular structure and forces one extra column of R to be upper triangular.


















This operation leaves the first few rows and columns of R unaffected, and reduces the problem




which when applied to Rs will convert it’s first column r to all zero elements, except for
the first entry, i.e. the first row, first column of Rs, which will be denoted as Rs
 . The
Householder method for doing this is summarised below:
1. Define a vector u,
u 	 r  signRs
 jrj
where  	 
 
 
   T . This operation only changes one element of r to form u.
The sign function is defined as signx 	  if x   and signx 	  otherwise.
2. Use u to define a vector u which is used to implement the transformation,
u 	 ujuj
3. Apply the transformation to r,
Qsr 	 r  u 	 signRs
 jrj
The first element of Qsr is -signRs




. The rest of
the elements are zero by definition.
4. Apply the transformation to the remaining columns rj of Rs,
Qsrj 	 rj  uT rju
Although the Householder transformation is defined by a matrix Qs, the matrix is not stored
explicitly and the computational requirements of steps 1 to 4 are much less than a matrix mul-
tiplication. Note also that only one square root operation (step 3) is required for each column
of the matrix R.
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For the training of the linear and nonlinear predictors used for this thesis a block approach was
adopted. This strategy is briefly explained now. If a predictor has N coefficients then the data
matrix Xk will have N columns. The number of rows will depend on the length of the data
record used to train the filter. The larger the data record, the better the quality the LS estimate
of the coefficients of the predictor will be. However, a large data record will require a large
data matrix, and hence may impose excessive memory requirements on the processor. The
following strategy was adopted as a reasonable compromise between memory requirement and
performance for training and up-dating the coefficients of the predictor.
To start the process a N	N element matrix is constructed from N consecutive input vectors
xn, i.e. from n 	  to n 	 N. A corresponding N	 target vector y is also assembled.
This defines the LS problem:
Xh 	 y
The above equation defines the major storage requirements for the algorithm. A series of
Householder transformations defined by the N 	 N unitary matrix Q are applied to both












The N 	 N upper triangular matrix U and the N 	  vector u form a set of simultaneous
equations which can be solved by back substitution to form the estimate h. This estimate can
then be updated using blocks of N consecutive vectors xn and a corresponding block of N
target samples yn. For example, the first block to use as an update would range from n 	 N


























The matrix X and vector y are used to overwrite the lower half of the triangularised LS

































Back substitution produces the updated predictor coefficients. This procedure can be repeated
as each new block of N input vector and target samples becomes available.
241
Appendix E
Wavetank clutter data set correlation
dimension estimates
Windspeed [ms]
4 5 6 7 8 9 10 11 12
0 3.694730 3.670330 3.673680 4.411110 3.964700 4.351640 4.224720 5.415380 4.750000
1 3.634410 3.797870 3.630430 4.325580 4.139530 4.300000 4.130430 3.676920 5.101260
2 3.683670 3.691490 3.619560 4.417580 4.895350 4.761900 4.833330 2.819440 5.256750
3 3.610520 3.691490 3.634410 4.272720 4.938270 5.679490 4.845230 2.985910 5.647880
4 3.688170 3.670330 3.584270 4.280900 4.682350 5.671420 5.272720 3.771430 6.104470
5 3.673910 3.630430 3.692310 3.595500 4.602560 5.342850 5.846150 4.338230 5.794110
6 3.683670 3.641300 3.644440 4.333330 4.764700 6.069440 5.784610 4.757570 5.179100
7 3.663160 3.549450 3.600000 4.393260 4.939760 5.641790 5.553840 3.869560 4.791040
8 3.706520 3.593750 3.600000 4.409090 4.226190 6.173910 4.671640 3.514280 4.298500
9 3.625000 3.619560 3.560440 4.229880 4.287350 5.774640 5.031250 4.676920 3.642860
10 3.634410 3.648930 3.547370 4.268810 4.117020 5.216210 4.696970 4.397060 3.128570
11 3.634410 3.663160 3.642100 3.652170 5.011900 4.821430 5.015870 5.758060 3.702700
12 3.692310 3.670330 3.659340 3.666660 4.372090 5.035710 5.388060 6.393940 4.454540
13 3.747250 3.695650 3.626370 3.659340 4.459770 5.068190 5.628570 6.507460 4.784610
14 3.630430 3.648930 3.711110 3.695650 4.223530 4.160920 4.955220 6.436630 4.194440
15 3.606380 3.663040 3.617020 3.587630 4.244440 4.204540 4.527780 6.189200 4.731340
16 3.709670 3.694730 3.681320 3.626370 4.423910 4.313950 6.046870 6.041100 5.384610
17 3.645160 3.715790 3.702130 3.684210 4.483140 4.455550 6.360010 5.837840 4.985290
18 3.595740 3.673910 3.680850 3.634410 3.608690 3.637360 5.729730 5.630130 5.000000
19 3.720430 3.612900 3.694730 3.614580 3.597820 4.406590 6.236850 6.259750 5.906250
20 3.677780 3.648930 3.666660 3.589470 3.631580 4.385540 6.133340 5.972220 6.441170
21 3.741930 3.698920 3.726310 3.709670 3.702130 4.561790 5.958900 5.987820 6.246580
22 3.723400 3.666660 3.677080 3.677780 3.706520 4.565220 6.148170 5.475620 6.797320
23 3.652630 3.617020 3.709670 3.638300 3.705260 4.400000 5.809540 4.865170 7.102600
24 3.750000 3.736840 3.724490 3.659340 3.663040 4.516850 5.011900 4.922230 6.109590
25 3.666660 3.608690 3.692310 3.602150 3.642100 4.488890 5.255570 4.965520 6.320530
26 3.666660 3.736840 3.704080 3.778940 3.742270 3.663160 5.174420 5.244460 5.313260
27 3.691490 3.712760 3.744680 3.702130 3.789470 4.611110 4.395350 4.306820 5.512200
28 3.688890 3.722220 3.694730 3.736260 4.543480 4.611760 5.246910 5.322240 5.860490
29 3.621050 3.744680 4.588890 3.741930 4.483140 4.528090 5.195410 5.284100 5.271600






31 3.600000 3.714280 4.433330 4.427090 5.536590 5.617290 5.065940 5.937510 5.185590





Included with this thesis is a CD, the contents of which are now described. The initial linear
and nonlinear prediction results for the ms wavetank range gate data sets, which were
discussed in section 5.2.2, have been recorded onto the CD in the form of a postscript document.
Linear prediction results are given for 5, 10, 20 and 40 tap LP’s. Results are presented for cubic
VSFP’s, with embedding dimensions of 5 and 10, and an embedding delay of 1 sample for each
case of embedding dimension. NRBFNP-RSC results are shown for embedding dimensions of
5, 10, 20 and 40. Additionally, results are shown for NRBFNP-OAKM’s, UNRBFNP-RSC’s,
and UNRBFNP-OAKM’s with an embedding dimension of 20. For each RBFNP result, an




Some of the work in this thesis has been reported in the following publications, those marked
by y are reprinted in this appendix:
 yM. Cowper and B. Mulgrew, “Performance of radial basis function networks as predict-
ors for sea clutter”, in IEE Radar and Sonar Signal Processing, Peebles, Scotland, July
1998.
 yM. Cowper and B. Mulgrew, “Nonlinear processing of high resolution radar sea clutter”,
in IEEE International Joint Conference on Neural Networks, Washington D.C., USA,
July 10-16, 1999.
 C.P. Unsworth, M.R. Cowper, S. McLaughlin, and B. Mulgrew, “Detection of nonlinear-
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hidden Markov model”, 33rd Asilomar Conference on Signals, Systems and Computers,
October 1999, CA, USA.
 M. R. Cowper and B. Mulgrew, “The application of a nonlinear inverse noise cancellation
technique to maritime surveillance radar”, accepted for publication in the th IEEE
Signal Processing Workshop on Statistical Signal and Array Processing, Pocono Manor,
PA, USA, August 14-16, 2000.
 M. R. Cowper and B. Mulgrew, “Nonlinear processing of chaotic signals”, accepted for
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 C.P. Unsworth, M. R. Cowper, S. McLaughlin, and B. Mulgrew, “Chaotic invariants de-
tect chaos in the stochastic compound K-distributionmodel of radar sea clutter”, accepted
for publication in the th IEEE Signal Processing Workshop on Statistical Signal and
Array Processing, Pocono Manor, PA, USA, August 14-16, 2000.
 B. Mulgrew, C. P. Unsworth, M. R. Cowper, and S. McLaughlin, “Sea clutter and chaos:
improved surrogate-data tests”, accepted for publication in EUSIPCO 2000, Tampere,
Finland, 5-8 September, 2000.
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PERFORMANCE OF RADIAL BASIS FUNCTION NETWORKS
AS PREDICTORS FOR SEA CLUTTER
M R Cowper, B Mulgrew
University of Edinburgh, U.K.
INTRODUCTION
The performance of radars used in marine environments is
limited by sea clutter. The suppression of this clutter is ne-
cessary in order to improve the target detection capability of
such radars.
Currently, there are two conflicting views on how to model
sea clutter. The traditional approach has been to view sea
clutter as a stochastic process. Evidence has suggested that
the stochastic process which best models sea clutter is the
(non-Gaussian) compound K-distribution, Ward [1].
However, recently an argument has been put forward
which suggests that sea clutter is not in fact a stochastic pro-
cess, but rather, it is a chaotic process, Haykin et al. [2].
These non-Gaussian descriptions provide the motivation
to investigate the possibility of using non-linear techniques to
suppress sea clutter, rather than the conventional linear tech-
niques used to suppress Gaussian processes.
The objective of this paper is to investigate the use of fast
training methods for radial basis function (RBF) predictor
networks, Haykin [3]. The fast training methods will enable
the RBF predictor networks to operate in real time or quasi-
real time. The ability of such networks to predict sea clutter,
as compared with linear techniques, will be reported. This
comparison will be used to consider the effectiveness of us-
ing such non-linear predictors to suppress sea clutter.
RBF PREDICTION
Prediction
In its simplest form, a prediction problem is based on a time
series fxng. Given an embedding vector xn, which con-
tains N consecutive samples of the time series, i.e. :
xn  xn xn    xnN  T
This is used to form an estimate xn   of the next data
sample, xn  , by constructing a predictor function f,
where
xn   fxn
RBF predictor
The RBF predictor is used to approximate the predictor func-
tion fxn, discussed above. The structure of the RBF pre-
dictor is shown in figure 1. It consists of N source nodes, M










































































































Figure 1: RBF predictor.
The RBF predictor’s approximation of the predictor func-





wikxn  cik (1)
where M is the number of centres,  is some non-linear
function, kk is a distance measure, ci is the position of the
ith centre in N -dimensional space, and wi is the weight at
the output of the ith centre.
The nonlinear function chosen for this work was the Gaus-
sian function. The distance measure used was the Euclidean
distance.
FAST TRAINING
Training of the RBF networks involves selecting centres and
training the output layer of weights.
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To achieve centre selection in real time or quasi-real time,
two options are available. Firstly, the centres can be chosen
at random from the training data available to the RBF.
Secondly, the k-means algorithm, can be used. The optimal
adaptive k-means algorithm was chosen for this study, Chin-
rungrueng [4].
Training The RBF’s Output Layer Weights
The obvious choices for training the output layer weights are
the least mean square (LMS) algorithm, or a least squares
(LS) approach. However, the LMS convergence time is too
slow to allow for real or quasi-real time implementations.
The LS approach adopted in this paper is the Householder
transform, Haykin [5].
The Householder transformation is a reflection technique
which can be used to solve the LS problem. The algorithm in
this paper is used in an adaptive block least squares approach.
If an additional block of new data is available, the LS solution
will be updated in a computationally efficient manner. The
algorithm is numerically robust, because it avoids estimating
the inverse of the autocorrelation matrix directly, Steinhardt
[6].
PREDICTION OF A STANDARD CHAOTIC SIGNAL
The fast training techniques are initially examined using the
RBF to predict a standard chaotic signal. The signal chosen
was generated using the Lorenz set of equations, Lorenz [7].
The two different centre selection methods described
above are compared using the mean square error (MSE) per-
formance measure. The effect of normalising the outputs
of the RBF centres is also observed. In addition, the ef-
fects on MSE performance measure, of varying the following
parameters are reported: embedding dimension, embedding
delay, and number of centres.
PREDICTION OF SEA CLUTTER DATA
Finally, the performance of the RBF predictor, using the fast
training techniques, is reported for sea clutter data. The feas-
ibility of using such a network to cancel clutter is considered.
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Abstract
This work is concerned with investigating whether or not
nonlinear predictor networks can be used to improve the
performance of high resolution surveillance radars which
are used to detect targets on, or near, the sea surface. Pre-
diction and detection results are presented for new sea clut-
ter data sets.
1 Introduction
The performance of surveillance radars used in marine
environments is limited by sea clutter, the unavoidable radar
returns from the sea surface. Low resolution clutter returns
are widely accepted to have Gaussian statistics. However,
the statistics of high resolution sea clutter deviate from the
Gaussian case. These non-Gaussian clutter returns are often
characterised by frequently occurring large signal values (or
spikes), which can be mistaken for target signals.
The traditional approach to clutter modelling and detector
design has been to use a stochastic process to model sea
clutter. Evidence has suggested that the process which
best models sea clutter is the compound K-distribution [1].
However, research has been carried out which suggests that
sea clutter is not in fact a stochastic process, but rather,
it is a chaotic process [2–4]. It should be noted that the
categorisation of sea clutter as a chaotic process, using the
techniques described in [3, 4], has been questioned by other
researchers [5, 6].
A nonlinear predictor-detector has been shown to perform
better than a standard detector in [3], although no linear
predictor-detector comparison was carried out in that study.
The purpose of this paper is to investigate whether nonlin-
ear predictor networks can be used to improve high resolu-
tion radar detection of targets on, or near, the sea surface.
This will be done using the sea clutter data sets described in
section 2. If sea clutter is chaotic, then nonlinear predictors
will be able to exploit this property. If it is not then non-
This work was supported by Marconi Avionics, DERA, and EPSRC.
linear predictors may be able to exploit the widely accepted
non-Gaussian nature of high resolution sea clutter.
2 Sea clutter data
Sea clutter data sets have been collected using stationary,
land-based radars that operate in a dwelling mode, that is,
with the antenna pointing towards a patch of the sea surface
along a fixed direction.
2.1 Wavetank data
Several sea clutter data sets have been collected for this ana-
lysis, in a wavetank. The wavetank allows data to be collec-
ted during a range of controlled wind speeds. The length of
the wavetank is m: the first m were used to develop the
waves, the remaining m were used as the data collection
area. The wind direction, used for all data sets collected,
was towards the radar. The data was collected in  range
cells. Pulse compression was used to achieve a range res-
olution of m. Data was collected during wind speeds
of ms through to ms in steps of ms. Pulse to
pulse transmit polarisation agility was used. The radar had a
dual-polarisation receive capability. Only the transmit hori-
zontal, receive horizontal (HH) data sets have been analysed
in this paper. The effective pulse repetition frequency (PRF)
of the radar was kHz. The grazing angle and beamwidth
were o and o, respectively. There were   complex
samples collected in each range cell, for each wind speed
data set. Results for the non-coherent1 samples are presen-
ted in this paper.
2.2 Dawber data
The other two data sets analysed in this paper were collected
at sea. Both of these data sets were collected using a radar
that did not employ pulse compression or polarisation agil-
ity. For both data sets the radar range resolution was m,
and the PRF was kHz. The first data set, Dawber-VV,
was collected using vertical polarisation on transmit and re-
ceive, during a wind speed of ms. The second data
1A non-coherent sample is the modulus of a complex sample.
247
Original publications
set, Dawber-HH, was collected using horizontal polarisation
on transmit and receive, during a wind speed of ms.
The grazing angle and beamwidth used in each case were
o and o, respectively. There were   complex
samples collected in each data set: these samples correspond
to the temporal signal collected in one range cell, at a dis-
tance of km from the radar. Results for the non-coherent
samples are presented in this paper.
3 Prediction
The radial basis function (RBF) network and the Volterra
series network have been chosen to implement the nonlinear
predictors. These networks are briefly discussed below.
3.1 Prediction problem
A prediction problem is based on a time series fxng.
Given a vector xn from this time series, with an embed-
ding dimension N and an embedding delay  , i.e.
xn 	 
xn xn   xn  N  T
an estimate xn   of the next data sample, xn  , is
formed by constructing a predictor function f, where
xn  	 fxn (1)
3.2 RBF predictor
An RBF network can be used to find the predictor function
discussed above. The structure of an RBF network is shown
in Figure 1. It consists of N source nodes, M centres (or






























































































Figure 1: RBF network.





where M is the number of centres,  is some non-linear
function (or kernel), kk is a distance measure, ci is the
position of the ith centre in N -dimensional space, and wi is
the weight at the output of the ith centre.
The nonlinear kernel chosen for this work was the Gaussian
function, which is symbolised in Figure 1 by the bell-shaped
curves in the hidden layer. Normalised [7] as well as un-
normalised Gaussian kernels have been used. The distance
measure used was the Euclidean distance. The positions of
the centres were selected at random from the training data.
3.3 RBF embedding dimension and embedding delay
In order to reconstruct the dynamics of the clutter data, (as-
suming that the clutter data is the result of a nonlinear dy-
namical process), it is necessary to choose an appropriate
number of RBF source nodes, N , usually termed the embed-
ding dimension, and also an appropriate embedding delay.
3.3.1 Correlation dimension
An embedding dimension, N , should be chosen [8] such
that:
N  d  (3)
where d is estimated using the correlation dimension [9].
If the correlation dimension estimate of d is not an integer
value, it should be rounded up to the next integer value. For
the analysis in this paper, the maximum likelihood correla-
tion dimension, DML, [9] was used to estimate d.
3.3.2 Averagemutual information
To determine the embedding delay of the clutter data, the
average mutual information [10] was used. It has been sug-
gested [11] that the optimum embedding delay is at the first
minimum of the average mutual information, IT . The av-





P xn xn  T  (4)
log

P xn xn  T 
P xnP xn  T 

where P xn xnT  is the joint probability density for
measurements xn and xn T .
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3.4 Volterra series predictor
The truncated Volterra series (5) can also be used to find the



















The truncated Volterra series expansion is given above, for a
zero mean process. N is the embedding dimension, L is the
order of the Volterra series, and h is known as a Volterra
kernel.
3.5 Prediction performance assessment
The prediction performance measure that has been used for
this study is the normalised mean square error (NMSE),
which is defined as:










where yk is the desired predictor output, yk is the pre-
dictor’s estimate of yk, and y is the variance of y over
J . Prediction results were obtained by using training, test-
ing and validation data sets. If the training data length was
selected to be J samples, the next J samples immediately
after the training data were selected as the testing data set.
The next J samples immediately after the testing data set
were selected as the validation data set.
4 Prediction of the wavetank data
The temporal signals in each range cell, for each wind speed
data set, were analysed using a linear predictor and the non-
linear predictors described in section 3.
4.1 Prediction of the temporal signal in range cell  of
the ms data set
The criteria discussed in section 3.3were used as a start-
ing point to choose the RBF embedding dimension and em-
bedding delay. For range cell  of the 	ms data set,
DML  
 . An embedding dimension of 	 was chosen.
A plot of the mutual information for range cell  is given
in Figure 2. As can be seen there are no obvious minima,
the mutual information curve is monotonically decreasing.










Figure 2: Mutual Information for range cell  of 	ms
data set.
Thus the criteria for selecting an embedding delay in sec-
tion 3.3.2is of no use here, therefore an embedding delay
of  sample was selected as a starting point. Results for a
linear predictor, a cubic Volterra series predictor and a nor-
malised RBF (NRBF) predictor are shown in Figure 3, using
validation data sets (see section 3.5).



















Figure 3: Validation data set NMSEvs training length for
range cell  of the 	ms data set. Results are shown for
a 10 tap linear predictor, a cubic (order=3) Volterra seris
predictor with an embedding dimension of 10, and a NRBF
with an embedding dimension of 12, and 100 centres. An
embedding delay of 1 sample was used by all predictors.
What is immediately noticeable from Figure 3 is that the
simple  tap linear predictor always does at least as well
as the nonlinear predictors. This suggests that the predictor
function for this sea clutter data set is linear. The cubic Vol-
terra series predictor converges upon the linear solution at
around about a training length of  samples. The NRBF
predictor displays difficulty in approximating the linear pre-
dictor function, showing approximately a dB performance
loss relative to the linear predictor after a training length of
  samples.
The effect of increasing the embedding delay for each pre-
dictor is shown in Figure 4. As can be seen, increasing the
embedding delay does not improve the prediction perform-
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Figure 4: Validation data set NMSEvs embedding delay for
range cell  of the ms data set. Results are shown
for a 10 tap linear predictor, a cubic (order=3) Volterra
series predictor with an embedding dimension of 10, and a
NRBF with an embedding dimension of 12 and 100 centres.
A training length of 6000 samples was used by all predict-
ors.
ance of any of the predictors.
4.2 Prediction performance for all  range cells in the
ms
 data set
The results obtained in Figures 2 to 4 are representative of
the results found for the other range cells in the ms data
set. This is illustrated in Figure 5 which displays prediction
performance versus range cell for the ms data set.



















Figure 5: Validation data set NMSEvs range cell for the
ms
 data set. Results are shown for a 10 tap linear pre-
dictor, a cubic (order=3) Volterra series predictor with an
embedding dimension of 10, and a NRBF with an embed-
ding dimension of 20 and 100 centres. An embedding delay
of 1 sample and a training length of 10,000 samples were
used by all the predictors.
4.3 Prediction for all  range cells in each wind speed
data set
The results in sections 4.1and 4.2suggest that the predictor
function of the ms data is linear. In fact, this result was
found for each of the different wind speed data sets. Addi-
tionally, it was found that, in general, the clutter samples
collected during higher wind speeds were more predictable
than those collected during lower wind speeds. However,
there was also found to be a variation in predictability across
range cells, which appeared to be dependent on the number
and distribution of clutter amplitude spikes. Figure 6 shows
the results for a linear predictor for all  range cells of sev-
eral wind speed data sets.






























Figure 6: Validation data set NMSEvs range cell for several
wind speed data sets. Results are shown for a 10 tap linear
predictor which used a training length of 10,000 samples
and an embedding delay of 1 sample.
5 Prediction of the Dawber data
As in section 4.1, the criteria discussed in section 3.3were
used as a starting point to choose the NRBF embedding
dimension and embedding delay. For the Dawber-VV data
a value of DML   was estimated, and an embedding
dimension of  was chosen. For the Dawber-HH data a
value of DML  	 was estimated and an embedding
dimension of  was selected. A plot of the mutual
information of both Dawber data sets is given in Figure 7.
There are no obvious minima in the mutual information
plots. An embedding delay of  sample, for each data set,
was therefore selected as a starting point.
Figure 8 shows the prediction performance of the nonlinear
and linear predictors on both the Dawber data sets. As
was found in section 4of this paper for the wavetank data,
the predictor function of the Dawber data sets appears
to be linear. Interestingly, the Dawber-VV data is more
predictable than the Dawber-HH data despite the fact that it
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Figure 7: Mutual information plot for Dawber data sets.






















Figure 8: Validation data set NMSEvs training length for
Dawber-VV (thin lines), and Dawber-HH (thick lines) data
sets. A linear predictor with 10 taps, and a cubic (order=3)
Volterra series predictor with an embedding dimension of
10 were used on both Dawber data sets. A NRBF with an
embedding dimension of 10 and 100 centres was used on the
Dawber-VV data. A NRBF with an embedding dimension of
17 and 100 centres was used on the Dawber-HH data. An
embedding delay of 1 sample was used by all the predictors.
was collected during a lower wind speed. This is an area of
ongoing research.
Figure 9 shows that increasing the embedding delay does not
improve the prediction performance of the linear predictor
or of the nonlinear predictors for either Dawber data set.
6 Detection strategies
A fixed threshold detector and a linear predictor-detector
have been used to compare the performance of the nonlinear
predictor-detectors.
6.1 False alarm rate and detector design
A false alarm refers to noise or clutter being mistaken for a
target signal. In a radar detector design, the aim is to fix the
probability of false alarm, Pfa, and maximise the probabil-
ity of detection, Pd. The ideal situation would be if Pfa  ,






















Figure 9: Validation data set NMSEvs embedding delay for
Dawber-VV (thin lines), and Dawber-HH (thick lines) data
sets. A linear predictor with 10 taps, and a cubic (order=3)
Volterra series predictor with embedding dimension of 10
were used on both Dawber data sets. A NRBF with an em-
bedding dimension of 10 and 100 centres was used on the
Dawber-VV data. A NRBF with an embedding dimensionof
17 and 100 centres was used on the Dawber-HH data.A
training length of 8000 samples was used by all the predict-
ors.
and Pd  . This would mean no false alarms, and if a target
were present, it would always be detected. Receiver operat-
ing curves (plots of Pfa versus Pd) can be used to assess
detection performance.
6.2 Fixed threshold detector
A threshold was set for this detector using a small set
of clutter-only data to form a clutter amplitude histogram.
The histogram was used to determine a threshold level that
would result in a tolerable number of false alarms.
6.3 Predictor-detectors
The predictor (linear, RBF, or Volterra series) was trained
using a small set of clutter-only data. After training, the free
parameters of the predictor were fixed. Another small set of
clutter-only data was then passed through the predictor, and
the errors produced were used to form a histogram, which
was used to set an error threshold for a desiredPfa. The idea
is that during training the predictor should learn to recognise
the clutter. Therefore, if clutter-only data is present at the
input, the predictor will produce a small error. If a target as
well as clutter is present at the input, then the predictor will
produce a large error.
7 Detection results
As the prediction results for both the wavetank and Dawber
data sets have been shown to have linear predictor functions,
detection results are only presented for the wavetank data.




























































Figure 11: Detection of ms wavetank data.
for range cell  of the ms and ms data sets,
respectively. In each case a Swerling [12] (fluctuating
Rayleigh) target was used, and the signal to clutter ratio was
set to dB. Small signal to clutter ratios are of particular
interest in practice. In both plots an embedding dimension
of , an embedding delay of , and a training length of
 samples were used for both the Volterra, and the linear
predictor-detectors.
As expected from the prediction results in section 4, the lin-
ear and Volterra series predictor-detector results are very
similar. The predictor-detectors perform better than the
fixed threshold detector, (for low probabilities of false
alarm), on the ms data, which has a correlation length
of approximately  samples. The fixed threshold detector
performs better than the predictor-detectors on the ms
data, which is uncorrelated from sample to sample.
8 Conclusions
Prediction results have been presented for new non-coherent
sea clutter data sets, which show no evidence of nonlinear
predictability. However, the pulse compression used in
the collection of the wavetank data, and the fairly low
resolution of the Dawber data could be responsible for the
lack of nonlinear predictability. Therefore, whilst the use
of nonlinear predictor-detectors could not be justified to
improve the performance of a radar detector for any of the
clutter data sets analysed in this paper, this is not to say that
this is the case for sea clutter in general.
Linear predictor-detectors may be used to improve detection
performance, relative to a fixed threshold detector, as long as
the clutter data concerned has a sufficiently long correlation
length.
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