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1. PROBLEM STATEMEET 
Consider a stochastic system with two controllers, described by Ito’s differ- 
ential equations 
dzt =fh , u, 4 dt + 4%) dw, , t > 0, (1) 
where z = (zr , zs ,..,, z,J’, f 2 (ft , fi ,..., f,J’, and (I = (uij), i, j = 1, 2 ,..., n. 
Wt = (W$, Wt2,..., wtn)’ is an n-dimensional Wiener process, measurable with 
respect to a family of nonanticipative sigma-fieldF, , t > 0. z,, is a deterministic 
vectorinRn.uE7JCRPandvtVCRP. 
The two controllers, called the pursuer and the evader, choose u and v, 
respectively. We ,assume that they make their choices in the form of Markov 
policies,* i.e., u = u(+) and v .-- v(zt). 
The problems of existence and uniqueness for the solution to (1) are discussed, 
for example, in [I, 21. For the purpose of this paper, we shall simply assume the 
following. 
(i) U(Z) and ti(.z) are Lipschits: continuous in z and U(Z) E U and v(z) E V 
for all x E G, where G C R”. U and V are convex and compact sets in R” and 
RP, respectively., Such U(Z) and v(z) arc called admissible strategies for the 
pursuer and the evader. 
(ii) f and u are sufficiently smooth and bounded so that for any z0 F G 
and any admissible pair of strategies (u(z), v(z)), there exists a solution zt to (l), 
defined up to the instant T(W) of the first arrival at the target set M, where 
MC RR” is closed and M n G = 4. If zt $ M for all t > 0, then T(W) = co. 
(iii) zt either remains in G, with probability 1 for all t > 0, or stops at 
the first arrival at M. 
We shall say that a game, described by (1) and with the above assumptions, 
can be completed from the position z,, if there exists an admissible strategy 
1 Since the s+zn is autonomous, the Markov policies do not depend explicitly on t. 
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~*(.a) for the pursuer, such that, for whatever admissible strategy z(z) employed 
by the evader, a solution & to (1) can get arbitrarily close to M, w.p. 1. 
We are going to obtain some sufficient conditions under which the game can 
be completed from any position in G. These conditions are to be obtained via the 
introduction of a stochastic Lyapunov function, which will be defined in the 
next section with the aid of a deterministic system. Using the supermartingale 
property of the stochastic Lyapunov function, we shall also show some limiting 
behavior of f, as t - co. 
2. THE DETERMINISTIC SYSTEM 
Consider the deterministic system 
dxjdt =f(x, u, w), (2) 
where f is the same function as in the previous section. Assume that for the 
system described by (2), there exists an admissible pair of strategies (u*(x), V*(X)) 
(in the sense defined above), such that, starting from any a,, E G, a corresponding 
solution arrives at M in T(z,) < co. 
We now define y(z, t, s) to be a solution of the equation 
4W = f 0, U*(Y), W*(Y)), s 3 t, (3) 
and y(x, t, S) = z if s < t. Let p( y, M) be the distance between y E G and 
M, i.e., 
P(Y, W = j$j II Y - 1 II > (4) 
and define 
+, t, 4 = in+ 3 t I P(Y(Z, t, ~1% M) < 4, (5) 
where 01 > 0 is a constant. ~(.a, t, m) is therefore defined for all z E G, t > 0, and 
a! 3 0. Obviously f(z, t, a) 3 t and ~(2, t, a) = t if and only if p(z, M) < a. 
Now, suppose {zt , t > 0} is a strong markov process. It can be easily shown 
that y(z, , t, s) is also strongly markov (w.r.t. FJ. 
Let 7 be any markov time. Because of the strong markov property, y(zr ,7, 
7 + u) is F,-measurable for any deterministic o 3 0, where x E F, if and only if 
x n {W ) T(W) < t} E Ft . We can then write 
4,~ , 7, 4 = in@ 2 T I P(Y(~~ , ~~4, M) < 4. 
Also, y(z7 , 7, T) = z, , w.p.1. 
(7) 
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3. THE MAIN RESULTS 
We now return to the stochastic system (1). With u = U*(Z), let 9, be a 
corresponding solution, i.e., 
d,C?, = f (Zt , u*(9,) . ~(2~)) dt + u&) dw, , So = x0, (8) 
where w(z) is any admissible strategy for the evader. 2, is strongly markov (see 
[3]) and so is ~(2, , t, OC), which will be used as our stochastic Lyapunov function. 
Let us define 
-?(w, CL) = inf{t > 0 1 ~(2~ , t, U) = t}, (9) 
which is a markov time w.r.t. Ft. Again, if ~(5~ , t, a) > 0 for all t, then 
+(w, CX) = 00. Note that <(x0, 0, 0) = T(z,). 
We are now ready to prove the following theorem. 
THEOREM 3.1. Under the assumptions 
(i) L(Z, t, a) is in the domain of L,,., , where L,,,, is the infinitesimal operator 
for the solution 9, of (8) (th is means that C(Z, t, CL) has continuous partial derivatives 
&/at, A/&,, and &/az, azj and 
where H = UU’ = (hij), i, j = 1, 2 ,..., n), and 
(ii) n&a; L,+,,+, t, a) < k < 1, K = constant 
for all z E G, ,2 t > 0, CL > 0, and v E V, (11) 
we have 
WbJ, 4) < 4~o,Q4/(1 - 4 (12) 
and 
~whu.d 9 M) G 4 = 1. (13) 
Proof. Define ~Jw, a) = min(+( W, ol), N). Then {Q-,(w, a)} is a nonnegative, 
monotonic nondecreasing random sequence with E(~,(w, a)) < 00 and T,(w, a) 
a Markov time. Dynkin’s formula can be applied as follows, 
E IT” Lu*,&t , t, a) dt 
0 
= E(&, , *n , a)) - +o 3 0, 4 
> E(T,(w, 4) - 4% , 0, 4 
(14) 
2 Here G. = {z E G I ~(2, M) > a). 
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But, because of assumption (ii), we have 
I 
TTl 
E Lut,,,c(& , t, a) dt < E 
i 
T” k dt = kE(T,(w, a)) 
0 0 
(15) 
Combining (14) and (15), we have 
and therefore 
E(T,(w, 4) - 4~0 , 0, 4 < k-J-+&, 4) (‘6) 
E(T,(w 4) < +o , 0,4/(1 - 4. (17) 
But limra+m ~-(w, a) = +(w, ar), w.p.1. Using the monotone convergence 
theorem, we have 
E(+, 4) = i+~ Ebn(w 4) < &, , 0, Ml - k) (18) 
and (12) is proved. Since +(w, a) is a nonnegative random variable with finite 
expectation, we conclude that +(w, a) < co, w.p.1. 
Equation (15) now follows easily, since according to (7) and (9), 
and Theorem 3.1 is proved. 
Since 01 can be any positive number, we finally conclude that 9, can get 
arbitrarily close to M. Furthermore, since l (zo , 0, a) < co for all z. E G, we 
know that (13) holds for 9, with any initial condition z, E G. Thus with u = u*(z) 
the game can be completed from any position in G. 
What we did was to define the function E(Z, t, a) via the deterministic system 
(3) and require that it satisfy some properties along a solution of stochastic 
system (8). Since (3) is autonomous, E(Z, t, a) = t + E(Z, 0, LX). Equation (11) 
can actually be simplified as 
<k-l<O, (19) 
which is analogous to some condition on finite time stability in [l]. 
Under the assumption in Theorem 3.1, ~(0,) t, a) - t is a nonnegative 
supermartingale, since 
E[@t+a >t + s, 4 - t - s I Ftl 
= 4% , t, 4 - t + E /~f+81.,*,,[4~tl , t, , 4 - 61 dt, I F’t 
< E(& , t, a) - t + (k - 1) s < E(& , t, 01) - t. 
(20) 
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We can then use the supermartingale convergence theorem to prove the 
following. 
THEOREM 3.2. Suppose the assumptions in Theorem 3.1 hold and E{c(S, , 
t, CY) - t} is uniformly bounded, i.e., 
sup E(E(2 t , t, 4 - t> < a (21) 
t>0 
for every N > 0. Then 
pcpy PC% ? M)=O} = 1. (22) 
Proof. According to the supermartingale convergence theorem (see [5]), 
there exists a nonnegative random variable c(w, a) such that, w.p.1, 
li+i(‘(& ) t, CY) - t) = c(w, cd). (23) 
Before we proceed with the proof, let us state a lemma whose proof is, in 
fact, trivial. 
LEMMA. If C(W, a) = 0 w.p.1 for every 01 in (0, q,], then c(w, cx) = 0 w.p.1 
for every d > 0. 
Proof. Since c(.& , t, LY) - t is nonnegative and nonincreasing in 01 (a > 0) 
w.p.1, so is C(W, LX). The lemma follows immediately. 
We now define 
and 
A = (w j qw, 0) = co) = {w 1 ‘(2, , t, 0) - t > 0, t > O} (24) 
B(a) = (w I c(w, Lx) > O} 
(25) 
For every w E A r\ B, , given 6 > 0, there exists r(w, a) such that 
~(~t,t,~)-t~(1/K)-~>Oforallt>~(w,a),sincew~B,.Butwecan 
also have, by choosing (Y sufficiently small, i.e., 01 < aa, +(w, a) > r(w, LX), 
because w E A and +(w, a) is continuous in OL for 01 > 0. We then have a contra- 
diction since •(2+(~,~, , +(w, a), LY) - +(w, a) = 0. So P(A CI B,(a)) = 0 for 
a<%. 
On the other hand, for every w E AC, we have E(& , t, 0) = t for all t 3 ;(w, 0) 
since ~2~ stops upon arrival at M. Certainly P(Ac n Bk(a)) = 0. We therefore 
have, for CL < CL~, 
P(B&)) = P((A n B&X)) u (AC n B&))) = 0 (26) 
4”9/59/2-7 
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and 
P@(a)) = P u (w 1 c(w, a) > (l/k)} 
( 
= 0. 
I, ) 
(27) 
Because of the lemma, (27) implies that c(w, a) = 0, for every oc > 0 and 
w.p.1, and 
p.+.(‘(2t , t, a) - t) = 0, (28) 
which clearly implies 
pcf’+y P (at > M)<ol}=l (29) 
and (22) follows. The theorem is thus proved. 
Suppose (U*(Z), V*(Z)) and h ence ~(a, t, a) have been found. According to 
their definitions, it necessarily follows that 
and thus 
(&/at) + (a+k) .f(z, u*(z), v*(Z)) = 0 (30) 
Combining (11) and (31), we obtain 
as a consequence of the assumptions in Theorem 3.1. With E(X, t, a) known, 
(32) gives a necessary condition on (hii), i, j = 1, 2,..., 71, for (11) to be satisfied. 
In particular, when hij = z,.zj/lj z /12, and (FE/&~ a~,), i,j = 1, 2,..., n, is positive 
definite (as is the case when, for example, (2) is linear and M is convex), we have 
The norm of ((a2~/&zi &,)), i,j = 1, 2 ,..., n, must therefore be bounded by 2k. 
We can have a more general stochastic Lyapunov function by defining 
L@, t, a) = infb I W(P(Y(Z, t, s), M) < 41, (34) 
where W(q), defined for all 7 > 0, satisfies 
(i) W(v) is monotonic increasing, 
(ii) W(0) = 0, 
(iii) W(T) > a+, 4 > 1, a > 0. 
Both theorems can be established with &z, t, a) replacing E(Z, t, a). 
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Another generalization is to have in (1 l), instead of U*(Z), an admissible 
strategy Q(x) which minimizes maxvEyL,,&, t, a). Thus in Theorem 3.1, 
assumption (ii) is replaced by 
min max&&, t, a) = maxLti,&, t, IX) < k < 1. 
u e, v (35) 
The solution to (1) corresponding to G(Z) and any admissible V(Z) can still 
be shown to get arbitrarily close to M, w.p.1, and both theorems still hold. 
Note that E(Z, t, U) remains to be defined by (U*(X), V*(X)) via (2), but (35) 
provides a constructive way for the pursuer to seek a strategy which ensures that 
the game will be completed. 
Finally, let us remark that the trajectory y(z, t, S) can be generated by a 
deterministic differential equation (not necessarily (2)) of the form 
dY/dS = L!(Y)> s 3 t, 
and y(z, t, s) = z if s < t, provided that y(z, t, s) E M at s = T(z) < co for all 
z E G and y(z, t, .z) stops upon arrival at M. 
4. AN EXAMPLE 
In the two-dimensional system 
dz, = u1 dt + (1 - as) et dt + (x12 + zz2)1/2 dw,2, (36) 
dz, = u2 dt + (1 + q) w dt + (xl2 + ,~;)l/~ dwt, (37) 
let 
and 
M = {(zl,.~) I ~1~ + ~2~ < ,/2), 
G = Hz1 ,4 I xl2 + +z2 > r”>, 
u = {(Ul , u2) I U12 + u22 < 1% 
V={vI -2<v<2}, 
ul* = -(2(2)1/Z zl/(zl” + 2,2)1/2) 
u2* = -(2(2)‘/” z2/(z12 + 2,2)1/2) 
0” = 1. 
- 
Y>l, (38) 
(39) 
(40) 
(41) 
- 1, (42) 
1, (43) 
(44) 
wtr and W: are two independent Wiener processes. Equations (36) and (37) with 
(Ul> 2 u ) and w given by (42)-(44) actually possess a unique solution since 
u1*, u2*, * *, and (zr2 + a22)1/2 satisfy the boundedness and Lipschitz continuity 
conditions (e.g., in [3]). 
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The associated deterministic system is given by 
rt?/lW = -MW2 Y11(Y12 + Y22)1’2) - y2 , 
dY2W = -(2(W2Y21(Y12 + Y22)1i2) + y1 , 
(45) 
(46) 
s > t, yl(t) = a,, andy,(t) = xa . It can be easily seen that a solution will always 
arrive at M and 
E(X, t, a) = t + ((.z12 + x22)1’2 - 01 - y)/q2y2. (47) 
We would like to show that ~(a, t, CX) satisfies the assumptions of Theorem 3.1. 
First, ~(.a, t, CX) is obviously in the domain of L,,,, . Then, we have 
I 1 - ;; 1 + 2(2)“2 (z12 p’z,y -l - [ $y2:;li2 + v] 
1 2(2)“2 z2 
+ 3@)1’2 (z12 ;2z,2)“e -1 - (zl2 + z22)l/2 [ tvl 
- q&Z b12 + 2,2)1’2/ 
(48) 
I 
1 
z1 + z2 = ;z 201/2 (z12 + z2y (v - 1) - & (.zC + a2a)r,al 
3 
G 7 - 4(2)1/2 --L- (z12 + zz22)l’2. 
The last expression will be <K if 
(z12 + z22)1’2 > 4(2)“‘2 (4 - k). 
But since k < 1, we have 
(Zl” + 222)‘/2 > 2(2)‘/2. (50) 
Since this is to be true for all z E G, , 01 > 0, where 
(49) 
in order for assumption (ii) to be satisfied, we need to have y > 2(2)1/a. According 
to Theorem 3.1, by using (ul*( x , z12*(x)), the pursuer can complete the game ) 
from any position in G, if y -2 2(2)V. 
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