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Abstract – Nanopores made with low dimensional semiconducting materials, such as carbon
nanotubes and graphene slit pores, are used in supercapacitors. In theories and simulations of
their operation, it is often assumed that such pores screen ion-ion interactions like metallic pores,
i.e. that screening leads to an exponential decay of the interaction potential with ion separation.
By introducing a quantum capacitance that accounts for the density of states in the material,
we show that ion-ion interactions in carbon nanotubes and graphene slit pores actually decay
algebraically with ion separation. This result suggests a new avenue of capacitance optimization
based on tuning the electronic structure of a pore: a marked enhancement in capacitance might
be achieved by developing nanopores made with metallic materials or bulk semimetallic materials.
Introduction. – Confinement of ions in nanostruc-
tures underpins the physics of many new electrochemi-
cal devices, ranging from supercapacitors [1] to field effect
transistors [2]. These nanostructures are usually porous
semiconducting materials such as carbon nanotubes or
graphene slit pores. Early experiments have shown that
electrodes made with porous carbide-derived-carbon de-
liver large volumetric capacitance as the pore-size (which
can be precisely controlled) approaches the ion size [3–5].
This increase in capacitance cannot be rationalised by sur-
face area enhancement alone, leading to the general hy-
pothesis that the electronic structure of the electrodes sig-
nificantly modifies the Coulomb interaction between ions
[6, 7].
Most theoretical studies of supercapacitors to date have
modelled the electrode material as ideally metallic [6–9],
and studied the effect of ion size and pore size on the
capacitance. The key assumption in ideal metal theory is
that the electric field cannot penetrate into the bulk metal:
the high concentration of electrons in metals screens the
electric field completely, and only a surface charge density
is induced. In particular, for a charge positioned in front
of an infinite metal slab, the induced surface charge den-
sity is equivalent to an equal and opposite “image” charge
located inside the metal at the same distance away from
the metal surface [10]. In a metallic pore, this ion-image
interaction modifies the long-ranged ∝ 1/r Coulomb in-
teraction energy to an exponentially decaying interaction
energy. The characteristic screening length is the pore
width or diameter.
For semi-metallic materials, the effect of finite elec-
tron concentration has been studied in [7, 11, 12] using
the Thomas-Fermi model, which accounts for the effect of
electric field penetration into the material. It was shown
that for a slit/cylindrical pore, the pore width/diameter
is effectively renormalised by the Thomas-Fermi screening
length but that the decay remains exponential. However,
the concept of electric field penetration is only physical for
bulk materials and not applicable for 2D materials such
as single-layer graphene slit pores and carbon nanotubes,
where the material is only one atom thick. Nonetheless, a
phenomenological approach based on introducing an effec-
tive pore radius or width has been successfully used in [13]
to fit detailed simulation data for the interaction potential
between ions in single-layer gold and carbon nanotubes.
In this paper, we model the interionic interactions in
a graphene slit pore or carbon nanotube by introducing
the quantum capacitance, a key quantity capturing the
quantum density-of-states of a material. Analytical ex-
pressions can be obtained in the linear-response regime.
Surprisingly, a finite quantum capacitance modifies the
electrostatic interactions between ions: rather than being
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Fig. 1: Sketch of the systems under consideration, a positive
ion of charge q positioned on (a) central symmetry plane of a
graphene slit pore of width L, and (b) the central symmetry
axis of a nanotube with radius R.
exponentially decaying, they are algebraic ∝ 1/r3 for a
slit pore and ∝ 1/(r log2 r) for a cylindrical pore. Our
results demonstrate a fundamental quantum limitation of
using carbon nanotubes or graphene slit pores as materi-
als for supercapacitors, and suggest that metallic or bulk
semimetallic materials may be more suitable for superca-
pacitor applications.
Electrostatic Interactions and Quantum Capac-
itance. – We consider two idealised geometries of su-
percapacitors: a carbon nanotube of radius R and a 2-D
graphene slit pore of width L. Both geometries are ideali-
sations of “real” porous materials such as carbide-derived-
carbon; these are typically disordered with domains resem-
bling a slit/cylindrical pore. However, these idealizations
allows us to make analytical progress and yield more in-
sight. In each geometry, a charge q is positioned on the
central symmetry axis/plane (see Figure 1). The interac-
tion energy between a test charge with the same charge q
located at (r, z) and a fixed point charge is given by
U(r, z) = qφ(r, z), (1)
where φ is the electric potential induced by the point
charge.
To calculate the electric potential φ, we need to cou-
ple the classical electrostatic boundary value problem [10]
with quantum capacitance. The quantum capacitance
arises as one of the electrostatic boundary conditions: the
electric field inside and outside a tube/slit pore is related
to the induced surface charge σ via the Gauss law
ǫ[n · ∇φ] = −4πσ, (2)
where [.] denotes the jump across the tube/slit surface, n
is the unit vector normal to the surface (defined to point in
the direction outside of the pore), and ǫ is the relative di-
electric constant of the medium; for simplicity we assume
ǫ to be the same inside and outside the pore.
The induced surface charge is a function of the electric
potential on the pore surface φs(r), i.e. σ = σ(φs). In
particular, within a local density approximation [14]
σ(φs) = −e [n(µ+ eφs)− n(µ)] , (3)
where n is the density of charge carriers and µ is the chem-
ical potential. The chemical potential is changed through
doping, with µ > 0 (µ < 0) for electron (hole) doping.
Analytical approximations for n(x) have been proposed
for doped graphene [14]. For simplicity, however, we shall
assume that the induced surface potential eφs ≪ µ, and
linearise Equation (3) to obtain
σ(φs) ≈ −e2n′(µ)φs ≡ − ǫ
4π
Cqφs. (4)
Here, we have identified Cq = 4πσ
′(0)/ǫ = 4πe2n′(µ)/ǫ as
the linear quantum capacitance. Effects of the electronic
structure of the material (i.e. quantum effects) enter only
through the quantity Cq – the remaining calculations will
proceed using classical electrostatics. (In principle, our
approach could equally apply in the high temperature or
non-degenerate limit. Nonetheless, the systems considered
here will typically be in the quantum limit.) With Equa-
tion (4), the Gauss Law (2) becomes a Robin boundary
condition
[n · ∇φ] = −Cqφs. (5)
Note that we recover the classical boundary condition for
an ideal metal, φs = 0, for Cq =∞.
We will exploit the superposition principle in the calcu-
lations below as the Robin boundary condition is linear.
Taking into account higher order terms in the expansion of
Equation (3) would give non-linear terms in the boundary
condition which would lead to a non-pairwise interionic
interaction potential.
Ions in a Slit Nanopore. – We now proceed to
solve the electrostatic boundary value problem for a point
charge in a slit nanopore (Figure 1a). Noting the axisym-
metry of the problem, the electric potential inside the pore
satisfies the Poisson equation
1
r
∂
∂r
(
r
∂φ1
∂r
)
+
∂2φ1
∂z2
= −4πq
ǫ
δr(r)
2πr
δ(z), −L
2
< z <
L
2
,
(6)
where δr(r) is the radial delta function and δ(z) is the
1D delta distribution. Outside the slit pore, the potential
satisfies Laplace’s equation
1
r
∂
∂r
(
r
∂φ2
∂r
)
+
∂2φ2
∂z2
= 0,
L
2
< |z|, (7)
boundary conditions for (6) -(7) are
φ2
(
r,±L
2
)
= φ1
(
r,±L
2
)
≡ φs(r), (8)
∂φ2
∂z
∣∣∣∣∣
z=±L/2
− ∂φ1
∂z
∣∣∣∣∣
z=±L/2
= Cqφs(r), (9)
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with the condition that the potential decays away from
point charge,
φ1,2(r, z)→ 0, as
√
r2 + z2 →∞. (10)
Introducing the Hankel transform
φ˜(k, z) =
∫ ∞
0
rJ0(kr)φ(z, r)dr, (11)
where J0(x) is the zeroth order Bessel function of the first
kind, we obtain
∂2φ˜1
∂z2
− k2φ˜1 = −2q
ǫ
δ(z), −L
2
< z <
L
2
, (12)
∂2φ˜2
∂z2
− k2φ˜2 = 0, |z| > L
2
. (13)
Noting the symmetry about z = 0, the general solution is
φ˜1 = − q
ǫk
sinh k|z|+B coshkz, (14)
φ˜2 = Ce
−k|z|. (15)
The boundary conditions (9) - (10) yield equations for the
unknown constants B and C, which are readily solved to
give
B =
q
ǫk
(Cq + k) sinh
kL
2
+ k cosh kL
2
(Cq + k) cosh
kL
2
+ k sinh kL
2
, (16)
C =
q
ǫ
e
kL
2
1
(Cq + k) cosh
kL
2
+ k sinh kL
2
. (17)
Therefore, performing an inverse Hankel transform, we ob-
tain the central result of our calculations
φ1(r, z) = −q
ǫ
∫ ∞
0
J0(kr) [sinh(k|z|)
− (Cq + k) sinh
kL
2
+ k cosh kL
2
(Cq + k) cosh
kL
2
+ k sinh kL
2
coshkz
]
dk,
(18)
φ2(r, z) =
q
ǫ
∫ ∞
0
ke
kL
2 J0(kr)e
−k|z|
(Cq + k) cosh
kL
2
+ k sinh kL
2
dk. (19)
Equation (18) shows that the electric potential, and thus
the interionic interaction energy, decrease as the slit width
decreases. Indeed, narrow pores with separations compa-
rable to ion diameter are used in supercapacitors to min-
imise Coulombic repulsion between charges and thus max-
imise charge storage [3–6, 9]. In such close-fitting pores,
ions are positioned on the axis of symmetry and the inter-
action energy between two ions is given by
βU(R) =
lB
L
∫ ∞
0
J0(KR)
× (C˜q +K) sinh
K
2
+K cosh K
2
(C˜q +K) cosh
K
2
+K sinh K
2
dK, (20)
where β = 1/(kBT ), lB = q
2/(ǫkBT ) is the Bjerrum
length, and we have introduced dimensionless quantities
R = r/L, K = kL and C˜q = CqL. Noting the gen-
eral asymptotic identity for integrals of product of smooth
functions with Bessel functions (see [15])∫ ∞
0
J0(mk)f(k)dk =
f(0)
m
− 1
2
f ′′(0)
m3
+O(m−5), (21)
the asymptotic behaviour of (20) may immediately be de-
termined. We find
U(R) ∼ lB
LC˜2q
1
R3
+O(R−5), as R→∞, (22)
which is qualitatively different from the exponential decay
predicted by ideal metal theory 1 (recovered C˜q →∞)
Um(R) ∼ 4lB
L
1√
2R
e−piR, as R→∞. (23)
We note that Thomas-Fermi theory for bulk semimetals
predicts a similar exponential decay albeit with a renor-
malised pore radius R [12].
Figure 2 confirms that the interionic potential decays
∼ 1/R3 as R → ∞. Increasing the quantum capacitance
C˜q screens the ion-ion interaction and decreases U(R),
but that does not alter the ultimate asymptotic decay be-
haviour of U(R). For C˜q ≫ 1, the ion-ion interaction
appears to decay exponentially for small R before transi-
tioning to algebraic decay when R ≫ 1. Therefore, the
confinement of the screening electrons to a 2D sheet qual-
itatively changes the interionic interactions.
The measured quantum capacitance of pure graphene
falls in the range 2-10 µF cm−2 [16]. Assuming L = 1nm
and ǫ = 2, in our dimensionless units C˜q ≈ 1 − 5. In this
parameter regime, Figure 2 shows that the deviation from
ideal metallic behaviour is significant.
Our result, that graphene pores screen interionic inter-
actions poorly, is robust even considering the effects of
finite lateral extent of realistic carbon material and the
presence of neighbouring pores. Realistic carbon materials
are, of course, not infinite pores. Typical slit-like ordered
domains of carbide-derived-carbon can range up to ∼ 20A˚
[17]. Therefore, assuming a pore diameter ∼ 5A˚ (corre-
sponding to a pore that is of the same size as typical ionic
liquid ions), the algebraic decay regime is still well within
the slit-like ordered domain. The effect of neighbouring
pores can be evaluated by considering the interaction of
ions in a graphene stack (see Figure 3). In this stack
geometry, Equation (6) still holds for Z ∈ [−L/2, L/2],
1In the limit C˜q → ∞, Equation (20) tends to Um(R) =
lB
L
∫
∞
0
J0(KR) tanh(K/2)dK. Equation (21) cannot be applied to
extract the asymptotic behaviour of this integral as all even deriva-
tives of tanh(K/2) vanishes at K = 0, showing that the asymptotic
decay is faster than all power laws. Using contour integration and
noting the positions of the poles, the integral can rewritten as the
sum Um(R) =
4lB
L
∑
∞
n=1K0 (npiR/L). The first term of the sum is
dominant as R → ∞, and thus we obtain Equation (23).
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Fig. 2: The interionic interaction between two ions located on
the symmetry plane (Z = 0) as a function of the separation
distance R for different values of the quantum capacitance C˜q.
Note that C˜q = ∞ corresponds to an ideally metallic pore.
The curves are calculated by evaluating the integral (20) nu-
merically in Mathematica.
but Equation (7) needs to be solved in each outer region
bounded by graphene sheets, and boundary conditions (8)-
(9) need to be imposed on each graphene surface. This fur-
nishes a set of linear equations which can then be solved
using Mathematica. We do not include the resulting ex-
pressions here as they are rather cumbersome. Figure 3
shows that the greater the number of graphene sheets in a
stack, the weaker is the magnitude of the interionic inter-
action. However, the algebraic ∼ 1/r3 decay is robust and
numerical data suggests that the prefactor ∼ 1/(C˜2qN2)
for C˜q ≪ 1 and ∼ 1/C˜Nq for C˜q ≫ 1 .
All in all, our calculations show that there is a cru-
cial tradeoff between pores with thick semimetalic pore
walls (e.g. graphite pores) which deliver superior elec-
tronic properties but necessarily lower volumetric capac-
itance (as the pore walls occupy volume), and graphene-
based pores which have inferior electronic properties but
higher volumetric capacitance.
Ions in a Cylindrical Nanotube. – Next we con-
sider the electrostatic boundary-value problem for a point
charge in a cylindrical nanotube (Figure 1b). Noting the
axisymmetry of the problem, the electric potential satisfies
the Poisson equation
1
r
∂
∂r
(
r
∂φ1
∂r
)
+
∂2φ1
∂z2
= −4πq
ǫ
δr(r)
2πr
δ(z), 0 < r < R.
(24)
Outside the nanotube, the potential satisfies the Laplace
equation
1
r
∂
∂r
(
r
∂φ2
∂r
)
+
∂2φ2
∂z2
= 0, r > R. (25)
N = 6
1 2 5 10 20 50 10010
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0.001
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R
Fig. 3: The interionic interaction between two ions located on
the symmetry plane (Z = 0) of a graphene stack as a function
of the separation distance R for quantum capacitance C˜q = 1.
The separations between the N graphene sheets in the stack
are assumed to be the same and equal to L.
The boundary conditions on the pore wall are
φ2(a, z) = φ1(a, z) ≡ φs(z), (26)
∂φ2
∂r
∣∣∣∣∣
r=a
− ∂φ1
∂r
∣∣∣∣∣
r=a
= Cqφs(z), (27)
complemented with the condition that the potential de-
cays away from the point charge,
φ1,2(r, z)→ 0, as
√
r2 + z2 →∞. (28)
Performing a Fourier cosine transform in the z-direction
φˆ(k, r) =
∫ ∞
0
cos(kz)φ(z, r)dz, (29)
we obtain
1
r
∂
∂r
(
r
∂φˆ1
∂r
)
− k2φˆ1 = −2q
ǫ
δr(r)
r
, 0 < r < R, (30)
1
r
∂
∂r
(
r
∂φˆ2
∂r
)
− k2φˆ2 = 0, r > R. (31)
Equations (30)–(31) have the general solution
φˆ1 =
2q
ǫπ
K0(kr) +BI0(kr), (32)
φˆ2 = CK0(kr) +DI0(kr), (33)
where I0(x) and K0(x) are zeroth order modified Bessel
functions of the first and second kind, respectively. As
the potential must decay away from the point charge (c.f.
Equation (28)), D = 0. The other constants, B and C,
can be determined by the continuity of the potential across
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r = a (26), and the quantum capacitance condition (27).
These conditions yield
B = −2q
ǫπ
CqaK0(ka)
2
1 + CqaI0(ka)K0(ka)
, (34)
C =
2q
ǫπ
1
1 + CqaI0(ka)K0(ka)
. (35)
After performing an inverse cosine transform on Equations
(32)-(33), the electric potential inside and outside the slit
is given by
φ1(r, z) =
q
ǫ
√
r2 + z2
− 2q
ǫπ
∫ ∞
0
CqaK0(ka)
2
1 + CqaI0(ka)K0(ka)
I0(kr) cos kz dk,
(36)
φ2(r, z) =
2q
ǫπ
∫ ∞
0
1
1 + CqaI0(ka)K0(ka)
K0(kr) cos kz dk.
(37)
In particular, the interionic interaction between two ions
located on the symmetry axis (r = 0) of the pore is given
by
βU(Z) =
lB
aZ
− 2
π
lB
a
∫ ∞
0
C˜qK0(K)
2
1 + C˜qI0(K)K0(K)
cosKZ dK,
(38)
where we have introduced dimensionless quantities K =
ka, Z = z/a and C˜q = Cqa. The large Z behaviour of (38)
cannot be determined by an asymptotic expansion similar
to (21) as the integrand in (38) is non-analytic around
K = 0. Instead, we note that the electric potential of a
point charge in an ideally metallic pore (C˜q →∞) is given
by [12]
βUm(Z) =
lB
aZ
− 2
π
∫ ∞
0
K0(K)
I0(K)
cosKZ dK
=
2lB
a
∞∑
m=0
e−kmZ
kmJ1(km)2
∼ e−k0Z Z ≫ 1, (39)
where km is them
th root of J0(x) = 0. Thus we can isolate
the exponentially decaying contribution in the potential
from the long-ranged contributions
βU(Z) =
2lB
a
∞∑
m=0
e−kmZ
kmJ1(km)2
+
2
π
lB
a
∫ ∞
0
K0(K)
I0(K) + C˜qI20 (K)K0(K)
cosKZ dK.
(40)
The large Z behaviour of (40) is determined by the small-
K expansion of the non-oscillatory part of the integrand,
K0(K)
I0(K) + C˜qI20 (K)K0(K)
∼ 1
C˜q
+
1
C˜2q
1
log(1/K)
+· · · (41)
Noting that as Z →∞,∫ ∞
0
K0(K)
I0(K) + C˜qI20 (K)K0(K)
cosKZ dK
∼
∫ 2pi/Z
0
(
1
C˜q
+
1
C˜2q
1
log(1/K)
)
cosKZdK (42)
=
1
C˜2qZ
∫ 2pi
0
cosp
log(Z/p)
dp
∼ 1
C˜2qZ logZ
∫ 2pi
0
cos p
(
1 +
log p
logZ
)
dp
=
Si(2π)
C˜2qZ log
2 Z
where Si(x) is the sine integral [18]. Note that the inte-
gral range to ∞ is replaced by 2π/Z as the asymptotic
behaviour is dominated by the first period of cosKZ, the
oscillatory part of the integrand. Therefore, the potential
decays algebraically for large Z and
βU(Z) ∼ 1.42× 2lB
πaC˜2q
1
Z log2 Z
. (43)
Figure 4 confirms that the interaction potential of ions
in a nanotube ∝ 1/(Z log2 Z) for large ion separations,
qualitatively different from the exponential decay for ideal
metallic pores. Similar to the behaviour for slit pores, for
C˜q ≫ 1 the ion-ion interaction appears to decay expo-
nentially for small R before transiting to algebraic decay
when R ≫ 1. This exponential decay for small ion sep-
arations agrees with quantum density functional theory
calculations [13, 19] for short carbon nanotubes. How-
ever, Equation (43) suggests that results from simulations
of short carbon nanotubes do not reflect the asymptotic
decay behaviour. Indeed, the quantum capacitance of
a (6, 6) single-walled carbon nanotube, estimated using
density functional theory, is ∼ 9 µF cm−2 [20]. In our
dimensionless units, this corresponds to C˜q = 2 (taking
a = 0.4nm and as in the case for slit pores assume ǫ = 2).
As the typical length of nanotubes is O(100 nm) [21], the
∝ 1/(Z log2 Z) decay of interionic interaction is significant
for realistic systems. We neglect the effects of neighbour-
ing nanotubes here — extrapolating from our result for
a graphene stack (Figure 3), the presence of a nanotube
forest will likely weaken the magnitude of the interionic
interaction, but crucially not its dependence on the inte-
rionic separation.
The low quantum capacitance of carbon nanotubes sug-
gests that conducting metallic nanopores with thick pore
walls [22–25], with an exponential decay of charge-charge
interactions, may be far superior as materials for superca-
pacitors than nanopores made with carbon nanotubes.
Previous theoretical models of charge storage in
nanopores [9, 26, 27] rely on the simplifying assumption
that considering nearest-neighbour interactions are suffi-
cient to account for electrostatic interactions between ions.
p-5
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Fig. 4: The interionic interaction between two ions located at
the central symmetric axis as a function of separation distance
Z for different quantum capacitance Cq. The dotted lines show
the asymptotic result, Equation (43).
While this assumption holds for exponentially decaying
interactions (see e.g. qualitative comparison with Monte
Carlo simulations in [9]), with a long-ranged ion-ion in-
teraction this assumption is suspect. In particular, results
for the absence of phase transition in one dimension only
holds for short-ranged interactions [28], thus charge stor-
age in carbon nanotubes may proceed via phase transition
akin to slit nanopores [6].
Conclusion. – By including a finite quantum capac-
itance, we have shown that the screening of ion-ion in-
teractions confined in semiconducting nanopores is far in-
ferior to metallic nanopores. For a graphene slit pore,
the interaction decays asymptotically ∝ 1/r3, whereas in
a carbon nanotube, the asymptotic interaction potential
is ∝ 1/(r log2 r), with r the ion-ion separation. Hitherto
works on capacitance optimisation have studied the effect
of ion size and pore size, but our calculations highlight
that the electronic structure of the pore walls themselves
should be taken into account. To optimize capacitance,
one should move away from pores based on semiconduct-
ing 2D materials and instead use metallic nanopores or
bulk semimetallic materials.
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