ABSTRACT
INTRODUCTION
Eye gaze expresses the interest of a user. An eye tracking systems is a system that can track the movements of a user's eyes. The potential applications of eye tracking systems widely range from drivers' fatigue detection systems to learning emotion monitoring systems. Many traffic accidents are due to drivers' fatigue or inattention. Lowering the number of accidents due to the aforementioned two factors would not only reduce personal suffering but also greatly decrease society cost. In recent years, the improvements of the technologies on computers and Internet grow rapidly and tremendously. These improvements result in the changes of learning environments. The learning modes are no longer limited to traditional ways such as paper homework, classroom lessons, etc. They turn out to e-learning. Due to the rapid developments on Internet and electronics products, the learning environment becomes more and more diverse. However, the effectiveness and efficiency of e-learning cannot reach its original goal because the learner's on-line learning status cannot be detected. Therefore, the so-called learning emotion monitoring systems become more and more demanding. Via the learning emotion monitoring system, we can monitor the learning status of learners on-line and then make corresponding responses to increase the learning effect. In addition to the aforementioned two applications, an eye tracking system can be applied to help people with sever disability to manipulate computers. With the growing use of computers the quality of our lives and even the whole society are dramatically changing. Unfortunately, people with physical disabilities cannot enjoy benefits provided by computers as able-bodies people on equal term since conventional computer interfaces are designed with the able-bodies in mind. Therefore, how to lower or even tear down the barriers between computers and people with disabilities is a demanding task. Recently, advances in hardware and software have led to assistive technology systems of every variety [1] [2] [3] [4] [5] [6] [7] [8] . These various systems may allow people with disabilities to use their limited voluntary motions to communicate with family and friends, access computers, and control TV and air conditioner, etc. Each system has its own considerations, applicability and limitations. Among so many useful assistive technology systems, the camera mouse system [8] deserves to be particularly mentioned. The system tracks the computer user's various body features (e.g. nose, lip, thumb, and the whole eye, etc) with a video camera and translates them into the movements of the mouse pointer on the screen. The experiences with the camera mouse system are very encouraging. They show that the system can successfully provide computer access for people with server disabilities. However, the eye feature has not been used effectively with the camera mouse system in their current work.
For some people with severe disabilities, an extreme disability such as severe cerebral palsy or amyotrophic lateral sclerosis deprives them of the use of their limbs and even facial muscles. Owing to this kind of extreme disability, many available popular assistive technology systems are not helpful to them. Under this circumstance, an eye tracking system may provide an alternative option for people with severe disabilities who only retain the ability to move their eyes. There are several different ways to track the directions of eye movements, such as refection of light [9] [10] [11] [12] [13] and electrooculographic potential (EOG) [10, [14] [15] [16] [17] [18] [19] , etc. Each approach has its own advantages, disadvantages, and limitations.
In our previous work, an accelerometer-based human-computer interface [20] and a vision-based Head Mouse system [21] have been proposed to allow people with disabilities to use their head movements to manipulate computers. The goal of this research is to develop a non-instructive and low-cost eye tracking system. With the eye tracking system, an eye mouse is implemented to help people with severe disabilities access computers via eye movements. The remaining of this paper is organized as follows. In Section , the system design will be fully discussed. Section introduces the experimental results. Finally, Section concludes the paper.
SYSTEM DESIGN
A five-stage algorithm is proposed to implement the eye tracking system. At the first stage, an efficient face detection filter based on the skin color information is employed to locate the user's face taken from a lowcost web camera. Then three projection histograms are integrated to find the eyes. After this, the FCM algorithm is employed to locate the pupils. The direction information of eye movements is then computed via inferring a simple fuzzy system. Finally, the computed direction information of eye movements is used to manipulate the computer.
Hardware Specifications
The system consists of a 533MHZ Pentium II PC with the Windows 2000 operating system and a lowcost Web camera. Compares to the camera mouse system which involves two computers that are linked together, a SONY EVI-D30 CCD camera with zoom, tilt, and pan mechanisms, a video capture board, and a National Instruments data acquisition board, our system is obviously more inexpensive. The Web camera is mounted above the top of the computer monitor. The camera supplies 30 color images of size 640 480 per second. To achieve real-time performance, the five-stage algorithm processes only 177 145 pixels at an average frame rate of 30 Hz. Fig.1 shows the flowchart of the five-stage algorithm. Each stage will be introduced as follows.
The Five-Stage Algorithm

Face Detection
The color of human skin is a distinct feature for face detection. Several different approaches to skincolor-based face detection systems have been proposed [22] [23] [24] [25] [26] [27] . Evaluating the skin color statistics, it is expected that face color tones will be distributed over a discriminate space in the color space. Many face detection systems are based on one of the RGB, YCbCr, and HSV color space. In our system, we adopted the YUV-based skin color detection method proposed in [27] ; however, we ourselves collected skin patches to find the discriminate region of skin tones particularly suitable for our system. We collected a data set consisting of 50 10 3 skin pixels under different lighting conditions and intra and extra-person variations in skin colors. Fig. 2 (a) shows a sample of the skin patches and Fig. 2(b) shows the projection of these skin patches onto the UV subspace. Obviously, these pixels are clustered at the third guardant. We then used the following two sectors to approximate the clustered region: Skin tones detection based on these two sectors defined in Eqs. (1)- (2) may result in misclassifications. Therefore, we need a morphological filter to remove unwanted small noisy regions and fill holes in the detected skin regions, as shown in Fig. 3 . A simple method based on the horizontal and vertical projections is then used to locate the possible face region from the detected skin regions. The face region always introduces a peak which represents a high concentration of skin pixels. Then a rectangle around the peak can be found to include the face region. We proceed to use an ellipse to fit the face region. Finally, a special morphological filter is used to fill all holes in the face region inclusive in the ellipse, as shown in Fig. 4 . The final region is the detected face region, as shown in Fig. 4(d) . 
Eye Detection
There are many different approaches to locate eyes [25, [28] [29] [30] . Each approach has its own limitations. To achieve a higher performance, we propose a hybrid method for eye detection. In this method, we first computer three different projections and then locate the eye region by checking whether the weighted sum of these three projections is above a prespecified threshold. These three projections are computed as follows.
A. Edge Projection
Intuitively, one may think the horizontal edges are more effective than the vertical edges for eye detection because of the geometrical properties of the eyes. However, our simulation results were contrary to the intuitive idea. On the contrary, vertical edges provide more cues than horizontal edges. We use the following modified Sobel operator to find vertical edges:
In fact, the original Sobel operator uses 2 instead of 4 in the mask. However, through many simulations, we found that 4 can reach better performance than any other value. After we use the operator to find the vertical edges, we project these edges horizontally to generate the edge projection P e (y). Basically, a peak of the projection indicates the location of the eyes. Fig. 5 shows an example of edge projections. Fig. 5 (c) illustrates an error may happen when the user tilts his or her head to one side.
B. Luminance Projection
One may easily observe that there are large variations in the luminance components around the eyes because pupils are usually darker than their neighboring regions (e.g. iris). Based on this observation, we propose the following transformation to transform the color image of the face region into a gray image:
where if 8 bits are used to represent the luminance component, c is a scale which is suggested to be 1.5, and r 0 equals the 1.2 times of the radius of the pupil which is roughly equal to 0.05 times of the width of the face. The 8 pixels contributed to Eq.(5) is shown in Fig.6(a) . All the values of I(x,y) are normalized to the range [0, 255]. After the transformed gray image has been computed, we project it horizontally to generate the luminance projection P 1 (,y) . Fig.6(d) shows such a projection. Obviously, the projection has a peak around the eyes.
C. Chrominance Projection
The chrominance projection is based on the eye map proposed by Hsu et al [24] . Hsu et al observed that high C b and low C r values are usually found around the eyes. They used the following transformation to transform the color image of the face region into a gray image: where c is a constant. After the transformed gray image has been computed, we project it horizontally to generate the luminance projection P c (y). Fig.7 shows an example of such a projection.
D. Final Projection
Finally, the final projection is the weighted sum of these three projections. Since eyes are located on the upper block of the face region we decide to give more emphasis on the upper block. The final projection P f (y) is then computed as follows:
where W(y) is a weighting function. Any Sshaped function (e.g. the sigmoidal function) can meet requirement. Then a peak of the final projection P f (y) indicates the possible location of the eyes. By thresholding the projection, we can cut out the eye region from the face region, as shown in Fig. 8 . We used 30 images selected from the Champion database [31] to test the performance of these four projections. Table I tabulates the recognition rates of these four projections. Obviously, the final projection can achieve the highest recognition rate.
Pupil Detection
We use the p-tile algorithm to transform the eye block into a binary image such that the pupils can be retained and other regions are discarded as most as possible. The value of the p parameter was experimentally found to be 0.2. Then the FCM (fuzzy C-Means) algorithm with C=2 is used to locate the pupils. Each cluster center corresponds to the location of a pupil. Fig. 9 shows an example. 
Eye Movement Detection
After we have located the pupils from the face we may proceed to extract the direction information from the eye movements. The directions of the eye movements are quantized into 9 directions: right, right up, up, left up, left, left bottom, down, right bottom, and center. In order to release the user from keeping his or her head completely still, the directions of the eye movements are computed based on the relative position between the pupils and a reference point in the face. Several facial features can be considered to be the reference point. We found the following three features are good reference points. 1. The center of the face region: Since we already have found the face region it is easy to compute the center of the face region. Fig. 10(a) shows an example of the center of the face region. 2. The center of the lip: Similar to the skin detection method, we found the lip pixels are clustered into the following sector.
The above region was found by projecting 13 10 3 lip pixels into the UV subspace. By averaging the lip region, we can locate the center of the lip. Fig.  10(b) shows an example of the center of the lip. 3. The center of the facial features: By applying the Sobel operators to process the face region, we can get the edges of the facial features. Then we average the edge points to locate the center of the facial features. Fig. 10(c) shows an example of the center of the facial features.
Two pupils and a reference point (e.g. the lip center) constitutes a T-shaped model, as shown in Fig.11(a) , where points a and c represents the pupils, b is the middle point of points a and c, and point d is the reference point which is regarded as a fixed point. When the pupils move to some direction the shape of the T-shaped model will change accordingly, as shown in Fig. 11(b) . For example, if the eyes of the user are moved down the length between point b and point d will be shorter than the original length. Based on the relative position between point b and point d the direction of the eye movement can be estimated.
In the system, the calibration procedure is very simple. All the user needs to do is to look at the center of the monitor for just one time. Let (x c , y c ) denote the location of middle point of the two pupils when the calibration procedure is executed. Suppose at time t, point b is located at position (x , y ). Then the amount of horizontal movement and the amount of the vertical movement are computed as m h =x -x c and m v =y -y c , respectively. In the following, the two amounts m h and Finally, the direction of the eye movement will be classified as the j * th direction if the following condition is satisfied where f j represents the firing strength of the jth rule. The value of the firing strength, f j , can be computed as where H j and V j are the membership functions for the two inputs in the jth rule, m v and m h , respectively. Fig. 12 shows the membership function for the two inputs. Note that the value one in the membership function should be adjusted accordingly when the distance between the Web camera and the user changes to some extent.
After the direction of the eye movement has been computed, we can use the direction information to Fig . 13 . Results of the pupil detection process.
move the cursor on the monitor.
EXPERIMENTAL RESULTS
Eye Tracking Experiment
The experiment was conducted to test the eye tracking system whether it can successfully locate the pupils of the users under different conditions. We collected a data set consisting of 50 images taken under varying lighting conditions and with complex backgrounds. The experimental result shows that the performance rate can reach 92%. Fig.13 illustrates some of the successful examples.
Mouse Control Experiment
The second experiment was to ask four users to move the cursor to the positions of ten blocks which were randomly generated inside a window of 425 435 pixels, as shown in Fig. 14(a) . Each user was given a brief introduction to how the system works and then directly conducted the experiment without any practice. Each user conducted the experiment twice. Fig. 14(b) shows one of the trajectories of the cursor. 
Communication Aid
The user can use the eye tracking system incorporated with the communication aid, as shown in Fig.15 , to improve his or her independence. The communication aid can be designed to contain 8 cells for each window to express his or her needs (e.g. food, dresses, home appliances, keypad, emergency call, enter, and leave). To activate a cell, a mouse click is required. The mouse click can be simulated after the (11) cursor has occupied the cell for more than a prespecified period (e.g. 1 second). The middle of the window is used to rest the cursor. If a cell is activated, either its corresponding functionality will be executed or its next level will be entered. For example, if the keypad cell is activated, an on-screen keyboard will be displayed. Then the user can activate the speech synthesizer to speak the just-typed words or type texts on some other computer programs (e.g. text editor). When the user may want to turn on some home appliance (e.g. TV), he or her may activate the home appliances cell to do what he or she wants via a home control unit connected to the computer. The layout and functionality of the aid can be designed to match each user's need.
CONCLUSIONS
In this paper, an eye mouse based on a low-cost eye tracking system is presented. Experimental results show that it can be used to manipulate the computer for people with severe disabilities. If the user can use his or her limited voluntary motions in addition to the eye movements, there are many other options for them to choose for communications and computer access. Otherwise, the proposed eye tracking system is an ideal option because it is a low-cost and noninstructive system. In the near future, we will try to apply the eye mouse to implement a learning emotion monitoring system to monitor the learning status of learners on-line and then make corresponding responses to increase the learning effect. 
