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ДИСКРЕТНЫЕ МЕРЫ НВКСМПАКШОСТИ 
Г. Вайникко 
Тартуский государственный университет 
В теория приближенных методов немаловажную роль играет 
понятие дискретной меры некоыпактностж (см. [1-6]). В на­
стоящей заметке традиционное определение дискретной меры не-
комоактностж дополняется двумя новыми определениями ж пока­
зывается, что в случае сепарабельных пространств все три 
определения равносильны. 
§ I. Понятия, связанные с дискретной сходимостью 
Пусть Е ж В«, С* 6 N) - вещественные ( К - R ) нлж 
комплексные (К = С) банаховы'пространства, а Р=(Р»)
П
ЕА/ 
система операторов р* : Е~* Е
П) удовлетворяют* условиям 
II р* ""Е* IIе (*-еЛ  ^ VueE , 
цр
л 
(ла +аи) - (а.р*и + а1 р*и И -» Ö' (неИ) 
Vu,u'e£; й.,л'е К . 
Здесь N - множество натуральных чисел; его бесконечные 
подмножества будем обозначать ы\ N"r<- . Запись а*-* а 
(n-6 iv')означает, что последовательность (a„)nt ц> Щ® п-»о» 
сходится к а (причем п пробегает подмножество N' ). 
Напомним основные определения, связанные с дискретной 
сходимостью последовательностей элементов ж функционалов. 
Определение I. Последовательность Ы
п
)лън' элементов 
и*е£ц Р -сходится (жжи, дискретно сходится) к ие Е, 
еслж i\u.„-f>*uii-*o (не N') j обозначаем и
л
-тч (тьы ). 
Определение 2. Последовательность (и„)„
е
ы элементов 
u.MfcEu Р -компактна (жжи, дискретно компактна), еслж лю-
3 
бая ее подпоследовательность (un)neN'sn содержит IP-сходя­
щуюся подпоследовательность fMne/V'c/v'. 
Определение 3, Последовательность (f„)nert' функциона­
лов fh.eE* слабо Р-сходжтся (или дискретно слабо сходит­
ся) к  ^£ £*» если для любой -^сходящейся последователь­
ности имеет место импликация 
U h ^ U  ( п е ы )  =Ф </2-/^> ( и е Ы ' )  j 
где </Ь,и> означает значение функционала f на элементе 
обоз н а ч а е м  ( п а Ы ' ) .  
Подробнее об этих понятиях см., например, в [I, 3]. 
§ 2. Дискретные мери некомпактности 
Для любой ограниченной
1 
последовательности (и
п
)п^ '^, 
и»еЕ
П) определим следующие величины (меры некомпактности): 
jU.((uh))^Cnf{t: WV'ž/V 3(N"c N\ u"e£) Ц u„~ p„u'H < £ 
(neü")}; 
^ , ( Г а
и
) ; | < / и , « » > [ :  A e E * /  " A " 5 d - /  
u4 ((u„))~ \ iluu-u»lt : 1и'»)„ьц •? -компактна]. 
' ("D 16/v J 
Величина ((<*")) представляет собой традиционное 
определение дискретной меры некомпактности (см. [1-5]). Она 
обладает следующими свойствами: 
Ob fi((и»)) ^  •I'W //«„// ; 
= 0 <*$• (и „) -^компактна; 
p((a.uj) = IM/« Ки„)), леК. ; 
ц (Си» -И4, И 6 д< ((«ц)) + р. ((у
И
» . 
Такими же свойствами обладает . Для ,м0 не всегда из 
f4»(.(Un))*0 следует 9-компактность последовательности -V 
остальными из перечисленных свойств она обладает. 
7
Т.е. \1 и^ Н & coyii't (neN) 
4 
Теорема I. Для любой ограниченной последовательности 
(«и), £
Л 
, справедливы неравенства 
/Иь (()j б /ч ffи„)) ž ц, , 
Доказательство. Докажем неравенство p<,((Uv>))* /ц«и
и
)). 
Оно тривиально, если /и„ (Tu»,))=öj будем считать, что 
. Пусть <Г>0 сколь угодно мало. Исхода из 
определения (К и.*«, выберем последовательность , 
lip*UH ) Рн--*0 ; так что 
-&- W ) 
а затем N'üN f на котором этот верхний предел достигается: 
I < /«,  ^ . 
По Ai выберем /\|"с /V f так что в соответствии с определе­
нием р (Си
и
)) выполняются неравенства 
II и
и 
-/>* и"II Ычы"), £ s ук * <Г. 
Поскольку <jžh ; j>nu")>^ rO > то 
J"4 /< Л,  ,«*>/-Л™ /</„  и*~ р*и">\{~ 
и«ЛГ ' пьЫ" ' ' Г 
£ 11и„-рни"Ц £.££ /Ц((и„))+ /, 
и ввиду произвольности <Г>0 
f^c ((Ll-b)) — & pi (( НИ)) j , 
что и требовалось доказать. 
Докажем неравенство i^(uh» < pt,((uh)). Исходя из опре­
деления /4i(Ui„)), рассмотрим такую .Р-компактную последова­
тельность Сии), ЧТО 
£сж II  -  Un l l  £ -I-
иеЫ 
где 64-pi((ил)) , а о > 0  сколь угодно мало. Для любого 
/V'^  N выделим N''5 Л/' так, что подпоследовательность . 
-Я-сходится к некотороцу пределу и'б£. Тогда 
tiim II ц
и
- Ö;1 U '// 4 ^  + <Г 
ufe/v" 7 
и отбросив, если это нужно, конечное число элементов бу­
2 5 
дем иметь 
It U«-p*u'LL + а J (пеыш QN")  .  
Это означает, что /ч (Га«)) £ 1
Л
•+ /*< ((и
и
)) + zf. Ввиду 
произвольности Г>о получаем доказываемое неравенство. 
Теорема I доказана. 
§ 3. Равносильность трех определений меры некомпактности 
Теорема 2. Вели пространство £ сепарабельно, то 
( ( ) )  ~  / * •  ( ( ) )  —  ( ( ^ и ) )  
для любой ограниченной последовательности {u^)„eN ; и»бЕ«. 
Доказательство. В силу теоремы I достаточно показать, 
что ^ f(«j) & /и0 (fit*)). Обозначим 40=/чс((ц „)), Uu*)) 
и будем считать, что ибо в противном случае доказы­
ваемое неравенство тривиально. Цусть сколь угодно 
мало. Заметим, прелще всего, что для любого конечномерного 
подпространства Е 'с Е множество
2 
/\/'= (иб/v': {и*,р»  ^-I., -/"j 
бесконечно, и (Си
И
)п6ы') ~ . Действительно, если 
бы Л// было конечно, то, как легко видеть, д/, ff «„)
и6,у) <: 
5 4г<Г, а это противоречило бы определению ^ , . Если допол­
нение ж N' конечно, то равенство yw, ((и*)ие n')-C1 очевидно, 
а в случае бесконечного дополнения /V /z= /V \ /V' указанное 
равенство вытекает из следующих соотношений: 
/V, ((««W/v) -[/"1 ((«*)„**/•) , («*н),**') } ; 
(f tih)rte/V") 4 - J~. 
Зададим последовательность конечномерных подпространств 
Е
м,
е £<г,<с ... с £wcE^1,e... 
у 
обладающих тем свойством, что 
oLi-t (и, Е-'к)) -+0 при к-* о» Vkе-1. 
Из последовательности (ы
и
) выделим подпоследовательность 
(и^,и) элементов, для которых , />*£ 
2 
Не нарушая общности (см. С3]), будем считать, что 
операторы рч. линейные (но, вообще говоря, неограниченные). 
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Дня нее имеем ((ы,|И))= 4^ } и из нее, в свою очередь, вы­
делим подпоследовательность (u2l„) элементов, для которых 
) f>» Есг)^  &4~ J~ (*€N), Для нее снова имеем 
п))-^ . и из нее извлечем подпоследовательность ( и
г
„ )  
тех элементов, для которых <=&51? (и
Ъ/И > риЕ!1>)>. fy~/"(и(-н) 
и т.д. Затем составим диагональную последовательность 
(с-ил)иг V . Она является подпоследовательностью исходной 
последовательности («„) и обладает тем свойством, что 
Mit (««,»1 у Р* Е (и))>•&!- <Г (ие /V). 
Пользуясь теоремой о почти-перпендикуляре, выберем функцио­
налы jt*,<£ £* ; такие что 
IljLjhd, <fa,pKE^ 0, /</»,»„,„>/>/,-2/ te/y). 
Первые два из этих соотношений гарантируют сходимость 
а из третьего вытекает, что 
^ о ((  Uh,  h ) j  ž ,  
Поскольку (при переходе к подпосле­
довательности величина yvc может только уменьшиться), то 
этим доказано, что 
/ w 0 ( ( « „ ) ) ;  
введу произвольности сГ>о получаем доказываемое неравен­
ство. 
Теорема 2 доказана. 
Отметим, что теорема 2 теряет саду в случае несепара-
бельного пространства £ . Пусть, например, Ь = £
и 
= w, = 7 
(единичные операторы), и„= 0,1,0,0,... ) , где еди­
ница стоит на п-ом месте. Тогда /ч ((и
и
»=4. С другой сто­
роны, /W» ((uj)=0} ибо слабая ^-сходимость /?„ —> 0 в 
данном случае влечет за собой сходимость II fall-* 0. 
В приведенном примере нарушается равенство ywc ((uh)) = 
=/ч((Нп)). Нам неизвестно, может ли равенство уч (( )) = 
-fii ((»»)) тоже быть нарушенным. 
7 
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DISCRETE MEASURES OP NON-COMPACTNESS 
G. Vainikko 
Summary 
The paper is concerned with the discrete convergence 
theory, iie introduce three definitions of the discrete 
measure of non-compactnesa and show that in case of separ­
able spaces these definitions are equivalent. 
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Уч. зап. Тартуск. ун-та, 1981, 580 , 9 - 23. 
ОБ АППРОКСИМАЦИИ В ЗАДАЧАХ НА СОБСТВЕННЫЕ ЗНАЧЕНИЙ 
ДЛЯ ОПЕРАТОР-ФУНКЦИЙ, ГОДШОШШ ТИПА (А) 
0. Карпа 
Тартуский государственный университет 
В статье установлена устойчивость суиюрной алгебраи­
ческой кратности собственных значений ж доказаны некоторые 
асимптотические оценки скорости сходимости приближённых 
собственных значений к точным в случае регулярной аппрокси­
мации фредгольмовых оператор-функций, голоморфных типа (А) 
(см. [81. 
§ I. Введение 
Рассмотрим проблему собственных значений А(г)и-0 ж 
её аппроксимации ß;(2.)X; = 0 , UJ, где А(-) и ß;(-)-
фредгольмовы оператор-функции, голоморфные типа (А) на не­
которой области 65<С, и аппроксимирует А(-) 
регулярно на G . Используя аналогичные результаты [6,3, 16, 
I, 2, 7, 18] для голоморфных (ограниченно-голоморфных) на 
& оператор-функций, мы докажем сходимость спектров опера­
тор-функций ß;v) к спектру оператор-функции А(•) (теорема 
3.1) .устойчивость суммарной алгебраической кратности соб­
ственных значений в любом компакте &.с& (теорема 3.2) и 
установим некоторые асимптотические оценки скорости сходи­
мости приближенных собственных значений к точным (теорема 
3.3). С маленькими различиями в предпосылках сходимость 
спектров доказана, например, в [12] (см. замечание 3.1). 
§ 2. Обозначения и предположения 
2.1. Индексация. Во всей статье основное множество ин­
дексов Ö - некоторое фиксированное непустое направленное мно-
з 
9 
жество: на 3 задано рефлексивное, транзитивное и антисим­
метричное бинарное отношение порядка > , причем для любых 
г,,^еЗ существует такой, что i-jis-t,, i 3  .  
Криминальные подмножества 3 , наделенные индуцированным от­
ношением порядка, и только они, будут отмечены З'.З",.. и 
называться (под)последовательностями индексов. (Напомним, 
что О'с 3 конфинальна с J , если для любой u J сущест­
вует t/e. 7'такой, что < % i. ). 
Для последовательности чисел fзапись 
(UУ) означает, что сходится к о,; 
Voo 3 Uoej': i+Ut), cej'^iv-tUe. 
Через С обозначены константы ( с< о» ), вообще говоря, 
в разных местах разные. 
2.2. Пространства и связь между ними. Везде в этой ста­
тье UIV> yt- - комплексные банаховы пространства (опера­
торы Л О) действуют из U в V , а аппроксимирующие опера­
торы &i (г) из Xv в if,). Элементы пространства LL будут 
обозначены через элементы пространства Х - через 
Xt'; X;',. и т.д.. Если это не может вызывать недоразумения, 
то норны во всех пространствах будут, как правило, обозна­
чены одинаково через 11-11 . 
Мы будем предполагать, что фиксированы некоторые се­
мейства (связывающих) отображений X,- и ; V-* У; j 
(б Л, удовлетворяющие следующим требованиям (см. [ 15 3: 
1° f>t , сеЗ определены на всем li и се J—на всем К, 
2° II ft о. //*, li и //u / it Л V« е Ü , 
If^ 'vlly. I I  viiv Hei) We У, 
3 °  Ц р Ц в и а - л ' * ' ) -  -  » у » , ' « ( С с - 7 )  j  
II^(»v+eV)- -<*f,yily. -*0 Z-'dJ) 
Vu^'eU, . 
Будем говорить, что последовательность с 
Усе yt- сходится к м<£ (X и писать Х(-?u (t>7'; если 
ЦК-piull-^ r0 (icГ ). Последовательность (г.;);*]' будем на­
зывать компактной и писать (X,)/dy wf»., если любая ее под­
последовательность 3"с^ ' содержит некоторую под­
последовательность (XijisT'v которая сходится к неко­
торому ме ti • Аналогично введем понятия сходимости и ком­
пактности для последовательностьей Л/,; <<5 з' с у, t у- . 
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Отметим, что определенная таким образом сходимость 
имеет много общих свойств с обычной сходимостью - предел 
единствен, предельный процесс линеен, 
ц;^ и(^ У) ъ !<•#-» luu (.6J0, 
xv-»o (i.i  j ' ) q о  t i t ] ' )  и  . . 
Замечание 2.1. Фактически операторы pi и не появ­
ляются в утверждениях теорем 3.1 и 3.2. Поэтому доя этих 
утверждений достаточно вместо 1°) требовать, чтобы pi и ^  
были бы заданы на некоторых всюду плотных подмножествах 
U!с U и V'c V, соответственно, (см. [I5J). Для оценок 
скорости сходимости (теорема 3.3) важно (см. выражение 
(3.3) для Ci в п. 3.3), чтобы Wo1} (А,2о), У'эА{2)$ /Ъо) 
где - корневое подпространство для Af •) 
в "žo (определенное в п. 3.3). 
2.3. Оператор-функции и аппроксимация. Через £(U, У) 
мы будем обозначать банахово пространство линейных не­
прерывных операторов, определенных на всем Ц, и со значе­
ниями в V . Пространство линейных замкнутых операторов с 
плотной в Li областью определения и со значениями в V 
о б о з н а ч и м  t [ U ,  \ ) )  ' j  Д Л Я  Л е  C f U , l / )  ч е р е з о б о ­
значим его область определения. 
Заданная на некоторой области <•?£<£. оператор-функ-
ция А(-) ' 6->Cf«,v)называется (см. [б]) голоморфной ти­
па (А), если 
1) ß(A(2)) не зависит от 2. '•£>[G )  
2) функция голоморфна на (f 
для каждого ие<£>, £ e=8fv, с) -
Мы будем предполагать, что Q - некоторая фиксирован­
ная область в (С (т.е. Q - открытое односвязное подмно­
жество С) и на ней заданы оператор-функции А (•)'»£-"> C/V,К) 
и &,'(•') :G~> с(¥с У,') с'еЗ ,• причём выполнены следующие 
требования: 
4° А(-) и fcl') te 3 - голоморфны типа ( А) на G; 
обозначим £ ~оО(А(ъ))j f 
5° A(2) и S-i (i) ieJ - фредгольмовы с индексом О для 
каждого 'Be6-z 
6° резольвентное множество $(А~)~\г.е& 'ЗА~"а)е31(уи)} 
не пусто, 
7° существует точка такая, что имеют место сле­
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дующие утверждения 7а) и 76): 
7а) на любом компакте G0C & выполняется неравенство 
№+1№)Ы«И(М*|в{(ЗД|0 iui) (2Л) 
где константа М <о*> может зависеть только от &0 , 
76) если для последовательности при некото­
ром Gr имеет место сходимость 
/1*(11+ ft'ej;, (2.2) 
то такая же сходимость имеет место при 2°; 
8° последовательность (ßäO)iej согласована с /)(•) 
на 6 (см. [15, 12]). т.е. для каждого ueJ) существует та­
кая последовательность , что 
t Асг)и. (eel) Уге Gr, 
9° пара (Ла), ßtYf)<e3) является äL-регулярной (см. 
ClO, II, 41) при каждом "2€б- (ср. С123): 
IK'IUI , Х.-бА' , fctyti-* V 
a?3Jv/cу, «tcö; *(-^u (YerT";, A(i)u=[/. 
Требования ?°-9° означают, что ( f c  t - ) ) l 6 j  аппроксими­
рует A( ) регулярно на с? (относительно (yCY^ ej и /^Лсг) 
Замечание 2.2. Требования регулярной аппроксимации, 
фредгольмовости и голоморфности типа (А ) не являются со­
вершенно независимыми (см., например, [ II, 12, I, 16, 17,2]). 
Замечание 2.3. Рассмотрим частный случай, когда 
А(Х)6и g/(i)e ß(ML; <J-) f <tj при всех 2e <? . Тогда из 
4° следует, что Л(-) и E>u-),it3 голоморфные (ограничен­
но-голоморфные) оператор-функции на & . Не трудно убедиться, 
что требованию регулярной аппроксимации можно в этом случае 
дать, например, следующий эквивалентный вид, используемый в 
[6, 3, 16, 7]): 
700 || g. ii) || равномерно ограничены на любом компакте 
&о с & : 
(II 6,'(2)||; ге&„( < с J } < с, 
где константа с может зависеть только от (г„ , 
800 для всех геб последовательность Itkul)^ j схо­
дится к /Kyi X('-^ u )%1-^ л(г)и (c'ei), 
900 для всех 2 £ С? последовательность /Ikd))ltr -j- ре­
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гулярна: ff К-II 4 -t f се J, комп.^ СХ;),^  кою. 
Замечание 2.4. Из требования 7° следует (см. föj), что 
на любом компакте 6„с 6- при каждом се 3 и при любых 
выполняется неравенство 
'(И*,!/«- ИЫЭМУа О 8П2гП;И) <• М, tfveA, (2.3) 
с константной М1 , зависящей только от 6„ . Значит,(2.1) вы­
полнено при любом на месте 2°. Часть 7а) требования 
7° состоит в том, чтобы при каждом G0 существовала константа, 
общая для всех tej (т.е. чтобы оценка (2.1) была бы равно­
мерная по С ). 
Замечание 2.5. Часть 7а)требований 7° равносильна сле­
дующему требованию: 
существует точка 2°eG такая, что выполнены следующие 
утверждения : 7а(1) и 7а(2) 
7a(l) xtieA' , *;еб; 
^ l(ßc(B ;) - 8t- .)Jx t-Kc (п*ц+ик(г°) K t' II), 
где константа с может зависеть от , но не от 
7а(2) Vt-eA1 , вЩЦ + ИМяР^Ц+о (tej)-? 
•$> lit Cil •+ (I Si а) К ll-fO (Ctl) V*e& . 
(Из 7a(I) следует, что при каждом 2-  б- имеет место оценка 
(2.1), а из 7а(2) вытекает, что на любом компакте бъс(3г кон­
станта М может быть выбрана общей для всех 2 6 6-0 J 
При этом, как не трудно убедиться рассуждением от про­
тивного, достаточно требовать выполнения 7а(1) только для 
тех (Xi)tei цри которых + 11&г(г*)к;Ц-?0 (СеJ) „ 
Замечание 2.6. Из требований 7° и 8° следует, что, если 
для последовательности (fthcj 0 , уц-*и@бЗ) при не­
котором г"е&- имеет сходимость WJuc-vAdVuftel) ,то 
f<«3) при всех геб-, 
(Действительно, по 8° имеем ИХ,' — *?П-*0 Ц&'(21 (х;-х?)Ц 
-уо LU3). Значит, по 7°, также /l&<fa0)fx('-x^ )||-^ c?, 
ft'ea)y откуда следует, что ßi rejx, ^ -
-^ Л(8)к так как ß; (?)*;%/}«•) о. (ieJ)j 
4 
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5 3. Результаты 
3.1. Сходность спектров. Напомним (см., например, £5, 
9, 12, 163), что спектр 6(A)* G\ голоморфно! тала (А) 
ж фредголыюво! на & оператор-функции АО) с $(*)¥Ф не 
имеет точек сгущения в <5 ж состоит sa собственных значений 
(т.е. джя каждого 2об<?(А) существует такой, что 
Л (««)«• = О/ 
Джя ограниченных подмножеств G-4/S-Lc& обозначим 
ф,Н: lb-**!. S-u.p /2
Г
2,|} 
Теорема 3.1 (ср. [I2j). Цусть выполнены все требования 
1°-©и параграфа 2. Тогда имеют место следующие утверждения: 
1) 5<,еоУЛ)^ 3 '• iiüS(ßi) (с Ь 
2) 2;g ft«;), г,-*26 fc'eJ^  ^  z0€^ ), 
3) для любого компакта G0c&f 6-, ф $(Ä) с границей 
дб»с^ (Л)существует индекс J такой, что <*„}t^ (ßi)t 
f^r.cgfßl) для всех и 
А [J (Al SC&l)C]6ra)^0 del, L*i4(G-0)) . (3.1) 
Замечание 3.1. Доказательства утверждений о сходимости 
спектров нетрудно получаются и без перехода на случай огра­
ниченно-голоморфных оператор-функций, и непосредственное 
исследование позволяет установить более точные результаты, 
чем теорема 3.1 (см., например, [ 121). 
3.2. Устойчивость суммарной алгебраической кратности 
собственных значений. Напомним сперва понятие (полной) ал­
гебраической кратности собственного значения 
Корневыми цепочками длины и-м (для Л Г) в точке 20) 
называются цепочки элементов (и"/ и\. ,,у «и)с и°ФО} удов­
летворяющие соотношениям 
А12«) и" = Су 
А(г„)ц4 -О )  
Jj Ам(г.)и 4zju'+ + = 0 -
Кратность собственного элемента й° есть число, 
равное максимальной длине корневых цепочек, начинающихся 
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и'. Отмет™, что джя голоморфной типа (Л) фредгодыюво! 
оператор-функции £-0(iV): А(*0)и°= о, 
где ^.(А.ъНоо - порядок полюса г. джя (см., напри­
мер, рассуждения в С91). 
Базис (и",..., ) ядра А(г<,)и~0\ казы-
вается каноническим базисом ядра, если каждый / ic = Т, и, 
имеет максимальную возможную кратность среди элементов из 
/v(A,io); линейно-независимых с ). Не трудно 
убедиться, что при этом вектор /т)(«,*), .vftui,)) не за­
висит от выбора канонического базиса. (Полная) алгебраи­
ческая кратность собственного значения определе­
на как суша 
где (ц') - некоторый канонический базис ядра N(A,3^). 
Джя любого компакта 6„ с 6- с границей 2<г. с 5 W 
обозначим 
6
-
пЛа,-#
' -
(X 
х 
n)(i/A) еслж 69С\ 4(А)-фф . 
•ее 1ПА)05е ' 
Теорема 3.2. Пусть выполнены все требования 1°-9° па­
раграфа 2 и 6 <3 1/, У; J, J. Тогда джя любого кошакта 
G.tGr с границей ä<?0 с jiTt) существует индекс 4 <%) 
кой, что 
i bizCt-o) д(г0^ , ^С&о, ßi)= С&о,А) . (3.2) 
Замечание 3.2. В действительности джя справедливости 
(3.2) вместо требования Л (V, достаточно требовать 
существование такого семейства операторов : у-» У,' что 
1) ll<lttf-q,;vll-*Ö Vve V, 
2) 6f,'i ieZ -линейны и ограничены на некотором подпро­
странстве 
2 /)(2)3/д ( 2а) VŽ6G-0 /  г.е Л/0 Л fr., 
где - корневое подпространство для АС-) в точке 2„ 
(определение дано в п. 3.3). При этом могут 
быть заданы только на некотором всюду плотном в у множест­
ве (см. CI5J). Отаетим, что, хотя <£'"•> JfA/ž» )<:»=>; мини­
мальный V0 в общем может оказаться бесконечномерным, как 
видно из примера в замечании 3.4. 
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3.3. Оценки скорости супдимппти собстве^ ну здячршд 
Напомним сперва понятие корневого подпространства. Элементы 
корневых цепочек (см. п. 3.2) называется корневыми элемента­
ми^  линейная оболочка всех корневых элементов для Л(-) в 2„ 
называется корневым подпространством J/Л/а») для А(-) вic, 
При этом для голоморфной типа (А)  фредгольмовой опера-
тор-функции *&'*»» 3 (см. С9, 131). 
Для любого компакта G-0 с Gr с границей с j> f/U и 
такого,что £0 0 <?(А)-{2ь] обозначим 
£. = : ae<Pfre/ ие/(4^//«и](3.3) 
Теорема 3.3. Цусть выполнены все требования 1°-9° пара­
графа 2. Пусть £. - некоторый компакт в с границей d(rc с 
£ ^ М) и такой, что 6. fWfA) = £ 2.« } _ 
Цусть Д, te7 линейны на и су­
ществует такой г
/
е6-/ что & f; д ы —> /)f£и (i> J j 
Vue J^ Vo). ' 
Пусть,наконец, %i'£ ce^  • 
Тогда существует индекс tj такой, что 
t^ <3^ dG.c5^ .V/ е.П?(8г)41>, Offr.,&,-)** (*., А) } (3.4) 
и что имеют место следующие оценки (3.5), (3.7) и (3.8): 
I 4 с£- ; (3.5) 
где 2; - взвешенное соответственно алгебраическим кратностьям 
арифметическое среднее собственных значений 4т) в б- : 
г
- 
6' ;  / е-« 
»*»*{\г
а
-гц: г
с
е<?/МП6-.}<с^ /х(А'г  ^ , (3.7) 
где э£ fM») - порядок полюса З
й 
для л' (*),' 
wevg {1^-2-1; £ 3(ib)OGr.\^ с*; ^  / <3«8) 
где /£- - число попарно различных собственных значений ß.fV в 
6-«. 
При этом у fiel) . 
Замечание 3.3. Если в 6-» больше одного собственного 
значения А(-) , то из оценки (3.4) вытекает аналогичная оцен­
ка для взвешенного среднего 20 собственных значений /¥•) в (ru 
(в (3.3) приходится взять по ие U0 / где 
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U „  =  { u &  J  Z / V » ) ;  2 „ ё ^ м ) П б 0 3  ,  
а в теореме 3.3 предполагать, что для каждого 56ё ^(Л)(]6-0 
операторы pi, tel линейны на 3 (А,г
а
) , ж 
AC*')« lie J) Vu&Uo). 
Замечание 3.4. Для справедливости оценок теоремы 3.3 
вместо требования -^) 
в 
действительности доста­
точно требовать, чтобыбыли бы линейны и ограничены на 
некотором подпространстве  ^5 Ai2)J(A,i0) Отметим, 
однако, что минимальный 1/
с 
в общем может оказаться бесконеч­
номерной, как видно из следующего примера: 
(Здесь 8цК)-\о] ! Nihfi)-"] {/\,0)-{{*<! о, оа , £ <г ] ) .  
Замечание 3.5. Оценки теоремы 3.3 останутся в силе и в 
случае, если в них £; заменить следующей величиной: 
£-'~ -j;A(t)JuK(i)ll: ъеЪб
Л/ (3.9) 
где - некоторая каноническая система корневых 
многочленов для А(') в 2. : 
и*(г)~ , 
где (U° uZ)- некоторый канонический базис в /V/A/Z*). 
и (и-^ ,и-
к
, ) - корневые цепочки максимальной длины. 
§ 4. Доказательство теорем 
4.1. Идея доказательства. Вводя на <*3 и нор­
мы графика мы переходим к схеме регулярной аппроксимации 
голоморфных (ограниченно-голоморфных) фредгольмових опера­
тор-функций (с теми хе спектрами и корневыми цепочками). А 
для таких оператор-функций теоремы 3.1-3.3 имеют место (см. 
Сб. 7^ ) , см. также замечание 2.3)^ теоремы 3.1, 3.2 и оцен­
ка (3.7) доказаны также в Cl, 2, 3, 163. 
4.2. Переход к голоморфным оператор-функциям. Введем 
нал) и д- cej следующие нормы графика: 
Щи lit = II и Ilu+ НА (г'Judy / , (4.D 
111*цН = 11Ъ11#.МЫг')К{/1у. / х-€Д-('еЗ, (4*2) 
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с 2* , оговоренной в требовании 7°. 
Наделенные этими нормами множества и <А\ ted' будут 
банаховыми пространствами; обозначим их через 
и 
X, , со­
ответственно. Операторы Л(г) и &^(г),Сы) рассматриваемые 
как операторы из и
е 
в i/ и из X" в У- , соответственно, 
обозначим через Л"(г) и й^сгО. 
При этом А
а(г)&JBftf/V) и (так 
как //'лЦ&.ШиШ / то из замкнутости /Vž) следует замкнутость 
А°( 2) , а А"(г). определен на всем и0 ; аналогично можно 
рассуждать для ß" (2) ), а оператор-функции Ай(-):6--?&(иу)ъ 
Я![•)'•&-У;) голоморфны (ограниченно-голоморфны) 
(см. f 8J). Кроме того, ввиду части 7а) требования 7°, на каж­
дом компакте &0С G- выполняется неравенство 
VY" {'I VII • 2е6
е z te 3 3 ^ М , (4.3) 
так как 
il &MII -bf ill I^(Vx;ll/T /it.il + ufctö*;ij) ми 
' ' 
J><2) 
lo) 
Поэтому и для (&(•))• т выполнено требование 7 (с любым 
2°е &). tt3 
Отметим также, что и iv (, 'е 1 - фредгодь-
мовы с индексом 0 (так как таковыми предполагались /1(5) и 
ßi(i))! причем собственные значения и цепочки корневых эле­
ментов Л'(-) и £(•). с-е~5 совпадают с теми же величинами 
для АС') и Я: (•), с е З , соответственно (здесь соответствую­
щие элементы из <т0 и с/° отождествлены). Поэтому для каждого 
В.е^СЛ) М") имеем 
, хЛ,4о) = KXJJ GUhjMX; а для 
каждой аналогично )rrO('г,Д>т.д. 
4.3. Связывание новых пространств и новых оператор-
фущт.и*- Выберем для каждого и е д некоторую последова­
тельность (xfjc'fcl из условия согласованности 8° и введем опе­
раторы pV : ^ Xj соотношениями 
Ö; £.< - X ' ;  К £ 0 f  с (г J . (4.4) 
При этом в условиях теоремы 3.3 для всех ueJ(A,iü ) по­
лагаем X;- /V"-, (по замечанию 2.6 для ие;7?4гч" 
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имеем А(ь)и Л'еЗ) У2е<5г)введенное соотношением 
(4.4) семейство (pch*з удовлетворяет требованиям^, нало­
женным в п. 2.2 на связывающие отображения: 
1° f>; се 3 определены на всем U° / 
2° Ii ipUlü « i l  *ТИ + i l  & U(7üd) 
II И(1+ II А [Iе) и II - III Ulli vu.6 U° 
ueJ> / t 
3° + III1 
=  C" ~ A V('||+ /I )(**-*«•?- " 
ll Au + «"'-a-u~ft'u//| + I/ Л(г°)л/и/-
f(>3) 
_ аЯ(г')и ~л'а[9.о)1а.'1\=0 V&. to! e С, 
(здесь (t-Tiiti И (Kjifc3 - последовательности, фиксирован­
ные при определении а'и') и '*л , соответственно). 
Ясно, что для (ft?!-))iti иЛ°(-) условие согласован­
ности 8° (с и It .се3 ) выполнено: f &?(2)jz?и ~^ r 
А°(ь)и (te3) Hvteti/ Ž6<r. Более того, если (*£ )ао -
некоторая последовательность, удовлетворяющая условию 8° для 
/*(••) и ß,-f) (с /V и ^ £-
у 
Vej ): 
11к£-- jKuli^o ! ilfccz)*; Ad) и II-* О (i'eJ) Уг&&/  _ 
то эта же последовательность удовлетворяет условию 8° для 
А°(-) и &,•(•) (с pic и J; yiej): 
I I I < | | 4  
fifr3) II U - uil Ii A (2°) и - A(i°)ull -о f 
( I ß f l l k ( z ) t ; - q ; / l ( e ) « l h 0  (t'ej) t/&e£ 
Наконец, пара .) регулярна для всех ге£; 
III W U 6 4  / х, £ х-6 z (Сеа')^> 
=S>h;ii4 i , , 6,- V (c'ej'j^  
/ ( уС) 
^  J  ,  ч  •  Н  * i ~ p i  I a - I I ~ * D  f i e  J "  )  t  A  ( - & ) u  -  У  = ? >  
^Il*i-*ril ~*>0 f II ('<r7")/  A(2)U = V^> 
,^1)^-^11-^0, ( ce J" )  ,  A ( i ) u - V %  
I H  i - f %  u l t i m o  ( C e : J " ) ,  A O ) m .  =  V  .  
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4.4. Доказательство теорем 3.1-3.3. Для построенных в 
п.4.2 оператор-функций *) и Bf(-) •' & 
—» 3> с*", 41), <• <- з и последовательностей связывающих опе­
раторов pt '• и0—: v/~9 , <•£ J выполнены, таким об­
разом, все требования 1°-9°. Значит, для них теоремы 3.1-
3.3 имеют место (см. Сб. 7 3,а также [I, 2, 3, 16j).Так как 
S(A)-^CK), и *а
ч
Л)=гЭ(с„л*), 
= то тем самым теоремы 3.1 и 3.2 доказаны.Для до­
казательства оценок теоремы 3.3 заметим, что 111 will ?\ЫЧ и 
на 3~£я,2б). 
Наконец, так как Л^;г0) конечномерно, то существует 
константа к. такая, что выполняются неравенства 
I Ы И Ц Ц и Ш  =  l / n t f  +  t / A ( i ° ) u l ) A { t l « H  V U e 3 ( A , * a )  .  
Поэтому f" / с - i t'e j i где ^  определено со­
отношением 
^ е =  ^  ( l l C ß J f E ) ^ ' i  2 e 3 £ „  ,  «  ^  ummI 
Значит, (tc?)L>-r и (г; )t'£ j сходятся к нулю одновременно 
(и с одинаковой скоростью). 
§ 5. Дополнение: о переходе свойств аппроксгаяттид 
5.1. Переход условия а--регулярности. В пл. 4.1-4.3 бы­
ли введены вспомогательные пространства W, К°}/ линейные 
ограниченные операторы ff li) и S" (2) и связывающие опера­
торы р?, Cel. При этом для получения подходящих ß?b) ис­
пользовалось часть 7а) требования 7°, а для определения Ау 
- требование 8°. Далее было показано, что если пара 
(Аб )/ (B;0))iti) я-регулярна при каждом ге(г (по отно­
шению к fh i с'еО)то и пара (А'О) ,(&](•>)
и1) а-регулярна 
цри каждом 2f6 (по отношению к р? и <£,, te j). Чтобы полу­
чить обратное утверждение, достаточно требовать выполнение, 
например, следующего добавочного условия (7в): 
78) VZfcfr зм'(а): 
-+ ll&(2")n;il) ±n'0/x;ll+llfcf*)X;i>) 
где 2" определено в 7°. 
Как нетрудно проверить, условие 7в) эквивалентно части 
76) условия 7°, Значит, при выполнении условий 7° и 8° пара 
(Af-), ().-еа) а. -регулярна при каждом 2е£ тогда и 
т о л ь к о  т о г д а ,  к о г д а  т а к о в о й  я в л я е т с я  п а р а  ( A ( '  ^ ' ь З  ) -
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5.2. Переход условия устойчивости. Будем говорить, 
что (Я;(• )),ез устойчива на если для любого ком­
пакта 6-0 с ^ гл) существуют индекс t' ) и константа с(6„) 
такие, что б-„ с 5 (72,) цри t v < /£.) 
е 
SfjfllG/föll.'zef.j6 
ic (&,•). 
Так как f|X,'/|žlll tt4ll , то ясно, что если (8?0))teS 
устойчива на 5 fA), то и (>к ('))<£! устойчива на $(*). Чтобы 
получить обратное утверждение, достаточно требовать выпол­
нения, например, следующего добавочного условия 7г): 
7г): на любом компакте G0c$(/i) выполняется неравен­
ство 
(Щ1-* йвг(1')*:11)4п'(Ш1+ llbUhill) V*reA, heG0/  et-3, 
где константа tl' может зависеть только от £0 , а 2е опре­
делено в 7°. 
Требования 7° и 7г) естественно объединить и заменить 
следующим требованием 7«: 
7»: на любом компакте &„с 6- при любых 2f/a2e&0 вы­
полняется неравенство 
itk(*±)i;ll)< М1;  i'ei/  
где константа П1 может зависеть только от 60 • 
Итак,при выполнении условий 7» и 8° последовательность 
fßVHXej устойчива на 3 (А) тогда и только тогда, когда та­
ковой является (Я? I• ))i'c 3 • 
5.3. Связь между а -регулярностью и устойчивостью. Для 
ограниченно-голоморфных оператор-функций известно (см.Г 6, 
I, 2, 161), что из требований 5°, 6° и регулярной аппрокси­
мации А°С-) последовательностью (8?(-)Х'бЛ на (г следует 
устойчивость (ЯсО))^ ! на 5 М). Значит, такое же утверж­
дение имеет место и для оператор-функции Л Г )z &,-(•) f с'е-3 t 
голоморфных типа (Л) . Но даже для ограниченно-голоморфных 
оператор-функций из 1°-8° и устойчивости (&•(•))<( .) на 
следует а -регулярность только при всех а не при 
всех 2е&. 
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ON THE APPROXIMATION OF EIGENVALUE PROBLEMS 
POR OPERATOR FUNCTIONS HOLOMORPHIO OP TYPE (A) 
0. Karma 
Зшгшагу 
The approximation of the eigenvalue problem A(?>/.» о 
for the Fredholm operator function holomorphic of type (A) 
[el ia studied. On the assumption of a regular approxima­
tion we prove the theorems about the approximation of the 
spectra (theorem 3.1), about the stability of the summary 
algebraic multiplicity of eigenvalues (theorem 3.2) and 
about the convergence rate of the approximate eigenvalues 
to the exact onea (theorem 3.3). For that purpose we reduce 
our problem to the case of holomorhic (bounded-holomorphic 
[8^) Fredholm operator functions and use the results known 
earlier for this case(see £б, 3, 16, 1, 2, ?J). 
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0 СХОДИМОСТИ МЕТОДА СЕТОК РЕШЕНИЯ 
ЗАДАЧИ НЕЙМАНА 
Э. тете 
Тартуский государственный университет 
Задача Неймана для уравнения порядка 2т рассматривает­
ся в вариационной постановке и аппроксимируется на парадлел-
ешшедной сетке разностной задачей. Доказывается регулярная 
сходимость соответствующих разностных 
операторов к дифферен­
циальному оператору. Из этого вытекает сходимость рассматри­
ваемого метода сеток. 
§ 1. Задача Неймана 
Цусть требуется решить задачу Неймана для уравнения 
2L н ) м £ *  
ш, l/lli  ' J 
в ограниченной области Qc с липшициевой границей 
(см., например, [3]). Здесь и ß = (ßir.yß») -
мульти-шдексы и и|*«м... + л
и
. Эту задачу естественно 
рассматривать в вариационной постановке (см., например, [4J): 
найти и е Н
т(Я) удовлетворяющую условию 
А(и,I / ) Z -  (  Vve tr(Q) (I) 
где - линейный непрерывный функционал на и 
(u,v) = J u(*)vl*)d* . 
С1салярное произведение и норму в действительном пространст­
ве Соболева Н"'(&•) обозначим через 
l&u *3V). а . 
letli lm ' 
Предположим, что - измеримые ограниченные действи­
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тельные функцжж, удовлетворяющие при KJ -//>/=т условиям 
СИММеТрИЖ ж сильной эллиптичности 
X ^ -х2- эе>о Vx£Ä , (2) 
ni-ipi->x г ~ и=(ч ' ' 
где ^ - любые действительные числа. 
Определим соотноеением 
a(cify)-</t«,t/> (3) 
линейный непрерывный оператор А из Н
т(&) в сопряженное 
пространство (НМ(&)У. Тогда задачу Неймана (I) можно задать 
и в виде Au-fi . 
Задача Неймана часто разрешима неоднозначно. Цусть 
&,сд(тфО,если W4«, ели t j Z l i i e ^  где к<хи. Тогда, очевидно, 
cl(u,v)если ueCSic или i/£qfc где 
- множество многочленов степени не вше к . Следовательно, 
Afn-tv) и <Au, V>=С для любого veQk . 
Чтобы достичь однозначной разрешимости задачи Неймана, 
введем подпространства 
НГС-&М«6 f«/i/)ro W6Gifc} 
у 
Н * 1 " ( 5 2 )  =  [ u e < w , v > = o  V v 6 Q *  }  
причем считаем, что НУ
Л
(&)-Н"(£) ж H??(Q)-(h"(Q.)Y , Не­
сложно проверить, что в данном случае А является линейным 
непрерывным опепатором также из ИХ (Q) в Н^(&)-
§ 2. Метод сеток 
Покроем пространство fR ' равномерной сеткой 
= '***)'* 1*>° ') 1 
и выделим множество внутренних узлов 
£ Xc'£ If?2, : If; eQ 
где 77? =£х:(х
у/...,хи): (ч>-^ <('Vi:) A> }. 
Введем еще обозначение 
fib.» ?Ax je Я* ¥ л ь о ,  u i l i c }  f 
где C7 - - Xv у Xj = Х[ + <^i — 
символ Кронекера. 
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Обозначим через множество действительных се­
точных функций «а , определенных на сетке й/, , и преобра­
зуем это множество в гильбертово пространство, определяя в 
нем скалярное 
произведение 
и соответствующую норму НиЦ!„ = , где äx= 
и  ä o U i f r ; ) - ^ ( * ; Л / Х о  ,  
Аппроксимируем задачу (I) разностной задачей: найти 
аде HW(S2A)/удовлетворяющую условию 
. Лфа.ч) 2- (pk^ji a»PUL , ^ L) А; Vv^6/f?^t(4) 
где - линейный функционал на 
({"•"im-- ' (5) 
(pi- <h,p 5"v#.) - 2L fL Aufi T^i Hi... ^  
И К = (UI, lpl), ЙЛ" 
Определив соотношением 
«-Ä = //С> W/.6 Н"(&к) (6) 
линейный оператор Л/: из в (Нм(&а)) / можем раз­
ностную схему (4) записать в виде At.uk = /й-. 
Пусть если Uli и или 4 «| где к < , 
Тогда «д, (/?<•м/ М v) = О 
у 
если 6/£<2it или i/5-GU , следователь­
но, оператор А*, преобразует подпространство 
в подпространство 
Считаем, что (Q&) и (•&•)) • 
§ 3. Сходимость метода сеток 
При доказательстве сходимости метода (4) воспользуемся 
результатами из работ Г.М. Вайникко LI, 2J. Для этого введем 
понятия дискретной сходимости и- докажем, что Лд, сходится к 
А регулярно, если А - (£, 
г
. .у А,^ как некоторая последова­
тельность. 
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Можно проверить, что оператор рь , определенный форму­
лой (5), является линейным непрерывным оператором из Н™(&) 
в W"(Slu)f причем 
l lf>kUll£9llullM  при А-»0 VueH^S2) /  
ll^ulLw-^llall-k, при к-3! О VueH°(S-)/ (7) 
где 
<м1-~ - , 1и*и-~'п£и у-
Отсюда следует, что рк можно расширить на (Н^(Я)) как ли­
нейный неограниченный оператор, удовлетворяющий условию (7). 
При помощи оператора рь введем понятия сильной и слабой 
±уп -сходимости (при 0): 
и.
А^
ц <=? i i u l - j k u f l i n ^ r o  , 
ul*irv a 4=HVA>^V ^  } 
и соответствующие им понятия сильной и слабой *w -компактно­
сти (см. El]) .  
Аналогично Cl] доказываются следующие результаты. 
Лемма. При e*i>0 справедливы утверждения: 
<UÄ/vO^<w/v> }, (8) 
tV (uA.,Vfc)w-^ ( и, v)w 
 ^U. 4=> и  ^  ^wi ; (9) 
V=<. 
у 
! (Ю) 
—> зу1 и.) &е. l—fsz)^ рб&д j (jj) 
II^UL-M ^ COKS-< (ие,) м -компактна , 
И  И л А и
у  
( 1 2 )  
где 
ä A « f c  ~ ~ Р  ^  o ^ l f  ) - ?  y o Õ ^ v ) } -  _  
Пусть выполнены предположения, сделанные в § I ж опера­
торы А и определены соотношениями (3) и (6).Тогда спра­
ведлива следующая 
Теорема I. Последовательность операторов M/v) сходится 
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к а рехулярно. 
Доказательство. Сходимость 
ак->а <и» } 
можно в силу (8) определить и эквивалентным соотношением 
Aft.-» А 
Но правая импликация верна в сяду утверждений (9)-(П) лем­
мы, Регулярность сходимости можно доказать следующим обра­
зом. Определим соотношениями 
<Au,v>eZ A/Cõ"vJ+*Z(A<*Ü) We/ГсЯ) 
' 
/ ki=||S|=M " И<1» ' 
А л Л А 
операторы A i Оказывается, что At-^A устойчиво и 
^-А
к
-»А~А компактно, откуда следует, чм а^  а регу­
лярно (см. [2]). Действительно, сходимости Aur' ^  и Аи~\~  ^
-»А- А доказывается так же, как и сходимость /\-?А .Из 
условий (2) простым образом получается оценка <^i.Uk/uky^ 
><зе(и^и
к
)у» откуда следует существова­
ние обратного оператора и оценка II Aj II £ & , а отсвда 
устойчивость сходимости Aa -V А « Из (8) и (12) легко полу­
чается, что 
= 9  ( A L ( А - А  ) м .  /  
A А 
а отсвда следует компактность сходимости Ад-Ад^А-А (СМ. 
[i]). Теорема доказана. 
Из теоремы I следует сходимость соответствующего метода 
сеток при решении неоднородной краевой задачи и проблемы 
собственых значений (см. Г2, 51). Например, верна 
Теорема 2. Пусть в задаче (I) <я^(х) = 0 если ^ 
или 1|5,/4к и пусть эта задача при f.-о имеет 
в ИГ fÄ) -ташь тривиальное решение и-0. Тогда задача (I) 
имеет при единственное решение ueH^(Sl) и 
найдется такая ß.„>Oy что задача (4) имеет при |А.| = 
= [if-t^ 
л 
ь А* )'/г^  <•-, и Де единственное решение 
«кбНГ(5и)' Если 
Доказательство. Для определения дискретных сходимостей 
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в подпространствах введем соотношением 
оператор (Н?(Q.), найдены из систе­
мы 
j>L^)-{^u! f^) , IfltK • (13) 
Так как i fu^~, X1) и Ы,*Ь=° 
при к^ю z 1/ЖК и м € н" (Q-)j то система (13) при доста­
точно мя-днт Ц имеет решение bl и Qj.trr о при cl-*>0 и 
|о4|< к. Следовательно, дискретные сходимости ^ можно 
ввести и при помощи оператора ^  и из теоремы I вытекает 
регулярная сходимость операторов A^eL(Н™(&и), ИТ(&t)) 
к оператору а  & l ( h " ( q ) ;  ИТ  )). Из регулярной схо­
димости в силу теоремы 4.2 работы £2] следуют утверждения 
теоремы. 
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ÜBER DIE KONVERGENZ DES DIFFERENZENVERFAHRENS 
FÜR DIE LÖSUNG DES NEUMANNSCHEN PROBLEMS 
B. Tamme 
Zusammenfassung 
Es wird das Neumannsche Problem der elliptischen 
Gleichung 2m-ter Ordnung auf dem beliebigen Gebiet in der 
Variationsform betrachtet und die reguläre Konvergenz der 
Differenzenapproximationen dieses Problems bewiesen. Aus 
der regulären Konvergenz erfolgt die Konvergenz der ent­
sprechenden Differenzenverfahren für die Losung des inho­
mogenen Problems und der Eigenwertaufgäbe. 
3U 
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НЕРАВЕНСТВО КОЭРЦИТИВНОСТИ ДЛЯ СЛАБО НЕЛИНЕЙНОГО 
ЭЛЛИПТИЧЕСКОГО ОПЕРАТОРА ВТОРОГО ПОРЯДКА 
Ы. Фишер 
Тартуский государственный университет 
При изучении численных методов и в различных других -
приложениях очень полезными являются неравенства коэрци-
тквности как в непрерывном,так и в дискретном случае. Для 
линейного эллиптического оператора второго порядка под 
неравенством коэрцитивности понимают неравенства вида 
11АиИ0>у11иЦг- с li Uiu , 
где HullK означает норму в = Для задачи Дирихле 
(ulr-=o) такое неравенство хорошо известно. Разностные 
варианты такого оператора установлены в Cl, 2 J. Для нели­
нейных задач, насколько нам известно, неравенства коэрци­
тивности не выведены даже в непрерывном случае. 
В данной 
работе устанавливается неравенство коэрцитивности для 
двух- и трехмерного эллиптического дифференциального опе­
ратора второго порядка со слабыми нелинейноетямк в коэф­
фициентах. Используются рассуждения, которые допускают 
перенос на дискретный случай. 
В единичном кубе 
Г2-(х; : о<*;<4, 1 = *,..., 
и
=2, 3 
с границей Г рассмотрим дифференциальный оператор 
h К и--шен*№, &$bwtytoiv 
причем и\р=0. Через rtKf-ß)-W''^)o6o3Ha4eHO частный 
случай (|Э= 1) пространства Соболева W"V(Sl) с нормой 
f  r>o. 
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Норну » пространстве H*(Sl) обозначим далее It'll*. 
Цршвм, что оператор эллиптический, т.е. существует га­
ков число ч*. >о , что 
Vx = fx<y, - • v х и) 6 -Л / Vu^ [-a/aj/ (2) 
где yi любые действительные числа. 
Теорема. Цусть = (х,и) дифференцируемы и 
Vxe0.y ые1-*,л} f (з) 
da,- положительная постоянная, зависящая от а . Цусть выпол­
нено условие эллиптичности (2). Тогда для любых и,ve Нг(Л)/ 
Ilul 12йл/ ll^ il2ia./ ti|f" V|p -0 имеет место неравенство ко­
эрцитивности в форме 
4 A u - A v l l >  f a . l l U - l / l ^ - C J I U ' V ^  >  (4) 
где jy,f< положительные постоянные, не зависящие от И  и V .  
Доказательство. Рассмотрим норну 
('уМ^)II, = 
' J 
Найдя производные, запишем 
ц 1 1 о > ч № , - н а - ц а ,  
где 
где 
fev)' 
1,1-1 ' dx; <) 
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J - T ihul с)ц 3(u-v) 
Ь ф, 'du ~7*~ / 
I - T kiiillJii }(и-м) 
jxj 
Теперь И/fH0 можно оценивать как в линейном случае; мы 
приведем новое простое доказательство. Для этого рассмотрим 
норму 
II у- q (I г __ (-СГ cf~fu-v) Р lüz^l у/у 
Допустим временно, что u- i v имеет непрерывные производ­
ные до третьего порядка. Интегрированием по частям перебро­
сим один раз производную -Я-. 
и другой раз • 
e»j dx* 
ii 2 Й<у Л ft*"") j/ a  - J + -г л -j 
*,j*' </ Эх,-J*; "p -V, 
где 
 ^^ Л' 
А 
где -OXj - угол между внешней нормалью -0 к границе Г и по­
ложительным направлением оси X,'. Благодаря тому, что грани­
цей Г является у нас поверхность единичного куба, то на гра­
нице 
— ^^А< TT- * VXc 
и '' 
J 
^£
к/_( to"?c»SVx;C«S*jC0sVx< -)^Ц? 
(члены сокращаются). 
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Учитывая предположение (3), нетрудно оценить интеграл ~JX1 
|32) < Св. IIи- vllj_ . 
При помощи £ -неравенства 
ъ £г 
I аЛ\ 6 1<к + ( t > 0 - достаточно малое число) 
вытекает иг последнего 
\ 1 х \  <  С
л
Ц и - ( г Ц *  _  
Дая оценки интеграла ^ введем обозначения 
= Z
'J >   ^т (2'Р / i t j *  4 r .  и  .  
На основе симметричности матриц Л и Z оценим сумму в ин­
теграле 3,: 
fei 
= 
£ (£ * « < г .
л
) ( £  a*y2j<) = 
-а- *"м' w ^ до* j f.. oki i е-* *-< ' ,'=< ^ j -J J 
= £ (£  й^^л/i .  su. 5-t)- i-  ( л  2-k '= 
fH?)z 
где šp(At ) означает след матрицы Ж/tž , а Д^2) и 
3wcl/CA2) означают соответственно собственные значения и 
максимальное по модулю собственное значение матрицы Л2. Из 
симаетричности Az ž. и положительной определенности матри­
цы А (условия эллиптичности (2)) вытекает вещественность 
собственных значений 7),- (А2) причем 
•), fAž)= "ик-х  ^ic^ ül с!ш1 >7ji^ ij 
Л Т « * № )  X F C Г  F O - \ X ) ' # * • / /  Х Л *   IIA  И ^  •  
Так как 
_ *»»•'<%< -
где г, положительные постоянные, то 
Л ->/s. л («"-<-
где ^ положительная постоянная. 
Следовательно 
у\* положительная постоянная. 
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Далее, так как, с одной стороны, из теоремы вложения Собо­
лева вытекает, что 
Ци11^,ч ic Hallte , кгх при И-2
У 
при /-» = 3 (5) 
и, с другой стороны, при сколь угодно малом £>о 
Hullu й e t u i l v-f сШиин, , ; (6) 
нетрудно оценить нормы i i  /
г
Ц, и I f. 5//u ; 
ilhll^ СлМ^чЦи-^А ±ЬЦиЦ
г 
/JU"Vtl2 + с'лII«Uju-Vili, 
Таким образом 
HL у->'*• ц ч - v h - e i i n l i j / h - v h i  -  <r* ( i f  iiu/ijilu-i/ili. 
Займемся теперь оценкой величины j. Найдя, производ­
ные, получим 
I I  I Н е  ^  ! l j i l i o +  i l  f j i l L  I I  p l i o  ,  
где 
v  ~ ~  ц ч  И (ьц) ~ ^ 1* ' ^  щ  '  
й J [ jk - JjL] 4^ , 
m t & a - i h l  
J X J ^  -
Учитывая, что 
*у1>, 0<ecL 
и обозначив t?,v - получим 
f! g< Ко - /! Ж (и-v) /1
й
$с* II u- V/(C  II v// z  ^ 
Ž -  £  I I  ( Я  - 1 / i l  z  l i v  / 1 г +  L e _ / /  / ( V I U  _  
Здесь мы использовали теорему Соболева 
l i m i t s  с i i u H t  при и-^-, ž пРи и= з (?) 
и соотношение (6). 
Вновь, учитывая, что 
__ __ у) t  с С cJ<C i 
ö vv tJ'V с' "vt 
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. i X. Ви (9 V) 
ж обозначив Cij - ' 3 V— подучим при помоци нера­
венств (5), (6), (7) 
С- С
л 
(llu-vllwn Itvlln^ +Il"-Vllcllullnfl',flvilw<ll>)k 
$ £ "4'vlkC//Vl|2t IIUItL IIH/2)f С*.//и-% (liVUjtllutliM^) 
lipu =|fi jy-д < 
S  С
л
ц  u - \ z i l w « , i  U v i l w O  ž  < u . S u - v i i i  l i v ц г  .  
Следовательно 
1 jl|0 V f Ци-vdi (falls II «Hl livtl, ) +c*llu^lli (fvuz+ ЦиЦхЫх) 
||Ди-Л v!lc>^ //«- vlU-(C*llu- vll4 + с II u-vltjQluW il v«S lluib II vilt). 
Так как II nli2 я il vth ограничены, xo неравенство (4) доказано 
для гладких и и v. 
Если и по норме НЧ-П-) 
у 
то согласно теореме вло­
жения (7) равномерно, а вместе с этим 
<-W*)) 6Uj'(>, «(х)) равномерно в il. 
Это влечет за собой сходимость /luh^  Ли в Lx. Поэтому не­
равенство (4) для произвольных uzv/6 Нг(-П-) вытекает из того 
же неравенства для гладких к, совершив передельный пере­
ход и
ь^
гц/ kW и в А/1 (-51). 
Теорема доказана. 
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Зб 
DIE mrOLEICHUHG DER KOERZITIVITIT FÜR DE* 
SCHWACH HICHTLUEAREH ELLIPTISCHES 
DIFFERENTIALOPERATOR ZWEITER ORDNUHQ 
*. Fischer 
Zusameenfasenng 
In diesem Artikel stellt man die Ungleichung der Koer-
zitirität für den zwei- und dreidimensionalen elliptischen 
Differentialoperator mit den schwachen Hichtliaearitaten in 
den Koeffizienten fest. Es werden Überlegungen benutzt, die 
eine Übertragung für den diskreten Fall zulassen. 
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ПНШЕНЕНИЕ МЕТОДА КОНЕЧНЫХ ЭЛЕМЕНТОВ 
В НЕКОТОРЫХ ЗАДАЧАХ  УРАВНЕНИЙ НАВЬБ—СТОКСА 
В. Ривкинд 
Ленинградский государственный университет 
Б. Шифрин 
Тартуский государственный университет 
Вариационно-разностные методы в настоящее время нахо­
дят свое приложение к задачам гидродинамики. Для уравнений 
Навье—Стокса метод конечных элементов рассматривался, на­
пример, в работах [3, 7, 81- в основном при условии при­
липания на границе. 
В данной работе исследуется применение этого метода к 
двум близким задачам со свободной границей 
1 
и к задаче о 
течении двухслойной жидкости. При этом рассмотрен случай 
решения в криволинейных координатах - с введением соответ­
ствующих элементов. 
Ниже мы используем стандартные обозначения: 
Здесь '/г)-мультииндекс, -соответствующая 
частная производная порядка •"= по х . Эти нормы и 
полунормы аналогичным образом вводятся для вектор-функций 
<r=(Vi;Vx). 
Мы также полагаем 
; = -Т? h,lt = 1,Z) , V U - . S Я  А ;  •  .  
УД-ь: ' 
^ ^ Эти задачи могут быть опорными при изучении случая, 
когда граница неизвестна. 
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§ I. Основная задача д ее аппроксимация 
I.I. В ограниченной области -ftc/f? ищутся функции «- = 
= (4-i;ub) и р такие, что 
- араЖ р - ^  j otüf и-О е Л • 
, сТк|)
Л
=^ . (I) 
Здесь ntZ - орты нормали и касательной к äJl; f - тензор 
напряжений с компонентами t;K -- pJ^-t- i) 
Цусть H-H(Sl)- замыкание множества Н (/!)'•- {\*~е (Ci(A)jL 
•.*^sC°}no норме flVIIH := М ,,.оЛ (Ž^H К л^ )'* Это -
гильбертово пространство со скалярным произведением 
Cu,v-]H  :r 1 Чц- VtiU. 
Рассмотрим оилинейну-о форму £(u,v) = 5 2. «*,: ЖлЬ.Уг 
J X  i , k ' <  
Форма £ (u,V) ограничена и положительно определена в Н , т.е. 
3
т
,у'>0 ; 
p H U I I *  ž  Е  ( U , u ) i z  Y  , Ы  1 1 Н  - (2) 
Замечание I. Точнее, (2) имеет место, если область -Q-
отлична от круга с центром в начале координат; в противном 
случае требуется небольшая модификация пространства // 
(см. С 53). 
Обозначим через (il) подпространство соленоидальншс 
векто^ункций из Н : : ahv v-О Формула Грина с 
гладкими соленоидальными к,а (см. Cl2, стр. г<"3) позволяет 
придать задаче (I) следующую (слабую) форму. Требуется найти 
такую функцию К--(#<(%)что 
icttliši), - (т)/2.) Е [и,ц) - (f, 4) 3 (-ft). (3) 
Возможна и другая форма задачи. Ищется пара (и;р) такая, чтс 
(^р)с 7(12.)* L*(П)/ -lWi)E(u, 1)+(р,о<<*ц}=У,П) У^Н(Л), (4) 
Здесь уже не требуется dt-v^-o. Ясно, что (4) (3). Верно 
и обратное (см. [5, 2]), так что обе формы эквивалентны. 
Ниже считаем /-зД-йЛ^что обеспечит существование и не-
п 
* Через (.,.) ниже ооозначаем скалярное произведение в 
L,(il) или его векторный аналог. 
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обходимую гладкость решения
3 (см. [5J). 
1.2. Цусть (>=£* - некоторое разбиение области Sl на 
элементы: Л^С/^Положим = fyeLz(A) ] 
где ^  ) - множество полиномов степени i w 
В Jv. 
Пусть Hb - некоторый конечномерный аналог пространства 
Н[Л), связанный с разбиением б^. Введем подпространство 
приближенно соленоидальных функций: •%' - i и & ^  (р'^чУ 
= 0 Vj, е-°1\}й1ак., для имеем cL^u^O в следующем 
смысле: 
i f м - О И^«А 5 С (5) 
id 
Дискретный аналог задачи (3) при условия Н^сН(&)имеет 
следующий вид. Ишртся функция и* такая, что 
чЧ; -Ш)£(«;л),(,ел; . (6) 
Решение и* существует ж единственно в силу (2). Оценка точ­
ности и£ осложняется тем, что 3^ ф J (-ß.)„ 
Теорема I. Цусть ("*;/>)« J(A)*LJJ2) - решение задачи 
(4); a*eJk - приближенное решенже. Тогда4 
IIи"- и* ||
н 
£ С С« - аГН
н 
+ llp-f /10(л ) (7) 
Доказательству предпошлем следующее замечание 
Замечание 2. Пусть V" - подпространство гильбертова про­
странства X с нормой /• I .'-/I. //
х 
и скалярным произведением 
Су 3. Обозначим 7""= £ve\T: lv|=l). Имеем для VieV". г= 
= (t- )t (у а; где fyifelT - ортогональная проекция Z на 
Т .  ясно, ч то | Р
г
г| я  ГР,г, t 2 , P T i l -
"р-у C2'V-
Поэтому верна следующая вспомагательная оценка: 
i*| ž |2- Pyl 1+ |Р
Т
*| = vH^li?-w|* C2,^J, (?) 
а 
Приэтом а определено однозначно* в - с точностью до 
постоянного слагаемого. 
4 
Ниже через С обозначаем различные положительные по­
стоянные, не зависящие от и от к.. 
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Доказательство теяреыы I. Из свойств формы £ (u,yj 
следует, что Ju|;=E[и,«)1'*- - новая норма в И . Полагая 
1-и"-и£ , нетрудно получить нз (7»), что 
%1. (7s) 
Воспользовавшись для решеннй и* и"^ основными тождества­
ми (4), (6) получим: 
4 1 -  - « 1 ,  4 1 =  т  ( р <  м " ч ) -
В свою очередь, условие означает, что l/öe ^  
1(/>А^Ч)1 = ^)Z ^  Hf-fHo,.п.* Ч^%Чо,л. 
Отметим далее, что при е- имеем (учитывая (2)): 
Ч I I О , S L  ~  ^  "  1 И Н  6  V I .  ( -  Щ  
Таким образом, 5^к> С"*~иГ л ] < 3Ü# £1Л/ /|и-<г|{ 
«« \* 6 "* *6Х ' 
Теперь (7") мы можем переписать в виде 
1 u * ' u k l i c  (£4 i » * - * • ("/*~Лл) 
Этой оценкой теорема доказана, поскольку, согласно (2), 
нормы 1.1 и /I - II
н 
эквивалентны. 
Замечание 3. Можно обобщить конструкцию \ ( отказав­
шись от требования (5) для 5^6Ус <Л Тогда, обозначая 
- U X ; получим при уе с f_/2): 
2. Обобщенный ютерполянт и элементы специального типа 
2.1. Цусть элемент - треугольник или четырех­
угольник или состоит из таких подэлементов; 5" - некоторое 
конечномерное пространство функций в -ß- , причем З/^сСЩ 
Рп-1 (&), Число п здесь назовем, следуя [б], 
степенью пространства 5 . Узлы Aj(j?tilr, ,f „j й-й( Э^Лемен-
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та X по предположению таковы, что вполне определяют базис­
ные функции условиями »)• 
Разбиение считаем j, -регулярным в следующем смысле: 
существует постоянная с > о ,  не зависящая от ( U ~  
с mW Лим ^ 4 такая, ЧТО we* //У" t/VWU с/?"* при 
x&jdj & с 
Фактически это налагает определенные ограничения на 
углы элементов (см. f63стр. 165); конкретные элементы, 
описываемые ниже, заведомо регулярны с ^24, 
Специфика метода конечных элементов для уравнений 
Навье—Стокса состоит в том, что надо аппроксимировать ус­
ловие 
«&Vu~o. Обычная (лагранжева) интерполяция по узлам 
a.j не приводит к цели; нужна интерполяция иного типа (см., 
например, [ 83). 
Будем называть оператор обобщенным ин­
терполирующим, если выполнены условия: 
nl-eS (8) 
i я.j)t 4 /лЬ(,)/ С . 
здесь - произвольная сторона ^ - принадлежа-
J 0=1 
щие ей узлы; С ¥ cfj) 
Лемма I. Цусть $ - пространство степени t , порожден­
ное ^  -регулярным разбиением ^ ; /Ve UI*(Л). Тогда для об­
общенной интерполяции (8) справедлива оценка 
1*^%"). (9) 
Доказательство аналогично приведенному в L 6 ]  для случая 
лагранжевой интерполяции. 
2.2. Будем говорить, что Oi (точнее, пара S) ) есть 
элемент специального типа, если: 
(i*) Сторона а/с содержит три узла: два крайних и 
средний • 
(и) Значение аг(у-) для г 6 е/ вполне определяется по 
значениям значениям \Г в этих узлах и точке <£ (не зависит 
от узлов вне d,). 
5 
Ниже через С  обозначаем различные положительные по­
стоянные , не зависящие от и от L . 
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Отметим, что если все Jde- - специального типа, то 
$ с d (Д)«Такого рода элементы удобны для аппроксимации со-
леноидальных функций. Конструкции их весьма разнообразны 
(возможны составные элементы). Простейший пример: d- три­
ангуляция SL ; функции из 5 квадратичны в каждом треуголь­
нике ( /^ (#,))• 
3. Приближенное решение в криволинейных координатах 
3.1. Краевую задачу для уравнений Ыавъе—Стокса часто 
решают в криволинейных координатах. Ниже исследуется приме­
нение для этой цели метода конечных элементов (декартовы 
координаты трактуются как частный случай). 
Пусть Fl х; - Г; 12) (где CX1 ,\x)f 2>)-дважды не­
прерывно дифференцируемое отображение области на Л,оЛ, 
Оно порождает в Sip систему криволинейных координат,.кото­
рую мы предполагаем ортогональной: х2*- • -О 
8 h <*h jsi ' 
Мы также предполагаем, что Л ^ Flui') причем F обратимо в 
w'( wj'c (aj-). Таким образом, SL и м - f \SL) диффеоморфны, 
h(^w)ocuiacTb uJ ограничена (как и -П_ ). Из этого сле­
дует, что Э те, х' ,> о 
Х< с <Х! T *1 Ž I I I £ -*'1 ; (Ю) 
здесь - коэффициенты Ламе /*. = '/, 2) ; Г -якобиан отобра­
жения (III - Н
г
Н
г
). 
Для вектор-функции w - (n, z символом WF, l обозначим 
ее с-ую компоненту в криволинейной системе координат,а сим­
волом WF - набор этих компонент: wr-- (w-1; wFiZ), Выражая 
стандартным образом wr- через iV и наоборот и пользуясь вы­
ражением градиента в криволинейных координатах, нетрудно на 
основе (10) получить следующие существенные для нас оценки: 
IW/^ 4 C^ivvp/I^ t  I w- | 2 ^ < c\l i  w,) 2  ^ , ( I 1 ^ 
3.2. Элементу на криволинейной сетке. Координатные ли­
нии 5,- С, j, ^с'ортогональны. Рассмотрим разбиение 
области tv некоторой сеткой координатных линий: ю 
Тогда Jl_- L' FiVj : прямоугольникам, i3 будут соответствовать 
криволинейные прямоугольники л- F(P)c SL. относительно сто-
43 
/ С4' #<1' _ / ' 
рон Нр,А.р прямоугольника мы полагаем, что 3 >о ; 
Л"
1
, /Lp1 < к, pi Lp/l!f ip V . Опишем элементы спе­
циального типа. Узлы <R#/ <?t, <^4,, будут вершинами прямо­
угольника Я , узел д
г 
- его центром. Добавим еще четыре 
узда ft;J , являющихся серединами сторон La;, AJ] (так что 
т.д.). Тем самым прямоугольник Р 
подразделен на четыре равных малых прямоугольника. Возмож­
ны элементы двух типов: 
1. Элементы первого типа составные; S/p есть мно­
жество непрерывных в Р функций, билинейных в каж­
дом малом прямоугольнике. 
2. Элементы второго типа: S/p натянуто на базис 
ленных во всем Р функций 3^* j^z; где V;- о, </, z 
(допустима модификация: удаляется узел а5 и одно­
член 
Имея в виду аппроксимировать соденовдальные функции на 
криволинейной сетке, мы определим оператор следующим 
образом. Для ve VР<?мы полагаем, что: 
е  s j p  )  (12) 
( С; 
Сч,»Л K*j] ' 
здесь ио - номер оси, параллельной стороне L«,', Mj J (в сис­
теме о). Используя явные выражения для сужений на эти 
стороны базисных функций из 5 j р можно получить следующий 
результат 
Лемма 2. Условиями (12; функция вполне опреде­
лена, причем оператор \ 5 является обобщенным 
интерполирующим . 
Следствие. Дня ^6 VV^fw) имеет место оценка: 
Ч
ы 
<13> 
Перейдем теперь к вектор-функциям, Для {. V>| г) 
мы определим Jc^(V^) а затем и (v)так что: 
 f)= у &V)F s ^ (VF> 
Из оценки (13) вытекает, что {Jc^Vp ~ F^ | /^Vi 4 eil*" Vplj 1). 
Тогда для декартовых координат на основе (II) окончательно 
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получим: 
- + 1
Л^ 
Ž d II f II 
Я(Д (АГ<<ШГ). (15) 
3.3. Аппроксимация основных пространств и оценка точ­
ности приближенного решения. Введем дискретные аналоги про­
странств Н ,11 : 
* f £ s * s  f 1г.и/^=о 
Как и раньше, мы предполагаем, что -П.- Ffw)/ ЗЛ-F(gly) при­
чем со допускает разбиение на элементы специального типа. 
Обозначим ;/|Z^ -3(-ß)nA<Y-ßj^4ycTb ^  - оператор, опреде­
ленный согласно (14). 
Лемма 3. Оператор отображает "3 аа. в 3^. 
Доказательство. Обозначим через F^' часть <)Р, парал­
лельную оси oj;, и выпишем две вспомогательные формулы. В 
силу ортогональности координатных линий jr(x)=c/^ x)=c/ мы 
имеем: 
W n l )F(f i r W r ./ i f i '  'š j-v ;  '>/)• ( 1 5 , )  
Отсвда также следует, что 
Перейдем к проверке того, что ие 3 ц . 
1° Условие и-влечет О, Действительно, 
пусть Гсця.-Зс^ы; для определенности яТБ,- II оу , Тогда (см. 
(15*), (14)) имеем: 
{ k u ) " w ^ ix^  k,«jf ^  ( u v ) l c^ j  
= W
'
Mlf(C^,ApcSji.~ ° •
Учтем, что - обобщенный интерполянт: /(Х^(ы^))(й^)) 5 
^ С I У1=0 , где - любой узел на С «,• «Л Отсю-
jetX.ujl 2 3 ' J 
да вообще ^(м<гд )-0 на С<я;,йр . 
2° Применяя формулу (i 5") сначала к w -itv" а затем к 
w = лг # имеем: 
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/, +<t* 
(мы вбспользовались определением оператора ).Таким обра­
зом, условие oLift-f-O влечет J <A'/U Jc.v-glx ~0 t^ Pe d') что 
FW ' 
и означает приближенную соленоидальность функции si^ r. Лемма 
доказана. 
Следствие. Пусть и^1(г\ Тогда 
^ £^И"»а,-п.. (16) 
Перейдем к оценке точности приближенного решении. По 
теореме I:: 
«£ч»«с ' • (17) 
Первое слагаемое в правой части (17) уже оценено. В нашем 
случае Т
к
(*-(ум-о), так что для второго слагаемого ис­
пользуем стандартную оценку аппроксимации кусочно-постоян­
ными функциями (искривленность элементов не существенна в 
силу свойств отображения F ). В результате (17) уточняется 
следующим образом. 
Теорема 2. Цусть и*е 3®, fe Wz (л) _ решение исход­
ной задачи, - приближенное решение в криволинейных коор­
динатах с использованием элементов описанного типа. Тогда 
I <-cL(Hu%^ + |рЦ
л
) . (18) 
Замечание 4. В частном случае декартовых координат ре­
зультаты § 3 применимы к любым элементам специального типа 
(например, треугольным). Определение оператора упрощает 
ся ( и (12)). В оценках (15) и (18) можно в этом слу­
чае заменить 11и*1)2 Лш I 
§ 4. Конечные элементы в одной задаче с разрывными 
4.1. Bf41 рассмотрена следующая задача для течения 
двухслойной жидкости. В ограниченной области -12е  > раз­
деленной известной гладкой линией Г , не пересекающейся с 
, ищется функция и : 
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\)ди-Л1Л<^р / О^'лг и-о 8 -Л- • 
uhjL-°z u-u!r = 0 СсТиЗ| »o . 
(19) 
Таким образом, предполагается, что величина тТи (касатель­
ная составляющая напряжения) не совершает скачка при пере­
ходе через Г . Мы рассматриваем жидкость с переменной вяз­
костью. Именно, SL = Х2.1 v_dL причём коэффициент кинема­
тической вязкости V = 1/<х) есть постоянная в il- , но 
воосйце говоря, разрывен: L V]:
г 
Ф о. 
Эта задача близка к рассматривавшейся выше. Основное 
пространство Hiß.) модифицируется: оно получается как замы­
кание по той же
6 
норме li . ilH множества И'(Д) u €(С^)1; 
и
'э.а~°» и.-И(
г 
= 0 ii-Ц)'^ Положим Е ^ (U,V) — 
=Z J**) Ск*-«-и«л 1 <-Ч^1Г*Л <*•*- . (При Й= i очевид-
,5-). 
но, Е^Ы.Г)- ). Форма Е„ (и,V) положительно опреде­
лена в H(il). Обобщенное решение задачи вводится тождеством, 
вполне аналогичным (3) (или эквивалентным тождеством с/»): 
We 3" , - O.sr Е
и 
tv*t2) = ( %,ч) J 
4.2. Ограничимся простейшим случаем, когда Г - отре­
зок. Решение задачи может базироваться на произвольных эле­
ментах специального типа. Считая разбиение области та­
ким, что каждый элемент целиком содержится в или в -$12 
мы положим „ „ , 
 ^{tr € S- S : <-г19д= О » <Л" V з , 
; j «liv У dx = О КУб cl 
X 
Аналоги теорем 1,2 устанавливаются здесь без существенных 
изменений (для элементов, примыкающих к РЯ применяется 
техника работы [8]). 
Теорема 3. Цусть U'( 7 (!&;) } pt Ml (^h) 
решение задачи (19) (обобщенное), и\t - приближенное ре­
шение с использованием элементов специального типа. Тогда 
I и"~ а'*',,п. - с ^ (Iwii,я. 1- lpl, tt) (20) 
6 точнее* ю палагаем ,iui 
47 
§ 5. Несовместные элементы в задаче со свободной 
5.1. Аппроксимация основных пространств. Цусть % -
достаточно регулярная триангуляция области Л. Введем про­
странство 5 кусочно-линейных функций (Ю) t непре­
рывных в у еловых точках 4^  (V#6<<, - /=4,21 ) - сере­
динах сторон треугольников (см., например C7~D. 
функции из s вообще говоря, разрывны: если <к! - об­
щая сторона двух треугольников и и aT^'-^.JTO 
лг  ^ |j)/ . Разрывность несколько компенсируется (см. 
Gel) следующим несложно проверяемым свойством: 
s ОТ А * i  (#«) -лг'4>>«/5=0 ( , (21) 
Введем оператор условием: 
£ JTl Ws = J, <^ 5 ' (22> 
Лемма 4. Условием (22) функция е S вполне опре­
делена, причем оператор Ж является обобщенным интерполи-
руицим. 
Введем дискретные аналоги пространств f  j ( j l )  из 
§ I: 
£ire S*S : 5 
у 
] l =i<reh l - а» СП*> =  ° ( 2 3 )  
(легко проверить, что че3^  4^   ^
у 
oU&u ~0 в 
смысле (5)). Отметим, что  ^(-ß). Аппроксимируя HUI) 
посредством , мы имеем в виду, что оба эти простран­
ства лежат в некотором гильбертовом пространстве H'W-ZL), 
Именно, замкнем по норме II tr множество 
H*(t> ) (лге (с4(Л))1; (лг. и)(^ |ЗГ)=о е -^^ .Скаляр­
ное произведение в полученном пространстве И
г 
'СЛ) вводится 
так: j wtfWx (ясно, что и^ еНСЛ)^  
Определим оператор ^  для вектор-функций формулой: 
Демыа 5 Оператор отображает в Этот факт 
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связан со спецификой интерполяции и проверяется анало­
гично лемме 3. Из лемм 4 и 5 вытекает следующая оценка: 
iil i i  и-лг Ц. ick Н*!*, л (24) 
rfe tJ/ k 
Замечание 5. При дискретизации посредством несовмест­
ных элементов свойства формы могут портиться. Мы 
рассмотрим ниже задачу (с физической точки зрения - вариант 
задачи (I)), в которой этой трудности не возникает. 
5.2. Постановка задачи и ее дискретизация.В многоуголь­
нике slcir ищутся функции и р такие, что 
/X Сл — Р ~ /- , &1*. /V4 <4 = Ü 8 —'ß-
J ' г'  (25) 
Поскольку ломанная, последнее условие можно записать 
также и в виде ^ ^ | ^' 
Имеет место интегральное тождество (Зл) - кусочно-глад­
кая, и, ^  - гладкие): 
j (^ДС( <Aic- - л) j + 
-h -\)j  ^  c/s f  ^ */*  ^  j  p(y n)Js i  
Отсюда, с привлечением тех же пространств J/Д), что 
и в § I, приходим к следующей слабой форме задачи. Ищутся 
azj3 такие, что: 
[u.y)eJ[Sl)*LJ.(-n.)l ">iCu^]H+ (р,<&*•)* (f., ц) Vip )L 27) 
Обобщенное решение м* можно ввести и условием 
<М) (26) 
Приближенное решение и* определяем как такую функцию, 
что 
u k е- ъ с<-<1,1 j^  -(/
Л 
) v\ 6 f (29) 
где определено согласно (23). 
Теорема 4. Пусть (u*' p)el'z)< w'f-Л) - решение зада­
чи (27), и* - приближенное решение на основе несовместных 
элементов. Тогда 
i i  ц*- [ |  ^  c . / v  ( ^  f ( 3 0 )  
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При доказательстве теоремы возникают некоторые интегралы по 
(см.- формулу Грина (26), Y&eJ ). Однако их об­
щий вклад оказывается достаточно малым: разрывность ком­
пенсируется свойством (21) /1^ ), 
5.3. Аппроксимация давления. Для чеН^  определим 
(etC*r^ 0Олохив УТ^е ( f -
кусочно-постоянна). 
Цри дискретизации задачи будем, на этот раз, исходить 
из формы (27). Тогда и* #д будут определяться из условий:7 
х 1 # j ри et* -о ; (з1) 
-«* О* 
Леию 6. Задачи (31) и (29) равносильны и имеют един­
ственное решение. 
Теорема 5. Пусть (и*р)б]12\ ъ1^ (Л)
л 
\ = ° -ре­
шение задачи (27), - приближенное решение (см. (31) 
Тогда . . 
'НЫ (38) 
Отметим, что подобные результаты, по видимому, имеют 
место и для других рассмотренных выше задач. Для задачи 
Стокса они получены в CsJ; доказательства для задачи (25) 
проводятся аналогичным образом. 
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THE APPLICATION OP FINITE ELEMENT METHOD 
TO SOME PROBLEMS FOR KAVIER—STOKES EQUATIONS 
V.Rivkind, B.Shifrin 
Summary 
The numerical solution of stationary linear Navier-
-Stokea equations is considered provided the boundary con­
ditions are different from the Stokes ones. Finite elements 
of special kind are introduced, including the use of ortho­
gonal curvilinear coordinates. Error estimates for approxi­
mate solutions are presented. 
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Уч. зал. Тартуск. ун-та, 1981, 580, 52-57, 
МЕТОД КУСОЧНО-ЛИНЕЙНОИ КОЛЛОКАЩИ НА 
НЕРАВНОМЕРНОЙ СЕТКЕ ДШ РЕШЕНИЯ ИНТЕГРАЛЬНЫХ 
УРАВНЕНИИ С ОСОБЕННОСТЬЮ 
П.Р. Уба 
Тартуский государственный университет 
I. В настоящей статье рассматривается линейное интегральное 
уравнение 4 
{ош1) (1) 
О 
с непрерывно дифференцируемым при с74.Z&-L ядром <x(z)) имею­
щим при г^ О слабую особенность: 
|*№)| , (o<Z< 1) (2) 
) , (о CC<i) (3) 
где тщо<^ <i,a с,с, - постоянные. Будем ещё предполагать, 
что существуют конечные пределы 
£г. -&г хЮ > £« T£tf х'м • (4) 
Цусть свободный член уравнения (I) двяждн непрерывно 
дафференцируем при o^ tii и пусть уравнение (I) имеет в 
классе с = С со, а непрерывных на отрезке Со; il функций 
единственное решение x^ (-t). Тогда на основании [3, 5 J реше­
ние %
В
Н) дважды дифференцируемо в промежутке (0/1) и спра­
ведлива оценка 
(к"fOI <6(le*ctr/-ip"+ \е~ц-*)Г/(1-*/н), ^ <^ J;(5) 
хде с =с(",р) некоторая положительная постоянная. При этом 
особенность ядра %.(Т) в точке V-O влечет sa собой осо-
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Ценность производных Ко ft) в точках •£=<? ж -6-i . Поэто­
му из-за медленной сходимости приближённых методов числен­
ное решение таких уравнений весьма затруднительно. В работе 
[33 (см. также Г4, 67) доказывается, что при решения урав­
нения (I) методом онлайновой коллокации первой степени по­
рядком оценки погрешности является 
сс ^  ( lul i*"+ о,  
где Аи - максимальное расстояние между узлами коллокации, 
а с - положительная постоянная. 
В данной работе доказывается, что при помощи специаль­
ного выбора узлов для метода кусочно-линейной коллокации 
достигаемая оценка лучше названной в смысле порядка, а имен­
но 
CU/nf^ {JU и/", 
где С не зависит от и, , а р>о вещественное число, которым 
можно варьировать в пределах р(4-р)£ ъ. 
В дальнейшем условимся обозначать одной и той-же бук­
вой с положительные постоянные, которые в разных неравен­
ствах могут принимать различные значения. 
2. Интегральное уравнение (I) рассмотрим как оператор­
ное уравнение 
X = 7х + f  (6) 
в банаховом пространстве С го, i j с обычной нормой. Инте­
гральный оператор  ^
= (7) 
б 
А 
вполне непрерывен в С . 
Цусть f- и л С и = Z«) - натуральные числа. Разделим от­
резок на п частей узлами 
(8) 
6
~ Ь-о,razic-j)/*)f , 
находящимися симметрично относительно средней точки отрез­
ка. 
Рассмотрим уравнение 
Хи^Т*
н
+ (9> 
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где х
к 
- ломанная линия с вершинами в точках (-6j t  
(сплайн первого порядка), задаваемая формулой 
(fc7Slm 
а Р
и 
- оператор, ставящий любой функции XfO в соответст­
вие кусочно-линейную функцию, такую что 
(/VJKj) = ч^) *  ) -
Ясно, что IIPuX -Xllc^ O при и-=> о» для любого х е С . 
Решение уравнения (9) равносильно решению системы ли­
нейных уравнений 
J *j-4 JJ <ji' J 
+ {.ui)  (1*0,1,...,  и) 
относительно неизвестных fi . Здесь - приближённые зна­
чения искомого решения £,(.<) в уздах сетки -6; Lt-0,4,^*,»).  
Эта система получается из (9), если придать переменной -£ по­
следовательно значения ..., . 
Основным результат« статьи является следующая теорема. 
Теорема. Цусть ядро интегрального уравнения (I) 
непрерывно дифференцируемо при o<TŽ 1 и удовлетворяет 
условиям (2), (3) и (4), а свободный член ß-Ш двавды не­
прерывно дифференцируем при oktü /l . Цусть уравнение (I) 
имеет единственное решение и справедливо неравенство 
р(1-р)±г. (id 
Тогда при выборе узлов (8) справедлива оценка погрешности 
Ик.-ХиНгс 
п 
6 
с "Г , (12) 
где е =c(v",f,f>)/a Х„ и Хи - решения уравнений (I) и (9) 
соответственно. 
3. Доказательство теоремы основано на одном результате 
из теории проекционных методов для уравнений второго рода 
(см. [I], стр. 200), по которому при достаточно больших 
уравнение (9) имеет единственное решение Хи и быстрота 
сходимости Хи-*» х= характеризуется неравенством 
U*»-*'llcco, а *с11Ь*о-*-Не
С01а 
(13) 
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где х» решение уравнения (6). 
Норму ИР»х
а 
-rtollcco./] оценим отдельно для отрезков 
СЧч>, С-^ кЗ, £Ч*Л-1 ] и , 4* 1. 
Ддя доказательства неравенства (12) на отрезке С J 
используем остаточный член интерполяционной формулы Лагранжа 
(см. C2Ü, стр. 495) (в неравенстве (оС)) и теорему Лагранжа о 
среднем значении (в равенстве (5) для функции <^ (9) = ?0' 
II х„- Р^оИси Ал = I - ß, X„W I ž) 
< УИ.А-Х ИлЛ-Х I *// K' )j I J_ I i±± \^_ |г ^ 
Я |iln./ Ävt/I 
=  mm c t f t o T *  
4 c<.fck-i s 4  ^ /  
<f ж** Щ1±и ( £ / f Y 
Y 4 i  8  ^  1   '  /  /  
где I.• e С <',^ н] и »?; t С <А / fv>f>Al-
Для оценки члена Iиспользуем неравенства (5) и 
j  C^(i-t')l> n  j  о у I" 
i  (O t t t qS )  ,  
Усиливая неравенство, заменим аргумент величиной 
0,5 (c'/ic)f. С учетом неравенства (II) после несложных вычис­
лений приходим к оценке 
II Ы1
Сс<1 4 С (V/и С^ иГ у 
где С - . '' 
Таким же образом доказывается неравенство на отрезке 
С^,<ймЗ. 
В силу одного результата из [3], стр. 41 можем x/ftf) 
записать в виде 
*0 = i  "•*; + у 7^ +..+/ ^  у (и) 
где yt) - /Л*) + X-,(o)£(-i)-X,U)xu-t); т - оператор, опре­
делённый формулой (7) и «0 - номер, при котором Ссс,п 
Там же показывается, что 
КГ^К-О/4 eft-Mf-tP1; (octcl, ibi).  
Учитывая (14), можем решение уравнения (I) записать в виде 
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6 0 » • 
где «(t:)-T"*Vo(£) непрерывна на СО,il yžW по пред­
положению дважды непрерывно дифференцируема на C0.Il, функ­
ция v(T)=-T^ cn*..*Tl,-", (^'c) непрерывно дифференцируема в 
п р о м е ж у т к е  ( 0 , 1 ) ,  а  е ё  о с о б е н н о с т ь  в  т о ч к а х  Г = о  и Г = 1  
более слаба, чем члена xCz) и а?(-/-Г) .Поэтому при доказа­
тельстве неравенства (12) на отрезках [oyt,3 и Al 
достаточно ограничиться членами af(iy и X(i-t). Проведем 
доказательство для gfftj на С<?/А 1 , Обозначим -
= fee(r)</c. Так как ~ 
оценить норну Hlj('i)l/Cco^ ,] Ири помощи формулы 
( Ж ! )  о »  
получаем утверждаемую оценку: 
to) 
4«>iWo-Л!?<. '3е'1 
* I4|< 
4fy)w(t*b)" ,  
где с=с(и1/^ >^)1 
Тем самым доказательство теоремы завершено. 
Автор выражает признательность Г.М. Вайникко за руко­
водство. 
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STÖCKWEISE LINEARE KOLLOKATIONS VERFAHREN AUJf DKM UNGLEICH­
MÄßIGEN GITTER PÖR DIE LÖSUNG DER INTEGRALGLEICHUNGEN 
MIT DEN SINGULARITÄTEN 
P. Uba 
Z us ammenfas sung 
Der Artikel behandelt das angenäherte Losen der Inte­
gralgleichung (1) mittels der Kollokationsverfahren. Der 
Kern der Gleichung (1) ist mit schwacher Singularität und 
genügt den Bedingungen (2), (3), (4). Es wird gezeigt, daf. 
bei der Wahl (8) der Gitterpunkte das Verfahren (10) mit 
der Geschwindigkeit (12) konvergiert. 
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0 РкйдейИИ ЗАДАЧИ НЕВЫПУКЛОГО 
КУСОЧНО-ЛИНЕЙНОГО ПРОГРАММИРОВАНИЯ 
М. Урн 
Тартуский государственный университет 
Потребность решить задачу кусочно-линейного программи­
рования возникает, например, при нахождении приближенного 
решения задачи нелинейного программирования, если нелиней­
ные функции аппроксюшруются кусочно-линейными функциями. 
Формулировку задачи с сепарабельными ограничениями дал Мжл-
лер С 61 Мкыер приводи* задачу в т. н. Я-вид и нашел ло­
кальный оптимум невыпуклой задачи симплекс-методом с допол­
нительными ограничениями на выбор ведущего элемента. 
В ряде работ (напр. С5], [3]) исследуется невыпуклая 
задача математического программирования, где целевая функ­
ция является невыпуклой и ограничения определяют выпуклое 
множество. Соланд Е7] обобщил метод Фолка-Соланда [5J доя 
общей невыпуклой задачи, используя выпуклые оболочки. Упро­
щенную схему метода Соланда предложил Мартынов [ 2]. 
Невыпуклую задачу кусочно-линейного программирования 
исследовали, например, Жернак 1/1] и Шихов [4]. Жернак находит 
приближенное решение исключением псевдо-решений. Шихов ре­
шает задачу вS-виде, причем для выполнения дополнительного 
условия на переменные в алгоритме составляется и корректи­
руется список переменных, "запрещенных" для ввода в базис. 
В данной работе рассматривается задача кусочно-линей­
ного программирования с невыпуклой допустимой областью и 
для решения этой задачи в 2 - и fc-виде представляются алго­
ритмы, базирующиеся на идее метода ветвей и границ. 
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§ I. Постановка эадач» 
Будем рассматривать следующую задачу математжческого 
програмярованна: найти точку X=(Xf;Xzr../X*) мвксепвщрую-
щую функцию 
ß 6j*j (I) 
при условиях 
4^ ^4, с--V" / (2) 
J 
<J - "j s pj г г-*'"  1 (3) 
где |^ '(^ ) - кусочно-линейные непрерывные функции. Область 
допустимых решений является, в общем случае, невыпуыой. 
Задачу (1)-(3) будем называть задачей Л. 
Функции 2ч(*р можно представить несколькими способами. 
Например:пусть для каждой переменной  ^(j=^ 7i) известна 
сеть 
(4) 
такая, что на каждом отрезке [ | все функции 
(i'Vi) линейны, т. «. 
где 7ljK + ?j,icu~i , 5.0 , Л^ *, ЪО. Обозначим 
(5) 
Каждая переменная х/ Л'--(,а ) выражается через Av форму­
лой 
J j 
' 
Wi < 6 )  
£ 
где -i , и при каждом j или одна 
или две соседние, т.е. Л^ * и , положительны. Полу­
чаем задачу А в Я -виде: максимизировать 
= с ,- ^  (7) 
J к=° " ^   ^
при условиях 
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ъ So i  ; (8) 
<J 
j-Чи ; (9) 
V 50 , ^rVj / (I0) 
и с дополнительным требованием, что 
при каждом j аяи только од на ^ »аян две соседние v^ x^ II) 
Обозначим Л -задачу (7)-(10) через Л
Л
. 
Задачу а можно свести таете к задаче частично-цело­
численного программирования. Если для Ху известна сеть (4) 
и на каждом отрезке Cx,-k , ХуЛ+< J (функции 
линейны, то используя обозначения (5), 
" fyO/fv* ~ %) и д Sn" ~зф^~ fv" полу~ 
чаем fy(*j) = ?</'« + л / t = V*. •  ^целом отрезке 
функция выражается 
№')=-Е + ' 
где Jl , oštyšrpj*. (tcd/гр) и - целые 
числа. Переменная Xj выражается через ^ у
к 
и Лу* следующим 
образом: 
Kj ~ (*«/* /v-+ А -V ^  (12) 
где Д Xjn = Xj^  — Xj<. 
Итак, задачу А можно записать в yw-виде, являющимся 
задачей частично-целочисленного программирования: максими­
зировать 
при условиях 
к «г1 
 ^(М) - ? j0 (cj V/V * cjА xj"^ r) (I3) 
1ЯХ
il % д3г ?r ) ' £'=v" /' (14) 
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О 5 ?jV ž fije , K=0,lj-1 , у = #|»; (15) 
Д<,к: r 4 , J=<*»; (16) 
-целые. (17) 
Обозначим задачу (13)-(Г?) через 4^ . 
§ 2. Алгоритм решения Я -задачи 
Идея метода состоит в следующем: решим задачу А
Л 
и 
проверим, выполнено ли условие (II). Если да, то найден 
глобальный максимум задачи Л . Но если условие (II) не вы­
полняется, то существует такое, что в решении задачи 
либо а) среди /lj,«, существует больше двух положительных ли­
бо б) два несоседних /)jcX. положительные, Ке {о, 4г..чи $• . 
В этом случае проводим ветвление, прибавляя на каждой ветви 
к условиям задачи 
одно дополнительное требование п^о­
следовательно, в случае, когда в решении подзадачи А
я 
(*- номер задачи) существуют ÜjoKf>>0 
(р>2), выполняем ветвление из Лд на р подзадачи А^ и = 
- U $ž)jci(K-С }(к-У^ )где S - наибольший номер задачи, взя­
той под рассмотрение до сих пор). Обозначим через мно­
жество индексов переменных . зафиксированных в задаче 
т
-
е
- f-färfhjSO] >гда = задаче /lj" 
требуется максимизировать 
? £7Ü c i )  * j k %* 
при условиях 
и т, 
ZL 2_ £ 4 , С-4,И1-
,-1 К'О  ^
; 
j>rL< 
> у >  ;  J - - V  ( j , « о  м 5 1 " *  -
Введением новых ограничений оптимальное значение целе­
вой функции не возрастает. Отметим, что каждое ветвление 
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уменьшает размеры задач жз-за уменьшения чхсла нефиксиро­
ванных переменных. Решение задачи, полученной ветвлением, 
удовлетворяющее 
требованию (II), является допустимым ре­
шением задачи А. 
Чтобы уменьшить количество решаемых задач линейного 
программирования, проведем некоторые тесты на рассматри­
ваемых подзадачах А* • Задача, удовлетворяющая условию 
хотя бы одного теста, исключается из дальнейшего исследо­
вания, т.е. соответствующая ветвь закрывается. Обозначим 
через f.* рекорд, т.е. значение целевой функции при наи­
лучшем ухе известном допустимом решении. 
Т I (тест по допустнмостх). Фиксируем L и для каждо­
го j определим ^  -«2« ( f,-4 \(^ )фЗс}. Так как при каж­
дом допустимом решении I fa ± fa « ^  , то 
можно сформулировать тест Т X следующим образом: 
существует лх ] такое, что 5! ^ <^  >4 ? 
Т 2. Найдем точку, где целевая функция задачи а* до-
% , 
стигает максимума лишь при условиях 2 = i, у -1, *  и 
Эту точку подучим, ВЫЧИСЛЯЯ С- -NT*.*- FYXJJ* I(J,*  
И ВЗЯВ = 
Получим тест Т 2: 
Z. $ i i l  Ü- < ? j"*  
ЕСЛИ тест выполнен, то f.*:~ W»-x { ji*) sl е-  ^^ j 
d £ 
T 3 (тест по оптимальности до решения подзадачи А) )• 
Обозначим через верхнюю границу целевой функции подза­
дачи А*. Тест Т 3: 
£ < f  ? 
В качестве значения J-+ можно взять значение целевой функ­
ции при Я.
к
. = i , полученном тестом Т 2. 0 j 
Т 4 (тест по оптимальности после решения подзадачи А,). 
Пусть I* - оптимальное значение целевой функции задачи Ад. 
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Тест Т 4: 
f* •> 
Какую подзадачу выбирать для ветвления и по какому j 
сделать ветвление, это решаем с помощью правила выбора под­
задачи (напр. выбираем задачу с наибольшей верхней грани­
цей) и правила выбора индекса ветвления (напр. выбираем ин­
декс j, , при котором наименьшее число не удовлетворяет 
требованию (II)). 
Изложим алгоритм. На каждой итерации известно I) ре­
корд jj* (вначале /*= - «>, что служит и признаком, что ре­
кордное решение ещё не найдено), 2) список висящих вершин 
(список исследуемых нерешенных задач) /2 и 3) список пер­
спективных вершин (список решенных, но ещё не подвергающих­
ся ветвлению задач) Р . 
Шаг 0. Берем {.* :=-<*•, - <j> , Р'-Ф/ J°:r ф. Оцени­
ваем задачу А%-Л^  с помощью тестов Т I и Т 2. Если выпол­
няется Т I, то закончим вычисления; если выполняется Т 2, 
* * 
то I •- "Е- CJ ^ сохраняем () и закончим вычисления. 
Если тесты не выполняются, тогда решаем задачу • В слу­
чае противоречивости ограничений закончим вычисления; при 
существовании решения проверяем, удовлетворяет ли öho усло­
вию (II). Если да, то f.*\- f." , сохраняем ( aj* ) и закончим 
вычисления; в противном случае вводим А£с верхней границей 
|L° в список Р и идем к шагу 4. 
Шаг I. Проверяем условие /?- ф ? Если оно выполняется, 
переходим к шагу 4, если нет - выбираем и исключаем из спис­
ка R задачу с наибольшей верхней границей. 
Шаг 2. Решаем выбранную задачу а% . Если ограничения 
противоречивы, то идем к шагу I, но при существовании ре­
шения проверяем на нем тест Т 4. Если тест выполняется, то 
идем к шагу I; в противном случае проверяем, удовлетворяет 
ли решение условию (II): если нет, то вводим задачу А* в 
список Р и идем к шагу 4, если да, то и сохраняем 
рекордное решение (Яу* ). 
Шаг 3. Проверяем тесты Т 3 и Т4 соответственно на за­
дачах из списков R и Р . Задачи, на которых тесты выпол­
няются, исключаем из соответствующего списка, идем к шагу I« 
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Шаг 4. Проверяем P=ß? Если список Р пуст, то закончим 
вычисления. В случае Р* 0, выбираем и исключаем из списка Р 
задачу с максимальным значением целевой функции (если их не­
сколько, то одну из них). Выбираем для ветвления индекс j„. 
Так как flj.t«.>ü(u=fyj)He удовлетворяют условию (II), то про­
водим ветвление на подзадачи А
я ) J**"7*J**«)} 
Проверяем на этих задачах тесты Т I, Т 2 и Т 3. Задачи, на 
которых тесты не выполняются, вводим вместе с соответствую­
щими верхними границами в список R, остальные исключаем из-
под наблюдения. Вели решение (2j*) задачи, на которой выпол­
няется Т 2, является рекордным, то сохраняем это решение и 
рекорду присвоим оптимальное значение целевой функции этой 
задачи. Идем к шагу I. 
Если алгоритм совершил работу ж £*=- , то задача А 
неразрешима; если -ъ» , то компоненты решения задачи А по­
лучаем из рекордного решения (?ß.) формулой (6). 
Конечность метода вытекает из конечности метода,исполь­
зуемого для решения подзадач, так как число подзадач конеч­
ное. 
§ 3. Алгоритмы решениями -задачи 
Решать ^ .-задачу (13)-(17) методами целочисленного про-
грамыировакия очевидно неэффективно из-за больших размеров. 
Гиперплоскости Xj = Xj* (к- /l/ tj-t, j=-<,»1)делят прямоугольный 
параллелепипед I Aji 4 j - и j на части. Значит, 
можно решить Ар отдельно в каждом частичном параллелепипе­
де. ^Глобальным оптимумом является решение подзадачи, дающее 
наибольшее значение целевой функции (13). 
Взяв xfKj, получш под­
задачу Ар (*:4, £
г>.): максимизировать 
(18) 
при условиях 
4 
' 
Vi 4 j| 1 I <I9> 
04 j = (20) 
Размеры этой задачи совпадают с размерами задачи /\(Н0 чис­
ло подзадач равно Г1 ij . Подзадачу Ар (k,; <%»., ** ) 
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с номером ~t обозначим Ар . Так как количество задач может 
быть очень большим, то часть из них надо исключать тестами. 
Т 6. Фиксируем с и вычисляем 
f'jXj » есж 
ufa* ™ + ^ ~ %г<'если ДМ<0-
Значит, при допустимом решении S. [Affytj tyj t 'Ьш-
Тест T 6: Г< Г U' 
X 
г 
-) и -
существует ли индекс te\^ /  такой, что 2 7,'й- ? 
/ч * 
Т 7. Обозначим через верхнюю границу целевой функ-
t \ 
ции подзадачи . Значение /+ можно вычислить например 
Л,. и ' 
формулой jü+  ^Z CJ Jгде 
( >есш с '^° > 
?h  - 1  ( 2 1 ^  
( Vj 'ешш ^'<0-
Получим тест Т 7: 
^ * Г ? 
Т 8. После решения подзадачи л! проверяем: 
л i  
£ & {- ? 
Если тест не выполняется, то jž*:- fL \ 
Теоретически самый простой алгоритм проверяет тест Т 6 
на подзадачах Ар <с
г
,.. .t ** ) в порядке убывания их верх­
них границ. Находя первую задачу, не удовлетворяющей тесту 
Т 6, решает ее. При отсутствии решения ищет новую задачу с 
помощью теста Т 6 и т.д., пока не доходит до задачи, имею­
щей решение. Это решение дает рекорд. Затем алгоритм нахо­
дит следующую задачу, не удовлетворяющую тесту Т 6, на кото­
ром проверяет тест Т 7. Если Т 7 выполняется, то рекордное, 
решение дает оптимум задачи А формулой (12) и алгоритм за­
кончит работу; в противном случае алгоритм решает задачу, 
при существовании решения проверяет на ней тест Т 8, нахо­
дит новую задачу тестом Т 6 и т.д. Практически этот алгоритм 
неприменим, ведь надо вычислить и упорядочить П верхних 
границ. и"-1 
6 5  
Задачу Ар можно решать, например, методом генерирова­
ния подзадач. 
Определение. Задачу А/ч называем генерированной на 
р -уровне, если в ней значений переменных при­
няты равными единице: ^ -1/ ft**1 / /VVv'V<//> - Под­
задача Ар(1с„1с
г).../ *„) есть задача, генерированная на 
и
-уровне. Из задачи {р-4)-уровня получаем задачи ^ уров­
ня (р-7^ ) следующим образом. Цусть к уровню р& 
прикреплен индекс jj,& $ г, 2;..у(и вместе с тем первоначаль­
ная переменная ). Индексы ij» можно выбирать,на­
пример, в порядке уменьшения величин fr j f-/-Vi), где^ = 
= Сф при C^ ü, при Cj<0 Н при С j = (р; В 
порядке возрастания чжсел lj или в некотором заданном по­
рядке. Тогда при помощи фиксированной задачи {р~1 )-уровня 
генерируется задача р -уровня добавлением нового ограниче­
ния ßfKjf = l (pjptc-O прн K-iак как ^  может прини­
мать значения С?/"*/, 
у ^
jp'b 10 получается ^  задач р-уров­
ня. Ниже они генерируются в порядке ic-ij-^nj- %
г
--, ес­
ли Cj  ^с?, или в порядке £-0,^ ,2,..-, если е, с о. Если теперь 
некоторая задача j> -уровня удовлетворяет формулируемому 
ниже тесту Т 9, то следующие задачи р -уровня генерировать 
уже не нужно (они также удовлетворяют тесту и их можно ис­
ключить). 
Изложим алгоритм генерирования подзадач 
Во время решения известно I) рекорд и 2) номера гене­
рированных задач 5{ гДе si номер задачи, генери­
рованной последней на t -уровне. Задача с номером 50 экви­
валентна /-1 -задаче без ограничении на . В алгоритме 
предположим, что к t-уровню прикреплен индекс t. 
Если в задаче с номером зафиксированы лишь fJjtj -
=11 j* /f~£ i t<rv, то можем оценить значение целевых функ­
ций задач, получаемых из этой задачи. Обозначим Г
5* = 
= fj'j "4, j - ^.Получаем следующий тест. 
1 9
-  ? ,  
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где 
'JJ ) 
(щ xnif-1 Щ?11 Q+1>0 
; есдж JS^ 4 •=• j>} 
црн c*"<0 если (*М,к> I^ '\{4 
и вычисляем из (21). 
Шаг 0. Берем v - •>, . Генерируем задачу с номером 
% - 1 И ПРИСВОИМ 5F>~ZIN' 
Шаг I (генерирование задач). Проверяем siTf - 9 Ес­
ли да, то вдем к шагу 2, в противном случае оцениваем зада­
чу с номером st при помощи теста Т 9. Если тест выполняет­
ся, то идем к шагу 2, в противном случае из задачи t -уровня 
5t генерируем очередную задачу (f+f)-y ровня и присвоим ей 
номер * i . Если ( то идем к шагу 3. В слу­
чае присвоим и вдем к началу шага I. 
Шаг 2. Присвоим 5i+1'~0. Если a) bfo^, тогда при­
своим t-1 и идем к шагу I; ö) i , то в случае £,= 11 
закончим вычисления; в случае 5, i ^ присвоим о и вдем 
к шагу I; в) t-0 / то закончим вычисления. 
Шаг 3 (оценивание и решение подзадачи). Проверяем тесты 
Т 6 и Т V на подзадаче Sb . Если выполняется Т 6, то идем к 
шагу I; если Т 7, то вдем к шагу 2. Если тесты не выполняют­
ся, то решаем задачу. При отсутствии решения из-за противо­
речивости ограничений, вдем к шагу I: в противном случае 
проверяем на решение тест Т 8: тест выполняется - вдем к ша­
гу I, тест не выполняется - присвоим рекорду значение целе­
вой функции решенной подзадачи и сохраняем локальный оп­
тимум О* ), идем к шагу I . 
Оптимальное решение задачи А получаем из рекордного 
решения формулой (12). 
Приведенный метод конечный, так как число возможных под­
задач конечное и в разных ветвях значения фиксированных м v 
в подзадачах не повторяются. 
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OH SOLVING THE PIECEWISE-LINEAR PROGRAMMING PROBLEM 
M. Uri 
Summary 
In this paper the piecewise-linear programming problem 
(1)—(3) with a nonconvex feasible region is considered. The 
algorithms basing on the idea of branch-and—bound method 
for oroblems in 2 -form (7)-( 11) and ^w-form (13)—С17> are 
presented. 
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