One stationary object is in one of n boxes with the distribution (pt. ... Pn)' Let Fj(t) be the distribution of the lifetime of the object in box i and suppose that Fj(t) is composed of two probability masses (Xj at t = 0, pj at t = co and a probability density function fj(t) on the interval (0, co) which is differentiable in t almost everywhere.
Introduction
In winter many alpinists are lost in a snowy mountain and the search for them is carried out. In such a search it is important to detect the alpinist while he lives. Since the capabil~ty of his survival depends exceedingly on the geographical feature and the weather in the accident place, his lifetime seems to be a random variable depended Oil the place. Therefore we must search first in the place where he cannot live long even if the efficiency of search is bad there. In this point our search model differs from the common one. If the alpinist dies, his family wants to detect his dead body. Therefore it is 175 supposed that the search is continued until the alpinist is detected whether he lives or not.
The search problem in such a situation is modelled as follows: One object is in one of n boxes and does not move among these boxes. n the prior probability that the object is in box i ( LP. = 1).
i=l ' Z.. Let p. be ' Z..
The lifetime
Ti of the object in box i is a random variable according to the probabUi ty distribution F.(t) which is composed of two probability masses a. at t = a,S.
' Z.. ' Z.. ' Z..
at t = 00 and a probability density function f.( t) on the interval (a, 0 » . The ' Z.. mass a i is a probability that the object in box i dies before the search is begun. The mass Si is a probability that the object in box i is alive eter- tanto Suppose that if the object is died, its dead body is detected w~th the same probability. If the live object is detected in box i, the searcher obtains a reward ri (>a) . If the dead body of the object is detected, no reward is obtained. The problem is to find the optimal search policy, that iB, the allocation of search time maximizing the expected return (i.e. reward rninus cost) until the object is detected whether it is alive or not.
The next search problem can be modelled in the same mathematical form. 
Since the first term of the equation (1.1) is independent of the policy 4>, the problem is given as follows:
t for any t(~O) ( 
1.4) 4>i(t) is nonnegative, continuous and nondecreasing in t(>O) (i=l, •.• ,n).
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Note that the integration of the equation (1. 2) exists since the density 1'. ( t) '1- is continuous almost everywhere. The assumption that the search cost c is independent of the box is a very strong restriction, but it is necessary for formulating the problem in the above form. If the search cost depends on the bOX, it seems to be more difficult to analize the problem. On the other hand, it seems that we can replace the exponential detection function with the more general form.
The search problem for a stationary object is investigated in many literatures ( for' example [1] , [2] , ... , [12] ). A model which has been analyzed by de Guenin [5] is given as follows: One stationary object exists in a continuous search space X with the prior distribution g(x). This object does not die eternally. Let P[4>(x)] be the canditional probability of detecting the object with an effort 4>(x) when the object is indeed at x. The objective is to obtain an a.llocation of search effort maximizing the probability of detecting the object by using the given total effort </>. This problem is formulated as follows: In the above model for the purpose of modelling the alpinist problem, we suppose that the search is continued until the object is detected whether it is alive or not. But usually if the search cost c is positive, it is tlseles5
to continue the search for the object when it is perhaps died. Therefore we must consider a stopping problem with permitting to stop the search at any time. In Section 5, we deal such a stopping problem and obtain some properties of the optimal search policy (Theorem 4). Specially in the case of the differentiable lifetime density function, a necessary condition for the optimal stopping time is obtained (Theorem 5).
2, The Properties of the Optimal Search Po1~cy
In the next theorem we give necessary and sufficient conditions for a policy to be optimal in the Neyman-Pearson type, Necessary condition is proved by using the de Guenin's method with respect to time instead of space.
Sufficient condition is proved by considering the Gateaux differential., Theorem 1, Necessary and sufficient conditions for a policy </1*( t)
The proof of the necessity. Suppose that the policy cp is opti-, * mal. We consider any time tl (.:9) such that CPi( t l ) > 0 and define a policy cP for any box j( ~ £) and any posi ti ve constants e:, l!.t as follows: 
where ° 2 6 i 21 for i = 1,2,3, 4. Substituting the relations (2.3), (2.4) into the euqation (2.2),
The last inequality of (2.5) follows from the optimality of the policy ~ • Since E = o(~t), the first and third terms of (2.5) converge to zero as ~t approaches to zero. Dividing the second and fourth terms of (2.5) by E(>O) and letting ~t approach to zero, 00 , * 
Letting e: approach to zero, we obtain the Gateaux di:f:ferential.
, * In the next theorem, we obtain the optimal search rate at any time. 
*
Then I(t) = {il~i(t) > O} and the optimal search rate is given as , ).-:
follows:
Differentiat.ing both sides of (2.13) with respect to t, (2.14)
, * ,
Differentiating once more, (2.15)
On the other hand, if the equation (2.14) holds in the complement of the closure of the set T~., we obtain by the same method that g'!(t)/g~(t) = ... 
1-
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IJ"(t)/IJ'(t
J=l , [ g'!1 tl -."Itl] * 1 L ~ .( t) = L A-:l _J __ jEI( t) J j<£I( t) J g'.( t) IJ'(t) J or IJ"(t) -(1 - g':ltl) ( ) -1 (2.16) L -l~ L -1 --= Aj g'.(t) jf:I(t) ' A j • IJ' (t
J(t) == H!h.(t!cp) = max h.(t!cp)}
Suppose that li(t) (i=l, ... , 
in proportion to Ail is optimal.
,
Proof: Noting that [-g.( t)]
' Zconclusion by l'heorem 3.
c for any i, t in this case, we obtain the
Remark 3. It is interesting that the optimal search policy is independent of r'i (i=l, ... , n) in Corollary 1. SpeciallY the result of the case
Numerical example 1. We consider the 3-box case with the exponential
We give the values of parameters as follows: < P l , P 2 ' P 3 
, ~ must search in bex 2,3 only with rates given by (3.1), that is, 
If the object can live for ever, the order of the start of the optimal sear~h is box 1,2, 3 since PIAl> P 2 A 2 > P3A3 which is a well-known result. But in this model the order must be box 3, 2, 1 since the expected
lifetime in each box is (8 1 , 8 2 ' 8 3 ) = (10, 10/3, 2). Namely, though the efficiency of search is worst in box 3, the optimal search policy must search in box 3 first since the expected lifetime is very small there.
The Case of the Uniform Lifetime Distribution
In this section, we suppose that the lifetime distribution of the object is uniform, that is, for 0 < t < a.
Theorem 2 does not give the optimal search policy explicitly. Theorem 3 cannot be held in this case since fi(t) is not continuous at t = a i . The author made efforts to find an algorithm to obtain the optimal policy explicitly, but could not find the available algorithm. It seems that we follow Theorem 3 in the general situation but must make a suitable modification in the neighborhood of the discontinuous point of fi(t) (i=l, ... , n).
To see this point, we give a numerical example. 
*
After trial and error, we offer the following policy q, as the optimal policy * (which will be proved to be optimal later). The policy q, searches in boxes in accordance with Table 1 0.63exP[-0·7{16(t 2 -t l )+(t 3 -t 2 )+ 16(t 4 -t 3 )}] i f t4 < t < 6 0.42exp[-0.7{~(t2-tl)+(t3-t2)+ i6(t 4 -t 3
)}] if 6 < t < t5 0.42exp[-0.7 {16(t 2 -t l )+(t 3 -t 2 )+ ~(t4-t3)+ i6(t-t 5 ) }) (therefore t3 also) such that two region A l , A2 in Fig. 1 
Optimal Stopping Problem
In the model treated in the former section, we supposed that the search is continued until the object is detected because in the alpinist problem the family of the alpinist wants to find him though he is died. But in the usual problem if the search cost e is pOBitive, it is reasonable to stop the search at a certain time. Then in this Bection we treat the stopping problem with permitting to stop the search at any time.
We modify the model in the former Bection about the following points:
1. The searcher is permitted to stop the search at any time.
2. The objective of the searcher is to rnaximize the expected return (reward minus cost) until the searcher detects the object or stops the search.
A policy in the modified model is expressed by (4J, T) where 4J is the search policy and T is the stopping time.. Let V(4J, T) be the expected return by using a policy (4J, T). following theorems.
Theorem 4. For a fixed stopping time T, necessary and sufficient
