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FROBENIUS MANIFOLDS AND A NEW CLASS OF
EXTENDED AFFINE WEYL GROUPS W˜ (k,k+1)(Al)
DAFENG ZUO
Abstract. We present a new class of extended affineWeyl groups W˜ (k,k+1)(Al)
for 1 ≤ k < l and obtain an analogue of Chevalley-type theorem for their in-
variants. We further show the existence of Frobenius manifold structures on
the orbit spaces of W˜ (k,k+1)(Al) and also construct Landau–Ginzburg super-
potentials for these Frobenius manifold structures.
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1
21. Introduction
E.Witten, R.Dijkgraaf, E.Verlinde and H.Verlinde ([7, 8]) in 1990’s introduced a
remarkable system of partial differential equations, i.e., WDVV equations of asso-
ciativity, on two dimensional topological field theory (briefly 2dTFT). In order to
understand a geometrical foundation of 2dTFT on the bases of WDVV equations,
B.Dubrovin ([9, 10]) extended the Atiyah’s axioms of 2dTFT ([6]) and invented a
nice geometrical object, that is, Frobenius manifold designed as a coordinate-free
formulation of WDVV equations.
For an arbitrary n-dimensional Frobenius manifold, B.Dubrovin ([10]) defined a
monodromy group, which acts on n-dimensional linear space and can be regarded
as (an extension of) a group generated by reflections. The Frobenius manifold it-
self can be identified with the orbit space of the group in the sense to be specified
for each class of monodromy groups, which gives a clue to understanding of Frobe-
nius manifold structure on the orbit space. It was shown by B.Dubrovin ([10, 11])
that any finite Coxeter group can serve as a monodromy group of a polynomial
Frobenius manifold, that is to say, the potential is a polynomial with respect to
the flat coordinates t1, · · · , tl. Furthermore, he put forward the following conjec-
ture, “Any massive polynomial Frobenius manifold with positive invariant degrees
is isomorphic to the orbit space of a finite Coxeter group”, which was proved by
C.Hertling ([16]). Besides these, in [13, 18] it has been shown that there are l
different Frobenius manifold structures on the orbit spaces of the Coxeter groups
Bl and Dl. Especially, we also proved in [18] that the corresponding potentials are
meromorphic along the divisors tk = 0 for a given 1 ≤ k ≤ l − 2, where t1, . . . , tl
are the flat coordinates of the Frobenius manifold.
Let R be an irreducible reduced root system defined in an l-dimensional Eu-
clidean space V with Euclidean inner product ( , ), we fix a basis of simple roots
α1, . . . , αl and denote by α
∨
j , j = 1, 2, · · · , l the corresponding coroots. The Weyl
group W (R) is generated by the reflections x 7→ x − (α∨j ,x)αj, ∀x ∈ V, j =
1, . . . , l. The semi-direct product ofW (R) by the lattice of coroots yields the affine
Weyl group Wa(R) that acts on V by the affine transformations
x 7→ w(x) +
l∑
j=1
mjα
∨
j , w ∈ W, mj ∈ Z.
We denote by ω1, . . . , ωl the fundamental weights defined by the relations
(ωi, α
∨
j ) = δij , i, j = 1, . . . , l.
3B.Dubrovin and Y.Zhang in [12] (also [19]) defined an extended affine Weyl
group W˜ (k)(R), which acts on the extended space V ⊕ R and is generated by the
transformations
x = (x, xl+1) 7→ (w(x) +
l∑
j=1
mjα
∨
j , xl+1), w ∈ W, mj ∈ Z,
and
x = (x, xl+1) 7→ (x+ γ ωk, xl+1 − γ).
Here 1 ≤ k ≤ l, γ = 1 except for the cases when R = Bl, k = l and R = F4, k = 3
or k = 4, in these three cases γ = 2. For a particular choice of a simple root αk,
they proved an analogue of Chevalley theorem for their invariants. On the orbit
space of W˜ (k)(R), they constructed a Frobenius mainfold structure whose potential
is a weighted homogeneous polynomial of t1, · · · , tl+1, et
l+1
, where t1, . . . , tl+1 are
the flat coordinates of the Frobenius manifold.
Observe that for the root system of type Al, there is in fact no restrictions on
the choice of αk. However, for the root systems of type Bl, Cl, Dl, E6, E7, E8, F4,
G2 there is only one choice for each. In [14] Slodowy pointed out that the Cheval-
ley type theorem is a consequence of the results of Looijenga and Wirthmu¨ller
[2, 3, 5], and in fact it holds true for any choice of the base element αk. A
natural question is that “ Whether the geometric structures that were revealed by
Dubrovin-Zhang’s construction also exist on the orbit spaces of the extended affine
Weyl groups for an arbitrary choice of αk?” Our recent work in [19] is to give an
affirmative answer to this question for the root systems of type Bl, Cl and also for
Dl. We show, by fixing another integer 0 ≤ m ≤ l− k, that on the corresponding
orbit spaces there also exist Frobenius manifold structures with potentials F (t)
that are weighted homogeneous polynomials w.r.t t1, · · · , tl+1, 1
tl−m
, 1
tl
, et
l+1
. We
also construct Landau–Ginzburg (briefly LG) superpotentials for these Frobenius
manifold structures.
In this paper we will present a new extension of affine Weyl groups denoted
by W˜ (k,k+1)(R), which is different from those in [12, 19], and study Frobenius
manifold structures on the corresponding orbit spaces M(k,k+1)(R), where the
new extended affine Weyl groups W˜ (k,k+1)(R) act on the extended space V ⊕ R2
generated by the transformations
x = (x, xl+1, xl+2) 7→ (w(x) +
l∑
j=1
mjα
∨
j , xl+1, xl+2), w ∈ W, mj ∈ Z,
and
x = (x, xl+1, xl+2) 7→ (x+ γ ωk, xl+1 − γ, xl+2)
4and
x = (x, xl+1, xl+2) 7→ (x + γ ωk+1, xl+1, xl+2 − γ)
Here 1 ≤ k ≤ l − 1, γ = 1 except for the cases when R = Bl, k = l and
R = F4, k = 3 or k = 4, in these three cases γ = 2.
By a direct verification, we could not obtain any flat pencil of metrics and
Frobenius manifold structures on the orbit spaces M(1,2)(B2), M
(1,2)(C2) and
M(1,2)(G2) etc. We thus have to restrict our study to the type Al case, i.e.
M(k,k+1)(Al) and will show that (see Theorem 4.5)
Main Theorem 1. For any fixed integer 1 ≤ k < l, there exists a unique Frobe-
nius manifold structure of charge d = 1 on the orbit space M(k,k+1)(Al) \ {y˜l+1 =
0} ∪ {y˜l+2 = 0} of W˜
(k,k+1)(Al) such that
(1) the invariant flat metric and the intersection form of the Frobenius man-
ifold structure coincide with the metrics (ηij(y)) in (3.18) and (gij(y)) in
(3.5) respectively;
(2) the unity and the Euler vector fields have the form
e =
∂
∂yk
+
∂
∂yk+1
(1.1)
and
E =
l∑
α=1
dαy
α ∂
∂yα
+
1
k
∂
∂yl+1
+
1
l − k
∂
∂yl+2
, (1.2)
where d1, . . . , dl are defined in (2.13);
(3) in the flat coordinates t1, . . . , tl+2 of the metric (3.18) defined on certain
covering of M(k,k+1)(Al) the potential of the Frobenius manifold structure
is of the form F (t) = F̂ (t) + 1
2
(tk+1)2 log(tk+1), where F̂ (t) is a weighted
homogeneous polynomial in t1, t2, · · · , tl+2, et
l+1
, et
l+2−tl+1.
On the orbit space of the extended affine Weyl group W˜ (k)(Al), an alternative
construction of the Frobenius manifold structure was given in [12]. This structure
was given in terms of a LG superpotential construction. In particular, it was shown
that W˜ (k)(Al) describes the monodromy of roots of trigonometric polynomials -
the superpotential - with a given bidegree being of the form
λ(ϕ) = eikϕ + a1e
i(k−1)ϕ + · · ·+ al+1e
i(k−l−1)ϕ, al+1 6= 0.
A natural question is that
“Whether a similar construction about the Frobenius manifold structure exists
on the orbit space M(k,k+1)(Al) \ {y˜l+1 = 0} ∪ {y˜l+2 = 0} of the extended affine
Weyl group W˜ (k,k+1)(Al)? ”
5Let Mk,l−k+1,1 be the space of a particular class of LG superpotentials consisting
of trigonometric-Laurent series of one variable with tri-degree (k+1, l−k, 1), these
being functions of the form
λ(ϕ) = (eiϕ − al+2)
−1(ei(k+1)ϕ + a1e
ikϕ + · · ·+ al+1e
i(k−l)ϕ), al+1al+2 6= 0,
where aj ∈ C for j = 1, · · · , l+2. The space Mk,l−k+1,1 carries a natural structure
of Frobenius manifold. Its invariant inner product η and the intersection form g
of two vectors ∂′, ∂′′ tangent to Mk,l−k+1,1 at a point λ(ϕ) can be defined by the
formulae (5.2) and (5.3). We will show that (see Theorem5.1)
Main Theorem 2. The Frobenius manifolds M(k,k+1)(Al) \ {y˜l+1 = 0}∪ {y˜l+2 =
0} and Mk,l−k+1,1 are locally isomorphic.
2. A new class of extended affine Weyl groups W˜ (k,k+1)(Al)
To keep self-contained, we recall some known facts about Weyl groups of type
Al, see [4] for details. Let R
l+1 be a (l+1)-dimensional Euclidean space with Eu-
clidean inner product ( , ) and an orthonormal basis ǫ1, · · · , ǫl+1. Let Al be an irre-
ducible reduced root system in the hyperplane V =
{
l+1∑
s=1
vsǫs ∈ R
l+1
∣∣∣∣∣
l+1∑
s=1
vs = 0
}
.
We fix a basis
α1 = ǫ1 − ǫ2 , · · · , αl = ǫl − ǫl+1
of simple roots. The corresponding coroots are α∨j = αj for j = 1, · · · , l. The
Weyl group W = W (Al) is generated by the reflections
x 7→ x− (α∨j ,x)αj, ∀x ∈ V, j = 1, . . . , l. (2.1)
W acts on V by permutations of the coordinates v1, · · · , vl+1. The basic W -
invariant Fourier polynomials coincide with the elementary symmetric functions
yj(x) = σj(e
2πiv1 , · · · , e2πivl+1), j = 1, · · · , l. (2.2)
Definition 2.1. For any fixed integer 1 ≤ k < l, we call W˜ = W˜ (k,k+1)(Al) to be
an extended affine Weyl group of type A if it acts on
V˜ = V ⊕ R2
generated by the transformations
x = (x, xl+1, xl+2) 7→ (w(x) +
l∑
j=1
mjα
∨
j , xl+1, xl+2), w ∈ W, mj ∈ Z,
(2.3)
6and
x = (x, xl+1, xl+2) 7→ (x+ ωk, xl+1 − 1, xl+2), (2.4)
and
x = (x, xl+1, xl+2) 7→ (x+ ωk+1, xl+1, xl+2 − 1). (2.5)
Coordinates x1, · · · , xl may be introduced on the space V via the expression
x = x1α
∨
1 + · · ·+ xlα
∨
l . (2.6)
That is to say,
v1 = x1, vi = xj − xj−1, vl+1 = −xl, j = 2, · · · , l. (2.7)
Definition 2.2. A = A(k,k+1)(Al) is the ring of all W˜ -invariant Fourier poly-
nomials of x1, · · · , xl,
1
l+1
xl+1,
1
l+1
xl+2 that are bounded in the following limit
conditions
x = x0 − iωkτ, xl+1 = x
0
l+1 + iτ, xl+2 = x
0
l+2, τ → +∞ (2.8)
and
x = x0 − iωk+1τ, xl+1 = x
0
l+1, xl+2 = x
0
l+2 + iτ, τ → +∞ (2.9)
for any x0 = (x0, x0l+1, x
0
l+2).
Conditions (2.8) and (2.9) are essential for this construction as did in [12, 19].
For simplicity, we introduce a set of numbers
dj,k := (ωj , ωk) =
{
j(l−k+1)
l+1
, j = 1, · · · , k,
k(l−j+1)
l+1
, j = k + 1, · · · , l
(2.10)
and define the following Fourier polynomials
y˜j(x) = e
2πi(dj,k xl+1+dj,k+1 xl+2)yj(x), j = 1, · · · , l,
y˜l+1(x) = e
2πixl+1, y˜l+2(x) = e
2πixl+2.
(2.11)
Lemma 2.3. ([12]) For any fixed integer 1 ≤ kr ≤ l, we have
yj(x) = e
2πdj,kr τ [y0,rj (x
0) +O(e−2πτ )], τ → +∞, for j = 1, · · · , l,
where x = x0 − iωkrτ and
y0,rj (x
0) =
1
nj
∑
w∈W,(w(ωj)−ωj ,ωkr )=0
e2πi(w(ωj), x
0),
where nj = #{w ∈ W |e
2πi(ωj ,w(x)) = e2πi(ωj ,x)}. Moreover, the Fourier polynomials
y0,r1 (x
0), · · · , y0,rl (x
0) are algebraically independent.
From these explicit expressions in (2.11) and Lemma 2.3, it is not difficult to
see that y˜j(x) ∈ A for j = 1, · · · , l + 2. Furthermore, we have
7Theorem 2.4. (Chevalley-type theorem) The ring A is isomorphic to the ring of
polynomials of y˜1(x), · · · , y˜l+2(x).
Proof. Observe that y˜1(x), · · · , y˜l+2(x) are algebraically independent. So in order
to prove the theorem, we only need to show that any element f(x) of the ring
A can be represented as a polynomial of y˜1(x), · · · , y˜l+2(x). From the invariance
with respect to W˜ , it follows that f(x) can be represented as a polynomial of
y˜1(x), · · · , y˜l+1(x), y˜l+2(x), y˜
−1
l+1(x), y˜
−1
l+2(x). It suffices to show that in f(x) there
are no negative powers of y˜l+1(x) and y˜l+2(x).
Assume that
f(x) =
∑
s≥−S
y˜sl+1
∑
t∈Λ
y˜tl+2Qs,t(y˜1(x), · · · , y˜l(x)) (2.12)
for a positive integer S and the polynomialQ−S,t0(y˜1(x), · · · , y˜l(x)) does not vanish
identically, where t0 = min{t ∈ Λ| Q−S,t does not vanish identically} and Λ is a
finite subset of Z. With the use of Lemma 2.3, in the limit (2.8) the function f(x)
behaves as
f(x) = e2πSτ−2πiSx
0
l+1
∑
t∈Λ
e2πitx
0
l+2 [Qs,t(y˜
0,1
1 (x
0), · · · , y˜0,1l (x
0)) +O(e−2πτ )],
where y˜0,1j (x
0) = e2πi(dj,kx
0
l+1+dj,k+1x
0
l+2)y0,1j (x
0) for j = 1, · · · , l. In order to assure
the function f(x) bounded for τ 7→ +∞, it is necessary to have
Q−S,t0(y˜
0,1
1 (x
0), · · · , y˜0,1l (x
0)) ≡ 0,
which is a contradiction with the algebraic independence of y˜0,11 (x
0), · · · , y˜0,1l (x
0).
This means that there are no negative powers of y˜l+1(x). Similarly one can show
that there are no negative powers of y˜l+2(x). This completes the proof of the
theorem. 
Corollary 2.5. The function deg defined as
deg y˜l+1 =
1
k
, deg y˜l+2 =
1
l − k
,
dj := deg y˜j =
dj,k
k
+
dj,k+1
l − k
=
{
j
k
, j = 1, · · · , k,
l−j+1
l−k
, j = k + 1, · · · , l
(2.13)
determines on A a structure of graded polynomial ring. Especially,
dk = dk+1 = 1 > ds, s 6= k, k + 1. (2.14)
The numbers d1, . . . , dl+2 with dl+1 = dl+2 = 0 satisfy a duality relation. For any
given integer k, we denote Al \{αk, αk+1} = R1∪R2, where R1 = {α1, · · · , αk−1}
8and R2 = {αk+2, · · · , αl}. On each component we have an involution j 7→ j
∗
given by the reflection with respect to the center of the component. Let us define
k∗ = l + 1, (k + 1)∗ = l + 2, (l + 2)∗ = k + 1, (l + 1)∗ = k, (2.15)
then
dj + dj∗ = 1, j = 1, . . . , l + 2. (2.16)
3. A flat pencil of metrics on the orbit space M
Let us denote M(k,k+1) := V˜ ⊗ C/W˜ , called the orbit space of the extended
Weyl group W˜ . We define an indefinite flat metric (dxi, dxj)
∼ on V˜C = V˜ ⊗R C
where V˜ is the orthogonal direct sum of V and R2. Here V is endowed with the
W -invariant Euclidean metric 1
(dxa, dxb)
∼ =
1
4π2
(ωa, ωb), 1 ≤ a, b ≤ l (3.1)
and R2 is endowed with the metric
(dxl+1, dxl+1)
∼ = −
τ11
4π2
, (dxl+1, dxl+2)
∼ = −
τ12
4π2
, (dxl+2, dxl+2)
∼ = −
τ22
4π2
,
(3.2)
where (
τ11 τ12
τ12 τ22
)
=
(
dk,k dk,k+1
dk+1,k dk+1,k+1
)−1
=
(
k+1
k
−1
−1 l−k+1
l−k
)
.
The set of generators for the ring A are defined by (2.11). They form a system
of global coordinates onM(k,k+1). We now introduce a system of local coordinates
on M(k,k+1) as follows
y1 = y˜1, . . . , y
l = y˜l, y
l+1 = log y˜l+1 = 2πixl+1, y
l+2 = log y˜l+2 = 2πixl+2. (3.3)
They live on the universal covering M˜ of M, where M := M(k,k+1) \ {y˜l+1 =
0} ∪ {y˜l+2 = 0}. The projection
Pr : V˜ → M˜, (x1, · · · , xl+2) 7→ (y
1, · · · , yl+2) (3.4)
induces a symmetric bilinear form on T ∗M˜
(dyi, dyj)
∼
≡ gij(y) :=
l+2∑
a,b=1
∂yi
∂xa
∂yj
∂xb
(dxa, dxb)
∼
. (3.5)
1As is common in the Frobenius manifold literature, we use the word metric to denote a
complex-valued, symmetric, non-degenerate, bilinear form.
9Lemma 3.1. The matrix entries gij(y) of (3.5) are weighted homogeneous poly-
nomials in y1, · · · , yl, ey
l+1
, ey
l+2
of the degree deg gij(y) = deg yi + deg yj, here
deg yl+1+ν = dl+1+ν = 0 for ν = 0, 1. The matrix (g
ij(y)) does not degenerate
outside the Pr-images of the hyperplanes
{(x, xl+1, xl+2)|(β,x) = m ∈ Z, ∀xl+1, ∀xl+2} , β ∈ Φ
+,
where Φ+ is the set of the all positive roots.
Proof. With the use of (3.5),(2.10) and (2.13), we obtain
gj,l+1(y) = ζjdjy
j, gj,l+2(y) = (1− ζj)djy
j, j = 1, · · · , l,
gl+1,l+1(y) = k+1
k
, gl+1,l+2(y) = −1, gl+2,l+2(y) = l−k+1
l−k
,
(3.6)
where ζj =
{
1, 1 ≤ j ≤ k,
0, k + 1 ≤ j ≤ l.
Also, for 1 ≤ i, j ≤ l we have
gij(y) = cijy
iyj+
1
4π2
l∑
p,q=1
∂yi
∂xp
∂yj
∂xq
(ωp, ωq), cij = (ζjdi,k+(1−ζj)di,k+1)dj, (3.7)
which are Fourier polynomials invariant with respect to W˜ and bounded in the lim-
its (2.8) and (2.9). It follows from Theorem 2.4 and (3.5) that gij(y) are weighted
homogeneous polynomials in y1, · · · , yl, ey
l+1
, ey
l+2
of the degree deg gij(y) =
deg yi + deg yj.
Observe that the Jacobian of the projection map (3.4) is given by
det
(
∂yj
∂xa
)
= −4π2e2πi
∑l
j=1(dj,kxl+1+dj,k+1xl+2) det
(
∂yj(x)
∂xp
)
= c e2πi
∑l
j=1(dj,kxl+1+dj,k+1xl+2)J(x), (3.8)
where J(x) = e−
∑
α∈Φ+ πi(α,x)
∏
β∈Φ+
(e2πi(β,x)−1) and c is a nonzero constant ([4]). So
the projection map (3.4) is a local diffeomorphsim outside the above hyperplanes,
which assures the nondegeneracy of (gij(y)). 
Lemma 3.2. For k ≤ i, j ≤ k + 1, the term yiyj only possibly appears in gij(y)
and gji(y) with the coefficient cij − di,j, where cij = (ζjdi,k + (1− ζj)di,k+1)dj and
di,j = (ωi, ωj).
Proof. From (3.7), we have for k ≤ i, j ≤ k + 1
gij(y) = e2πi[(di,k+dj,k)xl+1+(di,k+1+dj,k+1)xl+2](cijyi(x)yj(x) + βij(x)), (3.9)
10
where
βij(x) =
1
4π2
l∑
p,q=1
∂yi(x)
∂xp
∂yj(x)
∂xq
(ωp, ωq)
= −
1
ninj
∑
w,w′∈W
e2πi(w(ωi)+w
′(ωj),x)(w(ωi), w
′(ωj).
Now we use the standard partial ordering of the weights (see the page 69 in [1])
ω ≻ ω′ iff ω − ω′ =
l∑
m=1
cmαm
for some nonnegative integers c1, · · · , cl. In this case, we will write e
2πi(ω,x) ≻
e2πi(ω
′,x). All the terms in the W -invariant Fourier polynomials βij(x) are strictly
less than e2πi(ωi+ωj ,x) except the terms −di,je
2πi(ωi+ωj ,x). So the term yiyj possibly
appears in gij(y) and gji(y) with the coefficient cij − di,j.
Observe that
gkk(y)
ykyk+1
= e2πi(
k
l+1
xl+1−
l−k
l+1
xl+2)
(
ckkyk(x)
yk+1(x)
+
βkk(x)
yk(x)yk+1(x)
)
and
gkk(y)
(yk+1)2
= e2πi(
k
l+1
xl+1−
l−k
l+1
xl+2) ckk(yk(x))
2 + βkk(x)
(yk+1(x))2
.
So ykyk+1 and (yk+1)2 do not appear in gkk(y). Similarly, we could prove the other
cases.

Lemma 3.3. Denote
e = ς1
∂
∂yk
+ ς2
∂
∂yk+1
, ς1, ς2 ∈ R, (3.10)
then for 1 ≤ i, j ≤ l + 2,
Le(Leg
ij(y)) = 0, (3.11)
where Le is the Lie derivative along the vector field e.
Proof. According to the weighted homogeneity and (2.14) and (3.6), it suffices to
show that k ≤ i, j ≤ k + 1,
∂2
∂yk∂yk
gij(y) =
∂2
∂yk+1∂yk+1
gij(y) =
∂2
∂yk∂yk+1
gij(y) = 0. (3.12)
It follows from
ck(k+1) = dk,k+1, c(k+ν)(k+ν) = dk+ν,k+ν
11
that gk+ν,k+ν(y) does not contain (yk+ν)2 for ν = 0, 1, and gk,k+1(y) (= gk+1,k(y))
does not contain ykyk+1. Combining with Lemma 3.2, we obtain the desired (3.12)
and complete the proof of this lemma. 
Corollary 3.4. For 1 ≤ i, j ≤ l + 2,
gij(· · · , yk + ς1λ, y
k+1 + ς2λ, · · · )
are linear in the parameter λ.
Suppose Σ is the discriminant of M(k,k+1), i.e., Σ = {y| det(gij(y)) = 0}, then
on M(k,k+1) \ Σ the matrix (gij(y)) is invertible. The inverse matrix (gij(y))
determines a flat metric on M(k,k+1) \ Σ. Let us now compute the coefficients of
the correspondent Levi-Civita connection ∇ for the metric gij(y). It is convenient
to consider the contravariant components of the connection
Γijm(y) = (dy
i,∇mdy
j),
which are related to the standard Christoffel coefficients by the formula
Γijm(y) = −g
is(y)Γjsm(y).
For the contravariant components, we have the following formulae
Γijm(y)dy
m =
∂yi
∂xa
∂2yj
∂xb∂xr
(dxa, dxb)
∼dxr (3.13)
and
2gsm(y)Γijm(y) = g
im(y)
∂gjs(y)
∂ym
+ gsm(y)
∂gji(y)
∂ym
− gjm(y)
∂gis(y)
∂ym
(3.14)
and
∂gij(y)
∂ym
= Γijm(y) + Γ
ji
m(y). (3.15)
Lemma 3.5. Γijm(y) are weighted homogeneous polynomials in y
1, · · · , yl, ey
l+1
,
ey
l+2
of the degree deg Γijm(y) = deg y
i + deg yj − deg ym.
Proof. By using (3.13) and (3.8), we can represent
(Γij1 (y), · · · ,Γ
ij
l+2(y))
(
∂yr
∂xa
)
=
(
∂yi
∂xa
∂2yj
∂xb∂x1
(dxa, dxb)
∼, · · · ,
∂yi
∂xa
∂2yj
∂xb∂xl+2
(dxa, dxb)
∼
)
,
and
Γijm(y) = e
2πi
∑1
ν=0(di,k+ν+dj,k+ν−dm,k+ν)xl+1+ν
P ijm (x)
J(x)
, (3.16)
where dl+1+ν,k+ν = 0 for ν = 0, 1 and P
ij
m (x) is certain Fourier polynomial in
x1, · · · , xl. As discussed the Lemma 2.2 in [12], P
ij
m (x) is anti-invariant with
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respect to Weyl group W and divisible by J(x). We thus knows Γijm(y) ∈ A,
whose homogeneity property is obvious. 
Lemma 3.6. For 1 ≤ i, j ≤ l + 2, we have
Le(LeΓ
ij
m(y)) = 0. (3.17)
Equivalently, Γijm(· · · , y
k + ς1λ, y
k+1 + ς2λ, · · · ) are linear in the parameter λ.
Proof. By the degrees, it suffices to show that
Le(LeΓ
k+ν, k+t
l+i (y)) = 0, i = 1, 2, ν, t = 0, 1.
Observe that
Γk+ν,k+νl+i (y) =
∂xr
∂yl+i
∂yk+ν
∂xp
∂2yk+ν
∂xq∂xr
(dxp, dxq)
∼
=
∂yk+ν
∂xp
∂
∂yl+i
(
∂yk+ν
∂xq
)(dxp, dxq)
∼
=
1
2
∂
∂yl+i
gk+ν,k+ν(y),
and using (3.11), then
Le(LeΓ
k+ν, k+ν
l+i (y)) = 0
for ν = 0, 1 and i = 1, 2.
By choosing s = k, i = k, j = k + 1 in (3.14) and using (3.6), we get
yk Γk,k+1l+1 (y) = g
k,l+1(y)Γk,k+1l+1 (y) + g
k,l+2(y)Γk,k+1l+2 (y)
= gkm(y)
∂gk+1,k(y)
∂ym
−
1
2
gk+1,m(y)
∂gkk(y)
∂ym
−
l∑
j=1
gkj(y)Γk,k+1j (y).
Repeat using the degrees and Lemma 3.2 and Lemma 3.3, we thus conclude
Le(LeΓ
k,k+1
l+1 (y)) = 0.
Furthermore, with the help of (3.15), we have Le(LeΓ
k+1, k
l+1 (y)) = 0.
Similarly, by choosing s = k + 1, i = k, j = k + 1 in (3.14) and using (3.6),
(3.16) and (3.15), we have
yk+1 Γk,k+1l+2 (y) = g
k,l+1(y) Γk,k+1l+1 (y) + g
k+1,l+2(y)Γk,k+1l+2 (y)
=
1
2
gkm(y)
∂gk+1,k+1(y)
∂ym
−
l∑
j=1
gk+1,j(y)Γk,k+1j (y)
and
Γk+1,kl+2 (y) =
∂gk+1,k
∂yl+2
− Γk,k+1l+2 (y).
13
So
Le(LeΓ
k,k+1
l+2 (y)) = Le(LeΓ
k+1,k
l+2 (y)) = 0.
This completes the proof of the lemma. 
Lemma 3.7. Setting
ηij(y) = Leg
ij(y) (3.18)
and denoting Rk,k+1 = R1 ∪R2, then we have
(1) If αi and αj belong to different components of Rk,k+1, then η
ij(y) = 0;
(2) The block η(t) = (η
ij(y))|αi,αj∈Rt of the matrix (η
ij(y)) corresponding to any
branch Rt has triangular form. The antidiagonal elements of η(t) consists of the
constant numbers ηii
∗
for αi ∈ Rt, where t = 1, 2;
(3) ηa,l+1(y) = ς1δa,k, η
a,l+2(y) = ς2δa,k+1 for a = 1, · · · , l + 2.
Proof. (1) Let αi ∈ R1 and αj ∈ R2, i.e. 1 ≤ i < k and k + 1 < j ≤ l. As
discussed above, if βij(x) as a polynomial in y1(x), · · · , yl(x) contains a monomial
yp11 · · · y
pl
l with pk = 1, then
ωi + ωj = p1ω1 + · · ·+ plωl +
l∑
s=1
qsαs (3.19)
for some nonnegative integers q1, · · · , ql. We multiply (3.19) by ω1 and obtain
l + 1 + k − i− j −
∑
s 6=k
ps(l − s− 1) = (l + 1)q1.
Since k − i− j < 0, then we have q1 = 0 and
l − i+ 1− (j − k) =
∑
s 6=k
ps(l − s− 1)
which yields that ps = 0 for s = 1, · · · , i. So (3.19) becomes
ωi + ωj = pi+1ωi+1 + · · ·+ plωl +
l∑
s=2
qsαs. (3.20)
We multiply (3.20) by α1, · · · , αi and get q2 = · · · = qi = 0, qi+1 = −1, which
contradicts nonnegativity of q’s. So in this case
∂
∂yk
gij(y) = 0. Similarly, one can
show that
∂
∂yk+1
gij(y) = 0. We thus complete the proof of the first statement.
(2) Observe that in any component of Rk,k+1, the numbers di are distinct and
ordered monotonically and deg ηij(y) = di + dj − dk. We thus conclude that
ηij(y) = 0 when di + dj = dk, and η
ij(y) = constant when di + dj = dk which
happens if the labels i and j are dual to each other in the sense of (2.16).
(3) Obviously, the third statement follows from (3.6). 
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Proposition 3.8. If ς1ς2 6= 0, then the determinant of (η
ij(y)) is a nonzero
constant.
Proof. By using Lemma 3.7, we know that
det(ηij(y) = (−1)
k(k+1)+(l−k)(l−k+1)
2
l∏
i=1
ηii
∗
. (3.21)
It suffices to show that ηii
∗
are nonzero constants for i = 1, · · · l.
For a fixed 1 ≤ i < k, with the use of (3.9) we obtain
ηii∗ = ηi(k−i)(y) = Leg
i(k−i)(y)
= e2πi(dk,kxl+1+dk,k+1xl+2)Le(ci(k−i)yi(x)yk−i(x) + βi(k−i)(x))
= e2πi(dk,kxl+1+dk,k+1xl+2)Leβi(k−i)(x)
=
∂
∂yk(x)
βi(k−i)(x) + e
2πi( kl+1xl+1−
l−k
l+1
xl+2) ∂
∂yk+1(x)
βi(k−i)(x).
Since ηii
∗
is a constant, we thus have
1
ς1
ηii∗ =
∂
∂yk(x)
βi(k−i)(x) =
1
4π2
∂
∂yk(x)
l∑
p,q=1
∂yi(x)
∂xp
∂yk−i(x)
∂xq
(ωp, ωq)
which coincides with the nonzero constant ηi(k−i) used in the case W˜ (k)(Al) (e.g.,
please see the Corollary 2.3 in [12]).
Similarly, for a fixed k + 1 < i ≤ l, we have
1
ς2
ηii∗ = ηi(l+k+2−i)(y) = Leg
i(l+k+2−i)(y)
= e2πi(dk+1,kxl+1+dk+1,k+1xl+2)Le(ci(l+k+2−i)yi(x)yk−i(x) + βi(k−i)(x))
= e2πi(dk+1,kxl+1+dk+1,k+1xl+2)Leβi(l+k+2−i)(x)
= e2πi(
l−k
l+1
xl+2−
k
l+1
xl+1) ∂
∂yk(x)
βi(k−i)(x) +
∂
∂yk+1(x)
βi(l+k+2−i)(x)
=
∂
∂yk+1(x)
βi(l+k+2−i)(x) =
1
4π2
∂
∂yk+1(x)
l∑
p,q=1
∂yi(x)
∂xp
∂yl+k+2−i(x)
∂xq
(ωp, ωq)
which is exactly the nonzero constant ηi(l+k+2−i) used in the case W˜ (k+1)(Al) ([12]).
Observe that ηkk
∗
= ς1 and η
(k+1)(k+1)∗ = ς2 in Lemma 3.7, we thus complete
the proof of this proposition. 
According to Lemma D.1 in [10] (or see Lemma 3.3 in [19]) and using Lemma
3.7, Propsition 3.8 and Lemma 3.6, we have
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Theorem 3.9. gij(y) and ηij(y) form a flat pencil of metrics, i.e., the metric
gij(y) + ληij(y)
is flat for arbitrary λ and the Levi-Civita` connection for this metric has the form
Γijm(y) + λγ
ij
m(y). Here γ
ij
m(y) := LeΓ
ij
m(y) are the contravariant components of the
Levi-Civita connection for the metric (ηij(y)).
Without loss of generality, in what follows we take ς1 = ς2 = 1 unless otherwise
stated.
4. Frobenius manifold structures on the orbit space M
In this section we want to describe Frobenius manifold structures on the orbit
space M of W˜ (k,k+1)(Al) for 1 ≤ k < l.
4.1. The change of coordinates. In order to do this, we firstly make the change
of coordinates
zj = yj, j = 1, · · · , k − 1, k + 2, · · · , l,
zk = yk, zk+1 = yk+1 − yk, (4.1)
zl+1 = yl+2, zl+2 = yl+1 + yl+2,
such that
e =
∂
∂yk
+
∂
∂yk+1
=
∂
∂zk
. (4.2)
Let us denote
gij(z) =
l+2∑
a,b=1
∂zi
∂ya
∂zj
∂yb
(dya, dyb)∼, ηij(z) =
l+2∑
a,b=1
∂zi
∂ya
∂zj
∂yb
ηab(y) (4.3)
and Γijm(z) and γ
ij
m(z) are the contravariant components of the Levi-Civita con-
nection for the metric gij(z) and ηij(z). Under the simple change of coordinates
(4.1), it is easy to know that
(1) gij(z) and Γijm(z) are weighted homogeneous polynomials in z
1, · · · , zl+2,
ez
l+1
, ez
l+2−zl+1 of the degrees deg gij(z) = deg zi + deg zj and
deg Γijm(z) = deg z
i + deg zj − deg zm, (4.4)
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where deg zi = di. Moreover, g
ij(z) and Γijm(z) are at most linear in z
k and
gk,l+1(z) = 0, gk+1,l+1(z) = zk+1 + zk,
gk,l+2(z) = zk, gk+1,l+2(z) = zk+1, (4.5)
gl+1,l+1(z) =
l − k + 1
l − k
, gl+1,l+2(z) =
1
l − k
,
gl+2,l+2(z) =
l
k(l − k)
.
(2) ηij(z) =
∂gij(z)
∂zk
and γijm(z) =
∂Γijm(z)
∂zk
. Especially,
ηi,l+1(z) = δk+1i , η
i,l+2(z) = δki , i = 1, · · · , l + 2. (4.6)
So we rename k∗ = l + 2 and (k + 1)∗ = l + 1, and also have
ηii
∗
(z) = ηii
∗
, i 6= k, k + 1, ηkk
∗
(z) = η(k+1)(k+1)
∗
(z) = 1.
(3) gij(z) and ηij(z) form a flat pencil of metrics.
(4) ηij(z) are weighted homogeneous polynomials in z
1, · · · , zl, ez
l+2−zl+1, ez
l+1
,
where (ηij(z)) is the inverse matrix of (ηij(z)).
4.2. Flat coordinates of the metric ηij(z). In this subsection, we want to
describe flat coordinates of the metric ηij(z).
Lemma 4.1. For ν, s, t = 0, 1, we have
∂
∂zk+ν
ηk+s, k+t(z) = 0. (4.7)
Proof. Observe that
∂
∂zk+1
ηk, k+1(z) =
∂
∂zk+1
∂
∂zk
l+2∑
a,b=1
∂zk
∂ya
∂zk+1
∂yb
gab(y)
=
∂
∂yk+1
(
∂
∂yk
+
∂
∂yk+1
)(
gk,k+1(y)− gkk(y)
)
= 0
which follows from (3.12). The other cases are similar. 
Lemma 4.2. For ν = 0, 1, we have
γi, l+1+νj (z) = 0, i, j = 1, · · · , l + 2. (4.8)
Proof. With the use of (4.4) and γi, l+1+νj (z) =
∂
∂zk
Γi, l+1+νj (z), we obtain
deg γi, l+1+νj (z) = di − dj − dk < 0, i.e., γ
i, l+1+ν
j (z) = 0 (4.9)
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except the cases γk+σ, l+1+νl+1+µ (z) for ν, µ, σ = 0, 1. So it suffices to show that
γk+σ, l+1+νl+1+µ (z) = 0, ν, µ, σ = 0, 1. (4.10)
Since γijm(z) are the contravariant components of the Levi-Civita connection for
the metric gij(z), then
2ηsm(z)γijm(z) = η
im(z)
∂ηjs(z)
∂zm
+ ηsm(z)
∂ηji(z)
∂zm
− ηjm(z)
∂ηis(z)
∂zm
. (4.11)
By choosing i = k + σ and j = l + 1 + ν in (4.11), it follows from (4.9) that
2ηs, l+1(z)γk+σ, l+1+νl+1 (z) + 2η
s, l+2(z)γk+σ, l+1+νl+2 (z) = η
k+σ, m(z)
∂ηl+1+ν, s(z)
∂zm
+ ηsm(z)
∂ηl+1+ν, k+σ(z)
∂zm
− ηl+1+ν, m(z)
∂ηk+σ, s(z)
∂zm
. (4.12)
Taking s = k and s = k + 1 respectively in (4.12) and with the help of (4.6) and
(4.7), we get the desired identities (4.10). 
Theorem 4.3. There exist flat coordinates of the metric (ηij(z)) in the form
tα = zα + hα(z1, · · · , ẑα, · · · , zl, ez
l+1
, ez
l+2−zl+1),
tl+1 = zl+1, tl+2 = zl+2, α = 1, · · · , l,
(4.13)
where hα are weighted homogeneous polynomials in z1, · · · , zα−1, zα+1, · · · , zl, ez
l+1
,
ez
l+2−zl+1 of degree dα defined in (2.13).
Proof. Local existence of the coordinates t1, · · · , tl+2 follows from flatness of the
metric (ηij(z)). The flat coordinates t = t(z) are to be found from the following
system
∂2t
∂zi∂zj
+ ηis(z)γ
sm
j (z)
∂t
∂zm
= 0, i, j = 1, · · · , l + 2. (4.14)
The system (4.14) can be written as linear differential equations
∂wi
∂zj
− γmij (z)wm = 0, wi =
∂t
∂zi
.
This is an overdetermined holonomic system. So the space of solutions has di-
mension l+2. Observe that those coefficients in (4.14) are weighted homogeneous
polynomials in z1, · · · , zl, ez
l+1
, ez
l+2−zl+1. From (4.8), it follows that
tl+1 = zl+1, tl+2 = zl+2
are two solutions of (4.14). We choose remaining solutions
tα = zα + hα(z1, · · · , ẑα, · · · , zl, ez
l+1
, ez
l+2−zl+1), α = 1, · · · , l
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in such a way that
∂tα
∂zβ
(0, · · · , 0, 0, 0) = δαβ , α, β = 1, · · · , l. (4.15)
These solutions tα are power series in z1, · · · , zl, ez
l+1
, ez
l+2−zl+1. The system
(4.14) is invariant with respect to the transformation
zα 7→ cdα0 z
α, zl+1 7→ zl+1 +
1
l − k
log(c0), z
l+2 7→ zl+2 +
l
k(l − k)
log(c0)
for any positive constant c0. This yields that t
α are weighted homogeneous in
z1, · · · , zl, ez
l+1
, ez
l+2−zl+1 of the same degree dα > 0. Thus h
α are weighted
homogeneous polynomials in z1, · · · , zα−1, zα+1, · · · , zl, ez
l+1
, ez
l+2−zl+1 of degree
dα. 
Corollary 4.4. In the flat coordinates t1, · · · , tl+2, the entries of the metric
(ηij(t)) have the form
ηij := ηij(t) =
{
ηii
∗
(y), j = i∗,
0, j 6= i∗,
for i, j = 1, · · · , l + 2. Especially,
ηi,l+1(t) = δk+1i , η
i,l+2(t) = δki , i = 1, · · · , l + 2.
The entries of the matrix (gij(t)) and the Christoffel symbols Γijm(t) are weighted
homogeneous polynomials of t1, · · · , tl, et
l+1
, et
l+2−tl+1 of degrees di + dj and di +
dj − dm respectively. In particular,
gα, l+2(t) = dαt
α, 1 ≤ α ≤ l, gl+1,l+1(t) =
l − k + 1
l − k
,
gl+1,l+2(t) =
1
l − k
, gl+2,l+2(t) =
l
k(l − k)
, (4.16)
and
Γl+2, ij (t) = dj δ
i
j , 1 ≤ i, j ≤ l + 2 (4.17)
and
gk+1,l+1(t) = tk + tk+1 + g0(t) (4.18)
for certain weighted homogenous polynomial g0(t) in t
1, · · · ,tk−1, tk+2, · · · , tl, et
l+1
,
et
l+2−tl+1 of degree 1.
Proof. In the flat coordinates t1, · · · , tl+2, using (4.15) and Theorem 4.3 we have
∂
∂tk
=
∂
∂zk
, ηij(t) =
∂gij(t)
∂tk
.
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Thus the first statement of this corollary follows from the fact that the linear part
of tα is zα.
By definition, we easily obtain (4.16). The identity (4.18) follows from (4.5)
and (4.13). It remains to prove (4.17). Notice that tl+2 = 2πi(xl+1 + xl+2) and
l+2∑
j=1
Γl+2,ij (t)dt
j =
l+2∑
p,q,r=1
∂tl+2
∂xp
∂2ti
∂xq∂xr
(dxp, dxq)
∼dxr
=
l+2∑
r=1
l+2∑
p,q=l+1
∂tl+2
∂xp
∂2ti
∂xq∂xr
(dxp, dxq)
∼dxr
= −4π2
l+2∑
p=l+1
[di,k(dxp, dxl+1)
∼ + di,k+1(dxp, dxl+2)
∼]dti
= (
di,k
k
+
di,k+1
l − k
)dti = didt
i.
This completes the proof of the corollary. 
4.3. Frobenius manifold structures on the orbit space M. Now we are
ready to describe the Frobenius manifold structures on the orbit space of the
extended affine Weyl group W˜ (k,k+1)(Al).
Theorem 4.5. For any fixed integer 1 ≤ k < l, there exists a unique Frobe-
nius manifold structure of charge d = 1 on the orbit space M of W˜ (k,k+1)(Al)
such that the potential F (t) = F̂ (t) + 1
2
(tk+1)2 log(tk+1), where F̂ (t) is a weighted
homogeneous polynomial in t1, t2, · · · , tl+2, et
l+1
, et
l+2−tl+1, satisfying
(1) the unity vector field e coincides with
∂
∂tk
;
(2) the Euler vector field has the form
E =
l∑
α=1
dαt
α ∂
∂tα
+
1
l − k
∂
∂tl+1
+
l
k(l − k)
∂
∂tl+2
, (4.19)
where d1, . . . , dl are defined in (2.13);
(3) the invariant flat metric and the intersection form of the Frobenius mani-
fold structure coincide respectively with the metrics ηij and gij(t) on M.
Proof. The idea of the proof is similar to that of [12], i.e., using the theory of flat
pencils of metrics ([10]).
Let Γαβγ (t) be the coefficients of the Levi-Civita connection for the metric ( , )
∼
in the coordinates t1, . . . , tl+2. According to Proposition D.1 of [10] one can rep-
resent these functions as
Γαβγ (t) = η
αǫ∂ǫ∂γf
β(t) (4.20)
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for some functions fβ(t). From the weighted homogeneity of Γαβγ (t) and Corollary
4.4, one has
∂α∂γ
(
LEf
β − (1 + dβ)f
β
)
= 0
for any α, β. So
LEf
β(t) = (dβ + 1)f
β(t) + Aβσt
σ +Bβ (4.21)
for some constants Aβσ, B
β. Doing a transformation
fβ(t) 7→ f˜β(t) = fβ(t) +Rβλt
λ +Qβ
all the coefficients Aβσ, B
β in (4.21) can be killed except Al+1+τk+ν , for ν, τ = 0, 1.
Indeed, after the transformation,
LE f˜
β(t) = (dβ + 1)f˜
β(t) +
l∑
γ=1
[
Rβγ (dγ − 1− dβ) + A
β
γ
]
tγ
+
[
Aβl+1 − (1 + dβ)R
β
l+1
]
tl+1 +
[
Aβl+2 − (1 + dβ)R
β
l+2
]
tl+2
+
1
l − k
Rβl+1 +
l
k(l − k)
Rβl+2 +B
β − (1 + dβ)Q
β
The function f˜β(t) does still satisfy (4.20). Choosing
Rβl+1 =
1
1 + dβ
Aβl+1 , R
β
l+2 =
1
1 + dβ
Aβl+2 ,
Qβ =
1
1 + dβ
[
Bβ +
1
l − k
Rβl+1 ++
l
k(l − k)
Rβl+2
]
,
one kills the constant term in the r.h.s. of (4.21) and the term linear in tl+1 and
tl+2. In order to kill other linear terms, putting
Rβγ =
1
dβ + dγ∗
Aβγ ,
where γ∗ is the index dual to γ in the sense of duality defined in the above
subsection. We can do this unless dβ = dγ∗ = 0. The last equation holds only for
β = l + 1 + τ, γ = k + ν, ν, τ = 0, 1.
So all linear terms can be killed except Al+1+τk+ν for ν, τ = 0, 1 in (4.21). Thus for
β 6= l + 1, l + 2 the polynomials fβ(t) can be assumed to be homogeneous of the
degree dβ + 1.
Next we want to show that for 1 ≤ β ≤ l the functions fβ(t) are polynomials
in t1, . . . , tl, et
l+1
, et
l+2−tl+1. We already know that this is true for the Christoffel
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coefficients Γαβγ (t). Denoting
ηαǫΓ
ǫβ
l+i(t) =
Mi∑
m=0
Ni∑
n=0
Cβ,iα,m,ne
mtl+1+n (tl+2−tl+1) ≡ ∂α∂l+if
β(t), i = 1, 2,
where the coefficients Cβ,iα,m,n are polynomials in t
1, . . . , tl and Mi, Ni are certain
positive integers. From the compatibility condition
∂l+i
(
∂α∂l+jf
β(t)
)
= ∂α
(
∂l+i∂l+jf
β(t)
)
, i, j = 1, 2,
one obtains
∂αC
β,j
l+i, 0, 0 = 0, α = 1, . . . , l, i, j = 1, 2.
So Cβ,jl+i,0, 0 are constants. But ∂l+i∂l+jf
β(t) must be a weighted homogeneous
polynomial in t1, . . . , tl, et
l+1
, et
l+2−tl+1 of the positive degree 1 + dβ. Thus
Cβ,jl+i, 0, 0 = 0, i, j = 1, 2.
and
∂α∂l+if
β(t) =
Mi∑
m=1
Ni∑
n=1
Cβ,iα,m,ne
mtl+1+n (tl+2−tl+1), i = 1, 2. (4.22)
From the compatibility condition
∂l+i
(
∂l+j∂l+jf
β(t)
)
= ∂l+j
(
∂l+i∂l+jf
β(t)
)
= ∂l+j
(
∂l+j∂l+if
β(t)
)
,
for i, j = 1, 2, one gets M :=M1 =M2 and N := N1 = N2 and
Cβ, 1l+1,m,n =
m− n
m
Cβ, 1l+2,m,n =
m− n
m
Cβ, 2l+1,m,n =
(m− n)2
m2
Cβ, 2l+2,m,n. (4.23)
It follows from (4.22) and (4.23) that
fβ(t) =
M∑
m=1
N∑
n=1
1
m2
Cβ,2l+2,m,ne
mtl+1+n (tl+2−tl+1) + tl+1Dβ1 + t
l+2Dβ2 +D
β
0
for some new polynomials Dβi = D
β
i (t
1, . . . , tl), i = 0, 1, 2. Since ∂α∂γf
β(t) must
not contain terms linear in tl+1 and tl+2, these polynomials Dβi are at most linear
in t1, . . . , tl. Using the homogeneity of fβ(t), so Dβi = 0, i = 1, 2 and
fβ(t) =
M∑
m=1
N∑
n=1
1
m2
Cβ,2l+2,m,ne
mtl+1+n (tl+2−tl+1) +Dβ0 , β = 1, · · · , l .
The coefficients Γαβγ (t) must also satisfy the conditions
gασΓβγσ = g
βσΓαγσ . (4.24)
For α = l + 2, it follows from (4.20), (4.24) and (4.17) that
LE(η
βǫ∂ǫf
γ) = dγg
βγ. (4.25)
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Notice that the right side has no summation w.r.t the index γ. Because of
deg f γ = dγ + 1, then
deg(ηβǫ∂ǫf
γ) = dβ + dγ, γ 6= l + 1, l + 2.
Thus,
(dγ + dβ)η
βǫ∂ǫf
γ = dγg
βγ, γ 6= l + 1, l + 2. (4.26)
Putting
F γ =
1
dγ
f γ, γ 6= l + 1, l + 2
and using (4.26), one has
ηβǫ∂ǫF
γ = ηγǫ∂ǫF
β, 1 ≤ γ, β ≤ l. (4.27)
From (4.27) it follows that a function F = F (t) exists such that
F γ = ηγǫ∂ǫF, 1 ≤ γ ≤ l. (4.28)
The dependence of F on tk is not determined from (4.28). However, putting
β = l + 2 in (4.26), one obtains
∂kF
γ = tγ , 1 ≤ γ ≤ l. (4.29)
By using (4.28) and (4.29), one gets
∂l+2 (∂kF ) = t
k, ∂l+1 (∂kF ) = t
k+1 =
l∑
α=1
ηl+1, αt
α,
∂γ (∂kF ) =
l∑
α=1
ηγαt
α, γ 6= k, k + 1, l + 1, l + 2.
Notice that (l + 1)∗ = k + 1, hence
∂kF = t
ktl+2 +
1
2
∑
α, β 6=k, l+2
ηαβt
αtβ + µ(tk)
for some function µ(tk). Shifting F (t) 7→ F (t) +
∫
µ(tk) dtk one can kill this
function, and the equations in (4.28) still hold true due to ηik = δi,l+2. So one
has the representation
F (t) =
1
2
(
tk
)2
tl+2 +
1
2
tk
∑
α,β 6=k,l+2
ηαβt
αtβ +G(t) (4.30)
with some G(t) independent on tk.
From the definition (4.28) of F and the weighted homogeneity of f γ, γ 6=
l + 1, l + 2, it follows that
LEF (t) = 2F (t) + ρ(t
k, tk+1) (4.31)
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for certain unknown function ρ(tk, tk+1). By using (4.30) and the duality condition
of the degrees, one has
LEF (t) =
(
tk
)2
tl+2 + tk
∑
α,β 6=k,l+2
ηαβt
αtβ
+LEG(t) +
l
2k(l − k)
(
tk
)2
+
1
l − k
tktk+1. (4.32)
From (4.31) and (4.32), one gets
LEG(t) = 2G(t) + ρ(t
k, tk+1)−
l
2k(l − k)
(
tk
)2
−
1
l − k
tktk+1.
But LEG(t) does not depend on t
k, thus there exists an unknown function ϕ(tk+1)
with degϕ(tk+1) = 2, which does not depend on tk, such that
ϕ(tk+1) = sρ(tk, tk+1)−
l
2k(l − k)
(
tk
)2
−
1
l − k
tktk+1
and
LEG(t) = 2G(t) + ϕ(t
k+1) + c0,
for a constant c0. Killing the constant by a shift, it follows that
LEG(t) = 2G(t) + ϕ(t
k+1), (4.33)
and G(t) = G(t1, . . . , tk−1, tk+1, . . . , tl+1, et
l+1
, et
l+2−tl+1) is a weighted homoge-
neous function of the degree 2. The above conditions determine this function
uniquely. By integrating polynomials, it yields thatG is a polynomial in t1, . . . , tk−1,
tk+2, . . . , tl+1, et
l+1
, et
l+2−tl+1 . But because of the existence of ϕ(tk+1), G may have
some terms which are not polynomials in tk+1.
Substituting F (t) into (4.25), one gets
gαβ = LEF
αβ , F αβ = ηαǫηβδ∂ǫ∂δF. (4.34)
For α = l + 1, β = l + 2, the equation (4.34) reads
LE
∂2F (t)
∂tk∂tk+1
=
1
l − k
. (4.35)
For α = l + 2, β = l + 2 the equation, (4.34) reads
LE
∂2F (t)
∂tk∂tk
=
l
k(l − k)
. (4.36)
For α = β = l + 1, the equation (4.34) reads
LE
∂2F (t)
∂tk+1∂tk+1
=
l − k + 1
l − k
. (4.37)
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By using (4.32) and (4.33), we get
LE
∂2G(t)
∂tk+1∂tk+1
=
l − k + 1
l − k
and
∂2k+1ϕ(t
k+1) = ∂2k+1LEG(t)− 2∂
2
k+1G(t) =
l − k + 1
l − k
. (4.38)
Notice that deg ϕ = 2 and integrating (4.38) to obtain
ϕ(tk+1) =
l − k + 1
2(l − k)
(tk+1)2. (4.39)
By using (4.28) and (4.30), one can write
G(t) = H0(t) + ψ(t
k+1) + a0t
l+1(tk+1)2, deg ψ(tk+1) = 2. (4.40)
Here a0 is a constant andH0(t) is a weighted homogeneous polynomial in t
1, · · · , tk−1,
tk+1, . . . , tl+1, et
l+1
, et
l+2−tl+1 of degree 2 with LEH0(t) = 2H0(t). In particular,
H0(t) is at most linear in t
k+1. By substituting (4.39) and (4.40) into (4.33), one
has
tk+1
∂ψ(tk+1)
∂tk+1
= 2ψ(tk+1) +
(
k + 1
2k
−
a0
k
)
(tk+1)2. (4.41)
The solutions of (4.41) are
ψ(tk+1) = c1 (t
k+1)2 +
(
l − k + 1
2(l − k)
−
a0
l − k
)
(tk+1)2 log(tk+1), (4.42)
where c1 is an integral constant.
For α = k + 1, β = l + 1, the equation (4.34) reads
gk+1,l+1(t) = LE
∂2F (t)
∂tk+1∂tl+1
= tk + 2a0t
k+1 + LE
∂2H0(t)
∂tk+1∂tl+1
. (4.43)
By comparing (4.18) with (4.43), one gets
a0 =
1
2
, LE
∂2H0(t)
∂tk+1∂tl+1
= g0(t).
Thus,
G(t) = H(t) +
1
2
(tk+1)2 log(tk+1),
where H(t) = H0(t) + c1 (t
k+1)2 +
1
2
(tk+1)2tl+1.
In a word, we show that the existence of a unique weighted homogeneous poly-
nomial
H(t) := H(t1, . . . , tk−1, tk+1, . . . , tl+1, et
l+1
, et
l+2−tl+1)
of degree 2 such that the function
F =
1
2
(
tk
)2
tl+2 +
1
2
tk
∑
α,β 6=k,l+2
ηαβt
αtβ +
1
2
(tk+1)2 log(tk+1) +H(t) (4.44)
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satisfies the equations
gαβ = LEF
αβ, Γαβγ = dβ c
αβ
γ , α, β, γ = 1, . . . , l + 2, (4.45)
where cαβγ =
∂F αβ
∂tγ
.
Obviously, the function F satisfies the equations
∂3F
∂tk∂ti∂tj
= ηij, i, j = 1, . . . , l + 2 (4.46)
and the quasi-homogeneity condition
LEF = 2F +
l
2k(l − k)
(
tk
)2
+
1
l − k
tktk+1 +
l − k + 1
2(l − k)
(tk+1)2. (4.47)
From the properties of a flat pencil of metrics [10], it follows that F also satisfies
associativity equations of WDVV
cijm c
mp
q = c
ip
m c
mj
q (4.48)
for any set of fixed indices i, j, p, q. Now the theorem follows from above properties
of the function F and the simple identity LEe = −e. This completes the proof of
the theorem. 
4.4. Examples. We end this section by giving some examples to illustrate the
above construction. For the brevity, instead of t1, . . . , tl+2 we will denote the
flat coordinates of the metric ηij by t1, . . . , tl+2, and also denote ∂i =
∂
∂ti
in this
subsection.
Example 4.6. Let W˜ be the extended affine Weyl group W˜ (1,2)(A2), then
d1,1 =
2
3
, d1,2 = d2,1 =
1
3
, d2,2 =
2
3
and
y1 = e
2pi i
3
(2x3+x4)(e2π ix1 + e2π ix2 + e−2π i(x1+x2)),
y2 = e
2pi i
3
(x3+2x4)(e−2π ix1 + e−2π ix2 + e2π i(x1+x2)),
y3 = 2 iπ x3, y
4 = 2 iπ x4.
The metric ( , )
∼
has the form
((dxa, dxb)
∼
) =
1
4π2

2
3
1
3
0 0
1
3
2
3
0 0
0 0 −2 1
0 0 1 −2
 .
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We thus have
(gij(y)) =
(
4∑
a,b=1
∂yi
∂xa
∂yj
∂xb
(dxa, dxb)
∼
)
=

2 y2ey
3
3 ey
3+y4 y1 0
3 ey
3+y4 2 y1ey
4
0 y2
y1 0 2 −1
0 y2 −1 2

and
(ηij(y)) =
(
Leg
ij(y)
)

2 ey
3
0 1 0
0 2 ey
4
0 1
1 0 0 0
0 1 0 0
 , e =
∂
∂y1
+
∂
∂y2
.
The flat coordinates for the metric (ηij(y)) are
t1 = y
1 − ey
3
, t2 = −y
1 + y2 + ey
3
− ey
4
, t3 = y
4, t4 = y
3 + y4.
The potential has the expression
F =
1
2
t1
2t4 + t1t2t3 +
1
2
t22t3 + e
t4 − t2e
t3 + t2e
t4−t3 +
1
2
t2
2
log t2
and the unit vector field is
e = ∂1
and the Euler vector field is given by
E = t1∂1 + t2∂2 + ∂3 + 2∂4.
Example 4.7. Let W˜ be the extended affine Weyl group W˜ (1,2)(A3), then
d1,1 =
3
4
, d1,2 =
1
2
, d1,3 =
1
4
, d2,2 = 1, d2,3 =
1
2
, d3,3 =
3
4
and
y1 = e
pi i
2
(3x4+2x5)
4∑
j=1
ξa, y
2 = eπ i (x4+2x5)
∑
1≤a<b≤4
ξaξb,
y3 = e
pi i
2
(x4+2x5)
∑
1≤a<b<c≤4
ξaξbξc, y
4 = 2 iπ x4, y
5 = 2 iπ x5,
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where ξj = e
2π i(xj−xj−1) for j = 1, 2, 3 and x0 = 0, ξ4 = e
−2π ix3. The metric ( , )
∼
has the form
((dxi, dxj)
∼
) =
1
4π2

3
4
1
2
1
4
0 0
1
2
1 1
2
0 0
1
4
1
2
3
4
0 0
0 0 0 −2 1
2
0 0 0 1
2
−3
2
 .
We thus have
(gij(y)) =

2 y2ey
4
3 y3ey
4+y5 4 ey
4+y5 y1 0
3 y3ey
4+y5 2 y1y3ey
5
+ 4 e2 y
5+y4 3 y1ey
5
0 y2
4 ey
4+y5 3 y1ey
5
−1
2
(y3)2 + 2 y2 0 1
2
y3
y1 0 0 2 −1
0 y2 1
2
y3 −1 3
2

and
(ηij(y)) =
(
Leg
ij(y)
)
=

2 ey
4
0 0 1 0
0 2 y3ey
5
3 ey
5
0 1
0 3 ey
5
2 0 0
1 0 0 0 0
0 1 0 0 0

, e =
∂
∂y1
+
∂
∂y2
.
To write down the flat coordinates, we first introduce the following variables
z1 = y1, z2 = y2 − y1, z3 = y3, z4 = y5, z5 = y4 + y5,
and obtain
(ηij(z)) =

2 ez
5−z4 −2 ez
5−z4 0 0 1
−2 ez
5−z4 2 ez
5−z4 + 2 z3ez
4
3 ez
4
1 0
0 3 ez
4
2 0 0
0 1 0 0 0
1 0 0 0 0

,
then the flat coordinates for the metric (ηij(z) are given by
t1 = z
1 − ez
5−z4 , t2 = z
2 − z3ez
4
+ ez
5−z4 + e2z
4
,
t3 = z
3 − ez
4
, t4 = z
4, t5 = z
5.
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The potential has the expression
F =
1
2
t1
2t5 + t1t2t4 +
1
2
t2
2t4 +
1
4
t3
2t2 +
1
4
t3
2t1 −
1
96
t3
4
+ t3e
t5 − t2t3e
t4 + t2e
t5−t4 +
1
2
t2e
2 t4 +
1
2
t2
2 log (t2)
and the unit vector field is
e = ∂1
and the Euler vector field is given by
E = t1∂1 + t2∂2 +
1
2
t3∂3 +
1
2
∂4 +
3
2
∂5.
Example 4.8. Let W˜ be the extended affine Weyl group W˜ (2,3)(A3), then
d1,1 =
3
4
, d1,2 =
1
2
, d1,3 =
1
4
, d2,2 = 1, d2,3 =
1
2
, d3,3 =
3
4
and
y1 = e
pi i
2
(2x4+x5)
4∑
j=1
ξa, y
2 = eπ i (2x4+x5)
∑
1≤a<b≤4
ξaξb,
y3 = e
pi i
2
(2x4+3x5)
∑
1≤a<b<c≤4
ξaξbξc, y
4 = 2 iπ x4, y
5 = 2 iπ x5,
where ξj = e
2π i(xj−xj−1) for j = 1, 2, 3 and x0 = 0, ξ4 = e
−2π ix3. The metric ( , )
∼
has the form
((dxi, dxj)
∼
) =
1
4π2

3
4
1
2
1
4
0 0
1
2
1 1
2
0 0
1
4
1
2
3
4
0 0
0 0 0 −3
2
1
0 0 0 1 −2
 .
We thus have
(gij(y)) =

−1
2
(y1)2 + 2 y2 3 y3ey
4
4 ey
4+y5 1
2
y1 0
3 y3ey
4
2 y1y3ey
4
+ 4 ey
5+2 y4 3 y1ey
4+y5 y2 0
4 ey
4+y5 3 y1ey
4+y5 2 y2ey
5
0 y3
1
2
y1 y2 0 3
2
−1
0 0 y3 −1 2

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and
(ηij(y)) =
(
Leg
ij(y)
)
=

2 3 ey
4
0 0 0
3 ey
4
2 y1ey
4
0 1 0
0 0 2 ey
5
0 1
0 1 0 0 0
0 0 1 0 0

, e =
∂
∂y2
+
∂
∂y3
.
To write down the flat coordinates, we first introduce the following variables
z1 = y1, z2 = y2, z3 = y3 − y2, z4 = y5, z5 = y4 + y5,
and obtain
(ηij(z)) =

2 3 ez
5−z4 −3 ez
5−z4 0 0
3 ez
5−z4 2 ez
5−z4z1 −2 z1ez
5−z4 0 1
−3 ez
5−z4 −2 z1ez
5−z4 2 z1ez
5−z4 + 2 ez
4
1 0
0 0 1 0 0
0 1 0 0 0

,
then the flat coordinates for the metric (ηij(z) are given by
t1 = z
1 − ez
5−z4, t2 = z
2 − z1ez
5−z4 + e2z
5−2z4 ,
t3 = z
3 − ez
4
+ z1ez
5−z4 − e2(z
5−z4), t4 = z
4, t5 = z
5.
The potential has the expression
F =
1
2
t2
2t5 + t2t3t4 +
1
2
t3
2t4 +
1
4
t1
2t2 −
1
96
t1
4
+ t1e
t5 − t3e
t4 + t1t3e
t5−t4 −
1
2
e2 t5−2 t4t3 +
1
2
t3
2 log (t3)
and the unit vector field is
e = ∂1
and the Euler vector field is given by
E =
1
2
t1∂1 + t2∂2 + t3∂3 + ∂4 +
3
2
∂5.
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5. The group W˜ (k,k+1)(Al) and the Hurwitz space Mk,l−k+1,1
In this section we want to show that the spaceMk,l−k+1,1 as a Frobenius manifold
is isomorphic to the orbit spaceM of the extended affine Weyl group W˜ (k,k+1)(Al),
where M =M(k,k+1) \ {y˜l+1 = 0} ∪ {y˜l+2 = 0} for 1 ≤ k < l.
Let Mk,l−k+1,1 be the space of a particular class of LG superpotentials consisting
of trigonometric-Laurent series of one variable with tri-degree (k+1, l−k, 1), these
being functions of the form
λ(ϕ) = (eiϕ − al+2)
−1(ei(k+1)ϕ + a1e
ikϕ + · · ·+ al+1e
i(k−l)ϕ), al+1al+2 6= 0, (5.1)
where aj ∈ C for j = 1, · · · , l+2. For brevity, we denote m = l−k in this section.
According to [10], the space Mk,m+1,1 is a simple Hurwitz space and carries a
natural structure of Frobenius manifold. The invariant inner product η and the
intersection form g of two vectors ∂′, ∂′′ tangent to Mk,m+1,1 at a point λ(ϕ) can
be defined by the following formulae
η˜(∂′, ∂′′) = (−1)k+1
∑
|λ|<∞
res
dλ=0
∂′(λ(ϕ)dϕ)∂′′(λ(ϕ)dϕ)
dλ(ϕ)
, (5.2)
and
g˜(∂′, ∂′′) = −
∑
|λ|<∞
res
dλ=0
∂′(log λ(ϕ)dϕ)∂′′(log λ(ϕ)dϕ)
d log λ(ϕ)
. (5.3)
In these formulae, the derivatives ∂′(λ(ϕ)dϕ) etc. are to be calculated keeping ϕ
fixed. The formulae (5.2) and (5.3) uniquely determine multiplication of tangent
vectors on Mk,m+1,1 assuming that the Euler vector field E has the form
E =
l+1∑
j=1
j
k
aj
∂
∂aj
+
1
k
al+2
∂
∂al+2
. (5.4)
For any tangent vectors ∂′, ∂′′ and ∂′′′ to Mk,m+1,1 , one has
c(∂′, ∂′′, ∂′′′) = η˜(∂′ · ∂′′, ∂′′′) = −
∑
|λ|<∞
res
dλ=0
∂′(λ(ϕ)dϕ)∂′′(λ(ϕ)dϕ)∂′′(λ(ϕ)dϕ)
dλ(ϕ)dϕ
.
(5.5)
The canonical coordinates u1, · · · , ul+2 for this multiplication are the critical val-
ues of λ(ϕ) and
∂uα · ∂uβ = δαβ∂uα , where ∂uα =
∂
∂uα
. (5.6)
We start with factorizing
λ(ϕ) = (eiϕ − eiϕl+2)−1e−imϕ
l+1∏
b=1
(eiϕ − eiϕb). (5.7)
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Theorem 5.1. Let f :M→Mk,m+1,1 be induced by the map
(x1, · · · , xl+2) 7→ (ϕ1, · · · , ϕl+2) (5.8)
with
ϕ1 = 2π(ρ+ x1), ϕj = 2π(ρ+ xj − xj+1), j = 2, · · · , l,
ϕl+1 = 2π(ρ− xl), ϕl+2 = 2πxl+1,
(5.9)
where ρ = m+1
l+1
xl+1 +
m
l+1
xl+2. Then f is an m-fold covering map, which is also a
local isomorphism between the Frobenius manifolds M and Mk,m+1,1.
Proof. With the use of (5.1) and (5.7), one obtains
aj = (−1)
jσj(e
iϕ1 , · · · , eiϕl+1), al+2 = e
iϕl+2 , j = 1, · · · , l + 1.
From the formulae (2.2), (2.11) and (5.9), it follows
aj =

(−1)jyj, j = 1, · · · , k,
(−1)jyje(j−k)y
l+1+(j−k−1)yl+2, j = k + 1, · · · , l,
(−1)l+1e(m+1)y
l+1+myl+2 , j = l + 1,
ey
l+1
, j = l + 2.
(5.10)
Then the map f : (y˜1, · · · , y˜l+2) 7→ (a1, · · · , al+2) is given by
aj = (−1)
j y˜j, j = 1, · · · , k,
ak+s = (−1)
k+sy˜k+sy˜
s
l+1y˜
s−1
l+2 , s = 1, · · · , l − k, (5.11)
al+1 = (−1)
l+1y˜m+1l+1 y˜
m
l+2, al+2 = y˜l+1
and the Jacobian of f is proportional to y˜m+1l+1 y˜
m−1
l+2 . So f is an m-fold covering
map.
Now let us proceed to prove that f is a local isomorphism between the two
Frobenius manifolds. By using (5.11), it is easy to check that the Euler vector
fields (5.4) and (4.19) coincide. So it suffices to prove that the intersection form
(5.3) coincides with the intersection form of the orbit space, and the metric (5.2)
coincides with the metric (3.18).
Let us denote the roots of λ′(ϕ) by ψγ , γ = 1, . . . , l + 2, then
λ′(ϕ) = (k + 1)i(eiϕ − eiϕl+2)−2e−imϕ
l+2∏
γ=1
(eiϕ − eiψγ ). (5.12)
We define uα = λ(ψα), α = 1, . . . , l + 2, then
∂uαλ(ϕ)|ϕ=ψβ = δαβ . (5.13)
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Using (5.7), (5.13) and the Lagrange interpolation formula one obtains
∂uαλ(ϕ) =
ieiψαλ′(ϕ)
(eiϕ − eiψα)λ′′(ψα)
. (5.14)
It follows from (5.7) and (5.14) that
ieiψαλ′(ϕ)
(eiϕ − eiψα)λ′′(ψα)
= λ(ϕ)
i∂uαϕl+2e
iϕl+2
eiϕ − eiϕl+2
−
l+1∑
s=1
i∂uαϕse
iϕsλ(ϕ)
eiϕ − eiϕs
. (5.15)
Putting ϕ = ϕb in (5.15) for b = 1, · · · , l + 1, then
∂uαϕb = −
ieiψα
(eiϕb − eiψα)λ′′(ψα)
, b = 1, · · · , l + 1. (5.16)
Let us rewrite (5.15) as
ieiψαλ′(ϕ)
(eiϕ − eiψα)λ′′(ψα)λ(ϕ)2
=
i∂uαϕl+2e
iϕl+2
(eiϕ − eiϕl+2)λ(ϕ)
−
l+1∑
b=1
i∂uαϕbe
iϕb
(eiϕ − eiϕb)λ(ϕ)
. (5.17)
Also, putting ϕ = ϕl+2 in (5.17) one gets
∂uαϕl+2 = −
ieiψα
(eiϕl+2 − eiψα)λ′′(ψα)
. (5.18)
We denote
̟1 = x1, ̟j = xj − xj−1, ̟l+1 = xl+1, ̟l+2 = xl+2 (5.19)
for j = 2, · · · , l. With the help of (5.9), (5.16) and (5.18), one has
∂uα̟β =
eiψα
2πi(eiϕβ − eiψα)λ′′(ψα)
−
m+ 1
l + 1
∂uα̟l+1 −
m
l + 1
∂uα̟l+2,
∂uα̟l+1 =
eiψα
2πi(eiϕl+2 − eiψα)λ′′(ψα)
, (5.20)
∂uα̟l+2 =
l+1∑
b=1
eiψα
2πmi(eiϕb − eiψα)λ′′(ψα)
−
(m+ 1)eiψα
2πmi(eiϕl+2 − eiψα)λ′′(ψα)
.
From (5.2), (5.3) and (5.13) one gets
η˜αβ = η˜(∂uα∂uβ) = (−1)
k+1 δαβ
λ′′(ψα)
(5.21)
and
g˜αβ = g˜(∂uα∂uβ) = −
δαβ
uαλ′′(ψα)
. (5.22)
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It follows from (5.10) that the vector field e = ∂
∂yk
+ ∂
∂yk+1
in the coordinates
a1, · · · , al+2 coincides with e = (−1)
k( ∂
∂ak
− al+2
∂
∂ak+1
). We shift
ak 7−→ ak + c, ak+1 7−→ ak+1 − cal+2
which produces the corresponding shift
ui 7−→ ui + c, i = 1, · · · , l + 2
of the critical values. This shift does not change the critical points ψα neither the
values of the second derivative λ′′(ψα). So
Leg˜
αβ = Le(−uαλ
′′(ψα)δαβ) = (−1)
k+1λ′′(ψα)δαβ = η˜
αβ.
Finally we want to show that the bilinear form (5.3) in the coordinates x1, · · · ,
xl+2 coincides with the form defined in (3.19) and (3.2). We shall use the following
identity
l+2∑
α=1
uαe
2iψα
(eiϕa − eiψα)(eiϕb − eiψα)λ′′(ψα)
=
l+2∑
α=1
res
ϕ=ψα
λ(ϕ)uαe
2iϕ
(eiϕ − eiϕa)(eiϕ − eiϕb)λ′(ϕ)
=

δab −
1
k
, 1 ≤ a, b ≤ l + 1,
− 1
k
, 1 ≤ a ≤ l + 1, b = l + 2,
−1− 1
k
, a = b = l + 2,
(5.23)
which follows from the explicit form of λ(ϕ). With the use of (5.20), (5.22) and
(5.23), then
(d̟l+1, d̟l+1) =
l+2∑
α=1
1
g˜αα(u)
∂uα̟l+1∂uα̟l+1
=
1
4π2
l+2∑
α=1
uαe
2iψα
(eiϕl+2 − eiψα)2λ′′(ψα)
= −
1
4π2
k + 1
k
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and
(d̟l+1, d̟l+2) =
l+2∑
α=1
1
g˜αα(u)
∂uα̟l+1∂uα̟l+2
=
1
4π2m
l+2∑
α=1
l+1∑
b=1
uαe
2iψα
(eiϕb − eiψα)(eiϕl+2 − eiψα)λ′′(ψα)
−
m+ 1
4π2m
l+2∑
α=1
uαe
2iψα
(eiϕl+2 − eiψα)2λ′′(ψα)
=
1
4π2m
l+1∑
b=1
(−
1
k
) +
(m+ 1)(k + 1)
4π2mk
=
1
4π2
and
(d̟l+2, d̟l+2) =
l+2∑
α=1
1
g˜αα(u)
∂uα̟l+2∂uα̟l+2
=
1
4π2m2
l+1∑
a,b=1
(δab −
1
k
)−
2(m+ 1)
4π2m2
l+1∑
a=1
(−
1
k
) +
(m+ 1)2
4π2m2
(−1−
1
k
)
= −
1
4π2
m+ 1
m
and for b = 1, · · · , l,
(d̟b, d̟l+1) = (d̟b, d̟l+2) = 0
and for 1 ≤ s, b ≤ l,
(d̟a, d̟b) =
l+2∑
α=1
1
g˜αα(u)
∂uα̟a∂uα̟b =
1
4π2
(δab −
1
l + 1
).
By using (5.19) and the above explicit forms, it is easy to verify that the inter-
section form (5.3) coincides with (3.1) and (3.2). This completes the proof of the
theorem. 
6. Conclusions
We have presented a new class of extended affine Weyl groups W˜ (k,k+1)(Al)
for 1 ≤ k < l. On the orbit spaces M(k,k+1)(Al) \ {y˜l+1 = 0} ∪ {y˜l+2 = 0}, we
have shown the existence of Frobenius manifold structures and constructed LG
superpotentials for these Frobenius manifold structures. Besides these, there are
still some open problems deserved further study.
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• Is it possible to obtain an explicit realization of the integrable hierarchies
associated with the Frobenius manifolds on the orbit space of W˜ (k,k+1)(Al)?
Perhaps this problem is related to the works in [23] or [24] about rational
reductions of the 2D-Toda hierarchy, or in [25, 26] about the finite Toda
lattice of CKP type when k = 1 and l = 2.
• How about the almost dual structure of the resulting Frobenius manifold
structures? ([17, 27])
• Whether the resulting Frobenius manifolds could be regarded as Frobe-
nius submanifolds in Strachan’sense ([15]) of certain infinite-dimensional
Frobenius manifolds ([20, 21, 22]) or not?
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