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We propose the concept of a spontaneous many-body Floquet state. This is a state that, in the
absence of external periodic driving, still self-oscillates like in the presence of a Floquet Hamiltonian,
this behavior being spontaneously induced by many-body interactions. Furthermore, we prove that
it is also a time crystal, presenting long-range time-periodic order. However, its time crystalline
behavior is very different to that of conventional Floquet discrete time crystals: here, there is no
external periodic driving, and the nature of the spontaneous symmetry breaking is continuous instead
of discrete. We also demonstrate that a spontaneous many-body Floquet state can be implemented in
a one-dimensional flowing atom condensate, resulting from a dynamical phase transition and stable
against quantum fluctuations, and propose realistic experimental scenarios for its observation. The
realization of a spontaneous many-body Floquet state would then not only provide a novel form of
ordered quantum matter, but also a continuous time crystal.
Introduction.—Floquet driven systems [1–3], described
by Hamiltonians with external periodic fields, provide
very rich scenarios to study out-of-equilibrium features
such as prethermalization [4], induced topological insula-
tors [5], dynamical phase transitions [6] or high-harmonic
generation [7]. An important application of Floquet
driven systems arises in the context of time crystals.
Originally proposed by Wilczek [8] as a system which ex-
hibits a non-trivial time-periodic motion at equilibrium,
it was later shown that the presented example of time
crystal, based on a superconductor in a ring under the
presence of a non-integer magnetic flux, was not the ac-
tual ground state [9]. Eventually, a no-go theorem ruling
out time crystals as first conceived was proven in Ref.
[10]. In that work, a more precise definition of a time
crystal was provided: a system which at equilibrium ex-
hibits long-range time-periodic order.
As a result of the no-go theorem, time crystals typi-
cally require out-of-equilibrium scenarios. An alternative
route is provided by Floquet driven systems, where the
spontaneous continuous symmetry breaking is reduced
to a discrete one, manifested as a subharmonic response
to the external periodic driving [11]. Floquet discrete
time crystals have already been successfully achieved in
setups as different as diamond nitrogen-vacancy centers
[12], spin chains of ions [13], dipolar crystals [14], or atom
condensates [15]. A related phenomenon is the time qua-
sicrystal observed in magnon condensates, signaled by an
incommensurate periodic response to the external Flo-
quet driving [16–18].
Proposals for continuous time crystals have also been
made. In that context, one way to evade the no-go theo-
rem is a system with long-range interactions [19], or that
is not in its actual ground state but rather in an excited
eigenstate [20]. Dissipative time crystals in open quan-
tum systems have been considered [21]. Boundary time
crystals are also alternatives, where the crystalline behav-
ior is observed at the system boundaries in the thermo-
dynamic limit [22]. It was proposed that a genuine time
crystal could arise within an interacting gauge model in a
Bose-Einstein condensate [23], but once more the setup
was proven not to be in the actual ground state [24].
Moreover, classical time crystals are plausible [25, 26].
Here we propose the concept of a spontaneous many-
body Floquet (SMBF) state, a state whose original
Hamiltonian is time-independent, but in which many-
body interactions spontaneously set the effective Hamil-
tonian determining the time-evolution to be periodic,
and self-consistently the quantum state oscillates as a
Floquet state. We also propose its realization in a one-
dimensional atomic flowing condensate, and describe re-
alistic experimental scenarios for its observation. Fur-
thermore, we prove that an SMBF state presents time
crystalline order, although in a manner completely dif-
ferent from conventional discrete Floquet time crystals,
since there the system is externally driven with an im-
posed period and the symmetry breaking is discrete, not
continuous.
Spontaneous many-body Floquet state.—First, we de-
fine the concept of an SMBF. For simplicity, we fo-
cus on the case of a Bose-Einstein condensate close to
T = 0, which can be accurately described using a mean-
field picture. Specifically, the dynamics of the conden-
sate is described by the Gross-Pitaevskii (GP) equation
i~∂tΨ(x, t) = HGP(x, t)Ψ(x, t), with




∇2 + V (x) + g|Ψ(x, t)|2 , (1)
m being the mass of the atoms, V (x) some time-
independent external potential and g the coupling con-
stant. The operator HGP(x, t) is the nonlinear effective
GP Hamiltonian which governs the dynamics, similar
to the usual single-particle Schrödinger Hamiltonian op-
erator but with an extra nonlinear term, arising from
the interactions between the condensate atoms. Thus,
if the external potential is stationary, the only possible
time-dependence of HGP(x, t) comes from this interact-
ing term. In addition, the system possesses an actual
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FIG. 1: (a) Spatial profile of sound (solid blue) and flow
(dashed red) velocities of the IHFC, where the shaded area
represents the region in which an attractive constant poten-
tial V (x) = −V0 is present. (b) Phase diagram for the final
state of (a) for fixed X = 2.












and which is a conserved quantity as V (x) is stationary.
Now, we assume that the condensate density ρ(x, t) =
|Ψ(x, t)|2 oscillates periodically with period T . In that
case, HGP(x, t) takes the form of a Floquet Hamiltonian
due to the nonlinear interacting term. Self-consistently,
the wave function behaves like a Floquet state:







with u(x, t + T ) = u(x, t), ω0 = 2π/T and µ̃ the quasi-
chemical potential, which as usual is well-defined modulo







































which is a genuine nonlinear problem, resembling the
Hartree-Fock equations [27].
We will refer to such a state as an SMBF state since a)
the effective Hamiltonian HGP(x, t) is a Floquet Hamil-
tonian with a well-defined period T , HGP(x, t + T ) =
HGP(x, t), and the GP wave function has the form of a
Floquet state, and b) this periodic behavior is sponta-
neously induced by many-body interactions and not by
some external driving. By well-defined period we under-
stand that the period is unique and cannot be tuned by
some symmetry transformation. In particular, we will
exclude from our definition stationary spatially periodic
solutions (like a cnoidal wave), since there a Galilean
transformation of velocity w will induce a trivial time-
periodic oscillation with T = a/w, a being the lattice
period, that can be arbitrarily tuned with w. This prob-
lem is avoided in the presence of an external stationary
potential because it fixes a natural reference frame.
Since it breaks the continuous time translation symme-
try, which is reduced to a discrete one, an SMBF state
is also a time crystal. Specifically, in a condensate, the
one-body correlation function already displays spatial off-
diagonal long-range order and then
G(x,x′, t, t′) ≡ 〈Ψ̂†(x, t)Ψ̂(x′, t′)〉 ≃ Ψ∗(x, t)Ψ(x′, t′)
(6)
exhibits a time-periodic behavior as a function of t when
|x−x′| → ∞ [except for a trivial phase factor eiµ̃(t−t′)/~],
which is precisely the definition of long-range time peri-
odic order.
CES state.—The question is now: does a non-trivial
SMBF state exist? We identify here one example using a
model previously studied in the literature [28], consisting
of a 1D initially homogeneous flowing condensate (IHFC)
with density n0 and velocity v, in which, at t = 0, an
attractive square well of amplitude −V0 and size X is
suddenly introduced. A schematic representation of the
IHFC at t = 0 is given in Fig. 1a. Hereafter we set units
~ = m = c0 = 1 and rescale the GP wave function as
Ψ(x, t) → √n0Ψ(x, t) so that it becomes dimensionless,
with c0 =
√
gn0/m the initial speed of sound.
The quench in the external potential induces a deter-
ministic dynamics in the condensate, numerically com-
puted by integrating the time-dependent GP equation.
Specifically, there are only two possible choices for the
final state of the system as a function of the parameters
(v,X, V0): the ground state (GS), or a periodic regime
of continuous emission of solitons (CES) [28]. A typical
phase diagram is represented in Fig. 1b.
We extend here the study of the CES state to prove
that it is actually an SMBF state. Figures 2a,c show
the condensate density |Ψ(x, t)|2 of the CES state. We
observe that, after some transient features (blue circles),
the system tends to accumulate particles in the well to
reach GS (vertical white stripe placed within the well,
centered at x = 0). In order to conserve the particle
number, a soliton is emitted upstream (x < 0); however,
in the CES state such a soliton is dragged back to the
well (half dark rings on the left of the main white stripe),
passing to the downstream (x > 0) region and travelling
with the flow (parallel diagonal black lines downstream).
All this process is accompanied by the emission of waves
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FIG. 2: Analysis of the CES state. Upper row: simulation
with V0 = 1, X = 2 and v = 0.65. (a) 2D plot of |Ψ(x, t)|
2.
Time is in units of the CES period T . (b) |un(x)|
2 for n = 0
(solid blue), n = −1 (dashed red) and n = 1 (dashed-dotted
black). Inset: Spectrum |Ψ(x,ω)|2 once in the CES state,
where ω is in units of 2π/T . (c)-(d) Same as first row but for
a simulation with v = 0.95.
(parallel diagonal white lines upstream), which ensures
the conservation of total particle number and energy.
The passage of the dragged soliton through the well
leaves the system in the same configuration, and restarts
the process described above. The resulting density pat-
tern shows a periodic behavior for every x, and not just in
the emitted trains of solitons (already noticed in the liter-
ature [28–30]). Therefore, since the whole density profile
oscillates periodically, the effective GP Hamiltonian be-
comes a Floquet Hamiltonian. Self-consistently, the GP
wave function behaves as a Floquet state, as can be seen
from the Fourier transform of the wave function, Ψ(x, ω),
displayed in the inset of Figs. 2b,d, which exhibits a dis-
crete spectrum Ψ(x, ωn) = un(x), ωn = µ̃ + nω0. While
the discrete lines are separated 2π/T , there is some off-
set that reveals a non-trivial quasi-chemical potential. By
taking the inverse Fourier transform around the spectrum
peaks, we can recover each Floquet component un(x),
depicted in main Figs. 2b,d. The second row of Fig. 2
analyzes a simulation with larger flow velocity, which has
a smaller period T and fewer dominant Floquet compo-
nents.
We can proceed further and use the Floquet compo-
nents to reconstruct the wave function by truncating the
expansion of Eq. (3),







where we are fixing the definition of the quasi-chemical
potential so that the dominant component is un=0(x).








































FIG. 3: Snapshots of the density |Ψ(x, t)|2 of the CES state
(solid blue) and the truncated Floquet expansions ΨN(x, t)
(dashed red and dashed-dotted black) from Eq. (7) during a
period for the simulations of upper and lower row of Fig. 2,
respectively, where the origin of times t0 is chosen arbitrarily.
Figure 3 compares the oscillation within a period of the
actual CES wave function Ψ(x, t) with the reconstructed
Floquet wave function ΨN (x, t), where the latter is seen
to rapidly converge for small values of N . We also
see that, for lower flow velocities, more Floquet com-
ponents are needed to reconstruct the CES state, as al-
ready expected from Fig. 2. This reconstruction explic-
itly demonstrates that the CES state is in fact an SMBF
state.
Time-crystal behavior.—We characterize in detail the
time crystalline properties of the CES state in Fig. 4.
First, we compute the mean-field value of the correlation
function G(x, x′, t, t′), where we take the absolute value
in order to suppress high-frequency features due to the
background flow, ∼ e−iv(x−x′), and to the quasi-chemical
potential, ∼ eiµ̃(t−t′). Figure 4a characterizes its spa-
tial structure for t = t′ and Fig. 4b its time structure
for fixed spatial points far away, one upstream and one
downstream. The correlation function clearly exhibits
a time periodic behavior in both t, t′ for distant points,
revealing the time crystalline behavior.
Since the induced dynamics in the IHFC is determin-
istic, the time crystal is robust against the presence of
quantum and thermal fluctuations, provided that they
are sufficiently small. Technically speaking, off-diagonal
long-range order of the one-body correlation function is
destroyed in a 1D condensate by phase fluctuations, and
one must speak of a 1D quasi-condensate. Specifically, at
T = 0 there is an algebraic decay with the distance, while
for T > 0 it becomes exponential [32]. Long-range order
in time presents the same behavior [33]. However, the
space-time decay can be neglected in typical experimen-
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FIG. 4: Absolute value of the correlation function
|G(x, x′, t, t′)| for the setup of lower Fig. 2. (a) Mean-field
value for t = 610 as a function of (x, x′). (b) Mean-field
value for x = −30 and x′ = 30 as a function of (t, t′). (c)
Comparison of G(x, x′, t, 0) for −x = x′ = 50 as a func-
tion of t between a Truncated Wigner simulation [31] that
includes quantum fluctuations (solid blue) and the mean-field
prediction (dashed-black). (d) Critical behavior of the CES
frequency close to the phase transition with respect to the
velocity v for V0 = 1, X = 2. The red line represents a fit to
a power law. Inset: Same but with respect to the amplitude
V0 for v = 0.62, X = 2.
tal setups if the density and temperature are high and
low enough, respectively, and a GP mean-field approx-
imation describes accurately the condensate dynamics.
Indeed, this approximation becomes exact in the limit
g, T → 0, n0 → ∞, with gn0 constant, and is consid-
ered in other works on time crystals [8, 20, 23, 24]. In
order to explicitly check the robustness against quantum
fluctuations, we have carried out a simulation using the
Truncated Wigner approximation [34, 35], finding that
the long-range time periodic behavior of G(x, x′, t, 0) sur-
vives for long times, as shown in Fig. 4c.
The GS/CES phase transition is an example of a dy-
namical phase transition, typical of setups in which a
strong quench in an external parameter is introduced [36–
38]. The GS is the symmetry unbroken phase, with con-
tinuous time translation symmetry, and the CES is the
time crystal phase, with discrete time translation sym-
metry, where the order parameter describing the phase
transition is the time Fourier transform of the correlation
function G(x, x′, t, 0). A more quantitative description
of the phase transition can be seen in Fig. 4d, where
the CES frequency is shown to display a critical behav-
ior close to the phase transition at the critical values
vc, V0c, with the critical exponents associated to v, V0 be-
ing α ≃ β ≃ 0.50, respectively. Qualitatively, the van-
ishing of the CES frequency arises because the GS/CES
phase transition occurs when the velocity of the upstream
emitted soliton equals that of the background flow, so it
takes the soliton an infinite amount of time to return to
the well.
Nevertheless, a quench in the external potential is not
the only way to reach the CES state: for fixed back-
ground parameters (v,X, V0), the CES state, and partic-
ularly its period, is insensitive to the details of the tran-
sient, including stochastic dynamics starting from unsta-
ble black-hole laser solutions [28, 30, 39]. This indepen-
dence with respect to the transient further demonstrates
that the CES state is indeed an intrinsic state of the
system, satisfying Eq. (5). In particular, the time crys-
tal can be reached without a previous periodic driving
[16, 17].
In a discrete time crystal, rigidity is a signature of time
crystalline behavior, since it demonstrates that the state
is not due to some particular fine-tuning [12, 13]. In our
case, the analogue phenomenon is the robustness of the
time crystalline behavior against variations of the param-
eters (v,X, V0). As shown by the phase diagram in Fig.
1b, the SMBF state survives in a wide region of parame-
ter space. The period varies continuously with (v,X, V0),
but this is quite a natural feature arising from the con-
tinuous character of the spontaneous symmetry breaking
considered here. On the other hand, many-body inter-
actions are critical in the formation of the time crystal
from the very beginning, since the periodicity is induced
by the nonlinear term in Eq. (1), genuinely many-body.
The proposed time crystal is also universal (in the
sense that it appears for a wide range of obstacles in
a flowing condensate) and not restricted to an idealized
square well. We have explicitly checked this by consid-
ering different potentials with realistic shapes or delta
barriers, both attractive and repulsive. In all cases, we
have found that a CES state is always achieved provided
the flow velocity is high enough. While soliton trains
in condensates appear in a variety of scenarios [29, 40–
42], this is the first time that an SMBF state has been
identified and characterized in this type of system.
The CES state persists indefinitely in the thermody-
namic limit since we only observe its collapse in the nu-
merical simulations due to the effect of the finite size
of the system, when reflections at the boundaries come
back and distort the dynamics. Based on this argument,
the lifetime τ of the CES state is expected to grow lin-
early with the size of the system L, τ ∼ L. Therefore,
in the thermodynamic limit, we expect our time crystal
to survive indefinitely. Actually, in contrast to Floquet
driven states, an SMBF state has a conserved energy,
computed from Eq. (2). Specifically, for the CES state,
ECES = EGS + O(1) and thus, in the thermodynamic
limit, limN→∞ ECES/N = limN→∞ EGS/N . However,
separately in both the upstream and downstream regions
the change in number of particles and energy with respect
to the initial state is O(N).
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Experimental implementation.—Finally, we propose a
simple and feasible experimental scheme for the charac-
terization of the CES time crystal. We consider an elon-
gated quasi-1D condensate that is essentially homoge-
neous far from the edges of the trap, in which a localized
obstacle is swept with velocity v along the condensate.
By Galilean invariance, this is equivalent to launching the
condensate against the obstacle. If the velocity is high
enough, after some transient the system will reach the
CES state. Indeed, soliton trains have already been ob-
served in similar setups [41], which hints at an underlying
SMBF state. We suggest to extend this type of experi-
ment to follow in detail the periodic time evolution of the
system, including both the upstream and downstream re-
gions, by employing high-resolution imaging to measure
the density profile in the obstacle frame, in a similar way
to recent experiments in analog gravity [43–45]. Another
possibility could be to confine a condensate in a long ring
[46] and rotate a localized potential.
Conclusions and outlook.—We have proposed a novel
form of quantum state: an SMBF state. Using a flowing
atomic condensate, we have identified a particular real-
ization of such a state, described by a dynamical phase
diagram and robust against quantum fluctuations, and
designed a realistic experimental scenario for its imple-
mentation. An SMBF state extends the physics of non-
linear Floquet waves [17, 18] to scenarios without exter-
nal periodic driving. Apart from the intrinsic conceptual
interest and potential applications, an SMBF state is a
particular example of a continuous time crystal.
The idea of SMBF state could also be extended to other
systems obeying similar nonlinear equations of motion,
such as nonlinear optical fibers [47], quantum fluids of
light [48], or superconductors [49], and to fermionic sys-
tems described by mean-field approaches, as for instance
the Hartree-Fock equations [27], the fermionic analog of
the GP equation.
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Phys. Rev. Lett. 126, 057201 (2021).
[19] V. K. Kozin and O. Kyriienko,
Phys. Rev. Lett. 123, 210602 (2019).
[20] A. Syrwid, J. Zakrzewski, and K. Sacha,
Phys. Rev. Lett. 119, 250602 (2017).
[21] C. Booker, B. Buča, and D. Jaksch,
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