S , which has innumerably many local minima . As it is well known, most of the nonlinear optimization procedures that were developed in the 1960's or before are extremely prone to be caught in the local optima if the surface to be optimized is substantially irregular, ridged and multi-modal. In the due course, researchers in the field of operations research turned to learning from nature and imitating the schemes in which natural processes attain a minimum. Understanding the process of adaptation of living beings to their environment for a survival led to development of the 'Genetic Algorithm' (Holland, 1975) and the optimization method based on adaptation (Goldberg, 1989; Wright, 1991) . This method mimics the process of survival of the fittest. Another very important and effective method -the Particle Swarm method (Eberhart and Kennedy, 1995; see Parsopoulos and Vrahatis, 2002) -was motivated by the behaviour of birds, fish and insects. On the other side, researchers learned from physics -the process of annealing in metallurgy (Kirkpatrick et al., 1983) and the method of 'simulated annealing' was developed
The Simulated Annealing Method of Global Optimization: The simulated annealing method mimics the annealing process in metallurgy. In an annealing process a metal in the molten state (at a very high temperature) is slowly cooled so that the system at any time is approximately in thermodynamic equilibrium. As cooling proceeds, the system becomes more ordered -the liquid freezes or the metal recrystallizes -attaining the ground state at T=0. This process is simulated through the Monte Carlo experiment (Metropolis et al. 1953) . If the initial temperature of the melt is too low or cooling is done unduly fast the metal may become 'quenched' due to being trapped in a local minimum energy state (meta-stable state) forming defects or freezing out.
The simulated annealing method of optimization makes very few assumptions regarding the function to be optimized, and therefore, it is quite robust with respect to non-quadratic surfaces. In this method, the mathematical system describing the problem mimics the thermodynamic system. The current solution to the problem mimics the current state of the thermodynamic system, the objective function mimics the energy equation for the thermodynamic system, and the global minimum mimics the ground state (Kirkpatrick et al., 1983; Cerny, 1985) . However, nothing in the numerical optimization problem directly mimics the temperature, T, in the thermodynamic system underlying the metallurgical process of annealing. Therefore, a complex abstraction mimics it. An arbitrary choice of initial value of a variable called 'temperature', how many iterations are performed at each 'temperature', the step length at which the decision variables are adjusted, and the rate of fall of 'temperature' at each step as 'cooling' proceeds together make an 'annealing schedule'. This schedule mimics the cooling process. At a high 'temperature' the step lengths at which the decision variables are adjusted are larger than those at a lower 'temperature'. Whether the system is trapped into local minima (quenching takes place) or it attains the global minimum (faultless crystallization) is dependent on the said annealing schedule. A wrong choice of the initial 'temperature', or the rate of fall in the 'temperature' leads to quenching or entrapment of the solution in the local minima. The method does not provide any clear guideline as to the choice of the 'annealing schedule' and often requires judgment or trial and error. If the schedule is properly chosen, the process attains the global minimum.
Particle Swarm Method of Global Optimization: A swarm of birds or insects or a school of fish searches for food, protection, etc. in a very typical manner. If one of the members of the swarm sees a desirable path to go, the rest of the swarm will follow up quickly. Every member of the swarm searches for the best in its locality -learns from its own experience. Additionally, each member learns from the others, typically from the best performer among them. Even human beings show a tendency to learn from their own experience, their immediate neighbours and the ideal performers.
The Particle Swarm method of optimization mimics the said behaviour (see Wikipedia : http://en.wikipedia.org/wiki/Particle_swarm_optimization). Every individual of the swarm is considered as a particle in a multidimensional space that has a position and a velocity. These particles fly through hyperspace and remember the best position that they have seen. Members of a swarm communicate good positions to each other and adjust their own position and velocity based on these good positions. There are two main ways this communication is done: (i) "swarm best" that is known to all (ii) "local bests" are known in neighborhoods of particles. Updating the position and velocity is done at each iteration as follows: In all the three modifier functions, n 4 and n 5 are parameters and 0 2 . t
π ≤ ≤
In case of each model, hundred uniformly distributed random points have been generated with the parameters specified in the relevant (.) g and (.). f
The Classical simulated annealing (CSA of Kirkpatrick et al., 1983 ) and the Repulsive Particle Swarm methods of optimization (RPS) have been repetitively applied to estimate the parameters. The CSA method requires the bounds (the lower and the upper limits; LL and UL) on the parameters to be specified. For all the nine models we have used the identical set of bounds, specified in 
The red points are those generated by the true parameters, the blue ones are generated by using the RPS-estimated parameters. The CSA-generated points are not plotted just to avoid clumsiness. For each model, the RPS-estimated (blue) points are superimposed on the generated (red) points to facilitate a visual assessment of the quality of fit, which is quantitatively represented by the value of S 2 .
The Findings: The CSA as well as RPS method of global optimization performs very well in fitting the Gielis curves to data. The CSA often performs better than the RPS. In general, increase in the number of iterations to obtain the estimates improves performance of these methods greatly. So we do not intend to conclude as to the relative performance of these two methods in general. Our observations are limited to the present context only.
The Repulsive Particle Swarm program (written by the author in FORTRAN) converges much faster (than the CSA program). It does not require limits on the decision variables either. The initial guesses of the decision variables may simply be generated randomly, lying between -0.5 to +0.5 or so. These advantages may add to the applicability of RPS in finding global optima of complex multi-modal nonlinear optimization problems.
Extrapolation: How reliably can we extrapolate the points on the Gielis's (.) g beyond the sample points used in estimating the parameters of ˆ(.) g ? Extrapolation has many applications such as shape recovery, etc. (Bhabhrawala and Krovi, 2005) . For this exercise, we generated 100 points on (.) g randomly and used only 70 of them (red points in Fig.A.2) to fit the Gielis's ˆ(.) g and the rest 30 points (green ones in Fig. A.2) were left out. With the estimated parameters (Table A. 2) we generated 1000 points (blue ones in Fig.A.2 ) randomly strewn over the entire curve. The scatter shows that the estimated parameters can very well predict the points beyond the samples used for estimation. The values of S 2 in all the three cases are quite small. 
