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Abstract
We construct a broad class of generalized Bayes minimax estimators of the mean of a multivariate
normal distribution with covariance equal to σ 2 Ip , with σ 2 unknown, and under the invariant loss
‖δ(X)− θ‖2/σ 2. Examples that illustrate the theory are given. Most notably it is shown that a hierarchical
version of the multivariate Student-t prior yields a Bayes minimax estimate.
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1. Introduction
In this paper we consider the point estimation for the mean of a multivariate normal when the
variance is unknown. Specifically, we assume the following model
X ∼ Np(θ, σ 2 I ), S ∼ σ 2χ2m, (1.1)
where S is independent of X . We are interested in constructing generalized Bayes minimax
estimators of θ under the scaled squared loss function
L(δ(X), θ) = ‖δ(X)− θ‖
2
σ 2
. (1.2)
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In particular, we consider the following class of generalized hierarchical prior distributions
θ ∼ N (0, νσ 2), σ 2 ∝∼ (σ 2)−B, ν ∼ h(ν), (1.3)
where “
∝∼” means “distributed with a density proportional to”, B is a positive constant, and h(ν)
is a continuously differentiable probability density function on [0,∞). We develop sufficient
conditions on m, p, and h(ν) such that the generalized Bayes estimators with respect to the class
of priors (1.3) are minimax under the invariant loss function in (1.2). We are able to obtain such
sufficient conditions by applying the bounds and monotonicity results of [2,8].
Recall that X is minimax under the squared loss for estimating θ when X ∼ Np(θ, Ip). [7]
showed that if δ(X) is admissible, then there is a nonnegative measure pi such that m(x) =∫
f (x |θ)pi(dθ) < ∞ for all x ∈ R, and δ(X) = δpi (X), where δpi (X) denotes the generalized
Bayes estimator with respect to the prior pi . Consequently, X is inadmissible when p ≥ 3. [7]
also conjectured that, for estimating a multivariate normal mean using quadratic loss, a proper
Bayes minimax estimator does not exist for four or less dimensions. This conjecture was proved
by [20], who also settled the issue for dimensions five or more that such estimators do indeed
exist. [19] obtained minimaxity of a general estimator of the form δ(X) = X+γ (X) through the
use of the unbiased estimator of the risk p + 2divγ (X) + ‖γ (X)‖2. Thus if for every x ∈ Rp,
2divγ (x)+‖γ (x)‖2 ≤ 0, then δ(X) is minimax. Since (formal) Bayes estimators are of the form
X + ∇ log m(X), where ∇ denotes the gradient and m is the marginal density, this condition
becomes 4√m(x) ≤ 0, where 4 denotes the Laplacian. [11] used Stein’s representation to
construct Bayes minimax estimators under the squared loss function. [11] considered a class of
generalized, both proper and improper, prior distributions, similar to the priors in (1.3), with
spherical symmetric density
pi(‖θ‖2) =
∫ ∞
0
1
(2piν)p/2
e−
‖θ‖2
2ν h(ν)dν.
[11] also give sufficient conditions on the mixing density h(ν) such that the corresponding
generalized Bayes estimator is minimax by noting that δpi is minimax if
4m(x)
‖∇m(x)‖ − 1/2
‖∇m(x)‖
m(x)
≤ 0. (1.4)
In the context of Bayes minimax estimation of the mean of a multivariate normal the usual
assumption is that the variance is known (see [3–5,9,11,15,17,14,21] are the notable exceptions
that cover the case of an unknown variance). However, the results in these two papers utilize
the technique of [2] which requires the shrinkage function to be monotone. [8] noted that
the sufficient conditions given in [2] were too strong and gave new sufficient conditions for
minimaxity that relaxed the monotonicity requirement. By applying the results of [2,8] we are
able to construct a broad class of generalized Bayes minimax estimators under the invariant
loss function for the mean of a multivariate normal when the variance is unknown. Note that in
the case of a known variance [11] uses Stein’s representation to construct minimax estimators
that also did not require monotonicity of the shrinkage function. In particular, the key result
in [11] showed that the multivariate Student-t prior yields a Bayes minimax estimate with a
nonmonotone shrinkage function.
Recently, [6,10,13,18] gave conditions for minimaxity of generalized Bayes estimators of the
location vector of a spherically symmetric distribution under squared error loss. [13,18] consider
the general spherical case whereas [10] consider the scale mixture of normals. The results in
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[10,13,18] do not cover the estimation problem considered here since the model sufficient
statistics in (1.1) are (X, S), hence the corresponding posterior distribution will also depend
on (X, S). The spherically symmetric distribution cases discussed in [10,13,16,18] do not have
a scale parameter nor do they contain a “residual vector” (the spherically symmetric distribution
analog of S) as in the case of spherically (or more generally elliptically) symmetric distributions
discussed in [12]. An additional difference is that in this paper we consider the invariant squared
error loss that depends on the unknown scale parameter.
In Section 2 we give the form of the Bayes estimator of the mean of a multivariate normal
when the variance is unknown under the loss in (1.2). In Section 3, we review the results of [2,8]
and establish the bounds and monotonicity properties of the shrinkage function. The main results
of the paper are given in Section 4 and in Section 5 we present some examples; in particular in
Section 5.2 it will be shown that a hierarchical version of the multivariate Student-t prior yields
a minimax generalized Bayes rule.
2. The Bayes estimate
In this paper, we consider the point estimation for the mean of a multivariate normal when the
variance is unknown. Specifically, we assume the model in (1.1). We construct generalized Bayes
minimax estimators of θ under the loss function in (1.2). In particular, we assume that θ follows
the class of generalized prior distributions in (1.3). As in [11] we find sufficient conditions on
h(ν) such that the generalized Bayes estimators with respect to the class of priors (1.3) are
minimax.
In order to derive the (formal) Bayes estimator we re-parameterize the model in (1.1) by
replacing σ by η−1, the model then becomes
X ∼ Np(θ, η−2 Ip), S ∝∼ S m2 −1ηme−12 Sη2 ,
θ ∼ Np(0, νη−2 Ip), ν ∼ h(ν), η ∝∼ η−2K , (2.1)
where K is a positive constant. Under this model, the prior for θ is a scaled mixture of normal
distributions.
Before we derive the formula for the generalized Bayes estimator under the model (2.1), we
need to impose three regularity conditions on the parameters of priors. These conditions are
easily satisfied by many hierarchical priors. These three conditions are assumed throughout this
article.
C1: A = −K + p2 + m2 + 32 > 1;
C2:
∫ 1
0 λ
p
2−2h( 1−λ
λ
)dλ <∞; and
C3: limν→∞ h(ν)
(1+ν) p2 −1
= 0.
Lemma 2.1. Under the model in (2.1), the generalized Bayes estimator can be written as
δ(X, S) = X − R(F)X = X − r(F)
F
X, (2.2)
where F = ‖X‖2/S,
R(F) =
∫ 1
0 λ
p
2−1(1+ λF)−Ah( 1−λ
λ
)dλ∫ 1
0 λ
p
2−2(1+ λF)−Ah( 1−λ
λ
)dλ
, (2.3)
M.T. Wells, G. Zhou / Journal of Multivariate Analysis 99 (2008) 2208–2220 2211
and
r(F) = F R(F). (2.4)
Proof. Under the loss function (1.2), the generalized Bayes estimator for the model (2.1) is
δ(X, S) = E(
θ
σ 2
|X, S)
E( 1
σ 2
|X, S)
=
∫∞
0 h(ν)
∫∞
0 [(η2)A−
1
2 e− 12 η2 S
∫
R p
(
1
2piνη−2
) p
2
θe− 12 η2(
‖θ‖2
ν
+‖X−θ‖2)dθ ]dηdν∫∞
0 h(ν)
∫∞
0 [(η2)A−
1
2 e− 12 η2 S
∫
R p (
1
2piνη−2 )
p
2 e− 12 η2(
‖θ‖2
ν
+‖X−θ‖2)dθ ]dηdν
=
1− ∫∞0 [( 11+ν )h(ν)( 11+ν ) p2 ∫∞0 (η2)A− 12 e− 12 η2(S+ l1+ν )dη]dν∫∞
0 [h(ν)( 11+ν )
p
2
∫∞
0 (η
2)A− 12 e−
1
2 η
2(S+ l1+ν )dη]dν
 X
=
(
1−
∫∞
0 (
1
1+ν )h(ν)(
1
1+ν )
p
2 (1+ F1+ν )−Adν∫∞
0 h(ν)(
1
1+ν )
p
2 (1+ F1+ν )−Adν
)
X,
where l = ‖X‖2. Letting λ = (1+ ν)−1, then δ(X, S) = (1− R(F))X , which gives the form of
the generalized Bayes estimator. 
Recall from [19] that when σ 2 is known the Bayes estimator under squared error loss and
corresponding to a prior pi(θ) is given by
δpi (X) = X + σ 25m(X)
m(X)
. (2.5)
The form of the Bayes estimator given in (2.2) gives an analogous form with the unknown
variance replaced by the usual unbiased estimator. Furthermore, define
M(x, s) =
∫ ∫
fX (x)
fS(s)
s
m
2 −1
pi(θ, σ 2)dθdσ 2,
where
fX (x) =
(
1
2piσ 2
) p
2
e−
1
2σ2
‖x−θ‖2
,
and
fS(s) = 1
2
m
2 Γ (m2 )
s
m
2 −1(σ 2)−
m
2 e−
s
2σ2 .
It can be shown that
M(x, s) ∝
∫ ∞
0
h(ν)
∫ ∞
0
[
(η2)A−
3
2 e−
1
2 η
2s
∫
Rp
(
1
2piνη−2
) p
2
e−
1
2 η
2(
‖θ‖2
ν
+‖x−θ‖2)dθ
]
dηdν.
It is interesting to note that the unknown variance analog of (2.5) is
δ(X, S) = X − 1
2
∇XM(X, S)
∇SM(X, S) .
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In the next section we will see that the minimax property of generalized Bayes estimator is
closely related to the behavior of the r(F) and R(F) functions, which is in turn closely related
to the behavior of
g(ν) = −(ν + 1)h
′(ν)
h(ν)
. (2.6)
[11] also gave a detailed analysis of the type of function in (2.6) however their argument was
deduced from the superharmonicity of the square root of the marginal condition in (1.4) rather
than on bounds and monotonicity.
3. Preliminary results
[2,8] gave certain regularity conditions on the shrinkage function r(·) such that an estimator
θ̂ (X, S) = X − r(F)
F
X (3.1)
is minimax under the loss function (1.2) for the model (1.1). Both results require an upper bound
on r(F) and a condition on how fast R(F) = r(F)F decreases with F . In this section, we derive a
bound for the function r(F) in (2.4). The following results are due to [2,8], respectively.
Theorem 3.1. Assume that r(F) is increasing in F, and 0 ≤ r(F) ≤ 2 p−2m+2 , then any point
estimator of the form (3.1) is minimax.
Theorem 3.2. Define cm = p−2m+2 . Assume that 0 ≤ r(F) ≤ 2cm , that for all F with r(F) < 2cm ,
F
p
2−1r(F)
(2− r(F)cm )1+2cm
is increasing in F, (3.2)
and that if an F0 exists such that r(F0) = 2cm , then r(F) = 2cm for all F ≥ F0. With the above
assumptions, the estimator θ̂ (X, S) = X − r(F)F X in (3.1) is minimax.
Consequently, to apply these results one has to establish an upper bound for r(F) in (2.4) and
the monotonicity property for some variants of r(F), and the candidate we use is r˜(F) = Fcr(F)
with a constant c. This bound and the monotonicity property is used in proving the minimaxity
of the generalized Bayes estimator.
3.1. A bound on the r(F) function
In this subsection we derive the needed bounds in order to apply Theorems 3.1 and 3.2. Before
we derive the bound for r(F) in (2.4), first note that Lemma A.1 shows that the integration by
parts used in Lemmas 3.1 and 3.2 are valid.
Lemma 3.1. With the regularity conditions C1, C2 and C3, and assume that g(ν) ≤ M, where
M is a positive constant and g(ν) is defined as in (2.6), then for the r(F) function in (2.4), we
have
0 ≤ r(F) ≤
p
2 − 1+ M
A − p2 − M
.
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Proof. By the definition in (2.3), R(F) ≥ 0, then r(F) = F R(F) ≥ 0. Note that
r(F) = F
∫ 1
0 λ
p
2−1(1+ λF)−Ah( 1−λ
λ
)dλ∫ 1
0 λ
p
2−2(1+ λF)−Ah( 1−λ
λ
)dλ
= F
I p
2−1,A,h(F)
I p
2−2,A,h(F)
,
where we are using the notation
Iα,A,h(F) =
∫ 1
0
λα(1+ λF)−Ah
(
1− λ
λ
)
dλ.
Using integration by parts, we obtain
F I p
2−1,A,h(F) =
∫ 1
0
λp/2−1h
(
1− λ
λ
)
d
[
(1+ λF)1−A
1− A
]
= λ p2−1h
(
1− λ
λ
)
(1+ λF)1−A
1− A
∣∣∣∣1
0
+ 1
A − 1
∫ 1
0
(1+ λF)−A(1+ λF)
×
[( p
2
− 1
)
λ
p
2−2h
(
1− λ
λ
)
− 1
λ2
λ
p
2−1h′
(
1− λ
λ
)]
dλ.
By C1 and C3, we know that the first term of the RHS is nonpositive. The second term of the
RHS can be written as N1 + N2 + N3 + N4 where
N1 = 1A − 1
∫ 1
0
(1+ λF)−A
( p
2
− 1
)
λ
p
2−2h
(
1− λ
λ
)
dλ =
p
2 − 1
A − 1 I p2−2,A,h(F),
N2 = 1A − 1
∫ 1
0
(1+ λF)−Aλ p2−2h′
(
1− λ
λ
)(−λ
λ2
)
dλ
= 1
A − 1
∫ 1
0
(1+ λF)−Aλ p2−2
[
h′( 1−λ
λ
)
h( 1−λ
λ
)
(
−1− λ
λ
− 1
)]
h
(
1− λ
λ
)
dλ
=
I p
2−2,A,h(F)
A − 1
∫ 1
0 λ
p
2−2(1+ λF)−Ag( 1−λ
λ
)h( 1−λ
λ
)dλ∫ 1
0 λ
p
2−2(1+ λF)−Ah( 1−λ
λ
)dλ
≤ M
A − 1 I p2−2,A,h(F),
N3 =
p
2 − 1
A − 1 F I p2−1,A,h(F) =
(
p
2 − 1)r(F)
A − 1 I p2−2,A,h(F),
and
N4 =
I p
2−2,A,h(F)
A − 1
F
∫ 1
0 λ
p
2−1(1+ λF)−Ah′( 1−λ
λ
)(−1
λ
)dλ
I p
2−2,A,h(F)
=
I p
2−2,A,h(F)
A − 1
F
∫ 1
0 (1+ λF)−Aλ
p
2−1 h
′( 1−λ
λ
)
h( 1−λ
λ
)
(− 1−λ
λ
− 1)h( 1−λ
λ
)
I p
2−2,A,h(F)
=
I p
2−2,A,h(F)
A − 1
F
∫ 1
0 (1+ λF)−Aλ
p
2−1g( 1−λ
λ
)h( 1−λ
λ
)dλ
I p
2−2,A,h(F)
≤ Mr(F)
A − 1 I p2−2,A,h(F).
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Combining all the terms, we get the following inequality
(A − 1)r(F) ≤
( p
2
− 1
)
+ M +
( p
2
− 1
)
r(F)+ Mr(F)⇒ r(F) ≤
p
2 − 1+ M
A − p2 − M
.
Therefore we have the needed bound on the r(F) function. 
3.2. The monotonicity requirement
In this subsection, we prove that under certain regularity conditions on g(ν), we have the
monotonicity property for r˜(F) = Fcr(F)with a constant c. This monotonicity property enables
us to show the minimaxity of the generalized Bayes estimator.
Lemma 3.2. If g(ν) = −(ν + 1) h′(ν)h(ν) = l1(ν) + l2(ν) such that l1(ν) is increasing in ν and
0 ≤ l2(ν) ≤ c, then r˜(F) = Fcr(F) is nondecreasing.
Proof. By taking the derivative, we only need to show
0 ≤ (1+ c)R(F)+ F R′(F), (3.3)
which is equivalent to
0 ≤ (1+ c)
I p
2−1,A,h(F)
I p
2−2,A,h(F)
+ F
I ′p
2−1,A,h
(F)I p
2−2,A,h(F)− I ′p2−2,A,h(F)I p2−1,A,h(F)
I 2p
2−2,A,h
(F)
,
which is in turn equivalent to
−F I ′p
2−1,A,h(F)I
p
2−2,A,h(F) ≤ (1+ c)I p2−2,A,h(F)I p2−1,A,h(F)
− F I ′p
2−2,A,h(F)I
p
2−1,A,h(F). (3.4)
Now note that
−F I ′a,A,h(F) =
∫ 1
0
λa(1+ λF)−Ah
(
1− λ
λ
)
AλF
1+ λF dλ.
Let
Ja
(
Au
1+ u h
(
F − u
u
))
=
∫ F
0
ua(1+ u)−A Au
1+ u h
(
F − u
u
)
du,
and
Ja
(
h
(
F − u
u
))
=
∫ F
0
ua(1+ u)−Ah
(
F − u
u
)
du.
Also note that
Ja
(
Au
1+ u h
(
F − u
u
))
= Fa+1
∫ 1
0
λa(1+ λF)−Ah
(
1− λ
λ
)
AλF
1+ λF dλ,
and
Ja
(
h
(
F − u
u
))
= Fa+1 Ia,A,h(F).
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Then it follows that (3.4) is equivalent to
J p
2−1(
Au
1+u h(
F−u
u ))
J p
2−1(h(
F−u
u ))
≤ (1+ c)+
J p
2−2(
Au
1+u h(
F−u
u ))
J p
2−2(h(
F−u
u ))
. (3.5)
By an integration by parts, we have
Ja
(
Au
1+ u h
(
F − u
u
))
=
∫ F
0
ua(1+ u)−Ah
(
F − u
u
)
Au
1+ u du
= −
∫ F
0
ua+1h
(
F − u
u
)
d(1+ u)−A
= −ua+1h
(
F − u
u
)
(1+ u)−A
∣∣∣∣F
0
+
∫ F
0
(1+ u)−A
[
(a + 1)uah
(
F − u
u
)
+ ua+1h′
(
F − u
u
)(−F
u2
)]
du.
Hence (3.5) is equivalent to
−F p2 h(0)(1+ F)−A
J p
2−1(h(
F−u
u ))
+
( p
2
)
+
∫ F
0 u
p
2−1(1+ u)−Ah( F−uu )[
h′( F−uu )
h( F−uu )
(−Fu )]du∫ F
0 u
p
2−1(1+ u)−Ah( F−uu )du
≤ 1+ c + −F
p
2−1h(0)(1+ F)−A + 0
J p
2−2(h(
F−u
u ))
+
( p
2
− 1
)
+
∫ F
0 u
p
2−2(1+ u)−Ah( F−uu )[
h′( F−uu )
h( F−uu )
(−Fu )]du∫ F
0 u
p
2−2(1+ u)−Ah( F−uu )du
, (3.6)
which in turn is equivalent to
−h(0)(1+ F)−A
I p
2−1,A,h(F)
+
J p
2−1(h(
F−u
u )l1(
F−u
u ))
J p
2−1(h(
F−u
u ))
+
J p
2−1(h(
F−u
u )l2(
F−u
u ))
J p
2−1(h(
F−u
u ))
≤ c + −h(0)(1+ F)
−A
I p
2−2,A,h(F)
+
J p
2−2(h(
F−u
u )l1(
F−u
u ))
J p
2−2(h(
F−u
u ))
+
J p
2−2(h(
F−u
u )l2(
F−u
u ))
J p
2−2(h(
F−u
u ))
. (3.7)
Therefore it is clear that I p
2−1,A,h(F) ≤ I p2−2,A,h(F), so that we then have
−h(0)(1+ F)−A
I p
2−1,A,h(F)
≤ −h(0)(1+ F)
−A
I p
2−2,A,h(F)
.
Note also that l1(ν) is increasing in ν implies that for all F fixed, l1( F−uu ) is decreasing in u.
When t < u, we have
(1+ u)−Au p2−2h( F−uu )1{u ≤ F}
(1+ t)−At p2−2h( F−tt )1{t ≤ F}
≤ (1+ u)
−Au
p
2−1h( F−uu )1{u ≤ F}
(1+ t)−At p2−1h( F−tt )1{t ≤ F}
.
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By a monotone likelihood argument, we have
J p
2−1(h(
F−u
u )l1(
F−u
u ))
J p
2−1(h(
F−u
u ))
=
∫ F
0 u
p
2−1(1+ u)−Ah( F−uu )l1( F−uu )∫ F
0 u
p
2−1(1+ u)−Ah( F−uu )du
≤
∫ F
0 u
p
2−2(1+ u)−Ah( F−uu )l1( F−uu )du∫ F
0 u
p
2−2(1+ u)−Ah( F−uu )du
=
J p
2−2(h(
F−u
u )l1(
F−u
u ))
J p
2−2(h(
F−u
u ))
.
Finally, we note that
0 ≤
J p
2−2(l2(
F−u
u )h(
F−u
u ))
J p
2−2(h(
F−u
u ))
≤ c
and
0 ≤
J p
2−1(l2(
F−u
u )h(
F−u
u ))
J p
2−1(h(
F−u
u ))
≤ c.
Therefore we established the inequality (3.7) and the proof is completed. 
4. Minimaxity of the generalized Bayes estimators
In this section, we will use Lemmas 2.1, 3.1 and 3.2 and the results of [2,8] to show the
minimaxity of the generalized Bayes estimator (2.2).
Theorem 4.1. Assume that g(ν) is increasing in ν, g(ν) ≤ M, where M is a positive constant,
and p−2+2Mm+3−2K−2M ≤ 2 p−2m+2 , then δ(X, S) in (2.2) is minimax.
Proof. Let l2(ν) = 0 and l1(ν) = g(ν). By applying Lemma 3.2 to the case c = 0, we have r(F)
increasing in F . Applying the bound in Lemma 3.1, we can get 0 ≤ r(F) ≤ 2 p−2m+2 . Therefore,
by Theorem 3.1, δ(X, S) is minimax. 
It is interesting to make connections to the result in [9]. [9] considered generalized Bayes
estimator for Np(θ, Ip) and showed that when g(ν) is increasing in ν, and M ≤ p−22 , the
generalized Bayes estimator δ(X) would be minimax. By taking m → ∞, we deduce the same
conditions as those in [9]. The next lemma is a variant of [1] for the known variance case.
Lemma 4.1. Define cm = p−2m+2 , if there exists b ∈ (0, 1], and c = b(p−2)4+4(2−b)cm , such that
0 ≤ r(F) ≤ (2 − b)cm , and Fcr(F) is increasing in F, then the generalized Bayes estimator
δ(X, S) in (2.2) is minimax.
Proof. By taking the derivative, (3.2) can be satisfied by requiring
0 ≤ 2
( p
2
− 1
)
R(F)
(
2− r(F)
cm
)
+ 4r ′(F)(1+ r(F)). (4.1)
Since r(F) ≤ (2− b)cm , then at the point where r ′(F) ≥ 0, (4.1) is satisfied. At the point where
r ′(F) < 0, since r(F) ≤ (2− b)cm , then
4r ′(F)(1+ β) ≤ 4r ′(F)(1+ r(F)), (4.2)
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where β = (2− b)cm . We now have
0 ≤ (4+ 4β)(cR(F)+ R(F)+ F R′(F))
= 2b
( p
2
− 1
)
R(F)+ 4r ′(F)(1+ β)
≤ 2
( p
2
− 1
)
R(F)
(
2− r(F)
cm
)
+ 4r ′(F)(1+ r(F))
since Fcr(F) is increasing in F . Thus for all values of F , we proved (4.1), and combining with
the bound on r(F) function, we proved the minimaxity of the generalized Bayes estimator. 
It is interesting to observe that by requiring a tighter upper bound on r(F), we can relax the
monotonicity requirement on the r(F). The tighter the upper bound, the more flexible the r(F).
This result enriches the class of priors whose generalized Bayes estimators are minimax. Direct
application of Lemmas 2.1, 3.1, 3.2 and 4.1 will get us the following theorem.
Theorem 4.2. If there exists b ∈ (0, 1] such that g(ν) = l1(ν) + l2(ν) ≤ M, and l1(ν) is
increasing in ν, 0 ≤ l2(ν) ≤ c = b(p−2)
4+4(2−b) p−2m+2
, and p−2+2Mm+3−2K−2M ≤ (2−b)(p−2)m+2 . Then the
generalized Bayes estimator δ(X, S) in (2.2) is minimax.
5. Examples
In this section we will give several examples on which our results can be applied and make
some connection to the existing literature found in [17] and [11].
5.1. Maruyama and Strawderman (2005) priors
Consider the priors with h(ν) ∝ νb(1 + ν)−a−b−2. [17] showed that if b ≥ 0, m2 + e >
a > − p2 − 1 and 0 ≤
p
2+a+1
m
2 +e−a ≤ 2cm , where cm =
p−2
m+2 , then the resulting generalized Bayes
estimator is minimax. Note that their parameter e and our parameter K are related by the equality
−K = e + 1/2.
Condition C1 is equivalent to the condition that m2 + e > − p2 − 1. C2 and C3 are equivalent
here, and both are equivalent to the condition that a + p2 + 1 > 0 in this case. Then using
Theorem 4.1, we have g(ν) = a + 2 − bν−1. The condition that g(ν) is increasing in ν is
equivalent to the condition that b ≥ 0. Clearly, we can let M = a + 2. To satisfy the condition
0 ≤ r(F) ≤ 2cm , the conditions m2 + e > a and 0 ≤
p
2+a+1
m
2 +e−a ≤ 2cm are sufficient since
r(F) ≤ p−2+2a+4m+3+2e+1−2a−4 =
p
2+a+1
m
2 +e−a .
A close examination of the proof in [17] shows that their upper bound on r(F) is sharp, and
this implies that our bound in Lemma 3.1 cannot be relaxed.
5.2. Generalized Student priors
Let
h(ν) = c(ν + 1)β−α−γ− p−22 νγ−βe γν .
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We shall consider two cases here. The first case where α ≤ 0, β ≤ 0 and γ < 0 involves the
construction of a monotonic r(·) function. The second case where α ≤ 0, β > 0 and γ < 0 does
not require the r(·) function to be monotonic. In all cases,
ln h(ν) =
(
β − α − γ − p − 2
2
)
ln(1+ ν)+ (γ − β) ln ν + γ
ν
and
g(ν) =
(
p − 2
2
+ α + γ − β
)
+ (1+ ν)(β − γ )
ν
+ γ (1+ ν)
ν2
= p − 2
2
+ α + β
ν
+ γ
ν2
.
Clearly g(ν) is monotonic in the first case, and we can get the minimaxity of the generalized
Bayes estimator by having
0 ≤ p − 2+ α
m
2 + 12 − K − p2 − α
≤ p − 2m
2 + 1
in addition to conditions C1, C2, and C3. In the limiting case where m →∞, C1 holds trivially.
Both C2 and C3 can be satisfied by α > 2− p. The upper bound on R(F) can be satisfied by any
α ≤ 0. Consequently, our conditions reduce to those of [11] for the case of the known variance.
Now we consider spherical multivariate Student-t priors with n degree of freedom and a
scale parameter τ , with α = n−p+42 , β = n(1−τ)+22 and γ = − nτ2 . The case of τ = 1 is of
particular interest and could not be derived by an monotonic r(·) function argument. But we can
use the result in Theorem 4.2 to show that the generalized Bayes estimator is minimax under the
following conditions: n ≤ p − 4, there exists a constant b ∈ (0, 1] such that
p + n + 1n
m + 1− 2K − n − 1n
≤ (2− b) p − 2
m + 2 ,
1
2n
≤ c = b(p − 2)
4+ 4(2− b) p−2m+2
. (5.1)
Condition (5.1) can be established by observing that in this case,
g(ν) = p − 2
2
+ α + β
ν
+ γ
ν2
= n
2
+ 1+ 1
ν
− n
2ν2
and is clearly nonmonotonic. We then let M = n2 +1+ 12n and apply Lemma 3.1 to get the upper
bound on r(·). We define
l1(ν) = g(ν)− 12n when ν ≤ n, and l1(ν) =
n
2
+ 1 otherwise.
We also define
l2(ν) = 12n when ν ≤ n, and l2(ν) =
1
ν
− n
2ν2
otherwise.
By applying Lemma 3.2, we get condition (5.1).
We give an explicit computation by considering the case n = 1, which corresponds to the
spherical multivariate Cauchy prior. We assume that m = O(p), and −2K = 3, then condition
(5.1) reduces to p ≥ 5, p+2m+2 ≤ (2 − b) p−2m+2 , and 12 ≤ b(p−2)4+8−4b . We set b = 5/9, then p = 11 is
sufficient for the generalized Bayes estimator to be minimax.
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Appendix
Lemma A.1. Assume that h(ν) is a continuously differentiable function on [0,∞), and
regularity conditions C1, C2 and C3 hold, then for all F ≥ 0,
−∞ <
∫ 1
0
λ
p
2−1(1+ λF)−Ah′
(
1− λ
λ
)(
1
λ2
)
dλ <∞
and
−∞ <
∫ 1
0
λ
p
2 (1+ λF)−Ah′
(
1− λ
λ
)(
1
λ2
)
dλ <∞.
Proof. Let Ia,B,h(F) =
∫ 1
0 λ
a(1+ λF)−Bh( 1−λ
λ
)dλ, then
I p
2−1,A+1,h(F)F = − limb→0
∫ 1
b
λp/2−1h
(
1− λ
λ
)
d
[
(1+ λF)−A
A
]
= − lim
b→0 λ
p
2−1h
(
1− λ
λ
)
(1+ λF)−A
A
∣∣∣∣1
b
+ lim
b→0
1
A
∫ 1
b
( p
2
− 1
)
λ
p
2−2(1+ λF)−Ah
(
1− λ
λ
)
− lim
b→0
1
A
∫ 1
b
λ
p
2−1(1+ λF)−Ah′
(
1− λ
λ
)(
1
λ2
)
dλ.
The regularity condition C3 guarantees that the first term on the RHS is contained in (−∞, 0]
and the regularity condition C2 guarantees that the second term is contained in (0,∞). C2 also
guarantees that LHS is contained in (0,∞), then we get
−∞ <
∫ 1
0
λ
p
2−1(1+ λF)−Ah′
(
1− λ
λ
)(
1
λ2
)
dλ <∞.
Similarly, by examining I p
2 ,A+1,h(F)F , we can show that
−∞ <
∫ 1
0
λ
p
2 (1+ λF)−Ah′
(
1− λ
λ
)(
1
λ2
)
dλ <∞. 
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