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Abstract
We consider a market with fractional Brownian motion with stochastic integrals generated
by the Riemann sums. We found that this market is arbitrage free if admissible strategies
that are using observations with an arbitrarily small delay. Moreover, we found that this
approach eliminates the discontinuity with respect to the Hurst parameter H at H = 1/2 of
the expectations of stochastic integrals.
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1 Introduction
In this short note, we readdress the problem of the presence of arbitrage opportunities for the
market models based on fractional Brownian motion with the Hurst parameter H ∈ (1/2, 1).
Statistical properties of these models make them important for financial applications; however,
the presence of arbitrage represents a certain obstacle from the theoretical point of view. This
problem was intensively studied; see, e.g., [1, 3, 2, 4, 6, 10, 11, 13, 14, 15]. As can be seen from
Example 2 below, there is a discontinuity with respect to H → 1/2 + 0 at the point H = 1/2
of the wealth process for some portfolio strategies. The market where H = 1/2 is arbitrage
free, and the market with H ∈ (1/2, 1) allows arbitrage. One of possible some solutions of this
problem is to use different constructions of stochastic integral that are not based on Riemann
sums such as Wick integral (see [1, 4]). Another approach is to include proportional transaction
costs in the model [10, 3]. In addition, it was suggested in [6] that additional restrictions on the
admissible strategies also can remove arbitrage. It was shown in Theorem 4.3 [6] that arbitrage
cannot be achieved in the class of piecewise constant strategies with a minimal amount of time
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between two consecutive transactions. The restrictions on the times between transactions were
relaxed in [2], Theorem 3.21.
We suggest one more alternative class of strategies allowing to exclude arbitrage for a a mar-
ket based on a fractional Brownian motion with H ≥ 1/2 with stochastic integrals generated
by the Riemann sums. We suggest to use admissible strategies that are not necessary piecewise
constant and that they are constructed using current observations processed with an arbitrarily
small time delay. It can be noted that this is a natural restrictions on the class of the portfo-
lio strategies; in practice, certain delay in information transfer and execution is inevitable for
practical implementation of a portfolio strategy.
We found that a simple Bachelier type market of with these strategies is arbitrage free
(Theorem 1); this result is similar to to the results for piecewise constant strategies from Theorem
4.3 [6] and Theorem 3.21 [2].
The most interesting result of this paper is that it appears the discontinuity with respect
to H at H = 1/2 of the expectations of stochastic integrals vanishes for our class strategies
(Lemma 2 and Theorem 1(ii)).
The proofs are based on a useful representation for the fractional Brownian motion BH(t)
with the zero mean. We found that the increment of BH(t) can be represented as the sum of a
two independent Gaussian processes one of which is smooth in the sense that it is differentiable
in mean square sense, with the derivative that is square integrable on the finite time intervals.
Similarly to the drift part of the diffusion processes, expectations of the integrals by this process
are non-zero for the processes adapted to it. This process can be considered as an analog of the
drift. It has to be noted that the term ”drift” is usually applied to µ presented for the process
µt + BH(t); see [5],[12],[8], where and estimation of µ was studied. In [12], the term ”drift”
was also used for a representation for BH after linear integral transformation and random time
change via a standard Brownian motion process with constant in time drift. Our representation
is for BH itself, i.e, without an integral transformation.
2 The main result
The fractional Brownian motion and stochastic integration
We are given a standard probability space (Ω,F,P), where Ω is a set of elementary events, F is
a complete σ-algebra of events, and P is a probability measure.
We assume that {BH(t)}t∈R is a fractional Brownian motion such that BH(0) = 0 with the
Hurst parameter H ∈ (1/2, 1) defined as described in [11, 9] such that
BH(t)−BH(s) = cH
∫ t
s
(t− q)H−1/2dB(q) + cH
∫ s
−∞
[
(t− q)H−1/2 − (s− q)H−1/2
]
dB(q), (1)
where t > s > 0, cH =
√
2HΓ(3/2 −H)/[Γ(1/2 +H)Γ(2− 2H)] and Γ is the gamma function.
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Here {B(t)}t∈R is standard Brownian motion such that B(0) = 0.
Let {Gt} be the filtration generated by the process B(t).
For a given T > s, let A0(s, T ) be the set of all processes γ(t), t ∈ [s, T ], that are progressively
measurable with respect to the filtration {Gt} and such that E
∫ T
0 γ(t)
2dt < +∞.
Let Aε[s, T ] be the set of all γ ∈ A0[s, T ] such that there exists an integer n > 0 and a set
of non-random times T = {Tk}
n
k=1 ⊂ [s, T ], where n > 0 is an integer, T0 = s, Tn = T , and
Tk+1−Tk ≥ ε, such that γ(t) is GTk -measurable for t ∈ [Tk, Tk+1). In particular, this set includes
all γ ∈ A0[s, T ] such that γ(t) is Gt−ε-measurable for all t ∈ [s, T ]. Let A
d[s, T ] = ∪ε>0Aε[s, T ].
Let Âε the set of all γ ∈ A0 such that γ(t) is Gt−ε-adapted, and let Â
d = ∪ε>0Âε.
Lemma 1. For any γ ∈ Ad[s, T ], the integral
∫ T
s γ(t)dBH(t) converge as a sequence of the
corresponding Riemann sums in L1(Ω,GT ,P).
The following lemma establishes continuity in L1(Ω,GT ,P) of the stochastic integrals with
respect to the Hurst parameter H at H = 1/2.
Lemma 2. For any γ ∈ Âd,
E
∣∣∣∣∫ T
s
γ(t)dBH(t)−
∫ T
s
γ(t)dB(t)
∣∣∣∣→ 0 as H → 1/2 + 0. (2)
This continuity does not take place for some γ, as can be seen from the following example
[14].
Example 1. For any H ∈ (1/2, 1) and T > s,
(BH(T )−BH(s))
2 = 2
∫ T
0
(BH(t)−BH(s))dBH(t).
The integral converges as a sequence of the corresponding Riemann sums.
A consequence of Example 1 is that
E
∫ T
s
γ(t)dBH(t) 9 0 = E
∫ T
s
γ(t)dB(t) as H → 1/2 + 0.
Therefore, the stochastic integrals by dBH depends discontinuously in H → 1/2 + 0 for some
g ∈ A0[s, T ].
By Lemma 2, it also follows from Example 1 that, for γε(t) = E{g(t)|Gt−ε},
E
∫ T
s
γε(t)dBH(t) 9 E
∫ T
s
γ(t)dBH(t) as ε→ 0 + .
Therefore, the stochastic integrals by dBH depends discontinuously in ε with these gε.
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The market model
The rules for the operations of the agents on the market define the class of admissible strategies
where the optimization problems have to be solved.
Let X(0) > 0 be the initial wealth at time t = 0 and let X(t) be the wealth at time t > 0.
We assume that the wealth X(t) at time t ∈ [0, T ] is
X(t) = β(t)b(t) + γ(t)S(t). (3)
Here β(t) is the quantity of the bond portfolio, γ(t) is the quantity of the stock portfolio, t ≥ 0.
The pair (β(·), γ(·)) describes the state of the bond-stocks securities portfolio at time t. Each of
these pairs is called a strategy.
Let θ ∈ (0,+∞] be given; the case where θ = +∞ is note excluded.
Let {Ft}t≥−θ be a filtration such that Ft ⊆ Gt for all t.
A pair (β(·), γ(·)) is said to be an admissible strategy if the processes β(t) and γ(t) are
progressively measurable with respect to the filtration {Ft}.
In particular, the agents are not supposed to know the future (i.e., the strategies have to be
adapted to the flow of current market information).
In addition, we require that
E
∫ T
0
[
β(t)2 + γ(t)2
]
dt < +∞.
This restriction bounds the risk to be accepted and pays the same role as exclusion of doubling
strategies; see examples and discussion on doubling strategies in [2].
Definition 1. (i) Let A0 be the set of all γ that are progressively measurable with respect to
{Gt} such as described above.
(ii) Let Aε be the set of all γ ∈ A0 such that there exists a finite set of non-random times
T = {Tk}
n
k=1 ⊂ [0, T ], where n > 0 is an integer, T0 = 0, Tn = T , and Tk+1−Tk ≥ ε, such
that γ(t) is GTk-measurable for t ∈ [Tk, Tk+1).
(iii) Let Ad = ∪ε>0Aε.
(iv) Let Âε the set of all γ ∈ A0 such that γ(t) is Gt−ε-adapted.
(v) Let Âd = ∪ε>0Âε.
Note that Âε ⊂ Aε for any ε > 0, and the set A
d is wider than the class of piecewise constant
functions considered in [6].
Suppose that, for some γ ∈ A0, the integral
∫ t
0 γ(s)dS(s) converge as a sequence of the
corresponding Riemann sums. In this case, an admissible pair (β(·), γ(·)) is said to be an
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admissible self-financing strategy if
dX(t) = β(t)db(t) + γ(t)dS(t) = γ(t)dS(t),
meaning that
X(t) = X(0) +
∫ t
0
β(s)db(s) +
∫ t
0
γ(s)dS(s) =
∫ t
0
γ(s)dS(s),
Under this condition, the process γ(t) alone defines the strategy.
By Lemma 1, for any γ ∈ Ad, the integral
∫ T
0 γ(s)dS(s) converge as a sequence of the
corresponding Riemann sums in L1(Ω,GT ,P).
Let A be a set of admissible γ (we will consider A = A0, A = A
d, or A = Âd).
For H ∈ [1/2, 1), we denote by MH(A) the market model described above with A as the set
of admissible γ .
Definition 2. We say that the market model MH(A) allows arbitrage if there exists a strategy
γ ∈ A such that the integral
∫ t
0 γ(s)dS(s) converges as a sequence of the corresponding Riemann
sums, and P(X(T ) ≥ 0) = 1 and P(X(T ) > 0) > 0 for the corresponding self-financing strategy
with the wealth X(T ) =
∫ t
0 γ(s)dS(s) at time T with the initial wealth X(0) = 0.
It is known that the market model M1/2(A0) does not allow arbitrage. On the other hand,
the market model MH(A0) allows arbitrage for any H ∈ (1/2, 1). This can be seen from the
following version of Example 1 [14].
Example 2. For any H ∈ (1/2, 1),
X(T ) = (S(T )− S(0))2 = 2
∫ T
0
(S(t)− S(0))dS(t) =
∫ T
0
γ(t)dS(t), (4)
is the wealth for an admissible strategy with γ(t) selected as 2(S(t) − S(0)). In this case, the
integral integral
∫ T
0 γ(s)dS(s) converges as a sequence of the corresponding Riemann sums.
A consequence of Example 2 is that the stochastic integrals by dBH depends discontinuously
in H → 1/2 + 0, since it is not true that
E
∫ T
0
γ(t)dBH(t)→ 0 = E
∫ T
0
γ(t)dB(t) as H → 1/2 + 0.
This is an undesired feature; small deviations of the evolution law for BH cause large changes
of the wealth for a strategy. In addition, it implies that non-arbitrage model M1/2(A0) and
arbitrage allowing model MH(A0) are statistically indistinguishable for the case where H ≈ 1/2.
Theorem 1. (i) For any H ∈ [1/2, 1), the market model MH(A
d) is arbitrage-free.
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(ii) For any γ ∈ Âd,
E
∣∣∣∣∫ T
0
γ(t)dBH(t)−
∫ T
0
γ(t)dB(t)
∣∣∣∣→ 0 as H → 1/2 + 0.
3 Proofs
Let s ≥ 0 be fixed. By (1), we have that
BH(t)−BH(s) =WH(t) +RH(t),
where
WH(t) = cH
∫ t
s
(t− q)H−1/2dB(q), RH(t) = cH
∫ s
−∞
f(t, q)dB(q),
and where f(t, q) = (t− q)H−1/2 − (s − q)H−1/2.
Let s ≥ 0 and T > s be fixed. For τ ∈ [s, T ] and g ∈ L2(s, T ), set
GH(τ, s, T, g) = cH(H − 1/2)
∫ T
τ
(t− τ)H−3/2g(t)dt.
Lemma 3. The processes WH(t) and RH(t), where t > s, are independent Gaussian {Gt}-
adapted processes with zero mean and such that the following holds.
(i) WH(t) is independent on Gs for all t > s and has an Itoˆ’s differential in t in the following
sense: for any T > s, there exists a function h(·, s, T ) ∈ L2(s, T ) such that∫ T
s
γ(t)dWH(t) =
∫ T
s
GH(τ, s, T, γ)dB(τ)
for any γ ∈ L2(Ω,Gs,P, L2(s, T )).
(ii) RH(t) is Gs-measurable for all t > s and differentiable in t > s in mean square sense.
More precisely, there exits a process DRH such that
(a) DRH(t) is Gs-measurable for all t > s;
(b) for any t > s,
EDRH(t)
2 = c2H
H − 1/2
2
(t− s)2H−2, E
∫ t
s
DRH(q)
2dq < +∞;
(c) for any t > s,
lim
δ→0
E
∣∣∣∣RH(t+ δ)−RH(t)δ −DRH(t)
∣∣∣∣ = 0. (5)
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For s ≥ 0, T > s, τ ∈ [s, T ], g ∈ L2(s, T ), set
GH(τ, s, T, g) = cH(H − 1/2)
∫ T
τ
(τ − s)H−3/2g(t)dt. (6)
Corollary 1. Let γ(t) be a process such that γ(t) is Gs-measurable for all t, and that E
∫ T
s γ(t)
2dt <
+∞ for any T > s. Then∫ T
s
γ(t)dBH(t) =
∫ T
s
γ(t)dWH(t) +
∫ T
s
γ(t)DRH (t)dt
=
∫ T
s
GH(τ, s, T, γ)dB(τ) +
∫ T
s
γ(t)DRH (t)dt,
and the integrals here converge in L1(Ω,GT ,P).
Proof of Lemma 3 and Corollary 1 can be found in [7].
Proof of Lemma 1. Suppose that γ ∈ Aε(s, T ), where ε >. Let Tε = {Tk}
n
k=1 be the set
such as in the definition of Aε(s, T ). By Corollary 1, the integrals
∫ Tk
Tk−1
γ(t)dBH(t) converge as
required for all k. Then the proof follows. .
Proof of Lemma 2. Let Θ denotes a finite set of non-random times {Tk}
n
k=1 ⊂ [s, T ], where
n > 0 is an integer, T0 = s, Tn = T , and Tk+1 ∈ (Tk, Tk + ε); this times are not necessarily
equally spaced. For δ ∈ (0, ε), let Tδ = ∪
n
k=0(Tk, (Tk+ δ)∧T ). Let Aε,Θ,δ be the set of all γ ∈ Aε
such that γ = 0 for t ∈ Tδ.
Let Ik =
∫ Tk+1
Tk
γε(t)dBH(t) and let I¯k =
∫ Tk+1
Tk
γε(t)dB(t).
Let Tε = {Tk}
n
k=1 be the set such as in Definition 1(ii), and let
Ik =
∫ Tk
Tk−1
γ(t)dBH(t) = IW,k + IR,k,
where
IW,k =
∫ Tk
Tk−1
γ(t)dWH,k(t), IR,k =
∫ Tk
Tk−1
γ(t)dRH,k(t)
and where WH,k(t) and RH,k are defined similarly to WH and RH with [s, T ] replaced by
[Tk−1, Tk].
Let us prove first the theorem statement for γ ∈ Aε,δ.
It suffices to show that
E|Ik − I¯k| → 0 as H → 1/2 + 0, k = 0, 1, ..., n. (7)
Let us prove (7). Let again RH,k(t) and DRH,k(t) be defined similarly to RH(t) and DRH(t),
with the interval [s, T ] replaced by the interval [Tk−1, Tk]. We have that Ik = IW,k + IR,k, where
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IW,k and IR,k are defined similarly to the proof of Lemma 2 with the interval [Tk−1, Tk]. Clearly,
EJW,k = 0.
We have by Lemma 3 and by the property of the Riemann–Liouville integral that ‖γ −
GH(·, Tk−1, Tk, γ)‖L2(Tk−1,Tk) → 0 a.s. as H → 1/2 +0. In addition, there exists c > 0 such that
‖GH(·, Tk−1, Tk, γ)‖L2(Tk−1,Tk) ≤ c‖γ‖L2(Tk−1,Tk)
a.s. for all H. Therefore,
‖γ(t)−GH(t, Tk−1, Tk, γ)‖L2(Tk−1,Tk) ≤ 2c‖γ‖L2(Tk−1,Tk)
a.s. for all H. It follows that
E|IW,k − I¯k|
2 = E
∫ Tk
Tk−1
|γ(t) −GH(t, Tk−1, Tk, γ)|
2dt→ 0 as H → 1/2 + 0.
For t ∈ [Tk ∧ (Tk−1 + δ), Tk], we have by Lemma 3 that
EDRH,k(t)
2 ≤ c2H
H − 1/2
2
(Tk − Tk−1 + δ)
2H−2 = c2H
H − 1/2
2
δ2H−2.
Hence
E|IR,k| ≤
(
E
∫ Tk
Tk−1
γ(t)2dt
)1/2(
E
∫ Tk
Tk∧(Tk−1+δ)
DRH(t)
2dt
)1/2
→ 0 as H → 1/2 + 0.
Since it holds for all k, the theorem statement follows for all Θ, δ and γε ∈ Aε,Θ,δ. Since
any γε ∈ Aε can be represented as γε = γ
(1) + γ(2), where γ(k) ∈ Aε,Θk,δk , κ = 1, 2, with an
appropriate choice of Θk and δk. This completes the proof of Lemma 2. 
Proof of Theorem 1 (i). Suppose that a strategy γ ∈ Aε delivers an arbitrage with the
corresponding wealth process X(t) such that X(0) = 0.
Let Ak = {
∫ Tk
Tk−1
γ(t)2dt > 0}. Let IW,k and IR,k are defined similarly to the proof of Lemma
2 with the interval [Tk−1, Tk].
By the definitions, Ak ∈ GTk−1 . Suppose that P(An > 0).
The value IR,n is GTn−1-measurable, and the values {WH(t)}t∈[Tn−1,T ] are independent from
GTn−1 . Since γ(t) is GTn−1-measurable for t ∈ [Tn−1, T ] and GTn−1 ⊂ GTn−1 , it follows that IW,n
and In both have Gaussian distributions conditionally given GTn−1 . Hence In has support on
the entire interval (−∞,+∞) given An.
Hence P(X(T ) < 0|An) > 0 and
P(X(T ) < 0) = P(X(T ) < 0|An)P(An) > 0.
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This would be inconsistence with with the supposition that γ delivers an arbitrage. Hence
P(An) = 0 and X(T ) = X(Tn−1). Similarly, we obtain that P(Ak) = 0 for all k and X(T ) = 0.
This is inconsistence with with the supposition that γ delivers an arbitrage. This completes the
proof of Theorem 1. 
Proof of Theorem 1 (ii) follows from Lemma 2.
4 Discussion and future developments
The model presented above represents a simplest possible model that allows to illustrate that the
arbitrage opportunities vanish for strategies with an arbitrarily small time delay in information
processing. We leave for future research development of more comprehensive models and detailed
analysis such as the following.
(i) It could be interesting to investigate if the discontinuity with respect to H at H = 1/2 of
stochastic integrals vanishes for piecewise continuous strategies presented in no-arbitrage
results obtained in Theorem 4.3 [6] and Theorem 3.21 [2].
(ii) It could be interesting to extend our approach on a more mainstream model with S(t) =
exp(µt + σBH(t)). It is unclear yet how to do this for a setting with Ft−ε-measurable
quantity of shares γ(t) for admissible strategies. However, it is straightforward to consider
a model with this prices in a setting with γ(t) = pi(t)/S(t), where pi(t) is Ft−ε-adapted.
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