disorder (OCD) is characterized by obsessions and compulsions that interfere with a person's normal life. Obsessions are intrusive ideas, images, or impulses that are rejected by people who suffer from OCD. Obsessive issues can be related to the risk of damage or danger, contamination, germs or chemical products, doubts, concerns about symmetry, checking, and so on. Compulsions, on the other hand, are repetitive and stereotyped behaviors that require specific rules to be followed, their goal being to reduce the distress caused by obsessions. Subjects who suffer from this disorder can attract the attention of other people because of their irrational and unadapted behavior. In addition, the disorder causes a great functional impairment and disability in the subject (Abramowitz, Taylor, & McKay, 2009; Taylor, 2011) . Epidemiological studies offer changing prevalence rates, but always larger for women than for men. Thus, in an Australian sample Crino, Slade, and Andrews (2005) found 12-month prevalence rates of 0.6% and 0.7% for men and women, respectively, whereas Kessler, Petukhova, Sampson, Zaslavsky, and Wittchen (2012) found a 12-month prevalence of 1.2% in a U.S. sample. In a systematic review of prevalence rates, Somers, Goldner, Waraich, and Hsu (2006) found 12-month prevalence rates of 0.31% and 0.5% for men and women, respectively. Lifetime prevalence rates for OCD also vary, with figures of 1% and 1.6% for men and women in the Somers et al. (2006) study, and of 1.6% and 3%, respectively, in the Kessler et al. (2012) study.
addressing compulsions. All items have a Likert-type scale scored from 0 to 4, so that the test offers a total score by summing the 10 items, as well as specific scores for the obsession and compulsion subscales. In addition, the Y-BOCS assesses the severity of OCD for a list of 54 symptoms dichotomously scored (present vs. absent) in terms of time spent, interference, distress, resistance, and control.
Although the Y-BOCS was initially developed to assess adults with OCD, it has later been adapted to children and adolescents (Scahill et al., 1997) as well as to other psychiatric disorders where obsessions and compulsions play a relevant role (Hollander et al., 1998; Mazure, Halmi, Sunday, Romano, & Einhorn, 1994; Modell, Glaser, Mountz, Schmaltz, & Cyr, 1992; Monahan, Black, & Gabel, 1996; Phillips et al., 1997) . Several self-report versions of the Y-BOCS have also been developed (Summerfeldt, Richter, Antony, & Swinson, 1999) . The Y-BOCS for adults has been adapted to different languages and cultures. Thus, different versions of the Y-BOCS have been published in at least 16 languages (Arrindell, De Vlaming, Eisenhardt, Van Berkum, & Kwee, 2002; Bejerot, Ekselius, & Von Knorring, 1998; Dome et al., 2006; Ghassemzadeh, Bolhari, Briaschk, & Salavati, 2005; Gross-Isserof et al., 1996; Hou, Yen, Huang, Wang, & Yeh, 2010; Jaisoorya, Reddy, & Srinath, 2003; Jónsson, Hougaard, & Beenedsen, 2011; Koponen et al., 1997; Lyoo, Lee, Kim, Kong, & Kwon, 2001; Mollard, Cottraux, & Bouvard, 1989; Moritz et al., 2002; Nakajima et al., 1995; Ólafsson, Snorrason, & Smári, 2010; Pertusa et al., 2010; Raszka et al., 2009; Rosario-Campos et al., 2006; Sica et al., 2004; Solem, Hjemdal, Vogel, & Stiles, 2010; Tek et al., 1995) .
Reliability is one of the most critical properties of the test scores. An adequate reliability of the test scores is crucial for the clinician to reach an accurate diagnosis. Moreover, a low reliability can decrease the statistical power of the significance tests employed by applied researchers (Wilkinson & APA Task Force on Statistical Inference, 1999) . Therefore, when using a psychometric instrument, reliability is a prerequisite to achieve valid conclusions at both the clinical and research contexts (Nunnally & Bernstein, 1994) .
Goodman, Price, Rasmussen, Mazure, Fleischmann, et al. (1989) administered the Y-BOCS to 40 OCD patients, finding an interrater reliability of 0.98 or more, and a mean internal consistency among 4 raters of 0.89. Up to our knowledge, more than 50 psychometric studies of the Y-BOCS for adults have been published (Anholt et al., 2010; Boyette et al., 2011; Deacon & Abramowitz, 2005; De Haan et al., 2006; Storch et al., 2005) . Their results offer good internal consistency (alpha coefficients between 0.58 and 0.98), test-retest reliability (Pearson correlations between 0.61 and 0.97), interrater agreement (intraclass correlations between 0.63 and 0.99, and kappa coefficients between 0.73 and 1.00). Nonetheless, these studies also evidence a clear variability in the reliability estimates depending on the composition and variability of the samples. In addition, it is not clear whether the large number of different adaptations of the Y-BOCS to other languages and cultures exhibit similar reliability estimates from the test scores.
When a test is applied to a sample of participants, researchers should report a reliability estimate with the data at hand. However, it is very common to find that researchers have induced score reliability from previous administrations of the test to other samples (Green, Chen, Helms, & Henze, 2011) . Reliability induction is an erroneous practice because, as psychometric theory states, reliability is not a property of the test itself, but of the test scores (Crocker & Algina, 1986; Lord & Novick, 1968; McDonald, 1999; Streiner & Norman, 2008) . Therefore, reliability should be determined using the sample in which the Y-BOCS is administered.
As score reliability changes from a test administration to the next, the best way to guide expectations about the reliability of the test scores is to quantitatively integrate several reliability estimates obtained from different administrations of the instrument. To this respect, meta-analysis constitutes an optimal method to examine how score reliability varies along different test applications. In this vein, Vacha-Haase (1998) coined the term reliability generalization (RG) to refer to this kind of meta-analysis. In an RG meta-analysis, an exhaustive search of the studies that have applied the test is carried out, and those that report any reliability estimate with the own sample data are included in the meta-analysis (Henson & Thompson, 2002; Rodriguez & Maeda, 2006; Sánchez-Meca, López-López, & López-Pina, 2013; VachaHaase & Thompson, 2011) .
Objectives
We conducted an RG meta-analysis on the Y-BOCS for adults (a) to estimate the average reliability, in terms of internal consistency, test-retest reliability, and interrater agreement, found in the empirical studies that applied the Y-BOCS; (b) to examine the variability among the reliability estimates; (c) if there is more variability than sampling error can explain, to search for substantive and methodological characteristics of the studies that can be statistically associated to the reliability coefficients; and (d) to propose a predictive model that researchers and clinicians can use in the future to estimate the expected reliability of the Y-BOCS as a function of the most relevant study characteristics (Henson & Thompson, 2002; Rodriguez & Maeda, 2006) . In particular, it was expected that characteristics such as the mean and the standard deviation of the test scores, the mean age, the target population of the participants (clinical vs. nonclinical), and the test version (original vs. adapted), would affect the score reliability.
Method

Data Sources
As the Y-BOCS was developed in 1989, the search period of the relevant studies covered from 1989 to 2011 inclusive. The following databases were consulted: MedLine, SCOPUS, PsycInfo, PUBMED, and PROQUEST CENTRAL. In the search, the following keywords were combined to be found along the documents: "Yale-Brown obsessive compulsive scale" or "Y-BOCS" or "YBOCS" or "'YBOC." A complementary electronic search was launched combining the keywords: "Factor analysis" and "Y-BOCS" or "Reliability" and "Y-BOCS" or "Validity" and "Y-BOCS."
Study Selection
To be included in the meta-analysis, the study had to comply with three criteria: (a) to be an empirical study where the Y-BOCS was applied to an adult sample (≥18 years old), (b) to report any reliability estimate with data from the indexed (study) sample, and (c) it had to be written in English. Figure 1 presents a flowchart describing the selection process of the studies. The search yielded a total of 11,490 references, out of which 9,311 were removed for different reasons. The remaining 2,179 references were empirical studies that had applied the Y-BOCS for adults. Out of these, 131 (6%) studies reported any estimate of the test scores reliability (although 3 studies were removed from our analyses because they were not written in English), whereas the remaining 2,048 (94%) induced reliability from other studies. Two kinds of reliability induction can be distinguished (Shields & Caruso, 2004) : Reliability induction by omission consists of omitting any reference to the test score reliability, whereas reliability induction by report occurs when the study reports some reliability estimate from previous studies. Out of the 2,048 studies that induced reliability, 1,734 (84.7%) omitted any reference to the Y-BOCS reliability, whereas the remaining 314 studies (15.3%) induced reliability by reporting a previous reliability estimate. Therefore, the database of our RG meta-analysis was based on the 128 studies that reported any reliability estimate with the data at hand.
Data Extraction
To explore how study characteristics can affect score reliability when the Y-BOCS is applied, the following moderator variables were coded in the studies: (a) standard deviation of the total test scores; (b) mean of the total test scores; (c) test version (original vs. other); (d) administration format (clinical interview vs. self-administered); (e) mean age of participants (in years); (f) standard deviation of the age of participants (in years); (g) gender distribution in the sample (% male); (h) target population of the sample (nonclinical vs. clinical); (i) disorder of the participants (OCD vs. other); (j) mean of disorder history (in years); (k) standard deviation of disorder history (in years); (l) study focus (psychometric vs. substantive); (m) focus of the psychometric studies (Y-BOCS vs. other tests); (n) publication year; (o) continent (Europe, North America, South America, Asia, or Oceania); (p) main researcher affiliation (psychology vs. psychiatry), and (q) sample size. Together with these moderator variables, coefficients alpha, test-retest, and intraclass correlations, as well as other types of reliability estimate, were obtained for the total scale and for the subscales when they were reported in the studies.
The reliability of the coding process of the study characteristics was checked by selecting a random sample of 20% of the studies that had applied the Y-BOCS. This sample of studies was doubly coded by two independent coding teams, whose members were psychologists with a PhD in psychology and specialized in meta-analysis. In general, the intercoder agreement was satisfactory, with kappa coefficients ranging between 0.65 and 0.99 for the qualitative characteristics, and intraclass correlations ranging between 0.69 and 1.00 for the continuous variables. The inconsistencies between the coders were solved by consensus. 
Data Synthesis
Separate meta-analyses were conducted for coefficients alpha, test-retest, and intraclass correlations, as they estimate three different types of reliability, following the recommendations of several authors from the RG meta-analytic arena (Dimitrov, 2002; Sawilowski, 2000) . Several transformations were applied on the coefficients in order to normalize their sampling distributions and to stabilize their variances (Botella, Suero, & Gambara, 2010; Rodriguez & Maeda, 2006; Sánchez-Meca et al., 2013; Shields & Caruso, 2004; Vacha-Haase & Thompson, 2011) . Coefficients alpha were transformed by means of the Bonett's (2002) 
1 α  ln being the natural logarithm, T being the transformed coefficient, and α  being the coefficient alpha. On the other hand, test-retest and intraclass correlations were transformed using Fisher's Z .
To obtain summary statistics of reliability coefficients, random-effects models were assumed and, consequently, the reliability coefficients were weighted by the inverse variance defined as the sum of the within-study and the betweenstudies variances. The latter was estimated using the empirical Bayes method (López-López, Marín-Martínez, Sánchez-Meca, Van den Noortgate, & Viechtbauer, 2014; Morris, 1983) . The confidence limits around the overall reliability estimates were computed using the method proposed by Hartung (1999 , Sánchez-Meca & Marín-Martínez, 2008 ). The heterogeneity exhibited by the reliability estimates was assessed with the Q test and the I 2 index. Finally, the moderator analyses were conducted through regression analyses for the continuous variables and analyses of variance for the qualitative ones. The analyses assumed mixed-effects models and used the adjustment proposed by Knapp and Hartung (2003; López-López, Botella, Sánchez-Meca, & Marín-Martínez, 2013) .
To facilitate interpretation of results, the average reliability estimates, their confidence limits, and the slope estimates were back-transformed to the original metric of reliability coefficients. The different formulas employed for such back-transformations can be found elsewhere Sánchez-Meca et al., 2013) .
Last, some sensitivity analyses were conducted. The analyses detailed above using the transformed reliability coefficients were also carried out using the untransformed coefficients for comparison purposes. Moreover, the risk of publication bias was assessed constructing funnel plots and applying the trim-and-fill method (Duval & Tweedie, 2000) . All statistical analyses were carried out with the metafor package in R (Viechtbauer, 2010) .
Results
Descriptive Characteristics of the Studies
The present RG meta-analysis was focused on the 128 studies written in English that reported any reliability estimate.
Because of space limitations, the list of study references is not reported in the article, but it can be obtained from the corresponding author on request. Regarding the location of the studies, 27.3% were conducted in Europe, 59.4% in North America, 10.2% in Asia, 1.6% in Oceania, and the remaining 1.5% corresponded to a Turkish and a multicenter study.
Despite 128 articles reported at least one reliability estimate, our unit of analysis was the sample. Therefore, given that several studies reported more than one reliability coefficient for different samples, we collected a total of 235 reliability estimates from 144 independent samples. The most frequently reported reliability estimate was coefficient alpha, computed from 79 (54.9%) different samples, leading to a pooled sample of N = 11,512 participants. Other types of reliability found were inter-rater agreement coefficients, with the intraclass correlation reported in 41 (28.5%) samples (N = 2,650) and the kappa coefficient computed for 12 (8.3%) samples (N = 414). Also, 13 test-retest correlations were retrieved (9% samples, N = 741). Regarding the obsessions and compulsions subscales, coefficient alpha was reported in 31 (21.5%) samples (N = 3,848), the intraclass correlation was computed for 8 (5.5%) samples (N = 259), and 5 test-retest correlations were reported (3.5% samples, N = 124). Table 1 shows the main summary statistics for coefficients alpha. The 79 estimates reported for the total scale yielded a (weighted) mean coefficient alpha of 0.866 (95% confidence limits: 0.849 and 0.882). For the subscales, coefficients alpha were computed for 31 different samples, leading to an overall estimate of 0.824 (confidence limits: 0.789 and 0.854) for the obsessions subscale, and an average coefficient of 0.837 (limits: 0.806 and 0.862) for the compulsions subscale. Table 1 also presents the results of the Q statistics and the I 2 indices for the assessment of the variability exhibited by the reliability estimates. Coefficients alpha for the total scale and subscales showed a statistically significant heterogeneity, with I 2 values around 90%. Note that I 2 values of 25%, 50%, and 75% can be interpreted as reflecting small, medium, and large heterogeneity among the reliability coefficients, respectively (Higgins & Thompson, 2002) . Consequently, analyses to explain part of that heterogeneity were in order.
Mean Reliability and Heterogeneity
Regarding test-retest reliability, the 13 correlations computed for the total scale led to an average estimate of 0.848 (confidence limits: 0.772 and 0.900) for the total scale. Also, 5 samples reported test-retest correlations for the subscales, and the overall reliability estimate was 0.725 (confidence limits: 0.437 and 0.879) for the obsessions subscale and 0.673 (confidence limits: 0.472 and 0.807) for the subscale of compulsions. Significant heterogeneity was found only for the total scale, with an I 2 value of 56.86%.
With respect to interrater agreement, intraclass correlations for the total scale were computed from 41 samples, yielding an average reliability of 0.922 (confidence limits: 0.896 and 0.941). Moreover, 8 correlations were collected for the subscales, leading to an overall reliability of 0.936 (confidence limits: 0.880 and 0.967) for the obsessions subscale and 0.927 (confidence limits: 0.866 and 0.961) for the compulsions subscale. Significant heterogeneity was found only among the intraclass correlations from the total scale, with an I 2 value of 78.35%. Nonetheless, the I 2 values obtained for the obsessions and compulsions subscales (42.81% and 38.02%) suggested some heterogeneity as well.
Moderator Analyses
As coefficient alpha was the most frequently reported reliability estimate, moderator analyses were conducted only for these coefficients. Table 2 shows the results of the weighted simple regression analyses conducted for the continuous moderators, with the transformed coefficients alpha of the total scale as the dependent variable. As the psychometric theory predicts, there was a positive, statistically significant relationship between the standard deviation of the total test scores and the reliability estimates (p < .001) with a 37.9% of variance accounted for. In addition, a negative, statistically significant relationship was found between the mean of the test scores and the reliability estimates (p = .001) with a 17.1% of variance accounted for. The sample size showed a significant relationship with the coefficients as well (p = .020), although the R adj 2 index yielded only a 6.3% of variance explained. The standard deviation of the age of the participants also showed a negative, statistically significant relationship with the reliability coefficients (p = .005), with a 13.3% of variance accounted for. The gender distribution in the samples also showed a statistically significant relationship with coefficients alpha (p = .037), with reliability estimates increasing as the percentage of males in the samples decreased. However, gender distribution only explained a 6% of the coefficients alpha's variability. Last, the mean of the disorder history also achieved a negative, significant result (p = .023), with a 42.2% of variance accounted for. The remaining continuous moderator variables here tested did not reach the statistical significance: mean of the participants age, publication year, and the standard deviation of the disorder history.
With regard to the qualitative moderators, Table 3 shows the results of the weighted analyses of variance applied on the coefficients alpha of the total scale. The target population showed a statistically significant influence on the reliability estimates (p = .001) and a 14.1% of variance explained, with a higher overall reliability for the nonclinical samples ( . ) α  + = 0 904 than for the clinical samples ( . ). α  + = 0 848 For the clinical samples, the type of disorder was associated with the heterogeneity among the coefficients as well (p < .001), accounting for 22.7% of that variability and showing a higher average reliability for non-OCD samples. Out of the 82 studies that reported a coefficient alpha, 35 of them were psychometric studies. When those 35 studies were classified as a function of whether the target test had been the Y-BOCS or another one, statistically significant differences were found between their mean coefficients alpha (p = .036), with a 10.8% of variance explained, the mean reliability being lower for psychometric studies focused on the Y-BOCS. Last, as Table 3 shows, there were no statistically significant Note. k = number of studies (or reliability coefficients); Lb and Ub = lower and upper bounds, respectively, of the 95% confidence interval around the overall reliability estimate; Q = heterogeneity statistic; I 2 = heterogeneity index. In order to facilitate the interpretation, all means and their respective confidential limits were back-transformed to the metric of the original coefficients. *p < .05. **p < .01. ***p < .001. = proportion of variance explained; Q E = statistic to test the model misspecification. In order to facilitate the interpretation, the regression coefficients were back-transformed to the metric of the original coefficients. *p < .05. **p < .01. ***p < .001.
differences when the samples were classified as a function of the test version administered (original vs. adapted), the administration format (interview vs. self-report), study focus (psychometric vs. substantive), continent (Europe, North America, or Asia, after discarding other areas from which less than 5 studies were retrieved), or by the main researcher affiliation (psychology vs. psychiatry).
Although some of the moderators showed a statistically significant association with the reliability coefficients, none of them achieved a nonsignificant result for the model misspecification test ( Q E or Q W for continuous and qualitative moderators, respectively), which suggested the presence of residual heterogeneity among the reliability coefficients after including the moderator (Hedges & Olkin, 1985) . Therefore, a last objective of this meta-analysis was to propose an explanatory model containing the set of most relevant predictors of the coefficients alpha.
An Explanatory Model
With the aim to find a predictive model able to explain, at least, part of the variability among the reliability estimates, a weighted multiple meta-regression analysis was applied assuming a mixed-effects model. From both a statistical and substantive basis, two moderator variables were included in the model: the standard deviation of total test scores and the target population (0 = nonclinical; 1 = clinical). Although other moderator variables exhibited a statistical relationship with coefficient alpha, they were not included in the predictive model due to the presence of missing data. Once applied the multiple meta-regression analysis, the model coefficients were back-transformed to the metric of the coefficients, leading to the following equation:
. .
The full model reached a statistically significant result (p < .001) with a 38.6% of variance accounted for. When testing individually the predictors, both the standard deviation and the target population (nonclinical vs. clinical) showed a statistically significant relationship with the coefficients alpha (p < .001 and p = .016, respectively), with higher reliability predictions for a higher standard deviation (b 1 = 0.018) and a nonclinical sample (b 2 = −0.038). As a counterpart, the model misspecification test was also statistically significant (p < .001), therefore suggesting that other study characteristics were affecting the coefficients alpha variability as well.
Sensitivity Analyses
To check the robustness of our results, the analyses were repeated using the untransformed coefficients alpha, testretest, and intraclass correlations. The analyses conducted with the untransformed coefficients did not show important discrepancies compared with the results presented along this section. On the other hand, the presence of publication bias in our results was checked by constructing funnel plots and applying the trim-and-fill method (Duval & Tweedie, 2000) . Figure 2 presents the funnel plots obtained for coefficients alpha, test-retest, and intraclass correlations. When the trim-and-fill method was applied on each funnel plot, no coefficients were imputed in the left hand of the graph. Therefore, publication bias can be discarded as a threat to the meta-analytic results.
Discussion
As reliability is not a property of the test itself, but of the test scores obtained in each application, RG studies allow one to examine how reliability varies through different test administrations, and to guide reliability expectations in future test applications. In this article, we presented the results of an RG study about the Y-BOCS, the most commonly applied test for the assessment of obsessive and compulsive symptoms in psychiatric patients and for the screening of nonclinical population. The most commonly reported reliability estimate was coefficient alpha, with a weighted average for the total scale of 0.866. Test-retest and intraclass reliability exhibited means of 0.848 and 0.922, respectively. Thus, on average, the three types of reliability were clearly over the cutoff of 0.70, usually considered as the minimum recommended reliability when a test is administered with exploratory research purposes. The results are also satisfactory when taking the limit of 0.80 recommended for general research purposes (Nunnally & Bernstein, 1994) . However, considering the stricter criterion of 0.90 determined when important clinical decisions are derived from the test scores, only intraclass correlation provided appropriate reliability estimates on average. These results pose into question the general adequacy of the Y-BOCS in terms of its reliability when this instrument is administered with clinical purposes, especially because the mean coefficient alpha was under 0.90 for clinical samples (0.848, see Table 3 ). The results of this RG meta-analysis suggest, therefore, that the Y-BOCS not only provides consistent information for its use with research purposes but also that the scores should be interpreted cautiously when this instrument is applied at a clinical context.
Our results also showed a large variability among the reliability estimates. Several characteristics of the studies presented a statistically significant relationship with the coefficients alpha. The multiple regression model including the standard deviation of the total test scores and the target population accounted for 38.6% of the heterogeneity among the coefficients, revealing that the highest reliability estimates can be expected when the variability among the test scores is large and with nonclinical samples.
Finally, it is worth noting that only 6% of the studies that applied the Y-BOCS computed a reliability coefficient with the data at hand. The remaining studies either induced reliability from previous applications or did not even mention reliability along the text (see Figure 1 ). This incorrect practice of inducing reliability not only affects the Y-BOCS but also any measurement instrument used in the psychiatric and psychological research (Green et al., 2011; Thompson, 2003) . Researchers and practitioners must be aware that reliability is not a stable property of the test, so that it should always be estimated when a psychometric instrument is administered (Nunnally & Bernstein, 1994; Vacha-Haase, 1998; Wilkinson & Task Force on Statistical Inference, 1999) . Meta-analytic RG studies are needed to detect the problem of reliability induction and to raise awareness among clinicians and researchers about the importance of reporting reliability estimates with the own sample data.
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