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Abstract
The Witten Laplacian corresponding to a Morse function on the circle
is studied using methods of complex WKB and resurgent analysis. It is
shown that under certain assumptions the low-lying eigenvalues of the
Witten Laplacian are resurgent.
I Introduction
The goal of this paper is to study the Witten Laplacian corresponding to a
function f on a circle S1 using the methods of resurgent analysis and complex
WKB.
The motivation of this work comes from three sources. Firstly, there is
a number of examples in the literature of computing the spectral asymptotics
for different Schro¨dinger equations using the complex WKB method; we are
presenting here one more. This example is different in two ways from those
described in the literature: namely, the symbol of the Schro¨dinger operator
(as an h-differential operator) contains more that just a principal part, and
instead of considering wave functions on the whole R1 vanishing at ±∞, we
study periodic boundary conditions.
Secondly, we believe that methods of resurgent analysis can be helpful in
precise formulation and proof of the conjecture about the products of solutions
of different Witten Laplacians that motivate the study of disc instantons and
ultimately of the Fukaya category (see [14, §5.2]). In his next paper the author
hopes to calculate hyperasymptotic expansions of the elements of the Witten
complex and to see very explicitly how the product of elements of Witten com-
plexes corresponding to two different functions is expressed via contributions
from disc instantons.
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Thirdly, we want to obtain a connection between WKB and disc instantons
in as algebraic way as possible, namely, we want the Planck constant h to be a
variable or an asymptotic parameter, not a real number constrained to a small
interval. If we succeed in our future research to make an appropriate deformation
quantization algebra act on resurgent WKB expansions (perhaps in the spirit of
exact deformation quantization, see [4]), we will come closer to understanding
of the Fukaya category in terms of modules over some deformation quantization
algebra, which is a project of [25]. It is this reason that determined our choice
of resurgent analysis as a method of investigation.
Literature review. (Without any ambition of historical accuracy.) Al-
ready in the XIXth century Stokes [29] noticed that asymptotic representations
of a solution of an ODE in a complex domain are not uniform with respect to
the coordinate, or rather, can be made uniform only in certain regions in the
complex plane, called later on Stokes regions.
In 1970s these ideas found their application in quantum mechanics (e.g., [1,
2]) when the WKB method was extended into the complex domain and asymp-
totic solutions of the Schro¨dinger equation were sought in terms of “complex
classical trajectories”. This naturally involved taking the inverse Laplace trans-
form of the wave function.
Apparent discontinuity in the asymptotic expansions of solutions of differen-
tial equations is known as Stokes phenomenon, and the problem of quantitative
calculation of this discontinuity as a connection problem. See [13] for a clean
statement and books on special functions of Olver [26] and Dingle [6] for solu-
tions of connection problems. Malgrange [22] and Sibuya [28] have applied this
to irregular singular ODEs.
Finally, it has been noticed (see E´calle [11]) that the asymptotic expansions,
although divergent, can be Borel resummed.
These three ideas were nicely (if not completely rigorously) explained and
developped in [30] to study the spectrum of a Schro¨dinger equation precisely
enough to catch potentially all exponentially small contributions. Alternative
methods of Helffer and Sjo¨strand (earlier work) [17] only give estimates of the
instanton effect in the spectrum or calculate it to the leading exponential order
as in [16]; a similar comment applies to the Maslov’s complex germ method [23].
A machinery for solutions of the spectral problem in 1D using resurgent
analysis is explained and illustrated with many examples in [8]. Note also the
paper [20] where some resurgent-analytic study of the supersymmetric double-
well Schro¨dinger equation has been done.
It should be noted that in the literature different kind of asymptotic so-
lutions of differential equations are studied: asymptotics with respect to the
coordinate as we move farther away from the singular point of a singular differ-
ential equation, and asymptotics with respect to a small parameter h singularly
perturbing the equation. Ideas in these two setups are similar, but the details
of proofs are, to our knowledge, not directly transferable. We are interested in
the latter setup.
Let us mention books [27, 5] as systematic texts on resurgent analysis.
The relationship between the Witten, or Fokker-Planck, Laplacian and the
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Morse theory was introduced in [34] and made precise in [17]. These authors
explain that a Morse function on a compact Riemannian manifold M defines
Laplacians P (k) = −h2∆+ |∇f |2 +h(L∇f +L∗∇f ) on the space of exterior forms
Ωk(M), define spaces W (k) ⊂ Ωk(M) spanned by eigenfunctions corresponding
to its low-lying, i.e. O(e−c/h) for h → 0+, eigenvalues, and prove that W (k)
together with the de Rham differential form a complex (the Witten complex)
isomorphic to the Morse complex of the manifold M and the function f .
In the one-dimensional case studied here one takes a standard Riemann
metric on the circle, identifies Ω1(S1) with functions on S1 and obtains
P (0) = −h2 d
2
dq2
+ (f ′)2 − hf ′′,
P (1) = −h2 d
2
dq2
+ (f ′)2 + hf ′′.
Fukaya [14] gives intuition to motivate that there should be an A∞-category
structure on Witten complexes corresponding to different Morse functions. In
its simplest form the conjecture can be stated as follows:
Conjecture I.1. Consider functions fi on a manifold M and Lagrangian sub-
manifolds Li = graph dfi in T
∗M , i = 1, 2, 3. Let pij be an intersection point
of Li and Lj and let ψij be a linear combination of eigenfunctions with small
enough eigenvalues of the Witten Laplacian on k-forms P (k) corresponding to
fi − fj and localized around pij. Then
〈ψ12 ∧ ψ23, ψ31〉L2 ∼
∑
e−
1
h
∫
ω ||ψ12|| ||ψ23|| ||ψ31|| (1)
where the integrals are taken over pseudoholomorphic triangles (“disc instan-
tons”) as above with vertices pij.
There has been a substantial effort to understand the Fukaya category in
terms of microlocal invariants – note especially [24]. The main difficulty of
approaching the Fukaya category through semiclassical analysis has been, in our
opinion, the fact that on the right hand side of (1) there appear exponentials
e−c/h with different c ∈ R and that it requires methods of hyperasymptotic
analysis to even define what the formula (1) precisely means. We believe that
the methods of resurgent analysis, possibly together with related ideas of [10],
are a good toolbox to address this difficulty.
It is natural to expect that our WKB approach and the constructible sheaf
approach are related by an analog of a Riemann-Hilbert correspondence, yet to
be discovered.
Main result. The main result of this chapter will be the following:
Theorem I.2. Given a generic enough Morse function f(q) in the circle S1 =
R/Z representable as a polynomial in sin 2piq and cos 2piq with n local minima
and n local maxima, then the Witten Laplacian
P = −h2∂2q + [f ′(q)]2 − hf ′′(q)
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with periodic boundary conditions has n resurgent eigenvalues ≤ O(h2) cor-
responding to eigenfunctions that are resurgent in h except possibly for q ∈
(f ′)−1(0).
The plan of the proof will be explained in section IV after we have dis-
cussed the generalities of resurgent analysis in section II and its applications to
differential equations in section III.
A couple of comments are due.
The assumption that f(q) is a generic enough trigonometric polynomial does
not seem to be essential to the matter, but simplifies the proofs. We believe
that a similar statement holds for any f satisfying f(q) = f(q + 1) that can be
analytically continued to the whole complex plane. The precise requirement on
how generic f should be taken is formulated in terms of the Newton polygon
corresponding to the quantization condition, see Section IX.1.
It is the word “resurgent” in this theorem that constitutes the new result.
We are proving that the eigenvalues and eigenfunctions that can be constructed
by methods of [17] and were calculated to the first exponential order by [16] in
fact possess good enough hyperasymptotic expansions. These expansions will
be made explicit in our subsequent work.
The eigenfunctions are claimed to be resurgent with respect to h everywhere
except for q ∈ (f ′)−1(0). Of course, they will be analytic with respect to q on
the whole complex plane, but we do not know if the general theory of resurgent
functions (see section III.1) proves resurgence of eigenfunctions for the values
of q where f ′(q) = 0. This, however, does not seem to be any more that an
aesthetic setback.
Resurgent functions are formal objects with respect to h, they are in fact
classes of functions modulo those that decay faster than any e−c/h for h→ 0+
and c ∈ R, so all equalities between resurgent functions must be understood
modulo summands of subexponential decay. We believe that the statements
made in this chapter can be promoted to the level of actual functions, but do
not address this point.
The contribution of this paper is, in our understanding, the following.
The Introduction contains a novel research proposal connecting several different
ideas in Mathematical Physics. The sections II and III are expository, and
their main purpose it to propose terminology that is halfway between those
of [5] and [27] and that is relevant for our project. Sections IV, V, VI contain
the standard set-up of the complex WKB method for our specific equation.
The section VII goes over the derivation of connection formulae given in [9] to
make sure that the arguments given by those authors apply equally well in our
case; we hope that we were able to explain this derivation more transparently.
Sections VIII and X contain a new discussion of the structure and solutions of
the quantization conditions obtained for the Witten Laplacian. The example
in section XI makes it clear that together with the proof of resurgence of low-
lying eigenvalues we have presented a way for effectively calculating them. The
method of finding solutions of a quantization condition presented in IX and
of proving that these solutions are resurgent is also new and may be used to
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improve the level of rigor of other works in resurgent analysis, e.g. [8].
II Preliminaries from Resurgent Analysis
We need to combine the setup of [5] (the resurgence is with respect to the semi-
classical parameter h rather than the coordinate q) and mathematical clarity
of [27] and therefore have to mix their terminology. Also, we are somewhat
changing their notation to make sure that typographical peculiarities of fonts
do not interfere with clear understanding of symbols. We make sure to build
the concepts in such a way that sums of exponents such as e−1/h+e−2/h as well
as expressions involving logarithms, e.g. hk lnh, can be treated as resurgent
functions.
II.1 Laplace transform and its inverse. Definition of a
resurgent function.
Morally speaking, we will be studying analytic functions ϕ(h) admitting asymp-
totic expansions e−c/h(a0 + a1h + a2h2 + ...) for h → 0 and arg h constrained
to lie in an arc A of the circle of directions on the complex plane; respectively,
the inverse asymptotic parameter x = 1/h will tend to infinity and arg x will
belong to the complex conjugate arc A∗. Such functions can be represented as
Laplace transforms of functions Φ(ξ) where the complex variable ξ is Laplace-
dual to x = 1/h and Φ(ξ) is analytic in ξ for |ξ| large enough and arg ξ ∈ Aˇ,
the copolar arc to A. The concept of a resurgent function will be defined by
imposing conditions on analytic behavior of Φ.
II.1.1 ”Strict” Laplace isomorphism
For details see [5, Pre´ I.2].
Let A be a small (i.e. of aperture < pi) arc in the circle of directions S1.
Denote by Aˇ its copolar arc, Aˇ = ∪α∈Aαˇ, where where αˇ is the open arc of legth
pi consisting of directions forming an obtuse angle with α.
Denote by O∞(A) the space of sectorial germs at infinity in direction A of
holomorphic functions and by E(A) the subspace of those that are of exponential
type in the direction A, i.e. bounded by eK|t| as the complex argument t goes
to infinity in the direction A.
We want to construct the isomorphism
L : E(Aˇ)/O(C)exp ←→ E(A∗) : L¯,
where O(C)exp denotes the space of functions of exponential type in all direc-
tions.
Construction of L. Let Φ be a function holomorphic in a sectorial neigh-
borhood Ω of infinity in direction Aˇ. For any small arc A′ ⊂⊂ A we can choose
5
ξ0 such that Ω contains a sector ξ0Aˇ
′ with the vertex ξ0 and opening in the
direction Aˇ′. Define the Laplace transform
Φγ(x) :=
∫
γ
e−xξΦ(ξ)dξ
with γ = −∂(ξ0Aˇ′). Then Φγ is holomorphic of exponential type in a sectorial
neighborhood of infinity in direction A∗. Cauchy theorem shows that is Φ is
entire of exponential type, then Φγ = 0, which allows us to define
L(Φ mod O(C)exp) = Φγ .
The construction of L¯ = L−1 will not be used in this paper.
II.1.2 ”Large” Laplace isomorphism
The Laplace transform L defined in the previous subsection can be applied
only to a function Φ(ξ) satisfying a growth condition at infinity. At a price of
changing the target space of L this restriction can be removed as follows.
For details see [5, Pre´ I.3].
Let Aˇ = (α0, α1) be the copolar of a small arc, where α0, α1 ∈ S1 are two
directions in the complex plane, and let γ : R → C be an endless continu-
ous path. We will say that γ is adapted to Aˇ if limt→−∞ γ(t)/|γ(t)| → α0,
limt→∞ γ(t)/|γ(t)| → α1, and if the length of the part of γ contained in a ring
{z : R ≤ |z| ≤ R+ 1} is bounded by a constant independent of R.
Let us now construct for a small arc A two mutually inverse isomorphisms
L : O∞(Aˇ)/O(C) ←→ E(A∗)/E−∞(A∗) : L¯,
where E−∞(A∗) is the set of sectorial germs at infinity that decay faster than
any function of exponential type (cf. [5, Pre´ I.0]).
Construction of L. Let Ψ be holomorphic in Ω, a sectorial neighborhood
of infinity of direction Aˇ. Let γ be a path adapted to Aˇ in Ω. It is known that
there is a function Φ bounded on γ such that Φ−Ψ ∈ O(C); define
L(Ψ mod O(C)) :=
∫
γ
e−xξΦ(ξ)dξ mod E−∞(A∗)
Definition. Any of the functions Ψ(ξ) satisfying L(Ψ mod O(C)) = ψ(x)
is called a major of the function ψ(x).
An equivalence class of functions defined on a subset of C modulo adding an
entire function is also called an integrality class.
The map L respects linear combinaitions and transforms products of resur-
gent functions into appropriately defined convolutions of majors.
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II.1.3 Resurgent functions.
Resurgent functions are usually understood to be functions of a large parameter
x. For brevity we will speak of resurgent functions of h to mean resurgent
functions of 1/h.
Definition. A germ f(ξ) ∈ Oξ0 is endlessly continuable if for any L > 0
there is a finite set ΩL ⊂ C such that f(ξ) has an analytic continuation along
any path of length < L avoiding ΩL.
Definition. (cf. [27, p.122]) Let A ⊂ S1 ⊂ C be a small arc and let A∗
be obtained from A by complex conjugation. A resurgent function f(x) (of
the variable x→∞) in direction A∗ is an element of E(A∗)/E−∞ such that its
major (L¯f)(ξ) is endlessly continuable.
Remark. [5] calls the same kind of object an ”extended resurgent function”.
Let (cf. [5, Re´s I]) R(A) denote the set of endlessly continuable sectorial
germs of analytic functions Φ(ξ) defined in a neighborhood of infinity in the
direction Aˇ. Then a resurgent function of x in the direction A∗ has a major in
R(A).
When we mean a resurgent function g(h) of a variable h → 0, under the
correspondence x = 1/h the sectorial neighborhood of infinity in the direction
A∗ becomes a sectorial neighborhood of the origin in the direction A, and we
will talk about a resurgent function g(h) (for h→ 0) in the direction A.
II.1.4 Examples of resurgent functions.
Example 1. hα
The major corresponding to hν for ν 6= 1, 2, 3, .. is −12i sin(piν) (−ξ)
ν−1
Γ(ν) , and
ξν−1 Ln ξ2piiΓ(ν) for ν = 1, 2, ....
Example 2. lnh.
Example 3. Φ(h) := e1/h, Φ(h) := e−1/
√
h. ( [5, Re´s II.3.4])
Example 4. e−1/h
2
is zero as a resurgent function on the arc (−pi/4, pi/4),
but does not give a resurgent function on any larger arc because there it is no
longer bounded by any function ec/h for c ∈ R.
II.2 Decomposition theorem for a resurgent function
Making rigorous sense of a formula of the type
φ(h) ∼
∑
k
e−ck/h(ak,0 + ak,1h+ ak,2h2 + ...), h→ 0,
may be done by explicitly writing an estimate of an error that occurs if we trun-
cate the k-th power series on the right at the Nk-th term. Resurgent analysis
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offers the following attractive alternative: if φ(h) is resurgent, then the num-
bers ck can be seen as locations of the first sheet singularities of the major Φ(ξ),
which is expressed in terms of a decomposition of Φ(ξ) in a formal sum of micro-
functions that we are going to discuss now. Microfunctions, or the singularities
of Φ(ξ) at ck are related to power series ak,0 + ak,1h+ ak,2h
2 + ... through the
concept of Borel summation, see section II.3.
II.2.1 Microfunctions and resurgent symbols
Definition. (see [5, Pre´ II.1]) A microfunction at ω ∈ C in the direction
Aˇ ⊂ S1 is the datum of a sectorial germ at ω in direction Aˇ modulo holomorphic
germs in ω; the set of such microfunctions is denoted by
Cω(A) = Oˇω(A)/Oω.
A microfunction is said to be resurgent if it has an endlessly continuable rep-
resentative. The set of resurgent microfunctions at ω in direction Aˇ is denoted
Rω(A) ( [5, Re´s I.3.0, p.178]).
Definition. ( [5, Re´s I.3.3, p.183]) A resurgent symbol in direction Aˇ
is a collection φ˙ = (φω ∈ Rω(A))ω∈C such that φω is nonzero only for ω in a
discrete subset Ω ∈ C called the support of φ˙, and for any α ∈ A the set C\Ωα
is a sectorial neighborhood of infinity in direction Aˇ.
The set of such resurgent symbols is denoted R˙(A), and resurgent symbols
themselves can be written as φ˙ = (φω)ω∈Ω ∈ R˙(A) or as φ˙ =
∑
ω∈Ω φ
ω ∈ R˙(A).
Definition. A resurgent symbol is elementary if its support Ω consists of
one point. It is elementary simple if that point is the origin.
II.2.2 Decomposition isomorphism.
The correspondence between resurgent symbols in the direction A and majors of
resurgent functions in direction A depends on a resummation direction α ∈ A,
which we will fix once and for all. The direction α can more concretely be
thought of as arg h or as the the direction of the cuts in the ξ-plane that we are
going to draw.
Let φ˙ = (φω)ω∈Ω ∈ R(A) be a resurgent symbol with the singular support Ω,
and α ∈ A. Let Ωα = ⋃ω ωα be the union of rays in the direction α emanating
from the points of Ω:
Suppose ( [5, p.182-183]) Ω is a discrete set (of singularities) in the comple-
ment of a sectorial neighborhood of infinity in direction Aˇ, and a holomorphic
function Φ is defined on C\Ωα and is endlessly continuable. Take ω ∈ Ωα. Let
Dω be a small disc centered at ω. Its diameter in the direction α cuts Dω into
the left and right open half-discs D−ω and D
+
ω (or top and bottom if α = R+).
If Dω is small enough, the function Φ|D+ω , resp Φ|D−ω , can be analytically con-
tinued to the whole split disc Dω\ωα. Denote by singωα+Φ, resp. singωα−Φ,
the microfunction at ω of direction αˇ defined by the class modulo Oω of this
analytic continuation.
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ω
1
ω
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3
ω
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ω
1
α
ω
2
α
ω
4
αAˇ
Figure 1: Singularities of a major and corresponding cuts
Theorem II.1. There is a function Φ ∈ O(C\Ωα), endlessly continuable, such
that
singωα+Φ =
{
φω if ω ∈ Ω
0 if not
.
In this case we write
Φ = sα+φ˙
and call the inverse map (sα+)
−1 the decomposition isomorphism
An endlessly continuable function sα−φ˙ can be defined analogously.
The maps sα+,sα− respect sums and convolution products (cf. [5, p.185, Re´s
I, section 4]).
If a resurgent function ϕ(h) = ϕ(h, t) and its major Φ(ξ) = Φ(ξ, t) depend,
say, continuously in some appropriate sense, on an auxiliary parameter t, the
decompositon into microfuctions (sα+)
−1Φ will depend on t “discontinuously”
– an effect referred to as Stokes phenomenon
II.2.3 ”Homomorphisme de passage”
The intuitive difference between sα+ and sα− is the following: given a major
Φ with several singularities on the same ray in the direction α, as on Fig. 2.
Take the “left-most” singularity ω0 on this ray and draw a cut from it in the
direction α. We have a choice how to let this cut encircle the other singularities
on the ray ω0α: either in the clockwise or in the counterclockwise direction.
Depending on this choice, in general, different singularities will be visible on the
first sheet. The first, resp., second choice gives the formal sum of microfunctions
corresponding to (sα+)
−1Φ, resp., (sα−)−1Φ.
Following [5, p.188, Re´s I], but changing their notation, consider the map
σα := sα+ ◦ (sα−)−1 : R˙(A) → R˙(A)
called the “homorphisme de passage”. The map σα is determined by its
values on elementary resurgent sumbols, respects sums and convolution products
of majors.
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a)
b)
c)

0

0

0



Figure 2: Difference between sα+ and sα−, where α is a positive real direction: a)
two additional singularities around the horizontal cut; b) and c) the singularities
that appear in the formal sum obtained by applying (sα+)
−1 and (sα−)−1,
respectively.
Denote, further, Sα =σα − 1. The alien derivative is defined as ∆α =
Ln (σα) = ∑∞n=1 (−1)n−1n (Sα)n. There is an obvious decomposition
∆α =
∑
ω∈C
∆˙ω ,
where ∆˙ω associates to a resurgent symbol φ˙ the microfunction centered at ω
contained in the decomposition of ∆αφ˙ and the index α is suppressed on the
right hand side. By shifting its argument, we can make this microfunction
centered at zero,
(∆˙ωφ)(ξ) = (∆ωφ)(ξ − ω),
or, abusing notation, ∆˙ω = e
−ωh ∆ω.
If φω is a microfunction centered at ω ∈ C, then the support of the formal
resurgent symbol ∆αφ
ω lies entirely on the ray emanating from ω in the direction
α.
Equations involving alien derivatives – so-called “alien differential equations”
– will be used in section VII.4.
II.2.4 Mittag-Leffler sum
The concept of a Mittag-Leffler sum formalizes the idea of an infinite sum of
resurgent functions
∑
j ϕj(h) where ϕj(h) have smaller and smaller exponential
type, e.g., ϕ = O(e−cj/h) for cj →∞ as j →∞.
Following [5, Pre´ I.4.1], let Φj , j = 1, 2, .., be endlessly continuable holomor-
phic functions, Φj ∈ O(Ωj), where Ωj are sectorial neighborhoods of infinity
satisfying Ωj ⊂ Ωj+1 and
⋃
j Ωj = C. Then [5] show that there is a function
Φ ∈ Ω1 such that
Φ−
n∑
j=1
Φj ∈ O(Ωn+1), n = 1, 2, ....
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In this case we will call Φ the Mittag-Leffler sum of Φ1,Φ2, ....
II.3 Borel summation. Resurgent asymptotic expansions.
Definition. A resurgent hyperasymptotic expansion is a formal sum∑
k
e−ck/h(ak,0 + ak,1h+ ak,2h2 + ...),
where:
i) ck form a discrete subset in C in the complement to some sectorial neighbor-
hood of infinity in direction Aˇ;
ii) the power series of every summand satisfies the Gevrey condition, and
iii) each infinite sum ak,0 +ak,1h+ak,2h
2 + ... defines, under formal Borel trans-
form
B : e−ck/hh` 7→ (ξ − ck)`−1 log(ξ − ck)
2piiΓ(`)
if ` ∈ N,
B : e−ck/h 7→ 1
2pii(ξ − ck) ,
an endlessly continuable microfunction centered at ck.
The authors of [5] denote by R˙(A) (regular, as opposed to the bold-faced,
R) the algebra of resurgent hyperasymptotic expansions.
The right and left summations of resurgent asymptotic expansions are de-
fined in [9] or [5] as follows. Given a Gevrey power series
∑∞
k=1 akh
k, replace it
by a function (the corresponding “minor”) f (ξ) =
∑∞
k=1 ak
ξk−1
(k−1)! , assume that
f (ξ) has only a discrete set of singularities, and consider the Laplace integrals∫
[0,α)
e−ξ/hf (ξ)dξ along a ray from 0 to infinity in the direction α deformed to
avoid the singularities from the right or from the left, as on the figure 3.
x
0
x
0
right summation  S
0+
left summation  S
0-
Figure 3: Integration paths for the left and right summation.
After some technical discussion, this procedure defines a resurgent function
of h which [5] denote Sα±
(∑∞
k=1 akh
k
)
and we, for typographical reasons, will
denote Bα±
(∑∞
k=1 akh
k
)
. Comparing the results of the left and right resumma-
tions lead to the notion of the “homomorphisme de passage” discussed earlier.
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Proposition II.2. If a resurgent microfunction is given by an asymptotic ex-
pansion in integer powers of h, then it defines a resurgent function for all arg h.
Hyperasymptotics
∑ e
−
ck
h ak0ak1h...
Resurgent symbols -- 
formal sums of 
microfunctions
∑k k −c k B
Major of a resurgent function
Decomposition 
isomorphism
Steepest descent 
method for 
Laplace integral
Figure 4: Logical relationship of different concepts in resurgent analysis.
II.4 Small resurgent functions.
Definition. ( [5, Pre´ II.4, p.157]) A microfunction ϕ ∈ C(A) is said to be a
small microfunction if it has a representative Φ such that Φ = o( 1|ζ| ) uniformly
in any sectorial neighborhood of direction Aˇ for A′ ⊂⊂ A.
For example, hα for α > 0 satisfies that property.
The following definition has been somewhat modified compared to ([5, Re´s
II.3.2, p.219]).
Definition. For a given arc of direction A, a small resurgent function is such
a resurgent function that all singularities of its major ωα satisfy Re ωα > 0, ex-
cept maybe for one ω0 = 0, and if ω0 = 0 then the corresponding microfunction
is small in the direction of a large (i.e. > 2pi) arc B with Bˆ ⊃ A, see figure 5.
B
B^
Figure 5: Arcs in the definition of a small resurgent microfunction.
For example, hαe−c/h defines a small resurgent function for any α and c > 0.
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Lemma II.3. ([15]) A small resurgent function can be represented by a major
that is o(1/|ξ|) around the origin.
We refer to [15] for a proof that if g(t) is a holomorphic function in the neigh-
borhood of the origin and ϕ(h) is a small resurgent function, then g(ϕ(h)) is
again resurgent. In particular, in this case the function 1/(c+ϕ(h)) is resurgent
for 0 6= c ∈ C, and therefore functions representable by resurgent asymptotic
expansions B {e−c/h(a0 + a1h+ a2h2 + ...)} with a0 6= 0 have a resurgent in-
verse. We do not know if an arbitrary nonzero resurgent function has a resurgent
inverse.
III Resurgent solutions of a differential equa-
tion.
III.1 Existence problem
The book [27] discusses the resurgence properties of solutions of an equation
hm
∂mψ
∂qm
+ hm−1Pm−1(q)
∂m−1ψ
∂qm−1
+ ...+ P0(q)ψ = 0, (2)
where Pj(q) are entire functions on C; or, equivalently, one discusses why the
Laplace transformed equation(
∂
∂ξ
)−m
∂mΨ
∂qm
+ Pm−1(q)
(
∂
∂ξ
)−m+1
∂m−1Ψ
∂qm−1
+ ...+ P0(q)Ψ = 0 (3)
has m linearly independent multivalued endlessly continuable solutions Ψj(q, ξ)
giving resurgent solutions of (2) via ψj(q, h) = LΨj(q, ξ).
The author has been unable to verify certain claims in the proof in [27]
but believes that their result is correct. We are also aware of existence of the
preprint [12], addressing similar questions. The author hopes to offer a further
exposition of this background material in his future work.
The methods of [27] should equally well work to prove the existence result in
the case when P0, ..., Pm−1 are analytic with respect to q in the whole complex
plane and depend polynomially on h. This covers the equations of the form
[−h2∂2q + V0(q) + hV1(q)]ψ = Eψ, (4)
where either E is a complex number (“energy level”), or E = hEr and Er is a
complex number (“rescaled energy”). In these cases we expect that the major
of ψ(E, q, h), resp., ψ(Er, q, h) can be chosen to holomorphically depend on E,
respectively, on Er, and on q.
We proved in [15] that this would imply that the equation (4) also has
resurgent solutions when E = hϕ(h) and ϕ(h) is a small resurgent function.
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III.2 Towards the notion of a parameter-dependent resur-
gent function.
Solutions of equations of type (2) should provide examples of parameter-dependent
resurgent functions. An ultimate treatment of this notion should perhaps wait
until all the details in [27]’s or other authors’ approach to (3) have been clari-
fied and we precisely know the properties of functions Ψ(ξ, q), therefore we will
restrict ourselves here to some preliminary remarks.
First of all, resurgent functions were defined in section II.1.3 as equivalence
classes of true functions modulo functions of sub-exponential decay for h → 0.
If we want to introduce a function ψ(q, h) which is, say, analytic with respect
to q and resurgent with respect to h, we can either:
1) require that for any fixed value of q the function ψ(q, h) mod E−∞ is resur-
gent in h, that ψ(q, h) analytically depends on q as a true function of h, and not
assume that majors Ψ(q, ξ) have anything to do with each other for different
values of q, or
2) require that there exist a choice of majors Ψ(q, ξ) (as true functions of ξ, not
as classes modulo entire functions) which analytically depend on q for q in some
open set in C and ξ on a Riemann surface where all corresponding Ψ(q, ξ) are
simultaneously defined.
We prefer the latter concept, as it allows us to define a derivative of a resurgent
function with respect to a parameter easily, and we hope that this property
will eventually be established for solutions of (3) as functions of q and of the
coefficients of the equation (3). Working with the former concept is probably
more difficult because differentiation with respect to q does not a priori preserve
the E−∞-condition with respect to h.
The next issue is substitution of a resurgent function φ(h) into a parameter
E of a resurgent function ψ(E, h) whose major Ψ(E, ξ) analytically depends on
E. The choice of E in this notation should be suggestive of the main example
– when E is a parameter in the Schro¨dinger equaton, say, (6); we will for the
moment suppress the dependence on q. Substitution of E = φ(h) = Erh where
Er is a complex number is routinely done in [8] and [9], and we will not discuss it
here. It is important, however, that locations of singularities of majors Ψr(Er, ξ)
of ψr(Er, h) = ψ(Erh, h) do not depend on Er, and it is expected from the
general theory that majors Ψr(Er, ξ) are analytic with respect to Er. In [15]
we have proven that for a small resurgent function φ(h) the composite function
ψr(φ(h), h) is again resurgent and has a hyperasymptotic expansion that one
would expect from formal manipulation with hyperasymptotic expansions of φ
and ψr.
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III.3 Formal resurgent symbol solutions of the Schro¨dinger
equation.
Given now an h-differential operator P (q, h∂q, h), one can consider “actual”
1
solutions of Pϕ = 0 that are resurgent with respect to q. On the other hand,
we have formal solutions of this equation:
Definition. φ(q) = eS(q)/h(a0(q)+ha1(q)+..) is called an elementary formal
resurgent (WKB) solution of Pφ if φ(q) defines a resurgent microfunction for
any q and if a0(q) + ha1(q) + ... satisfies the equation e
S(q)/hPe−S(q)/h in the
sense of formal power series in h, and the Borel sum of the series defines a
resurgent microfunction for every q in an appropriate domain;
A formal resurgent symbol solution, or, for brevity, formal solution, is a formal
sum of elementary formal solutions which defines, via decomposition theorem,
a resurgent function for every value of q in the considered domain.
Now let us specialize to a Schro¨dinger-type equation
Pψ(q, h) := −h2∂2qψ(q, h) + V (q, h)ψ(q, h) = 0, (5)
where V (q, h) = V0(q) +hV1(q). Define a turning point of P as a q∗ such that
V0(q∗) = 0. A turning point is called simple, double, etc., depending on the
multiplicity of this zero.
We will define the classical momentum by p(q) =
√−V0(q); two determi-
nations of this square root define a two-sheeted ramified cover of the complex
plane of the variable q, which is customarily referred to as the Riemann sur-
face of the classical momentum. Fixing a point q0 on the Riemann surface
of p(q), we further consider a classical action S(q, h) =
∫ q
q0
p(q′)dq′ which is
defined on the universal cover of C with the turning points removed.
In a neighborhood of every q ∈ C that is not a turning point, there are two
linearly independent formal solutions of (5) of the form
φ(q, h) = e
iS(q)
q (a0(q) + a1(q)h+ a2(q)h
2 + ...).
We will say that φ corresponds to the first or to the second sheet of the Riemann
surface of p(q) depending in whether dS(q)/dq coincides with first or the second
sheet value of p(q).
Once the result about existence of resurgent solutions for (5) is established,
resurgence of formal solutions φ(q, h) will follow as well.
The correspondence between actual and formal solutions of a differential
equations is not straightforward is the subject of the next subsection.
III.4 Stokes Phenomenon.
Assume ψ(q, h) =
∫
γ
Ψ(q, ξ)e−ξ/hdξ be a Laplace integral representing a q-
dependent resurgent function ψ and Ψ and ψ both depend analytically on q in a
1The word “actual” is put here in the quotation marks because resurgent solutions are still
formal objects defined mod E−∞, and they solve the differential equation hyperasymptoti-
cally, i.e. mod E−∞
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Figure 6: On this figure the first sheet of the Riemann surface of Ψ(q, ξ) is
shown for fixed q in projection to the complex plane of ξ. Suppose Ψ(q, ξ) has
two singularities c1(q) and c2(q) present on the first sheet (part a) and therefore
ψ(q, h) has a hyperasymptotic expansion of the form e−c1/h(...)+e−c2/h(...). As
the value of q changes, the singularities move along the shown trajectories, and
for a different value of q (part b) the singularity c2(q) has moved to under the
cut starting at c1 to the second sheet; in this situation ψ(q, h) ∼ e−c1(q)/h(...).
suitable sense. Then we expect that locations of singularities of Ψ move contin-
uously with respect to q, which may result in that the collection of singularities
visible on the first sheet will start changing and this result in an apparent dis-
continuity of the hyperasymptotic expansion with respect to h; see example on
figure 6.
Not every time, however, when c2(q) crosses the cut starting at c1(q) the hy-
perasymptotic expansion has to change. It is also possible that the singularity
that disappears from the first sheet equals the singularity that simultaneously
appears on the first sheet, figure 7. In this situation [30] says that the singular-
ities at c1(q) and c2(q) are decoupled and that there is no Stokes phenomenon.
According to [30], for an equation of type (5) the Stokes phenomenon can
only happen when q crosses one of at most countably many curves on the com-
plex plane of q. More specifically, let us give the following
Definition. A Stokes curve corresponding to P and to resummation di-
rection α is a curve on the Riemann surface of the classical momentum given
by arg[iS(q)− iS(q0)] = α, where S(q) is the classical action.
Stokes curves either go from a turning point to infinity, or end in an other
turning point. In the last case we call them double, or bounded Stokes
curves. Stokes curves split the complex plane of q into Stokes zones or Stokes
regions.
The canonical length of an unbounded Stokes curve is defined to be infi-
nite, and that of a bounded Stokes curve is taken to be the absolute value of∫
p(q′)dq′ along this curve.
Fix a Stokes zone A. It is explained in [30] that if ψ+(q, h), ψ−(q, h) are
elementary formal resurgent solutions of (5) corresponding to different deter-
minations of the classical momentum and if ψ(q, h) is an “actual” resurgent
solution of (5), then there are resurgent symbols A+, A− (which we will by
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Figure 7: Two equal singularities at c2(q): one appearing on and the other
disappearing from the first sheet; c1 is drawn as independent of q for simplicity.
abuse of notation write as if they were functions of h) such that a hyperasymp-
totic expansion
ψ(q, h) ∼ A+(h)ψ+(q, h) +A−(h)ψ−(q, h)
holds for all q inside A. In the resurgent literature this idea is usually expressed
by saying that away from the Stokes curves analytic continuation of formal
solutions of a differential equation corresponds to analytic continuation of actual
solutions.
Given two Stokes zones A and B and two hyperasymptotic expansions of the
same “actual” resurgent solution ψ(q, h) ∼ A+(h)ψ+(q, h)+A−(h)ψ−(q, h) and
ψ(q, h) ∼ B+(h)ψ+(q, h) + B−(h)ψ−(q, h) valid in A and B respectively, the
connection problem consists in finding a 2 × 2 matrix of resurgent symbols
such that (
B+
B−
)
=
(
c++ c+−
c−+ c−−
)(
A+
A−
)
.
This matrix is called a connection matrix.
Typically one solves the connection problem for neighboring Stokes zones
first. The basic result is the following:
Theorem III.1. (see [30]) Suppose q1 is a simple turning point, and L is an
unbounded Stokes curve emanating from q1. Consider two elementary formal
WKB solutions ψ−, ψ+ corresponding to two opposite determinations of classical
momentum and normalized to be 1 at a point q0 in the Stokes region A. Let ψ+
be exponentially growing, and ψ− exponentially decreasing away from q1 along
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L. Then a solution representable by a formal resurgent symbol A+ψ++A−ψ− in
the Stokes region A will be representable by a formal resurgent symbol A+ψ+ +
(A−+CA+)ψ− in the Stokes region B, where C is the monodromy of the formal
solution ψ+ along the path σ, see figure 8.
A
B
q
0
q
1
σ
Figure 8: The path used in the calculation of the connection coefficient in
Theorem III.1. As q1 is a branch point of the classical momentum p(q), we
drew a corresponding branch cut.
The equation (6) that will occupy us in this article has double turning points,
and the derivation of connection formulae for that case from Theorem III.1 is
the subject of section VII.
If a differential equation (5) admits two linearly independent solutions rep-
resentable (away from the turning points) by resurgent hyperasymptotic power
series expansions with respect to h, then its connection coefficients between
different Stokes regions will be automatically resurgent. Indeed, calculation
of these connection coefficients involves splitting a major of a resurgent solu-
tion ψ(q, h) into resurgent microfunctions and dividing those microfunctions by
resurgent microfunctions of the type B(eS(q)/h(a0(q) +a1(q)h+ ...) representing
formal WKB solutions of (5) and having resurgent inverses by section II.4.
IV Plan of the proof of the main result.
In order to solve the eigenvalue problem for the equation
[−h2 d
2
dq2
+ (f ′)2 − hf ′′]ψ(q, h) = Eψ(q, h), E = O(e−const/h), (6)
and to prove theorem I.2, we start by studying in section V its formal solutions.
Unlike actual solutions of (6), its formal solutions are not in general univalued
functions of q, and they can have monodromies around various loops in the
q-plane, discussed in subsection V.3.
In order to pass from formal to actual solutions of (6), we need to study the
geometry of its Stokes curves in section VI. For E = hEr = O(e
−const/h), the
turning points of (6) will be double, and the derivation of relevant connection
formulas will be given in section VII.
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In section VIII.1 we will define a transfer matrix F dependent on Er which is
basically the product of connection matrices across the double turning points.
It is in terms of F that we will write the quantization condition (20) – the
condition on Er that (6) has an actual solution satisfying ψ(q) = ψ(q + 1).
In section VIII.2 we will rewrite the quantization condition as a polynomial in
terms of quantities µj and τj that are, morally, const ·Er and const ·Ere− consth .
The section IX deals with the question how to solve an equation of such
form for Er. We will draw a Newton polygon of the equation by plotting a term
Ejek/h as a point with coordinates (j, k) and present an iterative procedure to
recursively obtain smaller and smaller e−const/h-order terms in the hyperasymp-
totic expansion of Er. The outcome of the section IX is that the quantization
condition that we set up treating Er as a complex number, can be solved for Er
and the solution will be a resurgent function in h if all the ingredients µj and
τj of the quantization condition are resurgent (plus some additional technical
conditions). Note that we can substitute small resurgent functions for Er in the
equation (6) for E = hEr, as we discussed in detail in [15].
We finish the proof by plotting in section X the Newton polygon correspond-
ing to the quantization conditon (21) and concluding that this quantization
condition has a correct number of exponentially small solutions.
V Formal WKB solutions and formal monodromies
From now on we let the function f(q) be a polynomial in sin 2piq and cos 2piq,
real for real q, we let f have n real local minima q1, ..., q2n−1 and n real local
maxima q2, .., q2n on the period, where 0 < q1 < q2 < ... < q2n−1 < q2n < 1.
We require f ′′(qj) 6= 0.
A monodromy of an elementary formal WKB solution along some path ρ(t)
on a universal cover C˜ of C\{turning pts} is defined as ψ(ρ(1))/ψ(ρ(0)) and
will be denoted exp[2piisρ]. Since this expression is a quotient of two resurgent
microfunctions representable in the form eS(q)/h(const+O(h)), it is a resurgent
microfunction and therefore the power series in h representing sρ is resurgent.
We are going to calculate various monodromy exponents sγ , sδ, etc. as a
resurgent symbol, and therefore we do not therefore care about Stokes phenom-
ena in this section.
V.1 Cuts, signs and branches.
In this section we will discuss formal WKB solutions of
Pψ :=
[−h2∂2q + (f ′)2 − hf ′′]ψ = Eψ, (7)
where E is a complex number.
For E 6= 0 and |E| sufficiently small, the classical momentum p(q) = √E − (f ′(q))2
is defined on a two sheeted cover of the complex plane of q. For E = 0, the two
determinations of p(q) are ±f ′(q), and one can think of the Riemann surface of
p(q) as of two separate sheets having contact at points qj where f
′(qj) = 0.
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The formulas related to formal solutions of the equation 7 can be established,
for definiteness, for E > 0, and then analytically continued to other values of
E, whenever appropriate.
When E > 0 and |E| is sufficiently small, the double turning points qj on the
real axis for E = 0 split into pairs q−j < qj < q
+
j (< q
−
j+1) of simple turning points
still on the real axis. The Riemann surface of
√
E − (f ′)2 will be described as
the plane with cut connecting q−j to q
+
j and going a little below the real axis. To
specify the determination of p(q, E) on the first sheet, we define Arg (E− (f ′)2)
for real values of q on figure 9. As E → 0, on the first sheet ip(q, E)→ f ′(q).
q
1
-
Arg E-(f ')2 = π
cut
q
1
+
Arg E-(f ')2 = 0
Arg E-(f ')2 = -π
Arg E-(f ')2 = -2π
q
2
- q
2
+
cut
Figure 9: Choice of Arg E − (f ′)2
V.2 Formal solutions.
In order to find a formal WKB solution of (7), we will be looking for a series
y(h, q) = y0(q) + hy1(q) + h
2y2(q) + ...
solving
(P − E)
{
exp
{∫ q i
h
√
E − (f ′)2 + y(q′)dq′
}}
= 0.
We arrive at the Riccati equation
−2y(q)i
√
E − (f ′)2 − hy(q)2 + i f
′f ′′√
E − (f ′)2 − hy
′(q)− f ′′ = 0,
that allows to calculate yj ’s recursively:
y0(q) =
f ′f ′′
2(E − (f ′)2) −
f ′′
2i
√
E − (f ′)2 ,
etc.
There is a following way to repackage this series in h. Let us argue more
generally for an equation
− h2∂2qψ + V (q)ψ = Eψ (8)
where E ∈ C and V (q) = V0(q) + hV1(q).
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Proposition V.1. There is a power series y˜(q) = y˜0(q) +hy˜1(q) +h
2y˜2(q) + ...
such that
ψ =
1√√
E − V (q) + hy˜
exp
(
i
h
∫ q {√
E − V (q) + hy˜
}
dq
)
(9)
is a formal solution of (8). Moreover:
1) Changing the determination of
√
E − V (q) changes the sign of y˜;
2) y˜ contains only odd powers of h, starting from h1, i.e. y˜2k = 0.
Proof. Solving a Riccati equation corresponding to (8), e.g. [21, §2.1], we
can obtain a power series y(q) = y0 + y1h+ ... such that
exp
[∫
dq
{
i
h
√
E − V (q) + y(q)
}]
is a formal WKB solution of (8). Knowing y(q) and the relation
y(q) =
i
h
{√
E − V (q)−
√
E − V0(q) + hy˜
}
− 1
2
d ln
{√
E − V (q) + hy˜
}
,
we can obtain a recursive relation for y˜j ’s.
To prove the first property, substitute (9) into (8) and obtain after simplifi-
cation:
−h2∂q (−1)
2
∂q
(√
E − V (q) + hy˜
)
(√
E − V (q) + hy˜
)3/2 +
(√
E − V (q) + hy˜
)2
√√
E − V (q) + hy˜
+
V (q)− E√√
E − V (q) + hy˜
= 0.
It is obvious that simultaneous change of the determination of
√
E − V (q) and
of the sign of y˜ preserves this equality.
This equality will also be preseved if we simultaneously change of sign of h
and the sign of y˜, therefore y˜ contains only odd powers of h. 2.
V.3 Calculation of monodromy exponents.
Given a formal WKB solution ψ(q, h) of our differential equation and a path ρ(t),
0 ≤ t ≤ 1, on the Riemann surface of the classical momentum, we will define the
formal monodromy of ψ along the path ρ as e2piisρ = ψ(ρ(1), h)/ψ(ρ(0), h)
and call sρ the monodromy exponent. In case ψ(q, h) is representable by
a product eS(q)/h times a resurgent power series in h, the formal monodromy
and the monodromy exponent will be resurgent as well. One can think of sρ
and e2piisρ as of resurgent asymptotic expansions in h or as of corresponding
microfunctions; we will be suppressing this distinction.
As before, let γk (resp., γ
′
k) be a counterclockwise loop around the pair of
turning points q+k , q
−
k on the first (resp., second) sheet of the Riemann surface of
the momentum, and denote e2piisγ1 and e
2piisγ′1 the corresponding monodromies
of formal WKB solutions along these loops. Analogously, let e2piisδk and e
2piisδ′
k
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be the monodromies of formal solutions along the figure-eight loops shown on
the Fugure 10.
It is elementary to calculate directly the leading powers of h in the power
series representing resurgent symbols sγk . In order to derive the corresponging
expansions of sγ′k , sδk , sδ′k , one argues as follows for γ
′
k, and similarly for δk and
δ′k.
Lemma V.2. We have sγk + sγ′k = −1.
Proof. Denote V (q) = [f ′(q)]2 − hf ′′(q) and use proposition V.1. If we
multiply two formal solutions corresponding to different sheets, we will get
− 1√
E−V (q)+hy˜ . Since hy˜ can be disregarded for the sake of this argument,
and E − V (q) has two zeros inside the contour, the argument of this fraction
turns by −2pi as we run around γk. Hence the lemma. 2
Summarizing,
Proposition V.3. The monodromy exponents satisfy the formulas listed on the
figure 10, where the sign ≈ means mod O(E2/h) +O(h).
γ
k
q
k
- q
k
+
γ'
k
q
k
- q
k
+
sγk ≈ − E2f ′′(qk)h − 1 sγ′k = −1− sγk ≈ E2f ′′(qk)h
δ
kq
k
- q
k
+ δ'kq
k
- q
k
+
sδk = − 12 − sγk ≈ E2f ′′(qk)h + 12 sδ′k = 12 + sγk ≈ − E2f ′′(qk)h − 12
Figure 10: Various formal monodromy exponents
The knowledge about two more formal monodromies will be needed in the
later sections. Let qk − ε be close enough to qk. The path σk is defined for
E > 0 as starting at qk − ε on the first sheet, going under the cut between q−k
and q+k , and ending at qk − ε on the second sheet; the path σ′k is obtained from
σk by interchanging the sheets, figure 11.
q
k
-ε σ
k
q
k
+
q
k
-
q
k
-ε σ'
k
q
k
+
q
k
-
Figure 11: Paths σk and σ
′
k.
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-
_
Figure 12: Paths σ′′k and σ¯k.
We easily obtain:
Lemma V.4. e−2piisσk = −e2piisσ′k .
Yet another elementary calculation shows that:
Proposition V.5. We have for k odd∫
σk
[
− f
′′
2i
√
E − (f ′)2
]
dq = Ln
[
−2f
′(qk − ε)√
E
]
(1 +O(E)),
and for k even∫
σ′k
[
− f
′′
2i
√
E − (f ′)2
]
dq = −Ln
[
2f ′(qk − ε)√
E
]
(1 +O(E)).
Here the branch of the logarithm is real for qk − ε on the real line to the left of
q−k .
Finally, we will define paths σ′′k and σ¯k as on figure 12.
By deforming integration contours one immediately sees that
sσ′′k = −sσk + sδ′k ; sσ¯k = −sσ′k + sδk . (10)
VI Stokes pattern and the connection problem.
We are interested in the spectrum of the Witten Laplacian
P = −h2∂2q + (f ′)2 − hf ′′
with periodic f and periodic boundary conditions on the eigenfunctions. Ac-
cording to the usual philosophy (see, e.g., [8]), we will take the formal WKB
solutions of this equation, consider the Stokes curves and the Stokes regions and
solve the connection problems between different Stokes regions.
If arg h = 0, the Stokes pattern (i.e. the picture formed by all Stokes curves)
for the equation
(−h2∂2q + (f ′)2 − hf ′′)ψ(q, h) = hErψ(q, h) (11)
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0 1q1 q2 q2n-1 q2n
...
Figure 13: The Stokes pattern for the equation (11) in case arg h = 0.
is as shown on figure 13. Namely, from every real turning point there will
emanate four perpendicular Stokes curves two of which will go along the real
line and connect nearby real turning points.
As is made clear in [9], it is easier to solve the connection problems when all
Stokes curves are simple. Since there are only finitely many turning points inside
a period 0 ≤ Re q < 1, there is a number α0 > 0 that for 0 < arg h < α0 there
are no double Stokes curves. Then, by continuity considerations customary in
resurgent analysis, for these values of arg h the decomposition of solutions into
microfunctions is the same as for arg h = 0+.
Therefore from now on we shall fix such arg h > 0; the Stokes pattern will
deform as shown on figure 14. We will further choose ε so that qj−ε lie between
Stokes curves. These points will be used in the calculation of the connection
matrices across the double turning points.
q
1
q
2
 ffq
1
)>0
Re ffq
1
)>0
Re ffq
1
)<0
 Re ffq
1
)<0
 Re ffq
2
)<0
Re ffq
2
)<0
Re ffq
2
)>0
Re ffq
2
)>0
q
1
­ q
2
­
Figure 14: The Stokes pattern for 0 < arg h << 1.
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VI.1 Properties of the Stokes pattern
The fact that for a polynomial f the Stokes pattern does not have any patholo-
gies, is almost obvious and well known. Our f is not a polynomial, but instead
a trigonometric polynomial f(q) = P (sin 2piq, cos 2piq). Still, this is enough to
have a nice Stokes pattern (without, e.g., dense families of Stokes curves), as
we will now demonstrate. The condition that f is a trigonometric polynomial
in this paper is imposed in order to be able to prove these lemmas.
Lemma VI.1. If f(q) = P (sin 2piq, cos 2piq), P a polynomial, then for 0 ≤
Re q < 1 there are only finitely many critical points.
Proof. Indeed, by passing to t = sin 2piq, one can find an algebraic equation
satisfied by sines of all critical points of f . 2
Lemma VI.2. Under above assumptions, all the Stokes curves are contained
in the union of finitely many real curves given by algebraic equations on Re
and Im of sin 2piq.
Proof. The condition for a point q to lie on a Stokes curve emanating
from a turning point qj (real or not), arg[f(q) − f(qj)] = α can be translated
into Re [f(q) − f(qj)] = kIm [f(q) − f(qj)], which in turn implies an algebraic
equation on Re and Im of sin 2piq. Since there are finitely many critical points
qj , and every real algebraic curve has finitely many connected components ( [33,
Th.3]), the lemma follows. 2.
Lemma VI.3. Under above assumptions there is 0 < θ0  1 such that for
0 < | arg h| < θ0 there are no double Stokes curves.
Proof follows from the finiteness of the set
{arg[f(qi)− f(qj)] | qi, qj turning pts}.
2
VII Connection formulae for a double turning
point.
Consider the equation
[−h2∂2q + (f ′)2 − hf ′′]ψ = Eψ. (12)
For E ∈ C and 0 < |E| << 1, the equation (12) pairs of simple turning points
q−j and q
+
j , dependent on E, which coalesce to double turning points qj when
E becomes zero or hEr for Er ∈ C or Er a small resurgent function of h. We
are going to imitate [9, section 4.1]’s method of passing to the limit E → 0
and deriving connection formulae across Stokes curves emanating from qj for
E = hEr based on connection formulas across Stokes curves emanating from
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q+j , q
−
j for E 6= 0. We will see that [9]’s argument does not change significantly,
but a detailed discussion of [9]’s method will stay outside of the scope of this
article.
To simplify notation, we will argue in this section for double turning points
q1 where f
′′(q1) > 0 and q2 where f ′′(q2) < 0; similar connection formulae hold
true for other double turning points qj as well.
Take a point q1 for which f
′(q1) = 0. Consider the basis ψ−(q, E, h),
ψ+(q, E, h) of formal resurgent WKB solutions of (12) normalized to be 1 at
some point q1 − ε near q1. For E near 0, the geometry Stokes curves will vary,
but the Stokes zones R and R′′, figure 15, will remain well-defined.
Let the resurgent symbol c(E, ζ) be one of the connection coefficient between
the Stokes zones R and R′′ for different values of E with |E| small enough, given
in the basis ψ−(q, E), ψ+(q, E).
E=0 E<0E>0
R
R''
RR
R''R''
q
1
-ε
q
1 q1
 q
1

q
1
-ε
q
1
-ε
Figure 15: Deformation of a double turning point into a pair of simple turning
points
Although c(E, ζ) (or, by abuse of notation c(E, h)) is discontinuous with re-
spect to E, the corresponding resurgent function defined for E > 0 as C(E, h) =
L[sarg h+c(E, ζ)] and analytically continued for other values of E, is a holomor-
phic function of E (for E ∈ U ⊂ C), i.e. has a representative (as a sectorial
germ mod E−∞) that is holomorphic with respect to E. This follows by the
same argument as given in [9, p.60, section 4.1]. This will allow to calculate
c(E, ζ) for E > 0, pass to C(E, h), analytically continue the result to the case
E = Erh and pass again to a resurgent symbol c(Erh, ζ).
We will obtain a formula for the hyperasymptotic expansion of C(E, h) for
E a positive real number, but this hyperasymptotic expansion will look singular
for E → 0, and so there is no hope of naively subsituting hEr for E in that
expression. When E → 0, the behavior of the microfunction decomposition
of C(E, h) resembles the behavior of a WKB asymptotic wave function near
a turning point. Namely, C(E, h) is a resurgent function of h for any E, but
when E ∈ C\{0} and orbits around the origin, the decomposition of C(E, h)
into microfunction undergoes Stokes phenomena, as we shall see shortly. When
one analyzes the behavior of a WKB wave function near a simple turning point,
one compares it to the Airy function; we will see that C(E, h) for E → 0 should
be compared with an expression involving Gamma function.
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dom
R
R''
dom
2'
q
1
-
q
1
- q
1
+
1' 2
dom dom
rec
3
R
R''
rec
dom dom
Figure 16: The Stokes pattern for (12) near q1 and the “connection paths” on
the first sheet (left) and on the second sheet (right).
Notation. Following [9] and others, denote aρ = e2piisρ the monodromy of
a formal WKB solution along a contour (or even any path) ρ on the Riemann
surface of the classical momentum.
VII.1 Connection paths for nonsingular E
Let us assume 0 < E << 1 and study the “deformed” equation (12), its Stokes
pattern and its connection problem.
VII.1.1 Case when f has a local minimum
Consider the complex plane of q near the point q1 where f(q) has a local mini-
mum. The equation (12) for 0 < E << 1 will have two turning points q−1 and
q+1 ; the Stokes curves and the Stokes zones R, R
′′ are shown on fig.16.
Let us consider two formal solutions ψ+(q, h) and ψ−(q, h) of (12) corre-
sponding to the first and to the second sheets of the Riemann surface of the clas-
sical momentum and normalized in such a way that ψ+(q1−ε) = ψ−(q1−ε) = 1.
In order to make them univalued functions of q, introduce additional “vertical”
cuts on both sheets as shown on fig.16.
For E → 0 the formal solution ψ+, resp. ψ−, will behave like e
f(q)−f(q1−ε)
h ,
resp. e−
f(q)−f(q1−ε)
h , and so ψ+ and ψ− will be dominant (exponentially growing)
or recessive (exponentially decreasing) in the direction away from the turning
point along the Stokes curves marked by dom or rec on fig.16.
Following [8] and using Theorem III.1, an actual solution representable by
a formal WKB solution ψ+ in the Stokes zone R is representable in the zone
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- q
2
+ q2
- q
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+
Domain of 
definition of 
+
Domain of 
definition of 

Figure 17: Domain of definition of ψ+ (left) and ψ− (right) near q2
R′′ as the sum of analytic continuations of that formal solution along the paths
1 and 2′, fig.16, left, and the path 2′ is homotopic to the path 1′ of analytic
continuation of the formal solution ψ− from R to R′′ concatinated with σ1.
Similarly, an actual solution representable by the formal solution ψ− in R is
representable by the sum of analytic continuations of ψ− along the paths 1′, 2,
3, fig.16, right, and the paths 2 and 3 are homotopic to the path 1 of analytic
continuation of the formal solution ψ+ from R to R
′′ concatinated with the path
reverse to σ1 and with the path σ
′′
1 , respectively.
Paths 1, 1′, 2, 2′, 3 are called connection paths in the literature on resurgent
analysis. Paths γj , σj , etc. have been defined on fig.10, 11, and 12.
We see that
C(q1) =
(
c++ c−+
c+− c−−
)
=
(
1 (aσ1)−1 + aσ
′′
1
aσ1 1
)
=
=
(
1 (aσ1)−1
(
1 + eδ
′
1
)
aσ1 1
)
=
(
1 (aσ1)−1 (1− aγ1)
aσ1 1
)
,
where we have used (10).
The monodromies aδ1 , aδ
′
1 are analytic in E when E → 0, the limiting be-
havior of sσ1 will be studied in more details the next subsection.
VII.1.2 Case when f has a local maximum.
Around q2 which splits for E > 0 into two simple turning points q
±
2 , the hori-
zontal Stokes curves on the first sheet will be recessive.
Let us consider two formal solutions ψ+(q, h) and ψ−(q, h) of (12) corre-
sponding to the first and to the second sheets of the Riemann surface of the clas-
sical momentum and normalized in such a way that ψ+(q2−ε) = ψ−(q2−ε) = 1.
In order to make them univalued functions of q, introduce additional “vertical”
cuts on both sheets as shown on fig.17.
In all of the considerations of the q1 case reverse the roles of the upper and
the lower sheets and obtain:
C(q2) =
(
1 aσ
′
2
(aσ
′
2)−1 + aσ¯2 1
)
=
(
1 aσ
′
2
(aσ
′
2)−1(1 + aδ2) 1
)
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=(
1 aσ
′
2
(aσ
′
2)−1(1− (aγ2)−1) 1
)
.
VII.2 Asymptotic representation of C
Throughout this subsection E is a number 0 < |E| << 1 such that all turning
points are simple. Let q−1 (E) and q
+
1 (E) be simple turning points near q1.
Earlier we have have associated to a connection coefficient c(E, h) := c+−(E, h) =
exp(2piisσ1) (which is a resurgent symbol) a resurgent function C(E, h) that is
representable by c(E, h) for E > 0 and has (as a class mod E−∞) a repre-
sentative holomorphic with respect to E in a full complex neighborhood of the
origin.
Definition. (cf. [9, def.0.6.3]) A parameter-dependent resurgent function
ϕ(u, h) is said to depend regularly on u near u0 its major has the origin as
its only singularity in a small disc |ξ| < ε, independent of u near u0.
Let, further, Φ(u, ξ) be a major of a parameter dependent resurgent function
ϕ(u, h). As u → u0, some singularities on the Riemann surface of Φ(u, ξ), say,
ξ = s1(u) and ξ = s2(u) may collide, s1(u0) = s2(u0), in which case they are
called confluent singularities for u → u0, as opposed to other singularities
which are isolated for u→ u0.
A parameter-dependent microfunction centered at ω(u) is called a local
resurgence constant, if it has a representative ϕ(u, ξ) without singularities
on the first sheet confluent with ω(u) for u→ u0. Equivalently, we require that
∆˙ωϕ = 0 for every ω in some neighborhood of u0 independent of u.
These concepts apply to our situation with u equal to E and u0 = 0.
Theorem VII.1. (Compare [9, Th.4.1.1, p.61].) We have
C(E, h) = e
2[f(q1)−f(q1−ε)]
h
√
2pih−sδ1
Γ
(
sδ1 +
1
2
)Cred(E, h), (13)
where sδ1 = sδ1(E, h) is the monodromy exponent along δ1, whereas C
red(E, h)
is an invertible holomorphic function of E, resurgent with respect to h and cor-
responding to an elementary simple resurgent symbol, depending regularly on E
in a neighborhood of 0.
Remark. One can see from the integral representations given in [3] that
the function h
−sδ1
Γ(sδ1+
1
2 )
is resurgent with respect to h and has a representative
(as a class modulo E−∞) that is holomorphic with respect to E. However, the
function h−sδ1 and Γ(sδ1 +
1
2 ) are not resurgent by themselves because they do
not satisfy the growth conditions for h→ 0+.
A more precise calculation of Cred is carried out below by using the exact
matching method.
Proof of the theorem.
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In the subsection VII.4 we will give a proof (compare [9, p.58]) that c satisfies
the following local resurgence equation (see section II.2.3 for notation) 2
∆˙−inωγ1 c =
(−1)n−1
n
a−nδ1c (n ∈ Z\{0}) (14)
and its minor has no other confluent singularities than the integral multiples of
ωγ1 =
∫
γ1
i
√
E − [f ′(q)]2dq.
To write a general solution of that resurgence equation, recall that [5, Pro
I.4.3] states (up to rescaling of x = 1/h) that if for a microfunction a
∆˙2piina =
(−1)n−1
n
e−2piinxa for n ∈ Z∗ = Z\{0},
∆ωa = 0 for ω 6∈ 2piiZ∗,
then
(sa)(x) = (x/e)x
√
2pi/Γ(x+ 1/2)(sb), (15)
where ∆˙ωb = 0 for all ω ∈ C close enough to the center of the microfunction b.
Note also [3] for an excellent exposition of resurgence properties of the gamma
function.
Take sδ1 as a new resurgent variable instead of x = 1/h; then the resurgence
equation found earlier becomes
∆˙
(sδ1 )
2piin c =
(−1)n−1
n
e−2piinsδ1 c,
hence, by (15),
(sc)(E, h) = (sδ1e
−sδ1 )
√
2pi
Γ(sδ1 +
1
2 )
s(c′(E, h)),
for a local resurgence constant c′.
Since (hsδ1)
−sδ1 is a local resurgence constant as well, we can absorb it in
C ′ and obtain a new local resurgent consant Cred whose resurgent symbol is
cred(E, h):
C(E, h) =
√
2pih−sδ1
Γ(sδ1 +
1
2 )
s(cred(E, h)) (16)
The facts that Cred is holomorphic in E and invertible and that the symbol cred
is elementary and simple for all 0 6= E ∈ C can be shown as in [9]. 2
The contributions to the connection coefficients C(E, h) due to the turning
points far away are of the exponential order negative the length of some double
Stokes curves for appropriate arg h. This is what some authors probably mean
when they say that different turning points are “decoupled”.
It is clear that analogous statements will hold for the formal monodromy
along σ′2.
2 This equation is a local resurgence equation in the following sense: the statement about
the alien derivative should hold for |E| small enough (how small, depends on n), and the
equality is true only modulo microfunctions whose supports are separated from zero for E → 0.
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VII.3 Calculation of Cred by the exact matching method.
In this section we will take the formula (13) for the connection coefficient and
pass to the limit when E stops being a positive real number and becomes hEr.
We will use the fact that hEr can be substituted into the fraction
h
−sδ1
Γ(sδ1+
1
2 )
easily. Thus, the real task will be to calculate cred(E, h) for E replaced by hEr.
We are studying the connection problem across the double turning point qk,
k = 1, 2, ..., 2n, for the differential equation
[−h2∂2q + V (q) + hV1(q)]ψ = hErψ, (17)
where in our case V (q) = [f ′(q)]2 and V1(q) = −f ′′(q).
The exact matching method given in [9, §5.1.1, p.74] for the Schro¨dinger
equation without the hV1(q) term and the argument justifying it applies equally
well to our case. It would be perhaps desirable to give a more detailed treatment
of this method and its proof, as we plan to do elsewhere.
For odd j, we will denote by c′j the limit of the monodromy e
2piisσj of formal
solutions of (12) when a positive real number E is replaced by hEr, and for
even j let cj denote the corresponding limit of e
2piisσj .
To simplify notation, we are going to treat two representative double turn-
ing points q1 and q2, where f(q) has a local minimum and a local maximum,
respectively; the analogous formulas will hold for other qj as well.
VII.3.1 Exact matching method around q1.
Instead of calculating the monodromies of formal solutions of (17), we will
calculate them for the equation
[−h2∂2q + V (q) + h(V1(q)− V1(q1))]ψ = h(Er − V1(q1))ψ = hE′rψ (18)
and then substitute E′r = Er−V1(q) in the answer. Denote by c˜red, s˜δ1 etc. the
objects defined from the equation (18) similarly to cred, sδ1 etc. for (17).
We will calculate the asymptotic expansion in h representing c˜red(E, h) for
0 < E << 1 from the formula
s(c˜red(E, h)) = exp(2piis˜δ1)
[√
2pih−s˜δ1
Γ(s˜δ1 +
1
2 )
]−1
,
and then substitute hE′r for E into this power series.
Easy algebra shows that
exp(2piis˜σ1) = −i exp
(
i
h
∆S + ∆R + O(h)
)
,
where
∆S(E, q0) =
∫
σ1
√
E − (f ′)2dq′, ∆R =
∫
σ1
f ′′ − f ′′(q1)
2i
√
E − (f ′)2 dq
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with determinations of the square root given as on figure 9.
The Stirling formula (applied for |h| → 0 with E fixed) together with the
property s˜δ1 +
1
2 = −s˜γ1 and the definition ωγ1 =
∫
γ1
√
E − [f ′(q)]2dq yield
√
2pih−s˜δ1
Γ(s˜δ1 +
1
2 )
= exp
(
1
h
(−ωγ1
2pi
+
ωγ1
2pi
ln[−ωγ1
2pi
])
)
(1 +O(h)).
Therefore
c˜red(E, h) = −i exp
{
1
h
[
i∆S +
ωγ1
2pi
− ωγ1
2pi
ln[−ωγ1
2pi
]
+ ∆R
}
(1 +O(h)).
An elementary but lengthy calculation shows that i∆S+
ωγ1
2pi −
ωγ1
2pi ln[−
ωγ1
2pi ]
is analytic with respect to E for E near zero, and
i∆S +
ωγ1
2pi
− ωγ1
2pi
ln[−ωγ1
2pi
] =
= 2[f(q1)− f(q1 − ε)]−
∫
σ1
Edq
2i
√
E − (f ′)2 −
ωγ1
2pi
ln[−ωγ1
2pi
] +O(E2).
Using results of section V.3, we have∫
σ1
dq
2i
√
E − (f ′)2 =
1
f ′′(q1)
∫
σ1
f ′′(q)dq
2i
√
E − (f ′)2 −
1
f ′′(q1)
∫
σ1
f ′′(q)− f ′′(q1)
2i
√
E − (f ′)2 dq =
= − 1
f ′′(q1)
Ln [−2f
′(q1 − ε)√
E
(1 +O(E))] − 1
f ′′(q1)
∆R,
and also
−E
∫
σ1
dq
2i
√
E − (f ′)2 −
ωγ1
2pi
ln[−ωγ(E)
2pi
] =
= E
{
1
f ′′(q1)
Ln [−2f
′(q1 − ε)√
E
] +
1
2f ′′(q1)
ln
(
E
2f ′′(q1)
)}
+ o(E) =
=
E
f ′′(q1)
Ln [−2f
′(q1 − ε)√
2f ′′(q1)
] + o(E).
Now we can substitute E = hE′r in the above expression and calculate the
connection coefficient for the equation (18) (up to a factor (1 +O(h) +O(E)))
e2piis˜δ1
∣∣
E=hE′r
≈ −ie 2[f(q1)−f(q1−ε)]h
√
2pih
− E
′
r
2f′′(q1)
Γ
(
E′r
2f ′′(q1)
+ 12
)×
× exp
[
E′r
f ′′(q1)
Ln [−2f
′(q1 − ε)√
2f ′′(q1)
] +
(
E′r
f ′′(q1)
− 1
)
∆R
]
,
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where it is important that ∆R as a function of E is bounded for E → 0. Inserting
E′r = Er + f
′′(q1), obtain:
e2piisδ1
∣∣
E=hEr
≈ −i
√
2pih
−Er+f′′(q1)
2f′′(q1)
Γ
(
Er+f ′′(q1)
2f ′′(q1)
+ 12
) exp[Er + f ′′(q1)
f ′′(q1)
Ln [−2f
′(q1 − ε)√
2f ′′(q1)
]
]
×
× exp
[(
Er
f ′′(q1)
)
∆R +
2[f(q1)− f(q1 − ε)]
h
]
.
We will need this result for Er not a complex number, but a resurgent function
of negative exponential type, in which case we can simplify:
c′1|Er=O(h) = e2piisδ1
∣∣
E=hEr=O(h2)
≈ 2i
√
pif ′(q1 − ε)√
hf ′′(q1)
e
2[f(q1)−Φ(q1−ε)]
h ,
where ≈ means that an equality holds up to a factor 1 +O(h).
VII.3.2 Exact matching method around q2.
Following the same line of thought for the situation around the turning point
q2, we conclude
c2 ≈ −Er i
√
pih
2
√|f ′′(q2)|f ′(q2 − ε)e− 2[f(q2)−f(q2−ε)]h ,
where ≈ stand for an equality up to a factor (1 +O(h)).
VII.4 Alien differential equation for the connection coef-
ficient.
We will derive here an alien differential equation of a connection coefficient
c = e2piisσ1 , where q1 ∈ R is a local minimum of the function f . Up to small
details, a similar argument can be repeated for a local maximum of f as well.
The main theoretical ingredient is the following:
Theorem VII.2. ([7]) Let γ be a path on the Riemann surface of the momen-
tum (closed or not). Let aγ the monodromy of the formal solution along γ. Fix
a resummation direction, or arg h, to be α. Then:
1) If γ intersects no Stokes curves in direction α, then ∆αa
γ = 0;
2) same if γ intersects a simple Stokes curve;
3) if γ intersects a double Stokes curve in the direction α with a period cycle ρ,
then σαaγ = (1± aρ)aγ .
The period cycle of a double Stokes curve is a closed path ρ encircling both
ends of the double Stokes curve and oriented in such a way that the exponential
type of aρ is negative, figure 18.
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Figure 18: A period cycle of a double Stokes curve
We will consider the equation (12) for 0 < E << 1, but for all possible values
of arg h. As we know, the Stokes curves depend on the resummation direction
arg h. In particular, for arg h = ±pi/2 there will be a short double Stokes curve
connecting q−1 and q
+
1 , and for arg h close to these two values the Stokes pattern
will “bifurcate” as shown on figures 19 and 21.
rec
domrec
Arg  h = pi/2 + 0
dom
a
b rec
domrec
Arg  h = pi/2 - 0
dom
a
b
q
1
-q1
+q
1
- q
1
+
Figure 19: Bifurcation of the Stokes pattern around q1 for Arg h =
pi
2 ± 0.
Consider the connection problem for resurgent solutions of (12) from a neigh-
borhood of the point a to the neighborhood of b shown on fig. 19. Let ψ+ and
ψ− be, as usual, formal WKB solutions such that ψ+(a) = ψ−(a) = 1. They
will be univalued functions of q once we make a cut between q−1 and q
+
1 and a
horizontal cut (dashed line) to the right of q+1 .
For Arg h = pi/2 + 0 the actual solution of (12) represented by ψ+ at a is
represented by ψ+ + (a
`1 + a`2)ψ− at b; for Arg h = pi/2− 0 the representation
at b is ψ+ + (a
`1)ψ−. Since ψ−(b) is a resurgence constant, we obtain
spi/2+0((a
`1 + a`2)) = spi/2−0a`1 ,
σpi/2(a`1 + a`2) = a`1 ,
and since a`2(a`1)−1 = aδ1 by deformation of the integration contour, we obtain:
σpi/2a`1 = a`1(1 +σpi/2aδ1)−1
Using the definition of the alien derivative as Ln (σα), obtain (14) for positive
n.
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Figure 20: Connection paths `1, `2, `
′
1, `
′
2.
Now let us study a similar bifurcation of the Stokes pattern for Arg h =
−pi2 ± 0.
rec
rec
Arg  h = -pi/2 + 0
dom
b
rec
rec
Arg  h = -pi/2 - 0
dom
b
a
dom
dom
a
Figure 21: Bifurcation of the Stokes pattern around q1 for Arg h = −pi2 ± 0
For Arg h = −pi/2 + 0 the solution represented by ψ+ at a is represented
by ψ+ + (a
`′1 + a`
′
2)ψ− at b; for Arg h = −pi/2 − 0 the representation at b is
ψ+ + (a
`′1)ψ−. Since ψ+(b) is a resurgence constant, therefore
s−pi/2+0(a`
′
1 + a`
′
2) = s−pi/2−0a`
′
1 ;
σ−pi/2(a`′1 + a`′2) = a`′1 .
Using the fact thatσ is a multiplicative homomorphism get:
σ−pi/2(a`1(a`′1 + a`′2)) = a`′1σ−pi/2a`1 ;
(a`
′
1)−1σ−pi/2(−1 + a`1a`′2)) =σ−pi/2a`1 ;
a`1σ−pi/2(1− (aγ1)−1) =σ−pi/2a`1 .
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We will now use the equalityσ−pi/2(1− (aγ1)−1) = 1− (aγ1)−1 + r, where the
exponential type of r is estimated by the canonical length of the Stokes curves
for arg h = pi/2 starting at q±1 . Modulo terms of that exponential type, obtain:
σ−pi/2a`1 ≈ a`1(1 + aδ1),
and taking the logarithm ofσα, obtain the part of (14) for negative n.
VIII Transfer matrix and quantization condi-
tion.
In this section we are studying the quantization condition for the Witten Lapla-
cian with the superpotential f having n local minima and n local maxima.
The eigenvalue of the Witten Laplacian in this section will be written as hEr,
Er ∈ C.
Let φ+, φ− be the formal resurgent solutions of
(−h2∂2x + [f ′]2 − hf ′′)φ = hErφ (19)
corresponding to the first and second sheet of the Riemann surface, normalized
in such a way that ψ+(q0) = ψ−(q0) = 1 and defined on the domains (complex
plane with vertical cuts starting at qj ) shown on fig.22.
q
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q
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q
3
q
4
domain of 
+
q
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q
2
q
3
q
4
domain of 
-
Figure 22: Domains of φ+ and φ−.
VIII.1 The transfer matrix.
We would like to write down a condition that for a given Er our equation (19)
has a periodic solution, ϕ(q, h) = ϕ(q+1, h). After that, the eigenvalue problem
for (19) will reduce to solving that condition with respect to Er.
The following definition of the transfer matrix F will in spirit resemble the
definition of the connection matrices between two Stokes zones. Suppose an ac-
tual solution ϕ(q, h) is representable as A−ψ−+A+ψ+ around q0, where A− and
A+ are some constant resurgent symbols and ψ− and ψ+ the elementary formal
solutions of our differential equation with, to fix ideas, ψ−(q0) = ψ+(q0) = 1,
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and, as we assume the statements of section III.1, q0 ∈ C can be chosen arbitrar-
ily so that f ′(q0) 6= 0. Since the coefficients of (19) are periodic, the function
ϕ(q+ 1) will also be its solution, and therefore representable as B−ψ−+B+ψ+.
We will define the transfer matrix F by the relation(
B−
B+
)
= F
(
B−
B+
)
.
This matrix F is obtained as a composition of analytic continuations of
formal solutions inside the Stokes regions and connection matrices between dif-
ferent Stokes regions, as explained below.
The entries of the matrix F are formal resurgent symbols dependent on Er.
It is clear that Er is an eigenvalue of the Witten Laplacian if and only if it is a
solution of the following quantization condition:
det(F (Er)− Id) = 0. (20)
In fact, we will presume that Er is a number to set up this equation, then
solve it and find its resurgent solutions, then by [15] one can substitute Er into
the original equation and obtain its resurgent solutions satisfying the periodic
boundary conditions.
VIII.2 From connection matrices to quantization condi-
tion
If in the basis ψ+, ψ− of formal WKB solutions such that ψ+(q1− ε) = ψ−(q1−
ε) = 1 the connection matrix across the turning point q1 equals C, then in
the basis φ+, φ− of formal WKB solutions such that φ+(q0) = φ−(q0) = 1 the
corresponding matrix will be written as(
φ+(q1 − ε) 0
0 φ−(q1 − ε)
)−1
C
(
φ+(q1 − ε) 0
0 φ−(q1 − ε)
)
.
Composing connection matrices from the Stokes zone containing q1 − ε (cf. fig.
14) to the zone containing q2 − ε, from the zone containing q2 − ε to the zone
containing q3 − ε, etc, to the zone containing (q1 − ε) + 1, obtain:
Proposition VIII.1. In the basis φ+, φ− the transfer matrix F equals
F =
(
φ+(1)
φ+(q2n−ε) 0
0 φ−(1)φ−(q2n−ε)
)
C(q2n,ε)
(
φ+(q2n−1−ε)
φ+(q2n−1−ε) 0
0 φ−(q2n−ε)φ−(q2n−1−ε)
)
×. . .
· · · ×
(
φ+(q2−ε)
φ+(q1−ε) 0
0 φ−(q2−ε)φ−(q1−ε)
)
C(q1,ε)
(
φ+(q1 − ε) 0
0 φ−(q1 − ε)
)
.
Here C(qj ,ε) is a connection matrix across a double turning point qj in the basis
of formal WKB solutions normalized to 1 at qj − ε, as in section VII.
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The product of the matrices in proposition VIII.1 has the structure
F =
(
B2n
B′2n
)(
1 c2n
c′2n 1
)(
A2n−1
A′2n−1
)(
1 c2n−1
c′2n−1 1
)
×· · ·×
×
(
A2
A′2
)(
1 c2
c′2 1
)(
A1
A′1
)(
1 c1
c′1 1
)(
B0
B′0
)
.
Put
F ′ =
(
B0
B′0
)
F
(
B0
B′0
)−1
and put A2n := B2nB0, then
F ′ =
(
A2n A2nc2n
A′2nc
′
2n A
′
2n
)(
A2n−1 A2n−1c2n−1
A′2n−1c
′
2n−1 A
′
2n−1
)
× · · ·×
×
(
A2 A2c2
A′2c
′
2 A
′
2
)(
A1 A1c1
A′1c
′
1 A
′
1
)
,
F ′ =
(
A2nA2n−1 +A2nc2nA′2n−1c
′
2n−1 A2nA2n−1c2n−1 +A2nc2nA
′
2n−1
A′2nc
′
2nA2n−1 +A
′
2nA
′
2n−1c
′
2n−1 A
′
2nc
′
2nA2n−1c2n−1 +A
′
2n−1A
′
2n
)
. . .
. . .
(
A2A1 +A2c2A
′
1c
′
1 A2A1c1 +A2c2A
′
1
A′2c
′
2A1 +A
′
2A
′
1c
′
1 A
′
2c
′
2A1c1 +A
′
1A
′
2
)
.
Let µk = ckc
′
k and consider what [8] call monodromies along the tunneling
cycles:
τ2k−1 = c′2k−1A
−1
2k−1c2kA
′
2k−1 , τ2k = c2k(A
′
2k)
−1c′2k+1A2k,
where k = 1, ..., n and c2n+1 = c1.
F ′ =
(
c2n
1
)
×
×
(
A2nA2n−1c−12n +A2nA
′
2n−1c
′
2n−1 A2nA2n−1c
−1
2n c2n−1 +A2nA
′
2n−1
A′2nA2n−1c
′
2n +A
′
2nA
′
2n−1c
′
2n−1 A
′
2nA2n−1c2n−1c
′
2n +A
′
2n−1A
′
2n
)
×. . .
...×
(
c2
1
)(
A2A1c
−1
2 +A2A
′
1c
′
1 A2A1c1c
−1
2 +A2A
′
1
A′2A1c
′
2 +A
′
2A
′
1c
′
1 A
′
2A1c1c
′
2 +A
′
1A
′
2
)
.
After some calculations, get
F ′ =
(
c2nA2n(A′2n)
−1
1
)(
τ−12n−1 + 1 µ2n−1τ
−1
2n−1 + 1
µ2nτ
−1
2n−1 + 1 µ2n−1µ2nτ
−1
2n−1 + 1
)(
c′2n−1
1
)
×. . .
×
(
c2A2(A′2)
−1
1
)(
τ−11 + 1 µ1τ
−1
1 + 1
µ2τ
−1
1 + 1 µ1µ2τ
−1
1 + 1
)(
c′1
1
)
A′1A
′
2A
′
3...A
′
2n−1A
′
2n.
Define the matrix G by(
c′1
1
)
F ′ = G
(
c′1
1
)
,
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then
G =
(
c′2n+1c2nA2n(A
′
2n)
−1
1
)(
τ−12n−1 + 1 µ2n−1τ
−1
2n−1 + 1
µ2nτ
−1
2n−1 + 1 µ2n−1µ2nτ
−1
2n−1 + 1
)
×. . .
×
(
c′3c2A2(A
′
2)
−1
1
)(
τ−11 + 1 µ1τ
−1
1 + 1
µ2τ
−1
1 + 1 µ1µ2τ
−1
1 + 1
)(
c′1
1
)
A′1A
′
2...A
′
2n,
G =
(
τ2n
1
)(
τ−12n−1 + 1 µ2n−1τ
−1
2n−1 + 1
µ2nτ
−1
2n−1 + 1 µ2n−1µ2nτ
−1
2n−1 + 1
)
× . . .
×
(
τ2
1
)(
τ−11 + 1 µ1τ
−1
1 + 1
µ2τ
−1
1 + 1 µ1µ2τ
−1
1 + 1
)
A′1A
′
2A
′
3...A
′
2n−1A
′
2n.
Let k be such that A′1A
′
2...A
′
2n = 1 + Erk; more precisely:
Lemma VIII.2. For every Er ∈ C small enough, there exists a resurgent
symbol k = k(Er, h) = a0(Er) + a1(Er)h+ a2(Er)h
2+ such that
A′1A
′
2...A
′
2n = 1 + Erk
and k is holomorphic with respect to Er.
Remark that the coefficients aj(Er) are also holomorphic with respect to E,
as immediately follows from the iterative procedure of calculating them.
Proof of the lemma. Recall that A′j =
φ−(qj+1−ε)
φ−(qj−ε) , where φ−(q, h) is the
formal solution corresponding to the lower sheet of p(q). This means that the
product A′1A
′
2...A
′
2n is the formal monodromy around the loop from q0 to q0 + 1
of the formal solution corresponding to the second sheet. But for Er = 0 this
solution can be taken as exp[− f(q)−f(0)h ] with the trivial monodromy, hence the
lemma. 2
Introduce a new matrix G0 by G0 = (1 + Erk)
−1G.
Lemma VIII.3. The matrix G0 can be written in the form
G0 =
(
1 + Eg11 Eg12
Eg21 1 + Eg22
)
,
where gij are resurgent symbols holomorphically dependent on Er.
Proof. Easily shown by induction. It is true for n = 1 and a product of
two such matrices is again of this form. 2.
The quantization condition can now be rewritten as det(G− I) = 0, i.e.(
1
1 + Erk
)2
− TrG0 1
1 + Erk
+ detG0 = 0. (21)
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VIII.3 Ingredients of the quantization condition
In order to solve the quantization condition (21) for Er, it is important to
understand the determinant and the trace of the matrix G0.
Lemma VIII.4. We have
detG0 = τ
−1
1 τ2...τ
−1
2n−1τ2n(1− µ1)(1− µ2)...(1− µ2n) = 1 + Erd,
where d depends holomorphically on Er.
Proof. For the first equality, use multiplicativity of det and the case n = 1.
The second equality follows from the expressions for τj and µj established below.
2
To simplify notation, we will calculate τj for j = 1, 2; the similar formulae
will hold for other j’s.
Calculation of τ1. We know from VII.3.1 that
c′1 =
2i
√
pif ′(q1 − ε)√
hf ′′(q1)
e
2[f(q1)−f(q1−ε)]
h (1 +O(h) +O(Er)),
c2 = −Er i
√
pih
2
√|f ′′(q2)|f ′(q2 − ε)e− 2[f(q2)−f(q2−ε)]h (1 +O(h) +O(Er)),
and we are going to calculate that
A−11 A
′
1 = e
−2[f(q2−ε)−f(q1−ε)]
h
f ′(q2 − ε)
f ′(q1 − ε) (1 +O(h) +O(Er)).
Together, this will yield
τ1 = c
′
1c2A
−1
1 A
′
1 =
= Er
pi√
f ′′(q1)|f ′′(q2)|
e−
2[f(q2)−f(q1)]
h (1 +O(h) +O(Er)).
This is how A−11 A
′
1 is calculated: A1 and A
′
1 are formal monodromies along
the contours shown on figure 23.
q
1
-ε q2-ε q
1
-ε q2-ε
contour for A
1 contour for A'1
Figure 23: Integration contours defining A1 and A
′
1.
The exponent is obvious. To find the O(1) term, calculate∫ q2−ε
q1−ε
[
f ′f ′′
2(E − (f ′)2) −
f ′′
2i
√
E − (f ′)2
]
dq,
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where the path of integration is chosen on the first sheet.
First summand: When we calculate the difference of
∫ q2−ε
q1−ε
f ′f ′′
2(E−(f ′)2)dq
along the paths on the first and on the second sheets, since the function does
not change on the first and on the second sheet, we can reduce the question to
calculating
∫
γ1
f ′f ′′
2(E−(f ′)2)dq and this integral is −pii.
For the second summand: Notice that the integral on the first sheet from
q1 − ε to q2 − ε is∫ q2−ε
q1−ε
f ′′
2i
√
E − (f ′)2 dq =
∫ q2−ε
q1−ε
f ′′
2f ′
dq + O(E) =
=
1
2
log
(
f ′(q2 − ε)
|f ′(q1 − ε)|
)
+
pii
2
+O(E).
A similar calculation works for the second sheet and yields∫ q2−ε
q1−ε
f ′′
2i
√
E − (f ′)2 dq = −
1
2
log
(
f ′(q2 − ε)
|f ′(q1 − ε)|
)
+
pii
2
+O(E),
so we get
A−11 A
′
1 = e
− 2[f(q2−ε)−f(q1−ε)]h f
′(q2 − ε)
f ′(q1 − ε) (1 +O(E)).
Calculation of τ2 yields analogously
τ2 = c2c
′
3A2(A
′
2)
−1 = Er
pi√|f ′′(q2)|f ′′(q3)e− 2[f(q2)−f(q3)]h (1 +O(h) +O(Er)).
Remark. Further terms in the asymptotic expansion of τj can perhaps be
calculated similarly to [9, p.82-83].
Calculation of µj. We defined µj as the products of off-diagonal elements
in the connection matrices C(qj) obtained in subsection VII.1. We have for odd
j:
µj = 1+e
2piisδ′
j = 2pii(sδj −
1
2
)(1+O(Er)+O(h)) = Er
pii
f ′′(qj)
(1+O(h)+O(Er)),
and similarly for even j:
µj = 1 + e
2piisδj = Er
pii
|f ′′(qj)| (1 +O(h) +O(Er)).
IX Resurgent Solutions of a Resurgent Tran-
scendental Equation
The quantization condition will be an equation on Er whose left hand side can
be written as a polynomial in Er, plus a correction that is exponentially small for
h→ 0+. More precisely, the quantization condition will satisfy the assumptions
of the following:
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Lemma IX.1. If we have an “approximately” polynomial equation on Er
fn(Er, h)E
n
r +an−1fn−1(Er, h)E
n−1
r +...+a1f1(Er, h)Er+a0f0(Er, h) = 0 (22)
with |ak| ≤
[
Ce−c/h
]n−k
and fk(Er, h) = 1 + O(Er) + O(h), then its solutions
are of exponential type ≤ Ce−c/h.
Proof is obvious. 2
IX.1 Newton polygon
Given an equation of the form (22), for every term Ejr(1+O(Er))e
k/h on its left
hand side plot a point with the coordinates (j, k) on the plane and a quadrant
with its vertex there and opening in the direction down and to the right. The
convex hull of the union of these quadrants will be called the Newton polygon
of our equation.
E.g., the equation
3 + (2 + h)Ere
3/h + h2Ere
4/h + E2re
5/h
produces a Newton polygon shown on figure 24.
1
E
r
e3/h
E
r
e4/h
E
r
2e5/h
Powers 
of E
r
Powers
 of e1/h
e1/h
e2/h
e3/h
e4/h
e5/h
E
r Er
2
Figure 24: An example of a Newton polygon.
If the equation (22) represents a quantization condition for the Witten Lapla-
cian, it will satisfy the following additional properties:
Property 1. All terms corresponding to the vertices on the boundary of
the Newton polygon will be of the form e−c/h times a resurgent (micro)function
representable as g(Er)+(small) and that microfuntion has representatives holo-
morphic with respect to Er. This follows essentially from the connection formu-
lae and from the properties of a major of a resurgent solution of a differential
equation constructed in [27].
Property 2. Singular exponents, i.e. the numbers c in the e−c/h-factors of the
terms of (22), do not depend on Er, since the classical action S(q) of the Witten
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Laplacian does not depend on Er. Therefore we can decompose the LHS of (22)
into a sum of resurgent microfunctions corresponding to the hyperasymptotic
representation
∑
i e
ci/h(...) with ci independent of Er.
It will also be important to keep in mind that the construction of a major
for substitution of a small resurgent function r(h) for a holomorphic parameter
E of g(E, h) implies that the Newton polygon of a composite function can be
obtained from the Newton polygons of g(E, h) and of r(h) in exactly the same
way as expected from formal manipulations with the formulas.
IX.2 Algebraic equation corresponding to an edge of the
Newton polygon
Consider an equation F(Er, h) = 0 of type (22) and its corresponding Newton
polygon. It is clear that if the exponential type of a resurgent symbol φ(h) is
not equal to the slope of an edge of the Newton polygon, then such resurgent
symbol cannot be a solution of the equation.
Suppose there is an edge of the Newton polygon on the line y = kx+b, k > 0,
and the two extreme vertices on this edge are E`re
k`+b
h and E`+ne
k[`+n]+b
h . Let
us find all resurgent solutions of the equation F(Er, h) = 0 of exponential type
k.
A substitution Er = e
−k/hE0 performs a shearing transformation on the
Newton polygon. If we plot all the terms of the equation f0(E0, h) = 0, where
f0(E0, h) = e
−b/hE−`0 F(e−k/hE0, h), in the axes corresponding to powers of E0
and of e1/h (figure 25), we will see terms on the horizontal axis between E00 and
En0 , and all other terms will be below the horizontal axis. We are interested
now in finding all resurgent solutions of f0(E0, h) = 0 of zero exponential type;
let us show now that in our situation the number of these solutions equals the
length n of the edge.
many more
terms here
1 E0
nE
0
...
Powers 
of E
0
Powers of e1/h
Figure 25: A Newton polygon after a shearing transformation Er = e
−k/hE0.
Suppose the algebraic equation corresponding to the upper horizontal edge
of the polygon on figure 25 is of the form
A0 +A1E0 + ...+AnE
n
0 = 0, (23)
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where Ak = ak+bk, where ak are complex numbers such that the equation a0 +
a1x+ ...+anx
n has only simple roots and bk are small resurgent functions. This
will be our nondegeneracy condition for the superpotential in the Witten
Laplacian.
Since An is invertible, we can assume An = 1. Let r be a simple root of
this equation modulo O(h), then it is resurgent. Indeed, roots of a polynomial
equation analytically depend on the coefficients outside of the discriminant lo-
cus. Then, if the coefficients are of the form const(6= 0) +O(h), we can use the
theorem on resurgence of composition of a holomorphic function and a small
resurgent function ( [15]) to conclude that roots will be resurgent.
The question of whether more degenerate polynomial equations with resur-
gent coefficients have resurgent roots will be studied elsewhere. Note that the
appropriate generality should include resurgent coefficitents given by resurgent
power series expansions not simply in h, but also in lnh, since this is the form
of the tunnel cycle monodromies τj .
IX.2.1 Exponentially small corrections – the second Newton poly-
gon
Vie`te’s formula shows that every one of resurgent roots r1, ..., rn of (23) has
a resurgent inverse; indeed, r1...rn = (−1)nA0/An, so rj = (−1)nAn × 1A0 ×∏
j′ 6=j rj′ and every factor of this product is resurgent. Now we replace every
Ek0 e
−d/h, k ∈ Z by (r+E1)ke−d/h and get a new Newton polygon with respect
to E1 and we will look for solutions of the new equation with respect to E1
which we will require to be exponentially small. That Newton polygon will
have E11 as its leading term becuase it follows from our assumptions that r is
multiplicity one.
Write our equation in the form
A0 +A1E0 + ...+An−1En−10 + E
n
0 +
∑
ak`E
k
0 e
−c`/h = 0,
where k is also allowed to be negative. If r is the root of the polynomial part
A0 +A1E0 + ...+AnE
n
0 = 0, use an ansatz E0 = r+E1. Expanding (r+E1)
k
in powers of E1, obtain
B1E1 + ...+Bn−1En−11 + E
n
1 +
∑
k≥0,`
e−c`/hbklEk1 ,
where bkl are elementary simple resurgent symbols and with B1 = (const 6=
0) + φ(h) for a small resurgent microfunction φ.
The Newton polygon for this new equation now looks like the one on figure
26, and it is clear that we get only one exponentially small (or zero) solution.
In case there are term of degree zero in E, there is an upper left edge of the
Newton polygon; using its slope, find an ansatz E1 = e
−k/hE2, obtain a Newton
polygon for E2 with the horizontal edge of length one, see figure 27.
Let r1 be the solution of the corresponding linear equation on E2, and use
the ansatz E2 = r1 +E3 where E3 will be required to stay exponentially small.
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Figure 26: A Newton polygon in the E1 variable
many more
terms here
1 E2
Figure 27: A Newton polygon in the E2 variable
Again we get a Newton polygon of the same kind. Etc., we keep obtaining
exponentially small corrections of smaller and smaller exponential type. On the
j-th step we are getting solutions modulo E−Nj , where Nj is a sum of positive
numbers 2|f(qν) − f(qν′)|, where f is the function appearing in (19) and qν
are its real zeros . Therefore the exponents Nj form a discrete subset of R and
therefore the Mittag-Leffler sum of corrections that we obtain on successive step
of the procedure described in this section is a resurgent function.
IX.3 Remarks on justification of the above procedure.
The terms of the quantization conditions, or of the equation that we have been
solving, will be shown in the next section to be polynomials in resurgent symbols
τj and µj , as will be derived and explained in the next section. There arises the
following
Terminology issue: µ(Er, h) is not a function of h, it is a resurgent symbol.
It would be more appropriate to denote it µ(Er, ζ) and reserve µ(Er, h) for
Ls+µ(Er, ζ). It is shown in [15] that for Er a number µ(Er, ζ) is holomorphic
for (Er, ζ) ∈ Dρ × Sµ for some disc Dρ ⊂ C and an endlessly continuable
Riemann surface Sµ. The same is true for microfunctions τ defined on Riemann
surfaces Sτ .
Further, we know that µ and τ are essentially made of (convolution) quo-
tients of microfunctions corresponding to singularities on the Riemann surface
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Figure 28: A Newton polygon in the E3 variable
of the major of a resurgent solution. As that major can be chosen to analyti-
cally depend on Er, so can representatives for µj and τ j and also the majors
for sαµj and sαµj (cf. [15]). Conclude that the left hand side of our quan-
tization condition f(Er, h) = 0, which is a polynomial in µj and τ j , has a
major that holomorphically depends on Er and defined on the Riemann surface
∞Sµ1 ∗ ... ∗∞Sτ2n .
By construction of a major for f(Er(h), h) for Er(h) a small resurgent func-
tion carried out in [15] and valid just the same for Er(E1, h) for Er(E1, h)
representable by a major holomorphically dependent on E1, one can see that
the Newton polygon for f(Er(E1, h), h) (with respect to the powers of E1 now)
will be what is expected from the formal manipulation with symbols.
X Solving the quantization condition.
We think it is helpful at this point to consider
Special case n = 1, in which
G0 =
(
τ2τ
−1
1 + τ2 τ2µ1τ
−1
1 + τ2
µ2τ
−1
1 + 1 µ1µ2τ
−1
1 + 1
)
,
TrG0 = τ2τ
−1
1 + τ2 + µ1µ2τ
−1
1 + 1, detG0 = τ
−1
1 τ2(1− µ1)(1− µ2).
The Witten Laplacian in this case has an eigenvalue Er = 0 corresponding
to the eigenfunction e−f(q)/h; let us see what it means for the Newton polygon
(figure 29) of the quantization condition (21).
For Er = 0 the condition (21) reduces to
1 − Tr G0 + detG0 = 0,
or
−τ2 − µ1µ2τ−11 + τ−11 τ2(−µ1 − µ2 + µ1µ2) = 0,
where every term on the left hand side vanishes for Er = 0.
We see therefore that all the terms corresponding to the degree (0,0) vertex
on figure 29 cancel each other, so the Newton polygon will be the hashed subset
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Figure 29: The Newton polygon in the special case n = 1.
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Figure 30: Newton polygons for entries of G0 in case n = 1
without edges of positive slope, and hence the quantizaton condition (21) has
no nonzero exponentially small solutions.
Newton polygon of the quantization condition in the general case.
For each entry of the matrix G0 one can draw a Newton polygon with respect
to powers of Er and e
1/h, as prescribed in section IX.1. In case n = 1 and n = 2
the Newton polygons are shown on figure 30 and 31. For drawing these figures
as well for the rest of the section we are using that τjs are exponentially small
for all j.
Given a resurgent symbol g dependent on Er and subject to appropriate
conditions, its Newton polygon will have several edges of positive slope; take
the right end of the rightmost edge of positive slope and call it the leading term
of the symbol g and denote it by L.T.g. Clearly, L.T.(g1g2) = L.T.g1L.T.g2.
Lemma X.1. The leading term of the Newton polygon of (the left hand side
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Figure 31: Newton polygons for entries of G0 when n = 2. In case of (G0)12,
resp., (G0)21, resp., (G0)22. only terms µ1τ2τ
−1
1 τ4τ
−1
3 and µ3τ4τ
−1
3 , resp.,
µ4τ
−1
3 τ2τ
−1
1 and µ2τ
−1
1 , resp., µ3µ4τ
−1
3 , µ1µ2τ
−1
1 , and µ1µ4τ
−1
1 τ2τ
−1
3 con-
trubute to the vertex of the Newton polygon of degree 1, resp., 0, resp. 1, with
respect to Er, unless their contributions cancel in which case the corresponding
vertex may be absent or lie lower.
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of) the equation (21) is µ1µ2...µ2nτ
−1
1 τ
−1
3 ...τ
−1
2n−1 and has degree n in Er.
Proof. We need to look at the terms of Tr G0 only, because all other terms
give contributions of the form cEk with c of exponential type zero.
By the L.T. of a matrix we will denote the matrix of leading terms of each
of its entries.
One shows by induction on n that
L.T.G0 = µ1µ2...µ2nτ
−1
1 τ
−1
3 ...τ
−1
2n−1
(
µ−11 µ
−1
2n τ2n µ
−1
2n τ2n
µ−11 1
)
,
from which the statement of the lemma follows. 2
This finishes the proof of the main result of this paper, theorem I.2.
XI Example.
Take as the superpotential
f =
1
2pi
[
sin 2pi(q +
1
8
) + cos 4pi(q +
1
8
)
]
,
f ′ = cos 2pi(q +
1
8
)− 2 sin 4pi(q + 1
8
).
The critical points of f are all real in this case:
q1 =
1
8 f(q1) = 0 f
′′(q1) = 6pi,
q2 =
3
8 − 12pi arcsin 14 f(q2) = 916pi f ′′(q2) = −7.5pi,
q3 =
5
8 f(q3) = − 1pi f ′′(q3) = 10pi,
q4 =
7
8 +
1
2pi arcsin
1
4 f(q4) =
9
16pi f
′′(q4) = −7.5pi.
The study of the equation (21) tells us that the Witten Laplacian corre-
sponding to the function f will have two low-lying eigenvalues: the zero and
one nonzero exponentially small eigenvalue that will be expressible in terms of
µs and τs. The Newton polygon corresponding to the equation (21) will have a
vertex corresponding to the leading term of degree 2 in Er that can be obtained
by looking at the summand µ1µ2µ3µ4τ
−1
1 τ
−1
3 . Our present task is to find the
vertex of the Newton polygon corresponding to term of degree 1 with respect
to Er.
We get (using the formulas for τk)
τ1 ≈ e− 98pih Er√6×7.5 τ2 ≈ e−
25
8pih
Er√
10×7.5
τ3 ≈ e− 258pih Er√10×7.5 τ4 ≈ e−
9
8pih
Er√
6×7.5
µ1 ≈ iEr6 µ2 ≈ iEr7.5
µ3 ≈ iEr10 µ4 ≈ iEr7.5
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We have seen in the picture that the there are four terms in the equation
(21) that can produce the vertex of degEr = 1, and they are:
µ2µ3τ
−1
1 τ4τ
−1
3 ≈ −Er
1√
10× 7.5e
25
8pih ,
µ3µ4τ
−1
3 ≈ −Er
1√
10× 7.5e
25
8pih ,
µ1µ2τ
−1
1 ≈ −Er
1√
6× 7.5e
9
8pih ,
µ1µ4τ
−1
1 τ2τ
−1
3 ≈ −Er
1√
6× 7.5e
9
8pih .
Therefore the corresponding vertex comes as a sum of contibutions of the first
two summands and is located at Ere
17
8pih .
The leading term in the Newton polygon is
µ1µ2µ3µ4τ
−1
1 τ
−1
3 ≈ E2r
1√
6× 7.5× 10× 7.5e
25+9
8pih ,
Hence
Er ≈ 2
1√
10×7.5e
25
8pih
1√
6×7.5×10×7.5e
25+9
8pih
≈ 2√6× 7.5e− 98pih .
Remark 1. In a more general case, since µj ∈ iR+ and τj ∈ R+ for E > 0,
h > 0, conclude that the term in the numerator cannot cancel
Remark 2. The result is clearly what one would expect from [16], but our
case does not satisfy their nondegeneracy conditions.
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