This paper presents a methodology to forecast short-term water demands either offline or 5 online by combining SARIMA (seasonal autoregressive integrated moving average) models 6 with data assimilation. In offline mode, the method frequently re-estimates the models using 7 the latest historical data. In online mode, the method applies a Kalman filter to optimally 8 and efficiently update the models using a real-time feed of data. The tailoring process consists 9 of identifying, estimating and validating the models, along with exploring how the length of 10 demand history used in fitting can improve forecast performance. We obtain a suite of models 11 adequate for 15-min, hourly and daily demands having daily and weekly periodicities. We 12 analyze the model output across temporal resolutions, periodicities and forecasting modes.
The variables x t and t represent, respectively, the measured water demand time series and a random error process with variance σ, where t is the time index. The term B is the backshift operator defined by B k x t = x t−k . The equation also includes the seasonal autoregressive polynomial where P , Q, p and q are the respective polynomial orders, and s is the seasonal period.
156
In addition, Eq. (1) contains the seasonal differencing operator ∇ used to fit SARIMA models to the training data. Finally, the models are compared using 175 goodness of fit statistics (see below). The process usually yields more than one combination 176 of suitable orders, thus multiple candidate models.
177
The estimation task produces maximum-likelihood estimates for the polynomial coeffi-178 cients of each of the model structures identified. It uses an algorithm that combines the 179 methods by Gardner et al. (1980) and Jones (1980) . The algorithm consists of a recursive 180 approach that computes a set of standardized prediction errors and the determinant of the 181 covariance matrix of demand measurements. Together, these two quantities yield the exact 182 likelihood which is maximized by a numerical optimization algorithm that does not require 183 analytic derivatives.
184
After estimation, the alternative models pass through a diagnostic check which includes 
195
Forecasting Algorithm
196
The forecasting algorithm is illustrated in Fig. 2 
where A, u t , and R have all been set to zero because there are no exogenous variables 221 and no noise in the measurements is considered. The state-space matrices have dimension 222 r = max(p + sP, q + sQ + 1) and are specified as
using the previously estimated parameters of the SARIMA model.
225
The Kalman Filter
226
The Kalman filter allows updating the state vector of Eq. (5) 
where I is the identity matrix, F and W are previously known, and vec(P 1|0 ) is the column 233 vector which is directly transformed into the quadratic matrix P 1|0 .
234
Following the prior state estimation, the values of the state variables are updated itera-
235
tively by recursions on the equation below:
whereẑ t|t−1 is the forecast of the true state z t based on the linear function of the observations 237 y 1 , . . . , y t−1 and P t|t−1 is the variance of this forecast. The forecast variance P t+1|t needs to 238 be updated accordingly using the equation below:
Eqs. (7) and (8) are implemented in the algorithm of Fig. 3 , where the recursions are 240 separated in smaller components.
241
Throughout the remainder of the paper, we will use the terms offline to refer to forecasts 
251
One of the performance statistics computed is the root mean squared error (RMSE),
wherex t represents the forecasted value and n is the total number of measurements in the 253 number of forecast days. Another statistic is the normalized RMSE (NRMSE),
where x max and x min are the maximum and minimum value of the demand measurements.
255
Finally, a statistic used as meaningful to perform comparison across models' forecasts and 256 utility operations is the mean absolute percentage error (MAPE),
RESULTS AND DISCUSSION

258
In this section, the model estimation, forecasting, and assessment results are presented.
259
The selection of model structures is achieved first by means of an extensive testing of alter-260 natives; only the best candidates are presented and assessed. to sources A, B and C, the specific time series lengths used in training were 11, 6, and 7 291 months; and the remainder 8, 4, and 5 months were used in validating the models.
292
The model selection process described above was performed by first examining the pe-293 riodicity and non-stationarity of the data. 
where s depends on the resolution and the seasonal correlation period; the vector of pa- to data source A because they require a measurement resolution of 1/4 h (15 min).
318
Forecasting Results
319
The forecasting algorithm ( Fig. 2(b) ) was applied on the data sources A, B and C us-320 ing the model inputs of uncertainty that outweighs the benefits from adding information through measurements. On 336 the other hand, since daily data is considerably smoother, the opposite effect is observed.
337
However, we do not generalize this experimental findings but point out that the length of 338 the training window may be dynamically learned for optimal results. In our analysis, the "best" observed windows of Table 2 were selected, i.e., τ = 7 d was used in fitting models 340 S-96 through S-168 and τ = 28 d was used in estimating models S-1 and S-7.
341
A sample of the offline forecasts for the sub-hourly, hourly and daily models is presented 342 in Fig. 5 . Each plot shows a data segment with the one-day-ahead forecasts and the uncer-343 tainty bands (95% confidence level) in grey for the corresponding data source and resolution.
344
The figure illustrates how the different models respond to the data characteristics. For in- 
355
Using a set of SARIMA parameters estimated during the offline forecasting stage, the
356
Kalman filter (Fig. 3) were generated with the models for the validation segments of datasets A, B and C. In order 369 to assess the performance, the RMSE (Eq. 9), the NRMSE (Eq. 10) and the MAPE (Eq. 370 11) were computed from the deviations of the forecasts with respect to the validation data.
371 Table 3 summarises the results.
372
All three statistics follow similar trends for the six model types since the same validation 373 datasets were used. However, the MAPE is considered most meaningful in cross comparison 374 because it normalises the errors at every measurement. Thus, Fig. 7 graphically summarizes 375 the distribution of the MAPE for each model of Table 3 .
376
The results of Fig. 7 (a) for data source A indicate that the median percentage value 377 for all models is below 2.5%. Among the offline models with sub-hourly resolution S-672 378 performs better than S-96 because the weekly seasonal period is more suitable for the data.
379
A similar relationship is observed for the hourly models S-168 and S-24 as well as for the daily 380 models S-1 and S-7. For offline prediction purposes and when high resolution forecasts are 381 required, the S-672 and S-168 are recommended. For hourly forecasts the S-168 offers good 382 performance and higher computational efficiency. When daily water production forecasts 383 are required, the S-7 model is recommended.
384
The statistics in Table 3 and Fig. 7(a) indicate that the application of the Kalman filter 385 considerably reduces the magnitude and variability of the forecast errors for the sub-hourly 386 and hourly models. Also, it practically homogenizes the performance across all resolutions.
387
In the case of the daily models, the filtered forecasts are slightly better (SF-7) or even worse
388
(SF-1) in quality. The reason is the lack of updating of the SARIMA parameters. For 389 daily forecasting therefore it is recommended to perform a frequent (daily) re-estimation of 390 parameters.
391
The results of Table 3 and Fig. 7 Kant, A., Suman, P. K., Giri, B. K., Tiwari, M. K., Chatterjee, C., Nayak, P. C., and The forecasting approach proposed here is illustrated in Fig. ? ?, where each process 173 indicates its required inputs. The latter are the time series of measurements x t , the frequency 174 or number of measurements per hour f , the start time of the forecasts t i , the training window 175 w in hours, the identification parameters (p, d, q, P, D, Q, s), the forecasting horizon h in 176 hours, and the number of days to forecast N .
177
The data x t comprises the historical measurements available at full resolution. The Get training data {x t : t i ⌧  t  t i },
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Run Algorithm 1
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Return forecasts and error statistics 7: end while State-Space Model 
11:
Update the forecast variance: P t+1 F ⇥ P t P t H(ˆ 2 t ) 1 H > P t ⇤ F > + W 12: end while addition, forecasts are produced and assessed after the implementation of the Kalman filter 220 algorithm of Fig. 2. 
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wherex t represents the forecasted value and n is the total number of measurements in the 223 number of forecast days. Another statistic is the normalised RMSE (NRMSE),
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Finally, a statistic used as meaningful to perform comparison across models' forecasts and 226 utility operations is the mean absolute percentage error (MAPE),
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In this section, the model estimation, forecasting, and assessment results are presented. 
