In this paper we extend Stein's method to the distribution of the product of r independent mean-zero normal random variables. An elegant Stein equation, which reduces to the classical normal Stein equation in the case r = 1, is obtained for this class of distributions. This Stein equation motivates a generalisation of the zero bias transformation. We establish a number of interesting properties of this new transformation, and illustrate how they may be used together with the Stein equation to prove limit theorems for statistics that are asymptotically distributed as the product of independent central normal random variables.
Introduction
In 1972, Stein [21] introduced a powerful method for deriving bounds for normal approximation. Since then, Stein's method has been been extended to many other distributions, such as the Poisson [3] , Gamma [14] , [15] and Exponential [2] , [17] ; for an overview see Reinert [19] . Through the use of differential or difference equations, and various coupling techniques, Stein's method enables many types of dependence structures to be treated, and also gives explicit bounds for the approximation error.
Stein's method for normal approximation rests on the following characterization of the normal distribution, which can be found in Stein [22] , namely Z ∼ N(0, σ 2 ) if and only if for all is real-valued absolutely continuous functions f such that E|f ′ (Z)| exists. This gives rise to the following inhomogeneous differential equation, known as the Stein equation:
where Z ∼ N(0, σ 2 ), and the test function h is a real-valued function. For any bounded test function, a solution f to (1.2) exists. Now, evaluating both sides at any random variable W and taking expectations gives
Thus, the problem of bounding the quantity Eh(W ) − Nh reduces to the bounding the left-hand side of (1.3) .
In this paper we extend Stein's method to products of independent central normal random variables. The probability density function of the products of independent meanzero normal variables was shown by Springer and Thompson [20] to be a Meijer-G function (for a definition see, for example, Olver et al. [16] ). The probability density function of the product Z = X 1 X 2 · · · X r independent normal random variables N(0, σ where σ = σ 1 σ 2 · · · σ r . If (1.4) holds then we say that Z has a Product Normal distribution, and write Z ∼ P N(r, σ 2 ). For the case of two products (1.4) simplifies to
where K 0 (x) is a modified Bessel function of the second kind.
One of the main results of this paper is a Stein equation for the P N(r, σ 2 ) distributions: 5) where the operator (x d dx ) n is defined recursively by 6) and P N σ 2 r h denotes the quantity Eh(X), for X ∼ P N(r, σ 2 ). This Stein equation is an elegant and natural generalisation of the normal Stein equation (1.2) to one for products of independent central normal random variables and has a number of attractive properties, which we discuss in Remark 2.
For the case r = 2, the Stein equation (1.5) reduces to
and in Lemma 2.5 we obtain the unique bounded solution of the solution of (1.7), as well as bounds on its first four derivatives (see Theorem 2.6). Note that (1.7) is a second order linear differential equation involving f , f ′ and f ′′ . Such Stein equation are uncommon in the literature, although Peköz et al. [18] have recently obtained a similar Stein equation for the Kummer U densities.
Returning to approximation, the quantity E{σ 2 f ′ (W )−W f (W )} is typically bounded through the use of a coupling and Taylor expansions. A coupling technique that is commonly used in the case mean zero random variables is the zero bias transformation, which was introduced by Goldstein and Reinert [10] . If W is a mean zero random variable with finite, nonzero variance σ 2 , we say that W * has the W -zero biased distribution if for all differentiable f for which EW f (W ) exists, EW f (W ) = σ 2 Ef ′ (W * ).
(1.8)
The above definition shows why we might like to use a zero-biasing method for normal approximation: it gives a way of splitting apart an expectation, and reduces normal approximation to bounding the quantity
. We therefore have 9) and the right-hand side may be bounded by Taylor expanding about W . Goldstein and Reinert [10] presented a number of interesting properties and obtained some useful constructions, such as:
. . , X n be independent mean zero random variables with EX
Then W I + X * I has the W -zero biased distribution.
Such constructions combined with a Taylor expansion of the right-hand side of (1.9) often allow simple proofs of limit theorems for normal approximation. Motivated by the zero bias transformation and the multivariate normal Stein equation, Goldstein and Reinert [11] extended the concept of the zero bias transformation to any finite dimension. In this paper we introduce another generalisation of the zero bias transformation.
The Product Normal Stein equation (1.5) and zero bias transformation motivate the following definition. Definition 1.2 Let W be a mean zero random variable with finite, non zero variance σ 2 . We say that W * (r) has the W -zero biased distribution of order r if for all f ∈ C r (R) for which EW f (W ) exists,
.
(1.10)
The existence of the zero biased distribution of order r for any W with zero mean and non zero, finite variance is established by Lemma 2.1. The zero bias transformation of order r is a natural generalisation of the zero bias transformation to the study of products of independent normal distributions in the same way that the multivariate zero bias transformation, introduced by Goldstein and Reinert [11] , is a natural extension to random vectors in R d . The zero bias transformation of order r has a number of interesting properties that generalise those of the zero bias transformation. These properties are collected in Propositions 3.2 3.3. The application of the zero bias transformation of order r to prove approximation results for statistics that have a limiting Product Normal distribution is analogous to that of the zero bias transformation for normal approximation. We illustrate how such approximation results can be obtained with Theorem 4.1, provided that we have bounds on the relevant derivatives of the solution to the Stein equation (1.5).
The paper is organised as follows. We begin Section 2 by proving the existence of the zero bias transformation of order r. We then present a characterisation of the Product Normal distributions which motivates the Stein equation (1.5). Also, for the case r = 2 we obtain the unique bounded solution, as well as bounds on its first four derivatives. In Section 3, we present some of the properties of the zero bias distribution of order r. In Section 4, we illustrate how the Product Normal Stein equation may be used together with the zero bias transformation to prove limit theorems for statistics that are asymptotically distributed as products of independent normal random variables. We then specialise to the case of two products and obtain a bound of order n −1 on the difference between the product of two standardised sums of random variables and its limiting distribution, for smooth test functions, under the condition of vanishing third moments. In Section 5, we demonstrate how the Product Normal Stein equation can be used to prove limit theorems for problems involving random variables the have a local dependence structure. In Appendix A, we include the proofs of some the results of Section 2. Appendix B provides a list of some elementary properties of modified Bessel functions that we make use of throughout this paper. Appendix C provides a list of inequalities for expressions involving derivatives and integrals of modified Bessel functions that are used to bound the derivatives of the solution of the P N(2, σ 2 ) Stein equation.
A Stein equation for products of independent central normal variables
In this section we obtain a characterisation for the Product Normal distributions which motivates the P N(r, σ 2 ) Stein equation (1.5). Before presenting that result we establish the existence of the zero bias distribution of order r for any W with zero mean and finite, non zero variance. In proving the existence of the zero bias distribution of order r we establish a fact that will be used in proof of Proposition 2.3.
Lemma 2.1 Let W be a mean zero random variable with finite, non zero variance σ 2 . Then there exists a unique random variable W * (r) such that for all f ∈ C r (R) for which the relevant expectations exist we have
Proof: For f ∈ C c , the collection of continuous functions with compact support, let
and for r ≥ 2,
We also define a linear operator T by
Then T f exists, since EW 2 < ∞. To see, moreover, that T is positive, take f ≥ 0. Then G r is increasing, and therefore W and G r (W ) are positively correlated. Hence EW G r (W ) ≥ EW EG r (W ) = 0, and T is positive. Using the Riesz representation theorem (see, for example, Folland [7] ) we have T f = f dν, for some unique Radon measure ν, which is a probability measure as T 1 = 1. We now take
where g ∈ C r (R), with derivatives up to r-th order being continuous with compact support. Then
Iterating gives
which completes the proof. We also note a simple result that will disentangle the operator given in (1.6). The proof is straightforward and is given in appendix A.
Lemma 2.2 Let r be a positive integer and suppose that f ∈ C r (R), then We can find A r k by using forward substitution in the recurrence equation (2.12 
We now state our characterisation for the Product Normal distributions.
Proposition 2.3 Let Z be a real-valued random variable with mean zero and finite, non zero variance. Then L(Z) = P N(r, σ 2 ) if and only if, for all f : R → R such that f ∈ C r (R), and E|W f (W )| < ∞ and
In particular, the P N(r, σ 2 ) distribution is the unique fixed point of the W -zero bias transformation of order r.
Proof:
Necessity. We prove the result by induction on r. The result for the case r = 1 follows immediately from the characterisation (1.1) for the normal distribution. Now suppose the result is true for r ≥ 1. We write
) and the X i are independent. Also, let σ r = σ x 1 σ x 2 · · · σ xr . Then with the notation of Lemma 2.2,
where we used to the inductive hypothesis to obtain the second equality. We now note that taking f (x) = x k g(αx) in (1.1) leads to the following characterisation for Z ∼ N(0, σ 2 ): 14) providing that the expectations exist. Using (2.14) to obtain the second equality, and independence gives Sufficiency. In the proof of Lemma 2.1 we established that there is a unique probability distribution with zero mean and finite, non zero variance such that equation (2.13) holds, and since the P N(r, σ 2 ) distribution satisfies (2.13) the proof of sufficiency follows.
Remark. We could have obtained a first order Stein operator for the P N(r, σ 2 ) distributions using the density approach of Stein et al. [23] (see also Ley and Swan [13] for an extension of the scope of the density method). However, this approach would lead to a complicated operator involving Meijer-G functions, which may not be amenable to the use of couplings. By Lemma 2.2, it follows that the P N(r, σ
2 ) Stein equation (1.5) is a r-th order linear differential equation, with simple coefficients:
where the A r k can be computed using forward substitution in the recurrence relation (2.12). Most Stein operators in the literature are of order one or two, although Goldstein and Reinert [12] have also obtained Stein operators of order n ∈ Z + . In Section 3, we see that the representation (2.15), together with zero bias couplings, leads to particularly simple proofs of limit theorems for statistics with an asymptotic P N(r, σ
2 ) distribution, provided we can bound the required derivatives of the solution to the Stein equation.
We end this section by solving the Product Normal Stein equation for the case r = 2 and establishing smoothness estimates for the solution. The P N(2, σ 2 ) Stein equation (1.7) is a second order linear differential equation and the homogeneous equation has a simple fundamental system of solutions (see the proof of Lemma 2.5 in Appendix A). Therefore, we consider variation of parameters (see Collins [5] for a detail account of the method) to be an appropriate method of solution. We carry out these calculations in Appendix A and present the solution in Lemma 2.5 (below).
The proofs of the following lemmas are simple and are given in Appendix A. Note that in these lemmas we consider the case σ = 1; we can recover results for the general case by using a simple change of variables.
Lemma 2.4
There is at most one bounded solution to the P N(2, 1) Stein equation (1.7); moreover there is at most one solution which has a bounded k-th derivative, where k is a positive integer.
Lemma 2.5 Suppose h : R → R is bounded. Then the unique bounded solution f : R → R to the P N(2, 1) Stein equation (1.7) is given by
Remark. The equality
is very useful when it comes to obtaining smoothness estimates for the solution to the Stein equation. The equality ensures that we can restrict out attention to bounding the derivatives in the region x ≥ 0. By direct calculations it is possible to smoothness estimates of the solution (2.16) of the P N(2, 1) Stein equation. Smoothness estimates for the the case of general σ then follow by a simple change of variables. In Theorem 2.6 (see Appendix A for the proof) we present uniform bounds for the solution of the P N(2, σ 2 ) Stein equation and its first four derivatives in terms of the supremum norms of the derivatives of the test function h. These bounds are required for the limit theorems of Sections 4 and 5. An interesting open problem is to obtain smoothness estimates for solution of the P N(r, σ 2 ) Stein equation for the case r ≥ 3; for a discussion of this problem see Gaunt [8] , pp. 93-94.
2 ) Stein equation (1.7) and its first four derivatives satisfy
where
The zero-bias transformation of order r
The zero bias transformation of order r, given in Definition 1.2, has many useful properties, which we collect in Proposition 3.2 and Proposition 3.3, below. We begin by presenting an interesting relationship between the W -zero bias distribution of order r and the Wsquare bias distribution (see Chen et al. [4] , pp. 34-35, for properties of this distributional transformation). For any random variable W with finite second moment, we say that W has the W -square bias distribution if for all f such that EW 2 f (W ) exists,
Before presenting our relationship, we write down a construction of the W -square bias distribution, for the case that W is decomposed into a product of independent random variables. This construction will be used in the proof of part (iv) of Proposition 3.3. Proof: We prove that the result holds for the case of two products; the extension to a general number of products follows by a straightforward induction. Using independence to obtain the final equality, we have
as required.
We now state our relationship, which is a natural generalisation of the relation between the zero bias distribution and the square bias distribution that is given in Proposition 2.3 of Chen et al. [4] . Proposition 3.2 Let W be a random variable with zero mean and finite, non zero variance σ 2 , and let W have the W -square bias distribution. Let U 1 , . . . , U r be a sequence of independent U(0, 1) random variables, which are also independent of W . Define
has the W -zero bias distribution of order r.
Proof: Suppose f ∈ C r (R). For r ≥ 2 we have
where we used the chain rule to obtain the third equality. Repeating this procedure gives
Hence, for all r ≥ 1, we have
where g ∈ C c , the collection of continuous functions with compact support. Then, using (3.21) to obtain the second equality and the characterisation (3.19) to obtain the fifth equality, we have for all r ≥ 1,
Hence, if W * (r) has the W -zero bias distribution of order r, we have for all r ≥ 1,
Since the expectation of g(V r W ) and g(W * (r) ) are equal for all g ∈ C c , the random variables V r W and W * (r) must be equal in distribution.
In the following lemma we present a number of interesting properties of the zero bias transformation of order r. These properties generalise some of the important properties of the zero bias transformation (see Goldstein and Reinert [10] 
where γ(a, x) denotes the lower incomplete gamma function γ(a, x) =
is unimodal about zero with density
It follows that the support of W * (r) is the closed convex hull of the support of W and that W * (r) is bounded whenever W is bounded. Suppose now that W is symmetric, then the density of W * (r) is given by
(3.25)
In particular, the zero bias transformation of order r preserves symmetry.
(iii) For p ≥ 0 we have has the W -zero biased distribution of order r.
(v) For c ∈ R, cW * (r) has the cW -zero biased distribution of order r.
Proof: (i) Let W have the W -square bias distribution and let U 1 , . . . , U r be a sequence of independent U(0, 1) random variables, which are also independent of W . Define
We shall use this relationship to obtain the formula (3.22) for the distribution function of W * (r) . From Dettmann and Georgiou [6] we have
So, for 0 < x < 1, the distribution function of V r is given by
Also, from (3.19) (see also Chen et al. [4] , Proposition 2.3) we have
Since W * (r) D = V r W , we have, for w < 0,
as required. For w ≥ 0 we have
where the final equality can be justified by a similar calculation to the one used for the case w < 0. This completes the proof of (3.22).
(ii) We verify that (3.23) holds for w < 0; the proof for the case w ≥ 0 is similar. Suppose a < 0, then the function γ(r, log(a/w))1(a ≤ w) is differentiable on (a,
It follows from (3.23) that f W * (r) is increasing for w < 0 and decreasing for w > 0, and is thus unimodal about zero.
We now consider the case that W is symmetric, and verify formulas (3.24) and (3.25) for f W * (r) (w). That (3.24) and (3.25) are equal follows since W is symmetric. Formulas (3.24) and (3.25) are certainly true for w ≥ 0 and w < 0, respectively. But (3.24) and (3.25) are equal and so both formulas must hold for all w ∈ R. Finally, from (3.24) and (3.25) we have f W * (r) (w) = f W * (r) (−w), hence W * (r) is also symmetric. (iii) Substitute w p+1 /(p + 1) and w p+1 sgn(w)/(p + 1) for f (w) in the characterising equation (1.10).
(iv) Let U 1 , . . . , U r and V r be defined as in Proposition 3.2. Then, from Propositions 3.1 and 3.2, we have
As W * (r) has the W -zero bias distribution of order r,
Hence cW * (r) has the cW -zero bias distribution of order r.
Some remarks are in order regarding Proposition 3.3. Remark. Consider the problem of obtaining the zero bias transformation of order r for a random variable W = r k=1 W k , where the W k are independent. By property (iii) of Proposition 3.3, we have that the zero bias transformation of order r is W * (r) = r k=1 W * k . It is possible to construct the zero bias transformations for each of the W k by using one of the constructions given by Goldstein and Reinert [10] . For example, if
X ik , where the X ik are independent random variables with mean zero and non zero, finite variance, then we can construct W * k using Lemma 1.1. Remark. Another coupling, with similar properties to the zero bias coupling, that is commonly used with Stein's method is the size bias coupling (for an application of this coupling to normal approximation see Baldi, Rinott and Stein [1] ). If W ≥ 0 has mean µ > 0, we say W s has the W -size biased distribution if for all f such that EW f (W ) exists,
Luk [14] showed that if we suppose W = has the W -size biased distribution. This construction is analogous to the construction of Proposition 3.1 and similar to the construction of property (iv) of Proposition 3.3, with the difference being that the product of r zero bias distributions has the W -zero bias distribution of order r, rather than the W -zero bias distribution.
Zero bias approach bounds for the product of two independent normal distributions
We now illustrate how the Product Normal Stein equation and zero bias transformation may be used together to prove approximation results for statistics that are asymptotically distributed as the product of two independent central normal random variables. The following theorem shows how the distance between an arbitrary mean zero, finite variance random variable W and a Product Normal random variable with the same variance can be bounded by the distance between W and a variate W * with the W -zero biased distribution of order r defined on a joint space.
Theorem 4.1 Let W be a mean zero random variable with variance σ 2 . Suppose that (W, W * (r) ) is given on a joint probability space so that W * (r) has the W -zero biased distribution of order r. Then Suppose now that W = r k=1 W k , where the W k are independent. Then
Proof: We prove the second bound. The the first bound is obtained by a similar but simpler calculation. Using equation (1.5) we have
By Taylor expansion we have
For the first term, condition on W 1 , . . . , W r and then apply the Cauchy-Schwarz inequality:
The second term is dealt with in a similar way:
and thus we obtain the desired bound.
We now demonstrate how Theorem 4.1 can be used to easily obtain limit theorems for statistics that are asymptotically distributed as the product of two independent central normal random variables (for an application to normal approximation see Corollary 3.1 of Goldstein and Reinert [10] ). UV . Let X and Y be variables with the same distribution as the X i and Y j , and suppose that
where the N k 1 (h) are defined as in Theorem 2.6.
Proof: We make use of bound (4.30) of Theorem 4.1. We just need to bound E|W −W 
By part (ii) of Proposition 3.3 we have that E|X I | ≤ 
where the final inequality follows as 1 ≤ E|X 3 |. A similar calculation verifies that
Combining these two bounds and using that A When EX 3 = EY 3 = 0 we can use the second bound of Theorem 4.1 to obtain a bound on the rate of convergence of W to its limiting distribution that is of order m −1 + n −1 for smooth test functions. This approach is similar to the one used by Goldstein and Reinert [10] , who used a zero bias coupling approach to obtain a bound of order n −1 , for smooth test functions, for normal approximation under the assumption that EX 3 = 0. The proof of the following result is similar to the proof of Corollary 4.2, but the calculations are much longer. Therefore, for reasons of space consideration, we omit the proof, which can be found in Gaunt [8] , pp. 106-111. 
A Product Normal limit theorem for random variables with a local dependence structure
In this section, we use the P N(2, 1) Stein equation (1.7), together with Taylor expansions and local approach couplings, to prove a limit theorem for the statistic m,n i,j=1 X i Y j , where the X i have zero mean and are locally dependent, the Y j have zero mean and are also locally dependent, but X i ⊥ ⊥ Y j for all i ∈ {1, . . . , m} and j ∈ {1, . . . , n}.
Before stating the theorem, we introduce some notation and precisely specify the dependence structure of the X i and Y j . As the X i are locally dependent if follows that, for each i = 1, . . . , n, there exist index sets {i} ⊆ A
i }, where σ{X j } denotes the σ-algebra generated by X j . Similarly, we suppose that there exist index sets {j} ⊆ B
(1)
Theorem 5.1 Let X 1 , X 2 , . . . , X m be a collection of mean zero random variables with
that have a dependence structure as outlined above, and are normalized so that
. . , Y n be a collection of mean zero random variables with EY 4 j < ∞, for 1 ≤ j ≤ n, that have a dependence structure as outlined above, and are normalized so that ET 2 = 1, where T = n j=1 Y j . Suppose further that the σ-fields σ{X i : i = 1, . . . , m} and σ{Y j : j = 1, . . . , n} are independent. For k = 1, 2 we define X
where the N k 1 (h) are defined as in Theorem 2.6,
Proof
We will arrive at such a bound by using Taylor expansions in conjunction with local approach couplings. For k = 1, 2 we define S
j . Throughout the proof we will make use of the fact that X i ⊥ ⊥ S 
We bound E|T | 3 in terms of the Y (k) j by using Hölder's inequality,
, and a straightforward calculation shows that
We now use independence and that the X i have zero mean to obtain
i T , and using independence and that S
We now deal with the first term of (5.32). Taylor expanding
j , and using independence and that W − ST
and we used the Cauchy-Schwarz inequality to bound E|S| ≤ {ES 2 } 1/2 = 1. We now Taylor expand f ′ (ST (2) j ) about W , and then use that
and we again used that E|S| ≤ 1. Finally, we deal with the second term of (5.32). We Taylor expand, and use independence and that the Y j have zero mean, to obtain
, and therefore
j , we see that
Making repeated use of Taylor expansions and our usual independence arguments gives
and using independence leads to the following bound for |R 8 |:
where we used that E|T
j | to obtain the last inequality.
We therefore have
which on summing up the remainder terms completes the proof.
Remark. Notice that the local approach coupling has lead to a bound that is not symmetric in the X i and Y j , which is in contrast to the bounds of Section 4 that were obtained using the zero bias coupling. In practice, when using Theorem 5.1, we could interchange the roles of the X i and the Y j to compute two bounds, and then take the minimum of these.
This homogeneous ODE has general solution
and its k-th derivative is given by
From the asymptotic formulas (B.35) and (B.36), we see that K 0 (x) and its derivatives of all order are unbounded as x ↓ 0, and that I 0 (x) and its derivatives of all order are unbounded as x → ∞. Therefore in order to have a bounded solution or bounded k-th derivative we must take A = B = 0, and thus w = 0 and so u = v. This completes the proof.
A.3 Proof of Lemma 2.5
We use the method of variation of parameters (see, for example, Collins [5] for a detailed account of the method) to solve the equation. The method allows us to solve differential equations of the form
Suppose v 1 (x) and v 2 (x) are linearly independent solutions of the homogeneous equation
Then the general solution to the inhomogeneous equation is given by
where a and b are arbitrary constants and
A pair of linearly independent solutions to the homogeneous equation
are K 0 (x) and I 0 (x). However, we take f 1 (x) = K 0 (|x|) and f 2 (x) = I 0 (x) as our linearly independent solutions to the homogeneous equation. We choose K 0 (|x|) because it is a real-valued for all x ∈ R, whereas K 0 (x) is complex-valued for x < 0; I 0 (x) is real-valued for all x ∈ R. We now show that f 1 and f 2 are indeed linearly independent solutions to the homogeneous equation. From (B.38) we have that K 0 (−x) = K 0 (x) − πiI 0 (x) and so
Since I 0 (x) and K 0 (x) are solutions of the homogeneous equation, it follows that K 0 (|x|) is a solution to the homogeneous equation.
where we used that I ′ 0 (x) = I 1 (x) = |x| x I 1 (|x|), as I 1 (−x) = −I 1 (x). Therefore, using (B.37), we have
Therefore the general solution to the inhomogeneous equation is given by
Since h is bounded, it is clear that the solution is bounded everywhere except possibly for x = 0 (for which K 0 (x) has a singularity) or in the limits x → ±∞ (for which I 0 (x) is unbounded). We therefore choose a and b to ensure our solution is bounded at these points and thus for all real x. To ensure the solution is bounded at the origin we must take a = 0. We now choose b so that the solution is bounded in the limits x → ±∞. If we take b = ∞ then we obtain solution (2.16). It now suffices to check that this solution is bounded as x → −∞. We now note that
Hence, solutions (2.16) and (2.17) are equal. The second equality shows that the solution is bounded as x → −∞ and thus we have shown that the solution is bounded provided that h is bounded.
A.4 Proof of Theorem 2.6
We begin by obtaining formulas for the the first four derivatives of the solution (2.16).
Lemma A.1 Suppose h ∈ C 
Proof: We will make repeated us of the Leibniz's theorem for differentiation of an integral, which states that provided the functions u(y, x) and ∂u ∂x (y, x) are continuous in both x and y in the region a(x) ≤ y ≤ b(x), x 0 ≤ x ≤ x 1 , and the functions a(x) and b(x) are continuous and have continuous derivatives for
We will also make use of the Wronskian formula (B.37) for modified Bessel functions, as well as the formulas (B.39) -(B.44) for the first three derivatives of the functions I 0 (x) and K 0 (x). It easy to compute the first and second derivatives by applying (A.33), the differentiation formulas (B.39) and (B.40) and the Wronskian formula (B.37). The calculation of the third derivative is still straightforward but a little longer. We differentiate the formula for the second derivative using (A.33) to obtain
Using the differentiation formulas (B.41) and (B.42), and the Wronskian formula (B.37) allows us to calculate the term in the brackets ( * ) from the above expression
Substituting ( * ) into the expression for f (3) (x) gives the result. Finally, we verify the formula for the fourth derivative. We differentiate the formula for the third derivative using (A.33) to obtain
0 (x) Substituting ( * * ) into the expression for f (4) (x) gives the result. In their current forms the derivatives of the solution are not suitable for bounding, as they contain terms that are singular. In the next lemma we use integration by parts to group the singularities together and then apply the triangle inequality.
The following notation for the repeated integral of the function I 0 (x) will be used in the next lemma. It is consistent with the notation in Gaunt [9] . Proof: The first two bounds are immediate from the the formulas for f (x) and f ′ (x) that are given in Lemma A.1. Integrating by parts and using the notation for the repeated integral of I 0 (x), which is defined above, gives The bound now follows from the triangle inequality and (A.34). The bounds for the third and fourth derivatives are obtained in a similar manner, in which we apply integration by parts to the integrals I (0,0,n) (x).
B.1 Basic properties
For ν ∈ R, the modified Bessel function of the first kind I ν (x) and the modified Bessel function of the second kind K ν (x) are regular functions of x. For n ∈ Z, I 2n (x) is a real-valued function for all x ∈ R, with I 2n (−x) = I 2n (x). The modified Bessel function I 2n+1 (x) is a real-valued for all x ∈ R, with I 2n+1 (−x) = −I 2n+1 (x). For ν ≥ 0 and x > 0 we have I ν (x) > 0 and K ν (x) > 0. For all ν ∈ R the modified Bessel function K ν (x) is complex-valued in the region x < 0. 
B.2 Asymptotic expansions

B.5 Modified Bessel differential equation
The modified Bessel differential equation is
The general solution is f (x) = AI ν (x) + BK ν (x).
