Abstract. In this paper, we define B to be a certain subgroup in a classical group over a finite field and use it to construct non-classical BN-pairs. We also show that this construction is different from the classical one. As an application, we give transcendence bases for the fields of rational invariants of their subgroups B and N.
Introduction
Buildings and BN-pairs were introduced by J. Tits in an attempt to give a systematic geometric interpretation for semi-simple Lie groups, and in particular the exceptional groups. They are now fundamental notions in the study of groups. We recall the definition of a BN-pair.
Definition 1.1 ([2])
. A pair of subgroups B and N of a group G is called a BN-pair if B and N generate G, the intersection T ¼ B V N is normal in N, and the quotient W ¼ N=T admits a set of generators S such that the following two conditions hold for all s A S and w A W : (BN1) BsB Á BwB J BwB U BswB; (BN2) sBs À1 is not contained in B.
One also says, in this situation, that the quadruple ðG; B; N; SÞ is a Tits system.
For the general linear group and some other classical linear groups, one can take B to be the subgroup of the upper triangular matrices; this is called the classical construction of BN-pairs. However there are examples that admit a second BN-pairs structure whenever the ground field is equipped with a discrete valuation (see Brown [2] ).
In this paper, we take B to be a certain subgroup of a classical group over a finite field and we use it to construct non-classical BN-pairs. We show that this construction is di¤erent from the classical one. As an application, we give transcendence bases for the fields of rational invariants of our subgroups B and N.
Throughout the paper, F q is a finite field with char F q ¼ p, and t : a 7 ! a is an automorphism over F q . We quote without proof the following properties of the classical groups and concepts that are useful in our discussions. where r ¼ 1 or À1. Then U n ðF q ; HÞ is generated by the matrices of the forms
where A A GL n ðKÞ, Q is a n Â n matrix such that Q t ¼ ÀrQ and J is a diagonal matrix such that J 2 ¼ J. where r ¼ 1 or À1. Then U n ðF q ; HÞ is generated by the matrices of the following three forms:
(1)
where U A U nÀ2n ðF q ; DÞ;
where P is a n Â ðn À 2nÞ matrix and D 1 is a diagonal matrix such that 
and where J i ¼ ða lm Þ with a lm ¼ 0 for l 0 m, a ll ¼ 1 for all l 0 n þ i À 1 and a nþiÀ1; nþiÀ1 ¼ 0. It is easy to see that T ¼ B V N is a normal subgroup of N and that the quotient W ¼ N=T is abelian.
Theorem 2.1. The subgroups B and N generate G ¼ Sp 2n ðF q Þ.
Proof. We know that Sp 2n ðF q Þ is generated by the matrices of the forms
whereB B ¼ wBw À1 : Therefore, to prove the result we must show that sB ÁB B J B U Bs, and it will su‰ce to demonstrate this for the case when s ¼ s 1 .
Let g A s 1 B, and suppose that g is of the form
If w À1 ðnÞ 0 2n, then w À1 ðnÞ ¼ n. Then g can be reduced via left multiplication by a matrix in B to a matrix
Next let
Since at least one of a 11 ; a 21 ; . . . ; a n1 is non-zero, we can suppose that a 11 ¼ 1. Let
Then
We can use the same method to obtain a matrix f 2 A B such that
Continuing in this way, g 4 can be reduced to
via left multiplication by matrices in B, where In this section, we assume that char F q ¼ p 0 2. Let B J O n ðF q ; HÞ be the subgroup generated by the matrices of the following three forms: where U A O nÀ2n ðF q ; DÞ;
where P is a n Â ðn À 2nÞ matrix, and D 1 is a diagonal matrix such that 2D 1 ¼ D.
Let N J O n ðF q ; HÞ be the subgroup generated by s 1 ; s 2 ; . . . ; s n , where Proof. We just give the proof of the case when
It is a simple consequence of Theorem
or to the form
It is easy to see that if g is reduced to g If g is reduced to g 1 via left multiplication by a matrix in B, let
where
Then we have
Using the same method as for reducing g 2 to g 3 , we obtain a matrix f A B such that
Then g where A 11 A GL n ðF q Þ and
Let N be the subgroup generated by s 1 ; s 2 ; . . . ; s n , where
and where J i ¼ ða lm Þ with a lm ¼ 0 for l 0 m, a ll ¼ 1 for all l 0 n þ i À 1, and a nþiÀ1; nþiÀ1 ¼ 0. It is easy to see that N is an abelian group. We have
Arguments like those in earlier sections show that in both cases (I) and (II) the subgroups B and N generate the unitary group and satisfy the axioms (BN1) and (BN2). If B and N generate GL n ðF q Þ, then the matrix s kl ¼ ða ij Þ must be in the quotient group W ¼ N=ðB V NÞ, where a ii ¼ 1, a ij ¼ 0 for all i, j with fi; jg U fk; lg. In this last case a kk ¼ a ll ¼ 0, a kl ¼ 1 or À1, a lk ¼ 1 or À1, for some 1 c k c n=2 ½ , n=2 ½ < l c n. From the discussion above, we see that the proof of axiom (BN1) depends on the symplectic, orthogonal or unitary property of the matrices of the classical groups. Indeed, if we want to get a BN-pair for the general linear group, the group B J GL n ðF q Þ must consist of matrices of the form
where A 11 A GL nÀn ðF q Þ (resp. GL n ðF q Þ), A 22 A GL n ðF q Þ (resp. GL nÀn ðF q Þ), n ¼ n=2 ½ , and at least one of these matrices is triangular.
Rational invariants
Let F q be a finite field and n d 1 an integer. Each element T ¼ ðt ij Þ of GL n ðF q Þ induces an F q -linear action s T on the rational function field, defined by
. . . ; s T ðX n ÞÞ for all f ðX 1 ; . . . ; X n Þ A F q ðX 1 ; . . . ; X n Þ, where
For k ¼ 0; 1; . . . ; n let
where r is an automorphism of F q , A ¼ ða ij Þ and ðA r Þ t ¼ A.
where r is an automorphism of F q . Then the following statements are equivalent:
(1) T A G Ar ; (2) s T fixes P nk for all k; (3) s T fixes P nk for some k d 1.
Moreover, if
(i) r 0 1 or (ii) r ¼ 1, A is symmetric and char F q 0 2, then the above statements are equivalent to (4) s T fixes P nk for some k d 0, and P nk 0 0.
Lemma 5.2. For a 2n Â 2n matrix T ¼ ðt ij Þ, the following are equivalent:
(1) T is of the form
where A 11 and A 12 are n Â n matrices and A 22 A GL n ðF q Þ;
(2) s T fixes C ni for all 0 c i c n À 1, where
Proof. This follows from the fact that
. . . ; C n; nÀ1 Þ: r
Lemma 5.3 ([9]
). Suppose that X 1 ; . . . ; X n are algebraically independent indeterminates over a perfect field K. If h 1 ; . . . ; h n are elements of K q ðX 1 ; . . . ; X n Þ then K q ðX 1 ; . . . ; X n Þ is a finite separable extension of K q ðh 1 ; . . . ; h n Þ if and only if detðqh j =qX i Þ 0 0.
Since F q ¼ F p q , the field F q is perfect. By Lemma 5.3, if h 1 ; . . . ; h n A F q ðX 1 ; . . . ; X n Þ and detðqh j =qX i Þ 0 0, then h 1 ; . . . ; h n are algebraically independent over F q . (1) Let h i ¼ P 2n; i and h j ¼ C n; 2nÀj for i ¼ 1; . . . ; n, j ¼ n þ 1; . . . ; 2n. Then Proof.
(1) It is easy to show that detðqh j =qX i Þ 0 0, and so h 1 ; . . . ; h n are algebraically independent over F q . Suppose that F q ðX 1 ; . . . ; X n Þ is Galois over F q ðh 1 ; . . . ; h n Þ with group G. Since G fixes h 1 ; . . . ; h n , we have G J Sp n ðF q Þ. Moreover, B J G J Sp n ðF q Þ. Since G fixes h nþ1 ; . . . ; h 2n , we conclude that G ¼ B by Lemma 5.2.
(2) We may use the same method as in (1) . r Corollary 5.5. Let B, N be the non-classical BN-pair of the group U 2n ðF q 2 ; HÞ (resp. U 2nþ1 ðF q 2 ; HÞÞ, and let g i ¼ P 2n; iÀ1 (resp. P 2nþ1; iÀ1 Þ, g j ¼ C n; 2nÀj for i ¼ 1; . . . ; n, j ¼ n þ 1; . . . ; 2n and g 2nþ1 ¼ P 2nþ1; 2n . Then Corollary 5.6. Let B, N be the non-classical BN-pair of the group O 2n ðF q Þ (resp. O 2nþ1 ðF q Þ, O 2nþ2 ðF q ÞÞ, and let g i ¼ P 2n; iÀ1 (resp. P 2nþ1; iÀ1 , P 2nþ1; iÀ1 Þ, g j ¼ C n; 2nÀj for i ¼ 1; . . . ; n, j ¼ n þ 1; . . . ; 2n, and g 2nþ1 ¼ P 2nþ1; 2n , g 2nþ2 ¼ P 2nþ2; 2nþ1 . Then 
