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Abstract
We show how the gauge and field structure of the tensor hierarchies in Double and E7(7)
Exceptional Field Theory fits into L∞ algebras. Special attention is paid to redefinitions, the
role of covariantly constrained fields and intertwiners. The results are connected to Gauged
Supergravities through generalized Scherk-Schwarz reductions. We find that certain gauging-
dependent parameters generate trivial gauge transformations, giving rise to novel symmetries
for symmetries that are absent in their ungauged counterparts.
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1 Introduction
While the homotopy associative A∞ algebra [1] is the mathematical structure underlying the
classical open string field theory sector, closed string field theory is organized by a homotopy
Lie algebra, an L∞ algebra whose axioms and identities were given in [2]- [3]. These algebras
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feature in a vast range of field theories [4], including consistent truncations of closed string field
theory [5], higher-spin theories [6] and gauge theories [7]. Given this context it was recently
suggested in [8] that L∞ algebras provide a classification of perturbative gauge invariant classical
field theories. This expectation was supported in that paper by a number additional examples
of field theories fitting into L∞ algebras: Chern-Simons theories, Einstein gravity, etc. Later
on the scope was even expanded [9]. More aligned with our plan is the fact that Double Field
Theory (DFT) [10]- [11] also enjoys an underlying L∞ structure: Courant algebroids can be
cast in this language [12] as well as their duality covariant counterparts [13]- [14], but more
generally the full interacting theory exhibits this structure [8].
The explicit relation between the elements appearing in an L∞ algebra and those in field
theories has been systematized in [8]. The fields, gauge transformations and equations of motion
belong to distinct graded subspaces in the algebra. Certain products can be read from the gauge
transformations of the fields, the equations of motion, the closure identities, etc. Other products
are then chosen to satisfy the L∞ identities, which eventually force the inclusion of additional
graded subspaces.
This paper is devoted to discuss how tensor hierarchy [15] algebras fit into L∞ algebras
1.
We consider a number of representative examples in four space-time dimensions, such as the
tensor hierarchy entering the Kaluza-Klein formulation of DFT (KK-DFT) [24], the one in E7(7)
Exceptional Field Theory (EFT) [25], and those of gauged supergravities (in particular half-
maximal [26], maximal [27] and we also give a general discussion based on [28]). For general
reviews see [29].
A number of caveats are in order:
• We will only discuss the tensor hierarchy sector, namely p-form fields, and ignore other
fields such as the graviton and scalars. The reason for this is that the metric must
be invertible, and in duality covariant theories the scalars are grouped into a group-
valued tensor, so they necessarily involve a background field expansion making the analysis
cumbersome. Considering the tensor hierarchy fields only involves finite expansions and
so can be dealt with exactly and non-iteratively. It is important to emphasize that the
products and identities involving field perturbations of the metric and scalars will be
ignored, so those considered here are only a subset of the full story.
• Tensor hierarchies are saturated by space-time dimensionality, namely, in n space-time
dimensions they can only include up to n-forms. However, the hierarchy can be projected
to end at any given level ≤ n, forming a subalgebra that closes exactly. In some cases the
tower of p-forms ends before space-time saturation, this is the case of KK-DFT, where the
tower has a single unprojected two-form and the tensor hierarchy algebra closes exactly.
Other cases, like in EFT and some gauged supergravities the hierarchy is space-time
saturated, but only a projection of it (via intertwiners) is dynamical and enters the action.
Democratic formulations including all p-forms in the action are possible [30]. All these
situations will be discussed here.
1Interesting papers with similar goals are [16], [17], [18], [19]. Tensor hierarchies are also discussed in [20], [21]
and in EFT in [22], [23]
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• We will mostly focus on Lgauge∞ or L
gauge+fields
∞ , subalgebras of the full Lfull∞ algebra that
includes interactions and dynamics. There will be exceptions such as when analyzing the
KK-DFT tensor hierarchy, where we discuss the full Lfull∞ algebra including the equations
of motion. Crucial to our analysis will be a theorem stating sufficient criteria for an
algebra to fit into Lgauge∞ [31], and a small extension introduced here to the L
gauge+fields
∞
case.
Let us briefly anticipate some points to be discussed in the paper:
• It is well known that Double and Exceptional Field Theories are restricted by a section
condition, and as a consequence the gauge transformations admit non-vanishing trivial
parameters. We show that something similar happens in gauged supergravities: the
quadratic constraints imply that the gauge transformations admit non-vanishing trivial
parameters that depend on the gaugings and are then absent in the ungauged theories.
We will show how these two facts are connected through generalized Scherk-Schwarz
compactifications.
• It is a common saying that in Double and Exceptional Field Theories the gauge algebra
closes with respect to a bracket whose Jacobiator is a trivial parameter. This is only
true for a specific choice of variables. While field redefinitions leave the gauge algebra
intact, parameter redefinitions change the brackets and their field dependence in such
a way that the Jacobiator is no longer a trivial parameter. Any two sets of variables
are of course equivalent, and must correspond to an isomorphism of the L∞ algebra, so
the fact that the gauge algebra is an L∞ algebra remains intact, but the way in which
the products are defined changes. In Double and Exceptional Field Theories, and in
gauged supergravities there are two interesting set of parameters. One in which the gauge
transformations of the fields can be cast in a manifestly covariant form (with respect to
generalized diffeomorphisms and gauge transformations respectively): this is the usual set
chosen in ExFT and gauged supergravities. For this set the brackets and trivial parameters
are field dependent, and the Jacobiator in not a trivial parameter. There is a different
set of parameters, related to the previous one through field dependent redefinitions, for
which the brackets and trivial parameters do not depend on the fields, and the Jacobiator
is a trivial parameter.
• When dynamics is taken into account -so as to obtain the Lfull∞ - the tensor hierarchy
couples to the other fields through the equations of motion. It is then impossible to
disentangle the tensor hierarchy from the rest of the theory and, even if the perturbations
of the metric and scalars are ignored, the L∞ products and identities must depend on
their background values. We will show this explicitly with some examples.
• Some ExFT feature the presence of “covariantly constrained fields” satisfying section-
type conditions. These are required by closure of the algebra and covariance of the field
strengths, and so play a crucial role in the L∞ analysis. They are also crucial to establish
how to extend the tensor hierarchy to higher forms, which also require new covariantly
constrained fields.
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The paper is organized as follows. Section 2 is a self-contained review of L∞ algebras, closely
following [8]. We review sufficient criteria [31] for a theory to fit into Lgauge∞ , and slightly gener-
alized the theorem to the case Lgauge+fields∞ . In Section 3 we review the KK-formulation of DFT
and show how the tensor hierarchy sector embeds into Lfull∞ . The gauge algebra of the tensor
hierarchy in E7(7) EFT is discussed in Section 4, together with its embedding in L
gauge+fields
∞
algebras. Finally in Section 5 we show how tensor hierarchies in gauged supergravities fit into
L∞ algebras. The Appendices contain complementary computations.
2 L∞ algebra and its field theory
In this section we give a brief self-contained review of L∞ algebras in the ℓ-picture and their
relation to field theories, their gauge sector and dynamics, as presented in [8]. We refer to that
paper and references therein for more details.
To have an L∞ algebra we first define a vector graded space X which is the direct sum of
vector spaces Xn, each of which has degree n
X =
⊕
n
Xn , n ∈ Z . (2.1)
We will denote by x an element of X with definite degree, i.e, x ∈ Xp for some fixed p. Next
we introduce multilinear products ℓk
ℓk : X
⊗k → X , (2.2)
with intrinsic degree k − 2, meaning that when acting on elements xi we obtain
deg(ℓk(x1, x2, ..., xk)) = k − 2 +
k∑
i=1
deg(xi) . (2.3)
It is useful to note that ℓ1 acts as a mapping as follows ℓ1 : Xp → Xp−1. The products
are graded commutative and obey the L∞ relations, which constitute a deformation of Jacobi
identities and will be introduced soon. The graded commutative property means that a sign
might appear when exchanging the arguments. For a permutation σ of k labels we have
ℓk(xσ(1), . . . , xσ(k)) = (−1)
σǫ(σ;x) ℓk(x1, . . . , xk) . (2.4)
The (−1)σ factor gives a plus or minus sign if the permutation is even or odd, respectively. The
ǫ(σ;x) factor is the Koszul sign. We first take a graded commutative algebra Λ(x1, x2, · · ·) with
xi ∧ xj = (−1)
deg(xi)deg(xj) xj ∧ xi , ∀i, j , (2.5)
and then define the Koszul sign for a general permutation as
x1 ∧ . . . ∧ xk = ǫ(σ;x) xσ(1) ∧ . . . ∧ xσ(k) . (2.6)
For example, for ℓ2 we get
ℓ2(x1, x2) = (−1)
1+x1x2 ℓ2(x2, x1) , (2.7)
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where we introduced the notation
(−1)deg(xi)deg(xj) ≡ (−1)xixj , (2.8)
that is, within exponents the xi always refer to its degree.
The L∞ relations are labeled by a positive integer n given by the number of inputs. Explicitly
they take the general form
∑
i+j=n+1
(−1)i(j−1)
∑
σ
(−1)σǫ(σ;x) ℓj p ℓi(xσ(1) , . . . , xσ(i)) , xσ(i+1), . . . xσ(n)q = 0 . (2.9)
The sum over σ is a sum over “unshuffles”, it includes only the terms which satisfy
σ(1) < · · · < σ(i) , σ(i+ 1) < · · · < σ(n) . (2.10)
As a shorthand notation, it is common to write these relations as
∑
i+j=n+1
(−1)i(j−1)ℓj ℓi = 0 , (2.11)
such that
n = 1 0 = ℓ1ℓ1 (2.12)
n = 2 0 = ℓ1ℓ2 − ℓ2ℓ1 (2.13)
n = 3 0 = ℓ1ℓ3 + ℓ2ℓ2 + ℓ3ℓ1 (2.14)
n = 4 0 = ℓ1ℓ4 − ℓ2ℓ3 + ℓ3ℓ2 − ℓ4ℓ1 , . . . (2.15)
For n = 1 we have
ℓ1(ℓ1(x)) = 0 . (2.16)
This means that ℓ1 is a nilpotent operator, sometimes called Q as the BRST operator.
The n = 2 identity is
ℓ1(ℓ2(x1, x2)) = ℓ2(ℓ1(x1), x2) + (−1)
x1ℓ2(x1, ℓ1(x2)) . (2.17)
It implies that ℓ1 acts as a (graded) distributive operator on the arguments of ℓ2.
For n = 3 we have
0 = ℓ2(ℓ2(x1, x2), x3) + (−1)
(x1+x2)x3ℓ2(ℓ2(x3, x1), x2) + (−1)
(x2+x3)x1ℓ2(ℓ2(x2, x3), x1)(2.18)
+ℓ1(ℓ3(x1, x2, x3)) + ℓ3(ℓ1(x1), x2, x3) + (−1)
x1ℓ3(x1, ℓ1(x2), x3) + (−1)
x1+x2ℓ3(x1, x2, ℓ1(x3)) .
In the following we will see that when the arguments of ℓ2 are the gauge parameters of some
field theory, it will be related to the bracket of the gauge algebra. As such, the first line above
will become the Jacobiator. For this reason, the last line characterizes a deformation of a strict
Lie algebra. Since the Jacobi identity holds modulo a BRST exact term (ℓ1ℓ3 + ℓ3ℓ1), in the
language of homological algebra ℓ3 is a chain homotopy, so the saying is that ℓ2 satisfies the
Jacobi identity “up to homotopy”, or that this is an homotopy Lie algebra [3].
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We also display the n = 4 identity, as will be needed later
0 = ℓ1( ℓ4(x1, x2, x3, x4))
− ℓ2( ℓ3(x1, x2, x3), x4) + (−1)
x3x4 ℓ2( ℓ3(x1, x2, x4), x3)
+ (−1)(1+x1)x2ℓ2(x2, ℓ3(x1, x3, x4)) − (−1)
x1ℓ2(x1, ℓ3(x2, x3, x4))
+ ℓ3(ℓ2(x1, x2), x3, x4) + (−1)
1+x2x3 ℓ3(ℓ2(x1, x3), x2, x4)
+ (−1)x4(x2+x3)ℓ3(ℓ2(x1, x4), x2, x3) − ℓ3(x1, ℓ2(x2, x3), x4)
+ (−1)x3x4ℓ3(x1, ℓ2(x2, x4), x3) + ℓ3(x1, x2, ℓ2(x3, x4))
− ℓ4(ℓ1(x1), x2, x3, x4) − (−1)
x1ℓ4(x1, ℓ1(x2), x3, x4)
− (−1)x1+x2ℓ4(x1, x2, ℓ1(x3), x4) − (−1)
x1+x2+x4ℓ4(x1, x2, x3, ℓ1(x4)) .
(2.19)
Notice that, in the same sense that for n = 3 the “Jacobiator” ℓ2ℓ2 vanishes “up to homotopy”,
the same is true in n = 4 for ℓ2ℓ3 − ℓ3ℓ2.
After this brief self-contained introduction to L∞ algebras, we now show how to relate these
results with field theories [8]. In the first place, we must assign a given degree p to gauge
parameters, fields, EOM, etc. and so specify to what vector subspace Xp they belong. The
general rule is to take the gauge parameters ζ as vectors of degree p = 0, the dynamical fields
Ψ as vectors of degree p = −1 and the EOM F as vectors of degree p = −2. The EOM’s will
form a subset of X−2 and, when needed, we will refer to a general element of X−2 as “E”. If
X0 X−1 X−2
Gauge Parameters ζ Fields Ψ E (∋ EOMF)
Table 1: Graded subspaces and the elements they contain.
the field theory exhibits symmetries for symmetries, this picture is incomplete and requires an
extra graded subspace X1 with elements parameterizing such ambiguity, and possibly further
graded subspaces X2, X3, .... Here, ζ, Ψ and F stand for direct sums in case there are more
than one of each. After these assignments, one can readily read some brackets from certain
equations in the field theory. Lets see some examples.
• The gauge transformations define the brackets ℓn+1(ζ,Ψ
n) as follows
δζΨ =
∑
n≥0
1
n!
(−1)
n(n−1)
2 ℓn+1(ζ,Ψ
n) = ℓ1(ζ) + ℓ2(ζ,Ψ)−
1
2
ℓ3(ζ,Ψ
2)− ... , (2.20)
where we use the exponential notation for short
Ψk = Ψ, ...,Ψlooomooon
k times
.
(2.21)
It can be checked that δζΨ so defined consistently belongs to the same vector subspace
than the fields, namely X−1.
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• The EOM instead define the ℓn(Ψ
n) brackets as follows2
F(Ψ) =
∞∑
n=1
(−1)
n(n−1)
2
n!
ℓn(Ψ
n) = ℓ1(Ψ)−
1
2ℓ2(Ψ
2)− 13!ℓ3(Ψ
3) + 14!ℓ4(Ψ
4)+· · · . (2.24)
• The study of the gauge algebra leads to interesting features. Taking the commutator of
two gauge transformations and using the L∞ identities one finds
[δζ1 , δζ2 ]Ψ = δ−C(ζ1,ζ2,Ψ)Ψ+ δ
T
ζ1,ζ2 ,Ψ. (2.25)
with
C(ζ1, ζ2,Ψ) ≡
∑
n≥0
1
n!
(−1)
n(n−1)
2 ℓn+2(ζ1, ζ2,Ψ
n) , (2.26)
and
δ
T
ζ1,ζ2Ψ ≡
∑
n≥0
1
n!
(−1)
(n−2)(n−3)
2 ℓn+3(ζ1, ζ2,F ,Ψ
n) . (2.27)
The supralabel in δ
T
ζ1,ζ2
stands for “trivial” as it is a term that vanishes on-shell. Sup-
pose we want to rewrite in the L∞ framework some gauge algebra. If it closes off-shell,
then δ
T
ζ1,ζ2
Ψ = 0 and we obtain a gauge algebra that closes under the bracket given by
C(ζ1, ζ2,Ψ), which might be field dependent. If furthermore it turns out to be field
independent, then we get
[δζ1 , δζ2 ]Ψ = δ−ℓ2(ζ1,ζ2)Ψ , ℓn+2(ζ1, ζ2, Ψ
n) = 0 , (2.28)
and the closure bracket is simply given by ℓ2, as anticipated under (2.18).
• With respect to the gauge algebra, one can also consider the gauge Jacobiator J , given
by
J (ζ1, ζ2, ζ3) ≡
∑
cyc
rδζ3 , [δζ2 , δζ1 ]s = 0 . (2.29)
This vanishes by definition, as can be seen by expanding the terms and acting on a probe
field from right to left, i.e. δζ1δζ2δζ3Ψ = δζ1 pδζ2 pδζ3Ψqq. Using the L∞ relations over
(2.29) one finds ∑
cyc
rδζ3 , [δζ2 , δζ1 ]sΨ = −δQ′χΨ− δ
T
χΨ , (2.30)
2As a side remark we point out that it might also be possible to go a step further and define an action from
which the EOM are obtained, study the gauge algebra, the covariance of the EOM under gauge transformations,
etc. For this one should be able to define an inner product 〈x1, x2〉 with the properties
〈x1, x2〉 = (−1)
x1x2〈x2, x1〉 ,
〈x, ℓn(x1, . . . xn)〉 = (−1)
xx1+1〈x1, ℓn(x, x2 . . . xn)〉 .
(2.22)
The first one accounts for its graded symmetry, and the second one implies that it is a multilinear graded-
commutative function of all the arguments. With this inner product the action is given by
S =
∞∑
n=1
(−1)
n(n−1)
2
(n+ 1)!
〈Ψ, ℓn(Ψ
n) 〉 , (2.23)
and it can be checked that the EOM are obtained from it.
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with χ ∈ X1 given by
χ =
∑
n≥0
1
n!
(−1)
(n−2)(n−3)
2 ℓn+3(ζ1, ζ2, ζ3,Ψ
n) , (2.31)
and
Q′χ =
∑
n≥0
1
n!
(−1)
n(n+1)
2 ℓn+1(χ,Ψ
n) (2.32)
δ
T
χΨ =
∑
n≥0
1
n!
(−1)
n(n−1)
2 ℓn+2(F , χ,Ψ
n) . (2.33)
It can be shown that the RHS of (2.30) vanishes identically when using the L∞ relations,
as it must be.
• It will be useful in what follows to consider the gauge transformation of the equations of
motion, which gives
δζF =
∑
n≥0
1
n!
(−1)
n(n−1)
2 ℓn+2(ζ1,F ,Ψ) = ℓ2(ζ,F) + ℓ3(ζ,F ,Ψ) −
1
2
ℓ4(ζ,F ,Ψ
2) + ...
(2.34)
Product From Equation
ℓn(Ψ
n) Equations of motion (2.24)
ℓn+1(ζ, Ψ) Field gauge transformations (2.20)
ℓn+2(ζ
2, Ψ) Closure (2.26)
ℓn+3(ζ
3, Ψ) Jacobiator (2.31)
ℓn+2(ζ, F , Ψ
n) EOM gauge transformations (2.34)
ℓn+3(ζ
2, F , Ψn) On-shell closure (2.27)
Table 2: Products that can be read from kinematic and dynamical equations in a field theory.
We collect in a Table 2 some of the products that can be directly read from standard
expressions in a field theory. To see if a particular theory can be written in this framework one
has to determine all ℓn products acting over all vectors (fields, gauge parameters and equations
of motion) and then check all L∞ relations. It could also be possible that the vector subspaces
defined so far are not enough (namely that Table 1 is incomplete) and one has to consider
additional ones, as it happens for example in DFT where one has to add a vector subspace
X1. The fundamental formulas are (2.20) and (2.24). Knowing the specific form of the gauge
transformations of the particular theory we are interested in, we can immediately read off
the products ℓn+1(ζ,Ψ
n) and ℓn(Ψ
n) respectively. In principle with these products and the
L∞ relations we can determine all products. However, this can be a tedious work. At this
point formulas like (2.25), (2.30) and (2.34) come to our rescue. They are a consequence of
the previous ones plus the L∞ relations but they are also important as they allow to read off
certain products immediately. We insist however that whatever the route to identify products
is, in the end all L∞ identities must be checked explicitly.
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Take for example the case of DFT [13]. The gauge algebra closes under the C-bracket, which
does not depend on fields
rδζ1 , δζ2 sΨ = δ−rζ1,ζ2s(C)Ψ . (2.35)
Comparing this expression with (2.28) we can readily make the identification
ℓ2(ζ1, ζ2) = rζ1, ζ2s(C) . (2.36)
Now we could evaluate the identity for three gauge parameters (2.18). We have pointed out
that the last line of (2.18) in this particular case gives the Jacobiator, which in the case of DFT
is famously given by
J(ζ1, ζ2, ζ3) ≡ 3r [ζ[1, ζ2] , ζ3]s = ∂ N(ζ1, ζ2, ζ3) , (2.37)
with the so-called Nijenhuis scalar defined by
N(ζ1, ζ2, ζ3) ≡
1
2 [ζ[1, ζ2](C) · ζ3] . (2.38)
After setting ℓ3(ℓ1(ζi), ζj , ζk) ≡ 0 we can identify
ℓ3(ζ1, ζ2, ζ3) = −N(ζ1, ζ2, ζ3) ,
ℓ1(N(ζ1, ζ2, ζ3)) = ∂N(ζ1, ζ2, ζ3) .
(2.39)
These two last identifications done after evaluating a particular L∞ identity could also be
obtained by directly comparing the DFT gauge Jacobiator with (2.30)
∑
cyc
rδΛ3 , [δΛ2 , δΛ1 ]sΨ = δ∂N(ζ1,ζ2,ζ3)Ψ , (2.40)
which, of course, is zero when evaluating the gauge variation of the field after using the strong
constraint.
A clarification is in order. We have said that we need to determine all products acting
over all vectors and that some equations make this possible, for example (2.24) leads to the
knowledge of ℓn(Ψ
n). However, we would like to know not only the diagonal part of ℓn acting
on fields, but ℓn(Ψ1,Ψ2, ...,Ψn) with non diagonal entries. This can be achieved with the help
of polarization identities. For the simplest case, ℓ2, we get
2ℓ2(Ψ1,Ψ2) = ℓ2(Ψ1 +Ψ2,Ψ1 +Ψ2)− ℓ2(Ψ1,Ψ1)− ℓ2(Ψ2,Ψ2) , (2.41)
and this expression can be generalized to any ℓn.
After we have identified the products, we must check the L∞ identities. However, there is a
large subset of identities which are automatically fulfilled due to the general construction of an
L∞ field theory and it is not necessary to do an explicit check. As shown in [8], the identities
acting over a list of fields (Ψ1, . . . ,Ψn) hold true provided we define
ℓn+1(E,Ψ1, . . . ,Ψn) = 0 , n ≥ 0, E ∈ X2 . (2.42)
The identities acting over a list (ζ1, ζ2,Ψ1, . . . ,Ψn), and (ζ,Ψ1, . . . ,Ψn) with n ≥ 1 also
hold true. These identities come from closure of the gauge algebra over fields and the gauge
transformations of the equations of motion, respectively.
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2.1 Sufficient criteria for the gauge sector to fit into L∞
In [31] a theorem was presented, stating sufficient conditions for a gauge algebra to lie within
an Lgauge∞ structure. Since we will refer to it often, we dedicate a separate subsection to review
it briefly. The theorem only refers to the gauge algebra, not the complete field theory. Given
an algebra (V, [ ·, · ]) with bilinear antisymmetric 2-bracket and a vector space U with a linear
map D : U → V satisfying
[Im(D), V ] ⊂ Im(D) , (2.43)
and
∀v1, v2, v3 ∈ V : Jac(v1, v2, v3) ∈ Im(D) , (2.44)
where Im(D) denotes the image of D, there exists a 3-term L∞ structure with ℓ2(v,w) = [v,w]
on the graded vector space with
X2
ℓ1=ι−−−→ X1
ℓ1=D−−−→ X0 , (2.45)
where X0 = V , X1 = U , X2 = Ker(D), Ker(D) denotes the kernel of D and ι denotes the
inclusion of Ker(D) into U .
In a more physical language, the hypothesis of this theorem are roughly
• The field transformations admit trivial parameters. The gauge algebra closes with respect
to a given bracket. The bracket between a trivial parameter and a generic one is itself a
trivial parameter.
• The Jacobiator computed from the bracket is a trivial parameter.
When these hypothesis are met, the theorem states that the gauge algebra fits into an L∞
structure, with a few non-vanishing products written in equation (4.26) in [31].
We will show that all the cases considered in this paper satisfy these hypothesis. However,
this will prove not to be always a simple task: the form of the brackets and the trivial parameters
is highly sensitive to redefinitions, and the criteria outlined above is only useful when a specific
set of parameters is considered. Meeting the criteria involves finding an appropriate set of
variables, and we will comment on what happens when other sets are considered.
In the next subsection we point out that the consequences of these hypothesis are in fact a
little broader: when the hypothesis are met the algebra fits into Lgauge+fields∞ .
2.2 Sufficient criteria for the gauge + field sectors to fit into L∞
The theorem of the previous Subsection 2.1 can be extended so as to consider in addition the
graded space of fields, in what was called in [8] Lgauge+fields∞ . To be more precise, we will take the
fields to belong to the graded subspace X−1 and consider their gauge transformations given by
(2.20). We will not consider their EOM, so all the products in (2.24), namely ℓn(Ψ
n), are taken
to be null and thus there is no need for a graded subspace X−2. Under the same conditions, we
show that the algebra is in fact that of Lgauge+fields∞ and the only additional non-vanish products
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(apart from those in equation (4.26) in [31]) are those obtained from the gauge transformations
of the fields (2.20), namely
δζΨ =
∑
n≥0
1
n!
(−1)
n(n−1)
2 ℓn+1(ζ,Ψ
n) = ℓ1(ζ) + ℓ2(ζ,Ψ)−
1
2
ℓ3(ζ,Ψ
2)− ... . (2.46)
We have to deal now with products involving fields Ψ ∈ X−1 and other elements from other
subspaces. We can consider the L∞ relations acting over the following lists:
• Two ζ ′s ∈ X0 and any number n ≥ 0 of Ψ
′s ∈ X−1: (ζ1, ζ2,Ψ1,Ψ2, ...).
• One ζ ∈ X0 and any number n > 0 of Ψ
′s ∈ X−1: (ζ,Ψ1,Ψ2, ...).
• Only one ζ ∈ X0. There is no Ψ ∈ X−1 in this list, but we have to consider it because
the product ℓ1 maps to the subspace of fields: ℓ1(ζ) ∈ X−1.
• At least one c ∈ X2 (and any other vector on the list, including at least one Ψ ∈ X−1):
(c, ...).
• At least one χ ∈ X1 (and any other vector on the list, including at least one Ψ ∈ X−1):
(χ, ...).
• Three or more ζ ′s ∈ X0 and any number n > 0 of Ψ
′s ∈ X−1: (ζ1, ζ2, ζ3..., ζn,Ψ1,Ψ2, ...).
As shown in [8], the products given by the first case satisfy the L∞ relations as a consequence
of closure of the gauge algebra over fields. The second item is trivially fulfilled once we make
the choice ℓ1(x) = 0, with x ∈ X−1. The third one gives rise to the identity ℓ1(ℓ1(ζ)) = 0 which
is verified trivially for the same reason.
For the other cases, we will construct all possible terms of the identities, which are of the
form ℓi(...ℓj(...)) and show that they are null or compensate each other. We will make use of
the nontrivial products defined in equation (4.26) in [31].
At least one c ∈ X2 (and any other vector on the list, including at least one Ψ ∈ X−1).
There are only two nontrivial products involving a c in X2: ℓ1(c), ℓ2(c, ζ). First consider that
we have at least two c′s. We would get the products
ℓi(c1,Ψ, ... ℓ2(c2, ζ)looomooon
≡c˜∈X2
)⇒ ℓi(c1,Ψ, ...c˜) = 0, (2.47)
ℓi(c1,Ψ, ... ℓ1(c2)lomon
≡χ∈X1
)⇒ ℓi(c1,Ψ, ...χ) = 0, (2.48)
ℓi(c1, c2...ℓj(...)) = 0 . (2.49)
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For only one c we get
ℓi(Ψ, ... ℓ1(c)lomon
≡χ∈X1
)⇒ ℓi(Ψ, ...χ) = 0, (2.50)
ℓi(Ψ, ... ℓ2(c, ζ)loomoon
≡c˜∈X2
)⇒ ℓi(Ψ, ...c˜) = 0, (2.51)
ℓi(c, ℓj(Ψ...)loomoon
must be in X0.
) , (2.52)
but it is not possible to form a nontrivial ℓj(Ψ...) ∈ X0, thus the last product is also zero.
At least one χ ∈ X1 (and any other vector on the list, including at least one Ψ ∈ X−1).
There are only four nontrivial products involving χ: ℓ1(χ), ℓ2(χ, ζ), ℓ2(χ1, χ2), ℓ3(χ, ζ1, ζ2) .
This means that we can have at most two χ’s.
If we have more than two χ’s we would necessary have to group at least one with a Ψ inside
a product (as we cannot have more than two χ′s together in the same product), which is zero.
Take for example the case of three χ’s:
ℓi(χ1, χ2, ... ℓj(χ3,Ψ...)looooomooooon
=0
) or ℓi(χ1, ... ℓj(χ2, χ3,Ψ...)looooooomooooooon
=0
) .
(2.53)
Now take the list (χ1, χ2, ...). The possibilities are:
ℓi(χ1... ℓj(χ2,Ψ...)looooomooooon
=0
) = 0 (2.54)
ℓi(χ1,Ψ...ℓj(χ2, ...))looooooooooomooooooooooon
=0
= 0 (2.55)
ℓi(Ψ... ℓ2(χ1, χ2)loooomoooon
≡c∈X2
) = ℓi(Ψ, ...c) = 0 , (2.56)
where we have used in the last line that there is no product mixing a c ∈ X2 and a Ψ ∈ X−1.
Now take the list with only one χ and consider it as an argument of the second product. As
we cannot take together a Ψ ∈ X−1 and a χ ∈ X1 inside the same product, the possibilities are
ℓi(Ψ... ℓ3(χ, ζ1, ζ2)looooomooooon
≡c∈X2
) = ℓi(Ψ...c) = 0 (2.57)
ℓi(Ψ... ℓ2(χ, ζ)loomoon
≡χ˜∈X1
) = ℓi(Ψ...χ˜) = 0 (2.58)
ℓi(Ψ... ℓ1(χ)lomon
≡ζtriv.∈X0
)⇒ ℓn+1(Ψ
n, ζtriv.) = 0 . (2.59)
The last line gives zero, as these products come from the gauge transformations of the fields
with a trivial parameter.
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Considering that χ is in the outermost product, we get
ℓi(χ, ℓj(Ψ...))⇒


ℓj(Ψ...) ∈ X0, not possible,
ℓj(Ψ...) ∈ X1, not possible .
(2.60)
ℓi(χ, ζ, ℓj(Ψ...))⇒ ℓj(Ψ...) ∈ X0, not possible . (2.61)
Three or more ζ ′s ∈ X0 and any number n > 0 of Ψ
′s ∈ X−1. We start by considering
three gauge parameters. We first notice that we cannot use the products ℓn+1(ζ,Ψ
n), which
give an element Ψ˜ ∈ X−1. If they were in the second product ℓj we would have
ℓi(ζ1, ζ2, ℓn+1(ζ,Ψ
n)) = ℓ3(ζ1, ζ2, Ψ˜) = 0 . (2.62)
Trying to use them in the first product does not work either. For ℓ1(ζ) we would need the
second product to give an element of X0:
ℓ1(ℓn+3(ζ1, ζ2, ζ3,Ψ
n)loooooooooomoooooooooon
/∈X0
) .
(2.63)
For ℓ2(ζ,Ψ) we would need the second product to give an element of X0 or X−1 :
ℓ2(ℓn+2(ζ1, ζ2, ζ3,Ψ
n−1looooooooooomooooooooooon
/∈X0
),Ψ), ℓ2(ζ1, ℓn+2(ζ2, ζ3,Ψ
nlooooooomooooooon
/∈X−1
)) .
(2.64)
For ℓ3(ζ,Ψ,Ψ) we would need the second product to give an element of X0 or X−1 :
ℓ3(ℓn+1(ζ1, ζ2, ζ3,Ψ
n−2looooooooooomooooooooooon
/∈X0
),Ψ,Ψ), ℓ3(ζ1, ℓn+1(ζ2, ζ3,Ψ
n−1looooooooomooooooooon
/∈X−1
),Ψ) .
(2.65)
Thus, one of the products must be ℓ3(ζ1, ζ2, ζ3) ≡ χ ∈ X1. If it was in the second product ℓj
we would have
ℓi(...ℓj(...)) = ℓn+1(Ψ
n, ℓ3(ζ1, ζ2, ζ3)) = ℓn+1(Ψ
n, χ) = 0 . (2.66)
If it was in the first product, we would need the second one to give a X0 element to get a
nontrivial term, but this is not the case
ℓ3(ζ1, ζ2, ℓn+1(ζ3,Ψ
n)loooooomoooooon
/∈X0
) .
(2.67)
Considering more than three gauge parameters and repeating the arguments as before one also
finds that the L∞ identities are fulfilled trivially.
3 L∞ and Double Field Theory
The embedding of DFT into Lfull∞ was performed in [8], and so there will be no surprises in this
section. Here we consider the KK-formulation of DFT [24] with the goal of learning how its
tensor hierarchy fits into L∞. The advantage of this formulation is that it is similar in structure
with EFT and gauge supergravities, and so will serve as a platform to extract lessons for future
discussions.
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3.1 Review of the Kaluza-Klein formulation of Double Field Theory
In this section we review the KK-formulation of DFT [24]. We present in the Appendix the
relation of this formulation with the generalized metric approach [32]. The fields and gauge
parameters depend on external and internal coordinates (xµ , XM ), with µ an external GL(n)
index, and M an internal fundamental O(d, d) index. The duality invariant metric ηMN and its
inverse raise and lower internal indices, and the internal coordinate dependence is restricted by
the strong constraint that states that fields and parameters and their products are annihilated
by the duality invariant Laplacian
∂M ⊗ ∂
M · · · = 0 . (3.1)
The fields are
gµν , Bµν , φ , Aµ
M , MMN , (3.2)
the scalar matrixMMN being a duality group-valued constrained field (i.e. MM
PMP
N = δNM ).
The gauge fields Aµ
M and Bµν will be referred to as the fields of the tensor hierarchy.
The symmetries of the theory are:
• A global O(d, d|R) symmetry.
• A local O(1, n − 1|R)×O(d|R)×O(d|R) which is trivial in this formulation.
• External diffeomorphisms, parameterized by a vector ξµ.
• Gauge transformations of the two-form, parameterized by a one-form Ξµ.
• Internal generalized diffeomorphisms, parameterized by an O(d, d) vector ΛM .
We will deal with two different sets of parameters, related by field-redefinitions. Those
noted with a hat (pΛ , pΞ) are such that the gauge transformations can be written in a covariant
form with respect to internal generalized diffeomorphisms. An alternative set of parameters
(Λ , Ξ) are more convenient in order to make contact with the usual formulation of DFT (see
Appendix) and to explore how the tensor hierarchy gauge algebra is that of L∞. Both sets of
parameters are related as follows
pΛM = ΛM + ξµAµM , (3.3)
pΞµ = Ξµ −
ˆ
Bµν −
1
2
Aµ
MAνM
˙
ξν +Aµ
MΛM .
The covariant form of the local symmetries is the following
δgµν =
´
LDξ +
pLpΛ¯ gµν = ξρDρgµν + 2D(µξρgν)ρ + pΛM∂Mgµν , (3.4)
δBµν = A[µ
M δAν]M + ξ
ρHρµν + 2D[µpΞν] −FµνM pΛM , (3.5)
δe−2φ = ξρDρe
−2φ + ∂M
´pΛMe−2φ¯ , δφ = ξρDρφ+ pΛM∂Mφ− 1
2
∂M pΛM , (3.6)
δAµ
M = ξρ Fρµ
M + gµρM
MN∂N ξ
ρ +DµpΛM + ∂M pΞµ , (3.7)
δMMN = ξ
ρDρMMN + pLpΛMMN . (3.8)
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Before defining the quantities that appear in these transformations, let us briefly go through
a review of generalized diffeomorphisms. First we define the D-bracket
rΛ , V sM(D) = ΛP∂PV M +
`
∂MΛP − ∂PΛ
M
˘
V P , (3.9)
which is not antisymmetric but does satisfy the Jacobi identity. In terms of it we can define
the generalized Lie derivative
pLΛVM = rΛ , V sM(D) + λ(V ) ∂PΛPVM . (3.10)
Here λ(V ) is called a weight: all tensors in this section have vanishing weight except for the
generalized dilaton. Extending the action of the generalized Lie derivative to tensors of higher
rank is straightforward. Crucially, it admits trivial gauge parameters of the form
ΛMtrivial = ∂
Mχ , pLΛtrivial · · · = 0 , (3.11)
parameterized by functions χ(x,X). Then, we have a situation of symmetries for symmetries
in DFT: two apparently different gauge parameters generate the same transformation if they
are related by a trivial parameter. There is even a symmetry for symmetries for symmetries
situation, given by constant shifts in the space of functions that leave the trivial parameters
invariant.
While the symmetric part of the D-bracket is in fact a trivial parameter
“
Λ(1 , Λ2)
‰M
(D)
= ∂M
ˆ
1
2
ΛP1 Λ2P
˙
, (3.12)
the antisymmetric part is called the C-bracket
rΛ1 , Λ2sM(C) =
“
Λ[1 , Λ2]
‰M
(D)
= 2ΛP[1∂PΛ
M
2] − Λ
P
[1∂
MΛ2]P , (3.13)
and doesn’t satisfy the Jacobi identity.
External derivatives ∂µ of objects that transform tensorially with respect to these transfor-
mations are not covariant, so making these symmetries manifest requires the introduction of
new derivatives
Dµ = ∂µ − pLAµ ֌ δΛDµ · · · = pLΛDµ . . . , (3.14)
which are covariant because the connection transforms as follows with respect to internal gen-
eralized diffeomorphisms (3.7)3
δΛAµ
M = ∂µΛ
M + rΛ , AµsM(D) . (3.15)
The dilaton e−2φ transforms as a density (it is in fact the only tensor in KK-DFT with
non-vanishing weight λ
`
e−2φ
˘
= 1)
δΛe
−2φ = ∂M
´
ΛMe−2φ
¯
, (3.16)
3Since the gauge vector Aµ enters the covariant derivative as a generator of the generalized Lie derivative,
its gauge transformation is only determined up to trivial parameters of the form (3.11). However, all possible
“orbits” are related through redefinitions of the parameters Ξ, as can be seen from (3.7).
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and so its covariant derivative reads explicitly4
Dµe
−2φ = ∂µe
−2φ − ∂M
´
Aµ
M e−2φ
¯
,
Dµφ = ∂µφ−Aµ
M∂Mφ+
1
2
∂MA
M
µ , (3.17)
such that Dµφ transforms as a scalar with vanishing weight
δΛDµe
−2φ = ∂M
´
ΛM Dµe
−2φ
¯
, (3.18)
δΛDµφ = Λ
M ∂MDµφ . (3.19)
The covariant curvatures of the gauge fields are given by
Fµν
M = 2∂[µAν]
M − rAµ , AνsM(C) − ∂MBµν , (3.20)
Hµνρ = 3
ˆ
D[µBνρ] +A[µ
M∂νAρ]M −
1
3
A[µ
M
“
Aν , Aρ]
‰
(C)M
˙
,
transforming under local symmetries as follows5
δFµν
M =
´
LDξ +
pLpΛ¯FµνM −Hµνρ ∂Mξρ + 2D[µ `gν]ρMMN∂Nξρ˘ , (3.23)
δHµνρ =
´
LDξ + pLpΛ¯Hµνρ + 3F[µνMgρ]σMMN∂N ξσ , (3.24)
and they are related through Bianchi identities
3D[µFνρ]
M + ∂MHµνρ = 0 , (3.25)
D[µHνρσ] −
3
4
F[µν
MFρσ]M = 0 .
Now that we have defined all the ingredients appearing in the gauge transformations, we
can verify closure. The gauge transformations obviously close
rδ1 , δ2s = −δξ12 − δΛ12 − δΞ12 , (3.26)
but only for the particular set of un-hatted parameters the brackets are field-independent
ξ
µ
12 = rξ1 , ξ2sµ + ΛP[1∂P ξµ2] , (3.27)
ΛM12 = rΛ1 , Λ2sM(C) + 2ξρ[1∂ρΛM2] + ξρ[1∂MΞ2]ρ + Ξ[1ρ∂M ξρ2] , (3.28)
Ξ12µ = 2Λ
P
[1∂PΞ2]µ + Λ
P
[1∂µΛ2]P + ξ
ρ
[1∂ρΞ2]µ − ξ
ρ
[1∂µΞ2]ρ − Ξ[1ρ∂µξ
ρ
2] . (3.29)
4We note in passing that this covariant derivative can be integrated by parts in the presence of the measure
e−2φ ∫
d
n
xd
2d
X e
−2φ
V
µM1...Mk DµUM1...Mk = −
∫
d
n
xd
2d
X Dµ
´
e
−2φ
V
µM1...Mk
¯
UM1...Mk + T.D.
5A useful intermediate step is
δFµν
M = 2DµδAν]
M − ∂M∆Bµν , (3.21)
δHµνρ = 3D[µ∆Bνρ] + 3 δA[µ
M Fνρ]M , (3.22)
with ∆Bµν = δBµν − A
M
[µ δAν]M .
16
This fact makes this set of parameter particularly convenient to explore how the DFT tensor
hierarchy fits into an L∞ algebra.
We can now turn to dynamics. The action of KK-DFT is given by
S =
∫
dnx d2dX e−2dL , (3.30)
where d depends as usual on g = det [gµν ] and φ
e−2d =
?
−g e−2φ , (3.31)
and the Lagrangian is
L = pR− 4gµνDµφDνφ+ 4∇µ pgµνDνφq− 1
12
HµνρH
µνρ
+
1
8
gµνDµMMN DνM
MN −
1
4
MMNFµν
MFµνN − V . (3.32)
Up to a single term, the “scalar potential” V is defined as minus the generalized Ricci scalar
in DFT, but with the generalized metric replaced by the scalar matrix M
−V = 4MMN∂MNd− ∂MNM
MN − 4MMN∂Md∂Nd+ 4 ∂MM
MN∂Nd (3.33)
+
1
8
MMN∂MM
PQ∂NMPQ +
1
2
MMN∂MM
PQ∂PMQN +
1
4
MMN∂Mg
µν∂Ngµν .
Given that the metric transforms as a scalar wrt internal diffeomorphisms, within the Ricci
scalar pR all derivatives ∂µ must be replaced by A-covariantized derivatives Dµ in the following
way
pR = gµν pRρµρν , (3.34)
pRρσµν = DµpΓρνσ −DνpΓρµσ + pΓρµδpΓδνσ − pΓρνδpΓδµσ , (3.35)
pΓρµν = 12gρσ pDµgνσ +Dνgµσ −Dσgµνq , (3.36)
and we also defined a new covariant derivative ∇µ = Dµ+ pΓµ that covariantizes the part of the
external diffeomorphisms that involves external derivatives only.
Written like this, each term in the Lagrangian is independently and manifestly a Λ-scalar,
Ξ-invariant and duality invariant (the scalar potential is the only exception, as the invariance
with respect to internal diffeomorphisms is far from being manifest). The relative coefficients
between the terms are fixed by external diffeomorphism invariance, and as a result
δL = ξµDµL+ pΛM∂ML = ξµ∂µL+ ΛM∂ML . (3.37)
On the other hand, while
?
−g transforms as a density under external diffeos and as a scalar
under internal ones, e−2φ plays the opposite role, and hence e−2d acts as a density wrt both
δe−2d = Dµ
´
ξµe−2d
¯
+ ∂M
´pΛMe−2d¯ = ∂µ ´ξµe−2d¯+ ∂M ´ΛMe−2d¯ , (3.38)
where Dµ acts on d the same way as on φ in (3.17). As a consequence, the action is invariant
wrt to all the local symmetries.
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Regarding equations of motion, we find that under variations of the action wrt the fields
one has
δS =
∫
dnx d2dX pδgµν∆gµν + δBµν∆Bµν + . . . q , (3.39)
with
e2d∆gµν =
1
4
gµν ∆φ+ pRµν + 2∇(µDν)φ− 14HµρσHνρσ − 12FµρMFνρNMMN
+
1
8
DµMMNDνM
MN −
1
2
∂M
`
MMN∂Ngµν
˘
, (3.40)
∆Bµν =
1
2
Dρ
´
e−2dHρµν
¯
−
1
2
∂M
´
e−2dMMNF
µνN
¯
, (3.41)
e2d∆φ = −2L , (3.42)
∆AµM = ∆B
µνAνM +Dρ
´
e−2dMMNF
ρµN
¯
−
1
2
e−2dHµνρFνρM (3.43)
− ∂P
´
e−2dMPNgµνDνMNM
¯
+Dν
´
e−2d∂Mg
µν
¯
+ e−2d
ˆ
−4gµν∂MDνd−
1
4
gµνDνM
PQ∂MMPQ −
1
2
gµνDνg
ρσ∂Mgρσ +Dνg
µρ∂Mgρσg
σν
˙
e2d∆MMN = −
1
2
Dµ
´
e−2dgµνDνM
¯
(MN) −
1
2
Fµν(MF
µν
N)
+R(MN)[M, d] +
1
4
∂(Mg
µν∂N)gµν . (3.44)
In the last line we used the standard notation for left-right projections6, and wrote the variation
of the scalar potential in the same way as the generalized Ricci tensor because the former is
equal to minus the generalized Ricci scalar.
3.2 The tensor hierarchy
Here we restrict attention to the degrees of freedom involved in the tensor hierarchy, namely
Aµ
M and Bµν , and so set the gravitational and scalar degrees of freedom to background values
(which we write with an overline). The symmetries relevant in the discussion of the tensor
hierarchy are internal generalized diffeos ΛM , and gauge transformations of the two-form Ξµ,
so we will also ignore external diffeomorphisms from now on ξµ = 0. This in particular implies
that pΛ = Λ in (3.3), and pΞµ = Ξµ +AµM ΛM . (3.45)
When the transformations (3.5) and (3.7)
δAMµ = DµΛ
M + ∂M pΞµ , (3.46)
δBµν = A[µ
MδAν]M + 2D[µpΞν] − ΛM FµνM ,
6Defining PMN =
1
2
pηMN −MMN q and P¯MN =
1
2
pηMN +MMN q, the notation is such that VM = PM
NVN
and VM = P¯M
NVN .
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are written in terms of the un-hatted parameters the gauge covariance is no longer manifest
δAµ
M = ∂µΛ
M + pLΛAµM + ∂MΞµ , (3.47)
δBµν = Λ
M∂MBµν + 2∂[µΞν] + ∂MΞ[µAν]
M −A[µ
M∂ν]ΛM .
These gauge transformations are annihilated by the following trivial parameters
ΛM = ∂Mχ , Ξµ = −∂µχ , pΞµ = −Dµχ , (3.48)
where we define the arbitrary function χ to carry vanishing weight.
Let us now discuss the gauge algebra. We saw in (3.28)-(3.29) that closure with respect to
the parameters ΛM and Ξµ was achieved through the brackets
ΛM12 = rΛ1 , Λ2sM(C) , (3.49)
Ξ12µ = 2Λ
P
[1∂PΞ2]µ + Λ
P
[1∂µΛ2]P .
We can now collectively define the gauge parameters
ζ =
`
ΛM ,Ξµ
˘
, (3.50)
and note the brackets as
ΛM12 = ζ
M
12 = rζ1 , ζ2sM , (3.51)
Ξ12µ = ζ12µ = rζ1 , ζ2sµ . (3.52)
This notation is useful to compute the Jacobiator
J(ζ1, ζ2, ζ3) = rrζ1, ζ2s , ζ3s + cyc. = 3
““
ζ[1, ζ2
‰
, ζ3]
‰
, (3.53)
the components of which are known to be trivial parameters
JM = ∂MN , Jµ = −∂µN , (3.54)
where we introduced the Nijenhuis scalar
N(ζ1, ζ2, ζ3) =
1
6
rΛ1 ,Λ2sM(C) Λ3M + cyc. =
1
2
“
Λ[1 ,Λ2
‰M
(C)
Λ3]M . (3.55)
If instead we choose to work with the redefined parameters
pζ = ´ΛM , pΞµ¯ , (3.56)
we then find
pζM12 = ”pζ1 , pζ2ıM = rΛ1 , Λ2sM(C) , (3.57)
pζ12µ = ”pζ1 , pζ2ı
µ
= DµΛ
M
[1 Λ2]M , (3.58)
and now
pJM = ∂MN , pJµ = −DµN + 2Dµ “Λ[1 , Λ2‰M(C) Λ3]M − “Λ[1 , Λ2‰M(C)DµΛ3]M , (3.59)
and so we see that the Jacobiator is no longer a trivial parameter. We will discuss this further
and its relevance for EFT later.
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3.3 The L∞ structure of the tensor hierarchy
Here we discuss how the algebraic structure of the tensor hierarchy in DFT fits into L∞. We
begin by discussing the kinematics, and later move to consider the dynamics. The first step is
to define the graded vector spaces, which divide here into the following subspaces
X1 : functions: χ(x
µ, XM )
X0 : gauge parameters (generically noted ζ): Λ
M , Ξµ
X−1 : fields (generically noted Ψ): Aµ
M , Bµν
X−2 : field equations (generically noted F): ∆A
µ
M , ∆B
µν .
(3.60)
The space of functions might come as a surprise at the moment, but it turns out to be a general
feature in theories that exhibit symmetries for symmetries. We will sometimes add indices to
indicate which particular subspace we refer to within a given level. For example: for Ψ ∈ X−1,
Ψµ
M refers to a field Aµ
M and Ψµν to a field Bµν . The same notation will be used over products,
for instance χ ∈ X1, ℓ1(χ)µ indicates a parameter Ξµ as ℓ1 maps from X1 to X0, etc.
We will first describe thoroughly how to construct the pure gauge part and then consider
the dynamics of the fields. The pure gauge structure of DFT is given by the O(D,D) covarianti-
zation of the Courant algebroid [13]. The relation between this structure and L∞ algebras was
done in [12] and later extended to the O(D,D) case in [14] and [8]. As discussed in Subsection
2.1, a recent paper [31] established sufficient conditions for a gauge algebra to have an L∞
structure. In this section we review these results, closely following the line of reasoning in [31]
for a general bracket and then specializing to our case of interest.
For the sake of simplicity we begin by focussing on the subspace X0 with elements ζ =
ΛM + Ξµ, ignoring for the moment to the maximum extent the spaces X−1 and lower. We
will proceed in an order that might seem capricious, but is only intended to reach the relevant
results quickly. The first identity we consider is n = 3
−ℓ1(ℓ3(ζ1, ζ2, ζ3)) = ℓ2(ℓ2(ζ1, ζ2), ζ3) + ℓ2(ℓ2(ζ3, ζ1), ζ2) + ℓ2(ℓ2(ζ2, ζ3), ζ1)
+ ℓ3(ℓ1(ζ1), ζ2, ζ3) + ℓ3(ζ1, ℓ1(ζ2), ζ3) + ℓ3(ζ1, ζ2, ℓ1(ζ3)) .
(3.61)
We have already all the required ingredients to evaluate the RHS. As explained before, ℓ2(ζ1, ζ2)
must be read from the crossing of (2.28) and (3.49), yielding
ℓ2(ζ1, ζ2) = rΛ1 , Λ2sM(C) + 2ΛP[1∂PΞ2]µ + ΛP[1∂µΛ2]P . (3.62)
The first line in the RHS of (3.61) then becomes the Jacobiator (3.53-3.54)
J(ζ1, ζ2, ζ3) = ∂
MN(ζ1, ζ2, ζ3)− ∂µN(ζ1, ζ2, ζ3) ≡ DN(ζ1, ζ2, ζ3) , (3.63)
where N is the Nijenhuis scalar (3.55) and we have defined the operator
D ≡ ∂M − ∂µ . (3.64)
The second line in (3.61) is schematically of the form ℓ3(ζi, ζj, ℓ1(ζk)). Given that ℓ1 maps
the last argument into X−1 these terms are of the form ℓ3(ζ1, ζ2,Ψ) and vanish in light of the
discussion in (2.28). Then, the n = 3 equation (3.61) can be written as
−ℓ1(ℓ3(ζ1, ζ2, ζ3)) = DN(ζ1, ζ2, ζ3) ∈ X0 . (3.65)
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Now note that the RHS of (3.65) is not zero, and so ℓ3(ζ1, ζ2, ζ3) ∈ X1 must also be non
vanishing, implying as anticipated that a new graded subspace X1 of functions χ(x,X) is
required (see Table 3).
X1 X0 X−1 X−2
Functions χ Gauge Parameters ζ Fields Ψ E (∋ EOMF)
Table 3: New subspace X1 required by the failure of Jacobi.
From here it is trivial to see that (3.61) is satisfied for the following choice of products
ℓ3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3) ∈ X1
ℓ1(χ) = Dχ, χ ∈ X1 .
(3.66)
Having introduced a new space of functions we now have to define new products and verify
identities, that include such elements as arguments. We begin the verification of the first
identity for χ ∈ X1
n = 1 : ℓ1(ℓ1(χ)) = ℓ1(Dχ)
?
= 0 . (3.67)
Since Dχ belongs to the space of parameters, and is in fact a trivial one (3.48) one then finds
from (2.20) that
δDχΨ = ℓ1(Dχ) + ℓ2(Dχ,Ψ)−
1
2
ℓ3(Dχ,Ψ
2)− ... = 0 . (3.68)
Since each term contains different powers in field perturbations, each one must vanish separately,
in particular the first one which implies that ℓ1(Dχ) = 0, which is what we wanted to verify.
Now we consider the next identity for n = 2 (2.17), with x1 = ζ and x2 = χ
ℓ1(ℓ2(ζ, χ)) = ℓ2(ℓ1(ζ), χ) + ℓ2(ζ, ℓ1(χ)) . (3.69)
An extra hypothesis was considered in [31]: for any ζ ∈ X0 we will need rIm(D), ζs ⊂ Im(D)
i.e., Im(D) is an ideal of X0 or, stated in other way, the commutator of a trivial gauge parameter
and any gauge parameter gives back a trivial gauge parameter. A short computation shows
that this is exactly what happens in the tensor hierarchy of DFT
rDχ, ζs = D
ˆ
−
1
2
ΛP∂Pχ
˙
. (3.70)
Comparing this with the following rewriting of the n = 2 identity
Dℓ2(ζ, χ) = ℓ2(ℓ1(ζ), χ) − rDχ, ζs , (3.71)
we conclude that ℓ2(Ψ, χ) = 0 and
ℓ2(ζ, χ) =
1
2
ΛP∂Pχ . (3.72)
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So far we obtained the following non-vanishing products with entries belonging to the graded
subspaces X1 and X0
ℓ1(χ) = ∂
Mχ− ∂µχ ,
ℓ1(ζ) = ∂µΛ
M + ∂MΞµ + 2∂[µΞν] ,
ℓ2(ζ1, ζ2) = [ζ1, ζ2] = rΛ1 , Λ2sM(C) + 2ΛP[1∂PΞ2]µ + ΛP[1∂µΛ2]P ,
ℓ2(ζ, χ) = Λ(χ) ≡
1
2
ΛP∂Pχ ,
ℓ3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3) = −
1
2
“
Λ[1 ,Λ2
‰P
(C)
Λ3]P .
(3.73)
These are the only non trivial products coming from the pure gauge sector and are enough
to show that this sector fits into an L∞ structure (with the help of the observation made in
Subsection 2.1). The remaining identities that have not been checked (involving two χ′s ∈ X1
and for ζ ′s ∈ X0) are presented in the Appendix. The outcome of the forthcoming analysis
is that the products obtained so far will not be modified when considering entries with lower
grade. In particular, the absence of a 4-product ℓ4 indicates that ℓ2ℓ3− ℓ3ℓ2 vanishes exactly as
opposed to “up to homotopy”, meaning that the gauge sector of the hierarchy tensor in DFT
is governed by an L3 algebra.
We now take into account the fields, their gauge transformations and their dynamics. Some
products that are trivial to identify are the following:
• From the gauge transformations of DFT (3.47) and the identifications (2.20) we rapidly
find
ℓ2(ζ, Ψ) = rΛ, AµsM(D) + ∂PΞ[µAν]P −A[µP∂ν]ΛP + ΛP∂PBµν ,
ℓn+1(ζ,Ψ
n) = 0, n > 1 .
(3.74)
• From the equations of motion of the gauge fields (3.43) and two-form (3.41) and crossing
with (2.24) we read off the products involving only fields ℓn(Ψ
n). As mentioned previously,
we will only consider the fields of the tensor hierarchy and ignore the fluctuations around
the background for the metric gµν = gµν , the dilaton φ = φ and MMN = MMN . Note
that these backgrounds are by no means assumed to be constant nor covariantly constant:
they are only forced to satisfy the equations of motion. In this case, the non-trivial
products are of the form ℓn(Ψ
n) with n ≤ 3 and Ψ = Aµ
M + Bµν . Here we only write
explicitly the single product as will be needed later. Expanding the EOM (3.43) and
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(3.41) in powers of Aµ
M and Bµν and keeping only the leading order gives
ℓ1(Ψ) =− ∂
M
´
e−2dMMNg
µρgνσ∂[ρAσ]
N
¯
+
3
2
∂ρ
´
e−2dgρσgµδgνǫ∂[σBδǫ]
¯
+
1
2
∂M
´
e−2dMMNg
µρgνσ∂NBρσ
¯
+ 2∂ρ
´
e−2dMMNg
ρσgµδ∂[σAδ]
N
¯
+ ∂P
´
e−2
sd ĎMPNsgµν pLAν ĎMNM¯− pLAν ´e−2 sd∂Msgµν¯
− ∂ρ
´
e−2dMMNg
ρσgµδ∂NBσδ
¯
− e−2
sd ´−4sgµν∂M pLAν sd
−
1
4
sgµν pLAν ĎMPQ∂M ĎMPQ − 12sgµν pLAνsgρσ∂Msgρσ + pLAνsgµρ∂Msgρσsgσν
˙
.
(3.75)
Higher products of fields are obtained in the same way, we don’t show the expressions
here in order to lighten the presentation, and also because the identities in which they
appear are fulfilled by construction as explained at the end of Section 2).
• We can use the gauge transformation of the EOM (2.34) to determine products of the form
ℓn+2(ζ, F , Ψ
n), n ≥ 0. First let us point out that the EOM for Bµν (3.41) is covariant,
namely it transforms as a tensorial density
δ∆Bµν = pLΛ∆Bµν = ∂M `ΛM∆Bµν˘ , λ(∆Bµν) = 1 , (3.76)
and the EOM for AµM includes a covariant part also of weight one (which we denote ∆c,
c.f ((3.43)))
∆AµM = ∆B
µνAνM +∆cA
µ
M , δ∆cA
µ
M = pLΛ∆cAµM , λ(∆cAµM ) = 1 . (3.77)
Then, from (2.34) we read
ℓ2(ζ,F) = pLΛ∆Bµν +∆Bµν (∂νΛM + ∂MΞν) + pLΛ∆cAµM ,
ℓ3(ζ,F ,Ψ) = pLΛ∆Bµν AνM +∆Bµν pLΛAνM ,
ℓn+2(ζ,F ,Ψ
n) = 0 , for n ≥ 2 .
(3.78)
The products presented so far are enough to show that the theory lies within an L∞ structure
(modulo a subtlety to be discussed in what follows). The direct way to verify this is to write
down all possible non-trivial identities with their corresponding arguments and to check that
there is no need for new non-zero products. This is done in detail in the Appendix. The strategy
we follow consists in writing all possible lists of vectors with definite degree and then apply the
identities over them. Such possibilities are given by the following lists:
• Any number of Ψ′s ∈ X−1: (Ψ1,Ψ2, ...).
• One ζ ∈ X0 and any number n > 0 of Ψ
′s ∈ X−1: (ζ,Ψ1,Ψ2, ...).
• Two ζ ′s ∈ X0 and any number n ≥ 0 of Ψ
′s ∈ X−1: (ζ1, ζ2,Ψ1,Ψ2, ...).
• Three or more ζ ′s ∈ X0 and any number n ≥ 0 of Ψ
′s ∈ X−1: (ζ1, ζ2, ζ3..., ζn,Ψ1,Ψ2, ...).
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• At least one χ ∈ X1 (and any other vector on the list): (χ, ...).
• At least one E ∈ X−2 (and any other vector on the list): (E, ...).
• Only one ζ ∈ X0.
The first three lists fulfill the L∞ identities by construction as pointed out at the end of Section
2. The first one is associated to the non-existence of a graded subspace X−3, the second one
to gauge transformations of the equations of motion, and the third one to closure of the gauge
algebra over fields. The fourth, fifth and sixth ones fulfill the identities straightforwardly (see
Appendix).
The last one has an interesting implication: the dynamics of the tensor hierarchy can not
fit alone within an L∞ algebraic structure, it requires the extra field perturbations and their
background values. So far we considered mostly the gauge sector and decoupled the degrees
of freedom of the fields not belonging to the tensor hierarchy. In particular, we found that if
the graded subspace X−2 is assumed to be absent (namely, the dynamics is ignored) then from
(3.73) one finds that the following choice for ℓ1 over gauge parameters is consistent with the
L∞ structure
ℓ1(ζ) = ∂µΛ
M + ∂MΞµ + 2∂[µΞν] . (3.79)
Since this product maps into the space of fields, in order to verify the ℓ1(ℓ1(ζ)) = 0 identity
we must insert the above into (3.75). We rapidly get to the conclusion that it does not work.
What we are missing are the contributions to X−1 coming from the gauge transformations of
the other fields. This is in fact to be expected because on the one hand the EOM mix all the
fields, and on the other because there are non-vanishing ℓ1(ζ) components along the fields that
do not belong to the tensor hierarchy. Consider as an example the gauge transformation of the
scalar fields
δΛMPQ = pLΛMPQ = pLΛMPQlooomooon
ℓ1(Λ)PQ
+ pLΛmPQlooomooon
ℓ2(Λ,m)PQ
+...
(3.80)
where mPQ = mPQ is the scalar first order perturbation. Only when these components of ℓ1(Λ)
are considered, namely
ℓ1(ζ) = ∂µΛ
M + ∂MΞµ + 2∂[µΞν] + pLΛMPQ + pLΛd+ pLΛgµν , (3.81)
the following identity is obtained
ℓ1(ℓ1(Λ))
µ
M = pLΛ p∆AµM qbckg = 0, (3.82)
where p∆AµM qbckg stands for the equations of motion evaluated on background fields, and we
used that background fields are by definition constrained to satisfy the EOM.
This concludes the proof on how the tensor hierarchy in KK-DFT fits into an L∞ algebra.
We remark that it is not enough to restrict the analysis to the tensor hierarchy components
of the different graded subspaces, but one should also consider other components that might
contribute through dependence on background fields, even if their perturbations are ignored.
The same situation arises when one considers the list (ζ,Ψ1,Ψ2, ...): the corresponding L∞
identity can be seen as coming from the gauge transformation of the equations of motion, and
we have made use of the gauge transformations over all fields (including MPQ, d and gµν) in
order to get the products in (3.78).
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3.4 Redefinitions
When discussing KK-DFT we considered two sets of parameters. Ones with a hat (pΛM , pΞµ)
that are convenient to write transformations covariantly with respect to internal generalized
diffeomorphisms. This set is interesting as it is the one usually considered in Exceptional Field
Theories and gauged supergravities. A property of this set of parameters is that, as shown
before, the brackets with respect to which the gauge transformations close are field dependent,
and the Jacobiator is not a trivial gauge parameter, and so identifying symmetries for sym-
metries in this set is a rather non-trivial task. We circumvented these issues by performing
the redefinitions (3.3) that connect the hatted parameter with the un-hatted ones, which have
the disadvantage of spoiling the manifest generalized diffeomorphism covariance of the gauge
transformations, but are the specific set in which the brackets are field independent and the
Jacobiator is a trivial parameter, making them easier to analyze in the context of L∞ algebras.
Given that the redefinition (3.3) is field dependent, the graded subspace to which the hat-
ted parameters belong must involve mixing between the graded subspaces of the other set of
parameters. Both sets define equivalent algebras and so there must exist an isomorphism that
connects them. Here we discuss how things fit into L∞ in the hatted “frame”. We start by
considering the gauge transformations in the form of interest, given by
δζAµ
M = DµΛ
M + ∂M pΞµ
δζBµν = 2D[µpΞν] − ΛMFµνM +A[µMδAν]M (3.83)
from which we can identify the non-trivial products ℓ1(ζ), ℓ2(ζ,Ψ), ℓ3(ζ,Ψ1,Ψ2), ℓ4(ζ,Ψ1,Ψ2,Ψ3).
We saw that closure
rδ1, δ2s = −δΛ12 − δpΞ12 , (3.84)
holds with respect to field dependent brackets
ΛM12 = rΛ1,Λ2sM(C)
pΞ12µ = DµΛM[1 Λ2]M .
Comparing with (2.25) we now get the identifications
ℓ2(ζ1, ζ2) = rΛ1,Λ2sM(C) + ∂µΛM[1 Λ2]M
ℓ3(ζ1, ζ2, A) = − pLAµΛM[1 Λ2]M , (3.85)
which differ from the previous ones, the novelty being that we have a non-vanishing ℓ3(ζ1, ζ2,Ψ),
as expected for a field dependent bracket. There are however certain products that still take
the same value. For example, consider the identity for n = 3
−ℓ1(ℓ3(ζ1, ζ2, ζ3)) =ℓ2(ℓ2(ζ1, ζ2), ζ3) + ℓ2(ℓ2(ζ3, ζ1), ζ2) + ℓ2(ℓ2(ζ2, ζ3), ζ1)
+ ℓ3(ℓ1(ζ1), ζ2, ζ3) + ℓ3(ζ1, ℓ1(ζ2), ζ3) + ℓ3(ζ1, ζ2, ℓ1(ζ3)) .
(3.86)
This time, the ℓ2ℓ2 terms on the RHS of the first line are not anymore the Jacobiator of the
bracket, because the bracket now depends on fields, and now the second line does not vanish.
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It would be convenient to separate this expression according to its index structure. For the M
component, we get
rℓ1(ℓ3(ζ1, ζ2, ζ3))sM = −Jac(Λ1,Λ2,Λ3) = −∂MN(Λ1,Λ2,Λ3) , (3.87)
suggesting
ℓ3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3), ∈ X1
rℓ1(χ)sM = ∂Mχ, χ ∈ X1 .
(3.88)
For the µ part we get
rℓ1(ℓ3(ζ1, ζ2, ζ3))sµ = −
3
2
∂µ
“
Λ[1,Λ2
‰P
(C)
Λ3]P +
3
2
∂µΛ[3P
“
Λ1,Λ2]
‰P
(C)
+ 3∂µΛ
P
[1∂PΛ
N
2 Λ3]N + 6Λ
P
[3∂P∂µΛ1NΛ
N
2] ,
(3.89)
which can be rewritten as7
rℓ1(ℓ3(ζ1, ζ2, ζ3))sµ = ∂µN(Λ1,Λ2,Λ3) . (3.91)
Thus we see that this identity gives the same identifications we had before
ℓ3(ζ1, ζ2, ζ3) = −N(Λ1,Λ2,Λ3), ∈ X1
ℓ1(χ) = Dχ, χ ∈ X1 .
(3.92)
Even though now we needed a non-trivial ℓ3ℓ1 to complement ℓ2ℓ2 to obtain the above identi-
fications, we emphasize that now ℓ1(χ) is not a trivial gauge parameter. Instead, the product
form of the trivial parameter must be read from (2.32).
4 L∞ and E7(7) Exceptional Field Theory
In this section we present a self-contained review of E7(7) EFT [25] and discuss how it fits into
L∞. The fields and gauge parameters depend on external and internal coordinates (x
µ , XM ),
with µ an external GL(n) index, and M an internal fundamental E7(7) index. The invariant
tensors are the generators (tα)M
N and the symplectic metric ΩMN , which is antisymmetric and
raises and lowers internal indices through the north-west south-east convention8
7The following identity is useful for this computation
α∂µ
“
Λ[1,Λ2
‰P
(C)
Λ3]P + β∂µΛ[3P
“
Λ1,Λ2]
‰P
(C)
= (2α+ β)∂µΛ
Q
[1∂QΛ
P
2 Λ3]P
+ 3αΛQ[1∂µ∂QΛ
P
2 Λ3]P − (α+ 2β)∂µΛ
Q
[1∂
PΛ2QΛ3]P
(3.90)
8The only two E7(7) identities that are needed to reproduce the computations in this section are
(tα)M
K(tα)N
L =
1
24
δ
K
Mδ
L
N +
1
12
δ
L
Mδ
K
N + (tα)MN (t
α)KL −
1
24
ΩMNΩ
KL
, (4.1)
0 = (tα)NL(t
α)M(K(tβ)
Q)L −
1
24
(tβ)N
(KΩQ)M +
1
12
(tβ)
M(K
δ
Q)
N (4.2)
−
1
2
(tα)ML(tα)
KQ(tβ)NL +
1
2
(tβ)
ML(tα)KQ(tα)NL +
1
24
(tβ)
KQ
δ
M
N .
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VM = ΩMNVN , VM = V
NΩNM , Ω
MKΩKN = −δ
M
N . (4.3)
Adjoint indices are instead raised and lowered with the Cartan−Killing form καβ = (tα)M
N (tβ)N
M ,
and the E7(7) structure constants can be read from [tα, tβ] = fαβ
γtγ . The adjoint representation
is symmetric for E7(7), i.e. (tα)[MN ] = 0.
The internal coordinate dependence of fields and gauge parameters is restricted by the
“section condition”, which states the vanishing of the following duality covariant Laplacians
ΩMN ∂M ⊗ ∂N · · · = 0 , (tα)
MN ∂M ⊗ ∂N · · · = 0 . (4.4)
4.1 Exceptional generalized diffeomorphisms
Just so the paper is self-contained, here we discuss very briefly the structure of E7(7) covariant
generalized diffeomorphisms [34], [25]. The generalized Lie derivative acting on a contravariant
vector is given by
pLΛVM = ΛK∂KVM − 12(tα)MN (tα)KL ∂KΛL V N + λ(V ) ∂KΛK VM , (4.5)
with a natural generalization to higher rank tensors. The way this transformation acts on
covariant tensors follows from the observation that the symplectic metric ΩMN is invariant
under generalized diffeomorphisms. The same is true for the generators
pLΛΩMN = 0 , pLΛ(tα)MN = 0 . (4.6)
There are two types of trivial parameters
ΛMtrivial = (t
α)MN∂NTα , Λ
M
trivial = Ω
MNTN , (4.7)
with TM a covariantly constrained vector in the sense of the section condition
(tα)MN TM TN = (t
α)MN TM ∂N · · · = Ω
MNTM ⊗ TN = Ω
MNTM ∂N · · · = 0 . (4.8)
The symmetric part of the generalized Lie derivative with weight λ = 12 turns out to be a trivial
parameter
{Λ1, Λ2} = pLλ= 12Λ(1 Λ2) = 12(tα)MN∂Nγα + 12ΩMN γN , (4.9)
with
γα = −
1
2
(tα)KLΛ
K
1 Λ
L
2 , γM = ΩKLΛ
K
(1∂MΛ
L
2) . (4.10)
The antisymmetric part is instead the E-bracket with respect to which the generalized Lie
derivative algebra closes
rΛ1 ,Λ2sM(E) = pLλ= 12Λ[1 Λ2] = 2ΛK[1∂KΛM2] − 12(tα)MN (tα)KLΛK[2∂NΛL1] − 14ΩMNΩKL∂N `ΛK1 ΛL2 ˘ .
(4.11)
In this sense, pLλ= 12Λ1 Λ2 plays the role of an exceptional D-bracket.
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It was shown in [25] that from the definitions above, it follows that a tensor in the adjoint
representation Tα transforms as
δΛTα = Λ
K∂KTα + 12fαβ
γ(tβ)L
K∂KΛ
L Tγ + λ
′(T )∂KΛ
KTα . (4.12)
Another useful result is that a trivial vector
rTM = 12(tα)MN∂NTα + 1
2
ΩMNTN , (4.13)
transforms as a vector of weight λ( rT ) = 12 , provided λ′(Tα) = 1 and the covariantly constrained
field TM transforms as follows
δΛTM = Λ
K∂KTM +12(t
α)NM (tα)
K
L ∂KΛ
L TN +
1
2
∂KΛ
K TM −24(t
α)L
K Tα ∂M∂KΛ
L . (4.14)
Note that the transformation of TM depends on Tα so both fields must always be considered
jointly, forming a covariant pair (TM , Tα).
We emphasize that every vector with a tilde in this paper indicates that it is of the trivial
form (4.13), and as such must be considered constrained and with weight λ = 12 . Let us also
point out that if the vectors Λ1 and Λ2 in (4.10) were transformed with respect the generalized
Lie derivative with weight λ = 12 , then γα and γM would transform as (4.12) and (4.14)
respectively, as expected.
At this point, we would like to make an observation that will be crucial in the next sections.
Given the following adjoint and covariantly constrained tensors
η[Λ, T ]α = δΛ Tα + (tα)KL rTK ΛL , (4.15)
η[Λ, T ]M = δΛTM +ΩKL
´
∂M rTK ΛL − rTK ∂MΛL¯ ,
where again ΛM is a vector, Tα is an adjoint tensor of weight λ
′(T ) = 1 and TM is a covariantly
constrained tensor, the following trivial parameter vanishes
rηM = 12(tα)MN∂Nηα + 1
2
ΩMNηN = 0 , (4.16)
as can easily be seen from the following rewriting
rη = pLΛ rT − 2{ rT , Λ} = − pL rTΛ = 0 . (4.17)
Let us now state what the Jacobiator looks like in terms of the above defined quantities
J(Λ1, Λ2, Λ3) = 3
“
[Λ[1, Λ2](E), Λ3]
‰
(E)
= rN , (4.18)
with rN given by rN = {Λ[1, “Λ2, Λ3]‰(E)} , (4.19)
whose “Nijenhuis” components are
Nα = −
1
2
(tα)KLΛ
K
[1
“
Λ2, Λ3]
‰L
(E)
(4.20)
NM =
1
2
ΩKL
´
ΛK[1∂M
“
Λ2, Λ3]
‰L
(E)
− ∂MΛ
K
[1
“
Λ2, Λ3]
‰L
(E)
¯
.
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Of course, these components cannot in general be disentangled due to the ambiguity discussed
in (4.15), namely that they can be shifted in such a way to leave rN invariant. However, in this
particular case we will now argue that there is no redundancy. Taking a close look into (4.15)
we see that it depends on three objects: a vector Λ, an adjoint tensor Tα and a covariantly
constrained tensor TM . In order to shift the components in (4.20) such that rN in (4.19) remains
invariant, we must find expressions for ΛM , Tα and TM depending only on Λ1, Λ2 and Λ3. The
only possibility that preserves the way in which the tensors transform is
ΛM = ΛMi , Tα = −
1
2
(tα)KLΛ
K
j Λ
L
k , TM = ΩKLΛ
K
(j∂MΛ
L
k) , i, j, k = 1, 2, 3 , (4.21)
but the antisymmetry in [123] eliminates it, leaving (4.20) as the only possible choice.
We end this brief subsection by noting that given a trivial vector rT , one has
pL rTΛ = 0 = {rT , Λ}+ [ rT , Λ](E) , (4.22)
so the E-bracket between a trivial and a generic vector is itself a trivial vector. This observation
will be useful later.
4.2 The theory and its projected tensor hierarchy
The fields in E7(7) EFT [25] are
eµ
a , Bµνα , BµνM , Aµ
M , MMN , (4.23)
where the scalar matrixMMN is again a duality group-valued constrained field. Note that now
the two-form field is non-Abelian, and takes values in the adjoint representation. In addition,
this EFT requires extra two-forms BµνM , which are covariantly constrained as in (4.8).
A parent background independent action based on a larger duality group (the analog of
O(10, 10) for DFT) remains unknown in the case of exceptional duality (though see [35]).
Constructions for the internal scalar sector were originally considered in [33]. One must then
build the action as envisioned by O. Hohm and H. Samtleben [25], by demanding that “internal”
generalized diffeomorphisms behave as gauge symmetries in four dimensions and extending
the KK-DFT framework to be compatible with exceptional duality symmetries and maximal
supergravity (for ExFTs in other dimensions see [36]). In total, the bosonic action enjoys the
following symmetries:
• A global continuous E7(7) symmetry.
• A local SO(1, 3|R) × SU(8|R) which is trivial in the bosonic sector.
• External improved diffeomorphisms, infinitesimally parameterized by ξµ.
• Internal generalized diffeomorphisms, inf. parameterized by ΛM .
• Gauge transformations of the two-forms, parameterized by Ξµα and ΞµM .
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As in DFT, there is a set of parameters that allows to write the gauge transformations in
a covariant form, and another set that gives rise to field-independent brackets. As before, we
note the former with a hat pΛM , pΞµα, pΞµM , and so on, and the later without hat. Also as
before, and for the same reasons, we will restrict attention to the tensor hierarchy, and so will
ignore external improved diffeos, and set the vielbein and scalars to background values, ignoring
the perturbations around them. The way the transformations of the fields were obtained by
Hohm and Samtleben are the following. The vector fields transform such that the derivative
Dµ = ∂µ− pLAµ is covariant with respect to generalized diffeomorphisms. Given that it appears
here as the argument of a generalized Lie derivative, this only determines the transformation
of Aµ
M up to terms of the form (4.7) which we note with pΞµ bellow
δAµ
M = DµΛ
M + 12(tα)MN∂N pΞµα + 1
2
ΩMN pΞµN . (4.24)
These of course will become the gauge parameters of the two-forms. We have written a hat
on them to indicate that this is the set for which the gauge transformations are covariant with
respect to internal diffeos, as before in DFT. Later one defines a covariant field strength as
follows
Fµν
M = 2∂[µAν]
M − rAµ, AνsM(E) − 12(tα)MN∂NBµνα −
1
2
ΩMNBµνN , (4.25)
which transforms as
δFµν
M = 2D[µδAν]
M − 12(tα)MN∂N∆Bµνα −
1
2
ΩMN∆BµνN , (4.26)
where λ(δA) = 12 and we used the variation symbol ∆ to isolate the covariant part of the
transformation of the two-form
∆Bµνα = δBµνα + (tα)KLA[µ
KδAν]
L (4.27)
∆BµνM = δBµνM +ΩKL
`
A[µ
L∂M δAν]
K − ∂MA[µ
LδAν]
K
˘
. (4.28)
By demanding covariance of the field strength one can obtain the gauge transformations of
the two-forms from those of the gauge vector. There is a caveat though. Notice that the
transformations of the two-forms enter the variation of the field strength (4.26) exactly in the
same way as in (4.16). There, we made the observation that the combination (tα)MN∂MBµνα
is not completely independent from ΩMNBµνN . Then, it is not a priory possible to isolate
the transformations ∆Bµνα from those of ∆BµνM . At this point one should instead consider a
combined two-form rBµνM = 12(tα)MN∂NBµνα + 1
2
BµνM , (4.29)
such that the ambiguity is eliminated, with its corresponding gauge parameter
rpΞµM = 12(tα)MN∂N pΞµα + 1
2
pΞµM , (4.30)
and then demanding that δFµν
M = pLΛFµνM the unambiguous fields and their gauge transfor-
mations are
δAµ
M = DµΛ
M +ΩMN
rpΞµN (4.31)
∆ rBµνM = 2D[µrpΞν]M − 2 {Λ , Fµν}M
= 2D[µ
rpΞν]M + 12(tα)MN∂N “(tα)KLΛKFµνL‰+ 12 “ΩKL `ΛL∂MFµνK − ∂MΛLFµνK˘‰ ,
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where we used the symmetrization {} in (4.9) to show that the transformation is constrained
in the same way as the field, and defined the covariant transformation ∆ rBµνM = δ rBµνM −
2
{
A[µ, δAν]
}
M . The expressions between brackets cannot be directly assigned to the Λ-
transformations of the components of rBµνM , they must be considered always in this combi-
nation. The naive separation would lead to the failure of closure of the gauge transformations,
the absence of trivial parameters, etc. We will discuss later how to properly disentangle the
components and their transformations.
The Bianchi identities
3D[µFνρ]
M + rHµνρM = 0 (4.32)
D[µ rHνρσ]M − 32 {F[µν , Fρσ]}M = 0 , (4.33)
define the three-form field strength
rHµνρM = 3
ˆ
D[µ rBνρ]M + 2
{
A[µ , ∂νAρ] −
1
3
[Aν , Aρ]](E)
}
M
˙
, (4.34)
which also is constrained in the same way as the tilded tensors and transforms as a vector under
generalized diffeomorphisms, as can be easily computed from
δ rHµνρM = 3D[µ∆ rBνρ]M + 6{δA[µ, Fνρ]}M . (4.35)
The diffeomorphism covariant transformations (4.31) admit the following trivial parameters
ΛM = 12(tα)MN∂Nχα +
1
2
ΩMNχN = Ω
MN rχN (4.36)
rpΞµM = −DµrχM , (4.37)
where χα is a generic function in the adjoint of E7(7), χM a covariantly constrained function,
such that rχM carries weight λ = 12 . The situation is analogous to that in DFT, where there
is a set of parameters (noted with a hat) with respect to which the gauge transformations
can be written in a generalized diffeomorphism covariant form, and such that the trivial set of
parameters is field dependent. For this set of parameters the brackets with respect to which
the algebra closes are field dependent, in full analogy with DFT, so we find it convenient to
turn to a redefined set of non-covariant parameters (ΛM , rΞµM )
rpΞµM = rΞµM + 2 {Λ, Aµ}M , (4.38)
such that for this set the trivial parameters are field independent
ΛM = ΩMN rχN ,
rΞµM = −∂µrχM . (4.39)
The gauge transformations are now given by
δAµ
M = ∂µΛ
M + pLΛAµM +ΩMN rΞµN , (4.40)
δ rBµνM = 2∂[µrΞν]M + pLΛ rBµνM + 2{Σ[µ , Aν]}M ,
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where we defined
Σµ
M = ΩMN rΞµN + ∂µΛM . (4.41)
These transformations close
[δ1 , δ2] = −δΛ12 − δrΞ12 , (4.42)
with respect to field independent brackets
ΛM12 = [Λ1, Λ2]
M
(E) , (4.43)
rΞ12µM = 2 pLΛ[1rΞ2]µM − 2{∂µΛ[1 , Λ2]} .
Merging both parameters into a single one, and defining the brackets
ζ =
´
ΛM , rΞµM¯ , rζ1, ζ2s = ´ΛM12 , rΞ12µM¯ , (4.44)
the Jacobiator is given by
J = 3
““
ζ[1, ζ2
‰
, ζ3]
‰
=
´ rNM , −∂µ rNM¯ , (4.45)
with rN defined in (4.19).
4.3 The L∞ structure of the E7(7) projected tensor hierarchy
We begin here discussing the simplest case of the E-bracket gauge algebra and its formulation
in terms of the L∞ structure. As we will show, we only need to define two graded subspaces,
which are
X1 : functions: χ = χα + χN ,
X0 : gauge parameters: Λ
M .
(4.46)
An arbitrary element χ ∈ X1 splits into two different parts: χα belonging to the adjoint
representation 133 of E7(7), and a covariantly constrained function χN . The non-vanishing
products are
ℓ2(Λ1,Λ2) = rΛ1,Λ2s(E) , ∈ X0
ℓ3(Λ1,Λ2,Λ3) =−Nα −NM , ∈ X1
ℓ1(χ) = 12(t
α)MN∂Nχα +
1
2
ΩMNχN , ∈ X0
ℓ2(Λ, χ) =
1
2
δΛχα +
1
2
δΛχN ∈ X1
(4.47)
where we defined the “Nijenhuis” tensors in (4.20).
The construction goes as follows. We start by defining the graded spaces. Initially, we only
define X0 as the space of gauge parameters Λ
M . Next we identify
ℓ2(Λ1,Λ2) = rΛ1,Λ2s(E) , (4.48)
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and we set ℓ1(Λ) = 0, so that the identities ℓ
2
1 = 0 and ℓ1ℓ2 − ℓ2ℓ1 = 0 acting over gauge
parameters are trivially fullfilled. The first non trivial identity we must verify is
−ℓ1(ℓ3(Λ1,Λ2,Λ3)) =ℓ2(ℓ2(Λ1,Λ2),Λ3) + ℓ2(ℓ2(Λ3,Λ1),Λ2) + ℓ2(ℓ2(Λ2,Λ3),Λ1)
+ ℓ3(ℓ1(Λ1),Λ2,Λ3) + ℓ3(Λ1, ℓ1(Λ2),Λ3) + ℓ3(Λ1,Λ2, ℓ1(Λ3)) .
(4.49)
On the first line of the RHS we recognize the Jacobiator, which for the E-bracket is given by
(4.19)
JM (Λ1,Λ2,Λ3) ≡ 3 rrΛ[1,Λ2s,Λ3]sM = 12(tα)MN∂NNα +
1
2
ΩMNNM . (4.50)
Comparing the expressions (4.50) and (4.49) we get the identifications
ℓ3(Λ1,Λ2,Λ3) =−Nα −NM ,
ℓ1(χ) = 12(t
α)MN∂Nχα +
1
2
ΩMNχN ≡ rχM . (4.51)
Here we continue using the notation that a tilde over a tensor means that it takes the form
of a trivial parameter (4.13). In order to accomplish this we have defined a new space X1
because there is a nontrivial ℓ3(Λ1,Λ2,Λ3) which maps into this graded subspace. The elements
belonging to this subspace will be denoted as χ. As already pointed out, χ ∈ X1 splits into two
different parts: χα, which belongs to the adjoint representation of E7(7), and χN , a covariantly
constrained field.
Now that we have this new space we have to reconsider the identity ℓ1ℓ2 − ℓ2ℓ1 = 0 acting
on elements belonging to this new subspace
ℓ1(ℓ2(Λ, χ)) = ℓ2(ℓ1(Λ), χ) + ℓ2(Λ, ℓ1(χ)) . (4.52)
We take the first term in the RHS to zero as it contains ℓ1(Λ) ∈ X−1, the space of fields that we
are ignoring for the moment. The second term in the RHS takes the form of a trivial parameter
by virtue of (4.22). This determines ℓ2(Λ, χ) ∈ X1, but only up to terms of the form (4.15),
which belong to the kernel of ℓ1
ℓ2(Λ, χ)α =
1
2
δΛχα + . . .
ℓ2(Λ, χ)M =
1
2
δΛχM + . . . , (4.53)
The dots represent the ambiguity discussed in (4.15), which is resolved by analyzing the n = 4
identity. We will discuss this soon and for the moment take (4.53) without the dots as our
definition. We now show that the products defined so far are the only ones needed to guarantee
the Lgauge∞ structure of the gauge algebra given by the E-bracket.
We now proceed with the n = 2 identity ℓ1ℓ2 − ℓ2ℓ1 = 0, but now over χ1, χ2 ∈ X1:
ℓ1(ℓ2(χ1, χ2)) = ℓ2(ℓ1(χ1), χ2) + ℓ2(ℓ1(χ2), χ1) . (4.54)
The RHS of this identity is zero because ℓ1(χ) is trivial, and we already chose ℓ2(Λ, χ) to be
identified with a generalized diffeomorphic transformation (4.53). Then we can safely take
ℓ2(χ1, χ2) = 0 . (4.55)
33
Next, we must check the n = 4 identity ℓ1ℓ4− ℓ2ℓ3+ ℓ3ℓ2− ℓ4ℓ1 = 0 in the case of four gauge
parameters (this identity is trivially fulfilled when evaluated with arguments in X1). First we
note that ℓ4ℓ1 = 0 by crossing (2.32) with the fact that the Jacobiator is field independent
(4.19). We now point out that ℓ3ℓ2 − ℓ2ℓ3 vanishes per se
ℓ3ℓ2 − ℓ2ℓ3 = 6 ℓ3([Λ[1,Λ2],Λ3,Λ4]) − 4 ℓ2(ℓ3(Λ[1,Λ2,Λ3),Λ4]) = 0 , (4.56)
a computation that can be checked with some effort. Then, there is no need to define a
ℓ4(Λ1, Λ2, Λ3, Λ4) = 0. Let us however analyze what would have happened if we had chosen
a different product in (4.53), by deforming our previous choice with arbitrary elements ηα and
ηM in the kernel of ℓ1 (see 4.15)
ℓ2(Λ, χ)α =
1
2
δΛχα + αηα (4.57)
ℓ2(Λ, χ)M =
1
2
δΛχM + α ηN , (4.58)
with
η[Λ, χ]α = δΛ χα + (tα)KL rχK ΛL , (4.59)
η[Λ, χ]M = δΛχM +ΩKL
`
∂M rχK ΛL − rχK ∂MΛL˘ ,
the identity would read
ℓ1ℓ4 = 6 ℓ3([Λ[1,Λ2],Λ3,Λ4]) − 4 ℓ2(ℓ3(Λ[1,Λ2,Λ3),Λ4])
= 4αη[Λ[1, N(Λ2,Λ3,Λ4])]α + 4αη[Λ[1, N(Λ2,Λ3,Λ4])]N , (4.60)
where we have used the vanishing of (4.56) when the old products (4.53) were considered, and
the components of N were defined in (4.20). We see that in order to satisfy the identity, the ℓ1ℓ4
term must absorb the ambiguity. In consequence, one should then define a new graded subspace
X2 and take ℓ4(Λ1,Λ2,Λ3,Λ4) = 4αηα + 4αηN ∈ X2. Notice that so defined, ℓ4(Λ1,Λ2,Λ3,Λ4)
would live in the kernel of rη(ηa, ηN ) = 12(tα)MN∂Nηα+ 12ΩMNηN . One should then take X2 as
the space of functions that live in the kernel of rη in order to fulfill the n = 1 L∞ identity, and
also define the action of the ℓ1 product over this subspace, which following [8] can be simply
taken to be an inclusion map into the subspace X1. In summary, the choice made for ℓ2(Λ, χ)
in (4.53) is the simplest one in that requires a lower number of non-vanishing products and
graded subspaces.
Including to this analysis the tensors coming from the tensor hierarchy is now an easy task.
Following the same steps as before, we defined three graded subspaces
X1 : functions: χ = χα + χN ,
X0 : gauge parameters: ζ = Λ
M + rΞµM .
X−1 : fields: Ψ = Aµ
M + rBµν .
(4.61)
We have added a new graded subspace in order to incorporate the fields and their gauge
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transformations. The only nontrivial products are given by
ℓ2(ζ1, ζ2) = rζ1, ζ2s , ∈ X0
ℓ3(ζ1, ζ2, ζ3) =−Nα −NM , ∈ X1
ℓ1(χ) = 12(t
α)MN∂Nχα +
1
2
ΩMNχN − 12(t
α)M
N∂N∂µχα −
1
2
∂µχM , ∈ X0
ℓ2(ζ, χ) =
1
2
δΛχα +
1
2
δΛχN , ∈ X1
ℓ1(ζ) =∂µΛ
M +ΩMN rΞµN + 2∂[µrΞν]M , ∈ X−1
ℓ2(ζ,Ψ) = pLΛAMµ + δΛ rBµν − 12(tα)NM∂N ´(tα)LK ´ΩKP rΞ[µP + ∂[µΛK¯ALν]¯
+
1
2
ΩLK
´
∂MA
L
[µ
´
ΩKP rΞν]P + ∂ν]ΛK¯−AL[µ∂M ´ΩKP rΞν]P + ∂ν]ΛK¯¯ ∈ X−1
(4.62)
We have simply added here the L∞ products coming from the gauge transformations of the
fields (4.40) and their trivial versions (4.39).
This completes the analysis on how the tensor hierarchy of E7(7) fits into L
gauge+fields
∞ . We
do not consider here the full dynamical theory. Even if restricted to the tensor hierarchy degrees
of freedom, we expect similar features as those arising in DFT to appear here. Namely, that
the spaces and products defined so far must be extended to include components along the other
fields and to depend on their background values, see for example (3.81).
4.4 The unprojected tensor hierarchy
So far the two-forms we considered (and the one-form gauge parameters) were a specific com-
bination (or projection) of two different contributions. For a general discussion, let us consider
generic projected tensors
rTM = 12(tα)MN∂NTα + 1
2
ΩMNTN . (4.63)
While Tα is a generic adjoint tensor, TM is covariantly constrained (i.e. as if it were a derivative)
and rTM is also constrained to be of the form above. We saw that when the two-forms rBM
and their gauge parameters rΞµ were grouped into this form, the hierarchy closes exactly. This
projection is well known in the context of gauged supergravities, in which case the responsible
is usually called the intertwining tensor. Here, the projector is given in terms of a differential
operator, and so we will refer to it as the intertwining operator.
The particular projection discussed so far is the one entering the action of E7(7) EFT, a du-
ality covariantization of maximal supergravity. Un-projecting points towards new M-theoretical
degrees of freedom not present in the supergravity limit. A full hierarchy contains in principle
a tower of p-forms in different representations A ∈ R1, B ∈ R2, C ∈ R3, etc. Then, R1 here is
the 56 of E7(7). The intertwining operator noted with a tilde “ r ” maps between these spacesr : Rp+1 → Rp, such that rr= 0. So far we considered rB ∈ R1, and here we are interested in
B ∈ R2 and rC ∈ R2. One could in principle continue the hierarchy until the p-forms saturate
35
the space-time dimensionality. Modulo covariantly constrained fields, the representations we
are expecting here are R2 = 133, R3 = 912 and R4 = 8645⊕ 133.
The intertwining operator has a non-vanishing kernel, and so it is not invertible. At this
stage it might seem a little confusing, but we will call (rTα, rTM ) the elements of the kernell ofrTM , namely
12(tα)MN∂N rTα + 1
2
ΩMN rTN = 0 . (4.64)
The reason of this notation will become clear soon. In the meantime it is important to keep in
mind that rTM is not rTM with its index lowered, but simply a constrained tensor that belongs to
the kernel of rTM . In the previous sections, we identified two tensors that belong to the kernel
of the intertwining operator
rT [Λ, V ]α = δΛ Vα + (tα)KL rV K ΛL , (4.65)
rT [Λ, V ]M = δΛVM +ΩKL ´∂M rV K ΛL − rV K ∂MΛL¯ ,
namely, for this specific choice one has rTM = 0.
It turns out however that there is a more general way to parameterize the kernel of the
intertwining operator. It is in terms of new tensors in different representations than the ones
considered so far. On the one hand, a tensor in the 912 Tα
M (more on representations and
projectors can be found in [27], [20])
Tα
M = P (912)M βα N Tβ
N , P (912)M βα N =
1
7
´
δβαδ
M
N − 12 (tαt
β)N
M + 4 (tβtα)N
M
¯
, (4.66)
and a covariantly constrained tensor TM
N (with unconstrained upper index)
ΩNM∂N ⊗ TM
K = ΩMN TM
K TN
L = (tα)NM∂N ⊗ TM
K = (tα)MN TM
K TN
L = 0 . (4.67)
Taking into account that due to the section condition
(tα)M
K P (912)Lβα N ∂(K ⊗ ∂L) = 0 , (4.68)
more generally the kernel of rTM is given by [25]
rTα = 2 ∂MTαM + (tα)NM TMN
rTM = −2 ∂NTMN − ∂MTNN , (4.69)
namely, for any Tα
M and TM
N one has rTM = 0.
The way to recover the specific case (4.65) is by making the choice
Tα
M =
7
2
P (912)M βα N Λ
N Vβ (4.70)
TM
N = (tα)K
N
`
8 ∂MΛ
K Vβ − 4Λ
K ∂MVβ
˘
−
1
2
ΛN VM .
It should be clear now why we chose the tilde notation again. The equation (4.69) is the
analog to (4.63) for the next level in the hierarchy. An interesting point is that from the
36
definition (4.69), it can be checked that ( rTα, rTM ) transform as in (4.12) with weight λ′ = 1 and
(4.14), provided
δTα
M = ΛK∂KTα
M − 12 (tβ)MN (tβ)
K
L ∂KΛ
L Tα
N + 12 fαγ
β(tγ)KL ∂KΛ
L Tβ
M +
3
2
∂KΛ
K Tα
M
δTM
N = ΛK∂KTM
N − 12 (tα)NP (tα)
K
L ∂KΛ
L TM
P + 12 (tα)PM (tα)
K
L ∂KΛ
L TP
N
+ ∂KΛ
K TM
N − 24 (tα)NL ∂M∂KΛ
L Tα
K . (4.71)
Of course, these transformations preserve the constrained nature of both tensors.
Given that the intertwining operator is not invertible, it is not possible to read Tα and TM
from a given rTM , except up to terms of the form (4.69). Let us apply this lesson to disentangle
the components of the projected two-form of the previous sections. From the transformation ofrB in (4.31) we can write the covariant form of the transformations of its components
∆Bµνα = 2D[µpΞν]α + (tα)KLΛKFµνL + rpΣµνα (4.72)
∆BµνM = 2D[µpΞν]M −ΩKL `ΛK∂MFµνL + FµνK∂MΛL˘+ rpΣµνM ,
which are related to the genuine transformation through the relation ∆ rBµνM = δ rBµν −
2
{
A[µ, δAν]
}
∆Bµνα = δBµνα + (tα)KLA[µ
KδAν]
L (4.73)
∆BµνM = δBµνM − ΩKL
`
A[µ
K∂MδAν]
L + δA[ν
K∂MAµ]
L
˘
.
The last terms in both lines of (4.72) parameterize the ambiguity in removing the projection, but
will obviously correspond to the transformation of the two-form with respect to the parameter
of the next field in the hierarchy (a three-form). The hat on it is to continue with the notation
that parameters with a hat are those that allow to write the gauge transformations covariantly
with respect to generalized diffeomorphisms. The tilde indicates that the parameters are of the
form (4.69), namely they belong to the kernel of ∆ rBµνM .
We now remove the projection from the three-form field strength (4.34)
Hµνρα = 3D[µBνρ]α − 3(tα)KLA[µ
KΓνρ]
L − rCµνρα (4.74)
HµνρM = 3D[µBνρ]M + 3ΩKL
`
A[µ
K∂MΓνρ]
L + Γ[νρ
K∂MAµ]
L
˘
− rCµνρM ,
where we defined the following combination relevant for the Chern-Simons contributions
Γµν
M = ∂[µAν]
M −
1
3
rAµ, AνsM(E) . (4.75)
The transformation of the three-form components (which can also be derived from (4.35)) are
δHµνρα = 3D[µ∆Bνρ]α − 3(tα)δA[µ
KFνρ]
L −∆ rCµνρα (4.76)
δHµνρM = 3D[µ∆Bνρ]M + 3ΩKL
`
δA[µ
K∂MFνρ]
L +F[νρ
K∂MAµ]
L
˘
−∆ rCµνρM ,
where
∆ rCµνρα = δ rCµνρα + 3rTα[δA[µ, Bνρ]] + 2 rTα[Aµ , {Aν , δAρ]}]
∆ rCµνρM = δ rCµνρM + 3 rTM [δA[µ, Bνρ]] + 2 rTM [Aµ , {Aν , δAρ]}] , (4.77)
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and the requirement of these transforming covariantly determines the covariant transformations
of the three-form fields
∆ rCµνρα = 3D[µrpΣνρ]α − rTα[Λ, Hµνρ]− 3rTα[F[µν , pΞρ]] (4.78)
∆ rCµνρM = 3D[µrpΣνρ]M − rTM [Λ, Hµνρ]− 3rTM [F[µν , pΞρ]] , (4.79)
where rT was defined in (4.65).
The new three-form field and its parameter are now constrained to take the form (4.69)
rCµνρα = 2∂MCµνραM + (tα)NM CµνρMN (4.80)
rCµνρM = −2∂NCµνρMN − ∂MCµνρNN ,
and
rpΣµνα = 2∂M pΣµναM + (tα)NM pΣµνMN (4.81)
rpΣµνM = −2∂N pΣµνMN − ∂M pΣµνNN .
This is the projection required to truncate the hierarchy to this level. This new intertwining
operator has its own non-vanishing kernel9, and so the projection is non-removable unless higher
tensors enter the game.
We have been able to move a step upwards in the hierarchy, so let us resume the main
results. The closed hierarchy now contains fields Aµ
M , Bµνα, BµνM , rCµνρα and rCµνρM , the last
three being constrained fields. Their gauge parameters are ΛM , pΞµα, pΞµM , rpΣµνα and rpΣµνM ,
and again the last three are also constrained. The gauge transformations are
δAµ
M = DµΛ
M +ΩMN
rpΞµN
∆Bµνα = 2D[µpΞν]α + (tα)KLΛKFµνL + rpΣµνα
∆BµνM = 2D[µpΞν]M − ΩKL `ΛK∂MFµνL + FµνK∂MΛL˘+ rpΣµνM (4.84)
∆ rCµνρα = 3D[µrpΣνρ]α − rTα[Λ, Hµνρ]− 3 rTα[F[µν , pΞρ]]
∆ rCµνρM = 3D[µrpΣνρ]M − rTM [Λ, Hµνρ]− 3rTM [F[µν , pΞρ]] .
9 It is easy to anticipate some representations of the next and final level of the hierarchy. Consider for instance
a tensor Θα
MN ∈ 8645⊕ 133, namely satisfying
Θα
MN = (tβ)MNΘ[αβ] = P
(912)M β
α P Θβ
PN
. (4.82)
Due to the second identity we can choose a candidate in the 912 that because of the first one belongs to the
kernel of rTα and rTM rΣαM = ∂NΘαMN , rΣMN = 0 , (4.83)
namely rTα = 2∂M rΣαM = 0, thanks to the section condition.
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They admit the following field-dependent trivial parameters
ΛMtrivial = rχM = 12(tα)MN∂Nχα + 12ΩMNχNpΞtrivialµα = −Dµχα + rpχµα
pΞtrivialµM = −DµχM + rpχµM (4.85)
rpΣtrivialµνα = −2D[µrpχν]α − rTα[Fµν , χ]
rpΣtrivialµνM = −2D[µrpχν]M − rTM [Fµν , χ] ,
where
12(tα)MN∂N rpχµα + 1
2
ΩMN rpχµN = 0 . (4.86)
The covariant transformations close
[δ1, δ2] = −δΛ12 − δpΞ12 − δrpΣ12 , (4.87)
with respect to field-dependent brackets
ΛM12 = [Λ1, Λ2]
M
(E)
pΞ12µα = (tα)KLΛK[1DµΛL2]
pΞ12µM = ΩKL(DµΛK[1∂MΛL2] + ΛK[2∂MDµΛL1]) (4.88)
rpΣ12µνα = 4 rTα[D[µΛ[1, pΞ2]ν]] + 2 rTα[rpΞ[1[µ, pΞ2]ν]] + 2 rTα[Λ[1, {Λ2], Fµν}]
rpΣ12µνM = 4 rTM [D[µΛ[1, pΞ2]ν]] + 2rTM [rpΞ[1[µ, pΞ2]ν]] + 2 rTM [Λ[1, {Λ2], Fµν}] .
If we wished to eliminate the field dependence of the brackets, we have to perform the following
field-dependent redefinitions of the gauge parameters
Ξµα = pΞµα + (tα)KLAµKΛL
ΞµM = pΞµM +ΩKL `∂MΛKAµL − ΛK∂MAµL˘ (4.89)
rΣµνα = rpΣµνα − 2rTα[A[µ, Ξν]]− rTα[Λ, Bµν ]− 2 rTα[A[µ, {Aν], Λ}]
rΣµνM = rpΣµνM − 2 rTM [A[µ, Ξν]]− rTM [Λ, Bµν ]− 2rTM [A[µ, {Aν], Λ}] .
The redefinition is non-covariant with respect to generalized diffeomorphisms, and the trivial
parameters are now given by field-independent quantities
ΛMtrivial = 12(t
α)MN∂Nχα +
1
2
ΩMNχN
Ξtrivialµα = −∂µχα + rχµα
ΞtrivialµM = −∂µχM + rχµM (4.90)
rΣtrivialµνα = −2∂[µrχν]α
rΣtrivialµνM = −2∂[µrχν]M ,
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where we have made the redefinitions
rχµα = rpχµα + rTα[Aµ, χ]
rχµM = rpχµM + rTM [Aµ, χ] , (4.91)
that preserve the constraint (4.86).
The brackets for the redefined parameters are now independent of the fields
ΛM12 = [Λ1, Λ2]
M
(E)
Ξ12µα = 2δΛ[1Ξ2]µα + (tα)KL∂µΛ
K
[1Λ
L
2]
Ξ12µM = 2δΛ[1Ξ2]µM +ΩKL
´
∂µΛ
K
[2∂MΛ
L
1] − ∂M∂µΛ
K
[2Λ
L
1]
¯
(4.92)
rΣ12µνα = 2rTα[Λ[1, rΣ2]µν ]− 4 rTα[∂[µΛ[1, Ξ2]ν]]− 2 rTα[rΞ[1[µ, Ξ2]ν]]
rΣ12µνM = 2rTM [Λ[1, rΣ2]µν ]− 4 rTM [∂[µΛ[1, Ξ2]ν]]− 2rTM [rΞ[1[µ, Ξ2]ν]] .
One can then compute the Jacobiator components as we did repeatedly before
JM = rNM = 12(tα)MP∂PNα + 1
2
ΩMPNP
Jµα = −∂µNα + rNµα
JµM = −∂µNM + rNµM (4.93)
rJµνα = −2∂[µ rNν]α
rJµνM = −2∂[µ rNν]M ,
with the Nijenhuis tensors Nα and NM defined in (4.20), and
rNµα = −2rTα[Λ[1, {Λ2, ∂µΛ3]}]
rNµM = −2rTM [Λ[1, {Λ2, ∂µΛ3]}] . (4.94)
We can now compute the bracket between a trivial parameter ζt of the form (4.90) and a
generic parameter, finding
rζt, ζsM = rχ′M
rζt, ζsµα = −∂µχ′α + rχ′µα
rζt, ζsµM = −∂µχ′M + rχ′µM (4.95)
rζt, ζsµνα = −∂[µrχ′ν]α
rζt, ζsµνM = −∂[µrχ′ν]M ,
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where
χ′α =
1
2
(tα)KLΛ
LrχL
χ′M = −
1
2
ΩKL
`
ΛK∂M rχL − ∂MΛK rχL˘ (4.96)
rχ′µα = − rTα[Λ,Ξt µ]
rχ′µM = − rTM [Λ,Ξt µ] .
We have then shown that the next level in the hierarchy admits a set of parameters for which
the criteria required by the theorem discussed in Sections 2.1 and 2.2 is met. Namely, that the
theory admits trivial field independent parameters (4.39), that for this set of parameters the
bracket is field independent (4.92), that the bracket between a trivial parameter and a generic
one is trivial (4.95), and that the Jacobiator is a trivial parameter (4.93). The theorem then
states that the gauge algebra again fits into an Lgauge+fields∞ structure. This procedure could
be extended all the way up to space-time saturation, starting by the next level discussed in
footnote 9.
5 L∞ and gauged supergravity
As discussed in the previous sections, the gauge algebra of DFT and EFT does not satisfy the
Jacobi identity, requiring a deformation therein produced by a non-vanishing triple product (so-
called the Nijenhuis tensor). This is a manifestation of the fact that duality covariant theories
contain trivial parameters, or said in a more fancy way, symmetries for symmetries.
On the other hand, generalized compactifications of these theories (originally introduced
in [37] in the context of DFT, see also [38], [39], and later considered in an EFT context [40])
give rise to gauged supergravities. For reviews see [29]. It is then natural to ask the question of
whether the L∞ algebraic structure of the parent double and exceptional field theories leaves
some imprint after compactification. Of course, this question can be asked and answered
independently, without any mention to parent theories and compactifications, so we will address
these questions from both ends.
Here we show that the most salient aspects of the algebraic structure of DFT and EFT are
indeed reproduced by gauged supergravities. The failure of the Jacobi identity to be satisfied
is governed by the so-called intertwining tensor, a particular projection of the embedding ten-
sor. We explicitly compute the Jacobiator, and find that gauged supergravities admit novel
symmetries for symmetries in which the trivial parameters are deformed by gaugings. Our goal
is to show that gauged supergravities admit (via field redefinitions) a set of parameters that
satisfy sufficient criteria (see Subsections 2.1 and 2.2) for the algebra to fit into an Lgauge+fields∞
structure.
The presentation proceeds as follows. First we perform a generalized Scherk-Schwarz com-
pactification of the KK formulation of DFT, ending with a gauged supergravity corresponding
to the electric sector of a theory with half-maximal supersymmetry. This is the simplest pos-
sible scenario to explore these issues, serving as a prototype to confirm our expectations. We
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then move to the general case of generic gauged supergravities, without any mention to com-
pactifications, for which the structure of the gauge transformations of the tensor hierarchy
is well know. In this context we perform convenient redefinitions in order to identify field-
independent brackets, their Jacobiator, the Nijenhuis tensors, and the general form of trivial
gauge parameters.
5.1 Generalized Scherk-Schwarz compactification of KK-DFT
Let us briefly discuss the generalized Scherk-Schwarz (SS) compactification of the KK-DFT
action so that our presentation is self-contained. The generalized metric and frame formulations
were compactified in [37], and here we use the same technique for this formulation. The KK-
formulation is particularly useful to perform KK tower expansions in tori compactifictations [41].
We start by recalling the KK-DFT action (3.30)
S =
∫
dnxd2dX
?
−ge−2φL , (5.1)
L = pR− 4 gµνDµφDνφ+ 4∇µ pgµνDνφq− 1
12
HµνρH
µνρ (5.2)
+
1
8
gµνDµMMNDνM
MN −
1
4
MMNFµν
MFµνN − V .
We will only discuss the case of n = 4 space-time dimensions: some results will suffer modifi-
cations in other dimensions. We can distinguish three types of global transformations (to be
complemented with ∂M → UM
P∂P and ∂µ → e
γ
2 ∂µ)
gµν → e
γ gµν
MMN → UMP U
N
QM
PQ
φ → φ+ c+ γ (5.3)
Aµ
M → e
γ
2 UMP Aµ
P
Bµν → e
γBµν ,
where c, γ ∈ R and U ∈ O(d, d|R). When a field is shifted with a warp factor eωγ we call ω the
“external weight”, such that
ω(g) = ω(B) = 1 , ω(A) =
1
2
, ω(e−2φ) = −2 , ω(M) = 0 . (5.4)
While U -rotations (standard duality symmetry) and γ and c-sifts leave the Lagrangian invariant,
the c-transformations re-scale the measure
?
−ge−2φ → e−2c
?
−ge−2φ , (5.5)
and so are not a symmetry of the action, but of the equations of motion only. The Scherk-
Schwarz compactification procedure consists in proposing a compactification ansatz based on
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the global transformations
gµν(x,X) = e
γ(X) gµν(x)
MMN (x,X) = UMA(X)U
N
B(X)M
AB(x)
φ(x,X) = φ(x) + c(X) + γ(X) (5.6)
Aµ
M (x,X) = e
γ(X)
2 UMA(X)Aµ
A(x)
Bµν(x,X) = e
γ(X)Bµν(x) ,
where in this context UMA, γ and c are know as “twists”. We distinguish between indices
M,N,P, . . . transforming under O(d, d) transformations in the parent DFT action, and those
A,B,C, . . . transforming under the O(d, d) in the effective gauge supergravity. Equivalently,
we propose an ansatz for the gauge parameters
ΛM (x,X) = e
γ(X)
2 UMA(X)Λ
A(x)
Ξµ(x,X) = e
γ(X) Ξµ(x) , (5.7)
by assigning them external weights ω(Λ) = 12 and ω(Ξ) = 1.
In general, the SS ansatz for a tensor TM (x,X) with weight λ and external weight ω is
TM(x,X) = eω γ(X)−2λ c(X) UMA(X)T
A(x) . (5.8)
The generalized diffeomorphisms determine the form of the effective gauge transformation of
TA(x) through the relation
pLΛTM(x,X) = eω γ(X)−2λ c(X) UMA(X)LΛTA(x) , (5.9)
yielding
LΛT
A = −XBC
A ΛB TC +
ˆ
λ+ ω −
1
2
˙
fBΛ
B TA , (5.10)
where
XBC
A = −fBC
A + f[C δ
A
B] −
1
2
fA ηBC , (5.11)
and we finally arrive to the gaugings or fluxes fA and fAB
C , defined as
fA ≡ e
γ
2 UM
A∂Mγ = −2 e
γ
2
`
2UM
A∂Mc− ∂MUM
A
˘
fABC ≡ 3 e
γ
2 UM [A∂
MUPBU
Q
C]ηPQ .
Despite of being built from X-dependent twists, when they appear in this particular combina-
tion we demand that they are constant. Demanding that the fluxes are constant, plus strong
constrained twists, is known to imply the quadratic constraints
fAfA = 0
fAfAB
C = 0 (5.12)
f[AB
EfC]DE =
2
3
f[ABCfD] .
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The reverse implication is not true: the quadratic constraints are weaker than the strong
constraint, which in the context of generalized Scherk-Schwarz compactifications is know to be
unnecessary. We will not discuss this issue here, see [37], [38] for discussions on this point.
The gauge transformations of the fields in the parent action (3.4)-(3.8) can also be twisted
in this way to extract their analogs in the effective theory. From now on, all the quantities we
display correspond to those in the effective gauged supergravity unless the opposite is explicitly
mentioned
δgµν = LΛgµν
δMAB = LΛM
AB
δe−2φ = LΛe
−2φ (5.13)
δAµ
A = ∂µΛ
A + LΛAµ
A + fA Ξµ
δBµν = 2∂[µΞν] + LΛBµν + ∂[µΛ
AAν]A − fAA[µ
AΞν] ,
where all fields have vanishing weight except for λ(e−2φ) = 1, and the external weights are
listed in (5.4).
Let us point out that similarly to DFT (3.46), the gauge transformations can be taken to a
covariant form
δAµ
A = DµΛ
A + fApΞµ (5.14)
δBµν = 2D[µpΞν] −FµνAΛA +A[µAδAν]A , (5.15)
by redefining the one-form parameter as in (3.45)
pΞµ = Ξµ +AµAΛA . (5.16)
The brackets for the parameters with a hat are expected to be field dependent, while those
without a hat depend on parameters only. The non-covariant ones are then more convenient to
deal with when analyzing the gauge algebra, which will be discussed later.
The covariant derivatives (3.14) can also be twisted, leading to their analogs in gauged
supergravity, namely
Dµ = ∂µ − LAµ , (5.17)
such that for a covariant tensor transforming as in (5.10) one has
LΛDµT
A = −XBC
A ΛB DµT
C +
ˆ
λ+ ω −
1
2
˙
fBΛ
B DµT
A . (5.18)
For the field strengths (3.20) we have the same story
Fµν
A = 2∂[µAν]
A − fBC
AAµ
BAν
C − fB A[µ
BAν]
A − fABµν (5.19)
Hµνρ = 3
ˆ
D[µBνρ] +A[µ
A∂νAρ]A −
1
3
fABCAµ
AAν
BAρ
C
˙
. (5.20)
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and they satisfy the following Bianchi identities
3D[µFνρ]
A + fAHµνρ = 0 (5.21)
D[µHνρσ] −
3
4
F[µν
AFρσ]A = 0 . (5.22)
Then, we automatically see that the compactified effective action takes exactly the same
form as the parent one (5.2), where the covariant derivatives and the field strengths must
be replaced by their lower dimensional gauged versions. The only subtlety is a local overall
shift
∫
dX e−2c−γ which integrates in the internal space to modify the effective action’s Planck
constant. There is also the non-trivial task of compactifying the scalar potential, which gives
V =
1
12
MABMCDMEF fAC
EfBD
F +
1
4
MAB
`
fAC
DfBD
C + 3fAfB
˘
+
1
6
fABCf
ABC . (5.23)
The last term can be seen to vanish due to the strong constraint [37], [38], so we put it in by hand.
When the term is non-vanishing the theory cannot be uplifted to maximal supergravity [42].
The gauge invariance of the effective action is achieved due to the fact that the measure
transforms like
δ
´?
−ge−2φ
¯
= ΛAfA
?
−ge−2φ , (5.24)
which is compensated by the variation of the Lagrangian
δL = −ΛAfAL . (5.25)
The brackets with respect to which the gauge transformations close can be either obtained
by direct computation, or by twisting those in (3.49)
ΛM12(x,X) = e
γ(X)
2 UMA(X)Λ
A
12(x) (5.26)
Ξµ12(x,X) = e
γ(X) Ξµ12(x) , (5.27)
giving rise to
ΛA12 = fBC
AΛB1 Λ
C
2 + fB Λ
B
[1Λ
A
2] (5.28)
Ξµ12 = 2fA Λ
A
[1Ξ2]µ + Λ
A
[1∂µΛ2]A , (5.29)
which satisfy
rδ1, δ2s = −δ12 , (5.30)
for the compactified gauge transformations (5.13).
As before, merging the two parameters into a single one and defining the bracket notation
ζ = (ΛA, Ξµ) , [ζ1, ζ2]
A = ΛA12 , [ζ1, ζ2]µ = Ξµ12 , (5.31)
one can readily compute the Jacobiator
J = 3
““
ζ[1, ζ2
‰
, ζ3]
‰
= (fAN, −∂µN) , (5.32)
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with the Nijenhuis scalar defined by
N(Λ1,Λ2,Λ3) =
1
2
fABC Λ
A
1 Λ
B
2 Λ
C
3 . (5.33)
The same result is obtained by compactifying the parent quantities (3.54)-(3.55) with external
weights ω(JA) = 12 , ω(Jµ) = 1, ω(N) = 1.
We now have a clear indication that the electric sector of half-maximal supergravity admits
trivial parameters
ΛAtrivial = f
A χ , Ξµ,trivial = −∂µχ , (5.34)
which indeed can be verified by direct inspections using the quadratic constraints (5.12). More-
over, it is easy to see that the commutator of a trivial parameter with a generic one, yields a
new trivial parameters characterized by the function
χ′ = −
1
2
fAΛ
A χ . (5.35)
We then see that the electric sector of half-maximal gauged supergravity inherits from its
parent theory the sufficient conditions for its gauge algebra to fit into Lgauge+fields∞ .
5.2 The tensor hierarchy in gauged supergravity
The gauge structure of the tensor hierarchy in gauged supergravities has the nice advantage
of being writable in a universal form, regardless of the dimension and the amount of super-
symmetry. Following [28], and motivated by the fact that our discussion so far reached the
three-form in this paper only, we will project the hierarchy to this level here, and discuss the
full hierarchy relevant for n = 4 space-time dimensions in the Appendix. The conclusion will
be that gauged supergravities admit symmetries for symmetries whose trivial parameters are
deformed by the embedding tensor. We will afterwards show in the next subsection that the
gauge algebra of the tensor hierarchy meets the criteria of Subsections 2.1 and 2.2 implying
that it has an Lgauge+fields∞ structure.
Starting from a generic ungauged supergravity with global symmetry group G0, we can turn
some subgroup G ∈ G0 into local using the embedding tensor formalism, which maintains at
least formally the G0 covariance by treating the embedding tensor as a spurionic object. In
this procedure, the generators of the algebra of the local subgroup XM are parameterized as a
projection of the g0 generators, tα
XM ≡ ΘM
αtα , (5.36)
with the embedding tensor ΘM
α a mixed index tensor with M = 1, ..., dim(g) in some V
representation, and α in the adjoint of G0. This embedding tensor has to satisfy linear and
quadratic constraints. The former is a supersymmetric requirement which can be written as
a projection that selects some particular irreducible representations of the product V ⊗ g0 to
which the embedding tensor belongs. The latter is needed to ensure the closure of the gauge
algebra and can be obtained by demanding gauge invariance of pXM qN O = ΘMα ptαqN O, which
leads to
rXM ,XN s = −XMNOXO . (5.37)
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The gauge transformations act on vectors as follows
δΛT
M =−XNP
M ΛNTP (5.38)
δΛTM =XNM
P ΛNTP ,
with respect to local gauge parameters ΛM (x). In order to preserve gauge invariance it is
necessary to replace derivatives ∂µ by covariant derivatives Dµ through the minimal coupling
procedure
Dµ = ∂µ −Aµ
MXM , (5.39)
where Aµ
M are the gauge vectors. The derivative is covariant provided the vectors transform
as follows
δAµ
M = DµΛ
M + . . . , (5.40)
where the dots represent terms that vanish when contracted with the embedding tensor. The
story continues by introducing a field strength
rDµ, Dνs = −FµνMXM = −
`
2∂[µAν]
M +XNP
MA[µ
NAν]
P + . . .
˘
XM , (5.41)
which again is defined up to a projection with the embedding tensor. It turns out that the
dots are fixed by demanding covariance of the embedding tensor, namely that it transforms as
a vector (5.38), for which one must introduce new degrees of freedom BµνI
Fµν
M = 2∂[µAν]
M +XNP
MA[µ
NAν]
P + ZMIBµνI , (5.42)
where ZMI , the so-called intertwining tensor, is constrained to vanish when projected with XM
ZMI XM = 0 . (5.43)
This object can then be used to fill in the dots in the variation of the vector fields
δAµ
M = DµΛ
M − ZMIpΞµI . (5.44)
The gauge transformation of the two form is then forced to compensate the failure of the first
two terms in (5.42) to transform covariantly, but then of course is defined only up to terms
that vanish when projected in this case with the intertwining tensor. So, covariance of Fµν
M
only teaches how to transform a projection of the two-form with respect to a projection of its
one-form parameter rBµνM = ZMIBµνI , rpΞµM = ZMIpΞµI , (5.45)
giving
δAµ
M = DµΛ
M −
rpΞµM (5.46)
δ rBµνM = 2D[µrpΞν]M − 2X(NP )M `ΛN FµνP −A[µNδAν]P ˘ . (5.47)
Here we have used the same notation as in the rest of the paper, namely that tensors with a tilde
are projected by intertwiners, and tensors with a hat allow to write the gauge transformations in
gauge covariant form and involve brackets that are field dependent. In fact a quick computation
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shows that this projected tensor hierarchy is self consistent, as it closes with respect to the
brackets
Λ12
M = −XNP
MΛN[1Λ
P
2] (5.48)
rpΞ12µM = 2X(NP )MDµΛN[1ΛP2] . (5.49)
By redefining the parameters
rpΞµM = rΞµM + 2X(NP )MAµNΛP , (5.50)
the one-form bracket becomes field independent
rΞ12µM = 2X(NP )M ´ΛN[1∂µΛP2] − 2ZNIΛP[1 Ξ2]µI¯ . (5.51)
We conclude this brief discussion by showing the projected three-form field strength
rHµνρM = 3D[µ rBνρ]M + 6X(NP )MA[µN
ˆ
∂νAρ]
P +
1
3
XOQ
PAν
OAρ]
Q
˙
, (5.52)
and the projected Bianchi identities
3D[µFνρ]
M − rHµνρM = 0 , D[µ rHνρσ]M − 32X(NP )MF[µνNFρσ]P = 0 . (5.53)
Let us now move one step upwards in the hierarchy, by un-projecting the two-form. This
requires including a three-form which will now be projected. One could keep going until the
space-time dimension puts an upper limit to the hierarchy, but we will stop here and discuss the
general case in the Appendix. Besides Aµ
M and BµνI we now introduce a three-form Cµνρ
A,
which in this case is required by demanding covariance of the un-projected three-form field
strength HµνρI . For the sake of briefly we will not pursue the whole discussion, but simply
state the results and refer to the details in [28]. The gauge transformations are given by
δAµ
M = DµΛ
M − ZMI pΞµI (5.54)
δBµνI = 2D[µpΞν]I − 2dIMNΛMFµνN + 2dIMNA[µMδAν]N − YIA pΣµνA (5.55)
δ
`
YIACµνρ
A
˘
= YIA
´
3D[µpΣνρ]A + 3gMAIF[µνM pΞρ]I + gMAIΛMHµνρI
+3gM
AIBI[µνδAρ]
M + 2gM
AIdINPA[µ
MAν
NδAρ]
P
˘
, (5.56)
where we have introduced the field strength tensors
Fµν
M = 2∂[µAν]
M +XNO
MA[µ
NAν]
O + ZMIBµνI (5.57)
HµνρI = 3D[µBνρ]I + 6dIMNA[µ
M
ˆ
∂νAρ]
N +
1
3
XOP
NAν
OAρ]
P
˙
+ YIACµνρ
A , (5.58)
with the covariant derivative
DµBνρI ≡ ∂µBνρI −Aµ
MXMI
JBνρJ . (5.59)
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The field strengths satisfy the generalized Bianchi identities
3DrµFνρs
M − ZMIHµνρI = 0 (5.60)
4DrµHνρσsI − 6dIMNFrµν
MFρσs
N − YIAGµνρσ
A = 0 , (5.61)
with Gµνρλ
A the 3-form strength tensor, defined by this equation up to a projection with YIA.
Let us explain the notation. The tensors dIMN and gM
AI are gauging independent and
represent the G0-invariants of the theory. Just to put an example, in n = 4 maximal super-
gravity, where the gauge group is E7(7), these would the related to ΩMN and (tα)
MN . The
tensors ZMI and YIA on the other hand do depend on the gaugings, and so together with XM
are responsible for its deformation. The intertwining tensor ZMI for example is related to the
symmetric part of the embedding tensor X(MN)
P . The fields are Aµ
M , BµνI and Cµνρ
A, their
associated gauge parameters are ΛM , pΞµI and pΣµνA, and their field strengths are FµνM , HµνρI
and Gµνρσ
A. The indices M , I, A, denote the representations to which the tensors belong.
Then, XMI
J corresponds to the embedding tensor in the representation of the two-form field,
XMA
B of the three-form field, etc.
Gauge covariance is achieved provided the following constraints are imposed
dI[MN ] = 0
dI(MNgO)
AI = 0
ZMIdINO = X(NO)
M
XMI
J + 2ZNJdIMN = YIAgM
AJ
ZMIYIA = 0
ZMIXM = 0
YIAgM
AJZMK = 2ZMKZNJdIMN , (5.62)
where the last two follow from the others and the quadratic constraints.
The vector fields Aµ
M in (5.54) transform exactly as in (5.46). Instead, the transformation
of the two-form in (5.47) corresponds to a projection of (5.55) with the intertwining tensor ZMI .
When removing the projection in (5.55) one has to include terms that vanish when projected,
which in this case are represented by YIApΣµνA. The bracket of this parameter is responsible
of absorbing the failure of closure of the unprojected gauge transformation, and its associated
field YIACµνρ
A is responsible for guaranteing the covariance of HµνρI , namely to enforce
δHµνρI = XMI
JΛMHµνρJ . (5.63)
In fact, if the three-form fields Cµνρ
A were absent in (5.58), then HµνρI would fail to transform
covariantly and the failure would be proportional to XMI
J + 2ZNJdIMN , which in turn is
proportional to YIA, as can be seen in (5.62). To follow the notation we have been using, we
could put a tilde on the three-form and its gauge parameter to denote that both are projected
rCµνρI = YIACµνρA , rpΣµνI = YIApΣµνA , (5.64)
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and we have to remember that now the tensors with tilde satisfy
ZMI rCµνρI = 0 , ZMI rpΣµνI = 0 . (5.65)
If we decided to move a step forward and removed the projection with YIA, then the strength
tensor Gµνρλ
A would not be covariant, and its failure would be proportional to XMB
A +
gM
AJYJB, forcing the inclusion of a four-form and so on. The same mechanism is repeated
over and over. Then, if we want to analyze the tensor hierarchy up to the three-form only, a
truncation scheme must be considered, which is possible given that
YIA
`
XMB
A + gM
AJYJB
˘
= 0 , (5.66)
vanishes thanks to the G-invariance of YIA and (5.62). We then cut the p-form chain at
p = 3 and only consider
{
Aµ
M , BµνI , rCµνρI}, their parameters
{
ΛM , pΞµI , rpΣµνI
}
and their
field strengths
{
Fµν
M ,HµνρI , rGµνρσI}.
To summarize, the gauge transformations of the projected tensor hierarchy up to the three-
form are
δAµ
M = DµΛ
M − ZMI pΞµI (5.67)
δBµνI = 2D[µpΞν]I − 2dIMNΛMFµνN + 2dIMNA[µMδAν]N − rpΣµνI (5.68)
δ rCµνρI = 3D[µrpΣνρ]I + YIA gMAJ ´3F[µνM pΞρ]J + ΛMHµνρJ (5.69)
+ 3B[µνJδAρ]
M + 2 dJNPA[µ
MAν
NδAρ]
P
˘
,
the field strengths are defined as
Fµν
M = 2∂[µAν]
M +XNO
MA[µ
NAν]
O + ZMIBµνI
HµνρI = 3D[µBνρ]I + 6dIMNA[µ
M
ˆ
∂νAρ]
N +
1
3
XOP
NAν
OAρ]
P
˙
+ rCµνρI (5.70)
rGµνρσI = 4D[µ rCνρσ]I − YIA gMAJ `6B[µνJFρσ]M − 3ZMKB[µνJBρσ]K
+8dJNPA[µ
MAν
N∂ρAσ]
P + 2dJPNXQR
PA[µ
MAν
NAρ
QAσ]
R
˘
,
and satisfy the following Bianchi identities
3D[µFνρ]
M − ZMIHµνρI = 0
4D[µHνρσ]I − 6dIMNF[µν
MFρσ]
N − rGµνρσI = 0 (5.71)
5D[µ rGνρσλ]I + 10YIAgMAJF[µνMHρσλ]J = 0 .
Moving to the closure of the gauge algebra, we can now find the unprojected one-form
bracket pΞ12µI , and the projected two-form bracket rpΣ12µνI
ΛM12 = −XNP
MΛN[1Λ
P
2]
pΞ12µI = 2 dIMN DµΛM[1 ΛN2]
rpΣ12µνI = −2YIA gMAJ ´dJNP ΛM[1 ΛN2] FµνP + 2 pΞ[1[µJ Dν]ΛM2] − ZMK pΞ[1[µJ pΞ2]ν]K¯ . (5.72)
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As expected, these brackets are those of the set of parameters for which the gauge transfor-
mations are written covariantly, and so are field dependent. We show in the following subsection
that via redefinitions one can reach the hypothesis of the theorem presented in Subsections 2.1
and 2.2, implying that the gauge algebra of the tensor hierarchy in gauged supergravities fits
into an Lgauge+fields∞ algebra.
We have projected the hierarchy to the three-form field to match these results with those
of the EFT section, but it can of course be continued more generally to higher forms. In the
Appendix we show how to extend the hierarchy exhaustively for the case we are interested in
here: n = 4 space-time dimensions.
5.3 L∞ algebra and gauged supergravity
In order to obtain field independent brackets we propose the following gauge parameter redefi-
nitions
pΞµI = ΞµI + 2dIMNAµMΛN
rpΣµνI = rΣµνI − YIA gMAJ `2A[µMΞν]J +BµνJΛM + 2A[µMAν]NdJNPΛP ˘ , (5.73)
now yielding the brackets
ΛM12 = −XNP
MΛN[1Λ
P
2]
Ξ12µI = 2 dIMN
´
ΛM[1 ∂µΛ
N
2] + 2Z
MJ Ξ[1µJΛ
N
2]
¯
rΣ12µνI = −2YIA gMAJ ´2ΛM[1 ∂[µΞ2]ν]J + ZMK Ξ[1[µJ Ξ2]ν]K + rΣ[1µνJΛM2] ¯ . (5.74)
Defining a composed parameter with its corresponding bracket
ζ =
´
ΛM , ΞµI , rΣµνI¯ , rζ1, ζ2s = ´ΛM12 , Ξ12µI , rΣ12µνI¯ , (5.75)
we construct the Jacobiator
J(ζ1, ζ2, ζ3) = 3
““
ζ[1, ζ2
‰
, ζ3
‰
, (5.76)
with components
JM = ZMINI
JµI = ∂µNI + rNµI (5.77)
rJµνI = 2 ∂[µ rNν]I ,
where we defined the Nijenhuis tensors
NI = dIMNXOP
MΛ[1
OΛ2
PΛ3]
N (5.78)
rNµI = 2YIA gMAJ dJNP ΛM[1 ´2ΛN2 ∂µΛP3] + 3ZNKΞ2µKΛP3]¯ . (5.79)
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We then have a strong indication that the following are trivial parameters
ΛMtrivial = Z
MIχI
ΞµI trivial = ∂µχI + rχµI (5.80)
rΣµνI trivial = 2 ∂[µrχν]I ,
where now χI is arbitrary and rχµI is constrained to satisfy ZMI rχµI = 0. It can be checked
that this is indeed the case. For the other set of parameters one has instead
ΛMtrivial = Z
MIχI
pΞµI trivial = DµχI + rpχµI (5.81)
rpΣµνI trivial = 2D[µrpχν]I − YIA gMAJ FµνM χJ ,
for a redefined but still constrained rpχµI .
We conclude this section by pointing out that gauged supergravities share with DFT and
EFT the interesting feature that the bracket between a generic parameter and a trivial one,
gives another trivial one
rζtrivial, ζs = ζ ′trivial ,
where ζtrivial is defined in (5.80) and
ζ ′trivial =
´
ZMIχ′I , ∂µχ
′
I + rχ′µI , 2 ∂[µrχ′ν]I¯ , (5.82)
with
χ′I = Z
MJdIMNΛ
NχJ (5.83)
rχ′µI = −YIA gMAJ ZMK ΞµJ χK . (5.84)
Once again we see that there is a set of parameters that meet the hypothesis of the theorem in
Subsections 2.1 and 2.2, implying that the tensor hierarchy in gauged supergravities lie within
an Lgauge+fields∞ structure.
The concrete graded spaces and products are obtained following the procedure described in
previous sections. For completion we give here some products in the Lgauge∞ sector, which are
trivial to read from the results above. The only graded subspaces in this case are
X2 : η = (ηI , rηµI) = `YIACA , −YIA∂µCA˘ ∀CA , (5.85)
X1 : χ = (χI , rχµI) , (5.86)
X0 : ζ = (Λ
M , ΞµI , rΣµνI) . (5.87)
The product ℓ1 maps X2 → X1 through inclusion. Some explicit products are
ℓ1(η) = ηI + rηµI , (5.88)
ℓ1(χ) = Λ
M
trivial + ΞµI trivial +
rΣµνI trivial , (5.89)
ℓ2(ζ1, ζ2) = Λ
M
12 + Ξ12µI + rΣ12µνI , (5.90)
ℓ2(ζ, χ) = −χ
′
I − rχ′µI +KI + rKµI , (5.91)
ℓ3(ζ1, ζ2, ζ3) = −NI − rNµI . (5.92)
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As done in a previous section, the product ℓ2(ζ, χ) is defined here up to terms KI , rKµI taking
values in the kernel of ℓ1, namely
0 = ZMIKI + ∂µKI + rKµI + 2∂[µ rKν]I . (5.93)
These can be chosen in such a way that10
ℓ2(ζ, χ) =
1
2
δΛχI + YIAgM
AJ
ˆ
ZMKΞµJχK −
1
2
∂µ(Λ
MχJ)
˙
, (5.94)
which in turn implies
ℓ2(χ1, χ2) = 0 , (5.95)
ℓ3(ζ1, ζ2, χ) = YIAC
′A − YIA∂µC
′A , (5.96)
with
C ′A =
1
3
gM
AJ
ˆ
ΛM12χJ −
1
2
YJBgN
BKΛM[1 Λ
N
2]χK
˙
, (5.97)
among higher products defined from higher identities. As stated by the theorem discussed
in Section 2.1 no further graded subspaces are required beyond X2. Instead, the effect of
unprojecting the tensor hierarchy is to populate X2, X1 andX0 with the new representations.
5.4 Maximal and half-maximal gauged supergravity
Here we discuss how the general framework introduced in Section 5.2 reproduces the tensor
hierarchy of maximal and half-maximal gauged supergravities in four space-time dimensions.
In Table 4 we write the representations for each theory.
Maximal Half-maximal n = 6
G0 E7(7) SL(2)×O(6, 6)
Embedding tensor 912 (2, 12) + (2, 220)
1-forms 56 (2, 12)
2-forms 133 (3, 1) + (1, 66 )
3-forms 912 Projected out in [26]
4-forms 133 + 8645 Projected out in [26]
Table 4: Duality groups and representations of the tensor hierarchy in maximal and half-maximal
supergravities in four space-time dimensions.
The general discussion in Section 5.2 perfectly matches the standard formulation of the
maximal theory [27], and so there is not much to say beyond the general discussion. The
formulation of the half-maximal theory [26] requires instead a closer inspection. We can read
from Table 4 that the global symmetry of the ungauged maximal supergravity is a continuous
SL(2)×O(6, n). We will take the fundamental representation to have split indices (α,M), where
α, β, γ are SL(2) indices and M,N,P are fundamental O(6, n) indices. This slightly modifies
10Note that the last terms proportional to the Y -tensor would vanish if the hierarchy were only projected to
the two-form field, as expected from the results in Section 4.3.
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the notation in Section 5.2, there the whole fundamental index was noted byM,N,P . Hopefully
this will not cause confusion. The invariants of the global group are the antisymmetric Levi-
Civita tensor ǫαβ with the conventions ǫ+− = ǫ
+− = 1 and ǫαγǫ
βγ = δβα. The O(6, n) invariant
tensor is ηMN . Both tensors are used like metrics to raise and lower indices. In terms of these,
the generators are
ptMN qP Q = δQ[MηN ]P
ptαβqγ δ = δδ(αǫβ)γ . (5.98)
In order to gauge the supergravity we promote a subgroup G ⊂ G0 to local with the help of
the embedding tensor as we did in Section 5.2. The precise identifications are listed in Table 5.
General Half-Maximal
M αM
I (αβ) [MN ]
ΛM , pΞµI ΛαM , pΞµ,αβ , pΞµ,MN
Aµ
M , BµνI Aµ
αM , Bµν,αβ , Bµν,MN
dIMN dγδ,αMβN = ηMNǫα(γǫδ)β , dOP,αMβN = ǫαβηM [OηP ]N
ΘM
I ΘαM
βγ = fδM ǫ
δ(βδ
γ)
α , ΘαM
NP = fαM
NP + δ
[N
M fα
P ]
XMN
O
XαMβN
γO = ΘαM
δλ ptδλqβ γδON +ΘαMPQ ptPQqN Oδγβ
= −δγβfαMN
O + 12
´
δOM δ
γ
βfαN − δ
O
Nδ
γ
αfβM − ηMNδ
γ
βfα
O + ǫαβǫ
δγδONfδM
¯
ZMI
ZαM,βγ = 12η
MN ǫαδΘδN
βγ = −12ǫ
α(βǫγ)δfδ
M
ZαM,NO = 12η
MP ǫαβΘβP
NO = 12ǫ
αβ
`
fβ
MNO + ηM [Nfβ
O]
˘
Table 5: Identification between tensors in the general structure of the tensor hierarchy (Section 5.2)
and the n = 4 half-maximal gauged supergravity.
The gaugings now take the form fαM and fαMNP = fα[MNP ], in terms of which the quadratic
constraints (5.37) take the form
fα
MfβM = 0
f(α
P fβ)PMN = 0
3fα[MN
P fβR]OP − 2f(α[MNRfβ)O] = 0
ǫαβ
`
fα
P fβPMN + fαMfβN
˘
= 0
ǫαβ
`
fαMNRfβPQ
R − fα
RfβR[M [PηQ]N ] − fα[MfN ][PQ]β + fα[P fQ][MN ]β
˘
= 0 . (5.99)
From the Table 5 and the general expressions in Section (5.2) we can compute the gauge
transformations of the vector fields and two-forms
δAµ
αM = DµΛ
αM −
1
2
ǫαβ
”
fγ
M ǫγδpΞµ,δβ + `fβMNP + ηMNfβP ˘ pΞµ,NP ı
δBµν,αβ = 2D[µpΞν],αβ − 2ηMNǫγ(αǫβ)δ(ΛγMFµνδN −A[µγMδAν]δN ) (5.100)
δBµν,MN = 2D[µpΞν],MN − 2ǫαβηO[MηN ]P (ΛαOFµνβP −A[µαOδAν]βP ) ,
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their field strengths
Fµν
αM = 2∂[µAν]
αM +XβNγP
αMA[µ
βNAν]
γP
+
1
2
ǫαβ
”
fγ
M ǫγδBµν,δβ +
`
fβ
MNP + ηMNfβ
P
˘
Bµν,NP
ı
Hµνρ,αβ = 3D[µBνρ],αβ + 6ηMNǫγ(αǫβ)δA[µ
γM
ˆ
∂νAρ]
δN +
1
3
XλOǫP
δNAν
λOAρ]
ǫP (˙5.101)
Hµνρ,MN = 3D[µBνρ],MN + 6ǫαβηO[MηN ]PA[µ
αO
ˆ
∂νAρ]
βP +
1
3
XγQδR
βPAν
γQAρ]
δR
˙
,
and the covariant derivatives
Dµ = ∂µ −Aµ
αMΘαM
NOtNO −Aµ
αMΘαM
βγtβγ . (5.102)
With these results we can also compute the YIA tensor using its definition in (5.62)
YIAgM
AJ = XMI
J + 2ZNJdIMN , (5.103)
with components
Yαβ,A gγM
A,δλ = −f(αMδ
(δ
β)δ
λ)
γ (5.104)
Yαβ,A gγM
A,NP =
´
f(αM
NP + δ
[N
M f(α
P ]
¯
ǫβ)γ
YNP,A gγM
A,δλ = −
1
2
δ(δγ ǫ
λ)βfβ[NηP ]M
YNP,A gγM
A,OQ = −2fγM [N
[Oδ
Q]
P ] + fγ[N
OQηP ]M − fγ[Nδ
[O
P ]δ
Q]
M .
The fact that these are non-vanishing implies that in half-maximal gauged supergravity the
algebra closes because the two-forms are projected with the intertwiner ZMI . In principle the
full algebra can be obtained un-projecting and adding higher tensors through the standard
procedure.
We can now as a final check see how to relate these expressions to those in the electric sector
computed from DFT. The identifications for the gaugings are
f−M = 0
f−MNP = 0 (5.105)
f+M = fM
f+MNO = fMNO .
Then, the last two equations of (5.99) vanish trivially and the remaining constraints reduce to
fM fM = 0
fP fPMN = 0 (5.106)
3f[MN
P fR]OP − 2f[MNR fO] = 0 ,
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and match (5.12) exactly.
To obtain full identification the parameters must be related as
Λ+M = ΛM , pΞµ−− = −2pΞµ , (5.107)
and the fields as follows
Aµ
+M = Aµ
M , Bµν−− = −2Bµν . (5.108)
We call this selection the “electric” section of the theory. It turns out that by selecting the
electric gaugings (5.105), the transformations of the electric components above do not depend on
the magnetic ones (namely, the parameters Λ−M , pΞµ−+, pΞµ++ and pΞµMN and the fields Aµ−M ,
Bµν−+, Bµν++ and Bµν MN disappear from the transformations of Aµ
+M and Bµν−−). Then,
they decouple forming a closed subalgebra. With these identifications the gauge transformations
of the effective action of DFT are recovered (5.14).
We are now in the position of understanding why the small electric sector of gauged super-
gravity, consisting in vector fields and single two-form, closes exactly without projection with
an intertwining tensor nor the inclusion of higher forms. The reason is that the electric section
yields the following vanishing components of the intertwining tensor
Y−−,A gγM
A,I = 0 , (5.109)
and this particular combination is responsible for the closure of the gauge algebra of the two-
form to fail.
We can also re-derive the Jacobiator starting with (5.77) for half-maximal
JαM = ZαMβγNβγ + Z
αMNONNO
Jµ,αβ = ∂µNαβ (5.110)
Jµ,MN = ∂µNMN ,
with the Nijenhuis tensors given by
Nαβ = ηMNǫγ(αǫβ)δXλOǫP
γMΛ[1
λOΛ2
ǫPΛ3]
δN
NMN = ǫαβηO[MηN ]PXγQδR
αOΛ[1
γQΛ2
δRΛ3]
βP . (5.111)
Then, imposing the electric section, it is easy to see that
N−− = fMNOΛ[1
MΛ2
NΛ3]
O = 2N , (5.112)
where in the last equality we established the relation with (5.33). Finally, using that the only
non-vanishing components of the intertwining tensor are
Z−M,OP = −
1
2
´
fMOP + ηM [OfP ]
¯
Z−M,+− = −
1
4
fM (5.113)
Z+M,−− =
1
2
fM ,
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the following relevant components of the Jacobiator survive
J+M =
1
2
fM N−− = J
M (5.114)
Jµ,−− = ∂µN−− = −2Jµ , (5.115)
which are trivial parameters, as expected, and in the last equality we established the relation
with (5.32). This completes the embedding of the tensor hierarchy for the electric and full
half-maximal supergravity in the general structure discussed before.
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Appendix
A Relating the generalized Metric and the KK formulations of
DFT
In this Appendix we relate the degrees of freedom and parameters of the generalized metric
formulation of DFT [32] (HMN , d , ξ
M) with those in the KK formulation [24] (gµν , Bµν ,
Aµ
M ,MMN , φ, ξ
µ, ΛM , Ξµ). The O(D,D) indicesM,N = 1, . . . , 2D with D = n+ d are here
distinguished from the O(d, d) indices M,N = 1, . . . , 2d. The relation is given by
ηMN =
¨
˚˝ 0 δµν 0
δνµ 0 0
0 0 ηMN
˛
‹‚ , ∂M = p0, ∂µ, ∂M q , (A.1)
such that the strong constraint in O(D,D) ∂M∂
M = 0 becomes that in O(d, d) ∂M∂
M = 0.
The parameters are related by
ξM =
¨
˚˝−Ξµ
ξµ
ΛM
˛
‹‚ , (A.2)
and the dynamical degrees of freedom by
HMN =
¨
˚˝ gµν −gµρCρν −gµρAρN
−gνρCρµ gµν + CρµCσνg
ρσ +Aµ
PMPQAν
Q Cρµg
ρσAσN +Aµ
PMPN
−gνρAρM Cρνg
ρσAσM +Aν
PMPM MMN + g
ρσAρMAσN
˛
‹‚ , (A.3)
where Cµν = −Bµν +
1
2Aµ
PAνP . From here it is straightforward to reproduce the KK-
formulation from the O(D,D) covariant expressions of the generalized Lie derivative and DFT
action.
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B Checking some L∞ identities
Here we check some non-trivial identities for Section 3.3. We first identify the terms that are
non vanishing and construct the possible lists of arguments from them.
All identities that include at least one E ∈ X−2 hold true. The argument is very
similar to the one presented in [1701.08824], but there are some differences. Each term of an
L∞ relation is of the form ℓi(...ℓj(...)), where ... represents a list of arguments. The only non
vanishing products involving an E ∈ X−2 are ℓ2(E, ζ) and ℓ3(E, ζ,Ψ), see (3.78). If we consider
that there is an E in the second list ℓi(...ℓj(E, ...)) then the possibilities are:
ℓi(... ℓ2(E, ζ1)looomooon
≡E˜∈X−2
)⇒ ℓ2(ζ2, E˜) or ℓ3(ζ2,Ψ, E˜), (B.1)
ℓi(... ℓ3(E, ζ1,Ψ1)loooooomoooooon
≡Eˆ∈X−2
)⇒ ℓ2(ζ2, Eˆ) or ℓ3(ζ2,Ψ2, Eˆ). (B.2)
From this we learn that the possible lists are (ζ1, E, ζ2), (ζ1, E, ζ2,Ψ), or (E, ζ1,Ψ1, ζ2,Ψ2). If
instead we consider that there is an E in the first list ℓi(E, ...ℓj(...)), then the possibilities are:
ℓ2(E, ℓj(...)lomon
∈X0
)⇒ ℓ2(E, ℓ1(χ)) or ℓ2(E, ℓ2(ζ1, ζ2)),
ℓ3(E, ζ1, ℓj(...)lomon
∈X−1
)⇒ ℓ3(E, ζ1, ℓ1(ζ2)) or ℓ3(E, ζ, ℓ2(ζ2,Ψ)),
ℓ3(E,Ψ, ℓj(...)lomon
∈X0
)⇒ ℓ3(E,Ψ, ℓ1(χ)) or ℓ3(E,Ψ, ℓ2(ζ1, ζ2)) .
(B.3)
There are lists of arguments that are the same to those of the previous case and we have the
new ones (χ,E) and (χ,Ψ, E).
Now we consider the list (E,χ), for which the identity reads:
ℓ1(ℓ2(E,χ)) = ℓ2(ℓ1(E), χ) + ℓ2(ℓ1(χ), E) , (B.4)
which holds because ℓ2(E,χ) = 0, ℓ1(E) = 0 and
ℓ2(Dχ,E) =


pL∂Mχ∆Bµν = 0 ,
∆Bµν
`
∂µ∂
Mχ− ∂M∂µχ
˘
+ pL∂Mχ∆cAµM = 0 . (B.5)
Now we consider the list (χ,Ψ, E) with its corresponding identity:
0
?
=ℓ1 pℓ3(χ,Ψ, E)q − ℓ2 pℓ2(χ,E),Ψq + ℓ2 pℓ2(χ,Ψ), Eq − ℓ2 pℓ2(Ψ, E), χq
+ ℓ3 pℓ1(E), χ,Ψq − ℓ3 pℓ1(χ), E,Ψq − ℓ3 pℓ1(Ψ), E, χq ,
0
?
=ℓ3 pℓ1(χ), E,Ψq = ℓ3 pDχ,E,Ψq = pL∂Nχ∆BµνAνM +∆Bµν pL∂NχAµM = 0 .
(B.6)
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The remaining lists, (ζ1, E, ζ2), (ζ1, E, ζ2,Ψ), or (E, ζ1,Ψ1, ζ2,Ψ2), also satisfy the identities
as can be seen from the closure of gauge transformations over field equations
rδζ1 , δζ2 sF = −δ[ζ1,ζ2]F . (B.7)
Expanding in powers of Ψ we arrive at the L∞ relations over the list of the form (ζ1, ζ2, E,Ψ
n),
with n ≥ 0. To lowest order in Ψ we get
ℓ2(ζ2, ℓ2(ζ1,F)) + ℓ3(ζ2,F , ℓ1(ζ1))− ℓ2(ζ1, ℓ2(ζ2,F))− ℓ3(ζ1,F , ℓ1(ζ2)) = −ℓ2(ℓ2(ζ1, ζ2),F) .
(B.8)
This is the L∞ relation needed for the list (ζ1, E, ζ2), once one takes into account that the
missing term ℓ1(ℓ3(ζ1, ζ2,F)) expected in such identity does not appears as it was set equal to
zero. The linear order yields
−ℓ3(ℓ2(ζ1, ζ2),F ,Ψ) = ℓ2(ζ2, ℓ3(ζ1,F ,Ψ)) + ℓ3(ζ2, ℓ2(ζ1,F),Ψ) + ℓ3(ζ2,F , ℓ2(ζ1,Ψ))
− ℓ4(ζ2,F , ℓ1(ζ1),Ψ)− ℓ2(ζ1, ℓ3(ζ2,F ,Ψ)) − ℓ3(ζ1, ℓ2(ζ2,F),Ψ)
− ℓ3(ζ1,F , ℓ2(ζ2,Ψ)) + ℓ4(ζ1,F , ℓ1(ζ2),Ψ) ,
(B.9)
which again is an L∞ relation once one considers the terms that are equal to zero. Finally the
quadratic Ψ2 order has an extra difficulty because from (B.7) one gets the identity evaluated
on diagonal arguments (ζ1, ζ2, E,Ψ,Ψ) instead of (ζ1, ζ2, E,Ψ1,Ψ2). However, this is not a
problem because an L∞ relation which holds true on diagonal arguments also holds true on
non-diagonal arguments, which can be proved using the polarization identities.
All identities that include at least one χ ∈ X1 hold true. We recall first that there are
only two non trivial products involving χ: ℓ1(χ) and ℓ2(χ, ζ). This means that we can have at
most two χ’s. If we had more than two χ’s we would have had two or more χ’s in the same
product which is zero. Take for example the case of three χ’s:
ℓi(χa, χb, ℓj(χc...))loooooooooomoooooooooon
=0
or ℓi(χa, ℓj(χb, χc...)looooomooooon
=0
) .
(B.10)
Now take the list (χ1, χ2, ...). A term in the identities would look like ℓi(χ1...ℓj(χ2, ...)). The
possibilities are:
ℓi(χ1... ℓ2(χ2, ζ)looomooon
≡χ˜∈X1
)⇒ ℓi(χ1, ...χ˜) = 0, (B.11)
ℓi(χ1... ℓ1(χ2)lomon
≡ζ˜∈X0
)⇒ ℓ2(χ1, ζ˜) . (B.12)
The only list of arguments is then (χ1, χ2). The identity reads
ℓ1(ℓ2(χ1, χ2)loooomoooon
=0
) = ℓ2(ℓ1(χ1), χ2) + ℓ2(ℓ1(χ2), χ1) = ℓ2(Dχ1, χ2) + ℓ2(Dχ2, χ1) = 0 . (B.13)
Now take the list with only one χ, (χ, ...). If χ is in the first sublist, we have
ℓi(χ...ℓj(...))⇒ ℓ2(χ, ℓj(...)lomon
∈X0
)⇒ ℓ2(χ, ℓ2(ζ1, ζ2)) .
(B.14)
59
One can then check that the identity for the list (χ, ζ1, ζ2) holds.
Returning to the confection of lists, if χ is in the second sublist, we have more possibilities.
In the first place we could have
ℓi(..., ℓ2(χ, ζ)loomoon
χ˜∈X1
)⇒


ℓ2(ζ˜ , ℓ2(χ, ζ)), same list as before,
ℓ1(ℓ2(χ, ζ2)) .
(B.15)
The last case was also checked when we discussed the pure gauge structure. In the second place
ℓi(..., ℓ1(χ)lomon
ζ˜∈X0
)⇒


ℓ2(ζ, ℓ1(χ)), same list as before,
ℓ1(ℓ1(χ)), checked when we discussed pure gauge structure,
ℓ2(Ψ, ℓ1(χ)), with list (Ψ, χ).
(B.16)
This last case gives the following identity which is true
0 =ℓ1 pℓ2(χ,Ψ)q− ℓ2 pℓ1(χ),Ψq− ℓ2 pℓ1(Ψ), χq . (B.17)
Finally, all identities which include at least 3 ζ’s and any number of Ψ hold true.
The list with only three gauge parameters was already checked when we analized the pure
gauge structure (it was our starting point). Next we could consider four gauge parameters.
The identity is ℓ1ℓ4 − ℓ2ℓ3 + ℓ3ℓ2 − ℓ4ℓ1 = 0 and without any ℓ4, the following expression must
vanish
ℓ3ℓ2 − ℓ2ℓ3 = 6 ℓ3([ζ[1, ζ2], ζ3, ζ4]) − 4 ℓ2(ℓ3(ζ[1, ζ2, ζ3), ζ4]) . (B.18)
Taking into account that ℓ3 over three gauge parameters of the form ζ = Λ
M +Ξµ discards the
Ξµ part, we get for the first term on the RHS the following expression
6 ℓ3([Λ[1,Λ2](C),Λ3,Λ4]) = 2
“
[Λ[1,Λ2](C),Λ3
‰M
(C)
Λ4]M + [Λ[3,Λ4]
M
(C)[Λ1,Λ2]](C)M . (B.19)
On the other hand
−4 ℓ2(ℓ3(ζ[1, ζ2, ζ3), ζ4]) = pLΛ[4 ´[Λ1,Λ2]M(C)Λ3]M¯ , (B.20)
so using the Leibnitz rule for the Generalized Lie derivative and the fact that the D-bracket can
be replaced by the C-bracket because of the antisymmetrization the identity can be proved.
Now lets take into account gauge parameters and fields: (ζ1, ζ2, ζ3,Ψ
n). We first notice that
we cannot use the products ℓ1(ζ), ℓ2(ζ,Ψ), ℓ3(ζ,Ψ,Ψ), which give an element Ψ˜ ∈ X−1. If they
were in the second product ℓj we would have
ℓi(...ℓj(...)) = ℓ3(ζ1, ζ2, Ψ˜) = 0 . (B.21)
Trying to use them in the first product does not work either. For ℓ1(ζ) we would need the
second product to give an element of X0:
ℓ1(ℓn+3(ζ1, ζ2, ζ3,Ψ
n)loooooooooomoooooooooon
/∈X0
) .
(B.22)
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For ℓ2(ζ,Ψ) we would need the second product to give an element of X0 or X−1 :
ℓ2(ℓn+2(ζ1, ζ2, ζ3,Ψ
n−1looooooooooomooooooooooon
/∈X0
),Ψ) , ℓ2(ζ1, ℓn+2(ζ2, ζ3,Ψ
nlooooooomooooooon
/∈X−1
)) .
(B.23)
For ℓ3(ζ,Ψ,Ψ) we would need the second product to give an element of X0 or X−1 :
ℓ3(ℓn+1(ζ1, ζ2, ζ3,Ψ
n−2looooooooooomooooooooooon
/∈X0
),Ψ,Ψ), ℓ3(ζ1, ℓn+1(ζ2, ζ3,Ψ
n−1looooooooomooooooooon
/∈X−1
),Ψ) .
(B.24)
Thus, one of the products must be ℓ3(ζ1, ζ2, ζ3) ≡ χ ∈ X1. If it was in the second product ℓj
we would have
ℓi(...ℓj(...)) = ℓn+1(Ψ
n, ℓ3(ζ1, ζ2, ζ3)) = ℓn+1(Ψ
n, χ) = 0 . (B.25)
If it was in the first product, we would need the second one to give a X0 element to get a
nontrivial term, but this is not the case
ℓ3(ζ1, ζ2, ℓn+1(ζ3,Ψ
n)loooooomoooooon
/∈X0
) .
(B.26)
Considering more than three gauge parameters and repeating the arguments as before one also
finds that the L∞ identities are fulfilled trivially.
C Full hierarchy in four space-time dimensions
Having discussed in detail the three-form tensor hierarchy in generic gauged supergravities we
can move a step upwards and introduce the four-form field which corresponds to the last field
in the p-form chain for n = 4 space-time dimensions (some of these results can also be found
in [30]). To do this we continue by un-projecting the three-form fields
rCµνρI ≡ YIACµνρA ; rpΣµνI ≡ YIApΣµνA ; rGµνρσI ≡ YIAGµνρσA , (C.1)
at the expense of introducing a new projected four-form field rDµνρσA and its projected shift
parameter
rpΘµνρA, modifying the previous results
δCµνρ
A = 3D[µpΣνρ]A + gMAI ´3F[µνM pΞρ]I + ΛMHµνρI + 3B[µνIδAρ]M
+2dIMNA[µ
MAν
NδAρ]
P
˘
−
rpΘµνρA (C.2)
Gµνρσ
A = 4D[µCνρσ]
A − gM
AI
`
6B[µνIFρσ]
M − 3ZMJB[µνIBρσ]J + 8dINPA[µ
MAν
N∂ρAσ]
P
+2dIPNXQR
PA[µ
MAν
NAρ
QAσ]
R
˘
+ rDµνρσA , (C.3)
and satisfying
YIA rDµνρσA = YIArpΘµνρA = 0 . (C.4)
Then, imposing gauge covariance of the unprojected four-form field strength tensor
δGµνρσ
A = −XMB
AΛMGµνρσ
B , (C.5)
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we find the transformation of the new field
δ rDµνρσA =4D[µrpΘνρσ]A −WAXhXBM ´6F[µνM pΣρσ]B + ΛMGµνρσB − 4C[µνρBδAσ]M
+2gN
BIdIPQA[µ
MAν
NAρ
P δAσ]
Q
˘
+ 4V AIJ
´pΞ[µIHνρσ]J + 3dINPB[µνJAρNδAσ]P¯ ,
where we introduced the new intertwining tensor WAX , which has to satisfy
WAXhXBM = XMB
A + gM
AIYIB
WAXYIA = 0 ,
and the G0-invariant tensor, hXBM . In addition we defined
V AIJ ≡ 2gM
A[IZJ ]M ,
which also vanishes when contracted with YKA thanks to the constraints. Due to space-time
saturation in four dimensions the field strength of the four-form field and its Bianchi identity
vanish.
It can be shown that the gauge algebra of the new system
{
Aµ
M , BµνI , Cµνρ
A, rDµνρσA}
closes up to terms proportional to hXB(M gN)
BI and V AIJ , which must then be set to zero as
new constraints. In fact these are related by the equation
WAX
`
hXB(MgN)
BI
˘
= V AIJdJMN , (C.6)
and the new constraints are
hXB(M gN)
BI = 0
V AIJ = 2gM
A[IZJ ]M = 0 . (C.7)
The brackets that arise from closure of the algebra are given by
ΛM12 = −XNP
MΛN[1Λ
P
2] (C.8)
pΞ12µI = 2dIMNDµΛM[1 ΛN2] (C.9)
pΣ12µνA = −2gMAI ´dINPΛM[1 ΛN2]FµνP + 2pΞI[µ[1Dν]ΛM2] − ZMJpΞI[µ[1pΞν]2]J¯ (C.10)
rpΘ12µνρA = −WAXhXBM ´gNBIΛM[1 ΛN2]HµνρI + 6pΣ[µνB[1Dρ]ΛM2] ¯ . (C.11)
To finish this chain we can unproject the 4-form
rDµνρσA =WAXDµνρσX ; rpΘµνρA =WAX pΘµνρX , (C.12)
and introduce a new gauge parameter pΦµνρσX into its transformation
δDµνρσX =4D[µpΘνρσ]X − hXBM ´6F[µνM pΣρσ]B + ΛMGµνρσB − 4C[µνρBδAσ]M
+2gN
BIdIPQA[µ
MAν
NAρ
P δAσ]
Q
˘
− pΦµνρσX .
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In higher dimensions the new parameter would be identified with the gauge parameter of the
five-form field. Consistency requires that it vanishes under the WAX projection
WAX pΦµνρσX = 0 .
We can finally summarize all the results for the full tensor hierarchy in generic gauged
supergravities in four space-time dimensions:
• Parameters, fields and curvatures in four-dimensions
Representation Parameter Field Curvature
R1 Λ
M Aµ
M Fµν
M
R2 pΞµI BµνI HµνρI
R3 pΣµνA CµνρA GµνρσA
R4 pΘµνρX DµνρσX 0
R4 pΦµνρσX 0 0
• Gauge transformations
δAµ
M = DµΛ
M − ZMIpΞµI
δBµνI = 2D[µpΞν]I − 2dIMN `ΛMFµνN −A[µMδAν]N˘− YIApΣµνA
δCµνρ
A = 3D[µpΣνρ]A + gMAI ´3F[µνM pΞρ]I + ΛMHµνρI + 3B[µνIδAρ]M
+2dIMNA[µ
MAν
NδAρ]
P
˘
−WAX pΘµνρX
δDµνρσX = 4D[µpΘνρσ]X − hXBM ´6F[µνM pΣρσ]B +ΛMGµνρσB − 4C[µνρBδAσ]M
+2gN
BIdIPQA[µ
MAν
NAρ
P δAσ]
Q
˘
− pΦµνρσX .
• Field Strengths
Fµν
M = 2∂[µAν]
M +XNO
MA[µ
NAν]
O + ZMIBµνI
HµνρI = 3D[µBνρ]I + 6dIMNA[µ
M
ˆ
∂νAρ]
N +
1
3
XOP
NAν
OAρ]
P
˙
+ YIACµνρ
A (C.13)
Gµνρσ
A = 4D[µCνρσ]
A − gM
AI
`
6B[µνIFρσ]
M − 3ZMJB[µνIBρσ]J + 8dINPA[µ
MAν
N∂ρAσ]
P
+2dIPNXQR
PA[µ
MAν
NAρ
QAσ]
R
˘
+WAXDµνρσX .
• Bianchi identities
2D[µDν] + Fµν
MXM = 0 (C.14)
3DrµFνρs
M − ZMIHµνρI = 0 (C.15)
4DrµHνρσsI − 6dIMNFrµν
MFρσs
N − YIAGµνρσ
A = 0 . (C.16)
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• Constraints
ZMIdINP = XpNP q
M
ZMIXM = 0
dI[MN ] = 0
YIAgM
AJ = XMI
J + 2ZNJdIMN
YIAZ
MI = 0
dI(MNgP )
AI = 0
WAXhXBM = XMB
A + gM
AIYIB
WAXYIA = 0
hXB(MgN)
BI = 0
WAX pΦµνρσX = 0
• Brackets
ΛM12 = −XNP
MΛN[1Λ
P
2]
pΞ12µI = 2dIMNDµΛM[1 ΛN2]
pΣ12µνA = −2gMAI ´dINPΛM[1 ΛN2]FµνP + 2pΞI[µ[1Dν]ΛM2] − ZMJ pΞI[µ[1pΞν]2]J¯
pΘ12µνρX = −hXBM ´gNBIΛM[1 ΛN2]HµνρI + 6pΣ[µνB[1Dρ]ΛM2] ¯
pΦ12µνρσX = − `XMXY +WAY hXAM˘ ´hY BNΛM[1 ΛN2]GµνρσB + 8pΘY [µνρ[1Dσ]ΛM2] ¯
+ 4hXBMZ
MI
”
2WBY pΘY [µνρ[1pΞ2]σ]I − 6pΞJ [µ[1Dν pΣρσ]2]B + 2gNBJHJ [µνρpΞσ]I[1ΛN2]
+3F[µν
N
´
2dINPΛ
P
[1
pΣ2]ρσ]B − gNBJ pΞJρ[1pΞ2]σ]I¯ı
• Trivial parameters
ΛMtrivial = Z
MJχJ
pΞµI trivial = DµχI + YIAχµA
pΣµνA trivial = 2D[µχν]A − gMAJFµνMχJ +WAXχµνX
pΘµνρX trivial = 3D[µχνρ]X + 3hXMBF[µνMχρ]B + χµνρX
pΦµνρσX trivial = 4D[µχνρσ]X − 6 `XMXY +WAY hXAM˘F[µνMχρσ]Y
+ hXMBZ
MI
`
4H[µνρIχσ]
B − Gµνρσ
BχI
˘
.
We then see that the symmetry for symmetries effect in gauged supergravities is a generic
feature even for dimensionally saturated tensor hierarchies.
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