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A c ross-sect ional  2 area o f  pe l le t ,  m 
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Ce concentrat ion in  co lumn,  moles/m^ 
Ce exper imenta l  gas concentrat ion measured by TCD, moles/m^ 
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CL concentrat ion of  t racer  in  ,  moles/m^ 
Cm concentrat ion of  t racer  predic ted by model ,  moles/m^ 
Co concentrat ion of  t racer  pu lse,  moles/m^ 
Cl  concentrat ion of  t racer  in  media 1 ,  moles/m^ 
C2 concentrat ion of  t racer  in  media 2 ,  moles/m^ 
Da 
2 
e f fect ive d i f fus iv i ty  in  macropores,  m /sec 
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2 d  i  f fus iv i ty ,  m /sec 
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Di  
2  
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2  
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Fy packed co lumn in le t  or  upper  chamber f low ra te,  m^/sec 
F|_ lower  chamber f low ra te,  mVsec 
FRACTM f ract ion of  (Vy -  Vggne)  th^ t  is  wel l  mixed in  the CMDWKDC model  
G moles o f  t racer  in  input  pu lse,  moles 
Hu DgTu/d^ep)  
HL DgTL/d^p)  
— 1 kg react ion ra te constant  in  macropores,  sec 
kg j jg  adsorpt ion ra te constant ,  m^/kg-sec 
k f  f lu id- to-so l id  mass t ransfer  coef f ic ient ,  m/sec 
— ^ 
k j  react ion ra te constant  in  micropores,  sec 
Kgçig adsorpt ion equi l ibr ium constant  for  the t racer ,  m^/kg 
K Q  D ] / D 2  
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Leone cone depth in to  r ing,  m 
L- i -g  length o f  pe l le t  ho ld ing r ing,  m 
v i  i  
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LVUM f ract ional  length o f  Lyy for  idea)  mix ing,  m 
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L ]  (Lvu)FRACTM for  CMDWKDC model  
• -2  =  L ]  +  L for  CHDWKDC model  
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mn n^^ moment ,  sec"  
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molecular  weight  o f  gas A 
Mg molecular  weight  o f  gas B 
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2 d i f fus ional  f lux  to  macropores,  moles/m -sec 
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P pressure.  Pa 
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rg  rad ia l  coord inate in  macropores,  m 
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r ;  rad ia l  coord inate in  micropores,  m 
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rxHg react ion ra te in  macropores,  mol  es/m -sec 
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Rg spher ica l  rad ius o f  macroporous pe l le t ,  m 
Rg Reynolds number =  ZR^U/v 
Rg gas constant ,  8 .314 m^-Pa/mol-K 
RI  spher ica l  rad ius o f  microporous par t ic le ,  m 
-1  
s Laplace t ransform var iab le ,  sec 
Sc Schmidt  number =  
SF sca le factor ,  vo l t -m^/mole 
2 Sg gas adsorpt ion sur face area,  m /kg 
Sh Sherwood number =  2 Rg k f /D^g 
t  t ime,  sec 
t j ^ j  in ject ion t ime,  sec 
t jagd dead-vo lume lag- t ime,  sec 
i X 
• lagm 
cone 
'DU 
'DL 
'GC 
in j  
loop 
'max 
Vu 
^He 
y^  
Ye 
Ym 
Z 
Greek 
Of 
«1 
7Hg 
moment  method lag- t ime;  t ]agy+t ;p j /2 ,  sec 
temperature,  Kelv in  
super f ic ia l  ve loc i ty  o f  gas in  co lumn,  m/sec 
vo lume of  mercury,  m^/kg o f  sample 
vo lume t racer  d ispers ion cone,  m^/kg 
upper  dead vo lumes,  
lower  dead vo lumes,  m 
in ternal  vo lume of  GC va lve,  m 3 
vo lume of  in jected t racer ,  Vqq +  V^ggp,  m 
lower  ce l l  vo lume,  m^ 
vo lume of  sample loop,  
vo lume of  in t ruded mercury a t  414 MPa,  m^/kg o f  sample 
pore vo lume,  m^/kg o f  sample 
upper  ce l l  vo lume,  m^ 
mole f ract ion of  He in  t racer  
mole f ract ion of  gas A in  capi l lary  
exper imenta l  data,  vo l ts  
model  resu l ts ,  vo l ts  
-  k) ' /2  
i - (V"b)  = I  + N, /Nb  
P;L] ,  i= l ,2  
Pi  1-2» i® '  «2 
(s /X; )1/2,  i  = i ,2  
2  
sur face tens ion of  mercury,  dynes/m 
r ^2^2^ (D ] i//, ) 
At t ime spacing between data po ints ,  sec 
à|x•^  d i f ference in  va lues for  two pe l le ts  of  d i f ferent  length 
Am|„  Aju,  as Fy,  F l  go to  in f in i ty  
eg poros i ty  in  macropore reg ion 
Eg vo id  f ract ion in  packed co lumn 
Cj  poros i ty  in  micropore reg ion 
Cp pe l  le t  poros i  ty  
Cpg pe l le t  poros i ty  determined geometr ica l ly  
gpiy ,  pe l le t  poros i ty  f rom mercury poros imetry  exper iments 
e ,  poros i  ty  in  media 1 
€2 poros i ty  in  media 2 
s inh(^^x)  
X]  D, /e ,  
^2 02^*2 
Alp absolute moment ,  sec^ 
Mp n^*^  cent ra l  moment  about  the mean,  sec^ 
Mp (p)  n^*^  absolute weighted moment ,  sec"  
AJp (p)  n^*^  cent ra l  weighted moment  about  the mean,  sec"  
MpLi  n^*^  absolute moment  o f  for  an impulse funct ion,  sec"  
WnLS absolute moment  o f  C[_ fo r  square-wave funct ion,  sec"  
^nLB absolute moment  o f  C[_ fo r  bypass funct ion,  sec"  
M] l c  corrected exper imenta l  va lue of  Mi l» sec 
Mi l e  exper imenta l ly  measured va lue of  mil« sec 
M]oo va lue of  M]  as F j ,  F|_ go to  in f in i ty  
X i 
2  
V k inemat ic  v iscos i ty ,  m /sec 
AD^/F[ j i  m 
112 AD2/FL,  m 
Pg apparent  dens i ty  o f  pe l le t ,  kg/m^ 
P j  apparent  dens i ty  o f  microporous par t ic le ,  kg/m^ 
Ppei ie t  geometr ic  dens i ty  o f  a  pe l le t ,  kg/m^ 
Ppig dens i ty  o f  mercury,  kg/m^ 
PZnS densi ty  o f  ZnS,  kg/m^ 
r  tor tuos i ty  factor  
2 Tq character is t ic  d i f fus ion t ime = L Cp /Dg,  sec 
rJ  upper  chamber res idence t ime = Vy/Fy,  sec 
Tl  lower  chamber res idence t ime = Vl /F |_ ,  sec 
mercury contact  angle,  degrees 
Q j  (x )  cosh 
I  
I .  INTRODUCTION 
"The predic t ion and corre la t ion of  f luxes for  d i f fus ion and f low 
of  gases through porous so l ids,  such as cata lysts  and adsorbents ,  are 
o f  cons iderable Impor tance"  (Youngquis t ,  1970) .  In  adsorpt ion 
processes as wel l  as in  cata ly t ic  and non-cata ly t ic  react ions,  the ra te 
of  the overa l l  process can be cont ro l led,  or  l imi ted,  by the ra te a t  
which gases d i f fuse through the complex s t ructure of  a porous so l id .  
The ra te  of  mass t ransfer  is  character ized by an e f fect ive d i f fus ion 
coef f ic ient ,  Dg,  or  as i t  is  commonly  ca l led,  the e f fect ive 
d i f fus iv i ty .  Dg is  def ined as the ra t io  of  the f lux  of  a d i f fus ing 
species d iv ided by the concentrat ion gradient  o f  that  d i f fus ing 
species.  The qual i f ier  "e f fect ive"  ind icates that  the ra te of  
t ranspor t  induced by the concentrat ion gradient  is  h indered by the non-
vo id par ts  o f  the porous network.  
For  a gas-so l id  react ion of  the type 
A(s) + bB(g) = cC(s) + dD(g), (1) 
the overa l l  react ion may proceed through the fo l lowing ind iv idual  s teps 
(Gorr ing and deRosset ,  1964) :  
1 .  Gas-phase mass t ransfer  o f  the gaseous reactant  f rom the bu lk  
o f  the gas s t ream to  the external  sur face of  the so l id .  
2 .  Di f fus ion of  the gaseous reactant  through the pores o f  the 
so l  id .  
3 .  Adsorpt ion o f  the gaseous reactant  on the so l id  sur face.  
4 .  Chemical  react ion at  the sur face of  the so l id .  
2  
5'  Desorpt ion o f  the gaseous product  f rom the sur face.  
6 .  Di f fus ion of  the gaseous product  through the pores of  the 
so] id .  
7 .  Gas-phase mass t ransfer  o f  the gaseous product  f rom the 
external  sur face of  the so l id  to  the bu lk  o f  the gas s t ream. 
The goal  o f  the researcher  s tudy ing gas-so l id  react ions is  to  
understand and to  be ab le to  model  these react ions so that  pred ic t ion 
of  convers ion- t ime curves o f  the react ing so l id  can be obta ined under  a  
var ie ty  o f  react ion condi t ions.  What  are needed to  reach th is  goal  
are:  (1)  accurate models  o f  the react ion be ing invest igated,  (2)  the 
corresponding ra te constants  assoc iated wi th  the proposed react ion,  (3)  
d i f fus ion data for  model ing the f low of  gases in  and out  o f  the so l id ,  
and (4)  a  knowledge o f  the s t ructura l  proper t ies of  the so l id  under  
var ious react ion condi t ions.  
In  the product ion of  z inc,  the roast ing of  ZnS to  ZnO is  an 
impor tant  s tep in  the process.  The react ion in  the roast ing operat ion 
I  s  
ZnS + 3/2 0. = ZnO + SO^ (2) 
The z inc is  obta ined in  a separate cok ing react ion of  the ZnO. 
A l though the k inet ics  of  the roast ing react ion are impor tant ,  
d i f fus ional  t ranspor t  o f  the gases l imi t  the overa l l  react ion ra te when 
tempera tu res  exceed  app rox ima te l y  750  t o  830*C  (F rank ,  1985) .  
Indust r ia l ly ,  the react ion is  carr ied out  a t  h igher  temperatures and 
the understanding of  the mass t ransfer  ra tes through the porous 
s t ructure becomes essent ia l .  
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An apparatus that  is  commonly  used to  measure e f fect ive 
d i f fus iv i t ies  is  the dynamic Wicke-Kal lenbach d i f fus ion ce l l  (DWKDC).  
In  the exper imenta l  procedure,  a  cy l indr ica l  pe l le t  is  he ld between two 
chambers which have the same re ference gas f lowing through them. A 
pu lse of  d i f fus ing gas is  in t roduced in to  the s t ream enter ing the upper  
chamber and the gas that  d i f fuses through the pe l le t  is  moni tored by a 
detector  connected to  the ex i t  s t ream leav ing the lower  chamber o f  the 
d i f fus ion ce l l .  Dg va lues are determined f rom analys is  o f  th is  
measured response.  
The most  commonly  used method for  analyz ing response curves is  the 
method o f  moments.  By ca lcu la t ing the moments o f  the measured response 
curve and compar ing these moments to  the theoret ica l  moments o f  a  
d i f fus ion model  for  the ce l l ,  e f fect ive d i f fus iv i t ies  can be 
ca lcu la ted.  The method o f  moments has some shor t -comings and an 
a l ternate procedure,  parameter  determinat ion in  the f requency,  or  
Laplace t ransform,  domain,  has been used in  th is  work.  Here,  the 
exper imenta l  data are t ransfer red to  the f requency domain v ia  the fast -
Four ier  t ransform,  FFT,  and the sum-of -square er ror  between the model  
and the exper imenta l  data is  min imized by vary ing the parameters  in  the 
model :  one o f  which is  the e f fect ive d i f fus iv i ty .  
Al though the DWKDC has been used to  determine Dg va lues,  the 
e f fect  o f  d i f ferent  exper imenta l  condi t ions and procedures on the va lue 
of  Dg ca lcu la ted has not  been invest igated.  Here,  the e f fect  o f  the 
exper imenta l  apparatus des ign,  the shape o f  the sample pu lse,  the s ize 
o f  the sample loop,  the concentrat ion of  the t racer  gas,  and the length 
I t  
o f  the pe l le t  on the va lue o f  Dg ca lcu la ted,  has been invest igated.  
Compar ison o f  the Dg va lues ca lcu la ted by the FFT procedure and the 
method o f  moments w i l l  be compared and the super ior i ty  o f  the FFT 
procedure over  the method o f  moments w i l l  be shown.  
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I I .  LITERATURE REVIEW 
A.  Bas 1c Def  i  nî  t ions 
Before preceding wi th  a rev iew of  the l i terature,  some o f  the 
terminology used w i l l  be def ined.  The e f fect ive d i f fus iv i ty ,  Dg,  is  a 
parameter  used to  re la te the f lux  of  a d i f fus ing species to  the 
concentrat ion gradient  o f  the d i f fus ing species when d i f fus ion occurs 
in  porous media.  A mass ba lance on a rectangular ,  d i f ferent ia l  e lement  
in  a porous pe l le t  w i l l  y ie ld  
where C = concentration in the pore space, and 
Ep = porosity of the pellet. 
As shown in  th is  equat ion,  the d i f fus ional  f lux  is  based on the ent i re  
cross-sect ional  area o f  the d i f ferent ia l  e lement .  
When d iscuss ing the use o f  dynamic methods to  determine 
d i f fus iv i ty  va lues,  a  descr ip t ion of  the forc ing funct ion,  F ( t ) ,  used 
to  per turb a system f rom i ts  steady-state condi t ion,  must  be descr ibed.  
For  an impulse funct ion,  a square wave pu lse,  and a s tep funct ion,  F ( t )  
takes the fo l lowing forms:  
F(t) = MS(t) for an impulse function, (4) 
_^(Ce AxAyAz) 
3t ^ ®3x x+Ax 
AyAz ^  (other terms) (3) 
M/t 
Inj 0 < t < t in j  F(t) = 
for a square wave pulse, and (5) 0 t > t in j  
t > 0 for a step function, ( 6 )  
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where M = strength of the input pulse, 
t^^^ = tracer injection time, and 
CQ = concentration of the tracer pulse. 
For  a bypass exper iment  or  bypass run,  where the in jected sample 
bypasses a packed co lumn or  d i f fus ion ce l l ,  the d iscrete,  co l lected 
data were used to  represent  F ( t ) .  For  an impulse funct ion,  a square 
wave pu lse,  and a bypass funct ion,  conservat ion of  mass d ic ta tes 
G -  y (7) 
When a system is  per turbed f rom steady-state condi t ions,  the 
change in  concentrat ion detected and recorded wi l l  be ca l led the 
response curve for  the exper iment .  For  a  s tep-change forc ing funct ion,  
the response curve is  usual ly  re fer red to  as the breakthrough curve 
(BTC).  For  a f in i te  s ize pulse in jected in to  a system, the response 
curve is  ca l led the chromatographic  response curve (CRC).  The 
re la t ionship between the BTC and CRC resu l t ing f rom an impulse forc ing 
funct ion is  g iven by (Levenspie l ,  1972)  
^  g  _ (8)  
d t  I  
To obta in  the response curve for  some arb i t rary  forc ing funct ion,  the 
response f rom an impulse forc ing funct ion is  convoluted wi th  the 
forc ing funct ion;  
C(t) -
For  a CRC, moments are a set  o f  descr ip t ive constants  which are 
7  
usefu l  for  measur ing i ts  proper t ies.  For  a  concentrat ion d is t r ibut ion 
funct ion C ( t ) ,  the n^^ moment  o f  the d is t r ibut ion is  g iven by 
CO 
m = /  C( t ) t "d t  (10)  
0 
From exper imenta l  data,  moments can be ca lcu la ted qu i te  eas i ly  us ing 
var ious quadrature rout ines.  I f  the Laplace t ransform (LT)  o f  C( t )  is  
avai lab le ,  the n^^ moment  i s  re la ted to  the LT so lu t ion by 
"o 7? (11) 
ds 
where C is the LT of C(t). 
B. Methods for  Measur ing Ef fect ive Di f fus iv i t ies  
Exper imenta l  methods for  determin ing Dg va lues can be d iv ided in to  
s teady-state,  dynamic,  and chemical  react ion procedures.  For  s teady-
s tate measurements,  the main exper imenta l  procedure has been the Wicke-
Kal lenbach d i f fus ion ce l l  (WKDC) .  The types o f  t rans ient  procedures 
are more numerous and the procedure used in  th is  work is  a dynamic 
vers ion of  the WKDC: i t  is  ca l led the dynamic Wicke-Kal1enbach 
d i f fus ion ce l l  (DWKDC).  D i f fus iv i t ies  determined dur ing chemical  
react ions w i l l  be d iscussed la ter  in  th is  sect ion.  Even though the 
exper iments per formed in  th is  work were done us ing a s ing le-pel le t  
technique,  some o f  the work that  has used and analyzed CRC obta ined 
f rom packed,  or  chromatographic ,  co lumns w i l l  be rev iewed.  Th is  is  
done s ince the packed co lumn exper iments preceded the dynamic,  s ing le  
pe l le t  technique;  many o f  the same ideas that  were appl ied to  the 
analys is  o f  CRC o f  packed co lumns carry  over  to  the analys is  o f  s ing le  
8  
pel le t  response curves.  Fur thermore,  by d iscuss ing packed co lumn 
exper iments,  the advantages o f  a s ing le  pe l le t  technique wi l l  become 
c I  ear .  
1 .  Wicke-Kal lenbach d i f fus ion ce l l  
What  i s  re fer red to  as a Wicke-Ka11enbach d i f fus ion ce l l  was f i rs t  
developed by Wicke and Kalienbach (1941)  and was la ter  modi f ied to  
handle pe l le ts  of  d i f ferent  geometr ies by Welsz (1957) .  A schemat ic  
drawing for  the d i f fus ion of  gases A and B in  a pe l le t  are shown in  
F igure 1. At s teady-state condi t ions,  and a t  constant  pressure,  the 
e f fect ive f lux  through the pe l le t  can be wr i t ten as 
P 
^Ae ~ " dx (1%) 
where = effective flux of gas A, 
P = pressure, 
Rg = gas constant, 
= temperature, and 
= mole fraction of A. 
Usual ly  Dg is  assumed to  be composi t ion independent  and is  ca lcu la ted 
f rom exper imenta l  data us ing 
g k 
where = mole fraction of A at x = 0, 
= mole fraction of A at x = L, and 
L = length of the pellet. 
Knowing the gas s t ream composi t ions,  gas s t ream f low rates,  and the 
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Gas A 
Gas B 
X = 0 
X = L 
Pellet 
Detector 
Wicke-Kallenbach diffusion cell: steady-state 
Pulse 
Re£. 
Gas 
Ref. 
Gas Detector 
Wicke-Kallenbach diffusion cell: dynamic 
Figure 1. Flow diagrams of steady-state and dynamic Wick-Kallenbach 
diffusion cells 
1 0  
cross-sect îonal  area o f  the pe l le t ,  N^g can be ca lcu la ted and Dg 
determined.  Reviews o f  some o f  the works done us ing the WKDC are 
p resen ted  i n  Dogu  (1986 ,  pp .  440 -441 ) ,  Sa t te r f l e l d  ( I98 I ,  pp .  56-77) ,  
and Szekely  e t  a | .  (1976,  pp.  228-231) .  The main arguments against  
us ing Dg va lues determined f rom steady-state measurements is  that  the 
s teady-state Og va lues do not  show the e f fect  o f  dead-end pores;  
d i f fus iv i t ies  determined us ing dynamic procedures are thought  to  
inc lude the e f fect  o f  these dead-end pores (McGreavy and S idd iqu i ,  
1980) .  
2.  Packed beds 
The most  genera l  case o f  mass t ranspor t  o f  a gas or  a l iqu id  
f lowing through a f ixed bed o f  par t ic les is  when a b imodal  pore 
s t ructure is  present .  Th is  occurs,  for  example,  when molecular  s ieve 
pe l le ts  cons is t  o f  zeol i te  crysta ls  imbedded in  a c lay matr ix .  The 
mass t ransfer  o f  a t racer  through the co lumn can undergo d ispers ion in  
the in ter -par t ic le  vo ids,  bu lk- f low- to-pel le t  t ransfer ,  in t ra-pe l le t  
d i f fus ion in to  the macropores o f  the pe l le t ,  and in t ra-pe l le t  d i f fus ion 
in  the pores o f  the zeol i te  par t ic les.  The t racer  can a lso undergo 
adsorpt ion and/or  chemical  react ion.  The resu l t ing d i f ferent ia l  
equat ions for  the genera l  case are 
for the column, 
3C 
c 
uac ( l -e ) 
- 3 N E = D 
c 
c a t  a (14) 
a 
1 1  
for Che macropores, 
(15) 
and for the micropores. 
(16) 
where C = concentration in column, 
c . ' 
= concentration in macropore region, 
= concentration in micropore region, 
= axial dispersion coefficient, 
= effective diffusivity in macropores, 
= effective diffusivity in. micropores, 
U = superficial velocity of gas in column, 
e = void-fraction in packed column. 
= porosity in macropore region, 
= porosity in micropore region, 
r^ = radial coordinate in macroporous particle, 
r^ = radial coordinate in mlcroporous particle, 
a spherical radius of macroporous particle, 
= spherical radius of mlcroporous crystal, 
= flux to macropores, 
= flux to micropores, 
= apparent pellet density, 
= apparent crystal density, 
n^ = moles of tracer adsorbed on the solid in macropores. 
c 
1 2  
= moles of tracer adsorbed on the solid in micropores, 
rxn^ = reaction rate in macropores, and 
rxn^ = reaction rate in micropores. 
The prev ious equat ions were der ived assuming isothermal  
condi t ions,  negl ig ib le  pressure drop a long the length of  the co lumn,  
and that  the p lug- f low d ispers ion model  adequate ly  represents  the 
dev iat ion f rom p lug- f low condi t ions.  The poss ib i l i ty  of  an adsorbed 
molecular  spec ies undergoing sur face d i f fus ion was a lso neglected.  
Schneider  and Smi th (1968)  show how sur face d i f fus ion can be 
incorporated in to  the model  and Tamon e t  ( I985)  » and Rieker t  (1985)  
d iscuss the sur face d i f fus ion phenomena.  
Many t imes,  the term Dg is  re fer red to  as the e f fect ive 
d i f fus iv i ty  and the macropore and micropore qual i f iers  are used to  
d i f ferent ia te  between d i f fus iv i ty  va lues for  the d i f ferent  pore 
s t ructures.  The symbol  Dg w i l l  be used when d iscuss ing e f fect ive 
d i f fus iv i ty  in  genera l ,  and the subscr ip ts  a and i  wi l l  be used when i t  
Is  necessary to  d is t inguish between d i f fus iv i ty  va lues in  the d i f ferent  
pore s t ructures.  For  the ZnS system used In  th is  s tudy,  the symbols  Dg 
and Dg can be used in terchangeably .  
The express ions used for  Ng and Nj  to  couple together  the prev ious 
equat ions are 
9C 
N = D 
a a 9r 
a 
r =R - ), and (17) 
a a ' a a 
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8C 
" i  -  ° i  d  
'l-Kj /  (18) 
where is  the external  mass t ransfer coeff ic ient .  For adsorpt ion 
that  is  assumed to be a l inear funct ion of  the adsorbed concentrat ion,  
occurr ing at  a f in i te rate,  the react ion and adsorpt ion terms are 
represented as 
(jf * Va) • 
i(ir + • ' l - i )  = -  Gi/Kads' '  (2°) 
where = reaction rate constant for tlie macropore region, 
= reaction rate constant for tiie micropore region, 
^ads ~ adsorption rate constant, and 
Kadg = the adsorption equilibrium constant. 
The rate constants kg and k;  are the same, but  the di f ferent subscr ipts 
are used for  consistency of  the presentat ion.  
The boundary condi t ions used in conjunct ion wi th the previous 
equat ions are 
9r 
a 
„ = 0 (21) 
r =0 
a 
, = 0 (22) 
r^=0 
The expression in Equat ion (22) assumes that  Dg »  D;.  The in i t ia l  
condi t ions used are of  zero concentrat ion throughout the system at  t ime 
zero,  and that  some type of  forc ing funct ion is introduced at  the 
entrance of  the column to perturb i t  from i ts steady-state condi t ions.  
In general ,  no c losed-form solut ion for  the previously descr ibed 
set of  equat ions is  avai lable;  however,  analyt ical  solut ions for  
ce r ta in  s imp l i f i ed  mode ls  a re  ava i l ab le  (Rasmuson  and  Nere tn ieks ,  I98O,  
Rasmuson, I98I,  Huang et  aJ. ,  1984, and Schneider,  1984).  The LT 
procedure is  usual ly used to solve the set  of  equat ions and the moments 
of  the concentrat ion in the column are calculated using Equat ion (11).  
The moments generated f rom the LT solut ion contain the parameters D^, 
Dg, Kgj jg,  k f ,  kgj jg,  kg oc k j ,  Bnt i  Dj .  The procedures used to calculate 
these parameters f rom the moment expressions for  special  cases of  
Equat ion (14) through Equat ion (23),  wi l l  be br ief ly discussed. 
The s implest  case of  the general  problem is t ry ing to determine 
the dispersion character ist ics of  f low through a bed of  non-porous 
part ic les.  In th is case, Ng is  zero and only Equat ion (14) is  solved. 
For certain choices of  boundary condi t ions at  the beginning and end of  
the column, an analyt ical  solut ion to Equat ion (14) is  possible.  When 
no analyt ical  solut ion is possible,  van der Laan (1957) and Hsu and 
Dranoff  (1986) discuss the ef fects that  d i f ferent boundary condi t ions 
have on the solut ion to the problem. 
The problem of  t ry ing to account for  the ef fects of  d ispersion has 
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been invest igated for  years.  Hsiang and Haynes (1977) s tate that  
t reatment of  axial  d ispersion ef fects has been in the chemical  
engineer ing l i terature for over three decades. The large number of  
ar t ic les appear ing in the l i terature in recent years indicates that  the 
phenomena is  s t i l l  not wel l  understood. Consistent column repacking 
has been a problem for Hashimoto and Smith (1973, 1974) as wel l  as the 
problem of  the channel ing of  f low through the beds (Suzuki  and Smith,  
1972b).  The ef fects of  channel ing has been invest igated by 01iveros 
and Smith (1982),  but  th is ideal ized study does not solve the 
channel ing problem. The ef fect  of  part ic le s ize and bed length on 
axial  d ispersion has been invest igated by Han et  aj^.  (1985),  but  
correlat ions developed s t i l l  appear to apply only for  the part icular 
system being invest igated at  the t ime. 
For the case where micropores are absent f rom the pel lets,  Nj  in 
Equat ion (15) is  zero.  Suzuki  and Smith (1970 generate the LT 
solut ion to th is problem which includes adsorpt ion and react ion in the 
macropores and the f i rst  two moments obtained from the LT solut ion.  
The authors review previous works performed on packed beds where 
d i f ferent mass t ransfer resistances, adsorpt ion,  and react ion terms, 
were deleted or neglected. 
The moments calculated by Suzuki  and Smith (1971) contain s ix 
parameters;  Dy, k f ,  Dg, Kg^g, kg,  and kg^g. The exper imental  
procedure used to generate data for  evaluat ing these parameters is  to 
obtain exper imental  moments at  d i f ferent f lu id veloci t ies through the 
column for  d i f ferent s ize part ic les.  The authors admit  that  the moment 
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expressions are too compl icated to use ef fect ively wi th exper imental  
data and to make the problem more t ractable,  one or two of  the three 
transport  processes represented by Dj^,  k^,  or Dg, need to be neglected. 
The authors discuss special  cases of  their  general  problem and the 
methods of  using CRC and moments to evaluate the relat ive importance of  
adsorpt ion and react ion.  
The f i rst  papers to develop expressions for  packed columns 
possessing pel lets wi th a bimodal pore structure were by Hashimoto and 
Smith {1973)1 Ma and Mancel  (1973).  and Haynes and Sarma (1973).  In 
Equat ion (15),  adsorpt ion and react ion in the macropores is  deleted and 
react ion in the micropores is not considered. In the model developed 
by Haynes and Sarma (1973).  adsorpt ion is assumed to be instantaneous 
and reversible and Equat ion (I6) and Equat ion (20) for  their  model 
would be in s l ight ly di f ferent forms. 
This model,  wi th the adsorpt ion process given by Equat ion (20),  
wi thout chemical  react ion,  contains the parameters Dj^,  k^,  Dg, kg^g, 
Kgjg,  and Dj .  As done before,  exper imental  moments are calculated 
using di f ferent gas veloci t ies through the column for  d i f ferent s ize 
pel lets.  Hashimoto and Smith (1973. 1974) and Ma and Mancel  (1973) 
descr ibe the procedure used to obtain the s ix parameters f rom 
exper imental  moments.  Haynes (1975) d iscusses exper imental  procedures 
that  can be used to increase the re l iabi l i ty  of  the parameter values 
obtained when analyzing CRC of  packed columns. 
One of  the problems in using moments to calculate model parameters 
is  that  a s l ight  dr i f t  in the basel ine of  a CRC wi l l  cause s igni f icant 
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errors in the calculated moments.  The calculat ion of  f i rst  moments is  
fa i r ly  rel iable,  but f i rst  moments for  packed beds only contain the 
parameter Second moments are sensi t ive to smal l  dr i f ts in the 
basel ine and are less rel iable than f i rst  moments (Suzuki  and Smith,  
1972b, and Sarma and Haynes, 1974).  Calculat ion of  moments h igher than 
order two are considered unrel iable,  but th i rd moments have been used 
(Ge lb in  ^  aj^ . ,  I982)  .  
Even i f  the moments of  the CRC could be calculated accurately,  
errors in calculat ing or est imat ing kf  and have a s igni f icant af fect  
on the value of  Dg calculated, k^ is  usual ly est imated from a 
correlat ion such as 
2R k 
Sh = = 2.0 + (24) 
AB 
where Sh = Sherwood number, 
Re = Reynolds number, and 
Sc = Schmidt number. 
Hashimoto and Smith (1973, 1974) have used the value of  1.45 instead of  
0.60 in Equat ion (24).  For low f lows, the approximat ion of  Sh = 2.0 is  
of ten used. Sarma and Haynes (1974) had s igni f icant resistances to 
mass t ransfer and Hashimoto and Smith (1974) est imate errors in k^ g ive 
an uncertainty in Dg of  roughly 25%. 
is  usual ly calculated from one of  two procedures.  The f i rst  is 
to pack a column wi th non-porous part ic les and develop a correlat ion 
between and f lu id veloci ty.  The values of  obtained wi th th is 
procedure are then used in the calculat ions of  the other parameters.  
18 
The second procedure is  to plot  a modif ied form of  the second moment 
expression versus the reciprocal  of  the f lu id veloci ty squared. From 
th is p lot ,  0^ can be determined from the slope of  the l ine.  Even i f  
re l iable values for  Dj^ are obtained, the ef fects of  axial  d ispersion 
can s igni f icant ly af fect  the value of  Dg calculated. Hashimoto and 
Smith (1973) state that  errors in evaluat ing the ef fects of  axial  
d ispersion had the largest inf luence on calculat ing Dg- Sarma and 
Haynes (1974) had the correct ion for axial  d ispersion from between 35 
to 75% of  the total  var iance of  the CRC for  the system used in their  
study and th is reduces the precis ion of  their  Dg calculat ions.  
Suzuki  and Smith (1972b) d iscovered that  channel ing in the bed, 
caused by the shi f t ing of  the bed, can cause a large increase in axial  
d ispersion. was a lso found to be dependent on veloci ty and on 
part ic le s ize.  Hashimoto and Smith (1973) state that  is  very 
sensi t ive to the packing of  the column and i t  can deviate s igni f icant ly 
from one study to the next.  Al though analysis of  exper iments performed 
on packed columns give reasonable agreement between values 
obtained using th is and other methods, the calculat ion of  the other 
parameters in the model are compl icated by the necessi ty of  calculat ing 
second moments and the inclusion of  0^ and k^ in the model.  The 
dynamic version of  the WKDC, descr ibed next,  e l iminates 0^ and kf  f rom 
the moment expressions and Dg appears in the expression for  f i rst  
moment.  For these reasons, the dynamic d i f fusion cel l  is  a favorable 
procedure to use when calculat ing Dg values. 
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3• Dynamic Wicke-Kal lenbach di f fusion cel l  
Al though most of  the credi t  for  the development of  what is  
referred to as the dynamic Wicke-Kal lenbach di f fusion cel l  (DWKDC) is  
given to Dogu and Smith (1975)» s imi lar  exper imental  designs had been 
used ear l ier  by other workers (Gibi laro et  aj^. ,  1970. and Wakao, 1974).  
A f low diagram of  a DWKDC is  also shown in Figure 1.  Instead of  having 
two d i f ferent gas composi t ions f low over the faces of  the pel let ,  as 
was done for  the steady-state V/KDC, the same reference gas is  passed 
over the exposed faces of  the pel let .  A pulse of  the di f fusing, or 
t racer,  gas is  introduced into the stream f lowing into the upper 
chamber of  the cel l ;  the gas that  di f fuses through the pel let  is  
detected by monitor ing the stream of  gas that  leaves the bottom of  the 
di f fusion cel l .  Suzuki  and Smith (1972a) had used a d i f fusion cel l  
where the detect ing element was placed in the lower chamber of  the 
di f fusion cel l ,  in the absence of  gas f low, but the s ignal  obtained was 
noisy and unstable.  An advantage the dynamic exper iments have over the 
steady-state exper iments is  that  the dynamic exper iments can be run 
faster than the steady-state exper iments.  I t  is also argued that  
dynamic exper iments wi l l  ref lect  the ef fects of  dead-end pores that  
steady-state exper iments miss.  
As was done for  a column packed wi th part ic les,  the most general  
d i f ferent ia l  equat ions wi l l  be wr i t ten and s impl i f icat ions of  these 
equat ions wi l l  be discussed. The d i f ferent ia l  equat ions are 
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for the upper chamber, 
3 S 3C 
AD "irâF - V<'> - Vu + -a 3x 
for the pellet, 
x=0' (25) 
9C 
a 
i 3 t  = D 
3^C 
a 
- 3 
(1-E ) 
a_ 
R, 
/ôn rxn 
"i -  Pa(Tr - (26)  
for the micropores, 
3C. /9^C. „ 9C 
(27) 
for the lower chamber, 
3C, 9C 
"'•-W • -h% - IF x=L' (28) 
where = concentration of tracer in upper chamber, 
= concentration of tracer in lower chamber, 
Vy = volume of upper chamber, 
= volume of lower chamber, 
A = cross-sectional area of the pellet, 
L = length of the pellet, 
Fy = flow rate into upper chamber, and 
= flow rate into lower chamber. 
When comparing these equat ions to those der ived for  a packed column, 
the two mass conservat ion equat ions for  the upper and lower chamber 
replace the equat ion for  mass conservat ion in a sect ion of  the column. 
This el iminat ion of  0^ f rom the conservat ion equat ions makes the DWKDC 
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an at t ract ive procedure for  measur ing ef fect ive di f fusiv i t ies.  
Equat ion (26) Is  s imi lar  to Equat ion (15) only Equat ion (15) is  wr i t ten 
for  a spher ical  part ic le;  Equat ion (27) for  the micropores is the same 
as Equat ion ( l6) .  
The corresponding boundary condi t ions for  the DWKDC model are 
TT x=0 " '^f^S"^a|x=0^ ' 
ac 
"°a IT x=L 
3C i 
r^=0 " (31) 
^i | r^=R^ ""a '  (3%) 
I t  has been assumed in-der iv ing these equat ions that  mixing is vigorous 
in the upper and lower chambers.  In most model der ivat ions,  mass 
t ransfer resistance between the gas and the pel let  faces are assumed to 
be negl ig ib le and Equat ion (29) and Equat ion (30) reduce to 
S •  Cs|x.O (33) 
x=L (34) 
In i t ia l ly ,  the gas concentrat ions are assumed to be zero throughout the 
system. 
In most works,  an impulse funct ion has been used for  the forc ing 
funct ion.  In the ear l ier  papers deal ing wi th the DWKDC, the 
concentrat ion of  the t racer was assumed to be zero once the pulse had 
been introduced over the top of  the pel let  (Gibi laro et  a^. ,  1970» 
Wakao, 1974, Dogu and Smith,  1975, 1976, Hashimoto et  a l . ,  1976, and 
C = C 
L a 
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Moffat ,  1978) .  Not unt i l  the work of  Burghardt  and Smith (1979) was 
accumulat ion of  t racer in the upper chamber included in the model.  
Once the complete mass balance in the upper chamber was included in the 
di f fusion model,  the complete moment expressions could be der ived and 
the errors associated wi th neglect ing terms in the model could be 
analyzed (Burghardt  and Smith,  1979)• 
When the ef fect ive di f fusiv i ty in the macropores is  the only 
parameter to be determined, the DWKDC has a d ist inct  advantage over 
packed columns s ince Dg appears in the expression for  the f i rst  moment 
instead of  in the expression for  the second moment.  For a non-
adsorbing, non-react ing system, Dg is  the only unknown parameter in the 
expression for  the f i rst  moment.  However,  when adsorpt ion processes 
include the parameter Kg^g, th is parameter a lso appears in the 
expressions for  the f i rst  moment.  
For var ious combinat ions of  adsorpt ion and react ion in a pel let  
containing a unimodal pore structure,  Dogu and Smith (1976) present 
f i rst  and second moment expressions which contain the react ion rate and 
adsorpt ion parameters.  React ion rates and adsorpt ion parameters have 
been determined using moment analysis of  CRC obtained from a DWKDC 
(Ozan and Dogu, 1981, and Dogu et  aj^. ,  1986) .  For a system with 
bidispersed pores,  wi th no react ion or adsorpt ion,  Dj  appears in the 
expression for  second moments (Hashimoto et  ^ . ,  1976) and Dj  values 
have been determined using a DWKDC by Dogu and Ercan (1983) and Dogu et  
a_[.  (1987).  
Al though the method of  moments appears ideal  for  determining rate 
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parameters when analyzing resul ts obtained from the DWKDC, there are 
problems. Since f i rst  moments are used for  determining rate 
parameters,  these values must be determined fa i r ly  accurately.  One 
problem is to proper ly account for  the dead-t ime correct ions for  the 
f low of  gases to and f rom the di f fusion cel l .  For short  d i f fusion 
t imes, these correct ions can be a s igni f icant part  of  the measured 
f i rst  moment and thus decrease the precis ion of  the calculated 
di f fusiv i ty value (Ramachandran and Smith,  1978).  As was stated 
before,  the moment method is  sensi t ive to noise and dr i f t  of  the 
detector and th is can s t i l l  be a problem for f i rst  moments when 
exper iments are performed which push the detect ion l imi ts of  the 
system. 
k .  Di f fusion- l imi ted gas-sol id react ions 
Since the react ion rate of  the ZnS roast ing react ion,  at  elevated 
temperatures,  is  l imi ted by the di f fusion of  gases through the ZnO 
product layer,  there are react ion models that  wi l l  a l low one to make 
est imates of  Dg values for  the product layer.  i f  the model used 
approximates the actual  exper imental  condi t ions,  conversion-t ime data 
can be used to est imate the Dg values. Since the product layer is  ZnO 
instead of  ZnS, d i f fusiv i t ies obtained by th is procedure can not be 
compared to the values obtained in th is study. I f  a ZnO sample had 
been mounted for  analysis in a DWKDC, the Dg values obtained could be 
compared to those obtained from react ion model analysis.  
Levenspiel  (1972, pp.  364-366) presents the ideal ized case for  an 
unreacted core model for  spher ical  part ic les of  unchanging s ize for  
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which d i f fusion through the ash layer controls the overal l  rate of  
react ion.  Since the speci f ic  volumes of  ZnS and ZnO are s imi lar ,  th is 
model may be an appropr iate approximat ion of  the physical  process. 
Assuming that  the shr inkage of  the unreacted core of  ZnS is  much s lower 
than the f low rate of  O2 to the unreacted core,  and that  the rate of  O2 
t ransfer to the core can be descr ibed by an ef fect ive di f fusiv i ty,  the 
t ime since the beginning of  the react ion can be related to conversion 
by 
'^rxn ' 6(2/3)0 C. ^ ^^ 
•  ® "2 
where = time since the beginning of the reaction, 
Pp = apparent density of the ZnO product layer, 
X^ns = conversion of ZnS, and 
= concentration of 0^ outside the pellet. 
The f ract ion 2/3 is  from the stoichiometry of  Equat ion (2).  By 
monitor ing the weight change of  the react ing part ic le or the SO2 
product ion,  wi th t ime, conversion-t ime data can be obtained and an 
ef fect ive di f fusiv i ty calculated. 
Al though the model is  s imple,  Gorkarn and Doraiswamy (1971) found 
exper imental  t ime-conversion data f i t  wel l  to the previously descr ibed 
model when mass t ransfer resistance through a stagnant layer of  gas was 
incorporated into the model.  In a subsequent paper,  Gorkarn and 
Doraiswamy (1972) state that  the Dg values obtained by taking a piece 
of  the product layer and analyzing i t  in a WKDC were d i f ferent than the 
values obtained when the product layer was crushed and pressed into 
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pel lets that  were analyzed in the WKDC; even when the total  porosi ty 
of  the pel lets was the same. This showed that  d i f ferent Dg values 
could be obtained for  the same system when pel lets were prepared using 
di f ferent procedures.  
5.  Other methods 
Some other methods for  determining Dg values are,  as coined by 
Biswas et  (1986),  the batch reservoir ,  the f low through reservoir ,  
and the inf in i te reservoir  techniques. Al though these are al ternate 
techniques for  determining Dg values, they are not used as f requent ly 
as the previously ment ioned procedures and so wi l l  be discussed only 
br ief ly.  
In the batch reservoir  method, porous pel lets are introduced into 
a wel l -st i r red,  constant volume apparatus.  A known amount of  sorbate 
gas is  in jected into the apparatus and the gas concentrat ion in the 
vessel  monitored per iodical ly throughout the course of  the exper iment.  
By knowing the pel let  s ize,  the geometry of  the vessel  and the t ime 
history of  the gas in the apparatus,  the ef fect ive di f fusiv i t ies for 
the system can be calculated (Ma and Lee, 1976).  
The f low through reservoir  technique was developed by Frost  
(1981).  The author suspended zeol i te part ic les in a wel l -mixed, known-
volume chamber.  The zeol i te part ic les were equi l ibrated wi th a gas 
stream of  known composi t ion before a step change in the in let  gas 
concentrat ion was made. By monitor ing the gas composi t ion f lowing from 
the reservoir  and by knowing the composi t ion of  the in let  gas stream, 
the uptake of  gas by the zeol i te part ic les could be inferred and the 
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dif fusiv i ty of  the gas into the part ic les could then be calculated. 
The inf in i te reservoir  technique is  more commonly known as a 
sorpt ion-balance technique. A sample of  a powder or  a pel let  is  placed 
in a micro-,  or  quartz-spr ing,  balance and the sample e i ther held under 
vacuum or equi l ibrated with a gas of  known composi t ion.  Af ter  
equi l ibrat ion,  the sample is  exposed to a step change in gas 
concentrat ion and the sample's weight change is  monitored as a funct ion 
of  t ime. By comparing the exper imental  sorpt ion curve to the 
theoret ical  sorpt ion curve, a d i f fusiv i ty can be calculated. Ruthven 
and Loughl in (1970 discuss the problems in calculat ing Dg values in 
molecular s ieves when using an equivalent spher ical  d iameter,  instead 
of  including the shape and s ize distr ibut ion of  the crystals into the 
calculat i  ons. 
C. Analysis Methods for  Calculat ing Effect ive Oif fusiv i t ies 
Two s imi lar  papers,  by Ramachandran and Smith (1978) and Smith 
(1984),  d iscuss the di f ferent procedures for  analyzing t ransient 
responses of  d i f ferent contact ing devices.  The analysis procedures are 
grouped into four c lassi f icat ions:  I )  moment methods, 2) curve f i t t ing 
in the t ime domain,  3) f i t t ing in the frequency domain,  and h) f i t t ing,  
or t ransfer funct ion f i t t ing,  in the LT domain.  Curve f i t t ing in the 
t ime domain can be appl ied to non- l inear processes, but  the other 
procedures are l imi ted to l inear processes. The ar t ic les discuss the 
meri ts and disadvantages of  the four analysis procedures.  Wakao and 
Kaguei  (I982, pp. 1-71) d iscuss the use of  these di f ferent procedures 
and are strong supporters of  determinat ions performed in the t ime 
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domain.  Before the analysis procedures are presented, modif icat ions of  
the exper imental  data must be discussed since the data are modif ied by 
performing data analysis.  
When exper imental  data for  a dynamic response curve are obtained, 
a certain amount of  noise is present and dr i f t  in the basel ine of  the 
data can severely af fect  the value of  parameters inferred from analysis 
of  the response curve. Before analysis of  th is response curve is 
performed, the raw data are modif ied to account for  the fact  that  a 
non-constant value of  the basel ine was obtained. For the types of  
forc ing funct ion inputs descr ibed previously,  the models of  these 
dynamic processes approach steady-state condi t ions as t ime goes to 
inf in i ty,  but exper imental  data col lect ion is performed over a f in i te 
t ime interval .  This t runcat ion of  the exper imental  data set  can also 
af fect  the parameters determined from data analysis.  Some of  the 
procedures used in the l i terature for raw data modif icat ion wi l l  be 
discussed below and the raw data modif icat ions done In th is work are 
descr ibed in the Theory sect ion.  
MacDonald and Habgood (1972) d iscuss the modif icat ion procedure of  
the response curves they obtained from a packed column of  zeol i te 
part ic les.  The basel ine value used for  the CRC was twice the hal f -
width of  the noise band above and below the average basel ine value. 
Moments were calculated using basel ine values that  were above the 
previously descr ibed basel ine by using a new base l ine that was 0.5% of  
the value of  the maximum peak height.  Consistent second moments were 
obtained using th is procedure s ince the basel ine was establ ished above 
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the noise in the ta i l  of  the CRC. Schneider (1987) used a s imi lar  
procedure and band widths of  0.25. 0.5,  1.0,  and 2.0% of  the peak 
maximum value were used. Second moments calculated th is way were 
always less than the theoret ical  values obtained in the analysis of  the 
problem. 
Sater and Levenspiel  (1966) modify the ta i l  of  their  response 
curve to el iminate the problems associated wi th s ignal  noise.  I t  was 
assumed the the response of  their  data should decay exponent ia l ly  and 
th is assumption was used to modify and extend their  exper imental  data.  
By p lot t ing the exper imental  data to the r ight  of  the maximum of  the 
CRC versus t ime on semi- logar i thmic paper,  a straight l ine was drawn 
through the data,  extrapolated beyond the end of  the data,  and the 
equat ion for  th is l ine was used to generate the data for  the ta i l  
sect ion of  their  CRC. This data modif icat ion procedure gave negat ive 
values for  posi t ive parameters when used by Gomezplata and Brown 
( 1 9 6 8 ) .  
Curl  and McMil l ian (1966) used a procedure s imi lar  to that  of  
Sater and Levenspiel  when they modeled their  CRC by breaking i t  up into 
two parts:  the f i rst  part  being an impulse funct ion and the second 
part  being an exponent ia l  decay. Skopp (1984) presents a procedure for  
determining the opt imum truncat ion t ime: the t ime af ter  which the 
exper imental  data are t runcated. The author suggests using a t ime 
domain model,  which is  a funct ion of  the moments,  to generate the data 
values for  the t ra i l ing data values of  the response curve. Gomezplata 
and Brown (1968) p lot ted the natural  logar i thm of t ime versus chart  
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def lect ions of  their  recorder and used th is straight l ine to f i t  the 
data:  even though th is p lot  had no theoret ical  foundat ion.  Data 
modif icat ions procedures such as these are to be avoided s ince the 
exper imental  data are made to match the model for  the system instead of  
developing a model for  the system which can explain the exper imental  
data.  Schneider (1987),  Hsiang and Haynes (1977) i  and MacDonald and 
Habgood (1972) looked at  model ing a CRC as a Gaussian d istr ibut ion.  
The model ing of  a CRC as a Gaussian curve was not  very successful  s ince 
the CRC only approaches a Gaussian shape in the l imi t  as d i f fusion and 
dispersion go to zero (Haynes, 1975)• 
1.  Moment methods 
The greatest  advantage of  using exper imental  moments for  
determining rate parameters is  that  exper imental  moments are 
computat ional ly very easy to calculate.  Af ter  the CRC is  obtained, 
exper imental  moments are calculated using Equat ion (10).  Theoret ical  
moments,  calculated using Equat ion (12),  show the var ious contr ibut ions 
made by the rate parameters to the overal l  moment expression. The 
disadvantage of  the moment procedure is  that  the ta i l  of  the response 
curve, the region wi th the least  accurate data,  is  weighted the 
heaviest  in the exper imental  moment calculat ion.  The method of  using 
weighted moments,  where a decreasing exponent ia l  weight ing factor is  
included in the calculat ion of  the exper imental  moment,  was f i rst  used 
by Mixon et  aj^.  (1967) and the def in i t ion of  the weighted moment Is  
shown in Equat ion (40).  This procedure reduces the heavy weight ing of  
the ta i l  of  the exper imental  data,  but the new problem of  p icking the 
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opt imum value of  the term in the exponent ia l  weight ing factor,  p,  is  
generated. Examples of  empir ical  methods for  picking values of  p are 
shown by Anderssen and White (1971)• 
Once exper imental  moments are calculated, several  procedures are 
avai lable for  determining Og when using a DWKDC. The f i rst  procedure 
is  to equate the f i rst  moment expression to the corrected exper imental  
moment:  the value of  the exper imental  moment adjusted for  the lag-
t imes for  gas f lows to and f rom the di f fusion cel l  and adjusted for  the 
sample in ject ion t ime as shown in Equat ion (101).  In the absence of  
adsorpt ion and react ion,  Dg is  the only parameter in the equat ing of  
the moments and i ts  value can be calculated. Dogu and Smith (1975» 
1976) and Wang and Smith (I983) used th is procedure for  several  moments 
obtained at  d i f ferent f low rates and var ied Dg to minimize the sum-of-
squares error between the theoret ical  and corrected f i rst  moment 
express i  ons. 
Another procedure that  is  s imi lar  to calculat ing Dg values by 
equat ing theoret ical  and corrected exper imental  moments is  to repeat 
the previously descr ibed procedure for  the l imi t ing case of  F j  and F|_ 
going to inf in i ty.  The f i rst  theoret ical  moment for  th is case is  
designated as and is  given by,  in the absence of  adsorpt ion and 
react ion,  
L^e 
M 6 D 
e 
^  .  (36) 
The procedure used for  obtaining an est imate of  the l imi t ing 
exper imental  moment is  to plot  the exper imental ,  or  corrected 
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exper imental ,  moment versus F|_,  at  constant Fj ,  and est imate an 
exper imental  value of  f i ]  f rom the extrapolat ion of  the plot  to 
inf in i te lower f low rate.  The extrapolat ion of  th is plot  gives 
uncertainty to the l imi t ing value obtained and does not take into 
account f low rate dependence of  the propert ies in the upper chamber.  
A th i rd way to use exper imental  moments is  to calculate the 
di f ference in f i rst  moments for  two pel lets of  d i f ferent lengths run at  
the same exper imental  condi t ions.  I t  is assumed in th is method that  
the di f ference in the moments is  caused by the interact ion of  the 
t racer in the length of  a pel let  equal  to the di f ference in lengths 
between the two pel lets.  First  moments calculated using th is procedure 
are denoted as A/U] •  Dogu et  (1986) and Dogu et  aj^.  (1987) have 
combined th is and the previous procedure for  calculat ing Dg. The M i» 
moments are obtained for  two d i f ferent length pel lets and are 
subtracted from one another and are denoted AjU]» 
The problem with using the method of  moments,  as ment ioned before,  
is  that  the calculat ion of  the moment value is af fected by errors in 
data in the ta i l  of  the response curve. Just  as exper imental  second 
moments are less rel iable than f i rst  moments,  f i rst  moments become less 
rel iable than zeroth moments when noise and dr i f t  of  the response curve 
increases; th is problem is encountered when low concentrat ions of  the 
t racer are being detected in exper iments where long pel lets are being 
used or low concentrat ions of  the t racer gas are used in the in jected 
samples.  The calculat ions of  moments by equat ing theoret ical  and 
corrected exper imental  moments suf fers from the disadvantage of  having 
32 
to make accurate est imates of  the lag-t ime correct ions for  the 
exper imental  moments.  For short  pel lets,  th is correct ion can be a 
s igni f icant port ion of  the measured moment.  Di f ference- in-moment 
procedures appear to remove th is problem, but the extrapolat ion of  
moments to inf in i te f lows is s t i l l  quest ionable.  
2.  Curve f i t t ing in the t ime domain 
In th is procedure,  parameters are determined by the matching of  
exper imental  response curves wi th theoret ical  concentrat ion-t ime 
curves. I f  an analyt ical  solut ion to the problem is avai lable,  
parameters can be var ied in the model unt i l  the error between the model 
and the data is  minimized. I f  an analyt ical  solut ion is not avai lable,  
numerical  integrat ion of  the conservat ion equat ions is  necessary to 
obtain a t ime-domain est imate of  the model.  For mult ip le or complex 
conservat ion equat ions,  s igni f icant computat ional  ef for t  may be 
required, as in the case of  d i f fusion and adsorpt ion in packed columns 
(Tan, 1986).  The advantages of  t ime domain f i t t ing is that  theoret ical  
and exper imental  data can be compared for  any point  on the response 
curve: use of  the ent i re response curve is  not necessary.  This 
procedure is  super ior  to the moment method s ince the t ra i l ing data 
values can be el iminated from the data analysis procedure.  Analyt ical  
solut ions for  the OWKDC are avai lable (Dudukovic,  1982, and Do and 
Smith,  1984),  and t ime domain f i t t ing procedures for  obtaining Dg 
values using these solut ions can be performed. 
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3. Fi t t ing in the frequency domain 
Parameter f i t t ing in the frequency domain is  performed by 
t ransferr ing exper imental  data to the frequency domain using the 
Four ier  t ransform and comparing i t  to the LT solut ion for  the process 
evaluated at  values of  s that  a l low comparisons between Four ier  and 
Laplace t ransforms. The comparisons may be performed at  a set  number 
of  d iscrete frequencies and parameter determinat ions then performed by 
minimizing the error between the model and the data.  Al though the 
transforms of  the data,  which are In the complex number domain,  may be 
compared by more than one way (Anderssen and White,  1970, and Gangwal 
et  a l . ,  1971) the procedure used by Hays et  (1967) and Clements 
(1969) is  equivalent to minimizing the sum-of-squares error in the t ime 
domain between the exper imental  data and the model.  This procedure is  
used and descr ibed in the Theory sect ion of  th is work.  
An advantage of  th is procedure is  when the LT solut ion of  a set  of  
equat ions can be obtained, but  an analyt ical  solut ion in the t ime 
domain has not yet  been obtained. In th is case, the sum-of-squares 
error in the t ime domain can s t i l l  be calculated without having the 
analyt ical ,  t ime domain solut ion.  The F FT Is a very ef f ic ient  
procedure used to transform discrete data to and from the frequency 
domain and exper imental  data are transformed at  f ixed frequencies which 
are determined by the number of  data points in the data set  and the 
total  t ime interval  of  data col lect ion.  The re lat ionship between the 
LT and the FFT, as shown in the Theory sect ion,  al lows the inversion of  
the LT model f rom the frequency to the t ime domain and comparison 
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between the exper imental  data and the model may be v isual ized. 
A d isadvantage of  parameter determinat ions in the frequency domain 
is  that  parameter opt imizat ion rout ines require funct ion evaluat ions of  
the LT solut ion to est imate der ivat ives of  the funct ions and that  a 
s igni f icant number of  funct ion cal ls may be needed. Since for  each LT 
funct ion evaluat ion,  the funct ion must be evaluated at  a l l  f requencies 
of  the t ransform, computat ional  ef for ts may become relat ively large 
when a large number of  data points are used. The IMSL (1982) funct ion 
minimizat ion rout ine ZXMIN was used in th is work for  minimizing the 
error between the model and the exper imental  data.  The bulk of  the 
computat ion t ime for  determining the model parameters in th is study was 
spent evaluat ing the LT solut ion to the model at  the frequencies 
required by the F FT; however,  the advantage of  th is procedure over the 
method of  moments is  that  the parameter values determined in th is study 
were less sensi t ive to noise and dr i f t  in the ta i l  of  the response 
curves obtained. 
4.  Transfer funct ion f i t t ing 
Transfer funct ion f i t t ing is where the LT solut ion,  or t ransfer 
funct ion,  for  a process is  evaluated at  d iscrete values of  the LT 
var iable,  s,  and compared to the exper imental  data transformed 
numerical ly to the LT domain using the def in i t ion of  the LT. This 
procedure may be done for  several  values of  s,  but  some rat ional  choice 
of  these s values must be made. Ostergaard and Michel  sen (I969) have 
appl ied th is procedure to parameter determinat ions for  the plug f low 
dispersion model and Hopkins et  a l .  (1969),  and Michel  sen and 
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Ostergaard (1970) examine the opt imum size range of  s to be used. The 
advantage of  th is procedure is  that  the ta i l  of  the response curve is 
not weighted as heavi ly as i t  was in the moment method and requires 
less computat ional  ef for t  than f i t t ing in the frequency or t ime domain:  
the disadvantage is having to just i fy the choice of  s used for  the 
computat ions.  As wi th weighted moments,  d i f ferent values of  the 
weight ing parameter weight d i f ferent parts of  the response curve 
unequal ly,  and consistent procedures for  determining the opt imum values 
of  the weight ing factor are not developed or even desired since other 
procedures may be used. 
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I I I .  THEORY 
A. Defini t ions and Relat ions 
1.  Moments and the Laplace t ransform 
Moments,  or  stat ist ical  moments,  are a set  of  descr ipt ive 
constants of  a d istr ibut ion which are useful  for  measur ing i ts  
propert ies;  they are def ined as an integral  of  a d istr ibut ion 
funct ion.  For C ( t ) ,  the n^^ moment,  absolute moment,  and central  
moment about the mean, are m^, and respect ively,  and are 
related, as shown by Kendal l  and Stuart  (1977).  by 
m = / C(t)t"dt, 
0 (37) 
(38) / niQ, and 
""  "  ^ 0^ °  "9) 
Simi lar  def in i t ions exist  for  moments weighted wi th the weight ing 
factor exp(-pt) .  These moments wi l l  be referred to as weighted moments 
and they are def ined by 
%(P) = C(t)exp(-pt)t"dt, (40) 
%(P) = m^(p) / m^Cp), and (41) 
1 "  
" in^(p) Q C(t)exp(-pt) (t - ti^(p))"dt. (42) 
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Moments of  C ( t )  can be related to the LT of  C ( t ) .  The def in i t ion 
of  the LT is  given by 
LT[C(t)] - C(s) = / C(t)exp(-st)dt, (43) 
and is  equal  to mg (p) evaluated at  p = s.  The re lat ionship between 
weighted moments and the t ransfer funct ion for  a system are shown in 
Wakao and Kaguei  ( I982).  The inverse LT is  given by the Mel l in 
inversion integral  as 
-1 - 1 
C(t) = LT [C(s)] - ^ C(s)exp(st)ds (44) 
Y-i" 
where 7 is  the exponent ia l  order of  C ( t ) ,  and C(s) is  related to 
moments by 
"n = "S . and by 
ds (45) 
s->-p n • (46) 
m (p) = (-1)" ^ C(8) 
n H
for  weighted moments.  
Moments of  the LT solut ion of  C ( t )  for  the lower chamber of  a 
DWKDC wi l l  be subscr ipted wi th the let ter  L.  Moments obtained using an 
impulse funct ion,  a square wave pulse,  or bypass data wi l l  be 
subscr ipted wi th an I ,  S, or  B, respect ively.  The moments that  are not 
obtained using an impulse forc ing funct ion are related to the moments 
obtained when using an impulse funct ion by 
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^ILS = " iL i  + t in j  /  2,  (47) 
^ZLS "  ^ 2L1 "*"  ^ in j  /  
00 CO 
)ji = W.,T + f F(t)tdt / / F(t)dt, and (49) 
ILB ILI g 0 
"LB = "k l  + <« -  " iLB -  (5°) 
The second absolute moments can be calculated from 
•*21,3 • W^ LS + "ILS' 
"ZLB "  "ZLB " iLB* 
Subscr ipts wi l l  be deleted from the moments when their  meaning is  c lear 
in the context  in which they are used. The modify ing terms "absolute" 
and "central  moment about the mean" wi l l  not be speci f ied when ta lk ing 
about moments in general  terms. 
2.  The Laplace, Four ier ,  and d iscrete Four ier  t ransforms 
The fast  Four ier  t ransform, FFT, is  just  a very ef f ic ient  method 
of  calculat ing the discrete Four ier  t ransform, OFT, of  C(t)  .  The OFT 
of  a set  of  N equal ly spaced data points wi th t ime spacing At ,  and i ts  
inversion formula,  are given by (Br igham, 1974) 
N—1 
C(f. = k/T) = DFT[C(t)] = E C(jAt)exp(2nijk/N), and (53) 
j=0 
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1 — 1 _ 
C(kAt) = DFT"^[C(f^)] = ^  E C(f^)exp(-2nljk/N), (54) 
for  k=0,1,2, . .  .N-1,  i  = and T = NAt.  The DFT approximates the 
integral  
_ N 
C(f.) % ; C(jût)exp(2ïïljk/N)dj. (55) 
^ 0 
I f  the funct ion C(t)  is  zero outside the interval  [0,T] ,  the LT, the 
Four ier  t ransform, FT, and the DFT are related by 
_ T 
LT[C(t)] = C(s) = / C(t)exp<-st)dt, (56) 
0 
_ T 
= FT[G(t)] = C(w) = f  C(t)exp(2Triwt)dt, (57) 
0 
N 
= At f  C(jAt)exp(2TrijwAt)dj, and (58) 
0 
__ N-1 
Z At C(f.) = At Z C(jAt)exp(2nljk/N). (59) 
j=0 
when s = S|^ = -27r ik/T and w = f^  = k/T for  k=0,1,2, . . .  ,N/2.  For k > 
N/2,  the LT of  a funct ion does not agree wi th th is def in i t ion of  the 
DFT due to the symmetry re lat ion of  the DFT for  a real  sequence. The 
symmetry of  the transforms dictates 
C(f j^  = (N+2-k)/T) = C*(f j^  = k/T),  for  k = 2,3,4 N/2,  (60) 
where *  denotes conjugat ion.  
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B. Composi te Media Dynamic Wicke-Kal lenbaci i  Di f fusion Cel l  Model 
Or ig inal ly the model used for  d i f fusion, wi thout adsorpt ion,  in 
the DWKDC was based on the equat ions presented by Burghardt  and Smith 
(1979) wi th the Impulse funct ion replaced by the general  forc ing 
funct ion,  F ( t ) .  Exper imental ly,  I t  was discovered that  the calculated 
value of  Og decreases as the distance between the t racer dispersion 
cone and the pel let  increased. I t  was conjectured that  th is decrease 
was the resul t  of  incomplete mixing in the upper chamber volume of  the 
di f fusion cel l  and that  stagnant pockets of  gas were present.  
To t ry and model the ef fect  of  incomplete mixing in the upper 
chamber,  the upper chamber volume, less the cone volume contr ibut ion,  
was broken-up into two parts.  The upper part  of  the region was a 
region of  Ideal  mixing. The second part  was a region of  stagnant gas 
and mass t ransfer through th is region, f rom the wel l -mixea part  to the 
top face of  the pel let ,  occurred by bulk d i f fusion. The quant i ty 
"FRACTM" is  def ined as the f ract ion of  upper chamber volume, less the 
cone volume, that  is  wel l -mixed, and var ies from 0 to 1.  
The extension of  the equat ions given by Burghardt  and Smith 
(1979),  to include the two regions of  d i f ferent porosi t ies and 
d i f fusiv i t ies was straight- forward; al though, the algebra became 
tedious. The d i f ferent ia l  equat ions used to model the problem are 
1 9x x=0'  (61) 
3C 
a t  
1 % 
2 ' 
0 < X < L 1 (62)  
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yt "  :  r  "  ^ 2 —r » L < x < L ces) 
2 9x^ ^ 8x ^ 2 
BC^ 9C, 
^Lgt ~ ^L^L ~ 3x x=L2'  (64) 
where = distance between the well-mixed chamber and the top of 
the pellet, 
Lg = distance between the well-mixed chamber and the bottom 
of the pellet, 
^1 ~ D^/e^, and 
^2 ^2^^2' 
The subscr ipts refers to propert ies in media 1,  the stagnant gas 
region, and media 2,  the pel let .  For media 1,  = 1,  but  the 
var iable is  lef t  in the equat ion for  general i ty.  For media 2,  D2 = Dg 
and $2 = Cp. The length of  the pel let  is  L2 -  and for  = 0,  the 
problem reduces to that  of  Burghardt  and Smith (1979) for  F ( t )  = 
«6 (t) . 
The boundary condi t ions used are 
^1 = Cy at X = 0, (65) 
^1 = Cg at X = L^, (66) 
3Ci BCg 
"°l"9ÏÏ ^2dT at X = L ,^ and (67) 
S " at X = Lg. (68) 
Al l  concentrat ions in the system are assumed to be zero at  t ime zero.  
1*2 
The problem formulat ion is s imi lar  to that  done by Lee ( I98O)  for  
d i f fusion in a double- layered catalyst  pel let ;  al though, the author 
neglects accumulat ion in the upper chamber by using Cj  = Mô ( t ) .  
Deviat ing s l ight ly from the solut ion procedure out l ined by Ozis ik 
(1980, pp. 294-303) by using Laplace t ransforms, the solut ion to the 
problem is 
1=1,2, (69) 
(j)j,(x) = sinh(^^x), 1=1,2, and (70) 
e^(x) = cosh(^^x), 1=1,2, (71) 
2 
where = s/A^ for 1=1,2. 
The solut ion procedure for  obtaining C|_ = C2 (x=L2) Is  out l ined in 
Appendix A. An a l ternate form of  the the equat ion for  Cl that  Is used 
in the computer program in Appendix C is  equivalent to 
[C^/F(s)]"^ = [P^CCi + CC2/P3^]sinh(M^P^) + CC^coshCM^P^)], (72) 
„  [AMj(v/+Fj_)slnh(MiPp+CV„V;^Z^+(V„Fj_+Vj^F„)Z+F„F^/Z)cosh(MiPi)  ] ,  
°Ci  
[A „/M, (V,,Z^+F.,) slnh (M P )+(M„^Z) cosh (M, P, ) ] 
CC " p » ' and (74) 
2 Fy Mg 
CC3 = [  [(VyVj^/E^)/MgZ3+(AM2Mg+/^/Mg (V^F^+F^V^) )Z+(F^F^)/E^/M^/Z]sinh(M^P^) 
+ [Mg ( (Vy+Vj^)Z^+(Fy+Fj^) ] cosh (M^P^) ], 
where 
(76) 
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(77) 
(78) 
Z = (s)^/^,  and (79) 
?! .  1/(0,)  1/2 (80) 
C. Ef fect ive Di f fusiv i ty Calculat ions Using the FFT 
1.  Modif icat ion of  exper imental  data 
Exper imental  data were col lected at  a f ixed sampl ing rate of  7-5 
Hz and 256, 512, or  1024 data points were col lected. These col lected 
data sets contained noise and were subject  to dr i f t  in the ta i l  of  the 
response curve. The modif icat ion of  the data is to account for  a non­
zero basel ine in the ta i l  of  the col lected data.  Basel ine and zeroed 
t ra i l ing data values are obtained as descr ibed below. Al l  data 
manipulat ions are performed by the computer program found in Appendix 
C. 
The raw exper imental  data had the opt ion of  being smoothed using 
the cubic- interpolat ing,  nine-point  smoothing rout ine determined by 
Savi tzky and Golay (1964).  Smoothing of  the complete data sets was not  
done s ince th is had some inf luence on the value of  Dg calculated. 
To e l iminate the non-zero basel ine of f -set ,  the value of  the last  
50 data values of  the data set  were summed and the average value 
subtracted from al l  data values in the set  to roughly establ ish a 
t ra i l ing basel ine value of  zero.  Af ter  determining the peak maximum, 
the maximum value in the data set ,  a t runcat ion point  was determined. 
The t runcat ion point  is  the point  af ter  which a l l  t ra i l ing data values 
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are set to a value of  zero.  
In determining the t runcat ion point ,  two of  many opt ions are 
avai lable for  use in the program. One procedure is  to zero a l l  the 
data values in the ta i l  of  the data set  af ter  reaching the f i rst  data 
value, or  i ts  average value determined by the nine-point  smoothing 
rout ine,  that  is  less than some selected percentage of  the peak maximum 
value. Another opt ion is to zero a l l  t ra i l ing data values af ter  a 
f ixed col lect ion t ime. The second procedure was chosen s ince the 
values of  Dg obtained using th is procedure were less sensi t ive to noise 
and dr i f t  in the t ra i l ing data values. A d i f ferent procedure was t r ied 
which was based on zeroing data values af ter  a certain percentage of  
the area under the curve had been obtained. This procedure was 
extremely sensi t ive to dr i f t  in the ta i l  of  the response curve and was 
quickly abandoned. 
Af ter  the t runcat ion point  was determined, a l l  data values were 
shi f ted down by the average value of  the t runcat ion point ,  as 
determined by the nine-point  smoothing rout ine.  This prevented a sharp 
drop-of f  in the ta i l  of  the response curve and ensured a smooth 
t ransi t ion to a zero basel ine.  The data values fo l lowing the 
t runcat ion point  were zeroed as the data values in the leading edge of  
the response curve i f  they were less than zero,  or ,  i f  the values 
increased and then decreased below the basel ine.  These f luctuat ions in 
the leading edge of  the response curve were caused by a s l ight  pressure 
d i f ferent ia l  sensed by the TCD when the pulse of  t racer was in jected 
into the di f fusion cel l .  
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At th is point ,  the raw data have been modif ied and are ready for  
analysis.  I f  fewer data values than were col lected were desired for  
analysis,  the number of  data points was reduced by a factor of  two by 
picking every-other data value. This was repeated unt i l  the desired 
number of  points had been obtained. The value of  the t ime spacing 
parameter,  At ,  was increased accordingly.  The ent i re procedure could 
also be appl ied to a data set  obtained from a bypass exper iment.  
2.  Di f fusiv i ty calculat ion equat ions 
The minimizat ion cr i ter ia used to determine the best f i t  between 
the exper imental  data and the model is  equal  to the unweighted sum-of-
squares 
(W) 
where Yg(t |^)  and Y^f t^)  are the exper imental  values and the model 
resul ts,  respect ively,  evaluated at  t ime t |^ = l<At.  Using Parseval 's 
theorem for the DFT (Br igham, 1974),  equivalent sum-of-squares cr i ter ia 
in the frequency and the Laplace transform domains can be wr i t ten as 
ss^ = ssg  /  n  .  ssg /  [n(a^)2] ,  (82)  
where 
SS . "e I I  Y  ( f  )  -  Y  ( f  ) | | 2  =  < 4  +  i j  ) ,  ( 8 3 )  
j=0 ® J ' "J  j=0 
Rf = Real[7 (fj)] - Real[Y^(f^)], (85) 
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I- = Imag[Y (f )] - Imag[Y (f.)], 
s J m J 
(86) 
R = Real[Y (s )] - Real[Y (s )], 
o J, "J  lU J (87) 
I = Imag[Y (s )] - Imag[Y (S )], 
o .  c J m J (88) 
f j  = j / I ,  j  = 0,1,2 J •  •  •  > N-1, and (89) 
Sj = -2ïïij/T, j = 0.1,2 N/2. (90) 
The sum-of-squares computed in the program found in Appendix C is  that  
shown in Equat ion (84).  
The f low diagram in Figure 2 shows how the exper imental  data and 
the model are compared. The concentrat ion of  gas leaving the bottom of  
the di f fusion cel l  is  detected, ampl i f ied,  and converted to discrete 
digi ta l  data.  The d iscrete data are then converted to the frequency 
domain v ia the FFT and scaled by àt to convert  them to the LT domain.  
The model is  evaluated at  s = s j  and mult ip l ied by a scale factor,  SF, 
to account for  the scal ing of  the gas concentrat ion by the TCD. The 
sum-of-squares is  then calculated using Equat ion (84).  
I f  the s ignal  generated by the TCD is  d i rect ly proport ional  to the 
gas concentrat ion in the detector,  then Yg ( t )  and Cg(t)  are related by 
Yg(t) = CONp C^(t) AMPjj / ATNp (91) 
where AMP^ = signal amplification for a dynamic run, 
ATNg = TCD attenuation for a dynamic run, and 
CONp = proportionality constant of TCD for a dynamic run. 
For F(t)  an impulse funct ion or a square wave, 
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Figure 2. Flow diagram for comparison of experimental data to diffusion 
model 
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SF = M CONP AMPP / ATNP. 
When F ( t )  uses the resul ts of  a bypass run, 
SF = CONG ATNG AMPP / (CONG ATN^ AMP^), 
where the subscr ipt  B appl ies for  the bypass run. Since thermal 
conduct iv i ty detectors are very sensi t ive to changes in pressure and 
gas concentrat ion,  i t  was fe l t  that  the values of  CONp or  CONg 
determined in separate cal ibrat ion exper iments could not be used for  
a l l  the runs performed. Another scal ing procedure was used. The 
seal ing used was 
SF = At \(fj=0) / C^(s^=0). 
where C,^ is  the concentrat ion predicted by the model before scal ing.  
This equates the areas of  the exper imental  response curve and of  the 
model 's response curve. 
The i terat ion parameters chosen to minimize Equat ion (84) were P^ 
1 /2 
= 1 /  (Dg),  P2 = t ]ag,  and i f  a cont inuous square wave forc ing 
funct ion was used, = ^ in j*  ^2 al lowed to vary to compensate for  
errors in est imat ing the lag-t ime. In the equat ion for  C|_,  D2 = Dg is  
the only unknown, i t  was found that  when working wi th the minimizat ion 
procedure,  i t  was easier to work wi th P^ than wi th Dg. 
As wi th the method of  moments,  i t  was necessary to correct  the 
model for  the dead volumes between the GC valve and the top of  the cel l  
and between the bottom of  the cel l  and the TCD. The lag-t ime 
correct ion,  assuming plug-f low in the l ines,  for  a dynamic run, t jggj ,  
(92) 
(93) 
(94) 
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I s 
^lagd " ^DU ^ ^DL ^ ^L' 
where = upper dead volume, and 
= lower dead volume. 
The terms Vj  /  Fy and V|_ /  F|_ do not appear in the lag-t ime correct ion 
since they are already included in the model ing of  the di f fusion cel l .  
For the method of  moments,  the lag-t ime parameter,  is  computed 
us i  ng 
t. = t. , + t. . / 2. (96) 
lagm lagd inj 
The expression used for  the solut ion to the model,Y^fs j ) ,  which 
includes the lag-t ime parameter P2, is  given by 
Y (s.) = SFexp(-s P_)C , (97) 
ni J J 6 j_, 
where is  obtained from Equat ion (72).  Using th is form for Y^(sj)  
and Equat ion (41) for  SF, the forc ing funct ion becomes normal ized; 
F(Sj) = 1 impulse function, (98) 
F(Sj) = [1 - expC-SjPg)] / (SjPg) square wave function, and (99) 
_ T 
F(s,) = At DFT[F(t)]|f n / / F(t)dt bypass function. (100) 
^ I j  0 
In i t ia l  est imates for  P2 were determined from Equat ion (95).  
In i t ia l  est imates of  Dg were obtained using the method of  moments and 
were determined by solv ing Pj^ l  f rom Appendix A, wi th «= 0 ,  for  D2 = 
Dg. The corrected est imate of  M] l i» W]LC' obtained from the f i rst  
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moment of  the exper imental  data,  M i le^ is  
^ILC "  ^ ILE "  ^ lagm' 
and Dg is  given by 
"e °  [-*2 + /  [2Aj^ l ,  
Ai  = -  A^"p -  A(Vu + • "-03) 
(102) 
A2 -  'u.c% - /  2 -  ' •«VL + W'  (104) 
A_ = -L?E F,,F / 6. (105) 
3 p U L 
When Pj  was used as an i terat ion parameter,  t j^ j  was f i rst  est imated 
using 
^ in j  = ^ in j  /  ^U'  (106) 
^Inj = ^GC + ^ loop (107) 
where = internal volume of GC valve, and 
^loop ~ volume of sample loop. 
The value obtained for  Vgg, by the f i l l ing and weighing of  mercury,  was 
0.198x10 ^ .  Since Vqq is  smal l  re lat ive to V^ggp, the s ize of  the 
in jected sample wi l l  be usual ly referred to by the s ize of  the sample 
loop. 
The volume of  the upper chamber is  calculated using 
"u -  "cona + (Hu'^ ' r lng'"  <=•"« 
where L , = L , - L - L , height of cone above pellet, VU ring cone' ° ' 
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^ring " lengCh Pallet holding ring, and 
^cone " depth of cone into ring. 
The f ract ional  length of  Lyy for  ideal  mixing, 1^^%, and the f ract ional  
length of  for  gas d i f fusion, 1-vuD' g iven by 
I 'VI IM "  (FI>ACIM)1^„,  and (109) 
'-vud ° (110) 
From these relat ionships,  
SuD' (111) 
= L^ + L.  . (112) 
D. Di f fusion in Capi l lar ies and Procedures for  Calculat ing 
Tortuos i t ies 
In general ,  the pore structure and d i f fusion path of  a species as 
i t  moves through a porous sol id is complex and not wel l  def ined. 
Al though models that  can predict  f luxes of  gases through porous media,  
based on measurable propert ies of  the part ic les such as porosi ty and 
pore s ize distr ibut ion,  are desired, no comprehensive models exist .  To 
c i rcumvent th is problem, some models include an adjustable parameter,  
the tor tuosi ty factor,  T.  T can be def ined as the distance of  the 
actual  d i f fusion path div ided by the distance of  the straight l ine path 
for  d i f fusion through a porous network.  Before di f fusion in a porous 
network can be discussed, an understanding of  d i f fusion in capi l lar ies 
is necessary.  
52 
1. Di f fusion in capi l lar ies 
Di f fusion in capi l lar ies has been discussed elsewhere in the 
l i terature (Youngquist ,  1970, and Satterf ie ld,  198l)  and only a br ief  
review wi l l  be presented. For uni form pressure in a capi l lary,  
d i f fusion can occur e i ther by molecular d i f fusion or by Knudsen 
d i f fusion. Knudsen d i f fusion occurs when the radius of  the capi l lary 
is of  the same order of  magnitude as the mean-free path length of  the 
di f fusing molecules.  A t ransi t ion region is def ined when both 
mechanisms for  d i f fusion are present:  th is occurs when the pore-
radius-to-mean-free-path rat io ranges f rom 0.1 to 10. 
The f lux of  d i f fusing gas A, in a b inary system A-B, is  given by 
= -D^(r) dC^/dx (113) 
where = flux of A, 
= concentration of A, and 
Dj{r)  is  the total  d i f fusion coeff ic ient  and is  given by 
1 
(114) 
where a 
Ng = flux of B, 
= binary diffusion coefficient, 
= mole fraction of A, and 
D|^^(r)  is  the Knudsen d i f fusiv i ty of  A and is  given by 
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DKA(r) = 2/3r(8RgT^y(nMa))l/2 = 97xlO"^r(Tj^/M^) (115) 
where r  is  the pore radius.  D^g can be obtained from exper imental  data 
or f rom the Chapman-Enskog equat ion (Dogu, 1986, pp.  436-439)• 
2.  Procedures for  calculat ing tor tuosi t ies 
Since the f lux is based on the cross-sect ional  area of  a 
capi l lary and the ef fect ive f lux in the porous sol id is  based on a 
cross-sect ional  area of  the porous sol id,  some adjustments are needed 
to relate the two f luxes. In porous sol ids,  i t  is assumed that  the 
rat io of  the open pore area to the total  area at  any cross-sect ion of  
the pel let  may be taken equal  to the void-volume-to-total-volume rat io:  
the porosi ty.  To account for  the sol id port ion of  the part ic le and the 
tor tuous di f fusion path the di f fusing molecules encounter,  the 
ef fect ive f lux is.  re lated to by 
G 
N = —E. N.  
^ (116) 
where N^g is  the ef fect ive f lux through the porous sol id.  Using th is 
relat ionship,  Dg is  related to Dj(r)  by 
E 
Dg = 0^0?) (117) 
Equat ion (117) is  used to calculate r  for a part icular system 
using exper imental  Dg values af ter  evaluat ing Dj(r)  at  some pore 
radius.  For a narrow pore s ize distr ibut ion,  an average cyl indr ical  
pore radius,  r^y] ,  can be calculated from a void-volume-to-surface-area 
rat io using 
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^cyl  "  ^  Vp/Sg (118) 
where = pore volume, and 
Sg = pore surface area. 
When mercury porosimetry is  used to obtain pore s ize 
distr ibut ions,  dV/dr,  the radius at  which the distr ibut ion has i ts  
largest value is designated r^ode and th is value can be used in the 
evaluat ion of  D-y ( r )  .  A volume-averaged pore radius,  r^gg^,  can be 
calculated from the mercury porosimetry pore s ize distr ibut ion using 
r r 
J. _ max max 
mean ^ / r(dV/dr)dr / / (dv/dr)dr (119) 
mln min 
where r^^^ = minimum pore radius for intrusion, and 
^max ~ maximum pore radius for intrusion. 
Wang and Smith (1983) summed-up the contr ibut ions for  Dyfr)  over 
a l l  pore s izes and calculated r  using 
" J D^(r)f(r)dr (120) 
where f ( r )dr  represents the void area in pores wi th radi i  between r  and 
r  + dr,  per total  pel let  area, f ( r )  can be thought of  as a porosi ty 
d istr ibut ion funct ion and is  related to dV/dr by 
^ (121) 
max 
where the maximum volume of  mercury intruded into the sample.  
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Wang and Smith (1983) examine a var iety of  ways of  calculat ing 
tor tuosi t ies and compare the t values obtained using the di f ferent 
procedures.  
Some of  the fo l lowing workers have developed models to predict  
tor tuosi ty factors.  Abbasi  et  aj [ .  (I983) performed Monte Car lo 
s imulat ions for  the di f fusion of  gas molecules in porous sol ids.  For 
Knudsen d i f fusion, and for  bulk d i f fusion, they obtained correlat ions 
for  T wi th-respect- to porosi ty and wi th rat io between the mean and the 
standard deviat ion of  the pore s ize distr ibut ion.  Wakao and Smith 
(1962) developed the random pore model and for  monodispersed pore 
s izes,  t reduces to gp \  Feng and Stewart  (1973) develop a model 
where,  for  an isotropic pore structure wi th no dead-ended pores,  r  = 
3. Wheeler (1955) proposed a paral le l  pore model where he def ined what 
is  considered to be the tor tuosi ty a value equal  to /2,  but for  
2 
re lat ing N^g to N*,  r  would be equal  to ( /2)  = 2.  
Satterf ie ld ( I98I ,  pp. 33"77) presents some values of  r  
determined exper imental ly and the values range roughly between 1.3 and 
7.5 wi th values greater than 10 also being reported. Tortuosi t ies 
calculated using Equat ions (117) through (121) should l ie within these 
bounds. 
IV.  EXPERIMENTAL EQUIPMENT AND MATERIALS 
A. Di f fusion Apparatus 
1.  Dynamic Wicke-Kal lenbach di f fusion cel l  and f low apparatus 
a.  D1ffusion cel l  A schematic drawing of  the di f fusion cel l  
used is  shown in Figure 3« The main components of  the cel l  are the 
upper and lower parts of  the cel l ,  a pel let  holding r ing,  and the 
t racer dispersion cone. Detai led drawings of  the di f fusion cel l ,  a 
pel let  holding r ing,  and cones A and B, are presented in Appendix B. 
The cyl indr ical  r ings used to hold the pel lets have an I .D.,  
Dping* of  25.4 mm and an O.D. of  38 .0 mm. The length of  a r ing,  L^j^g,  
var ied and lengths of  10.80, 20.03, 22.22, 30.02, and 40.06 mm were 
used. The bottom of  the r ing was f lat  whi le the top of  the r ing had a 
square groove cut  into i t  to al low an 0-r ing to f i t  between the top of  
the cel l  and the r ing.  A s imi lar  groove was cut  into the top part  of  
the di f fusion cel l .  Rubber 0-r ings wi th a 30.2 mm ( I -3/ I6")  I .D. and a 
0.938 mm (3/32")  th ickness were used to seal  the r ing between the upper 
and lower parts of  the cel l .  Four machine screws were used to jo in the 
two parts of  the cel l .  
b.  Flow apparatus A sketch of  the f low apparatus is  shown in 
Figure 4.  For a l l  the di f fusion exper iments,  99.995% pure N2 was used 
as the carr ier  and reference gas and He/N2 mixtures of  9.86, 52.5,  and 
99.995% He were used as the t racer/di f fusing gas. Separate cyl inders 
of  N2 were used for  the top and bottom f lows to the cel l  and for  the 
reference f low to the thermal conduct iv i ty detector (TCD).  In Figure 
4,  valves T5, T6, and T7 would be in posi t ions A; th is was done to 
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Figure 3. Schematic diagram of diffusion cell 
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Figure 4. Schematic diagram of Old Apparatus 
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minimize pressure f luctuat ions that might be sensed by the TCD when a 
sample was in jected into the upper chamber of  the di f fusion cel l ,  even 
though the f low from the bottom of  the cel l  is  the monitored response. 
The f low apparatus consists of  gas cyl inders f i t ted with pressure 
regulators,  a sample loop connected to a s ix-port  gas chromatograph 
(GC) sample in ject ion valve,  the stainless steel  d i f fusion cel l ,  a Gow-
Mac Ser ies $00 TCD, pressure gauges, a water f i l led manometer,  and 
rotameters fo l lowed by soap-bubble f low meters.  The analog output f rom 
the TCD was ampl i f ied by a Quasi t ronlcs,  Inc.  SA-1 Signal  Ampl i f ier ,  
converted to a d ig i ta l  s ignal  at  a rate of  7-5 Hz by a Quasi t ronlcs,  
Inc.  Q-3024 Analog-Ser ia l  Interface, and col lected by a Perkin-Elmer 
7500 Computer.  Simultaneous str ip chart  recordings were made using a 
Fisher Scient i f ic ,  Inc.  Ser ies 500 recorder operat ing at  a speed of  100 
or 200 mm/m i  n.  
c.  Old Apparatus,  New A, New B, and New C descr ipt ions Four 
modif icat ions of  the di f fusion cel l  and f low apparatus were used for  
d i f fusion exper iments.  Except for  the noted changes, the di f fusion 
cel l  was used as shown In Appendix B.  Unless stated otherwise, t racer 
dispersion cone A was used for  a l l  the di f fusion exper iments.  
The d i f fusion cel l  shown in Appendix B and the f low apparatus 
shown in Figure 4 are referred to as the "Old Apparatus".  The main 
d ist inct ion between the Old Apparatus and the other apparatus versions, 
that  wi l l  be descr ibed short ly,  is  that  the Old Apparatus contained the 
bypass valves T8 and T9. These valves were Whitey B-42XF" j -way bal l  
valves which contained considerable dead space. 
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New Apparatus A, or  New A, was a modif icat ion of  thie Old 
Apparatus.  Bypass valves T8, T9, and the bypass loop were removed f rom 
the Old Apparatus.  The tubing lengths between the di f fusion cel l  and 
the TCD were shortened. Also,  meter ing valves Ml and M were removed 
s ince they were not used to regulate f low through their  l ines.  The 
volume of  cone A was reduced to zero by f i l l ing the cone wi th DAP® '33'  
Glazing. The f low apparatus for  New A, New B, and New C, is  shown in 
Figure 5.  
New B d i f fered from New A only by i ts  reduced lower chamber 
volume, \ / [_.  For New B, the depression machined into the bottom part  of  
the di f fusion cel l  was f i l led with paraf f in.  The only volume 
contr ibut ion to V|_ was the space between the lower face of  the pel let  
and the paraf f in occupied by the compressed 0-r ing.  
New C was a modif icat ion of  New B which al lowed the spl i t t ing of  
the f low from the bottom of  the di f fusion cel l .  For spl i t  f lows, the 
tubing leading from the bottom of  the di f fusion cel l  to the TCD was cut  
and a Swagelok® SS-1F0-3GC GC union tee was instal led.  The volume of  
the tubing leading from the cel l  to the tee is  referred to as VDL in 
the program found in Appendix C, and the volume of  tubing from the tee 
to the TCD, VqltcD' referred to a VDLTCD in the program. Another 
meter ing valve,  M9, and rotameter/soap-bubble f lowmeter combinat ion 
were added to the th i rd leg of  the tee.  Addi t ional  dr ier i te columns 
and f i t t ings were added so the di f ferent t racer gas cyl inders did not 
need to be disconnected and re-connected when using di f ferent t racer 
gas concentrat ions.  
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d. Apparatus volumes The apparatus volumes are summarized in 
Table 1.  The vo lumes o f  Cone A,  the sample loop vo lumes,  V j^gp,  and V l  
for  the Old Apparatus were determined by the f i l l ing and weighing of  
mercury that  f i l led those volumes. Vggne cone A has a volume of  
"*6 ^  ~6 ~6 0.901x10 m and sample loop volumes of  0.15x10 ,  0.50x10 ,  
0.61x10 1.90x10 and 5.21x10 ^ were used. was est imated to 
be 2.004x10"^ m^. 
Dead volumes Vqu and Vp|_ for  the Old Apparatus were determined 
using a combinat ion of  mercury f i l l ings and weighings and est imat ing 
tubing volumes based on internal  tubing diameters and lengths.  The 
est imates of  Vpu and Vql for  New A, New B, and New C are considered low 
est imates s ince these volumes were based on geometr ic calculat ions.  
Mercury f i l l ings and weighings were not done due to the damaging 
ef fects mercury had on the brass f i t t ings.  
Vl  for  New B and New C was taken as the space lef t  by the bottom 
O-r ing in the cel l .  The I .D. of  a part ia l ly  f lat tened 0-r lng was 
approximately 2g .5 mm. The height of  the compressed O-r ing was 
determined by measur ing the distance between the top and the bottom of  
the di f fusion cel l  wi th and wi thout the bottom O-r ing in the cel l .  The 
th ickness was determined to be 0.80 mm which gave a value of  0.547x10 ^ 
m^ for  Vl» 
When running exper iments wi th Cone B, var ious holes which carr ied 
the upper gas f low into the upper chamber were plugged wi th glazing. 
One conf igurat ion was to al low only f low through the center hole of  the 
cone. Another conf igurat ion was to al low gas to enter the upper 
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Table 1. Apparatus volumes 
Volume X 10^, m^ 
Old 
Cone A 
New A 
Cone A 
New B 
Cone A 
New C 
Cone A 
New C 
Cone B 
BLoop 0.191 
"du 
1.631® 0 .128 0 .128 0 .128 0 .193 
0 .198 
0 .360'  
"cone 
0 .901 0 .000 0 .000 0.000® 0 .000 
2 .004 2 .004 0 .547 0 .547 0 .547 
"dl 2.101^ 0.460 0 .460 0 .140 0 .140 
"dltcd — —  — —  — 0.452 0 .452 
for the bypass run was 1.482 x 10 ^ m^ since the tube leading 
from valve T8 to the diffusion cell was bypassed. 
^Top flow only through center hole of the cone. 
^Top flow only through one side hole of the cone. 
^Top flow through all five holes in the cone. 
®Some experiments were performed with the glazing removed from the 
-6 3 
cone and a value of 9.01 x 10 m was used. 
V y for the bypass runs was assumed to be the same value for the 
DL 
bypass runs as it was for the dynamic runs even though for the 
dynamic runs included the volume of the fitting which joined valve T9 
to the diffusion cell. 
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chamber through one of  the holes near the per imeter of  the cone. The 
th i rd conf igurat ion was to remove a l l  the glazing and al low gas to 
enter the upper chamber through a l l  f ive holes.  The d i f ferent values 
of  Vqu,  based on geometr ic est imates for  these conf igurat ions,  are 
given in Table 1.  
2.  Exper imental  procedure 
For the dynamic and bypass exper iments,  f low rates and pressures 
of  gases in the sample loop, in the top and bottom f low streams for  the 
di f fusion cel l ,  and in the bypass loop, are control led by the valves 
shown in Figures 4 and 5- Valves T8 and T9, in the Old Apparatus,  
control  the f low of  the carr ier  gas streams through the cel l ,  or 
through the bypass loop. The data acquis i t ion procedure for  a bypass 
run is the same as the procedure used for  col lect ing data for  a dynamic 
exper iment.  
For the f low of  the t racer gas, the two-way valves Tl ,  T2, T3, and 
T4 in Figures 4 and 5 were in the A posi t ions so that  the pressure of  
the gas near the sample loop could be monitored by pressure gauge PGl.  
For a l l  the runs performed wi th the Old Apparatus,  Ml was completely 
opened and the f low of  the t racer through the sample loop was 
control led by valve M5. The f low through the sample loop was between 
1.0x10 ^ and 1.3x10 ^ m^/s and the pressure read from gauge PGl was 
between 167 kPa and 170 kPa (9.0 and 10.0 psig).  For New A, New B, and 
New C, the f low through the loop was between 1.3x10 ^ and 2.0x10 ^ m^/s 
and the pressure read from PGl was between 151 kPa and 158 kPa (7.2 and 
8.2 pslg).  For the di f fusion cel l  operat ing at  approximately 153 kPa 
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(7.5 psig),  a sample loop pressure of  154 kPa (7 .6  psig),  as determined 
by the in ject ion of  N2 samples,  gave a minimum pressure f luctuat ion at  
the TCD. 
For dynamic d i f fusion exper iments,  valves T5 through T9. for  the 
Old Apparatus,  and T5 through T7. for  the New versions, were in 
posi t ions A. By appropr iate adjustment of  meter ing valves M2, M3, M5, 
M6, and M9 when using New A, New B or New C, the pressure in the top 
and bottom of  the cel l ,  as wel l  as the f lows to the top and bottom of  
the cel l  and to the TCD, could be set  to their  desired values. The 
pressures in the cel l  were balanced and maintained between 148 and 156 
kPa (6.7 and 8.0 psig) for  a l l  runs. After balancing the pressures in 
the cel l ,  wi th the GC valve in the In ject ion posi t ion,  shut-of f  valves 
SI through S4 were c losed to isolate gauges PG2, PG3, and the 
manometer,  f rom the di f fusion cel l .  
For bypass exper iments performed wi th the Old Apparatus,  where the 
in jected sample bypasses the di f fusion cel l ,  valves T8 and T9 were 
switched to posi t ions B. Before the bypass runs were made, the bypass 
loop was replaced wi th a piece of  tubing of  equal  length and diameter,  
cut  in hal f  and f i t ted with a tee connector at tached to pressure gauge 
PG4. In th is manner,  the approximate posi t ions of  meter ing valves M3 
and M6, for  d i f ferent f low rates through the bypass loop, could be 
determined so that  a pressure of  approximately 15O kPa (7 psig) was 
present in the bypass loop. Once the valve posi t ions were determined, 
the or ig inal  bypass loop was re- Instal led and the bypass runs were 
conducted. Al though designated PG4, pressure gauge PG2 was actual ly 
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used when making the pressure measurements.  
Before col lect ing exper imental  pulse-response data,  the f lows 
through the apparatus were establ ished and the TCD al lowed to warm-up 
to a detector temperature of  approximately 70*C. Dur ing warm-up, the 
cel l  pressures were balanced and the f lows re-adjusted. The TCD was 
deemed ready when a near zero,  stable basel ine was obtained from the 
A/D converter whi le the GC valve was in the in ject ion posi t ion.  When 
ready to start  a run,  the GC valve was turned to the f i l l ing posi t ion 
for  a minimum of  30 seconds and the str ip chart  recorder started wi th 
the pens in their  down posi t ions.  To start  the run, the GC valve was 
turned to i ts  in ject ion posi t ion whi le s imultaneously pressing a key on 
the computer keyboard to start  the data acquis i t ion program, and also 
pressing a remote event marker switch for  act ivat ing the event marker 
pen of  the str ip chart  recorder.  Af ter  the predetermined number of  
data points had been col lected, the data col lect ion program stopped and 
the event marker switch was struck again to s ignal  the end of  the data 
col lect ion.  The recorder was stopped and the data col lected by the 
computer stored on disk.  Al l  exper iments were conducted at  a room 
temperature of  23°C. Five exper iments were performed at  each set  of  
operat ing condi t ions.  
B. Mater ia l  
1.  ZnS crystal  form and pur i ty 
Reagent grade ZnS powders,  Lot  Numbers 771955 and 743422 obtained 
from Fisher Scient i f ic ,  were used in th is study. A formula weight of  
97.43 was g iven. X-ray d i f f ract ion patterns were used to conf i rm the 
67 
wurtz i te,  not the sphaler i te,  form of  the powder.  Sl ight  impuri t ies 
were detected and the manufacturer indicated the major impur i ty,  in Lot 
Number 771955» was approximately 3 wt% BaSO^. Bar ium analysis on 
samples of  ZnS powders were performed by the Iowa State Universi ty 
Engineer ing Research Inst i tute Analyt ical  Services Laboratory.  
Analysis of  a sample f rom Lot Number 771955 gave 1.73 wt% Ba, which 
corresponds to 2.94 wt% BaSO^. Analysis on two samples of  ZnS powders 
f rom Lot Number 7^3422 gave 0,62 and 0.63 wt% Ba which corresponds to 
1.05 and 1.07 wt% BaSQ^, respect ively.  
2.  Powder and pel let  preparat ion 
a.  Powder preparat ion Powder samples of  ZnS for  use in BET 
and mercury porosimetry exper iments were obtained by s i f t ing the 
reagent powder through a #35 mesh screen. A sample of  Lot  Number 
771955 was s i f ted using a mechanical  sonic s i f ter ,  f i t ted with 
di f ferent s ize screens, and part ic les in the fo l lowing size ranges were 
obtained; 10-45 /um, 45-75 Mm, 75-210 /zm, and 210 jum and larger.  
b.  Pel  let  preparat ion The pel let  holding r ings,  the base 
support  for  the r ings,  and the plungers for  pressing the pel lets were 
made f rom AISIWl water-hardening tool  steel .  The steel  was drawn and 
water quenched to give a hardness of  60 on the Rockwel l  C-Scale.  
Hardened steel  was chosen to reduce the wear on the r ings and plungers 
which was caused by powder which was t rapped between the plunger and 
the r ing as the powders were compacted. 
Except for  the isostat ical ly pressed pel lets,  the pel lets were 
pressed in what is  cal led a s ingle-act ion die.  A s ingle-act ion die 
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compacts the powder f rom only one d i rect ion,  which in these pressings, 
was f rom the top of  the pel let .  Here,  a r ing was placed on a pel let  
pressing base, the powder added to the r ing,  and a plunger placed over 
the powder and pressed into the r ing using a Carver Laboratory Press.  
The pel lets were pressed s lowly at  f i rst  to al low trapped ai r  to escape 
and were held at  their  f inal  pressing force for  a minimum of  30 
seconds. To remove a pel let  f rom the r ing,  the pel let  pressing base 
was replaced wi th an oversized r ing which would al low the pel let  to be 
pressed out of  I ts  r ing.  
The force gauge on the Carver Laboratory Press indicated the press 
was capable of  pressing forces ranging from 0 to 106.76 kN (0 to 24,000 
Ibf)  and the gauge could be read to ±0.44 kN (100 Ib^).  Cal ibrat ion of  
the press wi th a cal ibrated strain gauge indicated that the actual  
pressing force was 2.80 kN (630 Ibf)  less than the value read from the 
gauge on the press.  For a l l  pressed pel lets,  the corrected pressing 
force is the value reported. 
The above descr ibed procedure for  pel let  pressing was used on the 
major i ty of  the pel lets used in th is work and is  termed as unlubr icated 
pel let  pressing. Before pressing an unlubr icated pel let ,  the base, 
r ing,  and plunger were r insed wi th acetone and wiped dry to prevent the 
powder f rom st icking to the base or the plunger.  
The pel lets isostat ical ly pressed were f i rst  pressed, 
unlubr icated, to a force of  1.65 kN (370 Ibf)  using the Carver 
Laboratory Press.  The r ing and pel let  were then placed in a Trojans®, 
unlubr icated, latex condom, the a i r  removed wi th a syr inge, and the end 
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of the condom twisted and t ied-of f  wi th a rubber band. The non-pel let  
end, beyond the rubber band, was cut  of f  wi th a razor blade and the 
pel let / r ing/condom assembly p laced into another condom and sealed as 
was done wi th the f i rst  condom. 
The isostat ic press used was manufactured by the Autoclave 
Engineers and has a pressure range of  O.IOI to 3^5 MPa (0 to 50,000 
psig) wi th div is ions every 3-55 MPa (500 psig).  The condom enclosed 
pel let  was p laced in the o i l  bath of  the press and pressed to i ts  
desired pressure.  The pel let  was pressed at  I ts f inal  pressure for  1 -
2 minutes.  
Before pressing the powder for  what Is cal led a lubr icated pel let  
pressing, the r ing and plunger were dipped into a solut ion of  stear ic 
acid dissolved in ethanol .  Af ter  the ethanol  had evaporated, the 
pel let  was pressed using the same procedure as an unlubr icated pressing 
wi th the omission of  the acetone r insing step. 
A composi te pel let  is  essent ia l ly  pressing more than one sample of  
powder in the r ing af ter  the previous sample had been pressed to i ts  
f inal  pressing force using the Carver Laboratory Press.  The f i rst  
sample of  powder is  pressed as an unlubr icated pel let .  The second 
sample of  powder was then added to the r ing and pressed to i ts  f inal  
pressing force. This procedure was repeated unt i l  the desired length 
of  pel let  had been obtained. 
The length of  a pel let  was measured at  three points across the 
face of  the pel let  wi th a micrometer,  to the nearest  0.01 mm, and an 
average length calculated. The geometr ic pel let  porosi ty,  Cpg, was 
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calculated using 
s.s -  1 -  = 1 -  r " "  (122) 
Z 'S "zns •  "r lns ' ' 
C. BET Apparatus 
The apparatus used to determine a sample's surface area, Sg, and 
isotherms was a volumetr ic apparatus manufactured by the Micromeri t ics 
Instrument Corp.  Two models were used: Model 2100D and 2100E Physical  
Adsorpt ion Analyzers.  The main di f ference between the two models was 
the pressure display and v i r tual ly the same resul ts were obtained when 
using ei ther machine. 
Sample tubes of  internal  volumes ranging from roughly 15 to 
" 6 3  —  3  20x10 m were used and for  most exper iments and between 3x10 to 
4x10 ^ kg of  sample were used. Al l  exper iments were performed at  77 K: 
the temperature of  l iquid ni t rogen at  atmospher ic pressure.  Dead 
volumes were determined using He and N2 was used for  the adsorpt ion 
exper iments.  Samples were outgassed at  approximately 100°C for  a 
minimum of  690  minutes.  
D. Mercury Porosimetry 
The apparatus used was a Quantachrome Model #SP-200 Ser ia l  #135 
Mercury Porosimeter.  The f i l l ing apparatus of  the porosimeter a l lows a 
vacuum to be appl ied to the sample and al lows determinat ions of  
intrusion pore s izes above 7 um. After f i l l ing pore volumes up to 
atmospher ic pressure,  volume-pressure intrusion/extrusion data could be 
col lected for  the pressure ranges 0.101 -  9.38 MPa (0 -  1200 psig),  
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0.101 -  41.5 MPa (0 -  6000 psi  g) ,  and 0.101 -  MPa (0 -  60,000 
psig).  A scan rate of  3 was used for  the 0.101 -  9 . 3 8  MPa and the 
0.101 -  41.5 MPa exper iments whi le a scan rate of  4 was used for  the 
0.101 -  4l4 MPa exper iments.  Af ter  each intrusion/extrusion 
exper iment,  the volume-pressure data col lected by the porcsimeter was 
t ransferred to an Apple Me computer and stored on disk.  These data 
were then uploaded to the Universi ty 's main f rame computer for  
analysis.  For a l l  calculat ions,  the densi ty of  mercury,  was taken 
to be 13.541x10 kg/m ,  the surface tension of  mercury,  was taken 
2 to be 480x10 dynes/m, and the value of  the contact  angle,  was 
taken to be 140°.  
-6 3 Sample cel ls wi th maximum Intrusion volumes of  0.500x10 m were 
used for  a l l  exper iments.  Powder samples had a spr ing of  known volume 
inserted into the cel l  to maintain e lectr ical  contact  wi th the base 
plate of  the sample cel l .  The mass of  powder samples ranged from 
0.54x10 ^ to 0.70x10 ^ kg.  
Most pel lets used for  the porosimeter exper iments were made f rom 
the unlubr icated pressing of  4.00x10 ^ kg of  powder in a 10.80 mm ta l l  
r ing.  Two isostat ical ly pressed pel lets were analyzed to compare their  
pore s ize distr ibut ions to the distr ibut ions obtained for  pel lets 
pressed wi thout lubr icant using the s ingle-act ion die.  The prepared 
pel lets were pressed out of  their  r ing and broken by hand into pieces 
just  smal l  enough to f i t  into the sample cel l .  The mass of  pel let  
samples ranged from 1.01x10 ^ to 2.65x10 ^ kg.  
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E. Sedigraph Exper iments 
The sedigraph used for  part ic le s ize determinat ions,  based on 
Stokes'  set t l ing law, was a Micromeri t ics Model 5000ET Sedigraph. The 
exper iments were performed wi th the apparatus operat ing at  32°C, The 
apparatus set t l ing rate was set  using the value obtained from the 
fo l lowing equat ion:  
_ o  
Rate(start urn) = 211.80x10 x •• x multiplier, (123) 
^w 
where = density of the ZnS particles, 
= density of water, 
multiplier = value determined by maximum starting particle 
diameter, and 
= viscosity of water. 
Picking the start ing part ic le s ize as 50 ^m, the manufacture gave a 
value of  1.00 for  the mult ip l ier .  Using an est imate of  
4.00x10^ kg/m^, =  0.9951x10^ kg/m^, and = O .7679 mPa-sec, a 
set t l ing rate of  829 was obtained and th is value was used for  a l l  
sedigraph exper iments.  
Approximately 0.38x10 ^ kg of  ZnS were place in approximately 40 
ml of  d ist i l led water.  Three to s ix drops of  a solut ion of  Calgon® 
Water Softener,  d ist i l led water which had been saturated wi th Calgon® 
and f i l tered with #5 Whatman Qual i tat ive Fi l ter  Paper,  were added to 
the mixture to act  as a surfactant.  The samples were disrupted by one 
of  three procedures.  One procedure was to st i r  the mixture for  short  
t imes, on the order of  minutes,  wi th a magnet ic s t i r r ing bar.  A second 
procedure was to st i r  the suspension for  approximately 1 day wi th a 
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magnet ic s t i r r ing bar.  Tl ie f inal  procedure was to disrupt the 
suspension wi th a Tekmar Sonic Disrupter,  Model #TM 500,  Series 6523. 
at  a power set t ing of  1 for  10 minutes using a 12.7 mm (1/2")  d isrupter 
horn.  Once the samples had been disrupted, the samples were pumped 
through the sample cel l  and the pumping hal ted once the set t l ing 
exper iment was started. 
F.  SEM and TEM Photography 
A JSM-U3 Scanning Electron Microscope (SEM) was used for  a l l  SEM 
photographs. Samples of  reagent grade ZnS where mounted on graphi te 
studs using Polaron Instrument,  Inc.  Quick Dry Col lo idal  Graphi te 
#1204. The samples were gold sputtered for  two to f ive minutes using a 
Polaron Instrument,  Inc.  SEM Coat ing Uni t  E5IOO operat ing at  22 kv and 
20 mA. These set t ings gave a gold coat ing of  roughly 15.4 nm/min.  
SEM photographs were taken of  ZnS samples and two d i f ferent sets 
of  cal ibrat ion gr ids.  The actual  magnif icat ions,  determined from 
pictures of  the cal ibrat ion gr ids,  ranged between 1.40 and 1.70 t imes 
larger than the magnif icat ion indicated on the instrument at  
magnif icat ions of  15 kX, 30 kX, and 45 kX. Due to the discrepancies 
between the magnif icat ions obtained for  the di f ferent gr ids at  
d i f ferent magnif icat ions,  a median value of  1.55 t imes the machine 
magnif icat ion was used to est imate the s ize of  the ZnS part ic les.  
A Hi tachi  Model HU-125 Transmission Electron Microscope (TEM) was 
used for  high magnif icat ion photographs of  the ZnS powders.  A sample 
of  reagent grade powder was utrasonical ly dispersed in methanol .  A 200 
mesh copper TEM gr id wi th a carbon f i lm support  was d ipped into the 
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suspension, removed f rom the suspension, and al lowed to dry before TEM 
photographs were taken. 
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V. RESULTS 
A. ZnS Powder and Pel let  Character izat ion 
1.  BET exper iments 
a.  Surface areas A summary of  the samples used in the BET 
exper iments and their  calculated surface areas can be found in Tables 2 
Table 2. Summary of ZnS samples used in BET analysis 
Sample Comments 
Powder //I, 2, 3, 6 Samples of Lot Number 771955 obtained from 
different bottles. 
Particles, obtained from sonic sifting, with 
diameters between 10-45 ym. 
Particles, obtained from sonic sifting, with 
diameters greater than 210 urn. 
Powder pressed in ring, 0,001 kg per pressing, 
at 104 kN (23,370 Ib^ ) and then crushed. 
Sample of Lot Number 743422. 
Unlubricated pressing of 0.004 kg powder at 
19.4 kN (4370 Ib^ ). 
Unlubricated pressing of 0.008 kg powder at 
19.4 kN (4370 Ib^ ). 
Powder //4 
Powder i f5  
Powder #9 
Powder #10 
Pellet #95, 96 
Pellet #103 
and 3,  respect ively.  BET surface areas were calculated using the BET 
equat ion 
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Table 3. Summary of BET experiments performed at 77 K 
Exp, Machine Lot # Powder/ Analysis S x 10  ^
# model # pellet a type 
1 2100D 771955 Powder #1 S 158 8.29 
Powder n S 247 8.07 
2 2100D 771955 Pellet #95 D 208 7.72 
Pellet m A 62 8.72 
Pellet #103 A 64 8.45 
3 2100D 771955 Powder il3 S 130 8.05 
Pellet #95 D 164 7.55 
Pellet m S 78 8.61 
5 2100E 771955 Powder #4 S 86 8.22 
Powder //5 S 116 8.17 
Powder m S 136 8.22 
6 2100E 771955 Powder #6 S 89 8.13 
Pellet #95^  S 75 8.19 
Pellet S 82 8.05 
7 2100E 771955 Powder #6 D 91 8.26 
9 2100E 771955 Powder #9 D 112 8.35 
11 2100E 743422 Powder #10 S 196 9.39 
Powder #10 S 188 9.46 
- Surface area, A - adsorption isotherm, D - adsorption/ 
desorption isotherms. 
P^ellets crushed to powder before analysis. 
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'P = 1 + fâSlii X (124) 
where x = relative pressure, P/P , 
P ® 
= volume of gas adsorbed at pressure P, 
V = volume of gas adsorbed when the entire adsorbing surface 
m 
is covered by a monolayer, 
= BET equation constant, and 
P^  = saturation pressure of the adsorbing gas. 
Plott ing Xp/ ( I -xp) V g  versus xp should give a straight l ine up to a 
l imi t ing value of  Xp where the assumptions in the BET model break down. 
For calculat ions,  a Perfect  Gas Correct ion Factor of  0.495 (#Pa) ^,  or  
6.6x10 ^ (mm Hg) \  was used as was a value of  the surface area 
occupied by a N2 molecule of  16.2x10 ^ nm^. Vapor pressure values of  
N2 were obtained by l inear interpolat ion between the values of  
97.245kPa and 103.228 kPa (729.398 and 774.270 mm Hg) at  77-0 and 77-5 
K, respect ively.  
In the exper iments performed, the BET equat ion plots had an upward 
deviat ion from the straight l ine for xp > 0.225. Al l  surface areas 
were calculated using l inear regression on the data corresponding to xp 
^ 0.225. The values of  Cggy, the constant in the BET equat ion,  are 
also included in Table 3 and l ie between 62 and 247 for  the samples 
analyzed. 
The average surface area for  Lot Number 771955, averaging the 
values for  Powders #1,  #2, #3, and #6, is  8.17x10^ m^/kg. For the two 
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exper iments performed on powder samples f rom Lot Number Thlk l l ,  an 
3 2 
average area of  9.43x10 m /kg was obtained and these average areas 
represent a d i f ference of  15.4% between the surface areas of  the two 
lot  numbers analyzed. The di f ference in surface areas between the two 
lot  numbers is  greater than the di f ference in surface areas between two 
samples run on the same machine, BET exper iments #1 and #9; two samples 
run on d i f ferent machines, Powder #3 in BET exper iment #3 and Powder #6 
in BET exper iment #5; two samples s i f ted to di f ferent part ic le s izes.  
Powders h and 5 in BET exper iment #5» and the reagent powder and a 
powder prepared by pressing powder at  a high pressing force and then 
crushing the powder,  Powder #3 in BET exper iment #3 and Powder #9 in 
BET exper iment #9. 
The discrepancies in the surface areas of  Pel let  #95, the surface 
area being smal ler  than the average powder surface area, and Pel let  #96 
having a surface area larger than the average surface area of  the 
powder,  could not be explained. The surface area measurements made in 
BET exper iment #2 were repeated in BET exper iment #3 and s imi lar  
resul ts were obtained. When the pel lets were crushed into powders,  in 
BET exper iment #6, their  surface areas were c loser to the average 
surface area of  the powders f rom the same Lot Number.  
b.  Isotherms and pore s ize designat ions The 
adsorpt ion/desorpt ion isotherms for  Powders #6 and #9 are shown in 
Figure 6.  These are typical  of  what is  referred to as a BDDT Type IV 
isotherm (Gregg and Sing, 1982, pp.  25-26).  Previously,  pore s izes had 
been div ided into macropores and micropores and no d ist inct ion was made 
Powder #6 
Adsorption 
Figure 6. BET nitrogen isotherm for Powders #6 and #9 at 77K 
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as to pore s izes these ranges included. Gregg and Sing (1982),  have 
div ided pore s izes into three di f ferent s ize ranges and and discuss the 
types of  isotherms that  are character ized by these di f ferent pore s ize 
ranges. Porous sol ids containing mesopores, pore s izes in the range of  
2 to 50 nm, g ive r ise to Type IV isotherms. The inabi l i ty  to reach a 
plateau at  re lat ively high values of  Xp indicate the presence of  
macropores:  pore s izes greater than 50 nm. I f  micropores,  pore s izes 
smal ler  than 2 nm, were present,  larger values of  Cg^j  and Sg would 
have been obtained. Pore s ize distr ibut ions in the mesopore and 
macropore s ize ranges are better obtained using mercury porosimetry.  
The absence of  micropores and the presence of  mesopores and macropores 
is  supported by pore s ize distr ibut ions determined by mercury 
porosimetry exper iments,  which are discussed in the next sect ion.  
The desorpt ion curve for  a Type IV Isotherm hysteresis loop should 
connect wi th the adsorpt ion curve near Xp equal  to 0.42 when using N2 
at  77 K (Gregg and Sing, I982, pp. 154-155).  The fa i lure of  the 
desorpt ion curve to re- jo in wi th the adsorpt ion leg of  the isotherm is 
cal led low pressure hysteresis.  Bai ley et  (1971),  explain th is 
phenomenon in terms of  swel l ing and cracking of  the part ic les dur ing 
adsorpt ion.  The swel l ing distorts the structure and opens up cavi t ies 
which were previously inaccessible to adsorbate molecules.  The 
adsorbate is  trapped in these cavi t ies and the low pressure hysteresis 
curve is observed. Al though th is phenomenon may be important dur ing a 
react ion,  i t  does not present a problem for the di f fusion measurements 
s ince the physical  adsorpt ion of  N2 on sol ids at  room temperature is  
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quite smal l  and the adsorpt ion of  He would be even smal ler .  
2.  Mercury porosimetry exper iments 
Mercury porosimetry exper iments were performed to determine pore 
s ize distr ibut ions of  the powders and pel lets.  Table 4 summarizes the 
resul ts obtained from var ious exper iments.  Af ter  f i l l ing pores of  
radi i  larger than 7 um, using a 0 to 101 l<Pa (0 -  1 atm) intrusion, a 
0.101 -  41.5 MPa intrusion/extrusion exper iment was performed, fo l lowed 
by a 0.101 to 4l4 MPa intrusion/extrusion exper iment.  Pore s ize 
distr ibut ions were calculated from the col lected volume-pressure data 
obtained from the 0.101 -  41.5 MPa exper iments s ince between 91 and 96% 
of  the total  mercury intruded was intruded at  a pressure of  41.5 MPa. 
The 0.101 -  414 MPa exper iments were performed to check for  the 
presence of  micropores and to determine total  intruded volumes for  
porosi ty calculat ions.  The pore s ize distr ibut ions obtained indicate 
pore s izes in the mesopore and macropore s ize ranges and these resul ts 
support  the content ion of  BET resul ts that  micropores are absent f rom 
the ZnS part ic les.  
Some d iscolorat ion of  the ZnS samples occurred dur ing the mercury 
porosimetry exper iments.  The ZnS samples before mercury intrusion were 
whi te and appeared dul l  grey af ter  the intrusion exper iments.  
In i t ia l ly ,  i t  was thought that  some form of  mercury sul f ide was being 
formed dur ing the exper iments.  X-ray d i f f ract ion patterns were taken 
on samples of  Pel let  #391 before and af ter  mercury intrusion. When 
prepar ing the sample that  had been in contact  wi th the mercury for  x-
ray analysis,  the gr inding of  the sample produced droplets of  mercury.  
Table 4. Summary of powder and pellets used in mercury poroslmetry experiments 
Sample^  Pressing 
force 
(±0.44 kN) 
L 
(mm) 
E pg p^m 
L 
V X 10 
max 
(m^ /kg) 
Pore radius^  
(nm) 
r . r 
mode mean c^yl 
Powder #10 0.708 5.79 82.3 400.6 122.8 
Pellet #395 1.65 4.35 0.556 0.547 2.92 69.3 90.4 61.9 
Pellet #396 8.32 3.71 0.480 0.464 2.22 62.4 59.3 47.1 
Pellet #399 19.44 3.45 0.436 0.422 1.80 43.8 46.2 38.2 
Pellet #400 37.23 3.25 0.406 — 1.57^  39.5 48.1 33.3 
Pellet #392^  43.67 3.20 0.396 0.380 1.55 38.1 37.5 32.9 
Pellet #402 103.95 3.10 0.377 0.350 1.32 30.2 35.4 28.0 
Pellet #391® 105.68 3.00 0.357 0.345 1.30 29.5 33.6 27.6 
F^rom lot number 743422. Pellets #395, #396, #399, #400, and #402 obtained from the 
_3 
unlubricated pressing of 4.00 x 10 kg of powder. 
F^rom intrusion data. 
E^stimated from a plot of V versus e , evaluated at e = 0,406, since the 414 MPa 
max pm' pg 
intrusion malfunctioned. ' 
P^ressed isostatically, from 4.00 x 10 ^  kg of powder, at 12,500 ± 250 psig. 
P^ressed isostatically, from 4.00 x 10 ^  kg of powder, at 30,250 ± 250 psig. 
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The x-ray patterns for  the two samples were the same except for  a 
s l ight  r ise in the basel ine of  the x-ray pattern in the 2.056 to 2.795 
d-spacing region for  the mercury intruded sample.  This discrepancy 
between the two d i f f ract ion patterns was at t r ibuted to the presence of  
adsorbed mercury on the sample and no fur ther analysis of  the intruded 
samples were performed. 
Figure 7 shows the volume versus pressure intrusion/extrusion 
curves obtained for  Pel let  #399- The volume-pressure data were f i t ted 
with cubic spl ines and evaluated at  equal  pressure intervals.  To avoid 
erroneous der ivat ives of  the volume-pressure data,  the nine-point  
smoothing rout ine,  discussed in the Theory sect ion,  was used to smooth 
the data.  The data for  the reagent powder were smoothed twice to 
el iminate discont inui t ies in the volume data at  low pressures whi le the 
volume-pressure data for  the pel lets were smoothed once. 
The re lat ionship used to relate"pressure to pore radius was the 
Washburn equat ion (Lowel l  and Shields,  1984):  
•"Hg'  (125) 
where P^g is  the pressure di f ference between the mercury and the 
inter ior  of  the capi l lary.  The pore s ize distr ibut ion funct ion,  dV/dr,  
is  related to der ivat ives of  the volume-pressure data by 
dv . ffga . _dv_ Iga 
dr dP„ dr dP„ r Hg Hg 
The values of  dV/dP^g were determined using cubic spl ine coeff ic ients 
f i t ted to the smoothed volume-pressure data and the values of  r  were 
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Figure 7. Volume versus pressure mercury porosimetry results for Pellet #399 
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determined from the Washburn equat ion.  
Figure 8 shows dV/dr versus pressure obtained for  
intrusion/extrusion exper iments performed on Pel let  #399. The presence 
of  the hysteresis loop shown in Figure 7 g ives r ise to the di f ference 
between the pore s ize distr ibut ions for the intrusion and extrusion 
exper iments.  The intrusion pore s ize distr ibut ions versus pore radius 
for  the samples found in Table 4 are shown in Figure 9.  The p lots for  
Pel lets #391 and #392 were not included since their  d istr ibut ions are 
qui te s imi lar  to the distr ibut ions obtained for  Pel lets #400 and #402, 
respect ively.  
The values of  r^ggp, l is ted in Table 4,  were calculated from dV/dr 
using Equat ion (119).  The average cyl indr ical  pore radi i ,  r^y j ,  l is ted 
in Table 4 were calculated using Equat ion (118) where Vp was taken 
equal  to V^ay: the value of  V at  P|^g equal  to 414 MPa. The value used 
3 2 for  Sg was 9*43x10 m /kg which is  the average BET surface area of  the 
two determinat ions performed on Powder #10. 
3.  Sedigraph exper iments 
To determine the strength of  part ic le aggregates,  sedigraph 
part ic le set t l ing exper iments were performed on ZnS suspensions that  
had been disrupted with d i f ferent intensi t ies.  Exper imental  sedigraph 
resul ts are given as cumulat ive mass% versus "Dggg, the equivalent 
spher ical  part ic le diameter.  
Figure 10 shows the sedigraph resul ts for  a sample of  Lot  Number 
771955 ZnS. As can be seen in the f igure,  the part ic le aggregates can 
be easi ly broken by the agi tat ion of  the suspension by a rotat ing 
o 
o 
Pellet #399 
o 
m Intrusion 
c o  
Uî 
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Figure 8. dV/dr versus pressure mercury porosimetry results for Pellet #399 
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Figure 9. dV/dr versus r for mercury poroslmetry intrusion experiments 
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Figure 10. Sedigraph results for sonically disrupted ZnS powders 
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magnet ic s t i r r ing bar.  The sonic disrupt ion was bel ieved to have 
broken up the aggregates into their  pr imary part ic les.  
Resul ts s imi lar  to those shown in Figure 10 were obtained for  a 
sample of  powder f rom Lot Number 743422. Figure 11 shows the sedigraph 
resul ts for  ZnS samples f rom Lot Number 771955 and Lot Number 74)422 
af ter  they had been sonical ly disrupted. The curve for  the Lot Number 
743422 powder l ies above and to the r ight  of  the other curve which 
indicates that  the pr imary part ic le from the Lot Number 743422 powder 
are smal ler  than the pr imary part ic les from Lot Number 771955» This 
resul t  is  consistent wi th BET surface area resul ts where the powder 
f rom Lot Number 743422 had a higher surface area than the surface area 
of  the Lot Number 771955 powder.  
4.  Average part ic le diameter 
Many t imes i t  Is desired to est imate an average part ic le diameter 
based on a BET surface area measurement.  Assuming the part ic les are 
spher ical  and are a l l  of  the same diameter,  the average part ic le 
diameter for  Lot Number 743422 is  given by 
^BET -  p,  *  S = 0.156 ym (127) 
/nb g 
when using p^nS ~ 4.087x10^ kg/m^ and Sg = 9.43x10^ m^/kg. 
In sedigraph set t l ing exper iments,  a spher ical  part ic le shape is  
assumed and the resul ts are given in terms of  an equivalent spher ical  
d iameter.  A common procedure is  to equate the mean spher ical  part ic le 
diameter,  WggQ, to the equivalent spher ical  part ic le diameter for  
cumulat ive wt% of  50- Using th is procedure for  the powder that  had 
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Figure 11. Sedigraph results for sonically disrupted ZnS samples from Lot #771955 and #743422 
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undergone sonic d isrupt ion,  DggD = 0 . 3 I  Mm. 
SEM and TEM photographs c lear ly show the non-spher ical ,  I r regular 
shape of  the part ic les and the wide part ic le s ize distr ibut ions.  Rough 
est imates of  part ic le diameters determined from the SEM and TEM 
p h o t o g r a p h s  g i v e  0 ^ 2 %  b e t w e e n  0 . 0 7  a n d  0 . 2 4  y m  a n d  b e t w e e n  0 . 0 9  
and 0.29 jum. These were only crude est imates of  the part ic le sizes 
and the actual  range of  part ic le sizes may be larger.  Image analysis 
of  the photographs was not  possible due to the large number of  
part ic les that  were touching one another.  
5 .  ZnS densi ty determinat ions 
The value of  fo""  the wurtz i te form, Is given In Perry and 
Chi l ton (1973) as 4.087x10^ kg/m^. The value given In Weast (1976) is  
3 0 
3.98x10 kg/m .  Densi ty determinat ions performed wi th the BET 
apparatus on four powder samples gave an average value of  4.13x10 
kg/m .  Although the BET sample tube volumes were too smal l  to give 
precise data,  the agreement between the four samples was wi th in 7% of  
one another.  Densi ty calculat ions from the mercury porosimetry 
exper iments performed on the samples shown in Table 4 gave an average 
•7 0 
value of  4.05x10 kg/m and an agreement wi th in 8% of  each other.  
Since these densi ty data had some scatter about their  mean values, i t  
was decided to use the value given by Perry and Chi l ton (1973) for  
calculat ion purposes. 
B.  Di f fusion Exper iments 
The descr ipt ions of  the pel lets used for  the di f fusion exper iments 
are summarized In Table 5. Al l  the pel lets In the table were pressed 
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f rom ZnS powder f rom Lot Number 743422. Prel iminary pel let  pressing 
studies showed that  pel lets pressed wi th the di f ferent lot  number 
powders compacted d i f ferent ly.  Powder f rom Lot Number 743422 was used 
for  a l l  d i f fusion exper iments due to the lack of  Lot Number 771955 
powder avai lable for  sample preparat ion.  
The number of  data points col lected for  analysis was determined by 
the t ime required to obtain a stable basel ine in the ta i l  of  the 
exper imental  response curve. For dynamic exper iments,  256, 512, or  
1024 data points were col lected at  a f requency of  7*5 Hz and any bypass 
run which was used as a forc ing funct ion for  the dynamic runs contained 
the same number of  data points.  The last  50 data values were averaged 
to determine the value of  the basel ine shi f t  and the data values 
f o l l o w i n g  t h e  t r u n c a t i o n  t i m e s  o f  3 3 ,  6 7 ,  a n d  1 3 5  s e c o n d s ,  f o r  2 5 6 ,  
512, and 1024 data points,  respect ively,  were set  to zero.  
These t ra i l ing 50 data values averaged for  the basel ine 
calculat ions were chosen so that  a suf f ic ient  number of  points were 
col lected so a long, smooth ta i l  in the response curve was obtained. 
I f  the 50 data values reached into the decreasing port ion of  the 
response curve, the number of  data points col lected was increased. The 
choice of  the t runcat ion t imes were somewhat arbi t rary,  but were chosen 
as values near the end of  the response curves. The choice of  the 
t runcat ion t imes did not af fect  the values of  Dg calculated by the F FT 
procedure as much as they did the values calculated using the moment 
method. 
To reduce computat ion t ime, the number of  points in a data set  and 
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Table 5. Descriptions of pellets used for diffusion experiments 
Pellet Mass 
(kg X 10"3) 
L . 
ring 
(mm) 
Pressing 
force 
(±0.44 kN) 
L 
(mm) 
e pg 
500 4.00 10.80 19.44 3.43 0.437 
501 4.00 10.80 01.65 4.08 0.527 
502 4.00 10.80 37.23 3.25 0.406 
503 4.00 10.80 8.32 3.73 0.482 
508 8.00 10.08 19.44 6.89 0.439 
509 8.00 10.08 19.44 6.91 0.441 
510 4.00 10.08 19.44 3.44 0.439 
511 6.00 10.80 19.44 5.15 0.437 
512 2.00 10.80 19.44 1.74 0.445 
513* — —  10.80 — 10.48 — —  
514 16.00 22.22 19.44 15.26 0.494 
515^  24.00 30.02 19.44 21.20 0.453 
516^  16.00 20.03 37.23 13.23 0.416 
517^  16.00 20.03 8.32 15.50 0.501 
518^  24.00 30.02 8.32 23.34 0.504 
519^  24.00 30.02 37.23 19.82 0.415 
520^  40.00 40.06 37.23 32.74 0.410 
521^  — 10.80 — 0.18 — 
522^  24.00 30.02 37.23 19.59 0.408 
P^ellet #513 was an aluminum SEM stub, with a 1.6 mm (1/16" hole 
drilled through the center, which was glued inside a ring. 
b -3 Composite pellets pressed using 8.00 x 10 kg per pressing. 
"^ Pellet #521 was a piece of Whatman #5 Qualitative Filter Paper 
glued to the bottom of a ring. 
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the sampl ing f requency were reduced by a factor of  two unt i l  i t  was 
determined that  a minimum sampl ing f requency was reached. A minimum 
sampl ing f requency was checked by one of  two ways. The f i rst  was by 
reducing the number of  data points and the sampl ing f requency unt i l  
d i f ferent values of  Dg were obtained using the FFT procedure.  The 
second way was to compare theoret ical  absolute moments to absolute 
moments calculated by cubic spl ines f i t  to the model 's FFT inverted 
t ime domain values: cubic spl ines were computed using the IMSL (1982) 
subrout ine ICSiCU wi th the end point  second der ivat ives set to zero.  
Agreement to three digi ts or more in the values of  the absolute moments 
impl ied a suf f ic ient ly fast  sampl ing rate was used for  data analysis.  
For most cases, reducing the number of  data points and the sampl ing 
frequency by two gave the smal lest  acceptable sampl ing f requency. 
Start ing i terat ion values for  the lag-t ime parameter,  P2 and Dg, 
were calculated using Equat ion (95) and Equat ion (102),  respect ively.  
For some condi t ions,  these in i t ia l  lag-t ime est imates were not c lose 
enough to a solut ion to al low the IMSL (I982) ZXMIN subrout ine to 
converge on a minimum sum-of-squares and d i f ferent start ing values were 
t r ied unt i l  convergence was obtained. 
Three to f ive of  the runs performed at  each set  of  operat ing 
condi t ions were analyzed, using the FFT procedure and MS IG = 3 in the 
ZXMIN subrout ine,  and the Dg values presented are averages of  these 
values. Unless stated otherwise, pulses of  pure He were used in the 
exper iments and an impulse forc ing funct ion was used in the FFT model.  
When present ing resul ts wi th Fj  and F|_ approximately equal ,  an average 
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f low rate,  Fg^g = (Fj  + F l ) /2,  wi l l  be used. 
For a l l  versions of  the exper imental  apparatus,  the values of  Dg 
calculated, using the FFT procedure,  were more consistent between 
repeated runs than the values calculated by the equat ing of  theoret ical  
and corrected exper imental  f i rst  moments.  Dg values calculated using 
the FFT were usual ly wi th in 2% of  one another for  repeated runs at  the 
same condi t ions and the di f ference increased to 6% as the detect ion 
l imi t  of  New C was approached. Dg values from moments were c lose to 
one another at  low f lows, but the di f ference increased to over 25% for  
the repeated runs as s ignal  noise and dr i f t  was encountered. First  
absolute moments and second central  moments were consistent between one 
another for  repeated runs at  low f lows, but the di f ferences increased 
as noise and dr i f t  became re lat ively more important and negat ive values 
for  the second central  moments were not uncommon. 
1.  Old apparatus 
An exper imental  response curve. Run ëkOl,  wi th Fg^g = 5-0x10 ^ 
mVsec and V^ogp = 0.50x10 ^ m^, for  Pel let  #500, and the resul ts of  
f i t t ing the FFT model to the exper imental  data,  are shown in Figure 12. 
The f i t t ing procedure tends to shi f t  the curve s l ight ly as shown, but  
the match between the two curves appears qui te good. 
A ser ies of  exper iments were performed on Pel let  #500 using three 
procedures:  (1) Fy increasing for  a f ixed value of  F l» (2) F^ 
increasing for  a f ixed value of  Fy,  and (3) Fy and F|_ approximately 
e q u a l  a n d  i n c r e a s i n g ,  a n d  t h e s e  r e s u l t s  a r e  s h o w n  i n  F i g u r e  1 3 .  
Simi lar  resul ts were obtained for  Pel lets #501-503. The dependence of  
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Dg on upper and lower f low rates is  apparent and the addi t ive ef fect  
was shown for  the case of  = F|_.  
I t  was found that  the value of  the t runcat ion t ime used could 
af fect  the values of  Dg calculated using the method of  moments.  Data 
f rom runs performed on Pel let  #$01 were analyzed using di f ferent 
t runcat ion t imes. For th is procedure,  a l l  256 of  the col lected data 
points were used in the analysis.  
Dg resul ts using the method of  moments and the FFT procedure for  
two runs wi th d i f ferent f low rates,  Runs #495 and #465 wi th Fg^g = 
2.05x10 ^ and 10.2x10 ^ m^/sec, respect ively,  are presented in Figure 
14. For the lower f low rate run, the ef fect  of  t runcat ing the ta i l  at  
d i f ferent t imes is  less pronounced for  both methods of  calculat ing Dg 
unt i l  the t runcat ion point  starts el iminat ing part  of  the t ra i l ing edge 
of  the response curve. For t runcat ion t imes less than 12 seconds, the 
Dg values increase great ly and are not p lot ted.  On the other hand, Dg 
values calculated for  the higher f low rate run using the method of  
moments are qui te errat ic whi le the values calculated using the FFT 
procedure are less sensi t ive to noise and dips in the ta i l  of  the 
response curve. The advantage of  using the FFT over the method of  
moments when s ignal  noise and dr i f t  is  present,  is  obvious. 
Bypass exper iments were performed wi th the f low rates varying from 
3.00x10 ^ m^/sec to 10.0x10 ^ m^/sec. Five runs at  each f low rate were 
performed and 256 points col lected; al though, far  fewer points were 
actual ly needed to represent a run s ince i ts  response t ime was so 
short .  F i f ty points were used for  the basel ine shi f t  and a t runcat ion 
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Loop 
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0. 00 5. 00 
Figure 14. versus truncation time for Runs #495 and #465 
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t ime of  12 seconds was used for  a l l  the bypass runs to reduce s ignal  
noise and dr i f t  in  the ta i l  of  the response curve.  The use of  the 
exper imental  bypass resul ts  was as fo l lows.  The runs performed on 
Pel let  500 wi th Fu = F|_ were chosen for  analys is .  The f i rs t  run 
performed at  each f low rate was analyzed using the FFT procedure us ing 
each of  the f ive bypass runs.  The values of  Dg calculated were 
averaged and the bypass run that  gave the Dg value c losest  to the 
average was used as the bypass run for  analyz ing the other  dynamic runs 
at  the same f low rate.  The f ive Dg values determined th is  way were 
averaged and th is  was the value reported at  the par t icu lar  f low rate.  
The runs performed on Pel let  #500 were a lso analyzed using the FFT 
procedure wi th a square wave forc ing funct ion where P^ was a l lowed to 
vary.  I t  was found that  the value of  t j^ j  calculated f rom and F j  
was not  c lose enough to a solut ion to a l low i terat ions to begin s ince 
the Jacobian matr ix  was not  posi t ive-def in i te.  Also,  the value of  t jgg 
calculated f rom dead volumes and f lows had to be great ly  decreased 
before i terat ions would proceed.  The values of  Dg calculated for  
Pel let  #500 us ing the method of  moments,  the FFT procedure wi th the 
forc ing funct ion being an impulse,  an ideal  square wave,  or  bypass data 
forc ing funct ion,  are shown versus Fg^g in  Figure 15.  The sum-of-
squares errors calculated when us ing the d i f ferent  forc ing funct ions 
gave the largest  error  for  the impulse funct ion and the smal lest  error  
for  the square wave funct ion.  I t  was determined that  i terat ing on the 
value of  P^ reduced the sum-of-square error ,  but  the value obta ined d id 
not  have any physical  s igni f icance.  
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The var iat ion of  Dg,  ca lculated using the F FT procedure,  wi th L is  
shown in  Figure l6 .  As L increases,  Dg increases.  The exper imental  
- 6  
response curves for  the d i f ferent  length pel lets at  Fg^g = 3*00x10 
m^/sec are shown in  Figure 17.  As can be seen in  the f igure,  the 
exper imental  response curves are s imi lar  to one another.  The 
explanat ion for  Dg increasing wi th increasing L,  for  s imi lar ly  shaped 
response curves,  can be found in  the Discussion sect ion.  
2.  New A 
As seen in  Figure 17,  the d i f ferent  length pel lets have a smal l  
e f fect  on the exper imental ly  measured response curves.  I t  was decided 
that  the dead volumes in  the bypass valves and apparatus tubing were 
major  contr ibutors to the spread of  the response curve and that  the 
changes descr ibed ear l ier ,  the changes appl ied to the Old Apparatus to 
convert  i t  to New A,  would reduce these dead volume contr ibut ions.  
The Dg resul ts  compar ing the New A resul ts  to the Old Apparatus 
resul ts  are shown in  Figure 18.  Al l  New A resul ts  are f rom using a 
0.61x10 ^  sample loop and the Old Apparatus resul ts  are f rom using a 
-6  % 0.50x10 m sample loop.  I t  is  shown la ter  that  th is  smal l  d i f ference 
in  sample loop volumes has v i r tual ly  no ef fect  on the value of  Dg 
calculated.  As can be seen,  the New A resul ts  g ive larger  Dg values 
than the Old Apparatus resul ts .  This would be expected s ince the 
spread of  the response curves was reduced and a larger  Dg value would 
be determined by the F FT procedure.  
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3• New B 
-6 3 I t  was conjectured that  V|_ be ing roughly 2x10 m might  be 
responsib le for  incomplete mix ing in the lower chamber of  the ce l l .  
Relat ive ly large residence t imes were thought  to  indicated poor mix ing 
and the hold-up of  t racer  gas in  dead spots in  the bot tom chamber could 
cause spreading of  the exper imental  response curves which would expla in 
the dependence of  Dg on L.  
Af ter  the lower chamber was f i l led wi th paraf f in ,  as descr ibed 
Dreviously,  exper iments were per formed wi th Pel let  #514.  The Dg 
resul ts  obta ined when us ing the New B apparatus were only s l ight ly  
d i f ferent  than the resul ts  obta ined when us ing the New A apparatus.  To 
t ry  to see the ef fect  of  V l  on the value of  Dg calculated,  the o ld 
value for  V|_ o f  2.004x10 ^  m^,  instead of  0.547x10 ^  m^,  was put  in to 
the FFT analys is  program. The change in  the value of  Dg calculated 
using th is  change in  V l  was qui te large for  Fg^g = 1.0x10 ^  m^/s,  but  
decreased rapid ly  to only 3% for  Fgve 10.0x10 ^  m^/sec.  
4.  New C 
Before the f low that  lead to the TCD was sp l i t ,  the ef fect  of  He 
concentrat ion on the response of  the TCD was measured.  A N2 f low was 
establ ished through the sample s ide of  the TCD and 0.50x10 ^  
mixtures of  He/N2 were in jected into th is  carr ier  st ream using the s ix-
port  GC va lve.  Flows of  the N2 st ream were 0.95x10 ^  and 4.5x10 ^  
m^/sec and cal ibrated rotameters were used to mix sample gas 
concentrat ions ranging f rom 10 to 100% He.  A l l  512 of  the data values 
col lected were used when calculat ing the moments of  the data.  F ive 
107 
runs at  each condi t ion were analyzed and thei r  resul ts  averaged.  
For both N2 carr ier  f low rates,  the values of  M] calculated for  
a l l  the sample gas concentrat ions were wi th in ± 0.09  seconds f rom the 
mean.  For the lower carr ier  f low rate,  the average ju^ va lues were 
scat tered about  the mean,  whi le the values for  the h igher N2 
carr ier  rate showed a t rend of  s l ight ly  decreasing value wi th 
decreasing He concentrat ion.  I t  was th is  dependence of  on X |^ q  in  
the sample st ream of  the TCD, a t  th is  h igher f low rate,  that  lead to 
the decis ion to reduce the f low rate of  the sample st ream through the 
TCD. To reduce the f low rate through the TCD and s t i l l  obta in 
re lat ive ly h igh f low rates through the bot tom of  the cel l ,  the f low was 
sp l i t  as previously descr ibed.  
The ef fect  of  sp l i t t ing the f low to the TCD can be seen in  Figure 
19 '  The f low to the TCD was mainta ined at  1.0x10 ^  m^/sec and the 
balance of  the lower f low was passed'  through meter ing valve M9. A 
large por t ion of  the apparent  f low rate dependence of  Dg was caused by 
the inabi l i ty  of  the TCD to proper ly  detect  He in  the sample st ream. 
To t ry  to have the d i f fus ional  process dominate the measured 
response,  pel le ts pressed at  37*2 kN (8370 Ib^)  were used in  the 
remaining exper iments.  Longer pel le ts were a lso used and were pressed 
as composi te pel le ts s ince pressed unlubr icated pel lets wi th more than 
8x10 ^ kg of  powder developed densi ty  gradients.  Pel lets pressed at  
forces h igher than 37.2 kN us ing the s ingle-act ion d ie e i ther  expanded 
s l ight ly  out  past  the bot tom of  the r ing af ter  being pressed or  cracked 
dur ing the removal  o f  the p lunger f rom the r ing.  Because of  these 
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l imi tat ions,  these were the h ighest  compact ion forces imposed upon the 
pel  Ie ts.  
To determine i f  He t racer  gas concentrat ion or  sample loop s ize 
inf luenced the value of  Dg calculated,  exper iments were per formed wi th 
d i f ferent  concentrat ions of  He in  the in jected samples and us ing 
d i f ferent  s ize sample loops.  F igure 20 shows the ef fect  of  t racer  gas 
concentrat ion on the value of  D g  calculated.  For V l q o p  ® 5.21x10 ^  m^,  
the values of  D g  calculated at  F^yg = 10x10 ^  m^/sec d i f fered by 9% 
between x^g = 9.86 and 100%. The ef fect  of  sample loop s ize on the 
value of  Dg calculated is  shown in  Figure 21.  Again,  the values of  Dg 
calculated at  Fg^g = 10x10 ^  m^/sec d i f fer  by approximately 9% when 
us ing V^gop = 0,15x10 ^ and 5.21x10 ^  m^ 
The var iat ion of  Dg wi th L for  the 37-2 kN pressed pel lets is  
shown in  Figure 22.  Pel let  #520 was the largest  pel le t  that  could be 
used s ince the detect ion l imi t  of  the equipment was reached.  Also 
shown in  Figure 22 are the values of  Dg calculated by using the 
d i f ference in moments for  Pel lets #520 and #516.  The Dg values 
obta ined f rom the d i f ference in  moments,  assuming in f in i te f low rates,  
are a lso shown in  Figure 22.  
Up to th is  point ,  a l l  the resul ts  presented have been for  the 
bot tom feed of  the cel l  enter ing the bot tom of  the ce l l .  Exper iments 
were per formed on Pel let  #522 to see the ef fect  of  moving the feed of  
the lower st ream to the s ide of  the d i f fus ion cel l  and the manometer  
lead to the bot tom of  the cel l .  More exper iments were per formed, wi th 
the height  of  the cone above the face of  the pel let ,  Lyy,  increased 
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-6 3 great ly .  The resul ts  of  these exper iments,  wi th 0.901x10 m ,  
along wi th the previously calculated Dg values obta ined f rom the 
d i f ference in moments for  Pel lets #520 and #516,  are shown in  Figure 
23.  
C.  Tor tuosi ty  Calculat ions 
The values of  the product  rDg,  calculated using var ious 
procedures,  are summarized in  Table 6.  The values of  rp^^^ jg,  r^gg^,  and 
r^y]  used in  calculat ing rDg = CpDyfr)  were obta ined f rom Table 4.  
The value of  Cp was taken to be Cp^,  except  for  Pel let  #400,  which 
used the value of  Cpg.  A p lot  of  some of  the values of  rDg,  f rom 
Table 6,  versus Cp,  are shown in  Figure 24.  The s t ra ight  l ines shown 
in  the f igure are l inear regression f i ts  to the data.  For = 0,  
l ines below the l ine for  CpDg represents the Knudsen contr ibut ions to 
Dj  ( r )  .  
For a pel le t  pressed at  37-23 kN, h igh and low est imates of  r  can 
be made.  In  making these est imates,  the low value of  Dg used wi l l  be 
taken as the value obta ined for  Pel let  #520 at  Fg^g = lO.x lO ^ m^/sec:  
the largest  value of  Dg obta ined using the FFT procedure.  The h igh 
est imate is  taken as the Dg value obta ined using the d i f ference in 
moments procedure us ing the moment resul ts  f rom Pel let  #520 and Pel let  
#516.  Using rDg = 1.34x10 ^  m^/sec,  f rom Table 6,  and Dg = 4.72x10 ^  
m^/sec,  the h igh est imate of  t  is  2.84.  Using rDg = 0.81x10 ^  m^/sec,  
f rom Table 6,  and Dg = 5.18x10 ^ m^/sec,  the low est imate of  r  is  
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Table 6. TD^ calculated using different procedures 
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^p ®AB tD X e 
10^, m^/sec 
"A' 
0.00 = 1.00 
/D^(r)f(r)dr e 
P 
D^(r) /D^(r)f(r)d 
^mode r mean ^cyl ^mode ^mean ^cyl 
Powder no 4.96 2.46 4.10 2.95 2.68 3.56 8.45 4.68 5.08 
Pellet #395 3.83 1.74 1.99 1.63 1.71 2.42 2.94 2.22 2.51 
Pellet #396 3.25 1.39 1.35 1.17 1.23 1.89 1.82 1.51 1.67 
Pellet #399 2.96 1.02 1.05 0.927 0.943 1.29 1.35 1.15 1.22 
Pellet #400 2.85 0.912 1.04 0.810 0.860 1.14 1.34 0.984 1.12 
Pellet #392 2.66 0.833 0.824 0.751 0.741 1.03 1.02 0.911 0.923 
Pellet #402 2.45 0.650 0.729 0.615 0.601 0.779 0.894 0.728 0.745 
Pellet #391 2.42 0.630 0.692 0.599 0.589 0.752 0.842 0.709 -0.725 
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VI.  DISCUSSION 
A.  ZnS Powder and Pel let  Character izat ion 
Taking in to account  that  the ZnS par t ic les were not  spher ical ,  nor  
of  a s ingle par t ic le s ize,  excel lent  agreement among the d i f ferent  
procedures used to calculate average par t ic le diameters was found.  The 
0.16  /um va lue of  agrees qui te wel l  wi th the values of  and 
"D^EM when median values of  = 0. l6^m and = 0.14 jum, were 
chosen.  To obta in a value of  "Dggp equal  to  0, l6  ( im, the select ion of  
a value other  than 50 cumulat ive wt% would have been necessary.  
The resul ts  of  the BET and mercury porosimetry exper iments support  
the content ion that  micropores are absent  f rom the powders and pel le ts 
and that  the pore st ructure is  composed of  mesopores and macropores.  
Much larger  values of  Cg£j  and Sg would have been obta ined i f  
micropores were present  and the h igh pressure mercury porosimetry 
in t rus ion exper iments would have shown mercury in t rus ion in the 
micropore region.  With the absence of  a microporous st ructure in  the 
pel lets,  a d i f fus ional  loss term to micropores in  the d i f fus ion model  
is  not  necessary.  
The p2nS determinat ions indicate that  us ing the l i terature value 
given by Perry and Chi l ton (1973).  in  calculat ing Cpg,  was a 
reasonable choice.  The agreement between the Cpg and values in  
Table 4 is  qui te good.  Except  for  Pel let  #402,  the d i f ference between 
the two values is  roughly 3 to  4%. 
Pel lets pressed wi th more than 8.00x10 ^ kg of  powder had to be 
pressed as composi te pel le ts to avoid densi ty  gradients.  Pel let  #514,  
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pressed as an unlubr icated pel let  wi th 16.00x10 ^ kg of  powder,  
developed a s igni f icant  densi ty  gradient ,  as indicated by the values of  
Cpg found in  Table 5.  A powder sample pressed as a lubr icated pel let  
had the undesirable character is t ic  that  when pressed out  of  i ts  r ing,  
the pel let  developed f racture planes paral le l  to  i ts  face and the 
pel le t  would break in to th in wafers instead of  reta in ing i ts  pressed 
form. The shear ing was thought  to be caused by the lubr icant  being 
t rapped wi th the powder near the edge of  the r ing and thus prevent ing 
the powder f rom compact ing f i rmly.  The lubr icant  might  have a lso 
al lowed the pel let  to expand af ter  compact ion,  a fact  that  was not  
observed wi th the pel lets pressed wi thout  lubr icant .  To avoid 
contaminat ion of  the ZnS powder,  no other  lubr icants were t r ied.  The 
composi te pel le ts were successfu l ly  pressed wi thout  densi ty  gradients 
shown by the Cpg values of  Pel lets #502,  #516,  #519,  #520,  and #522.  
Pel lets pressed isostat ica l1 y had pore s ize d is t r ibut ions s imi lar  
to the d is t r ibut ions of  unlubr icated pel lets when 4.00x10 kg of  
powder were used.  Densi ty  gradient- f ree pel lets of  more than 8.00x10 ^ 
kg of  powder pressed isostat ica l  1 y  as a s ingle pel let  might  have been 
obta ined,  but  th is  was not  t r ied since the bot tom of  the pel let  would 
not  then be f lush wi th the bot tom of  the pel le t  hold ing r ing and th is  
could h inder mix ing in  the lower chamber.  
As ment ioned previously,  pel le ts pressed above 37*23 kN, us ing the 
s ingle-act ion d ie,  developed cracks or  expanded past  the bot tom of  the 
r ing.  Even though hardened steel  was used for  the construct ion of  the 
pel let  hold ing r ings,  i t  is  bel ieved that  dur ing the pel let  pressing,  
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the force exerted on the powder caused the r ing to expand.  Then,  when 
the pressing force was removed,  the r ing resumed i ts  previous shape and 
i ts  contract ion caused the expansion or  cracking of  the pel le t .  
B.  Di f fus ion Resul ts  
Al though i t  may be d i f f icu l t  to draw hard conclusions using the 
d i f fus ion resul ts  obta ined before the f low to the TCD was sp l i t ,  
several  observat ions on the performance of  the FFT procedure were made.  
The most  powerfu l  d iscovery made was that  the FFT procedure ef fect ive ly 
2 i terates on the character is t ic  d i f fus ion t ime,  t q  = L e^/D^.  When the 
parameters in  the d i f fus ion model ,  F^ j ,  F l ,  Vj ,  V|^,  L ,  Cp,  and A,  were 
var ied by ±10%, the parameters that  caused the largest  change in  the 
i terated value of  Dg were L and e^.  Examinat ion of  the LT solut ion,  
C"|_,  shows that  L only appears in  the exponent ia l  terms of  the 
solut ion.  I t  was found that  when L and/or  Cp were var ied,  the 
character is t ic  d i f fus ion t ime remained essent ia l ly  constant .  
With the Old Apparatus,  the large dependence of  Dg on L becomes 
apparent .  As shown in  Figure 17,  the d i f ferent  length pel le ts produced 
s imi lar  response curves.  With the response curves so s imi lar ,  changing 
the value of  L in  the FFT procedure changes the i terated Dg value to 
keep the group T q  constant .  The Dg values that  would have been 
obta ined i f  the runs of  Pel let  #512 were analyzed using d i f ferent  L 
values and the Dg values obta ined exper imental ly  for  the same L values,  
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are shown in  Table 7 for  Fgyg = 3.0x10 m /sec.  Column 4 is  the rat io  
of  the exper imental ly  determined Dg values.  Column 5 is  the rat io  of  
the Dg values obta ined using T q  for  Pel let  #512 wi th d i f ferent  L 
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Table 7. Comparison of old apparatus experimental values to values 
calculated for Pellet #512 using different L values 
Pellet L Dg x 10* D / (#512)/ 
(Iz/sec)  » !  <*512) lL.1.74 .m 
#395 1.74 0.113 1.0 1.0 
#396 3.44 0.359 3.2 3.9 
#399 5.15 0.736 6.5 8.8 
#400 6.91 1.28 11.3 15.8 
values.  The tabulated exper imental  Dg values are re lat ive ly c lose to 
the Dg values obta ined using d i f ferent  L values in  analyz ing the 
response curves of  Pel let  #512.  This shows how l i t t le  the pel let  
length used in  the Old Apparatus ef fected the response curves obta ined.  
When the dead volumes were reduced in  the convers ion of  the Old 
Apparatus to New A,  the spread of  the response curves,  character ized by 
^2» was reduced s l ight ly .  For exper iments per formed at  f ixed 
exper imental  condi t ions,  a reduct ion in  the spread of  a response curve 
corresponds to an increase in  the value of  Dg obta ined f rom the FFT 
procedure.  When t ry ing to account  for  the d ispers ion of  the t racer  
t ravel l ing to and f rom the d i f fus ion cel l  wi th a bypass exper iment ,  the 
values of  Dg obta ined d id not  increase enough to expla in the length 
dependence of  the d i f fus iv i t ies.  Al though i t  may be argued that  the 
bypass f low d id not  t ravel  through the same f i t t ings as the f low of  the 
gas dur ing a dynamic exper iment ,  the d i f ference in the f low pat tern is  
not  bel ieved to be large enough to cause s igni f icant  changes in  the 
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shape of  the bypass response curves or  the values of  Dg calculated when 
us ing an exper imental  bypass response curve as the forc ing funct ion.  
When the lower chamber volume was reduced,  in  the convers ion of  
New A to  New B,  the Dg values obta ined d id not  change s igni f icant ly  for  
f lows of  Fgve above 3.0x10 ^  m^/sec.  At  Fg^g = 1.0x10 ^  m^/sec,  the Dg 
values obta ined f rom New B were larger  than the corresponding Dg values 
obta ined f rom data f rom New A.  However,  above Fg^g = 3.0x10 ^ m^/sec,  
the d i f ference in the average Dg values only ranged f rom 1 to  5%. 
As shown in  Figure 19,  the ef fect  of  sp l i t t ing the f low to the TCD 
on the values of  Dg calculated,  was dramat ic .  F igure 25 shows two 
scaled exper imental  response curves for  Pel let  #514 when us ing New B 
and New C a t  the same operat ing condi t ions;  the response curve for  New 
B was shi f ted 13 data values away f rom the or ig in to compensate for  the 
addi t ional  lag- t ime required for  the response curve for  New C to  t ravel  
to the TCD. As shown in  the f igure, '  the response curve for  New B is  
narrower than the response curve for  New C.  A p lot  of  the exper imental  
response curve for  Run #1007,  for  Pel let  #514 in  New A a t  lO.x lO ^ 
m^/sec,  g ives a p lot  s imi lar  to  that  of  Run #106l  and was omit ted f rom 
the f igure.  
This narrowing of  the response curve was in terpreted as the 
inabi l i ty  of  the TCD to detect  a l l  the He in  the sample st ream at  h igh 
f low rates.  The narrower curve gave a h igher Dg value than the curve 
obta ined f rom the spl i t  f low conf igurat ion.  As F|_ increased when us ing 
apparatus wi thout  the spl i t  f low,  the narrowing of  the response curve 
became greater .  This ef fect  expla ins par t ,  but  not  a l l ,  of  the 
o 
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Figure 25. Effect of TCD split flow on experimental response curves using New C 
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dependence of  Dg on f low rate.  As shown in  Figure 13 for  the runs 
performed wi th Fy increasing for  f ixed F^,  there is  a f low rate 
dependence of  Dg which is  not  caused by inadequate detect ion of  the 
TOO. As seen in  Figure 19.  there is  s t i l l  a dependence of  Dg on f low 
rate.  
As was shown in  Figures 20 and 21,  the ef fect  of  sample loop s ize 
and x^g on Dg was approximately 9% at  Fg^g = lO.x lO ^ m^/sec.  Simi lar  
resul ts  were found for  exper iments per formed on Pel lets #515» #517,  
#518,  and #519.  The re lat ive ly smal ler  value of  Dg at  Fgyg = 1.0x10 ^  
m^/sec for  a 5-21x10 ^  m^ t racer  sample is  a resul t  of  v io lat ing 
assumpt ions used in  der iv ing the d i f fus ion model .  With a re lat ive ly 
large volume of  t racer  gas being int roduced in to the upper chamber a t  a 
low f low,  the impulse forc ing funct ion assumpt ion is  v io lated.  
Moreover,  a large sample s ize a l lows the concentrat ion of  t racer  in  the 
pel let  to r ise and the assumpt ion of  a composi t ion independence of  Dg,  
is  v io lated.  Al though some composi t ion dependence of  Dg ex is ts at  
h igher f low rates,  the use of  d i lu te composi t ion t racer  gas reduced the 
detect ion sensi t iv i ty .  For the longest  pel le t  used in  th is  study,  
Pel let  #520,  pulses of  pure He in  a 5.21x10 ^  sample loop were 
necessary to obta in a detectable s ignal  a t  h igh Fg^g values.  
To determine i f  f i l l ing Cone A wi th window g laz ing and having the 
t racer  int roduced into Vj  through the 1.59  mm ( I /16" )  tubing af fected 
the mix ing in  the upper chamber,  exper iments were per formed at  Fg^g = 
5.0x10 ^  m^/sec on Pel let  #522,  at  constant  Vy values wi th d i f ferent  
Vcone values.  F ive runs were per formed wi th the cone f i l led wi th 
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glazing and Ly j  was adjusted to 2.28 mm to  g ive Vj  = 1.16x10 ^  m^.  
F ive runs were a lso performed wi th the g laz ing removed f rom Cone A and 
-6  3 Lyu adjusted to 0.53 mm to g ive Vj  = 1.17x10 m' .  The d i f ference 
between the average Dg values obta ined f rom these runs was 0.38% and i t  
appears that  the gas d ispers ion abi l i ty  of  Cone A has l i t t le  ef fect  on 
the Dg values calculated.  Unless stated otherwise,  exper iments 
per formed on Pel let  #522 were done wi th the g laz ing removed f rom Cone 
A.  
To determine i f  pressure gradients across the length of  the pel let  
could contr ibute to mass t ransfer  through the pel let ,  exper iments were 
per formed at  Fg^g = 5-0x10 ^  m^/sec on Pel let  #522 wi th a pressure 
d i f ferent ia l  across the pel let  which was measured wi th the water  f i l led 
manometer .  An est imat ion of  the stagnat ion pressure of  the top f low 
stream at  lO.x lO ^ m^/sec impinging on the pel let  was 483 Pa (0.07 
ps ig) .  Exper imental ly ,  a much larger  pressure gradient  was appl ied to 
the pel let .  Pressure d i f ferences of  approximately 3-43 kPa (350 mm 
H2O) were appl ied across the pel let  by increasing or  decreasing the 
pressure in  the upper chamber.  Di f ferences in  the Dg values obta ined,  
compared to the pressure-gradient- f ree resul ts ,  were less than 0.5% for  
both pressure d i f ferent ia ls  imposed.  
The dependence of  Dg on feed posi t ion of  the f low into the bot tom 
of  the cel l  and on Lyy,  the cone height ,  was shown in  Figure 23.  The 
f low rate dependence of  Dg was v i r tual ly  e l iminated when the feed 
locat ion of  F[_ was swi tched f rom the bot tom to the s ide of  the cel l .  
Increases in  Dg of  over 10% were found at  Fg^g = lO.x lO ^  m^/sec when 
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using d i f ferent  feed conf igurat ions.  Al though i t  was unfor tunate that  
so many of  the dynamic exper iments were per formed wi th the F l  feed to 
the bot tom of  the cel l ,  exper iments per formed wi th New B,  wi th the 
bot tom feed swi tched to the s ide of  the cel l ,  d id not  g ive 
s igni f icant ly  d i f ferent  resul ts  and the feed was returned to the 
bot tom of  the cel l  so addi t ional  runs could be compared to previous 
resul ts .  
The var iat ion of  Dg wi th Lyy was a lso shown in  Figure 23.  For L^u 
= 0.53 mm, Vy was 1.17x10 ^ m\  whi le Lyy = 8.26 mm corresponded to Vj  
= 5.09x10 ^  m^:  these upper chamber volumes inc luded the volume of  
Cone A s ince the g laz ing was removed f rom the cone for  these runs.  
Al though the cone height  of  8.26 mm was an extreme case,  and no other  
exper iments were per formed wi th cone heights near th is  value,  these 
resul ts  demonstrate that  the value of  Lyy can af fect  the calculated Dg 
values by 6% wi thout  showing a f low rate dependence.  
In  the CMDWKDC model ,  the assumpt ion is  made that  the region 
between the cone and the pel let  is  a wel l -mixed chamber in  contact  wi th 
a stagnant  layer  of  gas which is  in  contact  wi th the top of  the pel le t .  
-h When apply ing the CMDWKDC model ,  wi th C] = 1.00 and D^ = 0.701x10 
2 
m /sec,  to the runs performed on Pel let  #522 wi th Ly( j  =  8.26 mm, the 
values of  Dg obta ined wi th FRACTM = 0 were wi th in 6% of  those obta ined 
for  Pel let  #520 wi th FRACTM = I ;  however,  when apply ing the same 
procedure to the runs performed on Pel let  #522 wi th = 0.53 mm, the 
Dg values obta ined were scarcely d i f ferent  than the resul ts  obta ined 
wi th FRACTM = I .  These resul ts  indicate that  the L dependence of  Dg 
1 2 6  
cannot  be accounted for  sole ly  by running exper iments wi th s l ight ly  
d i f ferent  values of  Ly j .  For the resul ts  shown in  Figure 22,  Pel lets 
#520,  #519,  and #516 had Lyy values of  0.42,  O .6O,  and 0.82 mm, 
respect ively,  and these s l ight  d i f ferences cannot  expla in the L 
dependence of  Dg.  
The dependence of  Dg on L,  for  pel le ts pressed at  37>2 kN, was 
shown in  Figure 22 and the Dg values calculated f rom the d i f ference in 
f i rs t  moments were a lso shown in  the same f igure.  Al though the Dg 
dependence on L is  decreasing as pel le t  length increases,  i t  has 
pers is ted to the point  where longer pel le ts could not  be analyzed.  I t  
had been speculated that  the values of  Dg calculated f rom the 
d i f ference in  moments may be the asymptot ic  values of  Dg s ince the only 
d i f ferences in  the measured response curves are due to the d i f fus ion of  
gas through an addi t ional  length of  pel le t  and non- ideal i t ies of  the 
system would be subtracted f rom one another and thei r  ef fects 
e l iminated.  Dg values calculated using the d i f ference in moments 
procedure for  Pel lets #520 and #516,  and Pel lets #520 and #519.  d i f fer  
by less than 3%. 
The possib i l i ty  that  the L dependence of  Dg was caused by 
d i f fus ion in the radia l  d i rect ion was invest igated.  As can be in ferred 
f rom the data in  Table 5» the pel le t  length- to-radius rat ios,  LR, are 
re lat ive ly smal l .  I f  radia l  d i f fus ion was present  in  the pel le t ,  the 
larger  the value of  LR, the less ef fect  th is  radia l  d i f fus ion would 
have on the calculated value of  Dg.  
Analyt ica l ly ,  a s impl i f ied d i f fus ion model  was solved to 
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invest igate qual i ta t ive ly the ef fect  of  having a non-uni form 
concentrat ion imposed at  the center  of  the pel le t  at  t ime zero.  The 
equat ions used for  the s impl i f ied model  were 
Vr  »»R '  se/  
2 / 1  ' S  ,  0  <  0  < 1  
0 < < 1 ( 1 2 8 )  
5 
98.  
.5  
3'R *R-1 
= 0 (129) 
5 
88,  8 =0 
z 
= 0 
(130) 
9C 
-D R 
e 90, G .1  -  kf  Cg 
z 
8z=l  (131) 
i i (ep=i)  
(132) 
where = concentration in pellet, 
0^ = dimensionless time, t/tg, 
9^ = dimensionless longitudinal direction, 
0^ = dimensionless radial direction, and 
0^ = dimensionless radius of sample pulse. 
The d imensionless radius of  the sample pulse,  6 j . ,  is  the radius for  
the area in  which the in i t ia l  gas pulse wi l l  be int roduced and can vary 
between 0 and 1.  For 6^ = 1,  th is  would correspond to a uni form 
concentrat ion across the top of  the pel let .  For df .  =  0,  th is  
corresponds to a point  source concentrated at  the center  of  the pel le t .  
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The solut ion for  the previous set  of  equat ions is  
CO 2 
s = \  \  cos (Y^e^)e" '^m 
n\=x 
2 .  2 ,  
+ Jo(9n eR/LR)cos(Y^0^)e-^®n (133) 
where A = 
m k./D 
/ Z s 2 ^  
e 0 
c  
^ — for 0 = 0, and 
nm , k_/D_ r 
J0^S„/LW [1 + '  
+1 
e •0 
4^0 Ji e /LE) 
° OD 0 < 0^ ^  1. 
( P n a / f )  J q  ( P / I R )  [ 1 +  / . L v z J  
Y +1 
• e  
C/f 
and where the e igenvalues for  and 7^ are the non-zero roots of  
and (134) 
(Y^) tan(Yn,)  = k^/D^.  (135) 
The f i rs t  term in the solut ion of  Cp is  the solut ion for  radia l  
independent  d i f fus ion,  /3^ = 0,  and the second term is  the radia l  
d i f fus ion contr ibut ion to the solut ion.  For âf .  going to zero and LR > 
2,  the radia l  concentrat ion prof i les at  = 1 were barely af fected by 
the point  source in i t ia l  condi t ion.  For LR = 1,  s igni f icant  
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di f fe rences  in  the  rad ia l  p rof i les  were  seen  for  k^/Og = 1 and  10 ,  bu t  
the  prof i les  f la t tened-out  fas te r  for  kf /Dg = 10 .  
Limi ted  u t i l i ty  of  th i s  s impl i f ied  model  became apparent  when 
t ry ing  to  compute  average  concent ra t ions .  Average  concent ra t ions  were  
computed  us ing  
2ïï 1 
J S c e de de 
s = 
S s ELd6_d6 
0 0 
When the  above  in tegra t ions  were  per formed,  the  rad ia l  dependence  of  
the  d i f fus iona l  process  was  e l imina ted :  the  average  concent ra t ion  a t  
the  bot tom of  the  pe l le t  was  the  same as  for  the  rad ia l ly- independent  
d i f fus ion  problem.  
To exper imenta l ly  inves t iga te  the  e f fec t  of  the  in le t  loca t ion  for  
Fj j  on  the  ca lcu la ted  va lue  of  Dg,  a  se r ies  of  exper iments  were  
per formed wi th  Cone  B.  Using  Pe l le t  #522,  wi th  the  feed  f rom the  
s ide  of  the  ce l l  and  Lyu =  0 .75  mm, exper iments  were  per formed wi th  
Pave  =  5-0x10 ^  m^/sec  and  iO.x lO ^ mVsec.  for  severa l  var ia t ions  for  
the  feed  of  F j  in to  the  upper  chamber .  In  the  f i r s t  se r ies ,  the  four  
gas  in le t  holes  near  the  per imeter  of  the  cone  were  f i l l ed  wi th  g laz ing  
to  see  i f  the  same d i f fus ion  resu l t s  would  be  obta ined  us ing  Cone  B as  
when us ing  Cone  A.  The  second conf igura t ion  was  to  have  the  F( j  f low 
enter  the  upper  chamber  th rough one  of  the  holes  near  the  per imeter  of  
the  cone  wi th  the  o ther  four  gas  in le t  holes  p lugged.  The  f ina l  
conf igura t ion  was  to  p lug  the  center  hole  in  Cone  B and  a l low the  
t racer  to  en ter  the  chamber  through the  four  holes  near  the  per imeter  
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of  the  cone .  
-6  % At Fgyg =  lO.x lO m / sec ,  the  resu l t s  obta ined  us ing  a l l  th ree  
conf igura t ions  of  Cone  B gave  the  same resu l t s  as  when us ing  Cone  A a t  
the  same opera t ing  condi t ions .  At  =  5 .0x10 ^  m^/sec ,  Dg ob ta ined  
when only  the  center  hole  of  Cone  B was  used  for  gas  f low was  
approximate ly  5% smal le r  than  the  Dg resu l t s  us ing  Cone  A a t  the  same 
condi t ions :  the  o ther  two conf igura t ions  gave  Dg tha t  where  
approximate ly  4% smal le r .  These  resu l t s  show tha t  a l though Cone  B was  
thought  to  be  a  super ior  des ign  for  gas  d ispers ion ,  a  la rger  f low ra te  
dependence  was  observed  than  when us ing  Cone  A.  
To  see  what  e f fec t  ad jus tment  of  the  lag- t ime parameter ,  ?2 t  had  
on  the  va lue  of  Dg ob ta ined  by  us ing  the  FFT procedure ,  resu l t s  for  two 
- 6  %  di f fe ren t  length  pe l le t s  were  compared  when us ing  =  5 .21x10 m ,  
x^g  =  100%,  and  Fg^g =  5 .0x10 ^  m^/sec .  For  Pe l le t  #5 l6 .  Run #1325.  
and  for  Pe l le t  #520,  Run #1720,  the  i te ra ted  va lues  of  Dg and  P2 were  
2 .69x10 ^  m^/sec  and  1 .79  sec ,  and  4 .48x10 ^  m^/sec  and  2 .52  sec ,  
respec t ive ly .  When f ix ing  the  va lue  of  P2  equal  to  2 .55  sec ,  the  
average  P2 va lue  for  the  runs  per formed on  Pe l le t  #520,  for  Run #1325.  
~6 2 the  i te ra ted  va lue  of  Dg was  3 .39x10 m / sec .  S imi la r ly ,  when the  
va lue  of  P2  was  f ixed  to  I . 8 0  sec  for  Run #1720,  the  i te ra ted  va lue  of  
Dg was  4 .21x10 ^  m^/sec .  As  wi th  the  o ther  pe l le t s ,  as  L increased ,  P2 
increased .  I f  the  va lue  of  P2  was  f ixed  in  the  i te ra t ion  procedure ,  
the  resu l t s  obta ined  for  shor te r  pe l le t s  would  be  a f fec ted  dras t ica l ly  
by  e r rors  in  the  es t imated  va lues  of  t jggy .  On the  o ther  hand,  for  
long  pe l le t s  l ike  Pe l le t  #520,  the  Dg va lue  i s  reduced  only  by  6% when 
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us ing  a  f ixed  lag- t ime va lue  which  i s  0 .72  sec  shor te r  than  the  FFT 
i  t e ra ted  va lue .  
I t  was  sugges ted  tha t  the  inc lus ion  of  the  response  t ime of  the  
TCD in to  the  d i f fus ion  model  could  poss ib ly  expla in  the  length  
dependence  of  the  Dg va lues  and  the  e f fec t  of  th i s  response  t ime on  Dg 
ca lcu la t ions  was  inves t iga ted .  A s tep  change  in  gas  concent ra t ion  to  
the  TCD f rom 100% N2 to  a  mixture  of  9 . 8 6 %  He in  N2 was  made  by  
modi fy ing  tub ing  connect ions  to  and  f rom the  s ix-por t  GC va lve ,  
removing  the  d i f fus ion  ce l l  and  the  cone ,  and  pass ing  a l l  the  gas  f low 
through the  sample  s ide  of  the  TCD a t  approximate ly  0 .94x10 ^  mVsec .  
The  response  of  the  sys tem was  assumed to  be  f i r s t -order  wi th  a  
t ime- lag .  The  t ime cons tan t  of  the  sys tem was  de termined  by  
ca lcu la t ing  the  t ime a f te r  the  s ta r t  of  the  response  tha t  cor responded 
to  (1-e  t imes  the  he ight  of  the  s tep-change  response ;  the  va lue  
obta ined  was  1 .35  sec  and  compar ison  of  the  f i r s t -order  model  to  the  
da ta  was  good.  The  inc lus ion  of  the  t ransfer  func t ion  of  the  TCD in to  
the  model  was  per formed in  the  FFUNCT subrout ine  of  the  program found 
in  Appendix  C.  
Blank  runs ,  dynamic  exper iments  per formed on  the  d i f fus ion  ce l l  
when Pe l le t  #521 was  used  in  the  ce l l ,  had  been  per formed previous ly  a t  
Fave  "  5 .1x10 ^  m^/sec  wi th  =  5 .21x10 ^  m^ and  x^g  =  100%:  they  
were  used  to  de termine  the  addi t iona l  e f fec t  d ispers ion  of  the  f low 
through the  sys tem had on  the  Dg va lues  obta ined  f rom the  FFT 
procedure .  Run #1746 was  chosen  for  use  f rom the  f ive  b lank  runs  
per formed s ince  i t s  moments  were  c loses t  to  the  average  va lue  of  the  
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f ive  b lank  runs  per formed.  
For  Pe l le t  #516,  Run #1)25 ,  which  was  obta ined  for  Fg^g =  5 .0x10 ^  
m^Vsec ,  V ] Q Q P  = 5 .21x10 ^  m\  and X|^g  =  100%,  was  used  for  ana lys is .  
Previous ly ,  Dg was  ca lcu la ted  to  be  2 .69x10 ^  m^/sec  when us ing  an  
impulse  forc ing  funct ion  in  the  model .  When us ing  Run #1746 as  the  
- 6  2  forc ing  funct ion ,  Dg ob ta ined  was  3 .39x10 m / sec .  Using  an  impulse  
forc ing  funct ion  and inc luding  the  f i r s t -order  response  of  the  TCD In  
the  model  gave  Dg =  3 .95x10 ^  m^/sec  whi le  the  b lank  run  wi th  the  TCD 
-6  2  t ransfer  func t ion  inc luded  gave  Dg =  5 .30x10 m / sec .  This  l as t  va lue  
i s  4 .3% h igher  than  the  average  Dg ob ta ined  f rom d i f fe rence  in  moment  
ca lcu la t ions .  S imi la r  resu l t s  for  Pe l le t  #519 gave  Dg va lues  of  
3 .75x10 4 .17x10 4 .47x10 and  4 .96x10 ^  m^/sec ,  respec t ive ly ,  
and  the  las t  Dg va lue  I s  2 .4% lower  than  the  cor responding  d i f fe rence  
in  moments  va lue .  Dg va lues  obta ined  by  modi fy ing  the  d i f fus ion  model  
to  Inc lude  the  response  of  the  TCD and  the  d ispers ion  of  the  pulse  
agree  qu i te  wel l  wi th  the  d i f fe rence  in  moments  va lues .  The  ab i l i ty  to  
ca lcu la te  s imi la r  Dg va lues  us ing  two d i f fe ren t  procedures ,  the  FFT 
procedure  and  the  d i f fe rence  in  moments  p rocedure ,  i s  s t rong  suppor t  
for  e i ther  ca lcu la t ion  procedure  and  the  length  dependence  of  
d i f fus iv i ty  va lues  can  be  e l imina ted .  Even though the  use  of  b lank  
runs  for  represent ing  d ispers ion  of  the  f low through the  appara tus  i s  
an  approximat ion ,  incorpora t ion  of  d i spers ion  e f fec ts  in to  the  
d i f fus ion  model  i s  necessary  to  e l imina te  the  length  dependence  of  Dg.  
When examining  the  va lues  of  rDg presented  In  Table  6 ,  the  va lues  
obta ined  by  assuming a  cy l indr ica l  pore  geometry  agree  the  bes t  wi th  
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the  resu l t s  obta ined  by  in tegra t ing  Dj ( r )  over  a l l  pore  s izes .  The  
agreement  be tween epDj( r )  when eva lua ted  a t  r^odg i s  not  qu i te  as  good 
as  when assuming a  cy l indr ica l  pore  geometry  wi th  the  d i f fe rences  
be tween the  r^odg resu l t s  and  the  in tegra ted  resu l t s  vary ing  f rom 7  to  
8% for  y^  =  0 ,  and  4  to  30% for  y^  =  1 .  The  va lue  of  rDg obta ined  
when eva lua t ing  D-j - ( r )  a t  the  volume-averaged  pore  rad i i  gave  the  
poores t  agreement  to  the  resu l t s  obta ined  f rom in tegra t ing  over  a l l  
pore  s izes .  For  y^  =  0 ,  d i f fe rences  ranged  f rom 17 to  53%,  and  for  y^  
=  1 ,  the  d i f fe rences  ranged  f rom 16 to  66%.  
The  debate  over  which  of  these  procedures  i s  the  prefer red  
procedure  i s  s t i l l  open .  Agreement  be tween comput ing  the  product  rDg 
two d i f fe ren t  ways  does  not  necessar i ly  make  these  two procedures  
be t te r  than  the  o ther  methods :  jus t  more  cons is ten t  wi th  one  another .  
The  resu l t s  of  the  in tegra t ion  procedures  d i f fe r  f rom 23  to  90% when y^  
var ies  be tween 0  and  1 .  The  d i f fe rence  be tween the  Dg va lues  obta ined  
when ana lyz ing  exper iments  per formed wi th  He t racer  concent ra t ions  of  
9 .86  and  100% be ing  roughly  10% or  less  suppor ts  the  use  of  low va lues  
of  y^  in  D-j - ( r )  fo r  any  of  the  ca lcu la t ion  procedures .  Even though the  
ext reme es t imates  of  r  d i f fe r  by  a lmost  50%,  exper imenta l  va lues  
ranging  be tween 1 .56  and  2 .84  a re  qui te  reasonable .  
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VII .  CONCLUSIONS 
The  F FT procedure  descr ibed  i s  the  prefer red  method for  
ca lcu la t ing  Dg va lues  when compared  to  ca lcu la t ions  per formed us ing  
moments  of  the  response  curves .  The  FFT Dg va lues  were  more  cons is ten t  
wi th  one  another  than  the  va lues  ca lcu la ted  us ing  moments :  the  FFT 
va lues  were  less  sens i t ive  to  noise  and  d r i f t  in  the  response  curves  
and  to  the  procedures  used  to  ca lcu la te  the  base l ine  and t runca t ion  
poin t  of  the  da ta  se t s :  i t e ra t ion  on the  va lue  of  ?2  compensa ted  for  
e r rors  in  lag- t ime es t imates .  
The  press ing  of  pe l le t s  as  composi te ,  un lubr ica ted  pe l le t s  
e l imina ted  dens i ty  gradients  in  the  pe l le t s .  The  powder  
charac ter iza t ions  per formed showed tha t  the  pe l le t s  were  charac ter ized  
by pores  in  the  mesopore  and  macropore  pore  s ize  ranges .  In  the  
absence  of  micropores  and  adsorp t ion ,  the  model  for  d i f fus ion  through 
the  pe l le t  could  be  descr ibed  as  shown in  Equat ion  (63)  wi th  a  
composi t ion  independent  Dg va lue  be ing  a  reasonable  assumpt ion .  
However ,  a t  the  tempera ture  and  pressure  a t  which  the  d i f fus ion  
exper iments  were  per formed,  d i f fus ion  occurred  in  the  t rans i t ion  reg ion  
where  both  Knudsen  and  ord inary  d i f fus ion  were  present .  
The  way the  upper  and  lower  gas  s t reams were  en tered  in to  the  
d i f fus ion  ce l l  could  s igni f icant ly  a f fec t  the  Dg va lues  ca lcu la ted .  
Changing  the  lower  gas  f low f rom the  bot tom of  the  ce l l  to  the  s ide  of  
the  ce l l  had  the  e f fec t  of  reducing  the  f low ra te  dependence  of  Dg and  
la rger  va lues  of  Dg were  ob ta ined .  The  he ight  of  the  cone  above  the  
top  of  the  pe l le t  could  a l so  e f fec t  the  Dg va lues  obta ined ,  but  the  
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di f fe rencas  could  not  be  accounted  for  us ing  t l ie  CMDWKDC model  tha t  was  
developed .  The  d i f fe ren t  Dg va lues  obta ined  us ing  the  same cone  a t  
d i f fe ren t  he ights  above  the  pe l le t  showed tha t  f low ra te  independence  
of  Dg i s  not  suf f ic ien t  c r i te r ia  to  jus t i fy  a l l  the  assumpt ions  made  in  
der iv ing  the  d i f fus ion  equat ions  for  the  DWKDC.  The  use  of  d i f fe ren t  
cone  des igns  can  a f fec t  the  Dg va lues  obta ined  and  one  can  not  p red ic t  
a  pr ior i  whether  one  cone  des ign  i s  be t te r  than  another .  
The  sp l i t t ing  of  the  bot tom f low s t ream to  the  TCD grea t ly  reduced  
the  observed  f low ra te  dependence  of  Dg.  The  sp l i t t ing  of  the  f low was  
in te rpre ted  as  a l lowing  the  TCD an  adequate  response  t ime to  de tec t  the  
He in  the  car r ie r  s t ream.  The  d isadvantage  of  the  f low sp l i t t ing  i s  
tha t  the  de tec t ion  l imi t  of  the  sys tem i s  grea t ly  reduced  a t  h igh  
f1ows.  
The  use  of  d i f fe ren t  He gas  concent ra t ions  in  the  in jec ted  samples  
and  d i f fe ren t  sample  loop  s izes  gave  d i f fe rences  among Dg va lues  tha t  
were  less  than  10% when an  impulse  forc ing  funct ion  was  used  in  the  
model  fo r  modera te  to  h igh  f low ra tes .  Pressure  d i f fe ren t ia l s  of  
approximate ly  3 .4  kPa  across  a  19 .6  mm pe l le t  d id  not  a f fec t  the  va lue  
of  Dg ca lcu la ted .  
The  des ign  of  the  exper imenta l  appara tus  a f fec ted  the  va lues  of  Dg 
ca lcu la ted .  Appara tus  dead  volumes  increased  the  spread  of  the  
response  curves  and  gave  lower  Dg va lues .  Bypass  exper iments  tha t  
comple te ly  bypassed  the  ce l l  could  not  adequate ly  compensa te  for  the  
spreading  of  the  response  curves  obta ined .  When re la t ive ly  shor t  
pe l le t s  were  used  tha t  d id  not  cont r ibute  s igni f icant ly  to  the  spread  
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of  the  response  curves ,  the  length  dependence  of  Dg could  be  par t ia l ly  
expla ined  in  te rms  of  s imi la r ly  shaped  response  curves  having  va lues  of  
the  charac ter i s t ic  d i f fus ion  t ime,  T q ,  near ly  the  same.  
When re la t ive ly  longer  pe l le t s  were  ana lyzed ,  Dg increased  wi th  
pe l le t  length  unt i l  the  de tec t ion  l imi ts  of  the  sys tem were  reached .  
The  la rges t  Dg va lues  were  ca lcu la ted  us ing  the  d i f fe rence  in  f i r s t  
absolu te  moments  for  two pe l le t s  and  va lues  were  wi th in  3% of  one  
another  when ca lcu la ted  independent ly  by  us ing  moment  va lues  f rom three  
pe l le t s .  The  Dg va lues  obta ined  for  the  longes t  pe l le t  used  and  
ana lyzed  us ing  the  FFT procedure  were  wi th in  10% of  the  d i f fe rence  in  
moment  va lues  and  may have  been  c loser  to  these  va lues  i f  the  f low to  
the  bot tom of  the  d i f fus ion  ce l l  had  been  f rom the  s ide  ins tead  of  f rom 
the  bot tom of  the  d i f fus ion  ce l l  for  these  runs .  
The  s impl i f ied  model  p roposed  to  inves t iga te  the  inf luence  of  
rad ia l  d i f fus ion  in  the  pe l le t  fa i led .  Al though the  model  p red ic ted  
tha t  rad ia l  concent ra t ion  prof i les  could  be  developed ,  the  inf luence  of  
the  rad ia l  p rof i les  on  the  va lue  of  Dg ca lcu la ted  could  not  be  
de termined  s ince  the  ca lcu la t ion  of  average  concent ra t ions  e l imina ted  
the  rad ia l  por t ion  of  the  so lu t ion .  Exper iments  per formed to  t ry  and 
de termine  the  e f fec t  of  in t roducing  the  top  feed  a t  the  center  and  near  
the  edge  of  the  pe l le t  d id  not  cont r ibute  any  informat ion  to  suppor t  o r  
negate  the  not ion  of  rad ia l ly  dependent  d i f fus ion  in  the  pe l le t .  
Cons is ten t  FFT Dg va lues  could  be  ca lcu la ted  for  d i f fe ren t  length  
pe l le t s  when the  t ransfer  func t ion  for  the  TCD and  the  d ispers ion  of  
gas  f low through the  appara tus  were  inc luded  in  the  d i f fus ion  model .  
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Although the  b lank  runs  per formed were  approximat ions  of  the  ac tua l  
d i spers ion ,  the  d i f fus iv i t ies  ca lcu la ted  us ing  these  es t imates  were  
wi th in  1% of  one  another  when the  resu l t s  for  two pe l le t s  of  d i f fe ren t  
lengths  were  ana lyzed .  
Di f fus iv i t ies  ca lcu la ted  us ing  th i s  modif ied  d i f fus ion  model  were  
wi th in  roughly  4% of  the  va lues  ca lcu la ted  us ing  the  d i f fe rence  in  
moments  p rocedure .  The  ab i l i ty  to  ca lcu la te  s imi la r  d i f fus iv i ty  va lues  
us ing  the  two d i f fe ren t  procedures  i s  s t rong  suppor t  for  us ing  e i ther  
ca lcu la t ion  procedure  s ince  e i ther  procedure  e l imina tes  the  length  
dependence  of  the  d i f fus iv i ty .  
Values  of  rOg ca lcu la ted  by  eva lua t ing  the  to ta l  d i f fus iv i ty  a t  
d i f fe ren t  rad i i ,  and  by  summing up  cont r ibut ions  over  a l l  pore  rad i i ,  
d id  not  d i f fe r  enough f rom one  another  to  make  any  one  of  the  
procedures  the  prefer red  procedure  for  use  in  to r tuos i ty  ca lcu la t ions .  
Using  d i f fe ren t  va lues  to  ca lcu la te  the  tor tuos i ty  fac tor ,  t ,  gave  
reasonable  va lues  for  both  the  low and  h igh  es t imates  of  r :  r  i s  
be tween 1 .56  and  2 .84 .  
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VIM.  RECOMMENDATIONS 
Bet te r  es t imates  of  the  d ispers ion  of  the  f low through the  
appara tus  need  to  be  made  to  check  the  resu l t s  obta ined  in  th i s  work .  
The  use  of  a  fas te r  responding ,  more  s tab le ,  de tec tor  may reduce  the  
magni tude  of  d i spers ion  in  the  de tec tor ,  and  thus  in  the  measured  
response ,  and  a l so  reduce  the  e f fec t  of  the  de tec tor  t ransfer  func t ion  
on  d i f fus iv i ty  ca lcu la t ions .  A h igher  sens i t iv i ty  de tec tor  would  a l so  
a l low re la t ive ly  long pe l le t s  to  be  ana lyzed  wi th  t racer  gas  
concent ra t ions  of  l ess  than  100% t racer .  Other  appara tus  modi f ica t ions  
tha t  could  be  made  inc lude  us ing  mass  f low cont ro l le rs  ins tead  of  
meter ing  va lves ,  be t te r  pressure  gauges  wi th  la rger  pressure  ranges ,  
and  a  var iab le  sampl ing  ra te  A/D conver te r  so  tha t  fewer  da ta  poin ts  
need  to  be  recorded .  
Another  problem i s  thought  to  be  in  the  des ign  of  the  upper  
chamber  of  the  d i f fus ion  ce l l .  This  des ign  a f fec ts  the  f low pa t te rn  
over  the  pe l le t  and  modi f ica t ions  should  be  made .  A des ign  s imi la r  to  
the  present  ce l l  could  be  bu i l t  wi th  smal le r  d iameter  pe l le t  r ings .  
Using  sample  cones  of  s imi la r  des ign  to  those  used  in  th i s  s tudy  wi th  
the  smal le r  d iameter  r ings ,  the  e f fec t  of  having  to  spread  the  pulse  of  
t racer  over  a  smal le r  a rea  could  be  observed .  Al though the  de tec t ion  
l imi ts  of  the  sys tem wi l l  requi re  tha t  pe l le t s  of  the  same LR ra t io  be  
used ,  the  volumes  for  mixing  above  and  be low the  pe l le t  wi l l  be  
reduced .  
Another  ce l l  des ign  tha t  i s  s t rongly  recommended i s  to  des ign  a  
new ce l l  wi th  the  upper  chamber  s imi la r  in  des ign  to  the  lower  chamber  
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as  used  in  th i s  s tudy .  With  both  chambers  us ing  th i s  des ign ,  the  
pe l le t  hold ing  r ing  could  be  he ld  be tween the  top  and  bot tom of  the  
d i f fus ion  ce l l  as  shown by  Wakao (1974)  so  tha t  the  upper  mixing  volume 
would  be  reduced .  One d i sadvantage  of  th i s  ce l l  des ign  would  be  tha t  
pe l le t s  would  have  to  be  pressed  in to  the  r ing  wi th  both  faces  f lush  
wi th  the  ends  of  the  r ing .  
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After taking the Laplace transforms of Equations (61)-(68) and using 
Equation (33), the following matrix system is obtained: 
^11 ^12 0  0  ^11 F(s)  
<l ) l (x=Li)  9 l (x=Li)  -*2(x=l i )  -62(X=L J )  
*11 0 
-D^0 ' (x=L^)  02»; (x=Ll)  
*22  0  
0 0 
^34 1 / 22_  
0  
where a^^^ = (l+sTy)#^(x=0) - ll^(()j|^(x=0) = 
^12 ~  ( i+sTy)e j^(x=o)  -  n^ej^(x=o)  =  ( i+sx^) ,  
^34 (l+sTj^)(j)2(x=L2) + , 
^44 (1+ST^)92(X=L2)  +  Tl^e'^(x=-L^), 
h -
»2 = 
and ' Indicates differentiation with-respect-to x. Since we are only 
interested in the solution at x=L2, we only need to solve for and 
^22' Using Cramer's rule, 
^22 F(s ) [D2^^][ ( l+sT^)co8h(62)+n2^2s inh(g2)]  /  A,  
B22 =  -F(s ) [D^^^][ ( l+sT^)s inh(G2)+n2^2Cosh(g2)]  /  A,  
A =  [cosh(a^)A^+D^i | )^s inh(a^)A2]  
-[l+sTy][slnh(a^)A^+D^^^cosh(a^)A2], 
A^ =  [D2^2][ ( l+sT^)cosh(g2-a2)+n2^2s i"h(82-a2)] ,  
Ag =  [ ( l+sT^^s inh(g2-a2)+n2^2^°G^(^2"^2)] '  
«1 = ^^L^, 1=1,2, and 
^i " ^1^2' 1=1,2" 
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Using 
= C2(x=L2)  =  A22 ' t '2 (x=L2)+B2202 '^^~^2^  '  
we get 
F(s)n i|; 
<=L 
[rcosh(a^) ((l+sTj^)cosh(B2~0'2^''"^2'''2®^"^^®2~°'2^^ 
+ sinh(a^) ((l+sTj^)sinh(32~o'2^"''^2''^2'^°®^^^2~"2^^ 
+ [1+sTy] [rsinh(oi^) ((l+sTj^)cosh(g2-»2^'*'^2''^2®^"^^^2~"2^^ 
+ cosh(a^) ((l+sT^)8inh(B2"G2)+%2^2^°^^(^2"^2))^' 
1/2 
^2*2 „here r = 
Defining 
02=2 
01=1 
^1  ^ l°2 ' '0 l  ^2 /^U'  
*2  "  ^ 2  ^2^^L '  
^1  "  ^ 2^U'  
^2  "  ^ 2^L '  
2 
and using s = ^2^2' get 
F(s)R2^2 
[{[ (RiQ2/r+rR2qi )^2^+(%i/ r+rR2)^2)]s inh(« i )  
+  [{[ rQiQ2^2^+(Ri%2/r+r(Qi+Q2))^2^+r]s i"b(a i )  
+  [  (R^Q2+R2Qi)^2^+(Ri+R2)^2]^°^^(^ l )  ^ ' ^os^(^2~° '2^  3 
The relationships between the variables used here and the variables 
used by Burghardt and Smith (1979) are: 
R^/L =  Ky =  (B .S . ) ,  
Rg/L  =  =  Kg (B .S . ) ,  
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Q^/L^ =  Hy =  (B.S . ) ,  
Qg/L^ =  =  Hg (B .S . ) ,  
1^2 = ij; (B.S.), and 
Bg-Og =  >p (B .S . ) .  
For the limiting case of = 0, reduces to an equivalent form 
of the solution given by Burghardt and Smith (Equation (3,5), 1979). 
For the limit as Lj^ L^, the expression reduces to the proper solution 
for gaseous diffusion in media 1 from 0 to L^, For = Dg, = Eg, 
r is equal to one and the solution reduces to the proper form for 
diffusion through a continuous media of length L^. 
By differentiation of with-respect-to s, as shown in Equation 
(11), the theoretical moments can be generated. The moments and 
t'lLI are 
"OLI = 
"ill = 
• 
and VI2.LI f^duce to the expressions of Burghardt and Smith (1979) 
w h e n  L ,  =  0 :  K  = 0 .  
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Figure 26. Scale drawing of diffusion cell bottom 
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Figure 27. Scale drawing of diffusion cell bottom 
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Figure 28. Scale drawings of Cone A, Cone B, and a pellet ring 
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ZXMINW7 JOB 
JOBPARM BIN=282,BL0CK=(D,D)  ,PURGE=YES 
JOBPARM F0RMS=3H0L,FLASH=PGML,DUPLEX=NO,CHARS=L132,FCB=8 
STEP1 EXEC WATFIV,REGION.G0=31OK 
FTlOFOOl DD DSN=J. l64l4 .DYNAMIC(RRl l65) ,DISP=SHR 
FTl lFOOl  DD DSN=J. I6414.WKDATA(RR1165) ,DISP=SHR 
FT12F001 DD DSN=J. I64l4 .BYPASS(RR435) ,DISP=SHR 
FT13F001 DD DSN=J.16414.DM1165,DISP=(NEW,CATLG),  
UNIT=DISK,SPACE=(6233,  (2 ,1) ,RLSE) ,  
0CB=(RECFM=FB,LRECL=7,BLKSIZE=6230) ,VOL=SER»UCC010 
FT14F001 DD DSN=J.16414.Dl1165,DISP=(NEW,CATLG),  
UNIT=DISK,SPACE=(6233, (2 ,1) ,RLSE) ,  
DCB=(RECFM=FB,LRECL=7,BLKSIZE=6230) ,VOL=SER=UCC010 
GO.  SYS IN DD A 
JOB El . JEK,TIME=(05) .PAGES=25 
C 
C THIS PROGRAM ANALYZES EXPERIMENTAL DYNAMIC WiCKE-KALENBACH DATA.  
C THE PROGRAM MINIMIZES THE SUM-OF SQUARE ERROR BETWEEN THE 
C EXPERIMENTAL DATA AND THE MODEL'S RESULTS.  THE MINIMIZATION 
C OF THE ERROR IS  DONE IN THE LAPLACE TRANSFORM DOMAIN.  THE 
C EXPERIMENTAL DATA IS  FAST FOURIER TRANSFORMED AND IS  SCALED SO 
C THAT IT CAN BE COMPARED TO THE ANALYTICAL LAPLACE TRANSFORM SOLUTION.  
C THE PROGRAM CAN MINIMIZE ON 0 ,1 ,2 ,  OR 3  PARAMETERS.  
C THE ITERATION PARAMETERS IN THE PROGRAM ARE;  P1=1/SQRT(D)  =  PAR(l ) ,  
C TLAG (LAG-TIME) =  PAR (2) ,  AND TPULSE =  PAR (3)  (SQUARE WAVE 
C PULSE TIME) 
C 
C IF  SF=0. ,  'SCALE'  IS  DEFI  NED AS SCALE=REAL (YEMF (1) ) /REAL (CMODEL(1)  )  :  
C THE RATIO OF THE TRANSFORMED DATA TO THE MODEL'S ESTIMATE AT S=0.  
C THIS SCALING FORCES THE AREA OF THE TWO CURVES,  THE EXPERIMENTAL 
C AMD THE MODEL'S,  TO BE THE SAME VALUE.  
C 
INTEGER I , J ,KMAX,FLAG,DIRECT,NRUN,  IY(4)  , IR(4)  
INTEGER ESTMD,ESTMT,ATNB,ATND,AMPB,AMPD,RESB,RESD,AMPBM,NSQRWV 
INTEGER N,NB,ND2,N1,N2,NPAR,NPLT,NBASE,NBASEB,NBYPAS,NEVAL 
INTEGER NSMTH,NSMTHB,NDATA,NTOTAL,NMAX,NSIG, lOPT,ITAIL, IHAX 
INTEGER I FORCE,I  CALL,OUTMOD,OUTMIN,OUTPRT,SPLIT 
REAL YERT(1024)  ,YEMT(1024)  ,YMODEL (1024)  ,XERT(1024)  ,XEMT(1024)  
REAL TIME (1024)  ,PAR(3)  ,NEWPAR(3)  ,HESSN(6)  ,GRADNT(3)  .WORK (9)  
REAL M0MRAW(6) ,M0MM0D(6) ,M0MSFT(6) ,M0MPRD(6) ,M0MTHR(6) ,M0MXEM(6) 
REAL PI ,FN,K1,K2,H1,H2,TAU1,TAU2,B,TAUTCD 
REAL D,DNEW,TLAGM,TLAGD,TLAGDN,TLAGB,TINJ,DT,DTDATA 
REAL D1,POR1,FRACTM,LVU,LVUM,LVUD,KE,KD,  KL 
REAL PMAX,PMAXB,SSQR,SSQRW,SCALE,C1,C2,C3,T0,T1,T2,T3,T4 
REAL TFU,TFL,LCONE,LRING,DIA,VCONE,VLOOP,TFLS,VDLTCD,FLS,FLTCD 
REAL VDU,VDL,VINJ,VGCV,VSBFU,VSBFL,VSBFLS 
REAL FU,FL,VU,VL,AREA,L,POR,M2,M3,M4,M5,M6,M7,PAR1,PAR2,TPULSE,SF 
COMPLEXES ZNl ,EP,EM,CCOSH,CSINH 
C0MPLEXA8 ESOLN (1024)  ,CCI  (513)  ,CC2(513)  ,CC3(513)  
COMPLEXES S  (513)  ,S12  (513)  ,YEMF (1024)  ,M1 (513)  ,FS (1024)  
1 5 8  
COMMON/INTERS/N,ND2,NI.N2,NPAR,IFORCE.NSQRWV,ICALL 
COMMON/REELS/FU,FL,VU,VL,AREA,L,POR,LVUD,DT,PARI,PAR2,TPULSE,SF 
COMMON/FORCF/XERT,XEMT,DT.TINJ.TAUTCD 
C0MM0N/IMGS/S,S12,YEMF,M1,FS,CC1,CC2,CC3 
EXTERNAL FUNCT 
C * A 3*t it jV  A )V j'c j'c î'c j'c j'c j'c )'c A A A ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft ft 
C SET EXPONENTIAL UNDERFLOW TO ZERO 
CALL TRAPS (0,0,20) 
C READ INPUT DATA 
C IF SPLIT .NE. 0, THE FLOW FROM THE BOTTOM OF THE CELL IS SPILT 
C BETWEEN THE TCD AND ANOTHER STREAM. 
READ (10,214) NRUN 
READ(10,214) NDATA 
DO 200 1=1,NDATA 
READ (10,218) YERT(I) 
200 YEMT(I)=YERT(I) 
..K': READ (1 1,214) NPLT 
READ (11,215) ATND,AMPD,RESD 
READ(11,221) TFU,TFL 
READ(11,221) VCONE,VL 
READ (1 1,223) VDU,VDL,VLOOP 
- READ(11,223) DIA,LRING,LCONE 
AC 4L READ (11,221) L,POR 
•P F READ (5,224) NPAR,IFORCE,NSQRWV,TPULSE 
READ (5,227) NSMTH,NSMTHB 
READ (5,228) NTOTAL,NMAX,DTDATA 
READ (5,215) ESTMD.ESTMT.AMPBM 
READ (5,215) KMAX.NSIG, LOPT 
DTL READ (5,215) OUTMOD.OUTMIN.OUTPRT 
£3, READ (5.230) PMAX.NBASE 
READ (5,230) PMAXB,NBASEB 
READ (5.233) D 
'4) READ (5,233) TLAGD 
O,READ(5.234) FRACTM 
READ (5,233) D1 
• " • READ (5,234) P0R1 
I. READ (5,234) TAUTCD 
2'- I F ( I  FORCE.NE.2) GO TO 212 
READ (12,214) NBYPAS 
C 3 READ(12,214) NB 
IF (NB.EQ.NDATA) GO TO 206 
:  WRITE (6,203) 
203 FORMAT(' N (BYPASS DATA) .NE. N (DYNAMIC DATA)') 
GO TO 999 
20F' DO 209 L = L,NB 
2&9 READ (12,218) XERT(I) 
21(2. READ (5,215) ATNB, AMPB.RESB 
READ(5,214) SPLIT 
I F(SPLIT.NE.0) READ(11,221) TFLS.VDLTCD 
READ(5,214) NEVAL 1 I  |C 
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214 FORMAT (14) 
215 FORMAT (14,15.15) 
218 FORMAT (F7.3) 
221 FORMAT(F6.3.F7.3) 
223 F0RMAT(F6.3.F7.3,F7.3) 
224 FORMAT (14, 15. I"5,F9.5) 
227 FORMAT (14,15) 
228 FORMAT(I 4,15.F9.5) 
230 FORMAT (F9.4,15) 
233 FORMAT (F9.6) 
234 FORMAT (F6.4) 
FLAG=0 
IF (NTOTAL.LE.NDATA) GO TO 239 
WRITE (6 ,236)  NTOTAL,NÛATA 
236 FORMAT(' 'NTOTAL =',15,' -GT. NDATA =',I5) 
FLAG=99 
239 IF (NTOTAL.EQ.64.OR.NTOTAL.EQ.128.OR.NTOTAL.EQ.256 .OR. 
+NTOTAL.EQ.512.OR.NTOTAL.EQ.1024) GO TO 245 
WRITE (6,242) NTOTAL 
242 FORMAT(' ' , 'NTOTAL = ' ,15.' AND IS NOT 64,128,256,512 OR 1024') 
FLAG=99 
245 IF (NMAX.LE.NTOTAL) GO TO 251 
WRITE (6,248) NMAX,NTOTAL 
248 FORMAT(' ' , 'NMAX =',15,' -GT. NTOTAL - ' ,15) 
F LAG=99 
251 I F(NMAX.EQ.64.OR.NMAX.EQ.128.OR.NMAX.EQ.256.OR.NMAX.EQ.512 
+.OR.NMAX.EQ.1024) GO TO 257 
WRITE (6,254) NMAX 
254 FORMAT(' ' , 'NMAX =',15.' AND IS NOT 64,128,256,512 OR 1024') 
FLAG=99 
257 IF (NPAR.GE.O.AND.NPAR.LE .3) GO TO 263 
WRITE (6,260) NPAR 
260 FORMAT ( '  ' , 'CANNOT USE NPAR =M5) 
FLAG=99 
263 IF(ESTMD.EQ.O.OR.ESTMD.EQ.L) GO TO 269 
WRITE(6,266) ESTMD 
266 FORMAT(' ' , 'CAN NOT USE ESTMD =',I5) 
FLAG=99 
269 IF (ESTMT.EQ.O.OR.ESTMT.EQ.I) GO TO 275 
WRITE (6,272) ESTMT 
272 FORMAT ( '  ' , 'CAN NOT USE ESTMT •=', 15) 
FLAG=99 
275 IF(IFORCE.GE.O.AND.IFORCE.LE .2) GO TO 281 
WRITE (6,278) I  FORCE 
278 FORMAT(' ' , 'CAN NOT USE I FORCE =',I5) 
FLAG=99 
281 IF (NPAR.NE.3) GO TO 291 
IF(IFORCE.EQ.I) GO TO 291 
WRITE (6,283) 
l6o 
283 FORMAT ( '  ' , 'MUST USE IF0RCE=1 WHEN NPAR=3') 
F LAG=99 
C MODIFY DATA: YERT-EXPER1 MENTAL DATA, YEMT-MODI F I  ED EXPERIMENTAL DATA 
291 IF (FLAG.NE.0) GO TO 999 
CALL BASELN(YERT.NTOTAL.NBASE,IY(3)) 
NMAX=-1*NMAX 
CALL DATMOD(YERT,NTOTAL,NBASE,NSMTH,NMAX,DTDATA,DT,PMAX,F LAG,IY) 
NMAX=-1ANMAX 
CALL DATMOD(YEMT,NTOTAL,NBASE,NSMTH,NMAX,DTDATA,DT,PMAX,FLAG,IY) 
I  F (FLAG.NE.0) GO TO 999 
N=NMAX 
C INITIALIZE CONSTANTS 
VSBFU=30.E0 
VSBFL=30.E0 
VSBFLS=30.E0 
VGCV=0.1975EO 
ND2=N/2 
N1=ND2+1 
N2=ND2+2 
FN=FLOAT(N) 
PI=ARC0S(-1.E0) 
AREA=PI AD IAAA2/4.EO 
LVU=LRING-LCONE-L 
LVUM=FRACTMALVU 
LVUD=(1.E0-FRACTM)*LVU 
VU=VCONE+AREA''«LVUM 
FU=VSBFU/TFU 
FL=VSBFL/TFL 
IF (SPLIT.EQ.O) GO TO 297 
FLS=VSBFLS/TFLS 
FLTCD=FL 
FL=FLS+FLTCD 
297 VINJ=VGCV+VL00P 
M2=AREAASQRT(POR) 
M4=M2AA2 
M5=LASQRT(P0R) 
M6=SQRT(D1AP0R1) 
M7=FUAM2 
T0=FNADT 
TINJ=VINJ/FU 
C INITIALIZE VALUES OF S-LT VARIABLE 
DO 300 I=1,N1 
S(I)=CMPLX(0.E0,-2*PI*(I-1)/T0) 
S12(I)=CSQRT (S(L)) 
300 M1(I)=M5AS12(I) 
SN1=SQRT(P0R1/D1)ALVUD 
DO 302 1=2,N1 
ZNI=S12(I)*SN1 
EP=CEXP(ZN1) 
EM=CEXP(-ZN1) 
I 6 l  
CC0SH=(EP+EM)/2.E0 
CSINH=(EP-EM)/2.E0 
CC1 ( I )  = (AREAAM6A (VLAS ( I )  +F L) *CS  INH+ (VU^VLAS (I) *512(1) + 
+ (VUAFL+VLAFU)*512(1)+FUAFL/S12 (I))*CCOSH)/M? 
CC2(I) = (AREAAP0R/M6A(VU*S ( I)+FU)*C51NH+M4AS12(1) ACCOSH)/M7 
CC3 (I) = (VU'WLASQRT(POR) /M6SVS (I) >VS 12 (I) + (AREA*M2*M6+SQRT (POR) 
+/M6A (VUAFL+F U>WL) ) *512 ( I )  +FU*F L'VSQRT (POR) /M6/S12 (I)) ACS INH 
302 CC3 (I  ) = (CC3 (I) +M2A ( (VU+VL) *5(1) +FU+FL) ACCOSH) /M? 
C TRANSFORM EXPERIMENTAL DATA TO FREQ. DOMAIN. 
C DIRECT=+1, DATA 15 FAST FOURIER TRANSFORMED 
C DIRECT=-1, DATA IS INVERTED 
C 'DT' IS SENT TO SCALE THE FFT SO IT MATCHES THE LT 
DO 301 1=1,N 
301 YEMF (L)=CMPLX(YEMT(L) ,0.E0) 
DIRECT=1 
CALL FFT(YEMF,N,DIRECT,DT) 
IF(I FORCE.LT.2) GO TO 309 
AMPB=AMPBMAAMPB 
306 DO 307 I=1,NT0TAL 
307 XEMT(I)=XERT(I) 
CALL BASELN{XERT,NTOTAL,NBASEB,IY (3)) 
NMAX=-1ANMAX 
CALL DATMOD (XERT,NTOTAL,NBASEB,NSMTHB,NMAX,DTDATA,DT,PMAXB, 
+FLAG,IR) 
NMAX=-1ANMAX 
CALL DATMOD (XEMT,NTOTAL,NBASEB,NSMTHB,NMAX,DTDATA,DT,PMAXB, 
+FLAG,IR) 
I F (FLAG.NE.0) GO TO 999 
CALL MOMCS(XEMT,IR(3),DT,MOMXEM) 
J=IR(3) 
DO 308 1=1,J 
308 XEMT(I)=XEMT(I)/M0MXEM(1) 
IF (AMPB.EQ.O) GO TO 309 
SF=ATNBAAMPDARESD/FLOAT(AMPBAATNDARESB) 
GO TO 311 
309 SF=O.EO 
C 
C INITIALIZE ITERATION PARAMETERS. 
C IF ESTMD=0, ESTIMATE D FROM FIRST MOMENT CALCULATION 
C =1, USE THE VALUE OF D READ IN AS THE INITIAL ESTIMATE 
C IF ESTMT=0, ESTIMATE TLAGD FROM VOLUMES AND FLOW RATES 
C 1, USE THE VALUE OF TLAGD READ IN AS THE INITIAL ESTIMATE 
311 IF (ESTMT.NE.O) GO TO 313 
TLAGD=VDU/FU+VDL/FL 
IF(SPLIT.NE.0) TLAGD=TLAGD+VDLTCD/FLTCD 
TLAGM=TLAGD+TINJ/2.E0 
313 CALL MOMCS (YERT.NDATA,DTDATA,MOMRAW) 
CALL MOMADJ (MOMRAW,TLAGD) 
CALL MOMCS(YEMT, IY(3) .DT.MOMMOD) 
CALL MOMADJ (MOMMOD,TLAGD) 
162 
IF(ESTMD.NE.O) GO TO 315 
K]=HOMMOD (4)-TINJ/2.E0 
CI=AREAA(K1A(FU+FL)-AREA*LAPOR-VU-VL) 
C2=LA(K1AFUAFL-AREAALAP0R*(FU+FL)/2.E0-VUAFL-VLAFU) 
C3=-LAA3AP0RAFU*FL/6.EO 
D= (-C2+SQRT (C2AA2-4. EOAC1 »VC3) )  /  (2. E0*C 1 )  
315 PAR(1) = 1 .E0/SQRT(D) 
PAR (2)=TLAGD 
PAR(3)=TPULSE 
PAR1=PAR(1) 
PAR2=PAR(2) 
C PAR(I) ARE THE INITIAL VALUES OF THE ITERATION PARAMETERS 
C NEWPAR(I) WILL BE THE ITERATED VALUES OF THE PARAMETERS 
DO 317 1=1,3 
317 NEWPAR(I)=PAR(I) 
C 
C IF NEVQL = 0, THE PROGRAM READS IN VALUES OF D, TLAG, AND TPULSE 
C AND CALCULATES SSQRW FOR THESE VALUES USING THE PREVIOUSLY SET 
C VALUES OF NPAR, I  FORCE, ETC. 
IF(NEVAL.EQ.O) GO TO 316 
WRITE (6.1) 
WRITE(6,5000) 
5000 FORMAT ( '  ' ,7X, 'D' ,12X, 'PARI M2X, 12X, 'TLAG',12X, 'TPULSE' ,  12X, 
+'SSQRW') 
ICALL=0 
DO 6000 l=l ,NEVAL 
READ (5,5020) D.TLAGD,TPULSE 
5020 FORMAT(El i t .7,2El6.7) 
PAR1=1.EO/SQRT(D) 
PAR2=TLAGD 
CALL LAPTR(ESOLN,SCALE,SSQRW) 
WRITE (6,5050) D.PARI,TLAGD.TPULSE,SSQRW 
5050 FORMAT('  ' ,E14.7,4E16.7) 
6000 CONTINUE 
GO TO 999 
316 ICALL=0 
C THE IMSL ROUTINE ZXMIN APPLIES A QUASI-NEWTON METHOD TO FIND THE 
C MINIMUM OF A FUNCTION. THE PROCEDURE STOPS WHEN THE 
C ITERATION PARAMETER DIGITS MATCH TO 'NSI G' DIGITS. 
IF (NPAR.EQ.O) GO TO 318 
CALL ZXMIN(FUNCT,NPAR,NSIG,KMAX,I OPT,NEWPAR,HESSN,GRADNT, 
+SSQRW,WORK,FLAG) 
C SKIP A PAGE FOR THE PRINTING OF OUTPUT 
318 WRITE (6,1) 
1 FORMAT Cl ' , '  ' )  
C 
C FLAG IS AN ERROR INDICATOR. 
IF(FLAG.EQ.O) GO TO 325 
IF(FLAG.NE.131) GO TO 319 
WRITE (6,3) KMAX 
163 
3 FORMAT('  ' , 'NSIG NOT REACHED IN' ,14, '  FUNCTION CALLS') 
GO TO 323 
319 IF (FLAG.NE.130) GO TO 321 
WRITE (6,5) 
5 FORMAT ( '  ITERATIONS STOPPED DUE TO ROUNDING ERRORS', 
+ '  IN ZXMIN ROUTINE') 
GO TO 323 
321 WRITE (6,7) 
7 FORMAT('  'HESSIAN MATRIX IS NOT POSITIVE DEFINITE') 
323 WRITE(6,9) 
9 FORMAT('  ' , 'THE LAST RESULTS ARE LISTED BELOW') 
C 
C DNEW IS THE ITERATED ESTIMATE OF D 
325 DNEW=1.E0/NEWPAR(1)*A2 
TLAGDN=NEWPAR(2) 
IF (NPAR.EQ.3) TPULSE=NEWPAR (3) 
C INVERT SOLUTION TO COMPARE TO EXPERIMENTAL RESULTS 
PAR1=NEWPAR(1) 
PAR2=NEWPAR(2) 
CALL LAPTR(ESOLN,SCALE,SSQRW) 
DO 342 1=2,ND2 
342 ESOLN(N+2-l)=CONJG(ESOLN(l))  
DIRECT=-1 
CALL FFT(ESOLN,N,DIRECT,DT) 
SSQR=O.EO 
DO 344 1=1,N 
TIME (L) = (|-L)>VDT 
YMODEL(L)=REAL(ESOLN(L)) 
344 SSQR=SSQR+(YEMT(I) -YMODEL (1)3**2 
C CALCULATE MOMENTS FOR THE MODIFIED DATA THAT IS SHIFTED BY THE 
C NEWLY CALCULATED LAG-TIME AND ALSO FOR THE PREDICTED VALUES: 
C MOMSFT(I) AND MOMPRD(I) ,  RESPECTIVELY. 
DO 348 1=1,6 
348 MOMSFT(l)=MOMMOD ( I)  
T1=TLAGDN-TLAGD 
CALL MOMADJ(MOMSFT.Tl) 
CALL MOMCS (YMODEL,N,DT,MOMPRD) 
CALL MOMADJ (MOMPRD,TLAGDN) 
C CALCULATE OTHER VALUES FOR PRINTING. 
K1=AREAADNEW/(LAFU) 
K2=K1*FU/FL 
KE=P0R1/P0R 
KD=D1/DNEW 
KL=LVUD/L 
TAU1=VU/FU 
TAU2=VL/FL 
H1=TAU1ADNEW/(LALAP0R) 
H2=TAU2*DNEW/(LALAPOR) 
B=SQRT(LAA2AP0R/DNEW) 
C CALCULATE THEORETICAL MOMENTS 
1 6 4  
T4=1.E0+K1+K2+KL/KD 
MOMTHR(1)= K2/T4&SCALE 
MOMTHR (4) =6>'<K1 >VK2>V (  1 .  EO+KEAKL) +3* (K1+K2) A (1 .  E0+KE/KDAKLAA2) + 
+6AKLA(K1AKE+K2/KD)+1.E0+KE/KDAA2*KLAA3+3AKL/KD*(KE*KL+1.E0) 
MOMTHR(4)=(B*A2/6.EOAMOMTHR(4)+TAU!*(! .E0+K2+KL/KD)+TAU2A 
+ (1 .E0+K1+KL/KD))/T4 
T1 = 12A(K1 AK2) AA2+1 OAK 1AK2A (K1+K2) +2 .  gEO* (K1 **2+\{2**2) 
++7AK1AK2+1 .4EO>V(K1+K2)+7.EO/30.EO 
T2=TAU 1A (K2**2* (  1 +4*K 1 )  +5AK1 *K2+ (5»' 'K 1+4AK2+1 )  /3 • EO) 
++TAU2A(K1**2*(1+4AK2)+5&K1AK2+(5*K2+4AK1+1)/3.EO) 
T3=TAU 1 AA2A(1+K2) AA2+TAU1 &TAU2A (  1+K l+K2+2VcK 1 *K2) 
++TAU2AA2A(1+K1)**2 
MOMTHR(3)=8**4/6.E0AT1+BAA2AT2+2AT3 
MOMTHR (3)=MOMTHR(3)*K2/T4*A3*SCALE 
MOMTHR (2) =MOMTHR (4)  ^ MOMTHR (1) 
MOMTHR(5)=MOMTHR(3)/MOMTHR ( 1) 
MOMTHR (6)=MOMTHR(5)-MOMTHR(4)**2 
C CORRECT THEORETICAL MOMENTS FOR DIFFERENT FORCING FUNCTIONS 
IF (IFORCE.EQ.O) TPULSE= (NSQRWV-1) ADT 
T1=-TPULSE/FL0AT{2) 
I F(IFORCE.EQ.O.OR.I FORCE.EQ.1) CALL MOMADJ (MOMTHR.TL) 
IF (I FORCE.EQ.2) CALL MOMADJ (MOMTHR,-MOMXEM (4)) 
C PRINT OUT RESULTS. 
WRITE (6,21) 
21 FORMAT('0', 'QUASI-NEWTON MINIMIZATION OF SUM-OF-SQUARES') 
WRITE (6,23) 
23 FORMAT(' ' , ' IN THE FREQUENCY DOMAIN. PROGRAM;ZXMINW7') 
IF(NPAR.EQ.O) GO TO 353 
WRITE (6,25) 
25 FORMAT ( '0'ITERATION PARAMETERS: D (EFF. DIFF.)') 
IF(NPAR.EQ.L) GO TO 353 
WRITE (6,26) 
26 FORMAT ( '  TLAG (LAG-TIME)') 
IF (NPAR.EQ.2) GO TO 353 
WRITE (6,27) 
27 FORMAT(' TPULSE (SQUARE WAVE PULSE', 
+ ' TIME) ')  
353 WRITE (6,29) NRUN,N,DT,NPLT 
29 FORMATCO','RUN#', 14,3X,'N=', 14, ' POINTS 0T=',F7.5, 
+' SECONDS PELLET #',15) 
1F{IF0RCE-1) 354,356,358 
354 WRITE(6,31) 
31 FORMAT ('0', 'FORCING FUNCTION = DISCRETE SQUARE WAVE') 
WRITE (6,33) NSQRWV 
33 FORMAT(' ' , IGX,'NSQRWV =',14) 
GO TO 361 
356 WRITE(6,35) 
35 FORMAT('0', 'FORCING FUNCTION = ANALYTICAL SQUARE WAVE') 
WRITE (6,37) TPULSE 
37 
35 
39 
41 
1 0  
11 
1 2  
35! 
13 
36C 
14 
15 
16 
17 
18 
19 
20 
361 
43 
45 
47 
49 
50 
165 
,F9.5, '  SECONDS') 
BYPASS RUN #M5) 
AMPB=',15, '  
,17) 
RESB=' 
: ' ,F13.5) 
FORMAT('  ' ,19X, 'PULSE TIME ='  
GO TO 361 
WRITE (6,39) NBYPAS 
FORMAT('0' , 'FORCING FUNCTION 
WRITE(6,41) ATNB,AMPB,RESB 
FORMAT ( '  ATNB=M5,'  
+15, '  = ')  
WRITE (6,10) NSMTHB 
FORMAT ( '  'NUMBER OF DATA SMOOTH INGS ; ' , I  7) 
WRITE (6,11) NBASEB 
FORMAT ( '  'NUMBER OF BASELINE POINTS 
C1=PMAXB 
I  F (PMAXB.GT.1000.EO) C1=PMAXB-1000.E0 
IF (C1.LT.500.E0) GO TO 359 
WRITE (6,12) PMAXB 
FORMAT ( '  ' , 'PMAX- TRUNCATION PERCENT 
GO TO 360 
WRITE (6,13) PMAXB 
FORMAT('  ' , 'PMAX- FIXED TRUNCATION TIME:' ,F13-5, '  SECONDS') 
T1 = IR(1)ADT 
T2=(IR(2)-1)ADT 
T3=(IR(3)-1)ADT 
T4=(IR(4)-1)ADT 
WRITE (6,14) T1 
FORMAT('  ' , 'DATA ZEROED BEFORE 
WRITE (6,15) T2 
FORMAT('  ' , 'PEAK MAXIMUM 
WRITE (6,16) T3 
FORMAT ( '  ' , 'DATA ZEROED AFTER 
WRITE (6,17) T4 
FORMAT('  ' , 'TOTAL DURATION OF RESPONSE 
WRITE (6,18) XEMT(IR(2)) 
FORMAT ( '  VALUE OF PEAK MAXIMUM 
WRITE (6,19) MOMXEM(l) ,M0MXEM(2) ,M0MXEM(3) 
FORMAT('  ' , 'MO =' ,F14.6, '  Ml = ' ,F14.6, '  M2=',F14.6) 
WRITE (6,20) M0MXEM(4) ,M0MXEM(5) ,M0MXEM(6) 
FORMAT('  ' , 'Ul  =' ,F14.6, '  U2 = ' ,F14.6, '  U2C =' ,F 14.6) 
WRITE (6,43) 
FORMAT ( '0 ' , 'EXPERIMENTAL DATA:')  
WRITE (6,45) ATND,AMPD,RESD,SPLIT 
FORMAT ( '  ' , '  ATND=', I5, '  AMPD=', I5, '  
+15. '  SPLIT=', I5) 
WRITE(6,47) FU,FL,VCONE,VL 
FORMAT('  ' . '  F1=',F9.3. '  FL=',F9.3, '  
+ '  VL=',F9.3) 
WRITE(6,49) VDU,VDL,VLOOP,VINJ 
FORMAT('  VDU=',F9.3, '  VDL=',F9.3, '  
+ '  VINJ=',F9.3) 
IF (SPLIT.NE.0) WRITE (6,50) FLS,FLTCD,VDLTCD,TAUTCD 
FORMAT('  FLSD-' ,F9.3, '  FLTCD=',F9.3, '  VDLTCD=',F9.3, 
' ,F13.5. '  SECONDS') 
' ,F13.5, '  SECONDS') 
' ,F13.5, '  SECONDS') 
' ,F13.5, '  SECONDS') 
' .F13.5) 
RESD=',  
VC0NE=',F9.3, 
VL00P=',F9.3, 
51 
53 
54 
55 
57 
364 
59 
366 
61  
370 
65 
67 
372 
68 
69 
374 
71 
378 
75 
78 
77 
80 
82 
84 
1 6 6  
L=',F9.3. LCONE=',F9.3. 
POR=',F9.3, 
VU=',F9.3, 
TINJ=',F9.3, 
: ' ,E14.6, '  (FROM FIRST MOMENT) 
: '  ,E14.6, '  (FROM INPUT DATA) ')  
,E14.6) 
+ '  TAUTCD=',F9.3) 
WRITE(6,51) LRING,L,LCONE,LVU 
FORMAT('  LRING=',F9.3, '  
+ '  LVU=',F9.3) 
WRITE(6,53) DIA,AREA,POR,FORI 
FORMAT('  DIA=',F9.3, '  AREA=',F9.3. 
+ '  P0R1=',F9.3) 
WRITE(6,54) FRACTM,LVUM,VU,LVUD 
FORMAT ( '  ' , 'FRACTM=',F9.3, '  LVUM=',F9.3, 
+ '  LVUD=',F9.3) 
WRITE(6,55) TAU1,TAU2,TINJ,D1 
FORMAT('  TAU1=',F9.6, '  TAU2=',F9.6, 
+ '  D1=',F9.3) 
WRITE(6,57) 
FORMAT CO' ,  'RESULTS: ' )  
IF(ESTMD-l) 364,366,370 
WRITE (6,59) D 
FORMAT('0' , ' INITIAL D 
GO TO 370 
WRITE(6,61) D 
FORMAT('0' , ' INITIAL D 
WRITE (6,65) DNEW 
FORMAT ( '  ' , 'FINAL D 
C1=(DNEW-D)/DNEW»V100.E0 
WRITE(6,67) CI 
FORMAT('  ' , 'PERCENT CHANGE:' ,F12.4) 
IF(ESTMT-I) 372,374,378 
WRITE (6,68) TLAGM 
FORMAT('0' , '  TLAGM ,F12.4, '  
WRITE (6,69) TLAGD 
FORMAT('  ' , ' INITIAL TLAGD : ' ,F12.4, '  
f 'FLOW RATES)')  
GO TO 378 
WRITE (6 ,71)  TLAGD 
FORMAT('0' , ' INITIAL TLAGD : ' ,F12.4, '  
IF(I  FORCE.NE.2) WRITE (6,75) TLAGDN 
FORMAT('  ' , 'FINAL TLAGD : ' ,F12.4) 
IF ( I  FORCE.EQ.2) WRITE (6,78) TLAGDN 
FORMAT('  ' , '  TLAGD+TLAGB : ' ,F12.4) 
C2=(TLAGDN-TLAGD)/TLAGDNA100.E0 
WRITE (6,77) C2 
FORMAT('  ' , 'PERCENT CHANGE:' ,F 12.4) 
IF (NPAR.NE.3) GO TO 90 
C3= (NEWPAR (3)-PAR(3)) /NEWPAR(3)^lOO.EO 
WRITE (6 ,80)  PAR (3) 
FORMAT('  INITIAL TPULSE:' ,F12.4, '  (FROM INPUT DATA)')  
WRITE (6,82) NEWPAR (3) 
FORMAT('  ' , 'FINAL TPULSE:' ,F 12.4) 
WRITE (6,84) C3 
FORMAT('  PERCENT CHANGE:' ,F 12.4) 
(TLAGD+TINJ/2) ')  
(FROM VOLUMES AND '  
(FROM INPUT DATA)')  
1 6 7  
9 0  
8 1  
87 
89 
91 
93 
380 
95 
382 
97 
98 
99 
100 
104 
101  
102 
106 
103 
105 
107 
109 
111 
WRITE(6,81) K1,K2,H1,H2 
FORMAT('0', '  K1=',F9.6,' K2=',F9.6,' H1=',F9.6, 
+' H2=',F9.6) 
WRITE (6,87) 
FORMAT('0', 'STATISTICS; ') 
WRITE (6,89) NSMTH 
FORMAT ( '  'NUMBER OF DATA SMOOTHINGS : ' , I7) 
WRITE (6,91) NBASE 
FORMAT ( '  NUMBER OF BASELINE POINTS ; ' , I  7) 
CL«PMAX 
I F (PMAX.GT.1000.EO) C1=PMAX-1000.EO 
IF (CL.LT.500.EO) GO TO 380 
WRITE (6,93) PMAX 
FORMAT ( '  ' , 'PMAX- TRUNCATION PERCENT : ' ,F13.5) 
GO TO 382 
WRITE (6,95) PMAX 
FORMAT(' ' , 'PMAX- FIXED TRUNCATION TIME:',F 13-5,' SECONDS') 
T1 = IY(1)*DT 
T2=(IY(2)-1)ADT 
T3=(IY(3)-1)*DT 
T4=(IY(4)-1)ADT 
WRITE (6,97) T1 
FORMAT('  ' , 'DATA ZEROED BEFORE 
WRITE (6,98) T2 
FORMAT ( '  ' , 'PEAK MAXIMUM 
WRITE (6,99) T3 
FORMAT ( '  ' , 'DATA ZEROED AFTER 
WRITE (6,100) T4 
FORMAT ( '  ' , 'TOTAL DURATION OF RESPONSE 
WRITE (6,104) YEMT(IY(2)) 
FORMAT(' ' , 'VALUE OF PEAK MAXIMUM 
IF(NPAR.EQ.O) GO TO IO6 
WRITE (6,101) WORK (3) 
FORMAT(' ' , 'SIGNIFICANT DIGITS IN SOLN.:',F13.5) 
WRITE (6,102) WORK (2) 
FORMAT(' ' , 'NUMBER OF FUNCTION CALLS ; ' ,F8.0) 
WRITE (6,103) SSQR 
FORMAT(' ' , 'SUM-OF-SQUARES TI ME',8X,': ' ,F 13-5) 
WRITE (6,105) SSQRW 
FORMAT ( '  ' ,15X,'FREQ.',7X,': ' ,F13.5) 
SSQRW=SSQRW/FN/DT/DT 
WRITE (6,107) SSQRW 
FORMAT(' ' ,15X,'FREQ. SCALED:',F 13.5) 
C1=SQRT (SSQR/FLOAT(N-1)) 
WRITE (6,109) CI 
FORMAT(' ' , 'STANDARD DEVIATION (TIME) : ' ,F13.5) 
C2=CI/YEMT(IY(2))A100.E0 
WRITE (6, 111) C2 
FORMAT(' ' , 'STD DEV/PEAK MAX*100 : ' ,F13.5) 
IF(SF.NE.O.EO) GO TO 384 
,F13.5. '  SECONDS') 
,F13.5, '  SECONDS') 
,F13.5, '  SECONDS') 
,F13.5, '  SECONDS') 
,F 13.5) 
1 6 8  
WRITE (6,113) SCALE 
113 FORMAT('  ' , 'M * TCD CONSTANT /  ATND : ' ,F13.5) 
GO TO 386 
384 WRITE (6,115) SCALE 
115 . FORMATC ' , 'SCALE FACT0RM5X, '  :  '  ,F13.5) 
386 WRITE(6,117) 
117 FORMAT('0' ,25X, 'CUBIC SPLINE MOMENTS',17X, 'THEORETICAL') 
WRITE (6,119) 
119 FORMAT('  ' ,7X, 'RAW DATA',6X, 'MOD DATA',6X, 'MOD+SHIFT',5X, 
+'SSQR DATA',5X, 'EQUATIONS') 
WRITE (6, 121) MOMRAW(l) ,H0MM0D(1) ,M0MSFT(1) ,MOMPRD (1) ,M0MTHR(1) 
121 FORMAT('  ' , '  M0',5F14.6) 
WRITE (6, 123) M0MRAW(2) ,M0MM0D(2) ,M0MSFT(2) .MOMPRD (2) ,M0MTHR(2) 
123 FORMAT('  ' , '  M1',5F14.6) 
WRITE (6,125) M0MRAW(3) ,MOMMOD (3) ,M0MSFT(3) ,MOMPRD (3) ,M0MTHR(3) 
125 FORMATC '  ,  '  M2' ,5F14.6) 
WRITE (6,127) M0MRAW(4) ,M0MM0D(4) ,M0MSFT(4) .MOMPRD (4) ,M0MTHR{4) 
127 FORMAT('  ' , '  U1',5F14.6) 
WRITE (6,129) M0MRAW(5) ,M0MM0D(5) ,M0MSFT(5) ,MOMPRD (5) ,M0MTHR(5) 
129 FORMAT('  ' , '  U2',5F14.6) 
WRITE (6, 131) M0MRAW(6) .M0MM0D(6) ,M0MSFT(6) ,MOMPRD (6) ,M0MTHR(6) 
131 FORMAT('  ' , 'U2C',5F14.6) 
IF (OUTPRT.NE.l)  GO TO l4 l  
WRITE (6,135) 
135 FORMAT('0' .13X, 'FORCING FUNCTION EXPERMNTL DATA MODELING', 
+ '  RESULTS') 
WRITE (6,137) 
137 FORMAT('  ' . ' I  TIME RAW MOD RAW MOD', 
+ '  REAL IMAG') 
DO 390 l=l .N 
C1=XEMT(I) 
IF ( I  FORCE.EQ.2) C1=XERT(I) 
C2=AIMAG(ES0LN(I))  
390 WRITE (6, 139) I ,TIME (I)  .  CI ,XEMT ( I )  ,YERT( I )  ,YEMT(l)  ,YMODEL(l)  ,C2 
139 FORMAT('  ' ,13,F8.2,F9.3,F8.3.F9.3.F8.3,F9.3,F8.3) 
141 IF (NPAR.EQ.O) GO TO 151 
WRITE (6,143) I  OPT 
143 FORMAT('0' , 'FINAL SYSTEM OF EQUATIONS SOLVED USING I  OPT = ' , I3) 
IF(NPAR-2) 140,146,147 
140 WRITE(6,142) HESSN (1),GRADNT (1) 
142 FORMAT('  ' ,F14.7,F20.7) 
GO TO 151 
146 WRITE (6,145) HESSN (1),HESSN (2).GRADNT(1) 
WRITE (6,145) HESSN(2),HESSN (3),GRADNT(2) 
145 FORMATC '  ,2F14.7.F20.7) 
GO TO 151 
147 WRITE (6,149) HESSN (1),HESSN (2),HESSN (3),  GRADNT (1) 
WRITE (6, 149) HESSN (2) ,HESSN (4) ,HESSN (5) .GRADNT (2) 
WRITE (6,149) HESSN(3),HESSN (5),HESSN(6).GRADNT (3) 
149 FORMAT('  ' ,3F14.7.F20.7) 
169 
151 IF (FLAG.NE.0) GO TO 999 
C IF '0UTM0D'=1, THE YEMT VALUES ARE PRINTED TO LUN #1] 
C IF '0UTMIN'=1, THE YMODEL VALUES ARE PRINTED TO LUN #14 
IF(0UTM0D.NE.1) GO TO 395 
WRITE (13.214) NRUN 
WRITE (13,214) N 
DO 394 1=1,N 
394 WRITE (13,218) YEMT (I) 
395 IF (OUTMIN.NE.L) GO TO 999 
WRITE(14,214) NRUN 
WRITE(14,214) N 
DO 397 1=1.N 
397 WRITE (14,218) YMODEL (I) 
999 STOP 
END 
c 
C 
SUBROUTINE DATMOD(Y,N,NBASE,NSMTH,NMAX,DTDATA,DT,PMAX,FLAG,LY) 
INTEGER I,J,N,NBASE,NBASER,NSMTH,NMAX.NMAXR,FLAG,ILEAD,ITAIL 
INTEGER ITOLD,ITNEW,ISMTH,IY(4) 
REAL Y (N),MAX,DT,PMAX,PMAXR,WKOLD(1024) ,WKNEW(1024),AVE 
FLAG=0 
C IF NMAX<0, DATA SET IS ONLY TRUNCATED TO NMAX DATA POINTS 
NMAXR=NMAX 
IF (NMAXR.LT.O) GO TO 207 
IF (PMAX.LT.1000.EO) GO TO 100 
PMAXR=PMAX-1000.E0 
GO TO 105 
100 PMAXR=PMAX 
105 IF (NBASE.LE.1000) GO TO 106 
NBASER=NBASE-1000 
GO TO 107 
106 NBASER=NBASE 
107 IF (NSMTH.GT.-L) GO TO I65 
C IF NSMTH<0, SMOOTH DATA UNTIL CONSTANT TRUNCATION TIME IS 
C OBTAINED, UP TO ABS(NSMTH) TIMES 
IF (PMAXR.GT .5OO .EO) GO TO 115 
FLAG=99 
WRITE (6,109) PMAX,NSMTH 
109 FORMAT(' '  . 'PMAX =',F9.4,' NSMTH =M5) 
WRITE (6,110) 
110 FORMAT(' ' , 'CAN NOT VARY TRUNCATION TIME WHEN ITS VALUE IS' 
+,'  FIXED') 
GO TO 99 
115 ISMTH=1 
IT0LD=1 
120 DO 125 1=1.N 
WKOLD(L)=Y(L) 
125 WKNEW(I)=Y(I) 
1 7 0  
130 CALL SMOOTH(WKNEW.N) 
DO 135 1=1.N 
Y(l)=WKOLD(l)  
135 WKOLD(l)=WKNEW(l) 
CALL BASELN (WKNEW,N,NBASER,ITAIL) 
CALL MAXUM{WKNEW,N,IMAX) 
CALL TRUNCP(WKNEW,N,DTDATA,PMAXR,IMAX,ITNEW) 
IF (ITNEW.EQ.ITOLD) GO TO 14$ 
IF (ISHTH.EQ. (-1>VNSMTH)) GO TO 150 
ISMTH=ISMTH+1 
ITOLD=ITNEW 
DO 140 1=1,N 
140 WKNEW(l)=WKOLD ( I)  
GO TO 130 
145 NSMTH=-(ISMTH-1) 
GO TO 175 
150 NSMTH=-100+NSMTH 
DO 155 1=1,N 
155 Y(l)=WKOLD(l)  
GO TO 175 
163 IF (NSMTH.EQ.O) GO TO 175 
DO 170 l=l ,NSMTH 
170 CALL SMOOTH (Y,N) 
•175 CALL BASELN(Y,N,NBASER,ITAIL) 
CALL MAXUM(Y,N,IMAX) 
CALL TRUNCP(Y,N,DTDATA,PMAXR,IMAX,ITAIL) 
IF (NBASE.GT.IOOO) CALL BASELN (Y,N,NBASE,I TA IL) 
180 IF (PMAX.LT.ICOO.EO) GOTO I90 
IF ( ITAIL.GT. (N-4)) ITAIL=N-4 
J=iTAIL 
AVE=59*Y (J) +54* (Y (J+1) +Y (J-1 ) )  +39* (Y (J+2) +Y (J-2) )  
++14»t (Y (J+3) +Y (J-3) )-21A(Y (J+4) +Y (J-4) ) 
Y(J)=AVE/231.E0 
DO 185 1=1,ITAIL 
185 Y(I)=Y(I)-Y(J) 
C ZERO TRAILING DATA VALUES 
190 DO 195 l=ITAIL,N 
195 Y(l)=O.EO 
C REMOVE PRESSURE SPIKE FROM BEGINNING OF DATA 
200 CALL SPIKE (Y,N,IMAX,I LEAD) 
IF (ILEAD.EQ.O) GO TO 210 
DO 205 1 = 1, I  LEAD 
205 Y(l)-O.EO 
C RETAIN ONLY NMAX DATA POINTS AND CHANGE DT TO CORRESPOND TO NMAX 
207 IF (NMAXR.LT.O) NMAX=-1ANMAX 
IF (NMAX.EQ.N.AND.NMAXR.LT.0) GO TO 235 
210 M=N/FLOAT(NMAX)+0.5 
IF (M.EQ.l)  GO TO 225 
J=0 
DO 215 1=1,N,M 
1 7 1  
J=J+1 
215 Y(J)=Y(I)  
IF (NMAXR.LT.O) GO TO 235 
225 DT^MADTDATA 
CALL MAXUM(Y,NMAX,IMAX) 
CALL TRUNCP (Y.NMAX.DT.PMAXR,IMAX,ITAIL) 
CALL SPIKE(Y,NMAX,IMAX,ILEAD) 
IY(1) = ILEAD 
IY (2) = I  MAX 
IY(3) = ITAIL 
IY(4) = ITAIL-ILEAD 
GO TO 99 
235 NMAX=-1ANMAX 
99 RETURN 
END 
C 
SUBROUTINE SMOOTH (Y.N) 
INTEGER I ,J,K,K1,M 
REAL Y(N) ,YP(9) ,SUM,YT(8) 
DO 50 1=1,4 
YT(I)=Y(I)  
50 YT(l+4)=Y(N-4+l) 
M=N~8 
DO 100 1=2,9 
J=l-1 
100 YP(I)=Y(J) 
DO 200 1=1,M 
J= 1+8 
DO 150 K=1,8 
K1=K+1 
150 YP(K)=YP(K1) 
YP(9) =Y (J) 
SUM=59*YP (5) +54* (YP (4) +YP (6) )  +39* (YP (3) +YP (7) )  + 14* (YP (2) + 
+YP(8))-21*(YP(1)+YP(9)) 
Y(I)=SUM/231 .EO 
200 CONTINUE 
DO 210 1=1,M 
210 Y(N-I-3)=Y (N-l-7) 
DO 220 1=1,4 
Y(I)=YT(I)  
220 Y(N-4+l)=YT(l+4) 
RETURN 
END 
C 
SUBROUTINE BASELN (Y,N,NBASE,I TA IL) 
INTEGER I . ITAIL,N,NBASE,IBASE,J 
REAL Y(N) ,BASE 
IF (NBASE.NE.0) GO TO 5 
WRITE (6,2) NBASE 
2 FORMAT('  'WARNING; NBASE=0 AND NO SHIFTING IS DONE') 
1 7 2  
GO TO 99 
5 IF (NBASE.GT.O) GO TO 10 
IBASE=-HVNBASE 
IF (IBASE.LE.N) GO TO 8 
WRITE (6,6) I BASE,N 
6 FORMAT(' 'WARNING: IBASE=',L4,' .GT. N=',I4) 
WRITE (6,7) 
7 FORMAT(' IBASE SET EQUAL TO N') 
IBASE=N 
8 J=0 
GO TO 30 
10 IF (NBASE.GT.1000) GO TO 20 
IBASE=NBASE 
IF (IBASE.LE.N) GO TO 15 
WRITE (6,16) I BASE,N 
16 FORMAT(' ' , 'WARNING: IBASE = ' ,14,' .GT. N = ' ,14) 
WRITE (6,17) 
17 FORMAT ( '  ' , ' IBASE SET EQUAL TO N') 
IBASE=N 
15 J=N-IBASE 
GO TO 30 
20 I F (ITAIL.LE.N) GO TO 25 
WRITE (6,21) ITAIL,N 
21 FORMAT(' ' , 'WARNING; ITAIL=',I 4,'  .GT. N=',L4) 
WRITE (6,23) 
23 FORMAT(' ' , ' ITAIL SET EQUAL TO N') 
25 IBASE=NBASE-1000 
IF((ITAIL+IBASE) .LE.N) GO TO 29 
J=ITAIL+IBASE 
WRITE(6,26) J,N 
26 FORMAT(' ' . 'WARNING: ITAIL+LBASE=',L4,' .GT. N=',L4) 
WRITE(6,27) 
27 FORMAT ( '  ' , ' IBASE SET EQUAL TO N-ITAIL') 
IBASE=N-ITAIL 
IF (IBASE.GT.O) GO TO 29 
BASE=Y (N) 
GO TO 45 
29 J=ITAIL 
30 BASE=O.EO 
DO 40 1=1,IBASE 
40 BASE=BASE+Y(J+I) 
BASE=BASE/FLOAT(IBASE) 
45 DO 50 1=1,N 
50 Y ( I) =Y (I)-BASE 
99 RETURN 
END 
C 
SUBROUTINE MAXUM{Y,N.I MAX) 
INTEGER L,N,IMAX 
REAL Y(N) ,MAX 
1 7 3  
MAX=Y(1) 
IMAX=1 
DO 10 1=1,N 
IF (Yd) ,LE.MAX) GO TO 10 
, MAX=Y(I) 
IMAX=I 
10 CONTINUE 
RETURN 
END 
C 
SUBROUTINE TRUNCP(Y,N,DT,PMAXR,I MAX,I TA IL) 
INTEGER l , IMAX,ITAIL,N,NM4,IFLAG 
REAL Y (N),PMAXR,MAXC.DT,AVEC 
IF (PMAXR.GT.500.EO) GO TO 20 
I  TA IL=AI NT(PMAXR/DT+1 + .OOOlEO) 
IF (ITAIL.LE.N) GO TO 199 
WRITE(6,10) ITAIL.N 
10 FORMAT('  'WARNING: ITAIL=', l4, '  .GT. N=', l4) 
WRITE (6,11) 
11 FORMAT('  ITAIL SET EQUAL TO N')  
ITAIL=N 
GO TO 199 
20 MAXC=Y (  I  MAX)*(PMAXR -5OO.EO) /100.EO 
IFLAG=0 
ITAIL=N 
NM4=N-4 
DO 40 t=IMAX,NM4 
IF(Y(I) .GT.MAXC.AND.IFLAG.EQ.O) GO TO 40 
IFLAG=1 
AVEC=59AY ( I)  +54* (Y ( I  +1) +Y ( I  -1)) +39* (Y ( I  +2) +Y ( I  -2) )  +14* (Y ( I  +3) 
++Y(l-3))-21A(Y(l+4) +Y(l-4)) 
AVEC=AVEC/231.EO 
I  F (AVEC.GT.MAXC) GO TO 40 
ITAIL=I 
GO TO 199 
40 CONTINUE 
199 RETURN 
END 
C 
SUBROUTINE SPIKE(Y,N,IMAX,I LEAD) 
INTEGER I  ,J,N,I  MAX,I LEAD 
REAL Y(N) 
ILEAD=0 
DO 320 1=2,I  MAX 
J=IMAX-I+1 
IF(Y(J) .GT.O.EO) GO TO 300 
ILEAD=J 
GO TO 340 
300 IF (Y(J) .LT.Y (J+D) GO TO 320 
IF (J.EQ.l)  GO TO 310 
174 
IF (Y{J-1) .LT.Y(J)) GO TO 320 
IF (Y (J) .GT. (Yd MAX) A.5)) GOTO 320 
ILEAD=J 
GO TO 340 
CONTINUE 
RETURN 
END 
SUBROUTINE FFT(X,N,DIRECT,DT) 
INTEGER J1,J2,J3,J4,J5,J6,J7,J8,J9,J10,N,RADIX,L,L1,L2,K,J,NM1 
INTEGER L2T2,NDL1,DIRECT,K1,K2 
REAL PI,DT,FN,C1,C2 
COMPLEX X(N) .  Y (1024) ,W 
C THIS IS A MODIFIED VERSION OF THE 'FFT' SUBROUTINE WRITTEN AND 
C USED BY BOB THIES. IT CAN BE USED TO CALCULATE THE FFT OF A 
C REAL OR COMPLEX DATA SET CONTAINING 32,64,128,256,512 OR 1024 POINTS 
PI=ARCOS (-1.EO) 
FN=FLOAT (N) 
RADIX=ALOG (FN)/ALOG (2.E0)+0.5 
IF (N.GT.128) GO TO 304 
IF(N-64) 301,302,303 
301 DO 310 J l=l ,2 
DO 310 J2=l,2 
DO 310 J3=l,2 
DO 310 J4=l,2 
DO 310 J5=1,2 
310 Y((J5-1)+2A(J4-1)+4*(J3-1)+8A(J2-1) + 16A(J1-1) + 1) = 
+X((Jl- l )+2A(J2-1)+4A(J3-1)+8* (J4-1)+16A(J5-1) + 1) 
GO TO 309 
302 DO 320 J l=l ,2 
DO 320 J2=l,2 
DO 320 J3=1,2 
DO 320 J4=l,2 
DO 320 J5=l,2 
DO 320 J6=l,2 
320 Y((J6-1)+2A(J5-1)+4A(J4-1)+8A(J3-1) + 16A(J2-1)+32A(J1-1)+1) = 
+X((J1-1)+2A(J2-1)+4A(J3-I)+8A(J4-1) + 16A(J5-1)+32*(J6-1) + |)  
GO TO 309 
303 DO 330 J l=l ,2 
DO 330 J2=l,2 
DO 330 J3=1,2 
DO 330 J4=1,2 
DO 330 J5-1.2 
DO 330 J6=1,2 
DO 330 J7=1.2 
330 Y((J7-1)+2A(J6-1)+4A(J5-1)+8A(J4-1)+16A(J3-1)+32A(J2-1) + 
+64*(J1-1)+1)=X((J1-1)+2A(J2-1)+4%(J3-1)+8A(J4-1)+16A(J5-1) + 
+32A(J6-1)+64*(J7-1)+1) 
GO TO 309 
304 IF(N-512) 305.306,307 
3 1 0  
320 
340 
C 
1 7 5  
305 DO 335 J 1 = 1,2 
DO 335 J2=L,2 
DO 335 J3=L,2 
DO 335 J4=L,2 
DO 335 J5=1.2 
DO 335 J6=1,2 
DO 335 J7=L,2 
DO 335 J8=1,2 
335 Y ( (J8- I) +2* (J7-1) +4* (J6- 1 )  +8* (J5-1 )+16* (J4-1 ) +32* (J3-1) 
++64* (J2-1 ) +128* (J 1 -1 )+1 ) =X ( (J 1 -1 ) +2* (J2-1 ) +4* (J3-1 ) 
++8* (J4-L)+L6* (J5-1)+32*(J6-1)+64* (J7-L)+128* (J8-L)+1) 
GO TO 309 
306 DO 340 J 1 = 1,2 
DO 340 J2=L,2 
DO 340 J3=L,2 
DO 340 J4=L,2 
DO 340 J5=1.2 
DO 340 J6=L,2 
DO 340 J7=1.2 
DO 340 J8=L,2 
DO 340 J9=L,2 
K1={J9-1)+2*(J8-1)+4*(J7-1)+8*(J6-1) + 16*(J5-1)+32*(J4-1) 
++64*(J3-1) + 128*(J2-1)+256*(J1-1)+1 
K2=(J1-1)+2*(J2-1)+4*(J3-1)+8*(J4-1) + 16*(J5-1)+32*(J6-1) 
++64* (J7-1) + 128*(J8-1)+256*(J9-1)+1 
340 Y(K1)«X(K2) 
GO TO 309 
307 DO 345 JL=L,2 
DO 345 J2=L,2 
DO 345 J3=1.2 
DO 345 J4=L,2 
DO 345 J5=1.2 
DO 345 J6=1,2 
DO 345 J7=1.2 
DO 3^*5 J8=1,2 
DO 345 J9=1.2 
DO 345 J10=L,2 
K1 = (J10-1)+2*(J9-1)+4*(J8-1)+8*(J7-1)+16*(J6-1)+32*(J5-1) 
++64* (J4-1 ) +128*  (J3-1) +256*  (J2-1 ) +512* (J1 -1 ) +1 
K2=(J1-1)+2*(J2-1)+4*(J3-1)+8* (J4-1)+16* (J5-I)+32* (J6-1) 
++64* (J7-1 ) + l 28* (J8-1 )  +256* (J9-1 ) +512* (J 10-1 )  + 1 
345 Y(K1)=X(K2) 
309 DO 360 L=L,RADIX 
LL=2**(RADIX-L+1) 
L2=2**(L-1) 
L2T2=L2*2 
NDL1=N/L1 
DO 360 K=1,N,L2T2 
DO 360 J=1,NDL1 
W=CEXP(CMPLX (O.EO.DIRECT*PI* (J-1)*L1/FN)) 
1 7 6  
Y {K+J -1 ) =Y (K+J -1) +Y (K+J+L 2-1) AW 
Y (K+J+L2- 1 )  =Y (K+J-1 )-2.*Y (K+J+L2-1 ) >VW 
IF (DIRECT.EQ.- l)  GO TO 380 
DO 370 1=1,N 
X(l)=Y(l)*0T 
GO TO 399 
DO 390 1=1,N 
X(I)=Y(I) /FN/DT 
RETURN 
END 
SUBROUTINE MOMADJ (MOM,TLAG) 
REAL MOM (6) ,TLAG 
C THIS SUBROUTINE SUBTRACTS TLAG FROM THE 1ST ABS. MOMENT AND 
C ADJUSTS THE OTHER MOMENTS 
MOM (4) =M0M(4) -TLAG 
MOM (5) =M0M (6) +MOM (k) **2 
MOM (2) =MOM (4) AMOM(l) 
MOM (3) =M0M(5)*M0M(1) 
RETURN 
END 
C 
SUBROUTINE MOMCS(Y,N,DT,MOM) 
INTEGER I ,1ER,IC,N 
REAL Y(N) ,DT,M0M(6) .TIME (1024) ,2(1024) ,BPAR(4) ,C (1023,3) 
C THIS SUBROUTINE CALCULATES THE MOMENTS FOR THE DATA IN Y 
C THE IMSL ROUTINE ' ICSiCU' APPROXIMATES THE CURVE WITH CUBIC 
C SPLINES. THE DERIVATIVES AT THE END-POINTS, BPAR(I),  ARE SET 
C EQUAL TO ZERO. THE IMSL ROUTINE 'DCSQDU' EVALUATES THE AREA 
C UNDER THE CURVE USING THE SPLINE COEFFICIENTS GENERATED ABOVE. 
C M0M(l-3)-ZEROTH, FIRST AND SECOND MOMENTS 
C MOM(4-5)-FIRST AND SECOND ABSOLUTE MOMENTS 
C MOM(6)-SECOND-CENTRAL MOMENT 
IC=N-1 
DO 410 1=1,4 
BPAR(l)=0.E0 
DO 420 1=1,N 
TIME(I) = ( I-1)*DT 
CALL ICS!CU(TIME,Y,N,BPAR,C,IC,1ER) 
CALL DCSQDU (TIME,Y,N,C,I  C,TIME (1),TIME (N),MOM (1) ,  1ER) 
DO 430 1=1,N 
Z(I)=Y(I)*TIME(I) 
CALL ICSICU(TIME,Z,N,BPAR,C,IC,1ER) 
CALL DCSQDU (TIME,Z,N,C, I  C,TIME (1) ,TIME (N) ,M0M(2) ,  I ER) 
DO 440 1=1,N 
Z(I)=Y(I)ATIME(I)AA2 
CALL ICSICU(TIME,Z,N,BPAR,C,IC,1ER) 
CALL DCSQDU (TIME,Z,N,C, IC,TIME (1) ,TIME (N) ,M0M(3) ,  I ER) 
C CALCULATE OTHER MOMENTS 
MOM (4) =M0M(2) /M0M(1) 
360 
370 
380 
390 
399 
C 
410 
420 
430 
440 
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M0M(5)=M0M(3)/M0M(1) 
MOM (6) =MOM (5)-M0M(4)AA2 
499 RETURN 
END 
C 
SUBROUTI NE FUNCT (NPAR,NEWPAR,SSQRW) 
INTEGER NPAR 
REAL NEWPAR (NPAR).SCALE,SSQRW 
REAL FU.FL,VU,VL.AREA.L.POR.LVUD.Dl.PARI.PAR2.TPULSE,SF 
COMPLEXES CMODEL(1024) 
COMMON/REELS/FU,FL,VU,VL.AREA.L.POR.LVUD.Dl.PARI,PAR2,TPULSE,SF 
IF (NPAR.GE.1) PAR1=NEWPAR(1) 
IF (NPAR.GE.2) PAR2=NEWPAR (2) 
IF (NPAR.GE.3) TPULSE=NEWPAR (3) 
CALL LAPTR(CMODEL,SCALE,SSQRW) 
RETURN 
END 
C 
SUBROUTINE LAPTR (CMODEL,SCALE,SSQRW) 
INTEGER I,N,ND2,N1,N2.NPAR,IFORCE,NSQRWV,ICALL 
REAL FSQR (513).SCALE,R,IM,SSQRW 
REAL FU.FL,VU,VL,AREA,L,P0R,LVUD,D1,PARI,PAR2,TPULSE,SF 
COMPLEXES CMODEL(1024),CDEN (513).ZN3,EP.EM,CCOSH.CSINH 
COMPLEXES S (513) ,S12 (513) .YEMF (1024) ,M1 (513) ,FS (1024) 
C0MPLEXA8 CCI (513) ,CC2(513) ,CC3(513) 
C0MM0N/INTERS/N,ND2,N1,N2,NPAR,I FORCE,NSQRWV,ICALL 
COMMON/REELS/FU,FL,VU,VL,AREA.L,P0R,LVUD,D1,PAR1,PAR2,TPULSE,SF 
C0MM0N/IMGS/S,S12,YEMF,M1,FS,CC1,CC2,CC3 
ICALL=ICALL+1 
IF(ICALL.GT.1.AND.NPAR.NE.3) GO TO 20 
CALL FFUNCT(TPULSE) 
C SET VALUES FOR S=0 
20 CDEN(1)=FL*LAPAR1AA2/AREA+FL/FU+1.EO+FLALVUD/(D1AAREA) 
CMODEL (1)=FS(1)/CDEN(1) 
C USE THE VALUE OF CMODEL(1) TO SCALE THE RESULTS IF SF=O.EO 
IF(SF.GT.O.EO) GO TO 40 
SCALE=REAL (YEMF (1))/REAL (CMODEL(1) )  
GO TO 80 
40 SCALE=SF 
80 CMODEL (1)=SCALE'VCM0DEL (1) 
R=REAL(YEMF (1))-REAL (CMODEL(1) )  
IM=AIMAG (YEMF (1))-A I  MAG(CMODEL(I))  
FSQR(1)=R**2+IMAA2 
DO 100 1=2,N1 
ZN3=PAR1*M1(I) 
EP=CEXP(ZN3) 
EM=CEXP(-ZN3) 
CCOSH=(EP+EM)/2.EO 
CSINH=(EP-EM)/2.E0 
CDEN ( I )  = (CCI ( I)APAR1+CC2(I)/PAR1)ACSINH+CC3(I)*CC0SH 
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CMODEL (I) «SCALEACEXP (-S(I)APAR2) >VFS ( I) /CDEN (I) 
R=REAL (YEMF (I ) ) -REAL (CMODEL (I) ) 
IM=AI MAG (YEMF(I) ) -A I MAG(CMODEL(I)) 
FSQR(I)=RAA2+IMAA2 
100 .CONTINUE 
SSQRW=O.EO 
DO 120 1=2,ND2 
120 SSQRW=SSQRW+FSQR(I) 
SSQRW=2 .  EOVcSSQRW+FSQR (1) +FSQR (Nl) 
RETURN 
END 
C 
SUBROUTINE FFUNCT (TPULSE) 
INTEGER I,J,DIRECT 
INTEGER N,ND2,N1,N2,IFORCE.NSQRWV,ICALL 
REAL TPULSE,T1,TINJ,DT,XERT(1024) ,XEMT(1024) ,TAUTCD 
COMPLEXES 5(513) .S12 (513) .YEMF (1024) ,M1 (513) ,FS (1024) 
COMPLEXES CCI (513) ,CC2(513) ,CC3(513) 
C0MM0N/INTERS/N,ND2,N1,N2,NPAR,IFORCE,NSQRWV,ICALL 
COMMON/FORCF/XERT,XEMT,DT,TINJ,TAUTCD 
C0MM0N/IMGS/S,S12,YEMF,M1,FS,CC1,CC2,CC3 
C INITIAL I FSE FORCING FUNCTION FS 
20 IF(IFORCE-L) 40,180,260 
C IF IF0RCE=0, A DISCRETE SQUARE WAVE PULSE IS USED 
C IF NSQRWV = 0, THEN NSQRWV IS DETERMINED BY THE VALUE OF TINJ 
40 IF (NSQRWV.NE.0) GOTO 100 
NSQRWV=1 
60 TL= (NSQRWV-1)ADT 
IF(T1.GT.TINJ) GO TO 80 
NSQRWV=NSQRWV+1 
GO TO 60 
80 I  F (TINJ.LT. (T1-DT*0.5)) NSQRWV=NSQRWV-1 
IF(NSQRWV.EQ.L) NSQRWV=2 
100 J=NSQRWV-1 
DO 120 1=1,NSQRWV 
XEMT(I)=1.E0/(NSQRWV*DT) 
IF (NSQRWV.GT.2) XEMT(I)=1 .EO/(JADT) 
120 FS(I)=CMPLX(XEMT{I) ,0.E0) 
I F (NSQRWV.LE.2) GO TO 140 
XEMT(1)=XEMT(1)/2.E0 
XEMT (NSQRWV) =XEMT(1) 
FS(1)=CMPLX (XEMT(L) ,0.E0) 
FS (NSQRWV)=CMPLX(XEMT(NSQRWV) ,0.EO) 
140 J=NSQRWV+1 
DO 160 L=J,N 
XEMT(I)-O.EO 
160 FS (L)=CMPLX(XEMT(L) ,0.E0) 
TPULSE=(NSQRWV-L)FTDT 
GO TO 300 
C IF IF0RCE=1, AN ANALYTICAL SQUARE WAVE PULSE IS USED 
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C IF TPULSE=0, THE VALUE OF TINJ IS USED FOR TPULSE 
180 IF (TPULSE.NE.0.EC) GO TO 200 
TPULSE=TINJ 
200 FS (1)=CMPLX(1 .EO.O.EO) 
DO 220 1=2,Ml 
220 FS(I )  = (1.EO-CEXP(-S (  I)ATPULSE) ) /  (S (  I)ATPULSE) 
IF(ICALL.GT.l)  GO TO k99 
DO 240 1=1,N 
240 XEHT(l)=O.EO 
GO TO 499 
C IF IF0RCE=2, BYPASS DATA IS USED 
260 DO 280 l=l ,N 
280 FS(I)=CMPLX(XEMT{I) ,0.E0) 
300 DIRECT=1 
CALL FFT(FS,N,DIRECT,DT) 
C TAUTCD IS THE FIRST-ORDER TIME CONSTANT FOR THE TCD 
I  F (TAUTCD.LE.O.EO) GOTO 340 
499 DO 320 1=1,N1 
320 FS(I )  =FS(I )  /(1.EO+S(I )  *TAUTCD) 
340 RETURN 
END 
ENTRY 
2 0 1 01.00000 
-0 -0 
512 256 00.13333 
0 0 0 
0200 3 3 
0 0 1 
1067.0000 +50 
1018.0000 +50 
00.005000 
02.000000 
1.0000 
00.701000 
1.0000 
0.0000 
16 1000 4 
1 
0000 
0. lOOOOOOE-02 0. lOOOOOOE+01 1.OOOOOOOE+01 
EXPLANATION OF VARIABLES AND SUBROUTINES USED IN MINIMIZATION 
PROGRAM ZXMIN(W)7 
VERSION 6 IS SIMILAR TO VERSION 5 ONLY IT ALLOWS THE OPTION OF 
180 
TREATING THE REGION BETWEEN THE TOP OF THE PELLET AND THE TRACER 
DISPERSION CONE AS A REGION OF IDEAL MIXING (FRACTM = 1) OR AS A 
REGION OF PURE GASEOUS DIFFUSION (FRACTM = 0) 
SIGNIFICANT, BUT OBVIOUS, CHANGES IN THE NOMENCLATURE HAVE BEEN 
IMPLIMENTED IN THIS VERSION OF THE PROGRAM 
VERSION 7 ALLOWS THE INCLUSION OF THE FIRST-ORDER TCD TRANSFER FUNCTION 
TO BE INCLUDED IN THE MODEL. TAUTCD IS THE TIME CONSTANT FOR THE 
TRANSFER FUNCTION 
C NDATA-THE NUMBER OF DATA POINTS INITIALLY 
C NTOTAL-THE FIRST NTOTAL OF NDATA VALUES ARE USED 
C NMAX-THE NUMBER OF DATA POINTS USED 
C NRUN-DYNAMIC RUN NUMBER 
C NBYPAS-BYPASS DATA RUN NUMBER 
C NPLT-PELLET NUMBER 
C NSQRWV-THE NUMBER OF POINTS USED IN A DISCRETE SQUARE WAVE PULSE 
C TPULSE-THE INJECTION TIME IN AN ANALYTICAL SQUARE WAVE PULSE 
C DTDATA-THE TIME SPACING BETWEEN THE RAW DATA 
C DT-THE TIME SPACING BETWEEN THE MODIFIED DATA POINTS 
C FU,FL-UPPER AND LOWER GAS FLOW RATES 
C FLS,FLTCD-FOR SPLIT FLOW, THE SPLIT AND TCD FLOW RATES 
C VU.VL-UPPER AND LOWER CHAMBER VOLUMES 
C VDU,VDL-UPPER AND LOWER TUBING DEAD VOLUMES 
C VDLTCD-FOR SPLIT FLOW, EQUALS THE DEAD VOLUME TO THE TCD 
C VCONE-CONE VOLUME 
C VLOOP-SAMPLE LOOP VOLUME 
C VGCV-INTERNAL VOLUME OF GC VALVE 
C VINJ-INJECTION VOLUME = VGCV + VLOOP 
C VSBFU-VOLUME OF SOAP BUBBLE FLOW METER USED TO MEASURE FU FLOW 
C VSBFL-VOLUME OF SOAP BUBBLE FLOW METER USED TO MEASURE FL FLOW 
C VSBFLS-VOLUME OF SOAP BUBBLE FLOW METER USED TO MEASURE FLS FLOW 
C TFU-TIME FOR SOAP BUBBLE TO TRAVEL THROUGH VOLUME VSBFU 
C TFL-TIME FOR SOAP BUBBLE TO TRAVEL THROUGH VOLUME VSBFL 
C TFLS-TIME FOR SOAP BUBBLE TO TRAVEL THROUGH VOLUME VSBFLS 
C LRING-LENGTH OF PELLET HOLDING REING 
C L-PELLET LENGTH 
C LCONE-DEPTH OF CONE INTO RING 
C LVU-HEIGHT OF CONE ABOVE PELLET, = LRING-L-LCONE 
C FRACTM-FRACTION OF LVU VOLUME IDEALLY MIXED 
C LVUM-FRACTIONAL LENGTH OF LVU FOR IDEAL MIXING = FRACTM*LVU 
C LVUD-FRACTIONAL LENGTH OF LVU FOR PURE DIFFUSION = LVU-LVUM 
C D-EFFECTIVE DIFFUS IVITY 
C D1-DIFFUSI0N COEFFICIENT OF GASES THROUGH LVUD 
C POR-PELLET POROSITY 
C PORT-POROSITY OF LVU REGION, = 1 FOR GASES 
C TLAGD-LAG-TIME FOR THE DYNAMIC DATA 
C TLAGM-LAG-TIME FOR MOMENTS=TLAGD+TINJ/2 
C YERT-THE RAW EXPERIMENTAL DATA, TIME DOMAIN 
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C YEMT-THE MODIFIED EXPERIMENTAL DATA, TIME DOMAIN 
C YEMF-THE FT OF THE MODIFIED EXPERIMENTAL DATA 
C YMODEL-THE NEW ESTIMATE OF THE DATA USING THIS PROGRAM'S PROCEDURE 
C PAR (I)-THE ITERATION PARAMETERS 
C NEWPAR(3)-THE NEW VALUE OF THE ITERATION PARAMETERS 
C S-THE LAPLACE TRANSFORM VARIABLE 
C S12-SQRT{S) 
C KMAX-MAXIMUM NUMBER OF FUNCTION EVALUATIONS ALLOWED 
C XERT-FORCING FUNCTION, TIME DOMAIN 
C XEMT-MODIFIED FORCING FUNCTION, TIME DOMAIN 
C FS-COMPLEX FORCING FUNCTION 
C ATNB,ATND-TCD ATTENUATIONS FOR BYPASS AND DYNAMIC DATA 
C AMPB,AMPD-SA-1 AMPLIFICATIONS FOR BYPASS AND DYNAMIC DATA 
C RESB,RESD-RESOLUTION FOR BYPASS AND DYNAMIC DATA (4=HIGH RES) 
C F0RCE=0 A DISCRETE SQUARE WAVE PULSE IS USED 
C =1 AN ANALYTICAL SQUARE PULSE IS USED. 
C =2 BYPASS DATA USED 
C SF-SCALE FACTOR 
C SPLIT-1F SPLIT .NE. 0, THE FLOW IS SPLIT BEFORE GOING TO THE TCD 
DATA HANDLING OPTIONS 
NDATA-NUMBER OF INPUT DATA POINTS. MUST BE GREATER THAN NTOTAL. BYPASS 
DATA MUST HAVE SAME NUMBER OF DATA POINTS. 
DTDATA-TIME SPACING BETWEEN INPUT DATA POINTS. BYPASS DATA MUST HAVE 
SAME TIME SPACING. 
NTOTAL-THE FIRST 'NTOTAL' DATA POINTS OF THE INPUT DATA FILE WILL BE 
READ. MUST BE LESS THAN OR EQUAL TO NDATA AND EQUAL TO 64, 
128, 256, 512, OR 1024. 
NMAX -MAXIMUM NUMBER OF DATA POINTS TO BE USED FROM THF. 'NTOTAL' 
POINTS USED. WHEN REDUCING THE DATA SET FROM NTOTAL POINTS 
TO NMAX POINTS, DATA POINTS FROM THE DATA SET ARE PICKED AT 
AN APPROPRIATE TIME INTERVAL SO THE DATA COVERS THE SAME 
TOTAL TIME SPAN. USING NMAX LESS THAN NTOTAL IS EQUIVALENT 
TO HAVING A SLOWER SAMPLING RATE. MUST BE EQUAL TO 64, 128, 
256, 512, OR 1024. 
FOR NMAX < 0, THE DATA SET IS TRUNCATED TO NMAX DATA POINTS. 
THIS IS USED FOR THE RAW EXPERIMENTAL AND RAW BYPASS DATA SO 
THE PROPER VALUES ARE PRINTED AS OUTPUT IF THE MODIFIED DATA 
SET IS TRUNCATED TO LESS THAN NTOTAL POINTS. 
NSMTH -THE NUMBER OF TIMES THE EXPERIMENTAL DATA WILL BE SMOOTHED 
USING A 9-POINT SMOOTHING ROUTINE. IF NSMTH <0, THE DATA 
WILL BE SMOOTHED UNTIL A CONSTANT TRUNCATION TIME, AS 
DETERMINED BY PMAX, IS OBTAINED. THIS IS VALID ONLY FOR 
PMAX BETWEEN 500 AND 1000, AND I5OO AND 2000. THE MAXIMUM 
NUMBER OF SMOOTHINGS PERFORMED WHEN TRYING TO DETERMINE A 
CONSTANT TRUNCATION TIME IS ABS(NSMTH). IF THE DATA IS 
SMOOTHED ABS (NSMTH) TIMES, THE VALUE RETURNED FROM THE 
SUBROUTINE WILL BE -LOO+NSMTH. SEE PMAX FOR MORE INFORMATION. 
NSMTHB-SIMILAR TO NSMTH ONLY THIS PARAMETER APPLIES TO THE BYPASS DATA. 
PMAX -THIS PARAMETER CONTROLS THE TRUNCATION POINT FOR THE 
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EXPERIMENTAL DATA. FOR PMAX BETWEEN 0 AND 500, THE PROGRAM 
WILL ZERO ALL DATA AFTER 'PMAX' SECONDS. FOR PMAX BETWEEN 
500 AND 1000, THE PROGRAM WILL ZERO ALL THE DATA TRAILING THE 
FIRST DATA POINT WHOSE AVERAGE VALUE IS LESS THAN YMAX> V  (PMAX-5OO) /100 ,  
WHERE YMAX IS THE MAXIMUM VALUE IN THE DATA SET. BY ADDING 1000 
TO THE VALUE OF PMAX, ALL DATA VALUES WILL BE SHIFTED DOWN BY 
THE AVERAGE VALUE OF THE LAST NON-ZERO DATA VALUE. THIS PREVENTS 
A DROP-OFF IN THE TAIL OF THE DATA AND A TAIL WHICH MAKES A 
SMOOTH TRANSITION TO A ZERO BASELINE. 
NBASE -THIS VALUE AVERAGES 'NBASE' DATA POINTS AND USES THIS AVERAGE 
TO SHIFT ALL THE DATA TO ROUGHLY GET A ZERO BASELINE. FOR 
NBASE > 0, THE LAST NBASE DATA VALUES ARE AVERAGED. IF NBASE 
< 0, THE FIRST NBASE VALUES ARE AVERAGED TO DETERMINE THE 
BASELINE. FOR NBASE > 1000, THE FIRST (NBASE-IOOO) DATA POINTS 
AFTER ITAIL ARE AVERAGED. 
PMAXB -SIMILAR TO PMAX EXCEPT THIS PARAMETER IS USED FOR BYPASS DATA. 
NBASEB-SIMILAR TO NBASE EXCEPT THIS PARAMETER IS USED FOR BYPASS DATA. 
OTHER PARAMETERS. 
ESTMT -THIS CONTROLS THE INITIAL ESTIMATE OF THE LAG-TIME, TLAG. IF 
= 0, TLAG IS DETERMINED FROM THE DEAD VOLUMES AND FLOW RATES 
AS DONE IN THE METHOD OF MOMENTS. IF ESTMT = 1, LTAG READ IN 
AS INPUT IS USED FOR THE INITIAL ESTIMATE FOR ITERATIONS. ON 
OUTPUT, THE VALUE MAY BE EQUAL TO 2. THIS INDICATES THAT THE 
OPTION OF USING THE VALUE OF TLAG FROM IMPULSE RESULTS HAS 
OCCURED. 
ESTMD -THIS CONTROLS THE INITIAL ESTIMATE OF D USED FOR THE 
ITERATIONS. IF EQUAL TO 0, D IS DETERMINED AS IN THE METHOD 
OF MOMENTS. IF ESTMD =1,0 READ IN AS INPUT IS USED FOR THE 
INITIAL ESTIMATE FOR ITERATIONS. ON OUTPUT, THE VALUE MAY BE 
EQUAL TO 2. THIS INDICATES THAT THE OPTION OF USING THE VALUE 
OF D FROM IMPULSE RESULTS HAS OCCURED. 
AMPBM -THE M STANDS FOR MULTIPLIER AND AMPBM IS MULTIPLIED BY THE 
VALUE OF AMPB. IF THE SCALE FACTOR DETERMINED BY THE 
ATTENUATIONS AND AMPLIFICATIONS OF THE DYNAMIC AND BYPASS 
RUNS IS DESIRED, SET AMPBM TO I .  IF THE SCALING PROCEDURE 
OF EQUATING ZEROTH MOMENTS IS DESIRED, SET AMPBM TO 0. 
OUTPUT OPTIONS 
OUTMOD-THIS DETERMINES IF THE MODIFIED EXPERIMENTAL DATA IS TO BE 
PRINTED TO A DATA FILE. IF OUTMOD EQUAL 0, THE DATA ARE NOT 
PRINTED. IF OUTMOD EQUAL 1, THE DATA ARE PRINTED TO A FILE. 
OUTFIT-THIS DETERMINES IF THE MODEL'S FIT TO THE EXPERIMENTAL DATA IS 
TO BE PRINTED TO A DATA FILE. IF OUTFIT EQUAL 0, THE DATA ARE 
NOT PRINTED. IF OUTFIT EQUAL 1, THE DATA ARE PRINTED TO A FILE. 
OUTPRT-THIS DETERMINES IF THE DATA FOR THE FORCING FUNCTION, THE RAW 
AND THE MODIFIED EXPERIMENTAL DATA, AND THE REAL AND IMAGINARY 
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PARTS OF THE MODEL'S RESULTS ARE PRINTED DURING OUTPUT. IF 
OUTPRT EQUAL 1, THE VALUES ARE PRINTED. IF OUTPRT EQUAL 0, 
THE PRINTING OF DATA IS OMITTED. 
ZXMIN OP I TONS 
KMAX -THIS IS THE MAXIMUM NUMBER OF FUNCTION EVALUATIONS, CALLS TO 
THE SUBROUTINE, ALLOWED. 
I OPT -THIS OPTION DETERMINES HOW THE HESSIAN MATRIX IS ESTIMATED. 
FOR I0PT=0, THE HESSIAN MATRIX IS INITIALIZED TO THE IDENTITY 
MATRIX. FOR I0PT=2, THE ROUTINE WILL ESTIMATE THE DIAGONAL 
ELEMENTS OF THE HESSIAN MATRIX. FOR I0PT=3. AN ESTIMATE OF 
THE HESSIAN MATRIX IS MADE. ALTHOUGH THE ZXMIN ROUTINE CAN 
USE A USER SUPPLIED ESTIMATE OF THE HESSIAN MATRIX, I0PT=1, 
THIS IS NOT AN OPTION IN THIS PROGRAM. 
NSIG -THIS IS THE CONVERGENCE CRITERIA PARAMETER. THIS IS THE 
NUMBER OF DIGITS OF ACCURACY REQUIRED IN THE PARAMETER 
ESTIMATES. ITERATIONS ARE STOPPED IF THE PARAMETERS AGREE 
TO NSIG DIGITS. LEADING ZEROS TO THE RIGHT OF THE DECIMAL 
POINT ARE COUNTED WHEN COMPUTING NSIG. 
FORCING FUNCTION OPTIONS 
IFORCE-THIS PARAMETER DETERMINES THE SHAPE OF THE FORCING FUNCTION 
TO BE USED. FOR IF0RCE=0, A DISCRETE SQUARE WAVE USING 
NSQRWV DISCRETE TIME DATA VALUES ARE USED. THE AREA OF THE 
SQUARE WAVE IS NORMALIZED TO 1.0. FOR NSQRWV=1, THIS GIVES 
THE RESULTS EQUIVALENT TO AN IMPULSE FUNCTION. AFTER 
INITIALIZING THE SQUARE WAVE, THE TRANSFORM TO THE FREQUENCY 
DOMAIN IS PERFORMED USING THE FFT PROCEDURE. 
IF IF0RCE=1, A CONTINUOUS SQUARE WAVE FUNCTION IS USED. THE 
LAPLACE TRANSFORM FOR A SQUARE WAVE IS USED AND NO TRANSFORMATION 
PROCEDURE IS NEEDED. AN ADVANTAGE OF USING THIS FORM FOR THE 
SQUARE WAVE IS THAT THE PULSE TIME OF THE SQUARE WAVE NEED NOT 
BE AN INTEGRAL MULTIPLE OF THE TIME SPACING PARAMETER DT. 
FOR IF0RCE=2, DATA FROM A BYPASS RUN IS USED AS THE FORCING 
FUNCTION. IT IS UP TO THE USER TO DETERMINE THE APPROPRIATE 
BYPASS FUNCTION TO BE USED FOR THE RUN. 
NPAR -THIS IS THE NUMBER OF PARAMETERS TO BE USED FOR THE ITERATIONS. 
INITIAL ESTIMATES FOR D AND TLAGD ARE DETERMINED BY THE VALUES 
OF ESTMD AND ESTMT. THE FORCING FUNCTION USED IS DETERMINED 
BY THE VALUE OF I FORCE. 
FOR NPAR=0, THE PROGRAM WILL PERFORM NO ITERATIONS AND WILL 
EVALUATE ALL THE RESULTS WITH THE VALUES OF D, TLAG, ETC. 
DETERMINED BY THE OTHER PROGRAM VARIABLES. 
FOR NPAR=1, THE PROGRAM WILL ITERATE ON 1/SQRT(D), PAR(I). 
FOR NPAR=2, THE PROGRAM WILL ITERATE ON PAR(L), AND TLAGD, PAR (2). 
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FOR NPAR=3, THE PROGRAM WILL ALSO ITERATE ON TPULSE, PAR (3)-
THE CONTINUOUS SQUARE WAVE PULSE TIME. THE VALUE OF TPULSE 
INPUT TO THE PROGRAM IS USED AS THE INITIAL ESTIMATE FOR 
TPULSE IF TPULSE .NE. 0. IF TPULSE = 0, THE VALUE OF TINJ 
IS USED AS THE INITIAL ESTIMATE OF TPULSE. THE INITIAL VALUES 
OF D AND TLAG ARE STILL DETERMINED BY ESTMD AND ESTMT, BUT 
AND ESTMT, BUT I FORCE MUST BE 1. 
