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Abstract
From User-Generated-Content to Structured Knowledge
Exploring Multi-Aspect Sentence Representation and Prototype Hierarchy Based
Categorization for Organization of Text Collections
Zhao-Yan Ming
With user contributed services flourishing, social media is becoming popular
as new venues for users to interact with one another for their information and
social needs. As a result, large amounts of data are produced in the form of
user-generated-contents. The expectations are that the more the data, the more
information is available and the more knowledge is shared between the users.
However, the problem of information overload, uneven quality, and the evolving
nature of contents makes the acquisition of information and knowledge extremely
difficult for average users. To make contents more accessible, search functions
are provided for users to find contents that are relevant to their queries. However,
search functions may be insufficient when users do not know what to ask or how to
issue a proper query. Therefore, an overview of a topic rather than a few isolated
retrieval results is preferred.
To overcome the above problems, we propose to automatically organize
and present the unstructured data in a form that facilitates information access
and storage. This thesis aims to organize the unstructured data into meaningful
information and knowledge by exploring the representations of each data point
and their relations through knowledge-assisted hierarchical clustering.
The contributions of the thesis are two-fold: First, the basic unit of sen-
tence is represented from the aspects of lexical importance, lexical semantic gap
reduction, and syntactic relation. This multi-aspect representation well captures
the similarity between a pair of sentences and passages and articles. Second, a
novel prototype hierarchy-based categorization (PHC) framework is proposed for
the organization of data collection on a given topic. The framework simultaneously
solves the problem of categorizing the data collection and interpreting the cluster-
ing results for navigation. By utilizing prototype hierarchies and the underlying
topic structures of the collections, PHC is modeled as a multi-criterion optimiza-
tion problem based on minimizing the hierarchy evolution, maximizing category
cohesiveness and inter-hierarchy structural and semantic resemblance. The flexi-
ble design of metrics enables PHC to be a general framework for applications in
various domains.
Experiments conducted on two community question answering archives and
two Open Directory Project collections demonstrate that the proposed multi-
aspect sentence similarity metric and prototype hierarchy based categorization
produce promising results and outperform the current state-of-the-art unsuper-
vised data organization models significantly. The proposed organization model is
also applied on a real world application, AutoFAQ, which compiles hierarchically
organized FAQs for a given topic from community question answering archives.
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1.1 From Data to Knowledge
As user contributed services flourish, social media websites like Yahoo! Answers,
Twitter, Facebook, etc., are becoming popular as new venues for users to interact
with one another for their information and social needs. Users request and provide
personal knowledge and experience in community-based question answering ser-
vices; they update their personal statuses, thoughts, and whatever that interests
them in a few words or sentences for social networking and microblogging; they
write reviews for products/services that they are using, while many others read
those reviews to decide what product to buy.
From creating online contents to providing facilities for amateurs to express
their ideas freely, the advent of user-generated contents mark a shift among me-
dia organizations. Digital media technologies, such as Community-based Question
Answering (CQA), digital video, blogging, podcasting, forums, review-sites, social
networking, mobile phone photography, wiki, and microblogging enhance the abil-
ities of users to produce various contents and interact with one another. Recently,
the use of mobile technologies enables social media services to be more accessible
2and instantaneous.
Large archives of unstructured data are therefore built up through user
collaboration or social networking. The data is called User-generated content
(UGC), which is also known as consumer-generated media (CGM) or user-created
content (UCC), refers to various kinds of media content publicly available that
are delivered by end-users. In this thesis, the textual User-generated content is
studied and will be conveniently referred to as UGC from here onwards.
UGC is differentiated from the traditional digital texts such as news articles
and books. First, it is contributed by a vast number of online users and comes
in large volume at a rapid rate. Second, it is less organized and accumulated
dynamically. Third, its innate nature is diversified and covers a large number
of topics contributed from every user’s knowledge and experience that are not
coordinated by any individual or experts. Lastly, its evolution reflects the evolving
interests of the online users who are both the producers and consumers of the
contents. Due to the aforementioned characteristics, UGC is a valuable repository
of intellectual content that is comprehensive, timely, and ever-evolving. Therefore
the discovery of its utility is not a trivial task.
We expect that when there is more data, more information will be con-
sumed and more knowledge is shared between users. However, the problems of
information overload, evolving nature and uneven quality of contents make the
acquisition of information extremely difficult for average users. For example, as
of January 2011 in Yahoo! Answers, more than 1 million question-answer pairs
are under the category cellphone. The amount is far too large for anyone who
wants to know about other people’s concerns on a particular product by reading
the individual entries of the collection.
One way to zoom into the parts of relevant contents that are related to a
user’s information needs is to provide search functions on top of the UGC archives.
3Figure 1.1: From data to information, knowledge, and wisdom.
In this way, the user has to issue an appropriate query which well-represents her
information needs and has some similarity to existing entries in the archives. For
example, Yahoo! Answers provides a search function where users may issue a query
to find relevant questions. However, when the similarities between the query and
the archived entries are to be matched, the complexity and ambiguity of nat-
ural language pose great challenges. The state-of-the-art retrieval models such as
translation-based language models [95] that try to bridge the lexical differences
between the query and the contents by mono-lingual word translation probabil-
ities, and the syntactic tree matching model [89] that accounts for grammatical
variations have achieved promising results in enhancing content accessibility. How-
ever, for users who are new to a topic, they may have difficulties using the right
vocabulary and expressions to form a query, or simply do not know what to ask.
They may want to know what important questions have been asked, from which to
4learn about the key characteristics and issues of a topic. On the other hand, they
may not have a specific question at first but require an overview of the subtopics
involved in the topic before they can dig deeper.
Therefore, organizing the huge collections of data for information naviga-
tion is another important direction in exploring web collections. Some UGCs like
Wikipedia provide contents that are created collaboratively in a structured man-
ner, which possess good underlying knowledge structures. However, most other
services merely gather spontaneous contributions by users through posting ques-
tions, expressing opinions, and reporting events without organizing them. These
unstructured contents represent current topics of interests of users and are buried
beneath the massive evolving knowledge. Thus systematic organization of the
contents will be able to uncover the structure of information and make them great
knowledge resources.
As stated in Gary Flake’s SIGIR 2010 keynote speech [33], “We desperately
need a mode of interaction where the whole of the data is greater than the sum of
the parts”. By adopting the data-information-knowledge-wisdom model [106], as
shown in Figure 1.1, one way of organizing the data is to start from the massive raw
data, extract the information encoded in the data, and organize the information
into structured knowledge that can facilitate wisdom acquisition by integrating,
reasoning, and inference.
We propose to adopt the hierarchical structure for organizing the UGC col-
lections. According to discoveries in Cognitive Science, a well-organized memory
helps us retrieve information in a systematic manner [36].
Ontologies and taxonomies of concepts are generally in the form of hierar-
chies. For example, WordNet, the widely used English lexical ontology, is a perfect
demonstration of hierarchical structure for organizing lexical terms and inferring
knowledge such as semantic relatedness between concepts.
5In this thesis, an automatic hierarchical categorization scheme is proposed
as a way to systematically organize the user-generated-content into fine-grained
subtopic structures. Namely, knowledge is presented in a hierarchical structure
that accommodates subtopics from general to specific in a top-down manner. In
the context of UGC organization, the hierarchical organization does not only mean
the relations between subtopics, but also the categorization of the data points into
meaningful groups that reside in the hierarchies.
With the hierarchical organization, the UGC collections could be stored in
a way that is more accessible to users. UGC hierarchies provide data-views of
a collection that are consistent, predictable, and at different levels of granularity,
making it easier to visualize and explore large collections of documents. Moreover,
the interlinking between data points and categories makes it possible to infer and
perform in-depth and sophisticated analysis on the collection.
In the following, we will discuss the challenges faced by current methods,
and how they are going to be tackled in methods that are proposed in this thesis.
1.2 The Challenges
Hierarchies can be found in many popular web services for content organization like
Wikipedia, Yahoo! Answers, and Open Directory Project (ODP). Wikipedia or-
ganizes 17 million articles (as of January 2011) into hierarchical categories; Yahoo!
Answers has 26 top categories and each is subdivided into a few more subcate-
gories; Open Directory Project builds up a sophisticated hierarchy for providing
directories to home pages. However, all the above mentioned knowledge hierar-
chies are built manually, which is labor-intensive and requires constant updating
in order to accommodate the evolution of the knowledge. Another issue with the
manually built hierarchies is that they are too broad and general, and lacks suf-
ficient details on topics of interests. To make the hierarchies beneficial for more
6users, finer granularity of subtopics needs to be discovered so that each user is
likely to find the specific part of knowledge for her/his personal needs.
To automatically categorize UGC collections into hierarchies, supervised
techniques that require manually-labeled corpora are not appropriate for dynamic
Web information services [46]. Existing unsupervised techniques generally focus
either on clustering the collections into smaller groups [30, 94], or extracting la-
bels for clustered groups [21]. Some of the limitations of automatic hierarchical
clustering for organizing user-generated-content are listed below:
Limitation 1. The automatically generated clusters are less neatly orga-
nized and less interpretable as compared to a manually constructed hierarchical
tree like the ODP and Wikipedia hierarchies. The resulting clusters are usually
not systematically related to one another. For example, groups may not reflect
the relation. Larger clusters may not be of a more general topic, but a result
of the collection provided. Moreover, it is hard to determine the horizontal rela-
tions using either top-down or bottom-up hierarchical clustering. It is uncertain
if the subtopics are well covered by the resulting clusters. Some subtopics may be
merged due to their small size, etc.
Limitation 2. Clustering has not explicitly dealt with constraints imposed
by real world environments. The data-driven nature of clustering algorithms makes
it difficult to be consistent with existing knowledge structure on the topic of the
collection. The dynamic nature of UGC should also be reflected by allowing
knowledge to be constantly evolving and self-updating.
Limitation 3. In general clustering schemes, no label is provided for the
resulting groups to indicate the topics contained. Topic descriptors at each level
of the hierarchy play an important role in helping users to achieve the benefits
of the structure. Finding descriptive labels for clusters automatically is a diffi-
cult problem. In conceptual clustering [67], extra efforts are needed to extract
7labels. However, labels extracted from the unsupervised clustering schemes might
be inconsistent and disorganized. A good cluster label should not only describe
the main concept of the cluster, but also differentiate the cluster from its sibling
and parent clusters. Furthermore, in hierarchical clustering, labeling is more com-
plicated since an internal node in the hierarchy has to be distinguished from its
siblings, parent, and children.
Moreover, in systems that perform sequential clustering and labeling like
SnakeT [31], the resulting clusters and labels may not be consistent and systematic
because of its data-driven nature. LiveClassifier [46] addresses the categorization
and navigation in one go by utilizing predefined topic hierarchies and searching
the training instances to feed into a supervised learner. This approach, however,
ignores the underlying topic structure of the target collection; the result is confined
to the predefined hierarchy which may not be a perfect match to the collection.
Limitation 4. Most existing algorithms are best at categorizing Web docu-
ments into two or three level hierarchical categories. Such a categorization method
does not give a very detailed topic-related class information for the user because
the first two or three levels are often too coarse. Some search engines catego-
rize web search results into a few broad categories to facilitate browsing, like
Findex [53] and Microsoft’s Bing search engine 1. In a search on “Obama” in
Bing, the results are grouped into pre-defined subtopics of the query, such as bi-
ography, facts, quotes, speeches, issues, videos, etc. However, not every search
brings up the categorization; however, only a few pre-defined categories of queries
are processed in Bing and more are expected over time.
Limitation 5. Another issue that receives less attention in textual doc-
ument clustering is the representation of the natural language objects and their
distance metrics. While most clustering algorithms are modeled on numerically
1http://www.bing.com/
8represented objects, natural language objects are of high dimensions and simple
distance measures may not well characterize their closeness in the object space.
Existing work on document clustering mainly uses vector space representation with
tf.idf term weighting and cosine similarity as the distance measure. Other Bag-of-
Words (BoW) representation based information retrieval models like the language
model is also utilized for document representation and similarity(distance) mea-
suring. However, natural language sentences encode richer information, such as
the syntactic and semantic relations among words. Such relationships often can-
not be simply encoded as bag of individual symbols or words. The representation
of natural language text units for automatic processing, and the distance metrics
based on the representations are both challenging for forming meaningful clusters.
1.3 The Proposed Approach and Contributions
Given a collection of UGC objects on a topic to be organized, a novel prototype
hierarchy-based categorization (PHC) framework is proposed to address the above
limitations and difficulties. Generally, PHC utilizes a supervision subtopic hier-
archy and the underlying subtopic structures of the collections simultaneously.
The supervision hierarchy (called prototype hierarchy in this thesis) serves as the
world knowledge for ensuring good coverage of the subtopics and the consistency of
subtopic relations (to address limitations 1 and 2). It constrains the formation
of the clusters as a fine-grained structural guidance (in response to limitation
4). The resulting hierarchy is readily labeled by the supervision hierarchy (to ad-
dress limitation 3). Moreover, the prototype of each category in the supervision
hierarchy provides additional patterns for clustering. The PHC approach simul-
taneously solves the problem of organizing the UGC collections systematically,
labeling, and interpreting the clustered results for navigation.
We identify two important issues in the PHC framework; one is to represent
9the natural language contents and measure their similarities (in response to limi-
tation 5), the other is to hierarchically organize the contents by encapsulating a
comprehensive set of criteria.
(1) The computation of the similarity of text objects is one of the most
important building blocks of any textual document clustering model. Textual
document clustering differentiates itself from the clustering of other types of object,
in that text documents are complex natural language objects that contain a large
number of symbolic entities in complex relations and these entities are organized
by grammatical rules. As sentences are the basic units with complete grammatical
relations, the quality of the similarity measure between sentences determines the
object metric that defines the object space and how the objects are clustered in
the space.
The design of the sentence similarity function depends on how the textual
contents are represented. The most basic approach is the BoW representation
that is widely adopted as an efficient representation that works considerably well
in real word applications. Within the BoW paradigm, existing term weighting
schemes assign values, indicative of the importance of terms, from the document-
level or collection-level statistics. In this thesis, a new weighting scheme that
considers the vocabulary-level specialty of terms is proposed. It is combined with
the document and collection level evidences to form the so-called three-level term
weighting lexicon representation model.
However, natural language documents are encoded in rich semantic and
syntactic relations besides the lexicon itself. The syntactic tree kernel function,
one of the most effective ways to represent the syntactic structure of a sentence, is
adopted. In general, it measures the distance between two sentences by dividing
the parsing trees into several sub-trees, and computes the inner product between
two vectors of sub-trees. For semantic relations, the predicate-argument structure
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is adopted to represent sentences in semantic frames consisting of a central verb
as the predicate and a number of semantic role labeled arguments. The similarity
between two sentences is measured by their corresponding verbs, argument labels,
and argument contents as in the two semantic frames.
In summary we propose to represent sentences from three orthogonal as-
pects, the term vectors, the syntactic relations, and the semantic relations. For the
representation in each aspect, a sentence similarity measure is proposed. Finally,
the three measures are integrated as an enhanced measurement, which is called
the multi-aspect sentence similarity metric.
(2) The prototype-hierarchy based clustering is modeled in a multi-criterion
optimization problem. In response to the first four limitations of existing models,
three requirements are identified for an improved hierarchical clustering problem:
(i) the similarities between objects are measured by appropriate distance metrics,
so as to partition the objects into homogeneous clusters that are similar to each
other; (ii) the data hierarchy and supervision hierarchy are adequately matched,
both at the node and relation levels, with techniques to handle mismatches; and
(iii) the data hierarchy, like a taxonomy or an ontology, is incrementally evolving
into a compact structure, encoding the underlying topics of the collection.
The requirements are further modeled as four criteria that are instantiated
as four objectives: (i) Minimum Evolution: The optimal hierarchy organizes the
whole collection with least information changes to the initial data hierarchy. (ii)
Prototype Centrality: It assumes that a prototype is located at the center of an
object cluster in the object space. (iii) Prototype-Data Hierarchy Resemblance:
It considers the resemblance of the common hierarchies of the data hierarchy and
the prototype hierarchy. (iv) Category Cohesiveness: The collection is categorized
such that objects in the same category are similar to each other and those in
different categories are dissimilar to each other. The four objective functions
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are integrated into a multi-criteria optimization function that models the overall
requirements.
The instantiation of the optimization function is based on the distance mea-
sure between each individual UGC, where the multi-aspect sentence representation-
based similarity metric fits in.
In summary, this thesis focuses on developing textual content representa-
tion and similarity metrics, and a novel hierarchical categorization model for the
organization of UGC.
1.3.1 Main Contributions
The main contributions of the thesis are as follows:
• Multi-aspect sentence representation and similarity measure
We make use of the advances in Natural Language Processing for processing
the sentences for the representation from the aspects of lexicon importance,
syntactic relations, and semantic relations. The multi-aspect sentence rep-
resentation leads to effective sentence similarity metric that forms the basic
building block of a text clustering system.
• Prototype Hierarchy Based Categorization
We propose the notion of prototype hierarchy, which is a pragmatic form of
ontology. The prototype hierarchy is less rigidly defined and emphasizing
on its utility as a guidance to automatic processing: providing the structure
guidance and the prototypes as cluster centroids.
We propose the framework of clustering texts into hierarchy guided by a
prototype hierarchy, and devise the criteria that put together the guidance
from the prototype hierarchy and the underlying distribution of subtopics
embedded within the target collection.
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1.4 Thesis Organization
Chapter 2 reviews the literature on user-generated-content, textual representa-
tion and similarity schemes, hierarchical clustering and labeling models, and the
utilization of world knowledge in the above tasks.
In Chapter 3, the overall framework of the proposed approach is outlined.
Chapter 4 presents the multi-aspect sentence representations and the asso-
ciated similarity measures. Three similarity metrics are developed for each aspect
respectively. The similarity measures and their combinations are evaluated as
question retrieval models on question-answer archives.
Chapter 5 details the prototype-hierarchy based clustering that is mod-
eled in a multi-criterion optimization problem. Experiments are conducted on re-
constructing ODP hierarchies and organizing communities question-answer pairs.
Chapters 3, 4, and 5 constitute the main body of this thesis. With the
proposed framework fully discussed and evaluated, Chapter 6 presents a real world
application named AutoFAQ that is built on techniques proposed in Chapters 4
and 5. Chapter 7 concludes the thesis with highlight of contributions of this thesis,





In this Chapter, we will first review the topics related to UGC. Due to its popu-
larity and far-reaching effects to Web users, variously lines of research have been
conducted on UGCs, as reviewed in Section 2.1. Next, the existing approaches of
representing the textual UGC and the similarity measure between the UGC data
points are reviewed in Section 2.2. As this thesis focuses on organizing the UGC
data into structured knowledge in an unsupervised way, related works on the two
major approaches in hierarchical clustering and conceptual clustering that gives
labels to clusters are summarized in Section 2.3 and Section 2.4 respectively. As
the approach proposed in this thesis is not merely about hierarchical clustering, it
is the combination of unsupervised clustering with guidance from existing knowl-
edge structure, hence we also discuss related works on categorizing data points
with assistance from external knowledge in Section 2.5. Here we include works in
automatically constructing the knowledge hierarchies, or referred to as ontology
in literature.
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2.1 Related Work on User-Generated-Content
The research on UGC is quite fresh, with most related work conducted in re-
cent years, as social media services started to bloom since the early 2000s. As
User-generated-content is believed to contain a large amount of useful informa-
tion, discovering the utility of UGCs becomes a research topic of interest to many
researchers. The utility of UGCs comes in two major aspects: (i) the information
credibility and (ii) accessibility. This intrigues research efforts in two major direc-
tions accordingly: the analysis of UGC quality, and the information retrieval on
UGC archives. Some new directions include predicting the temporal dynamics [99]
and knowledge sharing behaviors [1]. In this Section, we first review works with
regards to distinguishing good and bad quality contents on UGC [8], followed by
the retrieval models for improved accessibility. Finally the other novel tasks on
UGC.
2.1.1 Content Quality
Evaluation of content quality is an essential module for performing more advanced
information/knowledge seeking tasks on UGC. Jeon et al [50] conducted some of
the earliest work on predicting the quality of UGC, particularly answers from the
community-based question answering services. They extracted a set of non-textual
features such as answer length, number of points received, etc., as well as user fea-
tures, such as the fraction of best answers, number of answers given, etc., and feed
them into a maximum entropy learner in order to to evaluate the quality of the
answers. Agichtein et al. [2] expanded the framework by exploring a larger and
more comprehensive range of features for identifying high-quality content in social
media. This includes structural, textual, and community features. Particularly,
they extracted three categories of features: (a) the intrinsic content quality met-
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rics that are mostly the text-related features; (b) the user relationships that are
represented in a creator-user interaction graph; and (c) the content usage statis-
tics which includes the number of clicks and the dwell time. Another branch of
work in this line is the identification of users with expertise and authority, serving
as an indicator of high quality content. Zhang et al [103] analyzed online help-
seeking community using network-based ranking algorithms including PageRank
and HITS. Pal [69] and Bouguessa et al [16] tried to find the experts, or the cred-
ible high-quality content providers in community question answering services like
Yahoo! Answers. Bian et al [13] developed a semi-supervised coupled mutual
reinforcement framework for simultaneously calculating content quality and user
reputation, which they claimed to require relatively few labeled examples to ini-
tialize the training process. Song et al [82] proposed to model question utility by
combining query-question relevance and question centrality, which raises another
content quality measure that actually reflects the user’s interests. The content
quality estimation methods in the above works can be integrated into applications
such as retrieval or clustering, such that only high-quality contents are processed
and presented to the users. This research will not deal with quality assessment
issues.
2.1.2 Content Accessibility
Accessibility is the fundamental issue for the reuse of information in archived UGC.
For instance, in question answering communities, people with new questions may
search for previously similar questions for an immediate answer. Information
retrieval over the UGC is based on the similarity measures between the query
and the UGC textual data. Jeon et al. [48, 49] compared four different retrieval
methods for question retrieval on CQA data – the vector space model, the Okapi
model, the language model, and the translation model. The experimental results
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show that the translation model outperforms the other models. They argued that
the traditional bag-of-word information retrieval models are not able to handle
the lexical chasm between the query and the lexically different candidates. The
monolingual translation probabilities between words are introduced to tackle the
lexical chasm.
Jeon et al. [49, 48] proposed a mixture model of query likelihood and a
translation-based retrieval model, for identifying semantically similar questions
with lexical mismatch in large question and answer archives. Xue et al [95] ex-
tended the model on a question-answer pair by combining the translation-based
language model for the question part with a query likelihood approach for the
answer part. Delphine and Iryna [11] proposed to use a parallel training dataset
that consists of definitions and glosses for the same term from different lexical
and semantic resources. They compared monolingual translation models built
from lexical semantic resources with two other kinds of datasets: manually-tagged
question reformulations and question-answer pairs. The experiments showed that
different datasets encode different and complementary types of knowledge and
they suggested the combination of both lexical and semantic knowledge. Lee et
al [59] raised the problem of unimportant words in training the translation mod-
els, arguing that a lack of noise control on the models can cause degradation
of retrieval performance. They thus investigated several empirical methods for
eliminating unimportant words to construct compact translation models for re-
trieval purposes. They showed substantial improvements achieved by using com-
pact translation models.
Bian et al. [12] proposed an interesting learning framework for question
retrieval. However, this approach requires training data (which are difficult to get
for general questions) and experiments are conducted on factoid questions. Duan
et al [29] proposed a solution that makes use of question structures for retrieval by
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building a structure tree for questions in a category of Yahoo! Answers to discover
question topic and question focus.
The recent work by Cao et al. [19, 18] exploited the question categories
in CQA data for question retrieval. Their approach [19] utilized category-based
statistics for the smoothing of the langauge model. Cao et al. [18] proposed to
compute the ranking score of a question by a linear combination of two scores,
the relevance score of a query to the question, and the relevance score of a query
to the category containing the question. The method is general in that it can be
applied to a wide range of question retrieval methods.
In summary, existing works on improving the accessibility of UGC collec-
tions are mostly retrieval based models that produce a list of search results in
response to a query. In this thesis, we work on clustering the UGC collection into
hierarchically organized categories to provide browsing style of access.
2.1.3 Novel Topics
Besides quality estimation and retrieval models, some novel research topics and
applications were also investigated in recent literature. Iryna et al [41] analyzed
the requirements for educational question answering on social media content, con-
ducting studies on subjective question classification and identification. They also
developed a learner’s question-answering system with question paraphrase identi-
fication and answer retrieval as the two steps.
UGC is produced in explosive speed. Liu et al [62] found that in ques-
tion answering communities, some questions are more urgent than the others and
thus require immediate response so as not to get buried among the trivial ones.
They proposed to distinguish the urgent questions from the rest by exploring text
and data mining methods for automatically identifying time-sensitive information
needs. They found that question context such as category information could help
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to increase the classification accuracy as compared to using the question text alone.
Some works focused on user activities on UGC generation. Liu et al [1]
studied the knowledge sharing activities in Yahoo! Answers. They conducted
thorough investigation of the interactions and information seeking patterns in dif-
ferent categories. Liu et al [61] and Agichtein et al [3] further studied how the
patterns correlate with information seeker’s satisfaction. They proposed a general
prediction model, and developed a variety of content, structure, and community-
focused features to predict whether a question author will be satisfied with the
answers submitted by the community participants. They found that when suffi-
cient interaction history exists, personalization can significantly improve predic-
tion accuracy. They believed that the models and predictions will be useful for
applications, such as user-intent inference, answer ranking, interface design, and
query suggestion and routing.
Temporal aspects of UGC are also exploited. As UGC comes as dynamic
streams of content, research was conducted on temporal stream analysis, particu-
larly on new topic detection. Yao et al [100] proposed to detect the burst of new
topics by exploring the temporal dynamics of UGC. They considered the textual
features, as well as the characteristics of collaborative context, such as the meta-
data frequency, the resource lifetime, the topic coverage, and user attractiveness.
They explored methods that combine multiple sources of indications to detect
bursts from individual streams and combined effects of the burst pulses.
The above research topics and applications provide additional insights on
the characteristics of UGC, which may inspire us on the future development of
the UGC organization methods and applications.
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2.2 RelatedWork on Textual Representation and
Similarity Functions
The computation of text object similarity is one of the most important building
blocks of the textual document clustering models. The similarity between texts
is based on how they are represented. The most basic approach is the Bag-of-
Word representation. In this model, the text is encoded as a group of words that
are independent from each other. Within the BoW paradigm, term weighting
schemes that assign different importance-indicating values to each term have been
widely studied. Besides the popular tf − idf term weighting, some other sophis-
ticated schemes are proposed. The independence assumption empowers the fast
and simple implementation of text processing systems. However, natural language
sentences are encoded in rich semantic and syntactic characters besides the vo-
cabulary itself. Therefore, research has been conducted on representing textual
documents with the rich semantic and syntactic features.
In this Section, we will first review work on Bag-of-Word model, namely
the various term weighting schemes, for textual representation and similarity mea-
suring. Then we will review works that explored more sophisticated models for
representing the syntactic and semantic aspects of documents, as well as their
associated similarity functions.
2.2.1 Related Work on Term Weighting
Despite its lack of theoretical understanding, the tf − idf model has been widely
used and accepted due to its superior performance. The justification and inter-
pretation of tf − idf has been studied in [4, 44, 78], from the perspectives of in-
formation theory, probabilistic language modeling, binary independence retrieval,
and Poisson distribution. [77] tried to interpret the Okapi BM25 model from the
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perspective of the poisson model, the language model, the tf − idf model, and
a Divergence From Randomness model. Supervised term-weighting methods [73]
are used in tasks such as text categorization.
In order to better measure the similarity between pairs of short texts, Liu
et al [91] considered both the semantic and statistical information. They proposed
a method that iteratively calculate both word similarity and short text similarity,
which resulted in an improved vector representation of the raw text snippets.
However, none of these efforts attempt to separate the evidences between
document-level and the collection-level in term weighting. Since our investigation
is focused on the vocabulary-level evidences, it further raises question on the roles
of document level, collection level as well as vocabulary level analysis in term
weighting and IR effectiveness.
As for the vocabulary-level filtering for term weighting, the creation of
a customized stopword list [64, 65] and the extraction of domain-specific key-
words [34] can be seen as the most relevant work. We see the collection-specific or
domain-specific stopword lists as the binary vocabulary-level filters that indicate
the “lower” end of a specific vocabulary; whereas the domain-specific keywords
reveal the “higher” end. In [56], the interestingness of a term is evaluated using
the KL divergence and the JS divergence from the distribution of the human in-
terested corpora. This work inspires the method we use for vocabulary level term
weighting.
The impact of normalization of term frequency has been studied in [42, 43].
The studies showed that proper normalization did improve IR performance. In a
discussion of BM25 models [77], the relative increments of tf after normalization
with the saturation functions was regarded as important to term weighting for
IR. This work motivates us to examine the effect of the saturation functions for
normalization on IR quality.
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2.2.2 Classic Information Retrieval Models as Similarity
Metrics
As textual similarity fundamental to information retrieval algorithms, we first
review the basic and classic models of textual similarities which are actually in-
formation retrieval models.
In the classic Vector Space Model, the two documents d1 and d2 are repre-




V (d2) that capture the relative importance
of the terms in the documents. The similarity between the two documents is mea-
sured by the cosine similarity of their vector representations as follows:
Vector Space Model
The Vector Space Model has been used widely in question retrieval [48, 51]. The
detailed formula description from a popular variation of this model [107] is as
follows: Given a query q and a question d, the ranking score Sq,d of the question












wq,t = ln(1 +
N
ft
), wd,t = 1 + ln(tft,d)
(2.1)
Here N is the number of questions in the whole collection, ft is the number of
questions containing the term t, and tft,d is the frequency of term t in d. Note that
wq,t captures the IDF (inverse document frequency) of term t in the collection,
and wd,t captures the TF (term frequency) of term t in d.
BM25 Model
While the Vector Space Model favors short questions, the Okapi BM25 Model [75]
takes into account the question length to overcome this problem. The Okapi Model
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is used for question retrieval by Jeon et al. [48]. Given a query q and a question














Here N is the number of questions in the collection; ft is the number of questions
containing the term t; tft,d is the frequency of term t in d; by default k and b
are parameters that are set to 1.2 and 0.75, respectively, following Robertson et
al [75]. Wd is the question length of d; and WA is the average question length in
the collection.
Language Model
The basic idea of the Language Model is to estimate a language model for each
question, and then rank questions by the likelihood of the query according to the
estimated model for questions. Given a query q and a question d, the ranking










where Jelinek-Mercer smoothing [101] is adopted; Pml(t|d) is the maximum likeli-
hood estimate of word t in d; Pml(t|Coll) is the maximum likelihood estimate of
word t in the collection Coll; and λ is the smoothing parameter.
23
2.2.3 Translation-based Language Model
In the classic retrieval model, the mismatch of terms may result in low similarity
score. However, terms that are different from each other may be semantically
related. To overcome the so-called lexical gap problem in document retrieval,
translation-based language model (TBLM) is adopted by [95] to match questions.
The monolingual translation probabilities capture the lexical semantic relatedness
between mismatched terms in the query and the documents. To measure the
semantic similarity between two texts d1 and d2, the TBLM similarity is calculated
as follows:
PTBLM(d1|d2) = Πw∈d1P (w|d2)
P (w|d2) = (1− λ)Pmx(w|d2) + λPml(w|D)





where P (w|d2), the probability that w is generated from document d2, is smoothed
using Pml(w|D), the prior probability that w is generated from the document col-
lectionD. λ is the smoothing parameter for the document collectionD. Pmx(w|d2)
is the interpolated probability of Pml(w|d2) and the sum of the probabilities that
w is a translation of t, P (w|t), weighted by Pml(t|d2). Pml is computed using the
maximum likelihood estimator.
2.2.4 Dependency Relation Model for Sentence Similarity
Measure
Besides the above bag-of-word models, there are approaches that consider the de-
pendency between words, such as the bi-gram language model introduced by [60].
The bi-gram language model is capable of capturing relations between adjacent
words, which yields better results than lexical models.
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A state-of-the-art passage retrieval system is proposed by Cui et al [25].
They considered one sentence as a passage, therefore their approach actually per-
formed sentence similarity matching. In particular, they explored the use of fuzzy
dependency relation matching method to perform passage retrieval by examining
the grammatical dependency relations between query terms and key terms within
passages. Sun et al [85] further explored this approach by expending questions
with external knowledge and achieved significant improvements. As it is one of
the representative works on utilizing syntactic relations for sentence similarity
measure, we summarize the algorithm below .
The dependency relation matching method proceeds as follows: Given a
query Q, it is expanded by adding snippets of the retrieval results from a com-
mercial search engine. The expanded query Q∗r comprises the dependency relation
paths derived from the original question Q, and those extracted from the external
resources. The expanded query Q∗r is then used to match against each candidate
passages. For each candidate passage, MINIPAR is first applied to generate its
dependency relation parse tree Tp. The similarity between the expanded query
and the candidate passage is computed by finding all possible relation path pairs
from Tp and Q
∗
r that have the same starting and ending nodes. The paired paths
from the parsed query Q∗r and passage Tp is denoted as Pq and Pp respectively,
and the lengths are m and n. The path mapping probability Prob(Pp|Pq) is the











i |Rel(q)αi ) (2.5)
where Rel
(p)
i stands for the i
th relation in path Pp and Rel
(q)
αi is the corresponding
relation in path Pq. ε stands for a small constant. Pt(Rel)
(p)
i |Rel(q)αi ) denotes the
path mapping probability given by a translation model learned during training,
as described in [25].
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In this thesis, a novel syntactic tree kernel matching model is proposed for
sentence similarity measure. Though both the dependency model and syntactic
tree kernel model utilize syntactic relations, they differ in two ways: First, they are
based on two different representations of syntactic relations; one is the dependency
parsing, while the other is the syntactic parsing. Second, the way of decomposing
the parsing results is also different; one uses the dependency path, while the
other adopts the syntactic tree fragments. The matching models based on the two
representations are also different. The details of the proposed syntactic tree kernel
matching model are presented in Chapter 4.
2.3 Related Work on Clustering
Organizing the huge collections of data for information navigation is an important
direction in exploring web collections besides information retrieval. Categoriza-
tion, especially the hierarchical clustering with labels and descriptions of clusters,
enables browsing style of information access. Users can navigate through the hi-
erarchy driven by their information needs [57, 94].
In this Section, we will review the basics and recent research findings of clus-
tering algorithms. First we will review the basic methods for clustering, namely,
the K-means, K-medroids, and k-prototype algorithms. Next, we will discuss the
two hierarchical clustering methods, agglomerative hierarchical clustering and di-
visive hierarchical clustering. After that, we will review the work on hierarchical
clustering on textual documents especially web collections. Next, we will review
work on constraint-based clustering that takes in some form of supervision. Fi-
nally, we will summarize the criteria adopted in the existing clustering algorithms.
Clustering has been studied extensively since 1960s across many disciplines
due to its broad applications. Generally, the textual document clustering is defined
as follows: Given (i) a set of document D = d1, d2, ..., dj, ..., dN , (ii) a desired
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number of clusters K, and (iii) an objective function that evaluated the quality of a
clustering; the task is to assignD → C1, C2, ..., CK such that the objective function
is minimized/maximized. Different clustering algorithms are usually constrained
by specific objective functions, and the objective function is often defined in terms
of similarity or distance between documents. The similarity measures and the
objective function are the foci of this study on hierarchical clustering schemes.
The K-means is the most widely used partitioning clustering algorithm. It
was first introduced by Lloyd [63]. The K-means algorithm takes a centroid-based
approach, and it works as follows. First, it randomly chooses k of the objects as
the initial mean −→µ 1,−→µ 2, ...,−→µ i, ...,−→µ K . The remaining objects are assigned to the
clusters to which it is the most similar, based on the distance between the object di
and the cluster mean −→µ i. It computes the new mean for each newly formed cluster
−→µ i = 1|Ci|
∑
dj∈Ci dj. The process iterates until the objective function converges.








The K-means algorithm is sensitive to outliers because an object with an extremely
large value may substantially distorted the distribution of data.
The K-medoids algorithms of PAM (Partitioning Around Medoids) were
introduced by Kaufman and Rousseeuw [54] to diminish the sensitivity from K-
means. Instead of taking the mean value of each cluster, a representative object
is selected per cluster. Therefore, it is a representative object-based technique.
The assignment of the remaining objects and the iteration procedure are the same
as that of K-means. The clustering is thus performed according to an objective
function that minimizes the RRS calculated as the sum of dissimilarities between
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Compared with K-means, the K-medoids algorithm is more robust to noise and
outliers, because a medoid is less influenced by outliers or other extreme values
than a mean. The disadvantage is that it is computationally more costly than
K-means. Both the K-means and K-medoids algorithms require the specification
of the number of clusters K and the initial means/medoids or the first set of
partitions.
The K-means and K-medoids algorithms are originally designed to work on
numeric values which prohibits it from being used to cluster real world data with
nonnumeric attributes, such as categorical data. The k-prototypes algorithms [47]
were proposed through the definition of a combined dissimilarity measure, inte-
grating the k-means and k-medoids algorithms to allow for the clustering of objects
described by hybrid attributes. Using a cluster prototype rather than a mean to
represent a cluster enables the flexibility of design on various types of data. In this
thesis, the cluster prototype that will be provided for the hierarchical clustering
shares the same function as in the K-prototype algorithm.
The notion of the hierarchical clustering scheme was introduced as early
as 1967 by Johnson [52]. The method was proposed for the general clustering
problems that partition objects into optimally homogeneous groups. Particularly,
Johnson studied the correspondence between hierarchical system of clusters and
the distance measures; he found that some methods resulted in clusters that are
optimally connected and some are optimally compact.
Generally, a hierarchical method creates a hierarchical decomposition of
the given set of data objects. The method can be classified as being either
agglomerative(bottom-up) or divisive(top-down), based on how the hierarchial
decomposition is formed, merging or splitting. Agglomerative hierarchical
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clustering starts by placing each object into a cluster of its own. These atomic
clusters are merged into larger and larger clusters. The cluster merging process
repeats until all the objects are eventually merged to form one cluster or until cer-
tain termination conditions are met. A good survey of agglomerative hierarchical
clustering algorithms can be found in Day and Edelsbrunner [27].
Divisive hierarchical clustering does the reverse of agglomerative hier-
archical clustering by having all of the objects in the initial cluster. The cluster is
subdivided into smaller groups recursively. The cluster splitting process goes on
until each object forms a cluster on its own, or until certain termination condi-
tions are met, such as the desired number of clusters is obtained or the size of each
cluster is within a certain threshold. By stopping at certain level, the hierarchical
clustering methods solve the problem of determining the number of clusters in
K-means and K-medoids. Typical agglomerative hierarchical clustering such as
AGNES and divisive hierarchical clustering such as DIANA, were introduced by
Kaufman and Rousseeuw [54]. Besides the agglomerative or divisive fashion, the
different designs of the hierarchical clustering methods differ in their implemen-
tation of the inter-cluster similarities. Zhao et al [105] proposed to combine the
agglomerative and divisive hierarchical clustering.
One important aspect of hierarchical clustering that is less studied in flat
clustering is the inter-cluster distance. Generally, there are four types of measures,
the minimum distance, the maximum distance, the mean distance, and the aver-
age distance. The minimum(maximum) distance between two clusters refers to the
distance between their nearest(farthest) objects. These two approaches are sensi-
tive to the outliers or noisy data. The average or mean distance is a compromise
between the minimum and maximum distances and overcome the outlier sensi-
tivity problem by taking the average distance between all pairs from each cluster
and calculating the distance between two means respectively. The inter-cluster
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distance works as a type of termination condition for hierarchical clustering.
Hierarchical structure has long been recognized as a natural way to orga-
nize and navigate text collections [30, 55, 105, 94]. Kleinberg [55] found that the
analysis of the underlying burst patterns in a timed textual document archive
(stream) reveals a latent hierarchical structure that often has a natural meaning
in terms of the content of the stream. Dumais and Chen [30] explored the use
of hierarchical structure for classifying a large, heterogeneous collection of web
content. They utilized the hierarchical structure to train the different second-level
support vector machine (SVM) classifiers. Xue et al [94] argued that the classifi-
cation of the Web documents into a few categories, such as two-level hierarchies
produced classes that were too coarse to provide useful topic-related information
to the users. They proposed a novel deep-classification approach that consists a
category-search step and a classification step to categorize Web documents into
categories in a large-scale taxonomy.
For the unsupervised approaches, hierarchical clustering algorithms that
build meaningful structures out of a large document collections are ideal utilities
for their interactive visualization and exploration, providing intuitive navigation
and browsing mechanisms [105]. Zhao et al [105] focused on hierarchical cluster-
ing algorithms on document collections. They proposed the so-called constrained
agglomerative algorithms that combine features from both divisive and agglom-
erative approaches that allows them to reduce the early-stage errors made by
agglomerative methods. The also reported that divisive hierarchical clustering
algorithms are better solutions than agglomerative algorithms on large document
collections, with relatively lower computational requirements and higher clustering
quality. SnakeT [31] was a successful hierarchical clustering engine that performs
sequential clustering and labeling on snippets returned by search engines.
The ever-increasing importance of document clustering and the expanded
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range of its applications led to the development of a number of new and novel algo-
rithms with different complexity-quality trade-offs [104]. Zhao and Karypis [104,
105] found that casting the clustering problem into an optimization process has
relatively low computational requirements. They studied seven criterion functions
that are maximized or minimized over the entire clustering solution. They identi-
fied some criterion functions that consistently outperform the rest, suggesting that
criterion functions perform differently depending on clusters of different tightness
and the degree of balance of the resulting clusters. However, the functions they
studied represent some of the most widely used criteria for document clustering,
but did not cover the inter-cluster relations as presented the clusters of hierarchies,
as will be explored in this work.
The key elements of the existing clustering algorithms, such as the intra-
cluster similarity and the inter-cluster dissimilarity criteria, using mean and pro-
totype as cluster centroid, are well kept and integrated when proposing the new
hierarchical clustering model in this thesis.
2.4 Related Work on Cluster Labeling
Document hierarchies provide views of a collection at different levels of granularity,
making it easy to visualize and explore large document collections. Topic descrip-
tors at each level of the hierarchy play an important role in helping users to achieve
those benefits. Cluster labeling is a natural next step following the clustering of a
collection. In many applications of clustering, particularly in user-interface based
applications, human users interact directly with the created clusters. In such set-
tings we must label the clusters so that users can understand what the cluster
is about. In this Section, we will first review the two types of general clustering
labeling methods, followed by the hierarchical clustering labeling, and methods
that combine clustering and labeling in one system.
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The two types of methods for general clustering labeling are: Cluster inter-
nal labeling that selects a label that solely from evidences from the cluster itself
without considering other clusters [66]; Differential cluster labeling that computes
cluster labels by comparing the distribution of terms in one cluster with that of
other clusters.
For cluster-internal labeling, standard approaches extract most prominent
terms in a specific cluster [66]. A straightforward feature selection method takes
the maximum sum of the individual term/phrase frequencies of documents as-
signed to a cluster. In [72], a weighting schema has been introduced to improve
maximum sum of term frequencies by neglecting stop-words or general words.
However, maximum-sum approaches prefer terms which are over-represented in
the whole document collection. This increases the probability that all clusters are
getting similar labels. For web document, the anchor text associated with the
in-links to the cluster web pages can be considered as candidate labels. This is
because the anchor text pointing to a page can serve as a concise summary of
the page content. Glover et al. [39] demonstrated that the labels extracted from
the anchor text provide a much better description than those extracted from the
page’s content. The Scatter/Gather system [26] adopts a cluster-based approach
to browsing large document collections, where the cluster’s important terms and
the titles of documents that are close to the cluster centroid are considered for
labeling.
As terms or phrases are hard to digest as discrete symbols, a well-crafted
title is a good remedy to improve the readability. Multi-document summarization
techniques are in principle applicable to cluster labeling, by synthesizing sentences
for a summary from the cluster of documents. For example, Radev et al. [74]
generated a summary of multiple documents using cluster centroids produced by
topic detection and tracking. However, multi-document summaries are usually
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longer than the short text fragments needed when labeling clusters.
For external cluster labeling, statistical techniques for feature selection are
widely applied, to identify discriminative terms in the text that best represent the
cluster topic. Candidate terms are usually evaluated using term statistics gathered
from a given corpus, such as point-wise mutual information, information gain, and
chi2. Measuring the point-wise mutual information (PMI) of a term with the rest
of the cluster terms is a common evaluation approach [66]. PMI between two
terms is usually measured by statistical co-occurrence analysis in the collection
to be clustered. Glover et al. [39] used information gain, or equivalently mutual
information, for labeling clusters of web pages. Popescul and Ungar [72] obtained
good results with a combination of χ2 and collection frequency of a term.
For hierarchical clustering, the structural relations bring in additional com-
plications for cluster labeling. An internal node in the tree has to be distinguished
from its parent, children, and siblings. For example, it is required to assign more
general labels for parents and more specific labels for children. Based on the
fact that documents in child nodes are by definition also members of their parent
node, some approaches combined the overall collection frequency and prevalence
in a given cluster to determine whether a term is more informative label for a
child node or a parent node. For example, Glover et al [38] created a statistical
model for inferring hierarchical term relationships about a topic to separate terms
into three classes: self terms describing the cluster, parent terms describing more
general concepts, and child terms describing specializations of the cluster. Treer-
atpituk and Callen [87] proposed a model that used both statistical features from
the cluster and features from surrounding clusters to select cluster labels. Re-
cently Muhr et al [68] found that most labeling algorithms ignore the structural
information of the hierarchy. They integrated structural relationships such as sib-
ling and parent-child relations in the hierarchical cluster labeling process. They
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showed that hierarchical relationships increased the labeling accuracy especially
on high-level nodes.
Some clustering systems consisted of two steps, that included the labeling
as their integral part. Conceptual clustering is a form of clustering that, given a
set of unlabeled objects, produces a a classification scheme over the objects, and
goes one step further by also finding characteristic descriptions for each derived
group, where each group represents a concept or a class. Conceptual clustering
was first introduced by Michalski and Stepp [67]. An early example of the con-
ceptual clustering approach was COBWEB by Fisher [32, 32] The COBWEB sys-
tem adopted an incremental approach for conceptual clustering. Its input objects
are described by categorical attribute-value pairs. CLASSIT, by Gennari, Lang-
ley, and Fisher [37], was an extension of COBWEB for incremental clustering of
continuous data. It stored a continuous normal distribution for each individual
attribute in each node and used a modified category utility measure that is an
integral over continuous attributes instead of a sum over discrete attributes as in
COBWEB. However, the incremental conceptual clustering method adopted by
COBWEB and CLASSIT did not scale well for large data sets.
Besides a first-clustering-then-labeling approach, some algorithms tried to
tackle the clustering and labeling problem in a reverse order. Some clustering
algorithms attempt to set labels first and build clusters around the labels, thereby
avoiding the problem of labeling together. For example, Mika [53] customized the
categories for individual users and used the category labels to guide the clustering
of search results. In a semi-supervised manner, LiveClassifier [46] assumed a pre-
defined topic hierarchy, then augmented the hierarchy and used search engines to
automatically gather training corpus for classifying web sites into the hierarchy.
The searched training data is prone to noise and may not faithfully and precisely
represent the required topics. The proposed framework in my thesis is similar to
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theirs in term of specifying a topic hierarchy, but exploits more on the structure
and evolution of the hierarchy rather than searching for training data.
2.5 Related Work on Utilization of World
Knowledge
World knowledge has been found to be useful in enhancing clustering and labeling.
Wagstaff et al [88] pointed out that in some cases information about the problem
domain is available in addition to the data instances themselves. For hierarchical
clustering, existing hierarchical structure of world knowledge such as taxonomy
and ontology could serve as guidance to both clustering and labeling process. In
this Section, we will review work on the three subtopics of utilizing world knowl-
edge: how it is used in enhancing clustering, labeling, and how the hierarchical
knowledge is used and prepared for the clustering task.
2.5.1 World Knowledge for Clustering
The world knowledge assisted clustering is sometimes referred to as semi-supervised
clustering. World knowledge can be utilized to constrain the clustering process
or enrich the representation of data points, resulting in the constraint-based and
metric-based approaches respectively.
In constraint-based approaches, the clustering algorithm itself is modified so
that user-provided labels or pairwise constraints are used to guide the algorithm
towards a more appropriate data partitioning. Wagstaff et al [88] proposed to
express the background knowledge as a set of instance-level constraints on the
clustering process. Specifically, they formed must-link and cannot-link to specify
that two instances have to be in the same cluster or must not be placed in the
same cluster. Demiriz et al [28] modified the clustering objective function so
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that it includes satisfaction of constraints. Specifically, the K-means clustering
is modified to minimize both the cluster dispersion of the input attributes and a
measure of cluster impurity based on the class labels. Basu et al [10] explored the
use of labeled data to generate initial seed clusters, as well as the use of constraints
generated from labeled data to guide the clustering process. They introduced two
semi-supervised variants of K-Means clustering that can be viewed as instances
of the EM algorithm, where labeled data provides prior information about the
conditional distributions of hidden category labels.
World knowledge is also utilized in improving the metric of the clustering
algorithms. In previous work on adaptive metrics for clustering [23, 93, 9], metric
weights are trained to simultaneously minimize the distance between the must-
linked instances and maximize the distance between the cannot-linked instances.
Cohn et al [23] presented a clustering algorithm that learns from user feedback to
find a clustering metric that yields clusters the user is happy with.
Xing et al [93] posed metric learning as a convex optimization problem and
presented an algorithm that, given examples of similar pairs of points, learns a
distance metric that respects these relationships. Bar-Hillel et al [9] also used the
side-information in the form of groups of “similar” points to address the problem
of learning distance metrics. The difference is that Bar-Hillel et al learned a full
ranked Mahalanobis metric, followed by Fishers linear discriminant and the RCA
algorithm. Bilenko et al [14] integrated the constraint-based and metric-based
approaches and obtained further improvement over either approach.
Moreover, Hu et al [45] proposed to enrich short texts representation for
clustering by exploiting the internal semantics from the original text and external
concepts from world knowledge. They proposed to employ a hierarchical three-
level structure to tackle the data sparsity problem of the original short texts and
reconstruct the corresponding feature space with the integration of multiple se-
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mantic knowledge bases.
2.5.2 World Knowledge for Labeling
For cluster labeling, the most prominent resources are Wordnet and Wikipedia.
Wordnet is an English lexical database in which nouns, verbs, adjectives and
adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a
distinct concept. The WordNet lexical database was usually used to extend the
given term set with synonyms, hypernyms, hyponyms etc. to enrich the candidate
labels. Chin et al [22] used WordNet to extract root meanings of important terms
and to determine semantic relationships among these terms [22].
Wikipedia is the largest encyclopedia to date, which surpasses in scope
many conventional encyclopedias and provides a cornucopia of world knowledge.
Gabrilovich and Markovich [35] utilized Wikipedia to represent the meaning of a
text fragment as a weighted vector of Wikipedia concepts. Semantic relatedness
between two fragments is then measured through the comparison of concept vec-
tors using the cosine similarity. Similarly, Syed et al. [86] found concepts common
to a document, or a set of documents, using Wikipedia articles and the linkages
on the Wikipedia’s category graph. Both works demonstrated that categories of
Wikipedia articles can be used successfully to describe the concepts discussed in
a cluster of documents. Carmel et. al. [21] showed that using Wikipedia as a the-
saurus and applying this thesaurus as post-processing step to statistical labeling
approaches improves the effectiveness of cluster labeling dramatically.
While finest level labels for the hierarchical clusters are relatively easy to
obtain using keyword based approaches, the intermediate levels are much more
difficult to be automatically extracted especially when consistency is considered.
Ontologies or predefined hierarchies are proved to be helpful. Stein and zu Eis-
sen [84]’s document-group labeling approach relies on classification knowledge of
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existing ontologies. In the LiveClassifier [46] framework, clusters are readily la-
beled by the predefined topic hierarchy. In the method proposed in this thesis,
world knowledge comes in the form of a topic hierarchy and prototype descriptions.
2.5.3 Hierarchical Knowledge: Ontology/Taxonomy
Construction
Ontology/Taxonomy are tree structures similar to the hierarchy of clusters of top-
ics. On the other hand, ontology/taxonomy are well utilized in both hierarchical
clustering and labeling as reviewed in the above subsections. Therefore, ontol-
ogy/taxonomy construction is closely related to my study on knowledge-assisted
hierarchical clustering. In the following, we review related work on ontology-
construction to gain insights of the hierarchical structures and preparing the
knowledge source for the knowledge guided hierarchical clustering.
The construction of a hierarchy of clusters is closely related to taxonomy
induction that has long been studied on concepts [80], noun-phrases [96], and
word-based topics [15].
Caraballo [20] conducted some early work on automatic construction of
hierarchy that akin to the hand-built hierarchy in WordNet. His work started from
clusters of related words from text and then automatically construct a hypernym-
labeled noun hierarchy. Sanderson et al [80] presented a means of automatically
deriving a hierarchical organization of concepts from a set of documents without
the use of training data or standard clustering techniques. They extracted the
salient words and phrases from the documents and organized them hierarchically
using subsumption, one type of co-occurrence.
More recently, work on automatic ontology construction tried to evaluate
the proposed methods using the preexisting semantic taxonomy WordNet, by re-
building it or enriching it with more concepts. Snow et al [81] proposed to incorpo-
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rate evidence from multiple classifiers over heterogenous relationships to optimize
the entire structure of the taxonomy. Pointing out that most methods taking
rule-based or pattern-based approaches are not adequate, Yang et al [98] tackled
the limitations using a metric-based ontology learning method that clustered new
concepts incrementally. They identified that automatic construction of personal
ontologies is difficult in part because measuring the semantic distance between
two concepts is difficult. They showed that a metric learning module moves be-
yond the limitation of traditional use of features and incorporates heterogeneous
semantic evidence into the learning process. In the follow-on research on metric-
based taxonomy construction, Yang et al [96] formally modeled the incremental
clustering framework as a multi-criteria optimization problem. The optimization
function minimizes the taxonomy structures and models the term abstractness
based on scores that indicating semantic distance. They showed that the model
combines the strength of both lexico-syntactic patterns and clustering through
incorporating heterogeneous features.
In particular, Yang et al. [97] targeted the task of personal ontology con-
struction that sorted through relevant materials, identified the main topics and
concepts, and organized them to suit personal needs. Therefore, they designed
semantic distance metrics that reflect personal preferences. In their framework,
periodic manual guidance provided training data for learning a distance metric.
The learned metric was used during automatic activities to further construct the
ontology.
Besides constructing word-based hierarchical structure from text, some
other works tried to build hierarchies from webpage data. Plangprasopchok et
al. [71] exploited the structured metadata provided by users to describe the con-
tent (also called social metadata). The structured metadata was referred to as
personal hierarchies. They aimed to aggregate personal hierarchies into a common
39
taxonomy called folksonomy. They proposed a relational clustering-based folkson-
omy learning approach: first clustering similar hierarchies using their structure
and tag statistics, then incrementally weaving them into a deeper, bushier tree.
Wong et al [92] also proposed an unsupervised learning framework, for dis-
covering the site-specific ontology from multiple Web Pages. Specifically, they
proposed a generative model that modeled the generation of text fragments con-
tained in the pages of a Web site, using clues from multiple pages and the layout
format. The site invariant information was utilized to identify the ontology infor-
mation blocks.
In a summary, hierarchy and taxonomy induction has long been studied on
concepts [80], noun-phrases [96], and word-based topics [15]. For the first time it
has been applied as a criterion on hierarchical clustering in this work. Moreover,
the concept hierarchies [80] and taxonomies [96] could be used to automatically




The ultimate goal of this thesis is to extract structured knowledge from the raw
data of unstructured textual UGC. Following the Data-Information-Knowledge
paradigm, the framework includes two major components: the representation of
information embodied in the raw data, and the organization of the large amount
of information into structured knowledge. In this Chapter, we will first give an
overview to the data-to-knowledge framework in Section 3.1. In Section 3.2, we will
present a high-level theoretical formulation of the UGC organization framework,
with its key components and related concepts.
3.1 Data-Information-Knowledge Framework
The huge amount of unstructured UGC is regarded as the raw data, which is
at the bottom of the whole framework, denoted as “Data” at the bottom left of
Figure 3.1. From the Data, an automatic system could mine meaningful and useful
information and knowledge. As a first step of the transformation, the data should
be represented in forms that could be processed by an automatic program. For
textual UGC, the proper “representation” of the information in the textual data
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Figure 3.1: The overall framework and system flow: the transformation of textual
data, information and knowledge through the representation and organization
mechanism.
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involves representing the lexicon as symbols and their associations determined by
grammar rules.
Moving up from Data and Information in Figure 3.1, “Knowledge” is at
the top of the pipeline on the left. In other words, it shows that knowledge
is obtained by organizing the massive information derived from the data. One
way to organize knowledge is to form categories. Categories are “compressed”
information, in that users interact with the smaller number of categories rather
than being overwhelmed by the complexity of heterogenous information. The
categories are further organized into hierarchies in which some categories contain
other categories. The hierarchy is one of the natural characteristics of real-world
categories, which is also consistent with human cognition that goes from abstract
to concrete, and from general to specific. The hierarchical structure represents
some of the important relations like parent-child and siblings. Moreover, objects
in the same category can be seen as the same and those from different categories
can be differentiated. These are relations commonly used in our cognition and
learning of world knowledge.
The two stages, data representation and information organization, are fur-
ther broken down into smaller research issues. The blue box at bottom right
in Figure 3.1 shows the components of the representation model. Specifically, for
data representation where only textual data is involved, we propose aMulti-Aspect
Sentence Representation scheme: three aspects, namely, the terms, the syntactic
relations, and the semantic relations are extracted for the information represen-
tation in natural language sentences. Sentences are chosen as the processing unit
as they are the basic and yet self-contained expression unit of natural language.
When the information contained in a sentence is represented by the three aspects,
distance metrics between sentences can be developed. The sentence similarity
measures forms the basic relation between individual data points.
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Based on the representation, the second stage is the hierarchical organiza-
tion of the contents into interconnected subtopics. As shown in the green box in
Figure 3.1, three components are identified for modeling: the prior knowledge, the
hierarchical structure, and the clustering model. Generally, the organization is
tackled in an unsupervised fashion by a clustering model. This is to eliminate the
dependence on the availability of training data, and be adaptive to the dynamic
and evolution of the collection of the target topic. The hierarchical structure
from the established knowledge is used to impose further constraints on output
data hierarchy. In other words, the organization will adapt to the underlying
topic structures of the collections and follow the basic structure provided by prior
knowledge in the form of a subtopic hierarchy. We call the clustering scheme
Prototype-Hierarchy Based Clustering, where prototype-hierarchy refers to the es-
tablished knowledge structure with its nodes’ descriptions serving as prototypes.
In the following Section, we will formulate the above framework formally
by first giving some definitions and notations.
3.2 Problem Formulation
3.2.1 Definitions and Notations
Preliminary 1. A Hierarchy (H) is defined as a tree that consists of a set of
uniquely labeled nodes V and a set of parent-child relations R between these nodes.
A Concept Hierarchy (C) is a hierarchy whose V represents a set of concepts
`, with each ` being used as a label for each V . The root of C is the most abstract
concept and the leaves the most concrete concepts.
Definition 1. A Prototype Hierarchy (P) is defined as a hierarchy whose
nodes set V represents a set of < `, ρ > tuples, with ρ a Prototype serving as a
typical example, description, or standard for the concept `.
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P is the hierarchy that supervises the categorization process. It can be seen
as a concept hierarchy C with each ` labeled node embodied by a prototype ρ.
Definition 2.Data Hierarchy (M) is a hierarchy that organizes a collection
of objects d. Each node ofM represents a category of objects vo. Non-leaf nodes
subsumes their child nodes in a recursive manner. The root of M consists of a
single broadest category containing all objects, and the leaves correspond to the
finest categories.
3.2.2 Problem Formulation
Given a finite collection of objects D = {d1, d2, ..., dm} under a topic τ and
a prototype hierarchy P , we define the organization of D as a data hierarchy
M =< Ro, Vo >, where Vo is the set of object clusters and Ro is the set of
relations on Vo. The user-generated-content organization task is formulated as
an optimization problem that searches for the optimal hierarchical organization
M =< Ro, Vo > from all the possible hierarchical organizations < Ro, Vo > on D
that maximizes/minimizes an objective function f(D,P ,M).
M˜ = argmax
M




where each node vj consists of a number of objects. The union of the objects from
all the nodes is the collection D itself.
The expression of the objective function is decided by the form of f(·) and
the representation of its inputs are D and P . We first look at D which can be
instantiated as individual objects. For textual UGCs, each data point d is the
combination of a few sentences d = {∫}. A natural language sentence is a high-
dimensional object of the terms and their relations. ∫ =< wt, T ,F > denotes a
multi-aspect sentence representation by a vector of weighted terms wt, the
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syntactic relations T , and the semantic relations F .
The hierarchical organizationM on D is defined on the nodes V and their
relations R. Each node v is a cluster of objects that are close to each other in the
object space. We define the object space as the combination of the representation
of the objects and their distance metrics. As the objects are broken down as a
set of sentences {∫}, the metric between objects functions on the multi-aspect
represented sentences. The whole Chapter 4 will devote to the implementation of
the sentence similarity measures based on which we define the object metric as





While the object metric defines the intra-cluster relations which are the
micro-relations in M, the inter-cluster relations R concern higher level relation-
ships in a hierarchy, such as the parent-child relation between clusters. We use
the hierarchy metric h(v1, v2) to capture the macro-relations in M, which is
defined in Chapter 5.
By plugging in the definitions of the multi-aspect sentence representation,
the object metric, and the hierarchy metric into Equation 3.1, the textual user-
generated-content organization optimization is put as:
M˜ = argmax
M











In Equation 3.3, the objective function O of the organization task takes the
basic representations and relations as its arguments. The form of the function and
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its arguments will be gradually defined in the rest of this thesis. The arguments
of function O, wt is instantiated in Chapter 4.1, T in Chapter 4.2, F in Chapter
4.3.2, δ(·) in Chapter 4.4, and h(·) in Chapter 5.2.
The form of O is instantiated by aggregating the requirements of the UGC
organization task. For example, as a clustering problem the cohesive requirement
that objects in the same cluster are similar to each other and far away from
those in different clusters, can be expressed by manipulating the sum of the object
metrics on the involved data. The comprehensive study of requirement and criteria
functions is discussed in Chapter 5, where these requirements are instantiated as a






Clustering algorithms rely critically on being given a good metric over their in-
puts. Textual document clustering differentiates itself from the clustering of other
types of object in the objects they are dealing with. Documents are complex
natural language objects that contains a large number of symbolic entities and
these entities are organized by grammar rules. The computation of text objects
similarity is one of the most important building blocks of the textual document
clustering models. As discussed in the previous chapter, sentences are the basic
and grammatical complete units that build up a text document. Therefore, the
effectiveness of the sentence similarity measures determines the object metric that
defines the object space and how the objects are clustered in the space.
The design of sentence similarity functions depends on how the textual
contents are represented. The most basic approach is the Bag-of-Words repre-
sentation, which considers each word as a unique symbol independent from each
other. Despite its simplicity, Bag-of-Words is widely adopted as an efficient rep-
resentation that works considerably well in real word applications. Within the
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Bag-of-Words paradigm, term weighting schemes that assign different importance-
indicating values to each term have been widely studied. However, natural lan-
guage documents are encoded in rich semantic and syntactic relations besides the
lexicon itself. Therefore, a comprehensive sentence representation encapsulates at
least the lexicon, and the syntactic and semantic relations.
In this Chapter, the sentences are represented from three orthogonal as-
pects, the term vectors, the syntactic relations, and the semantic relations. For
the representation in each aspect, a sentence similarity measure is proposed. Fi-
nally, the three measures are integrated as an enhanced measure, which is called
the multi-aspect sentence similarity metric.
4.1 Lexicon Matching Based Model
4.1.1 Three-Level Term Weighting Framework
A General Term Weighting Framework
Term weighting lies in the core of the lexicon-based textual similarity measures,
as well as the current Bag-of-Words IR algorithms. The relevance score in the
IR paradigm can be seen as the similarity measure between the query and the
candidate documents. Terms weights discriminate the importance of terms for
content representation as document descriptors. The general form of the Bag-of-





where ti is the i
th query term that appears in both the query Q and the document
D, and wt(·) is the term weighting model. Generally, wt(·) is a function that
takes in evidences such as term frequency, document length, document frequency,
etc.
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Figure 4.1: A general framework for term weighting schemes is represented in
a pipeline of three filters, the vocabulary level filter, collection level filter, and
document level filter.
Individual term importance is actually evaluated from different dimensions.
tf is a most widely used document level evidence, assuming that frequent terms
within a document are salient terms. idf , inverse of document frequency (df),
evaluates a term’s discriminative power within a collection.
Figure 4.1 illustrates the pipeline of our proposed three-level filtering frame-
work. Given a term ti as input, the pipeline of three filters outputs wt(ti), a
quantity that indicates ti’s importance. Accordingly, we break down the term





fv(ti)× fc(ti)× fd(ti) (4.2)
where fv(ti), fc(ti), and fd(ti) are the Vocabulary-Level Filter, Collection-Level
Filter, and Document-Level Filter respectively. The sequence of filters in the
pipeline is naturally decided by the scope of the filters and the implementation
process.
Interpretation of Existing Term Weighting Models
We illustrate the generality of the proposed three-level filtering framework by in-
terpreting the existing models. According to Equation (4.2), we decompose the
basic forms of the four representative weighting functions, i.e., the unigram Lan-
guage Model (unigram), TF-IDF model (TFIDF ) [79], Okapi BM25 (BM25)
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[76], and Divergence From Randomness (DFR) [6], as follows:




TFIDF: fv(t) = δ(t), fc(t) = ln(1 +
N
df
















where dl is the document length; dlavg is the average document length in the text
collection; N is the total number of documents in a collection; p = 1
N
; q = N−1
N
;
k and b are two tuning parameters; ctf is the frequency of the term in the whole
collection, and δ(t) is a binary filter, given by
δ(t) =
 0 if t ∈ stopword list,1 otherwise.
From the decomposed forms above, the sources of evidence for term weight-
ing can be identified which helps the analysis of their impact for a specific applica-
tion under the new framework. For instance, in short documents, term distribution
is so sparse that even important terms may occur very rarely. fd(t) thus becomes
less discriminative despite its various variations of tf . For example, fd(t) of BM25
does not achieve its goal of depressing higher tf . It thus may have similar perfor-
mance to TFIDF , with their fv(t) and fc(t) exactly the same. unigram has no
collection-level filter thus may perform worse that the other models.
It can be seen that stopword removal is the only form of fv(t) that is
present in all four models. This implies that a more sophisticated form of fv(t) is
a promising direction towards improving the current term weighting schemes.
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4.1.2 Vocabulary-Level Term Weighting Scheme
The goal to building a vocabulary-level scheme is to quantitatively measure term
saliency for a specific vocabulary. We propose to emphasize the specificity of vo-
cabularies in constructing the vocabulary-level filters. A specific vocabulary may
be pertaining to a certain domain, e.g., computer science; certain location, such
as a country; a group of people; or just evolving with time. Term distribution in a
specific collection is biased as compared to that in a general collection. This speci-
ficity of term distribution in a collection reflects the specificity of its vocabulary,
thus enables us to highlight the specific important terms for a vocabulary.
Divergence Feature for Vocabulary Filtering
To capture the vocabulary level term importance, we propose to take a novel point-
wise divergence feature for each individual term, rather than divergence of two
distributions. The term distribution of a vocabulary can be seen as the background
knowledge to instantiate vocabulary filtering. More broadly, the combining of all
vocabularies consists of a general background that can be used to compare against
a specific vocabulary. The simple motivation is that terms that have distinct
distribution in the specific vocabulary than the general vocabulary are important.
Jensen-Shannon(JS) divergence, a symmetrized and smoothed version of
Kullback-Leibler divergence, is a well adopted distance measure between two prob-
ability distributions. It is defined as the mean of the relative entropy of each

















where S and G denote the specific and general vocabularies, and ps(ti) and pg(ti)
denote their corresponding probability distribution.
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As the divergence at term level rather than at the whole sample set is










The point-wise JS function is an appropriate choice since it is symmetric
and ranges over <+. Specifically, dJS(t) assigns a point-wise divergence score to
term t with the following properties:
• Highest, when either ps(t) is much higher than pg(t), or pg(t) is much higher
than ps(t), which means the specialized terms in the vocabulary and the
generally recognized content representative terms are ranked high;
• Lower, when ps(t) and pg(t) get closer to each other;
• Lowest, when ps(t) and pg(t) are almost equal to the generally recognized
stopwords;
• 0, when ps(t) and pg(t) are exactly the same.
These properties suggest that dJS emphasizes divergence of the most fre-
quent terms in the specific vocabulary as well as the most frequent terms in the
general vocabulary, which well satisfies our requirement for vocabulary filtering.
ps(t) and pg(t) are estimated using the Maximum Likelihood Estimator over the
specific vocabulary and the general vocabulary respectively.
Estimating Term Saliency from Divergence Feature
Given a point-wise divergence feature, the aim is to estimate the term saliency
score, which can be integrated with any existing term weighting scheme. More
specifically, we define a mapping function fv : dJS → Wv, which produces as
output an estimation Wv(denotes the term saliency score on <+) given dJS as
input.
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We propose a heuristic evaluation function based on logistic function L(x)
as below.
fv(x) = 1 + τL(x) (4.5)
The basic logistic function (Equation 4.6), which has the property of normalize




∈ [0.5, 1), when x ∈ [0,+∞) (4.6)
Logistic function grows more slowly as |x| increases, indicated by its first
derivative curve in Figure 4.2. This property enables us to control the rate of
normalization by shifting the curve along the horizontal axis. Thus a factor α is





This property enables us to control the rate of normalization by shifting the
curve along the horizontal axis. Thus a tuning parameter α is introduced as in
Equation 4.8. Equation 4.9 represents the final form of the the heuristic evaluation
function of vocabulary level term saliency.
fv(x) = 1 + τL(x+ α) (4.8)




where the parameters τ and α are tuned in Section 4.5. Since there is no direct
observation of term saliency available, the parameters are tuned by using the
retrieval performance as an indirect guidance.
4.1.3 C.D.V.: Lexicon-based Matching Model
With the vocabulary level term saliency captured by the new weighting scheme
fv(t), a sentence ∫ can be represented by a term vector wt in which each term
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Figure 4.2: Standard logistic sigmoid function
is weighted by the integration of its document-level D., collection-level C., and
vocabulary-level V. importance. If we choose D. as tf , C. as idf , and V. as fv(t),
the proposed lexicon-based sentence representation is denoted as ∫ = wtC.D.V. =
{tf × idf × fv(t)}.
Accordingly, the lexicon-based sentence matching model takes as input the
two sentence vectors, and produces a similarity function as follows:





4.2 Syntactic Relation Matching Models
The tree kernel function [24], is one of the most effective ways to represent the
syntactic structure T of a sentence. In general, it divides the parsing tree into
several sub-trees and computes the inner product between two vectors of sub-trees.
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The tree kernel metric measures the distance between two sentences, but there are
two major limitations that prevent it from being employed directly in our question
matching problem: (a) the tree kernel function merely relies on the intuition of
counting the common number of sub-trees, whereas the number might not be a
good indicator of the similarity between two questions given considering sentences
of various lengths; and (b) the two evaluated sub-trees have to be identical in
order to allow further parent matching, for which semantic representations cannot
fit in well.
Given two sentences ∫1 and ∫2 that are represented in two syntactic parsing
trees T1 and T2, the tree kernel was designed based on the idea of counting the








where N1 and N2 are sets of nodes in two syntactic trees T1 and T2, and C(n1, n2)
equals to the number of common fragments rooted in nodes n1 and n2. However,
to enumerate all possible tree fragments is an intractable problem. The tree frag-
ments are thus implicitly represented, and with dynamic programming, the value
of C(n1, n2)can be efficiently computed as follows:
C(n1, n2) =

0, if n1 6= n2;
1, if n1 = n2 and they are terminal nodes;
λ, if n1 = n2 and they are pre-terminal nodes;
λΠ
nc(n1)
j=1 [1 + C(ch(n1, j), ch(n2, j))], otherwise.
(4.12)
where nc(n) is the total number of children of node n and ch(n, j) is the jth child
of node n in the tree. n1 = n2 indicates that the labels and production rules of
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node n1 and n2 are the same, and n1 6= n2 denotes the opposite. The parameter
λ, a weighing factor, is used to resolve the kernel peaking problem.
In the remainder of this Section, we introduce a new sentence similarity
metric, named Syntactic Tree Kernel Matching (STKM) model, by reformulating
the original tree kernel definition. We present a new weighting scheme for tree
fragments to make the final distance metrics not only faithful to the similarity
measure but robust enough against some grammatical errors.
4.2.1 Weighting Scheme of Tree Fragments
We directly employ the definition of the tree fragment from [19], where termi-
nal nodes were included as a part of the tree fragments. Before introducing the
weighting scheme of the tree fragment, we first give definition to the node weighing
factor:
Preliminary 4.1: The weighting factor δi denotes the importance of node
i in the parsing tree. Its value differs for different types of nodes:
• δi = 1.2, where node i is either the POS tag VB or NN
• δi = 1.1, where node i is either VP or NP
• δi = 1 for all other types of nodes
We believe that different parts of the sentence have different importance, and the
nouns and verbs are considered to be more important than the other types of
terms such as the article, adjective or adverb. We set the values of δ = 1.2 for
nouns and verbs according to this intuitive. We also boost up the nodes of verb
and noun phrases by setting their corresponding δ = 1.1, to show their higher
priority over other ordinary ones.
With node weighing factor, we define the weighing coefficient (θ) of the tree
fragment as follows:
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Preliminary 4.2: The weighting coefficient θk for tree fragment k conveys
the importance of the tree fragment, whose value is the production of all weighing
factors of node i that belongs to the tree fragment k,
Intuitively, if a tree fragment contains lots of important nodes, its impor-
tance would be higher, and vice versa. The weighing coefficient can be refor-
mulated into a recursive function θk = δk
∏
j∈fragment k θj, in which δk represents
the weighing factor of the tree fragment root, and θj is the weighting coefficient
brought from its sub-trees that directly connect to the root.
We further define the size of the sub-tree (Si) and its weighing factor (λ),
together with the depth of the sub-tree (Di) and its weighing factor (µ) as follows:
Preliminary 4.3: The size of tree fragment Si is defined by the number
of nodes that it contains. The size of weighing factor λ is a tuning parameter
indicating the importance of the size factor.
Preliminary 4.4: The depth of tree fragment Di is defined as the level
of the tree fragment root in the entire syntactic parsing tree, with Droot = 1. The
depth weighing factor µ is a tuning parameter indicating the importance of the
depth factor.
The introduction of the size and depth factors of the tree fragment is to
account for the fact that sub-trees with different sizes and at different levels have
different impact on the whole parsing tree. This impact could be interpreted in
two aspects. First, a larger tree fragment contains more variety of senses. If a
large portion of two parsing trees are of the same, their similarity would be higher.
Second, the tree fragments at the bottom levels carry more significant semantic
information than those at the upper level. This is because nodes at the upper
layer usually determine the surface structure of a whole sentence, whereas nodes
at the bottom layer contain information like word sense, inner phrase structures,
and chunk relations etc., which are a lot more crucial.
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The two tuning parameters λ and µ denote the preference between size and
depth. Higher λ but lower µ means the size factor is more favorable than the
depth factor, and vice versa. Given the parameters listed above, we introduce the
weighting scheme for the tree fragments:
Definition 4.1: The weight of a tree fragment wi is defined as θiλ
SiµDi,
where θi is its weighting coefficient, Si is the size of the sub-tree, λ is the size
weighing factor, Di is the depth of the subtree and µ is the depth weighting factor.
Different from the tree weighting in [24], which penalized larger trees, our
weighting scheme favors larger trees. Our assumption is that if a large portion
of two parsing trees are of the same, their similarity would be higher. Unlike the
weighting proposed in [102, ?], which simply considers the size and depth of the
tree, our weighting scheme additionally takes into account the importance of the
words or phrases that a tree fragment covers.
4.2.2 Measuring Node Matching Score
After introducing the weighting scheme of tree fragments, we need to match tree
fragments and compute weights of the matched trees:
Preliminary 4.5: If two tree fragments TF1 and TF2 are identical, the
weight of their resulting matching tree fragment TF is defined to be w(TF ) =
w(TF1)w(TF2).
Recall that the weighting scheme of each tree fragment is determined by
the formula θiλ
SiµDi , we may thus write the weight of the matched tree fragment
as θ1θ2λ
S1+S2µD1+D2 .
In view of the above, we introduce a new scoring function, named node
matching score, between two nodes r1 and r2:
Preliminary 4.6: The node matching score between two nodes r1 and r2
is the multiplication of weights of all matched tree fragments under the roots of r1
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and r2. We use the following formula to describe it:
M(r1, r2) =
 0, if r1 6= r2Πηi=1w(TFi(r1, r2)), otherwise (4.13)
where r1 6= r2 denotes the fact that either labels or production rules for r1 and r2
are different, TFi(r1, r2) is the i− th matching tree fragment under r1 and r2, and
η is the total number of tree fragments.









×Πnc(r1)j=1M(ch(n1, j), ch(n2, j)), otherwise
(4.14)
where nc(n) is the total number of children of the node n, ch(n, j) is the jth child
of node n in the tree, and η is the total number of matched tree fragments.
According to the comprehensive definition of weighting scheme for the tree
fragments, two nodes with many tree fragments of higher weights are likely to
produce higher node matching scores. This indicates that these node pairs may
have covered very similar phrases. Therefore, we argue that the node matching
score provides a good measure of the similarity between the sub-trees rooted under
nodes r1 and r2.
4.2.3 STKM Similarity Metrics
In order to find the similarity score between two syntactic parsing trees T1 and
T2, we traverse them in post-order, and calculate the pair-wise node matching
scores between the nodes in these two trees. This results in a |T1| × |T2| matrix
of M(r1, r2). We use the summation of all scores in the matrix to represent the
similarity score between two parsing trees:
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Definition 4.2: The similarity score or the distance metrics between two







However, as the score is very sensitive to the size of trees T1 and T2, we
normalize it into the following:
simSTKM(∫1, ∫2) = sim(T1, T2)/
√
sim(T1, T1)sim(T2, T2) (4.16)
where ∫1 and ∫2 are the two input sentences.
By making use of the recursive definition of the node matching score, one
can calculate the STKM score between two sentences in polynomial time with
dynamic programming.
4.3 Semantic Relation Matching Model
4.3.1 Semantic Relation Parsing
To capture the semantic structures contained in a sentence, we need to identify
its predicate and the associated arguments labeled with their semantic roles. A
semantic role is “a description of the relationship that a constituent plays with
respect to the verb in the sentence” [7]. Semantic role analysis plays a very im-
portant role in semantic understanding. We use ASSERT [90], a shallow semantic
parser in this work, which is trained on PropBank semantic annotation [70]. The
basic idea is that each verb in a sentence is labeled with its propositional argu-
ments, and the labeling for each particular verb is called a frame. Therefore, for
each sentence, the number of frames generated by the parser equals to the number
of verbs in the sentence. The verb is labeled as TARGET. The arguments of a
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[ARGM-LOC In nearly every episode] [ARG1 Captain James Kirk] [TARGET
proved ] [ARG2 his manhood] by [ARG2 fighting with some unpleasant
alien species surrogates for the evil Soviet empire and falling in
love with a beautiful blonde guest star]
Figure 4.3: An example of a semantic role labeled sentence.
TARGET are labeled as ARG0 to ARG5, where ARG0 is the PROTO-AGENT
(usually the subject of a transitive verb); and ARG1 is the PROTO-PATIENT
(usually its direct object). Figure 4.3 shows an example of the ASSERT parsing
result for sentence “In nearly every episode Captain James Kirk proved his man-
hood by fighting with some unpleasant alien species surrogates for the evil Soviet
empire and falling in love with a beautiful blonde guest star”. The TARGET is
the verb “proved” for this result. Note that in the second ARG2, there is another
verb “fighting”, which is actually the predicate for another frame.
Accuracy could be an issue with ASSERT semantic parser on the noisy UGC
data. On one hand, ASSERT is not very accurate as a semantic role labeling tool;
on the other hand, it may also have problem with UGC with grammar errors.
We take note of the limitations of ASSERT in designing our semantic matching
framework in the next Section.
4.3.2 Semantic Matching Framework
To represent sentences in terms of the semantic structures, we define a semantic
frame that consists of a verb, which we called a target, and a set of associated
arguments. Each argument is associated with a label such as ARG0 and ARG1
to indicate the semantic role of the argument. Therefore, a frame F can be
represented as F=< v,A >, where v is the target and A is the set of arguments.
Each element a in A is a pair consisting the argument label and the argument
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words, represented by a=< l,w >, where l is the label and w is the set of words
the argument contains. Because a sentence may result in more than one semantic
structure by ASSERT, a sentence is represented by a set of frames. Each frame
in the set is determined by a central verb, which is usually correctly labeled.
With sentences represented in predicate-argument frames, the similarity
between sentences is defined on three factors: the verb, the argument semantic
role, and the words within the argument. Specifically, given two frames Fq=
< vq, Aq > and Fp =< vp, Ap >, the similarity score is defined on two components,
the similarity between the verbs, and the similarity between the arguments, as
follows:
simSRMM(Fq,Fp) = α× simv(vq, vp) + (1− α)× simA(Aq, Ap) (4.17)
where simA(Aq, Ap) denotes the similarity score between two argument sets, and α
is a weighting parameter. Since each sentence may contain more than one semantic
frame, in practice we consider all the possible frame pairs from two sentences, and
use the highest similarity score as the semantic relation based sentence similarity
score. We choose to use the highest similarity score rather than the average score
because the highest similarity usually corresponds to the most accurately parsed
frame.
We first look at the argument similarity SimA(Aq, Ap).
4.3.3 Argument Similarity
To measure the similarity between two arguments Aq = {< lq1, wq1 >,< lq2, wq2 >
, ..., < lqm, w
q
m >} and Ap = {< lp1, wp1 >,< lp2, wp2 >, ..., < lpn, wpn >}, we take the
sum of the similarity between all the pairs of < 1qi , w
q












P (lpj |lqi )× Simw(wqi , wpj ) (4.18)
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j ) is the similarity between two sets of words wq and wp. We match
each ai in Aq against each aj in Ap, considering that each arguments in question
sentence has a probability to transform into an argument with a different label











j ) to get the overall scores between two arguments
sets Aq and Ap.
After stop words removal and stemming, the processed wq and wp are de-
noted as wq∗ and w
p
∗ respectively. We take a simple word overlapping measure, the




|wq∗ ∪ wp∗| (4.19)
The remaining part of Equation 4.18 is the semantical role translation prob-
ability P (lpj |lqi ), which is discussed in the following subsection.
Semantic Role Translation Probability
In the machine translation setting, the word-to-word translation probabilities are
obtained by training on parallel corpora of two languages. When the parallel cor-
pora are in the same language, the so-called monolingual translation probabilities
reflect the relatedness of the two words. Therefore, the semantic role translation
model is a monolingual translation model. In particular, the translation model
on the semantic roles has all the semantic labels as its vocabulary. There are 25
argument labels used by ASSERT, namely ARG0, ARG1, ARG2, ARG3, ARG4,
ARG5, ARG6, ARG7, ARG8, ARG9, ARGM-LOC, ARGM-TMP, ARGM-DIR,
ARGM-ADV, ARGM-NEG, ARGM-MOD, ARGM-MNR, ARGM-DIS, ARGM-
PRP, ARGM-PNC, ARGM-CAU, ARGM-PRD, ARGM-EXT, ARGM ARGA.
We augment them with an additional NULL label for those arguments not labeled
by ASSERT.
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Given a pair of parallel sentences labeled by ASSERT, we extract the labels
with the order kept. By treating each label as a word, two parallel sentences of
“labels” are formed. The underlying assumption is that arguments in two parallel
sentences are semantically related. The roles of the arguments could be mapped
to each other with certain probabilities.
For the parallel corpus, we utilize Microsoft Research Paraphrase Corpus 1
for training. It contains 5,800 sentence pairs. We employ GIZA [5], a publicly
available statistical translation package, to train the paired labels, using the IBM
translation model 1. GIZA performs an iterative training process using EM to
learn pairwise translation probabilities [17]. In every iteration, the model auto-
matically improves the probabilities by aligning labels based on current parame-
ters. We initialize the training process by setting translation probability between
identical labels to 1.00 and a small uniform value of 0.01 for all other cases, and
then run EM to convergence. The resulting label translation probability table is
used to define the label pair mapping scores.
4.3.4 Predicate Similarity
The predicate, or the central verb, of a sentence is a critical role for expressing the
meaning of the sentence. Some sentences that are similar to each other may use
different but semantically related predicates. Capturing the semantic similarity
between predicates is thus an important component in determining the sentence
similarity. The predicate similarity Simv(vq, vp) is emphasized in Equation 4.17
as one of the two sources of semantic relation based sentences similarity. There
are various ways to determine the semantic similarity between words, web statistic
based approach such as Google Distance, and lexical database based approach such
as WordNet based approaches. The former replies on the access of web statistics
1http://research.microsoft.com/en-us/downloads/607d14d9-20cd-47e3-85bc-a2f65cd28042/
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through search engine API such as Google search API. Since these APIs have
daily limit of access, they may not be suitable for real-time word-word similarity
calculation.
Therefore, we use WordNet, a freely available English lexical database, to
help measure the semantic relatedness of two verbs. In WordNet, nouns, verbs,
adjectives and verbs are grouped into sets of cognitive synonyms called synsets,
each expressing a distinct concept. Synsets are interlinked by means of conceptual-
semantic and lexical relations. These relations organize the synsets in a hierar-
chical tree [83]. The semantic similarity between two concepts in the hierarchy
can be measured by their distance, namely by the number of edges on the path
between them.
In particular we employ Leacocks measure [58], which uses the distance of
the shortest path between two synsets to represent the semantic distance between
two words, where the value is scaled by the overall depth of the taxonomy. The
other WordNet based similarity measures employ more or less the same methods
with slightly different normalization. We modify the Leacock’s distance measure
by transforming it into a similarity measure, and scaling it to (0, 1] as follow:
Simv(v1, v2) = 1− distance(v1, v2)/2D (4.20)
where distance(v1, v2) is the length of the shortest path between two synsets of v1
and v2, and D is the maximum depth of the taxonomy. In particular, we define
the path length between two identical words to be 0, i.e., distance(v, v)=0, or
Simv(v, v) = 1.
By plugging in the above definitions on argument similarity and verb simi-
larity into Equation 4.17, the final semantic relation matching function writes as
follows:
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simSRMM(∫p, ∫q) = α× [1− distance(vp, vq)/2D]






P (lpj |lqi )×
|wq∗ ∩ wp∗|
|wq∗ ∪ wp∗| ]
(4.21)
4.4 Multi-Aspect Sentence Representation: The
Integration
The previous three Sections has each presented an aspect of sentence representa-
tion and the associated similarity metrics, namely, the three-level term weighting,
syntactic tree kernel representation, and the predicate-argument frame, and their
associated similarity metrics simC.D.V., simSTKM , and simSRMM respectively. In
this Section, we integrate the three aspects into the so-called multi-aspect sen-
tence representation and the corresponding similarity metric.
Since the three aspects of the proposed term saliency scores have different
value ranges, we need to normalize them into approximately the same ranges before
we can linearly integrate them for term weighting. We utilize a sigmoid function to
scale the values into the range [0, 1]. Specifically, we employ the logistic function
lc(x) = 1
1+ex
by first shifting it horizontally by 1 and then shrinking it vertically
by 1
2
, namely, the normalization function is N(x) = 1
2
(lc(x) + 1).
While there are more sophisticated ways to integrate component scores
into a comprehensive score, we adopt a simple liner interpolation approach for the
clarity of examining the contributions by each component. The overall similarity
is:
simMulti(∫1, ∫2) = ω1 ¯simC.D.V.(∫1, ∫2) + ω2 ¯simSTKM(∫1, ∫2) + ω3 ¯simSRMM(∫1, ∫2)
(4.22)
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where ω1, ω2, and ω3 indicate the relative contribution of each component score;
¯sim’s are the normalized similarity scores.
With the above sentence similarity metrics, we are now ready to instantiate
the distance metrics as defined in Equation 3.2. For example, we can define the





In the same way, simSTKM(., .) can generate the object metric δSTKM(., .).
Therefore, we may use the sentence representation scheme name to refer to the
corresponding sentence similarity metric and object metric thereafter.
4.5 Evaluation
To evaluate the three sentence similarity metrics based on the lexicon based, syn-
tactic relation based, and semantic relation based representations, we use the
sentence similarity measures as retrieval models for searching similar one-sentence
questions from the community-based question-answering archives.
4.5.1 Experimental Setup
Data Collection:
We collect questions from two top categories of Yahoo! Answer, namely Consumer
Electronics and Heath, using the getByCategory function provided by the Yahoo!
Answer API. Each category encompasses a few subcategories. Each category rep-
resents a domain and each sub-category represents a sub-domain. For evaluating
the sentence similarity measures, only the subject field is retained. The subject
field is a compulsory field for each question, and it usually contains only one sen-
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Table 4.1: The distribution of questions in the two selected domains.
Health #Q Consumer Electronics #Q
Alternative Medicine 15,857 Camcorders 26,014
Dental 36,878 Cameras 48,635
Diet & Fitness 132,293 Cell Phones & Plans 147,236
Diseases&Conditions* 164,092 Games & Gear* 155,707
General Health Care* 116,921 Home Theater 24,421
Men’s Health 82,561 Land Phones 21,595
Mental Health 72,891 Music&Music Players 119,546
Optical 55,182 Other - Electronics 49,812
Other - Health 85,607 PDAs & Handhelds 29,728
Women’s Health 102,031 TiVO & DVRs 23,310
TVs 37,043
TOTAL # 864,313 TOTAL # 683,047
tence. In case of multiple sentences in a question, the longest sentence will be
kept. The average length of question subject is about 10.2 words.
For query set, we randomly select 300 questions from each domain’s archive.
After removing duplicate and low-quality questions (that consists of less than 3
words and thus are usually meaningless), we get 253 and 266 questions for each
domain, respectively. From the remaining questions, we randomly choose 230 for
testing, and the others (23 and 36 questions, respectively) are used for development
and tuning. For ground true determination, we pooled for each query question
the top 20 results from the methods that are used for system comparison. The
annotators do not know which results are from which methods. Each annotator is
asked to label each returned question as “relevant” or “irrelevant.” Two annotators
are involved in the annotation independently. If conflicts happen, the final decision
is made by discussion.
After removing the 300 selected query questions from each dataset, we use




To evaluate the performance of the proposed sentence representation and similarity
metrics, we compare the following systems:
1) LM(baseline1): searching by the Language Modeling approach using
Dirichlet-prior smoothing on the data collection of the domain.
2) C.D.(baseline2): representing the question sentence as a TF ∗ IDF
(collection level weighting TF and document level weighting IDF ) weighted vector
and calculating the cosine similarity score.
3) C.D.V.: where V denotes the proposed vocabulary level term weighting,
combined with baseline2 term weighting.
4) C.D. + STKM : where T denotes the syntactic tree kernel model, inte-
grated with the score from baseline2.
5) C.D.+SRMM : where F denotes the semantic relation matching model,
integrated with the score from baseline2.
6) C.D.V. + STKM + SRMM : the integration of the three-level term
weighting model score, the syntactic tree kernel model score, and the semantic
relation matching model score.
In summary, system 1), 2), and 3) are all lexicon matching models, while
system 4) is the integration of lexicon and syntactic relations, system 5) is the
integration of lexicon and semantic relations, system 6) is the integration of the
three aspects. The parameters are set as the optimal values on the development
query set. For SRMM , α is set to 0.6, which indicates the importance of the
central verb of a sentence. The interpolation parameters ω1, ω2, and ω3 are op-
timized by grid search on [0.1, 0.9] with step size 0.01; the results are reported
based on the best values tuned on the development queries: they are 0.52, 0.33,
and 0.15 respectively. The high weight is still on the Bag-of-Words component.




We evaluate the performance of our approaches using Mean Average Precision
(MAP), Mean Reciprocal Rank (MRR), and Precision@n. MAP rewards ap-
proaches that return relevant questions early and also rewards correct ranking
of the results. MRR gives us an idea of how far down in a ranked list we must
look to find a relevant question. Precision@n reports the fraction of the top-n
questions retrieved that are relevant. Note that the recall base for a query ques-
tion consists of the relevant questions in the top 20 results from all approaches.
The recall base is needed to compute some of measures that we use.
4.5.2 Overall Results and Discussion
Table 4.2 summarizes the overall results from the proposed sentence representation
aspect models and their combinations. From the table, we can draw the following
observations:
1) On the whole, the three proposed aspects improve the question retrieval
performance individually and collectively. The three aspects, namely, the vocabu-
lary level lexical weighting, the syntactic tree kernel matching, and the the seman-
tic relation matching, each contributes to a considerable amount of performance
improvement of about 5%-10% in each of the evaluation metrics. The integration
of all the three achieves the best results with about 15% improvement, suggesting
that the three aspects complement each other in representing the information of
a sentence.
2) Vocabulary level term weighting in conjunction with collection and docu-
ment level weighting (i.e. V.C.D.), outperforms the classici retrieval models C.D.
(tf.idf) and language model in all the three metrics, MAP, MRR, and Preci-
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sion@10. MAP comparison in Table 4.2shows that V.C.D. improves over C.D.
by 7.23% and 8.94% on “Consumer Electronics” and “Health” respectively. The
consistent improvement suggests that vocabulary level evidence is complimentary
to collection level and document factors for term weighting, suggesting that V.,
C., and D. are three orthogonal factors critical for term weighting.
3) Applying syntactic tree kernel matching over lexical matching methods
boosts system performance a lot. When applied on top of C.D., STKM brings
in improvement over either baseline 1 or baseline 2 in all metrics with statis-
tical significance at 0.95 confidence interval using the t-test. We believe that
the improvement stems from the ability of the syntactic match weighting scheme
to correctly present and measure the similarity distance between sentences. As
such, many false positive sentences that would be favored by normal lexical based
approaches are subsequently eliminated, as they often do not contain similar syn-
tactic structure with the user query.
4) Semantic relation matching model shows similar scale of improvement
with the three-level term weighting on MAP, but better performance on MRR.
It suggests that semantic relation matching model ranks the similar sentences
high. We conjecture that this is because it emphasizes the predicate/verb of the
sentences and arguments that are matched by their roles. We manually checked
a few queries that have positive sentences ranked higher in V.C. + SRMM than
in C.D., C.D.V., and C.D. + STKM . We found that quite a few queries are
action oriented questions, like “Can i use iPod Cable to charge iPhone 4G?” and
“How can I whiten my teeth without wearing out the enamel?”, where the verb
“charge” and “whiten” bear important information about the sentences. However,
as ASSERT can not handle copular verbs such as “be”. In linguistics, a copula
(plural: copulae or copulas) is a word used to link the subject of a sentence with
a predicate (a subject complement). In the case of copular verbs, the semantic
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Table 4.2: Retrieval experiments conducted on the subject field of questions. †
and [ indicate statistical significance over the baseline 1 and baseline 2 respec-
tively, at 0.95 confidence interval using the t-test. %chg denotes the performance
improvement in percent of each of the proposed models over the corresponding
baseline.
Retrieval Consumer Electronics Health
Models MAP MRR P@10 MAP MRR P@10
LM(baseline1) 0.3084 0.3526 0.3357 0.3302 0.3856 0.3557
C.D.(baseline2) 0.3182 0.3471 0.3368 0.3256 0.3986 0.3578
C.D.V. 0.3412[ 0.4116†[ 0.3632 0.3547 0.4359†[ 0.3879[
%chg over b1 7.23% 18.58% 7.84% 8.94% 9.36% 8.41
%chg over b2 10.64% 16.73% 8.19% 7.42% 13.04% 9.05%
C.D.+STKM 0.3457[ 0.3925†[ 0.3728†[ 0.3602† 0.4286[ 0.3952†[
%chg over b1 8.64% 13.08 % 10.69 % 10.63% 7.53% 10.45%
%chg over b2 12.09 % 11.32 % 11.05 % 9.09% 11.15% 11.10%
C.D.+SRMM 0.3349 0.3887† 0.3763†[ 0.3516 0.4133 0.3815[
%chg over b1 5.25% 11.99% 11.73 % 7.99% 3.69% 6.62%
%chg over b2 8.59 % 10.24 % 12.09 % 6.48% 7.18% 7.25%
C.D.V.+STKM +SRMM 0.3597†[ 0.4346†[ 0.3924†[ 0.3723†[ 0.4543†[ 0.4084†[
%chg over b1 13.04 % 25.21 % 16.51% 14.34 % 13.97% 14.14%
%chg over b2 16.63 % 23.26 % 16.89% 12.75% 17.82% 14.82%
relation matching method downgrades to argument matching only.
5) The proposed sentence representations and their associated retrieval
models obtain consistent improvement on both the “Consumer Electronics” and
“Health” domains. This shows that the multi-aspect sentence representation is a
general scheme that is robust and scalable across domains.
4.5.3 Detailed Analysis
Term Ranking using Vocabulary Level Weights
To examine the effect of the vocabulary level term weighting scheme, we uti-
lize them to rank terms from a subcategory of ConsumerElectronics, i.e., the
music & music players question archive. From the top 10 terms in Table 4.3, we
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find that the vocabulary filter has successfully captured the salient terms of the
recent music & music players vocabulary, such as “ipod”, “itune”, and “sync”.
We may guess that if the archive was collected years earlier, the top terms might
be “walkman”, “tape” and the like. It suggests that the vocabularies are evolv-
ing, or more generally, are specific. We notice that terms like “my” is ranked
high, because of the user-collaborative nature of the YA archive. Vocabulary level
weighting also ranks some general terms high, such as “mail” and “copyright”.
This is because “mail” and “copyright” have high probabilities in the general web
vocabulary, but low probabilities in the music & music players vocabulary. They
are considered to be informative though relatively less frequent in the specific
vocabulary. This shows that the proposed term weighting scheme is capable of
capturing term importance in a vocabulary.
The stopwords are expected be among the lowest in a descending ranked list.
Right part of Table 4.3 lists the lowest 10 terms by vocabulary level term weighting.
Generally this lowest 10 terms meet our expectation of the commonly recognized
stopwords. We thus think of eliminating the lowest ranked terms from indexing,
as what stopword removal does, for the purpose of improving the efficiency of the
whole retrieval system. As a complementary exploration, we construct stopword
lists by taking the lowest 5%, 10%, and 15% of the vocabulary weight ranked
terms. Instead of implementing the full-fledged V.C.D. filtering term weighting
scheme, we use the 3 stopword lists of different size upon C.D. term weighting
scheme and find that the retrieval performance at 5% removal actually improves
over those without stopword removal and with standard stopword list removal.
Moreover, 10% removal is slightly worse than 5% removal since less terms are
used for indexing, but still acceptable considering that the efficiency has been
improved.
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Table 4.3: Highest and lowest ranked 10 terms (stemmed) in
music & music players category by the proposed vocabulary term weight-
ing scheme
Top 10 Lowest 10
1 ipod 6 home -1 us -6 at
2 itune 7 servic -2 of -7 thi
3 page 8 provid -3 in -8 on
4 my 9 mail -4 by -9 all
5 song 10 copyright -5 new -10 be
STKM Error Analysis
We find that STKM fails to match the syntactic structures of questions mainly
due to the following three reasons:
1) Mismatch of question topics: In some cases, two questions asking about
different topics but bearing very close sentence structures are incorrectly matched.
For instance, the question “How do I increase my appetite in a short period?” is
highly ranked by given the query “How can I increase my height in a few month?”.
This becomes severe for short questions asking about different aspects, as simple
sentence structures are likely to have exactly the same syntactic structure as the
others. To overcome this problem, we need to incorporate question analysis in
our system such that the question target could be clearly identified and compared
when performing the matching.
2) Flexibility of question representations: In real world, many semantically
similar questions have vast differences in their expressions. For example, “Best
ways and products to get fresh breath?” and “Please tell what I can do to make
my mouth smell go away?” are both about “bad breath remedies”. Both lexical
matching and syntactic matching are likely to fail in this case as we are lack of
not only ways of correlating different human expressions, but also information on
the relation between the term “breath” and the phrase “mouth smell”. This is a
difficult challenge, and we believe that certain domain ontology could be of help,
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where at least some semantically related terms can be linked together.
3) Extremely long queries: There are also some cases where the query
question is too long for STKM to give correct similarity measure. We conjecture
that the syntactic structure of a sentence becomes more complicated when the
sentence gets longer, and this leads to higher flexibility of interchanging different
sentence components, resulting in a large number of nodes at the upper layers to
be mismatched and the failure of the STKM measure.
4.6 Conclusions
From the analysis of the experimental results above, we arrived at the following
conclusions on the three models proposed in this Chapter:
1) Vocabulary level term weighting works out to be effective in measuring
term importance and thus contributes significantly to lexicon based similarity
measures. As in existing Bag-of-Words retrieval frameworks, the term weights
are pre-indexed to ensure high efficiency at retrieval time. The computation of
vocabulary level term weights are also obtained in the pre-processing stage and
ready to be combined with existing term weighting schemes for various applications
such as retrieval, clustering, and summarization.
2) Syntactic tree kernel model explores the most detailed tree-structure
relationships between words in a sentence. It is thus a computationally intensive
but accurate way for representing and matching sentences. The original tree kernel
model works best when the sentence is grammatically correct and of a medium
length. The improved syntactic tree kernel model as proposed in this thesis has
been shown to be tolerant to a modest amount of grammar errors. It also relies
on the existing natural language processing tools to correctly parse the sentence.
3) Semantic relation matching model, namely the predicate/argument re-
lation matching model, allows sentences with different expressions to be matched.
76
It tackles the grammar errors by utilizing the best matched parsing results. It
works best when a sentence is organized around a verb with concrete meanings.
The three models characterize three different aspects of a sentence. They
complement each other in representing the information contained in the sentences.
Therefore, the integration of the three leads to a better sentence similarity measure
compared to the individual aspects. As the proposed three-level term weighting
provides a Bag-of-Words sentence representation with high retrieval performance,





In this Chapter, we propose an unsupervised approach called Prototype Hier-
archy based Categorization (PHC) to tackle the problem of organizing the
unstructured text collection into meaningful category structure to facilitate nav-
igation. PHC utilizes the world knowledge in the form of prototype hierarchies,
while adapts to the underlying topic structures of the collections. By following the
structure of the prototype hierarchy, PHC eliminates the problem of determining
the number of clusters and assigning initial clusters for the intermediate levels of
the hierarachy.
Moreover, the PHC results are interpretable, comprehensive, and organized.
Unlike in general clustering schemes where no label is provided for the resulting
groups, in PHC the labels or the descriptions of most clusters are already provided
by the prototype hierarchy used. Therefore the trouble of inventing intermediate
level cluster labels is eliminated. What’s more, the labels provided by the supervi-
sion hierarchy are logically and systematically arranged, while the labels extracted
from unsupervised clustering might be inconsistent and disorganized.
78
PHC allows flexible forms of supervision 1: the prototype hierarchy can
come in different level of granularity, in different forms, and even tailored to any
specific applications. Thanks to the diversity of web content, the hierarchy can
be automatically extracted from various sources. It is thus less rigid than the
example-based learning and constraining.
In the rest of this Chapter, we first provide an overview and the prelimi-
naries for the Prototype Hierarchy based Categorization framework in Section 5.1.
Section 5.2 gives details of the PHC model. Section 5.3 discusses and resolves is-
sues in algorithm implementation. Section 5.4 presents the experiments and result
analysis.
5.1 Overview
With P and M defined in Chapter 3, we outline the problem of Prototype Hier-
archy based Categorization (PHC) as follows. Given a collection D of objects on
a topic τ , PHC partitions and maps D into the categories that are predefined by
a P on τ , such that the formed objects clusters vo1 , vo2 ,..., vok are organized in a
M with similar structures. Most nodes (except some newly added leaf nodes) of
the output M is readily labeled by P , and thus could be easily browsed by users
to find information at different granularity.
Figure 5.1 illustrates how the prototype hierarchy based categorization
works. Suppose the problem is to organize an archive of Yahoo! Answer questions
on Dental. Given the dataset of questions and the predefined prototype hierarchy
as shown in Figure 5.1, PHC assigns each object (question) of the dataset into
the leaf nodes of the hierarchy. For instance, question 3 is categorized into Enamel
and naturally becomes a member of Teeth. Note that the category Dental:Dental
1Though we use the term “supervision” here, it is different from what it means in supervised
machine learning where the supervision comes from labeled training data.
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Figure 5.1: Categorizing a Yahoo! Answers dataset using the Prototype Hierarchy
of Dental
Anatomy:Teeth:Tooth Development does not have a single object and question 6
has no appropriate category to assign to. These are two typical cases to be han-
dled in the PHC algorithm. For the former case, the node will be deleted from the
hierarchy; while for the latter case, a new node will be added around the closest
nodes for question 6. For the special case that the given prototype hierarchy is a
perfect match with the data, when all the objects being assigned, a data hierarchy
that has the same structure with the prototype hierarchy is formed. A user may
thus easily browse the organized dataset by navigating the prototype hierarchy
and clicking on any node to view the questions from the corresponding node of
the data hierarchy.
This example suggests that clustering of a dataset according to a supervision
hierarchy is not trivial. First, the availability of the supervision hierarchy, which is
similar to ontology, is critical to the functionality of the whole system. Second, a
model that makes good use of the hierarchy to ‘supervise’ the clustering is needed.
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Third, the mismatch of the prototype hierarchy and the dataset should be handled.
The model should take into account that: New items are to be categorized
by comparing them to category prototypes and the existing member items in the
categories; as more and more new items being added, the category prototype may
not be representative, or the category centroid which is formed by the member
items is shifting from the originally defined prototype. There could be topic drift
(concept drift), the gradual change of a concept over time underlying a class.
There is a subtle balance to form a category whose center is fixed to a certain
predefined point, and a category evolves as its members emerge. To model the
hierarchical clustering based on a prototype hierarchy, we identify the following
requirements in our study:
1. The data hierarchy, like a taxonomy or an ontology, is incrementally evolving
into a compact structure encoding the underlying topics of the collection.
2. The data and prototype hierarchy are to be matched at both the node and
relation level, while special techniques are needed to handle the mis-match
between the data hierarchy and the prototype hierarchy.
3. The distance between objects is measured by appropriate metrics, so as to
partition the objects into homogeneous clusters that are far apart from each
other.
In the following Section, we first address the requirements by introducing
four criteria/objectives. The criteria form the basis of the PHC framework by con-
straining how each object should be organized into a hierarchy. In the last Section,
the four objectives are integrated into a multi-criterion optimization function.
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5.2 Prototype-based Hierarchical Clustering Op-
timization Criterion
5.2.1 Data Hierarchy Structure Evolution
Hierarchy Metric and Information Function
To characterize the structure of a hierarchy, we introduce Hierarchy Metric and
Information Function which has been successfully utilized in automatic taxonomy
induction [96] and ontology learning, due to the similar nature of hierarchy and
taxonomy.
We define a hierarchy metric as a function that operates on all the nodes
in a hierarchy, similar to ontology metric [96] on an ontology. Formally, it is a
function h : V × V → R+, where V is the set of nodes in H. h(., .) is recursively
defined. For an adjacent pair of nodes vp and vq, the hierarchy metric is defined
as the edge weight w(evpvq). For the other pairs, the hierarchy metric h(., .) on H
with edge weights w for any node pair vi, vj ∈ V is the sum of all edge weights





where P (vi, vj) is the set of edges defining the shortest path from nodes vi to vj.
Without causing ambiguity, we use h instead of hH,w for simplicity. The quality
of the structure of a hierarchy is measured by the amount of information carried





where i < j reduces duplicated entries of h(., .) since the hierarchy metric is a
symmetric measure.
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Figure 5.4 (i) gives an example of a 6-node hierarchy. We can calculate the
hierarchy metric between A and F as h(A,F ) = h(A,C)+h(C,F ) = 2.8, and the
Information Function of the hierarchy as the sum of 15 pairs of nodes, resulting
in Info(H) = 38.5.
Objective Functions
Minimum Evolution(obj1) is designed to monitor the structural evolution of
the data hierarchy. The data hierarchy is incrementally hosting more objects until
the whole collection is categorized and allocated. We assume that M(n+1) with
n + 1 nodes to be the one that introduces the least changes of information from
its previous status M(n):
M(n+1) = arg minM′||Info(M(n))− Info(M′)|| (5.3)
Therefore the optimal M organizes the whole collection so as to intro-
duce the least information changes since the initial data hierarchy M(0): Mˆ =
arg minM′||Info(M(0))− Info(M′)||, where Info(M(0)) = 0 since the initialM
is empty. By plugging in Equation 5.1 and 5.2, the minimum evolution objective
tries to find a hierarchy relation M˜ as follows:





w(evpvq)|M : d ∈ vi} (5.4)







obj1 suggests that the optimalM on a collection is the one that contains the least
information. It makes intuitive sense that the M that compactly “encodes” the
collection into topic categories is the best.
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Data Hierarchy Centroid
The hierarchy metric and information function discussed above are defined in
“node space”. For P , the nodes are represented by prototypes. For M, we use
centroid to represent a node of objects CO. Note that in previous work [40]
on classification, centroid and prototype are two equivalent and interchangeable
concepts. In the proposed method, we distinguish the two concepts by emphasizing
that prototype is knowledge oriented and centroid is data oriented.
The centroids forM nodes are generated in an incremental manner. When
the first object is categorized into a category, it acts as the initial centroid of the
category (and its ancestor categories). With subsequent objects being inserted
into the same category, the centroid is updated incrementally upon its previous
status.
Suppose that the centroids and the objects are represented by vectors on
the term space as −→v centroid and −→d . When a new object d is inserted into a node,
its centroid is updated by taking the algorithmic average of all the existing objects
and
−→
d , as (n−→v (n)centroid +
−→
d )/(n+ 1).
The new object in a leaf node automatically becomes members of its ances-
tor nodes whose centroids are to be updated too. We consider that the magnitude
of the change decreases with the levels from the leaf node. The updating formula
for a data hierarchy centroid is defined as
−→v (n+1)centroid =





where t is the number of edges on the shortest path between the updated node
and its descendent leaf nodes, and g(t) is a monotonically decreasing updating
coefficient. In the implementation, a heuristic function g(t) = 1− t/|H| is utilized,
|H| is the height of the data hierarchy H, and g(t) ∈ (0.0, 1.0]. For example,when
v is a leaf node, t = 0, and g(t) = 1.0.
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5.2.2 Prototype Centrality
Prototype Centrality (obj2) We assume that a prototype ρi is located at the
center of an object cluster voi in the object space. The center of an object cluster
is represented by its centroid. Therefore, this objective says that the prototype
should have high similarity with its corresponding centroid. Formally, the proto-
type centrality is expressed as
M˜ = arg max{ 1|V |
∑
∀voi 6=∅
c(vpi , voi)|M : d ∈ voi}
where |V | is the number of nodes in the hierarchy, vpi is represented by its proto-
type ρi, and voi is represented by its centroid. voi is updated with incrementally
added new objects. c(., .) measures the similarity between a vpi and a voi that is
not empty. For this study, c(., .) employs the simple and effective cosine similarity
function on the term vectors of vpi and voi .
The maximization of the prototype centrality objective is actually equiva-
lent to adding a data object d into a node, so that the updated centroids (including
the parental node centroids), are most similar to their corresponding prototypes.
Therefore, this objective could be expressed as:
obj2 = c(ρi, d) (5.7)
5.2.3 Hierarchy Resemblance
Prototype-Data Hierarchy Resemblance (obj3) considers the common part
of the data hierarchy and the prototype hierarchy. Formally, the prototype-data
hierarchy resemblance is defined as follows:
M˜ = arg min{ 1|M |
∑
i<j
||h(vpi , vpj)− h(voi , voj)|| |M : d ∈ voi} (5.8)
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Figure 5.2: Left figure is a prototype hierarchy and the right figure is a data
hierarchy. obj2 assumes that a prototype is located at the center of an object
cluster in the object space.
where |M | is the size of the common hierarchy, vpi , vpj ∈ Vp and voi , voj ∈ Vo are
the corresponding nodes of P andM respectively. As a result, this third objective






||h(vpi , vpj)− h(voi , voj)|| (5.9)
Since P is predefined and static, it is usually a partial match of M. To
enableM to flexibly adjust to the collection distribution by having more or fewer
number of nodes, obj2 and obj3 are measured on the common hierarchy.
Considerations for Partially Matched Prototype Hierarchy
In the ideal setting, the prototype hierarchy is the one that fully represents the
underlying topic structure in the target collection, i.e., the resulting data hierarchy
is a full match. However, it is not possible to define such an ideal prototype hierar-
chy. Therefore the implementation should consider the cases when the predefined
P is a partial match. We thus define the matching between the data hierarchy
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Figure 5.3: Left figure is a prototype hierarchy and the right figure is a data
hierarchy. obj3 considers the structural resemblance of the common hierarchies of
the data hierarchy and the prototype hierarchy by matching the edges.
and the prototype hierarchy as follows:
Preliminary 5.1 A full match between two hierarchies H1 and H2 is
defined such that nodes V1 = V2 and relations R1 = R2. A partial match between
H1 and H2 can be either an incomplete match or an excess match. When H1 is
an incomplete match of H2, V1 + Vin = V2, R1 + Rin = R2, and the incomplete
rate is defined as |Vin|/|V2|. When H1 is an excess match of H2, V1 = V2 +
Ve, R1 = R2 + Re, and the excess rate is defined as |Ve|/|V2|. In the case of a
partial match, the matched nodes and relations constitute a sub-hierarchy called a
common hierarchy.
Figure 5.4(iv) shows a data hierarchy, and Figure 5.4(i-iii) show three pro-
totype hierarchies that are respectively a full match, an incomplete match, and
an excess match of the data hierarchy. The common hierarchies of Figure 5.4(iii)
and (iv) are (A,B,C,D,E,F) and (a,b,c,d,e,f), and G is an excess node.
If the predefined P is an incomplete match of the underlyingM of a collec-
tion, we expand P by adding more nodes to accommodate more categories. This
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Figure 5.4: Illustration of Prototype Hierarchy (i-iii) and Data Hierarchy (iv).
The prototype hierarchy (i) is a full match of (iv), (ii) an incomplete match of
(iv), and (iii) an excess match of (iv).
is accomplished by adding dummy child nodes to the existing nodes in P . For
instance, in the Figure 5.1 example, question 6 has no appropriate category to
assign to. This question will thus be assigned to an unnamed (dummy) node as
the child of category Dental: Dental Anatomy.
If the predefined P is an excess match of the underlyingM of a collection,
some of the nodes in P may become empty category inM, such as Dental: Dental
Anatomy: Root Canal in the Figure 5.1 example given the toy collection. For such
cases, the empty nodes will be labeled as empty or removed from the browsing
interface. However, as the collection size increases, even some rare subtopics can
find examples to fill in, as a result, most predefined nodes are not empty. The
node Dental: Dental Anatomy: Root Canal actually has members like “How long
is root canal treatment before putting the permanent seal and is it normal if it is
still hurting?” when the real collection is used.
5.2.4 Category Cohesiveness
Category Cohesiveness (obj4) objective requires that the collection is catego-
rized such that objects in the same category are similar to each other and those in
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different categories are dissimilar to each other. More specifically, when the intra-
category similarity is the highest, and the inter-category similarity is the lowest,
the categorization achieves the highest cohesiveness. We define the intercluster
similarity and intracluster difference to suit the hierarchical structure. Formally,
the cohesiveness of the data hierarchy is defined as:








|M : d ∈ vi} (5.10)
where c(vi, vj) measures the cosine similarity between the centroids of vi and vj;
and δ(dp, dq) is the similarity (object metric) between the two data points dp and
dq, which we have discussed in Chapter 4. Note that in the denominator, only the
sibling categories are compared, instead of all categories as in [21]. The assumption
is that categories cross levels are in different level of abstractness/generalization
and therefore it is meaningless to compare them. When a new node is added,
the number of nodes is increased by one therefore the average distance between
nodes is updated accordingly. The above summation form of measure to cluster
tightness needs to be normalized by the population size. As a result, the fourth



















Overall, category cohesiveness objective follows the most basic idea of clus-
tering such that objects within a cluster have high similarity with one another
but are very dissimilar to objects in other clusters. While most flat-clustering
algorithms use various criteria functions similar to the numerator, Equation 5.11
accounts for the hierarchical structure and expresses the inter-cluster relation ex-
plicitly in the denominator.
89
5.3 Integration and Algorithm
We have discussed the criteria on constructing a data hierarchy, and induced four
objective functions obj1,obj2, obj3, and obj4. In our proposed prototype hierarchy
based categorization framework, all the criteria are to be satisfied, therefore the
four objectives are to be optimized simultaneously:
minimize O = pi1obj1 − pi2obj2 + pi3obj3 − pi4obj4 (5.12)
where pi1, pi2, pi3, and pi4 are introduced to control the contribution of each objective
within the range of 0 to 1.
The multi-criterion optimization function leads to a greedy optimization
algorithm. At each object insertion step, it produces a new data hierarchy M by
adding the new object d into an appropriate node vo (either an existing node, or
a dummy node that produces a new node), which minimizes the multi-criterion
objective function O. This algorithm presents a general incremental clustering
procedure to construct the hierarchies. By optimizing the multi-criteria function,
it finds the optimal position of each object in the hierarchy and finally organizes
the whole collection into a hierarchical structure.
5.4 Evaluation
5.4.1 Datasets
To evaluate the proposed prototype hierarchy based categorization scheme, we
apply the techniques developed to reconstruct the subdirectories of ODP, and to
organize Yahoo! Answers questions according to prototype hierarchies from exter-
nal knowledge source. Table 5.1 shows the statistics of the prototype hierarchies
and the associated collections of the four datasets.
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Table 5.1: Statistics of Dataset ([ indicates webpages, † indicates question answer
pairs).
ODP Yahoo! Answers
statistics Computer ScienceReligion & SpiritualityDental IPod
PrototypeMax.depth 6 5 5 4
Hierarchy ]concepts 145 177 104 87
]leaf concepts 83 106 62 51
Collection ]objects 2085[ 3909[ 6735† 4381†
For the ODP datasets, the prototype hierarchies are constructed by ex-
tracting the subcategories of two topics, Computer Science (CS) and Religion
and Spirituality (RS). The subcategory descriptions are extracted as prototypes.
Figure 5.5 shows part of the concept hierarchy of Computer Science. As an exam-
ple the prototype for an ODP category ALICE is extracted from ODP category
description as “A.L.I.C.E. stands for Artificial Linguistic (Internet) Computer
Entity. It is a project born out of the original Eliza chatbot; developed by Dr.
Richard Wallace and furthered by many other people.” For Wikipedia hierarchy,
the summary part of an article is extracted as the prototype. Some subcategories
for portals (e.g., classified, directory) or those labeled by alphabetic orders, which
are uninformative for the purpose of categorization and navigation, are removed.
The two collections contain websites belonging to the categories of the extracted
prototype hierarchies; where homepages of these websites are the objects of the
collections.
The datasets under the topics Dental and IPod are collected from YA,
which are subsets of the data as shown in Table 4.1. The prototype hierarchy
for the Dental dataset is directly extracted from Wikipedia hierarchy under Den-
tistry, where the prototype for each subcategory is the first part (the definition)
of the corresponding Wikipedia article. The prototype hierarchy for IPod is a
manually constructed hybrid hierarchy by combining Wikipedia IPod article hi-
erarchy, Wordnet IPod meronyms, and product specification from IPod website).
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Figure 5.5: Part of the concept hierarchy of Computer Science, boded concepts are
expanded in next level. Numbers in brackets follow a concept indicate a leaf-node
and the number of objects belonging to the concept.
The corresponding prototypes are also the combined descriptions from these three
sources. The objects of the two collections are questions downloaded using YA
API from Dental and Music & Music players. We asked two dentistry graduate
students and two computer science graduate students to organize the two col-
lections by reading through the downloaded archives. Inter-rater agreements in
terms of Kappa statistics are 85% and 91% for Dental and IPod respectively. The
differences between the two annotators are made consistent by discussion.
Each of the four collections are equally divided into two parts (C1 and
C2) for training/developing and testing. The results are presented by taking the
average of the two suits of experiments, using either part as testing sets.
The four datasets are carefully constructed to represent different scenar-
ios. CS is a topic with a deep hierarchy, while RS has a broad hierarchy. IPod
represents a concrete domain and RS an abstract domain. ODP hierarchies (CS
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and RS) are noisier than Wikipedia hierarchy (Dental); while the semi-manually
constructed hierarchy (IPod) has better quality.
5.4.2 Overall Performance
Experimental Settings
To evaluate the performance of the proposed PHCmodel, we compare the following
systems:
1. proKmeans : a prototype hierarchy enhanced K-means divisive hierarchi-
cal clustering. We choose a divisive algorithm as our baseline, as divisive
algorithms have been found to produce better results than agglomerative
algorithms [105]. K-means works well when K and the initial partitioning
are properly set. At each step of the division, we set K to be the number of
leaf nodes in the prototype hierarchy; and the associate prototypes as the
initial centroids. In this way, an intuitive unsupervised method is enhanced
to be a relatively strong baseline.
2. LiveClassifier [46]: a state-of-the-art hierarchical classifier. We employ the
approach 3 and KNN as the learning algorithm as in [46]. We adopt Yahoo
BOSS API2 as the search engine to gather snippets as training examples.
The number of pseudo nodes for leaf node is set to be 6. We set K=1 for
result evaluation. This method is used as the second baseline.
3. PHC+C.D.V., PHC+C.D.V+STKM, PHC+C.D.V+SRMM, and PHC+C.D.V+STKM+SRMM :
4 variations of PHC using the lexical based object metric C.D.V., and its
combination with STKM and SRMM respectively, and the sentence repre-
sentation with all the three aspects as the object metric. For pi1, pi2, pi3, and
2http://developer.yahoo.com/search/boss/
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pi4 in Equation 5.12, we perform an exhaustive grid search of step size 0.01
on [0, 1] to find parameters that produce the best µF1 on the developing set.
The optimal pi values are in the following ranges: (0.05, 0.11), (0.32, 0.45)
, (0.16, 0.28), and (0.28, 0.43) respectively. The regression parameters for
C.D.V., and the node/size/depth weighting factors and the weight of the
matching tree fragment for STKM are tuned by using the set C1/C2 as the
development set.
4. CFC Classifier [40]: a state-of-the-art supervised text categorization tech-
nique. It is included to test the effectiveness of semi-supervised PHC against
a supervised method. Experimental results are averaged using either set
C1/C2 as the training set.
We use the average accuracy of categorizing the leaf categories as the per-
formance measure for each dataset. In particular, we use the micro-averaging F1
(µF1) and macro-averaging F1 (mF1) as the performance metrics. F1 is a combined
form for precision (p) and recall (r), which is defined as F1 = 2rp/(r + p).
Results and Discussion
The results are evaluated on all the leaf nodes and displayed in Table 5.2. By
comparing the vertical entries by different methods, we draw the following obser-
vations:
(1) Both (unsupervised) baselines achieve reasonably high µF1 of about 0.6.
For LiveClassifier, the results are consistent with that reported in the original
experiment in [46] which shown it to be comparable to a supervised approach.
For proKmeans, it achieves better µF1 than that reported in a state-of-the-art K-
means clustering algorithm [45] that employs the sophisticated semantic features.
This suggests that by specifying a prototype hierarchy for a collection, even a
simple method like divisive K-means can categorize the collection reasonably well.
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Table 5.2: Comparison of the proposed PHC, the two baselines, and a supervised
method CFC in terms of µF1 and mF1.
Methods CS RS Dental IPod
µF1 mF1 µF1 mF1 µF1 mF1 µF1 mF1
proKmeans-B1 0.623 0.547 0.63 0.644 0.601 0.592 0.612 0.608
LiveClassifier - B2 0.656 0.641 0.618 0.625 0.683 0.663 0.667 0.629
PHC+C.D.V. 0.732 0.713 0.741 0.729 0.755 0.703 0.764 0.713
over B1 17.5%30.3% 17.6% 13.2% 25.6% 18.8% 24.8% 17.3%
over B2 11.6%11.2% 19.9% 16.6% 10.5% 6.0% 14.5% 13.4%
PHC+C.D.V.+STKM 0.785 0.779 0.765 0.748 0.772 0.735 0.782 0.723
over B1 26.0%42.4% 21.4% 16.1% 28.5% 24.2% 27.8% 18.9%
over B2 19.7%21.5% 23.8%19.7 % 13.0% 10.9% 17.2% 14.9%
PHC+C.D.V.+SRMM 0.765 0.743 0.754 0.741 0.79 0.782 0.817 0.774
over B1 22.8%35.8% 19.7% 15.1% 31.4% 32.1% 33.5% 27.3%
over B2 16.6%15.9% 22.0% 18.6% 15.7% 17.9% 22.5% 23.1%
PHC+C.D.V.+STKM+SRMM 0.853 0.845 0.827 0.823 0.879 0.865 0.8840.876
over B1 36.9%54.5% 31.3% 27.8% 46.3% 46.1% 44.4% 44.1%
over B2 30.0%31.8% 33.8% 31.7% 28.7% 30.5% 32.5% 39.3%
supervised CFC 0.904 0.884 0.851 0.857 0.879 0.904 0.866 0.854
(2) PHC with C.D.V.+STKM+SRMM surpasses all the other unsuper-
vised systems. All the four PHC systems perform significantly better than the
two baselines. Even the simplest PHC design with lexical-based object metric
achieves improvement of above 10% over both baselines. This indicates that PHC
is superior in terms of utilizing the prototype hierarchy. proKmeans makes use of
the prototypes and the number of children under each node; whereas LiveClassifier
makes use of the relations of nodes and node labels (concepts). Either baseline
benefits from the prototype hierarchy but not as comprehensively as the PHC’s.
(3) PHC achieves the best performance when the sentences are represented
by all the three aspects (PHC+C.D.V.+STKM+SRMM ). It is however difficult to
compare PHC+C.D.V.+STKM and PHC+C.D.V.+SRMM. Generally, syntactic
tree kernel based method works better on the two ODP collections; and semantic
relation based method works better on the two YA collections. We conjecture that
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the ODP collections are more standard than YA in terms of English grammar and
thus more suitable for syntactic tree parsing; while the YA collections contain
action-oriented questions that have center verbs as their predicates, which is more
suitable for the predicate-argument representation. The combination of STKM
and SRMM yields significant performance improvement when compared to the
individual model. This shows that semantic and syntactic features complement
each other and contribute to the overall result.
(4) PHC with the multi-aspect sentence representation based object metric
C.D.V.+STKM+SRMM even achieves comparable result with CFC, a state-of-
the-art supervised classification algorithm. CFC can be deemed as using the hand-
labeled corpora, while PHC makes use of hand-built hierarchy. This implies that
a prototype hierarchy created by experts or web community is enough to help
create good categorization of a large web collection, instead of needing to manually
organize and label the large corpus. Moreover, PHC provides the additional benefit
of facilitating navigation.
(5) PHC introduces new nodes into predefined hierarchy. In PHC+C.D.V.+STKM+SRMM
setting, the numbers of new nodes introduced are 7 for CS, 11 for RS, 5 for Den-
tal, and 3 for IPod. Since we deem the prototype hierarchies and collections in
Table 5.1 as fully matched, the objects in the newly added nodes are simply eval-
uated as incorrect for ease of experimentation. This indicates that the results in
Table 5.2 may underestimate the actual performance of PHC. In fact, after a mi-
nor updating of the gold standard by considering some of the newly added nodes
as correct, the µF for the four datasets are increased to 0.865, 0.838, 0.881, and
0.886 respectively.
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5.4.3 Impact of Domain Abstractness and Prototype
Quality
By comparing the horizontal entries of Table 5.2, we draw the following observa-
tions of PHC performance on different domains and prototype hierarchies:
(1) PHC works better on concrete domains than on abstract domains. This
is evidenced by comparing PHC performances on the two ODP collections. Com-
puter Science achieves higher µF1 scores than Religion and Spirituality for the
last 3 settings of PHC. It can be explained by two reasons: (i) the concepts in
concrete domains like CS are more specific, therefore the prototypes associated
with the concepts are more precise, informative, and have potentially more word
overlapping with the target objects; and (ii) the subtopics of abstract domains like
RS are less systematically arranged in a hierarchical structure and the ancestor-
descendent relations between the subtopics are less obvious; therefore PHC is
harder to benefit from the “loose” hierarchies of the abstract domains.
(2) A better prototype hierarchy can potentially enhance the categorization
performance. Table 5.2 shows that in the PHC settings, IPod collections (with
semi-manually compiled hierarchy) attains the best results, followed by Dental
(with Wikipedia hierarchy), and the worst are the two ODP collections. This
indicates that high quality hierarchy will lead to better results. Besides the quality
of prototype hierarchy, the quality of the prototypes used may also influence the
categorization performance. Prototypes from ODP category descriptions are of
various qualities, depending on the devotion of the category editor. Prototypes
from Wikipedia articles are mediated by a larger community and thus maintain
a high level of quality. We conjecture that when more high quality hierarchies
are available in digital form, PHC can achieve even better performance and wider
adaptability.
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Table 5.3: Objectives analysis. % of change in µF1 when a single objective is
removed.
objectives CS RS Dental IPod
All-obj1 -2.1% +3.4% +3.5% -1.2%
All-obj2 -10.8% -9.9% -9.4% -9.5%
All-obj3 -6.2% -4.5% -7.6% -8.3%
All-obj4 -10.3% -7.8% -10.3% -9.7%
5.4.4 Ablation Study on Optimization Objectives
As stated in experimental settings, the optimal weights for the four objectives are
in (0.05, 0.11), (0.32, 0.45) , (0.16, 0.28), and (0.28, 0.43) respectively. It suggests
that obj2 and obj4 have more influence than obj3 and obj1.
For a more detailed study, we do a leave-one-out study on the optimization
objectives to analyze the effects of each objective on the categorization. In the
implementation, we set one of the parameters (pi1, pi2, pi3, and pi4) in Equation 5.12
to 0, and optimize the rest using grid search.
Table 5.3 shows that removing an objective from the multi-criterion opti-
mization generally results in degraded performance. Prototype Centrality (obj2)
influences all the four collections greatly, followed by Category Cohesiveness (obj4).
Prototype-Data Hierarchy Resemblance (obj3) influences Dental and IPod more
than CS and RS. It suggests that the pi values for the four objectives are generally
consistent with the findings from the ablation study.
obj2 is a bit more complex. A prototype may not represent the perfect center
for a cluster. Two cases exist: (i) The prototype provided is roughly located at
the center of a category’s object space; the objects that are closer to the true
center but farther away from the prototype may be adversely influenced by the
prototype centrality score. (ii) The target collection is not large enough to form
typical categories; even though the prototype provided might be good, the object
center itself may shift from general knowledge.
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An interesting observation is that removing obj1(minimum evolution) in-
creases the µF1 measure on RS and Dental. By examining the clustering output,
we find that the data hierarchy varies less from the prototype hierarchy with-
out the minimum evolution. For example, two websites about Youth for Human
Rights are under ODP category Religion and Spirituality: Scientology: Church of
Scientology: Volunteer and Community Activities ; the two websites are correctly
categorized when the minimum evolution objective is removed. Under the full-
fledge multi-criterion setting, the output data hierarchy has a new node created
to accommodate the two websites under Religion and Spirituality: Scientology:
Church of Scientology, as a sibling of Volunteer and Community Activities. Since
there is no standard on whether some objects should be assigned into a new node
or an existing node, the phenomenon implies that minimum evolution objective
leads to a self-contained data hierarchy.
5.4.5 Robustness with Mismatched Prototype Hierarchy
To further study the tolerance of PHC with partially matched prototype hierar-
chies, we deliberately manipulate the prototype hierarchies and the collections to
examine the two types of mismatching effects: incomplete and excess prototype
hierarchy. For incomplete prototype hierarchy, we expect the system to add some
new nodes; while for excess prototype hierarchy, the system should obtain some
empty nodes.
To evaluate how well the system can produce new nodes for an incomplete
prototype hierarchy, we mimic an incomplete (insufficient) prototype hierarchy
by deleting nodes from the completely matched prototype hierarchy. As some
objects belong to the deleted nodes, we evaluate the resulting hierarchy against
the perfectly matched hierarchy on the all leaf nodes.



















Figure 5.6: The influence of excessively matched prototypes on PHC performance.
serting dummy nodes into the current hierarchy. Alternatively, we remove objects
belonging to some nodes from the collection, such that these nodes in the prototype
hierarchy should not have any objects. We adopt the second approach because
lacking certain groups of objects is more common in practical applications where
the dataset we get is not diverse enough.
In Figure 5.6 and Figure 5.7, we plot µF1 of PHC results on the four collec-
tions with excess rate and incomplete rate ranging from 0 to 20%. The two rates
are defined in Section 5.2.3. From Figure 5.6, we can see that the µF1 measures on
all the four collections slight degrade over the 0−15% excess rate. The redundant
nodes in the excess matched prototype hierarchy cause about 5% of the objects
to be wrongly categorized compared to using the perfectly matched prototype hi-
erarchy. By examining the output object hierarchy, we find that for most excess
nodes, PHC produces empty clusters. It suggests that PHC’s is robust against
overfitted prototype hierarchies.



















Figure 5.7: The influence of incompletely matched prototypes on PHC perfor-
mance.
range and degrades drastically from 10% onwards. About 5% to 10% objects are
categorized into the wrong nodes because the intended nodes are removed. At the
lower incomplete rate under 5%, we can see that the performance is quite closed
to that uses the completely matched prototype hierarchy. This suggests that PHC
can generate about 5% of new nodes. However, when the incomplete rate increases,
PHC performance drops a lot. This suggests that PHC has only limited ability to
“create” categories. One reason is that at the lower incomplete rate, only some leaf
nodes are removed; whereas at higher incomplete rate, even those sub-hierarchies
are removed. While PHC is designed to add one level of child nodes to existing
nodes in the prototype hierarchy, it is not capable of adding nodes of multiple
levels. In other words, our system needs further improvement to tackle the high




This Chapter presented the prototype hierarchy based categorization framework
for web collection categorization and navigation. By minimizing the hierarchy
evolution, maximizing category cohesiveness and inter-hierarchy structural and se-
mantic resemblance, the hierarchical clustering task is modeled as a multi-criterion
optimization problem. Empirical results on categorizing 4 web collections of var-
ious domains have shown that PHC is superior to the two strong unsupervised
baseline methods and comparable to a state-of-the-art supervised method. Some
open questions are that in our current algorithm the prototype hierarchy will be
modified when it is not completely matched with the dataset. However, for ap-
plication purpose, the prototype hierarchy which represents the expert knowledge
may be kept for the good of the knowledge structure even when some nodes do
not have data points being assigned. On the other hand, the new nodes in the in-
complete match cases reflect the newly emerged subtopics, which can be added to






In Chapter 5, we have reported the prototype hierarchy-based categorization
framework for organizing web collections into well-structured hierarchies. In this
Chapter, an automatic FAQ compilation system is built on community contributed
question-answer archives, with the prototype-hierarchy based clustering algorithm
as its backbone organization mechanism.
6.1 Introduction
Frequently-Asked-Question (FAQ) lists are usually compiled manually by domain
experts at great costs. The maintenance and updating of FAQ lists needs continu-
ous effort. Experts have to do continuously field study on both target domain de-
velopment and users evolution. As a result, FAQs are generally under-maintained
and tend to be out-of-date, as shown in Figure 6.1.
We thus propose to automatically compile FAQs from their web user-
generated counterpart, Community Question Answering (CQA), which takes the
103
Figure 6.1: An example of an FAQ list: a total number of 32 QA pairs are provided
and no longer maintained.
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same form of question-answer pairs for imparting knowledge. Community-based
service like Yahoo! Answers accumulates large amount of up-to-date user gener-
ated question-answer pairs as shown in Figure 6.2. CQA questions also represent
the current topics of interest to users.
However, the original form of a large CQA archive cannot directly fulfill
the functionality of FAQ.
• First, the huge numbers of QA pairs under even the finest level category will
cause users to suffer from the problem of information overload.
• Second, the quality of UGC in CQA archives varies drastically from excellent
to abuse and spam [8].
• Third, the existing category structure in CQA system like YA is not specific
enough to contain very specific relations to facilitate user access, and the
problem will get worse as more QAs are accumulated.
To tackle the above issues, we employ prototype-hierarchy based clustering
framework proposed in Chapter 5 to organize the massive CQA pairs under a topic
of interest. The PHC assisted FAQ compilation takes as input the huge amount of
user-generated QA pairs, and produces as output hierarchically structured FAQ-
like CQA. This greatly reduces the manpower to gather possible questions and
provide answers to them. Moreover, the collective-wisdom is usually more com-
prehensive and up-to-date compared to a few domain expects.
Since PHC assigns data points into the resulting hierarchy one by one, new
questions can be handled immediately. This makes the FAQ maintenance ever on-
going. For traditional expert maintained FAQ, the updates can be either costly if
done very frequently or out-of-date if done less frequently. Further advantages of
the automatic FAQ compilation framework are: (a) questions that have different
answers as time goes by can be detected and their answers be updated; and (b)
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Figure 6.2: Searching Yahoo! Answers for Ipod related questions, 769,262 an-
swered questions are returned.
new topics can be set up as soon as the system detects that users are posting
completely new stream of questions, e.g., when new products/features release.
In summary, the Automatic FAQ Compilation application has the following
advantages over the manual FAQs:
1. Current FAQ lists are usually compiled by domain experts, whereas in Aut-
oFAQ, FAQs are compiled automatically by selecting CQAs.
2. Current FAQ lists are usually without hierarchy, whereas in AutoFAQ, a
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hierarchical structure can guide the users to explore the questions in different
depth of topics.
3. Current FAQ lists are usually out-of-date or hard to maintain, while Auto-
FAQ takes advantages of the evolving CQA and update the FAQ directly to
reflect the users’ current interest.
4. The hierarchy that guides both the clustering and user browsing is based on
the pre-defined target topics from user perspective and the inherent topics
embedded in web resources.
6.2 AutoFAQ System
6.2.1 System Overview
Figure 6.3 shows the overall system flow of AutoFAQ. The orange horizontal dotted
line divides the system into two major phases: (1) prototype-hierarchy based
clustering, (2) quality-oriented CQA summarization.
In phase (1), the top-left part of the system mainly generates a prototype
hierarchy for a given topic from sources like Wikipedia structure, product user
manual, etc. The top-right part collects QA pairs on the topic by searching the
CQA archives. The prototype hierarchy and the QA collection are fed into the
PHC to generate a data hierarchy that contains all the QA pairs and follows the
prototype hierarchy. PHC is the backbone of the AutoFAQ system.
In phase (2), the bottom part of the figure fulfills two subtasks: first, the
quality of each QA pair is estimated and indicated by a score; second, duplications
are detected by grouping QA pairs with similarity above a threshold. The QA pair
with the highest quality score in each group is selected as the representative FAQ
for each subtopic.
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Figure 6.3: Framework of AutoFAQ system
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6.2.2 Prototype Hierarchy Construction
The prototype hierarchy is a taxonomy of subtopics that guides the categorization
of CQA pairs. For different domains of FAQs, the prototype hierarchies can be
obtained from different sources. For popular consumer electronics, their official
websites and user manuals provide as good sources of expert-level subtopic hi-
erarchies. For many other topics, hierarchies can be extracted from Wikipedia
category structure and the in-article content structure. Manual adjusting and
combination of prototype hierarchies are affordable efforts compared to building
large FAQ list from scratch.
Note that although Yahoo! Answers already organizes the question answer
pairs in hierarchies, the leaf nodes are broad topics, for example, Music and Music
Players is a leaf category. One of our FAQ compilation topics, iPod is mixed with
many other music and music players topics in this leaf category. Prototype hierar-
chies used in AutoFAQ have much finer and more specific taxonomy of subtopics.
We use the topic of iPod as an example for prototype hierarchy construc-
tion. The construction of the iPod prototype hierarchy involves two sources of
information, the ipod Wikipedia page (snapshot of the content outline is shown in
Figure 6.4) and the iPod User Manual (its snapshot is shown in Figure 6.5). The
iPod Wikipedia article has a hierarchical outline of subtopics. It thus provides a
basic prototype hierarchy of iPod. Moreover, there are in-article links that refer to
other pages, for example, iTunes. Therefore the iTunes associated article struc-
ture may provide further details of the iTunes node within the iPod hierarchy. For
each node in the hierarchy, the associated Wikipedia paragraphs are used as the
prototypes (for extremely long paragraphs, the first few sentences are used). The
user manual is also roughly organized in hierarchies, with descriptions for each
node. Finally, the two sources of hierarchies are manually integrated to form one
hierarchy.
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Figure 6.4: The content outline and subtopic associated description in Wikipedia
iPod page
6.2.3 Prototype Hierarchy Based Categorization
The prototype hierarchy based categorization method has already been detailed
in Chapter 5. We highlight some implementation issues in this subsection.
For efficiency purpose, the distance metric for clustering adopts the three-
level term weighting scheme based sentences similarity measure. The collection
level weights and vocabulary level weights are calculated in pre-processing step.
As the PHC takes an incremental approach to clustering, one question-
answer pair is processed at a time. The question-answer pairs that are not suit-
able for FAQs are excluded from clustering. Question-answer pairs that pass the
following rules are retained: (a) the question length is at least 5 words; (b) the
question sentence contains at least 1 noun and 1 verb; and (c) the answer length
is at least 5 words.
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Figure 6.5: Snapshot of the content outline in IPod user manual
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Table 6.1: A summary of features used for CQA quality estimation
Feature name Feature description
avg ans() The sum of the lengths of all the answers received by the
asker of the question being answered.
avg quest() Average length of the questions by the asker.
avg sent() Number of words per sentence.
avg star() Average number of “stars” to questions by the same asker.
avg up() Average number of “Thumbs up” received by answers writ-
ten by the asker of the current question.
day first() The number of days that has passed since the asker wrote
his/her first question or answer in the system.
frac best() The fraction of answers of the answerer that have been
picked as best answers.
frac noFreq() The fraction of words that are not in the list of the top-10
words in the collection, ranked by frequency.
frac vote() Fraction of questions asked by the asker in which he opens
the question’s answers to voting.
is qMark() If the question’s subject ends with question mark.
kl ans() The KL-divergence between the answer’s language model
and a model estimated from the Wikipedia discussion
pages.
kl quest() The KL-divergence between the question’s language
model and a model estimated from a collection
of question answered by the Yahoo editorial team
(http://ask.yahoo.com).
nu quest() The number of nouns and verbs in the question.
num ans() The number of words in the answer with a corpus frequency
larger than c.
num best() The number of “best answers” authored by the user.
num capt() The number of “capitalization errors” in the question.
num subj() Number of words in question’s subject with a corpus fre-
quency larger than c.
nv ans() The number of nouns and verbs in the answer.
pct punc() The punctuation density in the question’s subject.
sum down() The sum of the “thumbs down” received by the answers
received by the asker of the question being answered.
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6.2.4 QA quality estimation and duplication reduction
After the first phase of hierarchical classification, CQAs are organized with hier-
archies. However, the resulting hierarchy may contain low quality and duplicated
CQAs that are not suitable for presenting to the users. Therefore, the quality-
oriented processing in the second phase is critical for the AutoFAQ system.
Particularly, for quality control and duplication reduction, each group of
CQA under a leaf node is processed individually. Each QA pair is first assigned
a score to indicate its quality, the higher the better. Duplicated QA pairs are
detected by K-means clustering and the high quality one is selected from each
small group of duplicated QA pairs.
A supervised learning approach, namely Support Vector Machine (SVM) is
taken for estimating the QA quality. A set of features are selected for estimat-
ing the quality of question and answer as a whole for each CQA, combining the
top features proposed by Agichtein et al [2] and some new features proposed in
this work. We prefer question and answer pairs that are grammatically written
with proper languages, posted by users with good records and contain substantial
content. Different from Agichtein et al [2]’s work, in this work, the question and
answer in a pair is considered as a whole unit rather than separately.
Table 6.1 shows the features we used. As ungrammatical expressions are
usually those broken sentences with short length, we use the average words per
sentence in a QA pair as a feature. Questions that end with a question mark are
thought to be better than those without. On the other hand, QA pairs with too
many punctuation marks could be written by less serious users. Moreover, the
apparent capitalization errors are indicators of poor grammar. We also consider
high fraction of best answers among an answer’s all answers an indicator of trust-
worthy users. To make sure the QA pair contains substantial content, we check
the number of verbs and nouns contained. The KL-divergences between the QA
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pair’s language model and a model estimated from content with high reputation
such as Wikipedia discussion pages and questions answered by Yahoo editorial
team are also used as features to indicate the QA content quality.
A sum of 2, 000 positive and 2, 000 negative instances is used as the training
set. As indicated in the work of Agichtein et al [2], inter-annotator agreement on
good/bad QA is as low as k = 0.68. In our study, we find agreement on positive
instances is even lower since the judgments of good example are usually subjective.
We thus solve the problem by downloading manually compiled FAQ as examples
of high-quality QA pairs (positively labeled), while manually looking for negative
ones with high inter-annotator agreement from a separate developing set of CQAs.
Negative instances are usually chatting type of questions, personal opinion seeking
question, and questions with ungrammatical English. We gain agreement of k =
0.95 for the negative set. The QA pairs with different annotations are made
consistent by discussion. As a result, the 4, 000 QA pairs are used as the dataset
for training the QA quality estimation model.
6.3 Resulting FAQs
To illustrate the effectiveness of the proposed AutoFAQ application, we build
FAQs on three consumer electronics products, iPhone, iPod, and Blackberry, and
a healthcare domain topic Dental. With the effectiveness of PHC for organizing
the CQA collection verified in Chapter 5, in this section, we first evaluate the
effectiveness of the proposed quality prediction method. In the second part of this
section, we will present the snapshots of the FAQs generated by the AutoFAQ
system.
For QA quality estimation, we conduct 10-fold cross validation on the 4000
QA pairs. All the QA pairs are represented by vectors of features listed in Ta-
ble 6.1. An average accuracy of 0.91 is achieved, which we find reasonably good
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Figure 6.6: Snapshot of the generated IPod FAQs stored in the database. The
“group” column shows the leaf category the question is in. The → indicates the
path from top to leaf categories.
at current stage.
The resulting organized FAQs are managed by MySQL database, as shown
in Figure 6.6, where each FAQ is associated with its best matched leaf categories
(attribute “group” in Figure 6.6) in the prototype hierarchy. With the help of
database operations, various forms of interactive interfaces could be built up the
generated FAQs for user browsing.
The example FAQs for iPhone are listed in Table 6.3 to Table 6.4. The
header of the tables shows the categories, where → indicates the parent-child
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relation path from the top node of the hierarchy to the leaf node.
The FAQs generated by the AutoFAQ system cover a broader scope of topics
than manually built FAQ. For example, the automatically generated Blackberry
FAQs hierarchy contains 265 leaf nodes. Some new topics are also discovered
through the prototype-hierarchy based clustering, for example, in the generated
iPhone FAQs, Facebook application is a new topic added into its original hierarchy.
Though Facebook application is not an originally designed iPhone feature, it is one
of the most popular applications for current iPhone users. This newly added leaf
node is labeled by the keywords “facebook”. Overall, AutoFAQ has generated
well-organized FAQs with diverse, user-interested, and evolving topics covered.
There are still some limitations of the current AutoFAQ system: Firstly,
minor grammar errors still can be found in the resulting FAQs, such as ques-
tions start with small letters and the misuse of “a” and “an”. Though we have
a quality estimation step, those errors due to users’ casual typing style appear
quite often and are difficult to eliminate completely. These errors however can be
easily rectified by post-processing editing. Secondly, informal language, such as
chatting style language like “can any one tell me” and “help me”, is not suitable
for FAQs. For such cases, one remedy is to locate the real question from the orig-
inal long question with the other non-informative question components removed.
Thirdly, the FAQs under one category could be ordered rather than randomly
arranged. Currently, no ordering has been imposed for FAQs belonging to a leaf
category. However, these QA pairs could also be arranged in a general-to-specific
order, for example, starting from definitional questions to how-to questions. The
micro-organization(re-ordering the within-category QAs) can also be done as post-
processing polishing for better user experience.
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Table 6.2: Example FAQs for iPhone compiled by AutoFAQ
Category iPhone → Online Service → Itunes Store → Audio
FAQs How do you transfer ringtones and music from itune to your iphone?
Music download transcode failed to itune iphone?
How to transfer my Itunes music without using ituns?
What kind of software do you use to put music on iPhone?
How do you sync an iphone on two different itune libraries?
Why does my Iphone Itune’s Top 25 playlist list completely random
songs?
How can I move the songs from my itune library to my iphone?
Category iPhone → Software → Internet connectivites → Maps App
FAQs On Iphone 3G, does maps app work with telcel sim card?
Does TOMTOM iphone Western Europe maps include UK?
Is Maps free on an iphone 3gs?
Does the tom tom app for iphone require an unlimited data plan?
What app allows you to plot your own run route?
How do you access the world map on Final Fantasy I for iPhone?
Category iPhone → Touchscreen and Buttons → using the touch-
screen
FAQs why wont my iphone touchscreen work?
What is the proper way to clean the touchscreen of an iPhone?
how to disable the touchscreen of an iphone while you are on the
phone?
can i unable the touchscreen on my iphone?
The very bottom of my iPhone loss its touch sensitivity. How can
I fix my touchscreen on My iPhone?
How do you fix an iPhone when the screen isn’t cracked but the
touchscreen does not respond?
Category iPhone → using iPhone on an airplane
FAQs Will my iPhone connect to anything when its on Airplane Mode?
Can I get away with using my iphone in airplane mode on a plane?
Does airplane mode on iPhone stop roaming charges?
what does airplane mode do on the iphone?
Can you use the iPhone GPS in flight on an airplane to track your
position?
Will I be allowed to use my iphone( ipod ) if it is on flight mode
on the plane?
Are you allowed to use an iPhone on a plane?
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Table 6.3: Example FAQs for IPhone compiled by AutoFAQ –2
Category iPhone → charging the battery
FAQs How to prolong the life of an iPhone battery?
How can you conserve battery life on a orignal iphone?
how long the iPhone 3G battery should last?
Why does my iPhone’s battery die even when not in use?
My iPhone is running hot and the battery is draining very fast,
what is wrong?
Is it true that leaving my iphone plugged into the charger all night
will damage the battery?
How many times will and Iphone 4 Charge in it’s lifetime?
Category iPhone → phone → ringtones
FAQs how do i create my own ringtones for my iPhone and sync them
through iTunes to my phone?
How do I get my purchased ringtones onto my iPhone 4?
Is there anyway to get ringtones on an iPhone 4 without having to
sync my phone to iTunes?
On the iPhone can you use your itunes as ringtones once you upload
the to the phone?
How do I put custom ringtones on my iPhone?
Category iPhone → applications → youtube
FAQs How to download video from youtube to iPhone ?
How do you get a recording from your iPhone onto YouTube?
How to watch YouTube videos with unsupported file formats on
the iphone?
Why can’t I find the same videos on Youtube on my iphone as I
can on a pc?
How to get youtube icon on iphone main screen?
Why does YouTube iPhone app have worse search results than the
real website?
Category iPhone → applications → facebook
FAQs Which facebook applications are available for iPhone?
How do I upload a video from my iPhone 4 to facebook?
How do I save a picture from Facebook to my iphone?
How or where can I download Facebook application for iPhone?
How can I turn off the sound for the facebook notifications on my
iPhone?
How much data usage does it take to download the facebook app
for iPhone?
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Table 6.4: Example FAQs for iPhone compiled by AutoFAQ –3
Category iPhone → applications → weather
FAQs How do i set the weather on my iphone ?
Can anyone tell me, what is the weather code for Iphone iweather
widget? I entered 2165352 but it doesn’t work?
How do you change the weather location on an iphone?
Is there a uk weather app for the iphone ?
How can I change the city for my weather app on iPhone?
How do you change locations for the weather on the apple iphone?
How do I get my iPhone to buzz/ring for severe weather alerts?
Are there any free iphone apps that use push notifications and will
notify me of severe weather alerts?
Stop yahoo weather alerts to iphone?
Anyone understand weather symbols on iphone?
Category iPhone → software → internet settings → safari
FAQs How do you delete history on your iphone from safari?
If I get an Iphone, do I have to pay for Safari?
I have lost my safari button on my iphone, how do I get it back?
Does Safari Browser on the iPhone delivers sounds as well?
Why does my iPhone safari open bookmarks when it starts?
Is there a way to save unknown file types in Iphone Safari browser
to an app?
How do you permanently delete a safari bookmark iPhone icon from
your home screen?
Can my iPhone get malware/virus while surfing on Safari?
how to copy audio off a youtube clip using only safari and vlc on
mac?
Category iPhone → connectivity → wifi
FAQs How to use iPhone to get legal wifi to laptop?
Can I use my iPhone with wifi without it activated?
Can you browse the internet on an iTouch/iPhone without WiFi?
How do I turn 3G Internet off so I can use wifi on iPhone 4?
When you connect to wifi on your iphone, is that included in your
data package?
is their any way you can trasfer internet from my laptops wifi to
iphone,by a usb cable.?
Why is my WiFi weaker in some places of my house and stronger
in others?
Category iPhone → online services → mobileMe
FAQs How to Sync Notes from iPhone to mac using MobileMe?
Is a MobileMe account free if I just want the Find My iPhone
service?
Do you have to buy MobileMe in order to buy the iPhone?
I lost my iphone and am trying to use MobileMe; what happens if
a person restored it?
Will the iphone(using MobileMe) enable all my emails(6 business
accounts) to be pushed instantly to the phone?
Will my ringtones for individual contacts be erased on my iPhone
if I sync it with MobileMe?
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6.4 Potential Users of AutoFAQ
This application has the potential to change the current way of manual FAQs
compilation. It primarily targets companies of commercial products that need to
build FAQ for resolving user inqueries, or companies that built up large archives
of data that need to be organized into subtopic structures.
For product companies, AutoFAQ can generate a first draft of FAQ for
their products or a complement to the expert-compiled FAQ. It largely reduces
the time and cost of assembling FAQ questions that are usually obtained by user-
study. The maintenance is also reduced to the approval and editing of the new
questions/answers suggested by the AutoFAQ system.
Another potential customer of AutoFAQ is the call-centers that have large
volume of QA type of data to be organized for better access. As one of the
challenges for call center operation is to fast access the relevant information for a
new query, so as to enable new or less-experienced operators to handle more calls
alone. Moreover, the organized call-center data can help with the skills-based
routing of incoming calls. The routing process can be seen as assigning the new
call question into the existing topic structure, where the best assignment of the
topic could be mapped to routing to the most suitable operator with the expertise
on the topic. The call-center data organization application would help improve the
effectiveness and efficiency of current call centers’ operation, as they are becoming
larger and deal with a wider variety of call types and topics.
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Chapter 7
Conclusions and Future Work
7.1 Summary
Large archives of unstructured UGC are built up through user collaboration or
social networking. UGC stands as a valuable repository of intellectual contents
that are comprehensive, timely, and ever-evolving. However the huge amount and
explosive growth of UGC makes the access and utilization of such valuable infor-
mation and knowledge sources challenging to end users. This thesis has proposed
to automatically organize and present the unstructured UGC data in hierarchical
structures that facilitate information access and knowledge acquisition. Hierarchi-
cal structures organize the UGC collection into broad to specific categories which
suit the intended structures of users that facilitate browsing style of navigation;
they also generate overviews of different granularity on the UGC collection.
The unsupervised approach, or the clustering framework was adopted due
to the dynamic feature of UGC data. However, the problem of UGC organization
poses great challenges to existing clustering models: (1) the automatically gener-
ated clusters are less neatly organized and less interpretable as a manually con-
structed hierarchical tree; (2) clustering has not explicitly dealt with constraints
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imposed by real world environments; (3) in general clustering schemes, no label is
provided for the resulting groups to indicate the topics contained; (4) most exist-
ing algorithms are best at categorizing the Web documents into two or three level
hierarchical categories which are too coarse for UGC organization; and (5) existing
work on document clustering mainly utilizes BoW document representation and
similarity(distance), which may not well characterize the closeness of the textual
objects.
We first tackled the fifth issue of the similarity measures between each indi-
vidual UGC. A multi-aspect sentence representation based similarity metric was
proposed. The sentences were modeled from three orthogonal aspects – the term
vectors – the syntactic relations, and the semantic relations, with corresponding
similarity measures for each representation. For term vectors, a novel vocabulary-
level term weighting scheme was proposed. It was further combined with the
document and collection level evidences to form the so-called three-level term
weighting lexicon representation model. To represent the syntactic structure of a
sentence, the syntactic tree kernel function was adopted to compute the similar-
ity of the sentences represented in decomposed sub-trees. For semantic relations,
the predicate-argument structure is adopted to represent sentences in semantic
frames consisting of a central verb as the predicate and a number of semantic
role labeled arguments. Finally, the three measures were integrated as the multi-
aspect sentence similarity metric. The similarity measures and their combinations
were evaluated as question retrieval models on question-answer archives; the re-
sults showed that the proposed sentence representations and similarity measures
outperformed the baseline methods significantly.
To tackle the rest of the aforementioned issues, a novel prototype hierar-
chy based categorization framework was proposed for a given collection of UGC
objects on a topic to be organized. The framework simultaneously solves the prob-
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lem of categorizing the data collection and interpreting the clustering results for
navigation. As a response to the first four limitations of existing models, three
requirements are identified for an improved hierarchical clustering problem: (i)
similarity between objects are measured by appropriate distance metrics, so as to
partition objects into homogeneous clusters that are similar to each other; (ii) the
data hierarchy and supervision hierarchy are adequately matched, both the nodes
and relations, with mismatching handled; and (iii) the data hierarchy, like a taxon-
omy or an ontology, is incrementally evolved into a compact structure that encodes
the underlying topics of the collection. The prototype-hierarchy based clustering
was modeled in a multi-criterion optimization problem based on minimizing the
hierarchy evolution, maximizing category cohesiveness and inter-hierarchy struc-
tural and semantic resemblance. These utilized both prototype hierarchies and
the underlying topic structures of the collections.
The overall PHC framework performance was evaluated on categorizing 4
web collections of various domains. It was shown that PHC was superior to the
two strong unsupervised baseline methods and comparable to a state-of-the-art
supervised method. The major findings were that: (1) PHC with the proposed
multi-aspect sentence representation based object metric worked better than sim-
ple BoW metrics. (2) The quality of the prototype hierarchy used could influence
the overall clustering performance, the better the prototype hierarchy, the better
the performance. (3) PHC worked better on concrete domains than on abstract
domains since the prototype description for the concrete domain concepts were
more representative than those from abstract domains. (4) PHC can handle a
limited mismatch between the prototype hierarchy and the resulting hierarchy by
adding new nodes or eliminating empty nodes, suggesting the need for high quality
prototype hierarchies.
In summary, this thesis explored the representation of textual UGC and
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their similarities and hierarchical clustering based on predefined prototype hierar-
chies. Promising performances have been achieved for the task of organizing the
unstructured textual data to meaningful information and structured knowledge.
7.2 Contributions
The work of the thesis consists of two major parts: representing sentences with
lexicon, syntactic, and semantic information for their similarity measure and de-
veloping a new prototype-hierarchy based clustering framework for textual UGC
collection organization. The contributions of the thesis are listed as follows.
• Multi-aspect sentence representation and similarity measure
We make use of the advances in Natural Language Processing for processing
the sentences for the representation from the aspects of lexicon importance,
syntactic relations, and semantic relations. The multi-aspect sentence rep-
resentation leads to effective sentence similarity metric that is the basic
building block of a text clustering system.
• Prototype Hierarchy Based Categorization
We propose the notion of prototype hierarchy, which is a pragmatic form of
ontology. The prototype hierarchy is less rigidly defined and emphasizing
on its utility as a guidance to automatic processing: providing the structure
guidance and the prototypes as cluster centroids.
We propose the framework of clustering texts into hierarchy guided by a
prototype hierarchy, and devise the criteria that put together the guidance
from the prototype hierarchy and the underlying distribution of subtopics
embedded within the target collection.
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7.3 Limitations of this research and future work
While the research work in the thesis contributed to the advancement of hierarchy-
based organization of unstructured UGC data and general hierarchical clustering,
we identify some limitations that could be improved in future work.
First, the sentence similarity measure with intensive natural language process-
ing is: (a) dependent on the parsing quality of the NLP tools, and (b) not efficient
enough for real world applications that need fast response. There are strong needs
to study the interaction with performance variations of the NLP tools and the
indexing algorithms for storing the NLP parsed intermediate data.
Second, the quality of the prototype hierarchies is beyond the control of
the current system. We need to develop techiniques to automatically evaluate the
prototype hierarchies before they are passed to the clustering process, or aggregate
more web resources for building the prototype hierarchies.
Third, it may be desirable to support personalized hierarchical organization
of the UGC data. The subtopics and their relations could be determined partially
by a specific user’s perception and knowledge on the target topic. The personaliza-
tion could be realized by modeling the user preference into the prototype hierarchy
and integrating personalized constraints into the criteria functions.
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