System-level packaging is one of the critical issues that need to be addressed for free space optical interconnections ͑FSOI͒ to become useful in desktop systems. The performance of FSOI, e.g., in terms of system bit-error rate, is greatly affected by misalignments in the optical system. Therefore tolerancing, i.e., the ability to analyze and predict the effects of misalignments in the system, is of prime importance to system designers. We introduce an approach in which we study the effects of optical misalignments and other tolerance factors using statistical methods. We use Monte Carlo simulations, design of the experiments, and regression techniques to fit a polynomial equation that expresses the relationship between the system performance and the tolerance factors. This prediction model can be used for design, cost optimization, and quality control purposes. In addition, we perform a sensitivity analysis to determine those tolerance variables that have the greatest effect on system performance.
Introduction
Free-space optical interconnections ͑FSOI͒ offer a potential solution to the growing interconnection problems in digital systems. Devices for FSOI are now available ͑laser and detector arrays directly integrated on silicon͒, however, system level packaging has yet to become an established technology. There have been a number of studies on FSOI systems, its alignment, tolerancing, and packaging. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In the present study, we approached the problem from a statistical point of view that was focused on the development of a probabilistic relationship between the system performance and tolerance variables in the form of a prediction equation. Such an equation could then serve as the basis for the design, evaluation, and optimization of the FSOI system.
In an actual manufacturing process it is probable that many different sets of fabrication and assembly tolerances might by chance come together and lead to the production of FSOI units of which only a small fraction would function satisfactorily and hence have a low probability of attaining the required performance. However, our objective would be to identify those systems with tolerances that have a high probability of meeting the performance criteria.
We considered the performance of an FSOI system as a function of all the fabrication and alignment tolerances of the various optics and optoelectronics; namely, vertical-cavity surface-emitting lasers ͑VC-SELs͒ detectors, and microlenses in the system we studied. For completeness of the tolerance analysis, additional factors, such as the wavelength and divergence angle of the VCSELs, and the index of refraction of materials were also included. Thus all the pertinent factors affecting the performance of the FSOI system under consideration were studied simultaneously within the framework of a statistical experimental design. We hoped that if a significant model were to be obtained, the resulting prediction equation could then be used to express quantitatively the magnitude and sensitivity of the detection efficiency with respect to individual tolerance variables as well as to any subset of them.
We have applied statistical analysis and response surface methodology to the specific optoelectronic system described and modeled in Section 2. However, the methods we use are generic and can be extended to any type of system provided that the performance can be expressed either analytically or numerically. The model and the formulation of the response would then be tailored according to the system being considered. Section 3 explains statistical procedure we have used in limited detail; otherwise, we would have unnecessarily used many pages describing techniques that were available in abundance in the literature, some of which are listed in the reference section. 19 -31 Section 4 highlights the outcome of this research and presents a sensitivity analysis, i.e., the identification of the important tolerance variables. Section 5 is a summary of the results and conclusions.
Optical System Modeling
As an example of an FSOI, we considered a microbeam interconnect, which used a pair of microlenses to connect an optical transmitter and receiver shown in Fig. 1 . 12 We described the system as a series of elements, specifying the thickness, index of refraction, and radius of curvature of each. We then modeled the propagation of a Gaussian beam through the system using the complex beam parameter, q, and the ABCD-matrix-transfer method. Additionally, at all apertured surfaces we included a modification to the Gaussian-beam angular divergence to simulate the effects of clipping by the aperture. Misalignments ͑tilts and decenters͒ were calculated with first-order geometrical optics.
The primary figure of merit by our choice was the system-detection efficiency; i.e., the percentage of the light emitted by the transmitter that is incident on the active area of the detector. At any surface with a finite aperture there would be power lost because of clipping; we defined the power efficiency of a surface as the fraction of optical power that passed through the aperture. The power efficiency was found by integrating the local Gaussian intensity distribution over the clear aperture of the surface and by including any displacement of the beam. For example, the power efficiency of a square aperture of side length D, with a Gaussian beam of 1͞e 2 beam radius, and misaligned by ␦ x and ␦ y , incident on it is given by the following equation:
where erf is the standard error function ͑definite integral of a Gaussian͒. To calculate the power efficiency of an off-set circular aperture, numerical integration was necessary, because there was no tractable analytic solution. However, the power efficiency of an on-axis circular aperture, of diameter D, is given by
The overall detection efficiency was simply the product of the power efficiencies of all surfaces.
Overall Procedure
To study the performance of this FSOI system as a function of tolerance variables, we used a statistical experimental design, Monte Carlo trials, and regression methods. Because the detection efficiency was the performance measure of choice, it is referred to as the 'response' of the system in the discussions. The necessary steps in the development of a prediction model are listed below, in their order of application.
A. Choosing the Variables
It was critical to include all important tolerance variables in our model, because changing the level of a variable might cause a change in the response, and we wanted to have all relevant variables that were applicable to the problem being discussed included in the model. However, in later stages of analyses, statistical tests were used to determine which variables were important and which were not. In fact, in the development of the prediction model in various stages, all assumptions regarding the model and the variables were critically examined by statistical tests, such as significance tests of regression and model parameters, examination of residuals, and the lack-of-fit test. The tolerance variables as candidates that might affect the detection efficiency of the FSOI system are listed in Table 1 . In this table, the first column shows the mean ͑average͒ value of each variable, the other columns state three times the standard deviation ͑3͒ for the typical, tight, and the loose cases, respectively. The 3 values for the probability distribution for each variable were used for the Monte Carlo simulations described in Subsection 3.D. The range of each variable was the region of our interest, for which the response surface study was performed. The low level of a variable is the tight, or best-case tolerance value, while the high level is the loose, or worst-case value. Typical or representative values falling within this range are also listed. Each variable is assigned a symbol by which it will be referred to in the discussions.
B. Postulating a Model
We postulated a second-order model to begin with, to represent the underlying relationship between the response and the chosen set of variables, because a previously conducted study showed the existence of a second-order relationship between a similar response and a similar set of variables. Our initial polynomial model had 12 square terms, 66 cross-product terms ͑representing interactions between variables͒, 12 linear terms, and a single constant, making a total of 91 coefficients to be estimated.
C. Experimental Design
We used a statistical design commonly employed for response-surface studies and identified the required observation points by specifying their coordinates in terms of variable levels. Accordingly, the area of interest was the multi-dimensional region bounded by each variable's tight and loose values. It should be noted that to fully sample this region by a complete factorial experiment would require an enormous amount of computational time. However, by utilizing a composite design, we were able to choose a smaller number of observations and yet were able to estimate the model parameters and the response with sufficient precision.
We used a composite design consisting of: ͑a͒ 512 points which were two 1͞16th fractional replicates of the 2 12 ϭ 4096 points of a complete factorial experiment ͑each 1͞16th obtained by partitioning the complete 4096 design points into 16 fractions by appropriate operations); ͑b͒ 24 star points, which were the sum of two points for each of the 12 variables taken at the tight and loose levels; ͑c͒ 20 points were taken at the center of the design to stabilize the variance of the estimated response and also to estimate the pure error sum of squares to do a lack-of-fit test after fitting the second-order model; and ͑d͒ one additional point was taken representing the tight values of all variables. In total, there were 557 observation points involved in the experimental design. At each point a Monte Carlo simulation was conducted.
D. Experimental Runs and the Collection of Data ͑Monte Carlo Simulation͒
In problems dealing with multiple random variables functioning in a complex manner, it is difficult if not impossible to deal with the problem analytically. However, in many cases Monte Carlo simulations can provide highly satisfactory solutions. It should be emphasized that the method used to generate the data simulated the actual variations in the manufacturing process of the FSOI system as close as possible. Each tolerance variable was assumed to have a normal distribution with its mean as its nominal design value. It should be noted here that the assumption of normality would represent no limitation to our method-of-approach. Any other probability distribution could have been used just as conveniently for the Monte Carlo trials. In the future, as data accumulates for the FSOI systems, we would be in a better position to state which distributions represent these variations best. However, many variations in the measured property of manufactured products and misalignments in assembled components are usually random variables, which are approximately normally distributed according to the central limit theorem in probability theory. Because measured properties of manufactured products and misalignments as random variables themselves, are often the sum of other random variables. For example, the dimension of a manufactured product is affected by the variations in machine setting, instrument measurement, human error, temperature, raw material, etc., all of which collectively play a role in the final dimension of that part. The central limit theorem states that, regardless of the types of underlying distributions with finite mean and variance for those variations, their sum tends to be approximately normally distributed. In fact, statistical quality control in industry often makes good use of this theorem. Each distribution by our choice was specified by a 3 value, a common manufacturing figure of merit. A Monte Carlo trial drew a sample for each tolerance variable at random from the corresponding probability distribution. This would be similar to what would actually occur in a manufacturing process, where several components with variable properties are assembled together. The detection efficiency was then calculated using these randomly chosen elements by the optical-simulation techniques described above. This process was repeated a sufficient number of times ͑in our case, 10,000͒ for each design point. The 10,000 trials provided a distribution of detection efficiency for that Microlens͞detector-lateral 0 m 1.5 m 0.5 m 5 m S 10 Microlens͞detector-axial 0 m 5 m 5 m 2 0 m S 11 Microlens͞microlens-lateral 0 m 5 0 m 5 m 5 0 m S 12 Microlens͞microlens-axial 2 cm 100 m 1 0 m 500 m specific design point. The acceptable performance measure was to have at least 80% detection efficiency. The number of trials, of the total 10,000, which achieved 80% or higher detection efficiency was recorded. The ratio of the trials representing at least 80% detection efficiency to the total of 10,000 closely approximated the probability of obtaining at least 80% detection efficiency at that design point. Table 2 shows the results for the detection efficiency calculations derived from Monte Carlo simulations for a few specific cases. When all tolerances were at the tight levels, the detection efficiency was nearly always close to 100%, as indicated by the high mean value and low standard deviation. At loose variable levels, however, both the mean value and the P͑80% or more͒ were very low; also, the standard deviation in this case was very large, which implied a lot of variability in the system performance. However, typical tolerance levels resulted in the system performing satisfactorily nearly all the time, that is, providing 80% or more detection efficiency with 98.9% probability.
E. Data Analysis
Stepwise regression analysis was used to fit the proposed model to the collected data. The stepwiseregression procedure went over the model step-bystep and at each step determined which variables should enter and which should be excluded from the model, until at the final stage, where no variable was significant enough to enter and no variable was insignificant enough to be removed. The level of significance, ␣, we used for the entering variable was 0.05 and for the departing variable, it was 0.10.
The resulting prediction equation is given below:
where, Ŷ is the probability of the detection efficiency being 80% or greater, and it designates an estimate rather than an observation Y. An analysis of variance ͑ANOVA͒ showed the coefficient of determination, R 2 , as 0.9768. This meant that 97.68% of the variation in the data about its mean was explained by the prediction equation. An F-test was used to test the multi-parameter null hypothesis, H 0 , which stated that all the parameters associated with the prediction model shown in Eq. 3 were simultaneously equal to zero. The F calculated for the regression was 2559.28, which was significant at a significance level smaller than one-in-ten thousand. This probability was very small, much smaller than the chosen level of significance of 0.05. Therefore the null hypothesis, H 0 , was rejected. We concluded that indeed a very strong relationship existed as shown in Eq. 3 between the response Y and the chosen variables.
Next, a lack-of-fit test was performed to see if the model, even though significant, adequately represented the response. This formed the basis of accepting the model as is or going to a higher-order model. The lack-of-fit test utilized the pure error sum of squares ͑PESS͒ based upon the 20 repeat points in the center of the experimental region. This is called the PESS because all the variables are held at fixed levels at the center of the experiment and the variations occurring in the response were not caused by the variations in the variables, but could only be attributed to the random error.
where Y ci is the ith observation at the center of experiment, indicated by the letter c. Y c is the average of the 20 observations at the center. Thus we obtained PESS ϭ 0.0004948474 with 19 ͑20 Ϫ 1͒ degrees of freedom. Now, we partitioned the residual sum-of-squares (RSS) into pure-error and lack-of-fit sum-of-squares, using the ANOVA table, which is not given here to save space:
ϭ 0.33246 Ϫ 0.0004948474,
ϭ 0.331965153.
The lack-of-fit sum-of-squares ͑LFSS͒ had 546Ϫ19 ϭ 527 degrees of freedom, where 546 shows the degrees of freedom for the residual sum-of-squares ͑RSS͒. The F-ratio was calculated, by estimating the error variance from the lack-of-fit sum-of-squares and dividing it by the error variance estimated from the PESS.
The Therefore we next fitted a third-order ͑cubic͒ model containing 235 parameters. This model consisted of 1089 data points that were obtained by augmenting the previous 557 points by the addition of 532 points, which resulted from two more fractional- 
The ANOVA table indicated an R square ϭ 99.638%, which was very high and indicated a significant improvement over the second-order model. There was also a large reduction in the mean-square residual, which was equal to 0.00014, as opposed to 0.00061 for the second-order model. Mean-square residual was a direct indication of the precision of estimation of the prediction model. The F-test for the cubic model indicated an F value ϭ 8288.4, which was highly significant. In fact, this value was more than three times the value obtained for the secondorder model. This model appeared to be very satisfactory and it was adopted.
Results and Discussions
Response surface methodology proved to be very useful in this study in obtaining an approximating cubic polynomial. The performance of the fitted model was reflected by the small magnitudes of the residuals not shown here, which were actual observations minus the predictions. Figure 2 provides a visual aid to study the performance of the prediction equation. It shows the predicted response very closely approximating the actual response resulting from Monte Carlo simulations. Figures 3 and 4 provide further information on the behavior of the prediction model. These plots demonstrated the sensitivity of the response to some of the critical variables: S 3 , S 7 , and S 8 , while the other variables were held fixed at typical levels. The examination of these figures show that the slopes of the response surface would vary for different levels of the variables, especially so when variable interactions were present.
The experimental design used here made it possible to detect interactions that were present between variables as well as their main effects. For example, in Fig. 3 we observed that S 7 has little effect on the response for any value of S 8 . However, as seen in Fig. 4 , S 7 does indeed have a large effect, but only as S 3 approaches its loose value. This is the consequence of a strong interaction between S 7 and S 3 .
By referring to what physical errors these variables represent, we see that the system is tolerant to misalignment of the source ͑S 7 ͒, but only when properly focused; i.e., when the microlens radius of curvature ͑S 3 ͒, and therefore the focal length, is well controlled. This is intuitively correct, however, it should be emphasized that an analysis that examines the effect of the variables, one at a time, while holding others at fixed levels, could not provide the necessary information to detect interactions.
Note that variable S 1 does not appear in the prediction model, indicating that it has no role in predicting the response. Moreover, many of the 235 proposed parameters were eliminated by F-tests, and only 36 of them remained in the model. Table 3 shows for some selected points, the comparative values of Y and Ŷ , which are the probabilities of obtaining at least 80% detection efficiency resulting from Monte Carlo trials and the prediction Eq. 9, respectively. To convert the Y and Ŷ into percentages, they were multiplied by 100. It should be noted that Ŷ are point estimates of the expected response at selected points. We should also state confidence-interval estimates for the response at those points for a given confidence coefficient. These are not given here to save space. Studying Table 3 , we note that, at some points, the prediction equation overestimates the response, and at some others underestimates it. This is because of the statistical nature of the problem. For example, at point 301, the estimate 102.1% shows a 2.1% difference over 100%, which is within the error of estimation at that point.
Observing the closeness of Y and Ŷ in Table 3 , we have concluded that the prediction equation performed highly satisfactorily. In fact, for the rest of over a thousand points, the performance of Eq. 9 was just as satisfactory. This was quite pleasing, considering especially the fact that Eq. 9 contained only 36 terms to make very close predictions for the 1089 points used in its development. Of course, as mentioned earlier the F-tests for overall regression, as well as for individual parameters, the lack-of-fit test, and the examination of residuals all indicated that we had obtained an adequate prediction Eq. 9, to predict Y for any given set of S 3 , . . . , S 12 . Having thus developed a mathematical relationship we were in a position to predict Y for any given set of variables, take derivatives of it with respect to S 3 , . . . , S 12 , to obtain the rate of change of Ŷ with respect to each, find optimum Ŷ , and in short, treat it just like any other mathematical equation with one exception: that Eq. 9 was a probabilistic model, not deterministic. We must also note that the predictions should not go too far outside the studied range of variables for confidence purposes. Examination of Table 3 shows that up to and including observation No. 252 for the selected points, the probability of obtaining at least an 80% detection efficiency is very low. For example, for observation No. 1 using the S 1 through S 12 values as indicated, we can only expect to build FSOI systems of which, in the long run, only about 22.8% would perform well and 77.2% of them would not. In other words, the percent defective of the process manufacturing the FSOI system under the specified conditions would be 77.2%, obviously a disastrous situation.
Therefore we must choose the variables S 1 through S 12 as shown, for example, for observation No. 301, if possible, in order to have all the FSOI units manufactured to function properly. Table 3 also shows other cases, where Y's are close to 100% or are over 90% or 95%. Hence if we would like to produce FSOI systems where the tolerable fraction of defectives, as ͑1 Ϫ Ŷ ͒, is a specified small number. Then we must go to Eq. 9 and solve it in terms of S 3 , . . ., S 12 for that specified Ŷ . In the reverse case, where technologically or economically feasible standard deviations as S 1 through S 12 are specified, then we would estimate what quality Ŷ could be achieved with those tolerances. We would then decide whether or not to accept such a process on its economic or other consequences. If what is achievable is not suitable for economic success, then perhaps a decision to re-design the FSOI system must be made.
Presenting a sensitivity analysis using Equation 9, we determined the sensitivity of Ŷ corresponding to a small increase or decrease in each of the variables in the equation. Because the curvature of the response surface changed at different locations, the relative importance of the variables might also change from one region to another. Therefore we examined the sensitivity at three different locations we have labeled as tight, loose, and typical settings of tolerances. In the first case, all variables were set at their tight levels, meaning small tolerances. The effect of a variable on the response was evaluated by increasing only that particular variable by a small amount. We defined the importance of a variable by the absolute magnitude of the change it caused in the response, when it was increased ͑or decreased in the case of the loose setting͒ by one-third of its range, the range of it being at its loose ͑i.e., large͒ minus the tight ͑small͒ value. The sensitivity calculations were repeated for all variables. The second case of sensitivity analysis took the variables at their loose levels, while the third case was concerned with the typical levels. Table 4 summarizes this analysis. It should be noted that the amount of incremental variation in variables might be taken beyond a third of the range of a variable as long as it is applied consistently. The effect of such choices would produce proportionately increased or decreased results, maintaining the same relative positions with respect to each other, provided their choice pertains to the same location in the response surface with similar curvatures. For the tight setting, S 4 was seen to be the most important variable, followed by S 7 , S 5 , S 3 , and S 8 . The remaining variables were relatively unimportant. At the typical setting of the variables, the order was the same. The loose settings of the variables showed a different ranking of variables in their order of importance, although, S 4 still occurred prominently as the second mostimportant variable. However, it should be noted that the system would never be expected to operate at the loose levels of the variables the way we have chosen them, because in such a case the probability of achieving satisfactory performance would be very small. Therefore the basis for the sensitivity analysis should be directed to the tight and the typical setting of the tolerance variables.
It was interesting to see that the first five steps of the stepwise multiple-regression procedure we have conducted indicated the entrance of variables S 4 , S 7 , S 5 , S 3 , and S 8 into the model exactly in the same order of importance detected in the sensitivity analysis as shown in Table 4 . In fact, after the first five steps of regression, the R square had gone up to 91.37%. This meant that, of the total variation of For a given probability Ŷ , Eq. 9 can be utilized to determine the necessary tolerances of individual elements in FSOI required to achieve it as noted above. However, solving Eq. 9 for a given Ŷ would ordinarily yield many different solutions. For example, Table  5 shows such a tolerance trade-off. If we desire a 98% probability of achieving acceptable system performance, Case 1 and Case 2 are both possible solutions, the only difference being the values of S 3 and S 7 Case 1 has tight control over S 3 the microlens radius of curvature, while S 7 , the VCSEL͞microlens misalignment, is relatively large. In Case 2, S 7 is more tightly controlled, which significantly relaxes the constraint on S 3 . The optimum solution is not obvious in this case. More information is needed for a unique solution.
Generally, all the variables should have values that fall within their original specified range. Perhaps, owing to technological limitations some of the variables may be further bounded by, or even fixed to, specific values within their range, due to available machinery, procedures, materials, etc. Also, the cost of achieving incremental reductions in the tolerances would more than likely be different for various components. One of the important subjects one would like to study might be to find that set of S i ͑i ϭ 1, . . . 12͒ that would give the same Y at minimum cost. This would require deriving a cost function for each tolerance variable, and then to minimize the total cost of the FSOI system. Many such analyses can be conducted through the use of Eq. 9.
Conclusions
We have investigated the performance of an FSOI system in terms of tolerances affecting it, using a statistical approach. We have obtained a prediction equation that related tolerances to the detection efficiency of the system; with this equation we would be able to predict the probability of the system performing satisfactorily for any given set of tolerances before the FSOI units are built. This prediction equation could be used to optimize an objective function, such as cost minimization or performance maximization.
A sensitivity analysis showed the most important variables affecting the response, consequently indicating the primary need of controlling those variables for proper performance of the FSOI system. 
