Abstract: Sparse coding has been attracting increasing interests in computer vision filed, due to its adaptive learning ability and biological inspiration from human vision system. Since sparse representation based classification method for face recognition got great success in 2009, many subsequent improved methods were proposed. In this paper, we aim at providing a comprehensive review of the recent state-of-the-art face recognition methods based on sparse coding. By analyzing their advantages and disadvantages, we summarize the roles of sparse coding in face recognition and discuss the potential improvements in the future.
Introduction
Sparse coding was first proposed by [Olshausen and Field, 1996 ] to model natural image statistics. Given a collection of image patches, sparse coding learns a set of basis functions that are capable of sparsely representing any image patch. The learned basis functions have similar properties with the receptive fields of simple cells in visual cortex. Although sparse coding was proposed in 1996, it has just been attracting increasing interests in signal processing and computer vision since compressive sensing became popular [Donoho, 2006; Candès et al., 2006] . Sparse coding and compressive sensing are two different concepts but have similar formulization. Due to the success of compressive sensing in signal compress, sparse representation also became popular and got success in computer vision. The representative work in computer vision is sparse representation based face recognition, which linearly represents a test face image using training face images from all classes. With assumption that the test face image is from one of the training classes, the representation coefficients should be sparse. Therefore, the representation coefficients can be solved by L1 norm minimization. Then the test face image is classified as the class that reconstructs the test face image using its training face images and the corresponding coefficients with the smallest error.
Although sparse coding based face recognition methods achieve state-of-theart performance, the role of sparse coding in these successes is still not very clear. Some researchers also validate through extensive experiments that sparse coding may not be as effective as most researchers expected.
They found non-sparse representation even outperforms sparse representation in some popular datasets. Therefore, it is quite necessary to provide perspectives from all angles (both positive and negative comments) on the roles of using sparse coding in face recognition. The purpose of this paper is to firstly review related work that achieves success in face recognition and then introduce some negative comments on these work. Finally, we conclude how sparse representation is really useful for face recognition.
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The paper is organized as follows: Section 2 introduces the basic principles of sparse coding. Section 3 reviews representative work on face recognition based on sparse representation as well as its variants. Conclusion is presented in Section 4.
Basics of sparse coding
To model how visual cortex encodes visual signals received from the external world, a usual assumption is that visual signals are represented by generative models. [Olshausen and Field, 1996] further proposed to factorize visual signals into a linear combination of a set of basis functions, which can be considered as feature vocabulary used to describe the image content. To get feature vocabulary to represent structural features underlying in the image, unsupervised learning can be used to learn a set of basis functions that produce a sparse and independent representation. This method is called sparse coding in natural image statistics field. The basis functions learned from natural images have similar properties with simple cells in visual cortex.
Mathematically, sparse coding finds a set of basis to sparsely represent an image (1) where is the vector with elements being intensities of pixels in the image, is the coefficient of the -th basis function, is the coefficient vector, is the noise term.
From the point of view of probabilistic inference, the purpose of sparse coding is to learn a generative model, , to make the image generated from this model follows the true distribution . Probability can be factorized as (2) Given the dictionary and coefficient vector , is determined by the noise term . Assuming noise follows Gaussian distribution, can be computed as (3) where is the variance of the noise, is the normalization constant, is the reconstruction error. The prior contains the constrains on the representation coefficients. Assuming coefficients are independent statistically, prior can be factorized as
When constraining the coefficients to be sparse, prior on each coefficient can be computed as 23 Journal of Postdoctoral Research October 2013: 21-27 (5) where determines the shape of the distribution, controls the shape of the distribution, is the normalization constant. The dictionary can be computed via maximum a posteriori estimation (6) Defining energy function , Eq. (6) is then equivalent to (7) where the energy function can be further expanded as (8) where . The energy function consists of two parts. The first part is the reconstruction error, which constrains dictionary to reconstruct the input image with minimal error. The second part constrains the coefficients to be sparse. Fig.  1 shows an illustration of the coding process. Given training samples and an initial dictionary, the dictionary can be learned by alternating the following two steps: 1) Computing sparse representation coefficients for each training sample using the fixed dictionary (9) 2) Updating dictionary (10)
Face recognition via sparse coding
The most success application of sparse coding in computer vision is face recognition [John et al., 2009] . The idea is very intuitive. The motivation behind this idea is that the face image is inside the subspace spanned by training samples from the same class. An example of illustrating the subspace, coefficients and the reconstructed image is shown in Fig.2 . . For a test sample , to compute which class it is from, we can linearly represent it using training samples from all classes (11) where is the coefficient vector. A reasonable assumption is that the test sample comes from one of the training classes; therefore, the coefficient vector should be sparse. So the coefficient vector can be solved by L1-norm minimization (12) Then the reconstruction error when representing using training samples from class can be computed as . The test sample can finally be classified as the class that corresponds to the minimal reconstruction error. Occlusion is a big challenge for face recognition. The sparse representation based face recognition framework can be easily extended to handle occlusion. If the dictionary is replaced by where is the identity matrix, the framework described above is capable of handling partial face occlusion. The rational behind is that when the test face image is partially occluded, the occluded part will activate the identity basis in to represent it, which will result in the unoccluded part be represented by . Therefore, the framework described above can still be used for face recognition when only and the corresponding coefficients are considered.
The method above uses pixel intensity values as features to describe each face image. From the point of view of discriminability, pixel intensity values are not good features for a classification problem. In addition, pixel intensity is very sensitive to noise. To increase discriminability, [Yang and Zhang, 2010] proposed to use Gabor filters to extract features from each face image and then used the similar sparse representation framework with [John et al., 2009 ] to perform classification. In particular, the identity basis functions used in [John et al., 2009] are also transformed by Gabor filters and form a compact occlusion dictionary.
The success of the above method relies on the alignment of the face images. In other words, the face needs to be normalized to the same size and positioned at the same position in the image. However, in practical applications, especially when the face image is captured by a hand-held camera, it is difficult to get well-aligned images. Therefore, the above method cannot be directly used in practice. To overcome this drawback, [Wagner et al., 2012] proposed a practical face recognition system based on sparse representation. They used a transformation operator to map the unaligned face images into well-aligned ones. They then inferred both the transformation and the coefficients in the sparse representation framework. After the transformation and the coefficients are solved, the same classification strategy with [John et al., 2009] can be used to performance classification.
In [Shi et al., 2011] , the authors argued that face recognition is not a sparse representation problem. They removed the sparse constraint on the coefficients and get the following least square formulation (13) More importantly, the resulting least square problem can be more efficiently solved by (14) Similar to [John et al., 2009] , after the coefficient vector is solved, reconstruction error of using training face images from each class and the corresponding coefficients is computed. The test face image is classified as the class with the smallest reconstruction error. [Zhang et al., 2011] also questioned that role of sparse constraint in face recognition. They replace the L1 norm constraint in Eq. (12) It should be noted that the reconstruction error in Eq. (12) is measured using L2 norm, which is obtained by assuming the noise term follows Gaussian distribution. However, in practical applications, this assumption may not be true. For example, in the presence of occlusion and illumination change, the noise term cannot be exactly modeled as Gaussian distribution. To release this unreasonable assumption, [Yang et al., 2011] proposed to model sparse coding as a sparsity-constrained robust regression problem, which seeks for the MLE (maximum likelihood estimation) solution of the sparse coding problem. Their experimental results indicate their model is much more robust to outliers than traditional sparse coding models.
Conclusions
Existing face recognition methods based on sparse coding exploit the global classification ability of sparse representation. To reduce computation complexity, the images used as basis functions are down-sampled into a lowdimensional space. Although lowdimensional space makes the computation more efficient, the classification performance is also affected. Little work tries to extract more discriminative while low-dimensional features from images. In addition, sparse coding can also be used to extract features from images. This ability has been widely used in object recognition where the image is firstly densely sampled to get a collection of image patches. Each image patch is sparsely represented by a set of basis functions that are learned from a set of training patches. The sparse coefficients are used as features to describe the appearance of the image patch. Although this idea achieves success in object recognition, it is rarely used in face recognition. Therefore, the research in the future can be along this way.
