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れることが明らかとなった  (実験 2)．さらに，共変動情報を体系的に操作して共変動手
がかりから因果の方向性がどのように導かれるかについて検討を行った結果，実験課題
に応じて，因果の必要性に基づいた解釈を行うか，因果の十分性に基づいた解釈を行





りが重視されることが示された  (実験 1, 実験 2)．また，介入による学習ではこのような判


















(実験 1)，基準率や因果強度などのパラメータは考慮されないことが示され  (実験 2, 
実験 3)，選択の因果モデル理論の妥当性が示唆された． 
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様々なアプローチから研究が進められてきた  (see Allan, 1993; De Houwer & 
Beckers, 2002a; Holyoak & Cheng, 2011; Penn & Povinell i, 2007; Sawa, 
2009; Shanks, 1993, 2007 for reviews)．成人だけでなく，幼児やヒト以外の動物に
おいても因果の表象が形成されることは多 くの心理学者によって認められている  
(Gopnik & Schulz, 2007; McCormack, Hoerl, & Butterfill, 2011; Shanks, 
Holyoak, & Medin, 1996; Sloman, 2005)．近年では，因果性の学習と推論を因果
ベイズネットによって説明する試みが盛んに行われている  (Glymour, 2001; Gopnik, 
Glymour, Sobel, Schulz, Kushnir, & Danks, 2004; Griffiths & Tenenbaum, 
2005, 2009; Lu, Yuille, Liljeholm, Cheng, & Holyoak, 2008 ; Sloman & 
Lagnado, 2005; Waldmann & Hagmayer, 2005)． 
 
1. 2. 因果ベイズネット  
因果ベイズネットとは，既存の情報から因果関係を適切に導き出し，与えられた情報
から推測を行うために統計学や計算機科学といった分野で開発された数理的手法であ
る  (Pearl, 2000)．因果ベイズネットの観点から因果性の学習と推論を捉えた場合，
「因果構造の学習」と「因果強度の学習」と「因果推論」という 3 つの側面に分けて考え
2 
ることができる  (Figure 1-1)．因果構造の学習では，何が原因で何が結果となって
いるか考えることが求められる．例えば，ある話題を X さんと Y さんから別々
に聞いた場合，X さんが Y さんに話したのか  (i.e., X→Y)，Y さんが X さんに
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Aristotle (trans. 1984) は原因をその意味から 4つに分類している．それらは，そこ
から事物が生じる質料的なものである質料因  (material cause) と事物が完成する時，
その事物が最後まで持っている形相である形相因  (formal cause) と事物を完成させ
る作用因である動力因  (efficient cause) と事物の目的である目的因  (final cause) 
である．例えば，彫像の質料因は材料であり，その形相因は形や輪郭であり，その動力
因は作者であり，その目的因は彫像が作られた目的である．完全な因果的説明には，
これら 4 つの原因を挙げる必要がある．Aristotle は因果性について 2 つの考えを述べ
ている．1点目は，あらゆる変化には原因が必要であり，もし何の干渉もなければ，そのよ
うな因果現象は規則的に起きるということである．ここで動力因の連鎖を遡っていくと，そ











いう慣性  (inertia) を導入したことが挙げられる．物心二元論においては，物体のある




ループに分けられる．前者の代表者である Malebranche (1674-1675/1997) によると，
真の原因とは，原因と結果の間に必然的結合を知覚するような原因であり，精神は無
限に完全な存在  (神 ) とその結果の間には必然的結合を知覚する．したがって，真の
原因は神のみであることが導かれる．また，必然的結合のような関係はどこにも見当たら
ないため，因果性は存在しないかもしれないと考えられていた．一方，後者の代表者で











いたのに対して，Hume は恒常的連接  (constant conjunction) ，時間的継起  
(temporal succession)，時空間的接近  (spatiotemporal contiguity)  によって因
果性の観念が形成されるとした．因果推論は，これまで経験した恒常的連接がこれから










Kant はア・プリオリな判断を想定していた．このような Kant の思想は，経験だけでなく
先験的知識も重要視する因果的アプローチや，事象間の共変関係よりもメカニズムを
重視する力学モデル  (Wolff, 2007) などに反映されている． 













 一方 ，Mackie (1974) は結果の生起には複数の原因が必要であると考えた．
Mackie によると，原因は結果の生起に「不十分だが余分ではなく  (Insufficient but 




それぞれの頭文字から INUS 条件と呼ばれている． 
MillやMackieが必要性や十分性の論理を用いて恒常的連接に修正を加えていた
のに対して，Suppes (1970) は確率を用いて恒常的連接の修正を試みた．Suppes は
恒常的連接の問題点として，不完全な連接を扱うことができないことを指摘している．例
えば，喫煙が肺がんを引き起こすといっても全ての喫煙者が肺がんを患うわけではない．
Hume の定義では両者の間に因果関係は存在しないとなるが，原因 C が結果 E の生




だけである．そこで，Eells (1991) は状況要因 F を統制した上で原因 C が結果 E の
生起確率を上昇させること  (i.e., P(e |c, f) > P(e |¬c, f)) を因果性の定義に採用し，こ
の問題点を解決した．状況要因の統制によってこの問題は解決したように見えたが，ど
の要因を統制すればよいかという新たな問題に直面することとなった．因果性を 2 つの
確率の差分とみなす考え方は ΔP ルール (Jenkins & Ward, 1965) や確率対比モデ
ル (Cheng & Novick, 1992) といった心理学モデルにも現れている． 
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し事象 C が生じていれば事象 E も生じていた」・「もし事象 C が生じていなければ事象 E
も生じていなかった」という反事実的条件文の真偽を判定するために，現実世界に類似
した世界が別に存在するという可能世界論を利用した．しかしながら，可能世界論の適
用には多くの困難が伴い，否定的な見解が多い  (cf. 佐金 , 2008)． 
Woodward (2003) は介入  (intervention) の概念を導入して因果性の定義を行
っている．介入とは事象の操作であり，事象 C への介入によって事象 E の状態が変化




(causal Bayes nets) と呼ばれる数理的手法を開発しており，既存の情報から因果関
係を適切に導き出し，与えられた情報から推測を行うことを可能にした．近年では，因果
ベイズネットを認知モデルとして採用し，どのように因果的知識が獲得・使用されるのか
を説 明 する試 みが盛 んに行 われている  (Gopnik, Glymour, Sobel, Schulz, 
Kushnir, & Danks, 2004; Griffiths & Tenenbaum, 2005 , 2009; Lu, Yuille, 
Liljeholm, Cheng, & Holyoak, 2008)． 
 
9 
3. 因果性の学習と推論に関するモデル  
 
3. 1. 序論 
数多くの哲学者の論考を背景に，因果性の学習と推論のプロセスを説明しようと様々
な理論やモデルがこれまでに考案されてきた  (see Pineño & Miller, 2007 for a 
review)．それらはアプローチの違いから大きく 3 つに分類することができる．1 つ目は規
則ベースアプローチ  (rule-based approach) であり，この立場では事象間の関係性
を表す規範的な統計量あるいはヒューリスティックスといった簡便な方略を用いた説明が
提供されている．2 つ目の連合的アプローチ  (associative approach) では，条件づ
けの理論を援用して因果学習の過程を説明する試みがなされている．3 つ目は因果的
アプローチ  (causal approach) と呼ばれ，因果ベイズネットを用いて因果性の学習と
推論の記述を行う．因果的アプローチの説明は次章で詳述するため，本章では規則ベ
ースアプローチと連合的アプローチのモデルをそれぞれ概説し，それらの問題点につい
て述べる．なお，関連する他のアプローチとして，De Houwer (2009) による命題的ア
















略に基づく判断を想定する記述的モデルも含まれる  (cf. Hattori & Oaksford, 
2007)． 
 
3. 2. 1. ΔP ルール  
規則ベースアプローチにおける最も代表的なモデルは ΔPルール (Jenkins & Ward, 
1965; Ward & Jenkins, 1965)  であり，以下のように定義される．  
 






              (3-1) 
 
ここで P(e |c)は原因が生起した時に結果が生起する条件付き確率を，P(e |¬c)は原因が









Figure 3-1. 原因事象 (C)と結果事象 (E)の分割表 . アルファベット a, b, c, 
d はそれぞれの共生起の頻度を表す . 
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の生起確率が上昇する場合  (i.e., ΔP  > 0)，原因と結果の間には発生的因果関係が
想定される．一方，原因の生起によって結果の生起確率が低下する場合  (i.e., ΔP  < 
0)，原因と結果の間には抑制的因果関係が想定される．原因の有無によって結果の生
起確率が変化しない場合  (i.e., ΔP  = 0)，原因と結果は無関係となる．  
ΔP ルールについては支持する結果と支持しない結果の両方が報告されている．いく
つかの研究は因果強度の評定値と ΔP におおまかな対応関係がみられることを示してい
る (e.g., Allan & Jenkins, 1980; Alloy & Abramson, 1979; Dickinson, Shanks, 
& Evenden, 1984; Wasserman, Elek, Chatlosh, & Baker, 1993; Ward & 
Jenkins, 1965)．しかしながら，原因事象の生起確率が上昇すると評定値も上昇する
密度バイアスなど ΔP から逸脱した結果も報告されている  (e.g., Shanks, 1985a)． 
 
3. 2. 2. 重み付き Δ P ルール  
ΔP ルールでは各セルの情報は等しく重み付けられているが，実際にはそうならないこ
とが示されている．例えば Kao and Wasserman (1993) は，4 種類のセル頻度は a > 
b > c  > d の順で優先されることを示している．また，抑制的因果関係を判断する場合は
b > a  > d > c の順に重視されることが報告されている  (Mandel & Vartanian, 2009)．
これらの知見を反映したより記述的なモデルとして，それぞれの生起頻度に重みを付け
た重み付き ΔP ルールが提唱されている．重み付けの方法はいくつか考案されているが  
(e.g., Einhorn & Hogarth, 1986; Schustack & Sternberg, 1981)，Anderson 
and Sheu (1995) による重み付き ΔP ルールは以下の通りである．  
 
∆𝑃𝑤 = 𝛽0 + 𝛽1𝑃 𝑒 𝑐 − 𝛽2𝑃 𝑒 ¬𝑐                 (3-2) 
 




3. 2. 3. ΔD ルール  
いくつかの研究では ΔP ルールとは異なる判断方略が使用されることが報告されてい
る (e.g., Shimazaki, Tsuda, & Imada, 1991)．その中でも頻繁に見られるのは ΔD
ルール (Inhelder & Piaget, 1958) と呼ばれるものであり，これは確信事例  (i.e., セ
ル a とセル d) の数から非確信事例  (i.e., セル b とセル c) の数を引くことで計算され
る． 
 
∆𝐷 =  𝑎 + 𝑑 −  𝑏 + 𝑐                      (3-3) 
 
3. 2. 4. pCI ルール  
ΔD ルールは頻度に基づいた予測を行うため，確信事例が増え続けた場合に上昇し
続けてしまうという欠点を持つ．White (2003) は ΔD ルールを比率に基づく形に変更し，
pCI ルールと命名した．pCI ルールは ΔP ルールと同様に−1 から+1 までの値をとる．  
 
𝑝𝐶𝐼 =
𝑎 + 𝑑 − 𝑏 − 𝑐
𝑎 + 𝑏 + 𝑐 + 𝑑
                      (3-4) 
 
3. 2. 5. EI ルール  
Perales and Shanks (2007) は ΔDルールを比率に基づく形に変更し，それぞれの
生起頻度に重みを付け，EI ルールと命名している．w はセルの重みを表すパラメータで






𝑤𝑎𝑎 + 𝑤𝑏𝑏 + 𝑤𝑐𝑐 + 𝑤𝑑𝑑
−
𝑤𝑏𝑏 + 𝑤𝑐𝑐
𝑤𝑎𝑎 + 𝑤𝑏𝑏 + 𝑤𝑐𝑐 + 𝑤𝑑𝑑
      (3-5) 
 




3. 2. 6. 二要因ヒューリスティックモデル  
Hattori and Oaksford (2007) は連関係数の指標である φ係数に変更を加えて独
自のモデルを提唱している．原因と結果が非生起の情報  (i.e., セル d) は何も起きて
いないことを表しており，現実的にはこの生起頻度を定義することは困難であり，また便
宜的に定義しても無数に存在しているので数え上げることは難しい．そこで，φ 係数に含




𝜑 =  𝑃 𝑒 𝑐 𝑃 𝑐 𝑒 =
𝑎
  𝑎 + 𝑏  𝑎 + 𝑐 
          (3-6) 
 
ここで言う二要因とは，原因から結果への予測可能性 P(e |c)と原因の結果に対する適









る (e.g, Spellman, 1996; Waldmann & Holyoak, 1992)． 
 





3. 2. 8. 確率対比モデル  
Cheng and Novick (1992) によって提唱された確率対比モデルでは，与えられた
情報全体で条件付き ΔP が計算されるのではなく，その部分集合である焦点集合  
(focal set) に対して条件付き ΔP が計算されることを想定している．焦点集合を用いる
ことによって，原因と可能化条件  (enabling condition) の区別が可能になる．なお，
確率対比モデルでは原因事象の相互作用を交互作用対比として条件付き ΔP の差分
で計算しているが，交互作用の計算としては不適切なことが後に指摘されている  
(Novick & Cheng, 2004)． 
 
3. 3. 連合的アプローチ 2 
因果学習の実験事態で原因事象と結果事象を観察させることは，古典的条件づけ




                                                   
2 ここで紹介しきれなかったモデルとして，修正 SOP モデル  (Dickinson & 
Burke, 1996) やコンパレータ仮説  (Denniston, Savastano, & Miller, 2001; 
Miller & Matzel, 1988; Stout & Miller, 2007) が挙げられる．  
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連合的アプローチの強みは，手がかり競合  (cue competition) と呼ばれる，原因事
象が複数存在する事態における様々な現象を説明できることである．動物の条件づけ
研 究 と同 様 に ，因 果 学 習 においても隠 蔽  (overshadowing) やブロ ッ キ ング 
(blocking) と い っ た 現 象 が 確 認 さ れ て い る  (e.g., Baker, Mercier, 
Vallée-Tourangeau, Frank, & Pan, 1993; Chapman & Robbins, 1990; Price & 
Yates, 1993; Shanks, 1985b)．これらの現象は連合的アプローチのモデルでは容易
に説明可能であるが，規則ベースアプローチの多くのモデルでは説明に困難を伴う．  
 
3. 3. 1. Rescorla-Wagner モデル  
連合的アプローチにおける最 も代表的なモデルは Rescorla-Wagner モデル 
(Rescorla & Wagner, 1972) であり，連合強度の変化は次のように計算される．  
 
∆𝑉𝑖 = 𝛼𝛽  𝜆 − 𝑉𝑇                    (3-8) 
 
ここで ΔV i は原因と結果の連合強度の変化量を，∑VT は既に形成されている連合強度
を表す．結果事象が生起する場合には λ = 1 となり，連合強度は増加する．一方，結果
事象が生起しない場合には λ  = 0 となり，連合強度は減少する．学習の初期などで∑VT
の値が小さいほど，連合強度の変化量は大きくなる．α は原因事象の明瞭度，β は結果




の漸近値と (3-1)式に示した ΔP の値が一致することが知られている  (Chapman & 
Robbins, 1990; Wasserman et al., 1993; see Danks, 2003 for detailed 
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analysis)．Rescorla-Wagner モデルの漸近値はセルの生起頻度を用いて以下のよう








                (3-9) 
 
3. 3. 2. 改訂版 Rescorla-Wagner モデル  
Rescorla-Wagner モデルでは，原因事象が存在しない時に連合強度が変化しない
ことを想定しているため，逆行ブロッキング  (backward blocking) などの回顧的再評
価  (retrospective revaluation) を説明することはできない．この問題に対しては，原
因事象の明瞭度 α を負の値に設定することで原因事象が存在しない時でも連合強度
が変化するように修正が提案されている  (Van-Hamme & Wasserman, 1994)．しかし，
De Houwer and Beckers (2002b) によって明らかにされた高次の回顧的再評価は
改訂版 Rescorla-Wagner モデルでも説明困難である．  
 
3. 3. 3. Pearce モデル  
Rescorla-Wagner モデルと同様の学習規則に基づくものの， Pearce モデル 
(Pearce, 1987) では異なる予測値が導かれる．Pearce モデルの特徴は，複数の手が
かり刺激を 1 つの複合刺激として捉えることであり，2 つの刺激の間には類似性に基づ
いた般化が生じることが想定されている．原因事象と結果事象が 1 つしか存在しない事




∆𝑉𝐶𝑋 = 𝛽 𝜆 − 𝑉𝐶𝑋 − 𝑥1𝑉𝑋                   (3-10) 
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𝐽𝐶 = 𝑥3𝑉𝐶𝑋                        (3-12) 
 




𝑥3 𝑎 𝑐 + 𝑑 − 𝑐 𝑎𝑥1 + 𝑏𝑥1  
𝑎 𝑐 + 𝑑 + 𝑏 𝑐 + 𝑑 − 𝑐𝑥2 𝑎𝑥1 + 𝑏𝑥1 − 𝑑𝑥2 𝑎𝑥1 + 𝑏𝑥1 
    (3-13) 
 











きた  (e.g., Meder, Hagmayer, & Waldmann, 2008, 2009; 斎藤・嶋崎 , 2012; 







り (e.g., Fernbach, Darlow, & Sloman, 2011)，規則ベースアプローチや連合的ア
プローチではこの差異を説明することはできない．また，因果の非対称性を考慮しないこ
とは，2 つの原因事象と 1 つの結果事象が存在する事態  (i.e., 共通結果モデル) と，
1 つの原因事象と 2 つの結果事象が存在する事態  (i.e., 共通原因モデル) について
同じ予測を行うことを意味する．しかしながら，前者の事態でのみ個々の因果強度に対
する判断が互いに影響しあうことが多くの研究で報告されている  (e.g., Booth & 
Buehner, 2007; Waldmann, 2000, 2001; Waldmann & Holyoak, 1992; 






                                                   
3 手がかり競合の非対称性に関する知見には否定的な見解も存在するが  (e.g., 
Arcediano, Matute, Escobar, & Miller, 2005)，細かな実験手続きの影響を受け
やすいだけで現象の存在は確かであることが示されている  (Waldmann & 
Walker, 2005)．  
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4. 因果性の学習と推論における因果ベイズネット  
 
4. 1. 序論 
4. 1. 1. はじめに  
連合的アプローチ  (associative approach) では因果性を連合に還元し，ヒトの因
果学習や因果推論を動物の連合学習と同じ枠組みで捉えることで節約的かつ包括的









である  (Pearl, 2000)．ベイズ的アプローチの根幹には，Thomas Bayes が発見したベ
イズの定理  (Bayes, 1763) に基づく計算がある．  
 
4. 1. 2. ベイズの定理  






𝑃 ℎ 𝑑 =
𝑃 𝑑 ℎ 𝑃(ℎ)
𝑃 𝑑 
                     (4-1) 
 
ここで P(d |h)は仮説 h のもとでデータ d が発生する確率を表すが，データが発生した後









4. 1. 3. ベイズの定理の応用  
ベイズの定理は，事前の知識を新たに獲得したデータに基づいて更新するという学
習過程を表現したものと解釈可能であり，その汎用性の高さから様々な場面に応用され
ている ．母 数 の推 定 や仮 説 の比 較 にベイズの定 理 を用 いるこ と はベイズ統 計  
(Bayesian statistics) と呼ばれ，従来の伝統的な統計学では扱うことができなかった
問題に解決手段を提供している  (cf. 繁桝 ,  1985; 渡部 , 1999)．行動に対して損失
関数を設定し，不確実状況下における最適な意思決定をベイズの定理に基づいて考
えるのがベイズ決定理論  (Bayesian decision theory) である  (cf. 松原 , 2008)． 
ベイジアンネットワーク  (Bayesian networks) とは，変数間の関係性をグラフと確
率で表現し，グラフ構造の学習や確率推論を行う数理的手法であり，機械学習などの
領域で盛んに研究されている  (Pearl, 1985; cf. 植野 , 2013)．因果関係に基づいて
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ベイジアンネットワークを構築した場合は，因果ベイズネット 4 (causal Bayes nets) と
言われる  (Glymour, 2001)．ベイズの定理や因果ベイズネットを駆使して認知モデル
を作成することはベイジアンモデリング  (Bayesian modeling) と呼ばれ，条件づけ 
(Courville, Daw, & Touretzky, 2006)，視知覚  (Kersten, Mamassian, & Yuille, 
2004; Knill & Richards, 1996)，感覚運動学習  (Körding & Wolpert, 2004)，語
彙学習  (Xu & Tenenbaum, 2007)，言語処理  (Chater & Manning, 2006)，意味
表 象  (Griffiths, Steyvers, & Tenenbaum, 2007) ， 帰 納 推 論  (Kemp & 
Tenenbaum, 2009)，因果推論  (Gopnik, Glymour, Sobel, Schulz, Kushnir, & 
Danks, 2004; Griffiths & Tenenbaum, 2005, 2009) など様々な領域に適用され
ている5 (see Tenenbaum, Kemp, Griffiths, & Goodman, 2011 for a review)． 
 
4. 2. 因果ベイズネット  
4. 2. 1. 因果ベイズネットとは  
因果ベイズネットは事象間の因果関係を非循環有向グラフで，その強さを条件付き








                                                   
4 因果ベイジアンネットワークと言われることもある．  
5 ベイジアンモデリングについては，Trends in Cognitive Science 誌  (Chater, 
Tenenbaum, & Yuille,  2006; Kousta, 2010) や Developmental Science 誌  
(Gopnik & Tenenbaum, 2007) や Cognition 誌  (Xu & Griffiths, 2011) の特集
号なども参照されたい．  
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引き起こしている関係は Figure 4-1(左図 )のように表現される．これら 3 つの変数の同
時確率分布は連鎖公式 6を用いて以下のように表現される．  
 













                                                   
6 連鎖公式によると，n 個の離散型確率変数の分布は n 個の条件付き確率の積
として分解することができる  (e.g., P(X1 ,  X2 ,  ···, Xn) = P(Xn |Xn-1 ,  ···, X2 ,  
X1)···P(X2 |X1)P(X1))．  
Figure 4-1. 喫煙 (S)と歯の黄ばみ(Y)と肺がん(L)の因果モデル(左図 ). 歯の黄ばみに


















4. 2. 2. 因果マルコフ条件  







𝑃 𝑆,𝑌, 𝐿 = 𝑃 𝑆 𝑃(𝑌|𝑆)𝑃(𝐿|𝑆)                (4-4) 
 
 (4-2)式における P(L |Y ,S)が(4-4)式では P(L |S)に単純化されており，同時確率分布が
変数の順序に沿った形で分解されていることが見て取れる．この例における因果マルコ
フ条件は喫煙と歯の黄ばみに基づく肺がんの予測と喫煙のみに基づく肺がんの予測が








4. 2. 3. 介入 
因果ベイズネットの特徴の 1 つとして変数に操作を加えた時の結果を予測できること




切除  (graph surgery) や無効化  (undoing) と言われる  (Pearl, 2000; Sloman, 
2005)7．上記の例においてホワイトニングによって歯の黄ばみを除去した場合，喫煙か
ら歯の黄ばみへのエッジが除去され  (Figure 4-1 右図 )，歯の状態から喫煙の有無や
肺がんの状態について予測することはできなくなる．このことは当然のように思われるかも
しれないが，観察と介入の違いを表現し，因果関係を適切に記述できるようになったの
は Pearl (2000) によって因果ベイズネットが開発されてからのことである． 
 
4. 3. 因果ベイズネットの哲学的背景  
4. 3. 1. 確率 
不確実性を表現する方法として確率を用いることは多いが，その解釈には様々な立






る (e.g., 戸田 , 1982)．確信の程度として確率を捉えることによって，明日雨が降る確
率といった未知の事象や火星に生命が存在する確率といった無知に起因する不確定
                                                   
7 対象となる変数の値を固定する介入が強い介入  (strong intervention) とも
呼ばれるのに対して，変数に影響を及ぼすが，その値を固定しないような操作
は弱い介入  (weak intervention) と呼ばれ，この場合は他の変数からのエッジ
が取り除かれることはなく，依然として本来の原因からの影響も受ける  
(Eberhardt & Scheines, 2007; Meder, Gerstenberg, Hagmayer, & Waldmann, 
2010)．  
8 ベイズ主義の中には相対頻度に関する信念の度合いを確率と定義し，客観的
な確率解釈に留まろうとする考えもある  (e.g., Neapolitan, 2004)．なお，ベイ
ズ統計における主観ベイズと客観ベイズの違いは，確率解釈に基づくものでは
なく，事前確率分布の設定方法の違いに基づくものである  (Berger, 2006; Dey 





主観確率が確率法則に従うことは様々な形で示されてきた  (Fishburn, 1986)．例
えば，Cox (1946) は信念の度合いが満たすべきいくつかの公理を提唱し，確率がそれ
らの公理を満たすことを示している．また，de Finetti (1937) は信念の度合いに対す
る合理的な制限として確率の公理を提唱しており，確率の公理が満たされない場合に
は不公平な賭けが生じることを指摘している  (cf. 園 , 2014)．例えば，コイントスの結果
を予測し，予測が的中すれば 1000 円貰える賭けに参加したとする．コインの表が出るこ




ない事態では，相手が必ず負ける賭け  (ダッチブック) を仕掛けることが可能になる．主
観確率がダッチブックを生み出さない場合には確率の公理が満たされることが知られて
おり，このような正当化はダッチブック論証  (Dutch book argument) と言われる．また，
確率の公理からダッチブックが導かれることはない．  
 
4. 3. 2. 因果性 
確率の概念は不確実性を表現するためだけではなく，因果性の定義 9にも使用され
てきた  (e.g., Eells, 1991; 大塚 , 2010)．Suppes (1970) は原因事象 (C)が結果事
象 (E)の生起確率を上昇させるものとして因果関係を捉えた． 
 
𝑃 𝐸 𝐶 > 𝑃 𝐸                       (4-5) 
                                                   






因によってもたらされる擬似相関だからである  (Figure 4-1 参照 )．真の原因と判断する
には，他の要因 (F)を統制した上で(4-5)式の関係が維持されるか確認する必要がある．  
 









ことが多い．このような立場は介入主義  (interventionism) と呼ばれている．介入主
義によれば，変数 X への介入が変数 Y の値に影響を及ぼす時，変数 X は変数 Y の原
因である．さらに，他の変数を一定の値に統制した時に介入が影響する場合，変数 X
は変数 Y の直接の原因であると言える  (Woodward, 2003)． 
 
𝑃 𝑒 𝑑𝑜 𝑐  > 𝑃 𝑒 𝑑𝑜 ¬𝑐                   (4-7) 
 
事象に対して何らかの介入を行うことは do(·)と記述され，do(c)は変数 C を値 c に固定




反事実による因果性の定義  (e.g., Lewis, 1973) との整合性が認められている．  
 
4. 4. 因果ベイズネットによる因果構造の学習  




験事態では 3 つ以上の 2 値変数が繰り返し提示され，実験参加者はそれらの生起・非
生起といった共変情報や事象の提示順序といった時間情報に基づいて因果構造を推





いてはまだ分 かっていないことが多 い  (Lagnado, Waldmann, Hagmayer, & 
Sloman, 2007)． 
因果ベイズネットでは構造学習について様々なアルゴリズムが考案 されている  
(Neapolitan, 2004; Pearl, 2000) ．ここでは制約ベース法  (constraint-based 
method) とベイズ法  (Bayesian method) という 2つの代表的な手法について述べる．
これら 2 つの方法は異なるモデルで採択されており，因果マップ  (Gopnik et al., 
2004) は制約ベース法 を，因果モデル理論  (Waldmann, 1996; Waldmann, 
Hagmayer, & Blaisdell, 2006; Waldmann & Holyoak, 1992 ) はベイズ法を用い
て因果構造の学習を説明している． 
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制 約 ベース法 とベ イズ法 は ，共 変 関 係 から因 果 関 係 を導 くために定 常 性  
(stability) もしくは忠実性  (faithfulness) と呼ばれる仮定を設けている．定常性と
は，任意のパラメータによって変数間の独立・従属関係が変化しないことである  (Pearl, 
2000; Spirtes, Glymour, & Scheines, 1993)．このことは，変数間の独立関係は因
果マルコフ条件によってのみ生じ，特定のパラメータから生じることはないことを意味して
いる．例えば，変数 X が変数 Y に直接的だけでなく，媒介変数 Z を通して間接的にも
影響を及ぼしているとする．このような関係は，Z = aX と Y  = bX  + cZ という 2 つの構造方
程式で記述できる．このような因果モデルでは，ほとんど全てのパラメータにおいて変数
X と変数 Z は従属関係になる．しかしながら，a  = −bc という条件を満たすパラメータでは，




4. 4. 2. 制約ベース法  
制約ベース法は事象間の共変情報を基にボトムアップで因果構造を学習するアルゴ
リズムであり，2 変数間の独立性の検定と因果関係の方向付けという 2 段階の処理で構
成されている  (e.g., PC アルゴリズム , Spirtes et al., 1993)．PC アルゴリズムは IC ア
ルゴリズム  (Verma & Pearl, 1990) を改良して開発されたものであり，最も代表的な
手法である． 
PC アルゴリズムによると，最初のステップでは全ての変数を無向辺で結び，無向グラ




方向付けを行うステップにおいても，独立・従属関係は重要となる．変数 X と変数 Y
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がそれぞれ変数 Z と結びついており  (i.e., X―Z―Y)，Z を所与として X と Y に従属関係
が生じる場合，Z が共通結果となるようにエッジに向きを付ける  (i.e., X→Z←Y)．上記
以外の無向辺については，共通結果を形成しないようにエッジの方向付けを行う．例え
ば，変数 X が変数 Z に影響しており，変数 Y が変数 Z と結びついている場合  (i.e., 




4. 4. 3. ベイズ法  
ベ イ ズ 法  (e.g., Cooper & Herskovitz, 1992; Heckerman, Geiger, & 






度が算出される．例えば，共通結果の因果モデル (e.g., X→Z←Y) では原因が独立に
生起するため， 3 つの事象が共生起する確率は共通原因の因果モデル  (e.g., 
X←Z→Y) よりも低くなる．利用可能なデータにベイズの定理を適用して事後確率が計
算され，事後確率の最も高い因果構造がデータを生成した因果モデルとして選択され
る．モデルの選択基準には事後確率だけでなくベイズ情報量基準  (Bayesian 





4. 4. 4. 因果構造の学習における観察と介入  
制約ベース法やベイズ法では定常性を仮定しても因果構造を特定できないことがあ
る．例えば，変数 X が変数 Y と変数 Z に影響している因果モデル  (i.e., Y←X→Z) の
確率分布を因果マルコフ条件に基づいて分解した場合，P(X ,Y ,Z) = P(X)P(Y |X)P(Z |X)
のように記述される．また，変数 Y が変数 X に影響し，変数 X が変数 Z に影響している
因果モデル (i.e., Y→X→Z) の場合，その確率分布は P(X ,Y ,Z) = P(Y)P(X |Y)P(Z |X)
のように記述される．ここで P(X)P(Y |X) = P(Y)P(X |Y) = P(X,Y)となるため，これら 2 つの
因果モデルの確率分布は同一となる．このような因果モデルはマルコフ等価モデル  
(Markov equivalent model) と呼ばれており，観察によって得られた共変情報からは
因果構造を一意に定めることができない．  
介入によって変数の状態を操作することは，マルコフ等価モデルの区別を可能にする．
変数 X が変数 Y と変数 Z に影響する共通原因モデル (i.e., Y←X→Z) において X を
発生させる場合，その結果である Y と Z も生起することが予測される．一方，変数 Y が変
数 X を媒介して変数 Z に影響する因果連鎖モデル  (i.e., Y→X→Z) において X を発





介入による因果構造の学習の促進効果は多くの研究で認められている  (e.g., 
Steyvers et al., 2003; Lagnado & Sloman, 2004; Sobel & Kushnir, 2006)．
Steyvers et al. (2003) は，観察による学習に比べて介入による学習では因果構造の




(Lagnado & Sloman, 2006)．さらに，介入によって因果構造を学習する際にはどの事
象に介入するかという意思決定も重要であることが Sobel & Kushnir (2006) によって
示されている．介入による促進効果は就学前児を対象とした研究においても確認されて
おり (Burns & McCormack, 2009; Schulz, Gopnik, & Glymour, 2007;  but see 
also Kushnir, Wellman, & Gelman, 2009)，関連する様々な要因について実験的
検討がなされている (e.g., Sobel & Sommerville 2009, 2010)． 
 
4. 5. 因果ベイズネットによる因果強度の学習  
















Figure 4-2. 原因事象 (C)と結果事象 (E)の分割表 . アルファベット a, b, c, 
d はそれぞれの共生起の頻度を表す . 
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に取得した後，0 から 100 の間で因果強度を評価する．例えば，Buehner, Cheng, 
and Clifford (2003) の実験では，放射線被曝がウイルスの突然変異を引き起こすか
調べるというカバーストーリーの下で，被曝の有無と突然変異の有無に関する情報が与
えられ，放射線がどのくらい変異を引き起こすか判断することが求められた．  
原因候補と結果の共変関係の強さは，以下に示す ΔPで記述されることが多い  (e.g., 
Allan, 1980; Jenkins & Ward, 1965; Ward & Jenkins, 1965)． 
 
∆𝑃 =  𝑃 𝑒 𝑐 − 𝑃 𝑒 ¬𝑐                    (4-8) 
 
ここで P(e |c)は原因候補が生起した時に結果が生起する条件付き確率を，P(e |¬c)は原
因候補が生起しなかった時に結果が生起する条件付き確率を表す．ΔP は−1 から+1 ま
での値をとり，その値によって異なった意味を持つ．原因候補の生起によって結果の生
起確率が上昇する場合  (i.e., ΔP > 0)，原因と結果の間には発生的因果関係が想定
される．一方，原因候補の生起によって結果の生起確率が低下する場合  (i.e., ΔP  < 
0)，原因と結果の間には抑制的因果関係が想定される．原因候補の有無によって結果
の生起確率が変化しない場合  (i.e., ΔP = 0)，原因候補と結果は無関係となる．  
因果強度の評定値と ΔP にはおおまかな対応関係がみられたことから  (e.g., Allan 
& Jenkins, 1980; Alloy & Abramson, 1979; Dickinson, Shanks, & Evenden,  
1984; Wasserman, Elek, Chatlosh, & Baker, 1993; Ward & Jenkins, 1965)，
ΔP ルールとして説明モデルに使用されるようになった．しかし，ΔP から逸脱した結果も
報告されており (e.g., Shanks, 1985)，その後，数々の説明モデルが提唱された  (see 
Hattori & Oaksford, 2007; Perales & Shanks, 2007)． 
 
4. 5. 2. パワーPC 理論  
Cheng (1997) は ΔP ルールの主要な問題点として，以下の 2 点を指摘している．原
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彼女はこれらの問題点を克服する新たな理論として，パワーPC 理論  (Cheng, 
1997; Novick & Cheng, 2004) を提唱し，共変動と因果を区別する因果パワー 
(causal power) を定式化した  (cf. 斎藤・嶋崎 ,  2009)．因果パワーとは，他の原因が
存在しない事態において原因事象が結果事象を発生させる確率である．パワーPC 理
論は因果ベイズネットとは独立に提唱されたが，特定の状況下では両者が一致すること
が後に指摘されている  (Glymour, 2001, 2003)． 
パワーPC 理論では，ヒトが因果関係を学習する際に以下の 4 つの信念を抱いている








1 − 𝑃 𝑒 ¬𝑐 
                       (4-9) 
 
qG = 1 は原因が結果を必ず発生させることを意味し，qG  = 0 は影響を及ぼさないことを
意味する．背景原因によって結果が常に生起する，つまり天井効果が生じている場合  
(i.e., P(e |c) = P(e |¬c) = 1)，因果パワーqG は定義されない．また，背景原因が存在しな
                                                   
10 厳密には背景原因 (B)は原因候補 (C)以外の全ての原因を表し，その中には観測
不能な原因も含む． 
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い場合  (i.e., P(e |¬c) = 0)，qG = ΔP となり，共変動と因果は一致する．Buehner et al. 
(2003) は ΔP を一定に保ちつつ，P(e |¬c)を体系的に操作し，ΔP  = 0 の事態を除いて
実験参加者の評定値がパワーPC 理論の予測値と一致することを報告している． 
 
4. 5. 3. 因果サポートモデル  
Griffiths and Tenenbaum (2005, 2009) は，これまでパラメータ推定の問題として扱
われていた因果強度の判断をモデル比較の問題として捉え直し，原因候補と結果の間
に因果関係が存在するかという構造の判断から説明を試みた．ここで言うモデルとは，
Figure 4-3 に示すような背景原因 (B)のみが結果 (E)に影響を及ぼす因果モデル 
(Graph 0) と背景原因 (B)と原因候補 (C)が結果 (E)に影響する因果モデル  (Graph 
1) のことである．背景原因と原因候補が独立に結果を生起させる場合，結果の生起確
率は noisy-OR 関数を用いて以下のように算出される．  
 



















Figure 4-3. 背景原因 (B)と原因候補 (C)と結果 (E)の因果モデル.W0 と W1 は背景
原因と原因候補の因果強度をそれぞれ表す .  
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ここで w0 は背景原因の因果強度を，w1 は原因候補の因果強度を表す．また，b と c は
それぞれ背景原因と原因候補の有無を表し，存在するときは 1，存在しないときは 0 に  
なる．なお，発生的因果パワーqG は noisy-OR 関数の下での w1 の最尤推定量となるこ
とが示されている． 
ベイズの定理を適用することで，得られたデータが Graph 0 によって生じたか，
Graph 1 によって生じたかは対数オッズの形で以下のように表現できる．  
 
log
𝑃 𝐺𝑟𝑎𝑝ℎ 1 𝐷 
𝑃 𝐺𝑟𝑎𝑝ℎ 0 𝐷 
= log
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 
+ log
𝑃 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐺𝑟𝑎𝑝ℎ 0 
   (4-11) 
 
この式の右辺の第一項である対数尤度比はどちらの仮説が尤もらしいかを表す指標で
あり，ベイズファクター  (Kass & Rafferty, 1995) と呼ばれている．Griffiths and 
Tenenbaum (2005) はこの対数尤度比を因果サポートと名づけ，データが Graph 0 よ
りも Graph 1 を支持する指標とした．  
 
𝑐𝑎𝑢𝑠𝑎𝑙 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = log
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 




𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 =  𝑃 𝐷 𝑤0,𝐺𝑟𝑎𝑝ℎ 0 𝑃 𝑤0 𝐺𝑟𝑎𝑝ℎ 0 𝑑𝑤0
1
0
    (4-13) 








ここで P(w0 |Graph0)と P(w0 ,w1 |Graph1) は因果強度の事前分布となっており，事前分
布には 0 から 1 までの一様分布が想定されている．  
因果サポートモデルは，ΔP ルールやパワーPC 理論では説明困難であった ΔP = 0 の
事態における実験参加者の評定値に適合するだけでなく，サンプルサイズの効果や不
完全な分割表における判断や比率データからの学習を上手く説明することができていた  
(Griffiths & Tenenbaum, 2005)． 
 
4. 5. 4. SS パワーモデル  
Lu, Liljeholm, Cheng, and Holyoak (2008) は，因果強度の事前分布に偏りが
ない一様分布を想定するよりも，因果の単純性  (Chater & Vitányi, 2003) を反映し
た分布を想定する方が適切であると主張している．因果関係における単純性とは，原因
事象の数を最少にしつつ因果強度を最大にする因果モデルへの選好である．  





𝑃 𝑤0,𝑤1 𝑔𝑒𝑛,𝐺𝑟𝑎𝑝ℎ 1 ∝  𝑒
−𝛼𝑤0−𝛼 1−𝑤1 + 𝑒−𝛼 1−𝑤0 −𝛼𝑤1    (4-15) 
 















えば，原因事象 A と B が結果事象に影響を及ぼしているか考える場合，A のみが影響
するモデル，B のみが影響するモデル，A と B の両方が影響するモデル，どちらも影響し
ないモデルという 4 つの因果モデルの比較が行われる． 
Carroll, Cheng, and Lu (2013) は ， 回 顧 的 再 評 価  (retrospective 
revaluation) 11と呼ばれる現象に関して，連合学習の代表的なモデルと因果ベイズネ
ットの比較を行っている．回顧的再評価の代表的な例である逆行ブロッキングの手続き








ている．また，Griffiths, Sobel, Tenenbaum, and Gopnik (2011) は，因果関係が
                                                   
11 この現象はヒトおよび動物の高次認知過程を理解するための試金石として様々な領





4. 6. 因果ベイズネットによる因果推論  







す因果連鎖モデルなど様々なものが含まれる  (see Rottman & Hastie, 2014 for a 





4. 6. 2. 直接原因モデル  (C→E) における因果推論  
原因事象から結果事象を推測することは予測的推論と言われる．原因事象 C が生
起している時に結果事象 E が生起する確率はその条件付き確率と一致する  (i.e., 
P(e |c))．ただし，原因事象が生起している時に背景原因も生起していて，その背景原
因によって結果が生起する可能性もあるため，P(e |c)を原因 C の結果 E に対する因果







𝑃 𝑐 𝑒 =
𝑃 𝑒 𝑐 𝑃(𝑐)
𝑃 𝑒 
=
𝑃 𝑒 𝑐 𝑃(𝑐)
𝑃 𝑒 𝑐 𝑃(𝑐) + 𝑃 𝑒 ¬𝑐 𝑃(¬𝑐)
      (4-16) 
 
より因果的な表現として，原因が生起している時に結果が生起する確率 P(e |c)ではなく，
原因が結果を発生させる確率 w1 と背景原因が結果を発生させる確率 w0を用いて診断
的推論を記述することもできる  (see Meder, Mayrhofer, & Waldmann, 2014)． 
(4-16)式において原因事象が生起する確率 P(c)は基準率  (base rate) と呼ばれ，
診断的推論に基準率が正しく反映されないことは基準率錯誤  (base rate fallacy) と
呼ばれている  (e.g., Bar-Hillel, 1980; see Barbey & Sloman, 2007 for a review)．
基準率錯誤については，基準率は無視 されるものであるという説  (Tversky & 
Kahneman, 1980) や ， 自 然 頻 度 の 形 で 提 示 さ れ れ ば使 用 さ れ る と い う 説  
(Gigerenzer & Hoffrage, 1995) や，心的表象次第であるという説  (Hattori & 
Nishida, 2009; Krynski & Tenenbaum, 2007) など様々な立場が存在する．基準
率錯誤に関する実験の多くは統計的関係を対象としたものであるが，因果関係に基づ
く推論を対象とした実験では基準率が考慮されることが示されている  (Waldmann & 
Hagmayer, 2005; Meder, Hagmayer, & Waldmann, 2009)． 
 
4. 6. 3. 因果連鎖モデル  (C→M→E) における因果推論  
原因事象 C が媒介変数 M を通して結果事象 E に影響する因果連鎖モデルでは，
原因から結果への推移的推論が検討されている．Baetu and Baker (2009) は原因





けの手続きを用いた Jara, Vila, and Maldonado (2006) でも報告されている．  
 
4. 6. 4. 共通結果モデル  (C1→E←C2) における因果推論  
因果マルコフ条件によると，共通結果モデルでは結果事象の状態が不明な場合，2
つの原因事象は独立関係にあるが，結果の状態が明らかになると両者には従属関係が
生じる．そのため，結果 E が生じたときに原因 C1 が生起している確率 P(c1 |e)と結果 E と
片方の原因 C2 が生じたときに残りの原因 C1 が生起している確率 P(c1 |e , c2)は異なるも
のになる．結果の生起は片方の原因によって説明されるため，前者の確率 P(c1 |e)が後
者 の 確 率 P(c1 |e ,  c2) よ り も 高 く な る こ と が 知 ら れ てい る  (see Khemlani & 
Oppenheimer, 2010)．一方の原因の生起によって他方の原因の生起確率が減少す
ることは，心理学の領域では割引効果  (discounting effect) として  (e.g., Kelley, 
1973)，人工知能の領域では言い逃れの効果  (explaining away effect) として知ら




4. 6. 5. 共通原因モデル  (E1←C→E2) における因果推論  
因果マルコフ条件によると，共通原因モデルでは原因事象 C の状態が明らかになる
と，それぞれの結果事象 E1・E2は独立関係になることが想定されている．つまり，結果 E1
が生起するかは原因 C によって決まるため，結果 E2 の状態は影響しないわけである．し
かしながら，他方の結果の状態によって判断が変化することが知 られてり  (e.g., 
Rehder & Burnett, 2005)，このことはマルコフ条件の逸脱  (Markov violation) と
41 
言われている．この逸脱に対しては因果関係のメカニズムに関する知識がそれぞれの事
象に隠れた原因として影響しているといった説明がなされており  (e.g., Rehder, 2014; 
Rehder & Burnett, 2005)，メカニズムに関する知識を操作した実験ではこの仮説を
支持する結果が得られている  (Park & Sloman, 2013)． 
 







測を行うことはない．介入によって制御された事象  (e.g., 地面の濡れ ) は本来の原因  
(e.g., 降雨 ) とは独立になるからであり，このことはグラフ切除や無効化と言われる  
(Pearl, 2000; Sloman, 2005)．グラフ切除は介入された事象に対するエッジを取り除
くことで表現され，この場合の原因事象の生起確率は基準率に従う．  
 
𝑃 𝑐 𝑑𝑜 𝑒  = 𝑃 𝑐 𝑑𝑜 ¬𝑒  = 𝑃 𝑐                  (4-17) 
 
因果推論における観察と介入の違いは多くの研究によって示されてきた．Sloman 
and Lagnado (2005) は複数の事象が関連している事態で特定の事象に対して介入
を行った場合に他の事象についてどのような推測がなされるか検討した結果，介入され





れている  (Meder, Hagmayer, & Waldmann, 2008, 2009)．近年では，ラットでさえも
観察と介入を区別して因果推論を行っているということを示唆する研究も報告されてい
る (Blaisdell, Sawa, Leising, & Waldmann, 2006; Leising, Wong, Waldmann, 





5. 1. 序論 
環境内の因果関係に関する情報は，過去の説明および現在の制御ならびに未来の
予測を可能にする手段を我々に提供する．因果関係をどのように認識するかという問題





といった問題点が指摘されている  (see Cheng & Holyoak, 2011 for a review)． 
近年，これらの問題点を克服する新たなアプローチとして因果ベイズネット  (causal 
Bayes nets) を用いたベイズモデルによる説明がなされている  (e.g., Gopnik, 
Glymour, Sobel, Schulz, Kushnir, & Danks, 2004 ; Griffiths & Tenenbaum, 
2005, 2009; Lu, Liljeholm, Cheng, & Holyoak , 2008)．因果ベイズネットとは，既
存の情報から因果関係を適切に導き出し，与えられた情報から推測を行うために統計



























かりよりも時間順序手がかりが重視されることが報告されている  (Lagnado & Sloman, 
2006)． 
研究 1 では，先行研究の結果が複雑な実験課題に起因するものと考え，2 事象から
構成される最も単純な因果構造の判断課題を用い，共変動手がかりと時間順序手が
かりのどちらが使用されるか検討した  (実験 1)．また，課題中に繰り返し判断を求めるこ
とによって，共変動手がかりと時間順序手がかりが学習過程でどのように影響を及ぼし
ているか検討した  (実験 2)．さらに，共変動情報を体系的に操作し，共変動手がかりが
どのように使用されるかについても検討を行った  (実験 3)．続けて，実験課題のカバー
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ストーリーを変更して，同様の検討を行った  (実験 4)． 
研究 2 では，共変動手がかりと時間順序手がかりの使用が課題の複雑性によってど
のように変化するか検討した  (実験 1)．また，課題の複雑性に伴う判断方略の変化が
異なる因果モデルでも確認されるか調べた  (実験 2)．事象の状態を見て因果関係を
学習する場合  (i.e., 観察 ) と事象を操作して因果関係を学習する場合  (i.e., 
介入 ) とでは，課題の複雑性の影響がどのように異なるかについても検討した  
(実験 3)．  
 




的アプローチからも各種モデルが提唱されている  (Hattori & Oaksford, 2007; 
Perales & Shanks, 2007)． 
研究 3では，共変動情報を操作した各種実験の結果をまとめ，各種モデルの比較検







討した  (実験 1)．また，実験課題の因果モデルを変更し，より詳細な検討を行
った  (実験 2)．  
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5. 4. 因果推論  
因果推論では，学習者は獲得した因果関係の知識を基に，ある事象の状態から別
の事象の状態を推測することが求められる．事象の状態が観察によって得られたものか，
介入によって得られたものかによって，推測結果は大きく異なる  (Meder, Hagmayer, 




研究 5 では，Meder et al. (2008) と同様の手続きを用いて観察による学習から観




デル理論  (Hagmayer & Sloman, 2009; Sloman & Hagmayer, 2006) に焦点を
当てた．選択に基づく推論や介入に基づく推論や観察に基づく推論において，因果構
造が考慮されるか否か検討した  (実験 1)．また，これらの推論に因果モデルのパラメー
タの 1 つである基準率が反映されるか否か検討を行った  (実験 2)．さらに，これらの推















6. 研究 1 因果構造の学習における共変動情報の役割 12 
 
6. 1. 序論 
6. 1. 1. はじめに  
複雑に絡み合った事象の中から何が原因で何が結果となっているか判断することは
難 しい ．因 果 構 造 を推 測 する際 の基 本 的 な手 がかり と して ，共 変 動 手 がか り  





6. 1. 2. 共変動手がかりと時間順序手がかり  
共変動手がかりとは，変数の同時確率分布であり，2 値変数の場合には 2×2 の分




る．例えば，2 値  (i.e., 生起 , 非生起 ) 2 事象の場合生起パターンは 4 種類であるが，
2 値 5 事象の場合は 32 もの生起パターンが生じ得る．第二に，共変動手がかりだけで
は区別できない因果モデルが存在する．例えば，事象 X と事象 Y が繰り返し共生起し
た場合には両者の間に何らかの因果関係があると想定されるが，事象 X が事象 Y を引
き起こしているのか  (i.e., X→Y)，事象 Y が事象 X を引き起こしているのか  (i.e., 
X←Y)，あるいは第三の原因 Zによって両者が引き起こされているのか  (i.e., X←Z→Y) 











間順序である．原因は結果に先行して観察されやすいことから，事象 X が事象 Y に先
立て観察された場合には事象 X が事象 Y に影響するという因果関係が示唆される．し
かしながら，観察する時間順序が因果の順序と一致するとは限らない．原因よりも結果
を先に観察する事態では，誤った因果の方向性が導かれる．また，時間順序手がかりに
よって擬似相関を因果関係と捉えてしまうこともある．事象 X を観察した後に事象 Y を












Figure 6-1. 原因事象 (C)と結果事象 (E)の分割表 . アルファベット a, b, c, 
d はそれぞれの共生起の頻度を表す . 
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6. 1. 3. 本研究の目的  
因果構造の学習に関するこれまでの研究から共変動手がかりに基づいて因果の方
向性を判断するという証拠は得られていない．  Lagnado and Sloman (2006) は，事
象 A が事象 B を発生させ，事象 B が事象 C と事象 D を発生させている事態  (i.e., A





教示に明示した White (2006) においても確認されている．これらの知見に基づき，



























6. 2. 1. 方法 
実験参加者および実験計画  大学生 96名が実験に参加し，成績への加点となるコ
ースクレジットを受け取った．実験参加者は，時間順序・時間順序の信頼性の教示・他


































学習フェイズ  学習フェイズは，2 種類の生物の有無を観察するのを 1 試行とし，全
                                                   
13実験では赤い生物と青い生物と表現しているが，本文では説明を簡潔にする






致するように生物の状態が表示されたのに対して  (i.e., 原因の提示後，結果の提示 )，
逆方向条件では因果関係とは逆の順序で生物の状態が表示された  (i.e., 結果の提




報はすべての群に共通していた．40 試行のうち，20 試行では生物 X と生物 Y がともに







テストフェイズ  テストフェイズでは，生物 X が生物 Y を発生させているかという問
いに対して 2 件法  (はい・いいえ) で回答するように指示した．生物 Y が生物 X を発生
させているか否かについても同様に尋ねた． 
 
6. 2. 2. 結果および考察  
テストフェイズにおける 2 つの質問への回答を組み合わせて，(1)X が Y を発生させて
いる，(2)Y が X を発生させている，(3)相互に因果関係が存在する，(4)無関係であると
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いう 4 つのカテゴリーに回答を分類した．これら 4 つの因果モデルのうち，正答は生物 X
が生物 Y を発生させる因果モデルであった．それぞれの群における回答の割合を
Table 6-1 に示した．時間順序手がかりが因果関係の順序と一致している場合，各群
の 正 答 率 は チ ャ ン ス レ ベ ル の 25% を 大 き く 上 回 っ て い た  (83.3% in the 
full-instruction group, p < .001; 75.0% in the unreliable-temporal-order 
group, p < .001; 91.7% in the no-hidden-cause group, p < .001; 83.3% in the 




となった  (75.0% in the full-instruction group, p < .001; 50.0% in the 
unreliable-temporal-order group, p = .054; 66.7% in the no-hidden-cause 
group, p = .003)．一方，追加の教示がない場合には因果関係を見つけることができて






実験 1 における各群の回答パターン  
Full-Instruction Unreliable-Temporal-Order No-Hidden-Cause Non-Instruction
X→Y 83.3 75.0 91.7 83.3
X←Y 0.0 0.0 0.0 0.0
X→Y & X←Y 8.3 0.0 0.0 0.0
X  Y 8.3 25.0 8.3 16.7
X→Y 75.0 50.0 66.7 25.0
X←Y 8.3 33.3 0.0 16.7
X→Y & X←Y 8.3 0.0 0.0 0.0








の原因の教示 (2)のロジスティック回帰分析を実施した．主効果や交互作用は Wald 検
定を用いて査定した．生物 X が生物 Y を発生させるかという質問への回答では，時間
順序の主効果  (χ2 (1, N = 96) = 9.77, p = .002) や他の原因の教示の主効果  (χ2 
(1, N = 96) = 7.58, p = .006) が有意であった．このことは，他の原因に関する教示が
共変動手がかりの使用を促進していることを示唆する．一方，生物 Y が生物 X を発生さ
せているかという質問への回答では，時間順序の主効果が有意であり  (χ2 (1, N = 96) 
= 4.29, p = .038)，時間順序の教示の効果は有意でなかった  (χ2 (1, N = 96) = 3.27, 
p = .071)．因果の順序が事象の提示順序と矛盾する場合，時間順序手がかりは X が










実験 1 のそれぞれの質問項目に対する各群の Yes 反応率  
Full-Instruction Unreliable-Temporal-Order No-Hidden-Cause Non-Instruction
Consistent Order 91.7 75.0 91.7 83.3
Reverse Order 83.3 50.0 66.7 25.0
Consistent Order 8.3 0.0 0.0 0.0














い．実験 2 では，このような切り替えが学習過程で生じているか検討する．  
 


















6. 3. 1. 方法 
実験参加者および実験計画  大学生 48名が実験に参加し，成績への加点となるコ
ースクレジットを受け取った．この中に実験 1 の参加者は含まれていなかった．実験参加
者は時間順序の操作  (一致 , 逆方向 ,  ランダム) によって生じる 3 群のいずれかに無
作為に割り当てられた．  













実験 1 と同様であり，X と Y の共生起 20 試行，X と Y の非生起 10 試行，X の単独生




るために，学習フェイズの 4 試行目・16 試行目・28 試行目・40 試行目が終了した段階
で因果構造を判断させた．テストフェイズが等間隔に挿入されていないのは，因果の方
向を引き出すために最低限必要な観察をした後の初期の因果モデルを調べるためであ
った．実験 1 と同様に，生物 X が生物 Y を発生させているかという問いや，生物 Y が生
物 X を発生させているかという問いに対して 2 件法  (はい・いいえ) で回答するように指
示した．構造の判断に加えて，判断に対する確信度を 0 (まったく自信がない) から 100 
(非常に自信がある) の範囲で評定するように伝えた．  
 
6. 3. 2. 結果および考察  
実験参加者の回答は実験 1 と同様の方法で 4 つのカテゴリーに分類した．Figure 
6-2に各テストフェイズにおける回答の割合を示した．いずれの群においても大半の実験
参加者が最初のテストフェイズで正しい因果構造を回答しており  (consistent group, 
p < .001; reverse group, p = .027; random group, p < .001, by binomial tests)，
この傾向は最後のテストフェイズでも見られた  (consistent group, p = .007; reverse 












































































































リック検定を使用した．生物 X が生物 Y を発生させるという判断では，一致群とランダム
群では試行の経過に伴う変化が見られなかったのに対して  (consistent group, p 





















































Confidence in X→Y Confidence in X←Y
Figure 6-3. 実験 2 における各群の確信度得点 . 
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する傾向が示された  (p = .026 by Friedman test)．多重比較の結果，1 回目のテスト
フェイズと 4 回目のテストフェイズ間で有意差が確認された  (p = .030)．逆方向群にお
ける確信度スコアの漸次的な変化は試行の経過に伴って共変動手がかりを重視するよ
うになっていることを示唆する．同様の分析を生物 Yが生物 X を発生させるという判断に
対しても行った．その結果，逆方向群では試行の経過に伴って確信度スコアが低下し
ていたのに対して (p = .021 by Friedman test)，一致群とランダム群ではそのような
変化は生じていなかった  (consistent group, p = .804; random group, p = .750, 
by Friedman tests)．逆方向群の結果について多重比較を行ったところ，1 回目のテ









6. 4. 実験 3 





の解釈は大きく異なる．例えば，事象 X と事象 Y が頻繁に共生起しており，時々事象 X
のみが単独で生起していたとする．原因事象が生起していない時に結果事象は生起し
61 
ないとする因果の必要性  (i.e., P(effect |￢cause) = 0) の観点からは事象 X が事象 Y
を発生させるという因果関係  (i.e., X→Y) が示唆される．一方，原因の生起は必ず結
果の生起を伴うとする因果の十分性  (i.e., P(effect |cause) = 1) という観点では事象 Y
が事象 X を発生させるという因果関係  (i.e., X←Y) として解釈できる． 
Pearl (2000) は因果の必要性・十分性・必要十分性を評価する指標として，必要
性の確率  (PN, probability of necessity)，十分性の確率  (PS, probability of 
sufficiency)，必要十分性の確率  (PNS, probability necessity and sufficiency) 
を提唱している．これらの指標は，共変動情報に原因が生起していて結果が生起してい










|                       (6-1) 
 
事象 X が事象 Y を発生させる事態  (i.e., ΔP  > 0) において，PN の値は事象 X が無
い時に事象 Y が生起する確率 P(y|¬x)が減少するにつれて大きくなる．このことは，原因
が無い時に結果が発生することはないという因果の必要性の側面を反映している．一方，
因果の十分性は，原因の生起が結果の生起を必ず伴うことを想定しており，十分性の
確率 PS は以下の式によって算出される． 
 








                      (6-2) 
 





   xyPxyPPNS                        (6-3) 
 
これらの指標は事象 X から事象 Y という方向性に基づいて算出されており，2×2 の分





果の方向性を一意に決定することは不可能であるが，この実験事態では Pearl (2000) 
による 3 つの指標を用いて実験参加者の解釈を分類することが可能になる．  
 
6. 4. 1. 方法 
実験参加者および実験計画  大学生 43 名が実験に参加した．この中に実験 1 や
実験 2 の参加者は含まれていなかった．共変動情報を体系的に操作し，15 条件を設
定した  (see Table 6-3)．具体的には，事象 X が生起している時に事象 Y が生起して
いる確率 [P(y│x) = .00, .25, .50, .75, 1 ]と事象 X が生起していない時に事象 Y が生起
している確率 [P(y│¬x)  = .00, .25, .50, .75, 1 ]を ΔP ≥ 0 となるように組み合わせた．実験
は実験参加者内計画で行われ，実験参加者は共変動情報の異なる複数の課題を遂
行することが求められた． 
実験手続き  教示では，微生物の研究者になったつもりで新たに発見された 2 種類








経過後，最初の画面に移行した．テストフェイズでは，生物 X が生物 Y を発生させてい





6. 4. 2. 結果および考察  
テストフェイズにおける 2 つの質問への回答を組み合わせることにより，(1)X が Y に影
響している，(2)Y が X に影響している，(3)相互の因果関係が存在する，(4)無関係であ 
 
 
P (Y|X) P (Y|¬X) ΔP X→Y X←Y X→Y & X←Y X    Y PN PS PNS
1.00 .00 1.00 0.00 2.33 53.49 44.19
1.00 .25 .75 20.93 48.84 6.98 23.26 X←Y X→Y X←Y
.75 .00 .75 53.49 18.60 6.98 20.93 X→Y X←Y X←Y
1.00 .50 .50 27.91 53.49 0.00 18.60 X←Y X→Y X←Y
.75 .25 .50 11.63 13.95 18.60 55.81
.50 .00 .50 51.16 23.26 2.33 23.26 X→Y X←Y X←Y
1.00 .75 .25 27.91 60.47 2.33 9.30 X←Y X→Y X←Y
.75 .50 .25 9.30 20.93 11.63 58.14
.50 .25 .25 13.95 13.95 16.28 55.81
.25 .00 .25 46.51 23.26 2.33 27.91 X→Y X←Y X←Y
1.00 1.00 .00 20.93 51.16 0.00 27.91
.75 .75 .00 11.63 27.91 13.95 46.51
.50 .50 .00 11.63 4.65 11.63 72.09
.25 .25 .00 16.28 13.95 6.98 62.79
.00 .00 .00 23.26 16.28 0.00 60.47
Conditions Causal models Predictions
Table 6-3 
実験 3 の各条件における回答の割合と予測  
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るという 4 つのカテゴリーに実験参加者の回答を分類した．Table 6-3 に各条件におけ
る回答の割合と 3 種類の指標に基づく予測を示す．実験の結果，いずれの条件におい
ても因果関係を特定することはできないにも関わらず，条件間で回答パターンは大きく
異なっていることが明らかとなった  (χ2 (42) = 291.37, p < .001)．実験参加者の回答
は因果の必要性に基づく予測と概ね対応しており，十分性や必要十分性に基づく予





した．予測と一致した回答に 1，そうでない回答に 0 と得点を付け，実験参加者を最もス
コアの高くなるグループに割り当てた．(4)分類不可にはチャンスレベルと同程度の一致
を示した実験参加者と複数のグループに同程度の一致を示した実験参加者が含まれ
た．その結果，過半数の実験参加者  (55.81%) が必要性のグループに分類され，少
数の参加者  (27.91%) が十分性のグループに分類され，他のグループにはほとんど分
類されていないことが示された  (必要十分性 6.98%; 分類不可 9.30%)． 
実験 3の結果，共変動情報が必要性の観点から解釈されていることが明らかとなった．
しかしながら，この知見は Mayrhofer and Waldmann (2011) の知見とは一致してい
ない．Mayrhofer and Waldmann (2011) は，宇宙人のコミュニケーションを観察して
思考伝播の方向性を判断するという実験事態で，共変動情報が因果の十分性の観点
から解釈されることを報告している．これら 2 つの研究の主な差異として，実験に用いた





6. 5. 実験 4 
実験 3では，二種類の微生物の状態を観察した後に因果構造の判断を求めたところ，
因果の必要に基づいて共変動情報が解釈されていることが示された．実験 4 では，実
験に用いるカバーストーリーを Mayrhofer and Waldmann (2011) と同一のものに変
更し，Mayrhofer and Waldmann (2011) と同様に因果の十分性に基づく判断が見
られるか検討した． 
 
6. 5. 1. 方法 
実験参加者および実験計画  大学生 28 名が実験に参加した．この中にこれまでの
実験の参加者は含まれていなかった．実験 3 と同様に共変動情報を体系的に操作し，
15 条件を設定した  (see Table 6-4)． 
実験手続き  実験手続きは使用するカバーストーリーを除いて実験 3 と同様であった．
教示では，宇宙人の中には他者の思考を読み取る能力によって他の宇宙人と同じこと
を考えることが可能な宇宙人が存在しており，科学者になったつもりで新たに発見された
2 種類の宇宙人  (X, Y) の因果関係を判断するように伝えた．本課題における因果関
係とは一方の宇宙人の思考が他方の宇宙人に伝染する関係であると説明した．学習フ
ェイズは，2 種類の宇宙人が考えている内容を観察するのを 1 試行として全 16 試行で
構成されていた．思考内容はアルファベットの母音と子音で構成された無意味綴りであ
り，宇宙人が何も考えていない場合は何も表示されなかった．テストフェイズでは，宇宙
人 X の思考が宇宙人 Y に伝染しているか否かについて 2 件法  (はい・いいえ) で回答
させた．宇宙人 Y の思考が宇宙人 X に伝染しているか否かについても同様に尋ねた． 
 
6. 5. 2. 結果および考察  




明らかとなった  (χ2 (27) = 315.35, p < .001)．回答パターンに基づいて実験参加者を
分類したところ，過半数の実験参加者  (60.71%) が十分性のグループに分類され，少
数の参加者  (17.86%) が必要性グループに分類され，他のグループにはほとんど分類
されていないことが示された  (必要十分性 7.14%; 分類不可 14.3%)．これらの結果は
共変動情報が因果の十分性に基づいて解釈されていることを示している． 









P (Y|X) P (Y|¬X) ΔP X→Y X←Y X→Y & X←Y X    Y PN PS PNS
1.00 .00 1.00 3.57 3.57 82.14 10.71
1.00 .25 .75 57.14 14.29 14.29 14.29 X←Y X→Y X←Y
.75 .00 .75 25.00 57.14 7.14 10.71 X→Y X←Y X←Y
1.00 .50 .50 60.71 25.00 0.00 14.29 X←Y X→Y X←Y
.75 .25 .50 25.00 14.29 10.71 50.00
.50 .00 .50 21.43 46.43 0.00 32.14 X→Y X←Y X←Y
1.00 .75 .25 57.14 21.43 7.14 14.29 X←Y X→Y X←Y
.75 .50 .25 32.14 17.86 7.14 42.86
.50 .25 .25 7.14 28.57 3.57 60.71
.25 .00 .25 14.29 64.29 3.57 17.86 X→Y X←Y X←Y
1.00 1.00 .00 60.71 21.43 3.57 14.29
.75 .75 .00 39.29 7.14 7.14 46.43
.50 .50 .00 7.14 14.29 10.71 67.86
.25 .25 .00 10.71 21.43 3.57 64.29
.00 .00 .00 7.14 28.57 0.00 64.29
Conditions Causal models Predictions
Table 6-4 
















要性に基づく解釈が  (実験 3)，宇宙人の思考伝播の関係を題材とした課題では十分
性に基づく解釈が見られた  (実験 4)． 
本研究の結果は，共変動手がかりから因果の方向性は導き出されないとする先行研
















7. 研究 2 因果構造の学習における課題の複雑性と判断方略の変化  
 








Lagnado and Sloman (2006) では 4 事象の因果構造が，White (2006) では 5
事象の因果構造が使用されていたのに対して，研究 1 では 2 事象の因果構造が
用いられており，事象の数によって判断方略が変化したと考えられる．  
いくつかの研究によって因果学習における課題の複雑性の役割が明らかにさ




た情報よりも重視されていた  (i.e., 初頭効果 )．一方，観察する事象の数が多い
場合には学習フェイズの後半に提示された情報に重点を置いた判断が見られた  


























7. 2. 1. 方法 
実験参加者および実験計画  大学生 24 名が実験に参加し，成績への加点と
なるコースクレジットを受け取った．実験は実験参加者内計画で行われ，実験
























は学習フェイズとテストフェイズの進め方に関するものであった )  
 
教示を読み終えた後，実験参加者が内容をきちんと理解しているかどうか確認





これらは先行研究の Lagnado and Sloman (2006) でも伝えられたものであっ
た．  
学習フェイズ  学習フェイズの開始時に，実験参加者には何種類の微生物が
現れるか  (i.e., 3 事象 ,  4 事象 , 5 事象 )，培養液で満たされた容器に初めから投
入されている微生物はどれか  (i.e, 最初の原因 ) についての情報が与えられた．







では出現する微生物の種類が異なっており，3 事象条件では 3 種類の生物が，4





象条件では，40 試行のうち 26 試行で生物 A・B・C が存在していた．また，
生物 A・B が存在していて生物 C が存在していないのが 6 試行，生物 A・C が
存在していて生物 B が存在していないのが 6 試行含まれていた．残りの 2 試行













考えるように教示した．3 事象条件では A-B 間・A-C 間・B-C 間という 3 種類













3 variables condition 4 variables condition 5 variables condition











ることで算出された．例えば，3 事象条件では A から B へのエッジ  (i.e., A→B) 
と A から C へのエッジ  (i.e., A→C) が共変動手がかりによって支持される．実
験参加者がこれらのエッジを描いた場合，手がかり使用率は 100%となる．一
方，これらのエッジを回答しなかった場合，手がかり使用率は 0%となる．同
様の手順で時間順序手がかりの使用率も計算した． 3 事象条件では，B から C





示す．3 事象条件や 4 事象条件では共変動手がかりがよく使用されているのに
対して，5 事象条件では手がかり使用率にほとんど差は見られなかった．手が
かり  (共変動  vs. 時間順序 ) ×事象の数  (3 事象  vs. 4 事象  vs. 5 事象 ) の二要
因分散分析の結果，手がかりの主効果  (F(1, 23) = 14.01, MSE = 0.23, p = .001, 
η
 2
 G = .17) および事象の数の主効果  (F(2, 46) = 4.43, MSE = 0.04, p = .017, 
η
 2
 G = .02) ならびに手がかりと事象の数の交互作用  (F(2, 46) = 6.76, MSE = 
0.12, p = .003, η
 2
 G  = .09) が有意であった．単純主効果の検定を行ったところ，
75 
3 事象条件と 4 事象条件では共変動手がかりが優先される傾向が見られたのに
対して  (F(1, 23) = 16.21, MSE = 0.20, p < .001, η
 2
 G  = .33, F(1, 23) = 12.50, 
MSE = 0.13, p = .002, η
 2
 G = .23)，5 事象条件では手がかり使用率に差は見ら
れなかった  (F < 1)．これらの結果は課題の複雑性によって判断方略が変化す
ることを示唆している．  
事象の数の変化に伴って判断方略も変化していたが， 4 事象条件の結果は時
間順序手がかりが共変動手がかりよりも優先されるという先行研究  (Lagnado 
& Sloman, 2006) の結果とは一致しなかった．Lagnado and Sloman (2006) の
実験において共変動手がかり  (i.e., A→B→C&D) と時間順序手がかり  (i.e., 
A→D→C→B) が完全に異なる条件では，時間順序手がかりの使用率が 58%とな





























Figure 7-2. 実験 1 における共変動手がかりと時間順序手がかりの








要約すると，3 事象や 4 事象の因果構造を学習する場合には共変動手がかり
















7. 3. 1. 方法 




現する事象の数が異なる 3 つの課題  (i.e., 3 事象 , 4 事象 ,  5 事象 ) を遂行した． 
実験手続き 実験参加者には微生物の状態を観察した後に，それらの因果関
係を推測することが求められた．実験課題に使用する因果構造を除いて，手続
きは実験 1 と同じであった．因果構造を構成する事象の数は 2 つの実験で等し
くなっていたが，エッジの数は実験 2 の方が実験 1 よりも多くなっていた  
(Figure 7-1 および Figure 7-3 参照 )．因果関係を表すエッジを増加した結果，
共変動情報はより複雑になっていた．例えば，実験 1 の 4 事象条件では 5 種類


















3 variables condition 4 variables condition 5 variables condition




種類が異なっていた．Figure 7-3 に示したように，3 事象条件では 3 個の事象
が 2 個のエッジで結ばれており，4 事象条件では 4 個の事象が 4 個のエッジで
結ばれており，5 事象条件では 5 個の事象が 6 個のエッジで結ばれていた．ま
た，各条件において共変動手がかりによって示唆される因果関係は実験参加者
が観察する時間関係  (i.e., 時間順序手がかり ) と異なっており，それぞれの手
がかりがどの程度使用されているか査定することが可能になっていた．テスト
フェイズでは，実験 1 と同様の方法で因果構造を推測させた．  
 
7. 3. 2. 結果および考察  
実験参加者の回答は実験 1 と同様の方法で分析した．Figure 7-4 に各条件に
おける共変動手がかりと時間順序手がかりの使用率を示す． 3 事象条件では共
変動手がかりが優先されており，実験 1 の結果が再現されていた．対照的に，
4 事象条件や 5 事象条件では共変動手がかりよりも時間順序手がかりが重視さ
れていた．手がかり  (共変動  vs. 時間順序 ) ×事象の数  (3 事象  vs. 4 事象  vs. 
5 事象 ) の二要因分散分析の結果，事象の数の主効果  (F(2, 46) = 9.31, MSE = 
0.04, p < .001, η
 2
 G  = .05) および手がかりと事象の数の交互作用  (F(2, 46) = 
9.66, MSE = 0.07, p < .001, η
 2
 G = .10) が有意であった．単純主効果の検定を
行ったところ，5 事象条件では時間順序手がかりが優先されることが明らかと
なった  (F(1, 23) = 10.97, MSE = 0.09, p = .003, η
 2
 G  = .22)．3 事象条件と 4 事
象条件では 2 つの手がかりの使用率に有意な差は見られなかった  (F(1, 23) = 
2.06, MSE = 0.20, ns, η
 2
 G = .06, F(1, 23) =2.71, MSE = 0.08, ns, η
 2
 G  = .03)．
これらの結果は課題の複雑性によって判断方略が異なることを示唆している．  
因果構造の形態が判断方略に及ぼす影響を検討するために，因果構造  (実験




象  vs. 5 事象 ) の混合三要因分散分析を実施した．分析の結果，事象の数の主
効果  (F(2, 92) = 12.03, MSE = 0.04, p < .001, η
 2
 G  = .03) および因果構造と手
がかりの交互作用  (F(1, 46) = 11.21, MSE = 0.23, p = .002, η
 2
 G = .08) ならび
に手がかりと事象の数の交互作用  (F(2, 92) = 15.11, MSE = 0.06, p < .001, η
 2
 G  
= .09) が有意であった．因果構造と手がかりの交互作用について単純主効果の
検定を行ったところ，実験 1 の因果構造の方が実験 2 の因果構造よりも共変動
手がかりの使用率が高かった  (F(1, 46) = 5.35, MSE = 0.21, p = .025, η
 2
 G  
= .06)．一方，時間順序手がかりの使用率は実験 2 の因果構造の方が実験 1 の
因果構造よりも高かった  (F(1, 46) = 9.17, MSE = 0.16, p = .004, η
 2





























Figure 7-4. 実験 2 における共変動手がかりと時間順序手がかりの
使用率 .  エラーバーは標準誤差を表す . 
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かりへの選好を示す先行研究の結果  (Lagnado & Sloman, 2006) に統一的な
見解をもたらすものであった．また，実験 1 と実験 2 の比較は，事象の数だけ
でなく，因果構造の形態も判断方略に影響を及ぼすことを示していた．  
 
7. 4. 実験 3 
因 果 構 造 を 学 習 す る 主 要 な 方 法 と し て ， 観 察  (observation) と 介 入  
(intervention) という 2 つの方法が存在する．観察とは事象の自動的な振る舞
いを観測することであり，介入とは事象に対して何らかの操作を加えることで





研究によって示されており  (e.g., Lagnado & Sloman, 2004; Sobel & Kushnir, 
2006; Steyvers, Tenenbaum, Wagenmakers, & Blum, 2003)，両者には異なる
過程が働いている可能性を示唆する研究もある  (e.g., Fernbach & Sloman, 
2009; Rottman & Keil, 2012)．実験 3 の目的は介入による学習において課題の
複雑性が判断方略にどのような影響を及ぼすか検討することである．  
 
7. 4. 1. 方法 
実験参加者および実験計画  大学生 24 名が実験に参加し，成績への加点と
81 
なるコースクレジットを受け取った．この中に実験 1 や実験 2 の参加者は含ま
れていなかった．実験 1 や実験 2 と同様に，実験は実験参加者内計画で行われ，
実験参加者は出現する事象の数が異なる 3 つの課題  (i.e., 3 事象 ,  4 事象 , 5 事
象 ) を遂行した．  
実験手続き 実験課題は実験 2 とほぼ同様であったが，因果構造の学習方法
が異なっていた．学習フェイズにおいて，実験参加者には容器の中に入れる微
生物  (i.e., 最初の原因 ) を毎試行選択することが求められた．選択後に「NEXT」
と書かれたボタンが画面上に表示され，そのボタンをクリックすると実際の因
果関係とは異なる順序で生物の状態が表示された．各条件における因果構造や
事象の提示順序は実験 2 と同様であった  (Figure 7-3 参照 )．テストフェイズで
は，これまでの実験と同じ方法で因果構造を推測させた．  
 
7. 4. 2. 結果および考察  




り  (共変動  vs. 時間順序 ) ×事象の数  (3 事象  vs. 4 事象  vs. 5 事象 ) の二要因
分散分析の結果，手がかりの主効果  (F(1, 23) = 61.10, MSE = 0.18, p < .001, 
η
 2
 G = .55) および事象の数の主効果  (F(2, 46) = 7.39, MSE = 0.02, p = .002, 
η
 2
 G = .04) が有意であり，手がかりと事象の数の交互作用が有意傾向であった  
(F(2, 46) = 3.11, MSE = 0.02, p = .005, η
 2











結果と介入による学習を扱った実験 3 の結果の比較を行った．学習方法  (観察  
vs. 介入 ) ×手がかり  (共変動  vs. 時間順序 ) ×事象の数  (3 事象  vs. 4 事象  
vs. 5 事象 ) の混合三要因分散分析を実施した．分析の結果，学習方法の主効果  
(F(1, 46) = 17.98, MSE = 0.13, p < .001, η
 2
 G = .09) および手がかりの主効果  
(F(1, 46) = 19.81, MSE = 0.21, p < .001, η
 2
 G = .15) ならびに事象の数の主効
果  (F(2, 92) = 14.98, MSE = 0.03, p < .001, η
 2
 G = .04) が有意であった．また，
学習方法と手がかりの交互作用  (F(1, 46) = 35.10, MSE = 0.21, p < .001, η
 2
 G 



























Figure 7-5. 実験 3 における共変動手がかりと時間順序手がかりの




 G = .02) も有意であった．さらに，学習方法と手がかりと事象の数の




る学習では手がかりの効果が事象の数によって大きく変化していたのに対して   
(F(2, 46) = 9.66, MSE = 0.07, p < .001, η
 2
 G  = .10)，介入による学習ではあまり
変化していなかった   (F(2, 46) = 3.11, MSE = 0.02, p = .005, η
 2
 G = .01)．また，
学習方法と手がかりの交互作用に関して単純主効果の検定を実施した結果，介
入群の方が観察群よりも共変動手がかりを多く，時間順序手がかりを少なく利
用していることが明らかとなった  (F(1, 46) = 47.54, MSE = 0.18, p < .001, 
η
 2
 G = .43, F(1, 46) = 4.72, MSE = 0.15, p = .035, η
 2
 G = .06, respectively)．こ
の結果は，介入を行った際には共変動情報がより確かな手がかりとして重視さ
れることを示している．共変動手がかりに基づく正しい判断が増加していたこ
とは，介入による因果構造の学習の促進効果を報告している先行研究  (e.g., 










1)．このような判断方略の変化は異なる因果構造でも確認された  (実験 2)．これらの結
果は，共変動手がかりに基づく判断を報告している研究 1 だけでなく，時間順序手がか
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なる (e.g., Steyvers et al., 2003)．例えば，事象 X と事象 Y の共変関係によって 3
種類の因果構造  (i.e., X→Y, X←Y, or X←Z→Y) が示唆される事態において，事象




























8. 研究 3 因果強度の学習に関する数理モデルの比較検討  
 
8. 1. 序論 
8. 1. 1. はじめに  
事象間の因果関係を学習することによって，その事象を制御することが可能になる．
ただし，対象を正確に制御するためには，どの変数がどのような影響を持つかきちんと査


















Figure 8-1. 原因事象 (C)と結果事象 (E)の分割表 . アルファベット a, b, c, 
d はそれぞれの共生起の頻度を表す . 
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効果がない) から 100 (必ず改善する) の尺度を用いてカバーストーリーに応じた形で
因果強度を評価することが求められる．抑制的因果関係の可能性も含む場合には，









ルは ΔP ルール (Jenkins & Ward, 1965; Ward & Jenkins, 1965)  であり，以下の
ように定義される． 
 






              (8-1) 
 
ここで P(e |c)は原因が生起した時に結果が生起する条件付き確率を，P(e |¬c)は原因が
生起しなかった時に結果が生起する条件付き確率を表す．ΔP はこれら 2 つの条件付き
確率の差分をとることで算出され，−1 から+1 までの値になる．原因の生起によって結果
89 
の生起確率が上昇する場合  (i.e., ΔP  > 0)，原因と結果の間には発生的因果関係が
想定される．一方，原因の生起によって結果の生起確率が低下する場合  (i.e., ΔP  < 
0)，原因と結果の間には抑制的因果関係が想定される．原因の有無によって結果の生
起確率が変化しない場合  (i.e., ΔP  = 0)，原因と結果は無関係となる．  
ΔP モデルでは各セルの情報は等しく重み付けられているが，実際にはそうならないこ
とが示されている．例えば Kao and Wasserman (1993) は，4 種類のセル頻度は a > 
b > c  > d の順で優先されることを示している．また，抑制的因果関係を判断する場合は
b > a  > d > c の順に重視されることが報告されている  (Mandel & Vartanian, 2009)．
これらの知見を反映したより記述的なモデルとして，それぞれの生起頻度に重みを付け
た重み付き ΔP ルールが提唱されている．重み付けの方法はいくつか考案されているが  
(e.g., Einhorn & Hogarth, 1986; Schustack & Sternberg, 1981)，本研究では
Anderson and Sheu (1995) の重み付き ΔP ルールを使用する． 
 
∆𝑃𝑤 = 𝛽0 + 𝛽1𝑃 𝑒 𝑐 − 𝛽2𝑃 𝑒 ¬𝑐                 (8-2) 
 
ここで β1 と β2 は条件付き確率の重みを表すパラメータであるが，β0 を切片，β1 と β2 を回
帰係数とする回帰モデルとしても捉えられる．  
いくつかの研究では ΔP ルールとは異なる判断方略が使用されることが報告されてい
る (e.g., Shimazaki, Tsuda, & Imada, 1991)．その中でも頻繁に見られるのは ΔD
ルール (Inhelder & Piaget, 1958) と呼ばれるものであり，これは確信事例  (i.e., セ
ル a とセル d) の数から非確信事例  (i.e., セル b とセル c) の数を引くことで計算され
る． 
 




続けてしまうという欠点を持つ．White (2003) は ΔD ルールを比率に基づく形に変更し，
pCI ルールと命名した．pCI ルールは ΔP ルールと同様に−1 から+1 までの値をとる．  
 
𝑝𝐶𝐼 =
𝑎 + 𝑑 − 𝑏 − 𝑐
𝑎 + 𝑏 + 𝑐 + 𝑑
                      (8-4) 
 
Perales and Shanks (2007) は ΔDルールを比率に基づく形に変更し，それぞれの
生起頻度に重みを付け，EI ルールと命名している．w はセルの重みを表すパラメータで





𝑤𝑎𝑎 + 𝑤𝑏𝑏 + 𝑤𝑐𝑐 + 𝑤𝑑𝑑
−
𝑤𝑏𝑏 + 𝑤𝑐𝑐
𝑤𝑎𝑎 + 𝑤𝑏𝑏 + 𝑤𝑐𝑐 + 𝑤𝑑𝑑
      (8-5) 
 
Hattori and Oaksford (2007) は連関係数の指標である φ係数に変更を加えて独
自のモデルを提唱している．原因と結果が非生起の情報  (i.e., セル d) は何も起きて
いないことを表しており，現実的にはこの生起頻度を定義することは困難であり，また便
宜的に定義しても無数に存在しているので数え上げることは難しい．そこで，φ 係数に含




𝜑 =  𝑃 𝑒 𝑐 𝑃 𝑐 𝑒 =
𝑎
  𝑎 + 𝑏  𝑎 + 𝑐 









  𝑎 + 𝑏  𝑏 + 𝑑 




代表的なモデルは Rescorla-Wagner モデル (Rescorla & Wagner, 1972) であり，
連合強度の変化は次のように計算される．  
 
∆𝑉𝑖 = 𝛼𝛽  𝜆 − 𝑉𝑇                    (8-8) 
 
ここで ΔV i は原因と結果の連合強度の変化量を，∑VT は既に形成されている連合強度
を表す．結果事象が生起する場合には λ = 1 となり，連合強度は増加する．一方，結果
事象が生起しない場合には λ  = 0 となり，連合強度は減少する．学習の初期などで∑VT
の値が小さいほど，連合強度の変化量は大きくなる．α は原因事象の明瞭度，β は結果




の漸近値と (8-1)式に示した ΔP の値が一致することが知られている  (Chapman & 
Robbins, 1990; Wassrman, Elek, Chatlosh, & Baker, 1993; see Danks, 2003 
for detailed analysis)．Rescorla-Wagner モデルの漸近値はセルの生起頻度を用
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                (8-9) 
 
Rescorla-Wagner モデルに対してはいくつかの修正が提案されているが  (e.g., 
Van-Hamme & Wasserman, 1994)，単一の原因事象と結果事象の事態において両
者は同じ予測を行う  (see Perales & Shanks, 2003)．また，修正 SOP モデル 
(Dickinson & Burke, 1996) も単一の原因事象と結果事象の事態では類似した予
測値となるため  (see Perales & Shanks, 2003)，Rescorla-Wagner モデルにまとめ
て検討する． 
Rescorla-Wagner モデルと同様の学習規則に基づくものの， Pearce モデル 
(Pearce, 1987) では異なる予測値が導かれる．Pearce モデルの特徴は，複数の手が
かり刺激を 1 つの複合刺激として捉えることであり，2 つの刺激の間には類似性に基づ
いた般化が生じることが想定されている．原因事象と結果事象が 1 つしか存在しない事




∆𝑉𝐶𝑋 = 𝛽 𝜆 − 𝑉𝐶𝑋 − 𝑥1𝑉𝑋                   (8-10) 









𝐽𝐶 = 𝑥3𝑉𝐶𝑋                        (8-12) 
 




𝑥3 𝑎 𝑐 + 𝑑 − 𝑐 𝑎𝑥1 + 𝑏𝑥1  
𝑎 𝑐 + 𝑑 + 𝑏 𝑐 + 𝑑 − 𝑐𝑥2 𝑎𝑥1 + 𝑏𝑥1 − 𝑑𝑥2 𝑎𝑥1 + 𝑏𝑥1 
    (8-13) 
 
因果的アプローチ  ヒトは与えられた共変動情報を表面的に処理するのではなく，
その背後に潜む因果関係を推測する  (Waldmann, Hagmayer, & Blaisdell, 2006)．
因果的アプローチでは，因果モデルの構築およびパラメータの推定の問題として因果学
習が扱われる．Cheng (1997) は ΔPルールの主要な問題点として，以下の 2点を指摘
している．原因の有無に関わらず結果が常に生起する天井効果の事態では  (i.e., 







1 − 𝑃 𝑒 ¬𝑐 




る確率である．qG  = 1 は原因が結果を必ず発生させることを意味し，qG  = 0 は影響を及
ぼさないことを意味する．背景原因によって結果が常に生起する，つまり天井効果が生
じている場合  (i.e., P(e |c) =  P(e |¬c) = 1)，因果パワーqG は定義されない．また，背景





𝑃 𝑒 ¬𝑐 
                      (8-15) 
 
Griffiths and Tenenbaum (2005, 2009) は，これまでパラメータ推定の問題として
扱われていた因果強度の学習をモデル比較の問題として捉え直し，原因事象と結果事
象の間に因果関係が存在するかという構造の判断から説明を試みた．ここで言うモデル
とは，背景原因 (B)のみが結果事象 (E)に影響を及ぼす因果モデル  (Graph 0: B→E) 
と背景原因 (B)と原因事象 (C)が結果事象 (E)に影響する因果モデル  (Graph 1: 
B→E←C) のことである．背景原因と原因事象が独立に結果を生起させる場合，結果
事象の生起確率は noisy-OR 関数を用いて以下のように算出される．  
 
𝑃 𝑒 𝑏, 𝑐;𝑤0,𝑤1 = 𝑤0𝑏 + 𝑤1𝑐 − 𝑤0𝑤1𝑏𝑐            (8-16) 
 







𝑃 𝑒 𝑏, 𝑐;𝑤0 ,𝑤1 = 𝑤0𝑏 − 𝑤0𝑤1𝑏𝑐            (8-17) 
 
なお，発生的因果パワーqG は noisy-OR 関数の下での，抑制的因果パワー qP は
noisy-AND-NOT 関数の下での w1 の最尤推定量となることが示されている． 
ベイズの定理を適用することにより，得られたデータが Graph 0 によって生じたか，
Graph 1 によって生じたかは対数オッズの形で以下のように表現できる．  
 
log
𝑃 𝐺𝑟𝑎𝑝ℎ 1 𝐷 
𝑃 𝐺𝑟𝑎𝑝ℎ 0 𝐷 
= log
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 
+ log
𝑃 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐺𝑟𝑎𝑝ℎ 0 
   (8-18) 
 
この式の右辺の第一項である対数尤度比はデータが 2 つの因果モデルのどちらが尤も
らしいかを表す指標であり，Griffiths and Tenenbaum (2005) はこの対数尤度比を
因果サポートと名づけた．  
 
𝑐𝑎𝑢𝑠𝑎𝑙 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = log
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 1 
𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 




𝑃 𝐷 𝐺𝑟𝑎𝑝ℎ 0 =  𝑃 𝐷 𝑤0,𝐺𝑟𝑎𝑝ℎ 0 𝑃 𝑤0 𝐺𝑟𝑎𝑝ℎ 0 𝑑𝑤0
1
0
    (8-20) 







ここで P(w0 |Graph0)と P(w0 ,w1 |Graph1) は因果強度の事前分布となっており，事前分
96 
布には 0 から 1 までの一様分布が想定されている．  








𝑃 𝑤0,𝑤1 𝑔𝑒𝑛,𝐺𝑟𝑎𝑝ℎ 1 ∝  𝑒
−𝛼𝑤0−𝛼 1−𝑤1 + 𝑒−𝛼 1−𝑤0 −𝛼𝑤1    (8-22) 
 






𝑃 𝑤0,𝑤1 𝑝𝑟𝑒𝑣,𝐺𝑟𝑎𝑝ℎ 1 ∝  𝑒
−𝛼 1−𝑤0 −𝛼 1−𝑤1 + 𝑒−𝛼 1−𝑤0 −𝛼𝑤1    (8-23) 
 
この事前分布では，背景原因の因果強度が高くなること，および原因事象の因果強度
は高いか低いかの両極端な値になることが想定されている．なお，Lu et al. (2008) に





8. 1. 3. 本研究の目的  
因果強度の学習に関して，異なるアプローチから様々なモデルが提唱されており，共
変動情報を操作した実験によってその比較検討が行われてきた． Perales and 
Shanks (2007) は共変動情報のみを独立変数とした研究を対象としてメタ分析を行
い，主要なモデルの比較検討を行った．9 つの実験から 114 条件が選出され，それぞれ
のモデルのシミュレーションを行った結果，EI ルールが最も高い適合度を示したことを報




ていない．そこで本研究では，Hattori and Oaksford (2007) より多くの研究を対象と
している Perales and Shanks (2007) と同様のメタ分析を行い，新たに提唱されたモ
デルを加えた上で代表的な数理モデルの比較検討を行った．  
 
8. 2. 方法 





Wasserman, Kao, Van-Hamme, Katagiri, and Young (1996) ，
Vallée-Tourangeau, Murphy, Drew, and Baker (1998)，Lober and Shanks 
(2000)，Shanks (2002)，Buehner, Cheng, and Clifford (2003)，Perales and 
Shanks (2003) ，White (2003) ， Perales and Shanks (2004) ， Collins and 













8. 3. 結果 
Table 8-1 にメタ分析に使用した 114 条件の共変動情報および各種数理モデルの
予測値ならびに実際の評定値を示した．シミュレーションの結果，最も高い適合度を示
したのは SSパワーモデルであった   (r2  = .91)．フリーパラメータを含む他のモデルも SS
パワーモデルに及ばないものの，高い適合度を示していた．  (EI ルール, r2 = .89; 重
み付き ΔP ルール, r2 = .85; Pearce モデル, r2 = .85, Rescorla-Wagner モデル, r2 
= .80)．また，パワーPC 理論と二要因ヒューリスティックモデルはフリーパラメータを含ま
ないにも関わらず，それぞれ良い当てはまりを示 していた  (r2 = .86, r2 = .85, 
respectively)．ΔP ルールと pCI ルールはパワーPC 理論や二要因ヒューリスティックモ
デルを若干下回る程度であったが  (r2 = .80, r2 = .81, respectively)，ΔD ルールの
適合度はこれらを大きく下回っていた  (r2  = .55)．また，因果的アプローチの 1 つである
因果サポートモデルも適合度はあまり高くはなかった  (r2 = .43)． 
ΔD ルールと pCI ルールと EI ルールは，確信事例と非確信事例の比較を行うという














wΔP EI RW Pearce
36 4 8 32 0.70 56.00 0.70 0.86 0.88 11.87 0.87 0.74 0.76 0.71 0.84 72.00
22 18 4 36 0.45 36.00 0.45 0.68 0.50 5.50 0.53 0.47 0.43 0.43 0.54 46.00
36 4 32 8 0.10 8.00 0.10 0.69 0.50 1.75 0.18 0.25 0.38 0.11 0.28 40.00
10 0 6 4 0.40 8.00 0.40 0.79 1.00 2.38 0.68 0.51 0.61 0.44 0.58 87.00
4 6 0 10 0.40 8.00 0.40 0.63 0.40 1.36 0.46 0.40 0.31 0.37 0.46 35.00
6 4 10 0 -0.40 -8.00 -0.40 -0.63 -0.40 -1.36 -0.30 -0.21 -0.10 -0.44 -0.25 3.00
0 10 4 6 -0.40 -8.00 -0.40 -0.79 -1.00 -2.38 -0.87 -0.32 -0.58 -0.37 -0.38 -64.00
10 0 1 9 0.90 18.00 0.90 0.95 1.00 5.30 0.93 0.92 0.93 0.91 1.05 92.00
10 0 7 3 0.30 6.00 0.30 0.77 1.00 2.05 0.46 0.43 0.55 0.33 0.49 61.00
8 2 8 2 0.00 0.00 0.00 0.63 0.00 0.54 0.05 0.15 0.27 0.00 0.17 25.00
2 8 2 8 0.00 0.00 0.00 0.32 0.00 -0.54 -0.15 0.04 -0.11 0.00 0.04 -15.00
0 10 3 7 -0.30 -6.00 -0.30 -0.77 -1.00 -2.05 -0.83 -0.24 -0.50 -0.27 -0.28 -61.00
0 10 9 1 -0.90 -18.00 -0.90 -0.95 -1.00 -5.28 -0.93 -0.73 -0.93 -0.89 -0.85 -78.00
10 0 2 8 0.80 16.00 0.80 0.91 1.00 4.46 0.93 0.84 0.87 0.82 0.96 83.00
10 0 8 2 0.20 4.00 0.20 0.75 1.00 1.78 0.29 0.35 0.49 0.22 0.39 53.00
24 6 6 24 0.60 36.00 0.60 0.80 0.75 6.59 0.76 0.64 0.66 0.60 0.73 68.00
0 30 6 24 -0.20 -12.00 -0.20 -0.75 -1.00 -3.37 -0.90 -0.16 -0.43 -0.18 -0.19 -35.00
0 30 30 0 -1.00 -60.00 -1.00 -1.00 -1.00 -20.03 -0.97 -0.81 -1.00 -1.00 -0.94 -99.00
24 6 6 24 0.60 36.00 0.60 0.80 0.75 6.59 0.76 0.64 0.66 0.60 0.73 67.00
3 27 10 20 -0.23 -14.00 -0.23 -0.72 -0.70 -2.51 -0.67 -0.17 -0.36 -0.21 -0.20 -48.00
9 21 30 0 -0.70 -42.00 -0.70 -0.84 -0.70 -10.14 -0.70 -0.51 -0.52 -0.73 -0.60 -70.00
21 9 0 30 0.70 42.00 0.70 0.84 0.70 17.41 0.71 0.70 0.68 0.67 0.80 68.00
24 6 10 20 0.47 28.00 0.47 0.75 0.70 5.95 0.72 0.53 0.57 0.47 0.60 63.00
27 3 20 10 0.23 14.00 0.23 0.72 0.70 2.09 0.44 0.36 0.46 0.25 0.40 55.00
28 0 0 28 1.00 56.00 1.00 1.00 1.00 33.94 0.97 1.00 1.00 1.00 1.15 96.00
28 0 7 21 0.75 42.00 0.75 0.89 1.00 18.47 0.96 0.80 0.84 0.78 0.91 87.00
28 0 14 14 0.50 28.00 0.50 0.82 1.00 9.92 0.95 0.60 0.68 0.54 0.68 78.00
28 0 21 7 0.25 14.00 0.25 0.76 1.00 3.99 0.77 0.39 0.52 0.28 0.44 65.00
30 0 18 12 0.40 24.00 0.40 0.79 1.00 7.88 0.94 0.51 0.61 0.44 0.58 64.00
24 6 12 18 0.40 24.00 0.40 0.73 0.67 4.35 0.67 0.48 0.52 0.41 0.54 54.00
12 18 0 30 0.40 24.00 0.40 0.63 0.40 6.98 0.43 0.40 0.31 0.37 0.46 38.00
27 3 25 5 0.07 4.00 0.07 0.68 0.40 0.15 0.21 0.23 0.36 0.07 0.25 34.00
30 15 0 45 0.67 60.00 0.67 0.82 0.67 25.17 0.68 0.67 0.64 0.63 0.76 63.00
36 9 18 27 0.40 36.00 0.40 0.73 0.67 6.73 0.68 0.48 0.52 0.41 0.54 55.00
18 27 0 45 0.40 36.00 0.40 0.63 0.40 11.48 0.42 0.40 0.31 0.37 0.46 41.00
32 8 4 36 0.70 56.00 0.70 0.84 0.78 20.14 0.78 0.72 0.72 0.69 0.82 82.00
36 4 22 18 0.35 28.00 0.35 0.75 0.78 5.66 0.75 0.45 0.54 0.37 0.51 63.00
14 26 0 40 0.35 28.00 0.35 0.59 0.35 8.08 0.37 0.35 0.25 0.32 0.40 49.00
20 20 20 20 0.00 0.00 0.00 0.50 0.00 -1.37 0.10 0.10 0.09 0.00 0.10 32.00
5 15 5 15 0.00 0.00 0.00 0.35 0.00 -0.47 -0.09 0.05 -0.08 0.00 0.05 -20.00
10 10 10 10 0.00 0.00 0.00 0.50 0.00 0.00 -0.03 0.10 0.09 0.00 0.10 1.00
15 5 15 5 0.00 0.00 0.00 0.61 0.00 0.47 0.04 0.14 0.24 0.00 0.15 30.00
10 10 0 20 0.50 20.00 0.50 0.71 0.50 4.07 0.54 0.50 0.44 0.46 0.57 19.00
15 5 5 15 0.50 20.00 0.50 0.75 0.67 3.37 0.69 0.55 0.57 0.50 0.62 55.00
20 0 10 10 0.50 20.00 0.50 0.82 1.00 4.92 0.93 0.60 0.68 0.54 0.68 94.00
5 15 5 15 0.00 0.00 0.00 0.35 0.00 -0.47 -0.09 0.05 -0.08 0.00 0.05 -6.00
10 10 10 10 0.00 0.00 0.00 0.50 0.00 0.00 -0.03 0.10 0.09 0.00 0.10 16.00
15 5 15 5 0.00 0.00 0.00 0.61 0.00 0.47 0.04 0.14 0.24 0.00 0.15 39.00
0 20 10 10 -0.50 -20.00 -0.50 -0.82 -1.00 -4.92 -0.94 -0.41 -0.65 -0.46 -0.47 -73.00
5 15 15 5 -0.50 -20.00 -0.50 -0.75 -0.67 -3.37 -0.67 -0.36 -0.43 -0.50 -0.42 -28.00
10 10 20 0 -0.50 -20.00 -0.50 -0.71 -0.50 -4.07 -0.47 -0.31 -0.24 -0.54 -0.37 -15.00
4 0 10 10 0.50 4.00 0.17 0.53 1.00 1.61 0.74 0.60 0.26 0.54 0.68 40.00
10 10 0 4 0.50 4.00 0.17 0.71 0.50 1.07 0.47 0.50 0.25 0.46 0.57 47.00
8 0 8 8 0.50 8.00 0.33 0.71 1.00 2.98 0.84 0.60 0.50 0.54 0.68 60.00
8 8 0 8 0.50 8.00 0.33 0.71 0.50 2.34 0.53 0.50 0.34 0.46 0.57 47.00
12 0 6 6 0.50 12.00 0.50 0.82 1.00 3.84 0.88 0.60 0.68 0.54 0.68 74.00
6 6 0 12 0.50 12.00 0.50 0.71 0.50 3.14 0.56 0.50 0.44 0.46 0.57 55.00
12 4 4 4 0.25 8.00 0.33 0.75 0.50 0.54 0.35 0.35 0.49 0.26 0.39 61.00
4 4 4 12 0.25 8.00 0.33 0.50 0.33 0.14 0.42 0.30 0.31 0.24 0.34 43.00
6 12 2 4 0.00 -4.00 -0.17 0.50 0.00 -1.16 0.16 0.06 -0.10 0.00 0.07 31.00
4 2 12 6 0.00 -4.00 -0.17 0.41 0.00 -0.48 0.19 0.13 -0.04 0.00 0.14 35.00
2 4 6 12 0.00 4.00 0.17 0.29 0.00 -0.93 0.23 0.06 0.10 0.00 0.07 29.00
12 6 4 2 0.00 4.00 0.17 0.71 0.00 -0.50 0.17 0.13 0.36 0.00 0.14 54.00
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と Rescorla-Wagner モデルの比較や，ΔP ルールと重み付き ΔP ルールの比較におい
ても示されている． 
 







wΔP EI RW Pearce
8 0 0 8 1.00 16.00 1.00 1.00 1.00 8.02 0.93 1.00 1.00 1.00 1.15 89.00
8 0 2 6 0.75 12.00 0.75 0.89 1.00 4.50 0.91 0.80 0.84 0.78 0.91 77.00
6 2 0 8 0.75 12.00 0.75 0.87 0.75 4.21 0.77 0.75 0.74 0.72 0.86 69.00
8 0 4 4 0.50 8.00 0.50 0.82 1.00 2.48 0.80 0.60 0.68 0.54 0.68 71.00
6 2 2 6 0.50 8.00 0.50 0.75 0.67 1.59 0.68 0.55 0.57 0.50 0.62 54.00
4 4 0 8 0.50 8.00 0.50 0.71 0.50 1.79 0.58 0.50 0.44 0.46 0.57 57.00
8 0 6 2 0.25 4.00 0.25 0.76 1.00 1.17 0.40 0.39 0.52 0.28 0.44 58.00
6 2 4 4 0.25 4.00 0.25 0.67 0.50 0.38 0.38 0.35 0.40 0.26 0.39 47.00
4 4 2 6 0.25 4.00 0.25 0.58 0.33 0.00 0.40 0.30 0.27 0.24 0.34 46.00
2 6 0 8 0.25 4.00 0.25 0.50 0.25 -0.12 0.34 0.25 0.11 0.22 0.29 34.00
8 0 8 0 0.00 0.00 0.00 0.71 NA 0.31 0.22 0.19 0.37 0.00 0.21 41.00
6 2 6 2 0.00 0.00 0.00 0.61 0.00 -0.31 0.19 0.14 0.24 0.00 0.15 43.00
4 4 4 4 0.00 0.00 0.00 0.50 0.00 -0.70 0.20 0.10 0.09 0.00 0.10 37.00
2 6 2 6 0.00 0.00 0.00 0.35 0.00 -1.15 0.20 0.05 -0.08 0.00 0.05 29.00
0 8 0 8 0.00 0.00 0.00 NA 0.00 -2.19 0.12 0.00 -0.27 0.00 0.00 9.00
0 8 8 0 -1.00 -16.00 -1.00 -1.00 -1.00 -8.02 -0.92 -0.81 -1.00 -1.00 -0.94 -94.00
0 8 6 2 -0.75 -12.00 -0.75 -0.89 -1.00 -4.49 -0.91 -0.61 -0.83 -0.72 -0.70 -85.00
2 6 8 0 -0.75 -12.00 -0.75 -0.87 -0.75 -4.20 -0.73 -0.56 -0.59 -0.78 -0.65 -72.00
0 8 4 4 -0.50 -8.00 -0.50 -0.82 -1.00 -2.47 -0.88 -0.41 -0.65 -0.46 -0.47 -79.00
2 6 6 2 -0.50 -8.00 -0.50 -0.75 -0.67 -1.60 -0.63 -0.36 -0.43 -0.50 -0.42 -65.00
4 4 8 0 -0.50 -8.00 -0.50 -0.71 -0.50 -1.79 -0.43 -0.31 -0.24 -0.54 -0.37 -46.00
0 8 2 6 -0.25 -4.00 -0.25 -0.76 -1.00 -1.17 -0.80 -0.20 -0.46 -0.22 -0.23 -72.00
2 6 4 4 -0.25 -4.00 -0.25 -0.67 -0.50 -0.38 -0.48 -0.16 -0.25 -0.24 -0.18 -59.00
4 4 6 2 -0.25 -4.00 -0.25 -0.58 -0.33 -0.01 -0.29 -0.11 -0.07 -0.26 -0.13 -43.00
6 2 8 0 -0.25 -4.00 -0.25 -0.50 -0.25 0.13 -0.19 -0.06 0.08 -0.28 -0.08 -21.00
0 8 0 8 0.00 0.00 0.00 -0.71 NA -0.31 -0.62 0.00 -0.27 0.00 0.00 -45.00
2 6 2 6 0.00 0.00 0.00 -0.61 0.00 0.31 -0.34 0.05 -0.08 0.00 0.05 -48.00
4 4 4 4 0.00 0.00 0.00 -0.50 0.00 0.71 -0.21 0.10 0.09 0.00 0.10 -34.00
6 2 6 2 0.00 0.00 0.00 -0.35 0.00 1.14 -0.14 0.14 0.24 0.00 0.15 -23.00
8 0 8 0 0.00 0.00 0.00 NA 0.00 2.21 -0.07 0.19 0.37 0.00 0.21 -9.00
6 6 6 6 0.00 0.00 0.00 0.50 0.00 0.00 -0.03 0.10 0.09 0.00 0.10 3.00
3 3 9 9 0.00 0.00 0.00 0.35 0.00 0.00 -0.02 0.10 0.02 0.00 0.10 -1.00
3 9 3 9 0.00 0.00 0.00 0.35 0.00 -0.44 -0.11 0.05 -0.08 0.00 0.05 -14.00
9 3 9 3 0.00 0.00 0.00 0.61 0.00 0.45 0.03 0.14 0.24 0.00 0.15 27.00
9 9 3 3 0.00 0.00 0.00 0.61 0.00 0.00 -0.06 0.10 0.14 0.00 0.10 8.00
3 5 6 10 0.00 2.00 0.08 0.35 0.00 -0.18 -0.04 0.07 0.05 0.00 0.08 -4.00
3 6 5 10 0.00 2.00 0.08 0.35 0.00 -0.26 -0.06 0.06 0.03 0.00 0.07 -7.00
5 3 10 6 0.00 -2.00 -0.08 0.46 0.00 0.19 0.00 0.12 0.05 0.00 0.13 1.00
5 10 3 6 0.00 -2.00 -0.08 0.46 0.00 -0.31 -0.10 0.06 -0.06 0.00 0.07 -17.00
6 3 10 5 0.00 -2.00 -0.08 0.50 0.00 0.26 0.01 0.13 0.09 0.00 0.14 -1.00
6 10 3 5 0.00 -2.00 -0.08 0.50 0.00 -0.23 -0.09 0.07 -0.02 0.00 0.08 -11.00
10 5 6 3 0.00 2.00 0.08 0.65 0.00 0.31 0.00 0.13 0.28 0.00 0.14 30.00
10 6 5 3 0.00 2.00 0.08 0.65 0.00 0.23 -0.01 0.12 0.27 0.00 0.13 29.00
2 6 6 6 -0.25 -4.00 -0.20 -0.61 -0.50 -0.98 -0.38 -0.16 -0.23 -0.24 -0.18 -27.00
6 2 6 6 0.25 4.00 0.20 0.61 0.50 0.98 0.25 0.35 0.33 0.26 0.39 30.00
6 6 2 6 0.25 4.00 0.20 0.61 0.33 0.64 0.23 0.30 0.24 0.24 0.34 18.00
6 6 6 2 -0.25 -4.00 -0.20 -0.61 -0.33 -0.64 -0.21 -0.11 -0.01 -0.26 -0.13 -6.00
18 6 6 6 0.25 12.00 0.33 0.75 0.50 1.47 0.26 0.35 0.49 0.26 0.39 60.00
6 18 6 6 -0.25 -12.00 -0.33 -0.75 -0.50 -1.46 -0.44 -0.16 -0.29 -0.24 -0.18 -52.00
6 6 18 6 -0.25 -12.00 -0.33 -0.50 -0.33 -0.93 -0.22 -0.11 -0.20 -0.26 -0.13 -22.00
6 6 6 18 0.25 12.00 0.33 0.50 0.33 0.94 0.32 0.30 0.31 0.24 0.34 23.00
0.80 0.55 0.81 0.85 0.86 0.43 0.91 0.85 0.89 0.80 0.85
Covariation information Non-parameterized models Parameterized models
Rating
Wasserman et al. (1996)








Table 8-1 (続き) 
メタ分析に使用したデータおよび数理モデルの予測値  
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9. 研究 4 因果強度の学習における介入の促進効果  
 
9. 1. 序論 







する場合  (i.e., 観察 ) と事象を操作して因果関係を学習する場合  (i.e., 介入 ) 
とでは，どちらがより正確な学習をもたらすか検討する．  
 
9. 1. 2. 観察と介入  
事象間の因果関係は観察や介入によって学習される．観察は変数の自動的な
振る舞いを観測することに対して，介入は変数に何らかの操作を加えることで





状態  (i.e., 生起もしくは非生起 ) に関する情報を得るという点で同じであるが，
両者はその情報がどのようにして得られたかという点において大きく異なる．  
観察と介入の差異については，実験参加者に事象間の因果の方向性を判断さ




ことが明らかになった．同様の結果は Lagnado and Sloman (2004) でも得ら
れている．介入によって因果構造の判断が正確になることは，観察では区別で
きない因果モデルを区別できるようになることから説明されている．例えば，
変数 X と変数 Y の共生起を観察していても，X が Y に影響しているか，Y が X
に影響しているか判断することはできない．ここで変数 X を操作して何も生じ
なかった場合，X が Y に影響を及ぼしているという可能性は排除される．変数
Y を操作して変数 X の状態が変化することは，Y が X に影響しているという因
果関係の証拠となる．観察では区別できない因果モデルはマルコフ等価モデル
と呼ばれており，介入によってこれらのモデルの区別が可能になることから正









Shanks, and Evenden (1984) はミサイルが戦車を破壊する効果を判断させる
実験課題を作成している．各試行において実験参加者は戦車に対してミサイル
を発射するか否かを選択し，戦車が爆発するかどうか観察した．離散試行手続
きの初期の研究  (e.g., Dickinson et al., 1984) では実験参加者が原因事象の状
態を決めることができたが，原因事象と結果事象の生起頻度を統制するため，
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後の研究  (e.g., DeHouwer & Beckers, 2002b) では実験参加者が原因の有無を
選択できないようになっていた．フリーオペラント手続きは連続試行手続きと
も呼ばれ  (Anderson & Sheu, 1995)，この手続きでは試行は定義されない．実
験参加者は好きなときに反応すること  (e.g., キー押し ) が可能であり，結果  
(e.g., ラ ン プ の 点 灯 ) が 一 定 の 確 率 で 提 示 さ れ る  (e.g., Reed, 2001; 




れないと考えられていた  (Allan, 1993)．  
介入が因果強度の学習を促進するか否かについては一貫した知見が得られて
いない．Jenkins and Ward (1965) は，自己関与の効果として自分でボタンを
押してライトが点灯するか調べる場合  (i.e., 介入による学習 ) とただ単にそれ
らの情報が提示される場合  (i.e., 観察による学習 ) で判断に違いが生じるか検
討したところ，両者に統計的に有意な差異は認められなかった．同様の結果は
Kelly and Athy (2009) でも報告されている．一方，Hattori and Oaksford 
(2007) は，肥料の投与と植物の開花の因果関係を判断させる実験課題を用いて
観察と介入の違いを検討し，観察による学習では原因と結果が共に非生起の情
報  (i.e., 2×2 の分割表におけるセル d) が無視されやすいことを示している．
Hattori and Oaksford (2007) の結果は因果強度の学習における観察と介入の
違いを示唆する貴重な知見であるものの，彼らの知見は以下の 2 点で制限され
ている．第一に，実験の目的がメタ分析のための基準を設けることであったた






(e.g., Perales & Shanks, 2007) や結果の生起確率の上昇に伴って評定値が上







9. 1. 3. 本研究の目的  
 介入による学習を扱った研究から，人々が因果強度を査定する際に情報価の
高い状況を選択可能なことが示唆されている  (e.g., Barberia, Baetu, Sansa, 


















9. 2. 実験 1 
 因果学習における観察と介入の差異を検討するため， 2 つの原因が共通の結
果を独立に生起させる共通結果の因果モデルを使用した．一方の原因事象は実
験参加者が操作可能な標的原因であり，他方の原因事象は標的原因の有無に関












 因果パワー  (causal power) とは，他の原因が存在しない事態において原因
事象が結果事象を発生させる確率である．標的原因と文脈がそれぞれ独立に結









q cause  target
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















9. 2. 1. 方法 














































が受け取る情報は，介入群の各実験参加者と対応するようになっていた  (i.e., 
ヨークトコントロール手続き )．したがって，両群に提示される共変動情報は同
一のものであった．実験参加者は .25-.25 条件・.75-.75 条件・.75-0 条件・.75-.25




注）条件名は P(effect |target cause, context)  と P(effect|¬target cause, context)  をそ
れぞれ表す. 因果パワーが負の値となる場合は 0 として計算した . 
M SD M SD M SD M SD
P (target cause) .56 .09 .49 .08 .54 .12 .54 .06
P (¬target cause) .44 .09 .51 .08 .46 .12 .46 .06
P (effect|target cause, context) .27 .02 .73 .03 .72 .02 .71 .03
P (effect|¬target cause, context) .29 .02 .74 .02 .00 .00 .29 .02
q (target cause) .00 .00 .03 .04 .72 .02 .60 .04
q (context) .29 .02 .74 .02 .00 .00 .29 .02
Contingency conditions
.25-.25 .75-.75 .75-0 .75-.25
Table 9-1 
実験 1 の各条件における実際の確率と因果パワー 
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P(effect|target cause, context)を表しており，後半の部分の数字はミサイルが発射
されない時に戦車が爆発する確率 P(effect |¬target cause, context)を表していた．
例えば .25-.25 条件では，ミサイルの発射の有無に関わらず 25%の割合で戦車
が爆発した．このことは，ミサイルの効果がないこと [q ( t a rge t  c aus e )  = 0]および地
雷に弱い効果があること [q (conte xt )  = .25]を意味していた．同様に .75-.75 条件で
もミサイルは戦車の爆発に影響を及ぼさなかった．ただし，地雷が強い効果を
持っていたため [q (con tex t )  = .75]，結果の密度は .25-.25 条件よりも高くなってい
た．これらの条件とは対照的に .75-0 条件ではミサイルが強い効果を持ってお
り，地雷には効果がなかった [i.e., q ( t a rge t  c aus e )  = .75, q (conte xt )  = 0]．また .75-.25
条件では，ミサイルと地雷がともに戦車の爆発を引き起こしていた [i.e., q ( t a rge t  







テストフェイズ  学習フェイズの 40 試行終了後，実験参加者には標的原因
であるミサイルの因果強度と文脈として提示された地雷の因果強度を推定する
ことが求められた．「ミサイルはどのくらい戦車を爆発させますか？」という文










分散分析の結果，随伴性条件の主効果は見られたが  (F(3, 66) = 52.12, MSE = 
252.31, p < .001, η
 2
 G  = .58)，学習方法の主効果は見られなかった  (F(1, 22) = 
0.67, MSE = 516.81, p = .420, η
 2
 G  = .01)．学習方法と随伴性条件の交互作用は
有意でなかった  (F(3, 66) = 0.28, MSE = 252.31, p = .839, η
 2
 G = .01)．随伴性
条件の主効果について多重比較を行ったところ，すべての条件間で有意差が確
認された  (ps < .05)．このことは，観察による学習と介入による学習のいずれ
の場合でも各随伴性条件における標的原因の因果強度を弁別していたことを示
唆している． .25-.25 条件や .75-.75 条件では標的原因は結果に対して効果がな
いにも関わらず  [i.e., q ( t a rge t  caus e )  = 0]，.75-.75 条件の評定値は .25-.25 条件の評
定値よりも高くなっていた．このような傾向は，結果の生起確率が上昇すると






































































Figure 9-1. 実験 1 における標的原因 (左図 )と文脈 (右図 )の因果強度の平均評定




(F(1, 22) = 5.00, MSE = 292.88, p = .035, η
 2
 G = .07)および随伴性の主効果  
(F(3, 66) = 91.88, MSE = 220.24, p < .001, η
 2
 G  = .74) が有意であった．学習
方法と随伴性条件の交互作用は見られなかった  (F(3, 66) = 0.92, MSE = 
220.24, p = .435, η
 2
 G  = .03)．随伴性条件の主効果に関する多重比較の結
果，.25-.25 条件と .75-.25 条件間を除く (p = .258)，すべての水準間で有意差が
見られた  (ps < .001)．文脈の因果パワーは標的原因が生起していない時に結果




ーの平均二乗誤差  (RMSE) を算出した．この値は評定値と因果パワーの差を
表したものであり，値が小さいほど規範値に近い判断を行っていることを意味
する．標的原因に関する判断では，介入群と観察群の間に大きな差は見られな
かった  (介入群：RMSE ( target  cause)  = 31.51, 観察群：RMSE ( target  cause)  = 33.09)．
一方，文脈に関する判断においては，介入群の方が観察群よりも正確な推定を
行っていることが明らかとなった  (介入群：RMSE (context ) = 13.19, 観察群：





ある．実際，Kushnir and Gopnik (2005) は共変動情報が介入の結果と矛盾す
る場合に幼児が介入の結果を好むことを発見している．また， Kushnir, 
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Wellman, and Gelman (2009) は，他者の行為よりも自分の行為の影響を高く見積
もる自己エージェントバイアスを報告している．実験 1 の結果に対しては介入群の実験
参加者が自己エージェントバイアスによって文脈の因果強度を低く評価した可能性が
残されている．実験 2 はこの可能性を排除する目的で行われた．  
 















9. 3. 1. 方法 
実験参加者および実験計画  大学生 18 名が実験に参加し，成績への加点と
なるコースクレジットを受け取った．実験は 3 名まで同時に実施され，実験参
加者はパーティションによって区切られたスペースにそれぞれ着席し，実験課
題を遂行した．なお，この中に実験 1 の参加者は含まれていなかった．  
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実験手続き 手続きは標的原因と文脈に加えて別原因が追加されるという点
を除いて実験 1 と同様であった．教示では，新たに開発されたミサイル  (i.e., 標
的原因 ) が戦車に及ぼす効果を調べるように伝えた．戦車の爆発は実験参加者
が操作するミサイル  (i.e., 標的原因 ) だけでなく，地雷  (i.e., 文脈 ) や別のミ
サイル  (i.e., 別原因 ) によっても引き起こされることが教示された．  
学習フェイズでは，40 試行を通して標的原因や別原因や文脈に関する情報が
与えられた．文脈は常に生起しているのに対して  (i.e., P(context) = 1)，別原因




の実験参加者は .75-.75-.75 条件・.25-.75-.25 条件・ .75-.25-.25 条件・.75-.75-.25
条件という 4つの随伴性条件を遂行した  (Table 9-2)．条件名の一番目の数値は標的
原因が存在するときに戦車が爆発する確率  (i.e., P(effect |target cause, ¬another 
cause, context)) を，二番目の数値は別原因が存在するときに戦車が爆発する確率  




実験 2 の各条件における因果パワー  
Causal power .75-.75-.75 .25-.75-.25 .75-.25-.25 .75-.75-.25
q (target cause) 0 0 .67 .67
q (another cause) 0 .67 0 .67
q (context) .75 .25 .25 .25
Contingency conditions
注）条件名は P(effect|target cause, ¬another cause, context)と P(effect|¬target 
cause, another cause, context)と P(effect|¬target cause, ¬another cause, context)
をそれぞれ表す . 
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と別原因が両方存在するときに戦車が爆発する確率  (i.e., P(effect|¬target cause, 
¬another cause, context)) をそれぞれ表している．各随伴性条件では，標的原因と別
原因と文脈の因果強度が異なっていた． .75-.75-.75 条件では，標的原因と別原因の
どちらのミサイルも戦車の爆発に効果はなく  [q ( t a rge t  c aus e )  = 0, q (a no t he r  c aus e )  = 0]，地雷
が強い因果強度を有していた  [q (conte xt )  = .75]．.25-.75-.25 条件では別原因の因果
強度  [q (a no t he r  c aus e )  = .67] は標的原因の因果強度  [q ( t a rge t  c aus e )  = 0] よりも高く設定
されていたが，.75-.25-.25 条件では標的原因の因果強度  [q ( t a rge t  caus e )  = .67] の方が
別原因の因果強度  [q (a no t he r  c aus e )  = 0] よりも高くなっていた．これらの条件では，文脈
の因果強度は低く設定されていた  [q (co ntext )  = .25]．また，.75-.75-.25 条件では標的
原因と別原因ともに高い因果強度となっていた  [q ( t a rge t  c aus e )  = .67, q (ano t he r  c aus e)  = .67, 
q (conte xt )  = .25]．標的原因と別原因のミサイルが同時に存在する場合に戦車が爆発す
る確率は noisy-OR 関数  (Pearl, 1988) を用いて以下のように計算した．  
 





両者が存在する時に結果が生起する確率は P(effect|target cause, another cause, 













(F(3, 48) = 13.26, MSE = 344.45, p < .001, η
 2
 G  = .38)，学習方法の主効果や学
習方法と随伴性条件の交互作用は有意でなかった  (Fs < 1)．実験 1 と同様に，
介入群と観察群ともに標的原因の因果パワーが 0 である .75-.75-.75 条件におい
て密度バイアスを示 していた．実験参加者の評定値 と因果パワーを比較した場
合，.25-.75-.25 条件では介入群の方が規範値の 0 に近い判断を行っていたが，統計
的な支持は得られなかった．  
同様の分散分析を別原因の評定値に対しても行ったところ，随伴性条件の主効果
が有意であった  (F(3, 48) = 25.60, MSE = 240.38, p < .001, η
 2
 G  = .51)．学習方
法の主効果  (F(1, 16) = 1.17, MSE = 377.59, p = .296, η
 2
 G = .02) や学習方法と




Figure 9-2. 実験 2 における標的原因 (左図 )と別原因 (中央図 )と文脈 (右図 )の因果




































































































Target Cause Another Cause Context
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.75-.25-.25条件を除いて両群の評定値はほぼ等しかった． .75-.25-.25条件では別原
因の因果パワーは 0 であるため，介入群の方が正確な推定を行っていたことが分かる．  
文脈の評定値について学習方法 (2)×随伴性条件 (4)の混合二要因分散分析の結
果，随伴性条件の主効果のみ有意であり  (F(3, 48) = 13.56, MSE = 315.13, p 
< .001, η
 2
 G = .34)，学習方法の主効果  (F(1, 16) = 1.27, MSE = 613.26, p = .276, 
η
 2




平均二乗誤差  (RMSE) を算出した．その結果，介入群における平均二乗誤差  
(RMSE (target  cause)  = 33.4, RMSE (another  cause)  = 33.3, RMSE (context ) = 20.7) は，
いずれの判断においても観察群の平均二乗誤差  (RMSE ( target  cause)  = 35.4, 
RMSE (another  cause )  = 36.7, RMSE (context ) = 26.4) を下回っていた．これらの結
果は，介入が因果強度のより正確な判断を導くという仮説を支持していた．  
 
9. 4. 総合論議  
因果構造の学習では観察による学習よりも介入による学習の方が因果の方向
性を正確に判断できることが数多く示されているのに対して  (e.g., Steyvers 















研究によって示されている  (Chapman, 1991; Dennis & Ahn, 2001; López, 
Shanks, Almaraz, & Fernández, 1998; Marsh & Ahn, 2006; Rottman & Ahn, 
2011)．例えば，因果構造の学習においてランダムな順序で情報を受け取るよ
りも，構造化された順序で情報を受け取る方が正確な判断になることが知られ
ている  (Sobel & Kushnir, 2006)．毎試行において実験参加者にどのような介



















果の生起頻度が高い場合  (i.e., 天井効果 ) は原因と結果間の正の相関関係を否
定する情報が得られにくいことに起因すると考えられる．第二に，介入による
促進効果は因果強度が弱い場合においてのみ顕著であった．弱い因果パワーを
正確に査定するためには，負の相関関係を示す情報  (i.e., 2×2 の分割表におけ
るセル b やセル c) に注目しなければならない．Maldonado, Jiménez, Herrera, 







異なる判断が見られたことから，観察による学習  (i.e., Rottman & Keil, 2012) と介
入による学習  (i.e., Fernbach & Sloman, 2009) には異なるモデルが提唱されてき
た．対照的に，因果強度の学習事態では観察による学習と介入による学習に大きな違
いはないと考えられてきた  (e.g., Allan, 1993)．そのため，因果強度の学習に関する
多くのモデルでは両者は明確に区別されていない  (e.g., Cheng, 1997; Gopnik, 
Glymour, Sobel, Schulz, Kushnir, & Danks, 2004)．これらのモデルでは本研究の








御が主な目的となる．これら 2 つの段階は観察と介入という 2 つの学習方法に対応する
ことが想定されている．観察と介入の差異を示した本研究の結果はこのような二段階過
程や推論の二重過程理論と一致するように思われる  (e.g, Sloman, 1996, 2014)． 
理論的含意に加えて，本研究は判断と意思決定の関連領域への示唆も含む．観察
と介入の差異は因果学習事態だけでなく，関連領域でも検討されてきた．例えば，
Yarritu, Matute, and Vadillo (2014) は制御幻想における介入の役割を検討して
いる．制御幻想とは，自分の行動が結果を生じさせる確率を客観的確率よりも高く見積
もる現象である  (Langer, 1975)．彼らの結果は制御不可能な結果に対するコントロー
ル感は学習方法によって変化しないことを示していた．Enkvist, Newell, Juslin, and 
Olsson (2006) は複数手がかり判断課題における介入の役割について検討している．
実験の結果，連続変数を用いた事態では介入の促進効果が，二値変数を用いた事態

























10. 研究 5 因果推論における観察と介入 14 
 
10. 1. 序論  





行う．具体的には，ある出来事が起こった場合  (i.e., 観察 ) とある出来事を生
じさせた場合  (i.e., 介入 ) に，その原因や結果についてどのような推測がなさ
れるか検討した．因果推論における観察と介入について，Rescorla-Wagner モ
デル (Rescorla & Wagner, 1972) などの連合学習理論を用いて説明を試みる連合









                                                   
14本研究の一部は 2007 年度関西学院大学文学部卒業論文として提出されてお
り，本研究は以下の学術論文を修正・加筆したものである．  
斎藤元幸・嶋崎恒雄  (2012). 因果推論に対する因果ベイズネットの適用の妥当
性について―観察と介入の違いに関する実験的検討― .  認知科学 , 19, 
380-390. 




互 作 用  (e.g., Pavlovian-instrumental transfer, Estes & Skinner, 1941; 
Holland, 2004) が生じるとされており，ヒトを対象とした実験においてもその確認が報










いを的確に表現することが可能である．因果ベイズネットによると，観察  (observation) 
とは変数の自動的な振る舞いを観測することであり，介入  (intervention) とは変数に
対して何らかの操作を加えることである  (cf. Pearl, 2000; Steyvers, Tenenbaum, 






and Lagnado (2005) は複数の事象が関連している事態で特定の事象に対して介入
を行った場合に他の事象についてどのような推測がなされるか検討した結果，介入され





れている  (Meder, Hagmayer, & Waldmann, 2008, 2009)．近年では，ラットでさえも
観察と介入を区別して因果推論を行っているということを示唆する研究も報告されてい
る (Blaisdell, Sawa, Leising, & Waldmann, 2006; Leising, Wong, Waldmann, 
& Blaisdell, 2008; but see also Bonawitz, Ferranti, Saxe, Gopnik, Meltzoff, 








その内容を観察の判断にも適用することが予想される  (cf. Reips & Waldmann, 
2008; Vadillo & Matute, 2007)．一方，因果的アプローチでは事象の生起情報は因
果モデルに集約されることが想定されており，学習方法によって判断内容が変化するこ
とはない．観察による学習から介入の結果を予測できることは多くの研究によって示され
ているが  (e.g., Meder et al., 2008)，介入による学習から観察の結果を予測できるか
否かについてはまだ研究されておらず，因果ベイズネットの心理学的妥当性を検討する





また，観察による学習を行う実験 1 の結果と介入による学習を行う実験 2 の結果を比
較することにより，因果関係の学習方法の違いが因果推論の精度に及ぼす影響につい
ても検討を行う．因果の方向性を判断する因果構造の学習事態では介入による学習の
促進効果が多くの研究によって示されている (e.g., Lagnado & Sloman, 2004, 2006; 
Sobel & Kushnir, 2006; Steyvers et al., 2003)．ただし，2 値変数を対象とした複
数手がかり判断課題においては介入によって不正確な判断が増大することが報告され




10. 2. 実験 1 
10. 2. 1. 方法  
実験参加者および実験計画  大学生 24 名が実験に参加した．実験は実験参加者
内計画で行われ，推論の種類  (2；観察，介入 ) および推論の方向性  (2；予測，診























ら 2s 後に最初の画面に移行した．Table 10-1 に学習フェイズにおける事象の生起情
報を示した．また，学習フェイズにおける試行の順序は実験参加者ごとにランダマイズし
た． 
テストフェイズは観察や介入に関する 8 つの質問項目から構成されていた．観察に関  





P(a) = .5 P(d | ¬b, ¬c) = 0
P(c | ¬a) = .05






は化学物質 C の原因である化学物質 A (i.e., 結果から原因への診断的推論 ) と化学
物質 C の結果である化学物質 D (i.e., 原因から結果への予測的推論 ) の 2 つであっ
た．介入に関する質問でも同様に，化学物質 C の有無と推論の方向性によって 4 種類
の質問が設けられた．例えば，介入によって化学物質 C が生起した時の化学物質 D に







実験 1 と実験 2 における事象の生起情報  
Experiment 1 Experiment 2
a, b, c, d 14 12.33 (2.61)
a, b, c, ¬d 1 2.17 (1.07)
a, ¬b, c, d 2 2.67 (1.25)
a, ¬b, c, ¬d 1 0.67 (0.80)
a, b, ¬c, d 2 2.42 (1.38)
a, b, ¬c, ¬d 0 0.54 (0.71)
a, ¬b, ¬c, d 0 0.00
a, ¬b, ¬c, ¬d 0 0.00
¬a, b, c, d 0 0.58 (0.64)
¬a, b, c, ¬d 0 0.00
¬a, ¬b, c, d 1 2.38 (1.38)
¬a, ¬b, c, ¬d 0 0.79 (0.87)
¬a, b, ¬c, d 1 3.13 (1.45)
¬a, b, ¬c, ¬d 1 1.13 (0.88)
¬a, ¬b, ¬c, d 0 1.63 (1.11)





10. 2. 2. 結果および考察  
結果の予測  気圧計の例で示したように，観察に基づく予測と介入に基づく予測が
一致するとは限らない．因果ベイズネットでは，ノードとリンクによって事象間の因果関係
を表現する因果モデル  (cf. Figure 10-1) を用いて両者の違いを説明する．事象に対
して介入を行った場合，本来の原因がその事象に影響することはなくなり，本来の原因
とその事象は独立になる．このことは，介入された事象に対するリンクを取り除くことで表
現され，グラフ切除  (graph surgery) や無効化  (undoing) と呼ばれる  (Pearl, 
2000; Sloman, 2005)．例えば，気圧計の針を操作した場合，本来の原因である大気
圧から気圧計に対するリンクが取り除かれる．事象に対して何らかの介入を行うことは




率を上昇させ，非生起である場合には A の生起確率は低下する［P(a∣c) > P(a∣¬c)］．
対照的に，C に対して介入を行った場合には同様の推論は成り立たない．つまり，C の
状態は介入によって規定されているため，その状態によって A の生起確率が変わること
はない［P(a∣do(c)) = P(a∣do(¬c))］．このことは因果モデルにおける A から C へのリンク
を取り除くことによって表現される．また，予測的推論では C の状態だけでなく，B の状
態も考慮しなければならない．例えば，C の非生起を観察した場合には A の生起確率
が低下し，それに伴って B の生起確率も低下する．一方，介入によって C が非生起とな
る場合，A は元々の基準率で生起して化学物質 B を発生させる．したがって，C の非生
起を観察した場合の D の生起確率は，介入により C を非生起にする場合よりも小さくな
る［P(d∣¬c) < P(d∣do(¬c))］． 
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診断的推論  診断的推論と予測的推論における平均評定値と因果ベイズネットの予
測値を Table 10-2 に示す．Holm の方法による事前比較の結果，因果ベイズネットで
予測されているように C の生起を観察した時の A の生起確率 P(a∣c)は C の非生起を
観察した時の A の生起確率 P(a∣¬c)よりも高く評定されているが  (t(23) = 6.58, p 
< .001, d = 1.34)，介入に基づく推論では C の生起に関わらず一貫した評定がみられ
た (t(23) = 0.61, p = .546, d = 0.13)．さらに，P(a∣c)は P(a∣do(c))よりも高く，P(a∣
¬c)は P(a∣do(¬c))よりも低く評定されていることが示された  (t(23) = 2.50, p = .020, d 
= 0.51; t(23) = 3.91, p = .001, d = 0.80, respectively)． 
予測的推論  診断的推論の分析と同様に，Holm の方法による事前比較を用いて
分析を行った．因果ベイズネットの予測と一致して Cの非生起を観察した場合の Dの生
起確率 P(d∣¬c)は，介入によって C を非生起にした場合の D の生起確率 P(d∣do(¬c))
よりも低く評定されており，その差は有意傾向であった  (t(23) = 2.00, p = .058, d = 
0.41)．C が生起している事態では観察と介入による評定値の違いはみられなかった  
(t(23) = 0.25, p = .806, d = 0.05)．また，観察に基づく推論と介入に基づく推論のど
ちらにおいても C が生起している場合の方が，C の非生起時よりも D の生起確率が高く
評定されていた  (t(23) = 6.93, p < .001, d = 1.42; t(23) = 6.35, p < .001, d = 1.30, 
respectively)． 




実験 1 における評定値の平均と標準偏差および因果ベイズネットの予測値  
Inference Presence Absence Presence Absence
Diagnostic inference P (a | c) P (a | ¬c) P (a | do (c)) P (a | do (¬c))
     Predicted values 38 4 20 20
     M 28.82 16.30 22.30 23.70
     SD 9.37 8.52 7.74 10.30
Predictive inference P (d | c) P (d | ¬c) P (d | do (c)) P (d | do (¬c))
     Predicted values 36 5 33 14
     M 28.80 12.13 29.23 15.43










10. 3. 実験 2 
実験 2 では，実験 1 とほぼ同様の手続きを用いて，介入による学習から観察の結果
が予測できるか否か検討する．また，因果ベイズネットの予測値との差異に基づき，観察
による学習  (実験 1) と介入による学習  (実験 2) のどちらがより正確な推測を導くかに
関しても検討を行う． 
 
10. 3. 1. 方法  
実験参加者および実験計画  大学生 24 名が実験に参加した．実験 1 と同様に，
実験は実験参加者内計画で行われ，推論の種類  (2；観察，介入 ) および推論の方
向性  (2；予測，診断 ) ならびに事象の有無  (2；生起，非生起 ) の三要因が操作され
た． 










いて決定され  (cf. Figure 10-1)，全 40 試行の選択内容  (Table 10-3) および表示
内容  (Table 10-1) が記録された．テストフェイズでは，観察や介入についての 8 つの
質問に対する回答を求めた．  
 
10. 3. 2. 結果および考察  
事象の操作  Table 10-3 に実験参加者の選択内容を示す．事象の種類 (4)×操作
の種類 (2)の二要因分散分析の結果，事象の種類の主効果  (F(3, 69) = 2.88, MSE 
= 2.18, p = .042, η
 2
 G  = .04) および操作の種類の主効果  (F(1, 23) = 7.63, MSE = 
6.82, p = .011, η
 2
 G  = .11) が有意であり，交互作用は有意でなかった  (F(3, 69) = 
2.24, MSE = 1.74, p = .091, η
 2
 G = .03)．事象の種類の効果について下位検定を行
ったところ，原因事象 A と結果事象 D の操作回数の間に有意差が見られた  (t (23) = 
2.80, p = .010, d = 0.57)．結果事象よりも原因事象に多く介入するという結果は
Steyvers et al. (2003) や Lagnado and Sloman (2006) と合致するものであり，推
定可能になるパラメータ数の違いから説明できる．原因事象 A の操作とは異なり，結果
















診断的推論  評定値の平均および標準偏差と因果ベイズネットの予測値を Table 
10-4 に示す．Holm の方法による事前比較を行ったところ，C の生起を観察している場
合の方が C の非生起を観察している場合よりも A の生起確率を高く評定することが示さ
れた (t(23) = 5.22, p < .001, d = 1.07)．しかし，同様の傾向は介入に基づく推論に
おいても見られており (t(23) = 2.60, p = .016, d = 0.53)，因果ベイズネットの予測と
一致していない．また，C の生起に関しては観察と介入で評定値に差が見られたものの，
非生起時にそのような差は見られなかった  (t(23) = 3.16, p = .004, d = 0.65; t(23) = 
1.39, p = .177, d = 0.28, respectively)．これらの結果から因果ベイズネットを支持す
る明確な証拠は得られなかったが，推論の種類と事象の有無による二要因の分散分析
では交互作用が見られていることから  (F(1, 23) = 9.15, MSE = 193.19, p = .025, 
η
 2
 G = .03)，何らかの形で観察と介入を区別していることが示唆される． 
予測的推論  Table 10-4 に示されている予測的推論における評定値について
Holm の方法による事前比較を行った結果，因果ベイズネットの予測と異なり，C が非
生起の事態において観察と介入の間に差は見られなかった  (t(23) = 0.10, p = .919, 
d = 0.02)．実験 1 と同様に，C が生起している事態では観察と介入による評定値の違
いはみられなかった  (t(23) = 1.34, p = .194, d = 0.27)．また，観察と介入のどちらに  
 
 
Inference Presence Absence Presence Absence
Diagnostic inference P (a | c) P (a | ¬c) P (a | do (c)) P (a | do (¬c))
     Predicted values 37.27 1.52 21.00 21.00
     M 29.25 16.12 24.72 18.45
     SD 8.71 8.20 10.63 9.72
Predictive inference P (d | c) P (d | ¬c) P (d | do (c)) P (d | do (¬c))
     Predicted values 37.56 6.05 35.19 18.39
     M 28.27 18.17 27.10 18.02
     SD 8.09 8.91 7.95 7.61
Observation Intervention
Table 10-4 
実験 2 における評定値の平均と標準偏差および因果ベイズネットの予測値  
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おいても Cが生起している場合の方が，Cの非生起時よりも Dの生起確率が高く評定さ
れていた (t(23) = 4.55, p < .001, d = 0.93; t(23) = 4.44, p < .001, d = 1.30, 
respectively)．予測的推論においては観察と介入を区別して推論を行っているという
傾向はほとんど見られず，因果ベイズネットを支持するような証拠は得られなかった． 
実験 1 との比較  実験 1 と実験 2 の結果に対する因果ベイズネットモデルの適合度









観察による学習を行った実験 1 と介入による学習を行った実験 2 の比較によって，観察
に基づく学習を行った場合により正確な推測がなされることが明らかとなった．  
 
10. 4. 総合論議  
本研究では，因果ベイズネットの心理学的妥当性を検討することを目的として，因果




実験 1 および実験 2 における評定値と因果ベイズネットの予測値との平均二乗誤差  
Observational inference Interventional inference Total
Observational Learning(Exp.1) 12.58 9.23 11.04














予測である．例えば，事象 C を発生させた時に事象 A が生起しており，事象 C を抑制
した時に事象 A が非生起であることを経験している場合，C に対する操作によって A の
生起確率の評定値が変化することは連合学習の立場から考えると尤もらしい結果であ
る．しかしながら，実験参加者が実際に経験した確率と因果ベイズネットが予測する確
率の間に大きな差は見られない  (P(a∣do(c))exper ienced  =.58; P(a∣do(¬c))exper ienced  
= .54; P(a∣do(c))predic t ed  = P(a∣do(¬c))predic ted = .53)．さらに，介入に基づく推論の
評定値に関して実際に経験した頻度情報から算出した予測値と因果ベイズネットの予
測値の適合度をそれぞれ算出したところ，因果ベイズネットのほうがよい当てはまりを示



























は介入された事象の生起または非生起が先に提示されていた．Meder et al. (2008) 
では事象の提示順序が因果の方向性と逆である場合には誤った判断が増加することが








には操作された事象とその本来の原因は独立状態になることが想定されている  (i.e., 
グラフ切除 )．例えば，介入によって事象 C を発生させた場合に事象 A が生起していた
としても，このとき事象 A が事象 C に影響を及ぼしていたかは判断できない．介入の対
象として選択した事象とその結果事象にのみ注目した結果，原因事象との因果関係の
判断が不適切になったと考えられる．このような事態は 2 値事象に起因するものであり  
(cf. Beckers, De Houwer, Pineño, & Miller, 2005)，2 値事象から多値事象へと結
















11. 研究 6 意思決定における因果推論 
―因果モデルとパラメータの役割― 17 
 
11. 1. 序論  






をも た ら すか 判 断 し なけ れ ばな ら な い． 因 果 の知 識 の 欠如 は 迷 信行 動  










                                                   
17本研究の一部は 2009 年度関西学院大学大学院文学研究科修士論文として提
出されており，本研究は以下の学術論文を修正・加筆したものである．  
Saito, M., & Shimazaki, T. (2011). Causal reasoning in decision making: The 
role of causal models and their parameters . In B. Kokinov, A. 
Karmiloff-Smith, & N. J. Nersessian (Eds.), European Perspectives on 
Cognitive Science, New Bulgarian University Press. 
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11. 1. 2. 因果推論と意思決定  
Johnson-Laird and Shafir (1993) によって推論と意思決定の密接な関係が指




Gigerenzer, Todd, and ABC Research Group (1999) は最低限の情報のみを使
用して意思決定を行う高速・倹約ヒューリスティックス  (fast and frugal heuristics) 
を提唱している．Garcia-Retamero and Hoffrage (2006) は，高速・倹約ヒューリス
ティックスの 1 つである最善選択ヒューリスティックス  (take-the-best heuristics) にお
け る 因 果 の 知 識 の 役 割 に つ い て 論 じ た ． Garcia-Retamero, Wallin, and 
Dieckmann (2007) は，手がかり妥当性を学習する課題において，因果的知識が妥
当な手がかりの発見を促進させることを明らかにした．Garcia-Retamero, Müller, 





けでなく，阻害することもあることを示唆している  (see Garcia-Retamero, Hoffrage, 
Müller, & Maldonado, 2010)．ヒューリスティックによる意思決定ではなく，熟慮に基
づく意思決定を対象とした研究も存在する．Hagmayer and Sloman (2005) は因果
関係に基づいて意思決定が行われることを示した．Hagmayer and Sloman (2006) 
は Newcomb のパラドックス  (Nozick, 1969) を題材とした意思決定課題においても因
果関係に基づく意思決定が同様にみられることを報告している．Nichols and Danks 
(2007) は因果強度を学習した上で適切な意思決定が行われることを明らかにした．  
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意思決定に焦点を当てた上記の研究とは異なり，他方のアプローチでは意思決定の
際にどのような因果推論がなされているかが検討されている．Hagmayer and Meder 
(2008) およびMeder and Hagmayer (2009) は，繰り返しの意思決定課題において
因果の知識を基に意思決定が行われ，意思決定の結果から因果構造を学習している
ことを実証した．また，Hagmayer, Meder, Osman, Mangold, and Lagnado (2010) 
は，動的システムをコントロールする課題において，実験参加者が自発的にシステム内
の因果関係を推測していたことを示した．Sloman and Hagmayer (2006) および
Hagmayer and Sloman (2009) は因果推論と意思決定を包括的に説明する理論と
して選択の因果モデル理論  (causal model theory of choice) を提唱している． 
 
11. 1. 3. 選択の因果モデル理論  
選択の因果モデル理論  (Sloman & Hagmayer, 2006; Hagmayer & Sloman, 





因果ベイズネット  因果ベイズネット  (e.g., Glymour, 2001; Pearl, 2000; 













て捉えられ，因果ベイズネットでは新たなノードとエッジを挿入して表現する  (Figure 
11-1 左下および右下参照 )．このような事象の操作は介入  (intervention) と言われ，
事象の状態を確認する観察  (observation) とは明確に区別される．介入は外生的  
(i.e., 介入対象の変数を除く全ての変数と独立 ) であり，介入された事象は本来の原
因事象と独立になる．介入によってエッジが取り除かれることはグラフ切除  (graph 




Figure 11-1. 行動と結果の関係を示す因果モデルにおける観察と介入 . 単方
向の矢印は因果関係を，双方向の矢印は相関関係を表す . (Hagmayer & 
Sloman, 2009 より) 
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れ，その人がトレーニングを行っているか否かは判断できない  (Figure 11-1 左下参照 )．
一方，階段を使うように命令された場合，エッジが取り除かれることはないため，スリムな






果モデルが記述される．この因果モデルにおいて意思決定者の選択  (e.g., 仕事に自
転車で行くかどうか) はその人自身の意思決定の過程  (e.g., 健康  vs. 早い帰宅 )  
 
 
Figure 11-2. 観察者  (左側 ) および意思決定者  (右側 ) の観点からモデル化
した熟 慮 に基 づ く 選 択 . DM は意 思 決 定  (Decision Making) の略 . 
(Hagmayer & Sloman, 2009 より) 
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に影響される．意思決定者が気付いているか否かに関わらず，いくつかの外的な要因  




存在することから  (e.g., いろいろ悩んだけど，仕事に自転車で行くかまだ選べない )，
意思決定と選択は区別される．また，選択をしたにも関わらず選択された行動が行われ
ない場合が存在することから  (e.g., 自転車で行こうと決めたけど，いつも通り車を使っ
ている)，選択と行動は区別される．選択  (e.g., 自転車に乗るかの決定 ) は行動に影
響し，行動は他の環境要因  (e.g., タイヤが扁平か否か ) とともに結果に帰着する  





に自転車で行くかどうか決定する際には，習慣  (e.g., 夏の間はいつも自転車を使う ) 
や外的な圧力  (e.g., 放課後子どもたちを迎えに行かなければ，夕飯抜きになるかもし
れない ) や直感  (e.g., ただなんとなく，自転車に乗る気がしない ) など様々な過程の
意思決定が考えられるが，ここでは選択の結果を考慮して行われる意思決定について
焦点を当てる．Hagmayer and Sloman (2009) の仮説では，意思決定者は選択肢








れるという仮定に対して，Hagmayer and Sloman (2009) は以下の 3 つの理由を述
べている． 
第一に，選択が自由意志に基づいて行われていることが挙げられる．自由意志  






















という 3 つの段階  (Figure 11-3 参照 ) が含まれている．  
第一段階では，意思決定問題について因果モデルの表象が形成される．まず初め
に達成すべき目標が設定され，その目標に対して因果関係がある要因が選定される．ヒ
トは結果に影響を及ぼす要因を容易に思いつくことができるが  (e.g., Ahn, Kalish, 
Medin, & Gelman, 1995)，意識的に考慮される要因の数は比較的少数である  




Figure 11-3. 選択の因果モデル理論における意思決定の過程 (Sloman & 







加され，変数の値が指定される．選択は介入と捉えられるため，グラフ切除  (i.e., 介入
される事象は他の原因と独立になる) が実行される  (Figure 11-1 参照 )．ヒトは推論を
行 う際に，介入が他の原因との独立関係を生成することを理解している  (Meder, 
Hagmayer, & Waldmann, 2008, 2009; 斎藤・嶋崎 , 2012; Sloman & Lagnado, 
2005; Waldman & Hagmayer, 2005)．そして，選択モデルにおいて仮想的な選択と
その結果の予測が為される．つまり，介入に基づく結果の生起確率が計算される．
Hagmayer and Sloman (2009) は，ヒトが介入に基づく確率を正確に推測することは
ないと主張しているが，いくつかの研究では発生的な介入の結果の確率を極めて的確





行われる  (Figure 11-1 左側参照 )．対照的に，選択が結果の生起確率を高める場合，
コストが利得に勝らない限り，選択が受理される．行動が何らかの事象の原因となってい
る場合にこのような選択が行われる．もし，選択が結果の生起確率を十分に高めるなら
ば，その選択肢は即座に受け入れられる  (i.e., initial decision)．このような戦略は満
足化  (satisfying) と言われる  (Simon, 1957)．緊迫している事態において，ヒトは最
初に思いついた選択肢をとる傾向がある  (Klein, 1997; Zsambok & Klein, 1997)．
結果の生起確率を上昇させる選択肢が複数存在する場合，それぞれの選択肢に対し
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て介入に基づく確率が計算される．最終的な意思決定  (i.e., final decision) のため
に，介入に基づく確率とその効用が統合される  (Koehler & Harvey, 2004)． 
 
11. 1. 4. 質的推定説と量的推定説  
選択の因果モデル理論では，強制された行動や意図的に選択された行動は介入と
して機能することが想定されている．介入に基づく確率計算には質的推定と量的推定
の 2つの立場が存在する．質的推定説  (e.g., Sloman, 2005) によると，介入における
確率は因果モデルの質的側面  (i.e., 因果構造 ) によってのみ判断され，因果モデル
の量的側面  (i.e., 基準率 , 因果強度 ) は無視される．選択の因果モデル理論は質
的推定説の立場をとっており，“人々は介入における確率を正確に推測することはでき
ないが，判断は無効化  (undoing) と一致するだろう”  (Hagmayer & Sloman, 2009, 









試行ごとに事象の状態を提示する離散試行手続きでも確認されている  (Meder, 
Hagmayer, & Waldmann, 2009)． 
 
11. 1. 5. 本研究の目的  


















11. 2. 実験 1 
実験 1 の目的は，意図的に選択された行動が介入として機能するという Hagmayer 




使用した  (Figure 11-4 参照 )．一方のシナリオは行為と結果が共通原因によって引き
起こされるものであり  (i.e., 共通原因モデル)，他方のシナリオは行為が媒介事象に影






わらず，行動の生起は非生起の場合と比べて媒介事象の生起確率を上昇させる  [i.e., 
P(intermediate|action) > P(intermediate|¬action)]．しかし，同様の推論は共通原因モ
デルでは成立しない．選択の因果モデル理論  (Hagmayer & Sloman, 2009) による
と，意図的に選択された行動や強制された行動は介入として機能するため，行動と原
因事象の関係を独立にする  (i.e., グラフ切除 ,  無効化 )．そのため，選択された行為
や 強 制 さ れ た 行 為 の 状 態 は ， そ の 原 因 事 象 の 推 測 に 影 響 し な い  [i.e., 
P(cause|action) = P(cause|¬action)]．対照的に，単に観察された行為の状態は，その
原因事象に対して診断的証拠をもたらすため，原因事象の推測に影響する  [i.e., 
P(cause|action) > P(cause|¬action)]．意図的に選択された行動が介入として機能する
場合，選択に基づく推論は介入に基づく推論と同様の結果になると予測される．つまり，












Figure 11-4. 共通原因モデル(左図 )と因果連鎖モデル(右図 ) 
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11. 2. 1.方法 
実験参加者および実験計画  大学生 36 名を実験参加者とした．実験参加者には，
実験参加のお礼として成績の加点となる実験参加証を渡した．実験参加者は推論の
種類の操作によって生じる 3 つの群  (選択 , 介入 , 観察 ) のいずれかに無作為に割り
当てられた．また，2 種類の因果モデル  (共通原因モデル , 因果連鎖モデル) を実験
参加者内で操作した． 
実験手続き  実験課題はシナリオを読んで推測を行うことであり，3 ページで構成さ
れる小冊子を 2 種類用意した．1 ページ目にはシナリオに関する情報が，2 ページ目と 3
ページ目には確率判断を尋ねる項目が記載されていた．2 種類のシナリオは共通原因
モデルか因果連鎖モデルのいずれかで記されていた  (Figure 11-4 参照 )．これらのシ




背後にある因果構造について説明がなされた  (Figure 11-4 参照 )．2 つのシナリオは
家事の手伝いや運動に関するものであった．家事の手伝いに関するシナリオでは，家事
の手伝いが行為  (action) ，健康が結果  (outcome) ，人生の見通しが共通原因  












態が改善します  (共通原因モデル )．家事を手伝うと，人生に対する見通しを持つようになります．














か？」という質問に VAS (0：存在しない , 50：推測できない , 100：存在する) で回答する
よう求めた．「この回答にどのくらい自信がありますか？」という確信度の評定も同様に
VAS (0：全く自信がない , 100：完全に自信がある) を用いた．同様に，行動を行ってい
ない場合についても推測することが求められた．2 つのシナリオを通して P(cause|action)











行為の有無の主効果  (F(1, 33) = 26.61, MSE = 707.12, p < .001, η
 2
 G  = .16) お
よび因果モデルと行為の有無の交互作用  (F(1, 33) = 12.10, MSE = 456.75, p 
= .001, η
 2
 G = .05) が有意であった．結果の更なる分析のために，各群のデータに対し
て二要因の分散分析を実施した．選択群の評定値について因果モデル (2)×行為の
有無 (3)の分散分析を行ったところ，行為の有無の主効果  (F(1, 11) = 8.93, MSE = 
497.89, p = .012, η
 2
 G  = .12) と因果モデルと行為の有無の交互作用  (F(1, 11) = 
5.80, MSE = 465.23, p = .034, η
 2
 G  = .08) が確認された．選択の因果モデル理論の
予測と一致して，共通原因モデルでは行為の有無によって評定値が変化することはなく  
(F < 1)，因果連鎖モデルでは行為の有無によって評定値が変化していた  (F(1, 11) 
=12.41, MSE = 567.28, p = .004, η
 2




実験 1 における確率判断の平均値と標準偏差  
Inference P (cause | action) P (cause | ¬action) P (intermediate | action) P (intermediate | ¬action)
Choice
     M 48.50 44.25 71.25 37.00
     SD 32.54 27.49 15.02 29.33
Intervention
     M 50.50 54.17 76.75 42.42
     SD 35.74 30.70 30.27 32.51
Observation
     M 68.50 37.67 74.33 37.17
     SD 17.32 25.42 15.44 21.60
Common-cause Causal-chain
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ても行ったところ，因果モデルと行為の有無の交互作用が有意であり  (F(1, 11) = 5.18, 
MSE = 836.77, p = .043, η
 2
 G = .09)，行動が生起している場合の媒介事象の生起確
率は行動が生起していない場合よりも高く評定されていた  (F(1, 11) = 14.48, MSE = 
488.39, p = .002, η
 2
 G  = .25)．選択群や介入群とは対照的に，観察群の評定値に対
する分散分析では行為の有無の主効果のみが有意であり  (F(1, 11) = 21.04, MSE = 
659.27, p < .001, η
 2
 G  = .43)，交互作用は見られなかった  (F(1, 11) = 1.76, MSE = 
68.24, p = .211, η
 2
 G = .01)． 
Table 11-2 に各群における確信度の平均値と標準偏差を示した．推論の種類 (3)×
因果モデル (2)×行為の有無 (2)の混合三要因分散分析の結果，行為の有無の主効
果のみ有意であり (F(1, 33) = 7.10, MSE = 174.27, p = .011, η
 2











実験 1 における確信度の平均値と標準偏差  
Inference P (cause | action) P (cause | ¬action) P (intermediate | action) P (intermediate | ¬action)
Choice
     M 56.25 45.58 52.83 48.17
     SD 31.04 20.80 25.57 25.65
Intervention
     M 65.58 55.67 69.33 59.58
     SD 19.94 24.09 21.63 21.93
Observation
     M 53.75 55.50 57.75 55.83
     SD 25.91 23.39 21.30 18.99
Common-cause Causal-chain
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11. 3. 1. 方法  
実験参加者および実験計画  大学生 48名を実験参加者とした．この中に実験 1に
参加した者はおらず，実験参加者には実験参加のお礼として成績の加点となる実験参
加証を渡した．実験参加者は選択群，介入群，観察群のいずれかに無作為に割り当て
られた．また，原因事象の基準率  (高基準率 ,  低基準率 ) を実験参加者内で操作し
た． 
実験手続き  実験参加者の課題は 2 つのシナリオを読み，推測を行うことであった．
2 つのシナリオは実験 1 で使用した家事のシナリオと運動のシナリオと基本的に同様で
あったが，実験 1 とは異なり，どちらのシナリオも共通原因モデルで記述されていた  
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(Figure 11-5 参照 )．1 つのシナリオは 4 枚の用紙で構成されており，1 枚目は因果モ
デルの教示，2 枚目はリストによる事象の生起情報の提示，3・4 枚目は判断課題となっ
ていた．1 枚目の用紙には，シナリオの内容とその内容を図で表現した因果モデル











いた (Table 11-3参照 )．事象の生起情報は 2種類設けられ，高基準率条件では原因
事象の基準率が 0.8 であり(i.e., P(cause) = 0.8)，低基準率条件では原因事象の基準














P(action|cause) ≈ 1 P(effect|cause) ≈ 1














課題の 2 種類があった．どちらの課題を先に行うかは実験参加者間でカウンターバラン  
 
 
                                                   
18 リストの行を見る順序と因果の方向性を一致させるために，このような提示
方法を用いた．  
注 ) 数値は生起頻度を表す 
Data pattern high low
cause, action, effect 14 4
cause, action, ￢effect 1 0
cause, ￢action, effect 1 0
cause, ￢action, ￢effect 0 0
￢cause, action, effect 0 0
￢cause, action, ￢effect 0 1
￢cause, ￢action, effect 0 1













ができますか？」という質問に VAS (0：存在しない, 100：存在する) で回答させた．また，
「この回答にどのくらい自信がありますか？」という確信度の評定も同様に VAS (0：全く
自信がない , 100：非常に自信がある) を用いた．なお，判断の際に 1枚目の用紙  (i.e., 
因果モデルを示した用紙 ) や 2 枚目の用紙  (i.e., 事象の生起情報を示した用紙 ) を
見ることは許可されていた．  










モデルでは，原因事象の状態  (e.g., 神経伝達物質 CNA の有無 ) が分かると，行動  









































































































        (11-5) 
 
観察の推論と異なって介入条件や選択条件における推論は，行動と原因事象間の
リンクが取り除かれた因果モデルに基づいて行われる．これは，グラフ切除  (無効化 ) に
よって行動と原因事象が独立になるからである．介入によって事象がある状態になること

























































11. 3. 2. 結果および考察  




実験 2 における確率判断の平均値と標準偏差  
Inference P (cause | action) P (cause | ¬action) P (cause | action) P (cause | ¬action)
Choice
     Predicted values 50 50 50 50
     M 53.06 48.69 52.25 44.38
     SD 32.25 27.49 28.71 26.12
Intervention
     Predicted values 50 50 50 50
     M 49.63 52.81 50.06 50.13
     SD 35.20 31.65 29.48 29.74
Observation
     Predicted values 100 20 80 0
     M 83.19 29.63 72.31 33.75
     SD 18.48 22.13 24.34 27.64

















類 (3)×基準率 (2)×行動の有無 (2)の混合三要因分散分析を行ったところ，行動の有
無の主効果  (F(1, 45) = 9.25, MSE = 1473.88, p = .003, η
 2
 G = .09) および推論の
種類と行動の有無の交互作用が有意であった  (F(2, 45) =7.11, MSE = 1473.88, p 
= .002, η
 2
 G = .13)．結果を詳細に調べるために，それぞれの推論ごとに評定値のデー
タを別々にしてから分析を行った．選択群における評定値について基準率 (2)×行動の
有無 (2)の二要因分散分析を行ったところ，いずれの主効果および交互作用も有意で
なかった  (Fs < 1)．また，介入群における評定値について基準率 (2)×行動の有無 (2)
の二要因分散分析を同様に行ったところ，いずれの主効果および交互作用も有意でな
かった  (Fs < 1)．しかし，観察群における評定値について基準率 (2)×行動の有無 (2)
の二要因分散分析を行ったところ，行動の有無の主効果が有意であり  (F(1, 15) = 
163 
36.32, MSE = 934.70, p < .001, η
 2
 G = .51)，基準率と行動の有無の交互作用が有
意傾向であった  (F(1, 15) = 3.76, MSE = 239.50, p = .071, η
 2
 G  = .03)．基準率と
行動の有無の交互作用について下位検定を行ったところ，P(cause|action)の評定にお
いて基準率の効果が有意傾向であった  (F(1, 15) = 4.04, MSE = 234.46, p = .062, 
η
 2
 G = .06)．選択や介入に基づく推論では事象の基準率が考慮されず，観察に基づく
推論では事象の基準率が考慮されることが明らかとなった． 
Table 11-5 に確信度の平均値を示した．論の種類 (3)×基準率 (2)×行為の有無
(2)の混合三要因分散分析の結果，推論の種類の主効果および行為の有無の主効果
が有意であり (F(2, 45) = 3.79, MSE = 1443.48, p = .030, η
 2
 G  = .10, F(1, 45) = 
6.30, MSE = 190.50, p = .016, η
 2











実験 2 における確信度の平均値と標準偏差 Table 6-1 
Inference P (cause | action) P (cause | ¬action) P (cause | action) P (cause | ¬action)
Choice
     M 47.06 49.13 55.25 45.88
     SD 22.97 28.86 25.70 29.56
Intervention
     M 63.38 54.69 59.38 58.38
     SD 21.15 23.02 17.18 21.29
Observation
     M 70.75 63.63 71.38 65.50
     SD 21.34 21.95 14.38 23.22
High base rate Low base rate
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11. 4. 実験 3 
実験 2 の結果，意図的に選択された行動は介入として捉えられ，そのような行為に基づ
く推論では因果モデルにおける事象の基準率は無視されていることが示された．これら
の結果は，選択や介入に基づく推論において因果モデルのパラメータ  (e.g., 事象の










11. 4. 1. 方法  
実験参加者および実験計画  大学生 42 名を実験参加者とした．この中に実験 1 な
らびに実験 2 に参加した者はおらず，実験参加者には実験参加のお礼として成績の加
点となる実験参加証を渡した．実験参加者は選択群，介入群，観察群のいずれかに無
作為に割り当てられた．また，媒介事象に対する行動の因果強度  (高因果強度 , 低因
果強度 ) を実験参加者内で操作した．  
実験手続き  手続きの大部分は実験 2 と同様であったが，使用する因果モデルとそ
のパラメータが異なっていた．家事のシナリオと運動のシナリオを因果連鎖モデルで記述
し，基準率を一定に保ちながら因果強度を操作した  (Figure 11-6 参照 )．1 つのシナリ
オは 4 枚の用紙で構成されており，1 枚目は因果モデルの教示，2 枚目はリストによる事
象の生起情報の提示，3・4 枚目は判断課題となっていた．  
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1 枚目の用紙には，シナリオの内容とその内容を図で表現した因果モデル  (Figure 
11-6 からパラメータを省いたもの) が記載されていた．2 枚目の用紙には，シナリオで示
した事象の生起情報とその読み取り方が記載されていた  (Table 11-6 参照 )．事象の
生起情報は 2 種類設けられ，高因果強度条件では行動が媒介事象を生起させる確率
が高く  (i.e., P(intermediate|action) = 1 )，媒介事象が結果事象を生起させる確率が
低かった  (i.e., P(effect |intermediate) = 0.5)．対照的に，低因果強度条件では行動が
媒介事象を生起させる確率が低く  (i.e., P(intermediate|action) = 0.5 )，媒介事象が
結果事象を生起させる確率が高く設定されていた  (i.e., P(effect |intermediate) = 1 )．




た ． 判 断 課 題 は ， 行 動 し て い る 場 合 に 媒 介 事 象 が 存 在 す る 確 率
P(intermediate|action)を判断する課題と行動していない場合に媒介事象が存在する
確率 P(intermediate|￢action)を判断する課題の 2 種類があった．実験参加者は，知り
合いが意図的に行動を選択していることを想像する選択群，知り合いが行動させられて
いることを想像する介入群，知り合いが行動していることを想像する観察群のいずれか



















Figure 11-6. 実験 3 で使用した因果モデル .  
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結果の予測  Figure 11-6 に示した因果モデルが与えられとき，因果ベイズネットを
用いた量的推定説の予測は以下の通りである．因果連鎖モデルでは行為の理由に関
わらず，行動が生起している場合はそうでない場合よりも媒介事象の生起確率が高くな
















2 つの条件で同じ予測値が得られる．  
 
0)|()|(  weakstrong actionteintermedeaPactionteintermediaP   (11-11) 
 
 
注 ) 数値は生起頻度を表す 
Table 11-6 
実験 3 における事象の生起情報  
Data pattern strong weak
action, intermediate, effect 5 5
action, intermediate, ￢effect 5 0
action, ￢intermediate, effect 0 0
action, ￢intermediate, ￢effect 0 5
￢action, intermediate, effect 0 0
￢action, intermediate, ￢effect 0 0
￢action, ￢intermediate, effect 0 0
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評定値について推論の種類 (3)×因果強度 (2)×行動の有無 (2)の混合三要因分散
168 
分析を行ったところ，因果強度の主効果  (F(1, 39) = 22.09, MSE = 271.10, p 
< .001, η
 2
 G = .06) と行動の有無の主効果  (F(1, 39) = 90.12, MSE = 578.93, p 
< .001, η
 2
 G = .48) が有意であり，推論の種類と因果強度の交互作用  (F(2, 39) = 
4.78, MSE = 271.10, p = .013, η
 2
 G  = .03) や因果強度と行動の有無の交互作用  
(F(1, 39) = 4.30, MSE = 296.67, p = .044, η
 2
 G = .01) が見られた．結果を詳細に
調べるために，それぞれの推論ごとに評定値のデータを別々にしてから分析を行った．
選択群における評定値について因果強度 (2)×行動の有無 (2)の二要因分散分析を
行ったところ，行動の有無の主効果のみ有意であった  (F(1, 13) = 13.10, MSE = 
1590.49, p = .003, η
 2
 G  = .35)．また，介入群における評定値について因果強度 (2)×
行動の有無 (2)の二要因分散分析を同様に行ったところ，因果強度の主効果  (F(1, 
13) = 12.17, MSE = 243.09, p = .004, η
 2
 G = .12) および行動の有無の主効果  
(F(1, 13) = 44.13, MSE = 837.93, p < .001, η
 2
 G  = .63) ならびに因果強度と行動
の有無の交互作用  (F(1, 13) = 5.19, MSE = 84.85, p = .040, η
 2
 G = .02) が有意
であった．下位検定として単純主効果の検定を行った結果，行動が生起している場合
に因果強度の効果が有意であり (F(1, 13) = 17.18, MSE = 165.30, p = .001, η
 2
 G 




実験 3 における確率判断の平均値と標準偏差  
Inference P (intermediate | action) P (intermediate | ¬action) P (intermediate | action) P (intermediate | ¬action)
Choice
     Predicted values 100 0 100 0
     M 71.93 26.93 63.27 29.93
     SD 23.17 24.51 23.29 33.03
Intervention
     Predicted values 100 0 100 0
     M 83.79 26.79 63.64 17.86
     SD 11.18 30.06 17.41 17.76
Observation
     Predicted values 100 0 50 0
     M 81.07 29.93 55.79 15.21
     SD 16.35 33.18 25.85 20.39
Strong causal strength Weak causal strength
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(F(1, 13) = 3.43, MSE = 162.65, p = .087, η
 2
 G = .03)．同様に，観察群における評
定値について因果強度 (2)×行動の有無 (2)の二要因分散分析を同様に行ったところ，
因果強度の主効果  (F(1, 13) = 15.96, MSE = 350.77, p = .002, η
 2
 G  = .15) およ
び行動の有無の主効果  (F(1, 13) = 67.34, MSE = 437.21, p < .001, η
 2
 G = .48) 
が有意であり，交互作用は有意でなかった  (F(1, 13) = 1.20, MSE = 327.22, p 
= .294, η
 2
 G = .01)．選択に基づく推論では因果強度が考慮されず，介入に基づく推
論や観察に基づく推論には因果強度が反映されることが示された．  
Table 11-8 に確信度の平均値を示した．推論の種類 (3)×因果強度 (2)×行為の有  
無 (2)の混合三要因分散分析の結果，因果強度と行動の有無の交互作用のみが有意
であった  (F(1, 39) = 7.45, MSE = 187.16, p = .009, η
 2
 G  = .01)．単純主効果の検
定の結果，低因果強度条件では行動の有無によって確信度が異なることが明らかとな
った (F(1, 39) = 5.35, MSE = 185.86, p = .021, η
 2








Inference P (intermediate | action) P (intermediate | ¬action) P (intermediate | action) P (intermediate | ¬action)
Choice
     M 59.93 55.80 53.13 59.07
     SD 25.16 28.67 26.55 26.51
Intervention
     M 67.79 62.14 60.57 63.71
     SD 20.58 21.60 19.28 19.15
Observation
     M 73.79 69.14 69.07 80.36
     SD 26.74 26.39 24.21 19.92
Strong causal strength Weak causal strength
Table 11-8 
実験 3 における確信度の平均値と標準偏差  
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は Tversky & Kahneman (1974) を始めとして数多 くの研究が行われており 
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わけではなく，介入の論理から逸脱することもある．Hagmayer & Sloman (2009) は
自身の選択が介入として捉えられていない現象として自己欺瞞  (self-deception) とセ
ルフハンディキャッピング  (self-handicapping) を挙げている．前者は自分で行動を
選択しているにも関わらず，何らかの他の要因によって行動がなされていると考えること













(actor – observer bias) と呼ばれている  (Jones & Nisbett, 1972)．例えば，試験
の結果が悪かった場合テストを受けなかった観察者は行為者の勉強不足と内的に帰属
し，テストを受けた行為者は問題が難しかったと外的に帰属することがある．行為者と観





























が明らかとなった  (実験 2)．さらに，共変動情報を体系的に操作して共変動手がかりか
ら因果の方向性がどのように導かれるかについて検討を行った結果，微生物の発生に
関するカバーストーリーでは因果の必要性に基づく解釈が  (実験 3)．宇宙人のコミュニ
ケーションに関するカバーストーリーでは因果の十分性に基づく解釈が確認された  (実




は時間順序手がかりが重視されることが示された  (実験 1 および実験 2)．また，介入に
よる学習ではこのような判断方略の変化は確認されなかった  (実験 3)．研究 2 の結果
から，共変動手がかりの使用に限界があることや，観察と介入では異なるプロセスが働い
ていることが示唆された． 

















が  (実験 1)，基準率や因果強度などのパラメータは考慮されないことが示され  (実験 2
および実験 3)，選択の因果モデル理論の妥当性が示唆された． 
 
12. 2. 理論的含意  
ここでは本研究の結果と因果ベイズネットの関係について，それぞれの側面から詳し
く述べる．因果構造の学習に関しては，因果ベイズネットによる説明だけでなく，ヒューリ
スティックスを用いた説明も提唱されている  (e.g., Fernbach & Sloman, 2009; 
Lagnado & Sloman, 2004)．因果ベイズネットが共変動手がかりに重きを置くのに対し
て，これらのヒューリスティックスでは時間順序手がかりを重視している．時間順序手がか




































告 さ れ て い る  (e.g., Booth & Buehner, 2007; Waldmann, 2000, 2001; 


















究では学習フェイズが 16 試行から 40 試行で構成されていた．現実的には特定の対象
に対して何十回も観察を行うことは珍しく，より早い段階で知識を獲得して使用しなけれ
ばならない．一部の研究ではサンプルサイズが小さいときに相関の検出が容易になるこ








ある原因事象 C1 が結果事象 E を発生させているのを観察した後に，C1 と他の原因事
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