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Résumé
Nous avons découvert que le module de cisaillement des monocristaux d’hélium-4 présentait une
grande réduction dans une direction particulière quand les dislocations se déplacent librement. Cette
"plasticité géante" (car due au mouvement des dislocations) apparaît à suffisamment basse température
lorsque les phonons thermiques disparaissent et se poursuivrait jusqu’au zéro absolu si les impuretés
d’3He étaient supprimées. En étudiant des monocristaux d’orientations différentes, nous avons identifié
le plan de glissement des dislocations : le plan de base de la structure hexagonale compacte. Dans la
région de plasticité géante, nous n’avons détecté aucune dissipation et avons observé un comportement
linéaire pour certains monocristaux jusqu’à 10 mK et pour des contraintes extrêmement faibles de
l’ordre du nanobar. Cela indique que les dislocations se déplacent librement sans avoir à franchir
de barrières de Peierls comme cela est supposé par la théorie de Granato-Lücke. Nous avons aussi
démontré que l’amortissement apparaissant à plus haute température est causé par des collisions avec
les phonons thermiques, ce qui nous a permis de mesurer précisément la densité (entre 104 et 106 cm−2
en fonction de la qualité des cristaux) et la longueur libre (entre 50 et 200 µm) des dislocations et de
montrer que ces dislocations sont regroupées en sous-joints et étaient donc très peu connectées. Ces
résultats réfutent la plupart des scénarios expliquant le possible état supersolide de l’hélium-4. Une
dernière série de mesures nous ont prouvé qu’il existait une vitesse critique des dislocations en dessous
de laquelle les impuretés accrochées à la dislocation se déplacent avec elle. Nous tentons de comparer
ce comportement à celui des cristaux classiques.
Mots-clefs : Hélium solide - Dislocation - Plasticité - Acoustique
Dislocation motion in solid Helium-4
Abstract
We have shown that the shear modulus of Helium-4 single crystals is highly reduced in one par-
ticular direction if their dislocations are free to move. This "Giant Plasticity” occurs at low enough
temperature where thermal phonons disappear and probably down to absolute zero if Helium-3 im-
purities are suppressed. By studying single crystals with various orientations, we have identified the
gliding plane of the dislocations : it is the basal plane of the hcp structure. We found no dissipation
in the giant plasticity region and a linear elastic behaviour for single crystals down to 10 mK and
nanobar stresses. This suggests that dislocations are strings moving freely with no measurable Peierls
barriers to overcome, as assumed in the Granato-Lücke theory. We have also demonstrated that the
dissipation occurring at higher temperature is due to collisions with thermal phonons. It allowed us
to measure precisely the dislocation densities (104 to 106 cm−2 depending on crystal quality) and
lengths (50 to 200 µm) and to show that these dislocations are grouped in sub-boundaries, conse-
quently poorly connected. These results rule out most existing scenarios for a possible supersolidity of
solid Helium-4. A last series of experiments gave us the evidence for a critical dislocation speed under
which the impurities bound to the dislocations can follow their motion. A comparison with classical
crystals is interesting.
Keywords : Solid Helium - Dislocation - Plasticity - Acoustic
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Introduction
Un cristal est un solide formé d’atomes liés les uns aux autres de façon ordonnée.
Il résiste élastiquement à une contrainte de cisaillement contrairement à un fluide
qui coule. Tant que cette contrainte reste faible, la déformation qui en résulte est
réversible et le solide retrouve son état d’origine dès que la contrainte est relâchée. Le
module de cisaillement est le rapport de la contrainte sur la déformation. Cependant,
si la contrainte augmente au-delà d’un certain seuil, un solide subit généralement
une déformation plastique, caractérisée par la mise en mouvement de défauts du
cristal appelés dislocations. Dans les cristaux classiques les déformations plastiques
sont irréversibles et de faibles amplitudes. Dans les métaux par exemple, la plasticité
apparaît typiquement pour des contraintes de l’ordre de 0,0001% à 10% de la valeur
du module de cisaillement et augmente avec la température. Le mouvement des
dislocations peut s’accompagner de leur multiplication ce qui rend le phénomène
encore plus irréversible. Le glissement des dislocations est un phénomène très étudié
et fondamental en science des matériaux. En effet, du mouvement des dislocations
découlent la résistance des matériaux mais aussi la formation et la dispersion de
fractures, le vieillissement des matériaux, leur fragilité...
Dans les cristaux classiques, l’étude des dislocations nécessite de fortes contraintes
et de hautes températures rendant l’observation de ces phénomènes assez difficile
car plusieurs phénomènes ont lieu à la fois. Dans notre laboratoire, nous pouvons
étudier, à très basse température, des cristaux d’hélium-4 possédant des interactions
simples, et pouvant être totalement purifiés et ainsi être utilisés comme un système
modèle pour mieux comprendre les propriétés élastiques des solides. Nous avons dé-
couvert que dans le cas des monocristaux d’hélium-4 en l’absence d’impuretés, la
résistance au cisaillement devenait quasi-nulle dans une direction particulière car un
seul coefficient élastique est modifié. Nous démontrons que l’origine de ce ramollis-
sement est le glissement des dislocations parallèlement aux plans de base du cristal
hexagonal. De tels glissements ont déjà été observés dans d’autres structures hexa-
gonales, mais jamais avec une telle amplitude. Nous montrons ici que dans un cristal
d’hélium-4, les dislocations se déplacent à grande vitesse quasiment sans dissipation.
Cette plasticité géante et anisotrope ne dépend pas de l’amplitude de la contrainte
appliquée et persiste jusqu’à des contraintes très faibles de l’ordre de 10−11 fois le
module de cisaillement. Ce mouvement étant réversible, la plasticité se caractérise
par une réduction du coefficient élastique c44 de 50% à 80%. Elle disparaît dès que
des traces d’impuretés isotopiques s’attachent aux dislocations ou si leur mouvement
est amorti par les phonons thermiques.
Cette thèse se divise en trois chapitres. Dans le premier chapitre, nous intro-
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duisons les notions de science des matériaux nécessaires à la compréhension et à
l’interprétation de nos résultats. Nous détaillons les propriétés classiques et quan-
tiques de l’hélium-4 solide et pourquoi il peut être considéré comme système modèle
pour la science des matériaux. Nous décrivons ensuite comment nous en sommes
arrivés à étudier les propriétés élastiques des cristaux d’hélium-4 en revenant sur la
découverte de ce qui a été interprété comme une signature de la supersolidité. À
la suite de ce chapitre introductif, le deuxième chapitre présente essentiellement les
progrès et les améliorations que nous avons apportés à la thermométrie ainsi qu’aux
dispositifs expérimentaux, et les méthodes de croissance des cristaux que nous uti-
lisons pour étudier l’hélium-4 solide. Dans le troisième chapitre, nous présentons les
résultats que nous avons obtenus sur le mouvement des dislocations dans les cris-
taux d’hélium-4. Ces observations expérimentales sont accompagnées de discussions
et d’interprétations qui tentent de comparer ces comportements à ceux des cristaux
classiques.
Chapitre 1
Bases théoriques et historiques
Nous donnons ici une brève introduction générale à la science des matériaux
afin d’introduire les notions d’élasticité, de dislocations ou encore de plasticité. En-
suite nous présenterons l’hélium solide, pourquoi est-il considéré comme une cristal
quantique et quels en sont les conséquences. Enfin dans une dernière partie nous
expliquerons ce qui nous a amenés à étudier l’hélium solide dans cette région de
température, en dessous de 1 Kelvin ou comment l’étude d’une possible supersoli-
dité de l’hélium solide a finalement abouti à la découverte d’un autre phénomène
non moins intéressant, une "plasticité géante" de ces cristaux.
1.1 Notions de science des matériaux
1.1.1 Qu’est ce qu’un cristal ?
Parmi les solides, les cristaux ont la particularité d’être ordonnés, c’est-à-dire que
les atomes ou les groupes d’atomes qui les composent sont disposés sur un réseau
périodique. La plus petite partie du réseau permettant de recomposer l’ensemble
est appelée une maille. Selon l’Union internationale de cristallographie, les cristaux
sont caractérisés par un diffractogramme essentiellement discret. Lorsqu’une onde
traverse un cristal, elle est diffractée dans certaines directions uniquement. Les cris-
taux se différencient ainsi des verres par exemple qui sont des solides dits amorphes
car l’arrangement des atomes n’est pas périodique quelque soit l’échelle.
Les symétries des réseaux cristallins permettent de classer les cristaux en diffé-
rents systèmes. Il existe 14 types de mailles, on parlera par exemple, de structures
cubiques, orthorhombiques ou encore hexagonales compactes. La structure hexago-
nale compacte notée hc est composée de couches d’atomes agencés selon un réseau
triangulaire qui se superposent de telle façon que les atomes d’une couche soient
situés sur les trous des couches supérieures et inférieures.
Un cristal est dit parfait lorsque tous les atomes sont sur les sites du réseau cris-
tallin. En réalité tous les cristaux possèdent des défaut ne serait-ce que les surfaces
extérieures qui stoppent la périodicité. Ce sont les défauts qui sont à l’origine de
nombreuses propriétés et caractéristiques des cristaux comme leur déformation, leur
fragilité, leur conductivité thermique et électrique ou encore leur couleur. On peut
3
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axe cfacette c
facette a
a
c
Figure 1.1 – Schéma de la maille de la structure hexagonale compacte (hc). L’axe
c est l’axe de symétrie 6.
classer les défauts en quatre catégories en fonction de leurs dimensions : les lacunes
qui caractérisent l’absence d’atome sur un site sont de dimension 0 alors que les
dislocations sont des lignes de dimension 1. Sa structure rigide et localisée dans un
réseau fait qu’un cristal résiste à une contrainte de cisaillement contrairement à un
fluide qui coule sous l’effet d’un cisaillement. Introduisons maintenant les notions
qui vont nous permettre de caractériser et d’étudier cette résistance élastique.
1.1.2 La loi d’élasticité linéaire
Soit un repère orthonormal xi (i=1, 2 ou 3). On appellera σij la composante
selon la direction i de la force qui s’exerce sur la surface perpendiculaire à j d’un
petit élément de volume (cf Figure 1.2). Les contraintes σij sont homogènes à des
contraintes hydrostatiques et forment le tenseur des contraintes σ˜. Quand il est
soumis à une contrainte, un solide se déforme. On définit le champ de déplacement
u comme l’écart à la position d’équilibre r0 des points du système : u = r − r0.
Alors, le tenseur des déformations ε˜ est donné par ses composantes :
εkl =
1
2
(
∂uk
∂xl
+ ∂ul
∂xk
)
(1.1)
Les expressions ci-dessus ne contiennent que les termes du premier ordre et ne
sont exactes que dans la limite où les contraintes et les déplacements relatifs sont plu-
tôt faibles, proches de zéro. La théorie de l’élasticité linéaire se place dans ce cadre.
La loi de Hooke relie alors linéairement les éléments σij du tenseur des contraintes
σ˜ aux éléments εij du tenseur des déformations ε˜ par l’intermédiaire du tenseur
d’élasticité d’éléments cijkl. Dans un repère orthonormal, on aura :
σij = cijklεkl (1.2)
Les coefficients cijkl sont les constantes élastiques. {cijkl} est une matrice 9 × 9
de 81 éléments mais les symétries des tenseurs de contraintes et de déformations
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Figure 1.2 – Description du tenseur de contraintes sur un petit élément de volume.
permettent de réduire le nombre de coefficients indépendants à 21. Ainsi les coeffi-
cients cijkl sont souvent écrits dans une représentation matricielle simplifiée cmn en
utilisant la notation de Voigt qui relie les indices (ijkl) aux indices (mn) :
(ij) → (α)
11 → 1
22 → 2
33 → 3
32 ou 23 → 4
31 ou 13 → 5
21 ou 12 → 6
Ainsi par définition :
c11 = c1111 c12 = c1122
c44 = c2323 c46 = c2312
....... ......
Et sous sa forme matricielle, la loi de Hooke devient alors :
σ11
σ22
σ33
σ23
σ31
σ12

=

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66


ε11
ε22
ε33
2ε23
2ε31
2ε12

(1.3)
Pour i 6= j, c’est à dire dans le cas d’un cisaillement, l’équation 1.1 ne donne que
la moitié du cisaillement, il faut donc mettre 2εi 6=j dans ce cas. Lorsque le repère de
6 CHAPITRE 1. BASES THÉORIQUES ET HISTORIQUES
référence effectue une rotation, la déformation, la contrainte et la matrice d’élasticité
doivent aussi subir les transformations adéquates.
Pour la plupart des cristaux, les symétries propres à leurs structures permettent
de réduire encore le nombre d’éléments indépendants en dessous de 21. Dans le cas
de la structure hexagonale compacte par exemple, il n’en reste plus que 5 : c11, c12,
c13, c33 et c44. Le tenseur d’élasticité de la structure hc avec l’axe c de la structure
parallèle à l’axe z s’écrit alors :
c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

avec c66 =
c11 − c12
2 (1.4)
Les relations entre la contrainte et la déformation sont donc :
σ11 = c11ε11 + c12ε22 + c12ε33 σ23 = 2c44ε13
σ22 = c12ε11 + c11ε22 + c13ε33 σ31 = 2c44ε31 (1.5)
σ33 = c13ε11 + c13ε22 + c33ε33 σ12 = 2c66ε12
σ31 σ23 σ1231 2
Figure 1.3 – Schéma des déformations pour les différentes contraintes de cisaille-
ment. Dans les deux premiers cas, la contrainte impose une déformation qui fait
glisser les plans les uns sur les autres, le même mécanisme est sollicité : le rond vert
se déforme. Dans le dernier cas, la contrainte déforme la structure parallèlement à
l’axe z, le rond vert reste inchangé et le rond rouge se déforme.
Comme on peut le voir, les contraintes de cisaillement σ23 et σ31 font intervenir le
même coefficient élastique c44, alors que le cisaillement σ12 est relié à la déformation
par la constante c66. C’est une particularité de la structure hexagonale qui est formée
de couches d’atomes formant des mailles hexagonales que l’on appelle aussi plans
de base. Comme on peut le voir sur les schémas de la Figure 1.3, les deux premières
contraintes font glisser les couches les unes sur les autres comme on ferait glisser
les cartes d’un paquet de cartes. Elles font donc intervenir le même coefficient. Par
contre, dans le troisième cas, la contrainte appliquée tend à déformer la couche
elle-même, c’est donc une autre constante qui intervient. Ainsi le coefficient c44
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caractérise le glissement des plans de base alors que c66 décrit les déformations à
l’intérieur de ces plans.
Dans le cas de solides isotropes, c’est-à-dire si ses propriétés, élastiques ou autres
ne dépendent pas de la direction, seules deux constantes élastiques sont nécessaires :
la constante de Lamé λ et le module de cisaillement µ ou module de Coulomb G. Ces
dernières peuvent être reliées aux autres constantes élastiques isotropes généralement
utilisées comme le module de Young E, le coefficient de Poisson ν ou le module
d’élasticité B par :
B = λ+ 2µ3 =
E
3(1− 2ν) =
2µ(1 + ν)
3(1− ν)
E = µ(3λ+ 2µ)
λ+ µ =
9µB
3B + µ = 2µ(1 + ν)
ν = 3B − 2µ2(3B + 2µ) =
λ
2(µ+ λ) =
E − 2µ
2µ
µ/G = E2(1 + ν)
λ = νE(1 + ν)(1− 2ν) =
2νµ
1− 2ν
(1.6)
1.1.3 Théorie des dislocations
1.1.3.1 Définitions
Lorsqu’on déforme un cristal fortement, on peut voir apparaître à sa surface
des lignes appelées traces de glissement. Ces lignes sont en fait de petites marches
caractérisant le glissement des plans cristallins les uns par rapport aux autres. Elles
sont le résultat du glissement, sous la contrainte, des défauts linéaires présents dans
le cristal : les dislocations. Historiquement, c’est Volterra en 1907 [2] qui le premier
introduisit l’idée de lignes de dislocations pour expliquer et décrire ces observations.
Il existe deux types de dislocations droites, les dislocations coins ("edge" en anglais)
Figure 1.4 – Traces de glissement sur de l’aluminium sous fortes contraintes [1].
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et les dislocations vis ("screw" en anglais). En réalités les dislocations sont le plus
souvent mixtes, elles peuvent être coins à certains points, vis à d’autres ou les deux
en même temps.
Une dislocation coin peut être imaginée comme l’introduction d’un demi-plan
supplémentaire à l’intérieur d’un cristal parfait. Son emplacement est défini comme
l’extrémité de ce demi-plan (voir Figure 1.5). La dislocation vis peut être vue comme
une entaille dont on aurait décalé les bords d’une distance inter-atomique. Son em-
placement correspond à l’extrémité de l’entaille (voir Figure 1.6).
(a) Boucle avec dislocation (b) Boucle sans dislocation
Figure 1.5 – Schéma d’une dislocation coin (représentée par un ⊥) de direction t
et de vecteur de Burgers b. En dessinant une boucle autour de la dislocation, que
l’on reproduit sur une partie parfaite du cristal, il manque un vecteur pour fermer
la boucle qui est le vecteur de Burgers.
La dislocation est entièrement décrite en chaque point par deux vecteurs : le
vecteur t qui définit la direction de la ligne et le vecteur de Burgers b qui spécifie la
hauteur et la direction de la déformation. On peut construire ce dernier en faisant
une boucle autour de la dislocation puis en copiant cette même boucle sur une
portion parfaite du cristal. Le défaut de fermeture qui apparaît dans ce cas est
comblé par le vecteur de Burgers. Les Figures 1.5 et 1.6 décrivent la construction du
vecteur de Burgers dans le cas de dislocations coins et vis dans un cristal cubique.
On remarquera que le vecteur de Burgers d’une dislocation vis est parallèle à t alors
que celui d’une dislocation coin est perpendiculaire à t.
Maintenant que nous avons décrit ces deux types de dislocation, intéressons nous
aux déformations qu’elles induisent dans le cristal parfait.
1.1.3.2 Champ de déformation créé par la dislocation
Les atomes entourant la dislocation ne sont pas situés sur les sites naturels du
réseau cristallin. Il en résulte un champ de déformation et des contraintes internes
dans tout le cristal. Au centre de la dislocation, l’arrangement atomique est très
fortement perturbé, c’est le cœur de la dislocation dont la taille r0 est de l’ordre de
plusieurs vecteurs de Burgers b = ‖b‖. Dans cette région sous fortes contraintes,
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Figure 1.6 – Schéma d’une dislocation vis de direction t et de vecteur de Burgers b.
Comme pour la dislocation coin, on dessine une boucle autour de la dislocation, puis,
la même boucle est dessinée sur une partie parfaite du cristal. Le vecteur manquant
pour fermer la boucle est le vecteur de Burgers.
la théorie élastique linéaire ne s’applique pas mais au-delà, la loi de Hooke permet
d’évaluer la contrainte engendrée par la dislocation.
Considérons le cas simple d’une dislocation vis droite orientée selon z, le long de
l’axe d’un cylindre infini de rayon R (cf Figure 1.7(a)) : dislocation dite de Volterra.
Son vecteur de Burgers est positif. Il est raisonnable de supposer que le déplacement
selon z, uz augmente uniformément avec l’angle θ selon :
uz(r, θ) =
b
2piθ (1.7)
La contrainte associée à ce déplacement est donnée par [1] :
σθz =
µb
2pir
σrz = σrθ = σrr = σθθ = σzz = 0
(1.8)
(a) Dislocation vis (b) Dislocation coin
Figure 1.7 – Représentations de Volterra.
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Une dislocation vis ne provoque que des contraintes de cisaillement. Le cas d’une
dislocation coin telle qu’elle est représentée sur la Figure 1.7(b) est un peu plus
complexe. En effet celle-ci provoque des contraintes de cisaillement mais aussi de
compression. On montre que [3] :
σrr = σθθ =
µb sin θ
2pi(1− ν)r
σrθ =
µb cos θ
2pi(1− ν)r
σzz = ν(σrr + σθθ)
σrz = σθz = 0
(1.9)
On peut alors calculer l’énergie d’une dislocation qui correspond à la somme
de l’énergie due au champ de contraintes qu’elle induit et de l’énergie du cœur.
Cette dernière, très difficile à évaluer est très faible devant la première et peut être
négligée en première approximation. Typiquement, dans une structure compacte,
cette énergie varie entre 0,1 et 0,05 µb [3]. L’énergie W par unité de volume due à
une déformation élastique linéaire est donnée par :
W = σ
2
2E en compression
W = σ
2
2µ en cisaillement (1.10)
Alors l’énergie par unité de longueur d’une dislocation vis dans une région limitée
par le cœur de la dislocation r0 et le rayon R du cylindre vaut :
W
L
=
∫ R
r0
σ2θz
2µ 2pirdr =
µb2
4pi ln
R
r0
(1.11)
Cette énergie diverge lorsque R → ∞, ou lorsque r0 → 0. La divergence due
à R montre bien que l’on ne peut pas attribuer une énergie caractéristique à une
dislocation car celle-ci dépend de la taille du cristal. Néanmoins dans un cristal
contenant plusieurs dislocations de signes opposés, on peut grossièrement prendre R
comme la moitié de la distance entre deux dislocations. De toute façon, à cause du
logarithme, l’énergie est très peu sensible au choix de R. Dans le cas d’une dislocation
coin, le calcul de l’énergie donne :
W
L
=
∫ R
r0
rdr
∫ 0
2pi
dθ
[
1
2µσ
2
rθ +
1
2E (σ
2
rr + σ2θθ + σ2zz)
]
= µb
2
4pi(1− ν) ln
R
r0
(1.12)
Ce qui est identique au cas de la dislocation vis avec en plus un facteur (1− ν).
1.1.3.3 Déplacement libre des dislocations
Par application d’un champ de contraintes extérieures σ, il est possible de dépla-
cer la dislocation dans son plan de glissement qui est le plan formé par le vecteur de
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(a) Dislocation coin (b) Dislocation vis
Figure 1.8 – Déplacement des dislocations dans leur plan de glissement. Les deux
mouvements mènent à la formation d’une marche sur la surface du cristal. On re-
marquera que la dislocation coin glisse parallèlement à son vecteur de Burgers, alors
que la dislocation vis se propage perpendiculairement à celui-ci.
Burgers b et le vecteur de direction t. La dislocation est alors soumise à une force
F normale en tout point à sa direction t, et définie par la loi de Peach Koehler [1] :
F = (σ.b) ∧ t
t
(1.13)
Le mouvement d’une dislocation vis ou coin est schématisé Figure 1.8 qui illustre
la formation de marches à la surface de cristaux soumis à de fortes contraintes (cf
Figure 1.4). Ce mouvement ne se fait pas sans frictions.
En effet, les dislocations qui distordent les liaisons entre les atomes, adoptent gé-
néralement une configuration telle que ces distorsions soient les plus faibles possibles,
elles réduisent ainsi l’énergie de désalignement qu’elles induisent. On dit qu’elles oc-
cupent le fond d’une vallée d’énergie. Lorsqu’une dislocation se déplace dans son
plan de glissement, l’énergie de désalignement change périodiquement en fonction
de la position des rangées d’atomes. Peierls [4] puis Nabarro [5] ont décrit ce poten-
tiel vu par la dislocation en sommant les énergies de désalignement avant et après
un petit déplacement αb :
W (α) = µb
2
4pi(1− ν) +
WP
2 cos 4piα (1.14)
où WP = µb
2
2pi(1−ν)e
− 2piζ
b est appelée énergie de Peierls et ζ est la largeur de la dis-
location dans le modèle de Peierls-Nabarro qui délimite la région du cœur de la
dislocation, où la théorie de l’élasticité linéaire ne s’applique pas. La Figure 1.9(a)
représente l’allure du potentiel WP .
La contrainte nécessaire pour surmonter cette barrière énergétique est notée
contrainte de Peierls, σP et est donnée par :
σP =
1
b2
[
∂W (α)
∂α
]
max
= 2piWP
b2
= µ1− ν e
−2piζ
b (1.15)
Cette barrière peut donc être franchie par l’application d’une contrainte mé-
canique ou par fluctuation thermique. A l’échelle microscopique, le passage d’une
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(a) (b)
Figure 1.9 – (a) Profil énergétique vue par une dislocation lors de son glissement.
(b) Formation d’une paire de kinks entre deux vallées de Peierls. En s’éloignant la
paire de kinks permettra le glissement de la dislocation.
partie de la ligne de dislocation d’une vallée de Peierls à une autre est appelé un
décrochement (ou "kink" en anglais que nous utiliserons alors dans le texte). Un kink
dans un sens ou dans un autre aura un signe positif ou négatif selon la convention
choisie. On parlera alors d’anti-kink et de paires de kinks. En s’éloignant l’un de
l’autre les paires de kinks font passer la dislocation d’une vallée à une autre (voir
Figure 1.9(b)). La contrainte de Peierls domine dans toutes les structures possédant
un certain caractère covalent directionnel [1]. Toutefois dans les métaux de valence,
c’est-à-dire lorsque les interactions interatomiques dépendent de la distance et non
pas de la direction, la contrainte de Peierls est très faible. Il doit donc en être de
même pour certains cristaux ioniques ou encore dans les cristaux de gaz rares à
interaction de Van der Waals comme l’hélium solide.
Lorsqu’une dislocation se déplace hors de son plan de glissement, on dit qu’elle
monte ("climb" en anglais). Ce type de déplacement nécessite un transport de matière
en remplaçant un atome par une lacune comme le décrit la Figure 1.10. Le segment
de dislocation dont la direction est normale au plan de glissement est appelé cran
(ou "jog" en anglais que nous utiliserons à présent). Si cette portion de la ligne est
plus grande qu’une distance inter planaire, on parlera alors de superjogs. Comme
pour les kinks, les jogs ont un sens donc un signe et peuvent aussi former des paires.
Il est important de noter ici que par l’intermédiaire de son propre champ de
contrainte, une dislocation exerce une force sur les autres. L’interaction effective
entre deux dislocations est attractive ou répulsive en fonction de leur vecteur de
Burgers. Deux dislocations coins parallèles de même plan de glissement et de même
vecteur de Burgers se repoussent. Si les vecteurs de Burgers sont opposés, elles s’at-
tirent. Il en est de même pour les dislocations vis. Afin de minimiser leurs énergies,
les dislocations vont donc s’arranger dans un réseau tridimensionnel et c’est le mou-
vement du réseau de dislocations et non pas de la dislocation unique qui influencera
les propriétés du cristal. Il est donc utile de les décrire.
1.1.3.4 Réseau de dislocations
Durant la première partie du 20éme, les métallurgistes utilisent essentiellement le
modèle grossier de réseau Taylor [6] dans lequel les dislocations rectilignes, parallèles
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Figure 1.10 – (a-c) Montée d’une dislocation coin via la formation d’une paire de
jogs. La vue détaillée (d) montre la diffusion d’une lacune liée à ce mouvement
et équidistantes, interagissent via leurs propres champs de contraintes. Ce n’est que
bien plus tard, en 1951, que Frank apporte des concepts nouveaux sur le réseau
formé par les dislocations. Il montre dans un premier temps, que la présence de
dislocations accélère considérablement la croissance des cristaux [7, 8]. De ce fait,
à part dans des cas particuliers de petits cristaux formés très lentement, tous les
cristaux doivent contenir des dislocations pour croître. À partir de ce réseau originel,
de nouvelles boucles de dislocations pourraient se former à partir des arcs existants
à des énergies bien inférieures à celles nécessaires pour créer une boucle dans le
cristal parfait. Il montre aussi que les dislocations formeraient alors une structure
dite mosaïque de petite taille : les dislocations sont groupées sous forme de joints
plans adjacents légèrement désorientés les uns par rapport aux autres. Ce réseau de
Frank a permis d’expliquer la formation de la structure mosaïque de petite taille
proposée par Darwin pour comprendre pourquoi les intensités lors d’expériences de
diffractions de rayons-X étaient étrangement plus élevées que celles calculées [9] bien
plus tôt dans le cas d’un cristal parfait. Ces microcristaux faiblement désorientés
permettent à plus de rayons diffractés dans les couches inférieures d’atteindre le
détecteur.
On définit la densité linéaire de dislocations, Λ d’un cristal par la longueur totale
des lignes de dislocations par unité de volume (m/m3 ou m−2). De façon générale, un
cristal de bonne qualité possède entre 104 et 106 dislocations par cm2 et un cristal de
mauvaise qualité en possède entre 1010 et 1012 par cm2 [1]. Dans les cas de réseaux
de Frank, on peut relier la densité de dislocations à la distance entre deux nœuds du
réseau formés à l’intersection des dislocations et notée LN. Prenons comme premier
exemple un réseau de Frank cubique. Dans un cube de volume L3N, on trouve 12LN/4
longueurs de dislocation. La densité vaut donc Λ = 3/L2N et on obtient :
ΛL2N = 3 (1.16)
Ce facteur ΛL2N représente en quelque sorte la connectivité du réseau. Il est faible
si il y a beaucoup de connexions entre les lignes de dislocation. Au contraire si ce
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facteur est grand c’est que le réseau est peu interconnecté. Considérons maintenant le
même type de réseau simple dans le cas d’une structure hexagonale où il existe trois
directions de glissement principales pour les dislocations coins, perpendiculaires à
l’axe c et à 2pi/3 les unes des autres. Les dislocations s’arrangent, par symétrie, en un
réseau hexagonal de coté a′ dans le plan de base, parfois connecté aux plans de base
voisins à une distance c′ le long de l’axe c. Si on ne considère que les dislocations dans
le plan de base, alors dans le volume d’un hexagone 3
√
3a′2c′/2, on a 12a′/4 longueurs
de dislocation. La densité vaut donc Λ = 2/(
√
3a′c′). D’après Varoquaux [10], on
peut alors faire l’hypothèse que ce réseau hexagonal est homothétique à la maille
cristalline ce qui donne comme pour la maille élémentaire c/a = c′/a′ =
√
8/3. La
densité s’écrit alors Λ = 2/(
√
8a′2) et en remplaçant a′ par la distance entre deux
nœuds LN, on obtient :
ΛL2N =
1√
2
(1.17)
Cette valeur, très inférieure à la précédente (ΛL2N = 2 pour un réseau cubique
dans lequel on ne prend en compte que les plans de glissement), exprime le manque
de directions de glissement possible pour les dislocations. Ce facteur représentant la
topologie du réseau de dislocations, il sera le terme important dans la contribution
des dislocations à la déformation du cristal que nous allons maintenant introduire.
1.1.3.5 Mobilité des dislocations sous contraintes
Si un cristal contient des lignes de dislocation mobiles entre deux points fixes à
leurs extrémités, ces lignes vont se courber (cf Figure 1.13) sous l’effet d’une faible
contrainte σ appliquée au cristal. La déformation δε qui en résulte disparaît quand
la contrainte est relâchée, la ligne retourne alors à sa position initiale. Ainsi δε
peut être vue comme une déformation élastique qui réduit le module de cisaillement
apparent :
σ = µε = (µ+ δµ)(ε+ δε) (1.18)
où ε est la déformation d’un cristal parfait. La réduction du module de cisaillement
peut alors s’écrire :
δµ
µ+ δµ = −
δε
ε+ δε (1.19)
En 1952, Mott remarque que cette réduction ne dépend pas de la taille du ré-
seau mais de sa topologie [11]. En effet si le cristal possède N dislocations et que
chacune d’elles balaie une surface A durant la déformation, alors leur contribution
à la déformation vaut :
δε = NAb (1.20)
Puis en exprimant l’aire A en fonction de la contrainte σ et en remplaçant le nombre
N par la densité Λ, on obtient [1] :
δε
ε
' ΛL
2
N
6 (1.21)
Cette relation décrit le cas où la déformation due aux dislocations est maximum,
c’est-à-dire à haute température, dans le cas extrême où les dislocations peuvent
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glisser et monter. Toute limitation sur le mouvement des dislocations ou sur leur
distribution aura pour effet de réduire cette valeur. Dans le cas d’un réseau cubique
où seuls les glissements sont autorisés, une estimation moyenne donne [12] :
δε
ε
' ΛL
2
N
20 (1.22)
Si les lignes sont organisées en réseau de Frank cubique tel que ΛL2N = 2 on a donc :
δµ
µ+ δµ ' −
δε
ε
= − 110 (1.23)
Cette réduction δµ du module de cisaillement a été observée dans de nombreux
alliages lors de mesures du module de cisaillement en fonction de la concentration
en impuretés [13]. En effet, celles-ci viennent se fixer sur les dislocations pour former
un nuage de Cottrell (voir section 1.1.3.7). On dit alors que la dislocation est piégée
et elle ne peut plus se déplacer que sur une longueur réduite Li entre deux impuretés
(voir Figure 1.13). Cela réduit donc la portion des déformations dues aux dislocations
jusqu’à zéro lorsque la concentration en impuretés augmente. Dans le même sens, une
variation du module de cisaillement a été observée en faisant varier la température.
Il apparaît qu’au-dessus d’une température critique, le module de cisaillement est
réduit. Typiquement une réduction entre 5% et 10% est observée en bon accord avec
les prédictions pour un réseau de Franck, notamment par Bradfield et Pursey sur
des alliages de cuivres dès 1953 [14]. Cet effet est attribué à l’époque à la libération
des dislocations piégées, soit par un depiégeage de la dislocation par activation
thermique, soit par entrainement des impuretés par la dislocation, soit encore par
évaporation du nuage d’impuretés. Quand on continue d’augmenter la température,
une réduction encore plus forte du module de cisaillement est observée, cette fois-ci
attribuée à la montée des dislocations rendue possible à ces températures.
1.1.3.6 Polygonisation du réseau de dislocations
Il est possible d’obtenir une réduction du module du cisaillement bien plus grande
lorsque les dislocations s’arrangent en joints de grains faibles ou encore lorsque le
réseau est dit polygonisé. Cette organisation, schématisée sur la figure 1.11, fut intro-
duite par Burgers dès 1939 [15] qui imagine que les dislocations puissent former des
réseaux plans qui pouvant être assimilés à des joints de grains de faible orientation
ou sous-joints de grains. Ainsi, si on empile des dislocations coins (qui correspondent
à un demi-plan supplémentaire orthogonal au plan de glissement), les unes sur les
autres, la succession de demi-plans supplémentaires forme un joint entre deux parties
du cristal dont la désorientation par rapport à l’axe d’empilement augmente avec
la densité de dislocations dans le joint. Cette configuration minimise l’énergie qui
augmente avec la désorientation. Ces structures sont étudiées et observées par Crus-
sard en France et par Cahn en Angleterre lors du réchauffement de fils d’aluminium
qui prennent alors des allures polygonales lors du regroupement des dislocations en
joints de grains faibles d’où le nom de polygonisation donné par Orowan en 1947.
On comprend alors que dans un tel système, les faces des microcristaux de la
structure mosaïque du réseau de Franck de taille l soient couvertes de dislocations
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(a) (b)
Figure 1.11 – (a) Représentation d’une structure mosaïque et de deux types de
polygonisation où les dislocations sont orientées dans le même sens et séparées d’une
distance x ou y sur une longueur l. (b) Représentation d’un joint de grain faible.
empilées équidistantes de x. Dans ce cas, le facteur ΛL2N doit être remplacé par
l/x 1. La réduction du module de cisaillement s’écrit donc d’après Friedel [1] :
− δµ
µ+ δµ '
δε
ε
= l20x (1.24)
Théoriquement, cela permettrait des réductions du module de cisaillement de
100%. C’est ce qui a été observé de nouveau pour le module de Young sur des fils
d’aluminium polygonisés à haute température par Friedel, Boulanger et Crussard en
1955 [12]. La constante élastique est alors réduite à 10% de sa valeur en deux contri-
butions correspondant à basse température au simple glissement des dislocations
puis à plus haute température à leur montée. Enfin il est important de noter qu’une
telle anomalie (jusqu’à 16-18% du module de cisaillement) peut aussi être observée
dans des métaux soumis à des contraintes au-delà de quelques pour-cent [16]. Nous
venons de voir que la contribution des dislocations au module de cisaillement dépend
quadratiquement de la longueur des lignes. Cette longueur fixée par le réseau peut
être modifiée par les impuretés présentes dans le solide comme nous allons le voir.
1.1.3.7 Influence des impuretés sur le mouvement des dislocations
Dans le cristal, les dislocations de longueur caractéristique LN sont solidement
fixées à leurs extrémités : nœuds du réseau, joints de grains, parois de la cellule
ou encore les jogs. Des défauts tels que des impuretés, des lacunes ou des atomes
interstitiels possèdent des énergies plus faibles proches du cœur de la dislocation
que dans le réseau non déformé. Ainsi ils vont avoir tendance à se rassembler près
du cœur et à agir comme des points de piégeage pour la dislocation. Sa longueur
caractéristique entre deux points de piégeage est notée Li. De plus, dans le cas
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d’impuretés qui sont libres de diffuser à travers le solide, leur concentration linéaire
sur la ligne à l’équilibre est plus importante que dans le cristal formant ainsi une
atmosphère. Dans un modèle continu, la pression hydrostatique p(r, θ) autour d’une
dislocation coin peut s’écrire [17] :
p(r, θ) = −µb3pi
1 + ν
1− ν
sin θ
r
(1.25)
Alors si ∆v = va− vi est la différence de volume entre l’atome normal et l’impureté,
le potentiel Ei de l’impureté au voisinage de la dislocation vaut :
Ei(r, θ) = −p(r, θ)∆v = µb∆v3pi
1 + ν
1− ν
sin θ
r
(1.26)
La concentration d’équilibre autour de la dislocation pour cette impureté vaut donc :
c(r, θ) = c0 exp
(
Ei(r, θ)
kT
)
(1.27)
avec c0, la concentration moyenne de l’impureté dans le solide parfait. Une telle
atmosphère est aussi appelée nuage de Cottrell. Dans le cas d’une impureté dont le
volume est plus important que celui des autres atomes de la maille (comme c’est le
cas pour l’impureté d’3He dans l’4He), les atomes vont se rassembler préférentielle-
ment sous la dislocation comme le montre la Figure 1.12.
(a) (b)
Figure 1.12 – (a) Équipotentiels du champ de pression autour d’une dislocation
coin positive. (b) Variation de la concentration de grosses impuretés autour d’une
dislocation coin positive stationnaire (ligne pleine) et en mouvement (pointillé).
L’existence d’une telle atmosphère permet de séparer le mouvement des dislo-
cations en deux régimes : rapide et lent. Dans le régime lent, la dislocation reste
accompagnée de son atmosphère et sa vitesse est limitée par le taux de migration
des impuretés. Ce mouvement particulier des dislocations avec leurs nuages d’impu-
retés a été introduit par Cottrell [17] afin d’expliquer les observations de microfluage
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faites par Chalmers avec de l’étain en 1936 [18] et aussi la limite élastique du fer
contenant des petites quantités de carbone ou d’azote. Dans le régime rapide, les
impuretés agissent comme des points fixes piégeant la dislocation et la longueur libre
(qui est la longueur vibrante) est réduite de LN à Li.
La théorie de Granato et Lücke décrit le glissement des dislocations sous contrainte
oscillante selon un modèle simple de cordes vibrantes amorties [19]. Cette idée de
cordes vibrantes provient à l’origine de Koehler en 1952 [20], elle est ensuite dévelop-
pée par Granato et Lücke en 1956. Soumis à une contrainte, le réseau de dislocations
se déforme comme un élastique retenu par les point de piégeages comme on peut
le voir sur la Figure 1.13. L’énergie d’une dislocation courbe est plus importante
que si elle était droite car sa longueur augmente. C’est la tension de la corde qui
fournit la force de rappel dans ce modèle. La dislocation possède une masse effective
A = piρb2 ln
(
R
r0
)
, une tension linéaire C = 2µb2
pi(1−ν) ln
(
R
r0
)
et un coefficient d’amortis-
sement B. L’origine de ln
(
R
r0
)
est la même que celle discutée dans la section 1.1.3.2.
Le déplacement ξ(y, t) orthogonal à la direction x de cette ligne de dislocation de
longueur L et soumise à une contrainte σ(x, t) perpendiculaire à la ligne, peut être
décrit par l’équation du mouvement suivante :
A
∂2ξ
∂t2
+B∂ξ
∂t
+ C ∂
2ξ
∂y2
= bσ(t) (1.28)
avec les conditions aux limites ξ(0) = ξ(L) = 0.
Figure 1.13 – Exemple d’une dislocation attachée à ses extrémités distantes de
LN et fixée par des points de piégeage équidistants de Li (b) ou repartis aléatoire-
ment (a). La ligne pointillée ou solide représente la courbure de la dislocation sous
une contrainte croissante. Quand elle est trop forte la dislocation se détache des
impuretés.
Si la contrainte appliquée est trop forte, la force de la dislocation sur un point de
piégeage peut être suffisamment importante pour faire sortir l’impureté de son puits,
elle se décroche alors de la dislocation ("breakaway" en anglais). Nous reviendrons
plus en détail sur ces régimes de mouvement de dislocations dans le Chapitre 3.3 et
sur l’effet des impuretés dans le Chapitre 3.4.
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Jusqu’alors, nous n’avons parlé que de dislocations dites parfaites où le vecteur
de Burgers est un vecteur du réseau. Pour terminer, nous allons introduire la notion
de dislocations partielles dont nous nous servirons par la suite.
1.1.3.8 Les dislocations partielles et les défauts d’empilement
Lorsque le vecteur de Burgers b1 d’une dislocation parfaite est plus grand qu’une
maille du réseau, le système devient instable. La dislocation se dissocie alors en deux
dislocations partielles de vecteur de Burgers b2 et b3 avec b1 = b2 + b3. Prenons
l’exemple d’une dislocation coin parfaite glissant dans le plan de base d’un cristal
hexagonal. Son vecteur de Burgers vaut : b1 = 13〈2110〉 et b1 = a. Afin de réduire son
énergie élastique proportionnelle à ∑µb2, cette dislocation parfaite peut se dissocier
en deux dislocations partielles de vecteur de Burgers b2 = 13〈1100〉 et b3 = 13〈1010〉
avec b2 = b3 = a/
√
3 (voir schéma de la Figure 1.14(a)). L’énergie élastique des
deux dislocations partielles vaut donc 23µa
2 ce qui permet de gagner une énergie de
1
3µa
2 par rapport à la dislocation parfaite. Les dislocations partielles glissent plus
facilement que les dislocations parfaites car leurs vecteurs de Burgers est plus petit
mais aussi car la friction de Peierls est réduite dans ce cas.
AA
A
A
A A
A
C C
C
B
B
Bb1
b2 b3
β
(a) Vue du plan de base (b) Vue isométrique
Figure 1.14 – Formation d’une dislocation partielle par dissociation d’une dislo-
cation coin de vecteur de Burgers b1 en deux dislocations partielles de vecteurs de
Burgers b2 et b3. Les lettres A, B et C représente les différents plans d’empilement.
Comme on peut le voir sur la Figure 1.14(b), les deux dislocations partielles
sont reliées par un défaut d’empilement ("stacking fault" en anglais) d’énergie γ. Il
existe plusieurs types de défauts d’empilement. Comme nous l’avons évoqué précé-
demment, un cristal compact peut être considéré comme un empilement de plans
atomiques denses possédant une structure triangulaire. Il existe deux possibilités
pour positionner ses plans les uns par rapport aux autres et le cristal est formé
d’une succession de plans A, B, ou C. Un cristal cubique face centré (cfc) parfait,
sera caractérisé par un empilement ABC ABC... Une structure hexagonale compacte
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(à deux atomes par maille) sera quant à elle caractérisée par un empilement AB AB
AB... ou CA CA CA... Le défaut d’empilement est la modification de cet empilement
dit parfait. Dans la structure hc, il existe alors trois types de défauts d’empilement
décrits sur la Figure 1.15 : la faute intrinsèque I1, la faute intrinsèque I2 et la faute
extrinsèque E.
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(c) Faute extrinsèque E
Figure 1.15 – Schéma représentant les trois types de défauts d’empilement que l’on
peut retrouver dans une structure hexagonale compacte. On remarque que les fautes
I1 et E enlèvent ou ajoutent respectivement un plan.
Ces défauts coutent une énergie γ qui a fait l’objet de nombreuses études et
de calculs notamment par Blandin, Friedel et Saada en 1966 [21]. Dans le cas des
métaux alcalins ou monovalents (Li, Na, K), les énergies sont faibles et il apparaît
que γI2 = 2γI1 et γE = 3γI1 . Cette règle est plus ou moins respectée dans les métaux
bivalents (Be, Mg, Zn) où les énergies sont beaucoup plus grandes de 3 ordres de
grandeur.
Ainsi, la force élastique répulsive entre les deux dislocations partielles est donc
opposée à l’attraction tendant à réduire la taille du défaut d’empilement. La distance
qui les sépare est donc celle qui minimise l’énergie de cette configuration :
D = µb2b38piγ
2− ν
1− ν
(
1− 2ν cos 2β2− ν
)
(1.29)
avec β l’angle formé entre b1 et b2. Dans le cas d’une structure hc, cet angle vaut
environ 30◦, de plus b2b3 = a2/3, on obtient alors :
D ≈ µa
2
12piγ (1.30)
Notons que, toujours dans le cas d’une dislocation dans un cristal hexagonal, le
défaut d’empilement mis en jeu lorsqu’une dislocation se dissocie est la faute I2.
En effet, bien que celle-ci ait une énergie supérieure à la faute I1, le cœur d’une
dislocation ne peut ni enlever (cas de la faute I1), ni ajouter (cas de la faute E) de
plan atomique.
Enfin, Suzuki a observé que les impuretés pouvaient s’agréger sur le ruban de
défaut d’empilement séparant deux dislocations partielles [22]. En général, l’éner-
gie d’une impureté est différente sur le défaut d’empilement, ainsi la concentration
d’équilibre d’impuretés sur le défaut d’empilement c1 est différente de celle dans la
masse cristalline c0. On appelle cela le nuage de Suzuki ou l’agrégation de Suzuki.
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Que l’impureté soit attirée ou repoussée par le défaut d’empilement, ce changement
de concentration va diminuer l’énergie de celui-ci, ainsi la taille du défaut augmente
de D0 à D1 = D0 [γ(c0)/γ(c1)] [23]. Cet effet est très important dans les alliages
et semble négligeable dans les cristaux purs. Il est commun aux dislocations vis et
coin et ne dépend que de la présence d’un défaut d’empilement. Au premier ordre,
l’agrégation de Suzuki ne modifie que la taille du défaut D mais au second ordre
elle modifie aussi son champ de contrainte ce qui rend le calcul et même le sens de
variation de D beaucoup plus complexe [3].
Ainsi nous venons d’introduire nombre de notions issues de la science des ma-
tériaux qui en particulier expliquent le lien entre les dislocations d’un cristal et sa
réponse au cisaillement. Pour l’instant nous sommes restés dans le cas de cristaux
classiques. Voyons maintenant comment ces notions peuvent être adaptées à des
cristaux quantiques de gaz rares comme le cristal d’hélium-4.
1.2 L’hélium-4 solide
1.2.1 Superfluidité de l’hélium-4
L’hélium-4 gazeux à pression ambiante, devient liquide en dessous de 4,2 K. Ka-
merlingh Onnes réussit la première liquéfaction d’4He à Leiden en 1908. En 1937, Al-
len et Misener à Cambridge [24] et Kapitza à Moscou [25] découvrent simultanément
qu’en dessous de 2 K, l’4He coule sans frottement. Au-dessus de cette température le
liquide d’4He se comporte comme un liquide classique (He I) et en dessous il possède
des propriétés quantiques (He II). C’est une transition du second ordre, c’est-à-dire
continue, où les deux phases ne sont pas en équilibre l’une avec l’autre. Cette nou-
velle phase superfluide aux propriétés quantiques est nommée ainsi par Kapitza par
analogie avec les supraconducteurs découverts 25 ans plus tôt. Le pic de chaleur
spécifique lié à cette transition de phase fut observé 10 ans auparavant par Wolfke
et Keesom [26]. La température de ce pic aussi appelé point λ en raison de sa forme,
est mesurée exactement à Tλ=2,176 K. Afin d’expliquer les variations de viscosité
apparente de cette nouvelle phase avec la température, le modèle à deux fluides est
introduit par Tisza peu de temps après la découverte [27]. Ce modèle décrit l’He II
comme un mélange de deux fluides, l’un normal de viscosité non nulle (ηn 6= 0), et
l’autre superfluide de viscosité nulle (ηs = 0) et dont la somme des densités est la
densité totale du liquide. Ces deux fluides sont indépendants et possèdent donc leur
propre vitesse locale. La densité de courant peut s’écrire :
j = ρnvn + ρsvs (1.31)
où les indices n et s référent au fluide normal et au superfluide. Tant que la vitesse
reste faible, ces fluides n’interagissent pas, mais au delà d’une vitesse critique du su-
perfluide, des tourbillons apparaissent et des interactions entre fluides apparaissent.
Ce modèle est particulièrement bien adapté à l’expérience d’Andronikashvili [28],
qui se compose d’un empilement de disques métalliques équidistants dont l’axe com-
mun est un axe de torsion. L’ensemble est plongé dans l’hélium liquide et on mesure
la période de cet oscillateur de torsion donnée par P = 2pi
√
I/K. K est la constante
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de raideur et I est le moment d’inertie du système, qui comprend une contribution
de l’oscillateur et une contribution due à l’entrainement de l’hélium liquide par les
disques. L’allure des courbes obtenues est représentée sur la Figure 1.16.
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Figure 1.16 – Dépendances en température de la période (a), de la dissipation (b)
et des densités des deux fluides (c) dans l’expérience d’Andronikashvili [28].
Lorsque la température diminue, on observe une réduction de la période asso-
ciée à une diminution du moment d’inertie ainsi qu’une diminution de la dissipation
(Q−1 ∝ √ρnη). Comme la densité totale ρ du liquide reste constante, cette dernière
réduction est associée à une diminution de la densité du fluide normal et à une aug-
mentation de celle du superfluide. La diminution du moment d’inertie peut s’écrire :
I(T ) = Iclassique
[
1− ρs(T )
ρ
]
(1.32)
Le rapport ρs(T )/ρ est aussi noté "NCRI" pour "Non Classical Rotational Iner-
tia". Dans cette expérience, à faible vitesse, le superfluide n’est pas entraîné par
les disques. Cependant, au delà d’une vitesse critique, on observe la formation de
tourbillons dans le fluide dont le nombre augmente avec la vitesse. Plus il y a de
tourbillons et plus la dissipation augmente, plus la fraction superfluide diminue. Il
existe de nombreuses propriétés remarquables du superfluide comme l’effet fontaine,
le second son, la quantification des tourbillons... Ces effets, ainsi que l’histoire de
leur découverte sont résumés dans la revue de Balibar [29]. Voyons maintenant ce
qu’il en est de l’hélium dans l’état solide.
1.2.2 Un cristal quantique
L’interaction entre deux atomes de gaz rare comme l’4He est régie par une at-
traction de Van der Waals et une répulsion de cœur dur. Elle est bien décrite, en
première approximation, par le potentiel de Lennard-Jones :
ELJ(r) = 4E0
[(
r0
r
)12
−
(
r0
r
)6]
(1.33)
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dépendant de deux paramètres : E0 la profondeur du puits de potentiel et r0 le
rayon du cœur dur. Dans le cas de l’hélium, on trouve que ce puits est de l’ordre
de 10 K pour r0 ≈ 2, 5 Å [30]. L’hélium possède donc une masse et une interaction
interatomique très faibles. Ainsi sous sa phase condensée, les fluctuations quantiques
des atomes d’hélium, dite de point zéro sont importantes. La relation d’Heisenberg
s’écrit :
∆p ∼ ~∆x (1.34)
~ est la constante de Planck réduite et ∆x ≈ a−dHe est l’amplitude des fluctuations
de l’atome avec a le paramètre de maille et dHe le diamètre de l’hélium-4. Pour un
atome de masse m l’énergie cinétique quantique de point zéro de l’atome d’4He est
donc :
Ezero =
∆p2
2m ∼
~2
2m(a− dHe)2 (1.35)
On trouve des énergies de l’ordre de 15 K comparables à l’énergie d’interaction, ce
qui fait de l’hélium un cristal quantique.
Une conséquence directe de ce résultat est que les fluctuations des atomes sont
très grandes devant la distance entre atomes. Le critère empirique de Lindemann [31]
prédit que les fluctuations des atomes autour de leurs positions d’équilibre vaut 10%
lorsque le cristal est sur sa courbe de fusion. Dans le cas de l’hélium solide on
remarque que ces fluctuations sont de l’ordre de 26% [32].
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Figure 1.17 – Diagramme de phases (P ,T ) de l’4He. On remarque la phase gazeuse,
les deux phases liquide He I et He II et les phases solide hexagonale compacte (hc)
et cubique centrée (cc).
Une seconde conséquence est que outre son volume molaire très important (∼28
cm3/mole à P = 0), l’hélium est le seul élément à rester liquide au zéro absolu à
pression atmosphérique, comme on peut le voir sur son diagramme de phases (Figure
1.17). Ce n’est qu’en appliquant des pressions supérieures à 25,3 bars que l’on peut
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solidifier l’hélium-4. De plus, sa pression de fusion en-dessous de 1,5 K est quasi-
constante en fonction de la température. Même l’hydrogène, bien que plus léger que
l’hélium, se solidifie à 14 K à pression atmosphérique car ses forces interatomiques
sont plus grandes. La première solidification de l’4He fut réalisée en 1926 par Keesom
à Leiden. On peut aussi citer parmi d’autres propriétés insolites l’existence d’ondes
de cristallisation à l’interface liquide-solide de l’4He. À basse température, en dessous
de 0,5 K, le cristal croît et fond si facilement qu’on peut observer ces ondes se
propageant sur la surface, comme si on regardait la surface libre d’un liquide. Ce
phénomène prédit en 1978 par Andreev et Parshin [33] a été observé dès l’année
suivante par Keshishev et al. [34, 35].
Enfin, de par ses fluctuations quantiques importantes, l’4He solide semble un
bon candidat, sinon le meilleur, pour observer la supersolidité. Un supersolide est
un solide qui présente des propriétés superfluides. Un solide est caractérisé par sa
résistance élastique à un cisaillement. Cela provient du fait que les atomes qui le
composent bien que fluctuant autour d’une position d’équilibre restent localisés.
Au contraire dans un liquide, les atomes ne sont pas localisés et la résistance à
un cisaillement est nulle, le liquide coule. La superfluidité est une conséquence de
la condensation des atomes dans leur état fondamental et elle n’apparaît que si
les atomes sont des bosons et qu’ils sont indiscernables. Ainsi l’état supersolide
peut paraître paradoxal : comment les atomes peuvent-ils être à la fois localisés
donc discernables (solide) et indiscernables (superfluide) ? Cet état de la matière
a été discuté théoriquement dès 1969 par Thouless [36], Andreev et Lifshitz [37],
Reatto [38], Chester [39], Leggett [40], Penrose [41]...
Le modèle d’Andreev et Lifshitz considère qu’un cristal quantique avec de larges
fluctuations des atomes pourrait contenir une densité non nulle de lacunes à T =
0 K. Ces lacunes ont la même statistique que les atomes du cristal et ne sont pas
discernables à T = 0 K car elles échangent leurs positions avec des atomes par effet
tunnel. Dans un cristal d’4He, les lacunes sont en effet des bosons donc sont des
quasiparticules libres qui, en dessous d’une température critique qui dépend de leur
densité, peuvent devenir indiscernables et subir la condensation de Bose Einstein.
Un condensat de Bose-Einstein avec interactions est superfluide. Or comme des
lacunes se déplaçant dans une direction équivaut à des atomes se déplaçant dans
le sens opposé, cela confère au cristal des propriétés superfluides. Théoriciens et
expérimentateurs se sont beaucoup ré-intéressés à la possibilité que l’4He solide soit
supersolide depuis sa découverte apparente par Kim et Chan en 2004 [42, 43]. On
pourra trouver un résumé de ces travaux dans les revues de Balibar et al. [44, 45].
Outre ses propriétés quantiques, l’hélium-4 solide est aussi un cristal très simple
avec peu de fluctuations thermiques et une extrême pureté ce qui en fait un modèle
possible en science des matériaux.
1.2.3 Science des matériaux et helium-4 solide
1.2.3.1 Propriétés du solide
De nombreuses caractéristiques de l’hélium ne sont pas liées à ses propriétés
quantiques, mais surtout à son extrême pureté. En effet, la seule impureté de l’4He
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à basse température est son isotope léger, l’3He qui lui même peut être filtré à tra-
vers un poreux ou avec un contre courant de chaleur [46]. La concentration d’3He
peut ainsi descendre en dessous de 10−12 alors qu’elle est de 300×10−9 (300 ppb)
dans l’hélium naturel. De plus, comme le liquide n’a pas de viscosité, le transport de
chaleur par convection peut être très grand. Par conséquent, les équilibres thermo-
dynamiques sont atteints très rapidement et les écarts à l’équilibre peuvent être très
faibles, ce qui est peu commun dans la physique des cristaux. Ainsi de nombreuses
propriétés d’interfaces (transitions rugueuses, ondes de cristallisation...) mais aussi
élastiques sont accessibles dans l’hélium, alors qu’elles sont masquées ou difficiles à
observer à cause de la diffusion de la chaleur ou l’adsorption d’impuretés dans les
cristaux classiques. D’autres propriétés de l’hélium comme la possibilité à pouvoir se
déplacer sur la courbe de fusion en variant la température sans changer la pression
ou ses caractéristiques élastiques en font un très bon système d’étude pour la science
des matériaux. Les résultats obtenus avec l’hélium pourraient être d’un grand intérêt
pour l’étude des solides classiques.
Dans ce qui suit, nous nous intéresserons aux propriétés du cristal d’hélium dans
sa structure hexagonale compacte (hc) puisque c’est celle que nous étudierons dans
la suite. Sa maille est caractérisée par deux distances caractéristiques dans deux
directions : a dans le plan de base et c dans le plan prismatique (perpendiculaire au
plan de base, voir Figure 1.1). Dans une structure parfaitement compacte, le rapport
c/a de ces deux longueurs vaut
√
8/3 = 1, 633. Dans le cristal d’4He, de nombreuses
mesures de biréfringence optique, de diffraction rayons-X ou de neutrons ont permis
de mesurer ce rapport comme étant 1,63 [47], soit en accord avec la valeur de la
structure hc parfaite, 1,633. Cela s’explique par le fait que l’hélium-4 solide est un
empilement de sphères dures avec une interaction isotrope à courte distance. Cette
valeur est quasi-constante entre 26 et 200 bars. La distance a entre deux atomes du
plan de base vaut 3,67 Å à Peq = 25, 3 bars donc la distance c est égale à 5,985 Å [32].
De même que les distances interatomiques, les coefficients élastiques de l’4He
hexagonal ont été mesurés par diverses méthodes acoustiques permettant de calcu-
ler la vitesse du son dans les différentes directions. Ces mesures qui ont été effectuées
à 10 MHz par Crepeau et al. à 1,32 K [48], et Greywall à 1,2 K [49] permettent d’ob-
tenir les valeurs suivantes pour un cristal de volume molaire Vm = 20, 97 cm−3/mol :
c11 = (4, 05± 0, 04)× 107 Pa
c12 = (2, 13± 0, 06)× 107 Pa
c13 = (1, 05± 0, 13)× 107 Pa
c33 = (5, 54± 0, 22)× 107 Pa
c44 = (1, 24± 0, 02)× 107 Pa
À de telles températures, l’amortissement du mouvement des dislocations est grand
car il croît avec la fréquence et T 3. Les dislocations sont donc totalement fixes à
10 MHz. Ainsi, les valeurs de ces coefficients correspondent à l’élasticité du réseau
seule sans contribution des mouvements de dislocations.
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1.2.3.2 Mouvement des impuretés d’hélium-3
Nous avons vu dans le chapitre précédent, que le rôle des impuretés était im-
portant pour décrire les propriétés élastiques, en particulier leur diffusion à travers
le solide. Dans un cristal quantique, les fluctuations de chaque atome autour de sa
position d’équilibre sont très grandes, d’amplitude proche de 26% de la distance in-
teratomique [32]. L’3He ayant une masse plus faible que l’4He, ses fluctuations sont
plus importantes et le volume libre au voisinage d’un atome d’3He est alors plus
grand que pour son isotope lourd. Cela implique donc une compression du réseau
autour de cet atome. C’est pour cette raison que l’3He est considéré comme une
impureté. De plus ces fluctuations font que les fonctions d’ondes de chaque atome se
recouvrent avec celles des voisins et les échanges par effet tunnel entre atomes d’4He
ou d’3He sont fréquents. Cette diffusion quantique peut conduire d’après Andreev
et Lifshitz [37] à la délocalisation des particules d’3He qu’on peut alors appeler des
impuritons. C’est bien ce qu’ont observé Schratter et Allen [50, 51] dans les années
80 puis Sullivan en 1995 [52] avec des mesures de RMN. Ces auteurs montrent qu’en
dessous de 0,8 K, la diffusion des impuretés est indépendante de la température car
elle n’est plus limitée par les collisions avec les phonons. Le coefficient de diffusion
D dans ce régime est alors donné expérimentalement en fonction de la concentration
en impuretés χ3 :
D = 2, 6× 10
−11
χ3
cm2/s (1.36)
On peut alors considérer les impuretés d’3He comme des quasiparticules balistiques
dont le libre parcours n’est limité que par leurs collisions mutuelles et dans la cas où
leur concentration est faible, par la taille de l’enceinte. Si on note J34 la fréquence
angulaire d’échange entre une particule d’3He et une particule d’4He, on peut relier
un coefficient de diffusion à ce régime balistique qui s’écrit [50] :
D = piJ34a
2
12σχ3
(1.37)
La section efficace σ de l’3He est reliée à son libre parcours moyen λ par λ−1 = 43σχ3.
À partir de là, on peut donc calculer le libre parcours moyen d’une quasiparticule
d’3He. Dans le cas d’une concentration naturelle de 300 ppb, on trouve λ ≈ 500 m!
À l’échelle de nos expériences, c’est exactement comme s’il n’y avait aucune collision
entre 3He, mais seulement avec les parois de la cellule.
Afin de déterminer la vitesse moyenne d’une impureté d’3He dans la masse
du cristal, on peut considérer une bande simple à une dimension telle que EK =
∆E
2 [1− cos(Ka)] avec ∆E la largeur de bande. Alors la vitesse de groupe maximale
est donnée par :
vmax =
a∆E
2~ (1.38)
et la vitesse quadratique moyenne est :
〈
v2
〉
= 18
(
a∆E
~
)2
(1.39)
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Dans le cas du cristal d’hélium-4, la largeur de bande vaut ∆E = z~J34 avec z = 12,
la coordination de la maille hexagonale. On obtient donc :
vmax = 6aJ34 et vmoy =
√
〈v2〉 = 3√2a2J234 (1.40)
Sullivan effectue un calcul plus complexe qui considère une bande à trois dimensions
et obtient le même résultat pour la vitesse moyenne [52].
La valeur de J34 est obtenue à partir de mesures de transport par RMN. En
fonction des auteurs, il existe une grande incertitude sur la valeur exacte de cette
fréquence. Selon Allen et al. en 1982 [50], J34/2pi serait compris entre 0,1 et 1 fois
J33, la fréquence d’échange 3He-3He, avec J33/2pi = 0, 6 MHz à 21 cm3/mol [37].
On aurait donc J34/2pi compris entre 0,06 MHz et 0,6 MHz. En 1995, Sullivan [52]
propose J34/2pi = 0, 42J33/2pi = 0, 23 MHz en réajustant les résultats d’Allen avec
son modèle. Des articles plus récents de Sullivan proposent même des valeurs de
J34/2pi très élevées allant jusqu’à 1,8 MHz [53]. À partir de toutes ces valeurs, on
obtient des vitesses moyennes entre 600 µm/s et 1,2 cm/s.
Enfin notons que de nombreuses études sur les propriétés élastiques et plastiques
de l’hélium ont déjà été menées, mais rares sont celles qui utilisent des monocristaux
d’hélium plutôt que des polycristaux aux propriétés quasi-isotropes. Même si Grey-
wall en 1971 arrive à mesurer l’orientation grâce à des photographies de Laue [54],
cette mesure reste un point délicat pour les études des monocristaux sauf si l’on a
un accès optique à leur forme de croissance comme nous allons le voir plus loin. De
plus l’observation directe des dislocations dans l’hélium est beaucoup plus difficile
que dans les métaux. À ce jour seules les topographies rayon-X d’Iwasa en 1995 [55]
ont permis d’observer les dislocations d’une part mais aussi leur regroupement en
joints de grains faibles. Ces derniers sont trouvés perpendiculaires au plan de base
et semblent s’orienter selon trois directions privilégiées.
L’hélium solide est donc un matériau toujours très étudié tant pour ses propriétés
élastiques que pour ses propriétés quantiques. Dans la section suivante nous décrirons
comment nous en sommes arrivés à étudier les propriétés élastiques et plastiques
de l’4He solide dans notre laboratoire. Pour cela nous revenons brièvement sur la
découverte de ce qui fut considéré comme une signature de la supersolidité dans
l’4He et sur la découverte de l’anomalie élastique qui a suivi.
1.3 De la supersolidité à la plasticité
1.3.1 Une anomalie de rotation
1.3.1.1 Premières observations
L’oscillateur de torsion (TO) a été largement utilisé pour l’étude de l’hélium
superfluide. Depuis l’expérience d’Andronikashvili en 1946 [28], John Reppy ainsi
qu’Henry Hall ont considérablement amélioré la technique atteignant des facteurs
de qualité de Q ∼ 106 grâce à l’utilisation d’une tige de torsion en BeCu. Cet alliage
après un traitement thermique à 500◦C possède de très bonnes propriétés méca-
niques avec très peu de dissipation et une forte reproductibilité. Ces améliorations
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offrent une plus grande precision de mesure, ce qui a permis la mise en évidence
de phénomènes plus fins comme la transition de Kosterlitz-Thouless dans les films
d’hélium liquide [56]. En 1970 A. J. Leggett proposa l’utilisation d’un oscillateur de
torsion pour mesurer la possible fraction superfluide de l’hélium solide [40]. Selon lui
elle devrait être très faible, de l’ordre de 0,01%. Une telle precision serait possible
aujourd’hui compte tenu des progrès de la technique de mesure.
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small stress’. The non-zero shear modulus is a consequence
of the localization of atoms, which breaks the translation
symmetry of the system. On the contrary, in a superfluid,
atoms are indistinguishable and delocalized, and mass can
flow without resistance; this is the case for liquid helium 4
below around 2 K [1, 2]. Still, it was proposed in 1969–
70 that a quantum crystal with large quantum fluctuations of
atoms around the lattice sites could be supersolid, in particular
if it contained delocalized vacancies in the zero temperature
limit [3–7].
Crystals are examples of solids where the translation
symmetry is spontaneously broken by the appearance, at the
crystallization point, of mass density waves with well defined
wavevectors (the Bragg vectors). The possible existence
of supersolidity leads to the question: is it possible that a
system is periodic in space without being localized? For
this, long range atom exchange is necessary. But is this
exchange possible in perfect crystals or does it need the
presence of vacancies or various kinds of defects? This is a
fundamental problem which is at the heart of the whole issue
of supersolidity.
There were early unsuccessful searches for a supersolid
state [8, 9]. The first sign of a possible transition came
from the experiments done by Kim and Chan in 2004. They
discovered surprising anomalies in the behaviour of a torsional
oscillator (TO) filled with solid helium1 and presented them
as possible experimental evidence for the supersolidity of
solid helium [10, 11]. Since 2004, supersolidity has become
controversial and fascinating. Despite the efforts of many
experimental and theoretical groups, the whole issue is still
unsettled at the end of the year 2007. In his 2007 article,
Prokof’ev [12] has reviewed most of the theoretical aspects
of supersolidity. In the present review, we have put more
emphasis on experiments and tried to discriminate between
various ideas and models. As we shall see, the involved
community is far from having reached a general consensus on
the interpretation of all observations, but it should be useful to
summarize what has been understood and what should now be
considered. This is the goal of this review, which is organized
as follows.
In section 2, we describe the first TO experiments. In
section 3, we consider the possible explanation in terms of
superfluid vacancies. In section 4, we consider disorder in
solid helium samples: dislocations, grain boundaries, glassy
or liquid regions in inhomogeneous samples and helium 3
impurities. In section 5, we review a number of measurements
of mechanical properties and their possible interpretations. We
present in section 6 a few additional remarks on quantum gases,
hysteresis, critical velocities, neutron and x-ray scattering
measurements, pressure dependence, hydrogen, etc. Finally, in
section 7, we draw a few conclusions and summarize questions
which call for answers.
1 From now on in this review, helium means helium 4 except when there is
a possible ambiguity because, for example, we have to consider the effect of
helium 3 impurities.
Figure 1. The TO used by Kim and Chan. The torsion rod is twisted
by the sample cell oscillation, driven and detected by the side
electrodes.
2. First experimental observations
2.1. Principle of the torsional oscillator experiment
The idea to use the change in resonance frequency of a
TO as a measure of the superfluid fraction goes back to
Andronikashvili [13], who used it with bulk liquid helium 4.
The technique was later refined by using a TO with a
high quality factor to measure the superfluid fraction in
helium 3 [14, 15]. Since then, it has been widely used, in
particular to study helium films or liquid helium confined in
porous materials.
Let us first describe the set-up which was used by Kim
and Chan [10] and is shown in figure 1. The torsion cell is a
box suspended by its fill line, which is a vertical hollow rod.
Two planar electrodes are attached on the sides of the torsion
cell. They are coupled capacitively to two other electrodes:
the detection electrode produces an ac voltage when the cell
oscillates, and, thanks to a lock-in amplifier, the drive electrode
keeps the oscillation in resonance. Because of the high quality
factor of the torsion cell (typically 106), the resonance period
τ (typically 1 ms) can be measured with high accuracy. As a
reference, τ is measured as a function of temperature for the
empty cell:
τ0 = 2pi
√
I
G
(1)
where I is the inertia momentum of the torsion bob, and
G the torsion spring constant, determined by the rod shape
and material. When the cell is filled with helium at high
temperature, the added mass increases I and thus τ . In the
2
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Figure 1.18 – Photo (a) et schéma (b) du second oscillateur de Kim et Chan [42,43]
où l’hélium so ide remplit un anneau en bleu clair.
Un première tentative d’observation réalisée par Bishop, Paalanen et Reppy
échoue en 1981 [57]. Ce n’e t qu 23 ans plus tard en 2004, que Kim et Chan [42,43]
réussissent à mesurer ne anomali de rotation pouvant être la signature de la su-
pers i ité. Cette anomali o vai correspondre à une fraction superfluide com-
prise entre 1,2% et 2% dans e l’4He solide confiné dans du Vycor (un verre poreux,
dpores ∼ 7 nm). L’oscillateur possè e une fréquence propre de 1024 Hz. Les résultats
sont présentés sur la Figure 1.19. Les échantillons d’4He solide à 300 ppb d’3He sont
formés à des pressions autour de 62 bars en fin de croissance. Les auteurs observent
un chute de la période d’environs 20 ns en dessous de 175 mK. Les échantillons à
forte concentration d’3He ont une transition à plus haute température et plus étalée.
Une deuxième expérience de Kim et Chan utilise un oscillateur de torsion de
fréquence propre 912 Hz avec un espace annulaire de 0,9 mm rempli d’hélium-4
(voir Figure 1.18). Dans cette cellule, ils étudient une vingtaine de polycristaux et
observent des fractions superfluides entre 0,7% et 1,7% comme le montre la Figure
1.19. Cette fraction diminue lorsque la vitesse radiale augmente et comme pour
le modèle à deux fluides de la superfluidité, ils définissent une vitesse critique de
10 µm/s au-delà de laquelle la fraction superfluide commence à diminuer.
La chute de la période est accompagnée d’un pic de dissipation dont le maximum
se trouve au milieu de la transition aux environs de 60 mK. Ce comportement est
très différent de ce que l’on observe lors de la transition superfluide, pour laquelle
la dissipation diminue lorsque la température diminue. Le modèle des deux fluides
ne suffit pas à expliquer la variation de la dissipation dans cette expérience.
Kim et Chan continuèrent leurs investigations en ajoutant une barrière dans
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When liquid 4He is cooled below 2.176K, it undergoes a phase
transition—Bose–Einstein condensation—and becomes a super-
fluid with zero viscosity1. Once in such a state, it can flowwithout
dissipation even through pores of atomic dimensions. Although
it is intuitive to associate superflow only with the liquid phase2, it
has been proposed theoretically3–5 that superflow can also occur
in the solid phase of 4He. Owing to quantum mechanical
fluctuations, delocalized vacancies and defects are expected to
be present in crystalline solid 4He, even in the limit of zero
temperature. These zero-point vacancies can in principle allow
the appearance of superfluidity in the solid3,4. However, in spite of
many attempts6, such a ‘supersolid’ phase has yet to be observed
in bulk solid 4He. Here we report torsional oscillator measure-
ments on solid helium confined in a porousmedium, a configura-
tion that is likely to be more heavily populated with vacancies
than bulk helium. We find an abrupt drop in the rotational
inertia5 of the confined solid below a certain critical temperature.
Themost likely interpretation of the inertia drop is entry into the
supersolid phase. If confirmed, our results show that all three
states of matter—gas7, liquid1 and solid—can undergo Bose–
Einstein condensation.
The most direct experiment searching for the supersolid phase in
bulk solid 4He (performed by Bishop, Paalanen and Reppy8) also
used the torsional oscillator technique. The resonant period of the
high-Q oscillator shown in Fig. 1 is given by 2p
ffiffiffiffiffiffiffiffi
I=G
p
, where I is the
moment of inertia of the torsion bob, which contains helium, and G
is the torsional spring constant of the Be-Cu torsion rod. A small hole
drilled through the centre of the torsion rod allows the introduction
of helium into the torsion bob. The oscillator is driven and main-
tained at resonance by a pair of electrodes. The onset of superfluidity
in the helium inside the torsion bob decreases I, and hence decreases
the resonant period. Bishop et al.8 made measurements of solid
helium from 25 to 48 bar, and concluded that if there is a supersolid
state, then either the supersolid fraction (the fraction of 4He atoms
participating in superflow) is less than 5 £ 1026 or the critical
velocity is less than 5mms21. (The critical velocity is the maximum
velocity of superflow without any detectable dissipation.)
In contrast to the results of Bishop et al.8, our torsional oscillator
measurements on solid helium grown inside a porous Vycor glass
disk show a decrease in the resonant period, characteristic of entry
into a supersolid state. The continuous pore space, constituting
30% of the total volume in Vycor, appears under the transmission
electron microscope as a network of randomly and multiply inter-
connected cylindrical channels of about 7 nm diameter and 30 nm
length9. There have been a number of experiments10–15, including a
torsional oscillator measurement by Brewer and collaborators10,11,
studying the solidification of 4He inside Vycor glass. 4He remains
liquid down to temperature T ¼ 0K, unless a substantial pressure is
applied to the sample. Below 1.3 K, this freezing pressure is
essentially constant at 25 bar. Inside Vycor glass, however, a pressure
close to 40 bar is required for solidification10–15. At low temperature
in the presence of 4He vapour, an amorphous surface film is
adsorbed on the walls of the pores by the van der Waals potential.
Because of lattice mismatch, this surface film is not favourable for
the nucleation and continued growth of solid as the pressure is
increased and brought towards the bulk freezing pressure. This
means that freezing is initiated from the liquid in the centre of the
pore by homogeneous nucleation of crystallites of radius limited by
the pore size. The overpressure required to seed a crystallite of
 
Figure 1 Torsional oscillator used in this experiment. The design of the oscillator follows
those used by Reppy and collaborators18. The Vycor glass disk has a diameter of 15mm
and a thickness of 4 mm. The cylindrical drive and detection electrodes are aligned
off-centre from, and are capacitively coupled to, the central electrode attached to the
torsion bob. The signal from the detection electrode (proportional to the amplitude) is sent
to the lock-in amplifier through a current preamplifier. The lock-in provides a driving
voltage, which controls the amplitude of oscillation, to complete the phase-locked loop
and keep the oscillator in resonance. The mechanical Q of the oscillator is 106 at low
temperature, allowing the determination of the resonant period to a precision of 0.2 ns.
The resonant period is 967,640 ns when the Vycor disk is empty, and is 971,900 ns near
0.2 K when pressurized with solid 4He at 62 bar. Measurements were also made with a
dummy torsional cell with the Vycor glass disk replaced by a solid brass disk.
Figure 2 Resonant period as function of temperature of solid 4He in Vycor glass. The
resonant period for different oscillation amplitudes—and hence different velocities of the
rim of the Vycor disk, v rim—is shown. A drop in the period (DP ), signifying the transition
into the supersolid phase, is seen below 175mK. Although the magnitude ofDP depends
strongly on the rim velocity, no such dependence of the period is seen above the transition
temperature. For comparison, the empty (without helium) cell period, and the period of an
atomically thin liquid film adsorbed on the walls of the internal pore space of Vycor, are
also shown. The film measurement, showing a superfluid transition at 250mK, is carried
out with the same torsion cell. For easy comparison, 4,260 ns is added to the empty cell
data and 3,290 ns to the film data. The ordinate shows P 2 P *, the difference of the
actual period P and P * ¼ 971,000 ns.
letters to nature
NATURE |VOL 427 | 15 JANUARY 2004 | www.nature.com/nature 225© 2004 Nature Publishing Group
(a)
radius r in this geometric model of freezing is predicted to be
proportional to the interfacial tension between the liquid and solid
phases and inversely proportional to r. The large (15 bar) over-
pressure observed for solidification of 4He in Vycor reflects its small
pore diameter10–15. Solid 4He grown inside Vycor with a tortuous
porous structure and small characteristic pore diameter is likely to
be heavily pop lated with vacancies.
The solid sample is grown and its density kept constant via the
standard blocked capillary method10–15. We found that by cooling
(from 3K) a liquid sample of 75 bar in the torsion cell, the resultant
pressure of the solid sample below 1K i typically 62 ^ 2 bar. Th
pressure is determined by an in situ strain gauge attached directly on
the outside of the torsion cell. We have intentionally chosen this
high pressure so that we can be sure that our helium sample in Vycor
glass is deep in the solid phase. Figure 2 shows the re onant period of
our Vycor disk torsional oscillator as a function of temperature. As
the mechanical Q of the oscillator is 106, and the resonant period is
of the order of 1ms, the equilibration time for a new resonant
period readi g due to any change in the experimental condition—
for example, a change in temperature—is expected and observed to
be of the order of 1,000 s or 15min.
Below 80mK, however, the equilibration time of the resonant
period depends on whether the measurement is taken during
warming or cooling of the torsional cell. In a warming scan, the
equilibration time is the same as that at higher temperatures; but in
a cooling scan, this time lengthens noticeably with decreasing
temperature and exceeds 60min below 40mK. Our period data
are obtained during warming scans after waiting for complete
equilibration at the lowest temperature. The resonant period was
measured with different amplitudes of oscillations. The amplitude,
proportional to the linear velocity of the rim of the Vycor disk, can
be calculated from the a.c. voltage induced on the detection
electrode. The resonant period above 0.2 K does not depend on
the rimvelocity, and for temperatures above 0.5 K it is similar to that
found by Brewer and collaborators10,11. These authors did not
extend their measurement below 0.5 K. The central result of our
experiment is the additional drop in the period (DP) that begins at
175mK. This drop is consistent with the confined solid entering the
supersolid phase. DP is strongly attenuated with increasing ampli-
tude of oscillation (that is, higher rimvelocity of the Vycor). Figure 3
shows DP in the low-temperature limit as a function of the rim
velocity. The transition temperature at 175mK, however, does not
appear to depend on the rim velocity.
For a disk oscillating at a fixed angular velocity, the local linear
velocity ranges from zero up to a maximum rim velocity. Supersolid
decoupling occurs for solid embedded in the region where the local
velocity is smaller than the critical velocity. The temperature
dependence of DP shown in Fig. 2 is probably a reflection of the
velocity profile of the Vycor disk modulated by the temperature-
dependent critical velocity of the supersolid. Although we do not
know the exact functional form, the critical velocity is zero at the
transition temperature (175mK), increases with decreasing tem-
perature, and saturates near 300 mms21 in the low-temperature
(30mK) limit. As a comparison, we also show in Fig. 2 the super-
fluid response of an atomically thin liquid film adsorbed in Vycor
with zero-temperature DP of the same order as that of the solid
sample. Themeasurements were carried out with the same torsional
cell. In addition to the different temperature dependence, DP of the
film as shown in Fig. 3 is independent of the rim velocity. This is not
surprising, as the critical velocity of an atomically thin liquid 4He
film adsorbed in Vycor exceeds 200mm s21 (ref. 16), which is a
factor of 700 higher than the maximum rim velocity of 300 mms21
used in this experiment.
Superfluid helium adsorbed inside an oscillating porous disk
must execute a tortuous path of potential flow defined by pore
structure17. As a result, a fraction, x, of the superfluid moment of
inertia, IS, remains effectively locked to the porous disk and the
observed period drop is proportional to the unlocked portion,
(1 2 x)IS. If wemake the assumption that the x factor of supersolid
in Vycor is zero, then the DP0 of 22 ns shown in Fig. 3 is a direct
measure of the zero-temperature and low-velocity supersolid
Figure 3 DP at the low temperature limit, DP0, as a function of rim velocity of the Vycor
disk. DP0 values are deduced by subtracting the measured periods at 30mK from the
(shifted) empty cell period, as shown in Fig. 2. Whereas DP0 of the liquid film is
independent of rim velocity, it is strongly attenuated with higher rim velocity in solid 4He.
This plot shows that the critical velocity of supersolid at 30mK is of the order of
300mm s21. It also shows that DP0 extrapolates to 22 ns in the limit of low rim velocity.
Figure 4 Resonant periods as a function of temperature for a variety of solid helium
samples. The period scale shown corresponds to that for solid 4He. As in Fig. 2, the
ordinate shows P 2 P *, the difference of the actual period P and P * ¼ 971,000 ns. The
period data for other samples are shifted for clarity and easy comparisons. All
measurements were made with the rim velocity of the Vycor disk near 30 mm s21. The
plots show that the period drop effect is not related to the stiffening of bulk solid helium in
the torsion rod. The effect is not seen in pure 3He, and is not seen in solid mixtures with
3He concentration exceeding 0.1%. The resonant periods in these samples are
independent of the rim velocity of the Vycor disk. A period drop is found for mixtures with
10, 30 and 100 p.p.m. of 3He. As in pure 4He, the size of the drop in these samples with
low 3He concentrations is rim-velocity dependent. The dotted lines extrapolated smoothly
from high temperature are the expected background period in the absence of period
drops. The vertical arrows mark the transition temperatures of these samples. The 3He
concentrations listed are the average concentration of the solid inside the Vycor and in the
capillary leading to the cell. The actual 3He concentration inside the Vycor, particularly for
low-concentration samples, could be quite different from the listed values.
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(b)
Figure 1.19 – Changement de la période dan l’expé i nce de Kim et Cha [42,43]
en fonc ion de la te pérature et pour différentes vitesses (a) et concentrations (b).
l’espace annulaire contenant l’hélium de leur oscillateur dans le but de bloquer le
coura t s perfluide. Ils observèrent que l NCRI diminuait de 98,5% co parée à la
précédente. Ces résultats ont été interprétés comme la preuve que la barrière inter-
dit effectivement les courants superfluides principaux mais les courants de faibles
boucles de courants sont toutefois permis ce qui ne supprime pas totalement la
NCRI. Cette expérience a été répétée avec succès par Rittner et al. [58] mais son
interprétation a beaucoup évoluée.
Depuis, de nombreux autres groupes ont étudié et ont confirmé ce changement
de la période dans un oscillateur de torsion rempli d’hélium solide [59–66].
1.3.1.2 Premiers modèles de supersolidité
Peu de temps après ces découvertes les modèles de supersolidité ont été quelque
peu revisités. Comme nous l’avons vu dans la section précédente, le modèle de An-
dreev et Lifshitz [37] nécessite l’existence de lacunes pour former un état supersolide.
La première interrogation fut donc la présence des lacunes dans les cristaux d’hé-
lium. Selon Fraass et al. [67], l’énergie de lacune vaudrait 8 K dans l’4He, ce qui fait
que leur densité serait négligeable à 0,1 K. Des simulations de Monte Carlo effec-
tuées par Boninsegni et al. [68] permettent de calculer des énergies de 13 K. Malgré
l’existence de controverses sur ces deux études, on peut affirmer que l’énergie de
lacune vaut autour de 10 K et donc qu’il n’y en aurait pas à basse température.
La question suivante fut de savoir si la présence de lacunes était nécessaire ou non
à l’existence d’un état supersolide. Prokof’ev et al. [69] affirment que sans lacunes
il ne peut y avoir de supersolidité. En effet si la fonction d’onde de la fraction
supersolide est bien définie, alors il est nécessaire d’avoir des fluctuations de la
densité ou du nombre N d’atomes condensés car c’est la conjuguée de la phase de
la fonction d’onde. Pour cela il faudrait que l’énergie des lacunes soit nulle ce qui ne
peut être vrai dans une partie continue du diagramme de phases, seulement pour une
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valeur particulière de la pression (ou de Vm). De plus, même si c’était le cas, comme
l’interaction entre les lacunes est attractive, un cristal incommensurable avec une
densité de lacunes finie serait instable dans sa phase solide par rapport au liquide.
On pourra noter cependant les objections et les résultats théoriques obtenus par
le groupe de Reatto [70, 71] selon qui le cristal d’4He reste stable même si il est
incommensurable, en presence de lacunes à T = 0 K. Mais ces lacunes formeraient
alors des lignes un peu comme des dislocations et ce sont ces lignes et non pas les
lacunes seules qu’il faudrait considérer pour modéliser la supersolidité.
1.3.2 Une anomalie élastique
1.3.2.1 Expériences de Day et Beamish
En 2007, suite à la découverte de Kim et Chan et dans le but de comprendre
l’origine de la NCRI, Day et Beamish ont effectué des mesures directes du module
de cisaillement dans de l’hélium solide [72]. Les polycristaux obtenus en refroidis-
sant la cellule à volume constant remplissent un interstice de 0,2 à 0,5 mm compris
entre deux transducteurs piézoélectriques (PZT 5A avec un coefficient piézoélec-
trique d15 = 1, 0 Å/V à basse température). Ils appliquent alors une contrainte de
cisaillement avec l’une des céramiques et mesurent directement la réponse, c’est-à-
dire la contrainte générée par cette déformation sur la seconde sous la forme d’un
courant. L’excitation est alternative avec des fréquences entre 0,5 Hz et 8 kHz. La
partie réelle du signal permet de remonter au module de cisaillement et la partie
imaginaire à la dissipation. Une partie des résultats expérimentaux est présentée sur
les Figures 1.20 et 1.21.
(a) (b)
Figure 1.20 – Module de cisaillement (a) et la dissipation correspondante (b) à
200 Hz dans un cristal à 33 bars (points verts) [72] et NCRI (a) avec la dissipation
associée (b) à 910 Hz dans un cristal à 51 bars (points blancs) [43].
Les premières mesures ont révélé une augmentation inattendue de l’ordre de
5% à 20% du module de cisaillement en dessous de 200 mK [72, 73]. La dépen-
dance en température du module de cisaillement ressemble étrangement à celle de
la NCRI mesurée dans les oscillateurs de torsion. La Figure 1.20 compare les deux
expériences. De même que le module de cisaillement, les dissipations mesurées dans
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les deux systèmes sont parfaitement similaires. Cette ressemblance suggère que les
deux anomalies sont étroitement liées. Cela est d’ailleurs confirmé par des études en
fonction de l’amplitude de l’excitation et en fonction de la pureté de l’hélium.
La Figure 1.21(a) montre la dépendance de l’anomalie élastique en fonction de
la tension appliquée [74]. La variation du module de cisaillement est réduite pour
de grandes amplitudes d’oscillations. Ce comportement est comparable à celui de
la NCRI quand la vitesse de l’oscillateur de torsion augmente. De plus des effets
d’hystérésis similaires lors de ces cycles en amplitude ont été observés dans les deux
cas.
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Figure 1.21 – En (a), la variation du module de cisaillement est étudiée en fonction
de la température pour différentes contraintes appliquées. En (b), les mesures de
cisaillement sont comparées aux mesures de NCRI à différentes concentrations en
3He [72].
Comme pour la NCRI, la variation du module de cisaillement est très sensible
à la concentration d’3He dans l’4He. La Figure 1.21(b) montre la dépendance en
température du changement de module de cisaillement ∆µ normalisé sur la valeur
à 18 mK, pour des cristaux d’4He de concentrations en 3He de 300 ppb, 85 ppb et
1 ppb. La température de la transition diminue lorsque la concentration diminue de
façon très similaire à ce qui a été observé dans les oscillateurs de torsion.
1.3.2.2 Modèle de piégeage par les impuretés
Les dislocations comme nous l’avons vu dans la partie 1.1 sont les seuls dé-
fauts connus capables de produire de telles variations du module de cisaillement.
Elles fournissent une explication classique simple à l’ensemble des comportements
de l’anomalie élastique, qui a été proposée par le groupe de Beamish en 2007. À basse
température, les 3He s’attachent aux dislocations et les empêchent de se déplacer,
ce qu’elles devraient faire en réponse à une contrainte. La longueur de dislocation
entre deux impuretés Li est réduite ce qui diminue la contribution des dislocations
au module de cisaillement proportionnellement à ΛL2i . On a donc une augmentation
du module de cisaillement effectif. Quand la température augmente, les impuretés
s’évaporent des lignes, ce qui augmente la longueur libre des dislocations et réduit
donc le module de cisaillement effectif. A plus haute température, les seuls points
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d’ancrage restants pour les dislocations sont ceux du réseau et la longueur libre vaut
LN. Les différences entre les échantillons s’expliquent alors par le fait que chaque
cristal possède un réseau de dislocations différent. Dans un monocristal où la den-
sité de dislocations est censée être plus faible, on s’attend à une grande variation du
module de cisaillement si le produit ΛL2 est plus grand.
Le modèle du piégeage des dislocations permet aussi d’expliquer les courbes
d’amplitude comme celles présentées sur la Figure 1.21(a). Les contraintes appli-
quées au cristal exercent une force sur les lignes de dislocation qui, lorsqu’elle est
suffisamment forte, va détacher la ligne de l’impureté. La contrainte nécessaire pour
ce décrochage dépend donc de l’énergie de piégeage de l’3He et de la distance Li
entre deux points d’ancrage. Des mesures ultrasonores [75] permettent de mesurer
une contrainte seuil de 4 Pa, correspondant à une déformation de ε ≈ 2 × 10−7
ce qui est très proche de ce qui est observé par Day et Beamish. Pour de grandes
contraintes, les impureté d’3He sont incapables de piéger les dislocations et le mo-
dule de cisaillement est à sa plus basse valeur. Ce modèle permet aussi d’expliquer
l’hysteresis observée lors de ces cycles entre le refroidissement et le réchauffement.
À forte contrainte, les dislocations sont de longueur LN et oscillent avec une grande
amplitude à grande vitesse. Les impuretés d’3He ne sont pas capables de s’accrocher
et de piéger ces lignes. Quand l’amplitude de l’excitation est réduite, la vitesse d’os-
cillation des lignes de dislocations diminue aussi ce qui permet aux 3He de les piéger.
Quand l’amplitude est augmentée à nouveau, les lignes sont courtes de longueur Li
et sont donc difficiles à décrocher puisque la force nécessaire est inversement pro-
portionnelle à Li. Il faut alors atteindre une contrainte plus élevée avant de pouvoir
libérer les dislocations et réduire le module de cisaillement.
Si on identifie le ramollissement du cristal au décrochement des impuretés d’3He
des lignes de dislocation sous l’effet de l’agitation thermique, alors on peut aussi
comprendre la dépendance en fonction de la concentration d’impuretés 3He (voir
Figure 1.21(b)). La première impureté à piéger la dislocation est celle qui a le plus
d’effet puisqu’elle réduit la longueur LN de moitié. Ainsi, au milieu de la transition,
la concentration sur la ligne χD vaut environ a/LN avec a le paramètre de maille.
Et comme la concentration sur la ligne peut s’écrire χD = χ3e
EB
kBT , la température
de la transition vaut donc :
TP =
−EB
kB
1
ln
(
LNχ3
a
) (1.41)
À partir de cette équation, le groupe de Beamish avait obtenu une énergie de piégeage
EB ≈ 0, 385 K pour une longueur de dislocation de 10 µm en utilisant des mesures
à trois concentrations d’impuretés différentes (1, 85 et 300 ppb) [72]. Cette valeur
est comparable à celle de 0,3 K obtenue par Iwasa et Suzuki qui utilisent un modèle
similaire pour ajuster leurs mesures ultrasonores de longueurs de dislocations [75].
1.3.2.3 Étude en fréquence
Contrairement aux expériences d’oscillateur de torsion qui ont une fréquence
propre pratiquement fixée, les mesures de Day et Beamish peuvent être réalisées sur
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une large gamme de fréquence, de 0,5 Hz jusqu’à 8 kHz. Au-delà, des résonances
dans la cellule interfèrent avec le signal provenant des céramiques. Ils ont découvert
que la température de la transition Ttrans (définie soit au pic de la dissipation, soit
au milieu de la transition du module de cisaillement) augmente avec la fréquence
mais que l’amplitude de la variation du module de cisaillement reste identique. Ces
résultats sont cohérents avec ce qui a été observé dans le TO à double fréquence de
résonance (496 Hz et 1173 Hz) de Aoki et al. [61]. Cette dépendance en fréquence
ainsi que le pic de dissipation associé à la transition ou la largeur de cette transition
indiquent bien que nous sommes en présence d’une transition progressive dans un
système de temps de relaxation variables plutôt que d’une vraie transition de phase.
Les études de Syshchenko et al. en fonction de la fréquence angulaire ω [76], dont
les résultats sont présentés sur la Figure 1.22 donnent une mesure directe de la
dépendance en température du temps de relaxation τ dans un tel système puisque
la transition apparaît quand ωτ = 1.
(a) (b)
Figure 1.22 – Dépendance en fréquence de la variation du module de cisaillement
(a) et de la dissipation (b) dans un cristal d’4He [76]. Les points représentent le
milieu de la transition (en blanc) ou le pic de dissipation (en noir).
Un graphique d’Arrhenius (ln ω en fonction de 1/T ) confirme que c’est un mé-
canisme thermiquement activé avec une énergie d’activation de E = 0, 77 K ou
E = 0, 73 K selon deux échantillons différents. Ces valeurs sont supérieures d’un
facteur 2 à l’estimation de 0,385 K faite précédemment à partir de la variation de la
température de transition en fonction de la concentration en impuretés. Toutefois,
cette estimation est basée sur la concentration d’impuretés sur la ligne de dislocation
à l’équilibre et ne permet pas d’expliquer une quelconque dépendance en fréquence
de la transition. Ce désaccord avec les observations permet de douter de la véracité
de cette valeur. La valeur de 0,77 K par contre reflète bien la dynamique des dislo-
cations en présence d’atomes d’3He. Cela pourrait représenter l’énergie de piégeage
de l’3He sur la dislocation et la dislocation ne pourrait se déplacer qu’en excitant
suffisamment les atomes d’3He pour les sortir de leurs puits de potentiel. Une autre
explication serait que les dislocations se déplacent en trainant avec elles les atomes
d’3He ce qui impliquerait différentes barrières d’énergie. Nous reviendrons plus en
détail sur ce problème dans la Chapitre 3.4.
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1.3.2.4 Expériences récentes
Depuis, plusieurs autres groupes ont étudié les propriétés élastiques de l’hélium
solide. Leur résultats, généralement en bon accord avec les observations précédentes,
apportent de nouveaux points importants. À l’ENS l’expérience de Rojas et al. [77]
mesure les résonances acoustiques dans une cavité remplie d’hélium solide pour en
extraire le module de cisaillement. Les cristaux sont formés à partir du superfluide à
20 mK. Cela permet d’une part de produire des monocristaux de bonne qualité mais
permet aussi d’éliminer l’ensemble des impuretés isotopiques [78]. Nous détaillerons
ces méthodes dans le Chapitre 2.4. La comparaison entres les monocristaux et les
polycristaux de Day et Beamish (voir Figure 1.23(a)) permet de confirmer que ce
sont bien les dislocations et non pas les joints de grains qui jouent un rôle dans
la variation du module de cisaillement. De plus, en l’absence d’3He pour piéger
les dislocations, ces cristaux sont mous même à basse température. En réchauffant
l’échantillon jusqu’à 300 mK, les atomes d’3He rediffusent dans le solide et le cris-
tal durcit. Cela confirme le rôle des impuretés isotopiques dans le mécanisme de
durcissement du cristal. La fréquence de résonance mesurée varie jusqu’à 20% (voir
Figure 1.23(b)) ce qui si on considère que seul c44 est impliqué dans le changement
du module de cisaillement (ce qui serait le cas si les dislocations glissaient préféren-
tiellement dans les plans de base), permet d’estimer des variations de c44 de près
de 86%. De telles variations du module de cisaillement ont été aussi observées dans
d’autres expériences d’acoustique [79] et ne peuvent pas être expliquées si les dislo-
cations sont arrangées dans un réseau de Franck. Cela indiquerait au contraire que
le réseau est polygonisé et que les dislocations dans l’4He solide sont arrangées en
joints de grains faibles.
(a) (b)
Figure 1.23 – (a) Comparaison entre la variation du module de cisaillement dans
deux monocristaux étudiés par Rojas et al. [77] et celle dans un polycristal de Day et
Beamish [72]. (b) Variation pour de nombreux cycles sur un cristal de bonne qualité
(X5b) et sur un cristal de moins bonne qualité (X5c) montrant une hystérésis [77].
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1.3.3 Artefacts élastiques sur l’oscillateur de torsion
Comme nous l’avons vu, le changement de période du TO est très similaire à celui
du module de cisaillement. Il semblerait possible que le comportement du TO ne soit
qu’un artefact du changement d’élasticité de l’hélium qui mime la perte d’inertie.
Cet effet doit être très faible compte tenu que le module de cisaillement de l’4He est
très faible devant celui du BeCu (µHe/µBeCu ≈ 2, 8 × 10−4) dont sont faits les TO.
Toutefois le changement de la fréquence du TO est lui aussi très faible.
L’amplitude de la NCRI dépend énormément de la géométrie de la cellule et
du TO. Si la tête de l’oscillateur n’est pas complètement rigide, dans le cas par
exemple d’une géométrie avec une paroi extérieure très fine ou si le TO a des parties
mobiles intérieures, alors le durcissement de l’4He solide peut accroître la rigidité
du TO augmentant ainsi sa fréquence. Cet effet connu sous le nom de "glue effect"
est encore plus important quand l’hélium est confiné dans un anneau proche de la
surface extérieure [80].
Même si la cellule est assez rigide, l’hélium qui est très mou se découple élas-
tiquement du reste de l’oscillateur, oscillant avec un déphasage à une amplitude
plus élevée. Son durcissement réduit ce comportement ce qui augmente la fréquence
du TO. Cet effet est réduit lorsque l’hélium est confiné dans un volume étroit et
qu’il varie alors en ω2 ce qui permet de le distinguer d’un véritable changement
d’inertie [81,82], c’est-à-dire une supersolidité où la variation de la période doit être
dépendante de ω.
Mais dans la plupart des TO, la tige de torsion est généralement fixée au centre
de l’une des extrémité de la cellule cylindrique remplie d’hélium. Ainsi, bien que le
module de cisaillement du métal soit plusieurs ordres de grandeur au-dessus de celui
de l’4He, si la surface sur laquelle la tige de torsion est attachée est assez fine, alors
l’hélium solide peut jouer un rôle prédominant dans la transmission de la torsion
depuis la tige vers le reste de la cellule. Dans ce cas la fréquence du TO peut croître
significativement lorsque l’4He se rigidifie [83].
Enfin, la façon la plus directe par laquelle l’hélium solide peut affecter la fré-
quence du TO est via sa contribution à la rigidité de la tige de torsion elle-même.
Dans la plupart des expériences de TO, l’hélium est injecté via un canal traversant
la longueur de la tige de torsion. Ainsi quand l’4He durcit, il rigidifie aussi la tige de
torsion [84]. Cet effet indépendant de la fréquence est très difficile à distinguer d’un
changement d’inertie. Si une telle tige de torsion possède un rayon extérieur rext et
un rayon intérieur rint, alors le changement de frequence du TO causé par celui du
module de cisaillement de l’hélium est donné par :
∆félastique
f0
= 12
µHe
µtige
1(
rext
rint
)4 − 1 (1.42)
Ce changement est donc très sensible (à la puissance 4) aux rapports des rayons de
la tige de torsion. Dans la plupart des expériences, il varie entre 1,25 [59] et 10 [58]
avec une certaine incertitude due à la difficulté à usiner de telles pièces. En mesurant
cet effet dans les différentes expériences de TO et en le comparant aux variations de
fréquence effectivement mesurées, on peut alors retrouver la variation de module de
cisaillement de l’4He µHe/µtige, nécessaire pour expliquer un tel résultat.
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Figure 1.24 – Changement de fréquence des TO induit par la variation du module
de cisaillement de l’4He. La ligne rouge représente l’effet maximum dans le cas où le
module de cisaillement est réduit de 100 %. Les différentes expériences sont celles
de Hunt, Pratt [59, 60], Aoki [61], Penzev [63], Kondo [62], Zmeev (corrigée) [65],
Kim [42,43], Rittner [58], Choi [85,86] et Fefferman [66].
Sur la Figure 1.24 qui résume ces travaux, la ligne rouge représente l’effet maxi-
mum dans le cas où le module de cisaillement est réduit de 100 %. Ainsi pour toutes
les expériences situées sous cette barre la variation de la fréquence observée peut
être attribuée uniquement à la réduction du module de cisaillement de l’hélium dans
la tige et non à un changement d’inertie. Dans tous les cas l’effet dû à l’hélium est
à soustraire de l’effet mesuré dans toutes les expériences, on doit au moins en tenir
compte dans l’analyse.
Cette étude publiée par Beamish et al. en 2012 [84] va plus loin puisqu’elle
(a) (b)
Figure 1.25 – Comparaison des géométries de cellules (a) et des périodes (b) entre
le premier TO utilisé en 2004 [42,43] et le dernier utilisé en 2012 [87].
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explique aussi d’autres comportements du TO par des effets élastiques dans les cas
des expériences proches de la ligne rouge. Ainsi la vitesse critique mesurée dans
les TO est comparable à la déformation critique des mesures élastiques qui serait
induite par les mouvement du TO. De même, la dissipation observée dans les mesures
élastiques explique la dissipation des TO. Si cet effet reste trop faible pour expliquer
encore certaines expériences de TO, il faut se souvenir qu’il existe de nombreux
artefacts possibles comme expliqué plus haut.
Récemment, Chan et son groupe ont construit une cellule pleine de Vycor spéci-
fiquement conçue pour annuler l’ensemble des artefacts connus [87]. Ainsi, la cellule
est très rigide, avec une tige de torsion pleine et fixée sur une paroi épaisse de la
cellule (voir Figure 1.25(a)). On voit sur la Figure 1.25(b), contrairement à ce qui
a été observé 8 ans plus tôt, qu’aucun changement de la fréquence n’a pu être me-
suré dans cette expérience. Cela prouve que les résultats précédents étaient bien à
attribuer au module élastique de l’4He et pas à de la supersolidité.
Toutefois notons que l’anomalie élastique de l’4He solide n’explique pas toutes
les expériences récentes qui ont montré des propriétés intéressantes de l’hélium à
ces températures. En particulier, nous pouvons citer les mesures d’écoulement de
masse de Ray et Hallock [88–90] qui appliquent une différence de potentiel chimique
aux deux extrémités d’un cristal d’hélium-4. Ils observent ainsi un écoulement en
dessous de 0,6 K qui présente un minimum encore inexpliqué autour de 80 mK. De
même, le pic de chaleur spécifique observé par Lin et al. [91] dans de l’4He solide à
la même température (∼80 mK), bien qu’il ait été attribué dans un premier temps
à la transition de phase supersolide, reste tout aussi incompris aujourd’hui.
1.4 Conclusion
Ainsi, le changement de période dans un TO rempli d’4He solide observé en 2004,
ne semble pas dû à un changement d’inertie mais à un changement de la constante
de raideur de l’oscillateur provenant d’une variation du module de cisaillement de
l’hélium solide. La possibilité d’une observation d’un état supersolide dans l’4He est
de moins en moins admise aujourd’hui. On pourrait penser que la physique de l’hé-
lium solide s’arrête là et qu’il n’y a plus rien d’intéressant à rechercher. Au contraire,
les mesures élastiques effectuées suite à la découverte de 2004 sont tout aussi inté-
ressantes et elles ouvrent sur un nouveau champ d’étude encore peu exploré : l’étude
des dislocations dans un cristal quantique. De plus une telle thématique nous per-
met ne nous rapprocher du milieu des métallurgistes en leur proposant un système
d’étude modèle dans lequel les effets des dislocations sont particulièrement bien mis
en évidence. De notre point de vue, les théories et les travaux sur la science des ma-
tériaux effectués durant tout le 20ème siècle sont autant d’interprétations possibles
pour nos résultats.
Très tôt après les découvertes du groupe de Day et Beamish sur la réduction du
module de cisaillement de l’4He solide, Rojas et Balibar se sont aussi mis à étudier
ce phénomène. La particularité nouvelle de ces mesures était la possibilité de faire
croître des monocristaux dont l’orientation est parfaitement connue puisque visible
lors de la croissance. Lorsque je suis arrivé dans ce groupe, si la réduction du module
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de cisaillement dans l’4He était bien étudiée, il restait cependant à déterminer quelles
constantes élastiques varient avec la température. Bien que c44 semble être le seul à
varier dans le cas de l’4He (c’est à dire impliquant un glissement préférentiel dans
le plan de base), cela n’a été que supposé jusqu’alors. De plus, on sait aujourd’hui
que les dislocations jouent un rôle majeur dans cette anomalie élastique mais peu de
travaux ont réussi jusqu’à maintenant à les caractériser (longueur, densité, topologie
du réseau...). Enfin, si le rôle des impuretés d’3He est certain, leurs interactions
exactes d’un point de vue microscopique est encore méconnue. Durant ma thèse j’ai
essayé de comprendre ces différents points en étudiant et en décrivant le mouvement
des dislocations sous contrainte. J’ai eu la chance de profiter d’une forte collaboration
avec John Beamish qui fut un membre temporaire de notre laboratoire pendant près
d’un an apportant avec lui sa méthode de mesure, son savoir faire et sa grande culture
en science des matériaux.
Chapitre 2
Dispositif expérimental
Afin de mesurer les propriétés élastiques de l’hélium-4 solide, nous faisons croître
des cristaux d’4He dans une cellule refroidie à l’aide d’un cryostat à dilution muni
d’accès optique. Dans ce chapitre, nous décrivons l’ensemble des dispositifs expéri-
mentaux qui nous permettent de réaliser ces expériences. Dans un premier temps
nous détaillons les techniques de cryogénie utilisées et les améliorations qui ont pu
être apportées durant ma thèse, permettant d’atteindre finalement une température
minimale de 15 mK. Une grande partie de ce chapitre est consacrée à une campagne
de calibration des thermomètres menée à l’aide d’un thermomètre à courbe de fusion.
Nous décrivons ensuite les cellules expérimentales proprement dites, de leur concep-
tion jusqu’au dispositif de mesure qui utilise des transducteurs piézoélectriques, mis
en place en collaboration avec John Beamish. Enfin dans une dernière partie nous
présentons nos méthodes de croissance des cristaux d’hélium et comment nous pou-
vons contrôler la qualité et la pureté, c’est à dire le niveau de désordre cristallin
mais aussi la concentration en 3He.
2.1 Cryogénie
2.1.1 Le cryostat à dilution
2.1.1.1 Description générale et fonctionnement
Afin de refroidir notre expérience, nous utilisons un cryostat à dilution muni d’un
accès optique (détaillé dans la partie 2.1.2) permettant d’atteindre des températures
d’environ 15 mK. En plus de l’unité de dilution, il comprend un réservoir d’hélium
liquide (le vase 4K ) de 28 l sous 1 bar, donc à 4,2 K, entouré d’une garde d’azote
liquide de 22,5 l à 77 K. Deux vides d’isolement (∼ 10−6 mbar) servent à l’isolation
thermique : le vide externe entre l’extérieur du cryostat l’azote et le vase 4K et le
vide interne qui sépare le vase 4K de l’unité de dilution. Le vase 4K alimente en
hélium liquide une petite cuve annulaire de 290 ml, le pot 1K, qui est pompée aux
environs de 1 mbar, soit 1,2 K. L’injection dans le pot 1K s’effectue via un capillaire
dont l’entrée est contrôlée par une micro-vanne (voir partie 2.1.3).
L’ensemble du cryostat a été conçu et construit sur place au laboratoire au
début des années 90, à l’exception de l’unité de dilution. Cette dernière provient de
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Leitec à Leiden et est l’un des prototypes des dilutions commerciales développées par
Giorgio Frossati à la fin des années 80. Le principe de fonctionnement de la dilution
repose sur les propriétés du mélange 3He-4He liquide. Ce mélange isotopique à forte
concentration d’3He (∼25%) se sépare en dessous de 550 mK en une phase riche en
3He dite concentrée, et une phase pauvre en 3He dite diluée. Cette séparation est
expliquée par la différence de statistiques quantiques suivies par les atomes d’3He
qui sont de fermions et les atomes d’4He qui sont des bosons. Comme indiqué par le
diagramme biphasique, la concentration en 3He de la phase diluée diminue avec la
température jusqu’à la proportion limite de 6,6% à T = 0. Ainsi en pompant l’3He
présent dans la phase diluée, on force la demixtion de l’3He de la phase concentrée à
la phase diluée. La chaleur latente liée à cette demixtion étant positive, ce processus
pompe de la chaleur au système. La séparation de phase se produit dans la chambre
de mélange qui constitue le point le plus froid du cryostat et dans laquelle à cause
de la gravité la phase diluée en 3He se trouve sous la phase concentrée. L’3He de la
phase diluée est pompé dans l’évaporateur grâce à une (puis deux) pompe(s) "roots"
en série avec une pompe primaire. Le gaz ainsi pompé est riche en 3He. Il est ensuite
refroidi aux différents étages de température, puis réinjecté dans la phase concentrée
ce qui boucle le circuit.
pot 1K
évaporateur
ligne
de pompage
échangeurs
thermiques
chambre
de mélange
argent fritté
phase diluée
phase concentrée
échangeur
 thermique
continu
condensateur
impédance
Figure 2.1 – Schéma et photo de notre unité de dilution.
Lors de la mise à froid, après avoir pompé le vide externe mais mis 10 mbar d’4He
comme gaz d’échange dans le vide interne, le cryostat est refroidi à l’azote liquide
puis à l’hélium liquide. Ce premier transfert d’hélium nécessite près de 75 l d’hélium
liquide. On pompe le gaz d’échange puis on démarre alors le pompage sur le pot 1K
et on commence à condenser le mélange 3He-4He en le faisant circuler doucement.
Lorsque tout le mélange est condensé on peut augmenter la circulation et commencer
à chauffer l’évaporateur pour accélérer la circulation donc la puissance.
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2.1.1.2 Puissance frigorifique
La puissance frigorifique Q˙, de l’unité de dilution est donnée en fonction de la
température T , et du débit molaire n˙ d’3He, par la formule suivante en négligeant
les pertes thermiques :
Q˙ = 84n˙T 2 (2.1)
On peut donc accroître cette puissance en augmentant le débit d’3He. Une résistance
de chauffage située dans l’évaporateur permet d’augmenter le débit massique d’hé-
lium en augmentant la température. Toutefois au-delà d’environ 0,9 K, la pression
de vapeur saturante de l’4He devient trop importante et celui-ci se met à circuler à la
place de l’3He. Dans notre cryostat, le débit molaire varie entre 100 et 300 µmol/s en
fonction du courant de chauffage utilisé. La puissance frigorifique est donc comprise
entre 84 et 252 µW à 100 mK. Elle vaut moins de 10 µW à 20 mK compte tenu des
pertes thermiques.
Figure 2.2 – Débit volumique des pompes en fonction de la pression pour deux
configurations : une pompe roots (EH1200) en série avec une primaire (E2M80) ou
2 pompes roots (EH1200+EH250) en série avec une primaire. [Simulations fournies
par Nicolas Bouvet, Edwards]
Durant ma thèse, nous avons modifié le système de pompage de l’évaporateur
d’une configuration comprenant une pompe roots en série avec une pompe primaire,
à une configuration à deux pompes roots en série avec une pompe primaire. Nous
avions alors suivi les conseils et les simulations de Nicolas Bouvet, ingénieur chez
Edwards. Comme le montre la Figure 2.2, la seconde configuration permet des débits
supérieurs pour une même pression de pompage. Dans notre cas pour des pressions
de l’ordre de 10−2 mbar, on passerait d’un débit de 500 à 750 m3/heure. L’effet
observé sur la température minimale du cryostat ne fut pas très important toutefois
il est apparu que nous pouvions obtenir les mêmes températures qu’avant mais avec
des courants de chauffage inférieurs ce qui est logique. Notons que cet ajout d’une
seconde pompe a fragilisé un peu notre système face aux accidents. En effet, en
cas d’augmentation soudaine de pression, la pression sur l’entrée de la primaire, en
sortie des deux pompes roots, peut augmenter assez vite. Mais le problème principal
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est que si la pression de refoulement de cette pompe primaire dépasse 1 bar, elle
surchauffe et peut se gripper.
2.1.1.3 Thermométrie et régulation de la température
Les mesures de température sont effectuées grâce à différents thermomètres en
fonction de la plage de température à mesurer. Entre 300 K et 4 K lors du rem-
plissage du vase 4K, nous utilisons une sonde platine collée au fond du vase dont
la résistance électrique diminue de 1000 Ω à 15 Ω avec la température. Pour les
plus basses températures, nous utilisons des résistances en semi-conducteur dont
la résistance augmente lorsque la température diminue. En dessous de 4 K, nous
utilisons principalement deux thermomètres qui sont directement fixés sur la cellule
expérimentale :
- un thermomètre à base d’oxyde de ruthénium "RX-102-CB" (noté Ru), vendu
et calibré par LakeShore qui couvre la gamme 20 mK - 40 K ;
- un thermomètre "Speer Carbon Resistor" (noté S1), étalonné dans notre cryo-
stat en 2000 qui couvre la gamme 10 mK - 0,6 K.
Les résistances de ces thermomètres sont mesurées en 4 fils par un pont de
mesure TRMC-2. Il a été spécialement conçu par le CRTBT de l’Institut Néel à
Grenoble pour la mesure des résistances à basse température. Cet appareil utilise des
courants alternatifs (25 Hz) de très faible amplitude de l’ordre du nanoAmpère dans
la première paire de fils et mesure la tension produite sur la seconde paire, éliminant
ainsi la résistance parasite due aux fils de mesure. Il assure aussi la régulation de la
température de la cellule expérimentale en commandant un courant de chauffage en
rétroaction autour d’une valeur consigne de température. Ce courant de chauffage
alimente le heater, une bobine résisitive de fils de constantan, enrobée de Stycast
2850-FT et fixée à la cellule. Sa résistance à froid est de 65 Ω. Cet ensemble constitue
un bon système de régulation d’une précision au dixième de millikelvin dans la
gamme de la dizaine de millikelvins.
La conversion entre la résistance électrique mesurée et le température est don-
née par une loi de calibration propre à chaque thermomètre. Cette loi peut être
soit fournie par le constructeur, soit mesurée par comparaison à un thermomètre
primaire. Lorsque nous avons installé le thermomètre Ru calibré par LakeShore, les
températures indiquées par celui-ci ne descendaient pas en dessous de 35 mK alors
que S1 calibré dans notre laboratoire, mesurait environ 20 mK. De plus nous avons
observé un écart de mesure entre les deux thermomètres dès 100 mK. Cette gamme
de température étant très importante pour notre expérience, il a fallu s’assurer de
la bonne calibration de nos thermomètres qui fonctionnent en présence de rayonne-
ment (lumière et RF). Nous avons alors décidé de les calibrer tous les deux en les
comparant à un thermomètre à courbe de fusion comme cela est détaillé plus loin.
2.1.2 L’accès optique
La particularité principale de notre cryostat est son accès optique à travers de
grandes fenêtres. Ainsi le vase d’hélium s’arrête à la hauteur de l’unité de dilution
laissant la cellule dans le vide interne. Les boucliers thermiques fixés aux différents
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étages de température du cryostat sont percés et munis de fenêtres (voir Figure
2.3). Le diamètre de ces fenêtres est de 52 mm sur l’écran à 300 K, 44 mm à 77 K,
37 mm à 4 K, 30 mm à 0,7 mK et enfin 27 mm sur le dernier écran à 50 mK. Cela
nous permet donc d’observer directement la cellule expérimentale et son contenu
sans traverser d’hélium liquide, ce qui introduirait d’importantes perturbations. Les
vitres de ces fenêtres sont des filtres infrarouges déposés sur du verre BK7 de 5 mm
d’épaisseur et l’étanchéité est assurée par des joints d’indium en dessous de 4 K et
un joint en caoutchouc à 300 K.
Figure 2.3 – Photo des différents boucliers thermiques qui s’imbriquent les uns
dans les autres. Chacun possède deux paires de fenêtres avec des filtres.
Si les fenêtres du bouclier thermique à 4 K sont remplacées par des disques de
cuivre, la température atteint une valeur minimale de 10,5 mK. Dans le cas contraire,
la température minimale n’est plus que de 15 mK. Cette différence provient donc
des pertes thermiques induites par l’accès optique. Elles ont été minimisées grâce à
de nombreux développements effectués avant et pendant ma thèse. Lorsque je suis
arrivé, la température minimale atteinte fenêtres ouvertes n’était que de 25 mK.
Or, tant pour la croissance des cristaux comme nous allons le voir dans la partie
2.4, que pour l’étude des phénomènes physiques, nous devions comprendre l’origine
des pertes thermiques afin d’améliorer la température minimale et de la mesurer
correctement. Pour optimiser les performances du cryostat nous avons considéré :
- le chauffage par rayonnement thermique traversant les fenêtres ;
- la thermalistation et la protection des thermomètres et de leurs connexions
recevant de la lumière ;
- l’intrusion de radio-fréquences traversant les fenêtres (non-métalliques).
2.1.2.1 Réduction du rayonnement thermique
Afin de limiter le flux de rayonnement thermique passant à travers les fenêtres
d’observation, nous utilisions des filtres KG1 (Schott) sur les écrans à 4 K à 77 K
et à 1 K. L’utilisation de ces filtres est primordial. Commençons par calculer quelle
serait la puissance du rayonnement thermique émise par le corps noir à 300 K que
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constitue l’enveloppe du cryostat sur la cellule en l’absence de filtres et, grosso
modo, le rayonnement thermique émis par l’extérieur. Vue par la cellule, la source
de rayonnement à 300 K est une fenêtre de 52 mm de diamètre située à une distance
L = 110 mm. Néanmoins, ce flux ne frappe la cellule que sur un disque de diamètre
apparent de 25 mm limité par l’écran thermique à 50 mK. La puissance radiative
émise par un corps noir de température T est donnée par la formule de Stefan-
Boltzmann :
Pe = σT 4 (2.2)
où σ = 5,67 Wm−2K−4 est la constante de Stefan-Boltzmann. Ainsi la puissance
reçue par la cellule en l’absence de filtre vaut :
Pr =
PeAsourceAcellule
4piL2 = 3, 1 mW (2.3)
La puissance totale reçue en prenant en compte les deux séries de fenêtres à l’avant et
à l’arrière est donc de 6,2 mW. Compte tenu de la puissance frigorifique du cryostat
(environ 250 µW à 100 mK), une telle source de chaleur ne nous permettrait pas
de descendre à basse température. C’est pour cette raison que nous utilisons des
filtres réduisant le rayonnent infrarouge principalement émis par un corps noir à
300 K. Calculons donc maintenant quelle serait la puissance reçue en présence des
filtres. L’émittance E(λ, T ) est donnée en fonction de la longueur d’onde λ et de la
température par la loi de Planck :
E(λ, T ) = 2pihc
2
λ5
1
e
hc
λkBT − 1
(2.4)
avec h la constante de Planck, c la vitesse de la lumière et kB la constante de
Boltzmann. La puissance transmise à travers un filtre de transmission t(λ) est alors :
Ptr =
∫ ∞
0
E(λ, T )t(λ)dλ (2.5)
Le rayonnement de longueur d’onde en dessous de 1 µm est négligeable dans
l’émission du corps noir, on ne considèrera donc que les longueurs d’onde supérieures.
Sur le graphique Figure 2.4 représentant la transmission en fonction de la longueur
d’onde pour différents filtres de la gamme KG de chez Schott, on peut voir que la
transmission pour des filtres KG1 est :
- inférieure à 10% entre 1 et 2,8 µm;
- inférieure à 1% entre 2,8 et 4 µm;
- inférieure à 0,1% entre 4 et 4,8 µm.
Ainsi en modélisant la transmission comme une fonction porte entre ces différents
intervalles, on peut obtenir une borne supérieure de la puissance transmise. En
effectuant un changement de variable x = hc
λkBT
, on obtient par exemple pour le
premier intervalle entre 1 et 2,8 µm :
Ptr =
2pi(kBT )4
h3c2
∫ 48.01
17.15
x3
ex − 1dx× (0.10)
3 (2.6)
L’élévation au cube du facteur de transmission correspond aux effets des trois filtres
en série sur chaque écran thermique. En sommant les puissances obtenues sur chaque
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Figure 2.4 – Transmission des différents filtres de type KG de chez Schott dans la
gamme 1000-4600 nm. [Données fournies par Schott]
intervalle, on obtient une puissance totale reçue par la cellule de 3,6 nW soit six
ordres de grandeur inférieure à la puissance reçue en l’absence de filtres (6,2 mW).
La puissance reçue réelle est peut être même inférieure puisque les coefficients de
transmission extraits du graphique sont mesurés pour une épaisseur de 2 mm alors
que nos filtres ont une épaisseur de 5 mm ainsi les 10 % de transmission se réduisent
à (10)5/2 = 3% etc...
Dans ces conditions, le rayonnement thermique traversant l’accès optique est
négligeable jusqu’à 10 mK. Cependant, imaginons que ce flux de chaleur vienne
réchauffer localement les fils de mesure des thermomètres ou les thermomètres eux-
mêmes, la température indiquée serait plus élevée, fenêtres ouvertes, alors que celle
de la cellule resterait sensiblement la même. Nous avons donc considéré ce problème.
2.1.2.2 Protection des thermomètres
Nous avons réalisé que les thermomètres sont en grande partie thermalisés par
leurs connexions électriques. Les fils utilisés pour la mesure des températures sont
des câbles supraconducteurs. Leur conductivité thermique étant très faible dans cet
état, cela permet de limiter le flux de chaleur provenant de la partie non froide du
fil. De plus, ces fils sont thermalisés aux différents paliers de température à 4 K, 1 K
et 50 mK et ils le sont de nouveau autour du thermomètre lui-même toujours avec
l’objectif de diminuer l’apport de chaleur. Cependant cela ne semblait pas suffisant
à cause du chauffage de ces fils très fins et donc de faible capacité calorifique par le
flux de chaleur traversant les fenêtres.
Nous avons donc rajouté un ancrage thermique pour chacun des thermomètres
directement sur la cellule et le plus près possible des thermomètres. Ces ancrages
sont constitués d’un manchon de cuivre (environ 8 mm de diamètre pour 1 cm de
hauteur) autour duquel nous enroulons environ 12 tours d’une paire de fils de cuivre
(diamètre 0,2 mm) en spires jointives. Ce bobinage est d’abord collé au vernis GE
(Varnish 7031) afin de le maintenir mécaniquement mais aussi pour augmenter la
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surface de contact avec le manchon puis le tout est enrobé de stycast 2850-FT pour le
protéger. La base du manchon, dont l’état de surface est particulièrement soigné est
dorée par électrolyse de cyanure d’or pour éviter l’oxydation du cuivre et améliorer
le contact électrique donc thermique. Le manchon est enfin fermement vissé à la
cellule avec une vis en laiton dont la contraction thermique plus importante que
celle du cuivre permettra un contact encore meilleur.
Ces améliorations ont été très bénéfiques elles ont permis de faire chuter la tem-
pérature lue sur S1 de 35 mK à 20,6 mK et la saturation de Ru passa de 50 mK à
35 mK. Cette différence montre à quel point la thermalisation des fils de mesure est
importante à des températures aussi basses. Aussi, c’est à ce moment là que nous
avons changé les filtres KG1 par des filtres KG5 sur les écrans à 4 K et à 77 K et
par des filtres BG39 sur l’écran à 1 K. Ces deux nouveaux types de filtres ont des
transmissions encore plus faibles que les KG1 dans les infrarouges. Nous avons alors
observé un abaissement de le température minimale d’environ 2 mK sur les deux
thermomètres. Bien que minime, cette différence montre que l’effet du rayonnement
thermique n’était peut être pas si négligeable que ce que nous avions calculé dans
la partie précédente, au moins sur les thermomètre (pas sur la cellule elle-même).
2.1.2.3 Protection contre les radio-fréquences
Les radio-fréquences (RF) peuvent aussi introduire des courants dans les fils de
mesure donc un réchauffement des thermomètres. Le blindage et le filtrage de ces
câbles et des connexions est donc très important surtout lorsque les courants de
mesure deviennent très faibles (∼1 nA). À l’extérieur du cryostat, nous utilisons des
câbles coaxiaux blindés et un soin particulier est apporté pour relier l’ensemble des
appareils et le cryostat à la même masse. À l’intérieur du cryostat, les câbles ne
sont plus parfaitement blindés mais l’enveloppe du cryostat agit comme une cage
de Faraday. Toutefois dans notre cryostat optique, la partie inférieure possède des
fenêtres non métalliques qui laissent pénétrer le rayonnement électromagnétique et
en particulier les RF. Les parties non blindées des fils agissent alors comme des
antennes et captent ces RF. Le courant induit perturbe la mesure et peut même
chauffer le thermomètre.
Pour remédier à ce problème, nous avons installé sur chaque ligne de mesure
et juste avant le thermomètre des filtres passe-bas appelés filtres pi pour couper
l’induction RF. Ces filtres sont composés d’une bobine en série entourée de deux
condensateurs en parallèle reliés à la masse. Le signal de fréquence ν est filtré lorsque
l’impédance de la capacité électrique ZC devient négligeable devant l’impédance du
thermomètre Zth qui est de l’ordre de 10 kΩ à basse température :
ZC  Zth
1
2piCν  10
4
Nous avons essayé plusieurs types de filtres pi et nous les avons testés à basse
température. Par exemple, les filtres Tusonix affichent de larges capacités de 5500 pF
à 300 K mais celles-ci diminuent d’un facteur 80 jusqu’à 70 pF à 4 K. Les fréquences
filtrées sont donc très supérieures à 250 kHz, ce qui n’est pas suffisant. Finalement
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Figure 2.5 – Températures mesurées par S1 lors de deux refroidissements avec des
filtres de marques différentes.
nous avons opté pour les filtres Spectrum Control-1293-001 conseillés par le groupe
de Moses Chan à Penn State University dont les capacités sont de 84 nF à 300 K et
6 nF à 4 K. Les fréquences filtrées sont alors très supérieures 2,5 kHz, ce qui est plus
acceptable. La Figure 2.5 montre la différence de mesure de température obtenue
avec ces deux types de filtre.
Pour que l’efficacité de ces filtres soit maximale, nous avons décidé de mettre
les thermomètres et leur ultime ancrage thermique dans une boîte de cuivre aussi
étanche que possible, reliée à la masse et agissant donc comme une cage de Faraday.
Les filtres sont alors placés comme des passages entre l’extérieur et l’intérieur de la
boîte. L’ajout de cette boîte hermétique aux RF et des filtres pi a constitué un pas
important dans l’amélioration de la température minimale et de sa mesure. Nous
avons ainsi pu encore gagner quelques millikelvins, qui nous ont permis d’atteindre
finalement des températures autour de 15 mK avec les fenêtres ouvertes. De plus
l’ajout des filtres a permis d’améliorer la température minimale même dans la confi-
guration fenêtres fermées. Cela indique que des RF arrivent à pénétrer autrement
que par les fenêtres, le cryostat n’est donc pas totalement hermétique de ce point
de vue.
2.1.3 Régulation et amélioration du pot 1 K
Le pot 1K est une pièce importante du cryostat à dilution, dont un fonction-
nement sur le long terme est indispensable. Il permet comme on peut le voir sur
la Figure 2.1, de condenser le mélange 3He-4He avant son entrée dans l’unité de
dilution. Dans notre cas, c’est un réservoir annulaire de 290 ml entourant la ligne
de pompage qui se remplit d’hélium liquide provenant du vase 4K et sur lequel on
pompe pour diminuer la température. L’injection se fait via un capillaire situé au
fond du vase 4K et dont l’entrée est un filtre en fritté de bronze. L’ouverture de
ce capillaire est contrôlée par une micro-vanne (ou vanne pointeau) composée d’un
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pointeau conique en cuivre qui vient s’écraser dans un cône en acier. Le débit d’hé-
lium liquide remplissant le pot 1K peut être un peu régulé par l’espace entre ces
deux cônes imbriqués, mais principalement par l’impédance du capillaire qui suit.
La micro-vanne est contrôlée depuis l’extérieur du cryostat par une tige traversant
le vase 4K.
Celle-ci est malheureusement sensible aux contractions thermiques et au jeu mé-
canique, donc il est difficile d’obtenir un régime de remplissage stationnaire. Les
fluctuations thermiques de la tige sont causées par le niveau d’hélium liquide dans
le vase 4K. Au final, notre vanne ne pouvait prendre que deux positions : ouverte ou
fermée. Or, il n’est pas possible de laisser la vanne ouverte continuellement, surtout
si un écoulement diphasique crée des vibrations mécaniques pendant le remplissage
du pot 1K. Nous avons pu mesurer les effets de ces vibrations grâce aux transduc-
teurs piézoélectriques placés dans la cellule expérimentale. La Figure 2.6(a) montre
le signal induit par les vibrations de l’une des céramiques en fonction de la fré-
quence dans les deux cas. Quand la micro-vanne était ouverte, on remarquait bien
la présence de signaux parasites lors du remplissage qui disparaissaient dès qu’on la
refermait.
0
0,0005
0,001
0,0015
0,002
0,0025
10500 10550 10600 10650 10700 10750
Vanne ouverte
Vanne fermée
A
m
pl
itu
de
 (V
)
Fréquence (Hz)
(a)
soufflet  
de sécurité 
emplacement moteur 
tige moteur 
point de fixation 
sur la vanne 
tiges d’ancrage 
microvanne 
(b)
Figure 2.6 – (a) Signal mesuré par un transducteur piézoélectrique fixé sur la cellule
expérimentale en fonction de la fréquence pour les deux positions de la micro-vanne.
(b) Schéma de la fixation du moteur et détail de la tige reliant l’axe du moteur à
celui de la micro-vanne.
Afin de ne pas devoir être présent en permanence pour ouvrir ou fermer le rem-
plissage du pot 1K, nous avons mis en place une régulation automatique et motorisée
contrôlée par ordinateur. Il a d’abord fallu concevoir un système de fixation pour
le moteur en prenant en compte le manque d’espace sur le dessus du cryostat (voir
Figure 2.6(b)). Puis nous avons percé de petits trous sur le dessus de la vanne pour
y ancrer la tige reliée à l’axe du moteur. Ce dernier est un moteur continu de chez
Crouzet de 1 V et 5 tr/min avec un couple suffisamment important pour pouvoir
faire tourner la vanne. Un souﬄet qui sert de sécurité a été placé sur la tige pour
casser en cas de couple trop important et ainsi empêcher le moteur d’endommager la
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micro-vanne. Nous remercions Jacques Dupont-Roc et Philippe Jacquier chercheurs
au Laboratoire Kastler Brossel pour nous avoir montré un modèle de régulation si-
milaire installé sur leur cryostat, et l’atelier de mécanique du LPS pour la réalisation
et l’idée du souﬄet de sécurité.
Le niveau d’hélium dans le pot 1K est déterminé grâce à la valeur d’un conden-
sateur cylindrique placé dans le pot. La différence de constante diélectrique entre
l’hélium liquide et gazeux permet de mesurer facilement le niveau. Nous mesurons la
capacité avec un pont Andeen-Hagerling 2700A qui fonctionne à très faible courant
pour éviter l’induction électro-magnétique. Un programme Labview enregistre cette
valeur et contrôle le moteur via une carte d’acquisition National Instruments et un
amplificateur fabriqué par Christophe Herman, l’électronicien du laboratoire. Le pot
1K est ainsi asservi entre une position haute et une position basse. Ce système a
tout de suite très bien fonctionné et nous a offert en plus du confort de la régulation
automatique, la possibilité d’agir à distance sur l’admission du pot 1K.
Figure 2.7 – Photographie du capillaire d’injection du pot 1K. Arrivant du vase
4K, il est composé d’une impédance et d’une thermalisation à 1 K avant de rentrer
dans le pot 1K.
Au même moment, des discussions avec Alain Benoit, chercheur à l’Institut Néel
à Grenoble, nous ont permis de comprendre l’origine de ces vibrations lors du rem-
plissage. Si de l’hélium liquide à 4 K est injecté sans thermalisation dans le pot 1K,
cela crée alors un mélange diphasique de liquide et de bulles dans le capillaire de
remplissage, comme cela a été observé par Raccanelli et al. [92]. Ce flux est la cause
des vibrations lors du remplissage. La solution préconisée par ce même groupe est
de thermaliser le capillaire de remplissage du pot 1K sur le pot 1K lui-même pour
ainsi refroidir l’hélium de 4 K à 1 K et le rendre monophasique superfluide avant
l’injection. Nous avons donc remplacé le capillaire de remplissage par deux capil-
laires en CuNi de longueur 20 cm et de diamètre plus petit 0,5×0,2 mm (au lieu de
0,75×0,3 mm) situés avant et après une thermalisation sur l’une des plaques ther-
malisées à 1 K situées sous le pot 1K (voir Figure 2.7). Cette amélioration a permis
de diminuer très nettement la vibration mesurée lors du remplissage, néanmoins un
bruit mécanique très faible restait toujours visible lors de nos expériences les plus
précises comme celle de l’oscillateur de torsion en saphir [66].
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2.2 Calibration des thermomètres
2.2.1 Une échelle de température internationale
Les propriétés physiques que nous étudions sont très souvent en fonction de la
température et la précision de nos valeurs de température doit être rigoureusement
vérifiée, d’où la nécessité d’utiliser une échelle de température internationale bien
établie pour nos étalonnages.
On distingue deux types de thermomètres, les primaires et les secondaires. Pour
les thermomètres secondaires, certaines quantités physiques dépendantes de la tem-
pérature sont facilement mesurables (la résistance électrique par exemple). Ils sont
calibrés au préalable grâce aux thermomètres primaires. Ces derniers ont une ca-
ractéristique mesurable se basant directement sur une propriété physique parfaite-
ment connue et reproductible. Il existe différents types de thermomètres primaires
et donc différentes échelles de température qui leur sont associés dont voici quelques
exemples :
- Le thermomètre à orientation nucléaire mesure la décroissance radioactive d’un
bloc de 60Co.
- Le thermométrie à bruit Johnson mesure, grâce à un SQUID, le courant pas-
sant dans un fil
- Le thermomètre à courbe de fusion mesure la variation de la la pression d’équi-
libre liquide-solide de l’3He.
Différentes échelles de température ont été associées à chacun de ces étalons pri-
maires. L’UF-95 (University of Florida) été basée sur l’orientation nucléaire, la PTB-
96 sur la pression de fusion de l’3He, la NIST-98 sur le bruit Johnson... Récemment,
c’est l’échelle PLTS-2000 (Provisionnal Low Temperature Scale), adoptée en 2000
qui définit l’échelle internationale de température entre 0,9 mK et 1 K en s’appuyant
sur la courbe de fusion de l’3He [93]. De nombreux arguments expliquent ce choix
comme sa forte dépendance pression/température, la grande precision des mesures
de pression, la large gamme de température parcourue ou la faible influence du
champ magnétique.
Cette courbe définit l’équilibre liquide-solide de l’3He. Elle a été décrite de nom-
breuses fois et la relation pression/température qui permet de la définir s’écrit :
P (MPa) =
+9∑
i=−3
ai.T (K)i (2.7)
où les coefficients ai fixés par la PLTS-2000 sont donnés sur la Figure 2.8. Cette
équation est le résultat de nombreuses études et calculs de thermodynamique réa-
lisés essentiellement par Dennis Greywall [94–96] et par le PTB à Berlin [97]. Son
incertitude en température est de 0,1% à 500 mK, 0,2% à 100 mK, 0,3% à 25 mK
et 2% à 0,9 mK. L’incertitude en pression est d’environ 60 Pa.
La courbe comprend quatre points particuliers parfaitement connus et utilisés
comme points fixes de pression et de température pour la calibration in situ de la
jauge de pression : le minimum de pression, la transition à la phase superfluide A, la
transition entre les phases superfluides A et B et la transition antiferromagnétique
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Figure 2.8 – À gauche, la courbe de fusion de l’3He selon l’équation de la PLTS-2000
dont les coefficients sont donnés à droite
du solide. Avec notre cryostat, nous ne pouvons observer que le premier de ces quatre
point fixes. Les pressions et les températures de ces quatre points sont données dans
le Tableau 2.2.1.
Point fixes P(bar) T(mK)
Minimum 29,3113 315,24
Transition superfluide A 34,3407 2,444
Transition superfluide B 34,3609 1,896
Transition de Néel 34,3934 0,902
Table 2.1 – Les points fixes définis par la PLTS-2000 [93]
Ainsi, un thermomètre à courbe de fusion (ou MCT pour Melting Curve Ther-
mometer) doit contenir un volume d’3He en équilibre entre la phase liquide et solide
dont on doit mesurer la pression. Pour cela on bloque le capillaire de ce petit réser-
voir en formant un bouchon solide au niveau de l’évaporateur à 700 mK et à 36 bars.
On pourra alors se déplacer sur la courbe de fusion en faisant varier la température
de la cellule et en mesurant la pression avec une jauge capacitive.
2.2.2 Description et assemblage du MCT
Le thermomètre à courbe de fusion que nous avons construit est une jauge de
Straty-Adams [98]. La pression est donc mesurée par la capacité entre deux élec-
trodes. L’une des électrodes est mobile située sur un diaphragme se déformant sous
la pression de la cavité, l’autre est fixe, collée à la partie supérieure de la cellule.
Le plan de la cellule est semblable à celui de Greywall [94] auquel nous avons
apporté une petite modification au niveau du fil de mesure de l’électrode inférieure
suggérée par la travail de Valérie Goudon [99]. Il passe désormais dans un capillaire
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Figure 2.9 – Schema du thermomètre à courbe de fusion
relié à la masse et ne voit donc plus directement l’électrode supérieure, éliminant
ainsi une possible capacité parasite. L’ensemble de la cellule est en cuivre à l’excep-
tion de la partie centrale comprenant le diaphragme et les électrodes qui sont en
bronze BeCu. En effet ce matériau est connu pour ses excellentes propriétés méca-
niques. La pièce a été ensuite recuite à 500 ◦C sous vide pendant 2h afin d’augmenter
encore sa rigidité. Les électrodes ont subi une série de polissages afin d’obtenir des
surfaces parfaitement plates et lisses.
La première opération de l’assemblage consiste à coller au Stycast 2850-FT le
diaphragme sur la base en évitant que l’epoxy n’entre en contact avec l’argent fritté.
Elle forme avec la base une cavité de volume 0,135 cm3 dont 0,06 cm3 soit 44%
est rempli de fritté d’argent. Le fritté d’argent a été réalisé en compressant une
poudre d’argent de 700 Å (Vacuum Metalurgical Co Ltd, Tokyo) dans le fond de
la cellule préalablement argenté jusqu’à obtenir 45% de la densité de l’argent solide
puis en chauffant cet agglomérat à 200 ◦C pendant 1 heure sous argon. Cette recette
Figure 2.10 – Photos de la cellule à différentes étapes du montage jusqu’à la cellule
complète. De gauche à droite : argenture sur le fond de la cellule puis on dépose du
fritté d’argent avant de coller le diaphragme et les parties supérieures.
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permettrait d’obtenir un fritté de surface volumique 3,7 m2/cm3 [100], ce qui dans
notre cas nous donne une surface effective de 0,22 m2. On calcule ainsi un temps de
thermalisation de l’3He liquide de 26 s à 100 mK, de 80 s à 60 mK et de 3 min à
20 mK (cf Annexe A.2).
Le collage des électrodes s’effectue en plusieurs étapes. On fixe tout d’abord
l’électrode supérieure avec du Stycast sur la pièce supérieure. La couche d’époxy
suffit à faire l’isolation électrique entre l’électrode et le reste de la cellule. Puis on
colle, toujours avec de l’époxy, l’électrode du bas sur sa tige arrondie. Durant le
séchage on appuiera sur la partie supérieure avec son électrode en appliquant une
pression de 40 bars contre le diaphragme. Cette méthode décrite par Greywall [94]
possède deux avantages. Le premier est un ajustement et un parallélisme parfait
entre les deux électrodes puisque celle du haut vient se plaquer contre celle du
bas qui peut toujours s’ajuster sur son axe arrondi pour s’orienter. Le second est
l’espacement entre les électrodes, qui une fois la pression relâchée, est calibré pour
être minimum, donc de meilleure précision, dans la gamme de pression 30 - 40 bars
(cf Annexe A.3). La capacité mesurée une fois la pression relâchée est de 4,08 pF ce
qui correspond à un espacement de d = ε0S/C = 43 µm dans notre cas..
2.2.3 Protocole d’utilisation
2.2.3.1 Étalonnage de la jauge
Avant de pouvoir utiliser la cellule comme un thermomètre, plusieurs étapes de
calibration sont nécessaires lors du refroidissement. Après avoir commencé le pom-
page sur le pot 1K et avant de condenser le mélange, le cryostat est à une température
d’environ 1,2 K où l’3He reste liquide en dessous de 40 bars. On commence alors une
série de remplissages et de vidages entre 27 bars et 37 bars pour écrouir la mem-
brane de BeCu. Cela permet d’améliorer les propriétés mécaniques du diaphragme
et d’éviter des comportements hystérétiques. Au premier ordre la relation entre la
pression P et la capacité mesurée C est donnée par :
C ∝ 1
d0 − αP (2.8)
où d0 est la distance entre les électrodes à pression nulle et α une constante dépen-
dant des propriétés de la membrane (voir Annexe A.3). Mais, l’équation théorique
précise reliant ces deux grandeurs est bien plus complexe. Le meilleur moyen de
connaître la pression en fonction de la capacité est donc d’effectuer un étalonnage
de la jauge. Cette étape est très importante car la calibration des thermomètres
dépendra directement de cet étalonnage. De plus, il est nécessaire de l’effectuer à
chaque refroidissement car les propriétés mécaniques de la membrane peuvent évo-
luer lors des cycles en température. Nous l’avons effectué à 1,6 K, température en
dessous de laquelle les caractéristiques du diaphragme n’évoluent pratiquement plus.
On augmente la pression entre 27 et 37 bars avec des pas de 0,5 bar comme le montre
la Figure 2.11. À chaque palier, nous mesurons la valeur de la capacité pendant 3 mi-
nutes. La pression est mesurée avec une jauge Digiquartz de chez Paroscientific et la
capacité à l’aide d’un pont de capacité Andeen Hagerling 2700A. Les paliers doivent
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Figure 2.11 – (a) : Étalonnage de la jauge de pression entre 27 et 37 bars. (b) :
Écart entre les mesures et l’interpolation. On obtient une erreur inférieure à 10 mbar.
être assez longs pour permettre à la pression de s’équilibrer avec la cellule, mais
l’ensemble des mesures ne doivent pas durer trop longtemps. En effet cet étalonnage
se fait à une constante de pression près, due à la colonne de liquide dans le capillaire
au-dessus de la cellule. La hauteur de cette colonne de liquide est directement reliée
au niveau d’4He dans le vase 4K et donc varie avec le temps. Dans notre cryostat
le niveau du vase 4K évolue d’environ 5-6 mm/heure. Ainsi si ce niveau varie trop
cela changera de façon significative cette constante de pression.
2.2.3.2 Choix de la pression de remplissage
Cette étape est importante car elle va déterminer la gamme de température que
nous pourrons balayer avec le thermomètre à courbe de fusion. En effet, on remplit
le MCT au-dessus de 1 K à une certaine pression alors que l’3He est liquide. Lors du
refroidissement, il va se former un bouchon solide dans le capillaire de remplissage.
La masse totale d’3He présent dans la cellule restera constante mais la quantité de
solide et de liquide variera en fonction de la température.
On voit ainsi sur la Figure 2.12 qu’en fonction de la pression initiale du liquide
au remplissage, on pourra ou non parcourir la courbe de fusion liquide-solide à plus
basse température. Typiquement on remplira à 35,5 bars pour calibrer les thermo-
mètres. Des précautions particulières sont à prendre pour mesurer le minimum car
alors la quantité de solide peut devenir importante et il faut éviter que le volume du
solide dépasse le volume libre de la cellule. Il tente alors de croître dans les pores du
fritté d’argent ce qui a pour effet de déplacer légèrement la courbe de fusion en des-
sous de la vraie. Cela fausse les mesures de températures d’une part mais augmente
aussi le temps de thermalisation [94].
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Figure 2.12 – Diagramme de densité en fonction de la température pour la courbe
de fusion de l’3He. Les pressions sont indiquées sur les traits bleus horizontaux.
2.2.3.3 Détermination de la pression hydrostatique
Afin de déterminer la pression hydrostatique due à la colonne de liquide dans
le capillaire, on parcourt le minimum de la courbe de fusion puis on ajuste alors la
pression mesurée avec le point fixe donné par la PLTS-2000 (Pmin = 29, 3113 bars).
Comme on va mesurer le minimum, on remplit donc la cellule avec seulement 32 bars
de liquide afin d’être sûr de ne pas remplir tout le volume libre de solide. On parcourt
ensuite plusieurs fois le minimum par cycles de température entre 331 mK et 323 mK
par pas de 1 mK, afin de s’assurer que la valeur est bien la valeur d’équilibre.
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Figure 2.13 – Parcours du minimum de la courbe de fusion de l’3He. On détermine
la pression hydrostatique en comparant le minimum mesuré et théorique.
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Nous avons mesuré dans notre cellule, un minimum autour de 29,37 bars (cf
Figure 2.13). Nous avons donc une différence d’environ 60 mbar avec le point fixe
de la PLTS-2000 (29,3113 bars). On notera que, pour une raisons inconnues, cette
valeur est très importante par rapport aux pressions hydrostatiques habituellement
de l’ordre de 10-20 mbar [99].
2.2.4 Calibrations et conclusions
Nous avons effectué deux calibrations : l’une avec toutes les fenêtres ouvertes,
l’autre avec des capots en cuivre à la place des fenêtres sur le bouclier à 4 K. Les
températures mesurées par le MCT sont comparées à nos deux thermomètres : Ru
calibré par LakeShore jusqu’à 25 mK et S1 calibré dans notre laboratoire en 2000.
Lors du refroidissement fenêtres fermées, les thermomètres Ru et S1 sont en
très bon accord avec le MCT jusqu’à 200 mK avec une erreur de moins de 5 mK.
Le thermomètre Ru sature ensuite à 65 mK probablement à cause de défauts de
thermalisation (cf Figure 2.14). Il n’était en effet pas totalement protégé lors de
cette mesure. La température minimale est mesurée à 10,5 mK sur le MCT.
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Figure 2.14 – Courbe de refroidissement en fonction du temps, fenêtres fermées, à
gauche. On remarque bien la saturation du thermomètre Ru. À droite, les écarts en
température par rapport au MCT des thermomètres S1 et Ru.
Nous avons pu aussi effectuer des études de temps de relaxation thermique sur
le MCT entre 14 mK et 18 mK par paliers de 5 minutes et 0,5 mK (mesuré par
S1) pendant 5 minutes. On observe des temps de relaxation de l’ordre de 100 s ce
qui est très rapide, au delà même de la valeur théorique attendue. On notera aussi
que la lecture de la capacité du pot 1K influence la température sur S1 de 0,05 mK
mais pas du tout celle du MCT, ce qui confirme que l’effet est surement d’origine
électronique sur la lecture du thermomètre et non pas thermique.
Avec les fenêtres ouvertes, la température minimale atteinte avec des caches en
inox sur les fenêtres extérieures est de 15,05 mK sur MCT. Ru, dont la protection
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contre les radio-fréquences a été améliorée reste toutefois limité à une température
de 24 mK (cf Figure 2.15), donc on s’en sert seulement à haute température.
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Figure 2.15 – (a) Courbe de refroidissement en fonction du temps, fenêtres ouvertes.
(b) Écart de lecture de S1 en fonction de la température du MCT avec et sans fenêtre.
On remarque une séparation suivie d’une saturation dès 30 mK.
On effectue plusieurs tests avec les fenêtres. En retirant les caches en inox (salle
allumée), la température augmente de 1,2 mK sur S1 et de 2,2 mK sur MCT avec
une légère différence de 0,3 mK entre la fenêtre avant et arrière du cryostat. Pour
obtenir une variation de température similaire sur MCT à cette température, il
faut envoyer 1,4 µW dans la résistance chauffante. Cette puissance peut donc être
assimilée à celle du rayonnement pénétrant par les fenêtres jusqu’à la cellule. Elle
est très supérieure aux estimations de puissances attendues après passage par les
filtres calculées dans la partie 2.1.2 d’environ 4 nW. Enfin, un dernier test consiste à
remplacer caches extérieurs en inox par des caches en carton noir bloquant la lumière
mais pas les RF. On observe une variation de 0,35 mK sur S1 et aucune variation
sur MCT indiquant que les RF n’affectent donc que la lecture de S1 et non pas la
température réelle.
Nous pouvons donc maintenant établir une loi de calibration qui convertit la
résistance de S1 à la température. Dans le cas d’un thermomètre carbone, on peut
écrire la variation de la résistance en fonction de la température T comme :
R ∝ e(T0T )
1/α
ou log(R) ∝
( 1
T
)1/α
(2.9)
avec α et T0 des paramètres d’ajustement. On a donc cherché à ajuster l’évolution
de S1 de façon polynomiale avec une loi de la forme :
∑
ai log(R)i =
( 1
T
)1/α
(2.10)
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T = exp
[
−α ln
(∑
ai log(R)i
)]
(2.11)
Il est très difficile de trouver un loi unique capable de décrire l’ensemble de la
gamme de température parcourue par S1. Son évolution est donc segmentée sur
deux ou trois régions par des lois différentes. Les calibrations obtenues lors de cette
expérience ont permis d’obtenir une precision de mesure bien meilleure qu’avec la
calibration précédente comme le montre la comparaison de la Figure 2.16.
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Figure 2.16 – Écarts aux températures du MCT des deux nouvelles calibrations
de S1 dans la région des basses températures pour les deux configurations : fenêtres
ouvertes ou fermées. La précision est supérieure au millikelvin.
2.3 Cellules expérimentales
2.3.1 Description et conception de la cellule
La cellule expérimentale est un trou hexagonal d’environ 5 cm3 à travers une
plaque de cuivre de 15 mm d’épaisseur. Cette cavité est fermée de part et d’autre
par deux fenêtres en saphir de 29 mm de diamètre pour 5 mm d’épaisseur, serrées sur
un joint d’indium par deux brides en acier inox (voir Figure 2.17). L’indium est un
métal mou à température ambiante couramment utilisé en cryogénie pour réaliser
des joints d’étanchéité résistant aux basses températures. Dans notre laboratoire
nous extrudons nous mêmes les fils d’indium à différents diamètres à l’aide d’une
presse à huile. Pour cette cellule, le joint d’indium de 1,1 mm de diamètre déposé
dans une gorge de 1 mm de large pour 0,65 mm de profondeur. Ainsi, nous pouvons
estimer que l’indium s’étalera sur un anneau de 3 mm de large en dehors de la gorge
avec une épaisseur de 50 µm.
La cellule doit être conçue pour résister à des pressions de l’ordre de 70 bars
nécessaires à la croissance des cristaux d’hélium. Dans les cellules précédentes dont
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Figure 2.17 – Photo de la cellule n◦2 fixée au cryostat.
la forme générale était sensiblement similaire, les brides étaient serrées de part et
d’autre par 6 vis en acier inox. Les trous filetés prévus pour les recevoir étaient
usinés sur la cellule en cuivre directement. Cela fonctionnait pour des fenêtres plus
petites mais après de nombreuses fuites observées au niveau de nos fenêtres plus
grandes, il a fallu modifier cette conception.
La force exercée par la fenêtre sous une pression de 70 bars vaut F = 70× pi4 ×
0, 0292 ' 5000 N. Aussi les vis de norme M4 utilisées ont un filetage de diamètre
intérieur 3,3 mm et extérieur de 3,9 mm pour un pas de 0,7 mm. Ainsi pour une
longueur de vis enfoncée de 6 mm soit 8 pas, on peut estimer la surface totale de
contact pour les six vis à : S = pi4 (3, 9
2 − 3, 32) × 8 × 6 ' 163 mm2. La contrainte
sur le filetage est donc de l’ordre de 30 MPa. Sachant que la limite élastique du
cuivre se situe autour de 40 MPa [101], on comprend donc que les différents cycles
en température aient pu déformer de façon irréversible le filetage, relâchant ainsi le
serrage de l’indium et déformant la planéité de la portée de joint. La limite élastique
1 cm percages pour les
passages des fils
percages pour 
souder le capillaire
gorge pour 
le joint d’indium
Figure 2.18 – Plan en coupe de la cellule vue de face et de coté. Sur la vue détaillée,
on aperçoit l’arrivée du capillaire de remplissage sur le coin de la cavité.
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de l’acier inox quant à elle se situe autour de 300 MPa, il vaut donc mieux utiliser
un filetage en inox à l’extérieur. Pour ne pas avoir à modifier toute la cellule, nous
avons donc décidé d’utiliser 6 vis traversantes, serrées par des boulons en inox. Afin
de s’assurer doublement du bon maintien de cette configuration, nous avons utilisé
des vis en un acier trempé non inoxydable, dont la limite élastique est deux fois
supérieure à celle de l’acier inox.
Afin de pouvoir remplir la cellule d’hélium, un perçage de 2 mm de diamètre
puis de 0,8 mm relie l’extérieur de la cellule et l’intérieur de la cavité (voir Figure
2.18). On y brase alors un manchon de cuivre percé qui accueillera le capillaire de
remplissage d’hélium en CuNi, de diamètre extérieur 0,75 mm et intérieur 0,4 mm.
L’impédance thermique du manchon rend possible la soudure à l’étain du capillaire
sans chauffer l’ensemble de la cellule.
L’ensemble de la cellule est fixé à la chambre de mélange du cryostat à dilution
via deux poutres de cuivre sur lesquelles on visse les thermomètres et le chauffage
(voir Figure 2.17). Ces poutres ont pour rôle de rigidifier la cellule comme nous allons
le voir dans la partie 2.3.5. Cette cellule à été usinée dans l’atelier du laboratoire par
José da Silva Quintas et ses deux collègues Carlos Goncalves et Eric Nicolau que je
remercie ici. Intéressons-nous maintenant au dispositif de mesure qui nous permet
de mesurer les propriétés élastiques de l’hélium solide.
2.3.2 Dispositif de mesure
Le système de mesure qui a permis de cisailler et de mesurer l’élasticité de l’hé-
lium solide est dans la cavité. Il a été mis en place avec l’aide de John Beamish alors
en année sabbatique dans notre laboratoire. Deux transducteurs piézoélectriques
rectangulaires en Titano-Zirconate de Plomb (PZT 5A) de chez Boston Piezo Op-
tics sont collés avec du Tra-Bond 2151 sur deux blocs de laiton, eux-même collés
et se faisant face dans la cavité. L’utilisation de blocs supports dans une matière
(a) (b)
Figure 2.19 – (a) Photo de la cellule avant la mise en place des blocs et des
transducteurs posés devant. Les passages pour les fils sont déjà réalisés. (b) Photo
de la connexion entre le fil à la sortie du passage étanche et la prise SMB. Une coque
métallique permettra de blinder cette portion.
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différente du cuivre a pour objectif de réduire les ondes acoustiques générées par les
céramiques en diminuant la transmission vers le corps en cuivre de la cellule par des
changements d’impédance et ainsi éviter des effets d’échos.
Les faces des céramiques sont recouvertes d’une couche d’or faisant office d’élec-
trode. Chaque céramique a une électrode reliée à la masse et une autre reliée à un
connecteur à l’extérieur de la cavité. Pour limiter l’induction entre les deux céra-
miques, nous avons choisi de connecter les électrodes se faisant face à la masse via
un fil soudé entre l’électrode et la cellule. De l’époxy conductrice de chez LakeShore
est appliquée entre les blocs, le fil et la cellule et assure une bonne connexion élec-
trique. Afin qu’il n’y ait pas de contact électrique entre la seconde électrode et le
bloc de laiton sur lequel elle est collée, une première couche très fine de Tra-Bond
qui est un bon isolant doit être appliquée sur la face du bloc puis poncée pour ré-
duire son épaisseur au maximum. On soude alors sur cette électrode un fil de cuivre
très fin qui rejoint l’extérieur de la cavité par une perçage de 1 mm de diamètre
scellé ensuite avec du Stycast 2850-FT. Un connecteur SMB blindé permet alors
de relier facilement la céramique à l’une des lignes coaxiales traversant le cryostat
(voir Figure 2.19). On peut estimer la capacité qui existe entre les deux céramiques
en mesurant la capacité entre les lignes coaxiales reliant les céramiques. On trouve
0,0001 pf lorsque la cellule n’est pas connectée et 0,0140 pF lorsque la cellule est
connectée.
(a) (b) (c)
Figure 2.20 – Photos de la première (a) et de la deuxième (b) configuration du
dispositif de mesure. La troisième configuration (c) avec des transducteurs PMN-Pt
a été testée mais les céramiques n’ont pas résisté au passage à froid
Pour des raisons qui seront expliquées dans la partie 3.1.2, deux cellules de ce type
ont été construites durant ma thèse. Dans la première (Figure 2.20(a)), des blocs
rectangulaires supportent des céramiques de dimension : L = 12, 7 mm, l = 9, 5 mm,
e = 1, 8 mm. L’espace séparant les deux transducteurs est alors de 1,2 mm. Dans
la seconde (Figure 2.20(b)), des blocs trapézoïdaux supportent des céramiques légè-
rement différentes : L = 9, 5 mm, l = 9, 5 mm, e = 1, 8 mm. L’interstice entre les
deux n’est plus que de 0,7 mm. Une troisième configuration (Figure 2.20(c)), a été
testée sans succès avec des transducteurs en PMN-Pt de chez TRS Technologies au
lieu des PZT habituels. Ces derniers sont des monocristaux qui possèdent un facteur
de qualité bien supérieur aux PZT. De plus la variation de leurs propriétés avec la
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température est quasi-nulle voire nulle dans certaines directions [102]. Malheureu-
sement, solidement collés au blocs de laiton, ils n’ont pas résisté aux contractions
thermiques subies lors du refroidissement et se sont brisés.
2.3.3 Caractérisation des céramiques
2.3.3.1 Fréquence de résonance
Les matériaux piézoélectriques ont la capacité de se déformer lorsqu’on les sou-
met à un champ électrique et réciproquement, ils se polarisent électriquement lors-
qu’ils sont contraints mécaniquement. Ce comportement spontané dans plusieurs
cristaux naturels ou synthétiques est dû à la structure cristalline qui favorise l’ap-
parition de dipôles dans chaque maille atomique par déplacement des centres de
charges. Les transducteurs utilisés dans notre expérience sont des PZT 5A qui ont
été polarisés au préalable par le fabricant (Boston Piezo Optics). L’axe de polarisa-
tion est défini par convention comme étant l’axe 3 sur la Figure 2.21.
25
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Figure 2.21 – Schéma d’un transducteur piézoélectrique et des axes conventionnels
utilisés pour sa caractérisation. Dans l’encart ces axes sont représentés par rapport
à notre cellule de mesure.
Les fréquences de résonance de la céramique peuvent être calculées à partir de
ses dimensions et de la vitesse du son dans le matériau. Dans le cas d’une céra-
mique de type plaque, polarisée pour un cisaillement de l’épaisseur, la fréquence du
fondamental va être donnée par l’épaisseur. Dans notre cas pour une épaisseur de
e = 1, 8 mm et une vitesse du son dans cette direction de NS = 1080 m/s, on trouve
νfond. = NS/e = 600 kHz. C’est une déformation de cisaillement dans le plan défini
par les axes 1 et 3. Ce tye de déformation est défini dans la littérature comme une
déformation réalisée selon l’axe virtuel 5 représenté sur la Figure 2.21.
À des fréquences proches de la résonance, les propriétés du transducteur pié-
zoélectrique peuvent être modélisées par le circuit décrit sur la Figure 2.22(a). C0
représente la capacité électrique de la céramique et la branche avec L, C et R en
série représente les propriétés mécaniques telles que la masse effective, la flexibilité
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ou la dissipation. La caractéristique de la céramique représentant son impédance (en
échelle logarithmique) en fonction de la fréquence est donnée sur la Figure 2.22(b).
C0
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Fn
(b)
Figure 2.22 – (a) : Circuit électronique modélisant un transducteur piézoélectrique
proche du fondamental. (b) : Caractéristique d’une céramique piézoélectrique.
Ainsi en mesurant l’impédance de la céramique en fonction de la fréquence,
nous avons pu vérifier son bon fonctionnement et la présence d’une résonance à
la fréquence du fondamental. Pour effectuer cette mesure, nous réalisons un petit
montage décrit sur la Figure 2.23. L’impédance de 50 Ω qui représente l’impédance
de sortie du générateur de fonction pourra être négligée. Elle est en série avec une
autre résistance R de quelques kΩ puis avec la céramique d’impédance ZC. Alors le
courant I dans le circuit est donné par :
I = Vg
R + ZC
(2.12)
ZC
50 Ohm
V1 V2
Vg
R
Figure 2.23 – Schéma du circuit électrique permettant de mesurer l’impédance ZC
de la céramique.
En mesurant les tensions V1 et V2 aux bornes de la résistance, comme R ZC,
l’intensité est alors indépendante de la fréquence et on obtient :
ZC ' V2
V1 − V2R (2.13)
Nous avons balayé la fréquence jusqu’à 1 MHz avec une résistance R = 1 kΩ et une
tension d’amplitude 5 V. Comme on peut le voir sur la Figure 2.24, on observe deux
pics de résonance à 603 kHz et 688 kHz très proches de la valeurNS/e de 600 kHz. On
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remarque aussi que la forme de la courbe est assez éloignée de ce qu’elle devrait être
d’après la Figure 2.22(b). La différence provient probablement de l’environnement
de la céramique qui est collée et contrainte sur l’une de ses faces. L’ensemble de
petites résonances à plus basse fréquence et qui forme un bruit de fond peut être
causé par des résonances dans le cuivre de la cellule.
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Figure 2.24 – Étude en fréquence de l’impédance des deux céramiques de la cellule
notées "droite" et "gauche". On observe deux pics de résonance.
2.3.3.2 Coefficient piézoélectrique
Lorsqu’on applique une tension (i.e. un champ électrique) de basse fréquence
V (t) = V0 exp(iωt) aux bornes de la céramique (sur les faces selon l’axe 1), celle-ci se
déforme selon le mode fondamental selon l’axe 5. Pour ω/2pi  νfond., le déplacement
δx(t) d’une face du transducteur par rapport à l’autre est alors donné par :
δx(t) = d15V (t) (2.14)
où d15 est la constante de charge du piézoélectrique qui relie le déplacement du
transducteur selon l’axe 5 au champ électrique selon l’axe 1. Elle est fournie par le
fabricant à température ambiante, d15(300K) = 5, 85 Å/V.
Nous avons voulu vérifier cette valeur. Pour cela nous avons utilisé un petit dis-
positif conçu par John Beamish et ses deux étudiants Syed Manzoor et Shahidul
Islam à l’University of Alberta. Cette étude a été réalisée lors d’un séjour à Edmon-
ton, au Canada en février 2013. On mesure la capacité entre deux blocs de cuivre,
l’un fixe et l’autre mobile posé sur la face d’un transducteur plaque comme ceux que
nous utilisons. Le transducteur est entouré de deux feuillets métalliques qui font
office d’électrodes et le tout est maintenu serré par deux aimants. Le bloc mobile est
collé sur l’aimant supérieur, de cette façon le dispositif reste démontable. La Figure
2.25 présente un photo du dispositif.
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Figure 2.25 – Dispositif permettant de mesurer le coefficient piézoélectrique d15.
Lorsqu’on applique une tension continue δV entre les deux électrodes du trans-
ducteur, cela induit un déplacement δx = d15δV de la face supérieure selon la
direction de cisaillement. Le bloc mobile s’éloigne ou se rapproche du bloc fixe de
δx en fonction du signe de la tension. La capacité C entre les deux blocs, varie donc
en fonction de la distance entre les deux faces x0 + δx de surface S selon :
C(x0) + δC =
ε0S
x0 − δx (2.15)
où ε0 est la permittivité du vide (8,85×10−12 F/m). Comme δx x0, on peut faire
le développement au premier ordre suivant :
C(x0) + δC = ε0S
(
1
x0
+ δx
x20
)
= C(x0) +
C(x0)2
ε0S
δx (2.16)
On peut alors remplacer δx par d15δV , aussi la distance x0 est celle pour V = 0. On
obtient donc une expression de d15 proportionnelle à la variation de la capacité en
fonction de la tension appliquée :
d15 =
ε0S
C(0)2 ×
δC
δV
(2.17)
Nous commençons par une série de mesures à température ambiante en appliquant
une rampe de tension entre -100 V et 100 V puis entre 100 V et -100 V durant
laquelle nous mesurons la capacité à l’aide d’un pont Andeen-Hagerling 2700. La
Figure 2.26 représente cette série de mesures. Nous remarquons que le comportement
de la céramique dépend du sens de variation de la tension et qu’il est hystérétique.
De plus la variation de la capacité en fonction de la tension appliquée semble quitter
le régime linéaire pour les hautes tension au-delà de ±20 V. Nous ne comprenons
pas cette non linéarité et pour les mesures suivantes, nous réduirons donc la plage
d’étude à ±10 V. De toute façon, nous n’utiliserons pas ces céramiques avec des
tensions de plus de 1 V.
L’hystérésis est peut-être causée par des changements de température de la pièce
auxquels la céramique est très sensible. Cet effet devrait disparaître dans un cryostat
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Figure 2.26 – Variation de la capacité entre les deux blocs en fonction de la tension
appliquée aux bornes du transducteur entre -100 V et 100 V à température ambiante.
L’hystérésis ainsi que la différence en fonction du sens de variation de la tension sont
causés par des effets thermiques extérieurs.
avec une température régulée. Enfin la différence de comportement en fonction du
sens de variation semble propre à ces céramiques à température ambiante et se réduit
au fur et à mesure des cycles. Cela devrait aussi être annulé à basse température.
Grâce aux mesures de la Figure 2.27(a), on extrait des valeurs pour le coefficient
piezoelectrique d15 qui valent 4, 70±0, 1 Å/V pour les tensions croissantes et 4, 45±
0, 1 Å/V pour une tension décroissante. Ces valeurs sont proches de celle fournie
par le constructeur (5,85 Å/V), la différence pouvant venir du fait que la céramique
n’est pas totalement libre dans notre dispositif.
La réduction des coefficients des céramiques PZT à basse température est connue
et peut être importante. Un facteur 3 à 5 entre 300 K et 4 K a été trouvé par Zhang et
al. sur les coefficients d13 et d33 [103]. Day et al. ont estimé d15 dans leur expérience en
supposant que le solide possédait un module de cisaillement intrinsèque de 150 bars
pour un solide d’4He à 35 bars [73]. Ils trouvent ainsi une valeur de d15 = 1, 2 Å/V,
soit 5 fois inférieure à sa valeur à température ambiante. Nous avons donc voulu
tester ce dispositif à basse température. La Figure 2.27(b) montre la valeur de la
capacité en fonction de la tension appliquée à 77 K et 1 K. Comme nous l’avions
espéré ces mesures ne présentent plus ni hystérésis ni différence en fonction du sens
de variation de la tension.
Nous obtenons des valeurs de d15 de 0, 99±0, 03 Å/V à 77 K et de 0, 94±0, 01 Å/V
à 1 K en très bon accord avec les estimations précédentes. En effet d15 diminue d’un
facteur 5 entre 300 K et 1 K comme ce qui avait été estimé par Day et Beamish [73].
Toutefois, ces mesures effectuées sur des céramiques libres ne prennent pas en compte
les conditions réelles comme les effets dûs au collage des céramiques à l’intérieur de
la cellule. Il a donc fallu trouver un moyen de mesurer le coefficient d15 à basse
température et in-situ, d’autant plus que l’étude présentée ici a en fait été réalisée
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Figure 2.27 – Variation de la capacité entre les deux blocs en fonction de la tension
appliquée aux bornes du transducteur entre -10 V et 10 V à température ambiante
(a) et à basse température (b) à 77 K et 1 K. Comme prévu, l’hytsérésis disparaît
à basse température. L’inflexion dans la courbe à 77 K est causée par une mauvaise
régulation de la température.
après les première séries d’expérience. Dans la partie 3.1.3, nous décrivons cette
autre méthode qui nous avait permis de trouver d15 ∼ 0, 95 Å/V en dessous de 1
K. La mesure d’Edmonton effectuée a posteriori a permis de valider la méthode
utilisée pendant la campagne de mesure de 2012 à Paris et ses résultats ainsi que de
montrer que les effets du collage n’étaient pas si perturbateurs. Notons enfin que ce
dispositif peut être très facilement démonté afin d’y installer d’autres transducteurs
et peut donc servir de banc d’essai très pratique pour mesurer les caractéristiques
des céramiques piézoélectriques à basse température.
Le comportement des transducteurs ayant été caractérisé, nous pouvons main-
tenant décrire la méthode de mesure qui nous a permis d’obtenir le module de
cisaillement et la dissipation à l’intérieur de l’hélium solide.
2.3.4 Méthode de mesure
La méthode de mesure du module de cisaillement est directement adaptée de celle
développée par James Day et John Beamish [73]. La première céramique est reliée à
un générateur de fonction (Agilent 33521A) avec lequel on applique une excitation
sinusoïdale d’amplitude Vdrive (1 mV -1 V), à des fréquences comprises entre 2 Hz et
20 kHz. Cela produit un déplacement vertical de la céramique δx = d15Vdrive entre
0,001 et 1 Å. La déformation du solide comprise entre les deux transducteurs est
donc ε = d15Vdrive/D, où D est l’épaisseur de l’interstice. Ainsi la contrainte induite
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Figure 2.28 – Schéma du circuit de mesure du module de cisaillement.
sur la seconde céramique est donnée par :
σ = µε = µd15Vdrive
D
(2.18)
avec µ le module de cisaillement du cristal. Cette contrainte sur le matériau piézo-
électrique se traduit par l’apparition de charges à la surface de la céramique telle
que :
q = CV = d15σA (2.19)
Nous la mesurons comme un courant à une fréquence ω :
I = ωq = 2pifq = 2pifd15σA (2.20)
Ainsi pour une déformation comme celle décrite dans l’équation 2.18, le courant de
sortie est donné par :
I = 2pifd
2
15µVdriveA
D
(2.21)
Un préamplificateur de courant ultra bas bruit (Femto LCA) différent pour
chaque gamme de fréquences (fréquence de coupure : 20 kHz, 200 Hz ou 30 Hz)
est utilisé pour augmenter ce signal avec un gain G qui varie d’un appareil à l’autre.
Une mesure précise de chacun de ces gains en fonction de la fréquence sera effectuée
et décrite dans le Chapitre 3.1. Ce signal est ensuite mesuré à l’aide d’une détec-
tion synchrone (Stanford Research System SR830) synchronisée sur le générateur de
fonction. Après soustraction du background dont la mesure précise est décrite dans
le Chapitre 3.1, on obtient donc le module de cisaillement directement à partir de
l’amplitude Vsignal du signal. La dissipation est la tangente de la différence de phase
ϕ, entre l’excitation et la réponse :
µ = DVsignalG2piAd215Vdrivef
(2.22)
1/Q = tan(ϕ) (2.23)
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Ainsi, si on connait d15 qui reste inconnu à basse température, cette méthode nous
permet d’obtenir directement la valeur du module de cisaillement et de la dissipation
dans le cristal compris entre les deux céramiques.
Le Figure 2.28 schématise l’ensemble du circuit de mesure. Plusieurs rajouts
ont contribué à une nette amélioration de la qualité du signal d’entrée. Cela était
necessaire pour faire des études précises à basse fréquence et à basse amplitude.
Nous avons séparé la masse du générateur de fonction car nous avions observé qu’il
y avait un bruit dans le signal d’excitation qui empêchait de descendre en dessous
de 10 mV. Couper la boucle de masse à cet endroit a réglé le problème. Par la suite,
nous avons alors remarqué que le signal envoyé à une fréquence donnée contenait
de nombreux autres signaux à d’autres fréquences. Ainsi l’amplitude moyenne sur
toutes les fréquences mesurée à l’aide du Keithley était plus élevée que l’amplitude
du signal envoyé. Afin de palier ce problème nous avons rajouté dans la ligne, un
filtre passe-bande (Stanford Research System SR650). Enfin une seconde détection
synchrone en entrée, nous permet de connaître précisément le signal envoyé vers
la cellule à la fréquence de mesure. Avant de passer à la croissance d’échantillons,
intéressons nous à quelques tests préliminaires sur les caractéristiques mécaniques
de cette cellule.
2.3.5 Résonances dans la cellule
(a) 26400 Hz (b) 27600 Hz
Figure 2.29 – Représentation en 3 dimensions de deux modes de vibration excités
par l’une des céramiques dans la cas d’une fixation à une poutre (a) et à deux poutres
(b). L’amplitude des déformations est exagérée pour plus de clarté et l’échelle est
différente entre (a) et (b). On remarque bien que pour ces deux modes en particulier,
la déformation de la cellule est faible comparée à celle des céramiques sur leurs blocs
à l’intérieur de la cavité. [Simulations de Nabil Garroum]
Dès le stade de la conception, nous avons pu vérifier grâce à des simulations
numériques que le système avec deux poutres épaisses au lieu d’une seule, comme
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c’était le cas pour les cellules précédentes, était plus rigide. Ces simulations ont été
effectuées avec l’aide importante de Nabil Garroum, ingénieur de recherche dans
notre laboratoire grâce à un programme de calcul par éléments finis. Nous avons
modélisé l’ensemble de la cellule avec ses poutres de fixation afin, dans un premier
temps, de calculer les modes propres de vibrations. Nous obtenons de nombreux
modes à basse fréquence qui n’ont pas beaucoup d’effet sur les céramiques. Par-
contre, d’autres modes de vibrations à plus haute fréquence impliquent de grandes
déformations des blocs supportant les céramiques et des céramiques elles-mêmes. La
Figure 2.29 montre deux exemples de tels modes de vibration.
Pour éviter que notre signal de mesure interfère avec des résonances dans le
cuivre, il était important de repousser ces modes particuliers aux plus hautes fré-
quences possible. L’idéal étant de pouvoir mesurer à des fréquences allant jusqu’à
la vingtaine de kiloHertz. Nous avons donc modélisé complètement le dispositif de
mesure en simulant une tension sinusoïdale d’amplitude 100 mV aux bornes d’un
transducteur piézoélectrique et en mesurant les charges aux bornes du second. Pour
ce modèle nous avons dû aussi introduire un amortissement pour chaque matériau ce
qui détermine l’amplitude et la largeur des pics de résonance. Ainsi en mesurant la
quantité de charge issue de la céramique en fonction de la fréquence, nous obtenons
un spectre des fréquences de résonances de la cellule excitées par une céramique et
ressentie par l’autre.
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Figure 2.30 – Simulation du courant issu de l’un des transducteurs en fonction de la
fréquence du signal appliqué sur l’autre transducteur dans le cas d’une configuration
à une poutre et à deux poutres.
Le spectre est plat et aucune résonance n’apparaît en dessous de 20 kHz en
accord avec nos premières observations des déformations des différents modes de
vibration de la cellule. La Figure 2.30 montre le signal issu du transducteur entre
20 kHz et 30 kHz dans le cas d’une configuration à une poutre et deux poutres
selon cette simulation. La structure quand elle est maintenue par deux poutres, est
plus rigide : les premières résonances sont repoussées à plus haute fréquence et leur
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amplitude est réduite. C’est pourquoi nous avons décidé de construire une cellule
tenue par deux poutres au lieu d’une. Une fois la cellule en place, fixée au cryostat,
nous pouvons directement mesurer ces modes de vibration dans une cellule vide et
les comparer à la simulation. La Figure 2.31(a) montre le spectre en fréquence de la
cellule vide à température ambiante (∼300 K). Le spectre est effectivement plat en
dessous de 20 kHz ce qui est une bonne nouvelle. Cependant, la concordance exacte
entre la simulation et le spectre mesuré n’est pas très bonne mais compte tenu de
la complexité du modèle et de la méthode, sa valeur qualitative reste tout à fait
raisonnable.
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Figure 2.31 – (a) Spectre de résonance à température ambiante mesuré par l’un des
transducteurs entre 1 Hz et 30 kHz pour un signal d’amplitude 70 mV. Les premières
résonances apparaissent à 20 kHz environ. (b) Variation du spectre en fonction de
la température de la cellule entre 18 kHz et 30 kHz.
Nous pouvons mesurer ce spectre de résonance en fonction de la température de
la cellule lors d’un refroidissement. La Figure 2.31(b) montre une série de spectres sur
une plage de fréquences plus courte entre 18 kHz et 30 kHz. On observe que lorsque
la température diminue, la fréquence des pics de résonance est repoussée vers les
hautes fréquences. De plus l’amplitude de ces pics diminue considérablement. Si la
fréquence augmente quand la température diminue, c’est que les modules d’élasticité
des matériaux augmentent rigidifiant ainsi l’ensemble de la cellule. Par exemple,
le module d’élasticité du cuivre passe de 120 GPa à 300 K à 150 GPa à 50 K
[101]. L’amortissement de ces résonances est aussi expliqué par ces variations des
propriétés mécaniques des matériaux mais surtout par la diminution du coefficient
piézoélectrique d15 du transducteur comme nous l’avons vu précédemment.
On obtient donc à la suite de cette étude basse température, la première réso-
nance qui apparaît dans la cellule suite à l’excitation de l’une des céramique est à
21 kHz. Nous pouvons donc travailler sur une plage de fréquence s’entendant jusqu’à
20 kHz sans qu’un autre signal vienne interférer et se coupler à nos mesures. L’étude
du dispositif expérimental est ainsi complétée, nous pouvons passer à la description
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des cristaux d’hélium-4 que nous faisons croître dans cette cellule.
2.4 Croissance des cristaux d’hélium
Notre étude portant sur les défauts cristallins de d’hélium solide, l’étape de
croissance des cristaux est primordiale car elle détermine la qualité et la pureté des
échantillons, ce qui est très important pour la suite. La qualité cristalline définit le
nombre et le type de défauts présents dans le cristal. Elle dépend principalement des
conditions de croissance comme cela a été expliqué par Sasaki et al. [104] et Pantalei
et al. [78]. La pureté du cristal quant à elle définit le taux d’impuretés c’est à dire les
éléments qui ne sont pas de l’4He. Dans notre cas, nous verrons que la seule impureté
encore présente dans l’4He à basse température est son isotope, l’3He. Cette partie
décrit les différents types de cristaux que nous pouvons faire croître dans notre
cryostat : des cristaux de bonne qualité et pureté comme les monocristaux préparés
à 20 mK, aux polycristaux préparés à 3 K.
2.4.1 Dispositif
Les cristaux sont obtenus par injection d’hélium dans la cellule depuis des bou-
teilles pressurisées à l’extérieur du cryostat. Pour cela, nous avons réalisé un circuit
en tubes d’acier inox de diamètre intérieur 2 mm capable de résister à des pressions
de 100 bars. Les connexions sont de type Swagelok ou Sagana. Le dispositif com-
prend un dipstick, deux débitmètres, un piège à azote et de multiples manomètres.
Le dipstick est un réservoir que l’on plonge dans l’azote (ou l’hélium) avant de le
remplir. Cela permet en le réchauffant d’atteindre des pressions plus élevées que
la pression maximale de la bouteille. Installés en parallèle, les débitmètres 5850E
et 5850S de chez Brooks Instrument permettent de réguler le flux d’hélium gazeux
dans les gammes 27 et 4,46 sccm (cm3 standard par minute). Ils sont commandés
par ordinateur via le contrôleur 0254 de chez Brooks Instrument. Le piège à azote
est un volume de charbon actif à 77 K qui adsorbe les impuretés résiduelles (eau,
hydrogène...) de l’hélium pour ne pas qu’elles se solidifient et bloquent le capillaire
de remplissage de la cellule. En effet, à l’intérieur du cryostat, un capillaire fin (de
0,2 à 0,8 mm de diamètre intérieur selon les portions) en CuNi relie la cellule à
l’extérieur avec une thermalisation sur les différents étages de température. Un filtre
est placé à 4 K ce qui permet de nettoyer complètement l’hélium puisque le seul
élément encore liquide à pression atmosphérique à 4 K est l’hélium.
La seule impureté encore présente dans l’4He reste son isotope l’3He. Durant
ma thèse nous avons utilisé deux types d’hélium avec deux concentrations en 3He
différentes : le premier dit naturel avec une concentration de 300 ppb (c’est à dire 300
atomes d’3He pour 1 milliard d’4He) vendu par Air Liquide et le second dit ultrapur
à 0,4 ppb acheté à l’US Bureau of Mines. La pureté isotopique de cette bouteille a été
mesurée avec un spectromètre de masse au CEA à Saclay. Toutefois la concentration
en 3He dans le solide peut être très différente de ces deux concentrations nominales
comme nous allons le voir plus loin.
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Nous observons les cristaux d’hélium à l’intérieur de la cavité à travers les fenêtres
du cryostat à l’aide d’une caméra CCD. La cellule est illuminée par une source
de lumière parallèle, créée en plaçant une source ponctuelle proche du foyer objet
d’une lentille convergente. Ce type d’éclairage permet de rendre nettement visibles
les facettes du cristal par réfraction de la lumière. Nous pouvons classer les différents
cristaux d4He que nous pouvons faire croître en 3 catégories que nous allons décrire
maintenant.
2.4.2 Différents types de cristaux d’hélium
2.4.2.1 Croissance des monocristaux de "type 1"
Les cristaux de meilleure qualité dits de "type 1" sont préparés à température
constante, typiquement autour de 20 mK, en pressurisant la cellule pleine d’hélium
superfluide à une pression légèrement supérieure à la pression d’équilibre liquide-
solide Peq = 25, 3 bars. En effet la transition liquide-solide étant du première ordre,
il peut y avoir co-existence du liquide et du solide et il existe une énergie de barrière
associée à la nucléation du solide dans le liquide. Une petite surpression de quelques
millibars seulement suffit à passer cette barrière et un germe solide apparaît alors
en général sur un défaut de la cellule autour duquel l’énergie de barrière locale est
légèrement plus basse. Le cristal tombe ensuite dans le fond de la cellule dès que
son poids est suffisant pour dépasser les effets de capillarité. La croissance continue
ensuite à température et pression constante par injection de matière via le capillaire
de remplissage. La Figure 2.32 montre le chemin (en rouge) dans le diagramme de
phases (P , T ) de l’4He pour la préparation de ces cristaux.
Liquide normal
(He I)
Température (K)
Pr
es
si
on
 (b
ar
)
1 2 3 4 6
10
20
30
40
50
60
0
Solide
(hc)
Superfluide
(He II)
Gaz
(cc)
5
25,3
0
Figure 2.32 – Diagramme de phases (P , T ) de l’4He. La ligne rouge représente le
chemin suivi pour la croissance de cristaux de "type 1". Le point rouge correspond
au point où la mesure est réalisée.
À l’équilibre ou même durant une croissance très lente, le cristal occupe le fond
de la cellule avec une interface liquide-solide horizontale, à part deux bords arrondis
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aux contact des parois causés par des effets de capillarité comme le ferait un liquide
non mouillant. Cette interface plane est due à la gravité pendant une croissance
quasi non dissipative et à la forte homogénéité de la température et du potentiel
chimique. Ainsi, il n’y a pas de gradient de température mais seulement un champ
gravitationnel. De plus, pour les mêmes raisons d’homogénéité, la croissance multiple
de cristaux est très rare. On pourra consulter la revue de Sébastien Balibar sur la
nucléation dans des liquides quantiques pour plus de détails [105].
Afin de pouvoir remplir la cellule totalement, il faut que l’orifice du capillaire
de remplissage soit le plus haut point de la cellule, ainsi il reste liquide et permet
l’injection de matière jusqu’à la fin de la croissance. À cet effet, le capillaire arrive
sur le bord de la cavité comme on peut le voir sur le plan Figure 2.18 et la cellule
est ensuite légèrement penchée vers l’arrière. L’angle de rotation est limité par les
diamètres des fenêtres des différents écrans thermiques et doit être ensuite pris en
compte pour aligner l’axe d’observation entre la caméra et la source lumineuse. Notre
angle maximal possible est de 1,5◦, nous le mesurons par réflexion d’un laser sur la
fenêtre de la cellule.
e
liquidecristal indium
Figure 2.33 – Schéma de la fente liquide entre la fenêtre et la cellule.
Pour limiter la présence de liquide, il faut aussi éviter au maximum les interstices
ou les fentes trop minces dans la cellule. Le solide du fait de sa tension de surface ne
pourrait pas y pénétrer piégeant ainsi des poches liquides. Toutefois, il en reste un
qui est difficilement supprimable, c’est l’espace entre les fenêtres en saphir et le bord
de la cellule en dehors de la cavité comme on peut le voir sur le schéma de la Figure
2.33. En effet, l’épaisseur typique du joint d’indium une fois pressé est de 50 µm et
bien que celui ci s’étale au delà de sa gorge, il ne remplit pas totalement la surface
entre la gorge et le bord de la cavité laissant une fente de 50 µm. La courbure d’une
interface liquide-solide est définie par la loi de Laplace :
∆P = γC (2.24)
où ∆P est la différence de pression entre la phase liquide et solide, C la courbure
de l’interface et γ la tension de surface de l’ordre de 0,2 mJ/m2 [106]. Dans le cas
d’une fente mince de largeur e, on peut prendre C = 2/
√
2e. On trouve alors pour
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e=50 µm, ∆P ∼ 5, 7 Pa. Ainsi si l’on reste à Peq durant toute la croissance, il y
aura nécessairement des poches liquides jouxtant le solide qui vont agir comme des
pièges à impuretés d’3He faisant varier la concentration avec la température comme
nous le verrons plus en détail dans la section 2.4.2.4.
Figure 2.34 – Photo de la courbure formée par l’interface liquide-solide pendant la
croissance dans l’interstice entre les céramiques.
Cet effet capillaire à l’interface liquide-solide s’observe d’ailleurs très bien lorsque
le solide croit dans l’interstice formé par les deux céramiques. Comme on peut le
voir sur la Figure 2.34, l’interface du cristal est arrondie dans cette partie, de plus,
on remarque une ligne horizontale qui est la surface du solide à l’extérieur de la fente
devant et derrière les céramiques. Le rayon de courbure dans la fente est de l’ordre
de 1 mm ce qui permet d’en déduire une différence de pression d’environ 0,21 Pa.
Cette différence de pression se traduit par la différence de hauteur de l’interface dans
et en dehors de la fente que l’on mesure à 1,2 mm. Ce qui permet de retrouver une
différence de pression très proche de 0,24 Pa donnée par ∆P = (ρs − ρl)gh, avec ρs
et ρl les densité de l’hélium solide et liquide.
La qualité du cristal dépend principalement de la température et de la vitesse de
croissance qui dépend de la différence de potentiel chimique ∆µ entre le solide et le
liquide [35,106–108]. L’4He solide présente des transitions de phases de ses surfaces
d’un état lisse à un état rugueux appelées transitions rugueuses. La température
de transition vaut 1,30 K pour les facettes c, environ 1 K pour les facettes a et
0,4 K pour les facettes pyramidales. Au-dessus de cette température, la surface est
rugueuse et la croissance se fait atome par atome, elle dépend linéairement de ∆µ.
En dessous de la température de transition rugueuse, la surface est lisse, deux mé-
canismes de croissance sont alors possibles. S’il y a des dislocations vis qui émergent
à la surface, la croissance s’effectue par déplacement des marches issues de la dis-
location vis comme dans une source de Frank-Read. Le taux de croissance dépend
quadratiquement de ∆µ. Au contraire, s’il n’y pas de dislocation vis, la croissance
s’effectue par nucléations de terrasses dont Ruutu et al. ont montré que l’épaisseur
peut atteindre 200 à 2000 couches atomiques en fonction de la température et le
taux de croissance dépend exponentiellement de ∆µ. Rutuu et al. ont aussi observé
que dans ce régime sans dislocation, si on réduit la vitesse de croissance en dessous
de 0,6 nm/s, on obtenait de nouveau un régime linéairement dépendant de ∆µ mais
dont le mécanisme reste inexpliqué. Dans tous les cas la croissance sous la tempéra-
ture de la transition rugueuse est moins créatrice de défauts que la croissance atome
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par atome des surfaces rugueuses.
Lors de la croissance, il faut aussi prendre en compte l’accrochage des facettes
sur les parois. Lorsque celles-ci se libèrent brusquement, le cristal croît soudainement
produisant de nombreux défauts. Une croissance lente et à basse température durant
laquelle les facettes sont plus petites est donc préférable pour éviter ce genre d’événe-
ment. Nous avons mesuré les densités de dislocations de plusieurs cristaux préparés
à plusieurs températures (cf Chapitre 3.3). Ces résultats confirment la dépendance
de la qualité cristalline en fonction de la température de préparation.
2.4.2.2 Croissance des monocristaux de "type 2"
Les cristaux dits de "type 2", sont des monocristaux qui remplissent l’ensemble
de la cellule sans laisser de poches liquides. Pour cela, nous les faisons croître à
température et pression constante à 1,4 K plutôt qu’à 20 mK. Quand la cellule est
quasi-pleine de solide, nous bloquons l’entrée du capillaire en augmentant la pression
à l’extérieur, puis nous refroidissons la cellule jusqu’à 1 K. Ainsi, le changement de la
pression d’équilibre liquide-solide de 26,1 bars (pour 1,4 K) à 25,3 bars (pour 1 K)
est suffisant pour cristalliser toutes les poches liquides restantes. La Figure 2.35
montre en rouge le chemin suivi sur le diagramme (P , T ) lors de cette croissance.
L’avantage de cette méthode est qu’elle permet d’obtenir un cristal dans lequel la
concentration en impuretés d’3He ne varie pas avec la température et reste égale à
la concentration du gaz d’hélium utilisé. Toutefois, avec cette méthode, le cristal est
de moins bonne qualité cristalline à cause des contraintes subies lors de la variation
en pression.
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Figure 2.35 – Diagramme de phases (P , T ) de l’4He. La ligne rouge représente le
chemin suivi pour la croissance de cristaux de "type 2".
Notons ici qu’il est facile en jouant sur les pressions à l’extérieur de faire fondre et
recroître un même cristal tout gardant son orientation. Nous pouvons alors réduire
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un cristal de "type 2" à un petit germe éliminant ainsi beaucoup défauts et le recroître
à 20 mK pour en faire un cristal de "type 1" et réciproquement. Il faut alors bien
faire attention à ne pas monter trop haut en température. Au-delà de 1,464 K, et à
la pression d’équilibre liquide-solide, le cristal change de structure, de hexagonal à
cubique. Cette transition modifie l’orientation irréversiblement même si on revient
à une structure hexagonale.
2.4.2.3 Croissance des polycristaux
Les polycristaux sont des assemblages de monocristaux d’orientations aléatoires
séparés par des joints de grains. On les fait croître à haute température et à volume
constant à partir du fluide normal. Le méthode dite du capillaire bloqué ("blocked
capillary" ou BC en anglais) est la plus courante pour réaliser des polycristaux. On
se place à haute température (∼3 K), la cellule et le capillaire sont alors remplis
d’hélium liquide non superfluide à une pression de 60-70 bars. On commence par
former un bouchon solide dans le capillaire à la hauteur du pot 1K en démarrant le
pompage sur ce dernier avant de refroidir la cellule elle-même en faisant circuler le
mélange de la dilution. Ainsi, sous le bouchon du pot 1K, le volume dans la cellule et
dans le capillaire reste constant lors du refroidissement et le système suit donc une
isochore. On s’arrange généralement pour choisir une pression initiale suffisamment
élevée pour que le départ de cette isochore de la courbe d’équilibre liquide-solide
intervienne avant la transition vers la phase cc à 1,772 K. La courbe rouge sur la
Figure 2.36 représente le chemin suivi lors de cette croissance.
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Figure 2.36 – Diagramme de phases (P , T ) de l’4He. La ligne rouge représente le
chemin suivi pour la croissance de polycristaux.
La croissance d’un cristal à partir du liquide normal est très différente car il y a
alors un gradient thermique entre les parois de la cellule plus froides et le centre du
liquide plus chaud. Lorsque la température diminue, le système rencontre la courbe
de fusion ce qui donne lieu à de la nucléation multiple sur les parois plus froides. Le
front de cristallisation continue alors de se propager vers le centre de la cellule en
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suivant le gradient de température. Lorsque la cellule est complètement remplie de
solide, on quitte la courbe de fusion pour suivre une isochore. Typiquement pour des
pressions initiales comprises entre 60-70 bars, la cristallisation démarre vers 2,4 K et
se termine vers 1,8 K avec une pression finale de 35 bars. Cela dure une trentaine de
minutes. La Figure 2.37 montre des photographies de la croissance d’un polycristal
à différents stades qui sont notés sur le diagramme de la Figure 2.36.
(a) Apparition du solide sur les parois de
la cellule.
(b) Croissance du polycristal.
(c) Fin de la croissance du polycristal. (d) Le système a quitté la courbe d’équi-
libre liquide-solide.
Figure 2.37 – Photographies montrant la croissance d’un polycristal dans la cellule
n◦2 par la méthode du capillaire bloqué.
Hors de l’équilibre liquide-solide, le polycristal une fois formé semble homogène
car on ne distingue pas les grains ni leurs joints. Ce n’est que lors de la fonte qu’il nous
est permis d’observer l’assemblage des monocristaux qui composent le polycrystal.
En effet quand on rejoint le courbe de fusion, l’interface entre la vitre et l’hélium est
envahie par une réseau de canaux liquides. Ces canaux sont à la jonction du verre et
des joints de grains délimitant chaque monocristal dont la taille peut être de l’ordre
de la dizaine de micromètres.
2.4.2.4 Pureté des cristaux d’hélium
Dans cette section, nous nous intéresserons non pas à la qualité mais à la pureté
des cristaux d’hélium. Comme nous l’avons vu, en dessous de 4 K, la seule impureté
encore présente dans l’4He est son isotope l’3He. Si la pureté du gaz d’hélium utilisé,
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naturel à 300 ppb ou ultrapur à 0,4 ppb est fixe, la concentration dans le solide
peut varier à l’échelle macroscopique ou locale en fonction de la température ou des
conditions de croissance.
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Figure 2.38 – Rapport des concentrations en 3He dans l’4He solide et liquide en
fonction de la température d’après la formule 2.27.
Comme nous l’avons vu dans le Chapitre 1.2, les impuretés d’3He sont capables
de se déplacer librement dans le cristal d’4He. C’était sans prendre en compte le
piégeage par des défauts ou par le liquide. Edwards et Balibar [109] ont calculé les
potentiels chimiques µ3 et µ4 de l’3He et l’4He dans un mélange 3He-4He liquide et
solide. Nous pouvons alors calculer χh3/χl3, le rapport des concentrations d’3He entre
le solide hexagonal et le liquide en égalisant les potentiels chimiques de ce dernier
dans les deux milieux. Le potentiel chimique de l’3He dans le solide hexagonal d’4He
se détermine dans un modèle s’éloignant du modèle des gaz parfaits car il considère
des interactions à 2 corps traitées dans l’approximation de champ moyen. On obtient
alors en K/atome :
µh3 = gc3 + 0, 945 + T lnχs3 (2.25)
où gc3 est l’énergie de Gibbs de l’3He solide en phase cubique. Le potentiel chimique
dans le liquide d’4He est déterminé avec deux approximations. La première est que
la concentration en 3He est faible. La seconde est que la température de croissance
(∼20 mK) est grande devant la température de Fermi du gaz d’3He (T ∗F = 0, 08 mK
pour un gaz à 300 ppb d’3He) et se situe dans le régime basse température du modèle
d’Edwards et Balibar [109]. Alors, on peut considérer le gaz d’3He comme un gaz
parfait de particules de masse effective m∗3 = 3, 3 m3, avec m3 la masse de l’3He. On
obtient alors en K/atome :
µl3 = gc3 − 0, 414 + T
[
lnχl3 +
3
2 ln(1, 7/T ) + ln 2
]
(2.26)
En égalisant les potentiels chimiques µh3 et µl3, on trouve donc :
χh3
χl3
= 4, 43T−3/2 exp
(−1, 359
T
)
(2.27)
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Le Figure 2.38 trace ce rapport en fonction de la température. A basse tempé-
rature, l’exponentielle domine sur le terme de puissance et on obtient une loi de
type Arrhenius avec une énergie d’activation de 1,359 K qui correspond à la diffé-
rence d’énergie d’un 3He entre le liquide et le solide. Elle s’explique par la différence
de volume molaire entre le liquide et le solide mais aussi à cause des déformations
élastiques induites par la présence d’une impureté d’3He dans un cristal d’4He.
Ainsi, à 20 mK, le rapport des concentrations est de l’ordre de 10−30, donc la
concentration en impuretés du solide d’4He à l’équilibre avec le liquide est de 3×10−37
pour une concentration initiale de 300 ppb. Autrement dit, il n’y a alors plus aucune
impureté dans le solide. En effet, compte tenu que la cellule contient environ 1020
atomes d’hélium, le nombre d’3He nh3 dans le solide est donc de :
nh3 = 1020 × 10−37 = 10−17 ≈ 0 (2.28)
Une croissance lente en équilibre avec le liquide permet donc d’évacuer toutes les
impuretés du solide vers le liquide. Cette méthode est connue en métallurgie sous le
nom de méthode de la fusion de zone. Par contre, si le cristal reste en équilibre avec
le liquide comme c’est le cas pour les monocristaux de "type 1" (voir section 2.4.2.1),
la concentration en impuretés évolue avec la température selon l’équation 2.27. À
300 mK, la concentration est quasiment équilibrée entre le solide et le liquide (cf
Figure 2.38) est celle du gaz d’hélium utilisée. Dans nos cristaux qui contiennent des
dislocations, il existe en plus des états d’énergie intermédiaire pour l’3He sur la dis-
location. Un modèle dynamique complet de la concentration d’3He dans l’4He solide
doit prendre en compte ces énergies de piégeage qui augmentent la concentration
locale, autour des dislocations.
axe cfacette c
facette a
a
c
(a)
cristal
facette
(b)
Figure 2.39 – (a) Représentation d’une maille hexagonale compacte. (b) Schéma
représentant la croissance facettée : les facettes lisses (en bleu) croissent moins vite
que les coins rugueux et donc apparaissent agrandies.
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2.4.3 Orientation des monocristaux d’hélium
2.4.3.1 Détermination de l’orientation
En dessous de leurs températures de transition rugueuse, les facettes d’un cristal
sont visibles. Dans le cas de l’4He solide, en dessous de 1 K, les facettes a et c de
sa structure hexagonale sont visibles (cf. Figure 2.39(a). À l’équilibre liquide-solide,
elles sont difficiles à voir. Toutefois, étant donné que la croissance est plus rapide
sur les arrêtes qui sont rugueuses que sur les facettes qui sont lisses, les facettes vont
donc apparaître lors de croissances rapides, comme on peut le comprendre sur la
Figure 2.39(b). Pour plus de détails sur les surfaces des cristaux d’hélium, on pourra
lire la revue de Sébastien Balibar sur le sujet [106].
À basse température, la croissance du cristal sur les régions rugueuses est rapide
et quasiment sans dissipation. Les facettes au contraire, croissent plus lentement et
ne seront donc visibles que pendant un temps court avant de refondre, laissant le
cristal revenir à sa forme d’équilibre quand on arrête la croissance. On observe sur
la Figure 2.40, une série de clichés séparés de une seconde pris lors d’une croissance
facettée du cristal X2. Sur la première, le cristal est dans sa forme d’équilibre,
puis on injecte rapidement de la matière pour faire croître ce germe et les facettes
apparaissent.
(a) (b) (c) (d)
Figure 2.40 – Croissance facettée du monocristal X2. (a) le cristal est à l’équilibre
liquide-solide, (b) et (c) la croissance rapide montre les facettes du cristal, (d) le
cristal retourne à l’équilibre. Chaque cliché est espacé de 1 seconde.
À partir de ces clichés, nous pouvons remonter à l’orientation de l’axe c ou encore
[0001] du cristal que l’on définira par deux angles θ et ϕ comme indiqué sur la Figure
2.41. Les valeurs de θ et ϕ sont obtenues en faisant coïncider par superposition une
représentation dans l’espace d’un prisme hexagonal avec le cliché de la croissance
facettée. Cette opération est réalisée à l’aide du logiciel JCrystal.
2.4.3.2 Conséquence de l’orientation sur les mesures élastiques
Comme nous l’avons décrit dans le Chapitre 1.1, le tenseur élastique d’un cristal
hexagonal compact comme nos cristaux d’4He comprend 5 coefficients élastiques
indépendants cij avec i et j allant de 1 à 6. Dans le cas où l’axe c est parallèle à la
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direction z, il s’écrit :
c11 c12 c13 0 0 0
c12 c11 c13 0 0 0
c13 c13 c33 0 0 0
0 0 0 c44 0 0
0 0 0 0 c44 0
0 0 0 0 0 c66

avec c66 =
c11 − c12
2
Dans notre expérience, l’axe c n’est pas toujours aligné avec la direction verticale
z′ du cisaillement et cette orientation particulière du cristal est donnée par les angles
θ et ϕ définis dans la partie précédente. Il faut donc appliquer un changement de
repère à ce tenseur qui dans cette notation simplifiée fait intervenir les matrices de
Bond. Les rotations d’angle η autour de l’axe y sont appliquées par :
My(η) =

cos2 η 0 sin2 η 0 − sin 2η 0
0 1 0 0 0 0
sin2 η 0 cos2 η 0 sin 2η 0
0 0 0 cos η 0 sin η
1
2 sin 2η 0
1
2 sin 2η 0 cos 2η 0
0 0 0 − sin η 0 cos η

(2.29)
et les rotations d’angle ξ autour de l’axe z sont appliquées par :
Mz(ξ) =

cos2 ξ sin2 ξ 0 0 0 sin 2ξ
sin2 ξ cos2 ξ 0 0 0 − sin 2ξ
0 0 1 0 0 0
0 0 0 cos ξ − sin ξ 0
0 0 0 sin ξ cos ξ 0
−12 sin 2ξ 12 sin 2ξ 0 0 0 cos 2ξ

(2.30)
c 
x’ 
z’ 
y’ 
X2 X3 X5
c c
c
Figure 2.41 – L’orientation de l’axe c est défini par les angles θ et ϕ déterminés à
partir des images de la croissance facettée. Voici les cas des cristaux X2, X3 et X5.
Sur la photo de X2, la ligne de contact entre le cristal et la fenêtre est visible sous
la forme d’une ligne blanche inclinée.
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Le tenseur élastique dans le repère des transducteurs x′y′z′ (Figure 2.41) est donné
par :
C ′ = Mz(−ϕ)My(−θ)CMTy (−θ)MTz (−ϕ) (2.31)
où XT représente la transposée de la matrice X. Le module de cisaillement qui relie
la déformation appliquée à la contrainte de cisaillement mesurée est alors exprimé
par :
µ = c′44 =
1
4(c11 − 2c13 + c33) sin
2 2θ sin2 ϕ
+ c44(cos2 θ cos2 ϕ+ cos2 θ sin2 ϕ) + c66 cos2 ϕ sin2 θ (2.32)
Nous utilisons ensuite cette équation pour calculer le module de cisaillement
mesuré µ en fonction des coefficients cij pour chacun de nos cristaux comme le
montrent les exemples suivants :
µ = 0, 0001(c11 − 2c13 + c33) + 0, 933c44 + 0, 067c66 pour X2 (θ = 89,5◦ et ϕ = 85◦)
µ = 0, 25(c11 − 2c13 + c33) + 0, 004c44 + 0, 004c66 pour X3 (θ = 45◦ and ϕ = 85◦)
µ = 0, 0001(c11 − 2c13 + c33) + 0, 25c44 + 0, 56c66 pour X5 (θ = 60◦ and ϕ = 30◦)
Enfin, nous connaissons les valeurs des coefficients cij mesurés à 10 MHz par
Crepeau et al. à 1,32 K [48] et Greywall à 1,2 K [49]. Nous les rappelons ici (Vm =
20, 97 cm3/mol) :
c11 = (4, 05± 0, 04)× 107 Pa
c12 = (2, 13± 0, 06)× 107 Pa
c13 = (1, 05± 0, 13)× 107 Pa
c33 = (5, 54± 0, 22)× 107 Pa
c44 = (1, 24± 0, 02)× 107 Pa
Comme expliqué dans le Chapitre 1.2, les valeurs de ces coefficients correspondent
à l’élasticité du réseau, sans contribution des mouvements de dislocations. On peut
donc calculer pour chacune des orientations quelles sont les valeurs du module de
cisaillement pour une déformation le long de z′ dans le cas où les dislocations sont
fixes. Nous appellerons cette valeur µrigide. La Figure 2.42 montre l’évolution de
µrigide en fonction des angles θ et ϕ définis précédemment.
L’orientation nous permet aussi de calculer la contrainte résolue σr, c’est à dire
la quantité qui détermine la force agissant sur les dislocations dans leur plan de
glissement. Nous la calculons en considérant la déformation dans le repère des trans-
ducteurs donnée par :
E = (0 0 0 ε 0 0)T (2.33)
Dans le répere du cristal, cette déformation devient donc :
E = My(θ)Mz(ϕ)E ′ (2.34)
La contrainte dans le repère du cristal s’écrira alors :
Σ = CE (2.35)
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Figure 2.42 – Valeur du module de cisaillement µrigide calculé à partir des mesures
de Greywall en fonction des angles θ et ϕ avec X2, X3 et X5 comme exemples.
Pour des raisons de symétrie de la structure hexagonale, l’amplitude de la résul-
tante de la contrainte de cisaillement appliquée sur le plan de base (Σ42 + Σ25) est
invariante par rotation autour de l’axe c. On suppose que les vecteurs de Burgers
des dislocations sont dirigés de façon homogène sur les plans de base dans les 3
directions possibles. On peut alors choisir par convenance l’orientation particulière
dans laquelle l’une de ces trois directions est selon la résultante de la contrainte. Les
deux autres sont donc à 60◦. Dans ce cas la contrainte résolue moyenne sera :
σr =
c44ε
√
cos2(θ) cos2(ϕ) + cos2(2θ) sin2(ϕ)√
3
(2.36)
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Figure 3.1 – Module de cisaillement en fonction de la température mesuré sur le
cristal X15a (0,4 ppb d’3He) pour une déformation de 10−9 à 9 kHz.
Dans ce chapitre nous présentons les résultats que nous avons obtenus en ap-
pliquant un cisaillement sur des cristaux d’4He. Grâce aux cellules décrites dans le
chapitre précédent, nous avons mesuré directement le module de cisaillement pour
des cristaux de qualités et d’orientations différentes. La Figure 3.1 présente une
variation typique du module de cisaillement d’un cristal d’4He en fonction de la
température en dessous de 1 K. Ce dernier passe par un minimum profond vers
0,1-0,2 K. Nous verrons qu’il est dû au glissement sans dissipation des dislocations
dans cette région de température. Leur mouvement est bloqué à basse température
par l’accrochage des impuretés d’3He et à haute température par des collisions avec
les phonons thermiques. Nous appelons cette région où le cristal est mou, la région
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de plasticité géante. On utilise le terme "plasticité" car ce comportement est dû au
mouvement libre des dislocations bien que cela soit réversible et "géante" parce que
la réduction du module de cisaillement est très grande.
Après une description des études préliminaires nécessaires à la calibration de
notre système de mesure, nous décrivons dans ce chapitre trois résultats importants
portant sur les mouvements des dislocations et leurs conséquences sur l’évolution des
propriétés du cristal. Tout d’abord, dans la région de plasticité géante où les dislo-
cations sont très mobiles, nous montrerons que les dislocations glissent préférentiel-
lement dans les plans de base de la structure hexagonale. Puis nous prouverons dans
une seconde partie que la dissipation qui apparaît à plus haute température est bien
causée par des collisions avec des phonons thermiques. De plus nous utiliserons ce
résultat pour développer une méthode de mesure de la densité et de la longueur libre
des dislocations dans le cristal. Enfin dans une dernière partie, nous présenterons
les preuves de l’existence d’une vitesse critique pour les dislocations lorsqu’elle sont
habillées d’impuretés d’3He. Cela nous conduira à discuter la physique du piégeage
et donc le mécanisme de durcissement à basse température.
3.1 Études préliminaires
3.1.1 Mesures dans l’hélium superfluide
3.1.1.1 Détermination du couplage capacitif
La mesure précise du signal dans la cellule pleine d4He liquide (que l’on appellera
background dans le reste du manuscrit) permet de connaitre la partie du signal
due au couplage capacitif entre l’excitation et la détection. Ce couplage provient
principalement de l’induction entre les deux fils non blindés dans la cellule et entre
les deux électrodes opposées des deux transducteurs (probablement pas de celles
qui se font face qui sont reliées à la masse). Le signal mesuré devrait donc être
proportionnel à la fréquence de mesure ω = 2pif et à la tension d’excitation Vdrive
du signal d’entrée.
La Figure 3.2(a) montre l’amplitude du signal divisé par la fréquence dans l’hé-
lium liquide à 40 mK entre 1 kHz et 20 kHz. Hormis les quelques résonances du
liquide, la variation du signal avec la fréquence est quasi-linéaire. La déviation du
régime linéaire que l’on observe est causée par le préamplificateur dont le gain G
varie avec la fréquence quand on se rapproche de la fréquence de coupure de ce
dernier. Nous avons mesuré par la suite la valeur précise de ce gain en fonction de
la fréquence afin de prendre en compte cette déviation. La mesure présentée Figure
3.2(a) nous permet aussi de choisir nos futures fréquences de mesure en évitant les
fréquences proches des résonances du liquide ou celles dans le cuivre de la cellule.
Le Tableau 3.1 liste l’ensemble des fréquences que nous avons utilisées par la suite.
Nous vérifions aussi que le background est bien proportionnel à l’amplitude du
signal d’entrée. On voit sur la Figure 3.2(b), que le régime est bien linéaire en
fonction de l’amplitude appliquée au-dessus de 50 mV. Cette déviation en dessous
de 50 mV dont l’origine reste inconnue sera prise en compte et corrigée pour les
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Figure 3.2 – (a) Amplitude du background divisée par la fréquence entre 1 kHz
et 20 kHz dans l’4He liquide à P = 20 bars et T = 40 mK pour une excitation de
70 mV. (b) Amplitude du background divisée par l’excitation à 3 kHz dans l’4He
liquide à P = 20 bars et T = 40 mK pour une excitation entre 1 mV et 1 V.
mesures à basse amplitude. On vérifiera enfin que le signal du background est bien
indépendant de la température entre 1 K et 15 mK et de la pression entre 1 et
24 bars.
Grâce à cette étude du background, nous connaissons précisément le signal dû
au couplage capacitif que nous pouvons désormais soustraire au signal total. Si X
et Y sont les parties réelle et imaginaire du signal alors l’amplitude A et la phase ϕ
du signal dû à l’élasticité du cristal seront données par :
A =
√
(Xtotal −Xbackground)2 + (Ytotal − Ybackground)2 (3.1)
ϕ = tan
(
Ytotal − Ybackground
Xtotal −Xbackground
)
(3.2)
Dans la suite, nous soustrairons systématiquement ce background à l’ensemble des
signaux mesurés dans le solide pour obtenir le signal dû à l’élasticité du cristal
uniquement.
Dénomination 2 Hz 6 Hz 40 Hz 140 Hz 600 Hz
Fréquence 2,1 Hz 5,9 Hz 42,7 Hz 138,9 Hz 593,1 Hz
Dénomination 1,5 kHz 3 kHz 6,5 kHz 9 kHz 16 kHz
Fréquence 1492,4 Hz 3021,8 Hz 6477,3 Hz 9024,7 Hz 16036,7 Hz
Table 3.1 – Ensemble des fréquences régulièrement utilisées pour les mesures dans
ce chapitre avec leurs dénominations.
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3.1.1.2 Détermination du gain des préamplificateurs
Le signal issu de la céramique est amplifié grâce à un préamplificateur de cou-
rant. En fonction de la fréquence du signal, nous avons utilisé trois préamplificateurs
de la gamme LCA de chez Femto avec des fréquences de coupure à 30 Hz, 200 Hz
et 20 kHz. Les gains nominaux fournis par le constructeur sont respectivement de
2×1011 V/A, 1×1010 V/A et 2×108 V/A mais en réalité, ces gains varient avec la
fréquence surtout lorsqu’on se rapproche de la fréquence de coupure. Il était très im-
portant de connaître précisément ce gain et sa variation en fréquence, d’autant plus
que nous avons pu vérifier que la variation de ce gain dépendait fortement de l’impé-
dance d’entrée de l’amplificateur. La Figure 3.3 montre l’évolution du gain pour le
préamplificateur LCA-20k-200M en fonction de l’impédance d’entrée. On remarque
que l’ajout d’une capacité ne semble pas modifier le signal de sortie. La décou-
verte et la prise en considération de ce comportement (inconnu du constructeur) a
été primordiale pour les mesures notamment celles en fonction de la fréquence. La
connaissance précise du gain devint nécessaire à chaque série d’expériences.
5 107
1 108
1,5 108
2 108
2,5 108
1000 10000
10 MOhm
12,14 MOhm
20 MOhm
20 MOhm + 2,2 nF
25,33 MOhm
G
ai
n 
(V
/A
)
Fréquence (Hz)
Gain nominal : 2 108
Figure 3.3 – Variation du gain du pré-ampli LCA-20k-200M de chez Femto en
fonction de la fréquence pour différentes impédances d’entrée. L’ajout d’une capacité
de 2,2 nF ne change pas la valeur du gain.
Comme il était difficile de mesurer exactement la valeur de l’impédance d’entrée
dans le cas de notre expérience, nous avons décidé de mesurer directement le gain
in-situ en considérant que le signal du background était bien linéaire en fréquence.
Ainsi nous avons mesuré pour les trois préamplificateurs la variation en fréquence et
nous avons ajusté ces courbes par des polynômes du second degré comme le montre
la Figure 3.4 dans le cas de l’amplitude du gain. Nous faisons la même opération
sur la phase de ce gain.
À partir de l’amplitude de ce signal et grâce à la connaissance du gain, nous
pouvons remonter à l’intensité du courant généré par le transducteur et nous pensons
ainsi avoir éliminé tous les artefacts possibles.
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Figure 3.4 – Variation du gain normalisé par la valeur nominale des trois préam-
plificateurs LCA de chez Femto mesurée dans l’hélium liquide à 20 bars pour une
excitation de 900 mV.
3.1.2 Étude de la cristallisation
La Figure 3.5 montre l’évolution du signal durant la croissance du cristal X13,
c’est à dire la contrainte mesurée lorsque le solide croît entre les céramiques. Comme
le background du liquide est déjà soustrait, le signal apparait comme nul tant que le
solide n’est pas dans l’interstice. Il augmente dès que le cristal commence à croître
entre les céramiques et évolue avec la hauteur du solide dans l’interstice jusqu’à la
partie supérieure des céramiques. Notons bien que cette courbe n’évolue pas lorsque
le solide croît dans la partie supérieure ou inférieure de la cellule prouvant que seul
le solide entre les deux transducteurs compte pour la mesure. De plus, on n’observe
aucune singularité vers le milieu de la croissance quand l’interface liquide-solide
passe sur les points de soudure reliant les électrodes des céramiques à la masse. Bien
que proches sur la projection de la photo, ces points sont en fait situés à l’opposé,
l’un devant et l’autre derrière.
Dans cette cellule, qui est la seconde que nous avons utilisée, le signal durant la
croissance est bien continu et monotone, mais ce n’était pas le cas dans la première
cellule et c’est d’ailleurs la principale raison pour laquelle nous avons dû en changer.
Dans la première cellule, la forme typique de la courbe de croissance est celle montrée
sur la Figure 3.6. Comme on peut le voir, la courbe change de sens de variation au
moment où le cristal commence à croître dans la partie supérieure l’interstice. À cet
endroit, les céramiques ne sont pas collées aux blocs supports mais ont leurs deux
faces libres. Nous avions choisi cette configuration pour pouvoir avoir un accès facile
à l’électrode coté bloc. Cette anomalie de croissance se retrouvait aussi lors de la
fonte des cristaux, elle ne variait ni avec l’amplitude ni avec la fréquence. Par contre,
elle dépendait de l’orientation du cristal : un cristal dont l’orientation était telle que
c44 n’intervienne pas dans le cisaillement mesuré n’avait pas d’anomalie pendant la
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Figure 3.5 – Signal de mesure provenant de la contrainte du cristal X13 lors de sa
croissance à 20 mK dans la seconde cellule. Dans ce cas, le cristal remplit l’interstice
entre les deux céramiques en 3 minutes environ. La mesure est effectuée pour une
excitation de 100 mV à 3 kHz. A mi-hauteur, on peut apercevoir les deux points de
soudure reliant les électrodes des transducteurs à la masse. Cette courbe montre une
variation monotone du signal pendant la croissance sans singularité à mi-croissance.
croissance ; au contraire, un cristal dont le module mesuré dépendait fortement de
c44 avait une grande anomalie de croissance.
La Figure 3.7(a) montre la même croissance que sur la Figure 3.6 mais sur un
graphique XY où la partie imaginaire Y du signal est représentée en fonction de
la partie réelle X. Ainsi, on s’aperçoit que l’anomalie dans la croissance est en fait
causée par l’apparition d’un signal en phase mais de sens opposé au signal total.
Cette signature était systématique sur tous les cristaux que nous avons étudiés.
Tant qu’il n’était pas résolu, ce problème ne nous permettait pas une étude précise
dans le solide puisque nous ne savions pas si nous mesurions le seul signal issu de
la contrainte ou si il y avait un signal additionnel, un artefact. D’autant plus que la
variation de cette anomalie en fonction de l’orientation des cristaux rendaient toute
comparaison entre cristaux impossible. Puisqu’il semblait évident que ce phénomène
se produisait à l’endroit où les céramiques était libres, nous avons reconstruit une
nouvelle cellule avec des transducteurs collés à leur support sur toute leur surface.
Nous n’observions plus alors d’anomalie. Nous avons pu ainsi étudier de nouveaux
cristaux mais aussi interpréter les anciennes mesures en sachant ce qu’il fallait ra-
jouter au signal pour que deux cristaux identiques dans les deux cellules aient le
même signal.
Finalement, nous n’avons jamais été certains de l’origine de cette anomalie. La
raison la plus probable que cette partie de la céramique qui n’est pas collée au bloc
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Figure 3.6 – Signal provenant de la contrainte du cristal X2 lors de sa croissance
à 0,6 K dans la première cellule. L’évolution du signal change de sens lorsque le
cristal croît dans la partie supérieure libre des transducteurs. Elle se stabilise dès
que l’interface quitte les céramiques.
flambe pendant le cisaillement. Ce flambage que nous avons pu retrouver en simula-
tion numérique comme le montre la Figure 3.7(b) rajoute un signal au background
car il détend la surface extérieure de la céramique et comprime la surface intérieure.
Nous avons pu vérifier le bon signe de cet effet en appuyant manuellement sur ce
bout de céramique. Lorsque du solide entoure cette partie du transducteur, cela ri-
gidifie le milieu environnant et réduit l’amplitude du flambage ce qui supprime une
partie du signal du background mesuré dans le liquide. Plus le solide est mou dans la
direction du cisaillement, plus il est rigide dans la direction du flambage. Ainsi cela
explique pourquoi les cristaux dont le cisaillement vertical fait intervenir fortement
c44, c’est-à-dire des cristaux mous dans la direction du cisaillement, avaient une plus
grande anomalie car ils bloquaient d’autant le flambage des céramiques.
Bien que nous connaissions maintenant l’intensité du signal issu du transducteur
quand un solide remplit la cellule, cela ne nous donne pas encore le module de
cisaillement. Comme nous allons le voir, nous avons besoin de connaître le coefficient
d15 de la céramique pour relier le signal à la valeur absolue du module de cisaillement
du cristal.
3.1.3 Calibration des céramiques
En excitant l’un des transducteurs à une amplitude Vdrive, on produit un dépla-
cement de la céramique et on applique ainsi au le solide une déformation ε selon :
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Figure 3.7 – (a) Mesure du signal durant la croissance du cristal X2 dans la pre-
mière cellule : partie imaginaire Y en fonction de la partie réelle X. L’anomalie
correspond à l’ajout d’un signal de phase opposée au background. (b) Simulation de
la partie haute du transducteur montrant un déplacement supplémentaire orthogo-
nal au cisaillement. [Simulation de Nabil Garroum]
ε = d15Vdrive/D (3.3)
où D est l’épaisseur de l’interstice. Le courant généré par le second transducteur
piézoélectrique provenant d’une contrainte σ est relié au module de cisaillement
par :
σ = I2pifd15A
= µd15Vexcitation
D
(3.4)
où A est la surface de l’électrode qui vaut 1,2 cm2 dans la première cellule et 1 cm2
dans la seconde. Ainsi, si on connaît la valeur du coefficient d15 on peut facilement
retrouver le module de cisaillement à partir de l’intensité du courant mesuré.
Comme nous l’avons vu au Chapitre 2.3.3, nous savons que les valeurs des
constantes piézoélectriques varient avec la température comme cela a été montré
par Zhang et al. [103] et par Day et Beamish via leur expérience [73]. Ces esti-
mations n’étaient toutefois pas suffisamment précises puisque les conditions in situ
dans la configuration de la cellule pouvaient modifier cette valeur. De plus une im-
précision sur ce coefficient devient très importante dans l’estimation du module de
cisaillement µ puisqu’il intervient dans le signal d’entrée et dans le courant de sortie
(voir équation 3.4).
Afin de déterminer précisément d15 in-situ, nous utilisons un monocristal parti-
culier (X3) dont l’axe c est penché de 45◦ par rapport à la direction du cisaillement.
Pour un tel cristal, la réponse au cisaillement dépend principalement des trois coef-
ficients c11, c13 et c33 avec une contribution négligeable de c44 et c66 :
µ = 0, 004c44 + 0, 004c66 + 0, 25(c11 + c13 − 2c33)
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Les coefficients c44 et c66 contribuent au cisaillement dans toutes les directions
sauf pour cette unique orientation particulière à 45◦. Comme nous ne choisissons
pas l’orientation de nos cristaux, c’est une chance que nous avons eue d’en obtenir
un dans ce cas. Nous avons pu vérifier qu’effectivement, le module de cisaillement
mesuré était indépendant de la température pour ce cristal quelle que soit la fré-
quence et l’amplitude de l’excitation (voir Figure 3.9(a)). De ce fait nous pouvions
donc affirmer que le module de cisaillement du cristal était le même que celui mesuré
par Crepeau et al. et Greywall [48,49] à 1,2-1,3 K et à 10 MHz. À une telle tempé-
rature et à une telle fréquence, on s’attend à ce que les dislocations ne suivent pas
la déformation appliquée et que les modules élastiques mesurés soient les modules
intrinsèques du réseau. Nous avons vérifié cette hypothèse dans la partie 3.3. Nous
avons donc utilisé ces valeurs connues de c11, c13 et c33 pour déterminer la valeur de
µ selon la formule (ci-dessus) calculée à partir de l’orientation et pour en déduire la
valeur du coefficient piézoélectrique d15 d’après :
d15 =
(
D
2piµA
I
fV
) 1
2
(3.5)
Nous avons trouvé d15 = 0, 88 Å/V dans la première cellule et d15 = 0, 95 Å/V dans
la seconde cellule. Cette mesure est en très bon accord avec les mesures directes de
d15 effectuées par la suite et que nous avons détaillées dans le Chapitre 2.3. Celles-ci
donnaient une valeur à froid de 0,95 Å/V. L’accord particulièrement bon avec la me-
sure pour la seconde cellule montre que finalement le collage des céramiques modifie
peu les propriétés de la céramique. La différence obtenue avec la première cellule est
donc vraisemblablement due au mouvement de la partie libre de la céramique et du
signal supplémentaire qu’il induit.
Les valeurs des coefficients élastiques de Crepeau et al. et de Greywall sont
données avec certaines barres d’erreur. Cela ne nous permet donc de déterminer d15
qu’à 3% près soit ±0,03 Å/V pour une valeur de 0,9 Å/V. Comme d15 varie au carré
dans l’expression du module de cisaillement, une erreur de 3% donne une erreur de
6% sur ce dernier soit ±9 bars pour 150 bars. Bien que cette erreur soit importante,
elle n’est pas très dommageable puisque nous regardons la réduction relative et de
plus nous comparons les modules de cisaillement des cristaux à ces mêmes valeurs
de Crepeau et al. et Greywall dont l’imprécision est à l’origine de la nôtre.
Après avoir calibré d15, nous avons pu mesurer la valeur absolue du module de
cisaillement du solide dans de nombreuses autres directions.
3.2 Étude de l’état mou des cristaux
3.2.1 Une plasticité géante
La Figure 3.1 présente une mesure du module de cisaillement du cristal X15a à 9
kHz pendant un refroidissement. C’est un cristal préparé avec de l’hélium ultrapur
(0,4 ppb) à 0,6 K. Son module de cisaillement passe par un minimum aux alen-
tours de 0,2 K. Nous avons confirmé que, à plus basse température, les dislocations
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sont bloquées par les 3He et par conséquent le cristal durcit [72, 76, 77], puisque les
cristaux avec des dislocations fixes sont plus rigides que ceux avec des dislocations
mobiles. La température de cette transition dépend de la concentration d’3He, de
l’énergie de piégeage des impuretés E3 = 0, 73 K [76], et de la vitesse des dislocations
comme nous le verrons plus en détail dans la partie 3.4. Au-dessus de 0,3 K, nous
verrons dans la partie 3.3 que le module de cisaillement augmente car les dislocations
entrent en collision avec des phonons thermiques [110,111]. Le cristal d’4He présente
donc un module de cisaillement anormal dans cette petite région de température
comprise entre l’accrochage par les impuretés et les collisions avec les phonons ther-
miques. Nous appelons ce phénomène la plasticité géante parce qu’il est causé par
un mouvement des dislocations de grande amplitude bien qu’il soit réversible. Nous
n’utilisons pas ici le terme de plasticité comme définissant une déformation irréver-
sible. Notons en effet, que les mesures sont réalisées à des fréquences de l’ordre du
kHz et les résultats ne dépendent ni du temps écoulé ni du signe de la contrainte.
3.2.2 Dépendance en amplitude et en pureté
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Figure 3.8 – Comparaison de deux cristaux de "type 2" : X15c de pureté 0,4 ppb et
X21 de pureté 300 ppb à des déformations de 10−7 et 10−9. Sur le graphique (a), deux
barres sur l’axe des ordonnées indiquent la valeur du module de cisaillement prédite
dans le cas de dislocations immobiles. Le graphique (b) montre que la dissipation
est quasi-nulle dans la région de plasticité de X15c comme c’est le cas pour X21 à
basse température. Le piégeage des dislocations par les impuretés 3He dépend à la
fois de la concentration en 3He et de l’amplitude si on dépasse la contrainte seuil
au-delà de laquelle les dislocations ne s’attachent pas aux 3He (voir partie 3.2.4).
Dans un premier temps, nous avons vérifié que nos mesures étaient bien en ac-
cord avec les modèles actuels et que nous retrouvions bien les résultats de Beamish
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et al. [72, 112] dans notre expérience. On compare sur la Figure 3.8(a) deux cris-
taux de "type 2" de pureté différentes : X15c (0,4 ppb) et X21 (300 ppb) pour deux
contraintes différentes. À forte déformation (10−7), la température à laquelle les im-
puretés d’3He s’attachent aux dislocations est plus basse ce qui augmente le domaine
de plasticité géante. Comme c’était attendu [72,76,77], l’effet des 3He apparaît à plus
basse température lorsque la concentration en impuretés est réduite. Sur la Figure
3.8(b) on peut voir la dissipation correspondant aux mesures de la Figure 3.8(a).
Dans la région de plasticité géante du cristal X15c, nous mesurons la même dissipa-
tion quasi-nulle que celle de X21 à basse température lorsque tous les mouvements
des dislocations sont interdits à cause des 3He prouvant ainsi que les dislocations
oscillent sans dissipation dans le cristal dans cette région de température. Le pic
de dissipation correspondant à l’accrochage des 3He est plus faible dans le cas d’un
cristal ultrapur comme X15c et il est rejeté en dessous de notre limite de tempé-
rature pour de fortes déformations de l’ordre de ε = 10−7 qui dépassent le seuil de
déformation critique pour l’accrochage des 3He (∼ 3 × 10−8 [72, 112]). Au-delà de
0,3 K, la dissipation est indépendante de l’amplitude de l’excitation et augmente
avec la température en accord avec un mécanisme de dissipation par collision avec
des phonons thermiques [110,111] que nous décrirons dans la partie 3.3.
3.2.3 Comparaison de différents cristaux de "type 2"
En étudiant la variation du module de cisaillement dans la région de plasticité
géante pour différents cristaux préparés dans les mêmes conditions mais de diffé-
rentes orientations, nous avons pu identifier précisément l’origine de cette plasticité.
Pour cela nous avons utilisé 7 cristaux de "type 2" tous de pureté naturelle (300
ppb) à l’exception de X15c. Les orientations et les modules de cisaillement effectifs
sont donnés dans le Tableau 3.2. Nous les comparons aussi à un polycristal préparé
à une pression initiale de 61 bars pour une pression finale de 30 bars. La Figure
3.9(a) montre l’évolution des modules de cisaillement effectifs de ces cristaux entre
20 mK et 1 K. Comme on peut le voir, à l’exception du cristal ultrapur X15c dont
la transition est a plus basse température, la réduction du module de cisaillement
Nom (θ ; ϕ) Module de cisaillement effectif µeff (bar) µrigide (bar)
X2 (89,5◦ ; 75◦) 0, 93c44 + 0, 07c66 122
X3 (45◦ ; 85◦) 0, 004c44 + 0, 004c66 + 0, 25(c11 + c33 − 2c13) 186
X5 (60◦ ; 30◦) 0, 25c44 + 0, 56c66 + 0, 05(c11 + c33 − 2c13) 119
X6 (89◦ ; 65◦) 0, 82c44 + 0, 18c66 119
X15 (6.3◦ ; 90◦) 0, 95c44 + 0, 012(c11 + c33 − 2c13) 127
X20 (42◦ ; 70◦) 0, 074c44 + 0, 052c66 + 0, 22(c11 + c33 − 2c13) 177
X21 (5◦ ; 90◦) 0, 97c44 + 0, 008(c11 + c33 − 2c13) 126
Table 3.2 – Cristaux utilisés pour cette étude avec leurs orientations, l’expression
du module de cisaillement effectif pour une déformation verticale et le calcul de
l’état rigide utilisant les valeurs de Crepeau et al. et Greywall [48, 49].
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apparaît à la même température pour tous les échantillons mais est très anisotrope.
Selon les orientations des cristaux, on peut observer une grande réduction comme
pour X2 ou X6, une réduction moyenne comme pour X5 ou le polycristal ou encore
pas de réduction du tout comme pour X3.
Le cristal X3 est orienté avec l’axe c à 45◦ de la verticale. Son module de cisaille-
ment ne dépend donc ni de c44 ni de c66 mais seulement de (c11-2c13+c33) et il ne
montre aucune variation avec la température (voir Figure 3.9(a)). Or comme il est
très peu probable que les coefficients c11, c13 et c33 varient avec la température de
telle sorte que (c11-2c13+c33) reste constant, nous concluons que les coefficients c11,
c13 et c33 ne varient pas avec la température. L’invariance du cristal X3 en fonction la
température mais aussi en fonction de la fréquence et de l’amplitude nous a permis
de calibrer les céramiques comme nous l’avons déjà expliqué dans la partie 3.1.3.
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Figure 3.9 – Mesures du module de cisaillement effectif (a) pour différents cristaux
dont les croissances facettées sont montrées en (b). Les barres de couleur sur l’axe des
ordonnées indiquent les modules de cisaillement prédits pour chacun de ces cristaux
dans le cas rigide, i.e. avec des dislocations immobiles. Ces valeurs sont en parfait
accord avec la valeur mesurée à basse température.
Grâce à cette calibration, nous traduisons le courant reçu en une valeur absolue
du module de cisaillement que nous mesurons. On peut donc comparer nos mesures
avec les modules de cisaillement rigides calculés pour chaque orientation en utilisant
les coefficients élastiques mesurés par Crepeau [48] et Greywall [49] (voir Tableau 3.2
et les barres sur l’axe de gauche de la Figure 3.9(a)). Ces valeurs correspondent par-
faitement pour chaque cristal au module de cisaillement mesuré à basse température
en fin de durcissement. Cela signifie que la rigidité du cristal à basse température
quand les dislocations sont bloquées par les impuretés d’3He est exactement la même
qu’à haute température et haute fréquence quand le mouvement des dislocations est
totalement freiné par les phonons thermiques. Seul le cristal ultrapur X15 n’atteint
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pas son état rigide à basse température. Sa transition n’est pas terminée même à
15 mK à cause de sa concentration en impureté plus faible. Pour le polycristal BC2
formé à 30 bars, nous avons calculé son module de cisaillement rigide grâce à la
méthode de moyennage développée par Humphrey Maris [113] dans la cas d’un po-
lycristal en 3 dimensions. De nouveau cette valeur est en très bon accord avec la
mesure du module de cisaillement à basse température ce qui valide d’ailleurs la
méthode de moyenne de Maris.
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Figure 3.10 – En supposant que les dislocations ne glissent que dans les plans de
base, autrement dit que seul c44 varie, on trouve la même réduction de c44 de 62±8%
dans les 4 cristaux X2, X5, X6 et X21 dont les orientations sont différentes mais qui
ont tous été préparé dans les mêmes conditions.
Tous les cristaux à l’exception de X3 ont une variation de leur module de cisaille-
ment plus ou moins grande qui pourrait être due à une réduction de c44 et/ou de
c66. En effet, les cristaux hexagonaux ont généralement une direction préférentielle
pour le glissement des dislocations qui peut être soit le plan de base (0001) soit le
plan prismatique (1010), parfois une direction pyramidale intermédiaire. Le module
de cisaillement du cristal X21 ne dépend quasiment pas de c66 mais très largement
de c44 et il montre une grande variation avec la température. On suppose donc que
c66 reste constant et on calcule quelle devrait être la réduction de c44 nécessaire
pour expliquer la variation du module de cisaillement des autres cristaux. Comme
les cristaux X2, X5, X6, X20 et X21 sont tous des cristaux de "type 2" obtenus
dans les mêmes conditions, on s’attend à une réduction de c44 similaire pour cha-
cun d’eux. La Figure 3.10 montre que cette hypothèse mène bien à une réduction
reproductible de c44 (62±8%) pour tous ces cristaux de "type 2" bien que le module
de cisaillement de X2 dépende principalement de c44 alors que par exemple celui de
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X5 dépend principalement de c66. X20 n’apparait pas sur la Figure 3.10 pour des
raisons de présentation puisque sa variation en c44 est si faible que la normalisation
sur cette variable rend le bruit de la mesure trop important.
Dans le cas contraire, si on supposait que c44 était constant et que c66 variait,
on obtiendrait des réductions absurdes de c66 de 60% pour X5 à 300% pour X6 et
même 1000% pour X2 soit des valeurs négatives de c66, ce qui n’a aucun sens, sans
mentionner X21... La direction préférentielle pour le glissement des dislocations dans
l’4He solide est bien parallèle aux plans de base. Autrement dit, seul c44 varie avec
la température ce qui explique la grande anisotropie observée sur la Figure 3.9(a).
3.2.4 Cycles en amplitude d’excitation
Nous avons mesuré aussi la dépendance en amplitude à température constante.
Pour cela nous avons refroidi les cristaux tout en maintenant une forte excitation
(ε ∼ 10−7) à 3 kHz puis à basse température (∼ 20 mK) nous avons diminué
l’amplitude de la déformation de 10−7 à 10−10 avant de l’augmenter à nouveau
jusqu’à 10−7. Cette méthode était déjà celle utilisée par Day et al. [74]. Les mesures
que nous obtenons pour différents cristaux sont bien en accord avec les travaux
précédents [74] et avec le modèle d’accrochage par des 3He à basse température. La
Figure 3.11 montre la réduction de la constante c44 en fonction de la contrainte dite
"résolue" pour 4 cristaux d’orientations différentes à 20 mK.
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Figure 3.11 – Réduction du coefficient c44 pour 4 cristaux d’orientations différentes
à 20 mK en fonction de la contrainte résolue (fraction de la contrainte qui exerce
une force sur la dislocation mobile dans le plan de base). Au-delà d’un seuil de
contrainte d’environ 1 µbar, les dislocations se détachent des impuretés d’3He. Ce
seuil est hystérétique, il est plus grand quand on augmente la contrainte que quand
on la diminue. Le cristal X4, de "type 1" ne contient aucune impureté et montre une
réduction de près de 80%, indépendante de la contrainte.
3.2. ÉTUDE DE L’ÉTAT MOU DES CRISTAUX 99
En projetant la contrainte appliquée sur le plan de base uniquement, on déter-
mine la contrainte résolue qui est donc la quantité qui donne la force appliquée sur
les dislocations mobiles dans le plan de base (voir Chapitre 2.4). La Figure 3.11 per-
met d’observer non seulement une variation reproductible du module de cisaillement
de l’ordre de 60% mais aussi un seuil d’accrochage similaire pour les 3 cristaux de
"type 2". Au-dessous de 1 µbar, le seuil de contrainte pour l’accrochage des impuretés
d’3He [72,112], le module de cisaillement retrouve sa valeur rigide. Ce seuil n’est pas
exactement le même pour les différents cristaux sans doute parce qu’ils n’ont pas la
même longueur de dislocations LN (voir partie 3.3). De plus, ce cycle en contrainte
est hystérétique car la force appliquée sur les dislocations dépend de leur longueur
libre et donc de la longueur Li entre deux impuretés. Ainsi quand les impuretés
s’accrochent à la dislocation, quand on réduit la contrainte, les dislocations sont de
longueur LN alors que quand on les décroche en augmentant la contrainte, elles sont
de longueur Li plus petite.
La Figure 3.11 montre aussi les mesures effectuées sur le cristal X4, un cristal de
"type 1" lui aussi refroidi sous forte déformation (∼ 10−7) à 3 kHz. Les cristaux de
"type 1" sont en équilibre avec le liquide dans la cellule. L’agitation des dislocations
à forte contrainte alternative rejette toutes les impuretés d’3He qui sont rapidement
piégées par le liquide. Les dislocations sont alors libres de se déplacer, apparem-
ment comme des lignes libres, sans effet du potentiel de Peierls du réseau. Nous
y reviendrons plus loin. On observe une réduction de c44 de l’ordre de 80% même
à 20 mK. Cette valeur est stable dans le temps car les 3He restent piégés dans le
liquide à cette température indiquant bien que les impuretés d’3He sont à l’origine
du phénomène de durcissement. Elle est aussi indépendante de la déformation ap-
pliquée jusqu’à 10−10. En supposant que les dislocations ne glissaient que dans les
plans de base, Rojas et al. [77] avaient trouvé une réduction de près de 86% dans
des cristaux de "type 1" mais qui étaient probablement de meilleure qualité car leurs
vitesses de croissance étaient inférieures (voir Chapitre 2.4). Nous démontrons donc
ici que cette hypothèse était correcte et que la plasticité peut être très grande dans
la direction correspondant à un glissement dans les plans de base.
3.2.5 Discussion
3.2.5.1 Sur l’amplitude de la réduction
Nous avons démontré que la plasticité des cristaux d’4He était réversible et ani-
sotrope car les dislocations glissent sans dissipation dans les plans de base. Si elles
sont arrangées dans un réseau de Frank simple, les dislocations ne peuvent contri-
buer qu’à une réduction maximum de 5% de c44 [1] (voir Chapitre 1.1). Cela implique
donc que dans notre cas, elles doivent être alignées en joints de grain faibles [55] et
par conséquent elles "coopèrent" à une réduction de c44 bien plus importante comme
cela avait été déjà proposé par Rojas et al. [77]. Si on considère une densité de dis-
locations typique de l’ordre de Λ = 10−4 cm−2, on peut alors estimer l’amplitude de
leur mouvement. Pour une déformation de ε = 3 × 10−8 à 10 kHz, on trouve que
les dislocations se déplacent d’une distance d ≈ ε/Λb de l’ordre de 1 µm, soit une
vitesse de 6 cm/s. Cela équivaut à près de 200 millions de vecteurs de Burgers à la
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seconde (b ∼3,7 Å), un effet géant, à notre connaissance sans équivalence dans les
cristaux classiques.
Un question importante est de savoir si les dislocations se déplacent par effet
tunnel ou par activation thermique au-dessus de faibles barrières de Peierls. Le
mouvement réversible et sans dissipation ni dépendance en contrainte des disloca-
tions semble suggérer un effet tunnel. Toutefois, en particulier pour l’hélium-4, il
faut aussi considérer que les vibrations de point zéro participent au mécanisme de
glissement comme cela a été proposé et calculé numériquement par Proville et al.
pour le glissement d’une dislocation vis dans un cristal classique [114]. L’énergie de
kink Ek étant inversement proportionnelle à sa largeur, les fluctuations quantiques
réduisent probablement l’énergie des kinks en augmentant leur largeur, ce qui fa-
cilite l’activation thermique. L’énergie de kink est déjà très faible dans les métaux
classiques. Vegge et al. [115] calcule une hauteur de barrière à franchir pour la mi-
gration d’un kink de l’ordre 2 mK dans le cuivre. On peut alors supposer que dans
un cristal quantique, les kinks soit très étendus et donc d’énergie encore plus faible.
Si kBT > Ek, les lignes de dislocations sont envahies de kinks et ne sentent pas
l’influence du réseau cristallin comme c’est le cas pour les marches à la surface de
cristaux [116–118] dont la dynamique est aussi linéaire et non dissipative dans la li-
mite des basses températures. Un calcul de l’énergie de kink Ek dans le cas de l’4He
solide pourrait indiquer si ce mouvement est quantique ou classique. Le prouver
expérimentalement nous paraît difficile.
Cette étude a permis de démontrer un autre résultat important, dans le contexte
de la supersolidité de l’4He. Parmi les théories expliquant l’existence de l’état su-
persolide dans le cas de l’4He, l’une d’elle est fournie par Anderson [119]. Dans
son modèle, l’état fondamental du cristal quantique est supersolide. Alors, la pré-
sence d’un grand nombre de tourbillons quantiques qui interagissent avec le réseau
augmente la rigidité du cristal qui serait par conséquent plus rigide dans l’état su-
persolide que dans l’état normal. Nous avons montré que l’état d’un cristal de pureté
naturelle à basse température a la même rigidité que l’état normal à haute tempéra-
ture parce que dans les deux limites, les dislocations ne contribuent pas au module
de cisaillement. Ce résultat est contraire à la prédiction d’Anderson.
3.2.5.2 Sur la direction du glissement
Nous avons montré que dans les cristaux d’4He, de structure hexagonale com-
pacte, les dislocations glissent parallèlement aux plans de base. Si ce résultat semble
attendu, ce n’est pourtant pas le cas dans de nombreux cristaux hexagonaux. On
trouve en effet des directions préférentielles selon le plan de base (0001) (Cd, Be,
Mg, Zn, Co...), mais aussi selon les plans prismatiques de type (1010) (Ru, Hf, Zr,
Ti, Re. . . ) ou même pyramidaux [120]. On a longtemps pensé que ce comportement
pouvait s’expliquer simplement en regardant le rapport des distances interplanaires
c/a. Au-dessus de c/a = 1, 6, le plan de glissement préférentiel serait le plan de
base et en dessous, ce serait le plan prismatique. Pourtant cela n’explique pas le
comportement du béryllium, par exemple, où le glissement est facile dans le plan
de base bien que son rapport c/a vaille 1,568. Bernard Legrand a proposé de consi-
dérer le rapport appelé désormais critère de Legrand qui fait intervenir les énergies
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de défauts d’empilement prismatique γprism et basal γbasal ainsi que les constantes
élastiques c44 et c66 [121] :
R = γbasal/c44
γprism/c66
(3.6)
Si R < 1, le plan de glissement préférentiel est le plan de base, si R > 1, c’est le
plan prismatique. Ce critère phénoménologique n’a pour le moment jamais été mis
en défaut. On peut faire une rapide approximation dans le cas de l’4He solide en
tant qu’ensemble de sphères dures puisque les atomes sont neutres et que le rapport
des distances interplanaires (c/a =
√
8/3 = 1, 633) quasi-égal à celui de la structure
compacte parfaite confirme cela. Par conséquent, pour un défaut d’empilement basal,
seule l’interaction avec les troisièmes voisins est perturbée, or les interactions dans
l’4He solide sont de type Van der Waals donc l’énergie d’un tel défaut doit être
très faible. Au contraire son énergie de défaut d’empilement prismatique n’est pas
négligeable car elle modifie la position des premiers voisins. Ainsi, vu que c44 et c66
sont du même ordre de grandeur dans l’4He, R sera très inférieur à l’unité. Ce critère
prédit donc bien un glissement préférentiel dans le plan de base.
3.2.5.3 Sur les dislocations partielles
Si le critère de Legrand fait intervenir les énergies de défauts d’empilement c’est
qu’il considère la faculté d’une dislocation parfaite à se dissocier en deux dislocations
partielles comme nous l’avons introduit dans le Chapitre 1.1. Comme deux disloca-
tions partielles ont des vecteurs de Burgers plus petits qu’une dislocation parfaite,
cela facilite le glissement dans le plan dans lequel est apparue cette dissociation. De
plus la dissociation est d’autant plus facile que l’énergie de défaut d’empilement qui
lui est associée est faible et la distance entre deux dislocations partielles est inverse-
ment proportionnelle à l’énergie du défaut d’empilement. Dans le cas de l’4He solide,
nous savons que le plan de glissement préférentiel est le plan de base. Considérons
donc l’énergie du défaut I2 dans le plan de base.
Une méthode pour estimer la valeur de cette énergie consiste à considérer qu’un
défaut I2 introduit deux erreurs dans l’empilement des plans. C’est équivalent à
introduire une couche d’une structure cubique face centrée (cfc) dans la structure
hc d’épaisseur c. Ainsi, l’énergie du défaut peut être reliée la différence d’énergie
entre les deux structures. L’4He existe dans une structure cfc à haute température
et haute pression et la différence d’énergie entre la structure hc et la structure cfc de
l’hélium a été mesurée par Frank et Daniels [122]. Au point triple (15 K, 1127 bars),
elle vaut ∆U = 2, 3× 104 J/m3. Ainsi l’énergie de la faute I2 a été calculée par John
Beamish (communication privée) :
γI2 = c∆U ≈ 1, 2× 10−2 mJ/m2 à 1 kbar
À basse pression, les modules élastiques de l’4He sont 20 fois plus faibles qu’au
kilobar, on peut donc estimer que γI2 est de l’ordre de 10−3 mJ/m2 à P = 30 bars.
Nous pouvons comparer cette valeur à la mesure de Junes et al. qui ont utilisé
une méthode d’interféromètrie optique pour visualiser des défauts et calculer leur
énergie dans l’4He solide [123]. Ils mesurent en fait la profondeur du sillon produit
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par l’émergence du défaut à l’interface liquide-solide et ils trouvent ainsi des énergies
de 0, 07 ± 0, 02 mJ/m2, une valeur très supérieure à celle estimée par la méthode
précédente. D’autre part, Söyler et al. trouvent une énergie inférieure à 10−2 mJ/m2 à
partir de simulations ab initio [124]. Enfin, nous avons essayé de calculer cette énergie
à partir des photos de joints de grains prises par Sasaki et al. en 2007 [125]. Parmi
les défaut étudiés, beaucoup étaient clairement des joints de grains entre cristaux
désorientés, mais d’autres possédaient des énergies bien plus faibles comme on peut
le voir sur la Figure 3.12. Il pourrait s’agir de défauts d’empilement apparaissant
à la surface du cristal puisque les deux cristaux avaient la même orientation en
croissance, il est donc intéressant d’estimer les énergies liées à ces courbures. À
partir de ces images, on extrait des énergies de 0,06 mJ/m2 pour la photo 3.12(a)
et 2,5×10−2 mJ/m2 pour la photo 3.12(a). Toutefois, il est important de garder à
l’esprit que ces valeurs restent très approximatives tant sur la méthode de calcul qui
utilise une version simplifiée de l’équation complète [125] que sur la nature même
des crevasses apparaissant sur ces clichés.
(a) (b)
Figure 3.12 – Photos de deux cristaux d’4He en équilibre avec le liquide. On aperçoit
à la surface deux sillons qui ne sont pas causées par un joint de grain car il n’y a
pas de fente liquide et qui pourraient être des défaut d’empilement dans le cristal.
La grande disparité observée dans le calcul ou la mesure de ces énergies de défauts
d’empilement provient des incertitudes de la mesure d’une part mais peut aussi
provenir du fait qu’il existe trois types de fautes d’empilements comme nous l’avons
vu dans le Chapitre 1.1. Ces trois énergies suivent généralement les règles suivantes :
γI2 = 2γI1 et γE = 3γI1 . Il se pourrait donc que chaque groupe ait mesuré un défaut
différent. Dans tous les cas, l’énergie du défaut basal dans le cas de l’4He solide est
très inférieure à l’énergie de surface liquide-solide γSL ≈ 0, 2 mJ/m2. La conséquence
directe de cette faible énergie de défaut sera la taille du défaut d’empilement, soit
la distance entre deux dislocations partielles.
Dans le Chapitre 1.1, nous avons vu que dans le cas d’une structure hexagonale,
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la distance D entre deux dislocations partielles pouvait s’écrire :
D = µa
2
12piγI2
(3.7)
Dans le cas de l’4He solide (a ∼ 3, 7 Å et µ ∼ 120 bars), si on choisit γI2 ≈ 10−2
mJ/m2, on trouve une distance entre deux dislocations partielles de l’ordre de 44 nm
soit près de 120a. Par comparaison cette distance vaut autour de 1 nm, soit environ
3a dans le cas de l’aluminium. Dans les cristaux d’4He, les dislocations partielles
sont donc totalement dissociées ce qui n’est pas le cas dans les métaux où les deux
dislocations partielles restent très proches. On comprend bien pourquoi le glissement
dans le plan de base est plus facile dans l’4He solide.
L’étude de l’état mou des cristaux nous a permis d’en apprendre beaucoup sur
le mouvements des dislocations dans l’hélium-4 solide. Nous allons voir maintenant
que l’étude à plus haute température nous a permis de mesurer leur densité et leur
longueur libre LN.
3.3 Collisions avec des phonons thermiques
3.3.1 La connaissance du réseau de dislocations
Qu’il s’agisse de supersolidité supposée ou d’anomalie élastique des cristaux
d’4He, les dislocations sont au cœur du problème. Comme nous venons de le voir,
leur glissement quasi-libre parallèlement aux plans de base explique la grande réduc-
tion du module de cisaillement du cristal aux alentours de 0,2 K. Des simulations de
Monte Carlo [126] ont montré que les dislocations pourraient avoir un cœur super-
fluide ce qui fournirait une explication possible au mécanisme de la supersolidité [127]
ou permettre de nouveaux comportements tels que celui du superclimb [124]. Les ex-
périences d’écoulement du groupe de Hallock pourraient être interprétées comme
l’existence d’un liquide quantique cohérent de "Luttinger" dans les cœurs des dislo-
cations [89,128]. Les phénomènes observés dépendent de la densité de dislocations Λ
et de la connectivité du réseau. Comme nous l’avons vu au Chapitre 1.1, le produit
ΛL2 où L est la longueur libre des dislocations, est un facteur géométrique caracté-
risant la connectivité du réseau de dislocations. Dans un réseau de Frank cubique,
ΛL2 = 3, indépendamment de la densité de dislocations. Plus ΛL2 est faible, plus le
réseau est interconnecté. À l’inverse, de grands ΛL2 indiquent que les dislocations
sont alignées de telle sorte qu’elles évitent de se croiser [10].
Malgré l’importance de ce facteur pour expliquer les propriétés élastiques de
l’hélium, les estimations de Λ variaient de près de 6 ordres de grandeur selon les
auteurs avant nos mesures. Cette dispersion des résultats peut s’expliquer en partie
par les différences de croissance des cristaux, mais même pour des monocristaux
préparés dans les mêmes conditions, les valeurs de Λ variaient entre 6×109 cm−2 [129]
et 3×105 cm−2 [110]. Des densités encore plus faibles de 700 cm−2 ont été trouvées
dans des cristaux crûs à partir du superfluide [130]. Les tomographies aux rayons-X
de Iwasa et al. [55] ont montré des joints de grains faibles dans des cristaux d’4He,
mais personne n’a encore pu observer des dislocations individuellement, si bien que
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Λ et L n’ont pu être déterminées avec précision. L’analyse la plus précise applique le
modèle de Granato et Lücke [19] à des mesures ultrasoniques de vitesses du son dans
des cristaux préparés à partir du fluide normal [110]. En considérant les dislocations
comme des cordes vibrantes avec un facteur d’amortissement et excitées par une
contrainte oscillante à plusieurs MHz, Iwasa et al. ont trouvé Λ ≈ 106 cm−2 et
L ≈ 5µm. Les valeurs du facteur ΛL2 correspondantes variaient entre 0,1 et 0,2 avec
toutefois une grande marge d’erreur due entre autres, à l’incertitude sur l’orientation
des cristaux.
À basse fréquence, l’effet des dislocations est assez simple car l’inertie et l’amor-
tissement peuvent être négligés. Dans un tel régime, la réduction du module de
cisaillement est proportionnelle au facteur ΛL2 mais ne dépend pas de Λ ou L sé-
parément. Un cristal avec quelques longues dislocations peut être plus mou qu’un
cristal avec beaucoup de dislocations courtes. Il faut bien comprendre que c’est l’en-
semble du grillage des dislocations qui se déplace et se tord et non pas chaque arc
de dislocation individuellement. Les valeurs de ΛL2 extraites à partir de mesures
à basse fréquence sont généralement plus élevées que celles trouvées à partir des
mesures ultrasoniques. En mesurant le module de cisaillement d’un oscillateur de
torsion à 331 Hz [131], Paalanen et al. avaient estimé ΛL2 ≈ 2 et des mesures plus
récentes dans la gamme du kiloHertz [72,73] avaient donné des valeurs similaires.
Bien que la densité de dislocations Λ ne puisse être déterminée à partir du module
de cisaillement seul, la dissipation 1/Q fournit une information supplémentaire sur
les dislocations. Une dislocation en mouvement est soumise à une force d’amortisse-
ment proportionnelle à sa vitesse v. Ainsi, les dislocations plus longues se déplacent
plus vite et dissipent plus. En mesurant le module de cisaillement et la dissipa-
tion, on peut déterminer séparément Λ et L si on connait l’expression du facteur
d’amortissement B.
3.3.2 Mesures à forte déformation
La Figure 3.8 montre l’évolution du module de cisaillement et de la dissipation
à 3 kHz pour le cristal de "type 2", X21. Pour une forte déformation (ε ∼10−7),
les effets des impuretés d’3He sont presque supprimés puisque l’amplitude de la dé-
formation appliquée est telle que les impuretés ne s’attachent pas aux dislocations.
Ainsi, le module de cisaillement est faible et quasi-constant entre 0,1 K et 0,6 K.
Au-dessus de 0,6 K, l’effet des impuretés d’3He a disparu. Tant le module de ci-
saillement que la dissipation sont indépendants de l’amplitude de la déformation
appliquée. La dissipation 1/Q obtenue en mesurant le déphasage entre l’excitation
et la réponse, donne l’amortissement du mouvement des dislocations. Il peut être
attribué à l’interaction des phonons soit avec le champ de contraintes statique des
dislocations ("anharmonicity"), qui prévoit un coefficient d’amortissement B pro-
portionnel à T 5, soit à des collisions avec les dislocations mobiles ("fluttering"), qui
donne une variation en T 3. Jusqu’alors, une dépendance de l’amortissement B ∝ T n
avait été proposée avec différentes valeurs de n selon les expériences. Les mesures
ultrasonores donnaient des valeurs de n comprises entre 1,5 et 3 [110, 132]. Si ces
valeurs étaient très incertaines, la valeur de B dans ces mesures étaient toutefois
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assez proche de celle attendue dans le cas du fluttering. Les études de dissipation à
10 kHz et 78 kHz [133] donnaient des valeurs de n respectivement comprises entre
2,1 et 2,8 et entre 1,1 et 1,7. Enfin, les mesures d’oscillateur de torsion à 331 Hz par
Paalanen et al. [131] indiquaient B ∝ T 2 plutôt que la dépendance en T 3 attendue.
3.3.3 Un modèle pour l’amortissement des dislocations
Afin de comprendre cette dépendance en T 3 de l’amortissement et donc de la
dissipation, reprenons le modèle de Granato et Lücke [19] tel que nous l’avons in-
troduit au Chapitre 1.1. Soit une dislocation de masse effective A, d’amortissement
B, de tension linéaire C et de vecteur de Burgers b. L’équation de son déplacement
ξ quand elle est soumise à une contrainte σ est :
A
∂2ξ
∂t2
+B∂ξ
∂t
+ C ∂
2ξ
∂y2
= bσ(t) (3.8)
Les condition aux bords sont ξ(0) = ξ(L) = 0. Nos mesures sont réalisées à des
fréquences de l’ordre du kiloHertz donc très en dessous des fréquences de résonance
ωR des lignes de dislocation. En effet, si la dislocation est de longueur L, sa fréquence
de résonance est :
ωR =
pi
L
(
C
A
)1/2
=
√
2
1− ν
vt
L
(3.9)
où vt est la vitesse du son transverse. Pour L ∼ 10µm, on obtient une fréquence de
résonance de l’ordre de 8 MHz très supérieure à nos fréquences de mesure. Même
pour L = 200 µm, on trouve 400 kHz, une fréquence très supérieure à nos fréquences
de mesures. Dans ce régime basse fréquence, on peut donc négliger le terme inertiel
A∂
2ξ
∂t2 . En intégrant le reste de l’équation, on peut alors extraire la déformation due
aux dislocations sous sa forme complexe comme :
εdisl
εel
= RΣΛL2 1− iωτ1 + (ωτ)2 (3.10)
où R est un facteur d’orientation dépendant des contraintes de cisaillement dans la
direction de glissement des dislocations (0 ≤ R ≤ 0, 5) et Σ = 4(1−ν)
pi3 ≈ 0, 09 est
une constante. Le temps de relaxation est τ = BL2
pi2C avec C =
2µelb2
pi(1−ν) . La déformation
totale est la somme de la contribution élastique du réseau et de celle des dislocations.
Ainsi les dislocations réduisent le module de cisaillement µel du cristal et introduisent
de la dissipation :
µel
µ
= εel + εdis
εel
= 1 +RΣΛL2 1− iωτ1 + (ωτ)2 (3.11)
L’état le plus mou est atteint à basse température lorsque l’amortissement des dislo-
cations est faible. On néglige ici l’effet du piégeage par les 3He. Dans ces conditions,
on peut supposer ωτ  1. Ainsi, en séparant partie imaginaire et partie réelle, on
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peut extraire le module de cisaillement et la dissipation :
∆µ
µel
= µel − µ
µel
= RΣΛL
2
1 +RΣΛL2 (3.12)
1
Q
= ∆µ
µel
ωτ = ∆µ
µel
ω
BL2
pi2C
(3.13)
Le coefficient d’amortissement si celui-ci est dominé par le fluttering a été décrit par
Ninomiya [134] dans sa théorie comme :
B = 14, 4k
3
B
pi2~2c3
T 3 = gT 3 (3.14)
où c est la vitesse du son de Debye correspondant approximativement à la vitesse
du son transverse que l’on prendra égale à 285 m/s [48]. On trouve la valeur de
g ≈ 1, 5 SI, en accord à un facteur 2 près avec les mesures ultrasonores [110]. On
obtient alors comme expression simplifiée de la dissipation :
1
Q
= ∆µ
µel
gL2
pi2C
ωT 3 (3.15)
Ainsi la dissipation selon ce modèle dépend effectivement de T 3 comme nous
l’avions annoncé au début. Le pré-facteur dépend quant à lui de la longueur libre
des dislocations L et de la réduction du module de cisaillement ∆µ
µel
. Comme ce
dernier dépend du facteur ΛL2, la connaissance du module de cisaillement et de la
dissipation permettrait de fournir pour la première fois dans l’hélium solide, une
mesure de la densité de dislocations Λ et de la longueur libre des dislocations L
séparément. Mais avant cela, il a fallu vérifier que ce modèle s’appliquait bien à notre
cas et que l’amortissement des dislocations était bien dominé par le mécanisme de
fluttering, c’est-à-dire proportionnel à ωT 3.
3.3.4 Vérification expérimentale du modèle
Nos mesures ont permis de démontrer que le mécanisme de dissipation est bien ce-
lui du fluttering qui prédit 1/Q ∝ ωB ∝ ωT 3 d’autre part. La Figure 3.13(a) montre
la dissipation mesurée à 3 kHz et à forte contrainte sur le cristal X15c en fonction
de T 2, T 3 et T 5. Il apparait bien qu’à basse température, la dissipation est propor-
tionnelle à T 3 et non à T 2 comme l’ont observé Paalanen et al. [131] ni à T 5 comme
ce serait le cas si le mécanisme de dissipation était celui dit d’"anharmonicity".
La Figure 3.13(b) montre la dissipation mesurée à 1,5 kHz, 3 kHz et 9 kHz
à forte déformation sur le cristal X15c en fonction de ωT 3. À basse température,
les données pour les trois fréquences se superposent sur la même droite. Pour la
première fois, nous avons une preuve directe et précise que la dissipation est bien
proportionnelle à ωT 3. À plus haute température et à haute fréquence (i.e. pour
ωT 3 plus grand que 104), l’hypothèse ωτ  1 n’est plus valable. La dissipation
peut dévier de son comportement linéaire à cause du terme (ωτ)2 dans le module
de cisaillement (Équation 3.11), mais peut-être aussi parce que l’hypothèse d’une
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Figure 3.13 – Dissipation en fonction de T pour une déformation ε = 10−7 dans le
cristal X15c d’hélium ultrapur (0,4 ppb) préparé à 1,37 K. En (a), la dissipation est
tracée en fonction de T n pour n = 5 (vert), n = 3 (bleu) et n = 2 (rouge). En (b), la
dissipation pour trois fréquences de mesure différentes, est représentées en fonction
de ωT 3. La ligne noire en pointillé est une extrapolation linéaire du comportement
en ωT 3 observé à basse température.
seule longueur L est simpliste. À des températures encore plus élevées, la dissipation
devrait franchir un maximum pour ωτ ≈ 1 et ensuite décroître. Pour ωτ  1, les
dislocations sont immobiles et ne contribuent ni à la dissipation ni à la réduction
du module de cisaillement du cristal. On comprend bien ici pourquoi les mesures
ultrasonores effectuées à haute fréquence (∼10 MHz) et à haute température (∼1,2
K) donnent les constantes élastiques intrinsèques de l’hélium solide sans réduction
due au mouvement des dislocations [48, 49].
3.3.5 Densité et longueur libre des dislocations
Compte tenu de l’accord trouvé entre ce modèle et nos mesures, nous pouvons
l’utiliser pour calculer la densité et la longueur libre des dislocations comme nous
l’avons montré précédemment. La Figure 3.14 compare les dissipations des trois
types de cristaux comme nous les avons définis dans le Chapitre 2.4. Les cristaux de
"type 1" formés à 20 mK ou 0,6 K coexistent avec le superfluide dans toute la gamme
de températures balayée ce qui minimise la contrainte subie. Les cristaux de "type 2",
formés à ∼1,3 K remplissent complètement la cellule de solide mais ils ont subi des
contraintes importantes. Enfin, le dernier type est le polycristal qui a crû à volume
constant et donc a subi de larges variations de pression en plus d’être polycristallin.
Chacun de ces cristaux montre bien une dissipation 1/Q proportionnelle à ωT 3 à
basse température, mais les pentes varient ce qui indique bien différentes qualités
cristallines. Nous pouvons déterminer le coefficient d’orientation R pour chaque
cristal, qui n’est en fait que le coefficient permettant de passer de la contrainte à
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la contrainte résolue (voir Chapitre 2.4). Ainsi, nous pouvons extraire la densité de
dislocations Λ de l’équation 3.12. Le Tableau 3.3 contient l’ensemble des densités et
des longueurs de dislocations ainsi que les facteurs ΛL2 pour ces différents types de
cristaux et pour différentes puretés d’hélium (300 ppb ou 0,4 ppb).
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Figure 3.14 – Dissipation en fonction de ωT 3 mesurée entre 1,5 kHz et 9 kHz pour
une déformation de 10−7 et pour 4 cristaux différents.
Ces résultats nécessitent toutefois plusieurs hypothèses qu’il est important de
discuter. La valeur utilisée pour l’énergie de ligne de la dislocation C dans l’équa-
tion 3.13 suppose un milieu isotrope et ne prend pas en compte l’énergie du cœur
de la dislocation. L’équation 3.14 considère aussi une interaction isotrope avec les
phonons. Néanmoins des calculs plus précis de C et B ne changeraient pas les dif-
férences relatives de densités et de longueurs libres en fonction des différents types
de cristaux. Nous faisons aussi l’hypothèse qu’il n’existe qu’une unique longueur
de dislocation alors qu’il y a vraisemblablement une distribution de longueurs au-
tour d’une longueur moyenne. C’est en effet une vision simplifiée et des mesures
actuellement en cours dans notre laboratoire ont pour but d’interpréter l’ensemble
de l’évolution du module de cisaillement et de la dissipation sur toute la gamme
de températures en utilisant une distribution de longueurs. Toutefois, une telle dis-
tribution ne changerait pas de façon significative les valeurs de L ou de Λ ni leurs
variations en fonction des techniques de croissance des cristaux. Notons aussi que
nos mesures présentées ici (tout comme les mesures élastiques ou ultrasonores pré-
cédentes) ne sont sensibles qu’aux dislocations mobiles. Les dislocations avec des
plans de glissement différents du plan de base pourraient ne pas être mobiles et ne
seraient pas prises en compte.
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Cristal Tcroissance (K) 3He conc. (ppb) L (µm) Λ (cm−2) ΛL2
X15c 1,37 0,4 98 4, 2× 105 40,3
X18 1,32 0,4 98 5, 9× 105 56,6
X21 1,35 300 175 1, 2× 105 36,8
X15a 0,60 0,4 229 7, 2× 104 37,8
X15b 0,02 0,4 231 3, 2× 104 17,1
Polycrystal (29 bars) 300 59 5, 4× 105 18,8
Table 3.3 – Valeurs des densités et des longueurs libres de dislocations pour 6
cristaux extraites à partir de la dépendance en ωT 3 des dissipations présentées Figure
3.14 et de la réduction de leurs modules de cisaillement.
3.3.6 Discussion
Contrairement aux mesures antérieures de L faites à partir de la dépendance en
fréquence près de la résonance des dislocations (∼16 MHz pour L = 5 µm) ou à
partir du décrochage des impuretés d’3He, nous avons montré de manière directe
que la dissipation à haute température était due à l’amortissement du mouvement
des dislocations par des collisions avec des phonons thermiques. Nous avons utilisé
cette dissipation pour mesurer la densité de dislocations Λ et la longueur libre L
des dislocations. Les valeurs de Λ trouvées pour nos monocristaux sont similaires
à celles des mesures ultrasonores [110] mais nous trouvons des longueurs libres de
dislocations dans nos monocristaux jusqu’à 50 fois plus élevées que dans les mesures
précédentes. On notera que nos valeurs de Λ décroissent bien en fonction du désordre
présumé de chaque cristal, c’est-à-dire des contraintes subies pendant la croissance.
Contrairement à ce qui a été dit, nous pensons que la géométrie de la cellule n’est
pas très importante dans cette différence. C’est donc leur méthode qui nous paraît
conduire à un résultat inexact.
Nous mesurons des valeurs du facteur ΛL2 qui sont beaucoup plus grandes (entre
17 et 57) que celle attendue dans le cas d’un réseau de Frank simple et sont jus-
qu’à deux ordres de grandeur au-dessus de celles trouvées dans les mesures ultra-
soniques [110, 130]. Ces valeurs indiquent une fois encore que les dislocations sont
alignées donc leur connectivité est réduite comme cela a déjà été supposé plus tôt
lorsque nous avons discuté la variation du module de cisaillement. Elles forment pro-
bablement des réseaux planaires [10] comme dans les joints de grains faibles observés
en tomographie à rayons-X [55].
Les très grandes longueurs trouvées indiquent aussi que les dislocations vibrent
avec une très grande amplitude et une très grande vitesse. Pour une déformation ε ∼
10−7, le déplacement maximum pour nos dislocations les plus longues (L = 230 µm)
est donné par :
ξmax =
σbL2
8C ≈
εL2
b
∼ 1, 5 µm (3.16)
La dislocation balaye alors une surface d’environ 4× 10−10 m2 et devrait donc ren-
contrer près de un millier d’atomes d’3He dans un cristal de pureté naturelle. Tou-
tefois, la dissipation possède la même dépendance en ωT 3 dans l’hélium naturel que
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dans l’hélium ultrapur ce qui montre bien que les collisions avec les impuretés ne
contribuent pas de façon significative à l’amortissement des dislocations à haute
température. Pour une fréquence de 9 kHz, ce déplacement correspond à une vitesse
de vmax = ξmaxω ∼ 0, 1 m/s qui est macroscopique.
Pour finir, intéressons nous au polycristal BC2 qui possède comme on s’y atten-
dait une densité de dislocations plus élevée de 5, 4×105 et des longueurs plus courtes
que les monocristaux. On notera que sa densité Λ est faible comparée aux études
précédentes et elle n’est qu’un ordre de grandeur au-dessus des monocristaux. Nous
pouvons ici revenir sur la supersolidité et le scénario proposé par Shevchenko [127].
Selon ce scénario, la supersolidité de l’4He solide aurait été due à un réseau super-
fluide de cœurs de dislocations. Toutefois, pour obtenir une fraction de superfluide
aussi grande que 0,1%, il faudrait une très grande densité de dislocations. Les simu-
lations numériques de Boninsegni et al. [126] ont montré que la fraction superfluide
d’une unique dislocation ne peut pas correspondre à plus qu’une ligne d’atomes. Par
conséquent, la fraction superfluide totale du cristal est de l’ordre de Λ/(nA)2/3 où
nA = ρN/3 = 4× 1022 cm−3 est la densité volumique d’atomes dans le solide. Ainsi
pour 0,1% de NCRI, il faudrait Λ = 1, 2× 1012 cm−2, plus de 6 ordres de grandeur
de plus que ce que nous avons mesuré. Une telle densité signifierait une dislocation
tous les 90 Å ou encore tous les 30 atomes. Si on estime alors que la longueur de
cohérence ξ le long d’une dislocation est de l’ordre de aT ∗/T avec a la distance in-
teratomique (∼3,7 Å) et T ∗ = 2 K et que cette dernière doit être supérieure à 90 Å,
on trouve une possible transition supersolide vers 70 mK lorsque ξ = L. Cette tem-
pérature n’est pas très éloignée de la température de transition observée mais nous
avons montré que le phénomène est autre (anomalie élastique), de plus la densité
Λ est très inférieure à 1012 cm−2. Nos mesures contredisent donc les deux scénarios
proposés pour la supersolidité (Anderson et Shevchenko)
Maintenant que nous connaissons la longueur des dislocations, il est possible de
déterminer la vitesse à laquelle elles oscillent en fonction de la fréquence et de la
déformation appliquée. L’étude de la vitesse des dislocations nous à permis de mettre
en évidence le résultat dont nous allons parler dans une dernière partie : l’existence
d’une vitesse critique pour les dislocations habillées d’impuretés d’3He.
3.4 Une vitesse critique pour les dislocations
3.4.1 Deux approches différentes sur le rôle des impuretés
Nous avons montré que l’anomalie élastique observée par Paalanen et al. [131] et
par Day et Beamish à basse température [72] était la conséquence d’une plasticité
géante due au glissement des dislocations parallèlement aux plans de base de la
structure hexagonale. À basse température le mouvement des dislocations est réduit
par les 3He, mais les détails du mécanisme mis en jeu ne sont toujours pas bien
compris. Le rôle joué par les impuretés d’3He bien qu’il soit admis, reste controversé.
Certains auteurs ont observé que la température de la transition d’un état mou à
un état rigide dépendait de la fréquence [76] alors que d’autres ont supposé qu’il n’y
avait pas de dépendance en fréquence [135,136]. Ainsi, en ce qui concerne le rôle des
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impuretés d’3He, deux mécanismes différents ont été considérés jusqu’à présent.
Iwasa [136] et Kang et al. [135] expliquent la transition d’un état mou à un
état rigide comme la simple conséquence de l’évolution de la longueur libre des
dislocations L d’une longueur limitée par le réseau LN à une longueur plus petite
limitée par l’accrochage des impuretés, Li. Comme nous l’avons vu, à basse fréquence
et si l’amortissement est faible, la théorie de Granato et Lücke [19] décrit la variation
du module de cisaillement µ avec la température comme :
∆µ
µel
= µel − µ
µel
= RΣΛL
2
1 +RΣΛL2 (3.17)
où µel est la valeur intrinsèque du module de cisaillement correspondant à l’état
rigide lorsque les dislocations ne se déplacent pas et donc ne participent pas à sa
réduction. Ainsi selon cette approche, le cristal durcit car la longueur libre moyenne
L des dislocations diminue. Dans cette approche, la température de transition ne
dépend pas de la fréquence.
Selon une autre approche, Syshchenko et al. [76] proposent un modèle de Debye
où les propriétés du cristal ont un temps de relaxation τ qui dépend exponentiel-
lement de la température. Cette dépendance provient d’une énergie de piégeage
des 3He, voire d’une distribution d’énergies de piégeage. Le temps de relaxation
augmente donc quand la température diminue et la transition apparaît lorsque ωτ
approche de 1. La température de celle-ci dépend alors de la fréquence. À partir
d’un graphique de type Arrhenius de la température du pic de dissipation considé-
rée comme la température de la transition, Syshchenko et al. ont pu extraire une
énergie de liaison E pour les 3He. Plus précisément, ils ont défini une distribution
log-normale d’énergies caractérisée par un étalement relativement grand de 0,45 au-
tour de la valeur moyenne. Cette distribution d’énergie s’est avérée nécessaire pour
ajuster leur modèle à l’ensemble de leurs mesures du module de cisaillement et de
la dissipation en fonction de la température.
Afin de mieux comprendre ce problème, nous avons étudié la variation de l’ano-
malie élastique des cristaux d’4He en fonction de la fréquence et de l’amplitude de
l’excitation.
3.4.2 Description du cristal Y3
Nous avons effectué l’ensemble de ces mesures sur un même monocristal Y3 de
pureté naturelle (300 ppb), préparé à 1,35 K à partir du superfluide, puis refroidi
le long de la courbe de fusion. Au préalable, nous avons mesuré son orientation
à partir d’une croissance facettée (voir photo en encart de la Figure 3.16(a)). On
trouve θ = 12, 5◦ et ϕ = 90◦, ce qui permet de déterminer le module de cisaillement
mesuré qui dépend principalement de c44 :
µ = 0, 82c44 + 0, 04(c11 + c33 − 2c13)
En utilisant les coefficients élastiques mesurés par Crepeau et al. [48] et Greywall [49],
on trouve une valeur intrinsèque rigide de µrigide = 135 bars. Une étude similaire
à celle présentée dans la partie précédente nous permet d’extraire, à partir de la
112 CHAPITRE 3. MESURES DE CISAILLEMENT
variation à haute température de la dissipation, la longueur libre et la densité des
dislocations dans ce cristal. Dans la partie précédente, les résultats étaient obtenus à
partir de mesures à assez forte contrainte ce qui permet de repousser l’effet des 3He
à très basse température. Ici, nous travaillons à relativement faible amplitude, c’est
pourquoi, comme on peut voir sur la Figure 3.15, la dissipation augmente à basse
température : il reste de l’accrochage par les 3He. On arrive toutefois à distinguer
un régime linéaire dans une une région intermédiaire. Cela nous permet d’obtenir
une longueur de L = 73 µm et une densité Λ = 7, 6 × 105 cm−2. On calcule alors
un facteur ΛL2 = 40 indiquant à nouveau une faible connectivité du réseau de
dislocations.
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Figure 3.15 – Dissipation en fonction de ωT 3 mesurée sur le cristal Y3 à 3 fréquences
différentes pour une déformation de 2,7×10−9. La portion linéaire visible dans la
limite des petits ωT 3 malgré la remontée à basse température due aux 3He, nous
permet de calculer la longueur libre et la densité de dislocations de ce cristal.
Enfin, grâce à un cycle en amplitude, nous vérifions que la déformation critique
pour l’accrochage des 3He est bien toujours de l’ordre de 10−8 pour ce cristal, une
limite de déformation maximale que nous n’avons pas dépassée dans cette étude.
3.4.3 Mesures pour différentes fréquences et amplitudes
Nous avons mesuré le module de cisaillement et la dissipation en fonction de
la température en refroidissant le cristal de 1 K à 20 mK. Nous avons utilisé des
fréquences comprises entre 2 Hz et 16 kHz ainsi que 4 amplitudes de déformation
comprises entre 1,4×10−9 et 9,5×10−9. On note qu’aucune de ces déformations n’est
au-dessus de la déformation critique et l’état rigide intrinsèque est atteint à basse
température dans toutes les mesures. La Figure 3.16(a) montre le module de cisaille-
ment et la dissipation à une déformation de 2,7×10−9 pour différentes fréquences.
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On remarque que la transition entre l’état mou et l’état rigide intervient à une tem-
pérature qui augmente avec la fréquence. Cette observation confirme bien celle de
Syshchenko et al. [76]. La valeur du module de cisaillement à l’état rigide à basse tem-
pérature ne dépend pas de la fréquence. À haute température, l’état mou est aussi
indépendant de la fréquence et correspond à une réduction de 60% de la constante
c44 en bon accord avec les résultat précédents. C’est seulement la température de
transition qui en dépend. On notera toutefois l’apparition à haute fréquence d’une
augmentation de la rigidité à haute température causée par les collisions avec les
phonons thermiques qui donne une dissipation proportionnelle à la fréquence.
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Figure 3.16 – Mesure du module de cisaillement (a) et de la dissipation (b) sur le
cristal Y3 pour une déformation de 2,7×10−9. Les différentes courbes correspondent
à différentes fréquences données en légende. Une photo des facettes du cristal Y3
avec l’axe c à 12,5◦ occupe le coin supérieur droit de (a).
La Figure 3.17 montre la dépendance en fréquence de la température du pic de
dissipation Tpic qui peut être considérée comme la température de transition. Elle
correspond à ωτ = 1 dans le modèle de Debye. Le graphique d’Arrhenius en semi-
log donne une variation linéaire en fonction de 1/Tpic ce qui suggère l’existence d’un
régime thermiquement activé à basse fréquence et faible déformation. À partir de la
pente sur ce graphique, nous obtenons une énergie d’activation de E = 0, 67 K. Il
serait tentant d’identifier cette énergie à l’énergie de piégeage des impuretés 3He sur
la dislocation mais cela reste à justifier. Syshchenko et al. ont observé un compor-
tement similaire. Ils ont alors supposé que le temps de relaxation de la dislocation
était proportionnel à la concentration χd3 ∝ exp(E/kBT ) d’impuretés attachées à
la ligne. Ainsi comme ωτ = 1 au maximum du pic de dissipation, il ont pu ex-
traire des énergies de piégeage respectivement égales à 0,73 K et 0,77 K pour deux
polycristaux [76].
Notre mesure, plus précise et plus complète que les précédentes permet d’obser-
ver deux nouvelles propriétés qui jusqu’alors n’avaient pas été vues. La première est
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Figure 3.17 – Graphique d’Arrhenius en semi-log de la fréquence de mesure en
fonction de l’inverse de la température Tpic du pic de dissipation. Tpic représente la
température de transition de l’état mou à l’état rigide. Le régime linéaire à basse
fréquence et faible déformation est caractéristique d’un mécanisme thermiquement
activé avec une énergie d’activation de E = 0, 67 K.
qu’à basse fréquence, la température de la transition est indépendante de la défor-
mation. Cela signifie que la concentration d’3He sur la ligne de dislocation est alors
indépendante de l’amplitude. Mais à des fréquences et à des amplitudes plus élevées,
la température de la transition dépend de la déformation, ce qui indique mainte-
nant qu’appliquer une grande contrainte diminue la température de transition. La
Figure 3.18 montre une vision tridimensionnelle en fonction de la température et de
la déformation. La Figure 3.17 est une projection de ce graph 3D.
La seconde est qu’au-dessus d’une certaine fréquence ωc(ε) qui varie avec l’am-
plitude de la déformation ε, la température de transition devient indépendante de
la fréquence. Pour la première fois, nous avons la preuve d’une transition entre un
régime dépendant de la fréquence et un régime indépendant de la fréquence. Les
observations expérimentales à 1 kHz de Kang et al. [135] ne sont probablement pas
faites dans le même régime que celles de Syshchenko et al. [76].
La Figure 3.19 montre un graphique similaire à celui de la Figure 3.17 où la fré-
quence est remplacée par la vitesse maximale des lignes de dislocation en supposant
qu’elles gardent leur longueur libre LN. Cette nouvelle représentation montre que la
transition entre les deux régimes apparaît pour une vitesse critique vc ≈ 45 µm/s.
Afin d’obtenir la vitesse, nous avons repris l’équation du mouvement issue du modèle
de Granato et Lücke en négligeant le terme inertiel et l’amortissement :
C
∂2ξ
∂y2
= bσ (3.18)
En l’intégrant deux fois et avec les conditions aux limites ξ(0) = ξ(LN) = 0, on
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Figure 3.18 – Graphique en 3 dimensions de l’inverse de la température du pic de
transition en fonction de la fréquence et de la déformation appliquée. Deux projec-
tions sont affichées sur les plans fréquence/température et déformation/température.
obtient la valeur de ξmax = ξ(LN/2) au milieu de la ligne :
ξmax =
σbL2N
8C (3.19)
La vitesse maximale est donnée par vmax = ξmaxω. Enfin, comme σ = µelε et C =
2µelb2
pi(1−ν) , on obtient :
vmax =
pi(1− ν)
16b L
2
Nεω (3.20)
C’est ainsi que nous avons pu trouver une vitesse critique pour les dislocations
de vc ≈ 45 µm/s. On notera que dans le cas du second régime, la longueur des
lignes de dislocations est Li < LN. Le calcul précédent n’est donc pas exact dans ce
cas. En effet, le pic de dissipation correspond au milieu de la transition du module
de cisaillement où ∆µ/µel ≈ 1/2. Un calcul plus rigoureux devrait considérer une
longueur de ligne Li telle que L2i = L2N/2. On obtiendrait des vitesses plus faibles
pour ces cas là. Toutefois l’existence d’une vitesse critique séparant deux régimes
pour deux mécanismes de durcissement n’est pas remise en cause et ce résultat
amène à différentes interprétations possibles et à de nouvelles questions.
3.4.4 Discussion
Nous avons donc mis en évidence l’existence d’une vitesse critique vc à la tran-
sition entre deux régimes expliquant le durcissement de l’4He solide à basse tem-
pérature : un premier régime à basse fréquence et faible déformation qui dépend
de la fréquence et un second indépendant de la fréquence. Essayons de comprendre
ce résultat à l’aide d’un modèle simple. Dans le cadre de la théorie de Granato et
Lücke [19] avec les mêmes hypothèses que dans la partie 3.3, la dissipation est décrite
par :
1
Q
= ∆µ
µel
ωτ = ∆µ
µel
ω
BL2
pi2C
(3.21)
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Figure 3.19 – Ce graphique montre les mêmes résultats que celui de la Figure 3.17
mais la fréquence a été remplacée par la vitesse maximale des dislocations. Dans
cette représentation, on s’aperçoit que la transition entre les deux régimes a lieu
pour une même vitesse critique vc ≈ 45 µm/s.
Dans cette formule, plusieurs quantités dépendent de la concentration d’impuretés
3He sur la ligne : la variation du module de cisaillement ∆µ, l’amortissement B
du mouvement des dislocations si les 3He restent attachés à celles-ci, et enfin la
longueur des lignes de dislocations L qui peut être réduite en présence d’3He sur la
ligne. Nous proposons donc l’interprétation suivante.
3.4.4.1 Une température critique pour l’accrochage
Rappelons tout d’abord que les impuretés sont attachées aux dislocations coins
par un potentiel provenant du champ de contrainte autour de la dislocation et de
la différence de volume entre les atomes d’3He et d’4He. Si une contrainte de ci-
saillement σ est appliquée sur le cristal, la dislocation se déforme entre les points
d’ancrage et exerce une force sur les impuretés proportionnelle à la contrainte σ, au
vecteur de Burger b et la longueur libre L entre deux points d’ancrage :
F = 4b
pi
σL (3.22)
Par conséquent si cette force dépasse une valeur critique Fc0, ou encore si la contrainte
dépasse une valeur critique σc0, la dislocation va se détacher des impuretés. Cela vaut
aussi bien pour le décrochage que pour l’accrochage des impuretés à la différence
près que dans ces deux cas la longueur libre des dislocations est différente, elle vaut
Li dans le premier et LN dans le second. Il y a donc deux contraintes critiques
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en fonction de ces longueurs ce qui explique l’hystérésis observée lors des cycles
en amplitude comme ceux présentés sur la Figure 3.11. Ce processus est purement
mécanique à T = 0 mais peut être assisté par les fluctuations thermiques à tempé-
rature non nulle. Cela donne une contrainte critique σc(T ) qui diminue lorsque la
température augmente. Si les mesures sont effectuées en refroidissant un cristal à
une contrainte constante comme c’est notre cas, on a donc une température critique
d’accrochage Tc(σ) qui diminue lorsque la contrainte augmente.
Nos mesures sont effectuées à fréquence constante lors de refroidissements en
maintenant une déformation constante soit une contrainte quasi-constante (les lignes
pointillées horizontales sur la Figure 3.17 allant de la gauche vers la droite). Au-
dessus de la température critique qui dépend de la contrainte, aucune impureté
n’est attachée à la dislocation. En-dessous, des impuretés commencent à s’attacher
à la dislocation et la concentration d’atomes d’3He sur la ligne χd3 évolue exponen-
tiellement avec la température :
χd3 = χ3 exp(E/kBT ) (3.23)
Ces températures critiques sont représentées pour chaque déformation par des lignes
pointillées verticales sur la Figure 3.17. Par exemple pour une déformation de 9, 5×
10−9, T c, elle vaut environ 90 mK.
3.4.4.2 Interprétations possibles des deux régimes
Dans un solide conventionnel, les impuretés sont immobiles à basse température,
ainsi une fois attachées à la dislocation elles la fixent totalement. Cela rigidifie le
cristal jusqu’à ce qu’il retrouve son module de cisaillement intrinsèque lorsqu’il n’y
a plus de contribution des dislocations. La température pour cette transition est
indépendante de la fréquence mais diminue lorsque la contrainte augmente pour
les raisons expliquées précédemment. Toutefois dans notre cas, cette interprétation
n’est plus valable à basse fréquence puisque la température de la transition change
avec la fréquence comme on peut le voir sur la Figure 3.17. Cela provient de la
mobilité des impuretés d’3He dans l’4He. Si les impuretés peuvent bouger, il a une
distinction à faire entre accrochage des impuretés à la dislocation et piégeage de
la dislocation. Des impuretés mobiles accrochées à une dislocation ne la piègent
pas nécessairement contrairement aux impureté fixes pour lesquelles accrochage et
piégeage sont équivalents. Cette effet est connu dans les cristaux classiques à haute
température quand les impuretés peuvent se déplacer par diffusion thermique. Elles
sont alors emportées par la dislocation et plutôt que de la piéger cela produit un
amortissement qui va freiner son mouvement.
À basse température, lorsque l’effet des phonons disparaît et que l’accrochage
des 3He commence, le coefficient d’amortissement B de l’équation 3.21 est essen-
tiellement dû aux impuretés habillant la dislocation. Si les impuretés se déplacent
sans interaction les unes des autres, l’amortissement sera proportionnel à la concen-
tration en impuretés sur la ligne χd3. Par conséquent, le temps de relaxation lié au
mouvement de la dislocation (τ = BL2/pi2C) augmente exponentiellement avec la
température. Et si τ devient grand devant la période d’oscillation de la contrainte,
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les dislocations sont bien immobilisées par cet amortissement et le cristal se rigidifie.
Cette transition due à l’amortissement apparaît lorsque ωτ = 1.
Grâce à cette distinction entre accrochage des 3He et piégeage des dislocations,
nous pouvons comprendre le comportement décrit par la Figure 3.17. Par exemple,
considérons les données pour une déformation de 6, 8 × 10−9. La température cri-
tique d’accrochage Tc pour cette contrainte vaut environ 100 mK. Au-dessus de cette
température, les 3He ne peuvent pas s’accrocher et le cristal est mou quelque soit la
fréquence, avec un module de cisaillement déterminé par LN, c’est à dire par le réseau
de dislocations uniquement. En-dessous de 100 mK, les atomes d’3He s’accrochent
aux dislocations à leur concentration d’équilibre χd3(T ). À haute fréquence, chemin
(B), cet accrochage équivaut à un piégeage des dislocations et rigidifie immédiate-
ment le cristal. La température de transition ne dépend donc que de la déformation
et non de la fréquence. Mais à basse fréquence, chemin (A), le cristal reste mou
malgré la présence d’3He. Ce n’est qu’à plus basse température, lorsque l’amortis-
sement dû aux impuretés immobilise les dislocations, que la transition vers un état
rigide apparaît. Cela implique que les atomes d’3He peuvent suivre les dislocations
lorsqu’elles se déplacent à basse vitesse (i.e. basse fréquence) mais ne peuvent plus
à haute vitesse (i.e. haute fréquence).
La Figure 3.19 qui trace la température de transition en fonction de la vitesse
des dislocations montre que c’est bien cette vitesse qui détermine si les 3He sont
capables de suivre les dislocations ou pas. Pour des dislocations se déplaçant à une
vitesse inférieure à 45 µm/s, on voit un régime causé par un amortissement des
impuretés d’3He qui dépend de la fréquence et non de la contrainte. Au-dessus de
cette vitesse critique, les atomes d’3He ne peuvent plus suivre les dislocations et
agissent alors comme des point fixes piégeant ces dernières. Cela rigidifie le cristal
sous la température d’accrochage qui dépend de la contrainte et non de la fréquence.
Enfin, on pourrait aussi considérer une interprétation légèrement différente. Dans
un article récent [137], Iwasa propose que les atomes d’3He puissent migrer le long
de la ligne de dislocation. Rojas et al. [138] avaient déjà remarqué qu’une telle
migration existe en dessous de 60 mK et qu’elle dépend de la température. Lorsque la
dislocation vibre, les impuretés 3He qui restent attachées à cette dernière pourraient
migrer du centre de la dislocation qui se déforme beaucoup vers les nœuds du réseau
qui restent des points fixes. Selon ce scénario, il y aurait une longueur libre de
dislocation au centre qui dépend de la température, de la déformation et de la
fréquence. Il faudrait donc considérer aussi ces migrations dans un futur modèle de
dépendance en fréquence de la dissipation.
3.4.4.3 Un diagramme de phases
La Figure 3.20 montre la transition sur un diagramme contrainte/température
dans lequel chaque point marque la limite entre l’état solide et l’état mou pour une
certaine fréquence. Ce diagramme nous permet de comparer nos mesures à celles de
Kang et al. [135]. Nous avons calculé la contrainte en multipliant la déformation par
le module de cisaillement au pic de dissipation, i.e. à la température du point de
mesure. À forte contrainte et grande vitesse, les données se rassemblent en une ligne
indépendante de la fréquence le long de laquelle la température de transition diminue
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quand la contrainte augmente. Cela correspond à la limite entre les régions que Kang
et al. décrivent sur leur diagramme comme "totalement piégé" et "partiellement
piégé". Nos données sont en bon accord avec les leurs d’autant plus que la position
de cette limite dépend de la qualité du cristal. Notre interprétation en terme d’une
contrainte critique thermiquement assistée pour le décrochage des 3He est aussi
la même que la leur. Toutefois notre contrainte maximum (0,1 Pa) est plus faible
que leur contrainte minimum (0,2 Pa) et nos mesures sont effectuées jusqu’à des
fréquences bien plus basses. C’est ce qui nous a permis d’étendre notre étude vers
un régime à basse vitesse et de découvrir une vitesse critique pour le mouvement des
dislocations habillées d’3He. En-dessous de cette valeur nous observons un régime
dépendant de la fréquence en accord avec les travaux de Syshchenko et al. [76]
clarifiant ainsi la divergence entre les résultats de ces deux groupes.
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Figure 3.20 – La température de transition Tpic est donnée en fonction de la
contrainte σ = µε. La contrainte est calculée avec la valeur du module de cisaille-
ment à la température Tpic, c’est à dire environ au milieu de la transition. Les trois
points au-dessus de 0,1 Pa proviennent de Kang et al. [135] dans une une région
qu’ils considèrent comme une transition entre des dislocations totalement piégées et
partiellement piégées.
Comme nous l’avons vu, les deux régimes que nous décrivons sont délimités
par une vitesse critique qui dépend de la vitesse des impuretés d’3He qui vont être
capables, ou pas, de suivre le mouvement des lignes. Il est donc important de discuter
la vitesse de déplacement des impuretés 3He dans la masse du cristal mais aussi dans
le voisinage des dislocations.
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3.4.4.4 Migration des impuretés
Nous avons vu au Chapitre 1.2 que la vitesse moyenne d’une quasiparticule d’3He
dans la maille hexagonale d’atomes d’4He est :
vmoy = 3
√
2aJ34 (3.24)
où a = 3, 7 Å est le paramètre de maille. J34 est la fréquence angulaire d’échange
3He-4He et J34/2pi vaut entre 0,06 et 1,8 MHz selon les différentes études [50,52,53].
Ainsi nous obtenons des vitesses moyennes pour les 3He dans le solide comprises
entre 1,2 cm/s et 600 µm/s. Si la vitesse critique des dislocations que nous avons
mesurée est limitée par la vitesse moyenne des 3He dans le potentiel du cœur de la
dislocation, il semble normal qu’elle soit plus faible que la vitesse des 3He dans la
masse du cristal.
Afin d’aller plus loin, essayons de faire une analogie avec le modèle de Cottrell
effectif dans le cas des métaux classiques [17]. Dans ce modèle, la vitesse maximum à
laquelle une dislocation peut entrainer son atmosphère est décrite comme suit. Sous
l’application d’une force F, un atome dont le mouvement est aléatoire acquiert une
vitesse de dérive v stable dans la direction de la force, qui est une moyenne de sa
marche aléatoire donnée par la relation fluctuation-dissipation d’Einstein :
v = (D/kT )F (3.25)
où D est le coefficient de diffusion de l’impureté. Dans le cas où F est la force
appliquée à une dislocation coin, la vitesse moyenne des impuretés de différence de
volume ∆V dans l’atmosphère est donnée par :
v = (D/kT )(U/r2) = Dl/r2 avec U = µb3pi
1 + ν
1− ν∆V (3.26)
La longueur caractéristique l = U/kT peut être vue comme le rayon de l’atmosphère
d’impuretés entourant la dislocation. Dans le cas d’un nuage de Cottrell, on peut
supposer raisonnablement que la vitesse critique est atteinte lorsque r ≈ l/2 [139].
La vitesse critique de la dislocation est alors :
vc = 4D/l (3.27)
Afin de comparer ce modèle avec notre système, estimons un coefficient de diffusion
pour la quasiparticule d’3He en supposant que son mouvement dans le puits de
potentiel de la dislocation est une marche aléatoire de fréquence de saut J34 et de
distance de saut a. Dans le cas d’une structure hexagonale, le coefficient de diffusion
lié à une marche aléatoire est donné par [140] :
D = 132J34a
2 (3.28)
Si enfin, on considère que le puits de potentiel de la dislocation est très étroit, ce
que nous aborderons dans la partie suivante, on peut estimer que l ≈ a. La vitesse
critique s’écrit alors simplement :
vc =
J34a
8 (3.29)
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Ainsi pour une valeur raisonnable de J34/2pi = 0, 42J33/2pi = 0, 23 MHz, on obtient
une vitesse crique d’environ 70 µm/s, en très bon accord avec la vitesse critique de
dislocations que nous avons mesurée.
Bien que satisfaisant, ce raisonnement contient deux hypothèses contestables.
La première est l’utilisation de la relation d’Einstein qui s’applique normalement
dans le cas d’une diffusion thermique classique. Il existe cependant des variations de
cette loi pour des systèmes quantiques mais un calcul plus long et plus fastidieux
serait nécessaire. Le seconde hypothèse contestable est la supposition d’une marche
aléatoire pour l’atome d’3He dans le puits de potentiel de la dislocation. Comme la
théorie de ce mouvement n’a pas encore été faite, ce choix nous a paru être le plus
général. Intéressons nous pour finir au paysage énergétique autour de la dislocation.
3.4.4.5 Énergie de piégeage des impuretés
Nous nous intéressons ici au champ de pression autour des dislocations dans le
cas de l’4He solide, et à l’énergie de piégeage des impuretés d’3He dans ce champ, le
but étant de comprendre l’origine de l’énergie d’activation mesurée à 0,67 K.
Notons ∆E3(V ) la différence d’énergie cinétique de point zéro (EPZ) entre un
3He et un 4He qui dépend du volume disponible V . Elle s’écrit :
∆E3 =
~2
2a2
( 1
m3
− 1
m4
)
∝ V −2/3 (3.30)
Dans le cas d’une dislocation produisant un changement de volume ∆V , l’énergie
de piégeage d’une impureté d’3He sur cette dernière est donnée par les différences
d’EPZ :
U3(r, θ) = ∆E3(V + ∆V )−∆E3(V ) = ∂∆E3
∂V
∆V = −23
∆V
V
∆E3 (3.31)
Prenons le cas d’une dislocation coin dont le plan de glissement est le plan de base
de la structure hexagonale. Nous avons vu au Chapitre 1.1 que le champ de pression
p(r, θ) pouvait s’écrire :
p(r, θ) = −µb3pi
1 + ν
1− ν
sin θ
r
(3.32)
La déformation volumique ∆V
V
autour de la dislocation est p(r, θ)K où K = 32
1−2ν
(1+ν)µ
est la compressibilité. On a alors :
∆V
V
= − 1− 2ν2pi(1− ν)
b sin θ
r
(3.33)
De plus, l’EPZ de l’hélium-4 solide a été mesurée à 25 bars par Diallo et al. et
vaut environ 23 K [141]. Ainsi, l’énergie supplémentaire d’un atome d’3He serait
∆E3 = 4×233 − 23 = 7, 7 K. En prenant aussi b = 3, 7 Å et ν = 0, 33, on obtient :
U3(r, θ) =
1, 53× 10−10 sin θ
r
(kelvin) (3.34)
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Nous devons cependant modifier cette équation pour r proche de zéro afin d’éviter
que l’énergie diverge. Si rc est la rayon du cœur de la dislocation, le potentiel pour
r < rc est donné par :
U3(r, θ) =
2V0r sin θ
r2 + r2c
avec V0 = 1, 53 K (3.35)
Ainsi, le minimum du potentiel et atteint pour θ = pi/2 et r = rc est vaut V0/rc.
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Figure 3.21 – Énergies de piégeage des atomes d’3He autour d’une dislocation coin
positive (située en (0,0)) dans un cristal d’4He selon les équations 3.34 et 3.35 dans
le cas rc = 2 Å. Les lignes de couleur représentent les équipotentielles et les valeurs
sont en kelvin. Le rond en pointillé représente le cœur de la dislocation.
La Figure 3.21 montre l’allure des énergies de piégeage des atomes d’3He autour
d’une dislocation coin positive dans un cristal d’4He dans le cas rc = 2 Å. Cette taille
de cœur choisie arbitrairement est celle que nous avons communément utilisée au
long du manuscrit. Le minimum du potentiel dans ce cas là vaut donc 0,765 K, il est
atteint pour r = 2 Å. On remarque que pour une telle valeur de cœur, on retrouve
une énergie de piégeage minimum très proche des énergies d’activations mesurées
par notre groupe (0,67 K) ou par le groupe de Beamish (0,73 K et 0,77 K). Même
si cela ne fournit pas une preuve que l’énergie d’activation est l’énergie de piégeage,
le bon ordre de grandeur indique qu’il y a bien un lien possible entre les deux.
De plus, comme on peut le voir sur la Figure 3.21, l’énergie de piégeage diminue
très rapidement quand on s’éloigne de la dislocation. Elle ne vaut plus que 0,3 K
à seulement 2,5 Å soit à 1,25 fois le rayon de cœur. Cela semble indiquer que le
champ de déformation autour des dislocations dans le cas de l’4He solide est très
étroit et qu’au-delà d’une rangée atomique, l’impureté d’3He n’est plus piégée. Par
conséquent, il semble peu concevable que les impuretés forment une atmosphère au-
tour de la dislocation. On imagine plutôt une ligne unique ou double d’impuretés
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liées autour du cœur et dont l’énergie de piégeage est très proche de l’énergie mini-
mum. Dans ce cas il paraît difficile d’avoir une distribution d’énergie comme l’ont
proposé Syshchenko et al. [76]. On pourrait par contre introduire une distribution
de longueurs de lignes de dislocation qui remplacerait la distribution d’énergie de
piégeage et pourrait jouer le même rôle pour l’interprétation de la largeur du pic
de dissipation qui posait problème à Syshchenko et al.. Les études actuellement en
cours dans notre laboratoire tentent d’utiliser un tel modèle et une telle distribution
de longueur afin d’ajuster les calculs aux mesures. Les premiers résultats sont très
satisfaisants et ils arrivent à reproduire tant la variation du module de cisaillement
que celle de la dissipation (largeur et hauteur) en fonction de la température et de
la fréquence et de l’amplitude.
Il est important ici de discuter des erreurs et des approximations faites pour ce
calcul. L’erreur principale provient du fait que nous considérons pour l’interaction
la différence des EPZ entre l’3He et l’4He dans deux champs de pression différents
mais en considérant le même volume molaire. De plus nous ne considérons pas que
l’3He lui produit lui-même une déformation qui dépend du champ de pression et
du volume molaire et qui plus est anisotrope dans un cristal d’4He. Klemens et
al. [142] ont calculé cette déformation induite par une impureté d’3He dans l’4He et
ont trouvé une déformation d’environ 10%. Les mesures de Landesman par RMN
ont toutefois permis d’obtenir une déformation légèrement plus faible de l’ordre de
2% [143]. Ainsi une autre façon de calculer l’énergie de piégeage U3 consisterait à
comparer la déformation induite par l’3He dans la masse du cristal et celle induite
proche de la dislocation. Mais alors on ne prendrait pas en compte l’évolution des
EPZ car il nous manque pour cela sa dépendance en fonction de la pression. Pour
être rigoureux nous aurions donc besoin d’une mesure de l’EPZ de l’3He dans l’4He
en fonction de la pression et du volume molaire.
Notons enfin que nous avons choisi ici le cas d’une dislocation coin parfaite.
On pourrait faire le même calcul pour une dislocation coin partielle. Il suffirait, en
première approximation, de réduire b à a/
√
3 au lieu de a, le paramètre de maille.
Cela diminuerait d’autant les énergies de piégeage. Mais dans ce cas là, il faudrait
aussi prendre en compte que le champ de déformation est différent du coté de la
dislocation qui contient un défaut d’empilement.
3.5 Conclusion et perspectives
Nous avons beaucoup progressé dans notre compréhension du mouvement des
dislocations dans l’4He solide. Désormais, nous connaissons la direction de leur dé-
placement et nous avons beaucoup appris sur leurs interactions avec les impure-
tés d’3He ou avec les phonons thermiques. Nous avons mesuré avec précision leur
longueur et leur densité donc leur connectivité. Les discussions apportées par ces
découvertes sont nombreuses et amènent à d’autres questions pour lesquelles nous
avons donné des pistes d’interprétation.
Cependant, de nombreuses études n’apparaissent pas dans ce chapitre de ré-
sultats car leurs interprétations sont encore trop incertaines. Citons par exemple
l’étude des cristaux de "type 1" à l’équilibre avec liquide. Leur comportement est
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très intéressant car l’élasticité du cristal évolue en deux paliers successifs lors du
réchauffement, d’abord à basse température, autour de 0,1 K, attribué à la libéra-
tion des dislocations qui peuvent glisser dans les plans de base, puis à plus haute
température, autour de 0,6 K, attribué au mouvement des jogs ou de marches sur les
défauts d’empilement entre partielles que l’on peut créer par des contraintes à basse
température. Lors du refroidissent, le module de cisaillement de ces cristaux passe
par un minimum autour de 80 mK avant d’augmenter vers sa valeur rigide, qui n’est
pas sans rappeler les observation de Hallock dans ses expériences d’écoulement de
masse. De plus l’étude des cristaux de "type 1" frais de croissance est un autre do-
maine méconnu mais qui permettrait par exemple d’étudier les dislocations penchées
introduites par Kuklov. Enfin nous n’avons pas parlé ici d’une série d’études visant
à mesurer l’évolution du module de cisaillement pendant des temps très longs. Il
apparaît que la relaxation vers un cristal plus rigide évolue logarithmiquement avec
le temps ce qui tend à être interprété comme un vieillissement, peut-être une mi-
gration des impuretés vers des puits plus profonds. En effet de telles évolutions ont
déjà été observées dans du fer contenant des impuretés de carbone.
Malheureusement ces mesures manquent de précision et leur interprétation est
donc encore difficile voire hasardeuse. C’est pourquoi elles n’apparaissent pas dans
ce manuscrit.
Conclusion
Nous avons mesuré les variations du module de cisaillement et de la dissipation
générée par une déformation alternative dans différents cristaux d’4He en dessous de
1 K ce qui nous a permis d’étudier les mouvements des dislocations dans ces cristaux.
Nous avons préparé différents échantillons, des monocristaux de bonne qualité dont
nous mesurons l’orientation et des polycristaux. Nous avons aussi étudié le mouve-
ment des dislocations dans différents cristaux de même qualité mais d’orientations
différentes.
Nous montrons qu’en l’absence d’impuretés, les dislocations se déplacent libre-
ment parallèlement aux plans de base de la structure hexagonale mais que ce mouve-
ment disparaît à basse température à cause des impuretés d’3He et à haute tempéra-
ture à cause des collisions avec les phonons thermiques. Entre ces deux extrêmes, les
dislocations oscillent sans dissipation sur de grandes distances, c’est pourquoi nous
appelons cette région : plasticité géante. Le coefficient élastique c44 qui caractérise
ce glissement parallèle aux plans de base est alors réduit de 50% à 80% suivant les
types de cristaux. La dissipation due aux collisions avec les phonons thermiques nous
fournit une méthode pour mesurer la densité et la longueur des dislocations et carac-
tériser ainsi leur arrangement. Une fois leurs longueurs déterminées, nous avons pu
mesurer leurs vitesses et montrer que lorsqu’elles sont habillées d’impuretés d’3He,
les dislocations possèdent une vitesse critique en dessous de laquelle les impuretés
suivent la dislocation et amortissent son mouvement. Au-dessus de cette vitesse qui
est d’environ 60 µm/s, les impuretés piègent la dislocation et réduisent sa longueur
libre. Dans les deux cas, le cristal durcit à cause des impuretés d’3He mais dans le
premier, la transition dépend de la fréquence et non dans le second. Les modèles de
science de matériaux classique nous ont permis de donner des pistes d’interpréta-
tion pour ces observations mais à l’avenir un modèle complet de la dynamique des
dislocations sera nécessaire.
Notre compréhension du mouvement des dislocations dans l’4He a donc beaucoup
progressé. Cependant, de nombreux aspects restent mal compris et nécessiteraient
des expériences plus précises. Actuellement en cours dans notre laboratoire, une
étude des cycles en amplitude de déformation sur des cristaux d’4He à différentes
températures devrait permettre d’ajuster un modèle capable de décrire la variation
du module de cisaillement et de la dissipation dans toute la gamme de températures
(de 20 mk à 1 K) en incluant une distribution de longueurs de dislocations. Un tel
résultat permettrait de confirmer de façon globale, l’ensemble de nos observations
et leurs interprétations.
Dans le cas de l’4He solide, une autre question importante est de savoir comment
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on pourrait distinguer entre les effets de dislocations coins et vis. De plus qu’en-est-il
des dislocations partielles qui semblent faciles à former dans une structure où l’éner-
gie des défauts d’empilement est très faible. Pour cela, il serait intéressant de réussir
à préparer des cristaux de très haute qualité avec quelques dislocations à peine, voire
même zéro dislocation. De tels cristaux ont déjà été obtenus à l’échelle millimétrique.
Dans notre cas nous voudrions préparer des cristaux de plusieurs centimètres pour
pouvoir les étudier ensuite. Nous avons conçu avec Nabil Garroum et Fabien Souris
ainsi que les ateliers du LPS-ENS évidemment, une cellule dont la cavité est polie et
exempte de toute aspérité visible. Les transducteurs piézoélectriques qui serviront à
la mesure sont fixés à l’extérieur, couplés à de fines membranes derrière la surface
de la cavité. La croissance devrait être homogène et sans sursauts et nous espérons
ainsi atteindre le cristal parfait.
Figure 3.22 – Future cellule pour la croissance de cristaux parfaits dans laquelle
les transducteurs sont situés à l’extérieur de la cavité acoustique couplés à de fines
membranes. La cavité ne possède pas d’aspérité visible, de plus elle est finement
polie pour permettre une croissance la plus régulière possible.
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Annexe A
Calculs nécessaires au MCT
A.1 Données techniques sur la cellule
La cavité
- Volume libre : Vlibre = 0,075 cm3
- Volume du fritté : Vfritte = 0,06 cm3
- Surface du fritté : Sfritte = 2200 cm2
- Diamètre du capillaire de remplissage : dcapillaire = 0,8 mm
- Épaisseur de la membrane : emembrane = 230 µm
Les électrodes
- Diamètre : delectrode =5 mm
- Épaisseur : eelectrode =2 mm
- Surface : Selectrode = 19,6 mm2
- Capacité à pression nulle : C0 = 4,08 pF
- Distance de séparation à pression nulle : d0 = 43 µm
A.2 Calcul du temps de thermalisation
Soit un mélange liquide-solide subissant un réchauffement ∆Q. La variation du
volume V de la pression P et de la température T est telle que :
∆Q = ∆(nlcl + nscs) + ∆nl(sl − ss)T (A.1)
∆V = ∆nl(vl − vs)−∆P (κlVl + κsVs) (A.2)
où n est le nombre de moles, c la capacité thermique molaire et κ la compressibilité.
La capacité thermique effective est donnée par :
Ceff =
∆Q
∆T = nlcl + nscs +
∆nl(sl − ss)
∆T T (A.3)
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Température 100 mK 60 mK 20 mK
Volume molaire liquide (cm3.mol−1) 25,930 25,796 25,621
Compressibilité (atm−1) 5,41×10−3 5,30×10−3 5,14×10−3
(dP/dT)melt (atm.K−1) -21,96 -29,00 -37,85
Capacité thermique (J.mol−1.K−2) 24,4 14,88 2,72
Table A.1 – Capacités thermiques de l’3He liquide calculées d’après les données de
Grilly [145].
Température 100 mK 60 mK 20 mK
Nombre de mole liquide (mol) 3,86−3 3,88×10−3 3,90×10−3
RK Ag/3He (m2.K.W−1) 6×101 3×102 4×103
Temps de thermalisation (s) 25,7 78,7 192,9
Table A.2 – Temps de thermalisation de l’3He liquide. Les valeur des résistances
de Kapitza sont extraites des travaux de Nishiguchi [146].
D’après l’équation A.2, on peut extraire ∆nl = ∆V+∆P (κlVl+κsVs)vl−vs . En remplaçant ∆nl
dans A.3 et en utilisant la relation de Clausius-Clapeyron, ∆P∆T =
dP
dT
∣∣∣
m
elt = sl−ss
vl−vs
on obtient :
Ceff = nlcl + nscs + T
dP
dT
[
∆V
∆T +
dP
dT
(κlVl + κsVs)
]
(A.4)
Pour simplifier, on prendra ∆V = 0, ns = 0 et Vs = 0, on a donc :
ceff = Ceff/nl = clT
(
dP
dT
)2
(κlvl) (A.5)
En prenant cl = 36T J.mol−1.K−2 [144], on obtient alors pour différentes tempéra-
tures les capacités thermiques pour l’3He (voir Tableau A.2).
Le temps de thermalisation est défini par τ = CeffRK/A, où RK est la résistance
de Kapitza entre l’3He et l’argent fritté. En considérant le volume d’3He liquide de
0,075 cm3 et la surface du fritté de 0,22 m2, on obtient les temps de thermalisation
contenu dans la Tableau A.2.
A.3 Calcul de la pression de collage
Si on note P la pression et z le déplacement, l’équation de la déformation du
diaphragme est donnée par :
∇2∇2z = P
D
avec D = Et
3
12(1− ν2) (A.6)
où E est le module de Young du matériaux, ν son coefficient de Poisson et t son
épaisseur. Dans une géométrie cylindrique, le déplacement ne dépend que de r, on
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peut donc intégrer selon r et on obtient :
z(r) = −P64D (a
2 − r2) (A.7)
avec a le rayon de la surface du diaphragme. Au centre on obtient donc :
z(0) = −P64Da
4 = −316
a4(1− ν2)
Et3
P (A.8)
Pour obtenir le même déplacement du diaphragme que Greywall, il faut donc appli-
quer :
Pnous =
(
aGreywall
anous
)4 ( tnous
aGreywall
)3
PGreywall (A.9)
En prenant PGreywall=44 bars [94], nous obtenons une pression de 38,7 bars.
A partir de l’équation A.8 on peut donc facilement relier la pression à la capacité
C mesurée. Sachant que C = ε0A/d avec d la distance entre les électrodes et A leur
surface, on a donc :
C = −16Et
3ε0A
3a4(1− ν2)P (A.10)
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When submitted to large stresses at high temperature, usual crystals may irreversibly deform. This
phenomenon is known as plasticity and it is due to the motion of crystal defects such as dislocations. We
have discovered that, in the absence of impurities and in the zero temperature limit, helium 4 crystals
present a giant plasticity that is anisotropic and reversible. Direct measurements on oriented single crystals
show that their resistance to shear nearly vanishes in one particular direction because dislocations glide
freely parallel to the basal planes of the hexagonal structure. This plasticity disappears as soon as traces of
helium 3 impurities bind to the dislocations or if their motion is damped by collisions with thermal
phonons.
DOI: 10.1103/PhysRevLett.110.035301 PACS numbers: 67.80.de, 62.20.de, 62.20.fq, 67.80.dj
A crystal resists elastically to a shear stress, contrary to a
fluid, which flows. When applied to a crystal, a small shear
stress  produces a strain " that is proportional to . If the
stress is released, the crystal returns elastically to its origi-
nal shape. The elastic shear modulus of the crystal is the
ratio  ¼ =". However, if the applied stress is large, a
usual crystal is ‘‘plastic’’—it deforms more than in the
elastic regime thanks to the motion of dislocations. With
classical crystals, plastic deformation is irreversible and
small. In metals, it requires stresses of order 101 to 106
of the shear modulus and the strain rate increases with
temperature [1,2]. We have discovered that, in the case of
ultrapure helium 4 single crystals around 0.1 K, the resist-
ance to shear nearly vanishes in one particular direction
while in another direction no measurable deviation from
normal elastic behavior occurs. This giant anisotropic
plasticity is independent of stress down to extremely low
values (1011 times the elastic shear modulus). We dem-
onstrate that it is a consequence of dislocations gliding
freely along the basal planes of the hexagonal crystal
structure. Some gliding along these planes had been
observed [3,4] in other hexagonal crystals but never with
comparable amplitude. In 4He crystals, we show that dis-
locations are able to move at high speed with negligible
dissipation so that the plasticity is also independent of the
rate at which the strain is applied. Moreover, this motion is
reversible so that the plasticity shows up as a 50% to 80%
reduction of one particular elastic coefficient, which we
have identified as c44. The plasticity disappears if traces of
impurities bind to dislocations or if thermal phonons damp
their motion. Our observations have been made possible by
direct elasticity measurements on oriented crystals where
the impurity concentration could be lowered from 0.3 ppm
to zero at very low temperature (15 mK). The gliding of
dislocations is an intensively studied phenomenon of
fundamental importance in materials science [5]. We pro-
vide strong experimental evidence for its precise origin.
We have improved some of our previous techniques
[6–9]. Here we briefly describe them (see details in the
Supplemental Material [10]). In a transparent cell inside a
dilution refrigerator with optical access, crystals can be
seen during growth. After determining their orientation
from their shape (Fig. 1), we grow them in a 1 mm gap
between two piezoelectric transducers. Applying a
small ac voltage to one transducer (0.001 to 1 V, 200 to
20 000 Hz) produces a vertical displacement (0.001
to 1 A) and consequently a strain " of amplitude 1010
to 107 and a stress  ¼ " (109 to 105 bar) on the
other transducer ( is the relevant shear modulus of the
FIG. 1 (color). The shear modulus of crystal X15a as a func-
tion of temperature. Around 0.2 K, the shear modulus is reduced
to 72 bar, much less than the normal value (127 bar).
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crystal). The stress generates a current that is our signal
after amplification with a lock-in. The shear modulus 
and the dissipation 1=Q are obtained from the magnitude
and phase of the signal. Various growth methods lead to
three different types of crystals [7]:
(i) High quality ‘‘type 1’’ crystals are grown by pressur-
izing the superfluid liquid in the cell at 20 mK up to
the crystallization pressure and staying there after
the cell is nearly full. Random nucleation produces
different orientations. In this case, there remains
some liquid in corners but not in the gap. Fresh
from growth, such crystals are totally free of impu-
rities, especially if one uses ultrapure 4He containing
0.4 ppb of 3He (we also use natural 4Hewith 0.3 ppm
3He). Slow growth at 20 mK rejects 3He impurities
in front of the liquid-solid interface as in the ‘‘zone
melting’’ purification of metals but here this method
is extremely efficient because the temperature is very
low [8]. However, when warming such ultrapure
crystals, 3He impurities come back into the crystal
where their concentration varies with temperature.
(ii) Single crystals of lower quality (type 2) are grown at
1.4 K. All the remaining liquid is crystallized during
further cooling along the melting line from 26.1 bar
at 1.4 K to 25.3 bar at 1 K, below which it stays
constant [11]. This pressure change probably cre-
ates dislocations, but the 3He concentration is that of
the helium gas used to grow them. Any type 1
crystal can be melted down to a small seed and
regrown at 1.4 K as a type 2 crystal with the same
orientation, or vice versa.
(iii) Polycrystals (type 3) are grown at constant volume
starting with normal liquid at 3 K and 60 bar.
Figure 1 presents a measurement of the shear modulus
of crystal X15a at 9 kHz during cooling. This is an ultra-
pure type 1 crystal, although grown at 600 mK. Its shear
modulus reaches a very small value around 0.2 K. At lower
T, the crystal stiffens as a consequence of dislocation
pinning by 3He [6,9,12]. Crystals with immobile disloca-
tions are stiffer than with mobile dislocations. The pinning
temperature depends on the 3He concentration, on the
binding energy E3 ¼ 0:73 K [12], and on the measurement
frequency. Above 0.3 K,  also increases, probably
because dislocations scatter thermal phonons [13]. We
thus understand that 4He crystals show an anomalous shear
modulus between impurity pinning at very low T and
collisions with thermal phonons at higher T. We call it a
‘‘giant plasticity’’ because it is due to the large motion of
dislocations under very small stresses. Since it is revers-
ible, the plasticity shows up as a reduction in the shear
modulus. Note that the present measurements are made at
kHz frequencies during hours with results that are inde-
pendent of the sign and duration of the applied strain.
Two type 2 crystals are compared in Fig. 2(a): X15c
(purity 0.4 ppb) and X21 (0.3 ppm 3He), at high or
low driving strain. When a larger drive is applied,
the temperature at which 3He bind to dislocations is
lower, so that the plasticity domain is wider. As expected
[6,9,12], pinning by 3He occurs at lower T for ultrapure
crystals. Figure 2(b) shows the corresponding dissipation. In
the plasticity domain of X15c, we measure zero dissipation,
as in the low T limit of X21 where 3He binding suppresses
dislocation motion. The peak dissipation corresponding to
3He binding is lower in temperature for the ultrapure crystal
X15c and it nearly disappears at a high strain " ¼ 107 that
exceeds the threshold for 3He unbinding (3 108, see
Refs. [6,14]). The dissipation above 0.3 K is independent
of amplitude and increases with T as expected for a thermal
phonon scattering mechanism [13].
We have identified the precise origin of the plasticity
with the following quantitative study. Hexagonal crystals
have 5 independent elastic coefficients [14–16] c11, c12,
c13, c33, c44, and c66 ¼ ðc11  c12Þ=2. The indices 1 to 6,
respectively, refer to xx, yy, zz, yz, xz, and xy, where
z is the [0001] ‘‘c’’ axis. Figure 3 shows results from 7
type 2 crystals, all of natural purity except the ultrapure
X15, and one polycrystal (BC2). X3 is tilted with a
FIG. 2 (color). Comparison of two ‘‘type 2’’ crystals: X15c
and X21 grown, respectively, from ultrapure and from natural
4He. The T domain of the giant plasticity depends on both purity
and strain amplitude. On graph (a), two ticks on the vertical axis
indicate the predicted value of the shear modulus for immobile
dislocations. The lower graph (b) shows that the dissipation is
negligible in the high plasticity region of X15, as for immobile
dislocations in the zero temperature limit of X21.
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c axis 45 from the vertical. Its effective shear modulus
is  ¼ 0:004c44 þ 0:004c66 þ 0:25 (c11 þ c33  2c13),
practically independent of c44 and c66 (see the
Supplemental Material [10]). It shows no T dependence.
Since it is very unlikely that these coefficients would vary
with T in just such a way to keep (c11 þ c33  2c13)
constant, we conclude that c12, c13, and c33 are independent
of T, so that X3 could be used to calibrate the piezoelectric
coefficient of our transducers 0.88 A/V in our first cell,
0.95 in the second cell). For this we used values of elastic
coefficients measured from ultrasound velocity at the melt-
ing pressure [15,16] c11 ¼ 405 bar, c12 ¼ 213 bar, c13 ¼
105 bar, c33 ¼ 554 bar, c44 ¼ 124 bar, and c66 ¼ 96 bar.
These values correspond to the intrinsic elasticity of 4He
crystals because dislocations could not move at 10 MHz
above 1.2 K. Given this calibration we could calculate the
shear modulus for all other orientations in the T ¼ 0 limit
(ticks on the vertical axis of Fig. 3). Excellent agreement is
found with our measurements except for X15 whose stiff-
ening was not completed at 15 mK. For the polycrystal
BC2, Maris’ averaging method [17] leads to excellent
agreement again.
All crystals except X3 show a strong T dependence,
which could be due to a reduction of either c44 or c66.
Indeed, hexagonal crystals usually have one preferential
gliding plane that can be either the basal plane (0001) or
the prismatic planes perpendicular to it. For hcp crystals, it
is predicted to be the basal plane, although directional
bonding in hexagonal metals can lead to non-close-packed
structures which favor prismatic glide [3,4]. For X21, the
dependence on c66 is negligible and the large variation of
c44 could be easily extracted. Assuming then that c66 is
constant, we could calculate the variation of c44 in all
crystals. Since X2, X5, X6, and X21 were all type 2
crystals grown in similar conditions, one expects the T
dependence of their coefficient c44 to be the same.
Figure 4 shows that this assumption leads to a reproducible
reduction of c44 (62 8% for all type 2 crystals), although
the shear modulus of X2 depends mostly on c44 while that
of X5 depends mostly on c66. On the opposite, assuming
that c44 is constant and c66 varies leads to absurd results,
from a 60% reduction in c66 for X5 to 300% for X6 and to
1000% for X2, not mentioning X21. The preferential di-
rection for gliding has to be the basal plane. Only c44
depends on temperature. This is why Fig. 3 shows a highly
anisotropic plasticity.
The amplitude dependence is also consistent with 3He
pinning at low T. Figure 5 shows the shear modulus as a
function of stress for 4 crystals at 20 mK. Above a 1 bar
threshold due to the breakaway from 3He impurities [6,14],
the shear modulus decreases. By projecting the stress on
the basal plane, we determined the ‘‘resolved stress’’ (see
Supplemental Material [10]), and we obtained a reproduc-
ible threshold for different orientations, confirming that
dislocations glide in the basal planes. This threshold is
hysteretic because the force acting on dislocations depends
on the pinning length Li between impurities [18]. One now
understands why Fig. 2 shows a 3He pinning occurring at
lower T with a large strain (107) than with a low strain
(109). In contrast, the phonon damping is independent of
the strain amplitude.
Figure 5 shows additional measurements made on X4, a
type 1 crystal that was cooled down under high strain
(107) at 3 kHz in order to expel all 3He impurities into
the liquid. Its coefficient c44 is reduced by 80% even at
20 mK. This value is stable in time (3He stay trapped in the
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FIG. 3 (color). Measurements (a) for different crystal orienta-
tions (b) show that the plasticity is highly anisotropic. Ticks on
the vertical axis show the predicted shear modulus with immo-
bile dislocations, in excellent agreement with measurements in
the low temperature limit where dislocations are pinned by 3He.
FIG. 4 (color). Assuming that dislocations glide in the basal
plane, one finds the same variation of c44 by 62 8% for X2,
X5, X6, and X21, which are crystals with different orientations
grown in the same conditions. Assuming that they glide in the
prismatic planes leads to absurd results (see text).
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liquid), and independent of the strain amplitude. After
assuming that dislocations glide in the basal plane, Rojas
et al. [9] found 86% reduction for a type 1 crystal of
probably better quality (see Supplemental Material [10]).
Here we demonstrate that this assumption was correct, and
that the plasticity is very large in particular directions. We
have not yet prepared a crystal with zero dislocation as
might be possible [19]. Dislocations arranged in a simple
Frank network should lead to less than 5% reduction in c44
[20]. In our case, they may be aligned in sub-boundaries
[21] where they cooperate to reduce c44 much more.
Assuming a typical dislocation density [22]  ¼
104 cm2, we could estimate the amplitude of their mo-
tion. With a 10 kHz strain " ¼ 3 108, we find that
dislocations move a distance d of order "=b ¼ 1 m
corresponding to 6 cm=s (b ¼ 3 A is the Burgers vector
amplitude). This is 200 million Burgers vectors per second,
a giant effect with no equivalent in classical crystals (see
Supplemental Material [10]) [20,23,24].
In summary, we have demonstrated that the plasticity of
4He crystals is reversible and anisotropic, due to the free
gliding of dislocations parallel to the basal planes.
Classical plasticity is irreversible because dislocations
jump from one pinning site to another and multiply, lead-
ing to ‘‘work hardening.’’ In our case, applying large
stresses at low T produces defects, which harden the
crystals and are probably jogs because annealing at 1 K
restores the high crystal quality (see Supplemental
Material [10]). For simplicity, we show measurements in
this article, which are recorded on cooling after annealing.
The giant plasticity of 4He crystals is mainly due to their
absolute purity at very low temperature. An interesting
question is whether dislocations move by tunnelling or
by thermal activation over Peierls barriers. Tunneling is
suggested by the reversible motion at low T without dis-
sipation or strain dependence. However, quantum fluctua-
tions probably reduce the kink energy Ek by enlarging their
width. If kBT > Ek, kinks are not relevant, as is the case for
surface steps [25,26] whose dynamics is also dissipation
free in the low T limit. A calculation of Ek could indicate if
the dislocation motion is quantum or classical thanks to a
negligible kink energy.
This work was supported by Grants from ERC (AdG
247258) and from NSERC Canada.
[1] R. A. Vardanian, Crystal Lattice Defects and Dislocation
Dynamics (Nova Science Pub. Inc., New York, 2000).
[2] R. F. Tinder and J. Washburn, Acta Metall. 12, 129 (1964).
[3] A. Berghezan, A. Fourdeux, and S. Amelinckx, Acta
Metall. 9, 464 (1961).
[4] D. Hull and D. J. Bacon, Introduction to Dislocations
(Butterworth-Heinemann Elsevier, Oxford, 2000).
[5] L. Proville, D. Rodney, and M.C. Marinica, Nat. Mater.
11, 845 (2012).
[6] J. Day and J. Beamish, Nature (London) 450, 853 (2007).
[7] S. Sasaki, F. Caupin, and S. Balibar, J. Low Temp. Phys.
153, 43 (2008).
[8] C. Pantalei, X. Rojas, D. O. Edwards, H. J. Maris, and S.
Balibar, J. Low Temp. Phys. 159, 452 (2010).
[9] X. Rojas, A. Haziot, V. Bapst, S. Balibar, and H. J. Maris,
Phys. Rev. Lett. 105, 145302 (2010).
[10] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.110.035301 for de-
tails on the experimental cell, the transducer calibration,
sample preparation, orientation dependence, measurement
protocol, and comparison with classical crystals.
[11] S. Balibar, A.Y. Parshin, and H. Alles, Rev. Mod. Phys.
77, 317 (2005).
[12] O. Syshchenko, J. Day, and J. Beamish, Phys. Rev. Lett.
104, 195301 (2010).
[13] I. Iwasa, K. Araki, and H. Suzuki, J. Phys. Soc. Jpn. 46,
1119 (1979).
[14] J. Day and J. R. Beamish, J. Low Temp. Phys. 166, 33
(2012).
[15] R. H. Crepeau, O. Heybey, D. Lee, and S. Strauss, Phys.
Rev. A 3, 1162 (1971).
[16] D. S. Greywall, Phys. Rev. B 16, 5127 (1977).
[17] H. J. Maris and S. Balibar, J. Low Temp. Phys. 160, 5
(2010).
[18] I. Iwasa and H. Suzuki, J. Phys. Soc. Jpn. 49, 1722
(1980).
[19] J. P. Ruutu, P. Hakonen, A. Babkin, A. Parshin, J. Penttila¨,
J. Sarama¨ki, and G. Tvalashvili, Phys. Rev. Lett. 76, 4187
(1996).
[20] J. Friedel, Dislocations (Pergamon, New York, 1964).
[21] I. Iwasa, H. Suzuki, T. Suzuki, and T. Nakajima, J. Low
Temp. Phys. 100, 147 (1995).
FIG. 5 (color). The relative amplitude of c44 for 4 different
crystals at 20 mK as a function of the stress projected on the
basal plane (‘‘resolved’’). At a threshold stress around 1 bar,
dislocations break away from 3He impurities [6,14]. This thresh-
old is larger when increasing the stress than when decreasing it.
Being free of impurities, X4 shows a reduction of c44 by 80%,
independent of stress.
PRL 110, 035301 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending
18 JANUARY 2013
035301-4
RAPID COMMUNICATIONS
PHYSICAL REVIEW B 87, 060509(R) (2013)
Dislocation densities and lengths in solid 4He from elasticity measurements
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Measurements on solid 4He show large softening of the shear modulus due to dislocations, behavior which
has been described as giant plasticity. Dislocation networks may also be responsible for the unusual behavior
seen in torsional oscillator and flow experiments. However, previous estimates of dislocation densities vary by
many orders of magnitude, even in single crystals grown under similar conditions. By measuring the temperature
and frequency dependencies of the elastic dissipation, we have determined dislocation densities and network
lengths in 4He single crystals, both in coexistence with liquid and at higher pressures, and in polycrystals grown
at constant density. In all cases, dislocation lengths are much longer and the networks are less connected than
previous estimates. Even in polycrystals, the dislocation network is far too sparse to explain the torsional oscillator
results in terms of superfluidity in a dislocation network.
DOI: 10.1103/PhysRevB.87.060509 PACS number(s): 67.80.bd, 61.72.Hh, 62.20.−x
Quantum effects are very important in solid helium and lead
to unusual phenomena. The elastic properties of solid 4He1–3
are strongly dependent on dislocations, which move freely in
this quantum crystal. This can produce extremely large shear
modulus changes described as “giant plasticity.”3,4 Torsional
oscillator (TO) experiments on solid 4He also show anomalous
behavior below 200 mK,5 which has been taken as evidence of
supersolidity. However, this interpretation has been challenged
by recent calculations and experiments,6–10 which show that
elastic effects in TOs are larger than previously assumed,
suggesting that the anomalies may be elastic effects involving
dislocations.
Annealing and plastic deformation2,11,12 affect both elastic
and TO behaviors, confirming that dislocations are involved.
At high temperatures, dislocations are strongly pinned at
intersections but between these nodes they can move, which
reduces the shear modulus. At low temperatures, 3He impu-
rities weakly pin them and restore the intrinsic stiffness. In a
quantum solid, dislocations can have unique properties. Recent
measurements on 4He4 showed that they can move freely in the
basal plane, even at stresses as low as 10−9 bar. This extraordi-
nary mobility may reflect delocalization of kinks; this would
eliminate the Peierls barrier which limits dislocation motion in
conventional crystals. Path integral Monte Carlo simulations,13
show that dislocations may have superfluid cores, which
provides a possible mechanism for supersolidity14 and allows
phenomena like superclimb.15 Recent experiments16,17 showed
unusual flow, interpreted in terms of a Luttinger liquid in
dislocation cores. The decoupling in a TO or the flux in a
flow experiment depends on dislocation density  and on the
network’s connectedness. High-density networks have more
intersections so the distance L between nodes is smaller. The
combination L2 is a geometric parameter that characterizes
the network’s connectedness. In a simple cubic network
L2 = 3, independent of dislocation density. Smaller values
suggest additional pinning, while larger values imply that
dislocations are aligned to avoid intersections.18
Despite their importance, and many experiments probing
dislocation effects in helium, previous estimates of  vary
by six orders of magnitude. Some of this must reflect real
differences arising from growth and deformation, but even
in single crystals grown under similar conditions, reported
densities vary by more than four orders of magnitude [6 ×
109 cm−2 (see Ref. 19) to 3 × 105 cm−2 (see Ref. 20)]. Even
lower values, below 700 cm−2, were found in crystals grown
from the superfluid.21 X-ray topography22 has shown low-
angle sub-boundaries in 4He crystals, but individual disloca-
tions could not be resolved so andL could not be determined.
The most detailed analyses applied the Granato-Lucke model23
to ultrasonic measurements of sound speeds in single crystals
grown from the normal liquid.20 This treats dislocations as
damped vibrating strings, driven by applied stress, and gave
 ≈ 106 cm−2 and L ≈ 5 μm. The corresponding values of the
network parameter L2 ranged from 0.1 to 0.2, but with a large
uncertainty due to the unknown crystal orientations. However,
nearly all TO experiments involved freezing at constant
density. The large pressure changes and plastic deformation
during such blocked capillary growth are expected to produce
polycrystals with higher defect densities, but there have been
no comparable ultrasonic measurements on such crystals and
their dislocation densities are essentially unknown.
The effect of dislocations is simplest at low frequencies,
where inertia and damping can be neglected. In this regime, the
reduction of the shear modulus is proportional to L2, but does
not depend on  or L separately. A dislocation’s contribution
to strain is proportional to L2 so a crystal with a few long
dislocations can be softer than one with many short ones.
The values of L2 inferred from low-frequency experiments
are larger than those from ultrasonic measurements. TO shear
modulus measurements at 331 Hz24 gave L2 ≈ 2 and recent
measurements in the kilohertz range1,2 give similar values.
Although dislocation densities cannot be determined, even
approximately, from the low-frequency shear modulus alone,
the dissipation 1/Q provides additional information. A moving
dislocation experiences a damping force B proportional to
its speed v. Longer dislocations move faster and produce
more dissipation. By measuring both modulus and dissipation,
 and L can be separately determined, if B is known.
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In contrast to previous estimates of L, which involved the
frequency dependence20 near the dislocations’ resonance
(around 12 MHz for L = 5 μm) or their breakaway from
3He impurities,25 we show directly that the dissipation at
high temperatures is due to intrinsic dislocation damping from
thermal phonons and use this dissipation to find L.
Our measurements were made in an optical cell, allowing
us to determine crystal orientations from their growth facets.4
Single crystals were grown at temperatures as low as 20 mK,
using either natural 4He (nominal 3He concentration 300 ppb)
or isotopically pure 4He (0.4 ppb 3He). Two shear piezoelectric
transducers (area A = 1 cm2) were mounted in the cell with
a gap D = 0.7 mm. An ac voltage V (between 200 Hz
and 16 kHz) was applied to one transducer, generating a
displacement d15V and a shear strain  = V d15D in the helium.
The stress σ was determined from the current generated
on the opposite transducer. The effective shear modulus
μ = σ

is given by a combination of the elastic constants Cij
which depends on the crystal’s orientation.4 Dissipation was
determined from the phase angle φ between stress and strain:
1/Q = tan φ.
Figure 1 shows the (a) shear modulus and (b) dissipation
at 3 kHz in crystal X21, grown from natural purity 4He
at 1.35 K. The modulus measured at low strain ( = 10−9)
FIG. 1. (Color online) (a) Shear modulus and (b) dissipation
measured at 3 kHz in a standard purity (300 ppb 3He) crystal X21
grown at 1.35 K. Data are shown for two different strains,  = 10−9
(noisy blue curves) and  = 10−7 (red curves).
increases toward a “stiff” value at the lowest temperatures.
We have shown4 that only C44 changes (as expected for
dislocations gliding in the basal plane) and we calibrated the
piezoelectric coefficient (d15 = 0.95 A˚ V−1) using a crystal
oriented so the shear modulus was nearly independent of C44.
The low-temperature modulus (126 bar) agrees with the value
(the circle on the vertical axis) calculated from the orientation
and the known elastic constants of helium.26–28 At higher
temperatures, the modulus decreases by more than 50%. This
softening, and the associated dissipation peak in Fig. 1(b),
are due to unpinning of dislocations from 3He impurities.1
In the high-amplitude  = 10−7 data, the effects of 3He are
almost eliminated since the large stress depins dislocations.
The modulus in the soft state is nearly constant between 0.1
and 0.6 K.
Above 0.6 K, the impurity pinning is insignificant so
the modulus and dissipation are independent of strain and
the 1/Q reflects the dislocation damping caused by thermal
phonons. These scatter from dislocations’ static strain fields
(anharmonicity, which gives a damping coefficient B ∝ T 5)
or from mobile dislocations (“fluttering,” which gives a larger
B ∝ T 3). A dependence B ∝ T n has been inferred from
previous experiments but with a range of values for the
exponent n. Ultrasonic experiments20,29 did not extract n from
direct fits but were consistent with values between 1.5 and
3. Internal friction experiments at 10 and at 78 kHz30 gave
n in ranges of 2.1 to 2.8 and 1.1 to 1.7, respectively. TO
measurements at 331 Hz24 did extract n directly from a fit
to the dissipation but gave n ≈ 2, rather than the expected
T 3 dependence. Although the value of n was not clear, the
magnitude of B in ultrasonic experiments20 was close to that
expected for fluttering.31
Our measurements provide a stringent test of the dissi-
pation mechanism (since dislocations give 1/Q ∝ ωB) and
of whether the damping is due to fluttering (which predicts
B ∝ T 3). In Fig. 2(a), we plot the high-amplitude dissipation
data from Fig. 1(b) as a function of T 2, T 3, and T 5. It is
clear that at low temperatures 1/Q ∝ T 3. Figure 2(b) shows
dissipation at 1.5, 3, and 9 kHz for this crystal, plotted versus
ωT 3. At low temperatures, the data for the three frequencies
collapse onto a single linear curve, demonstrating that 1/Q is
proportional to ωT 3.
The Granato-Lucke23 model describes the elastic effects
of dislocations. Our measurements are at frequencies well
below their resonance (inversely proportional to their length
and ≈60 kHz for dislocations spanning the gap between
transducers, L ≈ 1 mm). In this regime, the dislocation strain
has a relaxation form with real and imaginary (dissipative)
parts:
dis
el
= RL2 1 − iωτ
1 + (ωτ )2 , (1)
where R is an orientation factor (0 6 R 6 0.5) giving shear
stress in the dislocations’ glide direction, and  = 4(1−ν)
π3
≈
0.09. The relaxation time is τ = BL2
π2C
, where C = 2μelb2
π(1−ν) , b
is the Burgers vector (3.7 × 10−10 m), and ν is Poisson’s
ratio.
The total strain is the sum of elastic and dislocation contri-
butions, so dislocations reduce the intrinsic shear modulus μel
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and introduce dissipation:
μel
μ
= el + dis
el
= 1 + RL2 1 − iωτ
1 + (ωτ )2 . (2)
The maximum softening, at low temperatures where the
dislocation damping is small (ωτ 1), is
μ
μel
= μel − μ
μel
= RL
2
1 + RL2 , (3)
while the dissipation in this regime is
1
Q
= μ
μel
ωτ = μ
μel
ω
BL2
π2C
. (4)
The dislocation damping is expected to be dominated by
fluttering, which gives31
B = 14.4kB
3
π2h¯2c3
T 3, (5)
where c is the Debye sound speed. This expression predicts
damping that agrees (within a factor of two) with values
from ultrasonic measurements.20 For crystals grown at low
temperatures, it gives B ≈ 1.49 × 10−8T 3 Pa s. The ωT 3
dissipation in Fig. 2(b) confirms that this is the dominant
damping mechanism.
FIG. 2. (Color online) Dissipation at strain  = 10−7, in an
isotopically pure (0.4 ppb 3He) crystal (X15c) grown at 1.37 K.
(a) 1/Q at 3 kHz vs T n for n = 5 (upper, green curve), n = 3 (middle,
blue curve), and n = 2 (lower, red curve). (b) 1/Q at 1.5 kHz (red
curve), 3 kHz (blue), and 9 kHz (green) vs ωT 3. The dashed line is
an extrapolation of the linear low-T behavior.
FIG. 3. (Color online) Dissipation at frequencies from 1.5 to
9 kHz in four different crystals, plotted vs ωT 3.
At high temperatures and frequencies [e.g., for ωT 3 >
104 in Fig. 2(b)], the dissipation deviates from this linear
behavior because of the (ωτ )2 term in the modulus [see
Eq. (2)]. At higher temperatures, the dissipation will go
through a maximum (for ωτ ∼ 1) and then decrease as ωτ
increases. For ωτ  1, dislocations are essentially immobile
and do not contribute to dissipation or soften the crystal.
This is why ultrasonic measurements made at high frequency
and temperature give the intrinsic elastic constants of solid
helium,26–28 unaffected by dislocations.
Figure 3 compares the dissipation for three types of
crystals.4 The crystals grown at 0.60 and 0.02 K remained in
coexistence with superfluid at all temperatures. The second
type, grown above 1.3 K, solidified completely at higher
pressure. The last type was a 29 bar polycrystal grown using
the blocked capillary technique. Each has 1/Q ∝ ωT 3 at low
temperatures but the slopes vary, indicating different lengths
L. We can calculate R from our known crystal orientations,4
Eqs. (3)–(5), and extract values of  and L from the
modulus change μ/μel and dissipation at low temperatures.
Table I shows these values, and the network parameter L2
for crystals grown in the three ways described above, and from
different purity 4He.
Several assumptions affect our values of  and L. The
value of C in Eq. (4) assumed isotropy and did not include
the dislocation core energy. Equation (5) for the damping
also assumes isotropy for phonon scattering but more precise
calculations of C and B would not change the relative lengths
in different crystals. We also assumed a single length L,
with which we could reproduce the essential features of our
TABLE I. Dislocation parameters.
Crystal TF (K) 3He (ppb) L (μm)  (cm−2) L2
X15c 1.37 0.4 98 4.2 × 105 40.3
X18 1.32 0.4 98 5.9 × 105 56.6
X21 1.35 300 175 1.2 × 105 36.8
X15a 0.60 0.4 229 7.2 × 104 37.8
X15b 0.02 0.4 231 3.2 × 104 17.1
Polycrystal (29 bar) 300 59 5.4 × 105 18.8
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data. In the future, we will analyze the complete temperature
and frequency dependence of both dissipation and modulus,
including effects of a distribution of dislocation lengths.
However, including a distribution will not drastically change
the values of  and L, nor how they vary with crystal
growth technique. Note that our measurements (like previous
elastic and ultrasonic measurements) are sensitive only to
mobile dislocations. Dislocations with glide planes in different
directions may not be mobile;  and L in Table I refer only to
dislocations that glide freely in helium’s basal plane. Finally,
the Granato-Lucke model is classical and does not consider
possible dislocation damping due to zero point motion, which
might be important when thermal damping can be neglected. It
is difficult to measure absolute phase shifts needed to observe
nonthermal damping, but we saw no evidence for significant
damping at low temperatures.
The values of  in our single crystals are comparable to val-
ues previously inferred from some ultrasonic experiments,20
suggesting that differences in cell geometry and growth
technique do not dramatically change dislocation densities.
However, network lengths L in our crystals are as much as
50 times longer. This may reflect the higher quality of single
crystals grown from the superfluid at low temperatures, since
our 20 mK crystals had the lowest  and those grown above
1.3 K had the highest. Our values of L2 (17 to 57)
are much larger than expected for simple well-connected
networks and at least two orders of magnitude larger than the
ultrasonic values.20,21 These extremely large values indicate
that dislocations are aligned in some way that minimizes
intersections,4 probably in planar arrays18 like the low-angle
grain boundaries observed in x-ray tomography.22
The very large lengths also mean that dislocations vi-
brate with large displacements and velocities. For a strain
 ∼ 10−7, the maximum displacement of our longest disloca-
tions (L= 230 μm) is ξmax = 4σbL2π3C ∼ 1.5 μm. The dislocation
then sweeps out an area ∼4 × 10−10 m2 and would encounter
about a thousand 3He atoms in the natural purity crystals.
However, the dissipation has the same ωT 3 dependence in the
natural and isotopically pure crystals, so impurity scattering
is not a significant source of dislocation damping at high
temperatures. At a frequency of 9 kHz, ξmax = 1.5 μm
corresponds to vmax = ωξmax ∼ 0.1 m s−1. This is significantly
faster than the velocity of ballistically moving 3He impurities
(v3 ∼ 2 mm s−1) so it is possible that mobile 3He cannot easily
bind onto and pin such rapidly moving dislocations.
The blocked capillary polycrystal grown had higher dis-
location densities and shorter lengths than single crystals, as
expected, but the range of  is small compared to previous
estimates. In the polycrystal,  ∼ 5.4 × 105 cm−2, only an
order of magnitude larger than in the highest quality single
crystals. At this density, less than one atom in 109 reside in the
dislocation cores.
Our measurements have confirmed that the damping of
dislocations in solid helium is dominated by scattering of
thermal phonons, which produces a dissipation proportional to
T 3 at low temperatures. This allowed us to extract consistent
values of dislocation densities and lengths in single crystals
and polycrystals. The densities are far smaller than the largest
values sometimes quoted for solid helium (6 × 109 cm−2),19
which essentially rules out the flow along the superfluid cores
of a network of dislocations as the source of the apparent
decoupling in torsional oscillator measurements.
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Critical dislocation speed in helium-4 crystals
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Our experiments show that in 4He crystals, the binding of 3He impurities to dislocations does not necessarily
imply their pinning. Indeed, in these crystals, there are two different regimes of the motion of dislocations when
impurities bind to them. At low driving strain  and frequency ω, where the dislocation speed is less than a critical
value (45 μm/s), dislocations and impurities apparently move together. Impurities really pin the dislocations
only at higher values of ω. The critical speed separating the two regimes is two orders of magnitude smaller
than the average speed of free 3He impurities in the bulk crystal lattice. We obtained this result by studying the
dissipation of dislocation motion as a function of the frequency and amplitude of a driving strain applied to a
crystal at low temperature. Our results solve an apparent contradiction between some experiments, which showed
a frequency-dependent transition temperature from a soft to a stiff state, and other experiments or models where
this temperature was assumed to be independent of frequency. The impurity pinning mechanism for dislocations
appears to be more complicated than previously assumed.
DOI: 10.1103/PhysRevB.88.014106 PACS number(s): 61.72.Hh, 62.20.−x, 67.80.B−
I. INTRODUCTION
Extending earlier work by Paalanen et al.,1 Day and
Beamish2 studied an elastic anomaly in solid helium 4, which is
now generally accepted as a “giant plasticity” due to the motion
of dislocations. It implies a strong reduction in the crystal
stiffness around 200 mK, between binding of dislocations to
3He impurities at low temperature and damping of their motion
by collisions with thermal phonons at higher temperature.3–8
The precise motion of the dislocations has been identified as a
gliding parallel to the basal planes of the hexagonal structure
of these hcp crystals,7 so that the anomalous softening is highly
anisotropic in single crystals. An analysis of the damping by
thermal phonons has allowed a determination of the dislocation
density  and of the free length LN between nodes in the
dislocation network.8 As a consequence, a precise study of the
elastic response to an applied strain allows the determination
of the dislocation speed. Moreover, several authors9–12 have
also realized that this elastic anomaly is the likely explanation
for the rotation anomaly of crystals in “torsional oscillators,”
which was previously attributed to supersolidity.13,14
As explained in this article, we have found evidence for
a characteristic speed below which dislocations can move
with 3He impurities attached to them. We call it “critical
speed” for simplicity but it should be clear that there is no
analogy with critical phenomena nor with the critical speed
beyond which dissipation occurs in a superfluid flow. Our
new results solve a running controversy about the frequency
dependence of this motion, some authors4 having observed that
the transition temperature from a soft to a stiff state depends on
frequency, while some others have assumed15,16 that there is
no frequency dependence. Furthermore, our new observations
appear important to understand the binding mechanism of 3He
impurities to dislocation and the damping of their motion in
the low-temperature regime where impurities bind to them.
As concerns how 3He binding affects the crystal stiffness,
two different mechanisms have been considered. Iwasa15 and
Kang et al.16 proposed that the transition from a soft to a
stiff state is only a consequence of the free length L of the
dislocation evolving from a network pinning length LN to
a smaller length, an impurity pinning length Li. Within the
Granato-Lucke theory,17 at low frequency and if the dislocation
damping is small, the temperature-dependent shear modulus
μ is given by
μ
μel
= μel − μ
μel
= RL
2
1 + RL2 , (1)
where μel is the intrinsic value of the shear modulus corre-
sponding to the stiff state when dislocations do not move,
R is the orientation factor (0 6 R 6 0.5), which relates the
shear stress in the dislocations’ glide direction to the applied
stress and can be determined if the crystal orientation is
known, and  = 4(1 − ν)/π3 ≈ 0.09 (ν is Poisson’s ratio).
In this approach, the transition temperature does not depend
on frequency.
In another approach, Syshchenko et al. proposed a Debye
model where the crystal properties have a relaxation time τ
that depends exponentially on temperature due to a binding
energy E of dislocations to 3He impurities. The transition was
understood to be frequency dependent because it takes place
where ωτ = 1, ω being the angular frequency of the applied
strain. From an Arrhenius plot of the peak dissipation tempera-
ture, Syshchenko et al. found E respectively equal to 0.73 and
0.77 K in two different samples, more precisely, a distribution
of binding energies around these values. The energy distribu-
tion was found necessary to fit the temperature variation of
both the stiffness amplitude and the associated dissipation.
In order to make progress in the interpretation of the elas-
tic anomaly of helium crystals, we have studied the shear
modulus of one particular single crystal at variable frequency
and strain amplitude. As described below, we have discovered
a crossover from a frequency-dependent regime to a frequency-
independent regime. It suggests that 3He impurities could
follow the dislocation motion only at velocities less than a
critical value vc ≈ 45 μm/s. Note that the critical speed we
observe is not analogous to a critical speed in a superfluid flow.
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It is a change in the dissipation mechanism, not an onset of
dissipation.
II. EXPERIMENTAL SETUP
Our experimental cell has already been described in previ-
ous articles.7,8 It is a 5-cm3 hexagonal hole in a 15-mm-thick
copper plate, which is closed by two sapphire windows. Inside
the cell, two piezoelectric transducers face each other with a
narrow gap in between. The gap thickness is d = 0.7 mm.
The cell is attached to the mixing chamber of a dilution
refrigerator with an optical access and the crystal orientation is
determined from its growth shape. An ac voltage V is applied
to one transducer in order to produce a strain at a frequency
f = ω/2π in the range 1 Hz to 20 kHz. The displacement of
the transducer surface is d15 = 0.95 A˚/V so that applying a
voltage in the range 1 mV to 1 V, produces a strain  between
10−10 and 10−7. The stress σ on the other transducer is σ = μ
in the range 10−9 to 10−5 bar depending on the value of the
relevant shear modulus μ (20 to 150 bar). By measuring the
amplitude and the phase  of the response to the applied
strain, we obtain the shear modulus μ and the dissipation
1/Q = tan .
For the particular study that is presented here, we chose a
particular 4He single crystal named Y3, which was grown at
1.35 K from natural purity 4He containing 0.3 ppm of 3He.
After growth, it was cooled along the melting line down to low
temperature in order to crystallize some remainder of liquid
in cell corners7 and to have a temperature-independent 3He
concentration equal to that in natural 4He. By analyzing the
picture shown in Fig. 1, we found that the c axis was tilted by
θ = 12.5◦ from the vertical and its projection in the horizontal
plane by φ = 90◦ from the normal to the cell windows. With
this orientation and a vertical shear, one measures a shear
modulus μ = 0.82c44 + 0.04(c11 + c33 − 2c13) that mainly
depends on the elastic coefficient c44. This is the coefficient that
varies with T when dislocations glide along the basal planes.7
As explained in Ref. 7, the dislocations are pinned at low
temperature so that all elastic coefficients including c44 equal
the values measured at high T and high frequency by Crepeau
et al.18 and by Greywall.19 In the present case, it implies a stiff
state at lowT with a shear modulusμel = 135 bar. More details
on the experimental setup and the growth techniques we used
are given in Ref. 7, especially its Supplementary Material.
III. RESULTS
We have measured the shear modulus and the dissipation
as a function of T by cooling the crystal from 1 K down to
20 mK. We used frequencies from 2 Hz to 16 kHz. We varied
the driving strain from 1.4 × 10−9 to 9.5 × 10−9. We verified
that this driving strain is sufficiently small for the crystal to
reach its fully stiff state at 20 mK. Above 10−8, it would no
longer be true.
Figure 1 shows the shear modulus and the dissipation
measured at a strain  = 2.7 × 10−9 for several frequencies.
The transition from the stiff to the soft state occurs at a
temperature that increases with frequency. This result confirms
the previous observations by Syshchenko et al.4 who worked
at small driving strain. The low-temperature stiffness is
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FIG. 1. (Color online) The shear modulus (a) and the dissipation
(b) from the crystal response to a driving strain  = 2.7 × 10−9. The
different curves correspond to different frequencies. On the top right
corner, a picture of the crystal Y3 shows a facetted shape with a c
axis tilted by 12.5◦ from the vertical.
independent of frequency. The minimum value of the shear
modulus is also frequency independent, corresponding to a
softening by 60%, in good agreement with previous measure-
ments on similar crystals.7 What depends on frequency is the
transition temperature and the amplitude of the dissipation
near this transition temperature.
Figure 2 shows the frequency dependence of the dissipation
peak temperature, which can be considered as the transition
temperature. The semilogarithmic “Arrhenius plot” shows a
linear dependence in 1/Tp, which means the existence of a
thermally activated regime at low frequency and low strain
amplitude. We have found an activation energy E = 0.67 K,
which we propose to identify with the binding energy of
3He impurities to dislocations, as we explain at the end of
this article. A similar behavior was observed by Syshchenko
et al. who supposed that the relaxation time τ of dislocations
was proportional to the concentration Xd3 ∝ exp (E/kBT ) of
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FIG. 2. (Color online) Semilogarithmic Arrhenius plot of the
measurement frequency as a function of the inverse of the temperature
Tp at which the dissipation reaches its peak value. Tp represents the
transition temperature from the soft to the stiff state of the crystal.
Error bars on the determination Tp are less than symbol sizes even
at the lowest frequency and amplitude. The linear regime at low
frequency indicates the existence of a thermally activated process
with an activation energy E = 0.67 K.
impurities bound to them. Assuming that ω = 1/τ at the peak
dissipation, they found 3He binding energies E respectively
equal to 0.73 and 0.77 K in two different samples.4
Before discussing this interpretation, let us remark that
our measurements are more precise so that they show two
additional properties: (1) the transition temperature is inde-
pendent of strain amplitude in the low frequency and low
amplitude limits. This indicates that the concentration of 3He
bound to the line depends on temperature only, but at higher
frequency and amplitude, the transition temperature depends
on strain amplitude, which now indicates that applying a large
strain lowers the temperature where 3He impurities bind to
the dislocations. Figure 3 shows the three-dimensional plot of
1/Tp as a function of frequency and applied strain. Figure 2 is
a projection of this 3D plot.
(2) Above a certain frequency, which varies with the strain
amplitude , the transition temperature becomes independent
of frequency. The crossover from a frequency-independent
regime to a frequency-dependent regime had not been observed
before.
Figure 4 shows a graph similar to that of Fig. 2 where
the frequency ω has been replaced by the velocity of the
dislocation line, which is calculated after assuming that its
pinning length is the network pinning length LN. This new
graph shows that the crossover between the two regimes occurs
at a constant critical velocity vc ≈ 45 μm/s. In order to obtain
the velocity v we have used our previous work8 as follows.
We first calculated the dislocation density  and the free
length L in their network from Eq. (1) and the following
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FIG. 3. (Color online) Three-dimensional plot of the inverse
transition temperature 1/Tp as a function of both the frequency and
the amplitude of the applied strain. A projection of the plot is shown
in the frequency/temperature plane, which is shown more clearly
on Fig. 2. Another projection is shown on this figure, now in the
strain/temperature plane, which has been used to build Fig. 5.
one, which relates the dissipation 1/Q to the same quantities
 and L:
1
Q
= μ
μel
ωτ = μ
μel
ω
BL2
π2C
, (2)
where the dislocation energy per unit length is
C = 2μelb
2
π (1 − ν) . (3)
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FIG. 4. (Color online) This graph shows the same data set as
on Figure 2 except that the frequency has been replaced by the
maximum speed of the dislocations (see text for its calculation). This
representation shows that the crossover between the two regimes
occurs at a constant critical speed vc ≈ 45 μm/s.
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μel is the intrinsic elastic shear modulus in the absence of
dislocation motion, b = 0.37 nm is the magnitude of the
Burgers vector, and ν = 1/3 is Poisson’s ratio. The coefficient
B is the damping of the dislocation motion, which is due to
3He atoms at low temperature but to collisions with thermal
phonons at high temperature where it reads
B = 14.4kB
3
π2h¯2c3
T 3 (4)
with c the Debye velocity of sound. The length L equals LN in
the giant plasticity domain where the shear modulus reaches
its minimum value.
From Eqs. (1), (2), and (4), we found a network pinning
length LN = 73 μm and a density  = 7.6 × 105 cm−2 for
the single crystal Y3 studied in this paper. This gives a
factor L2N = 40, which means a small connectivity of the
dislocation network and explains the large variation of the
shear modulus.20 We then derived the maximum dislocation
speed from the displacement at the middle of the length LN
and the equation of motion as
vmax = π (1 − ν)16 b L
2
N  ω, (5)
where  is the applied strain. This is how we calculated
the maximum dislocation speed. Note that in the second
regime where the pinning length is Li < LN, the above
calculation is no longer strictly valid but the middle of the
transition corresponds to L2i = L2N/2 so that our estimate of
the dislocation speed is still a good approximation of the exact
value.
IV. A TENTATIVE INTERPRETATION
As explained above, we have observed a critical speed
vc where a crossover takes place between a first regime at
low frequency and low drive amplitude, which is frequency
dependent, and a second regime at higher drive, which is
frequency independent. In Eq. (2), several quantities depend on
the concentration of 3He atoms bound to the dislocation line,
consequently on temperature: the softening μ, the damping
B of the dislocation motion if 3He atoms move attached to
them, and the pinning length L if it is reduced by the presence
of 3He atoms on the dislocation. We propose the following
interpretation.
A. Critical stress for binding/unbinding
to/from immobile impurities
Impurities are bound to edge dislocations with a potential
due to the stress field around the dislocation and the volume
mismatch between an impurity and the atoms of the crystal. If
a shear stress σ is applied to the crystal, the dislocation bows
out between pinning points and exerts a force on the impurity
which is proportional to the applied stress, to the Burger’s
vector b, and to a pinning length L that is the distance between
pinning points on either side of the impurity:
F = 4b
π
σL. (6)
If this force exceeds a critical value Fc0, consequently if
the stress exceeds a critical value σc0 (which is inversely
proportional to L), the dislocation will detach from the im-
purity. This stress-induced breakaway is a purely mechanical
process at T = 0 but can be assisted by thermal fluctuations
at finite temperature, as explained below. If there are many
impurities bound to the dislocation (e.g., at low temperature),
then L is essentially the impurity length Li. This is small
so the breakaway stress is large. If there are no other bound
impurities, then L is the longer network pinning length LN so
the breakaway stress is smaller. If the crystal is cooled under
large stress (starting from high temperature where there are no
impurities on the dislocations), then impurities cannot bind and
the crystal remains soft to the lowest temperatures. When the
stress is then reduced at low temperature, the first impurity
binds to a dislocation at a critical stress corresponding to
L = LN. This partially pins the dislocation, reducing the length
L and raising the critical stress. Additional impurities can then
bind until the impurity length Li reaches its equilibrium value
and the dislocation is completely pinned. If all dislocations
had the same network length and orientation, they would
become pinned at the same stress and the transition from
soft to stiff would occur suddenly. In a real crystal, there is
a distribution of network lengths so stiffening occurs over
a range of stresses, with short dislocations pinning first (at
high stress) and longer ones pinning later (at smaller stress).
Modulus measurements made while reducing stress at low
temperature can thus be used to determine the distribution
of network lengths.21 The critical stress for binding (when
reducing the stress) is controlled by the network length LN,
while the critical stress for unbinding (when increasing the
stress) is controlled by the smaller impurity length Li. Since
the equilibrium density of bound impurities is large at low
temperatures, the impurity pinning length Li is much smaller
than the network length LN and the breakaway stress is much
larger, which produces the observed hysteresis of the modulus
measured while changing the applied stress.
B. Temperature dependence of the binding stress
At zero temperature, binding and unbinding are purely
mechanical processes, controlled by the impurity-dislocation
potential (with a depth of order 0.7 K for 3He in solid 4He). The
energy barrier for unbinding is reduced as the stress increases,
disappearing at stress σc0. At finite temperatures the breakaway
can be assisted by thermal fluctuations when the energy barrier
is small enough. This gives a critical stress, σc(T ), which
decreases at high temperatures. If measurements are made by
cooling a crystal at constant stress (as in our experiments),
this leads to a binding temperature Tc(σ ) that decreases as the
stress increases, reaching zero at the mechanical breakaway
stress σc0. Above this stress, the crystal remains soft at all
temperatures. This picture of “thermally assisted unpinning”
has been described by Teutonico et al.22 and has been used by
Kang et al.16 to explain the amplitude dependence of the shear
modulus in solid 4He.
C. Critical stress for 3He binding in our measurements
In our measurements shown above, the frequency is held
constant while the temperature is reduced at constant strain,
i.e., at nearly constant stress [e.g., the horizontal dashed
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lines (a) and (b) on Fig. 2, moving from left to right]. For
sufficiently high strain, no 3He could bind to dislocations
and the crystal would remain soft at all temperatures. At
very small strains, we would always be below the critical
binding stress corresponding to L = LN so 3He impurities
would attach to dislocations at their equilibrium concentration
(which increases exponentially at low temperature):
Xd3 = X3 exp (E/kBT ). (7)
At intermediate strains, 3He impurities can bind to dislocations
only below the stress-dependent critical temperature Tc(σ ) so
the crystal stiffens at a temperature that depends on stress
but not on frequency. In Fig. 2, the critical temperatures
Tc correspond to the dashed vertical lines through the high-
frequency points. For example, for the largest strain of
9.5 × 10−9, Tc is about 91 mK. When the strain is reduced,
the binding temperature increases, e.g., to about 160 mK at the
smallest strain 1.4 × 10−9. At intermediate temperatures, e.g.,
120 mK, the crystal is stiff (at high frequencies) at low stress
but soft at high stress.
D. Distinction between binding and pinning
for mobile impurities
In a conventional solid, impurities are immobile at low
temperatures so bound impurities can pin the dislocation very
effectively. This restores the solid’s intrinsic shear modulus
(stiffens the crystal) when the impurity pinning length Li
becomes shorter than the network length. For our crystal (with
LN = 73 μm, a bulk 3He concentration X3 = 300 ppb), this
would occur around 240 mK (assuming that the activation
energy of 0.67 K is the 3He binding energy). The stiffening
temperature would be essentially independent of frequency
but would shift to lower temperatures for large stresses.
This explanation breaks down at low frequencies since the
measurements in Fig. 2 show that the stiffening transition
shifts to lower temperatures at the lowest frequencies. This
is due to the mobility of 3He impurities in solid 4He. If
impurities can move, then there is a distinction between
the binding of an impurity to a dislocation and pinning of
the dislocation. Mobile impurities attached to a dislocation
do not necessarily pin it, in contrast to fixed impurities for
which binding and pinning are equivalent. This effect is
known in classical crystals, where impurities can move at high
temperature via thermally activated diffusion, allowing them to
be pulled along with a moving dislocation. Rather than pinning
the dislocation, this produces an impurity drag on a moving
dislocation.
E. Soft/stiff crossover due to damping from dragged impurities
At low temperature where phonon scattering disappears
and 3He binding starts, the damping coefficient B in Eq. (2)
is due to impurities moving with a dislocation. If each
bound 3He impurity moves independently, then the damping
will be proportional to their density Xd3. As a consequence,
the relaxation time for dislocation motion (τ = BL2/π2C)
increases exponentially at low temperatures. If τ is much
longer than the strain oscillation period, the dislocations are
effectively immobilized by the damping and the crystal is
stiff. This damping-driven crossover between the soft and stiff
states occurs at ωτ = 1, i.e., at a value of τ that is inversely
proportional to frequency. A semilogarithmic plot of the
frequency versus the inverse temperature of the transition 1/Tp
gives a straight line with slope equal to the 3He binding energy
E. This behavior is seen for the low stress/low frequency data
in Fig. 2, giving a binding energy E = 0.67 K.
F. A critical velocity for dragging 3He
With this picture of 3He binding and pinning, we can
understand the behavior shown in Fig. 2. For example, consider
the data for strain 6.8 × 10−9. The binding temperature Tc at
this strain (corresponding to the vertical dashed line through
the high frequency points) is about 100 mK. Above this
temperature, no 3He atoms can bind to the dislocations and the
crystal is soft at all frequencies (with a modulus determined by
the network length LN). Below 100 mK, 3He atoms bind to the
dislocations at their equilibrium density Li (LN). At high
frequencies [path (b)], these bound impurities immediately
stiffen the crystal but at low frequencies [e.g., path (a)], the
crystal remains soft. It is only at a lower temperature (where
the drag due to the bound 3He impurities immobilizes the
dislocations) that we cross over to the stiff state. This implies
that the 3He atoms can follow the moving dislocations at
low speeds (i.e., at low frequencies) but not at high speeds
(high frequencies), the main result of our paper. Figure 4,
which plots the transition temperatures versus dislocation
speed (rather than versus frequency) shows that it is this speed
that determines whether the 3He atoms are able to move with
the dislocations. For dislocation speeds below about 45 μm/s,
we see a frequency-dependent, stress-independent transition
due to damping from dragged 3He impurities. Above this
critical speed, the 3He atoms cannot keep up with dislocation
motion and so act as nearly fixed pinning centers. This
stiffens the crystal below the binding temperature, which is
stress-dependent but frequency-independent.
G. A phase diagram
Figure 5 shows the transitions on a stress versus temperature
diagram in which each point separates a soft from a stiff
state at a given frequency. This diagram allows us to compare
our results to those of Kang et al.16 We have calculated the
stress by multiplying our applied strain by the value of the
shear modulus at the peak dissipation temperatures, i.e., at the
temperature of the data points. At high stresses and speeds, the
data collapse onto a frequency-independent line along which
transition temperatures decrease with increasing stress. This
corresponds to the boundary between the regions Kang et al.
describe as fully pinned and partially pinned on their stress-
temperature diagram. Our data are consistent with their results,
although the location of this boundary will depend on crystal
quality, i.e., on LN. We interpret this behavior in the same way
as Kang et al., in terms of a critical stress for thermally assisted
impurity unbinding. However, our maximum stress (0.1 Pa) is
smaller than their lowest stress (0.2 Pa) and our measurements
extend to much lower frequencies (their data were taken at
1 kHz). This is what allowed us to extend the measurements
to a low-speed regime and discover a critical speed for 3He
atoms moving with dislocations. Below this speed, we observe
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FIG. 5. (Color online) Here the transition temperature Tp is
plotted as a function of the stress σ = μ resulting from the applied
strain . The stress is calculated from the shear modulus μ at the tran-
sition temperature Tp for each applied strain, which is roughly the
middle of the transition from stiff to soft. The three data points above
0.1 Pa are taken from Kang et al.16 in the region which they consider
as a transition from fully pinned to partially pinned dislocations.
a frequency-dependent stiffening temperature, in agreement
with previous work by Syschenko et al.,4 thus clarifying the
apparent discrepancy between the results of the two groups.
H. Migration and inelastic tunneling
The above physical picture would need a quantitative calcu-
lation to be made and compared to experiments, especially for
the critical speed and the dissipation amplitude. This is beyond
the scope of this article but we have three additional remarks. In
2013, Iwasa23 proposed that 3He atoms could migrate along the
dislocation line. Rojas et al.24 actually found some evidence for
such a migration that was temperature dependent. When 3He
atoms stay attached to oscillating dislocations, some migration
could occur from the center towards the network nodes that
are fixed points. In this scenario, there is a free length at
the center of the dislocation, which depends on temperature,
amplitude and frequency. One should probably also consider
this migration for a future model of the frequency dependence
of the dissipation we measured.
In bulk 4He crystals of sufficiently high purity and at low
temperature, 3He atoms are ballistic quasiparticles moving
by coherent tunneling exchange with 4He atoms.25–27 There
is some uncertainty about the exact value of the exchange
frequency J34/2π . According to the 1982 article by Allen
et al.,25 J34 should be between J33 and 0.1 J33, where
J33 is the exchange frequency in pure 3He crystals at the
same density. It means J34/2π between 0.06 and 0.6 MHz.
In 1995, Sullivan26 proposed J34/2π = 0.42J33/2π = 0.23
MHz. The latest estimate by the group of Sullivan27 is
J34/2π = 1.2 MHz, a higher value. The average speed of 3He
quasiparticles is
〈v2〉1/2 = 3
√
2aJ34, (8)
where a = 0.37 nm is the lattice spacing. To obtain this
expression, which is equivalent to the one derived by Sullivan
in 1995,26 we assumed a bandwidth zh(J34/2π ) with a
coordination z = 12. Given the above estimates of J34, we
find an average speed between 600 μm/s and 1.2 cm/s. The
critical speed 45 μm/s could be due to incoherent or inelastic
tunneling of 3He atoms in the potential well of the dislocation.
Note that during the capture of 3He atoms by dislocations,
transverse vibrations are likely to be also emitted in order to
release the binding energy. This phenomenon appears similar
to the case of capture by vortices in superfluid 4He where
Kelvin waves are emitted.28–30 Corboz et al.31 did not allow
for the possible emission of transverse vibrations, which may
explain why they came to the conclusion that the capture
probability was very small. However, we have observed that,
in reality, the capture probability must be large: if we unpin
dislocations from 3He atoms by applying a large amplitude
strain at low temperature, and the large amplitude drive is
suddenly released, most of the relaxation of the shear modulus
to the value corresponding to pinned dislocations takes a
short time of order a few seconds. Of course, a quantitative
calculation of the dissipation associated with the motion of a
dislocation dressed with moving 3He atoms is highly desirable.
V. CONCLUSION
We have found evidence for a critical dislocation speed vc.
We propose that below vc the 3He impurities move at the same
speed as the dislocations and damp their motion proportionally
to their density on the line. It is also possible that they migrate
along oscillating dislocations if this oscillation is slow enough.
Real pinning by 3He atoms would occur only above vc.
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