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Introduction
The estimation of non-perforation probabilities is of significant interest to the developers of armor systems, whose objective is to provide protection for vehicles and personnel against enemy threats. In particular, the following questions may arise:
1. What is the probability that homogenous armor of a given thickness will not be perforated by a specific enemy threat? 2. How thick should the armor be if one is to be highly confident that the probability of non-perforation with this threat is high?
Conversely, these probabilities are of interest to the developers of armor-piercing projectiles, whose objective is to perforate enemy armor. From this point of view, one might ask 3. What is the probability that a projectile will be able to perforate an enemy armor of a given thickness?
For a particular projectile, non-perforation 1 occurs if its penetration depth, denoted by x, is less than the thickness of the armor, denoted by 0 x . Now consider the random variable X, which represents the penetration depth of a randomly selected projectile. The probability of nonperforation is an unknown, fixed constant within the interval [0, 1] and is written as ( )
An estimate for the true non-perforation probability will be based on sample data and as such, is subject to sampling variation. However, a point estimate for the non-perforation probability is a single value and therefore does not give any sense of the uncertainty associated with it. Preferable to a point estimate is an interval estimate that contains the non-perforation probability with high probability, i.e., a confidence interval. The width of the interval provides a quantitative measure of the estimation error.
The problem of estimating ( )
has its origins in acceptance sampling plans for statistical quality control in the 1950's. Lieberman and Resnikoff (1955) and Barton (1961) yielded expressions for the minimum variance estimator. It was not until the 1970's that confidence interval estimators surfaced. In their 1977 paper, Owen and Hua derived lower confidence limits for ( ) 0 x X P ≥ and described how to obtain one-sided and two-sided limits for ( )
However, their derivation contains several errors in notation and as a result, is quite difficult to follow. Owen and Hua's paper also provided tables that assist in the calculation of lower confidence limits for ( ) 0 x X P ≥ ; these tables were dramatically expanded in Odeh and Owen 1 For the remainder of this report, we only discuss non-perforation events, their probabilities of occurrence, and interval estimates for these probabilities. Analogous results for the probability of perforation, ( )
, are easily derived if we use the axiomatic property ( ) ( )
(1980, tables 7.1 through 7.7). Odeh and Owen's tables are cited in the more recent engineering statistics text by Hahn and Meeker (1991, section 4.5) .
In this report, the recent concept of generalized inference is used to develop one-and two-sided confidence intervals for the probability of non-perforation when it can be assumed that the penetrations follow a normal distribution. Although this may be seen as an attempt to "reinvent the wheel," it is meant to show the wide applicability of the generalized approach to confidence interval construction. As pointed out by Weerahandi (2004, section 1.7) , generalized inference may be used to obtain confidence intervals for any function of the normal distribution parameters.
Solutions for the limits of the intervals require iterative calculation of percentiles of non-central t distributions. As an alternative to the tables by Odeh and Owen and to avoid the interpolation errors inherent in their usage, software code is provided in the appendices so that the practitioner can easily obtain exact solutions for the interval limits.
General Solution
Suppose that n depths of penetration
are collected in an experiment for which the observations are assumed to come from a normal distribution with mean µ and standard deviation σ. Historically, this assumption has been found to be tenable when the projectiles are of the same ammunition type with (approximately) equal muzzle velocities, obliquities, etc., and the target is a homogeneous armor. For the purpose of this report, we assume that the armor is thick enough to guarantee that no projectiles will perforate. From this sample, an estimate is desired for the probability of non-perforation, i.e., the probability that a future penetration, X, from the same population of projectiles will be less than or equal to some specified depth, 0 x . This probability is written as ( )
and is known as the cumulative distribution function (CDF) evaluated at 0 x , 
However, any simple point estimate for
does not give information about its precision.
What we would prefer to construct is a confidence interval or perhaps a confidence bound for
that by its width gives some sense of the degree of uncertainty associated with it. The following derivation of a confidence interval for
is based on a method by Weerahandi (1995) in which he uses a generalized pivotal quantity to obtain a confidence interval for the coefficient of variation, µ σ , for a normal population with mean µ and standard deviation σ. The construction of a generalized pivotal quantity requires one to find a function R with arguments 1. X and 2 S (independent and sufficient statistics for the random sample
2. x and 2 s (the observed values of X and 2 S ), 3. θ , the parameter of interest, and 4. perhaps a vector, ξ , of additional unknown (nuisance) parameters.
2 Although this estimate is easily obtained, it does not have the desirable property of being unbiased. An unbiased estimator with minimum variance is presented in either Lieberman and Resnikoff (1955) or Barton (1961) . , is desired. On the other hand, with tolerance interval construction, the CDF value (p) is specified while an interval for the associated percentile,
This function, denoted in full by ( )
, must satisfy the following two conditions:
has a distribution that is free of any unknown parameters.
Condition 2: The observed value of R, i.e.,
If such a function can be found, then it is a generalized pivotal quantity for θ , and its percentiles can be used to obtain confidence intervals for θ . Since their introduction in the 1980's, generalized pivotal quantities have been regarded as quite challenging to derive. Even Weerahandi (1993) states "… the construction of pivotals requires some intuition." In essence, one obtains the pivotal quantity by working backwards from the expression for θ . The mathematical "tricks" of adding 0 and/or multiplying by 1 are adroitly employed to link all unknown parameters in θ with functions of the sufficient statistics whose distributions are parameter free. Once the linking is complete, all remaining random variables are converted to their observed values.
Step 1: The sufficient statistics for a normally distributed random sample are X and 2 S . Random variables based on these statistics whose distributions are free of unknown parameters include 1.
, distributed as a normal random variable with mean zero and variance n 1 ; and 2.
( )
, distributed as a chi-square random variable with 1 − n degrees of freedom.
Step 2: We attempt to construct a random variable from θ that involves Y and/or V. First, notice that by adding zero in the form of ( )
to the numerator, θ can be rewritten in the following manner:
Now the parameter µ is linked to the random variable σ µ − X which was previously noted as having a parameter-free distribution. When we make the substitution
It remains to manipulate the left addend of equation 4 so that the unknown parameter σ is linked to a random variable whose distribution is free of unknown parameters. We can achieve this by multiplying the left addend by 1, in the form of Step 4: Finally, we rewrite the random variables V and Y in their original form (as functions of the sufficient statistics) to obtain the generalized pivotal quantity:
As was demonstrated in the development of R, its distribution is free of any unknown parameters. Thus, condition 1 is satisfied. Furthermore, the observed value of R is ( )
thus satisfying condition 2. Therefore, R is a generalized pivotal quantity whose percentiles can be used to obtain a confidence interval for θ . Using the normal cumulative distribution, ( )
we then ultimately obtain a desired confidence interval for the probability of non-perforation.
Lower Confidence Bound (LCB)
Since effective armor offers a high probability of non-perforation, engineers and management will most often be interested in a lower confidence bound, since this would represent a "pessimistic" bound on the true probability of non-perforation,
is satisfied. However, equation 8 can be expanded to get
Notice that the random variable Y in equation 9 is equal in probability to n Z , in which Z is a standard normal random variable (having mean 0 and variance 1). By using this fact and rearranging the terms in the last probability statement, we have 4 It is implicit that the upper bound equals 1 in the probability statement of equation 8, i.e., 1 (Johnson and Kotz, 1970) .
The final probability expression of equation 11 is the CDF of a non-central t random variable with 1 − n degrees of freedom and non-centrality parameter 
Upper Confidence Bound (UCB)
A UCB would represent an "optimistic" bound on the true probability of non-perforation. As such, it is of little practical value and rarely calculated. However, its derivation is briefly discussed here for completeness and as a precursor to the development of a two-sided confidence interval.
Following a similar progression to that of the previous section, a ( ) % 100 1 α − UCB for 
Two-Sided Confidence Interval
A two-sided confidence interval might be of interest to the researcher simultaneously wanting lower and upper limits for the probability of non-perforation, neither of which is automatically set to their extreme value of 0 or 1, respectively. 
and
Thus, a ( ) % 100 1 α − two-sided confidence interval for the probability of non-perforation,
Iterative Solutions for the Confidence Bounds and Confidence Limits
As an example, consider solving equation 12 for the LCB of 
Confidence Bands
By plotting the function
for all real numbers x, one obtains a smooth, monotonically increasing function that is a simple estimate for the entire CDF. A lower confidence band for the CDF is a plot of the function
. This band lies below the estimated CDF and enables one to see the region above the band in which the entire actual CDF lies (with the stated level of confidence). If one fixes the probability level on the vertical axis, then the corresponding x-axis value from the lower confidence band is an upper tolerance bound. In the context of armor design, the upper tolerance bound is very important as it states with a specified level of confidence what armor thickness is needed to stop a (high) percentage of projectiles from perforating the materiel. A MATLAB program for generating a lower confidence band appears in appendix H.
Upper confidence bands and two-sided confidence bands are constructed in a similar fashion; however, they are likely to be of much less interest to the armor designer. Although MATLAB programs for their construction are not included here, the interested reader could easily tailor the program in appendix H to accomplish this. Table 1 gives the penetrations of 14 projectiles into an extended armor pack. Engineers plan to use 115 units as the armor thickness. To determine if this thickness will provide enough protection, an estimate is desired for the probability that the next projectile fired will not penetrate deeper than 115 units. Letting X be the penetration of this next projectile, we seek an estimate for ( ) The data are first checked for normality by Lilliefors Test (see Conover, 1980) . The value of the test statistic is 0.1713, which corresponds to a P-value greater than 0.20. Therefore, the assumption of normality is not rejected. 
An Application
To achieve a 95% LCB for ( )
, we start by using equation 12:
Using the bisection method, we obtain a solution of
. Therefore, a 95% LCB for
. That is, for an armor of thickness 115 units, one can be 95%
confident that the probability of non-perforation is at least 74.77%. . We can be 95% confident that the true probability of non-perforation is between 71.11% and 97.67%.
Summary
Reporting an interval estimate along with a point estimate gives designers a sense of the error of estimation which is a function of the sample size used in the study and the inherent variability of each projectile-armor interaction. Using a generalized pivotal quantity, we have achieved an interval estimate for the probability that a homogeneous armor plate of specified thickness will successfully stop a projectile from perforating. In the derivation of this interval estimate, we have assumed that the penetration depths are random and that they follow a normal distribution of unknown mean and variance.
The interval limit (or limits if a two-sided interval is desired) is a function of the sample mean and sample standard deviation of penetration depths, the number of shots fired, the thickness of the armor and percentiles of a non-central t distribution. However, since the non-centrality parameter associated with this distribution is a function of the interval limit, numerical methods are required to obtain the final solution. MATLAB and Mathematica codes to perform these calculations are provided in appendices B through G.
Confidence bands that graphically display the entire the relationship between armor width and bounds on the probability of non-perforation follow naturally. These bands may be of help to armor designers in selecting an armor width that will provide a high degree of protection against specific enemy threats. ( )
can be expressed as a double integral of the joint density of 1 X and W, namely,
The double integral of equation A-1, can be rewritten as the sum of two double integrals:
Each of these double integrals is positive, so by dropping the latter of the two, we obtain the inequality,
However, the double integral in equation A-3, represents a probability, namely,
, which in turn equals ( )
; then 2 X is normally distributed with mean 2 λ and variance 1.
Therefore, 
