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Abstract
Geometry plays a key role in contact and shape optimization problems in
which the accurate representation of the exact geometry and the use of adap-
tive analysis techniques are crucial to obtaining accurate computationally-
efficient Finite Element (FE) simulations. We propose a novel algorithm to
generate 3D h-adaptive meshes for an Immersed Boundary Method (IBM)
based on Cartesian grids and the so-called NEFEM (NURBS-Enhanced FE
Method) integration techniques. To increase the accuracy of the results at the
minimum computational cost we seek to keep the efficient Cartesian struc-
ture of the mesh during the whole analysis process while considering the
exact boundary representation of domains given by NURBS or T-Splines.
Within the framework of Cartesian grids, the two significant contributions
of this paper are: a) the methodology used for the mesh-geometry intersec-
tion, which represents a considerable challenge due to their independence;
and b) the robust procedure used to generate the integration subdomains
that exactly represent the CAD model. The numerical examples given show
the proper convergence of the method, its capacity to mesh complex 3D ge-
ometries and that Cartesian grid-based IBM can be considered a robust and
reliable tool in terms of accuracy and computational cost.
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1. Introduction
It has recently become clear that a major drawback to the rapid struc-
tural analysis of geometrically elaborated 3D domains using Finite Element
Analysis (FEA) is the time allotted to creating an appropriate finite element
mesh. Even after the development of sophisticated mesh generators, a sig-
nificant amount of skilled human resources is required to create good quality
finite element meshes for the geometrically complex models required for the
solution of common industrial problems.
The aim of adaptive mesh generation and automatic error control in FEA
is to eliminate the need for manual re-meshing and re-running design sim-
ulations to check the numerical accuracy. In ideal circumstances, the user
should only input the component model and a coarse finite element mesh.
The software should then autonomously and adaptively reduce the element
size where required, reducing the error in the solution fields to a predeter-
mined value.
Adaptive methods of finite element simulations were first proposed in the
late 70’s[1, 2]. The most common criterion in general engineering use is that
of prescribing a limit for a global magnitude, such as the error computed in
the energy norm, though it is possible to define magnitudes of interest to
evaluate the goodness of the evaluated meshes[3, 4, 5].
The procedures for the refinement of finite element meshes fall mostly
into two categories:
1. The h-refinement, in which the element type is maintained but the
elements are changed in size. In some locations of the mesh the element
sizes are made smaller, or larger (not very common), where needed
to provide maximum computational economy in reaching the desired
solution.
2. The p-refinement, in which the element size is kept constant and the
order of the polynomial, used in its definition is increased where nec-
essary, generally by using hierarchical shape functions[6, 7].
There exists a third category, the hp-refinement [8, 9], which consists of
simultaneously adapting the size of the elements and their approximation
degree.
In this contribution we will present an h-adaptive refinement strategy
based only on the size of the element keeping the polynomial order of the
interpolation constant.
2
Decades after the development of functional meshing techniques[10, 11,
12], mesh generation still has to evolve in order to minimize the design cycle
time because real industrial applications are, in general, geometrically com-
plex and traditionally require a skilled workforce to generate an analysis-
suitable finite element mesh.
One alternative to reduce the meshing burden, related to the proposals in
this paper, is to use mesh generators based on simple discretizations such as
octrees [13, 14, 15]. In octree-based mesh generators [12, 16, 17] an embedding
cube-shaped domain is created and meshed following a Cartesian hierarchy
through the mesh generation process for efficiency. After adapting the octree
mesh to the geometry and splitting the cut cells into tetrahedrons to capture
the boundary of the model, the octree is broken up into a valid body-fitted
mesh and then smoothing techniques are used achieve good quality finite
elements.
It is apparent that mesh generation could be greatly simplified by using
implicit meshing approaches in which (as in octree techniques) the geomet-
rically complex domain is embedded into a geometrically simpler domain
whose meshing is simple if not trivial. As opposed to octree techniques, in
the approach described here the non-conforming FE mesh is not modified to
fit the boundary. Instead, the matching between geometry and mesh is done
during the evaluation of element integrals, which are defined only by the
part of the elements cut by the boundary that lies within the domain. Many
methods are described in the literature in which the geometrically complex
domain is embedded into a geometrically simpler domain. Among many
other names used to describe these FE techniques in which the mesh does
not match the domain’s geometry, there is the Immersed Boundary Method
(IBM) [18], the Immersed Finite Element Method (IFEM) [19] or the Finite
Cell Method (FCM)[20, 21, 22]. Immersed boundary methods, often referred
to as embedded methods, have been studied by a number of authors for
very different problems such as, for example, shape optimization [23, 24] or
bio-mechanics [25, 26, 27]. Most of these techniques rely on an integration
submesh in the elements cut by the boundary to perform the body-fitted
numerical integration appearing in the weak formulation.
Implementing the Finite Element Method in combination with the embedded-
domain concept offers a powerful alternative due to the potential benefits:
virtual automatic domain discretization, suitable for creating hierarchical
data structures for simple data transfer and re-use of calculations, ability to
easily create adapted domain discretizations, a natural platform for efficient
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structural shape optimization processes, multigrid and multiscale analyses,
etc. However, there are also tradeoffs with this approach related to the fact
that the boundary of the domain does not necessarily coincide with the ele-
ment faces. For example, there are difficulties in accurately integrating the
weak form of the governing equations over the elements intersected by the
boundary. There are also difficulties in imposing essential boundary con-
ditions as the nodes do not necessarily lie on the Dirichlet boundary and
the direct enforcement of the essential boundary conditions is in general not
possible.
As an efficient solution for these drawbacks, we used a methodology based
on the use of Cartesian grids independent of the geometry. This methodol-
ogy, known as cgFEM[28, 29], was implemented in a computer code for the
structural analysis of 3D components considering uniform meshes. The first
3D version of this methodology, known as FEAVox[30] was described in a
previous paper. The aspect that distinguishes FEAVox from other immersed
boundary approaches is that it is able to consider the exact CAD representa-
tion of the boundary of the domain, given by NURBS[31, 32] or T-Splines[33],
in the evaluation of volume integrals. To perform the numerical integration,
instead of simplifying the embedded geometry, for instance using triangu-
lar facets for its definition, FEAVox includes novel techniques to perform
the exact integration (up to the accuracy of the quadrature rule) over the
true computational domain. In particular, these integration techniques are
the techniques considered by the NURBS-Enhanced Finite Element Method
(NEFEM) [34, 35].
The accurate evaluation of integrals in elements cut by the boundary,
it is necessary to maintain the optimal convergence rate of the error of the
FE solution. This is, therefore, an active area of research. In fact, several
methodologies have recently emerged to perform high-order integration in
embedded methods, such as the so-called ’smart octrees’ tailored to Finite
Cell approaches[36] or techniques in which the geometry is defined implic-
itly by level sets[37]. We used the NURBS-Enhanced integration techniques
because their consistency considering the exact geometric description[38] is
of major importance when dealing with CAD models in applications such as
shape optimization or contact between bodies.
This contribution will show how the capabilities of the cgFEM methodol-
ogy have been improved by developing h-adaptive analysis techniques. These
techniques have been successfully implemented in FEAVox in order to han-
dle complicated CAD models without renouncing the traditional properties
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of embedded methods as well as developing a robust enhanced procedure for
geometry-mesh intersection.
The paper is organized as follows: a brief review of the basic features
of the cgFEM methodology is given in Section 2. Section 3 explains how
the mesh-geometry intersection problem is solved. Section 4 describes an
extended scheme to efficiently integrate elements intersected by the bound-
ary. Section 5 gives details of the refinement strategies. Section 6 contains
numerical results showing the behavior of the proposed technique. Finally,
the conclusions are given in Section 7. The derivation of the h-adaptive
refinement criterion for 3D meshes is given in Appendix A.
2. Cartesian grids with exact representation of the geometry: FEAVox
The present work is the logical continuation of [30], which introduced the
new cgFEM methodology implemented in an FE code, called FEAVox, for
the analysis of structural 3D components. Its main novelty was its ability to
perform accurate numerical integration in non-conforming meshes indepen-
dent of the geometry. A brief review of cgFEM and its features is given here
as a background to the present paper.
The foundations of mesh generation in cgFEM consists of defining an
embedding domain Ω such that a bounded domain ΩPhys fulfills ΩPhys ⊂ Ω.
Let us assume that the embedding domain is a cube, although rectangular
cuboids could also be considered. This means Ω is much easier to mesh than
the domain of interest ΩPhys. Figure 1 gives an example of the different do-
mains defined. Figure 1b only gives the elements of the embedding domain
interacting with ΩPhys denoted by ΩApprox and Figure 1c shows a representa-
tion of the submesh used only for integration purposes.
The original version of FEAVox considered a sequence of uniformly refined
Cartesian meshes to mesh the Ω, where the different levels of the Cartesian
meshes were connected by predefined hierarchical relationships. The term
Cartesian grid set, denoted by {Qih}i=1,...,m, is used to define the sequence
of m meshes utilized to discretize the embedding 3D domain Ω. For each
level i of refinement, the embedding domain Ω is partitioned into niel disjoint
cubes of uniform size, where ni+1el = 8n
i
el. While in a uniform refinement
process this operation was carried out for every element in the mesh, in
our h-adaptive approach, the subdivision step will be guided either by local
geometrical parameters or a discretization error-based criterion, so we could
end up with elements of different sizes in the same mesh.
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(a) (b) (c)
Figure 1: Immersed Boundary Method environment. (a) Torus geometry,
ΩPhys. (b) Approximation mesh, ΩApprox. (c) Integration mesh, Ω
h
Phys.
It is worth noting that the hierarchical relationships considered in the data
structure provide automatisms for mesh refinement, thus positively affecting
the efficiency of the FE implementation. Nodal coordinates, mesh topology,
hierarchical relationships, neighborhood patterns, and other geometric or
topological information can be obtained algorithmically. This information
is therefore not stored in the memory, making the proposed algorithm more
efficient, not only in terms of computational cost but also in terms of memory
requirements.
During the creation of the FE analysis mesh used to solve the boundary
value problem we can classify the elements of the Cartesian grid into three
groups: boundary, internal and external elements. Let Γ be the boundary of
ΩPhys and Ω
e the domain of every element conforming the embedding domain
Ω.
We define ΩI as the set of elements fully contained in the model domain,
Ωe ⊂ ΩPhys (green elements in Figure 2). We also define ΩB as the set
of elements such that Ωe ∩ Γ 6= ∅. Within these elements we will use a
submesh to take into account that only a portion of these elements needs to
be integrated, i.e. the portion of these elements that lies inside the physical
domain, namely ΩPhysB = ΩB ∩ ΩPhys (blue triangles in Figure 2).
The internal elements are standard FE elements and the affinity with
respect to the reference element is exploited in order to avoid the computa-
tional cost of creating their element matrices. For the elements cut by the
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Figure 2: Section of a 3D Cartesian grid showing the different types of ele-
ments and nodes.
boundary, due to the independence between the embedded geometry and the
mesh, as it is necessary to determine the relative position of the elements with
respect to the physical boundary, specific strategies are proposed to find the
intersections with the boundary and to perform the numerical integration.
Since the intersection process is a key step in our algorithm, Section 3 will
be devoted to giving a detailed explanation of its main aspects.
Regarding the integration of intersected elements in cgFEM, we proposed
a strategy to perform the integration over ΩPhysB employing a tetrahedral-
ization of this region in each boundary element that incorporates the exact
boundary representation of ΩPhys. Numerical integration over the region Ω
phys
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is then accomplished by integrating over each subdomain of the tetrahedral-
ization. The strategy proposed in the NURBS-Enhanced Finite Element
Method (NEFEM)[34, 35] is adopted to perform the integration over the
subdomains. As has been demonstrated in the previous work, this approach
can be successfully used in a Cartesian grid environment, giving it the abil-
ity to integrate the curved subdomains of domains parametrized by NURBS,
T-Spline or other parametric representations.
In cgFEM, Dirichlet boundary conditions are imposed using stabilized
Lagrange multipliers, or more precisely, the procedure chosen to impose the
constraints follows the technique proposed in [39]. This method is suitable
for h-refinement in the context of hierarchical Cartesian grids, where the
problem is stabilized by a functional added to the initial formulation.
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3. Geometry-mesh intersection
As a logical consequence of the independence between the analysis mesh
and the geometrical model, the problem arises of discriminating the parts of
the mesh inside and outside the model. The simplest approach is to find the
intersections of the physical boundary with the edges of the Cartesian grid
elements. This is usually a simple problem when using a model described
by a tessellated boundary or a linear interpolation from implicit boundary
representations, as for example level-set functions. However, when dealing
with exact explicit representations, as in the present work, or high-order
implicit boundary representations[37], more sophisticated boundary-tracking
procedures are needed.
There are several methods available in the literature to evaluate the inter-
section between parametric surfaces and arbitrary rays. These are known as
ray-tracing strategies and are widely used by the computer graphics commu-
nity and the animation and videogames industries, whose need for better rep-
resentation technologies fostered the rapid proliferation of these techniques.
The ray-surface intersection is generally calculated in one of two ways,
according to the nature of the surface. If the surface is defined by a tessella-
tion, the ray-tracing is performed on the resulting set of triangular surfaces,
which is algebraically trivial. When using parametric surfaces, the curve-
surface intersection is solved directly, usually by a numerical method. There
are plenty of algorithms for ray-tracing parametric surfaces available in the
literature[40, 41, 42, 43, 44].
Here we propose a robust algorithm for finding the intersections of a
Cartesian grid and parametric surfaces. The algorithm includes the multi-
variate Newton method and incorporates criteria to minimize the disadvan-
tage of requiring an initial guess, which must generally be close to the root
itself. In this section, since we only need a basic version of the well known
Newton’s Method, we will focus on the details of how to make an accurate
initial guess for the intersections.
The process will be illustrated with an example. Figure 3a contains an
arbitrary parametric surface and its control points. Since we are using Carte-
sian grids, we need to intersect this surface with straight lines following di-
rections X, Y or Z only. In Figure 3b a set of axes defined along Z are
plotted that intersect the parametric surface.
In addition, we know that each one of the Cartesian axes will be defined
by two Cartesian planes, as shown in Figure 3c, where it can be seen that
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(a) (b) (c)
Figure 3: Example of surface and Cartesian axes. (a) Parametric surface.
(b) Axes in direction Z. (c) Cartesian planes of an axis.
the intersection between a Y Z-plane, defined by the coordinate x, and a
XZ-plane, defined only by y, yields a Z-axis.
In order to make a good initial guess for every axis in the Cartesian grid we
have to choose points that would be close enough to the actual intersections.
To do this in an efficient way we will generate a triangulation of the surface
by evaluating a properly defined set of points, Figures 4b and 4a respectively.
The points and the subsequent triangulation are defined in the parametric
space and then projected onto the physical space in which the intersecting
planes are defined.
It is worth noting that if the triangulation is too coarse a Cartesian axis
could intersect the same triangle several times (illustrated in [30]). If the tri-
angle is defined in an area of the surface with curvature changes, considering
the same initial guess for different roots will prevent the convergence of the
Newton-Raphson algorithm to all the different roots. To avoid this situation,
we recommend that the distance between the set of points evaluated on the
surface be related to the distance between the Cartesian planes of the mesh,
and thus related to the element size.
In order to do this, we first evaluate the physical bounding box of each
surface. With this information, the bounding box of the embedding domain
and the maximum refinement level allowed by the user, we estimate how
many axes will be intersecting the surfaces. We set the number of points
that define the uniform grid, with the vertices of the auxiliary triangulation,




A}, where NA is the number of axis that
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intersect the bounding box of the surface in each Cartesian direction. This
criterion has been successfully applied to different examples. In any case,
the user, to be able to capture any kind of curvature changes, could tune the
factor that multiplies NA.
(a) (b)
(c) (d)
Figure 4: Procedure for the initial Newton-Raphson guess. (a) Arbitrary
discretization of the surface. (b) Triangulation generated. (c) Triangulation
and intersection planes. (d) 2D view of the level sets.
After obtaining the auxiliary triangulation we evaluate the level sets of the
intersection planes (Figure 4c) with respect to the points on the parametric
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surface. In this way we will identify the position of the points with respect to
the two planes by evaluating the sign of the distances in the physical space.
This represents a trivial operation as it only requires comparing the global
coordinate of each point of the triangulation with the coordinates that define
the Cartesian planes. Figure 4d shows a view of the level sets calculated in
the parametric space. The signs of the distances to the planes XZ and Y Z
are in red and green, respectively. Our strategy consists of finding triangles
that are cut at the same time by the two planes defining the intersecting
axis.
Now, if every triangle Ti of the triangulation is defined by the vertices





5a), then we say that the triangle is cut by a plane when we can find vertices
on both sides of the plane at the same time, i.e., there is a change in the sign
of the vertices (Figure 5b). Otherwise, the triangle is not intersected when
the signs of all vertices are the same (Figure 5c). As we have said, every axis
in the mesh is defined by two planes, so if a triangle is intersected by both
planes at the same time we will use it to make the initial guess of the axis
in question. Using these criteria, the area where we have to make the initial
guess for the axis for the case in Figure 4 can easily be identified (see Figure
5d).
It should be noted that the fact of not meeting the criteria does not
necessarily mean the intersection does not exist. Indeed, if we use a linear
triangulation to discretize an arbitrary parametric surface, it could happen
that a plane intersects the triangles that had not been detected by the previ-
ous criteria. An example of this can be seen in Figure 6a, where the sign of
the vertices indicate that the triangle is not intersected, but if we had con-
sidered the real definition of one edge of the triangle the intersection would
have existed.
To identify the intersection we introduce a new criterion based on the
distances of the vertices to the plane of intersection. Let Ci be the maximum
length of the bounding volume defined by the vertices of the triangle Ti such




i } where Cxi = max {P xi } −min {P xi } and C
y
i and
Czi are defined in the same way. Then, d1, d2 and d3 being the distances
from the vertices to a plane (Figure 6b), we say that if {|d1| , |d2| , |d3|} < Ci,
the triangle is ambiguous because we cannot ensure the existence or non-
existence of the intersection. To eliminate this ambiguity we subdivide the
triangle and recalculate the criteria. This subdivision is recursively applied




Figure 5: Intersecting the Cartesian planes and the triangulation. (a) El-
ement of the triangulation. (b) Cutting plane. (c) Non-cutting plane. (d)
Target triangles for intersection.
tangent points as shown in Figure 7a. In this scenario, the subdivision will
continue and the procedure will stop when the triangle size is small enough to
assume the axis is tangent to the surface, Figure 7b. When a surface itself is
coplanar to Cartesian axes, see Figure 7c, the intersection of those axes have
to be circumvented to avoid the excessive subdivision due to the theoretical
presence of infinite intersections. In order to do this, it is possible to check if
a surface is defined along any Cartesian coordinate and if so, detecting any
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(a) (b)
Figure 6: Ambiguous intersection between triangles and planes. (a) Case of
intersection not detected. (b) Distances of points to plane.
axis contained in it is simple. The intersections evaluated on these surfaces
will come from the axes normal to the tangent plane, as pictured in Figure
7d.
Once we have identified all the candidate triangles to be intersected by
every axis in the mesh, we will choose their geometrical center in the para-
metric coordinates as the initial guess to evaluate the intersection. After
obtaining these initial points we will compute the intersections using the
Newton-Raphson method, as mentioned above. Regarding this iterative pro-
cess, when dealing with badly parametrized surfaces, the derivatives could
present rapid changes. The parametric space of a surface is defined, if nor-
malized, as a quadrilateral with dimensions [0, 1] × [0, 1]. Rapid changes in
the derivatives during the Newton-Raphson procedure could yield in iteration
parameters, {ξi, ηi}, outside the definition of the parametric space. To avoid
this situation we force the parameters to be 0 ≤ {ξi, ηi} ≤ 1, allowing to
keep points that would be discarded in an intermediate stage of the process.
With the intersections evaluated, it is trivial to classify the nodes as
internal or external by simply marching along the edges of the Cartesian
grid and the classification of elements as internal, boundary or external,
is automatically achieved by counting the number of internal and external
nodes in each element.
It is important to understand that this intersection step is the keystone




Figure 7: Treatment of tangent situations. (a) Axis tangent to a surface.
(b) Resulting subdivided triangulation. (c) Plane tangent to a surface. (d)
Intersection of normal axes only.
subdomains (see Section 4) and the geometrical refinement (see Section 5.1),




The FEM requires the computation of integrals over the domain, ΩPhys,
and over its surface, Γ. The numerical integration in the IBM requires special
attention as the mesh is usually independent of the geometry of the physical
domain.
As explained in [30], internal elements, ΩI, are standard finite elements in
which the integration is performed using a tensor product of one-dimensional
Gauss quadratures with the specified number of points in each direction.
Nevertheless, the contribution of the boundary elements, ΩB, requires spe-
cial attention as the integrals in these elements must be computed only
over the portion of the element that lies inside the physical domain, namely
ΩPhysB = ΩB ∩ ΩPhys (see Figure 1c). In fact, the independent generation of
the Cartesian grid with respect to the embedded geometry implies that the
region of each element intersected by the mesh lying inside the computation
domain, ΩPhysB can be extremely complex.
The approach proposed in [30] to perform the integration over ΩPhysB con-
sists of employing a tetrahedralization of this region that incorporates the
exact boundary representation of ΩPhys. This strategy was inspired on the
Marching Cubes (MC) algorithm [45], which uses a set of templates for the
intersection between surfaces and the edges of cubes to define a surface tri-
angulation. Since a cube has 8 corners and each corner can have two states,
there are 28 = 256 possible types of intersection. By symmetry considera-
tions, this can be reduced to 15 basic cases (14 if we remove the case with
no intersections).
The idea is very simple; we start with the reference hexahedral element
in Figure 8, in which we have identified the 8 nodes and the 12 edges where
the intersections can appear. The algorithm will only allow one intersection
point with an edge, so the edge numbers in Figure 8 can also be considered as
possible intersection points. We extended the idea behind the MC algorithm
to create templates that define tetrahedralizations of the domain contained
in each boundary element. To represent these templates we will consider
that the CAD surface intersects the element edges at their midside point,
as shown in 8. Flat surface tetrahedrons will be considered to define the
templates.
Figure 9a shows an example of an integration pattern with an internal
node (red dot), 3 intersections (green squares) and 7 external nodes (blue
dots). With this set of nodes and intersections we can generate a tetrahe-
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Figure 8: Numbering of nodes and edges in a reference element.
dralization, for example using the Delaunay tetrahedralization, to discretize
the element into subdomains (Figure 9b). We can deduce that all the ele-
ments that present the same configuration could share the same pattern of
tetrahedrons, so we only need to keep in the computers memory one set of
tetrahedrons for every configuration and use it multiple times.
In the previous study [30], it was assumed that the edges of the elements
are intersected, at most, once by the boundary of the physical domain. From
this premise, we need only 7 out of 14 templates of the original MC algorithm
(1, 2, 5, 8, 9, 11 and 14, see [45]). The seven patterns considered are depicted
in Figure 10. In the figures we can see the set of tetrahedra used for each
pattern and the corresponding nodal topologies. Colors identify internal
and external subdomains (or different materials in the case of multi-material
interfaces). The actual location of the intersections on the edges and curved-
face tetrahedrons exactly defining the CAD surface will be considered during
the integration process once the integration pattern has been determined.
Since we have found the intersections between the geometrical model and
the mesh, and thus the nodes that are internal or external to the body,




Figure 9: Integration pattern example. (a) Nodal and edge intersection
topology. (b) Tetrahedralization.
These patterns are valid when the elements are intersected by only one
surface, but in problems defined by arbitrary geometries there will be ele-
ments intersected by several surfaces at the same time. A common situation
is the existence of sharp features inside an element generated by the interfaces
of connecting surfaces, see Figure 11a. The proposed method is to evaluate
these elements individually, generating specific sets of tetrahedra, using for
instance a Delaunay procedure, as in Figure 11b.
Following [34], integration subdomains with several faces on different sur-
faces are split into tetrahedrons with only one face on a parametric boundary.
It is worth noting that subdivisions are only applied to design a numerical
quadrature. Two examples are presented to illustrate the proposed strategy.
The first example considers a tetrahedral element ΩT with two faces on dif-
ferent surfaces (P1−P2−P4 on ΓA and P2−P3−P4 on ΓB) (see Figure 12).
In this example, we will use the only edge not lying on the boundary, edge
P1−P3, to define its geometrical center PE and generate two new subdomains
with only one face on the boundary.
The second example considers an element ΩT with three faces on different
surfaces, as represented in Figure 13. In this case, the subdomain is split into
three tetrahedrons using the geometric center PF of the only face not lying
on any boundary (face P1−P2−P4). New subdomains are then defined as a
17
(a) Configuration 1. (b) Configuration 2.
(c) Configuration 3. (d) Configuration 4. (e) Configuration 5.
(f) Configuration 6. (g) Configuration 7.
Figure 10: Intersection patterns inspired on the MC algorithm. Nodal topol-
ogy (left) and tetrahedralization (right).
(a) (b)
Figure 11: Exception to the intersection patterns. (a) Element intersected
by several patches of a trapezoidal prism. (b) Detail of the resulting tetra-
hedralization.
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Figure 12: Subdivision of tetrahedrons with two faces on different parametric
boundaries.
linear convex combination of PF and original boundary faces of ΩT , having
at most one face on a parametric boundary.
Figure 13: Subdivision of tetrahedrons with three faces on different paramet-
ric boundaries.
The evaluation of these elements has a higher computational cost than
that of elements with standard patterns, however, the ratio of the amount
of elements with configurations not represented by the standard patterns to
the number of elements in the mesh is very low, in general. In addition,
the strategy presented allows both the consideration of sharp features and a
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proper discretization, to integrate parametric boundaries through NURBS-
Enhanced rationale in an immersed boundary environment.
Remark 1. It is worth mentioning, that for other piecewise boundary defini-
tions (surface triangulations for instance) FEAVox uses the linear version of
the subdomains generated to approximate the boundary, as depicted in Figure
14a. In these cases, a proper h-adaptive strategy of the boundary would be
necessary to improve geometrical accuracy. In addition, when it is important
to properly capture the piecewise boundary representation, then it is possi-
ble to apply the procedure proposed in this contribution,treat all the different
components of these surfaces as individual parametric surfaces, and gener-
ate a submesh, as shown in Figure 14b. Lastly, if the model is defined with
high-order piecewise polynomials we could always use the NEFEM integration
(Figure 14c). The last two options would yield excessive mesh refinements
and a higher computational cost due to the large number of unions between
surfaces, which implies the exclusive tetrahedralizations of more elements.
(a) (b) (c)
Figure 14: Treatment of a linear piecewise boundary within an element.
(a) Subdomains template. (b) Exclusive subdomain creation. (c) Exclusive
subdomain creation and NURBS-Enhanced integration.
In order to improve the robustness of the method we extend the previously
described concepts by assuming the existence of intersections on the nodes
of the element, or in other words, boundary nodes. These possibilities were
not considered in the first development and are very likely to exist when
dealing with complicated CAD geometries and h-adaptive mesh generation.
Although the exact intersection on the node is not, in general, very likely, we
can have many of these intersections due to the use of a geometrical tolerance,
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so intersections of the surface with element edges within the geometrical
tolerance of the element nodes will be considered as intersections on the
nodes.
For example, if we take Configuration 1 in Figure 10a, we can quickly see
that we have as many options as intersections we can move to the nodes (see
Figure 15) the boundary nodes being the magenta dots.
(a) (b) (c)
Figure 15: Configuration 1. Different options when considering surface in-
tersections on boundary nodes. (a) One boundary node. (b) Two boundary
nodes. (c) Three boundary nodes.
In this contribution we propose a strategy to handle all these new pos-
sibilities using exactly the same number of stored patterns, i.e. the original
7 patterns. This is possible because of the relationship between boundary
nodes and intersections, and the latter with the integration patterns.
To explain the procedure we will use the Configuration 1 shown in Figure
9, which yields the cases seen in Figure 15. The numbering used is that of
the one defined in Figure 8.
Starting with the case shown in Figure 15a, the strategy follows the next
steps:
1. Position of nodes. We have to analyze the in/out topologies of the
element nodes. Assuming the red nodes are the internal ones, in Figure
15a we can observe that only node 1 is internal. With the position of
the nodes defined we can then identify the intersection pattern, in this
case Configuration 1 in Figure 10a.
2. Intersection topology. The intersection topology comes automatically
with the intersection pattern. In our example, Configuration 1 needs
intersection 1, 4 and 5 to be able to generate the tetrahedralization.
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3. Boundary node connectivity. Each node is related to 3 intersections on
the edges shown in Table 1. In the example, the node on the boundary
is no 2, which is related to edges 1, 2 and 6.
Node Related intersections on edges
1 1− 4− 5
2 1− 2− 6
3 2− 3− 7
4 3− 4− 8
5 5− 9− 12
6 6− 9− 10
7 7− 10− 11
8 8− 11− 12
Table 1: Relations between nodes and intersections.
4. Boundary node to intersection. Figure 15a shows that we only count
intersections 4 and 5, but Configuration 1 needs intersections 1, 4 and
5. Then, knowing that node 2 is related to intersections 1, 2 and 6,
in which 2 and 6 are not used in this pattern, we can assume that
intersection 1 is equivalent to node 2 when generating the pattern.
5. Tetrahedra generation. If we generate this reference tetrahedralization
with the coordinates of the boundary node 2 as intersection 1 included,
then the result will be similar to Figure 15a, but obviously if we use
the original set of tetrahedrons some of them will be collapsed (volume
zero) as the location of intersection 1 will coincide with node 2. These
zero-volume tetrahedrons will be removed because they will not add
anything to the integration step.
The cases represented in Figures 15b and 15c, in which each boundary
node will be related to a determined intersection, are further cases in which
the procedure could be used. This strategy will also work for all configura-
tions and not only for these simple cases.
Remark 2. It is important to note that some patterns can yield the same
degenerated tetrahedralization. For example, in Figure 16a we have the orig-
inal intersection pattern of Configuration 2. If intersections 2 and 6 were on
node 2, the latter would become a boundary node, as in Figure 16b. The final
tetrahedralization will be equivalent to the one shown in Figure 15a, which
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is topologically identical to the one obtained from Configuration 1 (Figure
15a), therefore leading to ambiguity. Although the tetrahedrons of both con-
figurations do not coincide, the result after the integration will be the same.
However, this case will not appear during the execution of the algorithm be-
cause if we compare Figures 16a and 16b we can observe how node 2 is
transformed from an internal (red dot) to a boundary node (magenta dot).
This violates the requirement of conserving the original in/out node topology,
so even though the result were correct, we do not allow it to avoid ambiguity
during the process.
(a) (b) (c)
Figure 16: Configuration 2. Degeneration equivalent to Configuration 1. (a)
Intersection pattern. (b) One boundary node. (c) Resulting tetrahedraliza-
tion.
To summarize; the strategy proposed will yield 3 different options, de-
pending on the case under study:
1. If the topology of the nodes and the intersected edges coincide with any
of the precomputed patterns and there are no boundary nodes, then
we directly use the standard pattern assigned.
2. If there is a match between the nodal in/out topology and the stored
patterns, and there is at least one boundary node present, we will
proceed as explained above to obtain the proper tetrahedralization from
an original pattern without adding computational cost.
3. When the intersection pattern of an element is not stored or there
are several surfaces intersecting the element, we will proceed with a
Delaunay tetrahedralization of the element.
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5. Mesh refinement
As mentioned in Section 1, there are several strategies to tackle the mesh
refinement. In this contribution we propose a procedure based on the subdi-
vision of the integration region into successively smaller nested sub-regions,
thus modifying the density of elements to yield a more precise solution, keep-
ing the element polynomial order constant.
The three main components of the h-adaptive finite element analysis we
propose are:
1. Calculation of the parameters used to drive the subdivision process.
They could be geometrical parameters or we can use parameters ob-
tained from the finite element solution, for example, the estimated error
in energy norm or any other quantity of interest.
2. Mesh generation. Since we are using Cartesian grids independent of
the geometry we do not need to generate a new mesh from the be-
ginning, instead we stick to the first mesh and subdivide the elements
flagged by the parameters calculated. Note that we will consider mesh
conformity, i.e. the maximum refinement difference between two ele-
ments adjacent by face or edge is limited to one level, and Multipoint
constraints (MPCs)[46, 47] are used to enforce C0 continuity between
adjacent elements of different levels.
3. Projection of variables from the old mesh to the new mesh. In this
case, our hierarchical data structure allows the automatic transference
of properties from old elements to new ones.
Then, the input to this h-refinement procedure is a uniform coarse mesh
and a prescribed limit to the refinement level. Both the initial level of the
mesh and the maximum level of refinement will be chosen by the user. We
propose a two-step adaptive meshing strategy:
1. Geometrical refinement to obtain the first mesh for the FE analysis.
The elements of the initial grid mesh will be refined following geomet-
rical considerations until a mesh properly adapted to the geometry is
obtained. This mesh will be the first mesh used for the FE analysis.
2. Solution based refinement. After the FE analysis of the first mesh, the
mesh refinement is guided by estimations of the error in the energy
norm or in magnitudes of interest evaluated from the FE solution.
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5.1. Geometrical refinement
The refinement based on the features of the geometrical model is widely
used in FEA, since the user can easily identify where the mesh should be finer
to properly capture the boundaries of the models. For any kind of geomet-
rical representation, from tesselations to advanced parametric surfaces, it is
possible to define parameters to evaluate changes of curvature, small features
and any other characteristic that could influence the Finite Element solution
if the discretization is not properly defined on the boundaries of the models.
However, as in any other mesh generation task, choosing the proper element
size for different areas and obtaining a good quality mesh of a complicated
model would require a considerable amount of time.
Our idea is to take advantage of the information already obtained during
the boundary-mesh intersection step to evaluate the goodness of the mesh
even before the resolution and to ensure that the requirements imposed by
the integration procedure are fulfilled (such as the need to ensure that each
edge of a boundary element cannot contain more than one intersection with
the boundary). We have to clarify that during the intersection process the
geometry is intersected with several levels of refinement of the Cartesian grid.
For instance, if the user sets the initial and the maximum levels allowed to
levels 2 and 9, the geometry will be intersected in a preprocess stage with
a level 5 mesh, which includes the edges of coarser meshes. This is done
using the Newton-Raphson algorithm (see Section 3) and gives useful extra
information about the boundary. The remaining levels of refinement will be
intersected locally as they appear in the discretization.
We will illustrate the criteria implemented using 2D examples for clarity.
The first criterion is the simplest and the most frequently used. Figure
17 shows intersections with the elements of the current mesh as large green
squares, internal nodes of the actual element as red dots and external nodes
of the current element as blue dots. It also shows a virtual subdivision of the
element, up to the maximum level the user would allow, as well as the cor-
responding intersections of the boundary with the refined mesh, represented
by small green squares.
Figure 17a shows the unit normal vectors û calculated during the inter-
sections process. We know that in a 3D Cartesian system the components
of any unit normal vector (x̂, ŷ, ẑ) are bounded in the interval [−1, 1], so
the maximum span of variation within an element and for any of the Carte-
sian directions would be 2. Since we are interested in a relatively smooth
representation inside every element cut by the boundary, we can measure
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(a) (b)
Figure 17: Geometrical features within elements. Variation of unit vectors
with an (a) smooth boundary or a (b) sharp edge.
the variability of the unit normal vectors limiting the span, of this varia-
tion within an element, to a threshold value. From our experience, if the
variation of the components of the unit normal vectors exceeds the value
of 1, then the element cannot be considered valid and will be refined. Fig-
ure 17b gives another example, but in this case there is a sharp edge due
to the change of curve (surface in 3D). In this case we only need to mea-
sure the change of the unit normal vector of the union point to evaluate
the abruptness of the change of definition. When integrating the boundary
with NURBS-Enhanced techniques, this criterion is not very important due
to the ability of the proposed methodology to properly capture the volume,
but when dealing with other piecewise approximations this criterion is key to
obtaining good discretization of the mesh along the boundary, as mentioned
in Remark 1.
The next criterion completes the previous one and is related to the nature
of the problem. FEAVox was first implemented to solve linear elasticity
problems in which some internal corners could originate singularities and
produce large gradients when evaluating displacements or stresses. These
cases require an adequate discretization around the singularities to obtain
a better representation of the singular solution. In Figure 18a we see an
example of a corner, where P0 is the intersecting point between the two curves
in the element, PI is the centroid of the intersections and Pε = P0 + ε being ε
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a differential of û1 + û2 (û1 and û2 are unit normal vectors calculated in both
curves intersecting in P0). Then the corner is re-entrant to the geometry,
thus a potential singularity, if |PI − Pε| < |PI − P0|. With this condition
we can assume that the corner is concave with respect to the material and
in this case a refinement around that point will be automatically generated,
see Figure 18b. In 3D this evaluation will occur at several points along the
intersections curve between surfaces.
(a) (b)
Figure 18: Identification of singularities. (a) Measure of distances. (b) Ex-
ample of refinement.
The ability to represent all the small features of a geometrical model is
very important for all mesh generators, especially if we aim to develop a
mesh generator in which the mesh is independent of the geometry. Figure
19a gives a clear example in which a small feature, a small ellipse in this case,
will not be considered during the integration due to the element size. Our
solution to this problem is to locally refine the elements of the mesh until the
intersections related to all the geometrical entities of the model are present
in the mesh, as shown in Figure 19b. To detect these small entities we have
to take into account that it is very easy to know if we are using intersections
of all the geometrical entities in the actual mesh and the ease of locating
points in the Cartesian elements using our hierarchical data structure.
The last refinement criterion comes naturally with the mesh generation
strategy implemented. As we explained in Section 4, only 7 out of the 14
configurations of the original Marching Cubes algorithm were taken into ac-
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(a) (b) (c)
Figure 19: Detection of small features. (a) Coarse element. (b) First step of
refinement. (c) Final step of refinement.
count because they refer to non-ambiguous configurations. In [30] we pre-
dicted the use of the ambiguous patterns to locate areas where refinement
was necessary. Obviously there will be cases where ambiguities will appear,
for instance with highly complicated geometries (see Figure 20a). In any
case, as good discretization will be necessary, we will refine these elements
to obtain simpler intersection patterns, as can be seen in Figure 20b. As
explained in Section 4, in a multi-body environment where we will need to
generate the integration subdomains exclusively for each body to ensure con-
sistency with the parametric spaces, the ambiguous patterns can be handled
as combinations of simple ones.
5.2. Error-based refinement
In FEM, the discretization error is defined as the difference between the
exact and the approximate solutions obtained from the finite element anal-
ysis, without taking into account the round-off and modeling errors. It is
commonly measured in terms of the energy norm, which represents the error
as a scalar quantity. In terms of stresses, the error in the energy norm, ‖e‖,




(σh − σ)TD−1(σh − σ)dΩ (1)
where D is the material stiffness matrix, σh is the FE stress field and σ is
the exact stress field.
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(a) (b)
Figure 20: Undefined pattern and elimination through refinement. (a) 2D
projection of the pattern. (b) Solution through refinement.
The error at each element can be evaluated by integrating (1) on each
individual element of the mesh. Let ‖e(i)‖ be the exact error in energy norm
of the element i. The following equation, where M is the total number of





Several types of error estimators have been proposed in the literature de-
pending on the obtaining procedure: residual error estimators [1, 48, 49, 50]
use the residuals of the approximate solution to evaluate the error, the Con-
stitutive Relation Error (CRE) [51] consisting in the comparison of statically
admissible stress fields with kinematically admissible stress fields, the esti-
mators based on dual analysis [52, 53] and making use of two solutions of
the problems. Finishing the classification, we find the recovery based error
estimators. Proposed by Zienckevick and Zhu [54], these estimators use a
recovered solution, σ∗, instead of the exact solution σ to measure the error
[55, 56].
Assuming that it is possible to write the previous convergence rates as a
function of the estimated errors, we could use the Zienkiewicz and Zhu (ZZ)
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(σh − σ∗)TD−1(σh − σ∗)dΩ (3)
where σ∗ is a smoothed continuous stress field obtained using a 3D version
of the recovery technique presented in [57, 28].
The refinement algorithm makes use of the estimated element errors to
define a new mesh. The algorithm can be based on a type of optimality
criterion to obtain new meshes of the prescribed accuracy level. In this work
we propose a 3D generalization of the strategy presented in [54, 58] in which
the optimality criterion is that of equidistributing the error on the elements
of the new mesh. In [58] it was shown to be equivalent to the criterion
of minimization of the number of elements in the new mesh to reach the
prescribed error level with proper convergence rates. Let us assume that we


















where the quantities are:
h
(i)
n−1 is the size of the element i of the mesh n− 1,
h
(i),n−1
n is the new element size of the mesh n obtained by the
subdivision of element i in the mesh n− 1,
Mn−1 is the number of elements in the mesh n− 1,
‖e‖n is the global error in energy norm of the mesh n.
‖e‖n−1 is the global error in energy norm of the mesh n− 1,
‖e(i)‖n−1 is the error of the element i of the mesh n− 1,
p is the polynomial degree of the shape functions used,
d is the dimension of the problem (2 for 2D, 3 for 3D problems).
Replacing ‖e(i)‖ in (4) by the estimation given in (3) we obtain the prac-
tical formula to evaluate the new element sizes. After obtaining the element
size it is easy to find the refinement level necessary for the elements. Com-




This section gives a series of examples to demonstrate the applicability
and the performance of the proposed methodology for 3D problems when
the boundary of the domain is described by parametric surfaces. First, the
proposed strategy is applied for the numerical solution of a linear-elastic
problem, with an analytical solution and a simple geometry, to evaluate the
convergence of the method. Then an example of a mechanical component
will be described to show the applicability of the meshing procedure to more
complex geometries given by CAD models, including trimmed surfaces.
6.1. Convergence analysis
For this study we consider a thick-wall cylinder loaded with internal pres-
sure. The geometrical model for this problem is represented in Figure 21. A
linear-elastic analysis is performed on a domain given by a CAD model that
uses NURBS to represent the boundary. Only 1/4 of the section is modeled
together with the appropriate symmetry and plain strain boundary condi-
tions. The internal and external surfaces are of radius a and b with a = 5,
b = 20. Young’s modulus is E = 1000, Poisson’s ratio is ν = 0.3 and the
applied load P = 1.
(a) (b) (c)
Figure 21: Model of a cylinder under internal pressure. (a) Front view with
boundary conditions. (b) 3D model representation. (c) Example of analysis
mesh.
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, σl = ν (σr + σφ)
(6)
where k = b/a, r =
√
x2 + z2. Defining φ = arctan(z/x) we transform to
Cartesian coordinates:
ux = ur cos(φ), uy = 0, uz = ur sin(φ) (7)
σx = σr cos(φ)
2 + σφ sin(φ)
2, σz = σr sin(φ)
2 + σφ cos(φ)
2,
σy = ν (σx + σz) , τxz = (σr − σφ) sin(φ) cos(φ), τxz = τyz = 0
The quality of the results will be assessed by evaluating the relative error











where σh and σ are the FE (approximated) and the analytical stresses re-
spectively.
In the first analysis we will study the convergence for both tri-linear (L8)
and tri-quadratic (Q20) elements in a set of uniformly refined meshes. For the
linear analysis, we will compare the NURBS-enhanced (NeApprox) geome-
try approximation with a linear approximation (LinApprox) of the geometry.
The linear approximation considers that the faces of the tetrahedrons, used
to integrate the boundary elements, are represented by flat facets. On the
other hand, for the analysis with tri-quadratic elements, we will compare
NURBS-enhanced and quadratic approximations (QuadApprox) of the ge-
ometry. In this case, the facets lying on the boundary will be approximated
with quadratic triangles.
Front views of the 3D meshes used in this simulation can be seen in
Figure 22. Table 2 summarizes the main features of the five computational
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meshes. In particular, this table shows the number of elements that are
interior to the embedded domain (A) and the number of elements intersecting
the boundary of the embedded domain. Boundary elements can be separated
into elements integrated by templates (B) and elements for which an exclusive
tetrahedralization was necessary (C). In columns A to C we can find the
proportion of those elements with respect to the total number of elements in
the mesh. The last column shows the number of tetrahedra used to perform
the numerical integration (D).
Figure 22: Front view of the first four meshes of the uniform refinement
process (L8 and Q20).
Mesh Internal (A) Boundary temp. (B) Boundary excl. (C) Tetrahedra (D)
1 6 (10%) 22 (36.7%) 32 (53.3%) 569
2 162 (36.9%) 198 (45%) 80 (18.1%) 2225
3 2016 (61.7%) 1072 (32.9%) 176 (5.4%) 8369
4 19440 (78.7%) 4896 (19.9%) 368 (1.4%) 33393
5 171368 (88.8%) 20904 (10.1%) 752 (1.1%) 133603
Table 2: Topology of the approximation meshes in terms of different types
of elements and subdomains.
Figure 23 shows the convergence of the relative error in energy norm
for both tri-linear and tri-quadratic elements with the different geometry
approximations. On the right plot in Figure 23 we show the convergence
rate of the exact error in energy norm of the FE solution as a function of the
number of degrees of freedom.
For problems with non-singular solution the theoretical predicted conver-
gence rate in energy norm is O(hp). Therefore, following the rationale of
[59], taking into account that the number of degrees of freedom (N) in 3D
is approximately inversely proportional to h3 the convergence rate can be
written as O(N−p/3). Hence, expressed in terms of the number of degrees of
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Figure 23: Cylinder convergence study. (Left) Relative error in energy norm.
(Right) Convergence rate.
freedom, the convergence rate of the error in energy norm is O(N−1/3) for
tri-linear elements and O(N−2/3) for tri-quadratic elements.
The values of the convergence show almost optimal rates for both tri-
linear and tri-quadratic elements, and both isoparametric (linear/quadratic)
interpolation of the geometry and the NURBS-Enhanced approach.
Table 3 shows the computational cost of the different modules of the
FEA of the five meshes solved above with tri-linear elements (L8) and linear
approximation to the geometry. In particular, this table shows the compu-
tational cost of the geometry-mesh intersection, the integration of elements
(including the generation of mappings) and the solver step which gathers the
assembly and the resolution of the system of equations.
We can observe how the intersection stage reduces its weight while refin-
ing. In addition, the proportion of local mesh generation reduces because it
is related only to the interfaces between surfaces. Last, the computational
cost related to the resolution of the system of equations increases until it
becomes the most expensive part of the process.
It is interesting to note that both the isoparametric approach of the
boundary and the NURBS-Enhanced integration of the domain yield the
proper rates of convergence. Despite these similarities, in Figure 24 the ge-
ometrical errors obtained in the first four meshes can be compared. The
geometrical error has been calculated as ηV (%) =
|Vh−V |
V





Internal Boundary Temp. Boundary Excl.
1 0.157 (22.1%) 0.023 (3.2%) 0.076 (10.7%) 0.329 (46.3%) 0.125 (17.7%)
2 0.188 (13.1%) 0.016 (1.1%) 0.411 (28.7%) 0.644 (45.0%) 0.172 (12.1%)
3 0.281 (6.4%) 0.035 (0.8%) 1.909 (42.9%) 1.499 (33.7%) 0.718 (16.2%)
4 0.797 (3.4%) 0.063 (0.3%) 9.147 (39.1%) 3.364 (14.3%) 10.056 (42.9%)
5 3.641 (0.8%) 0.512 (0.2%) 60.844 (14.8%) 9.228 (2.3%) 336.261 (81.9%)
Table 3: Computational cost breakdown. Meshes of tri-linear elements (L8)
and linear approximation of the geometry. Time measured in seconds.
is the volume integrated with the finite element mesh and V is the exact
volume of the model shown in Figure 21. The global convergence of the
geometrical error for linear and quadratic approximations agrees with the
convergence rates expected. The oscillations observed during the analyses
can be related to the fact that the discretization of the external cylindrical
surface underestimates the volume and, in parallel, the discretization of the
internal cylindrical surface overestimates the volume. Since the mesh is fixed,
the refinement does not occur in the same uniform way in both surfaces thus
making more pronounced this effect in coarse meshes. NURBS-Enhanced vol-
ume integration shows a very low almost constant error during the process,
several orders of magnitude lower than approximating curved domains with
low degree approximations. These results show that the proposed approach
provides accurate integration of the domain, regardless of the refinement level
of the models.
Table 4 shows a comparison in terms of accuracy and computational cost
of different integration schemes for a given mesh. We use the mesh number
3 represented in Figure 22. We can observe that using the NEFEM approx-
imation allows to reduce dramatically the geometrical error when increasing
the number of Gauss points used to integrate the model. In exchange, the
computational cost is increased by a factor close to 4 and it does not vary
much independently of the number of Gauss points used for the NEFEM
approach. This can be explained because most cost related to NEFEM is de-
voted to ensure the proper collocation of points while their number is almost
irrelevant.
We also performed an h-adaptive refinement process guided by the local
error estimation in energy norm, as explained in Section 5.2. Figure 25 shows
the first four h-adapted meshes for tri-linear and tri-quadratic elements. In
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Figure 24: Cylinder volume convergence study.
Approx. Type Num. Gauss points Error ηV (%) Integration time (s)
Linear 35524 0.0052 3.440
NEFEM 69226 1.4968e-5 14.746
NEFEM 76187 5.5125e-7 14.871
NEFEM 81754 4.2966e-9 15.549
NEFEM 94282 1.2212e-11 16.025
Table 4: Computational cost and accuracy of different integration schemes.
Figure 26 we compare the results of uniform meshes and h-adapted meshes,
considering the NURBS-Enhanced approach. The figure shows the conver-
gence of the relative error in energy norm for both tri-linear and tri-quadratic
elements.
In the graphs it can be seen how the convergence for the h-adapted meshes
in the first stages of the refinement processes (in the pre-assymptotical range)
are above the optimal rate. This leads to reaching an specified error level
using fewer degrees of freedom and, hence, to a lower computational cost.
6.2. Geometrical refinement sample
With this problem our purpose is to show the performance of the h-
adaptive geometrical refinement process in more complex geometries. Nat-
urally, in this type of problem there is no available exact solution, so our
objective is to check whether the criteria proposed here provide a mesh suit-
ably adapted to the geometrical features of the model.
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(a) h-adaptive meshes for tri-linear elements (L8).
(b) h-adaptive meshes for tri-quadratic elements (Q20).
Figure 25: Front view of the first four meshes of the h-refinement process.





























Figure 26: Cylinder convergence study. h-adaptive case. (Left) Relative
error in energy norm. (Right) Convergence rate.
We used a complex model to test the proposed strategy. The model se-
lected represents a perforated screw, as shown in Figure 27, with a topology
as used in hydraulic applications. In this case, we restrained the displace-
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ments of the surfaces in blue and applied a variable vertical force per unit
of area. The material was steel with Young’s modulus E = 2, 1 · 109Pa and
Poisson’s ratio ν = 0, 333.
(a) (b)
Figure 27: Model of a hydraulic screw. (a) CAD model and boundary con-
ditions. (b) Initial coarse mesh.
Figure 27b shows the coarse initial mesh used in the process. It can
be seen that this element size is unlikely to properly capture the features
of the screw threads. Figure 28a shows a refined mesh using the criteria
proposed here. The refinement properly captures the features of the model
and focuses on the re-entrant corners between surfaces. Figure 28b represents
the Von Mises stress field, where the stress concentration can be seen along
the singularities produced by the re-entrant corners of the model.
To make clear how boundary elements are treated, Figure 28c shows a
section of the refined mesh, distinguishing between internal elements (green)
and the integration subdomains of the cut elements conforming to the geom-
etry (blue). Figure 28d gives a detailed view of the section.
After the geometrical refinement, we move forward in the simulation with
a refinement based on the discretization error.




Figure 28: Geometrical h-refinement. (a) Approximation mesh, (b) Von
Mises stress field, (c) section of the mesh and (b) detail of the integration
subdomains.
analysis. The first mesh is the geometrically refined mesh shown in Figure
28d and the second mesh corresponds to the one obtained from the error-
based refinement, see Figure 29b. It can be seen that, as in the previous
example, the percentage of boundary elements decreases from a high value
in the first mesh (obtained by geometrical refinement) to a considerably lower
value after the error-based h-adaptive refinement. Despite of complexity of
the model, with a high number of geometrical entities, the ratio of elements
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requiring exclusive tetrahedralization with respect to the total number of
elements is only around 10% in the first mesh and further decreases to 2%
in the second mesh.
Mesh Internal Boundary temp. Boundary excl. Tetrahedra
1 9356 (48.4%) 8109 (41.9%) 1851 (9.7%) 73866
2 60223 (73.2%) 21199 (25.7%) 720 (2.1%) 150633
Table 5: Topology of the approximation meshes in terms of different types
of elements and subdomains.
The global estimated error in energy norm for the first mesh is 20.86%.
Figure 29a shows the element-wise relative estimated error in energy norm.
For clarity we have plotted a section of the mesh to observe the distribution
of error also in the internal elements. The error map shows that the error
is larger along the singularities and the area where the Dirichlet conditions
where applied. These errors will drive the h-refinement process that will
result in the mesh shown in Figure 29b. We can observe higher density
of elements in this mesh compared to the first one analyzed. Figure 29c
represent the Von Mises stress field. We can also observe that the highest
stress correspond to this mesh due to the better discretization. The estimated
error in energy norm obtained for this mesh is 13.76%. Due to the presence of
singularities in the problem the convergence rate is suboptimal, as expected.
7. Conclusions
This paper proposes a novel method of generating h-adapted meshes,
considering the exact 3D CAD boundary representation of the domain in an
immersed boundary framework in which a Cartesian grid is used to mesh the
embedding domain.
Details are included of the strategy used to compute the intersections
between the Cartesian grid and the exact geometry of the boundary of the
embedded domain. To perform the numerical integration in the region of the
cut elements internal to the physical domain, we propose the creation of a
submesh of tetrahedra in each of the elements cut by the boundary. For this,
we developed a system to obtain all possible configurations from only seven
basic patterns of tetrahedra. The algorithms used to refine the finite element
mesh are also described. First, in a preprocess step, the geometrical criteria




Figure 29: Error-based h-refinement. (a) Element-wise error estimation, (b)
approximation mesh and (c) Von Mises stress field.
tool, an error based algorithm was adapted to obtain a new mesh considering
a prescribed error reduction and the error in the elements of the previous
mesh.
Two examples were given to demonstrate the potential and applicability
of the proposed methodology. The optimality of the approximation in terms
of error convergence rate, for both linear and quadratic elements, was corrob-
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orated by the problem of a cylinder under internal pressure. The geometrical
error of different boundary approximations was also compared, showing the
accuracy and consistency of NURBS-Enhanced techniques and a model of a
hydraulic screw showed its ability to obtain refined meshes from geometrical
parameters.
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Appendix A. h-refinement criteria based on error estimation
This appendix contains further details on the process of finding the h-
refinement criterion based on error estimation. This algorithm originally
designed for 2D problems [58] has been adapted to 3D. The equations re-
sulting from the asymptotic rates of convergence of the FEM must first be
explained. During h-refinement, for a uniformly refined succession of meshes,
the exact error, ‖e‖, is bounded as follows:




where N is the number of degrees of freedom; h is the characteristic element
size; p is the polynomial degree of the interpolation functions being used; C1
and C2 are positive independent constants; and λ represents the intensity
of the singularities. The exponent of N is known as the asymptotic rate of
convergence and for a sequence of h-adapted meshes the bound of the exact





yielding the theoretical optimal convergence rate of the h-version of the FEM.
At the global level the ratio of the error in the new mesh to be created (n)
to the error in the current mesh (n − 1) is, considering (A.1), almost equal
to the ratio of the size of the elements to the power of c. In our study we
consider c = p but, theoretically, assuming c as a constant in the presence of
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stress singularities is not appropriate. However, we allow that these results









In the following we assume that the convergence shown in (A.3) is also
valid at the element level. We have assumed that the uniform refinement of




















where ‖e(i)‖n−1 represents the error in the element i of the previous mesh,
and ‖e(i),n−1‖n represents the error in each of the new elements included in
the element i of the previous mesh. Therefore, if ‖e(i)‖n represents the error







We use (A.4) to predict size of elements of mesh n created in each of the
elements of mesh n− 1 required to obtain the preset error in energy norm at









To use this expression, we need the error of all the elements of the new
mesh contained in the space defined by element i in mesh n− 1, ‖e(i),n−1‖n.
Besides the equations resulting from the asymptotic rates of convergence,
we also need to estimate the number of elements in the new mesh during
adaptive mesh refinement.
At the element level, if we consider a uniform refinement, the number of
elements M
(i),n−1
n of size h
(i),n−1
n in the new mesh n that are contained in the
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element i of size h
(i)



























where Mn−1 is the number of elements in mesh n− 1.
As assumed in (A.1), at the global level and considering a uniform refine-
ment, the number of elements in the meshes is inversely proportional to the




Taking into account (A.3), we can estimate the number of elements in







As previously mentioned, the strategy follows the idea of a nearly optimal
mesh in which the estimated error must be equidistributed on each element.
Instead of using the previous mesh, the error distribution is made on the
new mesh using Equation (A.10). This procedure seeks the definition of the
element sizes of the new mesh in such a way that we have the same absolute
error in each of its elements.
Using ‖e(i)‖n as the exact error in each of the new elements, the global




‖e(i)‖2n = Mn‖e(i)‖2n (A.11)
where Mn is the number of elements in the new mesh. Since on the new









Moreover, since we have Equation (A.10) to estimate the number of el-









However, we need ‖e(i),n−1‖2n. Taking into account that we must have
the same absolute error in each element of the new mesh, we can express






‖e(i)‖2n = M (i),n−1n ‖e(i)‖2n (A.14)
where M
(i),n−1
n is the number of new elements contained in the subdomain
defined by element i of the mesh n− 1.
Next, taking into account that we can estimate M
(i),n−1
n with Equation

























Finally using Equation (A.6) we obtain the new element size for each of

















where all quantities are well defined.
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