the ideas underlying the Young definition which we consider here. This definition is, as we shall show, equivalent to that of Lebesgue in the sense that every function integrable according to either definition is integrable according to the other and the values of the integrals are the same. Very much of the same order is the definition due to Pierpont, which differs from the definition of Young only in that it gives an integral for functions defined on non-measurable sets-assuming that such sets exist. We point out that the Pierpont integral is an extension only in a limited way, in that the functions which are integrable according to this definition are non-measurable in the sense that they are defined on non-measurable sets; in particular we show that if ƒ is Pierpont integrable on a non-measurable set E then there exists a measurable set M containing E and a function <p defined on M which is equal to ƒ on E, such that the Lebesgue integral of <p on M is the same as the Pierpont integral of ƒ on E. Perhaps by stretching the meaning of the word equivalence a little, we might say that the Pierpont and Lebesgue integrals are equivalent.
The second section is devoted to a consideration of the definitions of the integrals of functions which are not integrable according to Lebesgue' s definition, because the latter are always absolutely integrable. We consider two types of definitions. The first type depends upon the ability to find a set of intervals whose total length may be made to approach zero, and such that it is possible to define an integral for the function when defined only on the complementary set of points. If these latter integrals approach a limit as the total length of the complementary intervals approaches zero, the limit is the integral over the interval. The integral is thus defined as a result of a single limiting process, and all the singularities are treated simultaneously. The definitions of this type are the Jordan-Harnack-Moore definitions, in which the enclosing intervals are finite in number, and the Borel definitions, in which the intervals may be denumerably infinite in number, i. e., the first are based on content and the second on measure. The other type of definition depends upon the arrangement of the singularities of the function to be integrated in some order, the arrangement and the singularities being dependent upon the integration process used, the ultimate value of the integral being obtained by at most a denumerable infinity of steps and limiting processes. In this cate-gory belong the Dirichlet extension of the Cauchy integral for unbounded functions, and the extension of this to the case when the points in the vicinity of which f(x) is not bounded form a reducible set. It is this idea also which Denjoy has applied successfully in order to obtain a definition of integral of unbounded functions which includes as special cases practically all those which have been previously suggested, an integral which proves of importance in the treatment of the relation between a continuous function and its derivative.
The third section is devoted to the Stieltjes integral, which has recently come into the foreground on account of the rôle which it plays in the theory of linear functional operations on continuous functions. We point out that a Stieltjes integral is expressible in terms of a Lebesgue integral of another function, and conversely, but that in spite of this, the Stieltjes integral seems to be applicable where the Lebesgue is not. We give an extension of the Stieltjes integral modelled on the Lebesgue extension of the Riemann integral, as well as the Fréchet generalization of the Lebesgue and Stieltjes integral, so as to apply to a class of general elements. This latter integral depends for its definition on the existence of an absolutely additive function whose range is a set of subclasses of the fundamental class.
The last section gives the definition of the Hellinger integral and also the generalizations of this due to Radon and E. H. Moore.
In the course of the paper we have occasion to point out certain equivalences. They are of two types. The first might be called a complete equivalence, i. e., one in which two definitions of integration yield the same class of integrable functions, and give the same value when applied to a given function. Of this character are the equivalence between the Young and Lebesgue, and one of the Borel definitions and that of Lebesgue;-and we might call attention in passing to what seems, to be an indication of the felicity of the Lebesgue definition, that it can be approached from so many distinct and interesting points of view. The other type of equivalence is that which arises in connection with the Stieltjes and Hellinger integrals, each of which is by a transformation reducible to a Lebesgue integral, and conversely; but in either case the function to be integrated is no longer the same. We are inclined to consider this type of equivalence in the light of a pseudo-equivalence, in so far as it is rather a reduction from one form to the other for purposes of evaluation.
The extension of the Lebesgue integral idea in the future will undoubtedly be in the direction of the formulation of a satisfactory integral operation for the case in which the field of integration is a space of a denumerable infinity of dimensions, and the function space. Thus far, there have been given two suggestions for such operations. One is due to Fréchet, who forms, for a general class, the natural extension of the Lebesgue and Stieltjes definition of integration. It depends upon the existence, in a general class of elements, of an absolutely additive function v whose range is a class of subclasses of the fundamental class, i. e., a function such that the E n being mutually distinct and finite or denumerably infinite in number. The examples of this which have been given for the general space are trivial in that they reduce either to an infinite sum or an integral extended over a field in a finite number of dimensions. There is still lacking a really effective and desirable absolutely additive function for the higher type of spaces. The other suggestion for generalization is due to E. H. Moore. It is essentially an operator of the bilinear or quadratic type, the Fréchet generalization being of the linear type. It depends upon the existence of a function e(p, q) of two variables p, q, each of which ranges independently over the fundamental class of general elements, and satisfies the condition that for any finite set of elements pi, •••, p n , the quantities e(p*, py), i, j = 1, •. -, n, form the coefficients of a positively definite Hermitian form in n variables. The operator is determined as a double least upper bound, and is theoretically given as soon as the proper type of e is specified. Moore has given instances of this e in various general spaces which are not trivial. While these two generalizations point the way in which one may go towards the generalization of the Lebesgue integral, they are not entirely satisfactory, the Fréchet generalization, as indicated above, because his instances are trivial, the Moore because it reduces to a Lebesgue integral only after a transformation. There is still room for considerable improvement and investigation in this field.
We restrict ourselves throughout this paper to functions which are single-valued and take finite values at points belonging in most cases to a finite interval (a, b), or a set of points on such an interval. The functions are not, however, necessarily bounded on the interval (a, b). Many of the results are immediately extensible to fields of integration in 7z-dimensional space. Further, some of the theorems are still valid if f(x) be definitely infinite or many-valued at a set of points of measure zero.
For the sake of convenience we have collected here the most important references which we have consulted in the compilation of this paper, and shall cite them only by number. We note the following properties:
(2) The value of 8 is not increased, and that of s is not diminished by a repartition of a partition of (a, 6). (4) A necessary and sufficient condition that ƒ(#) be Riemann integrable is that ƒ = ƒ = ƒ.
From this, other necessary and sufficient conditions for Riemann integrability can be deduced. Perhaps the simplest is the following, due to Lebesgue ((13), page 29); (5) A necessary and sufficient condition that fix) be Riemann integrable is that the points of discontinuity of f(x) form a set of measure zero.
2 Obviously this definition is also applicable in case the interval (a, b) is replaced by any measurable set of points E.
This definition was originally suggested only for functions f(x) bounded on (a, b). In that case the upper and lower integrals always exist, and we obtain the same value for each of them, whether the partition be into a finite or a denumerably infinite number of measurable sets. The same definition will apply also if jf(oe)f is not bounded, provided we assume that f(x) is such that there exist partitions of (a, b) into a denumerable infinity of measurable sets on each of which ƒ (x) * De la Vallée Poussin (24), pp. 54-56, has pointed out that the Riemann integral is characterized by being a function of intervals, the Lebesgue integral being a function of measurable sets.
f While not expressed explicitly in Young's work, it seems that he considered this extension. Cf., for instance, (28), p. 35.
has a finite upper and lower bound. In determining the upper and lower integrals in this case, we restrict ourselves to partitions of this latter kind.
We are then able to show that, if the upper integral has not the value -<x>, the terms of the sum 2 f -M *d», in which Mi is negative, form a convergent series, i. e., for every such partition, H/iMidi either diverges to + °° or converges absolutely. For, if the negative terms of this sum are divergent, then by suitable repartitions of (a, b) and rearrangement of the terms, we can make the sum approach -<x>. An analogous result holds for the lower integral, i. e., if it is not + <x>, then it either diverges to -co or converges. It follows from this that a necessary and sufficient condition that the upper and lower integrals of f(x) be finite is that there exist a partition of (a, b) such that if we form the sum S^ilf^-for \f(x) | this sum is convergent.*
In the following list of properties we exclude the case in which (7) ƒ = -oo or (Y)f = + oo. Then the proofs are very much as in the case of the Darboux integrals, in so far as the series which enter will be absolutely divergent or convergent. We have
(2) The values of S are not increased, nor those of s diminished by a repartition of a partition of (a, b) into measurable sets.
(3) There exists a sequence of partitions of (a, b) into measurable sets, each a repartition of the preceding, such that if S n and s n are the corresponding values of S and $, then lim n 8 n = (F) ƒ and lim n s n = (F) ƒ and
If we let cpnix) = Mn f i and \[/ n (x) = ??W on the ith set of the nth partition, then the functions <p n (x) will form a monotonic non-increasing sequence and the yf/ n (x) a monotonie non-decreasing sequence of measurable functions such that
Evidently the Lebesgue integrals of <p n {x) and \p n (x) exist and are equal to the values of S n and s n respectively. Hence by the properties of Lebesgue (or (L)) integrals relative to monotonie sequences (cf. (13), page 98), we have 
Hence <p differs from \(/ at most at a set of points of measure zero, and consequently, since \// ^ ƒ ^ <p at every point, ƒ differs from the measurable and (L) integrable functions <p and \f/ at most at a set of measure zero, and hence is measurable and also (L) integrable.
Closely allied with the idea used in this last proof is the following definition of Lebesgue integration due to Riesz ((20), page 453).
The integral is defined first of all for functions which are constant on measurable sets of points. If f(x) is equal to a* on the set Ei of measure di, then
the series on the right being assumed to be absolutely convergent if infinite. If we extend this class of functions by the addition of all limits of uniformly convergent sequences of such functions, we get the class of Lebesgue integrable functions. The integral of the limiting function is of course, by definition, the limit of the integrals. This definition lends itself admirably to the proof of theorems of the nature of the Schwarz inequality for summable functions.
In reality the above proof suggests the extension of the class of functions constant on measurable subsets of {a, b) by the addition of the limits of monotonie sequences of these functions, together with the functions which lie between a limit <p of a non-decreasing sequence, and a limit yp of a nonincreasing sequence for which the integrals are equal in value. Young (cf. (27) and (28)) has developed the theory of Lebesgue integration on the basis of monotonie sequences as just sketched, excepting that the initial functions for which integration is defined are upper and lower semi-continuous.
Excursus on Upper and Lower Measure.-(Cf.
Hausdorff (10), pages 408-411.) Before taking up the discussion of the Pierpont integral it may be advantageous to derive a few elementary properties relating to upper and lower m'easure. We recall that the upper measure of a set is the greatest lower bound of the total lengths of the sets of open intervals which are such that each interval contains at least one point of the set; that the lower measure is the measure of an interval containing the set, diminished by the upper measure of the complementary set with respect to the interval.
If for two sets E\ and E 2 we denote by Ex + E 2 their least common superset, and by E1E2 their greatest common subset, i. e., their logical sum and product, respectively, we have the following fundamental formula on intervals Ix, I 2 :
(1) meas (Ix + I 2 ) + meas Ixh = meas Ix + meas I 2 , which is immediately extensible to a finite or a denumerably infinite set of intervals. An immediate consequence of this formula is (2) Eo will be said to be measurable relative to E, if there exists a measurable set M such that E 0 = ME, i. e., E 0 is, so to speak, a section of the set E by a measurable set.
Evidently E is measurable relative to itself. Also, if E 0 is measurable relative to E, then E -E 0 will also be measurable relative to E. Finally by (4) of § 4, we have that if E is measurable, then relative measurability reduces to ordinary measurability.
We note the following propositions :
(1) If E is divided into a finite or a denumerable infinity of sets Et measurable relative to E, then meas E = 2»-meas Ei and meas E = 2» meas Ei.
For the case of two sets Ei and E 2 with Ei + E 2 = E and Ei -ME, where M is a measurable set, we have by (2) Since If is measurable, we obtain by using (5) of § 4 meas E = meas Ei + meas E 2 .
The property for lower measure can be obtained in an analogous way by using (3), (7), and (6) of § 4. The corresponding properties for any finite number, or denumerable infinitude of sets, follow at once from a recurrent use of the result for the case of two sets, and the properties mëâs XEi ^ Sj-meas Ei;
and if lim n E n = 0, then lim n meas E n = 0.
The following converse of this proposition holds: (2) If E is divided into a finite or denumerable set of sets Ei for which we have meas E = 25 »• meas Ei, then the Ei are measurable relative to E and meas E = S« meas E{.
We indicate the proof for two sets only, the case for a denumerably infinite number of sets being easily deducible from this. Suppose E = Ei + E 2f Ei and E 2 being distinct, and suppose Mi and M 2 are measurable sets such that E\ is contained in Af i and E 2 in AT 2 , and meas M x = meas Ei and meas Af 2 = mëâs E 2 . Then by (4) 
E 2 will be the set common to E and the measurable set Af2, -M 2 E\ and so measurable relative to E.
As a consequence of these two propositions we have (3) If E\ ^ E 2 ^ • • • are a sequence of sets, each containing the preceding, and each measurable relative to the succeeding set in the sequence, then every set as well as the difference of any two sets, will be measurable relative to E = lim n E n .
( 
Consequently, we have also meas E x + meas E 2 = meas E.
The same result holds if the division is into a finite or denumerably infiiiite number of separated sets.
Evidently, then, if E is measurable, any separated division of E is always into measurable sets.]
We shall use the term relatively measurable in preference to separated, on account of the close relationship to measurable sets.
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(1) Pierpont integrability on E is equivalent to summahility relative to E, the values obtained for the two integrals being the same.*
We note further the property (2) If E is divided into a set of sets Ei measurable relative to E, and if ƒ is integrable on each Ei, then ƒ is also integrable on E and I = %i I .
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On the other hand we have the following: (3) If ƒ is (P) integrable on E, and E 0 < E, then ƒ is also (P) integrable on E 0 .
This holds, if we restrict ourselves to (Y) integrals, only in case both EQ and E are measurable.
On account of the fact that, for a division of the set E into sets measurable relative to E, we also have meas E = 2* meas Ei,
we can obtain a definition of integration on sets E by replacing, in the Pierpont integral, upper measure by lower measure. If we call integrability after the manner of this last definition (P 0 ) integrability, then if f(x) is (P) integrable on E it is also (P 0 ) integrable. The converse does not seem to hold, because a set of lower measure zero does not necessarily have zero measure. While the Pierpont integral gives an integral for a function defined on a non-measurable set, it is an extension of the Lebesgue definition only in a limited sense. For if we enclose any non-measurable set E in a measurable set M of such a nature that meas M = meas E, then there exists on M a function f 0 (x) measurable on M and equal to f(x) on E, such that (L) fux) = (P) ƒƒ(*);
i. e., a function ƒ(#) measurable relative to a set JS is a section of a measurable function defined on a measurable set including E. By using (4) of § 5, we can construct the function fo(x) by taking the function <p of § 2, corresponding to ƒ, but defined on M, and modifying it at the points of E of measure zero, in such a way that it agrees with ƒ on E.
We gain insight into the Pierpont integral also from the geometrical point of view. If ƒ > 0, and we consider the planar set [x on E, 0 ^ y < f(x)], then the (P) integral gives us the upper planar measure of this set, the (P 0 ) integral the lower planar measure. These will be equal f or ƒ > 0 only if the set E for which ƒ > 0 is measurable, i. e., ƒ is Lebesgue integrable.
The (P) integral has proved of value in connection with the reduction of a double integral to an iterated integral, in so far as a linear section of a planar measurable set is not necessarily linearly measurable.
It seems, however, that the question of giving a definition for the integration of essentially non-measurable functions, i. e., for instance functions defined on a measurable set which are not measurable, has not yet been satisfactorily solved.
7. The Pierpont Definition of Integration for Unbounded Functions.- (Cf. (8) , pages 405 ff.) We note finally Pierpont's treatment of integrals of functions which are not bounded on a set E, very briefly. Let E a$ {a, /3 > 0) be the subset of E for which -(i ^ f(x) ^ a. Suppose that the (P) I f(x)dx exists for every a, (3 > 0. Then I is defined to be the lim f a, 3=00 J E a p provided this limit exists and has a finite value.
This definition is equivalent to the one given above in § 6.
For, if we assume that (P) I ƒ exists, then ƒ will be relatively JE measurable on E, and hence (P) I will exist for every JE" Q a and /3. We show that lim (P) f =(P) f a, j8™oo J E a& E by using the property (2) of § 6. On the other hand if (P) I exists for every a, /3, then we can show that the E a p are measurable relative to E, and to each other by using property (3) of § 5, from which we conclude that ƒ is measurable relative to E. The existence of (P)f=lim f JE a, j8 ^^aj3|
follows from property (2) of § 6.
II. THE BOREL AND DENJOY DEFINITIONS OF INTEGRATION.
Suppose that, in an interval (a, 6), f(x) is not bounded in every vicinity of a point c; suppose further that the definite (Biemann) integral exists in the intervals (a, c -e') and (c + e", b) for every e' and e". Then consistent with the continuity of the definite integral as a function of its limits we define (as suggested by Cauchy) f ƒ(*) = lim f 6 f(x) + lim f ƒ (a).
Evidently the extension of this to the case in which the number of points of (a, b) in every vicinity of which f(x) is not bounded is finite, is immediate. When the number of points in the vicinity of which f(x) is not bounded becomes infinite then there are two types of definition. One of them gives a definition by means of a single limiting process, the other by a denumerable set of such processes. The first of these leads to the HarnackJordan-Moore and Borel types of integration, the other to the Dirichlet, extended by Hoelder and Lebesgue, and Denjoy definitions of integration.
The Harnack-Jordan Definition.-(Cf.
Harnack (9), pages 220 ff.; Jordan (12) , pages 50, 51; Moore (15); Nalli (16), pages 20-27.) We note first of all that the set of points in every vicinity of which f(x) is not bounded constitute a closed set. We call this set for the present the set of singularities, and denote it by Z. Then Harnack defines the integral of ƒ(#) as follows:
Suppose the set Z of singularities of f(x) is of content zero. Enclose them in a finite set of intervals of total length e. Let fi(x) be zero in the interior of the enclosing intervals, and equal to ƒ(#) everywhere else and suppose that I fi(x)dx exists.
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If this integral approaches a finite limit as e approaches zero, this limit is said to be the integral of fix) from a tob.
Jordan gives a definition which is equivalent to this in case the content of Z is zero. His definition is as follows:
Divide (a, b) into any finite number of intervals of maximum length ô. Exclude the intervals containing points of the set Z, and suppose that the (Riemann) integrals of f(x) exist on the remaining intervals. If the sum of these integrals approaches a definite finite limit when S approaches zero, this is defined to be the integral oîf(x) from a to b.
Moore ((15), pages 300-302) observes that the Harnack definition can be applied when the set Z is replaced by another Z 0 containing it, and that the resulting integral is in reality a function of the set ZQ. Further, that in case the set of singularities Z is non-existent then the integral of ƒ (x) on the basis of the set Z 0 is equal to the ordinary integral of f(x) if and only if the set Z 0 is of content zero. For that reason it is desirable to restrict the consideration of these integrals to sets Z of content zero, and it is to be supposed that Jordan assumed this to be the case even though he does not state this fact explicitly.* 2. The Borel Integral-(CL Borel (2a), pages 199-205; (26), pages 249-252; Hahn (8) .) Borel has given a definition similar to that of Harnack except that he assumes that the set of singularities Z is of measure zero, and may be everywhere dense, i. e., in general not closed. In this case Z is not necessarily the set of all points in every neighborhood of which the f unction ƒ (x) becomes unbounded. Before taking up the definition which Borel gives, it may be desirable to observe that it is possible to define a Riemann integral of a function fix) on a perfect or closed set P. Viz., if in the sum
we replace the length of the interval (xi, Xi~i) by the content h{ of the part of P contained in the interval, and choose & to belong to the ith interval and P, then the limit of this sum as the length of. the maximum subinterval approaches zero is the Riemann integral of fix) on P. We note that a necessary and sufficient condition for the existence of a Riemann integral on P is that the set of points of P at which fix) is discontinuous of measure be zero.
BoreF s definition is then equivalent to the following DEFINITION.
Suppose the set Z of singularities is of measure zero, and such that if it is enclosed in a set of intervals of total length e, each interval containing at least one point of the set Z, then the Riemann integral of fix) exists on the complementary setP € .
If
exists, for all possible enclosures of the type described, it is defined to be the (P) integral of'fix) on (a, 6). Borel assumes that this definition is to be applied to functions which are not bounded on (a, b), but it can obviously be applied also to functions which are bounded. The relation of this definition to the one of Lebesgue has been discussed by Hahn (8) . He proves the following theorems:
(1) If fix) is absolutely (P) integrable, i. e., if (P) J \fix)\dx exists, then fix) is also Lebesgue integrable.
Apparently this includes as a special case that in which f(x) is a bounded function.
By way of proof we note that (P) I = (P) I for any ƒ for JP € Jp e which the first integral exists. Let now ei, • • •, e n , • • •, be such that lim n e n = 0, and let P n = P €n be the corresponding closed sets of measure greater than b -a -e n , which are chosen in such a way that P n contains P n -i. If then f n = ƒ on P n and zero everywhere else, then the \f n | will form a monotonie nondecreasing sequence of functions approaching |/1 except possibly at a set of measure zero. Hence by the properties of (L) integrals
f\f\.
From this we conclude the existence of (L) I ƒ and since meas P € approaches b -a, its equality to (B) I ƒ.
(2) A necessary and sufficient condition under the hypothesis of the definition that ƒ be (2?) integrable is that (a) ƒ be (L) integrable, i. e., summable, on the set Z + Z', where Z' is the derived set of Z; and (6), if u n = (a n , 6 n ) are the intervals complementary to the closed set Z + Z', and W(u n ) is the 
We refer to the original memoir of Hahn for the proof of this theorem. In case the set Z + Z' is of measure zero, and therefore of content zero, the Borel definition may be reduced to that of Harnack-Moore and the above equality lacks the second term on the right, in which form it was originally derived by Moore (cf. (15), pages 324 ff.). We shall refer to this theorem as the Moore-Hahn theorem.
(
3) The Borel definition is not equivalent to the Lebesgue definition of integration, in particular there exist functions which are Borel integrable without being Lebesgue integrable, and functions which are Lebesgue integrable without being Borel integrable.
For, as given, the definition of Borel includes functions which are not absolutely integrable (cf. Moore (15), page 327), while any Lebesgue integrable function is absolutely integrable. On the other hand the function f(x), which is zero except at the points of a non-dense perfect set of measure greater than zero, at which it has the value 1, though (L) integrable, is not (B) integrable. For Hahn has shown that there does not exist any set of measure zero such that for every enclosure of this set, each interval of the enclosure containing a point of this set, the function ƒ(x) is Riemann integrable on the set of points complementary to the intervals.
We can give a definition which will include as special cases the Lebesgue and Borel integrals by assuming that f(x) is bounded and Lebesgue integrable on the sets P e and that the integral on the interval is the limit of the integrals on the sets P e . Then a theorem similar to the Moore-Hahn theorem will hold, the integrals I being now taken in the sense of Lebesgue.
A further extension is to assume that on the sets P 6 , f(x) is not necessarily bounded, but only Lebesgue summable. That this actually is an extension can be shown by a simple example.
Suppose that the interval is (0, 1) and f(x) is defined as follows: (a) in the interval i n = ( -, , , ), f(x) > 0 if n i even and f(x) < 0 if n is odd;
is continuous throughout i n except that lim|/(i + e )|==o.
IS 1 n

6=0
Then it can be shown* that the Borel integral of this function in the interval (0, 1) does not exist, the set of singularities being the points §, f, J, • • -, 0; if, however, we apply the last definition suggested above with the set of singularities Z = (0), we obtain an integral.
We note finally that the Harnack-Borel integrals do not have the property which we find in the case of Lebesgue and Riemann integrals that if ƒ and g are integrable, then ƒ + g is also integrable. Borel has suggested that in such a case we set by definition f(f+g)~ff+fg- 3 . The (£*) Integral-{CI Hahn (8), page 9; Nalli (16), pages 84-97.) In the Borel definition of integral we note (a) that the set of singularities Z is a fixed set of points (i. e., in a way the integral is a function of the set Z) ; (6) every allowable set of intervals is such that each interval of the set contains at least one point of the set Z. A definition has been suggested* in which both of these requirements are dropped. It is as follows:
DEFINITION. Suppose (a) f(x) is such that for every e > 0, there exists a perfect set P e of measure greater than b -a -e, for which the Riemann integral I ƒ exists) further suppose (b) that e=0 Jp"
exists. Then this limit is said to be the (2?*) integral of f(x) on (a, b).
Obviously since for every € we can find in any measurable set E a perfect set P e such that meas E -meas P e < € we can apply the same type of definition to the definition of an integral extended over a measurable set E.
We note the following propositions:
(1) A necessary and sufficient condition that there exist a (JB*) integral is that for every e > 0 there exists a 5 e such that if Pi and P2 have measures greater than b -a -ô ( 
Jp n J a
For this purpose we obtain a series of P e : P ei _ e2 , P e2 -e 3 > For P n we take the greatest perfect set common to the sets P €m -e m+1 , for m ^n.
This will evidently have measure greater than b -a -e n , and be contained in P n+ i- (
5) If ƒ is integrable according to the Lebesgue definition, then ƒ is also (B*) integrable, the values of the integrals being the same.
For if ƒ is (L) integrable, then ƒ is measurable. From the theorem of Lusin* on measurable functions:
If ƒ is measurable in an interval (a, b), then for every e > 0 there exists a non-dense perfect set P e of measure greater than b -a -e on which ƒ is continuous, it follows that the condition (a) of the definition is satisfied, i. e., for every e > 0 there exists a P e of measure greater than b -a -e f or which the (R) I exists. Evidently Jp e (R) f = (X) f .
Jp€ Jp€
Moreover we know that the (i) integral is absolutely continuous, i. e., if lim n meas-E n ==meas E, then lim n (X) I = (L) I . 
JE
We note in passing that the Hahn example of a function not (B) integrable is obviously (2?*) integrable.
On the other hand we also have
We observe that if we show that an ƒ which is (2?*) integrable is absolutely (2?*) integrable, i. e., (P*) ƒ \f\ exists, we can apply the method of proof used for (1) of § 2 above, for the case of (P) integrability. We therefore proceed to show -• a) . Let the set E be the sum of the measurable sets: (a) the subset of P u for which/i > 0 and hence/ 2 = 0; (6) the subset of P 2e for which/ 2 > 0; (c) the greatest common subset of Pi e and P 2e . Then the measure of E will be greater than b -a -2e and
«/.» */P le *AP 2e
However, by (5) we can find a perfect set P € of measure greater than or equal to b -a -2e, contained in E, such that the difference between (i) I ƒ and (R) I ƒ is as small as we please, i. e., such that
Since M has been chosen arbitrarily, it follows that lim f ƒ does not exist, i. e., ƒ is not (5*) integrable, which is a contradiction. Hence the theorem. We thus have the result (8) (£*) integrability is equivalent to (L) integrability, the values of the integrals being the same.
The absolute convergence of the (£*) integral is another instance of a phenomenon observed by Stolz* and Moore, t In the (£*) integration while the singularities are enclosed in a set of intervals of total length less than e, it is not required that every interval contain a point of the set, i. e., we have a broad enclosure. On the other hand, in the (B) integration, every interval must include a point of the set of singularities, i. e., we have a narrow enclosure. The broad enclosures yield absolutely convergent integrals, the narrow enclosures may lead to non-absolutely convergent integrals.
4. The Dirichlet-Lebesgue Extension of the Cauchy Definition.- (Cf. Lebesgue (13) , pages 9-14.) The Cauchy definition of integral of a function f(x), which has only a finite number of points in every neighborhood of which f(x) is not bounded, can be extended so as to give the Harnack and Borel definitions of integration as a result of a single limiting process. We turn now to the other type of definition which requires a finite or denumerable infinitude of limiting processes.
The first step in this direction was taken by Dirichlet, who extends the Cauchy definition to the case in which the interval (a, b) has a set of singularities Z whose derived set Z' contains a finite number of points xi, • • •, a». For in any subinterval interior to the interval (#<-i, xi) we have only a finite number of (a, b) . We can obtain the same result in case Z is reducible, by starting with Z and working up to Z (a) . For consider the intervals complementary to Z'. By the two conditions of the CauchyDirichlet process, we can then define an integral in each of these intervals. Evidently the same holds true of the intervals complementary to Z", and so on. By a well-known theorem in the theory of point sets* we arrive finally at the intervals complementary to a set Z (a) which is either zero or perfect. If it is zero, then we have an integral for the entire interval. If perfect, then we have obtained an integral in each interval complementary to this perfect set Z (a) = P.
If W(u n ) is the maximum absolute oscillation of I , u n '
being any interval interior to u n , and ljW{u n ) is convergent, and P is of content zero, then the Moore-Hahn theorem (2) of § 2 would suggest that we define
We observe that this will include the Harnack integral as a special case.t We might proceed to a discussion of the case in which the content of P is not zero, or the series of oscillations or integrals over the complementary intervals u n is not absolutely convergent, but we prefer to take up briefly the Denjoy definition of integration which combines the two definitional conditions of Cauchy-Dirichlet with the Moore-Hahn theorem, and includes as special cases almost all of the definitions so far considered in this chapter.
5. The Denjoy Definition of Integration.-(Cf. Denjoy (3); Nalli (16), pages 122 ff.) We give first a few definitions.
(a) A function f(x) is said to be not summable at a point x 0 of an interval, if f(x) is not summable in every interval containing the point xo. Similarly f(x) is not summable at a point xo on a perfect set P, if the function <p = ƒ on P and zero at points not on P is not summable at xo. In either case the points at which f(x) is not summable form a closed set.
(b) Let [u n ] be the set of intervals complementary to a perfect set P, relative to an interval (a, 6), and suppose that for every n there is defined a constant W(u n ). Then the series HiW(u n ) is said to be absolutely convergent on an interval S if the part of the series ZW(u n ) which corresponds to the intervals interior to S is absolutely convergent. It is absolutely convergent at a point x 0 of the perfect set P if there exists an interval containing x 0 in which 2 n W(u n ) is absolutely convergent. Evidently the points of P at which 2 n W{u n ) is not absolutely convergent form a closed set.
Then Denjoy defines an integral V(a, b) on the interval (a, b) as follows :
(A) The integral of f(x) in an interval in which f(x) is summable is the Lebesgue integral.
(B) If the integral has been defined for a finite number of consecutive intervals : (ai, a 2 ) ; (a 2 , as); • • • ; (a n~i , a n ) then V(a\, a n ) is defined to be I. The set of points of any perfect set P at which f(x) is not summable on P is not dense on P.
II
exists and is defined to be V(c, d).
III. The set of points of any perfect set P at which the series of maximum oscillations W(u n ) of V on the intervals complementary to P is not absolutely convergent is not dense on P.
The proof that these three definitional conditions and the three integrability conditions suffice to determine for a function fix) a finite number, its integral, is rather long. We mention only the chief features of the proof. A central position is occupied by the theorem on point sets:
If we have a series of closed sets E ia) , corresponding to the transfinite numbers of the first and second class, each contained in the preceding and not dense on it, then there exists a transfinite number a with a precedent, such that jE (a~1} # 0 and
Condition I when applied to the interval (a, b) gives a closed set Ei, not dense on (a, b) at every point of which ƒ is not summable on (a, b). We break up E\ into Pi + Pi, where Pi is perfect and Pi is reducible. Then we replace (a, 6) by Pi and apply condition I again. This yields E% = P 2 + P2. And so we continue. The theorem just given shows that this process must terminate after a denumerably infinite number of steps.
Condition II, with the definitional condition P, when applied to the intervals complementary to E\ gives a value for the intervals complementary to the derived set E\ of E\. The same two conditions lead us to the intervals complementary to E\ f and eventually to the intervals complementary to Pi.
In the same way, definitional condition C together with the conditions II and III give us a value for V(g, h) in any interval ig f h) which contains points of P x but not of E 2 , i. e., in any interval complementary to E 2 . Similarly we find the value of V(g, h) for every interval complementary to E a +i, the values in the intervals complementary to P a having been determined.
We thus obtain a value for the integral V(a, b) in the interval (a, b) after a denumerably infinite number of steps.
We note the following properties:
(1) If fix) is such that \f(x) \ is Denjoy integrable, then fix) is Lebesgue integrable.
For evidently if fix) ^ 0, and there existed a point at which fix) were not summable on (a, b), then F(a, b) would also be infinite.
(2) From the Moore-Hahn theorem of § 2 it follows that if fix) is (P) integrable it is also Denjoy integrable, the definitional condition C being an immediate extension of the expression for the (P) integral. The same result holds true if in the (B) integral we replace the Riemann integrals by Lebesgue integrals. Just how the definitions compare when Riemann integrability on P e is replaced by Lebesgue summability, we do not know, except that there are functions which are Denjoy integrable without being (B) integrable in any extensions of the definition, an immediate consequence of (3) If ƒ and g are Denjoy integrable, then ƒ + g is also Denjoy integrable, and we have (Dn) ƒ ƒ + (Dn) ƒ g = (Dn) ƒ (ƒ + g).
We have further (4) The indefinite Denjoy integral V(a, x) is a continuous function and has as derivative f(x) except for a set of measure zero.
(5) If the continuous function F(x) has at every point a finite derivative f(x) then this derivative is Denjoy integrable, and the Denjoy integral of f(x) has the value
F(x) -F(a)^
This result is of importance in the theory of the derivatives of continuous functions. In the case in which the derivative is finite at every point, it gives a means of returning from the derivative to the original function. For the Riemann integral, the derived function f(x) must be Riemann integrable; for the Lebesgue integral, f(x) must be summable, and this carries with it that F(x) be of bounded variation; but f(x), finite at every point, is Denjoy integrable.* For the proofs of these theorems we refer to the Denjoy articles, as well as the Nalli thesis, which contains a careful analysis of the Denjoy first notes on the subject.
Quite recently Khintchinef has pointed out that in order to obtain an integral by the Denjoy method of definition, it is sufficient to replace the condition of convergence of the maximum oscillations W(u n ) in the intervals u n , in the definitional condition C and the integrability condition III, by the weaker condition of convergence of the series of variations of the integrals X n V(u n ), in as much as X n V(u n ) and not Z n W(u n ) appears in the integration expression. However, for an integral defined in this way it is no longer true that the derivative of the indefinite integral V(a, x) is the function f(x) except for a set of measure zero. By defining the term " integrals approaching zero asymptotically at a point xo of a perfect set P " to mean that if d n is the distance between x 0 and the nearest extremity of the interval u n complementary to P, then lim» --j-= 0, he shows that a necessary and sufficient condition that the derivative of V(a, x) be f(x) except for a set of measure zero, is that the definitional condition C be replaced by C'. If ƒ is summable on P in an interval (c, d), if, moreover, the integrals approach zero asymptotically except for a set of measure zero on P, then
V{c,d)= (L) ff+2nV(u n );
and the integrability condition III by III'. For every perfect set P, there exists a portion* TV of P such that if ôi, • • •, ô n , • • • are the intervals complementary to ir, the series X n V(ô n ) converges and the integrals approach zero asymptotically on w except for a set of measure zero on ir.
Both of the Khintchine suggestions give actual extensions of the Denjoy definition, i. e., give an integral for a function not integrable by the definition as given by Denjoy. * Cf., for instance, Denjoy (4(a)), p. 120.
(To be continued.)
