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Abstract
This thesis tackles the problem of foreground segmentation in videos, even under extremely
challenging conditions. This task comes with a plethora of hurdles, as the model needs
to distinguish the difference between moving objects and irrelevant background motion
which can be caused by the weather, illumination, camera movement etc. As foreground
segmentation is often the first step of various highly important applications (video surveillance
for security, patient/infant monitoring etc.), it is crucial to develop a model capable of
producing excellent results in all kinds of conditions.
In order to tackle this problem, we follow the recent trend in other computer vision areas
and harness the power of deep learning. We design architectures of convolutional neural
networks specifically targeted to counter the aforementioned challenges. We first propose
a 3D CNN that models the spatial and temporal information of the scene simultaneously.
The network is deep enough to successfully cover more than 50 different scenes of various
conditions with no need for any fine-tuning. These conditions include illumination (day or
night), weather (sunny, rainy or snowing), background movements (trees moving from the
wind, fountains etc) and others. Next, we propose a data augmentation method specifically
targeted to illumination changes. We show that artificially augmenting the data set with
this method significantly improves the segmentation results, even when tested under sudden
illumination changes. We also present a post-processing method that exploits the temporal
information of the input video. Finally, we propose a complex deep learning model which
learns the illumination of the scene and performs foreground segmentation simultaneously.
xBased on adversarial machine learning, the model comprises of six sub-networks, three
generators and three discriminators. We show that jointly training the model to perform
illumination change from bright to dark and vice versa, and foreground segmentation, yields
substantial performance improvements over the state-of-the-art.
In conclusion, the proposed models address major limitations that currently exist in the
area of background subtraction. As mentioned above, these models can be used in a plethora
of closely related areas of computer vision and can have a practical impact as they can be
embedded in real-world applications.
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Chapter 1
Introduction
In the domain of video processing, foreground segmentation (alternatively background
subtraction) is the process of discriminating moving objects, defined as foreground, from
static parts of a given scene, or background [8]. This task can be regarded as a binary
pixel-wise classification with the label taking the values of either background or foreground.
This research area has sparked a growing interest among scientists for more than 30 years.
However, as the camera technology advances year by year, the videos increase in complexity
and size, but also in numbers. Thus, researching new background subtraction algorithms,
able to handle big data efficiently and effectively, is more crucial than ever. Recently, after
the flagrant successes of deep learning in big data processing in images [115, 67, 48, 150],
neural network models emerge in the spotlight across the research community. Thus, it is
time the angle in which foreground segmentation is viewed to change and the algorithms
structure to be reconsidered.
The significance of innovative background subtraction can be highlighted by a plethora
of real-world applications. Specifically, it has been used for video surveillance related tasks
like crowd analysis, abnormal event monitoring, intelligent traffic control systems, people
safety and animal surveillance in the wild [64]. Other areas of application include person
2 Introduction
re-identification [9], object tracking [113], gesture recognition [151], vehicle tracking [116],
video recognition [68], crowd analysis [139] and even use cases of the medical domain
[129]. It is evident that many of those are critically important, and even the slightest increase
in detection accuracy is crucial. A major hurdle is to design algorithms able to capture
the significant changes in the video frames, while ignoring noise-produced changes. Such
changes could be produced by a variety of different factors [64, 5, 106, 57, 13]:
• Illumination: Depending on the time the video was captured, it is possible that a
significant amount of pixels have changed due to lighting conditions, caused either by
the sun or artificial light. This is especially evident in sudden illumination changes
that might occur if a light switch is turned on/off, or if a large cloud blocks the sun. In
addition, a scene and the objects that appear in it will drastically transform during the
night. It is necessary for an algorithm to be able to adjust in this kind of conditions.
• Weather: A scene will appear different under rain or snow. While the sun causes
objects to appear brighter, rain grants them a gray shade and snow paints them white.
As a result, special attention is needed to avoid false classifications.
• Background motion: Most scenes include moving objects which still need to be
classified as background. Such objects are trees, fountains and bodies of water in
general.
• Shadows: Some background objects might cast shadows in scenes taken under intense
sunlight. Those pixels affected will be darker than usual and as a result are prone to
misclassification.
• Intermittent object motion: There is a special case of videos where various objects will
move into the scene and proceed to stay still for an indefinite amount of time. Examples
include parked cars, people walking and sitting, various objects being thrown etc. It
3is obvious that the correct classification of these objects is entirely case-dependent.
However, in any case, the model needs to adjust accordingly.
• Camera angle: It is not unusual for several cameras to change angle while filming,
causing the background to change. This scenario is especially prevalent in video surveil-
lance, where the cameras are used to rotate in order to capture a larger background
area, and sometimes zoom in and out. These videos are exceptionally troublesome to
analyze and novel ideas are needed to achieve high accuracy.
Of course in many cases, changes occur by a combination of the elements listed above.
Naturally, the more factors are involved, the more difficult it becomes to extract the foreground
accurately.
Most traditional approaches employ a 3-step approach: Background initialization, fore-
ground detection and background maintenance [118]. First, the background is composed
using a number of frames and then the segmented image can be obtained by comparing
the current frame to the background. The third step is devoted to updating the background
model with the most recent changes of the background. The main problem of these methods
lies in their inability to obtain good representations of the input data. As a result, when
the background model is challenged with significant changes, the foreground detection
module produces many misclassifications. On the other hand, deep learning models are
able to approximate extremely abstract, non-linear functions by stacking a large number
of layers on top of each other. Such models can extract high level features of a scene and
therefore produce better segmentation results. For example, given enough input frames with
trees in the background, a deep learning model will uncover the patterns between the pixels
corresponding to the tree’s leaves, branches and trunk and develop an abstract representation
of the tree. Therefore, even if the tree is moving because of a strong wind, the model will
still classify those pixels as background.
4 Introduction
1.1 Research Area
As mentioned above, there are several challenges remaining to be addressed in the research
area of foreground segmentation. To achieve robust background subtraction which addresses
all aforementioned limitations, we propose the following deep learning models:
1.1.1 BGS using spatio-temporal (3D) convolutions
Most conventional approaches -deep learning or not- operate in a frame-by-frame basis.
However, a video is not a mere collection of individual frames, in the sense that each frame
is heavily linked to the previous and next ones. Therefore, predicting a segmentation mask
based only on the current frame means missing valuable information. Although some models
retain a history of past frames, either as a mean frame or as a background model, they are
still unable to model the continuity of the pixels between adjacent frames. This is especially
important in the case of sudden background changes, where the current frame is considerably
different compared to any previous frames. Rather than treating a single frame as a separate
entity, we propose a system that considers a frame as a part of a whole, and instead operates
in a collection of contiguous frames. By performing convolutions with 3D kernels, we
can effectively model the frame continuity of a video. Such an approach not only captures
the relationships between spatially and temporally adjacent pixels, but it also renders a
background model obsolete. A system of this nature is inherently more accurate for two
main reasons:
1. It no longer depends on the soundness of the background model and its update process
2. The spatial and temporal changes between frames are captured in the higher, non-linear
dimensional space which contains rich semantic information.
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Furthermore, we show that it is possible to model multiple (over 50) videos with a single
model, whereas traditional models can only monitor a single scene.
1.1.2 Synthetic data augmentation for robust BGS
Having covered most cases with our previous model, we proceed to address the most
challenging issue in foreground segmentation: intense and sudden illumination changes. As
the appearance of all objects changes drastically under different illumination conditions, even
deep learning models struggle to cope in such cases. This is especially apparent in the "light
switch" scenario, where the source of light is turned off immediately. If the lighting is very
limited, the model will be unable to extract semantic information from the scene.
To overcome this hurdle, we propose a novel image augmentation method that generates
synthetic images by altering the illumination of the input not only in local areas but also
globally. Essentially, we provide extra semantic information to the model in terms of
illumination, which leads to better generalisation in scenes depicting light-based effects
such as halos and shadows. We show that this approach yields significantly better results
compared to traditional augmentation techniques, when tested in data sets that feature changes
of brightness.
Further improvements can be obtained by applying a post-processing method that takes
advantage of the temporal information of the input video. In particular, we exploit the limited
amount of movement of the foreground objects between adjacent frames, in order to filter
noise caused by false positives in some parts of the image.
1.1.3 BGS using triple-GAN to handle significant illumination changes
Next, we attempt to learn the illumination of the scene, rather than artificially changing the
brightness of the input image. In particular, we propose a triple Generative Adversarial
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Network to model the scene at different illumination scales. The model is trained to perform
BGS when given extremely bright and dark images, and also to learn the illumination of
the scene by converting bright images to dark and vice versa, while keeping a focus on the
foreground. In order for the generated images to look realistic, the model is forced to not
only learn the difference between the foreground and background classes, but also to learn to
change the illumination of the scene. Essentially, the objective is three-fold:
1. Obtain rich semantic features of the objects appearing in the scene regardless of the
lighting
2. Model the illumination of the scene by using GANs to change the lighting of both
foreground and background objects
3. Perform robust BGS using the features which are extracted from the GANs.
We show that this approach is superior even to state-of-the-art deep learning models.
1.2 Contributions
The contributions of this thesis can be summarized as follows:
• We propose a 3D Convolutional Neural Network for foreground segmentation to
effectively model spatial and temporal information. The model is an end-to-end,
standalone system and is can handle multiple scenes.
• We propose a novel image augmentation method which alters the illumination of the
input in local areas but also globally. We also propose a post-processing technique for
noise removal. The effectiveness of both methods is demonstrated by training a deep
neural network with the augmented dataset.
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• We propose a triple Generative Adversarial Network for foreground segmentation,
which is able to analyse the illumination conditions of the scene. The model pro-
duces accurate segmentation results even in a "light switch" scenario, which features
insufficient lighting and rapid changes of the background.
1.2.1 Publications
Portions of the work presented in this thesis have previously been published in the following
academic papers:
• Dimitrios Sakkos, Edmond S. L. Ho and Hubert P. H. Shum, "Illumination-aware
Multi-task GANs for Foreground Segmentation", IEEE Access, Jan 2019.
Bibliography reference [107]
• Dimitrios Sakkos, Heng Liu, Jungong Han and Ling Shao, "End-to-end video back-
ground subtraction with 3D convolutional neural networks", Multimedia Tools and
Applications, Sep 2018.
Bibliography reference [109]
• Dimitrios Sakkos, Edmond S. L. Ho and Hubert P. H. Shum, "Synthetic data augmen-
tation for robust background subtraction", SKIMA 2019, Under review.
Bibliography reference [108]
• Daniel Organisciak, Dimitrios Sakkos, Katerˆina Jandová, Edmond S. L. Ho, Nauman
Aslam and Hubert P. H. Shum, "Unifying Person and Vehicle Re-identification", IEEE
Transactions on Circuits and Systems for Video Technology, Under review.
Bibliography reference [93]
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1.3 Thesis Structure
In Chapter 2, we provide an extensive literature review for the task of background subtraction.
Both traditional and state-of-the-art approaches are discussed and analysed. We also review
some techniques on general image segmentation.
In Chapter 3, we propose a 3D convolutional neural network for video foreground
segmentation. We analyse the network architecture and explain the function and contribution
of each module. The experimental results show that the model learns to extract the foreground
objects in great accuracy, with very sharp object boundaries. In addition, the results show
that it is possible to use a single model for over 50 different scenes, each featuring different
challenges.
In Chapter 4, we propose an augmentation method that can generate an infinite amount
of unique synthetic images by performing local and global illumination changes. We show
that these semantic changes are superior to common augmentation techniques. In addition, a
temporally-based post-processing method is proposed for noise removal. The experiments
indicate that this method can further improve segmentation results.
In Chapter 5, we propose an illumination-aware convolutional neural network which is
comprised of three GANs. The design choices of the network are discussed and explained.
The model is tested on the most challenging public datasets which feature rapid and intense
illumination changes. The experimental results show that the network can handle even a
"light switch" scenario and produce robust segmentation masks.
In Chapter 6, we provide a conclusion of this thesis and discuss the potential future work
on this research area.
1.4 Definition of Terms 9
1.4 Definition of Terms
Deep learning is a sub-category of machine learning which is concerned with the develop-
ment of neural networks with a large number of layers; otherwise known as deep neural
networks. The deeper a network is, the more complex functions it can learn.
Convolutional neural network is a special kind of neural network that is inherently
designed to handle images. Unlike fully connected layers, convolutional layers do not have
connections between all neurons. Instead, they connect each neuron only to a small part of
the input, based on the intuition that neighboring pixels share common attributes.
Generative adversarial network is a special king of convolutional neural network that
deals with the generation of fake images. They are consisted of two neural networks: the
generator, which is responsible of generating images, and the discriminator, which is trained
to distinguish real from fake images. By jointly training the two networks, it is possible to
generate very real-like images.
Feature map is the output of a convolutional layer and it embodies an abstract represen-
tation of the input data.

Chapter 2
Background
Over the years, a wide variety of approaches have been employed to automatically extract
the foreground from a given video. Early techniques used simple methodologies like frame
differencing or subtracting the current frame from a background model that was computed
by averaging a set of past frames. However, such simplistic approaches were successful
only when certain criteria were met. For example, they were unable to capture slow-moving
foreground and would fail in videos with intermittent object motion [38]. More advanced
approaches learn meaningful spatio-temporal features from videos [77, 149, 163]. Some
methods tackle challenges mentioned in Chapter 3.1 by employing preprocessing techniques
in the input data, before feeding it to the model [26]. Furthermore, other approaches
include post-processing steps [15] in an attempt to refine the model output and improve the
segmentation accuracy. In this Chapter we categorize the most significant existing methods
based on their approach and analyse their advantages and limitations.
1Average taken for indoor and outdoor video results
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2.1 Gaussian Mixture Models
One of the most widely researched algorithm types for background subtraction is based
on a mixture of Gaussian distributions. A major advantage of this model family is that it
can be performed in an unsupervised manner, therefore there is no need for labelled data.
First proposed by Friedman and Russel [38], the scene of a video sequence was modeled
by learning a mixture of a Gaussians with a fixed number of components for each pixel of
the input data. Since the model parameters are updated according to the probability of each
pixel belonging to a specific class, slow-moving objects are segmented accurately. There is a
necessity to have multiple gaussians, so that different classes can be effectively monitored.
This approach used three gaussians, for the following classes: foreground, shadows and
background. Zivkovic [170] extended this approach by adding more gaussians to the mixture
model, the specific number of which was automatically estimated and updated for each frame
of the video. Therefore, the model was able to monitor the scene more effectively. Siva et
al. [117] extend this method by combining GMM with a conditional probabilistic function,
in an attempt to tackle illumination changes more effectively. More specifically, they use
the GMM to obtain a good background image, which is then used by the probabilistic
model that classifies the foreground pixels. In contrast to previously developed models
which map the current frame pixels to background image pixels in a one-to-one mapping,
the probabilistic model is able to map different pixel intensities to the same background
intensity, therefore catching illumination changes more accurately. Recently, Boulmerka
and Allili [12] combined a GMM with statistical models. The GMM was used to model the
temporal information, whereas inter-frame correlation analysis and histogram matching were
employed to capture the spatial relationship of adjacent pixels. A median filter was applied
for noise removal as a post-processing step, after combining the masks of the two models.
While this approach works well in dynamic environments and is able to remove shadows, it
2.1 Gaussian Mixture Models 13
depends on many different methods. Thus, the parameter fine-tuning process but also the
deployment of the model can be cumbersome.
Akilan et al. [2] also combine a GMM with several other methods to obtain better
results. The GMM is again used for the estimation of the background image, where a varied
version of the Bhattacharyya distance is used to determine if a pixel matches the GMM.
The foreground is then obtained by subtracting the current frame to the background image.
Consequently, the result is enhanced by fusing features of color similarity, color distortion,
and illumination measures which are obtained from the current frame. Chen et al. [23] use
a number of GMMs to construct spanning trees for hierarchical superpixel segmentation.
They report that extending their model with optical flow for modeling temporal information
increases the segmentation accuracy. While the superpixel hierarchy method removes false
positives effectively in dynamic backgrounds, it is unsuccessful at removing shadows. Shen
et al. [113] propose an efficient approach to BGS by reducing the dimensionality of the input
data with a random projection matrix. Finally, they apply a GMM on the projected data.
Although GMM-based methods perform well on videos with minimal or gradual illumination
changes, they fail when challenged with rapid variations of illumination [118]. Pilet et al.
[98] made an attempt to rectify this issue by modelling the illumination ratio of each pixel,
rather than its intesity. In more detail, they assume each pixel pi value can be decomposed
to pi = eiai, where ei the irradiance and ai the albedo of the object depicted by the pixel.
Therefore, if the same property is true for the model image m, we have mi = emai, with the
irradiance em now being constant. As a result, the illumination ratio is lr = uimi =
ei
em
. Having
created two GMMs for modelling the ratios for the background and foreground, they use a
spatial likelihood model to learn the relationship between the model output and the target
segmentation. Finally, Tuzel et al. [132] modeled different representations of each pixel with
a respective layer of 3D multivariate Gaussians, resulting in a multilayer Gaussian mixture
model. Their background model was updated gradually, by changing at most one layer
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Fig. 2.1 Gaussian (parametric) distribution, Gaussian Mixture Model, and Gaussian (kernel)
density estimator based on 20 samples generated from the mixture of uniform distributions:
pX(x) = 12 ×U(x;−8,−1)+ 12 ×U(x;1,8), where U(x;a,b) = 1(b−a) denotes the continuous
uniform probability density function for random variable X. Figure taken from [119].
on every update. With such a multimodal approach the model performed well in dynamic
backgrounds.
While a lot of research has been done on improving Gaussian Mixture Models (GMMs)
in dynamic environments, their disadvantage on adapting in sudden lighting changes and
heavy shadows remain [64]. Another limitation is that they operate in a pixel level and do
not model the correlation between adjacent pixels, therefore missing important information.
2.2 Kernel Density Estimates
The Kernel Density Estimates (KDE) models follow a different probabilistic, non-parametric
approach for scene modeling which addresses the issue of parameter estimation and update
in GMMs. The probability density function of a KDE is given as below:
fˆ (y) =
1
nhd
n
∑
i=1
K
(xi− y
h
)
,
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where d is the dimensionality of the higher dimensional space,
xi is an independent and identically distributed random variable of size n, xi ∈ Rd ,
K : Rd −→ R1 is a function centered at 0 that integrates to 1,
h is a smoothing parameter which tends to 0 as n tends to inf,
n denotes the sample size.
An illustration of the construction of a KDE model versus a GMM is given in Figure 2.1.
Elgammal et al. [36] implemented a real-time model which estimates the probability
density function of a pixel’s intensity values by observing a fixed size window of the most
recent frames. Their model used the Normal function N(0,Σ) as the kernel estimator function.
Because this method is very sensitive to false positives in dynamic backgrounds, the authors
impose spatio-temporal constraints to the model in an attempt to suppress false detection:
First, they estimate the pixel displacement probability, based on the premise that only minor
changes will occur in a small number of frames and secondly, they calculate the component
displacement probability, which hypothesises that if an object belongs to the foreground, it
will have moved from a nearby location. Thus, the output is refined.
There are also methods that are using kernels of variable size. In general, there are two
ways of varying the kernel width [127]:
1. The balloon estimator, where the kernel size is a function of the point y at which the
estimate is taken:
fˆ1(y) =
1
nh(y)d
n
∑
i=1
K
(xi− y
h(y)
)
(2.1)
2. The sample smoothing estimator, where the kernel size depends on the sample point xi:
fˆ2(y) =
1
n
n
∑
i=1
1
h(xi)d
K
(xi− y
h(xi)
)
(2.2)
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Zivkovic and Van Der Heijden [171] modify the traditional approach by employing a kernel
of varying size at each estimation point, therefore using the balloon estimator. Additionally,
a decaying factor was added in the update mechanism of the model such that older samples
have lower influence. It was found that the model is superior to traditional GMMs in scenes
with dynamic backgrounds. Mittal and Paragios [89] implement a hybrid density estimator
which is combination of the two aforementioned estimators. Specifically, the hybrid density
estimator is defined as follows:
fH(x) =
1
n
n
∑
n=1
1
||H(x,xi)|| 12
K(H(x,xi)
− 12 (µ−µi)) (2.3)
where H(x,xi) = ∑xi +∑x is the bandwidth matrix for the Normal kernel.
The authors also employed a dynamically adjusted threshold for the pixel classification,
which helps remove false positives in dynamic backgrounds. Finally, they incorporated
optical flow information and colour normalisation in an attempt to capture motion information
and make the model invariant to illumination changes respectively. Attempts have also been
made for improving the model accuracy with post-processing operations. For example, Zhu
et al. [169] implemented a method that addresses the inability of pixel-level techniques
to model the spatial relationship of neighbouring pixels. Specifically, the authors refined
the segmentation mask with a local texture correlation operation that fuses the missing
information from the input image. Finally, Berjón et al. [10] utilise temporal information, as
previous frames are selected to guide the update of the background model. Then, the outputs
of the foreground and background model are fed to a bayesian classifier which performs the
background subtraction.
In conclusion, the KDE models can address some of the limitations of GMMs and the
literature suggests they are more effective in videos with dynamic backgrounds. However,
2.3 Principal Component Analysis 17
these models still cannot inherently capture the relationship of adjacent pixels and need to
rely on post-processing techniques.
2.3 Principal Component Analysis
The methods of this category aim to construct a background model by decomposing the input
frames into a low-rank subspace, which is constructed using eigenvectors. Since PCA retains
the most significant eigenvectors, the foreground of the input image cannot be represented by
the background model, as long as it is not static. The foreground can then be segmented with
a difference image between the output of the model and the input frame [91]. Essentially, the
foreground pixels are being detected as outliers using a threshold [13]. A typical pipeline of
such a BGS model is given in Figure 2.2.
One of the first methods was implemented by Oliver et al. [91] who constructed the
mean background image and its covariance matrix using N frames. Principal Component
Analysis (PCA) was performed to reduce the dimensionality of the space. However, this
approach does not perform well in cases where background pixels constantly change (due to
weather / light conditions or change of camera angle) or foreground pixels remain unchanged
(intermittent object motion), since it is based on the idea that the moving objects will appear
in different parts of every frame in the sample.
These limitations where addressed with Robust PCA (RPCA) [130, 18], which revo-
lutionized PCA-based methods. By decomposing the input data matrix A into a low rank
matrix L and a sparse matrix S such that A = L+ S, the background and foreground are
successfully modeled by L and S respectively. This process is called RPCA via Principal
Component Pursuit (PCP). Because L is updated over time, the model can adapt to challeng-
ing environmental conditions more effectively. However, RPCA-PCP is computationally
expensive, can only be batch updated rather than frame by frame and is also sensitive to noise
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Fig. 2.2 The framework of a PCA-based background subtraction method. The background
image is reconstructed using the eigenbackground which correspond to the most significant
eigenvectors. Then, the foreground can be recovered by subtracting the current frame to the
reconstructed background image. Image were taken from [44].
[13]. Liu et al. [78] addressed the first limitation and proposed an improvement of the PCP
algorithm in terms of efficiency. Specifically, they solve PCP in linear time by reformulating
the decomposition of the input matrix in a manner than can be run in parallel. Zhou and Tao
[166] implemented an approximate solution for RPCA that can handle noisy cases. Instead
of using Singular Value Decomposition for decomposing the input matrix A into L and S,
they speed up the calculations by using Bilateral Random Projections. The input matrix is
then decomposed into three matrices L, S and G such that A = L+S+G, where G is used to
represent the noise.
Zhang et al. [159] developed a background subtraction method which is highly resilient to
dynamic scenes, since the threshold that is used for the foreground segmentation is calculated
dynamically. In addition, the correlation between neighboring pixels is successfully modeled
using local dependency histograms. A different approach was implemented by Zhang et
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al. [158], who extended the classic Local Binary Patterns (LBPs) to the spatio-temporal
domain. Specifically, they compute an LBP over the two most recent frames which effectively
tracks both spatial and temporal information. Zhang et al. [160] devised a Covariance-based
technique for modeling a scene. Specifically, the background of a region around each pixel is
represented by a covariance matrix constructed by features based on pixel coordinate and
intensity values as well as LBPs. The foreground is then detected by comparing the new
covariance matrix versus the current background matrix using a threshold.
Candès et al. [18] developed an efficient algorithm (RPCA) for decomposing the data
into a low-rank matrix and a sparse matrix, which are representing the background and
foreground in the BGS scenario, respectively. Recently, Ibadi and Isquierdo [34] extended
RPCA by using a tree-structured sparse matrix to represent the input images. Although
their method performs well on standard datasets, it fails in videos with sudden illumination
changes like the Light Switch sequence of the SABS dataset. Xin et al. [145] also extended
RPCA by utilising contextual information of the foreground pixels with the generalized
fused lasso regularization which was originally proposed in [144]. Although they report
the SABS dataset, only the basic video sequence was used, which has negligible changes
in illumination. The pixels of the shadow were incorrectly classified as foreground, as the
difference in the illumination makes them darker. Similar to Pillet et al. [98], Vosters et al.
[134] extend traditional PCA-based models by introducing a statistical illumination model.
Basically, they create an eigen-space background model which is used to reconstruct the
background of the current frame by projecting it to the space of the learned model. However,
instead of using a simple thresholding technique for the final segmentation, the authors
develop a spatial likelihood model that improves the segmentation results by modelling the
relationship of neighboring pixels. In contrast with [98], the algorithm is updated online
for each frame in order to adapt to rapid illumination changes. Therefore, the eigen-space
model captures global illumination changes, while the spatial likelihood model models the
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remaining background variations. In general, PCA-based methods are highly robust [64]
since they analyze pixel changes in the lower dimensional space, however they fail to analyze
multiple dissimilar scenes due to the data representation not being multi-modal as well as
the high computation costs[13]. Additionally, although they are more robust to illumination
changes than GMMs, they are limited by the lack of semantic knowledge in the scene. Finally,
they cannot distinguish shadows, since they are considered a part of the foreground object
and as such, they are not permitted in the training set for the development of the background
model [135].
2.4 Deep Learning
With Deep Learning dominating the research area of Artificial Intelligence, it is now possi-
ble to develop an end-to-end system for image segmentation/background subtraction that
addresses the vast majority of the challenges to a large extent. The most prominent type of
neural networks in Computer Vision, Convolutional Neural Networks (CNNs), are achieving
state-of-the-art results in numerous tasks, like object detection [47], person re-identification
[70], face recognition [111], speech recognition [101], natural language processing [29],
video classification [63] and others. Therefore, there is strong motivation to employ CNNs
for background subtraction.
In this Section we will describe the building blocks of CNNs and analyse their inner
workings. We will also discuss the evolution of CNNs through landmark papers and illustrate
successful architectures. Finally, we will outline prominent post-processing methods.
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2.4.1 From classification to segmentation with fully convolutional net-
works
Deep learning approaches for background subtraction use variants of the fully convolutional
network (FCN) proposed by Long et al. [82], which was based upon the works of Sermanet
et al. [112], Pinheiro and Collobert [99] and Eigen et al. [35]. This is a special kind of
convolutional neural networks with no fully connected layers, specifically designed for dense
prediction tasks like image segmentation. Using the very successfull network VGG [115] as
a backbone, the authors transformed all fully connected layers into convolutional layers. As
a result, FCN can be trained in an end-to-end manner and is much more efficient than patch
based models. The network is extracting features from the input image through a succession
of convolutions with different (trainable) kernels. However, since these operations can be
computationally expensive, the dimensionality of the feature maps is gradually downsampled
with a series of pooling layers, the function of which is depicted in figure 2.3. These layers
employ either the max or the average operation using kernels, although the most commonly
used pooling layer is the max pooling. Instead of max-pooling, learnable subsampling
could be used instead, however it is shown to provide worse results [110]. In addition to
computational efficiency, pooling layers also expand the receptive field of the output layer.
Since each neuron of a CNN’s layer is only connected to a small area of the previous layer, it
has a limited receptive field. However, after a pooling layer, each pixel of the new feature
map is a summary of a small neighbourhood of the previous. This means that the neurons
of the deeper convolutional layer has access to information of a larger neighbourhood of
the input. This is essential for all computer vision tasks, since it allows deeper layers to
assimilate contextual information about the objects appearing in the input image.
The FCN has 5 max-pooling operations, which means that the output of the decoder is
32 times smaller than the input image. The full-sized output is then obtained by feeding
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Fig. 2.3 The effect of using a max/average pooling and unpooling layers. The different
colours represent the movement of a 2x2 kernel sliding across the 4x4 input with a stride of
2. During pooling, the position of the maximum activation is saved using an index mask. In
unpooling, this mask is used to place the activations of the deep feature map to their original
position.
the downsampled feature maps to the decoder, which reinstates the original size through a
series of upsampling layers. These layers can be either unpooling or transposed convolution
(deconvolution) layers; in the case of FCN deconvolution layers are used. Although the effect
is similar, those layers are very different in the way they function. Transpose convolution
works by inserting zeros between the pixels of the input feature map and then performing
regular convolution (figure 2.4b). Since the weights of the kernel are learned, this method
has the advantage of learning class-specific features during upsampling. Unpooling layers
are, as the name suggests, reverse pooling. Essentially, the unpooling layer retains the
spatial location of the maximum activation during pooling and places the same value at the
corresponding index of the output feature map, filling everything else with zeros (figure 2.3.
In contrast to transpose convolution, the position of the retained activations are the same as
before downsampling, making this method better at preserving object boundaries.
Although the use of pooling layers has many advantages, the accumulated loss of infor-
mation ends up being excessive and unrecoverable by the decoder. To alleviate this problem,
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(a)
(b)
(c)
Fig. 2.4 Demonstration of (a) the convolution, (b) transpose convolution and (c) dilated
convolution operations. Convolving a 4x4 input with a 3x3 kernel leads to a 2x2 output
feature map. At the transpose convolution example, a 2x2 input feature map is padded with
zeros in between the pixels, as well as the border. The number of padding depends on the
desired output size. In this case, a 3x3 kernel leads to a 5x5 output feature map. Finally,
in a dilated convolution the kernel is padded instead of the input, leading to an increased
receptive field with the same number of parameters. Images taken from [33].
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Fig. 2.5 A typical Convolutional Neural Network with an encoder-decoder architecture for
background subtraction. The encoder is consisted of multiple Convolution layers which
extract semantic features, followed by Pooling layers for dimensionality reduction. The
decoder uses Upsampling layers to restore the resolution of the feature maps to its original
size, while Convolution layers are used to recover the information lost due to downsampling.
The ReLu and Batch Normalisation layers ensure the stability of the training process, while
the Softmax layer converts the features of the last layer to pixel-wise probabilities. Parts of
this image were taken from [6].
the authors of FCN fuse information from shallow layers that precede pooling layers via
feature map concatenation. These skip connections enabled the flow of information to bypass
the bottleneck. Although the segmentation result improved significantly, the boundary of the
segmented object remained ill-defined.
Ronneberger et al. [103] addressed this issue by adding a decoder, which is symmetric
to the encoder with the exception that pooling layers are replaced by transpose convolution
layers. Skip connections are employed to concatenate the feature maps of those layers of
the encoder that match the resolution of the decoder’s layers. Since the decoder has as many
layers with as many feature maps as the encoder, it can successfully recover the loss of
information caused by the pooling layers. With the aid of the skip connections, the network
segmented small neuronal structures with great accuracy. This encoder-decoder architecture,
commonly known as Unet, is depicted in figure 2.5.
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2.4.2 Dilated convolutions
The next breakthrough in image segmentation was achieved with the use of dilated convo-
lutions (Figure 2.4c), which became an essential feature in this domain when Chen et al.
[21] achieved state-of-the-art results. In contrast to regular convolutions, dilated (or atrous)
convolutions use a kernel that is zero-padded in between its values. The number of zeros
inserted is a hyperparameter known as dilation rate. Since the kernel is enlarged after this
operation, its receptive field is increased. The benefit of dilating the kernel instead of simply
using a larger kernel is that the computation cost remains low. Considering that a CNN
can easily have hundreds of convolutions, the computation savings can be very significant.
In addition, since the field of view of the filters is enlarged, some pooling layers can be
safely removed. This means the loss of information in the encoder is limited, and thus the
decoder has more details available. Another advantage of dilated convolution is that they
can effectively segment objects at multiple scales, when many different dilation rates are
used. Prior to dilated convolutions, two main methods were used to alleviate this problem.
The first approach dictates to feed the same image at different scales and then aggregate
the features [22, 66], either by concatenation or summation. The second approach uses two
different streams, one for modelling the local context and another for the global context and
then perform feature fusion [104, 102, 63]. However, both techniques can be very expensive
in terms of computation, considering the number of additional convolutions. On the other
hand, dilated convolutions add no computational overhead. They can either be placed in
parallel [21] or sequentially [154, 155], however the parallel structure is considered superior
since it helps avoid gridding artifacts efficiently [136].
Zhao et al. [161] extended this approach by adding a pyramid pooling module. The
module was appended to the output of the last convolutional layer and consisted of four
pooling layers of different kernel sizes and strides. Each pooling layer extracted information
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Fig. 2.6 An overview of PSPNet with the groundbreaking pyramid pooling module. The
output of the last convolutional layer is fed to the module, which uses pooling layers with
kernels of various sizes to extract features from different scales. The output is then upsampled
and concatenated. [161]
from different parts of the image in different scales. The output of these layers was then
upsampled and concatenated with the output of the previous convolutional layer. Essentially,
the objective of the module is to aggregate information taken from different context. With a
kernel size equal to that of the original feature map, global context is gathered. Similarly,
using smaller kernels, the context becomes local. With this feature, PSPNet became the
best model in ImageNet scene parsing challenge 2016, PASCAL VOC 2012 benchmark and
Cityscapes benchmark.
2.4.3 Conditional Random Field for boundary refinement
Some methods attempt to refine the segmentation mask using post-processing techniques.
The most commonly used method is applying a Conditional Random Field (CRF) on the
CNN output. A fully connected CRF is formally defined as follows:
E(x) =∑
i
θi(xi)+∑
i j
θi j(xi,x j), (2.4)
where the first and second terms of the equation denote the unary and pairwise potentials
respectively. The unary potentials can be replaced by the output of the CNN and only the
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Fig. 2.7 Applying a Conditional Random Field (CRF) to the Deep Convolutional Neural
Network (DCNN) output vastly improves the boundaries of the segmentation mask. Image
taken from [20].
pairwise potentials are learned. The second term can be broken as
(1−δi j)∑
p
wpkp( fi, f j)
, where δi j is the Kronecker’s delta, k is a Gaussian kernel that is weighted by the parameter
w and depends on the features f extracted by the pixels i, j. As depicted in figure 2.7, the
CRF greatly improved the results.
Various implementations of a CRF were used by a plethora of works [136, 20, 21, 161, 66]
as a post-processing step. Others however, attempted to approximate CRF using operations
performed by the CNN and therefore integrate it within the network architecture. Zheng et al.
[165] reformulated a mean CRF inference as a Recurrent Neural Network (RNN), effectively
creating an end-to-end system, trainable by backpropagation. The FCN [82] was used as
a backbone network. Liu et al. [81] extended this work by implementing a more efficient
system that only required a single iteration of the mean field algorithm of the CRF. Their
model was also able to analyze temporal information using a 3D convolutional layer on three
consecutive frames.
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2.4.4 Multi-task networks
Finally, there has been some research that indicates multi-task CNNs perform better. He
et al. [47] implemented a joint image segmentation/object detection system by creating
a three-branch CNN with a shared core. The first and second branches were trained for
classification (cls) and bounding box (bbox) prediction respectively, while the third branch
performed image segmentation (iseg). All three branches were jointly optimised during the
training process using a single loss L = Lcls+Lbbox+Liseg. The model was flexible, in the
sense that any backbone network can be used. The authors report that the multi-task nature
of the network boosts the results of all tasks.
2.5 Background Subtraction with Deep Learning
In this Section we will focus on Deep Learning - based methods for BGS and discuss the most
relevant papers. We categorise them based on distinctive characteristics of their architecture,
such as input modalities and inherent structures. We also describe new concepts, namely
LSTMs and GANs.
2.5.1 Single frame methods
Most BGS methods follow the trend of recent generic image segmentation networks and treat
videos as a collection of images while disregarding the temporal information. Since the task
of background subtraction can be regarded as binary segmentation (foreground, background),
there are many papers that implement ideas from state-of-the-art image segmentation models.
For example, Lin et al. [72] use the FCN [82] for background subtraction. The authors
concatenate the current frame with the background image channel-wise and feed the 6-
channel image to the FCN. Although their model achieved satisfactory results in baseline
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videos, it failed when presented with noisy frames or small objects. In addition, a clean
background frame is often difficult to obtain in real life scenarios.
More advanced approaches use multi-scale feature aggregation. Following the success of
earlier approaches in object detection [17], image segmentation [103, 82], edge detection
[143] etc., Zeng and Zhu [156, 157] realise this idea simply by concatenating features from
different layers. In their method, a Unet is used with VGG16 as the backbone network. On
the other hand, Lim and Keles [71] employ multi-scale inputs, in a similar fashion to studies
like [66, 22, 84]. Their model is also reusing weights of VGG16. Wang et al. [141] also adopt
the same input preprocessing, however in this case no pre-trained network was used. The
authors used a double multi-scale CNN but they devised a cascaded-like architecture, with the
output of the first network being fed into the second CNN in order to refine the segmentation
result. Although the computational overhead was significant, only minor improvements
were obtained. Temporal information was not analyzed in this approach. Zhao et al. [164]
also used a similar cascaded architecture, however in this case the first CNN was used for
reconstructing the background. The reconstructed image is concatenated with the input and
fed to the second CNN for background subtraction. For the first network no pre-trained
model was used, whereas the second CNN was based on DeepLab [21]. The two tasks were
optimised jointly with a multi-task loss.
Caelles et al. [16] focus on segmenting the primary moving subject on a given video,
which holds strong similarities to background subtraction. The authors use a multi-task two-
stream FCN with skip paths between the layers and train the first path for contour detection
and the second for image segmentation. As with previous models, the VGG architecture
[115] was used as the backbone. Although the model was pre-trained on the Imagenet dataset
[105], only the first frame of the given video is used for training, which renders their model
sensitive to background changes. Post-processing techniques are employed to combine the
output of the two streams for the final segmented image. A great limitation of this system
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consists of the need to be fine-tuned for each video sequence. In addition, the system will
be unable to accurately segment an object that does not appear on the first frame but enters
the scene at a later phase. Similarly, Akilan [128] use a three-branch CNN with the first
convolutional layer of each branch performing convolutions with kernels of different size,
namely 3x3, 5x5 and 9x9. The features were fused at later layers via concatenation. The
backbone network that was used was VGG16 [115], with the author reporting a significant
boost in performance when the pre-trained weights were used, as opposed to training the
network from scratch.
Cinelli et al. [28] implemented a model based on SegNet [6], with the exception that
strided convolutions were used for downsampling the feature maps resolution instead of
pooling layers. The authors performed experiments with decoders of different types of
upsampling methods: bilinear interpolation and single/multi channel deconvolutions with
and without activation functions. Unpooling layers were not tested due to the absence of
pooling layers in the encoder. A resnet-based decoder with single channel deconvolutions
was found the most effective.
Finally, Zeng et al. [32] attempt to improve the output of existing, non - deep learning
based models with a CNN. The input of the CNN consists of the output of three background
subtraction algorithms, namely SuBSENSE [122], FTSG [137], and CwisarDH [31]. Their
model has an encoder-decoder architecture with VGG16 [115] as the backbone model. The
main disadvantage of this method is that it is limited by the other algorithms, since if those
fail completely, the CNN will be unable to reach satisfactory performance.
2.5.2 Spatio-temporal models
In contrast to the models mentioned thus far, there are some approaches that attempt to model
the temporal information as well. This can be accomplished in two ways. The first method
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dictates that a small temporal window of n frames is used as input to the model, which then
analyses the patterns between adjacent frames by performing 3D convolutions. The stride of
the sliding window can be larger than 1, especially in cases where the input video features
slow moving objects. In addition, certain methods place the current frame in the center of the
window, while others only use past frames.
The second method is through the use of Long Short-Term Memory (LSTM) neural
networks. An LSTM network, depicted in figure 2.8, is a recurrent neural network that is
specially designed to capture long term patterns. It consists of a cell Ct , which holds the
information at the timestamp t, and structures of different functionality, named gates. If,
given a timestamp t, we denote the input of the LSTM unit as xt , the output as ht , the weights
and bias of a unit as W and b respectively, and σ as the sigmoid function, then the gates of
an LSTM unit can be formally defined as follows:
• the input gate it , learns the importance of each element to be stored to the cell,
depending on the previous output: it = σ(Wi(ht−1,xt)+bi)
• the forget gate ft , learns which elements are obsolete and need to be removed from the
cell: ft = σ(Wf (ht−1,xt)+b f )
• the output gate ot , learns what is the optimal output for the given input: ot =
σ(Wo(ht−1,xt)+bo)
Then, the cell can be updated as Ct = ft ∗Ct−1 + it ∗Ct , and the output of the unit can be
calculated with the following function: ht = ot ∗ tanh(Ct), where tanh is the hyperbolic
tangent function.
Both methods are useful for modelling temporal information, depending on the task
at hand. For example, LSTMs are superior in learning long-term dependencies, since
they can store information on their cell for extended periods of time. On the other hand,
3D convolutions require far fewer parameters and can learn spatial and temporal patterns
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Fig. 2.8 Visualisation of a Long Short-Term Memory unit, a type of recurrent neural network
for modelling long term patterns. The symbols ⊗ and ⊕ denote point-wise multiplication
and addition respectively, whereas σ is a sigmoid function. Finally, xi and hi are the unit’s
input/output. Image taken from [90].
simultaneously. In addition, the temporal window can be adjusted by changing the stride of
the input frames sequence. Below, we review papers that use either method, or both.
2D models
Chen et al. [25] use an encoder-decoder architecture with various backbone networks -
VGG16 [115], ResNet [48] and GoogLeNet [126]. The output of the FCN is fed to an LSTM
for temporal modelling. After, a Spatial Transformer Network [54] is appended to learn
rotation invariant features, which is can improve results when camera motion is present.
Finally, the result was refined with a CRF, which was implemented as a recurrent neural
network as in [165]. An attention module was embedded to fuse the outputs of the FCN and
the LSTM. Although the model performed well generally, it received poor results in videos
with low framerate and camera movement.
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3D models
To the best of our knowledge, we were the first to use a 3D CNN for the task of background
subtraction [109]. Gao et al. [39] used a small 3D CNN with only two convolutional layers
and a fully connected layer. Their network operated in a patch-based manner, therefore
missing the global context of the input image. Hu et al. [51] use a two-branch 3D CNN
with an encoder-decoder architecture that has a temporal window of 12 frames, the current
frame being at the center. While the encoder operated in 3D, the decoder was 2D. Each
branch performed in different temporal scale, while dilated convolutions were used for spatial
multi-scale feature extraction. The authors employed a slow temporal feature fusion, in
a similar fashion to [109]. To capture long-term temporal information, a two-unit Long
Short-Term Memory (LSTM) neural network was used. Finally, the network was trained
with weighted focal loss. Wang et al. [142] used a very similar two-branch 3D architecture,
although the input of their network was 15 consecutive previous frames plus the current
frame. Also, they followed a sequential feature fusion style with no LSTM units. Their
CNN was trained in three stages: first, the encoder was trained in a large dataset for the task
of action recognition, then the decoder was trained for background subtraction, and finally
the decoder was fine-tuned for each specific video. Finally, Akilan et al. [1] implement
a 3D CNN-LSTM model that differs to the traditional encoder-decoder structure. Instead,
the network consists of mini blocks of strided convolutions followed by upsampling layers
realised by 3D transpose convolution. The output of each block is concatenated with the
output of the previous block. There are also longer skip connections between the blocks.
Two LSTM modules are used, the first being placed in the middle of the network, while
the second is appended to the output of the penultimate convolutional layer. In contrast to
previous approaches which use a 2D decoder, this model only employs 3D convolutions.
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2.5.3 Patch-based methods
Some background approaches are patch-based, meaning that these models do not accept
the whole frame as input, but only regions. Therefore, for the segmentation of a given
image, several passes need to be run. Braham et al. [14] followed a patch-based Deep
Learning approach, using a CNN with the background and the foreground as inputs. The
background was constructed by computing the temporal median value of 150 frames of the
video sequence but was not being updated, making the model prone to misclassification in
highly dynamic backgrounds. Their model was scene-specific, meaning that it needed to be
retrained for each video sequence. This limitation was addressed by Babaee et al. [5], who
used a 3-level system for background generation including a motion detector. The images
were then fed into a CNN in a patch-based manner, and the output was post-processed using
a spatial-median filter.
Liu et al [79] proposed a method based on sparse signal recovery which exploited group
property information in both spatial and temporal domains. Javed et al. [55] improved [34]
by incorporating spatio-temporal constraints and reported better performance.
2.5.4 GAN-based models
Here we discuss methods which perform background subtraction using a Generative Ad-
versarial Network (GAN). Originally proposed by Goodfellow et al. [40], GANs are deep
learning models that are comprised of two distinct networks: the Generator (G) and the
Discriminator (D). Let I = {i1, i2, . . . , in} be the domain of the training data and z ∈R be vari-
ables of random noise. The generator receives a vector z of fixed length as input, initialised
by noise. Through a series of deconvolutions, it upsamples z until it reaches the wanted size.
The task of the generator is to produce new samples G(z) that match the distribution of the
input images i as much as possible. On the other hand, the discriminator accepts a training
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image, i, or an image created by the generator, G(i), in an alternating fashion. Its task is to
classify the given input as either real of fake. While D is trained to maximise the probability
p = D(x) of making correct classifications, G is trained to minimise the probability of D
correctly classifying G(z) as fake. Formally, the two networks are jointly trained with a
minimax loss:
LGAN = argminG maxD f (G,D) = E(log(D(i))+E(log(1−D(G(z)))), i ∈ I, z ∈ R.
(2.5)
Since the goal is to achieve balance between the generator’s and discriminator’s tasks,
special care needs to be taken so that either loss does not saturate. This can be controlled by
updating the weights of D more often than those of G [40]. Some approaches incorporate
a similarity loss LS that enforces G(z) to be as close to the real image as possible, besides
fooling the discriminator [94]. Commonly used similarity losses include the L1 and L2 norms
[53]: L1 = E(||i−G(z)||1) (similarly for the L2 norm). In such cases, the loss becomes:
LG = argminG maxD f (G,D) = LGAN(G,D)+λLS(G), (2.6)
where λ is a scaling parameter.
A depiction of this system is given in figure 2.9. These networks have been proven to be
very successful in generic image-to-image translation [168, 152, 53], though it can also be
used for background subtraction. However, many papers have shown that GANs are capable
of modelling the illumination of an image exceptionally well [4, 138, 74]. Thus, in our work
[107] we have used GANs for illumination-aware background subtraction.
Other works use GANs directly for background subtraction. Bakkay et al. [7] imple-
mented BScGAN, a conditional GAN for background subtraction. Instead of noise, the
generator accepts as input the current frame concatenated with the background image of
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(a)
(b)
Fig. 2.9 Illustration of a Generative Adversarial Network for (a) image generation and (b)
background subtraction. In the case of creating fake images, the generator is a decoder
CNN that accepts random noise as input and though a series of convolutions and upsampling
layers produces a fake image. For the task of background subtraction, the generator becomes
an encoder-decoder CNN that accepts the input frame as input and produces the binary
segmentation mask. The discriminator is a decoder in both cases and its task is to classify
the input as fake or ground truth image.
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a given video sequence, and produces the binary segmentation maps. Since its input is
a full-sized image, an encoder-decoder architecture is used. Except for the first and last
convolutional layers of the encoder, the rest are residual blocks initialised from Resnet101
[48]. The decoder employs transpose convolutions for upsampling the deep feature maps.
On the other hand, the discriminator consists of four convolutional layers of stride 2, for
downsampling the resolution of the feature maps. A fully connected layer with a sigmoid
activation function outputs the classification probability. The equation 2.6 is used as the loss
function, with L2 norm being the similarity loss and λ = 10. Although the model performed
well in most categories, having a clean background frame is often an unrealistic assumption.
Recently, Patil and Murala [95] implemented a triple-step method for background sub-
traction with GANs. First, a GAN is used to generate the background image, when given
N frames of a video. The discriminator classifies the given image as either the generator’s
output or as the ground truth background image. The second step of the approach involves
estimating the motion saliency map by simple image subtraction between the current frame
and the generator’s output. Finally, another GAN is used to generate the binary segmentation
masks, given the motion saliency map. The reported results of this approach were good,
however there are some issues. First, similarly to the previous GAN-based method, the back-
ground image is needed to train the model. Secondly, the complicated three-step pipeline
not only is cumbersome, but also has a high risk of failure. That is because the foreground
segmentation GAN depends on the first GAN producing an accurate background image; if
this step fails, the second GAN will be unable to recover. Finally, the model was not tested in
videos with varying illumination that could challenge the background model.
38 Background
2.6 Conclusion
In this chapter we have reviewed the most relevant and influencial papers in image segmen-
tation and background subtraction. In addition, we have introduced the basic concepts that
are used in this thesis. Although early approaches can be effective in tackling some of the
challenges of this research area, deep learning algorithms consistently outperform these by a
large margin. That is because very deep neural networks can approximate extremely complex
functions and are able to extract semantic information from the input. Furthermore, they can
model both spatial and temporal information with either 3D convolutions or LSTMs. Another
advantage of deep learning models is that they are usually end-to-end systems, although
pre-processing and post-processing techniques can be used to boost the performance.
Even though existing methods address certain challenges regarding background subtrac-
tion, there are some issues which remain unsolved. Wang et al. [141] were the first to employ
deep CNNs for the task of background subtraction, however the temporal information was
not considered. In addition, Vosters et al. [135] implemented a method robust to illumination
changes, however their approach was not deep learning based and thus, no semantic infor-
mation were considered. In this thesis we address these limitations and present end-to-end
models which outperform the state-of-the-art.
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Gaussian Mixture Models (Unsupervised)
Method Description
Friedman [38] Three gaussian mixture model
Zivkovic [170] GMM of adaptively estimated number of gaussians
Siva [117] GMM + Probabilistic model
Boulmerka [12] GMM + Statistical model
Akilan [2] GMM + multi-feature model
Chen [23] GMM with hierarchical superpixel segmentation and optical flow
Shen [113] GMM in low dimensional data
Pilet [98] Illumination-based GMM
Tuzel [132] 3D GMM
Kernel Density Estimates (Unsupervised)
Elgammal et al. [36] KDE with spatio-temporal constraints
Zivkovic [171] Balloon estimator - based KDE with decay
Mittal [89] Hybrid KDE with optical flow
Zhu et al. [169] KDE with local post-processing
Berjón [10] Temporally updated KDE with bayesian classifier
Principal Component Analysis (Unsupervised)
Oliver [91] PCA-based background model
Robust PCA [130] RPCA via Principal Component Pursuit (PCP)
Liu [78] Efficient PCP - running in parallel
Candès et al. [18] Efficient RPCA with sparse matrices
Zhou [166] Hybrid KDE with optical flow
Mittal [89] Bilateral Random Projections - based PCP for noisy data
Zhang [160] Covariance matrix - based BGS with Local Binary Patterns
Ibadi [34] Tree-structured RPCA
Xin [145] RPCA with generalized fused lasso regularization
Vosters [134] PCA-based BGS with statistical illumination model
Zhang [160] Covariance matrix - based BGS with Local Binary Patterns
Table 2.1 Summary of background subtraction/foreground segmentation methods
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Deep Learning Models (Supervised)
Method Dataset FM Description
Lin [72] CDnet2014 0.6874
FCN with current and background frames
as input
Zeng [156, 157] CDnet2014 0.9870 VGG-based Unet with skip connections
Lim [71] CDnet2014 0.9804 VGG-based Unet with multi-scale inputs
Wang [141]
CDnet2014 0.95 Cascaded FCN architecture
SBI2015 0.8932
Zhao [164] CDnet2014 0.8124 Cascaded FCN with background model
Akilan [128] CDnet2014 0.8605 Three-branch FCN
Cinelli [28] CDnet2014 0.849 SegNet-based architecture
Zeng [32] CDnet2014 0.8243 VGG as a refinement model
Chen et al. [25]
CDnet2014 0.8772 FCN + LSTM + STN + CRF
LASIESTA [30] 0.90421
Gao [39] Mixed 0.9510 Tiny patch-based CNN
Hu [51] CDnet2014 0.9615 3D FCN + LSTM
Wang [142] CDnet2014 0.9620 Dilated 3D FCN
Akilan [1] CDnet2014 0.9574 3D Encoder-Decoder CNN-LSTM
Braham [14] CDnet2014 0.9046 Scene-specific patch-based CNN
Babaee [5]
CDnet2014 0.7548
3-step BGS with BG model, patch-based
CNN
Wallflower 0.7512 and post-processing
Bakkay [7]
CDnet2014 0.9763 Conditional GAN with ResNet backbone
BMC 0.945 and clean BG frame input
Patil [95] CDnet2014 0.9697
3-step BGS with two cascaded GANs for
BG
generation and saliency detection
Table 2.2 Summary of Deep Learning - based background subtraction/foreground segmenta-
tion methods
Chapter 3
End-to-End Video Foreground
Segmentation with 3D Convolutional
Neural Networks
In this chapter, we follow the success of Deep Learning in Computer Vision and present
an end-to-end system for foreground segmentation in videos. Our model is able to track
temporal changes in a video sequence by applying 3D convolutions to the most recent frames
of the video. Thus, no background model is needed to be retained and updated. In addition,
it can handle multiple scenes without further fine-tuning on each scene individually. We
evaluate our system on the largest dataset for change detection, CDnet [140], with over 50
videos which span across 11 categories. Further evaluation is performed in the ESI dataset
[135] which features extreme and sudden illumination changes. Our model surpasses the
state-of-the-art on both datasets according to the average ranking of the models over a wide
range of metrics.
Portions of this chapter have been previously published in [109].
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3.1 Introduction
The proposed deep learning model aims to improve frame-by-frame continuity and reduce
noise by modelling the input data not only spatially but also temporally. In contrast to existing
methods, our system is entirely end-to-end with no need for background model, preprocessing
or post-processing methods. Unlike other CNN-based methods, our approach is not scene
specific and can analyze a variety of scenes with no further training. In addition, it is able to
track background changes of all kinds, analyse and fuse these into the segmentation process.
We adopt a multi-scale approach that allows the network to incorporate features from shallow,
mid-level and deep layers. As a result, our model has access to rich spatial and temporal
information. The superiority of our method is demonstrated by experiments in two different
datasets, in both of which we surpass the state-of-the-art. In particular, full evaluation is
performed on the CDnet dataset [41, 140], one of the most complete datasets in the domain
of background subtraction with over 50 video sequences spanning 11 categories. For further
validation of the superiority of our model in extremely challenging environment conditions,
we use the ESI dataset [135]. This dataset features rapidly changing illumination conditions
and we outperform the authors’ method significantly. Inspired by Ji et al. [58] and Karpathy
et al. [63], we use 3D Convolutional Neural Networks for achieving an end-to-end approach
for foreground segmentation. The rest of this chapter is structured as follows: Section 3.2
is devoted to the analysis of our methodology and network architecture. In Section 3.3 we
describe the datasets and the evaluation metrics used in this study and we present our results.
Finally, a conclusion is provided in Section 3.4 and future work is discussed.
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3.2 Methodology
The proposed method is carefully designed to encompass both spatial and temporal informa-
tion. This is of paramount importance for the task of video segmentation, as the model must
be able to:
1. Track recent changes in the background that might happen either naturally or artificially.
2. Track movement of the foreground objects.
To this end, instead of operating in a frame by frame basis, we harvest information from
the 10 most recent frames for the segmentation of each frame. This can be done via 3D
convolutions across all frames, a method which is able to satisfy both points mentioned
above.
Formally, a 2D convolution is defined as follows:
Conv2D(m,n) =
K−1
∑
k=0
K−1
∑
l=0
W (k, l)⊗ x(m+ k,n+ l), (3.1)
where⊗ denotes the convolution operation, W a kernel of size K, x the input image/feature
map, m,n the index of the first pixel of the input, k, l the index of the element of the kernel.
The final output of a convolutional layer adds a bias b to the result of the convolution
operation and applies a non-linear activation function σ like the hyperbolic tangent or a
rectified linear unit (ReLu). As a result, it is deduced that the dimensionality of the output
volume depends on the sliding window stride s, kernel size K, zero-padding p and input
image size I and is given by I−K+2ps +1.
For the case of 3D convolutions, a 3D kernel must be used instead. Therefore, the above
formula will be extended towards the temporal (depth) dimension and is formally defined as
follows:
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Conv3D(q,m,n) =
T−1
∑
t=0
K−1
∑
k=0
K−1
∑
l=0
W (t,k, l)⊗ x(q+ t,m+ k,n+ l), (3.2)
where T stands for the length of the input sequence, q is the index of the first pixel of the
input image/patch along the third dimension, and t is the index of the element of the kernel
in the third dimension. Here, the 3D kernel moves in all three directions of the data: height,
width and depth, and therefore learning patterns which are formed in all dimensions.
3.2.1 Network architecture
Temporal connectivity The full network architecture consists of 6 groups of convolutional
layers and is depicted in figure 3.1. Since the vast majority of the images in the dataset
have a resolution of 320x240 pixels, we rescale the remaining images to this size by nearest-
neighbor interpolation and keep a fixed resolution. The input window is consisted of 10
consecutive frames. Instead of simply concatenating all frames altogether and feeding it
to a single convolutional layer, we follow a different approach. Inspired by Karpathy et al.
[63], we adopt a slow fusion of the shallow features. More specifically, the input is divided
into groups of 4 frames with stride 2 and connected to 4 respective convolutional layers.
Thus, these layers capture not only spatial but also motion information. With pooling layers
in-between, the next groups of 3D convolutions are slowly merged until they conclude to a
layer with no chronologically parallel convolutions. With the dimension of time now being 1,
we continue with 2D convolutions. After each convolution layer, we apply the max function
f (x) = max(0,x) in the form of ReLu layers.
This architecture has the advantage of eliminating noisy input frames. In the event of
a frame being affected by any kind of noise, caused by varying illumination, mechanical
failure etc. the model still has access to better quality information from the rest of the input
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frames. Thus, the binary mask output is ensured to be more robust compared to single-frame
models.
Fig. 3.1 The network architecture. The input comprises a video of 10 frames which is
connected to the first group of layers, CRP1, in groups of 4 frames with stride 2. CRP1 is
then connected to CRP2 in the same manner and CRP3 has access to the features of all frames.
CRP4 is performing 2D operations only, while CR has no pooling layer. The upsampling
layers US1, US2, US3 and US4 are connected to CRP2, CRP3, CRP4 and CR respectively
and are concatenated before applying the final convolution. The full layer specifications
are presented in table 3.2. It should be noted that cubes indicate 3D operations across the
temporal dimension, while rectangles indicate 2D (spatial only) operations. The plus sign
indicates concatenation.
Multi-kernel upsampling In order to retain fine-detail information from the input images,
we perform upsampling by 2D bilinear interpolation. This is realised by 2D transpose
convolutions using kernels that are initialised for bilinear interpolation and remain fixed
during training. To control the upsampling rate, we change the kernel size and stride. Each
kernel is used on layers of different convolutional groups so that both low-level and high-level
information is utilized. To upsample feature maps from layers CRP1 and CRP2, which are
3D, we first project them to 2D by performing 3D convolutions with kernels of depth equal
to the depth of the input feature maps. The upsampled feature maps are then concatenated
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and connected to a final convolutional layer that produces the final prediction map. More
specifically, four kernels are used with their respective kernel size (K) and stride (S) being (K,
S) = (4, 2), (8, 4), (16, 8) and (32, 16). Full details of our architecture are listed in table 3.2.
3.2.2 End-to-end training
As mentioned above, we adopt no preprocessing techniques on the input data. Moreover,
we train on each dataset as a whole, without the need of fine-tuning each video sequence
separately. In addition, all layers are trained jointly.
In regard to the creation of the train/test set, each video V is first grouped into short video
sequences s of 10 frames in an overlapping manner:
V = {s1,s2, ...,sn},
where n the total number of frames and si = { fi, fi+1, . . . , fi+10}, i ∈ {1, . . . ,n−10}.
Then, for each video sequence with N number of frames, we select a random integer
i ∈ 0, ...,0.7×N−10 which represents the starting index of the testing set. Its length is 30%
of the total frames of the video. Of the remaining frames, we remove those which overlap
with the test set and the rest are used for training. To balance the two classes of the dataset,
we only keep 20% of the images with no foreground. For the ESI dataset, 100 continuous
frames of each video sequence are reserved for testing and the rest are used for training, with
an exception of the short clip of Scene2 where only 76 frames were used for testing. The
supervision is consisted of the annotated binary segmentation of the most recent frame. We
train on the CDnet dataset [140] for 500,000 iterations using a starting learning rate of 10−8
and gradually decreased. We use a Stochastic Gradient Descent (GSD) solver and a high
momentum of 0.9. For the loss function, we use the pixel-wise cross entropy-loss, which is
defined as:
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E =
−1
n
N
∑
n=1
[pn log pˆn+(1− pn) log(1− pˆn)] (3.3)
where N denotes the number of pixels, pn ∈ {0,1} is the label of the pixel and pˆn ∈ [0,1] is
the probability prediction, obtained by applying the sigmoid function f (x)= (1+exp(−x))−1
to the prediction heatmap of the last convolutional layer.
On the ESI dataset [135], we fine-tune for 20,000 iterations using the weights of the
previous network. All parameters remain unchanged with the exception of the base learning
rate, which is adjusted to 5×10−9. Since this dataset is significantly smaller than CDnet with
less than 3,000 annotated frames, we use dropout layers to avoid overfitting. Specifically, a
dropout layer with a ratio of dr1 = 0.2 is appended to the third convolutional block after the
final 3D convolution. An additional dropout layer with a ratio of dr2 = 0.3 is incorporated
into the fourth convolutional block and a final layer with dr3 = 0.5 is appended to the
final convolutional layer of the fifth block. We also extend the dataset by including 2,450
non-annotated frames with no foreground in our training set.
3.2.3 Implementation
For the development and evaluation of our model we use Caffe [59]. To perform 3D convolu-
tions and 3D pooling, we use the C3D branch [131]. The computer used for experiments is a
64GB RAM machine with Intel Core i7-5960X CPU @ 3.00GHz x 16 and 4 GeForce GTX
TITAN X Graphics Processing Units.
Computational time Training of the full model is completed within 20-24 hours for the
CDnet2014 dataset and 6-8 hours for ESI.
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3.3 Evaluation
As mentioned above we use two different datasets for evaluating our model. This section
reports the results of our experiments and is organized as follows: First, we present the
datasets that have been selected for the evaluation of our model and a full account on the
reason for the selection is provided. Next, we introduce the evaluation metrics and list their
formulas. Finally, we demonstrate our results using a plethora of tables, graphs and plots and
discuss how we compare against the state-of-the-art.
3.3.1 Datasets
Finding the proper dataset for the evaluation of a model is often a cumbersome task. There
are certain requirements to be satisfied, especially in the field of Deep Learning. First and
foremost, a large amount of annotated images is an absolute necessity for the convergence
of the model. Secondly, the video sequences of the dataset must cover a wide variety of
categories to provide an exhaustive testing of the method’s capabilities. Lastly, a good dataset
must be acknowledged by the research community and used in a plethora of publications;
not only for boosting its credibility, but also for the direct comparison between the models.
CDnet dataset The ChangeDetection.net dataset [41, 140] is the only dataset that addresses
all three points mentioned above in full:
1. Sufficient annotated data: Over 150,000 annotated frames for training, validation and
testing.
2. A multitude of categories: The majority of the background subtraction challenges are
covered by the wide range of video categories, namely the following: Bad Weather,
Low Framerate, Night Videos, Pan-Tilt-Zoom (PTZ), Turbulence, Baseline, Dynamic
Background, Camera Jitter, Intermittent Object Motion, Shadow, and Thermal.
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3. Benchmarking: The dataset has been used for the evaluation of numerous background
subtraction algorithms over the years. The majority of them -39 in total- are extensively
evaluated on seven different metrics and their results are publicly hosted on the website.
Therefore, we use CDnet as our primary dataset.
ESI dataset We select the ESI dataset [135] for the evaluation of our model under rapidly
changing illumination conditions, a category that is missing from the CDnet dataset. There
are 5 video sequences in total (Scene1, Scene2, Chair, Sofa and Walking) filmed in three
unique backgrounds, which feature sudden lighting changes caused by various means, such
as different light sources being turned on and off as well as allowing and blocking sunlight
into the room. These changes occur in a matter of seconds and as a result are significantly
more challenging than gradual lighting changes caused by the transition of the day into night.
As a result, the ESI dataset is a valuable extension of the evaluation process.
3.3.2 Metrics
All metrics used in this Chapter are based on the numbers of correctly/incorrectly classified
pixels, which can be defined for a given image as follows:
• True Positive (TP): The number of correctly classified foreground pixels.
• True Negative (TN): The number of correctly classified background pixels.
• False Positive (FP): The number of incorrectly classified background pixels.
• False Negative (FN): The number of incorrectly classified foreground pixels.
We utilize the entirety of the seven metrics which are used to evaluate the models published
on the CDnet website. Namely, the following: Recall or True Positive Rate, Specificity, False
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Positive Rate (FPR), False Negative Rate (FNR), Percentage of Wrong Classifications (PWC),
F-Measure (FM) and Precision. The formulas of these metrics are given below [140].
Recall =
T P
T P+FN
(3.4)
Speci f icity =
T N
T N+FP
(3.5)
Precision =
T P
T P+FP
(3.6)
FPR =
FP
FP+T N
(3.7)
FNR =
FN
T P+FN
(3.8)
PWC =
FN+FP
T P+FN+FP+T N
×100 (3.9)
FM =
2×Precision×Recall
Precision+Recall
(3.10)
For further evaluation, we also use Receiver Operating Characteristic (ROC) curves which
demonstrate the TPR-FPR tradeoff as the segmentation threshold is altered. Finally, qual-
itative evaluation is provided in the form of image comparison between our model output
versus the state-of-the-art and the ground truth.
3.3.3 Results
CDnet 2014
Due to space constraints, we only provide full metric comparison among the 10 top models
of this dataset as published online [42]. More specifically, the following state-of-the-art
algorithms are considered: Cascade-CNN [141], IUTIS-5 [11], IUTIS-3 [11], DeepBS [5],
PAWCS [121], SuBSENSE [122], WeSamBE [60], SharedModel [24], FTSG [137] and
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M4CD Version 2.0 [3]. As depicted in table 3.1, our model surpasses all other algorithms in
every metric. With the exception of Cascade-CNN, the rest of the models achieve significantly
lower accuracy.
Table 3.1 Overall statistics across all categories on CDnet2014 for the top 10 models 1
Model Recall Specificity FPR FNR PWC F-Measure Precision
Ours 0.9609 0.9984 0.0016 0.0391 0.265 0.9507 0.9499
Cascade CNN
[141] 0.9506 0.9968 0.0032 0.0494 0.4052 0.9209 0.8997
IUTIS-5 [11] 0.7849 0.9948 0.0052 0.2151 1.1986 0.7717 0.8087
IUTIS-3 [11] 0.7779 0.9940 0.0060 0.2221 1.2985 0.7551 0.7875
DeepBS [5] 0.7545 0.9905 0.0095 0.2455 1.9920 0.7458 0.8332
PAWCS [121] 0.7718 0.9949 0.0051 0.2282 1.1992 0.7403 0.7857
SuBSENSE
[122] 0.8124 0.9904 0.0096 0.1876 1.6780 0.7408 0.7509
WeSamBE
[60] 0.7955 0.9924 0.0076 0.2045 1.5105 0.7446 0.7679
SharedModel
[24] 0.8098 0.9912 0.0088 0.1902 1.4996 0.7474 0.7503
FTSG [137] 0.7657 0.9922 0.0078 0.2343 1.3763 0.7283 0.7696
M4CD Version
2.0 [3] 0.7885 0.9841 0.0159 0.2115 2.3011 0.7038 0.7423
1Green color indicates first place, with blue and red showing second and third place respectively. The results
of the state-of-the-art are taken from the CDnet website [42].
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Table 3.2 In-depth look of our network architecture. Each row represents the full spec-
ifications of each group of layers, as depicted vertically from left to right in figure 3.1.
CRP: Convolutional-ReLu-Pool, CR: Convolutional-Pool, US: Up-Sampling, FC: Final-
Convolution
Layer Dimensionality Kernel Size Stride Pad Channels Pooling Size Pooling Type
CRP1 3D 3x3x4 1 1 64 2x2x1 MAX
CRP2 3D 3x3x2 1 1 128 2x2x1 MAX
CRP3 3D 3x3x16 1 1 256 2x2x1 MAX
CRP4 2D 3x3 1 1 512 2x2 MAX
CR 2D 3x3 1 1 512 - -
US1 2D 4x4 2 1 16 - -
US2 2D 8x8 4 1 16 - -
US3 2D 16x16 8 1 16 - -
US4 2D 32x32 16 1 16 - -
FC 2D 1x1 - - 1 - -
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Table 3.3 Results on unseen videos
Category Train set Test set Recall Precision F-Measure
Baseline
Office
Pedestrians
Highway
PETS2006
0.3 0.1385 0.1896
Turbulence
Turbulence0
Turbulence1
Turbulence2
Turbulence3
0.09 0.5347 0.1562
Shadow
Backdoor
Bungalows
Cubicle
Bus Station
People In Shade
Copy Machine
0.6609 0.7924 0.7207
Dynamic
Background
Canoe
Fountain01
Fall
Boats
Fountain02
Overpass
0.0557 0.0182 0.0275
Thermal
Corridor
Dining Room
Lake Side
Library
Park
0.8992 0.8767 0.8878
Low
Framerate
Port
Turnpike
Tram Crossroad
Tunnel Exit
0.165 0.7185 0.2684
Camera Jitter
Badminton
Boulevard
Sidewalk
Traffic
0.6805 0.171 0.2733
PTZ
Intermittent Pan
Zoom In Zoom
Out
Two Position
PTZ Cam
Continuous Pan
0.2181 0.4868 0.3012
Night Videos
Bridge Entry
Fluid Highway
Busy Boulevard
Street Corner At
Night
Tram Station
Winter Street
0.4289 0.1195 0.187
Intermittent
Object Motion
Abandoned Box
Winter Driveway
Parking
Street Light
Sofa
Tram Stop
0.6313 0.0609 0.111
Bad Weather
Blizzard
Skating
Snowfall
Wet Snow
0.7827 0.4738 0.5577
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Fig. 3.2 ROC curve on CDnet dataset
We also present the full results of our model in every category in table 3.4. In general,
our model achieves excellent scores in all metrics. Even in categories that either contain a lot
of noise like Bad Weather or challenge the background model such as Dynamic Background
and Shadow, our results remain outstanding. However, there are some categories in which
our results are slightly lower. In the Night Videos category our model presents a higher
number of false positives in general, mainly because of huge reflections of the headlights of
the cars that occur in the videos, in respect to the small total size of foreground. Likewise
in the category of Turbulence, the small size of the foreground objects in conjunction with
the noise in the image leads to low false positives on the one hand, but at the expense of
an increase in the false negatives. There is also a higher than average false positives in the
categories of Low Framerate and PTZ, caused by the large inconsistency between the frames.
This conflicts with the assumption of continuity between consecutive frames that is inherent
in our architecture. Figure 3.2 depicts the ROC curve of our evaluation, which was generated
using 20 threshold values within (1×10−5, 0.8). It is clearly shown that our model accuracy
is excellent, and the total area under the curve is 99.95%. The threshold value that maximizes
the F-Measure is tCDnet = 0.15.
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In addition to the statistics presented above, a qualitative evaluation is shown in Figure
3.6. Specifically, the segmentation output of our model is compared to the ground truth,
while the background of the video sequence is also provided along with the input of the
current frame. All 11 categories of the CDnet dataset are evaluated; from top row to bottom:
Bad Weather, Camera Jitter, Shadow, Dynamic Background, Thermal, Baseline, Intermittent
Object Motion, Turbulence, Low Framerate, Night Videos, PTZ. While black and white
pixels indicate background and foreground respectively, the gray pixels of the segmentation
images are outside of the Region Of Interest (ROI) and are ignored when calculating the
evaluation metrics. Finally, the last row represents the Zoom-In-Zoom-Out sequence of the
PTZ category, in which the background constantly changes because of the camera’s zoom.
We also perform an analysis to further investigate the capability of the model to capture
temporal features and its performance on completely unseen videos with different back-
grounds. We formulate the experiment as follows: for every category of CDnet, we train on
some videos and test on the rest. The complete train/test split and the full results are depicted
on Table 3.3. As it can be seen, there is a positive FM score for every single category. This
clearly demonstrates that the model is learning to segment moving objects to a good degree.
More specifically, the model performs very well in categories where the backgrounds are
similar. For example, all videos of the Thermal category have a grey, faded background and
the proposed model achieves an average FM score of 0.8878. Similarly, the videos of the
Bad Weather category are all covered in snow, and our model is reaching FM = 0.5577. The
Shadow category is another prime example of our model’s generalisation ability, since it
reaches an average FM of 0.7207. On the other hand, the model’s accuracy is very low on
Dynamic Background and Intermittent Object Motion, as it has no context of which moving
objects to segment. Finally, its performance is also suffering on Night videos and Turbulence,
where the foreground objects are very small and there is a significant amount of noise.
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Finally, failure cases are presented in Figures 3.7, 3.8. For each category, we calculate
the image with the lowest F-Measure score. From the results it can be seen that the most
common failure modes are either extremely small foregrounds and/or objects appearing at the
edge of the image. In the Intermittent Object Motion the failure mode is caused by occlusion,
while in Night Videos it is due to the car’s headlight’s glare, which is similar to that of the
light poles in the background. Finally, in PTZ there are some false positives caused by the
camera movement. We conclude that using multi-scale inputs or dilated convolutions with
multi-scale kernels can alleviate the false negatives of small objects.
ESI
For the evaluation of our model in this dataset, we compare against the following models:
Eigen background based Statistical Illumination (ESI) [135], Statistical Illumination (SI)
[98], dynamic Eigen Background (EBdyn) [91], fixed Eigen Background (EBfix) [46],
Tonal Alignment (TA) [125] and Adaptive Background Mixture Model (ABMM) [61]. It
should be noted that most of these methods were designed specifically for background
subtraction in environments featuring sudden illumination changes. As depicted in figure
3.4, we achieve higher performance than every other model. Full metric results in each
video sequence are given in table 3.5. Our model performs best in Scene2, in which there is
minimal movement of the foreground and therefore the model is well trained to recognize
the foreground. Conversely, the lowest scores are reported in the video sequence of Chair,
where the foreground varies significantly in each frame. Due to the highly limited number
of frames, it was impossible for our model to be trained appropriately. In addition, since
in some video sequences the frames in the train set vary significantly compared to those of
the test set, a more sophisticated separation could lead to better results. Figure 3.3 depicts
the ROC curve of our evaluation, which was generated using 30 threshold values within
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(1×10−5, 0.8). The optimal threshold value was tESI = 0.3, while the total area under the
curve is 98.43%.
Table 3.5 F-Measure results on the ESI dataset
Scene Recall Precision F-Measure
Walking 0.8073±0.0124 0.7803±0.0145 0.7915±0.005
Sofa 0.761±0.0097 0.8115±0.0078 0.7725±0.0047
Chair 0.7086±0.0115 0.7648±0.0101 0.7289±0.0035
Scene1 0.8587±0.0163 0.8171±0.0145 0.8326±0.0041
Scene2 0.9076±0.0101 0.8823±0.0149 0.8921±0.0039
Overall 0.8021±0.0137 0.7981±0.0125 0.7994±0.0044
Fig. 3.3 ROC curve on ESI dataset
A qualitative comparison between our model and the state-of-the-art is presented in figure
3.5. In the first column input frames of different videos demonstrate the various stages of
lighting featured in the dataset. The rest of the table shows that our model produces output
extremely similar to the ground truth in all sequences and lighting conditions.
2The F-Measure values of the other models are taken from Sajid and Cheung [106].
3The segmentation pictures of ESI and MBS are taken from Sajid and Cheung [106].
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Fig. 3.4 F-Measure values comparison on the ESI dataset 2
3.4 Conclusion
Most background subtraction approaches either use an additional system for background
change monitoring, or ignore the aspect of time completely. In this work, we address these
limitations and present a completely end-to-end temporal-aware approach for foreground
segmentation with 3D convolutional neural networks. By simultaneously tracking changes
on the spatial and temporal dimension, our model is able to effectively track the movement
of the foreground and the relations between neighboring pixels using multi-modal features
rather than depending on post-processing techniques. This is effectively accomplished by
performing 3D convolutions on the 10 most recent frames of the video. Four upsampling
layers of different kernel sizes utilize information from shallow, mid-level and deep layers of
the network in a multi-scale approach, which leads to increased segmentation accuracy.
Experiments on two different and especially challenging datasets show that our model
outperforms all other methods overall since we improve the state-of-the-art in every metric.
We also show that our model can handle numerous different scenes very effectively.
For future work, a detailed study can be performed regarding the optimal number of input
frames as well as the stride of the temporal window. In this chapter, we focused on creating a
single model that works in all scenarios. Most of the videos included in this dataset are of
similar frame rate, with the exception of the Low Framerate category of the CDnet dataset.
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Fig. 3.5 Segmentation results of ESI [135], MBS [106] and ours on ESI dataset. 3
The frame rate of the videos belonging to that category varies from 0.17 frames per second
(fps) to 1 fps due to limited transmission bandwidth [140]. In the future, an adaptive temporal
window could be considered. For example, the stride could be increased in cases of videos
with slow-moving objects. Therefore, the model input would be normalised in the temporal
dimension. Additionally, this would lead to a decrease of input frames and therefore a
reduction of computational costs. Furthermore, using a pre-trained model could boost results
significantly, while a weighted loss function could offer additional improvements. Lastly,
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Fig. 3.6 Segmentation results of our model in all categories of the CDnet dataset.
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Fig. 3.7 Failure cases. Pixels in grey colour are outside of the region of interest.
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Fig. 3.8 Failure cases. Pixels in grey colour are outside of the region of interest.
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implementing a better augmentation technique could be useful in extending the dataset and
therefore reducing overfitting.
Chapter 4
Synthetic data augmentation for robust
foreground segmentation
In the previous chapter, we addressed the vast majority of challenges present in the task of
background subtraction. Our model achieved a very high score FM across a plethora of
different scenarios. However, the model scored a lower FM on the dataset of illumination
changes. As a matter of fact, sudden illumination changes signify a particularly difficult
challenge, since they can cause drastic intensity alteration to the entire scene and are often
unexpected. Such changes in lighting conditions can be caused either by weather conditions
or malfunctioning of electric lights and result in color changes of a significant amount of
pixels. Due to the difference of visual appearance in consecutive frames, BGS becomes
inaccurate. The timing of these changes could be short, such as switching a light on/off, or a
piece of cloud blocking the sun, making it tough for the system to adjust to the new condition
in a timely manner.
In this Chapter, we address this challenge with a semantic data augmentation method,
targeted for illumination changes. We evaluate our technique in the most challenging dataset
for illumination changes in foreground segmentation, the Stuttgart Artificial Background
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Subtraction (SABS). Experimental results show the proposed scheme is superior compared
to traditional methods.
4.1 Introduction
State-of-the-art deep learning algorithms allow adapting to sudden illumination changes if
a huge amount of training data is provided. Otherwise, such changes can affect the model
performance drastically: flashes of light will increase the number of false positives, while
shadows can increase the false negatives. However, obtaining labelled data is very costly and
there is only limited datasets available in the community. As a solution, data augmentation
methods are proposed to perform image-based operations on the data, such as mirroring or
cropping, to synthesize a larger dataset. However, simple image tricks cannot effectively
generate images with realistic illumination changes. Another solution is adding a small
amount of noise to create a new, synthetic image that is similar to the original in context but
different in color distribution. However, since the added noise does not have any semantic
meaning, the synthetic images only slightly increase the generalisation power of the model,
as they do not offer any additional knowledge of different lighting conditions of the same
scene.
To overcome this challenge, we propose a new data augmentation technique by synthesis-
ing the light-based effects of different degrees of brightness. Such effects include shadows
and halos of different size, placed in random locations of the input image. In addition, global
illumination changes are also included, in order to increase the generalisation abilities of the
model to scenes filmed at various times of the day and night. Such augmented data allows us
to provide extra semantic information to the BGS model in terms of illumination for better
generalisation performance. The results show that the proposed technique is superior to
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regular augmentation methods and can significantly boost the segmentation results even in
scenes that feature illumination conditions unseen to the model.
Furthermore, a post-processing method is proposed that can successfully remove noise
from the output binary map. The method is based on the fact that contiguous frames have
minimal changes between them and thus, the potential areas of the output that include
foreground objects can be limited. Our experiments indicate that the proposed method can
provide further improvements.
The main contributions of this work can be summarized as follows:
• A novel synthetic image generation method for robust foreground segmentation under
challenging illumination conditions.
• An effective deep neural network for foreground segmentation.
• A post-processing technique based on temporal coherence for the refinement of the
segmentation results.
The remainder of this chapter is organised as follows. Section 4.2 outlines the proposed
method for synthetic generation covering local, global and combined changes. The post-
processing technique is also explained. Section 4.3 follows with the presentation of our
results and discussion. Finally, Section 4.5 provides the conclusion and future work.
4.2 Methodology
This section presents our methodology. As mentioned above, we synthesise both local and
global changes, and then we combine them to a unified augmentation method that covers all
scenarios simultaneously. In the following subsections we explain in detail the creation of
the synthetic images for all cases. In addition, we describe the post-processing method for
the output refinement.
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4.2.1 Local changes
For the case of local changes, we generate the synthetics by locally altering the illumination
of the input image, therefore creating either a "lamp-post" or a shadow effect. First, we
randomly select a pixel of the image which serves as the centre of the circle to be drawn:
p = I(w,h),w ∈W,h ∈ H, I =W ×H, where W , H the width and height of the input image
I respectively. Once the coordinates of the centre pixel are determined, we need select the
diameter d of the circle. Naturally, we want our model to be robust to both small and large
shadows and flashes of light, therefore various values of d can be randomly selected during
training. However, scaling is very important to produce a realistic effect. In scenes filmed
from afar, d is expected to be smaller - conversely if all objects appear larger, the value of d
should be adjusted accordingly. Therefore d ∈ [dmin,dmax] is left as a hyper-parameter.
Furthermore, if we were to modify all pixels within the circle evenly, the result would be
far from realistic. Therefore, a more sophisticated approach is adopted. First, we calculate
the binary mask M1 of the pixels to be altered using the following formula:
M1(x,y) = 1⇔ (x−w)2+(y−h)2 ≤ d2 (4.1)
Therefore, the pixels of our mask will have the value of 1 if they reside within the drawn
circle and zero everywhere else. For the next step, we use the Euclidean Distance Transform
(EDT) which, given a binary mask B, can be defined as follows:
EDTx(B) = minb(||x−b||L2), ∀b ∈ B, (4.2)
where L2 is the Euclidean norm. Now, we can calculate the mask for local changes M2 by
applying the EDT on M1:
M2 = EDT (M1) (4.3)
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Once the new mask has been created, we proceed to alter the pixels of the original image
that lie within the circle. Therefore, the new synthetic image Is is calculated as follows:
Is = I± (M2× zl), zl ∈ [lmin, lmax], (4.4)
where I the original image, M2 the mask calculated with the distance transform, z a random
integer, and ± is either pixel-wise addition or subtraction, chosen with probability p = 0.5.
The application of the aforementioned local masks are depicted in Figure 4.1. Clearly,
the final lamp-post effect looks realistic.
4.2.2 Global changes
In some cases, global illumination changes can occur. For example, a light might be switched
off suddenly. In outdoor scenes, a lightning during a storm may instantly increase the
brightness, and once the rain is over the global illumination will change again. In order to
model such illumination changes, we need to alter the pixels of the whole image, rather than
a small patch.
Therefore, the new synthetic image is generated as follows:
Is = I± zg, zg ∈ [gmin,gmax], (4.5)
where I, z and ± are as previously defined.
In this case the illumination noise z needs to be slightly diminished, since the whole
image is affected.
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(a) The mask M1 (b) The mask M2
(c) Original image (d) After effect
Fig. 4.1 The application of the mask for local changes. Subfigure (a): the initial binary mask
M1 is created by a circle of diameter d = 179 and centre coordinates (322,265). Subfigure
(b): The mask M2 after the application of the Euclidean distance transform on M1. Subfigures
(c) and (d) depict the original image and the lamp-post effect after the application of the
mask M2 on the input image respectively.
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Fig. 4.2 Methodology
4.2.3 Combined changes
To capture both local and global illumination changes in the scene, we combine equation 4.4
and equation 4.5 into the following:
Is = zl± (I± (M2× zg),zl ∈ [lmin, lmax],zg ∈ [gmin,gmax] (4.6)
Sample images synthesised from our system can be found in figure 4.3. Since both the
positioning and the intensity of the masks is random, this method can effectively cover all
kinds of illumination changes. Additionally, hundreds of different synthetic images can be
generated from a single frame. Therefore, given a small video, we can generate enough
unique synthetic images to train a very deep network. The full methodology is depicted in
Figure 4.2.
72 Synthetic data augmentation for robust foreground segmentation
(a) GbLb (b) GbLd
(c) GdLb (d) GdLd
Fig. 4.3 Combination of global and local illumination changes. The subfigures (a) and
(b) depict a combination of a brightening global filter with a bright and dark local filter
respectively. On the other hand, subfigures (c) and (d) implement the darkening global filter.
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4.2.4 Output refinement via temporal coherence
While the proposed augmentation method works for still images and videos alike, in the
latter case we can exploit the motion information to refine the segmentation results. As long
as the frame rate is not extremely low, the following hypothesis holds true:
Lemma 1 Let ot = (i, j) be a pixel of an object at time t. Then the corresponding ot+1 ∈
{(i±δ i, j±δ j)}, where δ is a small integer.
Based on the above, we can create a probability map pt to highlight the areas of the input
image that are likely to contain pixels of the foreground in the next frame. The map will
act as a weight matrix that will refine the probabilities of each pixel of the model output.
Essentially, pt first needs to ensure that the foreground probability of those pixels of st+1 that
belong to the foreground will not be scaled down. This is a desired property, since the change
between two contiguous frames is minimal and most foreground pixels will remain in the
same class. Secondly, those pixels of pt which are adjacent to foreground pixels need to be
assigned with a probability value very close to 1, as it is highly possible for the foreground
object to move into this area. As the distance becomes larger, the values will need to be
gradually scaled down. Eventually, the pixels that are furthest away from the foreground will
have the smallest probability.
We can construct pt in the following way: given each timestamp t and a video frame
Ft , we obtain the model output st , the pixels of which represent the probability of them
belonging to the foreground class. Then, pt can be generated by applying the euclidean
distance transform on st :
pt = EDT (st), (4.7)
where EDT is as defined in equation 4.2.
While this is a valid approach for existing moving objects, we need to account for new
objects entering the scene at any moment. As a result, we set the values of pt located around
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Fig. 4.4 The probability mask that is used for refining the output, created from the segmen-
tation mask of the previous frame. Bright colours indicate high probability, whereas dark
colours show low probability values.
the border to 1. Therefore, the mask will not penalise new objects entering the frame. The
end result of the probability mask pt is depicted in figure 4.4.
Having defined the process of creating the probability map, the refinement is performed
in a post-processing manner. During testing, we obtain the model output of the current frame
and calculate the probability map, which is used to filter the model output on the next frame.
Thus, st+1 can be refined by scaling its probability values according to pt as follows:
srt+1 = st+1× pt , (4.8)
where × is the pixel-wise multiplication operator and srt+1 denotes the refined segmentation
result.
4.2.5 Illumination-invariant Deep Networks
We utilise the synthetic images to train multiple deep learning networks for BGS and evaluate
their performances. Due to the use of images with synthetic illumination changes, these
networks become invariant to lighting conditions.
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To ensure the fairness of our experiments, all models used in this study have the same
architecture. We follow the paradigm of previous foreground segmentation approaches
[71, 157] and use a Unet architecture, which comprises an encoder and a decoder. We employ
transfer learning and use the VGG16 model [115] as the encoder. Therefore, the weights of
the encoder are initialised from those of VGG16, which has been pre-trained on Imagenet.
VGG16 encompasses 13 convolutional layers, 5 pooling layers and 3 fully connected layers.
Following the work of Long et al. [82], we remove the fully connected layers and make
the network fully convolutional. Because of the pooling layers, the output of the encoder
is 5 times smaller than the input. We use the decoder to recover the information that is lost
from the downsampling operation via the use of upsampling blocks. Each block consists
of a 2x2 bilinear interpolation operation which upsamples the feature maps, followed by
two 3x3 convolutional layers with batch normalisation applied in-between (Figure 4.5b). To
maximise the information recovered by the encoder, we add skip connections that connect the
encoder to the decoder. In addition, the ReLu non-linearity is applied after each convolutional
layer. Finally, once the spatial size has been restored, we add a final 3x3 convolutional layer,
followed by a sigmoid layer to convert the output of the model to a foreground probability
map. The architecture of the network is given in Figure 4.5.
4.2.6 Training settings
Here we describe the training process of the CNNs. All models are trained with the same
parameters. The initial learning rate is lr = 0.001 and is reduced by a factor of 0.1 if the
model does not improve for 2 epochs. The training process ends after 5 epochs of no
improvements. For optimisation, the Adam optimiser [65] is selected with betas b1 = 0.9
and b2 = 0.999. Finally, the batch size is set to 1.
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(a) Overview (b) Decoder block
Fig. 4.5 The CNN that was used for the experiments. The encoder is initialised from VGG16
[115] and is keep fixed during training. ReLu layers are used after every convolution and are
omitted from Figure (a) for clarity. Features of the encoder are concatenated with those of
the decoder which are of the same size, to enable information flow.
To avoid overfitting, we freeze the encoder of our network. Specifically, the first 5
convolutional blocks of VGG16 are fixed and we only train the decoder. This training
procedure yields better results according to our experiments.
Furthermore, for all augmentors, the probability of each training sample being augmented
is set to 66.7%.
Most frames contain many more pixels of the background than the foreground - some
frames might not depict any moving objects at all. Given this observation, the loss function
needs to balance the classes as to not allow the model to be biased towards the background
class. Therefore, we use the weighted cross-entropy loss, which is formally defined as
follows:
Gs = w f t[− logσ(x)]+wb(1− t)[− log(1−σ(x))], (4.9)
where w f , wb are the class weight coefficients, x is the predicted label, t is the target label
and σ(x) = 11+e−x is a sigmoid function. The class weight are calculated according to the
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ground truth frames with the following formula:
wi =
N
2×Ni , i ∈ {b, f} (4.10)
where N denotes the number of pixels of all input frames and Nb,N f are those pixels that
belong to the background and foreground respectively.
4.2.7 Implementation details
We use the Keras library [27] for training our models. In addition, for the quick deployment of
the proposed model, the Segmentation models [148] library is used. The Graphics Processing
Unit (GPU) that was used in all our experiments is an NVIDIA Tesla K80.
4.3 Evaluation
This Section describes the metrics that were used in this study and presents the results of our
experiments.
4.3.1 Metrics
For evaluating our experiments, we use the same metrics that were used in Chapter 3, as
defined in equations 3.4-3.10. In addition, to directly compare with other models which use
other metrics, we also use Matthews correlation (MC) and Intersection over Union (IoU),
which are formally defined as:
MC =
T P×T N−FP×FN√
(T P+FP)× (T P+FN)× (T N+FP)× (T N+FN) (4.11)
IoU =
T P
T P+FP+FN
(4.12)
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where TP, TN, FP, FN denote the true positive, true negative, false positive and false
negative pixels respectively.
4.3.2 Dataset
In order to highlight the robustness of our augmentation process, we select the Stuttgart
Artificial Background Subtraction dataset (SABS) [15].
The SABS dataset [15] contains 9 synthetic video sequences. The main challenge of the
dataset stems from the sudden change of illumination over time. Although the foreground
movements are the same in some sequences, the illumination is changing over time. In
addition, different videos have very different lighting conditions, such as day-time and night
scenes. In our experiments the sequence Darkening is used for training our models, which
consists of 800 frames. The illumination of this scene is gradually changing from evening
to night. For testing, the Light Switch video is used, which comprises 600 frames. This
sequence only has night scenes and features light-switch effects in the middle of the video,
where a store light is suddenly switched off. Since this effect is not present in the training
video, Light Switch is an excellent candidate for measuring the generalisation abilities of
our trained models. The rest of the video sequences in the SABS dataset [15] are not used
because they are either day-time scenes and/or do not have significant illumination changes
over time. Some example frames of the training and testing set are depicted in figure 4.8.
4.4 Results
We perform extensive evaluations on the proposed method. In particular, a wide range of
different augmentation settings (Table 4.1) were evaluated. We also compare against the
regular augmentation techniques. We implement a "default" augmenter which performs the
following image transformations: horizontal flipping, random cropping and noise addition,
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Fig. 4.6 Regular augmentation techniques (from left to right): image mirroring, center
cropping and adding noise.
as depicted in Figure 4.6. The cropping operation performs center cropping with random
image sizes, whereas the noise option adds salt and pepper noise drawn from a Gaussian
distribution. The amount of noise is fixed to 0.05. All operations have a 50% probability of
taking place.
In the following section, we will evaluate the proposed method quantitatively to determine
the optimal settings.
4.4.1 Quantitative Evaluations
In this experiment, we evaluate the performance of the proposed method on the SABS dataset
using the commonly used metrics stated in section 4.3.1. The results of our experiments are
presented in Table 4.2. Even though the default augmenter improved the F-Measure by about
6%, the proposed model, named GL, outperformed it by a very large margin which amounts
to almost 14%. As a matter of fact, the proposed method obtains better results in every single
metric. This highlights the effectiveness of our proposed method.
In addition, to determine the optimal settings, an ablation study is conducted and the
details are explained in Section 4.4.3.
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Name Description Threshold
baseline No augmentation 0.8
default Common augmentation: Mirror, crop and noise 0.7
La Local changes with (lmin, lmax) = (80,120),(dmin,dmax) =
[X2 ,
2X
3 ]
0.7
Lb Local changes with (lmin, lmax) = (80,120),(dmin,dmax) =
[X5 ,
X
2 ]
0.7
Lc Local changes with (lmin, lmax) = (120,160),(dmin,dmax) =
[X5 ,
X
2 ]
0.6
Glow Global, low intensity changes with (gmin,gmax) = (20,60) 0.9
Gmed Global, medium intensity changes with (gmin,gmax) =
(40,80)
0.6
Ghigh Global, high intensity changes with (gmin,gmax) = (60,100) 0.8
GL Global and local changes with (gmin,gmax) =
(40,80),(lmin, lmax) = (120,160),(dmin,dmax) = [X5 ,
X
2 ]
0.7
GLre f ine The GL model, after applying the post-processing method 0.6
Table 4.1 The different augmentation settings that were tested in our experiments. Parameters
k, z and X denote the kernel size of the mask M1, the illumination intensity in terms of
pixel values and the resolution of the smallest dimension of the input image respectively.
The last column shows the threshold that binarises the model output and which maximised
the F-Measure of the segmentation mask. The GLre f ine model employs the post-processing
method described in Section 4.2.4.
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4.4.2 Qualitative Evaluations
To visualize the results, the segmentation comparisons between the models La, Lb and Lc are
depicted in Figure 4.10. By comparing La to Lb, it can be seen that using smaller kernels
removes a significant amount of noise that is present all over the image. The improvement
is especially evident at the areas which underwent minor illumination changes, such as
the windows of the buildings. This is an indication that local changes of low intensity can
be handled by these kernels, but not those of large intensity, suggesting that the values of
lmin, lmax need to be increased. Indeed, it is clear that the model Lc which is trained with
higher l values can filter out the vast majority of noise caused by low intensity changes and a
large portion of the highest level changes as well.
The effectiveness of the proposed approach is very clearly illustrated in Figure 4.11,
where we further compare different augmentation settings. For example, the baseline model
produces a very large amount of noise, as it is sensitive to the illumination changes caused
by the traffic lights. In addition, it completely fails to segment the car when the light of the
shop window switches off. Regular augmentation techniques definitely help to alleviate this
issue, but only when the light is still on. Conversely, it can be seen that the model GL which
was trained with the data generated by the proposed method successfully segments the car in
all conditions, while also keeping false positives to a minimum.
4.4.3 Ablation studies
Here we discuss the ablation studies that verify the optimal hyper-parameters of our method.
The full list of our experiments can be found in Table 4.1, whereas the result of each method
is shown in Table 4.3. We also report the optimal threshold that needs to be applied to the
model output, which is a probability map, to obtain the binary (foreground/background)
mask. By cross-checking the aforementioned tables, it can be seen that using a smaller kernel
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is better for creating local effects. Also, greater changes in illumination yield better results.
This is because of the fading effect caused by the distance transform, which is only strong
in the centre of the circle. For global changes a much smaller noise value is needed, firstly
because there is no fading and secondly due to the effect being applied to the whole image.
It is evident from Table 4.3 that both local and global change augmentations yield
significant results. However, the best performing model according to our experiments
encompasses both.
It is noteworthy that sub-optimal settings need a very high threshold to produce a good
segmentation result. This is because in those frames of the Light Switch sequence where the
light suddenly switches off, the model fails to identify the moving object due to low lighting.
However, with the optimal settings of the proposed method, the model can generalise in all
illumination conditions. The performance of each model under different threshold is depicted
in Figure 4.7.
4.4.4 Failure cases
We demonstrate some examples of failure cases in Figure 4.9. Three main problem-causing
scenarios can be clearly identified. In the first example, we have an occlusion case, where
the car is hiding behind the tree. Some car pixels are correctly classified, however there are
many false negatives. The second example presents many false positives, which are caused
when the light of the store is switched off. The incorrectly classified pixels belong to the tree,
which not only appears much brighter compared to the other objects of the scene, but also
is moving. Finally, the last example is the most challenging as it combines the first two. In
addition, the foreground objects have darker colours, hence the contrast is much lower which
leads to the model being unable to accurately segment the cars’ boundaries. In this case we
have both false negatives and false positives.
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Metric La Lb Lc
Recall ↑ 0.5582 ±0.0245 0.5849 ±0.0261 0.6373 ±0.0189
Sp ↑ 0.9957 ±0.00022 0.9946 ±0.00032 0.9955 ±0.00025
FPR ↓ 0.0035 ±0.00015 0.0048 ±0.00019 0.0044 ±0.00024
FNR ↓ 0.4516 ±0.00304 0.4108 ±0.00364 0.3686 ±0.00299
PWC ↓ 1.4386 ±0.0128 1.4202 ±0.0113 1.3216 ±0.0149
FM ↑ 0.6448 ±0.0089 0.6645 ±0.0098 0.6940 ±0.0067
Precision ↑ 0.7730 ±0.0149 0.7498 ±0.0195 0.7744 ±0.0179
IoU ↑ 0.4830 ±0.0229 0.5073 ±0.0207 0.5311 ±0.0168
Matthews ↑ 0.6498 ±0.0137 0.6621 ±0.0191 0.6891 ±0.0155
(a) Ablation studies for local changes
Metric Glow Gmed Ghigh
Recall ↑ 0.6853 ±0.0233 0.7167 ±0.0219 0.6795 ±0.0225
Sp ↑ 0.9918 ±0.00037 0.9949 ±0.00045 0.9956 ±0.00019
FPR ↓ 0.0076 ±0.00019 0.0064 ±0.00027 0.0048 ±0.00024
FNR ↓ 0.2925 ±0.00373 0.2875 ±0.00264 0.3282 ±0.00295
PWC ↓ 1.4127 ±0.0123 1.2487 ±0.0093 1.2414 ±0.0145
FM ↑ 0.6948 ±0.0101 0.7228 ±0.0083 0.7167 ±0.0096
Precision ↑ 0.6939 ±0.0117 0.7320 ±0.0131 0.7821 ±0.0161
IoU ↑ 0.5413 ±0.0203 0.5687 ±0.0254 0.5578 ±0.0178
Matthews ↑ 0.6924 ±0.0165 0.7196 ±0.0189 0.7131 ±0.0152
(b) Ablation studies for global changes
Table 4.3 Ablation studies for local and global changes
Fig. 4.7 F-Measure values on different thresholds for each model.
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Fig. 4.8 The SABS dataset that was used for evaluating the models. The first row depicts
the training sequence Darkening, while the second row shows the testing video LightSwitch.
The columns show frames from the start, middle and ending parts of the video. Note that in
the middle of the LightSwitch sequence the store light switches off, causing major changes to
the background.
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Fig. 4.10 Results with various kernels and intensities for the application of local changes.
88 Synthetic data augmentation for robust foreground segmentation
in
pu
tf
ra
m
es
ba
se
lin
e
de
fa
ul
t
L c
G
m
ed
G
L
gr
ou
nd
tr
ut
hs
Fig. 4.11 Comparison between different augmentation techniques.
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4.5 Conclusion and Future Work
In this Chapter, we have presented a fast and easy method to synthesise training samples for
the implementation of illumination-invariant models. The synthetic images are generated by
artificially altering the pixel intensity values of the input image not only globally but also in
small regions. A typical "lamp-post" light source effect can be approximated by applying the
distance transform on a binary mask. We further propose a post-process technique to refine
the background mask for more accurate results. We have tested the proposed method in the
task of foreground segmentation. The experimental results indicate that the models trained
using the dataset augmented with the new synthetics are more robust to illumination changes
and are able to handle even intense lighting variations. As future work, more shapes can be
explored, not only geometrical but also of arbitrary shapes, for representing shadows more
realistically.

Chapter 5
Illumination-aware Multi-task GANs for
Foreground Segmentation
In the previous chapter, we showed that augmenting the dataset by artificially changing the
illumination of the input increases the generalisation abilities of the models. In this chapter,
we make this process learnable. We develop a CNN architecture comprised of three GANs
that decomposes and reconstructs the illumination of the scene, while performing foreground
segmentation simultaneously in an end-to-end manner. The proposed architecture allows
the model to effectively capture the semantic relationship between dark and bright images.
By jointly optimising the GAN loss and the segmentation loss, our network simultaneously
learns both tasks that mutually benefit each other. Furthermore, fusing features of images
with varying illumination into the segmentation branch vastly improves the performance of
the network. Comparative evaluations on highly challenging real and synthetic benchmark
datasets (ESI [135], SABS [15]) demonstrate the robustness of TMT-GAN and its superiority
over state-of-the-art approaches.
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5.1 Introduction
With the recent success of Deep Learning in image segmentation [47, 21], high accuracy in
BGS can be achieved in controlled environments, which can be either videos with minimal
change in the background or images with adequate illumination and high contrast. However,
it is a much harder problem in real-world scenarios, in which the illumination changes in the
scene may cast shadows, cause reflection and even alter the color of objects. In unexpected,
but not uncommon, scenarios such as a street light being suddenly switched off at night, the
effect can be dramatic and unmanageable by existing models (Figure 5.6 and 5.8).
In this chapter, we tackle the aforementioned problems by proposing a Triple Multi-Task
Generative Adversarial Network (TMT-GAN) for foreground segmentation; comprised of
three separate GANs, each solving a different task. A naive approach would suggest using a
single GAN to normalize the illumination of the input image and then perform foreground
segmentation in a two-step manner. However, in this case the segmentation accuracy would
be very sensitive to the reconstruction abilities of the GAN and would fail completely if the
generated image is even slightly inaccurate. Our proposed TMT-GAN is specifically designed
to solve two problems at the same time in a multi-task, end-to-end manner: decoding the
illumination of the scene and performing bforeground segmentation. This is accomplished
by generating a pair of low/high brightness images and using GANs to reconstruct each of
them with the brightness level of the other. The foreground segmentation is then performed
using multi-scale features extracted from different layers of the generators. The result is
a unified system for robust BGS that addresses the weaknesses of existing approaches in
videos featuring drastic illumination changes. Experimental results indicate the robustness of
our proposed framework on benchmark datasets with significant change in illumination that
outperforms state-of-the-art approaches.
The main contributions of this study are summarized as follows:
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• We propose a novel end-to-end architecture based on a triple multi-task generative
adversarial network (TMT-GAN) for background-foreground segmentation on videos
with significant changes in illumination.
• We construct the supervision of the generators in a manner that increases the contrast
between foreground and background and facilitates illumination-aware BGS. We
jointly optimise the GAN loss and the segmentation loss to obtain optimal results.
• To the best of our knowledge, this is the first multi-task GAN with inputs of different
degrees of brightness. We show that fusing features of images with varying illumination
into the segmentation branch vastly improves the performance.
The rest of this chapter is structured as follows: Section 5.2 explains our methodology in
detail and provides technical information. In Section 5.3, we introduce the datasets used in
this study and present the experimental results. A summary and future work are discussed in
Section 5.4.
5.2 Methodology
In this section, we introduce our proposed BGS framework and the proposed architecture,
which is illustrated in Fig. 5.1. Given a video sequence, the proposed framework takes each
individual frame as the input. Each image is first edited by increasing and decreasing the
gamma value to create a pair of images with extreme illuminations (Section 5.2.1). Then,
each edited image is fed into the VGG16 [115] network for extracting the deep features.
Next, our framework learns a robust representation between the paired images. Motivated
by the success of double GAN for image-to-image translation between different domains
[168, 52, 152], we employ it for illumination decomposition by learning the differences
between exceedingly bright/dark images. This is accomplished by reconstructing an image
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of one domain with characteristics of the other. Furthermore, we extend these methods by
appending an extra GAN for binary segmentation on the classes of foreground/background.
Overall, we use one encoder E1 for general feature extraction and three generators Gb,
Gd , Gs along with three discriminators Db, Dd , Ds for the domain of bright images, dark
images and binary segmentation respectively. Skip connections between layers are employed
to all generators to aid the preservation of high-level information and edge alignment. In
more detail, the output of three layers of VGG16 is extracted and concatenated with the
corresponding features of the generators Gb and Gd which are of the same resolution.
Basically, we divide our approach into three distinct parts: pre-processing, feature extraction
and finally foreground segmentation. Each part is discussed in the following subsections.
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5.2.1 Pre-processing with gamma correction
To ensure the robustness of our model against illumination changes, we create multi-scale
inputs in regard to luminance. Specifically, given an image, we alter its brightness using
gamma correction [100]. According to this approach, the intensity value of every pixel p is
first normalised to the range [0,1] and then raised to the power of γ:
pouti = (p
in
i /255)
γ i ∈ 1, . . . ,N, (5.1)
where pout and pin are the pixels of the output and input image respectively and N is the
total number of pixels. By setting γ > 1, the image becomes darker. Conversely, for γ < 1,
the brightness is increased. As the γ value diverges from 1, the phenomenon becomes
more extreme. Therefore, it is possible to generate an exceptionally bright/dark pair {Ib, Id}
for each image regardless of its original brightness. The optimal value of γ is calculated
adaptively and according to the average pixel intensity of the input image:
• γd = 2.5, γb = 0.7, if pˆ ∈ {0, . . . ,95}
• γd = 2.0, γb = 0.5, if pˆ ∈ {96, . . . ,120}
• γd = 1.4, γb = 0.3, if pˆ ∈ {121, . . . ,150}
• γd = 1.0, γb = 0.1, if pˆ ∈ {151, . . . ,255}
where pˆ denotes the mean intensity values of the input image’s pixels and γb, γd are the
values of γ applied to the original input image for generating the input pair {Ib, Id}.
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5.2.2 Feature extraction
Transfer learning
As reported in recent work such as [71, 156], using a pre-trained CNN leads to an increased
accuracy since it helps the model to converge to a better local minimum. In the proposed
framework, and for fair comparison against the state-of-the-art, we use the pre-trained
VGG16 [115] as the encoder. The same network is used as backbone in both OSVOS
[16] and FgSegNet [71], while CascadeCNN [141] did not use a pre-trained network but
developed a custom encoder. In addition, since it is only used for feature extraction, we only
keep the first four blocks of VGG16 and discard the rest as in previous work [71].
Ground truth construction
Once the input pair is obtained, each image is individually fed to VGG16 for general
feature extraction. Consequently, each set of features forms the input of the corresponding
generator, which is of an identical structure. The ultimate goal of the generators is to learn
the illumination of the image by altering its brightness, not unlike transforming an image
from day to night [53] and vice versa. At the same time, the generators need to focus on the
foreground and separate it from the background. This can be divided into two objectives:
• Brightness alteration to the extremes
• Foreground object identification
We can simultaneously optimise both tasks with a single loss function by constructing the
supervision as follows: the illumination decomposition is supervised by altering the intensity
of the pixel values as described in section 5.2.1. We can then train the network to detect the
foreground objects by creating a large contrast between the foreground and the background
pixels. To this end, the foreground pixels are assigned the value of fp = 255 for dark
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supervision images. Conversely, for bright images, we set fp = 0. Since the predicted pixel
values range from [0,255], there is a high contrast between the foreground and background
objects. The process is supervised by the corresponding discriminators, which ensure that
the distribution of the generated images matches that of the input images.
5.2.3 Foreground Fegmentation
Multi-scale feature fusion
Essentially, the deep features of Gb and Gd encode both illumination and saliency information.
Moreover, they project the foreground object to two opposing extremities of the RGB
spectrum. Therefore, the selection of the appropriate fusion mechanism now becomes
apparent: subtraction. More specifically, we extract features of different resolutions from
three layers of Gb and Gd , namely, Gbi and Gdi respectively, where i ∈ {2,4,8} denotes the
downsampling ratio. To obtain the final features, we perform element-wise subtraction and
scaling by applying the hyperbolic tangent function: Gsi = tanh(Gdi−Gbi). Using tanh
ensures that features of all layers will be on the same scale before merging, and also adds
another layer of non-linearity. Finally, the foreground segmentation generator Gs accepts as
input the features Gsi and provides the final segmentation mask.
Attention
Attention-based CNNs have gathered intense interest among researchers recently [146, 147].
Intuitively, the attention mechanism is used for teaching the model to focus on specific
parts of the input. Due to this feature, such a module is directly relevant to foreground
segmentation, as it can potentially assist the model to focus on the foreground.
In the task of image segmentation, visual attention can be categorised into two parts:
soft attention and hard attention. While the implementation varies wildly, generally hard
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Fig. 5.2 The attention module
attention samples one region of the image at a time and is not differentiable; on the other
hand, soft attention is, as it creates a probability map which is used to assign different weights
to each pixel according to its significance on the task [120]. In addition, attention can be
both supervised [76] and unsupervised [133].
We employ a self-supervised, soft attention mechanism. Inspired by Li et al. [70], we
divide soft attention into spatial and channel attention, each of which is modelled with a
separate stream of a similar structure. In particular, each stream consists of an average
pooling layer and two convolutional layers. The average pooling layer is used to compress
information across the feature maps, thereby generating a single-channel map with the most
consistent activations. The first convolutional layer is adding the attention, while the second
one is used for scaling. The two attention streams are fused with tensor multiplication. The
attention module is depicted in Figure 5.2.
Three attention modules are embedded into the segmentation generator Gs. Each module
operates in different resolution and accepts as input the subtracted features of the correspond-
ing layers of Gb and Gd , after being convolved with a 5x5 filter and concatenated with the
output of the previous layer. Therefore, they utilise information from different sources and
resolutions to provide the refined features.
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Foreground Segmentation Discriminator
To further increase the segmentation accuracy of the model, we append a discriminator,
Ds, to the output of Gs. Basically, Ds discriminates between the generated mask of Gs and
ground truth. In most cases, the foreground mask consists of a small number of objects of
similarly defined boundaries and is easily discernible to noise. Therefore, Ds can lead Gs to
generate higher quality segmentation masks in two ways: firstly, by reducing false-positive
noise in the background and secondly, by ensuring that the foreground blobs are smooth and
consistent without false-negative areas in their interior.
5.2.4 Training
To optimise the task of domain translation, we use a loss that combines the optimisation of
the generators for image reconstruction and the discriminators for ensuring the generated
image is as natural as possible:
Lt =LDd(Gd(xd), td)+α ∥Gd(xd)− td∥
+LDb(Gb(xb), tb)+α ∥Gb(xb)− tb∥ , (5.2)
where xb, xd and tb, td are the input image and the supervision of bright and dark images
respectively, α is a hyper-parameter and LD stands for the cross-entropy loss of the discrimi-
nators. In our experiments, we set α = 20. The first pair of terms trains the dark image GAN,
while the second one trains the bright image GAN.
In the task of foreground segmentation, the classes of foreground and background are
usually heavily imbalanced. To address this issue, we use the weighted cross-entropy loss,
which is formally defined as follows:
Gs = wt[− logσ(x)]+(1− t)[− log(1−σ(x))], (5.3)
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where w is the weight coefficient, x is the predicted label, t is the target label and σ(x) =
1
1+e−x is a sigmoid function. To punish false negatives in the loss function and balance the
two classes, we set w = 5 by trial and error.
5.3 Results
To evaluate the effectiveness of our proposed method, we compare our method with the
following state-of-the-art approaches:
• OSVOS [16], the creators of the Davis dataset [96] for video segmentation,
• FgSegNet [71], the best performer on the benchmark dataset CDnet2014 [43], and
• CascadeCNN [141], the third best performer on CDnet2014 and the second best with
source code open to the public
on two challenging datasets with a strong focus on intense illumination changes to demon-
strate the robustness of our method. In particular, the Stuttgart Artificial Background
Subtraction dataset (SABS) [15] and ESI [134] datasets are used.
To ensure a fair comparison between all models, we use the same training hyper-
parameters. In more detail, we set batch size = 1 (sample-by-sample update) to ensure
the model fits in the GPU and training epochs = 15. When obtaining the binary segmentation
map, we select the threshold that maximises the F-Measure. We also use pre-trained models
to initialise the model parameters when applicable. Finally, all models are trained with the
same training/testing split. We report the means and standard deviations of 5 runs.
5.3.1 Evaluation Metrics
We evaluate the models using a very wide variety of metrics which are commonly used in the
task of BGS [43]: Recall, Specificity, Precision, False Positive Rate, False Negative Rate,
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Percentage of Wrong Classifications, F-Measure and Intersection over Union. The scientific
formulation of these metrics are as defined in equations 3.4-3.10 and 4.11, 4.12.
5.3.2 Implementation details
In the experiments, our proposed framework is implemented in Tensorflow with a single
NVIDIA GeForce GTX 1060 GPU. Training was completed in approximately 6 hours. In
terms of data pre-processing, all images are resized to 240x320 and normalised to [−1,1].
Shuffling is also applied, however there is no data augmentation employed. This is part of
our effort to minimise the effect of other factors and ensure the fair comparison between the
models.
As mentioned before, we employ transfer learning by using the first four blocks of the
pre-trained network VGG16 [115]. Computational efficiency is achieved with minimal loss
of accuracy by freezing the first two blocks and only training the rest. Dropout is employed
at the last block with keep probability pk = 0.5.
5.3.3 SABS Dataset
The first dataset that is used for evaluating the experiments in this chapter is the SABS dataset
[15], which was introduced in Section 4.3.2. However, the training set in the experiments of
this chapter includes the No Foreground Night video as well. This sequence features only
background movements and mild illumination changes like traffic lights and reflections. We
find that extending the dataset with this video, which consists of 801 frames, improves the
segmentation results of the models. As in chapter 4, the Light Switch video is used in the
comparison as the testing data, since it is the most challenging video with sudden illumination
changes. An example of 3 consecutive frames is illustrated in Figure 5.3b. Explicit details of
the training/testing data split are stated in Table 5.1.
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Scene Frame indices
Training
Darkening 1-800 (whole video)
No Foreground Night 1-801 (whole video)
Testing
Light Switch 1-600 (whole video)
Table 5.1 Scenes and frame indices used in training and testing on the SABS dataset
(a) Walking video of ESI
(b) Light Switch video of SABS
Fig. 5.3 Consecutive frames in the SABS and ESI datasets featuring sudden illumination
changes
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The F-Measure indicates the average accuracy of the BGS. While the OSVOS [16],
FgSegNet [71] and CascadeCNN [141] are having similar performance, our proposed method
significantly outperforms the existing methods and achieved a much higher F-Measure value,
as demonstrated in Table 5.4 and Figures 5.4, 5.5. This highlights the effectiveness of our
method.
To evaluate the performance qualitatively, some examples of the BGS results are illus-
trated in Figure 5.6. Three different scenarios are presented in Figure 5.6, namely normal
(row 1 and 4), occlusion (row 2) and light off (row 3). Normal scenes are having normal
illumination in which the scene is bright in general and BGS can be done more easily. In
occlusion scenes, some foreground objects are occluded by static objects which make the
segmentation task more difficult. Light off scenes are those with the lights being switched off
and results in significant illumination change over consecutive frames, which amounts to a
very challenging situation.
From the results, it is demonstrated that the foreground masks (coloured in white) obtained
using our method (Figure 5.6, rightmost column) are less noisy than those obtained using
OSVOS [16], FgSegNet [71] and CascadeCNN [141]. Also, our results are closest to the
ground truth in this test, which aligns well with the quantitative results presented in Table
5.4. In particular, our method significantly outperformed others in the more challenging
(i.e. occlusion and light off) scenes (Figure 5.6 2nd and 3rd rows). Even in the normal
scenario, the superiority of our method is evidenced by the well-defined boundaries, such as
the light post being correctly classified as background in the first row and the shape of the
wheels in the last row of Figure 5.6. On the other hand, OSVOS [16] had trouble adjusting
to dynamic environments, as it incorrectly classified many pixels of the tree as foreground.
For FgSegNet [71] and CascadeCNN [141] similar results were obtained, as they failed to
accurately segment both of the cars, including the non-occluded car. In the normal scenes (1st
and 4th rows of Figure 5.6), all methods performed well, and CascadeCNN [141] achieved
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comparable performance with our method. However, CascadeCNN [141] tends to create
masks with blurry edges/boundaries as depicted by the shape of the wheels in Figure 5.6.
In addition to the state-of-the-art approaches, we also compared our method with other
existing methods and the results (F-measure) are illustrated in Figure 5.4 and 5.5. Again, our
method outperformed the other methods. Note that the statistics are obtained from [114] and
[55], and all the results are showing the performance (F-measure) on the same testing video
sequence Light Switch.
Comparison against chapter 2
While TMT-GAN benefited from training with an extra video sequence (No Foreground
Night), the chapter 2 model did not. Therefore, we directly compare against the best reported
model, GLre f ine or GLr for short. We include GLr in our comparison against the state-of-the-
art models in Table 5.4.
As evidenced by the quantitative results in the previous Chapter, GLr offered massive
improvements over traditional models augmented with common techniques (Table 4.2). The
effectiveness of our proposed data augmentation method is clearly demonstrated in Table 5.4,
as GLr surpasses the state-of-the-art in terms of balanced metrics like F-Measure and IoU
despite having a simpler architecture. However, learning the illumination of a scene is even
more effective as it brings an extra 7% improvement over manual brightness adjustments in
terms of F-Measure score.
This improvement is also reflected in the qualitative evaluation. As demonstrated in
Figures 4.11 and 5.6, the segmentation results of TMT-GAN feature better object boundaries
and much less noise. The amount of false positives is kept to a minimum as the model
inherently learns the scene illumination, as opposed to only learn from synthetics.
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Fig. 5.4 Comparison of F-Measure values with state-of-the-art models on the Light Switch
sequence of SABS. Statistics are taken from Shimada and Taniguchi [114].
We also compare against the failure cases of Chapter 4. The results of the proposed
model of this chapter can be seen at Figure 5.7. Although some errors persist, there is a clear
improvement compared to the model developed in the previous Chapter.
5.3.4 ESI Dataset
We further evaluate our method by the ESI [134] dataset which contains 8 video sequences
filmed indoor, 3 of which being background-only. Throughout all the videos, various sources
of light are being switched on and off which causes drastic changes to the illumination of
the room. Examples of these changes are shown in Figure 5.3a. The data used for training
and testing the models is listed in Table 5.2. The split between training and testing sets is
specifically performed in a way that it separates the two without allowing the models to take a
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Fig. 5.5 Comparison of F-Measure values with state-of-the-art models on the Light Switch
sequence of SABS. Statistics are taken from Javed et al. [55].
1. (normal)
2. (occlusion)
3. (light off)
4. (normal)
Fig. 5.6 Qualitative results on the SABS dataset
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Scene Frame indices
Training
Background scene 1 1-1375
Background scene 2 1-1093
house 1-401
walking 24-757
scene1 599-1238
scene2 1768-1836
Testing
chair 90-663
scene1 489-589
scene2 1846-1921
sofa 34-418
Table 5.2 Scenes and frame indices used in training and testing on the ESI dataset
glimpse into the future. Instead of manually selecting representative frames from each video
sequence as in [141, 71], we either select different videos for training and testing or split
a video into two continuous parts, depending on whether they share the same background.
Therefore, scene1 and scene2 are divided into two parts consisted of consecutive frames, the
first being reserved for training and the latter for testing, since some foreground of these
scenes has to be included in the training data. Nevertheless, the testing sequences are unseen
data as indicated by the frame indices for scene1 and scene2 in Table 5.2 and the movement
of the person (foreground) is completely different between the training and testing scenes.
On the other hand, chair and sofa can be used for testing in their entirety, since they share
the same background with walking. The results are presented in Table 5.6 and 5.8.
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Method Category
chair scene1
F-measure PWC F-measure PWC
OSVOS 0.7455 ±0.0079 1.4763 ±0.0074 0.8687 ±0.0061 3.415 ±0.00103
FgSegNet 0.8142 ±0.00117 0.9321 ±0.0064 0.8974 ±0.0071 2.281 ±0.0076
CascadeCNN 0.7285 ±0.0089 1.4754 ±0.0132 0.7613 ±0.0108 4.95 ±0.0096
TMT-GAN 0.8391 ±0.0056 0.838 ±0.0067 0.9101 ±0.0054 1.928 ±0.0071
Table 5.5 Results on the ESI dataset by category
Method Category
scene2 sofa
F-measure PWC F-measure PWC
OSVOS 0.8947 ±0.0077 1.8471 ±0.0065 0.6418 ±0.0073 4.69 ±0.0103
FgSegNet 0.9276 ±0.0119 1.4377 ±0.0068 0.711 ±0.0122 3.8721 ±0.0081
CascadeCNN 0.8991 ±0.0125 2.2339 ±0.0059 0.5979 ±0.0088 5.5719±0.0069
TMT-GAN 0.9381 ±0.0055 1.337 ±0.007 0.7625 ±0.0091 3.3192 ±0.0058
Table 5.6 Results on the ESI dataset by category
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Removed Component F-Measure Recall Precision
Attention 0.7978±0.0064 0.79245 ±0.0145 0.8112 ±0.0136
D f 0.82891±0.0068 0.78601 ±0.0122 0.87245 ±0.0191
Weighted loss 0.73404±0.0089 0.64792 ±0.0245 0.82741 ±0.0278
None 0.84429±0.0088 0.8673 ±0.0238 0.82439 ±0.0369
Table 5.9 F-Measure values of the model trained on SABS if a component is removed
Removed Component F-Measure Recall Precision
Attention 0.88421±0.0068 0.90343 ±0.0176 0.86427 ±0.0141
D f 0.84793±0.0045 0.86349 ±0.0181 0.83401 ±0.0204
Weighted loss 0.83448±0.0076 0.81865 ±0.0163 0.86042 ±0.0166
None 0.88845±0.0064 0.90123±0.0104 0.87549 ±0.0122
Table 5.10 F-Measure values of the model trained on ESI if a component is removed
Again, the F-Measure indicates our method significantly outperforms the OSVOS [16],
FgSegNet [71] and CascadeCNN [141]. This highlights the consistency and robustness of
our method.
The qualitative results are illustrated in Figure 5.8. To clearly show the way each method
handles sudden illumination changes, we provide the segmentation maps on consecutive
frames of each video sequence of the testing set where the illumination of the scene changes
drastically. Among the 4 videos, Scene2 features the slightest change in illumination, which
explains why all methods are performed well (Row 3-4 in Figure 5.8).
It can be seen that state-of-the-art models have considerable noise in low-light frames.
FgSegNet [71] has very few false positives. However, it comes with a cost of a large number
of false negatives. OSVOS [16] and CascadeCNN [141] on the other hand, provide better
person silhouettes but also have many false positives. All in all, our method (Figure 5.8
rightmost column) achieves accurate segmentation maps even in images of low brightness
with very minimal false positives and negatives, as seen in comparison to the ground truth.
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1. Sofa 137
2. Sofa 138
3. Scene2 171
4. Scene2 170
5. Scene1 582
6. Scene1 584
7. Scene1 545
8. Scene1 546
9. Chair 140
10. Chair 141
11. Chair 549
12. Chair 551
Fig. 5.8 Qualitative results on the ESI dataset
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Complexity OSVOS FgSegNet CascadeCNN TMT-GAN
Parameters 14,917,637 8,155,713 157,537 83,283,620
Table 5.11 Analysis on the parameter count of the evaluated models
5.3.5 Complexity comparison
We compare the parameter count of the models at Table 5.11. CascadeCNN has an extremely
small number of parameters, because it operates in patches. Specifically, the input size is only
31x31 pixels, which means that the input image has to be broken into multiple pieces and
processed by the model many times. In addition, CascadeCNN employs multi-scale inputs,
therefore each patch will be processed three times. On top of these, it is cascaded model,
meaning that the output of the network is fed to another network (with the same weights) to
be processed again. As a result, the processing time increases even more. Multi-scale inputs
are employed by FgSegNet as well. OSVOS on the other hand, has to be pre-trained in a
huge, generic dataset. Our model is larger in terms of overall number of parameters, however
each image is processed by a single forward pass of the neural network and we only pre-train
the feature extractor.
5.3.6 Ablation studies
In this subsection, we justify the decisions we made in the proposed framework by conduct-
ing a series of ablation tests. In particular, we evaluate the performance of the proposed
model by testing the effect on removing individual components on foreground-background
segmentation tasks. The results are shown in Table 5.10.
From the results, it can be seen that all modules improve the FM performance in both
datasets. First of all, it is shown that removing the weighted loss function and training
with regular cross-entropy significantly affects the performance in the SABS dataset, but
has a lower impact on the ESI dataset. This is because there is a higher imbalance on the
116 Illumination-aware Multi-task GANs for Foreground Segmentation
foreground/background classes in the SABS dataset, as the foreground objects are -mostly-
smaller in size. Similarly, the attention module has a larger contribution on SABS than ESI
because it is generally a more challenging dataset with smaller foreground objects, thus
the effect is more profound. Finally, adding a discriminator on the Gs module also has a
beneficial effect, as it forces Gs to create better quality masks.
5.4 Conclusion
In this research, we have proposed a foreground segmentation method based on adversarial
learning and feature fusion, in order to obtain robust segmentation results even under intense
illumination changes. It consists of three GANs: two for illumination translation (dark
to bright and vice versa), and one for foreground segmentation. Our model successfully
addresses the problems of existing methods in the most challenging datasets by learning
illumination-aware features and using them for segmentation in a multi-task manner. Ex-
tensive experimental results demonstrate the superiority of the proposed method against
state-of-the-art approaches in both normal and challenging scenarios and show its robustness
in handling sudden and gradual illumination changes.
Furthermore, we have demonstrated that attention is a useful mechanism that can improve
results by guiding the model to attend at the most discriminative features, according to the
current input. Therefore, illumination noise is kept to a minimum.
The same can be said for class weighting in the loss function, especially in datasets
that feature very small objects. In contrast to image classification where it is possible to
add/remove training samples to balance the classes, pixel-wise classification is inherently
different and using a weighted loss function is crucial. Finally, supervising the segmentation
task with a discriminator improves results even more.
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As future work, we intend to replace VGG16 with a deeper and most recent architecture
for better feature extraction. The segmentation network can be improved as well if a pre-
trained network is used. Finally, a larger batch size and a learning rate decay with warm
restarts can further improve results [83].

Chapter 6
Conclusion and Future Work
6.1 Summary
In this thesis, we have addressed the current limitations of existing systems in the task
of foreground segmentation in videos. However, even though our focus remains on the
aforementioned area, the research within this thesis covers many closely related areas such
as image segmentation, feature extraction, image-to-image translation and others.
6.1.1 3D convolutions for spatio-temporal context
Most of the previous research on image segmentation in general, but also in background
subtraction, consider a video as a mere collection of frames and disregard temporal continuity
[141, 5]. While this approach works well in datasets with relatively static backgrounds, it
becomes problematic when challenged in videos that feature substantial changes over time.
In Chapter 3, we proposed a deep learning model which operates in a window of the
10 most recent frames of a video and performs 3D convolutions to extract spatio-temporal
features. As a result, the model is able to learn the changes between frames and adapt.
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Experimental results demonstrate the effectiveness of the proposed system over the state-of-
the-art.
6.1.2 Semantic data augmentation for adapting to illumination changes
Existing data augmentation methods are very useful for enlarging a small dataset and improve
the generalisation of a deep learning model, which needs a large amount of training data to
converge. Simple functions as horizontal/vertical rotation, crop and noise addition do well in
creating new images, however this process offers no semantic meaning.
In Chapter 4 we presented a data augmentation method for generating not only an endless
stream of images, but also an infinite combination of local and global illumination changes
and applying them to each input image. We have shown that it is possible to create very
realistic illumination changes by using the euclidean transform. We further proposed a post-
processing method based on frame continuity for removing noise from the final segmentation
map. The proposed method is extremely lightweight and as such, adds minimal computational
overhead. Experimental results show that training baseline models with the augmented data
leads to very significant improvements compared to traditional augmentation methods.
6.1.3 Multi-task GANs for learning illumination changes
In cases of videos with minimal background change, training a model with some representa-
tive samples is enough to achieve good accuracy [71]. However, in challenging datasets that
feature significant illumination changes, the state-of-the-art models fail. This is especially
evident in the "light switch" scenario, where the illumination changes instantly.
We extended Chapter 4 and proposed a deep learning model which learns to alter the
illumination of the scene and perform foreground segmentation end-to-end. We have demon-
strated that this method is far superior than manual augmentation and we have obtained
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further improvements compared to Chapter 4. We have also compared with and surpassed
three state-of-the-art models in two datasets, as well as with a plethora of non - deep learn-
ing models. Ablation studies were conducted to justify the design choices of the model
architecture.
6.2 Review of Contributions
The contributions of this thesis are summarized as follows:
• We proposed a 3D CNN for foreground segmentation, which is able to model spa-
tial and temporal changes simultaneously. The model operates without the need of
maintaining a separate background model and can handle several dozens of different
videos.
• We proposed a novel image augmentation technique for robust foreground segmen-
tation under illumination changes. The method generates new synthetic images by
applying semantically sound image transformations based on local and global illumi-
nation effects. We further proposed a post-processing method for noise removal.
• We proposed a triple GAN for robust foreground segmentation, which is able to learn
and alter the illumination of the scene and perform BGS in an end-to-end manner.
6.3 Directions for Future Work
In this Section we discuss the potential future work that can be done to extend the research
presented in this thesis. First of all, the computational costs of the 3D CNN can be alleviated
by optimising the length of its input window. Ideally, this could be done in an adaptive
manner, so that the benefits from the trade-off between accuracy and efficiency will be
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maximised. A promising way to realise this would be to quantify the difference between
the current frame and the previous online. Depending on the outcome, past frames could
be included as input in order to help the model overcome sudden changes in the scene.
Since those changes are usually a rare occurrence, the computational savings can be very
significant.
Certainly, another interesting way to increase the efficiency of the models presented
in this thesis would be to replace the encoder with lightweight alternatives. This could
be achieved with minimal, or none at all, loss in accuracy by optimal architecture search
techniques like ENAS [97] and PNAS [75]. In this case however, pre-training the model in
large datasets as COCO [73] or PASCAL VOC [37] would potentially lead to improvements
in segmentation results. Alternatively, already trained, out-of-the-box pre-trained lightweight
models can be used, such as MobileNet [50] or ShuffleNet [85]. To further reduce the model
parameters, pruning methods can be employed [49].
With the future direction for improving the efficiency of our models discussed in last
Section, we believe that the proposed frameworks could be applied for real-time applications
without sacrifice in accuracy.
Finally, a fascinating and potentially fruitful research direction would be developing multi-
task networks for domain adaptation and foreground segmentation. In Chapter 5 we showed
that embedding the image-to-image translation task between different domains improves
the robustness of the model by a large margin. In the future, we would like to research
different approaches for domain adaptation and segmentation, which would not require to
create multiple outputs. A primary example of such a system would use a discriminator at
the deep feature space rather than at the decoder, as in [62]. As a result, the trained model
would be highly robust across very different representations of the same scene.
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Appendix A
Chapter 1 model
l a y e r {
name : " d a t a _ 1 "
t y p e : " Python "
t o p : " d a t a _ 1 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 1 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 2 "
t y p e : " Python "
t o p : " d a t a _ 2 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 2 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 3 "
t y p e : " Python "
t o p : " d a t a _ 3 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 3 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 4 "
t y p e : " Python "
t o p : " d a t a _ 4 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 4 _ t r a i n "
}
}
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l a y e r {
name : " d a t a _ 5 "
t y p e : " Python "
t o p : " d a t a _ 5 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 5 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 6 "
t y p e : " Python "
t o p : " d a t a _ 6 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 6 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 7 "
t y p e : " Python "
t o p : " d a t a _ 7 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 7 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 8 "
t y p e : " Python "
t o p : " d a t a _ 8 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 8 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 9 "
t y p e : " Python "
t o p : " d a t a _ 9 "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 9 _ t r a i n "
}
}
l a y e r {
name : " d a t a _ 1 0 "
t y p e : " Python "
t o p : " d a t a _ 1 0 "
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t o p : " l a b e l "
python_param {
module : " loadCDnetAndFl ip "
l a y e r : " F r a m e 1 0 _ t r a i n "
}
}
l a y e r {
name : " r e s 1 "
t y p e : " Reshape "
bot tom : " d a t a _ 1 "
t o p : " r e s 1 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 2 "
t y p e : " Reshape "
bot tom : " d a t a _ 2 "
t o p : " r e s 2 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 3 "
t y p e : " Reshape "
bot tom : " d a t a _ 3 "
t o p : " r e s 3 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 4 "
t y p e : " Reshape "
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bot tom : " d a t a _ 4 "
t o p : " r e s 4 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 5 "
t y p e : " Reshape "
bot tom : " d a t a _ 5 "
t o p : " r e s 5 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 6 "
t y p e : " Reshape "
bot tom : " d a t a _ 6 "
t o p : " r e s 6 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 7 "
t y p e : " Reshape "
bot tom : " d a t a _ 7 "
t o p : " r e s 7 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
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}
}
}
l a y e r {
name : " r e s 8 "
t y p e : " Reshape "
bot tom : " d a t a _ 8 "
t o p : " r e s 8 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 9 "
t y p e : " Reshape "
bot tom : " d a t a _ 9 "
t o p : " r e s 9 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " r e s 1 0 "
t y p e : " Reshape "
bot tom : " d a t a _ 1 0 "
t o p : " r e s 1 0 "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 1
dim : 240
dim : −1
}
}
}
l a y e r {
name : " merge1 "
t y p e : " Concat "
bot tom : " r e s 1 "
bot tom : " r e s 2 "
bot tom : " r e s 3 "
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bot tom : " r e s 4 "
t o p : " merge1 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " merge2 "
t y p e : " Concat "
bot tom : " r e s 3 "
bot tom : " r e s 4 "
bot tom : " r e s 5 "
bot tom : " r e s 6 "
t o p : " merge2 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " merge3 "
t y p e : " Concat "
bot tom : " r e s 5 "
bot tom : " r e s 6 "
bot tom : " r e s 7 "
bot tom : " r e s 8 "
t o p : " merge3 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " merge4 "
t y p e : " Concat "
bot tom : " r e s 7 "
bot tom : " r e s 8 "
bot tom : " r e s 9 "
bot tom : " r e s 1 0 "
t o p : " merge4 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " conv1_1 "
t y p e : " Convolu t ion3D "
bot tom : " merge1 "
t o p : " conv1_1 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
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l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 64
pad : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 4
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
t e m p o r a l _ p a d : 1
}
}
l a y e r {
name : " r e l u 1 _ 1 "
t y p e : "ReLU"
bot tom : " conv1_1 "
t o p : " conv1_1 "
}
l a y e r {
name : " poo l1_1 "
t y p e : " Pool ing3D "
bot tom : " conv1_1 "
t o p : " poo l1_1 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " conv1_2 "
t y p e : " Convolu t ion3D "
bot tom : " merge2 "
t o p : " conv1_2 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 64
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pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 4
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 1 _ 2 "
t y p e : "ReLU"
bot tom : " conv1_2 "
t o p : " conv1_2 "
}
l a y e r {
name : " poo l1_2 "
t y p e : " Pool ing3D "
bot tom : " conv1_2 "
t o p : " poo l1_2 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " conv1_3 "
t y p e : " Convolu t ion3D "
bot tom : " merge3 "
t o p : " conv1_3 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 64
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 4
s t r i d e : 1
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w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 1 _ 3 "
t y p e : "ReLU"
bot tom : " conv1_3 "
t o p : " conv1_3 "
}
l a y e r {
name : " poo l1_3 "
t y p e : " Pool ing3D "
bot tom : " conv1_3 "
t o p : " poo l1_3 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " conv1_4 "
t y p e : " Convolu t ion3D "
bot tom : " merge4 "
t o p : " conv1_4 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 64
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 4
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
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t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 1 _ 4 "
t y p e : "ReLU"
bot tom : " conv1_4 "
t o p : " conv1_4 "
}
l a y e r {
name : " poo l1_4 "
t y p e : " Pool ing3D "
bot tom : " conv1_4 "
t o p : " poo l1_4 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " merge2_1 "
t y p e : " Concat "
bot tom : " poo l1_1 "
bot tom : " poo l1_2 "
t o p : " merge2_1 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " merge2_2 "
t y p e : " Concat "
bot tom : " poo l1_3 "
bot tom : " poo l1_4 "
t o p : " merge2_2 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " conv2_1 "
t y p e : " Convolu t ion3D "
bot tom : " merge2_1 "
t o p : " conv2_1 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
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param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 128
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 2
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 2 _ 1 "
t y p e : "ReLU"
bot tom : " conv2_1 "
t o p : " conv2_1 "
}
l a y e r {
name : " poo l2_1 "
t y p e : " Pool ing3D "
bot tom : " conv2_1 "
t o p : " poo l2_1 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " conv2_2 "
t y p e : " Convolu t ion3D "
bot tom : " merge2_2 "
t o p : " conv2_2 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
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}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 128
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 2
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 2 _ 2 "
t y p e : "ReLU"
bot tom : " conv2_2 "
t o p : " conv2_2 "
}
l a y e r {
name : " poo l2_2 "
t y p e : " Pool ing3D "
bot tom : " conv2_2 "
t o p : " poo l2_2 "
poo l ing3d_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
k e r n e l _ d e p t h : 1
s t r i d e : 2
t e m p o r a l _ s t r i d e : 1
}
}
l a y e r {
name : " merge3_1 "
t y p e : " Concat "
bot tom : " poo l2_1 "
bot tom : " poo l2_2 "
t o p : " merge3_1 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " conv3 "
t y p e : " Convolu t ion3D "
bot tom : " merge3_1 "
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t o p : " conv3 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 256
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 16
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 . 0 1
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
name : " r e l u 3 "
t y p e : "ReLU"
bot tom : " conv3 "
t o p : " conv3 "
}
l a y e r {
name : " r e s "
t y p e : " Reshape "
bot tom : " conv3 "
t o p : " r e s "
r e shape_pa ram {
shape {
dim : 0
dim : 0
dim : 60
dim : −1
}
}
}
l a y e r {
name : " poo l3 "
t y p e : " P o o l i n g "
bot tom : " r e s "
t o p : " poo l3 "
poo l ing_pa ram {
poo l : MAX
k e r n e l _ s i z e : 2
s t r i d e : 2
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}
}
l a y e r { bot tom : ’ pool3 ’ t o p : ’ conv4_1 ’ name : ’ conv4_1 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3 w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv4_1 ’ t o p : ’ conv4_1 ’ name : ’ r e l u 4 _ 1 ’ t y p e : "ReLU" }
l a y e r { bot tom : ’ conv4_1 ’ t o p : ’ conv4_2 ’ name : ’ conv4_2 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3
w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv4_2 ’ t o p : ’ conv4_2 ’ name : ’ r e l u 4 _ 2 ’ t y p e : "ReLU" }
l a y e r { bot tom : ’ conv4_2 ’ t o p : ’ conv4_3 ’ name : ’ conv4_3 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3
w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv4_3 ’ t o p : ’ conv4_3 ’ name : ’ r e l u 4 _ 3 ’ t y p e : "ReLU" }
l a y e r { bot tom : ’ conv4_3 ’ t o p : ’ pool4 ’ name : ’ pool4 ’ t y p e : " P o o l i n g "
poo l ing_pa ram { poo l : MAX k e r n e l _ s i z e : 2 s t r i d e : 2 } }
l a y e r { bot tom : ’ pool4 ’ t o p : ’ conv5_1 ’ name : ’ conv5_1 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3
w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv5_1 ’ t o p : ’ conv5_1 ’ name : ’ r e l u 5 _ 1 ’ t y p e : "ReLU" }
l a y e r { bot tom : ’ conv5_1 ’ t o p : ’ conv5_2 ’ name : ’ conv5_2 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3
w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv5_2 ’ t o p : ’ conv5_2 ’ name : ’ r e l u 5 _ 2 ’ t y p e : "ReLU" }
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l a y e r { bot tom : ’ conv5_2 ’ t o p : ’ conv5_3 ’ name : ’ conv5_3 ’ t y p e : " C o n v o l u t i o n "
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 512 pad : 1 k e r n e l _ s i z e : 3
w e i g h t _ f i l l e r {
t y p e : " x a v i e r "
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
}} }
l a y e r { bot tom : ’ conv5_3 ’ t o p : ’ conv5_3 ’ name : ’ r e l u 5 _ 3 ’ t y p e : "ReLU" }
l a y e r {
name : " merge_c_2 "
t y p e : " Concat "
bot tom : " conv2_1 "
bot tom : " conv2_2 "
t o p : " merge_c_2 "
conca t_pa ram {
a x i s : 2
}
}
l a y e r {
name : " conv2_2_16_ "
t y p e : " Convolu t ion3D "
bot tom : " merge_c_2 "
t o p : " conv2_2_16 "
param {
l r _ m u l t : 1
decay_mul t : 1
}
param {
l r _ m u l t : 2
decay_mul t : 0
}
c o n v o l u t i o n 3 d _ p a r a m {
num_output : 1
pad : 1
t e m p o r a l _ p a d : 1
k e r n e l _ s i z e : 3
k e r n e l _ d e p t h : 16
s t r i d e : 1
w e i g h t _ f i l l e r {
t y p e : " g a u s s i a n "
s t d : 0 .001
}
b i a s _ f i l l e r {
t y p e : " c o n s t a n t "
v a l u e : 0
}
}
}
l a y e r {
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name : " r e s 2 1 6 "
t y p e : " Reshape "
bot tom : " conv2_2_16 "
t o p : " r e s 2 1 6 "
re shape_pa ram {
shape {
dim : 0
dim : 0
dim : 120
dim : −1
}
}
}
## Prep 3
l a y e r { bot tom : ’ r e s ’ t o p : ’ conv3_3_16 ’ name : ’ conv3_3_16_ ’
t y p e : " C o n v o l u t i o n " param { l r _ m u l t : 1 decay_mul t : 1 }
param { l r _ m u l t : 2 decay_mul t : 0} c o n v o l u t i o n _ p a r a m { num_output : 1 pad : 1
k e r n e l _ s i z e : 3 w e i g h t _ f i l l e r { t y p e : " g a u s s i a n " s t d : 0 .001}} }
## Prep 4
l a y e r { bot tom : ’ conv4_3 ’ t o p : ’ conv4_3_16 ’ name : ’ conv4_3_16_ ’
t y p e : " C o n v o l u t i o n " param { l r _ m u l t : 1 decay_mul t : 1 }
param { l r _ m u l t : 2 decay_mul t : 0} c o n v o l u t i o n _ p a r a m { num_output : 1 pad : 1
k e r n e l _ s i z e : 3 w e i g h t _ f i l l e r { t y p e : " g a u s s i a n " s t d : 0 .001}} }
## Prep 5
l a y e r { bot tom : ’ conv5_3 ’ t o p : ’ conv5_3_16 ’ name : ’ conv5_3_16_ ’
t y p e : " C o n v o l u t i o n " param { l r _ m u l t : 1 decay_mul t : 1 }
param { l r _ m u l t : 2 decay_mul t : 0} c o n v o l u t i o n _ p a r a m { num_output : 1 pad : 1
k e r n e l _ s i z e : 3 w e i g h t _ f i l l e r { t y p e : " g a u s s i a n " s t d : 0 .001}} }
### M u l t i p l e conv 2 ###
l a y e r { t y p e : " D e c o n v o l u t i o n " name : ’ upsample2 ’ bot tom : ’ res216 ’
t o p : ’ s i d e−mul t i2−up ’
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { k e r n e l _ s i z e : 4 s t r i d e : 2 num_output : 1 pad : 1 } }
l a y e r { t y p e : " Crop " name : ’ crop ’ bot tom : ’ s i d e−mul t i2−up ’
bot tom : ’ da ta_10 ’ t o p : ’ ups ide−mul t i 2 ’ }
### M u l t i p l e conv 3 ###
l a y e r { t y p e : " D e c o n v o l u t i o n " name : ’ upsample4 ’ bot tom : ’ conv3_3_16 ’
t o p : ’ s i d e−mul t i3−up ’
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { k e r n e l _ s i z e : 8 s t r i d e : 4 num_output : 1 } }
l a y e r { t y p e : " Crop " name : ’ crop ’ bot tom : ’ s i d e−mul t i 3−up ’
bot tom : ’ da ta_10 ’ t o p : ’ ups ide−mul t i 3 ’ crop_param {
a x i s : 2
o f f s e t : 2
}}
### M u l t i p l e conv 4 ###
l a y e r { t y p e : " D e c o n v o l u t i o n " name : ’ upsample8 ’ bot tom : ’ conv4_3_16 ’
t o p : ’ s i d e−mul t i4−up ’
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param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { k e r n e l _ s i z e : 16 s t r i d e : 8 num_output : 1 } }
l a y e r { t y p e : " Crop " name : ’ crop ’ bot tom : ’ s i d e−mul t i4−up ’
bot tom : ’ da ta_10 ’ t o p : ’ ups ide−mul t i 4 ’ crop_param {
a x i s : 2
o f f s e t : 4
}}
### M u l t i p l e conv 5 ###
l a y e r { t y p e : " D e c o n v o l u t i o n " name : ’ upsample16 ’ bot tom : ’ conv5_3_16 ’
t o p : ’ s i d e−mul t i 5−up ’
param { l r _ m u l t : 1 decay_mul t : 1 } param { l r _ m u l t : 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { k e r n e l _ s i z e : 32 s t r i d e : 16 num_output : 1 } }
l a y e r { t y p e : " Crop " name : ’ crop ’ bot tom : ’ s i d e−mul t i5−up ’
bot tom : ’ da ta_10 ’ t o p : ’ ups ide−mul t i 5 ’ crop_param {
a x i s : 2
o f f s e t : 8
o f f s e t : 8
}}
### Concat and m u l t i s c a l e we i gh t l a y e r ###
l a y e r { name : " c o n c a t " bot tom : " ups ide−m u l t i 2 "
bot tom : " ups ide−m u l t i 3 " bot tom : " ups ide−m u l t i 4 " bot tom : " ups ide−m u l t i 5 "
t o p : " conca t−u p s c o r e " t y p e : " Concat "
conca t_pa ram { conca t_d im : 1} }
l a y e r { name : ’new−s c o r e−weigh t i ng_ ’ t y p e : " C o n v o l u t i o n "
bot tom : ’ conca t−upsco re ’ t o p : ’ upsco re−fu se ’
param { l r _ m u l t : 0 . 0 1 decay_mul t : 0 } param { l r _ m u l t : 0 . 0 2 decay_mul t : 0}
c o n v o l u t i o n _ p a r a m { num_output : 1 k e r n e l _ s i z e : 1
w e i g h t _ f i l l e r { t y p e : " c o n s t a n t " v a l u e : 0 . 0 } } }
l a y e r { t y p e : " S i g m o id C r o s s E n t r o p y L o s s " bot tom : " upsco re−f u s e "
bot tom : " l a b e l " t o p : " f u s e _ l o s s " l o s s _ p a r a m { i g n o r e _ l a b e l : 2}
l o s s _ w e i g h t : 1 }

Appendix B
Chapter 2 model
__________________________________________________________________________
Layer ( t y p e ) Outpu t Shape
Param # Connec ted t o
===========================================================================
i n p u t _ 1 ( I n p u t L a y e r ) ( None , None , None , 3 )
0
__________________________________________________________________________
b lock1_conv1 ( Conv2D ) ( None , None , None , 64)
1792 i n p u t _ 1 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock1_conv2 ( Conv2D ) ( None , None , None , 64)
36928 b lock1_conv1 [ 0 ] [ 0 ]
__________________________________________________________________________
b l o c k 1 _ p o o l ( MaxPooling2D ) ( None , None , None , 64)
0 b lock1_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock2_conv1 ( Conv2D ) ( None , None , None , 128)
73856 b l o c k 1 _ p o o l [ 0 ] [ 0 ]
__________________________________________________________________________
b lock2_conv2 ( Conv2D ) ( None , None , None , 128)
147584 b lock2_conv1 [ 0 ] [ 0 ]
__________________________________________________________________________
b l o c k 2 _ p o o l ( MaxPooling2D ) ( None , None , None , 128)
0 b lock2_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock3_conv1 ( Conv2D ) ( None , None , None , 256)
295168 b l o c k 2 _ p o o l [ 0 ] [ 0 ]
__________________________________________________________________________
b lock3_conv2 ( Conv2D ) ( None , None , None , 256)
590080 b lock3_conv1 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock3_conv3 ( Conv2D ) ( None , None , None , 256)
590080 b lock3_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
b l o c k 3 _ p o o l ( MaxPooling2D ) ( None , None , None , 256)
0 b lock3_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock4_conv1 ( Conv2D ) ( None , None , None , 512)
1180160 b l o c k 3 _ p o o l [ 0 ] [ 0 ]
__________________________________________________________________________
b lock4_conv2 ( Conv2D ) ( None , None , None , 512)
2359808 b lock4_conv1 [ 0 ] [ 0 ]
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__________________________________________________________________________
b lock4_conv3 ( Conv2D ) ( None , None , None , 512)
2359808 b lock4_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
b l o c k 4 _ p o o l ( MaxPooling2D ) ( None , None , None , 512)
0 b lock4_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock5_conv1 ( Conv2D ) ( None , None , None , 512)
2359808 b l o c k 4 _ p o o l [ 0 ] [ 0 ]
__________________________________________________________________________
b lock5_conv2 ( Conv2D ) ( None , None , None , 512)
2359808 b lock5_conv1 [ 0 ] [ 0 ]
__________________________________________________________________________
b lock5_conv3 ( Conv2D ) ( None , None , None , 512)
2359808 b lock5_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
b l o c k 5 _ p o o l ( MaxPooling2D ) ( None , None , None , 512)
0 b lock5_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ u p s a m p l e ( UpSampling2D ) ( None , None , None , 512)
0 b l o c k 5 _ p o o l [ 0 ] [ 0 ]
__________________________________________________________________________
c o n c a t e n a t e _ 1 ( C o n c a t e n a t e ) ( None , None , None , 1024)
0 d e c o d e r _ s t a g e 0 _ u p s a m p l e [ 0 ] [ 0 ]
b lock5_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ c o n v 1 ( Conv2D ) ( None , None , None , 256)
2359296 c o n c a t e n a t e _ 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ b n 1 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 256)
1024 d e c o d e r _ s t a g e 0 _ c o n v 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ r e l u 1 ( A c t i v a t i o n ) ( None , None , None , 256)
0 d e c o d e r _ s t a g e 0 _ b n 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ c o n v 2 ( Conv2D ) ( None , None , None , 256)
589824 d e c o d e r _ s t a g e 0 _ r e l u 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ b n 2 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 256)
1024 d e c o d e r _ s t a g e 0 _ c o n v 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 0 _ r e l u 2 ( A c t i v a t i o n ) ( None , None , None , 256)
0 d e c o d e r _ s t a g e 0 _ b n 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ u p s a m p l e ( UpSampling2D ) ( None , None , None , 256)
0 d e c o d e r _ s t a g e 0 _ r e l u 2 [ 0 ] [ 0 ]
__________________________________________________________________________
c o n c a t e n a t e _ 2 ( C o n c a t e n a t e ) ( None , None , None , 768)
0 d e c o d e r _ s t a g e 1 _ u p s a m p l e [ 0 ] [ 0 ]
b lock4_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ c o n v 1 ( Conv2D ) ( None , None , None , 128)
884736 c o n c a t e n a t e _ 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ b n 1 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 128)
512 d e c o d e r _ s t a g e 1 _ c o n v 1 [ 0 ] [ 0 ]
__________________________________________________________________________
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d e c o d e r _ s t a g e 1 _ r e l u 1 ( A c t i v a t i o n ) ( None , None , None , 128)
0 d e c o d e r _ s t a g e 1 _ b n 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ c o n v 2 ( Conv2D ) ( None , None , None , 128)
147456 d e c o d e r _ s t a g e 1 _ r e l u 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ b n 2 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 128)
512 d e c o d e r _ s t a g e 1 _ c o n v 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 1 _ r e l u 2 ( A c t i v a t i o n ) ( None , None , None , 128)
0 d e c o d e r _ s t a g e 1 _ b n 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ u p s a m p l e ( UpSampling2D ) ( None , None , None , 128)
0 d e c o d e r _ s t a g e 1 _ r e l u 2 [ 0 ] [ 0 ]
__________________________________________________________________________
c o n c a t e n a t e _ 3 ( C o n c a t e n a t e ) ( None , None , None , 384)
0 d e c o d e r _ s t a g e 2 _ u p s a m p l e [ 0 ] [ 0 ]
b lock3_conv3 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ c o n v 1 ( Conv2D ) ( None , None , None , 64)
221184 c o n c a t e n a t e _ 3 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ b n 1 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 64)
256 d e c o d e r _ s t a g e 2 _ c o n v 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ r e l u 1 ( A c t i v a t i o n ) ( None , None , None , 64)
0 d e c o d e r _ s t a g e 2 _ b n 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ c o n v 2 ( Conv2D ) ( None , None , None , 64)
36864 d e c o d e r _ s t a g e 2 _ r e l u 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ b n 2 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 64)
256 d e c o d e r _ s t a g e 2 _ c o n v 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 2 _ r e l u 2 ( A c t i v a t i o n ) ( None , None , None , 64)
0 d e c o d e r _ s t a g e 2 _ b n 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ u p s a m p l e ( UpSampling2D ) ( None , None , None , 64)
0 d e c o d e r _ s t a g e 2 _ r e l u 2 [ 0 ] [ 0 ]
__________________________________________________________________________
c o n c a t e n a t e _ 4 ( C o n c a t e n a t e ) ( None , None , None , 192)
0 d e c o d e r _ s t a g e 3 _ u p s a m p l e [ 0 ] [ 0 ]
b lock2_conv2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ c o n v 1 ( Conv2D ) ( None , None , None , 32)
55296 c o n c a t e n a t e _ 4 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ b n 1 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 32)
128 d e c o d e r _ s t a g e 3 _ c o n v 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ r e l u 1 ( A c t i v a t i o n ) ( None , None , None , 32)
0 d e c o d e r _ s t a g e 3 _ b n 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ c o n v 2 ( Conv2D ) ( None , None , None , 32)
9216 d e c o d e r _ s t a g e 3 _ r e l u 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 3 _ b n 2 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 32)
128 d e c o d e r _ s t a g e 3 _ c o n v 2 [ 0 ] [ 0 ]
__________________________________________________________________________
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d e c o d e r _ s t a g e 3 _ r e l u 2 ( A c t i v a t i o n ) ( None , None , None , 32)
0 d e c o d e r _ s t a g e 3 _ b n 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ u p s a m p l e ( UpSampling2D ) ( None , None , None , 32)
0 d e c o d e r _ s t a g e 3 _ r e l u 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ c o n v 1 ( Conv2D ) ( None , None , None , 16)
4608 d e c o d e r _ s t a g e 4 _ u p s a m p l e [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ b n 1 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 16)
64 d e c o d e r _ s t a g e 4 _ c o n v 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ r e l u 1 ( A c t i v a t i o n ) ( None , None , None , 16)
0 d e c o d e r _ s t a g e 4 _ b n 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ c o n v 2 ( Conv2D ) ( None , None , None , 16)
2304 d e c o d e r _ s t a g e 4 _ r e l u 1 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ b n 2 ( B a t c h N o r m a l i z a t i o n ) ( None , None , None , 16)
64 d e c o d e r _ s t a g e 4 _ c o n v 2 [ 0 ] [ 0 ]
__________________________________________________________________________
d e c o d e r _ s t a g e 4 _ r e l u 2 ( A c t i v a t i o n ) ( None , None , None , 16)
0 d e c o d e r _ s t a g e 4 _ b n 2 [ 0 ] [ 0 ]
__________________________________________________________________________
f i n a l _ c o n v ( Conv2D ) ( None , None , None , 1 )
145 d e c o d e r _ s t a g e 4 _ r e l u 2 [ 0 ] [ 0 ]
__________________________________________________________________________
s igmoid ( A c t i v a t i o n ) ( None , None , None , 1 )
0 f i n a l _ c o n v [ 0 ] [ 0 ]
===========================================================================
T o t a l params : 19 ,029 ,585
T r a i n a b l e params : 4 ,312 ,913
Non− t r a i n a b l e params : 14 ,716 ,672
__________________________________________________________________________
Appendix C
Chapter 3 model
C.1 Segmentation network
f i l t e r s = 64
d e f segmen to r ( s e l f , b5 , b6 , b7 , d5 , d6 , d7 , r e u s e ) :
w i th t f . v a r i a b l e _ s c o p e ( t f . g e t _ v a r i a b l e _ s c o p e ( ) ) a s scope :
i f r e u s e :
scope . r e u s e _ v a r i a b l e s ( )
e l s e :
a s s e r t scope . r e u s e == F a l s e
ww, h = [ s e l f . i ma ge _h e ig h t , s e l f . image_wid th ]
w2 , w4 , w8 = i n t (ww / 2 ) , i n t (ww / 4 ) , i n t (ww / 8 )
h2 , h4 , h8= i n t ( h / 2 ) , i n t ( h / 4 ) , i n t ( h / 8 )
bd7 = t f . s u b t r a c t ( b7 , d7 )
bd7 = t f . nn . t a n h ( bd7 )
bd6 = t f . s u b t r a c t ( b6 , d6 )
bd6 = t f . nn . t a n h ( bd6 )
bd5 = t f . s u b t r a c t ( b5 , d5 )
bd5 = t f . nn . t a n h ( bd5 )
bg1 = batch_norm ( conv2d ( l r e l u ( bd7 ) , f i l t e r s * 2 ) )
a t t 1 a = t f . reduce_mean ( bg1 , r e d u c t i o n _ i n d i c e s =3 , keepdims=True )
a t t 1 a = batch_norm ( conv2d ( l r e l u ( a t t 1 a ) , 1 , k_h =3 , k_w = 3 ) )
a t t 1 a = t f . image . r e s i z e _ b i l i n e a r ( a t t 1 a , [ w4 , h4 ] )
a t t 1 a = batch_norm ( conv2d ( l r e l u ( a t t 1 a ) ,
1 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 1 b = t f . l a y e r s . a v e r a g e _ p o o l i n g 2 d ( bg1 , [ w4 , h4 ] , [ w4 , h4 ] )
a t t 1 b = batch_norm ( conv2d ( l r e l u ( a t t 1 b ) ,
f i l t e r s / 8 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 1 b = batch_norm ( conv2d ( l r e l u ( a t t 1 b ) ,
f i l t e r s *2 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 1 = t f . m u l t i p l y ( a t t 1 a , a t t 1 b )
a t t 1 = ba tch_norm ( conv2d ( l r e l u ( a t t 1 ) ,
f i l t e r s *2 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 1 = t f . s i gmoid ( a t t 1 )
bg1 = t f . m u l t i p l y ( a t t 1 , bg1 )
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bg2 = batch_norm ( conv2d ( l r e l u ( t f . c o n c a t ( [ bg1 , bd6 ] , 3 ) ) ,
f i l t e r s * 4 ) )
a t t 2 a = t f . reduce_mean ( bg2 , r e d u c t i o n _ i n d i c e s =3 , keepdims=True )
a t t 2 a = batch_norm ( conv2d ( l r e l u ( a t t 2 a ) , 1 , k_h =3 , k_w = 3 ) )
a t t 2 a = t f . image . r e s i z e _ b i l i n e a r ( a t t 2 a , [ w8 , h8 ] )
a t t 2 a = batch_norm ( conv2d ( l r e l u ( a t t 2 a ) ,
1 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 2 b = t f . l a y e r s . a v e r a g e _ p o o l i n g 2 d ( bg2 , [ w8 , h8 ] , [ w8 , h8 ] )
a t t 2 b = batch_norm ( conv2d ( l r e l u ( a t t 2 b ) ,
f i l t e r s / 4 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 2 b = batch_norm ( conv2d ( l r e l u ( a t t 2 b ) ,
f i l t e r s *4 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 2 = t f . m u l t i p l y ( a t t 2 a , a t t 2 b )
a t t 2 = ba tch_norm ( conv2d ( l r e l u ( a t t 2 ) ,
f i l t e r s *4 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 2 = t f . s i gmoid ( a t t 2 )
bg2 = t f . m u l t i p l y ( a t t 2 , bg2 )
bg3 = batch_norm ( conv2d ( l r e l u ( t f . c o n c a t ( [ bg2 , bd5 ] , 3 ) ) ,
f i l t e r s *8 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 3 a = t f . reduce_mean ( bg3 , r e d u c t i o n _ i n d i c e s =3 , keepdims=True )
a t t 3 a = batch_norm ( conv2d ( l r e l u ( a t t 3 a ) , 1 , k_h =3 , k_w = 3 ) )
a t t 3 a = t f . image . r e s i z e _ b i l i n e a r ( a t t 3 a , [ w8 , h8 ] )
a t t 3 a = batch_norm ( conv2d ( l r e l u ( a t t 3 a ) ,
1 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 3 b = t f . l a y e r s . a v e r a g e _ p o o l i n g 2 d ( bg3 , [ w8 , h8 ] , [ w8 , h8 ] )
a t t 3 b = batch_norm ( conv2d ( l r e l u ( a t t 3 b ) ,
f i l t e r s / 2 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 3 b = batch_norm ( conv2d ( l r e l u ( a t t 3 b ) ,
f i l t e r s *8 , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
a t t 3 = t f . m u l t i p l y ( a t t 3 a , a t t 3 b )
a t t 3 = ba tch_norm ( conv2d ( l r e l u ( a t t 3 ) ,
f i l t e r s *8 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
a t t 3 = t f . s i gmoid ( a t t 3 )
bg3 = t f . m u l t i p l y ( a t t 3 , bg3 )
bg4 = batch_norm ( conv2d ( l r e l u ( bg3 ) , f i l t e r s ,
k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg4a , w, d = deconv2d ( t f . nn . r e l u ( bg4 ) ,
[ b a t c h _ s i z e , w4 , h4 , f i l t e r s ] , with_w=True )
bg4 = batch_norm ( bg4a )
bg4 = batch_norm ( conv2d ( l r e l u ( bg4 ) ,
f i l t e r s * 8 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg5 = batch_norm ( conv2d ( l r e l u ( bg4 ) ,
f i l t e r s , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg5a , w, d = deconv2d ( t f . nn . r e l u ( bg5 ) ,
[ b a t c h _ s i z e , w2 , h2 , f i l t e r s ] , with_w=True )
bg5 = batch_norm ( bg5a )
bg5 = batch_norm ( conv2d ( l r e l u ( bg5 ) ,
f i l t e r s * 8 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
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bg6 = batch_norm ( conv2d ( l r e l u ( bg5 ) ,
f i l t e r s , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg6a , w, d = deconv2d ( t f . nn . r e l u ( bg6 ) ,
[ b a t c h _ s i z e , ww, h , f i l t e r s ] , with_w=True )
bg6 = batch_norm ( bg6a )
bg6 = batch_norm ( conv2d ( l r e l u ( bg6 ) ,
f i l t e r s * 8 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg7 = batch_norm ( conv2d ( l r e l u ( bg6 ) ,
f i l t e r s , k_h =3 , k_w=3 , d_h =1 , d_w = 1 ) )
bg8 = batch_norm ( conv2d ( l r e l u ( bg7 ) ,
1 , k_h =1 , k_w=1 , d_h =1 , d_w = 1 ) )
bg8 = t f . nn . s igmoid ( bg8 )
r e t u r n bg8
C.2 Discriminator
df_dim = 64
d e f d i s c r i m i n a t o r ( s e l f , image , y=None , p r e f i x = ’A_d_ ’ , r e u s e = F a l s e ) :
w i th t f . v a r i a b l e _ s c o p e ( t f . g e t _ v a r i a b l e _ s c o p e ( ) ) a s scope :
i f r e u s e :
scope . r e u s e _ v a r i a b l e s ( )
e l s e :
a s s e r t scope . r e u s e == F a l s e
h0 = l r e l u ( conv2d ( image , df_dim ) )
h1 = l r e l u ( ba tch_norm ( conv2d ( h0 , df_dim * 2 ) ) )
h2 = l r e l u ( ba tch_norm ( conv2d ( h1 , df_dim * 4 ) ) )
h3 = l r e l u ( ba tch_norm ( conv2d ( h2 , df_dim * 8 , d_h =1 , d_w = 1 ) ) )
h4 = conv2d ( h3 , 1 , d_h =1 , d_w=1)
r e t u r n h4
C.3 VGG and Generator
d e f vgg ( s e l f , imgs , p r e f i x , r e u s e _ v g g =True , r e u s e _ u p =True ) :
vgg = s l i m . n e t s . vgg
wi th s l i m . a r g _ s c o p e ( vgg . vgg_a rg_scope ( ) ) a s scope :
l o g i t s , e n d p o i n t s = vgg . vgg_16 ( imgs ,
i s _ t r a i n i n g = s e l f . phase == ’ t r a i n ’ ,
d r o p o u t _ k e e p _ p r o b = 0 . 5 , r e u s e = r e u s e _ v g g )
ww, h = [ h e i g h t , w id th ]
w2 , w4 , w8 = i n t ( round (ww/ 2 ) ) , i n t ( round (ww/ 4 ) ) , i n t ( round (ww/ 8 ) )
h2 , h4 , h8 = i n t ( round ( h / 2 ) ) , i n t ( round ( h / 4 ) ) , i n t ( round ( h / 8 ) )
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vgg512 = e n d p o i n t s [ ’ vgg_16 / conv4 / conv4_3 ’ ]
vgg256 = e n d p o i n t s [ ’ vgg_16 / conv3 / conv3_3 ’ ]
vgg128 = e n d p o i n t s [ ’ vgg_16 / conv2 / conv2_2 ’ ]
vgg64 = e n d p o i n t s [ ’ vgg_16 / conv1 / conv1_2 ’ ]
w i th t f . v a r i a b l e _ s c o p e ( t f . g e t _ v a r i a b l e _ s c o p e ( ) ) a s scope :
i f r e u s e _ u p :
scope . r e u s e _ v a r i a b l e s ( )
e l s e :
a s s e r t scope . r e u s e == F a l s e
s e l f . d4 , s e l f . d4_w , s e l f . d4_b = deconv2d ( t f . nn . r e l u ( vgg512 ) ,
[ b a t c h _ s i z e , w8 , h8 , f i l t e r s * 8 ] , d_h =1 , d_w=1 , with_w=True )
d4 = batch_norm ( s e l f . d4 )
s e l f . d5 , s e l f . d5_w , s e l f . d5_b = deconv2d ( t f . nn . r e l u ( d4 ) ,
[ b a t c h _ s i z e , w4 , h4 , f i l t e r s * 4 ] , with_w=True )
d5 = batch_norm ( s e l f . d5 )
d5 = t f . c o n c a t ( [ d5 , vgg256 ] , 3 )
s e l f . d6 , s e l f . d6_w , s e l f . d6_b = deconv2d ( t f . nn . r e l u ( d5 ) ,
[ b a t c h _ s i z e , w2 , h2 , f i l t e r s * 2 ] , with_w=True )
d6 = batch_norm ( s e l f . d6 )
d6 = t f . c o n c a t ( [ d6 , vgg128 ] , 3 )
s e l f . d7 , s e l f . d7_w , s e l f . d7_b = deconv2d ( t f . nn . r e l u ( d6 ) ,
[ b a t c h _ s i z e , ww, h , f i l t e r s ] , with_w=True )
d7 = batch_norm ( s e l f . d7 )
d7 = t f . c o n c a t ( [ d7 , vgg64 ] , 3 )
d8 , d8_w , d8_b = deconv2d ( t f . nn . r e l u ( d7 ) ,
[ b a t c h _ s i z e , h e i g h t , width , 3 ] ,
d_h =1 , d_w=1 , k_h =1 , k_w=1 , with_w=True )
d8 = t f . nn . t a n h ( d8 )
r e t u r n d4 , d5 , d6 , d8
