Introduction
In this paper, we discuss the behavior of algebraic discrete valuations dominating a two dimensional normal (Noetherian) local domain (R, m R ).
To a valuation ν of the quotient field K = QF (R) of R, we associate a valuation ring V ν = {f ∈ K | ν(f ) ≥ 0}. This ring is quasi-local, with maximal ideal m ν = {f ∈ K | ν(f ) > 0}. We say that the valuation ν dominates (R, m R ) if V ν ⊃ R and R ∩ m ν = m R . We say that the valuation ν is discrete if its value group is order isomorphic to Z. In this case V ν is Noetherian, and thus is local.
For n ∈ Z ≥0 , let I n = {f ∈ R | ν(f ) ≥ n}. The questions we address in this paper are: what is ℓ R (R/I n ) for n ≫ 0? How close is it to being a polynomial? What is lim n→∞ ℓ R (R/In) n 2
? Is this limit well behaved?
There are two types of discrete valuations ν dominating R. The first case is that ν is divisorial, i.e., the residue field extension V ν /m ν : R/m R is transcendental. By Abhyankar's inequality (Theorem 1 of [1] ) it follows that the residue field extension given by a divisorial valuation ν dominating a normal local domain of dimension two is of transcendence degree exactly one. The second case is that ν is algebraic, i.e., the residue field extension V ν /m ν : R/m R is algebraic.
In the divisorial case, it is known by work of Cutkosky and Srinivas in [5] that when R is excellent and equicharacteristic of dimension 2, ℓ R (R/I n ) can be written as a quadratic polynomial Q(n) plus a bounded function σ(n) for n ≫ 0. They further show that if R/m R has characteristic zero, or is finite, then σ(n) is periodic for n ≫ 0 and they give an example to show that there exist R, ν with characteristic R/m R > 0 such that σ(n) is not eventually periodic. Finally, in their Example 6, they give an example of a divisorial valuation ν dominating a 3 dimensional ring such that lim n→∞
is an irrational number.
The analysis in dimension two of [5] left open the remaining case that ν is an algebraic discrete valuation. In the case that V ν /m ν is finite over R/m R , everything is well behaved. In section 3 of this paper, we prove the following Theorem 1.1 and Corollary 1. In section 4 of this paper, we show in Theorems 4.11 and 4.19, and Corollary 4.20, that when we consider infinite algebraic residue field extensions, we have a more interesting result: Theorem 1.3. There exists a regular local ring (R, m R ) of dimension 2 and a discrete, rank 1 valuation ν of the quotient field of R dominating R, such that the function ℓ R (R/I n ) cannot be written as a quasi-polynomial plus a bounded function for large integers n.
We remind the reader that a quasi-polynomial in the indeterminate n is an expression of the form a d (n)n d + a d−1 (n)n d−1 + · · · + a 1 (n)n + a 0 (n), where d is the degree of the quasipolynomial, and the coefficients a d (n), a d−1 (n), . . . , a 1 (n), a 0 (n) are periodic functions of n. Next, we discuss some questions that arise from the methods used in this paper. Since {I n } is a graded family of m R -primary ideals in the two dimensional local ring R, the limit lim n→∞ ℓ R (R/I n ) n 2 is known to exist in equicharacteristic regular local rings by Mustata [10] , and they exist in arbitrary regular local rings (even analytically irreducible local rings) by Cutkosky [2] and [3] . In light of these results, we may ask the following question: Question 1.6. Which numbers C are realizable as limits
n 2 from an algebraic discrete valuation on a regular local ring R of dimension two? 2 In this paper, we show that all the numbers in the real interval [0, 1 4 ] are realizable as limits. Since I 1 = m R , and I n 1 ⊂ I n for all n, by comparison with the Hilbert-Samuel multiplicity we have the upper bound
In all of our examples, we have the stronger result that
exists, and every number in the real interval [0, Thus we may ask the following question:
always exist for an algebraic discrete valuation dominating a regular local ring of dimension two?
It is known that this limit does not generally exist if {I n } is a filtration of m R -primary ideals (Theorem 4.6 of [4] ), so a positive answer to Question 1.7 would use special properties of the valuation ideals I n . Now we briefly discuss the methods used in this paper. In constructing our examples, we make use of an algorithm of [7] that generalizes an algorithm of [11] for constructing generating sequences of valuations. The algorithm in [7] is valid in arbitrary two dimensional regular local rings. This technique of generating sequences is also used in [8] and [9] to find stable toric forms of extensions of associated graded rings along a valuation in finite defectless extensions of algebraic function fields of dimension two.
We take as our ground field k = L ({σ i }), where L is an arbitrary field and {σ i } i∈Z + is a set of algebraically independent elements over L. We take for our ring R := k[[x, y]] and inductively define a generating sequence of our valuation, {P i } i≥0 ⊂ R by P 0 = x, P 1 = y, and P i+1 = P 2 i − σ i x 2r i for i ≥ 1. Provided that the r i ∈ N are such that r 0 = 1 and r i+1 > 2r i for i ≥ 1, the algorithm ensures that there exists a unique discrete valuation ν of QF (R) dominating R, such that ν(P i ) = r i for i ∈ N. The residue field of ν is naturally isomorphic to k({ √ σ i }).
In the associated graded algebra s≥0 I s /I s+1 , the lengths of the graded components I s /I s+1 are given by the number of distinct monomials in the generators {P i } that have value equal to s.
That is, a k-basis of I s /I s+1 is:
n j ∈ {0, 1} for 1 ≤ j ≤ i, and n 0 + n 1 r 1 + · · · + n i r i = s}.
By multiplying basis elements through by an element of suitable ν-value in R and checking linear independence conditions, we show that ℓ R (I s /I s+1 ) is a non-decreasing function of s. By choosing the ν-values r i of the generators, we can control the growth of ℓ R (I s /I s+1 ). By imposing a combinatorial condition on the sequence {r i }, that r i+1 > r 0 + r 1 + · · · + r i for all i ≥ 0, we can ensure that there is a partition of R ≥0 of the form {[a k , b k )} k∈Z >0 , such that on every interval [a k , b k ), the function ℓ R (I s /I s+1 ) is constant, and takes on distinct values for every k. This part of the construction already shows that the Hilbert function is highly non-polynomial.
Next, we show that for these examples, the limit ℓ R (In/I n+1 ) n exists, and deduce the existence of
as a consequence.
The construction places the set of multiplicities (0, 
Notation
Let N denote the set {0, 1, 2, . . . } and Z + denote the set {1, 2, 3, . . . }. Suppose that ν is a discrete valuation dominating a local ring (R, m R ). Let
In this case (which applies to this paper), we will use the two notations interchangeably. Finally, we let Γ ν = {ν(f ) | f ∈ QF (R) \ {0}} and S R (ν) = {ν(f ) | f ∈ R \ {0}} ⊂ Γ ν denote the value group of ν and the value semigroup of ν respectively.
Results for finite residue field extensions
In this section, we prove Theorem 1.1 and Corollary 1.2 from the introduction.
Proof. Suppose that e 1 , . . . , e r are elements of I n \ I n+1 such that [e 1 ] , . . . , [e r ] form a basis for I n /I n+1 over R/m R . Let k ∈ S R (ν) be given. Then there exists g ∈ R such that ν(g) = k. Hence ge 1 , . . . , ge r are elements of I n+k \ I n+k+1 with nonzero residues 
Hence, any element of Γ ν is the difference of two elements in S R (ν). In particular, since Γ ν = Z, there exist t, u ∈ S R (ν) such that t − u = 1. If u = 0, then t = 1, S R (ν) = N and the lemma follows by taking n 0 = 0. Suppose that u > 0 and let i ∈ N. Then there exist k, r ∈ N such that i = ku + r, 0 ≤ r < u, by the division algorithm. Hence u 2 + i = tr + u(u + k − r) ∈ S R (ν). Thus for all n ≥ u 2 , n ∈ S R (ν). Thus the lemma follows by taking n 0 = u 2 .
Lemma 3.3. Suppose that ν is an algebraic discrete valuation dominating a local domain
Proof. Let r = |V /m ν : R/m R |, and let f 1 , . . . f r+1 be elements in
Proposition 3.4. Suppose that ν is an algebraic discrete valuation dominating a local domain (R, m R ), and that
V ν /m ν is finite over R/m R . There exists n 1 ∈ N such that for all n ≥ n 1 , dim R/m R (I n /I n+1 ) = |V /m ν : R/m R |. Proof. Let |V /m ν : R/m R | = r. For 1 ≤ i ≤ r − 1, there exist elements α i ∈ V \ m ν , such that the elements [1] , [α 1 ] , . . . , [α r−1 ] form a basis for V /m ν over R/m R . For 1 ≤ i ≤ r − 1, we may write α i = f i g i , where f i , g i ∈ R and ν(f i ) = ν(g i ) = n i . Next, define g = r−1 i=1 g i . Then g ∈ R, and ν(g) = r−1 i=1 n i =: N . Further, for all 1 ≤ i ≤ r − 1, gα i = gf i g i = f i · j =i g j , so that gα i ∈ R, and in particular, ν(gα i ) = ν(f i ) + j =i ν(g j ) = n i + j =i n j = N . Thus g ∈ I N \ I N +1 and gα i ∈ I N \ I N +1 for 1 ≤ i ≤ r − 1. In particular, [g] and the elements [gα i ] for 1 ≤ i ≤ r − 1 are nonzero elements of I N /I N +1 . Suppose that c 0 [g] + r−1 i=1 c i [gα i ] = [0] in I N /I N +1 , where c i ∈ R/m R for 0 ≤ i ≤ r − 1. Then ν(c 0 g + r−1 i=1 c i gα i ) > N , whence ν(c 0 + r−1 i=1 c i α i ) = ν(c 0 g + r−1 i=1 c i gα i ) − ν(g) > N − N = 0, so that c 0 [1] + r−1 i=1 c i [α i ] = [0] in V /m ν . Hence c j = 0 for 0 ≤ j ≤ r − 1,
and so [g] and the elements [gα
Finally, suppose that n 0 is as in Lemma 3.2. Then for all n ≥ n 0 , we have that n ∈ S R (ν). Hence dim R/m R (I N +n /I N +n+1 ) = |V /m ν : R/m R | for all n ≥ n 0 , by Lemma 3.1 and Lemma 3.3. Thus the lemma follows by taking n 1 = N + n 0 . Now we prove Theorem 1.1 and Corollary 1.2 from the introduction. We remind the reader of their statements:
Corollary 3.6. Suppose that ν is an algebraic discrete valuation dominating a local domain (R, m R ), and that
Proof. In Proposition 3.4 we have shown that there exists n 1 ∈ N such that ℓ R (I n /I n+1 ) = c for n ≥ n 1 , where c = |V /m ν : R/m R |. Observe that
Hence for n ≥ n 1 , we have
and hence
Thus
This proves Theorem 1.1. Dividing both sides by n 2 and taking the limit as n → ∞ gives Corollary 1.2. 
Main Results
In this section we prove results for algebraic residue field extensions of infinite degree.
where L is a field and {σ i } i∈Z + is a set of algebraically independent elements over L. Let α i = √ σ i for i ∈ Z + . Let R be the power series ring
Define elements P i ∈ R by P 0 = x, P 1 = y, and
Suppose that r i ∈ N are such that r 0 = 1 and r i+1 > 2r i for i ≥ 1.
Then there exists a unique valuation ν of the quotient field of R which dominates R, such that ν(P i ) = r i for i ∈ N. ν has the property that {P i } satisfies the conclusions of Theorem 4.2. of [7] . The residue field of ν is naturally isomorphic to k({α i }). We can take U i = x r i for i ≥ 1 in 4) of Theorem 4.2. of [7] , and then we obtain that
Proof. Let β i = r i for i ∈ N. Theorem 1.1 [7] and its proof give the existence of a valuation ν associated to the {β i } i∈N and {α i } i∈Z + , which dominates R. The proof (from the middle of page 21 of [7] ) determines ν by constructing a sequence of polynomials which are a generating sequence determining the valuation ν. Now the sequence of polynomials are in fact the generating sequence associated to ν by the algorithm of Theorem 4.2 [7] . If we start the generating sequence with x and y, and we take the U i in the construction to be x r i (which is consistent with the construction), we have that the generating sequence constructed in the proof of Theorem 1.1 is in fact the {P i }, and the algorithm of Theorem 4.2 produces the generating sequence {P i }.
Remark 4.2. In the choice of the sequence {r i } i∈N determining the valuation ν in Lemma 4.1, the condition that r i+1 > 2r i for all i ≥ 1 is necessary for the conclusions of Lemma 4.1, by the use of the algorithm of [7] .
Proof. We first show that the distinct elements of B s are linearly independent over k. Let us fix an enumeration {γ h } of the monomials
Observe that {[γ h ]} is an enumeration of the elements of B s . By construction, ν(γ 1 ) = ν(γ h ) = s for all h. Furthermore, the exponent i-tuples (n 0 , . . . , n i ) associated to the monomials γ h are distinct for distinct h. [7] states that the {[ 2 , and define for every j ≥ 3, e j ∈ {0, 1} such that
Suppose now that there is an equation
2. If θ = ∞, then define an associated sequence {e j } j≥2 by e j = 2 j−1 for every j ≥ 2.
Notice in this case that i j=2 e j 2 1−j = i − 1.
In the sequel, we will have the following assumptions. We assume θ ∈ R ≥0 ∪ {∞} given, and we define the sequence {r i } i≥0 inductively by (5) r 0 = 1, r 1 = 1, and r i+1 = 2r i + 1 + e i+1 for all i ≥ 1.
Then the general term r i is given by the formula Proof. Since r i+1 = 2r i +1+e i+1 > 2r i for all i ≥ 1 by construction, the first claim follows.
We verify the second claim by induction. By (5), r 2 = 3 + e 2 > 2 = r 0 + r 1 , and the second claim holds for the case i = 2. Now suppose that i > 2, and that the second claim holds for the case k = i−1. We have that 2r i = r i + r i > r i + (r 0 + · · · + r i−1 ), the last inequality by the inductive statement. Hence the second claim holds for all i ≥ 2.
By the first claim of Lemma 4.5, the sequence {r i } defined by (5) satisfies the assumptions of Lemma 4.1. Let ν be the valuation defined by Lemma 4.1 with the sequence {r i } defined by (5).
Remark 4.6. In the sequel, we will have inductively chosen the sequence {r i } i∈Z + such that r i+1 ≥ max(2r i , r 0 + r 1 + · · · + r i ) + 1.
Proof. Define the following function:
where n 1 , . . . , n i ∈ {0, 1}, as in Lemma 4.3.
Note that for any choice of n 1 , . . . , n i , we have that
Furthermore, since r j > s for j > i by Lemma 4.5, we have that n 0 + n 1 r 1 + · · · + n j−1 r j−1 + n j r j = s for any choice of j ≥ i + 1 and n 0 , n 1 , . . . , n j−1 , n j ∈ N with n j > 0.
Thus the elements of B s are precisely the following:
Lemma 4.8. Let {r i } i≥0 ⊂ Z ≥0 be a sequence, let max(2r 2 , r 0 +r 1 +r 2 ) = 2r 2 > r 0 +r 1 +r 2 , and let r i+1 > max(2r i , r 0 +· · ·+r i ) for i ≥ 2. Then max(2r i , r 0 +· · ·+r i ) = 2r i > r 0 +. . . r i for all i ≥ 2.
Proof. The case i = 2 is given by hypothesis. Now suppose that the statement holds for some k ≥ 2. Then 2r k+1 = r k+1 + r k+1 > r k+1 + max(2r k , r 0 + · · · + r k ) = r k+1 + 2r k > r k+1 + (r 0 + · · · + r k ). Hence max(2r k+1 , r 0 + · · · + r k+1 ) = 2r k+1 > r 0 + · · · + r k+1 , and the result follows by induction.
Remark 4.9. Suppose {r i } i∈Z ≥0 is constructed as in (6) . Then r i+1 > max(2r i , r 0 + · · · + r i ) for all i ≥ 2 and the conclusions of Lemma 4.8 hold. By Remark 4.6 and Lemma 4.8 9 it is enough to show that 2r 2 = 6 + 2e 2 > 5 + e 2 = r 0 + r 1 + r 2 . Lemma 4.10. For all i ∈ Z >0 we have that r i+1 − (r 0 + · · · + r i ) ≥ i.
Proof. From (6) we can deduce that r i+1 = 2 i+1 − 1 + and it is enough to show that
Suppose first that θ < ∞. We have that
the penultimate inequality since for all 1 ≤ j ≤ i, we have that θ − R j ≤ θ − R i .
Suppose next that θ = ∞. We have that
Theorem 4.11. There exists a regular local ring (R, m R ) of dimension 2 and a discrete, rank 1 valuation ν of the quotient field of R dominating R, such that the function α(n) = ℓ R (I n /I n+1 ) is not a quasi-polynomial plus a bounded function for large integers n.
Proof. Take R = k[[x, y]] and consider the valuation ν constructed by the generating sequence of Lemma 4.1, along with the associated function α(n) = ℓ R (I n /I n+1 ). We will show that if ν has a generating sequence defined inductively by: ν(P 0 ) = r 0 = 1, ν(P 1 ) = r 1 = 1 and ν(P i+1 ) = r i+1 where {r i } is defined by (5), then α(n) cannot be the sum of a quasipolynomial and a bounded function for large n.
Suppose by way of contradiction that there exists n 0 > 0 such that
for n ≥ n 0 , where
the α i (n) are periodic functions of integral period, s is their common integral period, and −M ≤ b(n) ≤ M is a bounded function. By defining b(n) = α(n) − A(n) for n ≤ n 0 , we can take n 0 to be 1.
For each 0 ≤ p < s, consider the function
The coefficients α d (p + st), . . . , α 1 (p + st), α 0 (p + st) are constant functions of t ∈ Z + , and are each equal to α d (p), . . . , α 1 (p), α 0 (p), respectively. Expanding the powers of p + st shows that these are polynomials of degree ≤ d in t. Thus we may consider s (not necessarily distinct) polynomial functions of t ∈ Z + :
and also s (not necessarily distinct) bounded functions of t ∈ Z + :
for 0 ≤ p < s.
The sequence {r i } i∈Z + satisfies r i+1 − (r 0 + · · · + r i ) ≥ i. Hence r i+1 > r 0 + · · · + r i + 2s for all i sufficiently large. Then by Lemma 4.7, for each 0 ≤ p < s, ∆ t f p (t) has infinitely many zeroes in N. Therefore for each 0 ≤ p < s, there is an infinite increasing sequence {t l } l∈N ⊂ N such that such that r 0 + · · · + r l < p + (t l − 1)s < p + t l s < r l+1 and ∆ t A p (t l ) + ∆ t b p (t l ) = 0; i.e.: ∆ t A p (t l ) = −∆ t b p (t l ). Hence the sequence {∆ t A p (t l )} l∈N is bounded (by −2M and 2M ).
For each 0 ≤ p < s, ∆ t A p (t) is a polynomial, and is a continuous function on R. If ∆ t A p (t) is nonconstant, then either lim l→∞ ∆ t A p (t l ) = ∞ or lim l→∞ ∆ t A p (t l ) = −∞. Thus for each 0 ≤ p < s, ∆ t A p (t) is constant, and therefore A p (t) is either constant or linear. For 0 ≤ p < s, write A p (t) = m p t + c p .
We cannot have m p ≤ 0 for any 0 ≤ p < s. By way of contradiction, suppose that m p ′ ≤ 0. Recall that b p ′ (t) = f p ′ (t) − m p ′ t − c p ′ . By Lemma 4.7, and since r i+1 > r 0 + · · · + r i + s for all i sufficiently large, we can find an increasing sequence {t k } k∈N such that r 0 + · · · + r k < p ′ + t k s < r k+1 and f p ′ (t k ) = 2 k hold for all k ≫ 0. Then for all k ≫ 0, we have b p ′ (t k ) = 2 k − m p ′ t k + c p ′ , and so letting k → ∞, we get that b p ′ (t k ) → ∞, contradicting that b p ′ (t) was bounded. Thus, all the m p > 0 for 0 ≤ p < s.
by Lemma 4.7, and t k,max − t k,min ≥ k. Thus for all k ∈ N,
Let N ∈ N be arbitrary and let k >
Thus we see that for this choice of the sequence {r i } i∈Z + , α(n) cannot be written as a quasi-polynomial plus a bounded function. This proves the theorem. Proof. Let R and ν be as in the proof of Theorem 4.11, and suppose that ℓ R (R/I n ) = Q(n) + σ(n) for n ≫ 0, where Q(n) = l=d l=0 α l (n)n l is a quasi-polynomial and σ(n) is a bounded function, say |σ(n)| ≤ M . Then we have that:
Let s be the common integral period of the coefficients {α l (n)} 0≤l≤d of Q(n). Then
is also a quasi-polynomial with coefficients of integral period s. Further, −2M ≤ σ(n + 1) − σ(n) ≤ 2M is a bounded function. Thus ℓ R (I n /I n+1 ) is a quasi-polynomial plus a bounded function, contradicting Theorem 4.11.
Proposition 4.13. Let α(n) = ℓ R (I n /I n+1 ). Then the following recursive relation holds: for any n ∈ Z >0 , consider the unique i ∈ Z ≥0 such that n ∈ [r i , r i+1 ). Then we have that
Proof. Let n ∈ Z ≥0 . Recall from Lemma 4.3 that a k-basis for I n /I n+1 is given by the set
Thus we may canonically identify the set B n with the set of tuples
where i is the unique j ∈ Z ≥0 such that n ∈ [r j , r j+1 ).
Let us first show that
. By (7) for the case m = r i − 1 we have that n j = n ′ j for 1 ≤ j ≤ i, whence n 0 = n ′ 0 and λ is injective. Furthermore, if (n 0 , n 1 , . . . , n i−1 ) ∈ B r i −1 , then (n 0 + n − r i + 1, n 1 , . . . , n i−1 , 0) ∈ B n and λ((n 0 + n − r i + 1, n 1 , . . . , n i−1 , 0)) = (n 0 , n 1 , . . . , n i−1 ), whence λ is surjective. Thus λ gives a bijection between the finite sets B 0 n and B r i −1 , and |B 0 n | = |B r i −1 |.
Next, we shall show that
To this end, suppose that (n 0 , n 1 , . . . , n i−1 , n i = 1) ∈ B 1 n . Then n 0 + i−1 j=1 r j n j = n − r i . So, we have a (injective) mapping µ : B 1 n → B n−r i , given by µ((n 0 , n 1 , . . . , n i−1 , n i = 1)) = (n 0 , n 1 , . . . , n i−1 ). We claim that if n − r i < r i , then µ is a bijection between B 1 n and B n−r i , and if n − r i ≥ r i , then µ is a bijection between B 1 n and B 0 n−r i .
Suppose that n − r i < r i . Then in any representation n − r i = n 0 + i j=1 r j n j as in (7), we must have n i = 0. It follows that µ is onto. Similarly, if n − r i ≥ r i , we have that µ is onto B 0 n−r i since n − r i < r i+1 . Further, B 0 n−r i maps bijectively onto B r i −1 via the map (n 0 , n 1 , . . . , n i−1 , n i = 0) → (n 0 − n + 2r i − 1, n 1 , . . . , n i−1 ).
Notice next that by Lemma 3.1, if n − r i ≥ r i , then |B n−r i | ≥ |B r i −1 |, and if n − r i < r i , then |B n−r i | ≤ |B r i −1 |. Thus we obtain that |B 1 n | = min{|B n−r i |, |B r i −1 |}.
Hence the formula α(n) = α(r i − 1) + min{α(n − r i ), α(r i − 1)} holds.
Lemma 4.14. For all i ≥ 2, the following holds:
by Lemma 4.7.
Hence, α(r i − 1)
Observe that ε 2 = 2 5 > 0. Suppose that i ≥ 3 is given, and ε i−1 > 0. We have that Proof. Suppose that θ < ∞. Then the first claim follows since ε i > 0 and the second claim follows since 0 ≤ R i < 2 1−i .
Next, suppose that θ = ∞. Then the first claim follows since ε i > 0 and the second claim follows since 1 + i − )n for all n ≥ 0.
Suppose that θ = ∞. Then we have that
Proof. First suppose that θ < ∞.
Observe first that if n = 0, then α(0) = 1 > ( Let n ≥ 2 be given, and consider the unique i ∈ Z ≥1 such that n ∈ [r i , r i+1 ). We will prove the result by induction on i. The case i = 1 has already been verified. Assume then that i ≥ 2. We will use the formula α(n) = α(r i − 1) + min{α(r i − 1), α(n − r i )}, and the observation that if
then upon adding these two inequalities, we obtain
Observe that we already have (8) from Corollary 4.15.
We now check (9) . Assume the inductive statement holds: that r i ≤ n < r i+1 , i ≥ 2, and that α(m) > 1 2+θ m for all 0 ≤ m < r i .
If n − r i < r i , then by Lemma 3.1,
so (9) holds and we are done.
Suppose then that n − r i ≥ r i , in which case min{α(r i − 1), α(n − r i )} = α(r i − 1) by Lemma 3.1. Observe that since r i ≤ n < r i+1 , we have 0 ≤ n − r i ≤ r i+1 − 1 − r i , so that
. We have
.
It follows that
and it suffices to show that −R i + e i+1 −1 2 i−1 ≤ 0, or equivalently,
2 i−1 ≤ 0 since e i+1 ∈ {0, 1} for i ≥ 2, and 0
and (9) holds.
Thus the result follows.
Finally, the result follows in the case θ = ∞ since for all n ≥ 1, we have α(n) ≥ 1, and so
Lemma 4.17. Let α(n) = ℓ R (I n /I n+1 ) and let ε > 0 be given. 1. Suppose θ < ∞. Then there exists N (ε) such that for all i ≥ N (ε) and all n ∈ [r i , r i+1 ),
we have that α(n) ≤ (
we have that α(n) ≤ εn + α(r N (ε) − 1).
Proof. We first verify the result when θ < ∞.
We will use the formula α(n) = α(r i − 1) + min{α(r i − 1), α(n − r i )}, and the observation that if
Observe that by Corollary 4.15, for every ε > 0, there exists N (ε) such that for all i ≥ N (ε), ε i < ε, where ε i is as in Lemma 4.14. Thus for i ≥ N (ε), we have
Let i ≥ N (ε) and suppose that n − r i ≥ r i . Then
Thus adding (12) and (13) gives that
and hence the result for this case.
Suppose next that i ≥ N (ε) and n − r i < r i . We will prove this case by an inductive argument.
First assume that i = N (ε) for the base case. Then (14)
whence adding (12) and (14) gives that
and the result for the base case.
Next, assume the inductive statement: that n − r i < r i , that i > N (ε) and that for all N (ε) ≤ j < i, and all m ∈ [r j , r j+1 ), we have α(m) ≤ 1 2+θ + ε m + α(r N (ε) − 1). Since n − r i ∈ [r j , r j+1 ) for some j < i, we have by the inductive statement if j ≥ N (ε),
, and (15) still holds.
Thus adding (12) and (15) gives that
and the result for the inductive step.
Hence
for n ≥ r N (ε) .
Next, we verify the result when θ = ∞.
We will use the formula
and the observation that if
then upon adding these two inequalities, we obtain α(n) ≤ εn + α(r N (ε) − 1).
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Thus adding (18) and (19) gives that
First assume that i = N (ε) for the base case. Then Next, assume the inductive statement: that n − r i < r i , that i > N (ε) and that for all N (ε) ≤ j < i, and all m ∈ [r j , r j+1 ), we have α(m) ≤ εm + α(r N (ε) − 1). Since n − r i ∈ [r j , r j+1 ) for some j < i, we have by the inductive statement if j ≥ N (ε), , then let θ = 1 C − 2 < ∞, and if C = 0, then let θ = ∞. In either case, let {e j } be the associated sequence given by Definition 4.4, let the sequence {r i } i∈N be given by (5) , and let ν be the valuation associated to {r i } by Lemma 1. We have proved the first claim in Corollary 4.12.
When 0 < C ≤ 
