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Gustafsson (2007) discussion of our paper ‘4-D-Var or EnKF?’
is very stimulating and brings up several interesting and valid
points. We completely agree that the most useful question should
be ‘How can ideas from EnKF and 3–4-D-Var be best com-
bined?’ In the response to his comments, we point out that many
of the ideas originally developed for 4-D-Var can be adapted
within the EnKF framework.
General comments
1. We strongly agree that operational centres should carry com-
prehensive comparisons not possible within the infrastructure of
a university setup.
2. This is a very good point. The EnKF analysis is a lin-
ear combination of balanced trajectories, but localization affects
the balance between the geopotential and wind increments. The
‘observation localization’ approach in which the observation er-
ror is increased for observations according to their distance to
the grid point being analyzed (section 3.2.1, Hunt et al., 2007),
should maintain the geostrophic balance of the increments bet-
ter than the standard “background localization” approach, es-
pecially for long waves. LETKF localization based on physi-
cal distance has been found to be better than box localization
(Fertig et al., 2007b). Even using box localization, Liu et al.
(2007), found that the LETKF analyses were considerably more
balanced than those obtained with PSAS (Cohn et al., 1998),
using the same simulated observations.
3. We agree that 4-D-Var, in principle, has a higher dimen-
sionality than EnKF. 4-D-Var final analysis increments project
strongly on the leading (growing) final singular vectors, which
are similar to the leading Lyapunov or bred vectors, whereas
decaying modes are more important at the beginning of the as-
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similation window (e.g. Pires et al., 1998). Being lower rank, it
is essential for the EnKF to capture growing errors, which are the
ones that dominate forecast errors. In QG model experiments,
the ‘stochastic seeding’ (in lieu of variance inflation) was found
to be particularly effective when added at the observation loca-
tions, and can be interpreted as a simple representation of the
stochastic forcing introduced by nonlinearities and observation
errors (Corazza et al., 2007).
4. We agree that accounting for model errors is an important
area of research for both 4-D-Var and EnKF. The large improve-
ment obtained with long windows in 4-D-Var in a perfect model
simulation does require an exact adjoint. For short windows and
real forecasts, given the presence of significant model errors in
every nonlinear model, it is not surprising that the impact of more
subtle changes such as the discretization of the linear model dy-
namics was found to be small for the HIRLAM model.
Discussion on table 7
1. We agree that 3-D-Var avoids data selection complications
and that balances were vastly improved within 3-D-Var global
data selection compared with OI. However, the main advan-
tage of 3-D-Var with respect to OI is a more accurate estima-
tion of the multivariate background error covariance based on,
for example, the NMC method. The use of ensembles main-
tains balance because the analysis is essentially a linear combi-
nation of the ensemble forecasts (see also response to general
comment 2).
2. We agree that the existence of automatic compilers (e.g.
TAMC) to obtain the linear and adjoint models is extremely
helpful. However, our experience with a simple model such as
the QG channel model was that subtle errors not captured by
the standard tests were present in the linear and adjoint models
obtained with this compiler, and almost a year of effort was
needed to find and correct these errors. By contrast, students
frequently code their own version of the LETKF with a simple
model, and then adapt it from one model to another.
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Fig. 1. Schematic showing that the
3D-LETKF finds the linear combination of
the ensemble forecasts that best fits the
observations at the analysis time t1, whereas
4D-LETKF finds the linear combination of
the forecasts that best fits the observations
throughout the assimilation window t0−t1.
The white circles represent the ensemble of
analyses, the full lines represent the
ensemble forecasts, the dashed lines
represent the linear combination of the
forecasts whose final state is the analysis,
and the grey stars represent the observations.
The cross at the initial time of the
assimilation window t0 is a no-cost Kalman
smoother, i.e., an improved analysis at t0 that
uses the information of the “future”
observations within the assimilation window
by weighting the ensembles at t0 with the
same weights as the analysis at t1.
3. Miyoshi and Aranami (2006) have tested the potential of
assimilation of rain in a regional model, with somewhat encour-
aging results. We agree this is an important emerging area of
research.
4. This is another good point. As indicated above, a digital
filter has been used in EnKF to initialize the background trajec-
tories (Whitaker et al., 2006; Szunyogh et al., 2007), and it is
not clear whether it is possible to include it as weak constraint.
It would be simple to include a weak balance constraint in the
LETKF analysis by assuming that the time derivative of, say,
surface pressure or horizontal divergence, should be small, and
penalizing the ensemble members whose time derivative is large,
but this idea has not yet been tested.
5. We agree.
Example of flow-dependence in 4-D-Var
and 4-D-LETKF no-cost smoothing
The example presented by Gustafsson (2007) in section 4 is
very revealing. It shows that in a rapidly developing situation,
the introduction of observations at the end of a 6-hr assimilation
window results in (a) an analysis increment which is tight and
anisotropic, in contrast to that obtained with 3-D-Var and (b) an
improvement in the estimate of the state at the start of the assim-
ilation window, reflecting an increase of the baroclinicity that
leads to the rapid storm development. This is an excellent exam-
ple of the smoothing properties of 4-D-Var: although constrained
by the state-independent initial background error covariance,
4-D-Var is able to improve the initial state using ‘future’ observa-
tions within the assimilation window. Such properties would be
particularly useful in a reanalysis mode, in which observations
obtained for a time later than the analysis time are indeed avail-
able but have not been yet been used in the 3-D-Var reanalyses
(NCEP-NCAR, NCEP II, ERA-40 and JRA-25).
This ability to use ‘future’ observations within the current as-
similation window can be easily implemented within LETKF/4-
D-LETKF. Figure 1 shows a schematic of how this is done.
The 4-D-LETKF analysis at the end of the assimilation win-
dow is given by the linear combination of ensemble trajecto-
ries that best fits the observations throughout the assimilation
window. The same linear combination can be used at the begin-
ning of the assimilation window to obtain a smoothed analysis
that takes advantage of the future data, and is more accurate
than the original analysis. Tests with the Lorenz 40-variable and
the QG models show that the analysis obtained by this cost-
free smoother is indeed more accurate than the original LETKF
analysis. Furthermore, the final time analysis ensemble (which
provides the uncertainty for each variable at each grid point) is
also given by a linear combination of the ensemble forecasts.
The same weights can be used at the initial time of the assimila-
tion window to obtain estimates of the uncertainty of the initial
smoother analysis, also useful for reanalysis. As in 4-D-Var, the
improved initial analysis does not improve the final state: the
forecast starting from the smoother’s analysis is the same as
the analysis at the end of the interval (assuming linearity of the
perturbations).
Concluding remarks and acknowledgments
We agree completely with Nils Gustafsson that the optimal ap-
proach is to combine the best ideas of 4-D-Var and EnKF. We
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believe that in most cases, ideas developed in the context of
4-D-Var, for which there is so much experience, can be easily
adapted and included within EnKF. An additional example of
the application to EnKF of variational developments is the adap-
tive estimation of observational errors and inflation parameters
within EnKF, using the methodology developed by Desroziers
et al. (2005) and applied by Navascues et al. (2006). Kalnay
et al. (2007) show that it is possible to adaptively estimate within
LETKF the optimal inflation parameter and the observation error
variance using the statistics of observation minus forecast, anal-
ysis minus background, and observations minus analysis. Sim-
ilarly, the diagnostic estimate of the ‘influence of observations’
introduced by Cardinali et al. (2004) can be easily computed ‘on
the fly’ within EnKF. A hybrid approach extending the 3-D-Var
to allow for flow-dependent background error covariance (e.g.
Corazza et al., 2002; De Pondeca et al., 2006) is certainly worth
exploring because of its efficiency.
We are most grateful to Nils Gustafsson for his comments
and to Harald Lejena¨s for making this interaction possible.
Discussions with colleagues and several students from the
chaos/weather group at the University of Maryland (Brian Hunt,
Istvan Szunyogh, Eric Kostelich, Ed Ott, Junjie Liu, Elana Fertig
and Jim Yorke) as well as with Jeff Whitaker and Milija Zupanski
have strongly influenced this response.
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