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Abstract
A locally connected spanning tree T of a graph G is a spanning tree of G with the following
property: for every vertex, its neighbourhood in T induces a connected subgraph in G. The
existence of such a spanning tree in a network ensures, in case of site and line failures, e1ective
communication amongst operative sites as long as these failures are isolated.
We prove that the problem of determining whether a graph contains a locally connected
spanning tree is NP-complete, even when input graphs are restricted to planar graphs or split
graphs. On the other hand, we obtain a linear-time algorithm for 7nding a locally connected
spanning tree in a directed path graph, and a linear-time algorithm for adding fewest edges to
a graph to make a given spanning tree of the graph a locally connected spanning tree of the
augmented graph.
? 2003 Published by Elsevier B.V.
Keywords: Locally connected spanning tree; 2-tree; Planar graph; Directed path graph; Split graph;
Algorithm and complexity
1. Introduction
A locally connected spanning tree T of a graph G is a spanning tree of G that
satis7es the following property: for every vertex, its neighbourhood in T induces a
connected subgraph in G. This notion was introduced by Cai [4], and has a close
connection with spanning 2-trees and isolated failure immune (IFI) networks of Farley
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Fig. 1. The trefoil graph.
[8]. (Roughly speaking, an IFI network can survive any site and line failures as long
as these failures are isolated.) Recall that a graph G is a 2-tree if it is either a 2-clique
or contains a vertex v such that G−v is a 2-tree and the neighbourhood of v induces a
2-clique. Cai [4] proved that a nontrivial graph contains a locally connected spanning
tree i1 it contains a trefoil-free spanning 2-tree, i.e., a spanning 2-tree that has no
induced subgraph isomorphic to the trefoil graph (a.k.a. 3-sun and HajHos graph) in
Fig. 1. Since a network containing a spanning 2-tree is an IFI network [8,14], the
above result implies that a network containing a locally connected spanning tree is an
IFI network.
In this paper, we study the complexity of and algorithms for the following LOCALLY
CONNECTED SPANNING TREE problem:
Instance: Graph G.
Question: Does G contain a locally connected spanning tree?
We note that the related problem of deciding whether a graph contains a spanning
2-tree has been studied in [1,4,6]. The problem is NP-complete for degree-bounded
graphs, split graphs and planar graphs, but polynomial-time solvable for k-trees, interval
graphs, and split-comparability graphs [6].
We follow standard notation and de7nitions for graphs (cf. [2,15]). In particular,
V (G) and E(G), respectively, denote the vertex set and edge set of G. We use m and
n, respectively, to denote the number of edges and vertices in G. For a vertex v, NG(v)
denotes the neighbourhood of v in G; and for a subset V ′ ⊆ V (G), G[V ′] denotes the
subgraph of G induced by V ′. A vertex is simplicial if its neighbourhood induces a
clique, and a subset V ′ of vertices is a cutset if its removal from the graph increases
the number of connected components. A graph is a split graph if its vertex set can be
partitioned into a clique and an independent set, and a graph is a directed path graph
if it is the intersection graph of a collection of directed paths in a rooted directed tree.
In this paper we will prove that LOCALLY CONNECTED SPANNING TREE is NP-complete
for planar graphs by a reduction from HAMILTONIAN PATH ([GT39] in [9]), and for split
graphs by a reduction from 3SAT ([LO2] in [9]). On the other hand, we will give a
linear-time algorithm for 7nding a locally connected spanning tree in a directed path
graph, and a linear-time algorithm for adding fewest edges to a graph to make a given
spanning tree of the graph a locally connected spanning tree of the augmented graph.
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2. Preliminaries
We begin with some useful results on locally connected spanning trees. First, for a
graph that contains a locally connected spanning tree, we have the following necessary
condition on its cutsets.
Lemma 2.1. If G admits a locally connected spanning tree T, then for every cutset
V ′ of G, G[V ′] contains at least one edge of T .
Proof. Let x; y be two arbitrary vertices in G − V ′. Then there is an (x; y)-path P =
v1; v2; : : : ; vk , where v1 = x and vk = y, in T as T is a spanning tree. Now suppose that
G[V ′] contains no edge of T . Then for every vertex v∈V ′, NT (v) induces a connected
subgraph in G − V ′ since T is a locally connected spanning tree. Therefore, for each
vertex vi ∈V ′ on P, 1¡i¡k, there is a path in G−V ′ between vi−1 and vi+1, which
implies the existence of an (x; y)-path in G−V ′ and consequently implies that G−V ′
is connected, a contradiction to V ′ being a cutset.
The above lemma implies that any graph with a cut vertex, and, in general, an
independent set as a cutset, cannot contain a locally connected spanning tree.
Secondly, we note again the connection mentioned earlier between locally connected
spanning trees and spanning 2-trees, which is quite useful in studying locally connected
spanning trees.
Lemma 2.2 (Cai [4]). A nontrivial graph contains a locally connected spanning tree
i6 it contains a trefoil-free spanning 2-tree.
Thirdly, for a graph G with a simplicial vertex v, we have the following relation
between locally connected spanning trees in G and G − v.
Lemma 2.3. Let v be a simplicial vertex of G. Then G admits a locally connected
spanning tree i6 G − v admits a locally connected spanning tree that has an edge
connecting two vertices inside NG(v).
Proof. The lemma clearly holds for complete graphs, and we need only consider the
case that G is not a complete graph.
If G−v admits a locally connected spanning tree T ′ that has an edge connecting two
vertices x; y∈NG(v). Then T ′ + vx is easily seen to be a locally connected spanning
tree of G.
Conversely, suppose that G admits a locally connected spanning tree T . Let G′ =
G− v. We arbitrarily select a vertex v∗ ∈NT (v), and replace each edge uv in T , where
u = v∗, by edge uv∗ (such an edge exists in G′ as NG(v) is a clique) to form a
spanning tree T ′ of G′ (See Fig. 2).
To see that T ′ is a locally connected spanning tree of G′, we need only verify that
G′[NT ′(x)] is connected for every vertex x∈NT (v). Since G is not a complete graph,
NG(v) is a cutset in G. Therefore, for each vertex x that is not a leaf in T , we can
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Fig. 2. Converting a locally connected spanning tree of G into a locally connected spanning tree of G − v.
Solid edges indicate edges in locally connected spanning trees.
deduce the following two facts from the assumption that G[NT (x)] is connected:
1. G[NT (x)− v] is connected (since NG(v) is a clique).
2. There is an edge in T connecting x with some vertex x′ ∈NG(v).
Using the above two facts, we can easily verify that indeed G′[NT ′(x)] is connected
for every vertex x∈NT (v), and hence T ′ is a locally connected spanning tree of G′.
Finally, the construction of T ′ ensures that T ′ has an edge connecting two vertices
inside NG(v) as NG(v) contains at least two vertices (by Lemma 2.1).
3. NP-completeness
Determining the complexity of LOCALLY CONNECTED SPANNING TREE was posed as
an open problem in [4]. Here, we will settle its complexity status by proving that the
problem is NP-complete for planar graphs and split graphs. We use two totally di1erent
reductions for these two classes of graphs: a reduction from HAMILTONIAN PATH ([GT39]
in [9]) for planar graphs and a reduction from 3SAT ([LO2] in [9]) for split graphs.
First, we consider the problem on planar graphs. For this purpose, it is convenient to
consider the equivalent problem of determining the existence of a trefoil-free spanning
2-tree. We note that the problem of determining whether a planar graph contains a
spanning 2-tree was proved to be NP-complete by a reduction from PLANAR 3SAT [6].
However, it seems diOcult to use a similar reduction when we require the spanning
2-tree to be trefoil-free. Here, we explore the structure of trefoil-free 2-trees and use it
to establish a very close connection with Hamiltonian paths in 3-regular planar graphs.
This connection enables us to establish the NP-completeness for 5-regular planar graphs
by a reduction from HAMILTONIAN PATH. We remark that it is easy to design a linear-time
algorithm to 7nd a locally connected spanning tree in a graph of maximum degree four
(Hint: use Lemma 2.2).
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Fig. 3. (a) The replacement for a vertex and its incident edges; (b) the graph G′ for the 3-cube.
Fig. 4. (a) A Hamiltonian path in the 3-cube; (b) the corresponding trefoil-free spanning 2-tree in G′; (c)
a corresponding locally connected spanning tree in G′.
Theorem 3.1. LOCALLY CONNECTED SPANNING TREE is NP-complete for 5-regular planar
graphs.
Proof. The problem is clearly in NP. We give a reduction from HAMILTONIAN PATH on
triangle-free 3-regular planar graphs, 2 which was proved to be NP-complete by Garey
et al. [10].
Let G be an arbitrary triangle-free 3-regular planar graph. We construct a graph G′
from G by local replacement as illustrated in Fig. 3: replace each vertex by a triangle
to form a supervertex and each edge by a diamond K4 − e to form a superedge.
Obviously, G′ is a 5-regular planar graph and can be constructed in polynomial time.
We claim that G contains a Hamiltonian path i1 G′ contains a trefoil-free spanning
2-tree. Suppose that G contains a Hamiltonian path. Then we can construct a trefoil-free
spanning 2-tree of G′ by taking all edges in supervertices and all edges in superedges
corresponding to edges in the Hamiltonian path (See Fig. 4).
2 The authors in [10] proved that HAMILTONIAN PATH is NP-complete for 3-connected 3-regular planar
graphs with no face having fewer than 5 edges. It is easy to see that such planar graphs contain no triangle.
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Conversely, suppose that G′ contains a trefoil-free spanning 2-tree S ′. Since G is
triangle-free, all triangles of G′ are inside supervertices and superedges. This implies
that every triangle in S ′ share edges with at most two other triangles in S ′ as S ′ is
trefoil-free. Therefore, if we contract each supervertex in S ′ into a single vertex, the
resulting graph is a connected graph of maximum degree 2, which is either a path or
cycle and hence implies a Hamiltonian path in G.
Therefore, the problem of determining whether a 5-regular planar graph contains
a trefoil-free spanning 2-tree is NP-complete. By Lemma 2.2, LOCALLY CONNECTED
SPANNING TREE is NP-complete for such graphs.
We now turn our attention to split graphs. Recall that a split graph G=(K; I ;E) is a
graph whose vertices can be partitioned into a clique K and an independent set I . See
[3,12] for information about split graphs. We note that every vertex in the independent
set I is a simplicial vertex. In view of Lemma 2.3, it may seem easy to solve LOCALLY
CONNECTED SPANNING TREE for split graphs. Unfortunately, it is not the case.
Theorem 3.2. LOCALLY CONNECTED SPANNING TREE is NP-complete for split graphs.
Proof. We give a reduction from 3SAT ([LO2] in [9]). Let (U;C) be an arbitrary
instance of 3SAT, where U is a 7nite set of distinct Boolean variables and C a collection
of clauses over U with each clause containing exactly three distinct literals.
We construct from (U;C) a split graph G= (K; I ;E) such that C is satis7able i1 G
admits a locally connected spanning tree. An edge in G is a forced edge if there is a
vertex of degree two adjacent to both ends of the edge. By Lemma 2.1, a forced edge
is contained in every locally connected spanning tree of G. The graph G is constructed
as follows (see Fig. 5 for an example):
1. For each variable ui ∈U , form a graph Hi as depicted in Fig. 5(a). Notice that
vertices xi; yi; Py i and zi are marked black and that edges ui and Pu i are literal edges
which are used to represent literals ui and Pu i, respectively.
2. Connect all black vertices of Hi’s together to form the clique K of G; add vertices
di, 16 i6 |U | − 1, and connect di with vertices zi and zi+1.
3. For each clause cj ∈C, create a vertex cj and connect cj to the ends of the three
literal edges corresponding to the three literals in cj.
Clearly, G can be constructed in polynomial time. It remains to be shown that C is
satis7able i1 G has a locally connected spanning tree.
Suppose that G contains a locally connected spanning tree T . First, we claim that T
contains exactly one literal edge from each Hi. Since T contains forced edges yizi and
Py izi, we deduce that (a) at most one of edges ui and Pu i is in T and (b) yi Py i is not in
T . Furthermore, {xi; yi; Py i} is a cutset and it follows from Lemma 2.1 that T contains
at least one edge from the triangle on xi; yi and Py i. Combining with (b), we deduce
that at least one of edges ui and Pu i is in T . Together with (a), we conclude that T
contains exactly one of the two literal edges ui and Pu i. Therefore, we can de7ne a truth
assignment T by setting T (ui)=1 if the literal edge ui is in T and T (ui)=0, otherwise.
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Fig. 5. (a) Component Hi . (b) Graph G for U = {u1; u2; u3; u4} and C = {c1; c2} where c1 = { Pu1; u3; u4}
and c2 = { Pu2; Pu3; u4}. Thick edges indicate forced edges.
Now for each clause cj ∈C, the neighbourhood Nj of its corresponding vertex in G
forms a cutset. By Lemma 2.1, T contains at least one edge in G[Nj]. Notice that inside
the clique K , only forced edges or literal edges can be in T . Therefore, T contains at
least one literal edge in G[Nj], which corresponds to a literal inside clause cj. By the
de7nition of T , this literal is true under T . Therefore T satis7es each cj, and thus C.
Conversely, suppose that C is satis7able and let  be a satisfying truth assignment
for C. We construct a locally connected spanning tree T ′ of G as follows:
1. Put all forced edges (thick edges in Fig. 5) in T ′.
2. Put edges aixi; bizi; Pbizi (16 i6 |U |) and dizi (16 i6 |U | − 1) in T ′.
3. For each variable ui ∈U , if (ui) = 1 then put literal edge ui in T ′; otherwise put
literal edge Pu i in T ′.
4. For each clause cj ∈C, arbitrarily choose a true literal l in clause cj. Then the edge
corresponding to l is incident with vertex xj for some 16 j6 n. Put in T ′ the edge
between vertices cj and xj.
It is a routine matter to verify that T ′ is a locally connected spanning tree.
4. Directed path graphs
In this section, we give a linear-time algorithm to solve LOCALLY CONNECTED SPANNING
TREE on directed path graphs. Recall that a directed path graph G is the intersection
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graph of a collection P of directed paths in a rooted directed tree, i.e., vertices of
G correspond to directed paths in P and two vertices in G are adjacent i1 their
corresponding directed paths contain a common vertex. Directed path graphs were
introduced by Gavril [11], and a linear-time algorithm to recognize a directed path
graph and construct an intersection model was obtained by Dietz [7]. The family of
directed path graphs is a proper subfamily of chordal graphs but a proper superfamily
of interval graphs. We remark that, by Theorem 3.2, LOCALLY CONNECTED SPANNING
TREE is NP-complete for chordal graphs as split graphs are chordal graphs. See [3] for
more information about directed path graphs.
Let (TG;P) be an intersection model of G, where TG is a rooted directed tree and
P a collection of directed paths in TG. Vertices in TG will be referred to as nodes
instead. It is easy to see that we may assume that TG contains at most 2n nodes. For
two nodes a and b in TG, a is an ancestor of b if there is a directed path in TG from
a to b. The least common ancestor of two nodes a and b is the common ancestor c
of a and b such that for any common ancestor c′ of a and b, c′ is an ancestor of c.
For a directed path P in TG from node a to node b, node a is the tail of P and node
b the head of P. For a vertex v of G, P(v) denotes its corresponding path in P, t(v)
the tail of P(v), h(v) the head of P(v), and d(v) the distance in TG from the root to
the tail of P(v). For two vertices u and v, l(u; v) denotes the distance from the root to
the least common ancestor of the head h(u) of P(u) and the head h(v) of P(v).
Let #=(v1; : : : ; vn) be an ordering of vertices of G. The ordering # is a tail ordering
if for all 16 i; j6 n, vi precedes vj in # whenever root-to-tail distances d(vi)6d(vj),
and a perfect elimination ordering if for every 16 i¡n, the neighbourhood of vi
in G[{vi; : : : ; vn}] is a clique. Let Gi denote the subgraph of G induced by vertices
{v1; : : : ; vi}. The following two lemmas indicate that a tail ordering of a directed path
graph is useful in designing eOcient algorithms.
Lemma 4.1. For every tail ordering # = (v1; : : : ; vn) of a directed path graph G, its
reverse ordering (vn; : : : ; v1) is a perfect elimination ordering of G.
Proof. We need only show that for an arbitrary 1¡i6 n, NGi(vi) is a clique. Let vi′
be an arbitrary vertex in NGi(vi). Since P(vi′) intersects P(vi) and i
′¡i, it follows
from the de7nition of a tail ordering that P(vi′) contains the tail of P(vi). Therefore the
tail of P(vi) is contained in all paths that correspond to vertices in NGi(vi), implying
that NGi(vi) is a clique.
Lemma 4.2. If G is a 2-connected directed path graph, then so is Gi for every i¿ 3.
Proof. By induction on the number n of vertices in G. The theorem is clearly true
for n=3. Consider an arbitrary 2-connected directed path graph G with n¿ 4 vertices
and let #= (v1; : : : ; vn) be a tail ordering of G. Then Gn−1 =G− vn is a directed path
graph. By Lemma 4.1, NG(vn) is a clique. Therefore any cut vertex of Gn−1 would be
a cut vertex of G, and thus Gn−1 is 2-connected. Furthermore, (v1; : : : ; vn−1) is a tail
ordering of Gn−1. The lemma follows from the induction hypothesis.
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Fig. 6. The closest neighbour v∗ of v.
The above lemmas and Lemma 2.3 together suggest that we can process vertices
according to a tail ordering to construct a locally connected spanning tree Ti for each
Gi. In view of Lemma 2.3, we require Ti−1 to contain an edge in Gi[NGi(vi)]. For
this purpose, we introduce the following important notion of the closest neighbour
of a vertex. Given a tail ordering # of the vertices of G, the closest neighbour of
vertex vi is the vertex v∗i in NGi(vi) that satis7es the following property: for any other
vertex u∈NGi(vi), either l(u; vi)¡l(v∗i ; vi) or l(u; vi) = l(v∗i ; vi) and u precedes v∗i in
#. Intuitively, the closest neighbour of vertex vi is the vertex v∈NGi(vi) that makes the
head of P(v)∩P(vi) closest to the head of P(vi); when there are several such vertices,
it is the one that appears latest in #. See Fig. 6 for an example.
We now give a linear-time algorithm to 7nd a locally connected spanning tree in a
directed path graph. In the following algorithm, we consider vertices of G one by one
according to a tail ordering #. For vertex vi, we simply compute its closest neighbour
v∗i and add edge viv
∗
i to the spanning tree T .
Algorithm Directed Path Graph.
{Find a locally connected spanning tree in a directed path graph. }
Input: A directed path graph G = (V; E).
Output: A locally connected spanning tree T of G, if it exists.
1. if G is not connected or contains a cut vertex
then return “No” and stop
else compute an intersection model (TG;P) of G;
2. Compute a tail ordering # = v1; : : : ; vn of V ;
3. T := {v1v2};
4. for i := 3 to n do
5. Compute the closest neighbour v∗i of vi;
6. Add edge viv∗i to T
7. end for;
8. return T .
In spite of the simplicity of the algorithm, the correctness of the algorithm is not
obvious. Let Ti denote the value of T right after the completion of the iteration of
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the “for” loop for vertex vi. We show that the following loop invariant holds, which
implies the correctness of the algorithm.
Lemma 4.3. If G is 2-connected, then for each i¿ 1, Ti is a locally connected span-
ning tree of Gi.
Proof. We use induction on i. The loop invariant clearly holds before the execution
of the 7rst iteration of the “for” loop. Consider the execution of the “for” loop for
vertex vi. First we claim that Ti−1 contains an edge connecting the closest neighbour
v∗i of vi with a vertex in NGi(vi).
By Lemma 4.2, Gi is 2-connected and thus NGi(vi) contains at least two vertices. If in
#, v∗i precedes all other vertices of NGi(vi), we consider the 7rst vertex w∈NGi(vi) that
was processed after v∗i . Notice that both P(v
∗
i ) and P(w) contain the tail t(vi) of P(vi).
Since all vertices processed between v∗i and w are not in NGi(vi), their corresponding
paths do not contain t(vi). It follows that v∗i is also the closest neighbour of w, and
thus edge wv∗i was added to Ti−1 when vertex w was processed. In this case, wv
∗
i is
a required edge in Ti−1.
Otherwise NGi(vi) has a vertex u that precedes v
∗
i in #, and the algorithm processed
u before v∗i . Consider the closest neighbour v
′ of v∗i . By de7nition, v
′ precedes v∗i in
#. Therefore, P(v′) contains the tail t(v∗i ) of P(v
∗
i ) as v
′ and v∗ are adjacent in G.
Furthermore, P(v′) contains the last node of P(u)∩P(v∗i ) as v′ is the closest neighbour
of v∗i . Since both u and v
∗
i are adjacent to vi in G, the tail t(vi) of P(vi) is contained
in P(u)∩P(v∗i ). Therefore, P(v′) contains t(vi), implying v′ ∈NGi(vi). Since edge v∗i v′
was added to Ti−1 when vertex v∗i was processed, v
∗
i v
′ is a required edge in Ti−1.
Now when vi is processed, edge viv∗i is added to Ti−1 to form Ti. By the induction
hypothesis, Ti−1 is a locally connected spanning tree of Gi−1. Since Ti−1 contains
an edge connecting v∗i with a vertex in NGi(vi), it is easy to see that Ti is a locally
connected spanning tree of Gi.
To implement the algorithm in linear time, we 7rst note that an intersection model
(TG;P) of a directed path graph can be constructed in linear time [7]. Note that we
can assume that the number of nodes in TG is at most 2n. To check whether G is
2-connected takes linear time by the standard depth 7rst search algorithm. Therefore,
line 1 takes O(m+n) time. For line 2, we use a breadth-7rst search on TG to compute
the distances from the root to all nodes in TG, which allows us to compute a tail order-
ing #. Therefore, line 2 takes O(n) time. Within the loop of lines 4–7, the dominating
cost is to compute the closest neighbour of vi. To do this, we use an algorithm of
Harel and Tarjan [13] that allows us to compute the least common ancestor of two
nodes in O(1) time after spending O(n) time for preprocessing. Since the root-to-node
distance for each node has been computed in line 2 already, it takes O(|NGi(vi)|) time
to compute the closest neighbour v∗i of vi in line 5. It follows that the total time for
the “for” loop is O(m+ n), and therefore the whole algorithm runs in linear time.
Theorem 4.4. It takes linear time to :nd a locally connected spanning tree, if it
exists, in a directed path graph.
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Since the algorithm always 7nds a locally connected spanning tree in a 2-connected
directed path graph, together with Lemma 2.1, we can fully characterize directed path
graphs that contain locally connected spanning trees.
Theorem 4.5. A directed path graph with at least three vertices contains a locally
connected spanning tree i6 it is 2-connected.
5. Augmenting a graph
The NP-completeness of LOCALLY CONNECTED SPANNING TREE implies that it is NP-hard
to add a minimum number of edges E′ to a graph G so that G+E′ contains a locally
connected spanning tree. However, we show in this section that if we want G + E′ to
contain a given spanning tree T as a locally connected spanning tree then an edge set
E′ of minimum size can be found in linear time. First, we make the following simple
but useful observation.
Lemma 5.1. Let T be a tree. Then every pair of distinct vertices is contained in the
neighbourhood of at most one vertex.
Proof. If two di1erent vertices x and y are contained in both NT (u) and NT (v), where
u = v, then ux; uy; vx; vy would form a cycle in T , which is impossible.
Now consider the problem of adding edges to G to make the given spanning tree
T a locally connected spanning tree of the resulting graph. Lemma 5.1 implies that
the addition of an edge to G will a1ect the connectivity of at most one G[NT (v)].
Therefore, we can consider each G[NT (v)] independently. For each G[NT (v)], it is clear
that we need to add at least cv − 1 edges to G[NT (v)] to make it connected, where cv
is the number of connected components in G[NT (v)]. Therefore, the minimum number
of edges we need to add to G to make T a locally connected spanning tree of the
resulting graph equals
∑
v∈V cv − n.
The above discussion leads to the following algorithm that takes a graph G and a
spanning tree T of G as input and returns an edge set E′ of minimum size such that
T is a locally connected spanning tree of G + E′.
Step 1: Set E′ to be an empty set.
Step 2: For each edge e∈E(G)−E(T ), compute the vertex ve such that G[NT (ve)]
contains e. (By Lemma 5.1, such a vertex, if it exists, is unique.)
Step 3: For each vertex v, compute G[NT (v)].
Step 4: For each vertex v, 7nd an edge set E(v) of minimum size to make G[NT (v)]+
E(v) connected, and add E(v) to E′.
Step 5: Return E′.
The correctness of the algorithm is obvious from our discussions. To implement the
algorithm in linear time, we 7rst make T into a rooted tree by arbitrarily picking up
a vertex in T as the root. For a vertex u, p(u) denotes the parent of u in T . Now
for each edge e = xy of G not in T , we determine the vertex ve such that G[NT (ve)]
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contains e. Since both xve and yve are edges of T , we see that ve = p(x) if either
p(x)=p(y) or y=p(p(x)), and ve=p(y) if x=p(p(y)). Otherwise, there is no such
vertex. Therefore, vertex ve can be computed in O(1) time, and Step 2 takes O(m+n)
time. Since all G[NT (v)] are edge disjoint, we can use the information obtained in Step
2 to perform Step 3 in O(m+ n) time. For the same reason, Step 4 takes linear time
as well. Therefore the algorithm runs in linear time.
Theorem 5.2. Given a graph G and a spanning tree T of G, it takes linear time
to :nd an edge set E′ of minimum size such that G + E′ contains T as a locally
connected spanning tree.
6. Concluding remarks
We have proved in this paper that LOCALLY CONNECTED SPANNING TREE is NP-complete,
even when input graphs are restricted to be planar graphs or split graphs. On the other
hand, we have given a linear-time algorithm to 7nd a locally connected spanning tree
in a directed path graph, and also a linear-time algorithm that adds fewest edges to a
graph to make a given spanning tree of the graph a locally connected spanning tree of
the augmented graph.
We now discuss some open problems about locally connected spanning trees. First,
the problem for planar triangulations also has some connection with Hamiltonian paths
in 3-regular planar graphs, which suggests that the problem may remain diOcult for
planar triangulations. In fact, I conjecture that LOCALLY CONNECTED SPANNING TREE re-
mains NP-complete for planar triangulations.
The locally connected spanning tree problem is quite interesting on the family of
split graphs and its subfamilies. In fact, the problem is equivalent to the problem
of 7nding a forest in a hypergraph that hits every hyperedge by an edge [5]. For
a split graph that is also a comparability graph, the locally connected spanning tree
problem is linear-time solvable by a minor modi7cation of an algorithm of Cai and
Ma1ray [6] for 7nding spanning k-tree in such split graphs. Furthermore, the problem is
polynomial-time solvable for a split graph G=(K; I ;E) where every pair of vertices in
the independent set I have at most one neighbour in common. However, the complexity
of the problem is unknown if every pair of vertices in I have at least one neighbour
in common.
It is also interesting to consider LOCALLY CONNECTED SPANNING TREE for strongly
chordal graphs and undirected path graphs. Both families are proper subfamilies of
chordal graphs but proper superfamilies of directed path graphs.
For k-trees, we note that every k-tree contains a spanning 2-tree [6]. In view of
Lemma 2.2, it would be interesting to characterize k-trees that contain trefoil-free
spanning 2-trees and, equivalently, locally connected spanning trees.
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