The problem addressed is the identification of cooperating agents based on correlations created as a result of the joint action of these and other agents. A systematic method for using correlations beyond second moments is developed. The technique is applied to a didactic example, the identification of alphabet letters based on correlations among the pixels used in an image of the letter. As in this example, agents can belong to more than one cluster. Moreover, the identification scheme does not require that the patterns be known ahead of time.
I. INTRODUCTION
The identification of clusters (also known as communities, patterns, etc.) has engaged the attention not only of physicists (among diverse references, [1] [2] [3] [4] [5] [6] [7] [8] ) but of computer scientists, biologists, and others. Generally the identification technique is adapted to the application at hand and to the information available. In Ref. [9] a method was presented in which higher-order correlations among variables could be exploited, making use of a Potts-model energy based on those correlations. Of course many of the techniques in the articles cited make de facto use of particular extremely high-order correlations, but as far as I know, there are no other methods in which third-, fourth-, and higher-order correlations are directly and systematically employed.
The method to be described here is adapted to a situation in which there is a large number of variables (also known as agents, actors, nodes), but where the clusters (or "patterns" in our upcoming usage) involve relatively few of them. The variables should be well approximated as binary, and correlations, including of order greater than two, should be measurable. Moreover, and this is why we take an approach substantially different from that of Ref. [9] , variables can belong to more than one cluster. That context has been intensely investigated, with Ref. [6] a recent example. This brings up the matter of terminology: Each of the words "cluster," "pattern," and "community," although relevant to our sorting process, is a slightly inaccurate characterization of our groupings, and the use of "clusters" in the title of this article serves more as a keyword than as a full description. The needed information for the technique of this article as well as the kind of clustering anticipated should be present in some biological situations, such as epigenomic analyses or neural nets.
There are three essential steps in our technique: (1) Solution of the "moment problem" for Boolean random variables. (2) A Monte Carlo scheme based on moments up to level-4 with a pseudoenergy based on deduced probabilities. This identifies the configurations most consistent with the given moments. (3) A search scheme for selecting a relatively small number of variables for which the higher-order * schulman@clarkson.edu moments are evaluated. This is demanded by numerical tractability.
Regarding items (1) and (2), we present what we believe to be an optimum procedure. The search envisioned in item (3) is more open ended and will vary, depending on the application. For the example studied in this article, the search brings the number of variables from a few hundred down to about 25, making identification of the pattern feasible on a small computer.
Before getting into details, however, I want to make clear what it is I am not doing. This is not a scheme for pattern recognition. The likelihood of confusion on this point is high, since as will be seen in a moment, letters of the alphabet (often the subject of pattern recognition research) will be the objects I seek to identify. However, pattern recognition issues arise when there are many forms for the same basic object, for example, letters of various sizes, in various fonts, or even in handwriting. One then seeks to identify the essence of each letter, for example, through the detection of invariants. This is not what I am doing. Each letter has precisely one form. Moreover, that form is not known ahead of time; the method "discovers" that form from the correlations. (It is possible that in some applications there will be closely related forms of the same object and one might require pattern recognition concepts to relate them to one another, but that is not what is done here.)
II. STATEMENT OF THE PROBLEM
Rather than starting with a purely mathematical formulation, we pose the problem as a nonabstract identification puzzle. Suppose one has an n-by-m grid of pixels, different pixels being illuminated for the appearance of different characters on the grid; an example is an electronic display on which the numbers 0 to 9 can appear. For specificity, we take n = m = 5, with which it is easy to get clear images of the letters E, F, H, L, S, and T (others as well, but six are enough to make the point). See Fig. 1 . The 25 pixels represent the variables ("agents," "components," "genes," "neurons," etc.) and can be numbered. In MATLAB TM the lowest row is numbered 1 through 5, above it 6 through 10, etc. (also displayed in Fig. 1 ). Calling the variables X k , k = 1, . . . ,25 (in this example), for E the expectation of X 1 X 2 will be 1, while for H it will be 0 (using the numbering just indicated). Obviously this moment will not distinguish E from L nor from S.
The procedure to be analyzed is a random spewing out of letters and a measurement of the correlation among variables (pixels). In endnote [10] more details are given. Thus if all letters are equally likely, X 1 X 2 will be (close to) 1/2, since that pair is activated half the time. We assume that the information available to the experimenter is a collection of moments,
We wish to use these moments to deduce the processesin this case, letters of the alphabet-that give rise to them.
III. ANALYSIS OF A LIMITED SET OF VARIABLES
Our random variables are Boolean-a pixel is either on (1) or off (0). In contrast to the general moment problem [11, 12] , for this kind of variable it is straightforward to go from moments to probabilities. For random variables there are 2 moments involving products of from 0 to of them.
i s −1 (this is one plus the value of the binary number constructed by putting a 1 in the j th place when X j enters the expectation value, reading from right to left). m 1 = 1. Likewise there are 2 probabilities (with one additive constraint) for the same number of independent quantities.
For p (x 1 , . . .) we use the same labeling convention with a summand 2 j −1 contributing to the label sum when x j has the value 1 in p.
The moments are (by definition) linear functions of the probabilities, implying in this case that the converse is also true. The mapping has a simple form with the labeling described above. The matrix giving the p's as a linear transformation of the m's is built in the following way. Let R map the 2 m's to the p's. Then
where 0 is the zero matrix of appropriate size. The problem can thus be stated as follows: Given all moments up to some level, say , find the combination(s) of pixels most likely to have generated those moments. A state of the entire system will be a particular value, 0 or 1, for each pixel. We will find those states having the highest probabilities, invoking joint probabilities up to the same level, . Since N , the number of variables (pixels), is greater than , our method will be to take each of the C N -element subsets of each state and evaluate its probability. The probability of the full state is then the product of the subset probabilities.
We call the negative of the logarithm of this probability, "energy." Following the characterization of the last paragraph, it is given as follows: Let Q be a subset of cardinality of the set {1, . . . ,N}. Let a state of the system be designated
where Q runs over the C N subsets of cardinality . These probabilities are deduced from the moments, as indicated above. One now has a familiar physical context and it is natural to use Monte Carlo methods to find the states of lowest energy (dropping quotation marks and prefixes). Care may be needed in the annealing protocol (variation of temperature, or equivalently, rejection rate) in order to capture not only the lowest energy, but the local minima as well, since the variables in general participate in more than one process [13] . Figure 2 shows the results of a simulation using level-4 moments. In less than a minute on a standard contemporary laptop computer, the Monte Carlo simulation found six local minima corresponding to the correct letters. (8000 samples had been generated with equal probability for each letter.) There is also a substantial gap in energy between the correct images and the next-higher-energy state (the seventh image in the picture).
The same procedure can be implemented using only level-2 or -3 moments and the results are shown in Figs. 3 and 4. Using level-3 moments still gets all the letters right, although their order is slightly changed. However, the use of level-2 alone, which is all that conventional methods (such as PCA, principal component analysis) look at, is dismally inadequate. It should be mentioned however, that, as for PCA, a certain amount of behind-the-scenes flimflammery is going on. There are numerous parameters, even functions (such as the annealing protocol) and cutoffs (as in log 0) that enter the calculation. By juggling these it is possible that better results could be obtained with order-2 moments. Conversely, we have also looked at level-5 moments, but for the examples in this article they were not needed.
IV. LARGER SETS OF VARIABLES
For the applications contemplated earlier, the number of variables will be large and it may be impractical to examine, say, all fourth-order moments. If there are N variables and N , C N grows like N / !. It is thus necessary to find a selection process that grows only like N or N 2 . In general this search strategy will depend on the intended application and the information available.
For the pixel example, the large-N problem can be modeled by embedding the same letters in larger grids, in the example to be given, 15×15. (Calculating fourth-order moments for 225 variables is not out of the question, but going well beyond this number would be.) Modeling a variety of processes can then be accomplished by translating some of the letters to other places on the now larger grid. In the next figure, Fig. 5 , we show a composite image of all six letters on the larger grid. (Thus, e.g., both H and E are in the lower left corner.) In effect, we have changed the way in which the underlying variables (the pixels) produce their cooperative projects (the letters). Note that in the larger grid the variable labeling is different. The pixel labeled 6 on the 5 × 5 grid (left-hand position, second row from the bottom) becomes 16 on the 15 × 15 grid, following MATLAB's convention. This is mildly inconvenient for the programmer, but has no bearing on our results.
We explore search strategies in this context. Consider a situation in which there is a particular pixel that has come to our attention, and we wish to find all processes (i.e., letters or multipixel creations) where it plays a role.
One strategy is to calculate all second-order moments involving this special variable [ to this subset are identified, with "connection" again being defined through second moments surpassing a threshold (not necessarily the same as the first one). This procedure continues either until it finds nothing new, or until a predefined number of variables is selected. Other strategies, for example using the third moments of the source variable, will be discussed below. The optimal strategy will depend on the context.
This strategy was applied to the correlations from a stochastic process that produced the (usual) six letters with equal probability displaced as in Fig. 5 . The variable on whose activity we focus is no. 1, the lower left pixel. The subset selection search stopped at 19 variables, in this case the union of H and E. For these, level-4 probabilities (i.e., from level-4 moments) were used in the simulations. The result is shown in Fig. 6 . The lowest-energy state is not a letter; rather it is the "vacuum." This is because with the other four letters scattered over the grid, most pixels are turned off most of the time, giving this state high probability. Nevertheless, it would not be mistaken for a valid process. The next two states however provide the correct letters. Finally, the fourth state in the image, a slightly mangled H, has vastly higher energy, more than 50 times as high as the (true) H that precedes it.
The next example is more difficult. A third letter (F) is given significant overlap with the two in the lower left. Furthermore, in the lower left we have a T in place of E, but nevertheless begin with variable (pixel) no. 1, which only belongs to H. See Fig. 7 . This presents new problems: There is little overlap among the letters, the starting variable is contained in only one of them, and more variables are subjected to the fourth-order search, 29 in place of 19. Again level-4 moments and their deduced probabilities were used, although the selected subset was larger. The successful results of this search and Monte Carlo process are shown in Fig. 8 .
A yet more difficult problem is encountered when the E is moved so as to coincide in one pixel with the F. See Fig. 9 . Keeping all pixels formed by the variables having joint second moments creates too large a class of variables and the search fails. One or two letters emerge, but the search is unreliable. Instead, additional choices and criteria must be invoked. One possibility is to put a higher threshold on the second moment. Doing this so as to eliminate the two smaller values of the moment (aside from zero) reduces the number of variables to 37 (for which level-4 probabilities were evaluated) and recovers the letters F, H, and E. (No figure shown. ) The letter T, which shares few overlaps with H and is not selected by the initial variable (no. 1), does not appear. Another method is to select only those found on the first or second round and to order the last ones by third moments with respect to the initial variable.
A computationally more intensive method is the following. Take a subset based on second moments alone with low threshold. Call this subset A 0 . It will be too large. From A 0 pick out those directly connected to the initial variable; call it A 1 . Call the set we are after A. We assume, as is the case in our example, that A 1 is too small to provide good images, so although it will be a subset of A, other variables are still needed. Next take third moments of the form X i X j X k with i,j ∈ A 0 and k ∈ A 1 . This is not an O(N 3 ) operation since it only involves the selected sets, which although large are far smaller than the entire set of N variables. Find the largest numerically of these third moments and consider them for inclusion in A. If adding them one by one according to their magnitude (until a useful number of variables is in A) works, do that. If there are ties, randomly select.
This process gave useful results for the complex Fig. 9 . For the subset ultimately selected, level-4 moments and probabilities were used in the Ising simulation. As in the previous case, the lowest-energy state was the vacuum. But now a distracting nontrivial state of one element appears. In Fig. 10 we omit the vacuum state whose energy is 1731. The next four states, moving up in energy are shown. The single pixel in the first image might engage the experimenter, but can be eliminated if one has reason to believe that more cooperative processes are involved [14] . The two-pixel image in the last of the figures is also easily rejected: Its energy is more than 40 times that of its predecessor. Of interest is the fact that the T appears, although it does not share the initial variable (no. 1, as usual) with H.
Because of the randomness of this process (in the production of letters, in the selection of a subset, and in the Monte Carlo search for low-energy states) other results were also obtained for the layout of Fig. 9 . In another run (at a higher "temperature") the T did not appear, but the F did. For the run shown in Fig. 9 the subset selected (as A) turned out to be the union of H and T. For the run mentioned in opening this paragraph, it was the union of H and the translated F.
Another technique that we have profitably used employs a priori information to focus on particular subsets, either for searching or for state restriction. Consider again the letter positions in Fig. 7 . Suppose we are no longer interested in H and suspect that T is buried somewhere. We also lower the level of moments used (in the Ising simulation) to level-3 so as to provide realistic confusion. We will illustrate two techniques. As a first maneuver we do not start from pixel no. 1, but rather no. 3, which is part of the T process. This yields the T and the F, eliminating the H. Next we restrict states to those in which pixel no. 3 is always on, i.e., the Monte Carlo simulation forces this choice (no. 3 is the bottom pixel of T's vertical line; it is not illuminated in H and F). From a programming standpoint this is easy to do. As anticipated, the only low-energy state surviving is T. The next higher states have 30 times the energy and consist of T's with one or another pixel missing (but not the one we force).
FIG. 9. (Color online)
As before, the letters are spread on 15 × 15 grid and superimposed on one another. H and T are in the lower left corner, but now F is in contact with them, and E in contact with F. A set selected on the basis of second moments alone (with low threshold) will be too large for fourth-order moment analysis, and other selection strategies are needed.
Another strategy to find the T is take as the starting variable the second pixel from the left of T's horizontal stroke-which is not illuminated in H. Indeed this gives T, but it also gives H. To distinguish these processes more precisely one can also eliminate certain variables from consideration. Thus even if the subset selection program has selected a certain variable it can be excluded from the high-level low-energy Monte Carlo search. This too is easy to program. Thus, by eliminating the pixels in the horizontal stroke of H (except for its center) from the search, the letter H is indeed eliminated.
Finally we mention yet another strategy, not used here, but potentially helpful. For this method one allows the selected subset to be moderately large and does a Monte Carlo simulation using only level-3 moments. The images or clusters so discovered can be used for further winnowing of the subset according to the frequency with which a given variable appears in low-energy clusters.
V. DISCUSSION
In the general problem addressed here there is a large number of variables and they are involved in many cooperative activities. They join forces in various ways as they perform their functions. In our example, pixels play the role of variables, and letters are their cooperative products. The experimenter does not know who is cooperating with whom for any given process and uses the correlations among the variables to sort out the processes. In other words, for each particular process an appropriate subset of the variables participate, leading to correlations among those variables. The correlations available are of order beyond 2 and may be studied to the limit of experimental technique and computational power.
Two essential conceptual techniques play a role. First, given a small number of variables and their higher-order correlations (fourth in our most of our examples), the joint probabilities are deduced for the many possible subsets. The negative of the logarithms of those probabilities are a kind of energy and Monte Carlo methods are used to discover the local minima of energy. This yields the desired processes-the most likely way the variables combine. Second, given a large number of variables, we presented several search techniques for reducing this number to a level for which high-order correlations could be studied. The combined technique yielded successful recovery of the "processes" (letters) although in the more difficult cases judgment by an investigator having other a priori knowledge may be required to eliminate certain local minima. [14] Note that the lone pixel is the common variable in H, T, and F. Although the method has not revealed a cooperative process it has nevertheless provided potentially useful information.
