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Abstrakt
Prˇedlozˇena´ disertacˇn´ı pra´ce se zaby´va´ numericky´m modelova´n´ım proudeˇn´ı stlacˇitelny´ch nevazky´ch
a vazky´ch tekutin. Pro prostorovou diskretizaci rovnic matematicke´ho modelu je pouzˇita modern´ı
nespojita´ Galerkinova metoda konecˇny´ch prvk˚u. V disertacˇn´ı pra´ci je provedeno odvozen´ı te´to
metody jak pro prˇ´ıpad syste´mu Eulerovy´ch rovnic popisuj´ıc´ıho proudeˇn´ı stlacˇitelne´, nevazke´ a
tepelneˇ nevodive´ tekutiny, tak pro prˇ´ıpad syste´mu Navierovy´ch-Stokesovy´ch rovnic popisuj´ıc´ıho
lamina´rn´ıho proudeˇn´ı stlacˇitelne´, vazke´ tekutiny. Jsou zde diskutova´ny r˚uzne´ syste´my ba´zovy´ch
funkc´ı, okrajove´ podmı´nky a zp˚usoby tlumen´ı nefyzika´ln´ıch oscilac´ı vznikaj´ıc´ıch v rˇesˇen´ı. Da´le
jsou zde uvedeny mozˇnosti explicitn´ı a implicitn´ı cˇasove´ integrace vcˇetneˇ na´vodu na efektivn´ı se-
staven´ı Jacobiovy matice. Hlavn´ım c´ılem te´to disertacˇn´ı pra´ce je vza´jemne´ porovna´n´ı vy´pocˇetn´ı
efektivity explicitn´ı a implicitn´ı metody cˇasove´ integrace. Z d˚uvod˚u u´spory vy´pocˇetn´ıho cˇasu
je explicitn´ı metoda vylepsˇena metodou loka´ln´ıho cˇasu. Vza´jemne´ porovna´n´ı implicitn´ı metody
a explicitn´ı metody s loka´ln´ım cˇasem je provedeno na dvou testovac´ıch prˇ´ıkladech, na superso-
nicke´m proudeˇn´ı nevazke´ tekutiny v geometrii se schodem a na transonicke´m proudeˇn´ı nevazke´
tekutiny v GAMM kana´lu.
Dalˇs´ım c´ılem te´to disertacˇn´ı pra´ce je aplikace nespojite´ Galerkinovy metody konecˇny´ch prvk˚u
na rˇesˇen´ı proble´mu˚ technicke´ praxe. V jedne´ z aplikacˇn´ıch u´loh je rˇesˇeno turbulentn´ı proudeˇn´ı
v mezerˇe s vy´stupem do otevrˇene´ oblasti. Turbulence je zde modelova´na pomoc´ı Wilcoxova
k-ω modelu turbulence prˇipojene´ho k cˇasoveˇ strˇedovane´mu nelinea´rn´ımu syste´mu Navierovy´ch-
Stokesovy´ch rovnic. Z´ıskane´ numericke´ vy´sledky ukazuj´ı velice dobrou shodu s experimentem.
Dalˇs´ı aplikacˇn´ı u´lohou uvazˇovanou v te´to pra´ci je proudeˇn´ı tekutiny v cˇasoveˇ promeˇnne´ ob-
lasti. Jsou zde diskutova´ny dva rozd´ılne´ prˇ´ıstupy. Prvn´ı prˇ´ıstup je zalozˇeny´ na ALE (Arbitrary
Lagrangian Eulerian) formulaci nespojite´ Galerkinovy metody konecˇny´ch prvk˚u, ktera´ uvazˇuje
cˇasoveˇ promeˇnne´ vy´pocˇetn´ı s´ıteˇ. Druhy´m prˇ´ıstupem je IBM (Immersed Boundary Method), ktery´
vyuzˇ´ıva´ klasickou formulaci metody na pevne´ s´ıti a pohyb oblasti modeluje pomoc´ı zdrojove´ho
cˇlenu. Z´ıskane´ numericke´ vy´sledky potvrzuj´ı pomeˇrneˇ dobrou shodu obou prˇ´ıstup˚u, nicme´neˇ IBM
metoda ma´ d´ıky sve´ jednoduchosti obecneˇjˇs´ı pouzˇit´ı. V disertacˇn´ı pra´ci je da´le uvedena mozˇnost
adaptivn´ıho zjemnˇova´n´ı vy´pocˇetn´ı s´ıteˇ, ktere´ho je mozˇne´ pomeˇrneˇ jednodusˇe dosa´hnout d´ıky
loka´lnosti nespojite´ Galerkinovy metody konecˇny´ch prvk˚u. Adaptivn´ı s´ıt’ova´n´ı je testova´no na
prˇ´ıkladech transonicke´ho obte´ka´n´ı NACA 0012 letecke´ho profilu a na supersonicke´m proudeˇn´ı
na´porovy´m motorem. Na konci disertacˇn´ı pra´ce je uvedena mozˇnost zefektivneˇn´ı vyvinuty´ch
algoritmu˚ pomoc´ı paraleln´ıho vy´pocˇtu s vyuzˇit´ım vla´ken.
Kl´ıcˇova´ slova:
nespojita´ Galerkinova metoda konecˇny´ch prvk˚u, explicitn´ı metoda loka´ln´ıho cˇasu, implicitn´ı me-
toda, turbulentn´ı model, ALE metoda, metoda vnorˇene´ hranice, adaptivn´ı s´ıt’ova´n´ı
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Abstract
The Ph.D. thesis is aimed at the numerical modelling of compressible inviscid and viscous fluid
flows. The spatial discretisation of the governing equations is carried out using the modern
discontinuous Galerkin finite element method. The application of this method is performed for the
system of Euler equations governing the flow of a compressible inviscid fluid and for the system
of Navier-Stokes equations describing the laminar flow of a compressible viscous fluid. The work
addresses different systems of basis functions, boundary conditions and artificial damping of non-
physical oscillations and discusses explicit and implicit time integration approaches including
the way how to efficiently assembly the Jacobian matrix. The main objective of this Ph.D.
thesis lies in the comparison of explicit and implicit time integration methods in terms of their
computational efficiency. To improve the computational performance of the explicit method, the
local time-stepping technique is introduced. The comparison of implicit and local time-stepping
explicit method is performed for two flow problems: a supersonic inviscid fluid flow in a wind
tunnel with a step and a transonic inviscid fluid flow in the GAMM channel.
The next objective of this Ph.D. thesis includes the application of the discontinuous Galerkin
finite element method for the solution of various flow problems. First, the method is used for the
numerical simulation of turbulent flow in a gap with open space outflow. The turbulent flow is
described by the Wilcox k-ω turbulence model, coupled to the time-averaged system of Navier-
Stokes equations. The obtained numerical results are in very good agreement with experimental
data. Second, the computational ability of the discontinuous Galerkin finite element method is
demonstrated by solving compressible laminar flow in time-varying domains. For this purpose, two
different approaches are chosen: The first approach is based on the arbitrary Lagrangian Eulerian
(ALE) formulation of the discontinuous Galerkin finite element method, which considers time-
varying computational meshes. The second approach employs the immersed boundary method
(IBM), principle of which is based on the classic formulation of the numerical method on a fixed
mesh and the motion modelling using a source term. The obtained numerical results show a
relatively good agreement of both approaches in terms of results quality, nevertheless it should
be noted that IBM has wider application possibilities due to its simplicity. To accurately capture
complex flow features, the Ph.D. thesis also describes possible use of adaptive mesh refinement,
which can be easily achieved due to the local character of the discontinuous Galerkin finite
element method. The mesh adaptation is tested by simulating transonic NACA 0012 airfoil and
supersonic scramjet flows. The work is concluded with the possibility of parallel computing using
threads.
Keywords:
discontinuous Galerkin finite element method, local time stepping explicit method, implicit me-
thod, turbulence modelling, ALE method, immersed boundary method, adaptive mesh refine-
ment
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U´vod
Vy´pocˇtova´ mechanika tekutin (Computation Fluid Mechanics - CFD) je v soucˇasne´ dobeˇ velice
rychle se rozv´ıjej´ıc´ı multioborova´ discipl´ına, jej´ızˇ prudky´ rozvoj je umozˇneˇn zejme´na d´ıky velke´mu
na´r˚ustu vy´pocˇetn´ıho vy´konu dnesˇn´ıch pocˇ´ıtacˇ˚u. Modelova´n´ı proudeˇn´ı tekutin ma´ veliky´ prakticky´
vy´znam zejme´na v letecke´m, automobilove´m a energeticke´m pr˚umyslu. Numericky´ vy´pocˇet prou-
dove´ho pole tekutiny vy´razneˇ sˇetrˇ´ı cˇas a financˇn´ı prostrˇedky, ktere´ by jinak bylo nutne´ vynalozˇit
pro proveden´ı experimentu na modelu. V neˇktery´ch prˇ´ıpadech je dokonce prakticky nemozˇne´ re-
alizovat vhodne´ experimenta´ln´ı meˇrˇen´ı. Z teˇchto d˚uvod˚u jsou kladeny vysoke´ na´roky na prˇesnost
a vy´pocˇetn´ı efektivitu numericke´ho algoritmu. Dalˇs´ı vy´hodou numericky´ch vy´pocˇt˚u je mozˇnost
realizovat automatickou optimalizaci parametr˚u u´lohy, naprˇ. na´vrh optima´ln´ıho tvaru lopatky
obeˇzˇne´ho kola turb´ıny.
Aby bylo mozˇne´ rˇesˇit komplexn´ı proble´my vy´pocˇtove´ mechaniky tekutin, je potrˇeba nejprve
zvolit vhodny´ matematicky´ popis proudeˇn´ı tekutiny. V dnesˇn´ı dobeˇ se pouzˇ´ıvaj´ı zejme´na tyto trˇi
za´kladn´ı prˇ´ıstupy. Prvn´ım je mikroskopicky´ popis tekutiny, kdy modelujeme pohyb jednotlivy´ch
atomu˚, poprˇ. molekul. Jedna´ se o tzv. molekula´rn´ı dynamiku. Pro popis dynamiky takove´ho
syste´mu se pouzˇ´ıvaj´ı klasicke´ pohybove´ rovnice prˇedstavuj´ıc´ı 2. Newton˚uv pohybovy´ za´kon
d
dt
(mivi) = F i,
kde mi, vi jsou hmotnost a vektor rychlosti i-te´ cˇa´stice a F i =
∑
j F i,j je vy´slednice sil
p˚usob´ıc´ıch na i-tou cˇa´stici od sousedn´ıch cˇa´stic. S´ıly mezi jednotlivy´mi atomy se modeluj´ı pomoc´ı
Lennardova-Jonesova potencia´lu popisuj´ıc´ıho meziatomovou vazbu
VLJ(ri,j) = 4ε
[(
σ
|ri,j |
)12
−
(
σ
|ri,j |
)6]
, F i,j = ∇VLJ(ri,j),
kde ε a σ jsou parametry konkre´tn´ı tekutiny a ri,j je polohovy´ vektor mezi cˇa´stic´ı i a j.
I kdyzˇ tento zp˚usob simulace da´va´ nejlepsˇ´ı mozˇne´ vy´sledky, sta´le nen´ı v mozˇnostech dnesˇn´ıch
superpocˇ´ıtacˇ˚u pocˇ´ıtat veˇtsˇ´ı u´lohy, nezˇ proudeˇn´ı na oblastech o mikrometricky´ch rozmeˇrech.
Dalˇs´ım prˇ´ıstupem je mezoskopicky´ popis tekutiny. Tento prˇ´ıstup je podobny´ mikroskopicke´mu,
avsˇak pomoc´ı princip˚u statistiske´ mechaniky odstranˇuje proble´m s velky´m pocˇtem modelovany´ch
cˇa´stic. Matematicky´m vyja´drˇen´ım tohoto prˇ´ıstupu je tzv. Boltzmannova rovnice
∂f
∂t
+ v∇xf = Ω(f),
kde f = f(x,v, t) je distribucˇn´ı funkce popisuj´ıc´ı statisticke´ rozlozˇen´ı cˇa´stic ve fa´zove´m prostoru
[x,v] tak, zˇe hodnota f(x,v, t)∆x∆v je pocˇet cˇa´stic obsazˇeny´ch v cˇase t ve fa´zove´m objemu
∆x∆v. Na rˇesˇen´ı Boltzmannovy rovnice je zalozˇena modern´ı mrˇ´ızˇkova´ Boltzmannova metoda
(lattice Boltzmann method - LBM) [50], ktera´ simuluje molekula´rn´ı dynamiku pomoc´ı virtua´ln´ıch
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cˇa´stic statisticky v sobeˇ zahrnuj´ıc´ıch pohyb velke´ho mnozˇstv´ı skutecˇny´ch cˇa´stic. Dı´ky tomu je
tato metoda vy´pocˇetneˇ velice efektivn´ı a je schopna modelovat velmi slozˇite´ a komplexn´ı u´lohy
z mechaniky tekutin.
Naprosto opacˇny´m prˇ´ıstupem je makroskopicky´ popis tekutiny, kde prˇedpokla´da´me, zˇe volna´
dra´ha jednotlivy´ch cˇa´stic tekutiny (pr˚umeˇrna´ vzda´lenost, kterou uraz´ı cˇa´stice tekutiny bez inter-
akce s jinou cˇa´stic´ı) je zanedbatelna´ vzhledem k rozmeˇr˚um modelovane´ oblasti a na tekutinu lze
tedy nahl´ızˇet jako na kontinuum. Matematicky´m vyja´drˇen´ım tohoto prˇ´ıstupu je nelinea´rn´ı syste´m
Navierovy´ch-Stokesovy´ch (NS) rovnic, ktery´ je odvozen ze za´kon˚u zachova´n´ı hmotnosti, hybnosti
a celkove´ energie syste´mu. Na modelova´n´ı proudeˇn´ı tekutin pomoc´ı nelinea´rn´ıho syste´mu Na-
vierovy´ch-Stokesovy´ch rovnic je zalozˇena cela´ tato pra´ce. Nevy´hodou tohoto popisu jsou vsˇak
pomeˇrneˇ slozˇite´ nelinea´rn´ı parcia´ln´ı diferencia´ln´ı rovnice, ktere´ je nutne´ vhodny´m zp˚usobem nu-
mericky rˇesˇit.
Prvn´ı metodou pouzˇ´ıvanou pro numericke´ rˇesˇen´ı nelinea´rn´ıho syste´mu Navierovy´ch-Stokesovy´ch
rovnic byla metoda konecˇny´ch diferenc´ı (finite difference method - FDM) [26, 33, 34]. Tato me-
toda je zalozˇena na diskretizaci diferencia´ln´ıho tvaru rovnic, kde se za prˇ´ıslusˇne´ derivace dosad´ı
diferencˇn´ı pod´ıly. Nevy´hodou te´to metody je, zˇe jej´ı pouzˇit´ı je omezeno pouze na oblasti ktere´
je mozˇne´ pokry´t ortogona´ln´ı vy´pocˇetn´ı s´ıt´ı. Prˇi pouzˇit´ı na obecneˇjˇs´ıch vy´pocˇtovy´ch oblastech
je trˇeba implementovat slozˇite´ transformacˇn´ı vztahy, ktere´ transformuj´ıc´ı slozˇity´ tvar vy´pocˇtove´
oblasti na referencˇn´ı ortogona´ln´ı oblast. Dalˇs´ı metodou pouzˇ´ıvanou k prostorove´ diskretizaci ne-
linea´rn´ıho syste´mu Navierovy´ch-Stokesovy´ch rovnic je metoda konecˇny´ch prvk˚u (finite element
method - FEM). Tato metoda vycha´z´ı z diskretizace slabe´ formulace NS rovnic a lze ji jednodusˇe
formulovat i pro nestrukturovanou vy´pocˇetn´ı s´ıt’. Vy´hodou te´to metody je mozˇnost z´ıskat rˇesˇen´ı
libovolne´ho rˇa´du prostorove´ prˇesnosti. Nevy´hodou je vsˇak nestabilita rˇesˇen´ı, ktera´ se projevuje
nar˚ustaj´ıc´ımi oscilacemi rˇesˇen´ı. Z tohoto d˚uvodu je nutne´ metodu opatrˇit umeˇly´mi tlumı´c´ımi
cˇleny, ktere´ zajist´ı stabilitu [35, 51, 52]. Dalˇs´ı metodou vyvinutou specia´lneˇ pro numericke´ rˇesˇen´ı
proudeˇn´ı tekutin je metoda konecˇny´ch objemu˚ (finite volume method - FVM) [34, 37, 53]. Tato
metoda vycha´z´ı prˇ´ımo z diskretizace za´kony zachova´n´ı v integra´ln´ım tvaru a je velice robustn´ı.
Nevy´hodou te´to metody je slozˇitost implementace vysˇsˇ´ıho rˇa´du prostorove´ prˇesnosti a velika´
vnitrˇn´ı umeˇla´ vazkost. Oba nedostatky posledn´ıch dvou zde uvedeny´ch metod odstranˇuje ne-
spojita´ Galerkinova metoda konecˇny´ch prvk˚u (discontinuous Galerkin finite element method -
DGFEM) [24, 11], kterou lze cha´pat jako spolecˇne´ zobecneˇn´ı metody konecˇny´ch objemu˚ a me-
tody konecˇny´ch prvk˚u. Nevy´hodou te´to metody je vsˇak vysˇsˇ´ı vy´pocˇetn´ı na´rocˇnost. Jednotlive´
vy´hody a nevy´hody vsˇech zde zmı´neˇny´ch metod jsou prˇehledneˇ zna´zorneˇny v tab. 1.
pozˇadovana´ vlastnost FDM FEM FVM DGFEM
robustnost − −− + +
aproximace difuzn´ıho cˇlenu ++ ++ + +
n´ızka´ umeˇla´ viskozita ++ ++ − ++
ALE formulace − + + ++
formulace na nestrukturovany´ch s´ıt´ıch −− ++ + ++
kompaktnost sche´matu − + −− ++
jednoducha´ adaptace s´ıteˇ − + + ++
vliv kvality s´ıteˇ −− ++ − ++
pameˇt’ove´ na´roky ++ + ++ −
vy´pocˇtova´ na´rocˇnost ++ − + −−
Tab. 1: Mı´ra vhodnosti pro splneˇn´ı pozˇadovane´ vlastnosti prˇi pouzˇit´ı prostorove´ diskretizace
pomoc´ı dane´ metody (++ velice vhodna´, + vhodna´, − nevhodna´, −− velice nevhodna´).
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Historie nespojite´ Galerkinovy metody
Nespojita´ Galerkinova metoda konecˇny´ch prvk˚u byla poprve´ publikova´na v roce 1973 autory
Reedem a Hillem v pra´ci [45], zaby´vaj´ıc´ı se rˇesˇen´ım rovnice transportu neutron˚u. Rok na to
autorˇi Le Saint a Raviart [47] analyzovali nespojitou Galerkinovu metodu pro rˇesˇen´ı linea´rn´ıch
hyperbolicky´ch PDR, provedli odhad chyby a doka´zali konvergenci metody. Rozsˇ´ıˇren´ı nespojite´
Galerkinovy metody pro nelinea´rn´ı hyperbolicke´ rovnice a syste´my nelinea´rn´ıch hyperbolicky´ch
rovnic, vcˇetneˇ syste´mu Eulerovy´ch rovnic, provedl Cockburn a kol. [16]. Jejich metoda byla
zalozˇena na prostorove´ diskretizaci rovnic pomoc´ı nespojite´ Galerkinovy metody a pro cˇasovou
diskretizaci byla zvolena Rungeova-Kuttova metoda. Vy´sledne´ sche´ma nese oznacˇen´ı RKDG. Vı´ce
detail˚u o aplikaci nespojite´ Galerkinovy metody na ryze hyperbolicke´ proble´my lze nale´zt v pra´ci
[15].
V posledn´ıch letech je pozornost soustrˇedeˇna prˇedevsˇ´ım na numericke´ rˇesˇen´ı rovnic typu
konvekce-difuze. Du˚vodem je poneˇkud obt´ızˇneˇjˇs´ı aproximace derivac´ı rˇa´du vysˇsˇ´ıho nezˇ druhe´ho.
Prvn´ı rozsˇ´ıˇren´ı nespojite´ Galerkinovy metody pro rovnice typu konvekce-difuze provedl Cockburn
a Shu [18]. Na´sledovala pra´ce Bassiho a Rebaye [7], ve ktere´ byla nespojita´ Galerkinova metoda
poprve´ aplikova´na na nelinea´rn´ı syste´m Navierovy´ch-Stokesovy´ch rovnic. Na´sledneˇ Cockburn a
Shu [17] vytvorˇily LDG sche´ma a doka´zali stabilitu a konvergenci metody. Jiny´m zp˚usobem
aproximace vysˇsˇ´ıch derivac´ı je metoda vnitrˇn´ı penalty (interior penalty method) publikovana´
v prac´ıch [21, 58, 4] mezi lety 1970 a 1980, ktera´ byla p˚uvodneˇ urcˇena´ pro rˇesˇen´ı elipticky´ch
rovnic. Aplikace metody vnitrˇn´ı penalty pro rˇesˇen´ı syste´mu Navierovy´ch-Stokesovy´ch rovnic byla
publikova´na v prac´ıch Hartmana a Houstona [31, 32], Baumanna a Odena [9] a Dolejˇs´ıho a
Feistauera [20, 24].
Dalˇs´ı oblast´ı intezivn´ıho vy´voje je volba stabilizacˇn´ıho cˇlenu, ktery´ zabranˇuje oscilac´ım v rˇesˇen´ı.
V dnesˇn´ı dobeˇ prˇevla´daj´ı na´sleduj´ıc´ı dva prˇ´ıstupy. Prvn´ım je volba prˇ´ıdavne´ umeˇle´ viskozity
publikovane´ naprˇ´ıklad v pra´ci [44]. Druhy´m zp˚usobem je pak volba vhodne´ho limiteru, ktery´
zajiˇst’uje omezenost tota´ln´ı variace rˇesˇen´ı. Tento zp˚usob je popsa´n naprˇ´ıklad v prac´ıch [14, 36].
Veliky´m proble´mem spojeny´m s prostorovou diskretizac´ı rovnic pomoc´ı nespojite´ Galerkinovy
metody konecˇny´ch prvk˚u je vysˇsˇ´ı pocˇet rovnic a nezna´my´ch, v porovna´n´ı s ostatn´ımi metodami
uvedeny´mi vy´sˇe, cozˇ podstatneˇ zvysˇuje vy´pocˇetn´ı na´roky. Aby mohla by´t tato metoda pouzˇitelna´
v technicke´ praxi, je trˇeba hledat zp˚usoby efektivn´ı cˇasove´ integrace. Naprˇ´ıklad v pra´ci [10] jsou
mezi sebou porovna´va´ny r˚uzne´ zp˚usoby cˇasove´ diskretizace syste´mu Navierovy´ch-Stokesovy´ch
rovnic, pro nestaciona´rn´ı u´lohy. Jsou zde uvazˇova´ny jednak
”
matrix free“ implicitn´ı metody a da´le
pak explicitn´ı metoda loka´ln´ıho cˇasu. Odliˇsny´m prˇ´ıstupem k zefektivneˇn´ı nespojite´ Galerkinovy
metody je redukce nezna´my´ch pomoc´ı zaveden´ı novy´ch promeˇnny´ch na hranic´ıch kontroln´ıch
element˚u. Tento prˇ´ıstup je popsany´ naprˇ. v pra´ci [41].
Motivace a c´ıle pra´ce
Nespojita´ Galerkinova metoda prˇedstavuje velice modern´ı na´stroj pro rˇesˇen´ı hyperbolicky´ch
parcia´ln´ıch diferencia´ln´ıch rovnic. Nab´ız´ı velice mnoho novy´ch vy´pocˇetn´ıch mozˇnost´ı, ktere´ by ne-
bylo mozˇne´ uvazˇovat prˇi vy´pocˇtech pomoc´ı metody konecˇny´ch objemu˚, poprˇ. metody konecˇny´ch
prvk˚u. Prˇ´ıkladem mu˚zˇe by´t naprˇ´ıklad sˇiroka´ mozˇnost volby ba´zovy´ch funkc´ı, snadna´ hp adaptace
atd. Jak jizˇ ale bylo zmı´neˇno vy´sˇe, cenou za tyto nove´ mozˇnosti jsou vysoke´ vy´pocˇetn´ı na´roky.
Hlavn´ım c´ılem te´to disertacˇn´ı pra´ce je tedy hleda´n´ı vhodne´ metody pro cˇasovou integraci rovnic
takove´, aby byla nespojita´ Galerkinova metoda pouzˇitelna´ pro rˇesˇen´ı beˇzˇny´ch u´loh z technicke´
praxe. V te´to pra´ci jsou mezi sebou porovna´ny dveˇ metody cˇasove´ integrace. Prvn´ı je sˇiroce
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pouzˇ´ıvana´ implicitn´ı metoda s neomezeny´m intervalem stability. Jako alternativa je zvolena ex-
plicitn´ı metoda vylepsˇena´ metodou loka´ln´ıho cˇasu.
Druhy´m c´ılem te´to disertacˇn´ı pra´ce je vyuzˇit´ı nespojite´ Galerkinovy metody pro prostorovou
diskretizaci Eulerovy´ch a Navierovy´ch-Stokesovy´ch rovnic a jej´ı aplikace na rˇesˇen´ı r˚uzny´ch ty-
povy´ch u´loh jako naprˇ´ıklad modelova´n´ı proudeˇn´ı s pohyblivou hranic´ı, modelova´n´ı turbulentn´ıho
proudeˇn´ı apod. Z´ıskane´ poznatky a vytvorˇene´ softwarove´ na´stroje jsou v soucˇasne´ dobeˇ vyuzˇ´ıva´ny
pro rˇesˇen´ı grantovy´ch projekt˚u a smluvn´ıho vy´zkumu zejme´na pro spolecˇnost DOOSAN SˇKODA
POWER s.r.o.
Cˇleneˇn´ı pra´ce
Pra´ce je cˇleneˇna celkem do cˇtyrˇ kapitol. V prvn´ı kapitole jsou uvedeny za´kladn´ı pojmy a veˇty
popisuj´ıc´ı vlastnosti diferencˇn´ıch sche´mat v 1D. Jsou zde uda´ny postacˇuj´ıc´ı podmı´nky pro to,
aby rˇesˇen´ı z´ıskane´ pomoc´ı diferencˇn´ıho sche´matu konvergovalo ke slabe´mu rˇesˇen´ı. Da´le je zde
uvedena formulace nespojite´ Galerkinovy metody pro diskretizaci nelinea´rn´ı skala´rn´ı hyperbolicke´
PDR, vcˇetneˇ jej´ıch matematicky´ch vlastnost´ı. Druha´ kapitola se zaby´va´ prostorovou diskretizac´ı
nelinea´rn´ıho syste´mu Eulerovy´ch rovnic ve dvou prostorovy´ch dimenz´ıch. Jsou zde uvedeny mozˇne´
zp˚usoby cˇasove´ integrace. Je zde diskutova´na explicitn´ı metoda loka´ln´ıho cˇasu, jej´ızˇ efektivita je
porovna´va´na s implicitn´ı metodou. Ve trˇet´ı kapitole je nespojita´ Galerkinova metoda rozsˇ´ıˇrena pro
prostorovou diskretizaci nelinea´rn´ıho syste´mu Navierovy´ch-Stokesovy´ch rovnic. Pro diskretizaci
vazke´ho cˇlenu je pouzˇito neˇkolik sche´mat, ktera´ jsou mezi sebou porovna´na. Posledn´ı kapitola je
veˇnova´na specia´lneˇjˇs´ım aplikac´ım nespojite´ Galerkinovy metody. Nespojita´ Galerkinova metoda
je zde formulova´na v ALE (Arbitrary Lagrangian-Eulerian) popisu, cozˇ umozˇnˇuje rˇesˇit u´lohy
s cˇasoveˇ promeˇnnou hranic´ı. Take´ jsou zde uvedeny algoritmy pro vypocˇ´ıta´va´n´ı bod˚u s´ıteˇ prˇi
deformaci. Da´le je zde uveden specia´ln´ı prˇ´ıstup pro u´lohy s cˇasoveˇ za´vislou hranic´ı, ktery´ je
ale zalozˇen na metodeˇ vnorˇene´ hranice (Immersed Boundary Method - IBM). V dalˇs´ım odd´ılu je
strucˇneˇ popsa´na u´loha interakce tekutiny s tuhy´m teˇlesem. Je zde proveden jednoduchy´ numericky´
experiment s kmitaj´ıc´ım va´lcem. Na´sleduje odd´ıl veˇnovany´ nekonformn´ı h-adaptaci vy´pocˇtove´
s´ıteˇ. V dalˇs´ım odd´ılu je k syste´mu Navierovy´ch-Stokesovy´ch rovnic prˇida´n k−ω model turbulence
a jsou provedeny numericke´ simulace a porovna´n´ı s experimentem. Pote´ je uvedeno rozsˇ´ıˇren´ı
nespojite´ Galerkinovy metody do 3D a nakonec jsou zde strucˇneˇ uvedeny mozˇnosti paraleln´ıho
programova´n´ı.
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Kapitola 1
Matematicky´ u´vod
Z matematicke´ho hlediska spadaj´ı rovnice popisuj´ıc´ı proudeˇn´ı tekutin do trˇ´ıdy tzv. hyperbo-
licky´ch parcia´ln´ıch diferencia´ln´ıch rovnic (PDR). Abychom se mohli korektneˇ zaby´vat nume-
ricky´m rˇesˇen´ım teˇchto rovnic, je nejprve potrˇeba vhodneˇ zadefinovat rˇesˇenou u´lohu a ujasnit si,
co budeme povazˇovat za rˇesˇen´ı dane´ u´lohy [12]. Da´le je trˇeba urcˇit pozˇadavky na danou nume-
rickou metodu, ktere´ zarucˇ´ı zˇe z´ıskane´ numericke´ rˇesˇen´ı neˇjaky´m zp˚usobem dobrˇe aproximuje
prˇesne´ rˇesˇen´ı dane´ u´lohy. C´ılem te´to kapitoly je shrnut´ı poznatk˚u z teorie hyperbolicky´ch PDR
v 1D, ktere´ vyjasn´ı principy numericky´ch metod a polozˇ´ı teoreticky´ za´klad te´to pra´ce.
1.1 Typy rˇesˇen´ı hyperbolicky´ch parcia´ln´ıch diferencia´ln´ıch rov-
nic
Uvazˇujme skala´rn´ı nelinea´rn´ı hyperbolickou PDR v 1D
∂u
∂t
+
∂f(u)
∂x
= 0, u = u(x, t), x ∈ R, t ∈ [0, T ], (1.1)
kde prˇedpokla´da´me, zˇe funkce f : R→ R je spojiteˇ diferencovatelna´, tj. f ∈ C1(R;R).
s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x) , x ∈ R. (1.2)
Definice 1. Nezna´mou funkci u nazveme klasicky´m rˇesˇen´ım pocˇa´tecˇn´ı u´lohy (1.1), (1.2), pokud
je spojiteˇ diferencovatelna´ podle vsˇech svy´ch promeˇnny´ch, tj. u ∈ C1(R× [0, T ];R), rovnici (1.1)
splnˇuje v kazˇde´m bodeˇ uvazˇovane´ho definicˇn´ıho oboru a na hranici splnˇuje pocˇa´tecˇn´ı podmı´nku
(1.2), na kterou klademe pozˇadavek u0 ∈ C1(R;R).
Da´ se uka´zat [12], zˇe pro spojitou pocˇa´tecˇn´ı podmı´nku existuje konstanta T takova´, zˇe ∀t < T
existuje jednoznacˇne´ klasicke´ rˇesˇen´ı pocˇa´tecˇn´ı u´lohy (1.1), (1.2). Pro konstantu T cˇasto dostaneme
odhad T <∞, tzn. neexistuje globa´ln´ı klasicke´ rˇesˇen´ı. Tyto proble´my nasta´vaj´ı v prˇ´ıpadeˇ vzniku
nespojitost´ı v rˇesˇen´ı, cozˇ je charakteristicke´ pra´veˇ pro hyperbolicke´ rovnice. Abychom tedy mohli
naj´ıt obecne´ globa´ln´ı rˇesˇen´ı, jsme nuceni zave´st pojem rˇesˇen´ı ve slabsˇ´ım smyslu.
Definice 2. Nezna´mou funkci u nazveme slaby´m rˇesˇen´ım pocˇa´tecˇn´ı u´lohy (1.1), (1.2), pokud
u ∈ L∞loc(R× [0, T ];R) ∩ L∞(R× [0, T ];R) a na´sleduj´ıc´ı identita∫ T
0
∫ ∞
−∞
(
u
∂φ
∂t
+ f(u)
∂φ
∂x
)
dxdt+
∫ ∞
−∞
u0 φ(x, 0)dx = 0, (1.3)
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plat´ı ∀φ ∈ C1(R× [0, T ];R), s kompaktn´ım nosicˇem v oblasti R× (−∞, T ). O pocˇa´tecˇn´ı podmı´nce
prˇedpokla´da´me, zˇe u0 ∈ L1loc(R;R).
Da´ se snadno uka´zat, zˇe kazˇde´ klasicke´ rˇesˇen´ı je slabe´, nav´ıc v oblastech kde je rˇesˇen´ı dostatecˇneˇ
hladke´ je slabe´ rˇesˇen´ı klasicke´. Z definice slabe´ho rˇesˇen´ı da´le plynou omezuj´ıc´ı podmı´nky na ne-
spojitosti, tzv. Rankinovy-Hugonitovy podmı´nky. Nevy´hodou slabe´ho rˇesˇen´ı je vsˇak skutecˇnost,
zˇe nen´ı jednoznacˇne´ [12]. Abychom dostali jednoznacˇne´ rˇesˇen´ı, je trˇeba z mnozˇiny slaby´ch rˇesˇen´ı
urcˇit pra´veˇ jedine´. K tomuto u´cˇelu se pouzˇ´ıvaj´ı dalˇs´ı prˇ´ıdavne´ podmı´nky cˇasto vycha´zej´ıc´ı z fy-
zika´ln´ıch u´vah. Uved’me si naprˇ´ıklad definici entropicke´ho rˇesˇen´ı, ktera´ vycha´z´ı z mysˇlenky, zˇe
entropie syste´mu se mu˚zˇe v cˇase pouze zvysˇovat.
Definice 3. Nezna´mou funkci u nazveme entropicky´m rˇesˇen´ım pocˇa´tecˇn´ı u´lohy (1.1), (1.2), po-
kud u ∈ L∞loc(R× [0, T ];R) ∩ L∞(R× [0, T ];R) a na´sleduj´ıc´ı identita∫ T
0
∫ ∞
−∞
(
η(u)
∂φ
∂t
+ q(u)
∂φ
∂x
)
dxdt+
∫ ∞
−∞
η(u0) φ(x, 0)dx = 0, (1.4)
plat´ı ∀φ ∈ C1(R× [0, T ];R), s kompaktn´ım nosicˇem v oblasti R× (−∞, T ), a ∀ konvexn´ı funkce
η(u) ∈ C1(R;R), kde q(u) ∈ C1(R;R) je odpov´ıdaj´ıc´ı entropicky´ tok definovany´ vztahem q′(u) =
f ′(u)η′(u). O pocˇa´tecˇn´ı podmı´nce prˇedpokla´da´me, zˇe u0 ∈ L1loc(R;R).
Specia´ln´ı volbou konvexn´ı funkce η(u) = |u − k|, k ∈ R dostaneme Kruzˇkovovo entropicke´
rˇesˇen´ı.
Definice 4. Nezna´mou funkci u nazveme Kruzˇkovovy´m entropicky´m rˇesˇen´ım pocˇa´tecˇn´ı u´lohy
(1.1), (1.2), pokud u ∈ L∞loc(R× [0, T ];R) ∩ L∞(R× [0, T ];R) a na´sleduj´ıc´ı nerovnost∫ T
0
∫ ∞
−∞
(
|u− k|∂φ
∂t
+ sign(u− k)(f(u)− f(k))∂φ
∂x
)
dxdt+
∫ ∞
−∞
|u0 − k|φ(x, 0) ≥ 0, (1.5)
je splneˇna ∀k ∈ R a pro vsˇechny neza´porne´ testovac´ı funkce φ ∈ C1c (R× [0, T ];R), s kompaktn´ım
nosicˇem uvnitrˇ oblasti R× (−∞, T ). O pocˇa´tecˇn´ı podmı´nce prˇedpokla´da´me, zˇe u0 ∈ L1loc(R;R).
Da´ se uka´zat, zˇe pokud je f loka´lneˇ Lipschitzovsky spojita´ a pocˇa´tecˇn´ı podmı´nka u0 ∈ L1(R;R)
ma´ omezenou tota´ln´ı variaci, pak existuje pra´veˇ jedno entropicke´ rˇesˇen´ı pocˇa´tecˇn´ı u´lohy (1.1),
(1.2). Bohuzˇel tento vy´sledek je zna´my´ pouze pro skala´rn´ı rovnice. Ota´zka existence a jedno-
znacˇnosti rˇesˇen´ı pro syste´my hyperbolicky´ch rovnic je sta´le prˇedmeˇtem usilovne´ho matematicke´ho
ba´da´n´ı.
Jako posledn´ı specia´ln´ı prˇ´ıpad si zde uved’me jesˇteˇ pojem forma´ln´ıho rˇesˇen´ı.
Definice 5. Nezna´mou funkci u nazveme forma´ln´ım rˇesˇen´ım pocˇa´tecˇn´ı u´lohy (1.1), (1.2), pokud
jsme toto rˇesˇen´ı odvodili z rovnice (1.1) pomoc´ı forma´ln´ıch u´prav a toto rˇesˇen´ı vyhovuje pocˇa´tecˇn´ı
podmı´nce (1.2).
Forma´ln´ı rˇesˇen´ı je mozˇne´ obecneˇ konstruovat pouze pro jednoduche´ rovnice. Vy´hodou forma´ln´ıho
rˇesˇen´ı je, zˇe jeho konstrukce dobrˇe vystihuje podstatu chova´n´ı hyperbolicky´ch PDR.
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1.2 Teorie numericky´ch sche´mat pro nelinea´rn´ı hyperbolicke´ parcia´ln´ı
diferencia´ln´ı rovnice
V tomto odstavci se budeme zaby´vat teori´ı diferencˇn´ıch sche´mat urcˇeny´ch pro numericke´ rˇesˇen´ı
skala´rn´ı nelinea´rn´ı PDR
∂u
∂t
+
∂f(u)
∂x
= 0, u = u(x, t), x ∈ R, t ∈ [0, T ], (1.6)
s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x) , x ∈ R. (1.7)
Uvedeme si zde za´kladn´ı veˇty, ve ktery´ch budou uvedeny postacˇuj´ıc´ı podmı´nky pro to, aby
aproximativn´ı rˇesˇen´ı, vypocˇtene´ dany´m diferencˇn´ım sche´matem, konvergovalo ke slabe´mu, poprˇ.
entropicke´mu rˇesˇen´ı.
Obecne´ numericke´ sche´ma odvod´ıme pomoc´ı metody konecˇny´ch diferenc´ı. Tato metoda zahr-
nuje na´sleduj´ıc´ı kroky. Nejprve vy´pocˇtovou oblast Ω = R× [0, T ] pokryjeme vy´pocˇetn´ı s´ıt´ı
S∆x,∆t = {[xi, tn]; xi = i∆x, tn = n∆t, i ∈ Z, n ∈ N0, ∆x,∆t > 0} .
Symbolem uni = u(xi, t
n) oznacˇ´ıme hodnoty prˇesne´ho rˇesˇen´ı u v bodech [xi, t
n]. Da´le prˇesne´ rˇesˇen´ı
u aproximujeme pomoc´ı nezna´my´ch hodnot Uni v s´ıt’ovy´ch bodech a prˇ´ıslusˇne´ derivace vystupuj´ıc´ı
v rovnici (1.6) nahrad´ıme diferencˇn´ımi pod´ıly zvolene´ho rˇa´du prˇesnosti. Tyto diferencˇn´ı pod´ıly
opeˇt uvazˇujeme v bodech s´ıteˇ.
Aproximujeme-li naprˇ´ıklad cˇasovou i prostorovou derivaci pomoc´ı zpeˇtne´ diferencˇn´ı formule
prvn´ıho rˇa´du prˇesnosti, dostaneme explicitn´ı diferencˇn´ı sche´ma
Un+1i − Uni
∆t
+
f(Uni )− f(Uni−1)
∆x
= 0, → Un+1i = Uni −
∆t
∆x
(f(Uni )− f(Uni−1)). (1.8)
T´ımto zp˚usobem mu˚zˇeme konstruovat r˚uzna´ diferencˇn´ı sche´mata. Obecne´ explicitn´ı diferencˇn´ı
sche´ma pak zap´ıˇseme vy´razem
Un+1i = H(U
n
i−1−p, . . . , U
n
i+q). (1.9)
Definice 6. Diferencˇn´ı sche´ma (1.9) nazveme konzervativn´ı, pokud lze zapsat ve tvaru
Un+1i = H(U
n
i−1−p, . . . , U
n
i+q) = U
n
i −
∆t
∆x
(
F (Uni−p, . . . , U
n
i+q)− F (Uni−1−p, . . . , Uni−1+q)
)
. (1.10)
V dalˇs´ım textu budeme pouzˇ´ıvat zkra´cenou notaci
F (Un; i) = F (Uni−p, . . . , U
n
i+q), F (U
n; i− 1) = F (Uni−1−p, . . . , Uni−1+q). (1.11)
Velicˇina´m F (U ; i), F (U ; i − 1) se rˇ´ıka´ numericke´ toky, a to z toho d˚uvodu zˇe jejich fyzika´ln´ı
vy´znam velice cˇasto odpov´ıda´ skutecˇny´m fyzika´ln´ım tok˚um velicˇiny u prˇes neˇjakou hranici.
Na´zev konzervativn´ı vycha´z´ı z na´sleduj´ıc´ı vlastnosti sche´matu. Secˇteme-li libovolny´ch 2K + 1
hodnot diskre´tn´ıho rˇesˇen´ı, dostaneme
K∑
i=−K
Un+1i =
K∑
i=−K
Uni −
∆t
∆x
(F (Un;K)− F (Un;K − 1)) . (1.12)
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Vid´ıme, zˇe pokud budou toky F (U ;K), F (U ;K − 1) na hranic´ıch uvazˇovane´ho intervalu nulove´,
pak
K∑
i=−K
Uni =
K∑
i=−K
U0i , ∀n ∈ N, (1.13)
neboli zˇe celkove´ mnozˇstv´ı velicˇiny Uni , v neˇjake´m izolovane´m intervalu, z˚usta´va´ v cˇase konstantn´ı,
tzn. zachova´va´ se.
Pozn. 1.1. Diferencˇn´ı sche´ma (1.8) je konzervativn´ı.
Definice 7. Konzervativn´ı diferencˇn´ı sche´ma nazveme konzistentn´ı, pokud
F (u, . . . , u) = f(u) (1.14)
a tok F je Lipschitzovsky spojity´
|F (v, w, z, . . .)− f(u)| ≤ K max (|u− v|, |u− w|, |u− z|, . . .) (1.15)
Definice 8. Necht’ u : R→ R, pak definujeme tota´ln´ı variaci funkce u jako
TV (u) = lim sup
ε→0+
∫
R
|u(x+ ε)− u(x)|
ε
dx (1.16)
V prˇ´ıpadeˇ, kdy je funkce u definova´na pouze v diskre´tn´ıch bodech xi = i∆x, i ∈ N , si
tuto funkci prˇedstav´ıme jako pocˇa´stech konstantn´ı funkci, naby´vaj´ıc´ı na kazˇde´m z interval˚u
(xi+ 1
2
, xi− 1
2
] hodnoty u = ui. Pro tota´ln´ı variaci takove´to funkce potom z definice dostaneme
TV (u) = lim sup
ε→0+
∫
R
|u(x+ ε)− u(x)|
ε
dx =
∞∑
i=−∞
|ui+1 − ui|. (1.17)
Nyn´ı se dosta´va´me k velice d˚ulezˇite´ veˇteˇ v teorii diferencˇn´ıch sche´mat
Veˇta 1.1 (Lax-Wendroff). Necht’ Uk(x, t) = {Uni , i ∈ Z, n ∈ N0} je numericka´ aproximace
rˇesˇen´ı spocˇtena´ pomoc´ı konzervativn´ıho a konzistentn´ıho diferencˇn´ıho sche´matu pro s´ıt’ s kroky
∆x, ∆t, kde ∆x,∆t→ 0 pro k →∞. Prˇedpokla´dejme, zˇe TV (U) je stejnomeˇrneˇ omezena´, tj.
∀T > 0, ∃L > 0 : TV (U) < L, ∀t ∈ [0, T ], ∀k ∈ N. (1.18)
Da´le prˇedpokla´dejme, zˇe posloupnost {Uk(x, t)}∞k=1 konverguje k neˇjake´ funkci u = u(x, t) v na´sleduj´ıc´ım
smyslu ∫ T
0
∫
R
|Uk(x, t)− u(x, t)| dxdt→ 0. (1.19)
Potom u(x, t) je slabe´ rˇesˇen´ı pocˇa´tecˇn´ı u´lohy (1.6), (1.7).
D˚ukaz. Nejprve zvol´ıme testovac´ı funkci ϕ(x, t) tak, zˇe ma´ kompaktn´ı nosicˇ v mnozˇineˇ (−∞, T )×
R a tedy ϕ(x, T ) = 0, ∀x ∈ R. Konzervativn´ı diferencˇn´ı sche´ma (1.10) pote´ vyna´sob´ıme hod-
notami testovac´ı funkce ϕ(x, t) v s´ıt’ovy´ch bodech a vznikle´ rovnice secˇteme. Po male´ u´praveˇ
dostaneme
N∑
n=0
∞∑
i=−∞
(
Un+1i − Uni
)
ϕ(xi, t
n) = −∆t
∆x
N∑
n=0
∞∑
i=−∞
ϕ(xi, t
n) (F (Un; i)− F (Un; i− 1)) ,
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kde T = N∆t.
Da´le pouzˇit´ım na´sleduj´ıc´ıch identit
m−1∑
i=0
(ai+1 − ai)bi = ambm − a1b0 −
m∑
i=1
(bi − bi−1)ai,
∞∑
i=−∞
(ai − ai−1)bi =
∞∑
i=−∞
(bi+1 − bi)ai
mu˚zˇeme rovnici prˇepsat do tvaru
−
∞∑
i=−∞
ϕ(xi, t
0)U0i −
N∑
n=1
∞∑
i=−∞
(
ϕ(xi, t
n)− ϕ(xi, tn−1)
)
Uni
− ∆t
∆x
N∑
n=0
∞∑
i=−∞
(ϕ(xi+1, t
n)− ϕ(xi, tn))F (Un; i) = 0.
Po dalˇs´ı u´praveˇ obdrzˇ´ıme
∆t∆x
N∑
n=1
∞∑
i=−∞
[
Uni
ϕ(xi, t
n)− ϕ(xi, tn−1)
∆t
− F (Un; i)ϕ(xi+1, t
n)− ϕ(xi, tn)
∆x
]
−∆x
∞∑
i=−∞
ϕ(xi, t
0)U0i = 0.
S vyuzˇit´ım prˇedpokladu o konvergenci funkce Uk(x, t) k funkci u(x, t) a spojitosti funkce ϕ(x, t)
dostaneme
lim
k→∞
∆t∆x
N∑
n=1
∞∑
i=−∞
Uni
ϕ(xi, t
n)− ϕ(xi, tn−1)
∆t
=
∫ T
0
∫ ∞
−∞
u(x, t)
∂ϕ
∂t
(x, t),
lim
k→∞
∆x
∞∑
i=−∞
ϕ(xi, t
0)U0i =
∫ ∞
−∞
ϕ(x, 0)u(x, 0).
Zby´va´ doka´zat, zˇe
lim
k→∞
∆t∆x
N∑
n=1
∞∑
i=−∞
F (Un; i)
ϕ(xi+1, t
n)− ϕ(xi, tn)
∆x
=
∫ T
0
∫ ∞
−∞
f(u)
∂ϕ
∂x
(x, t).
Aby toto platilo, mus´ı numericky´ tok F splnˇovat
lim
k→∞
∆t∆x
N∑
n=1
∞∑
i=−∞
|F (Un; i)− f(Uni )| = 0. (1.20)
S vyuzˇit´ım konzistence dostaneme
∆t∆x
N∑
n=1
∞∑
i=−∞
|F (Un; i)− f(Uni )| = ∆t∆x
N∑
n=1
∞∑
i=−∞
|F (Un; i)− F (Uni , . . . , Uni )| (1.21)
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a da´le pak d´ıky Lipschitzovske´ spojitosti obdrzˇ´ıme odhad
∆t∆x
N∑
n=1
∞∑
i=−∞
|F (Un; i)− F (Uni , . . . , Uni )| ≤ ∆t∆xK
N∑
n=1
∞∑
i=−∞
max
−p≤k ≤q
|Uni+k − Uni |
≤ ∆t∆xK (p+ q)
N∑
n=1
∞∑
i=−∞
|Uni+1 − Uni | ≤ ∆x TK (p+ q) TV (Un)→ 0, ∀N ∈ N
Uvedena´ veˇta rˇ´ıka´, zˇe pokud dane´ numericke´ rˇesˇen´ı konverguje, pak konverguje k rˇesˇen´ı
slabe´mu. Nerˇ´ıka´ vsˇak nic o podmı´nka´ch konvergence. Teˇmito podmı´nkami se budeme zaby´vat
v dalˇs´ım textu.
Definice 9. Necht’ Uni je numericke´ rˇesˇen´ı vypocˇ´ıtane´ pomoc´ı konzervativn´ıho a konzistentn´ıho
diferencˇn´ıho sche´matu. Potom rˇ´ıka´me, zˇe sche´ma je
• monoto´nn´ı, pokud pro pocˇa´tecˇn´ı data U0i je V 0i , splnˇuj´ıc´ı podmı´nku U0i ≥ V 0i , ∀i ∈ Z plat´ı
Uni ≥ V ni , ∀i ∈ Z, ∀n ∈ N (1.22)
• L1 kontraktivn´ı, pokud pro libovolna´ dveˇ numericka´ rˇesˇen´ı Uni , V ni plat´ı
∞∑
i=−∞
∣∣Un+1i − V n+1i ∣∣ ≤ ∞∑
i=−∞
|Uni − V ni | , ∀n ∈ N0. (1.23)
• TV stabiln´ı, pokud je tota´ln´ı variace TV (Uni ) stejnomeˇrneˇ omezena´, neza´visle na ∆x a ∆t.
• TVD (total variational dimishing), pokud TV (Un+1i ) ≤ TV (Uni ), ∀n ∈ N0.
• monotonii zachova´vaj´ıc´ı, pokud pro monoto´nn´ı pocˇa´tecˇn´ı podmı´nku U0i je Uni monoto´nn´ı
funkce ∀n ∈ N .
Na´sleduj´ıc´ı d˚ulezˇita´ veˇta da´va´ do souvislosti pojmy uvedene´ v prˇedchoz´ı definici
Veˇta 1.2. Pro konzervativn´ı a konzistentn´ı diferencˇn´ı sche´ma plat´ı na´sleduj´ıc´ı implikace.
• Kazˇde´ monoto´nn´ı sche´ma je L1 kontraktivn´ı.
• Kazˇde´ L1 kontraktivn´ı sche´ma je TVD.
• Kazˇde´ TVD sche´ma je monotonii zachova´vaj´ıc´ı.
neboli
monoto´nn´ı sche´ma ⇒ L1 kontraktivn´ı ⇒ TVD ⇒ monotonii zachova´vaj´ıc´ı.
D˚ukaz. L1 kontraktivn´ı ⇒ TVD
Necht’ je diferencˇn´ı sche´ma L1 kontraktivn´ı, tj.
∞∑
i=−∞
∣∣Un+1i − V n+1i ∣∣ ≤ ∞∑
i=−∞
|Uni − V ni | , ∀n ∈ N0. (1.24)
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Specia´ln´ı volbou pocˇa´tecˇn´ı podmı´nky V ni = U
n
i+1 dostaneme
∞∑
i=−∞
∣∣Un+1i+1 − Un+1i ∣∣ ≤ ∞∑
i=−∞
∣∣Uni+1 − Uni ∣∣ ⇒ TV (Un+1i ) ≤ TV (Uni ), ∀n ∈ N0. (1.25)
TVD ⇒ monotonii zachova´vaj´ıc´ı
Necht’ je diferencˇn´ı sche´ma TVD a prˇedpokla´dejme, zˇe pocˇa´tecˇn´ı podmı´nka U0i je monoto´nn´ı.
Dı´ky konecˇne´ tota´ln´ı variaci pocˇa´tecˇn´ı podmı´nky TV (U0i ) existuj´ı limity
lim
i→−∞
U0i = UL, lim
i→∞
U0i = UR (1.26)
a
TV (U0i ) = |UL − UR| . (1.27)
V prˇ´ıpadeˇ, zˇe by Uni nebyla monoto´nn´ı, pak by TV (U
n
i ) > TV (U
0
i ) a to je spor s TVD vlastnost´ı.
Du˚kaz zbyle´ implikace lze nale´zt naprˇ´ıklad v [].
Monotonii lze velice snadno oveˇrˇit pomoc´ı na´sleduj´ıc´ı veˇty
Veˇta 1.3. Sche´ma Un+1i = H(U
n
i−1−p, . . . , U
n
i+q) je monoto´nn´ı pra´veˇ tehdy kdyzˇ je funkce H
neklesaj´ıc´ı funkc´ı vsˇech svy´ch argument˚u, neboli pokud
∂H
∂ui
(u−1−p, . . . , uq) ≥ 0, (−1− p) ≤ i ≤ q. (1.28)
D˚ukaz. Doka´zˇeme pouze implikaci ⇐.
Necht’ Uni ≥ V ni , ∀i ∈ Z a necht’ funkce H je neklesaj´ıc´ı funkc´ı vsˇech svy´ch argument˚u, potom
plat´ı
Un+1i − V n+1i = H(Uni−1−p, . . . , Uni+q)−H(V ni−1−p, . . . , V ni+q)
=
q∑
j=−1−p
∂H
∂uj
(ξj)
(
Uni+j − V ni+j
)
. (1.29)
Protozˇe Uni − V ni ≥ 0, ∀i ∈ Z a ∂H∂uj ≥ 0, dostaneme
Uni − V ni ≥ 0 ⇒ Un+1i ≥ V n+1i . (1.30)
Pokud budeme naprˇ´ıklad uvazˇovat sche´ma (1.8) s tokem f(u) = au, a ∈ R dostaneme
Un+1i = (1− λ)Uni + λUni−1,
kde λ = a∆t∆x .
Je videˇt, zˇe uvedene´ sche´ma bude monoto´nn´ı, pokud 0 ≤ λ ≤ 1.
Pro oveˇrˇen´ı TVD vlastnosti slouzˇ´ı na´sleduj´ıc´ı veˇta.
Veˇta 1.4 (Harten). Trˇ´ıbodove´ diferencˇn´ı sche´ma
Un+1i = U
n
i +Di+ 1
2
(
Uni+1 − Uni
)− Ci− 1
2
(
Uni − Uni−1
)
(1.31)
je TVD jestliˇze koeficienty Ci− 1
2
= Ci− 1
2
(Uni , U
n
i−1) a Di+ 1
2
= Di+ 1
2
(Uni+1, U
n
i ) splnˇuj´ı ∀ i ∈ Z
nerovnosti
Ci− 1
2
> 0, Di+ 1
2
> 0, 0 ≤ Ci+ 1
2
+Di+ 1
2
≤ 1. (1.32)
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D˚ukaz. Odecˇten´ım sche´matu (1.31) aplikovane´ho v bodech i+ 1 a i dostaneme
Un+1i+1 − Un+1i = Uni+1 − Uni +Di+ 3
2
(
Uni+2 − Uni+1
)−Di+ 1
2
(
Uni+1 − Uni
)
−Ci+ 1
2
(
Uni+1 − Uni
)
+ Ci− 1
2
(
Uni − Uni−1
)
.
Po u´praveˇ
Un+1i+1 − Un+1i = (1−Di+ 1
2
− Ci+ 1
2
)
(
Uni+1 − Uni
)
+Di+ 3
2
(
Uni+2 − Uni+1
)
+ Ci− 1
2
(
Uni − Uni−1
)
.
S vyuzˇit´ım vztah˚u (1.32) a s pouzˇit´ım troju´heln´ıkove´ nerovnosti dostaneme∣∣Un+1i+1 − Un+1i ∣∣ ≤ (1−Di+ 1
2
− Ci+ 1
2
)
∣∣Uni+1 − Uni ∣∣+Di+ 3
2
∣∣Uni+2 − Uni+1∣∣+ Ci− 1
2
∣∣Uni − Uni−1∣∣ .
Sumac´ı prˇes vsˇechny uzly i ∈ Z a posunut´ım index˚u u posledn´ıch dvou sum na prave´ straneˇ
ma´me
∞∑
i=−∞
∣∣Un+1i+1 − Un+1i ∣∣ ≤ ∞∑
i=−∞
(1−Di+ 1
2
− Ci+ 1
2
)
∣∣Uni+1 − Uni ∣∣+
+
∞∑
i=−∞
Di+ 1
2
∣∣Uni+1 − Uni ∣∣+ ∞∑
i=−∞
Ci+ 1
2
∣∣Uni+1 − Uni ∣∣ .
S pomoc´ı vztahu (1.32) je zrˇejme´, zˇe
∞∑
i=−∞
∣∣Un+1i+1 − Un+1i ∣∣ = TV (Un+1i ) ≤ TV (Uni ).
Nezˇ prˇejdeme ke dveˇma nejd˚ulezˇiteˇjˇs´ım veˇta´m te´to kapitoly, zavedeme si nejdrˇ´ıve pomocny´
pojem konvergence k mnozˇineˇ slaby´ch rˇesˇen´ı.
Definice 10. Necht’ W je mnozˇina slaby´ch rˇesˇen´ı. Potom definujeme konvergenci posloupnosti
{Uk}∞k=1 k mnozˇineˇ W jako
lim
k→∞
dist(Uk,W) = 0,
kde dist(Uk,W) je nejmensˇ´ı vzda´lenost Uk od vsˇech prvk˚u z W, ve vhodneˇ zvolene´ normeˇ.
Dalˇs´ı dveˇ veˇty uda´vaj´ı postacˇuj´ıc´ı podmı´nky pro to, aby numericke´ rˇesˇen´ı konvergovalo k rˇesˇen´ı
slabe´mu, poprˇ. entropicke´mu.
Veˇta 1.5. Necht’ W je mnozˇina slaby´ch rˇesˇen´ı pocˇa´tecˇn´ı u´lohy (1.6), (1.7). Da´le necht’ u0(x) ∈
L1(R) ma´ omezenou tota´ln´ı variaci. Prˇedpokla´dejme, zˇe Uk(x, t) = {Uni , i ∈ Z, n ∈ N0},
∆x,∆t→ 0 pro k →∞ je numericke´ rˇesˇen´ı vypocˇtene´ pomoc´ı konzervativn´ıho, konzistentn´ıho a
TV-stabiln´ıho diferencˇn´ıho sche´matu, a zˇe je stejnomeˇrneˇ omezene´, tj.
‖Uk‖ ≤M,
kde M je konstanta neza´visla´ na k, tj. na ∆x, ∆t.
Necht’ T > 0. Potom
lim
k→∞
dist(Uk,W) = 0, ∀t ∈ [0, T ].
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D˚ukaz. (sporem)
Bez d˚ukazu uved’me, zˇe mnozˇina K = {u(·, t) ∈ L1 : TV (u(·, t)) ≤ R, supp(u(·, t)) ⊂ [−M,M ],
∀t ∈ [0, T ]} je kompaktn´ı v L1. Necht’ {Uk}∞k=1 je takova´ posloupnost numericky´ch rˇesˇen´ı, pro
kterou limk→∞ dist(Uk,W) 6= 0. Pak ale mus´ı existovat N0 ∈ N takove´,
zˇe limk→∞ dist(Uk,W) > ε, ε > 0. Protozˇe ale {Uk}∞k=1 ∈ K je kompaktn´ı mnozˇina, mus´ı existovat
konvergentn´ı podposloupnost {Ukp}∞p=1. Z Wendrofovy veˇty potom pro posloupnost {Ukp}∞p=1
plyne limp→∞ dist(Ukp ,W) = 0, cozˇ je spor s limk→∞ dist(Uk,W) > ε.
Tato veˇta automaticky plat´ı i pro TVD sche´mata, jelikozˇ plat´ı TV D ⇒ TV − stabilita.
Veˇta 1.6. Necht’ u0(x) ∈ L1(R) ma´ omezenou tota´ln´ı variaci. Da´le necht’ Uni je numericke´
rˇesˇen´ı spocˇtene´ pomoc´ı konzervativn´ıho a konzistentn´ıho a monoto´nn´ıho diferencˇn´ıho sche´matu.
Pak toto rˇesˇen´ı konverguje pro ∆x, ∆t → 0 k entropicke´mu rˇesˇen´ı u´lohy (1.6), (1.7).
Dı´ky posledn´ı veˇteˇ v´ıme, zˇe mu˚zˇeme zkonstruovat sche´ma, ktere´ konverguje k entropicke´mu
rˇesˇen´ı. Bohuzˇel pro takove´to sche´ma existuje jiste´ omezen´ı zna´me´ jako Godunova veˇta. Prˇed
vlastn´ı veˇtou si jesˇteˇ uved’me d˚ulezˇite´ pojmy konzistence a rˇa´du prˇesnosti numericke´ho sche´matu.
Prˇedpokla´dejme, zˇe u(x, t) je prˇesne´ rˇesˇen´ı linea´rn´ı rovnice (1.6) a uni jsou jeho hodnoty v dis-
kretizacˇn´ıch bodech. Dosad´ıme-li toto rˇesˇen´ı do prˇedpisu diferencˇn´ıho sche´matu (1.9) dostaneme
un+1i = H(u
n
i−1−p, . . . , u
n
i+q) + ∆td
n
i ,
kde dni je loka´ln´ı diskretizacˇn´ı chyba. Pokud plat´ı
lim
∆x,∆t→0
dni = 0,
pak rˇ´ıka´me, zˇe sche´ma (1.9) je konzistentn´ı aproximace linea´rn´ı rovnice (1.6).
Pokud je
dni = O(∆t
p,∆xq),
pak rˇ´ıka´me, zˇe sche´ma je p-te´ho rˇa´du prˇesnosti v prostoru a q-te´ho rˇa´du prˇesnosti v cˇasu.
Veˇta 1.7 (Godunov). Linea´rn´ı monoto´nn´ı numericke´ sche´ma urcˇene´ pro rˇesˇen´ı pocˇa´tecˇn´ı u´lohy
(1.6), (1.7) je maxima´lneˇ prvn´ıho rˇa´du prˇesnosti.
Uvedena´ veˇta rˇ´ıka´, zˇe neexistuje linea´rn´ı monoto´nn´ı diferencˇn´ı sche´ma vysˇsˇ´ıho rˇa´du prˇesnosti
nezˇ prvn´ıho (v cˇasu i v prostoru). V dalˇs´ım textu se tedy budeme zaby´vat konstrukc´ı nelinea´rn´ıch
sche´mat. Prˇed t´ım si ale jesˇteˇ pro u´plnost uved’me jaka´ je situace ve specia´ln´ım prˇ´ıpadeˇ, kdy je
rovnice (1.6) linea´rn´ı, tj. f(u) = au, a ∈ R. V tomto prˇ´ıpadeˇ je situace mnohem jednodusˇsˇ´ı a
konvergence je zarucˇena na´sleduj´ıc´ı Laxovou veˇtou.
Veˇta 1.8. Neˇcht’ Uni je numericke´ rˇesˇen´ı korektn´ı linea´rn´ı pocˇa´tecˇn´ı u´lohy (1.6), (1.7) spocˇtene´
pomoc´ı konzistentn´ıho numericke´ho sche´matu. Potom je toto rˇesˇen´ı konvergentn´ı k prˇesne´mu
rˇesˇen´ı pra´veˇ tehdy kdyzˇ je stabiln´ı.
Stabilitou se zde rozumı´, zˇe globa´ln´ı diskretizacˇn´ı chyba eni definovana´ jako
eni = |Uni − uni |
je omezena´ v cˇase. To bude v linea´rn´ım prˇ´ıpadeˇ splnˇeno, pokud
max
i
|en+1i | ≤ maxi |H(e
n
i−1−p, . . . , e
n
i+q)| ≤ max
i
|eni |.
19
Odecˇten´ım prˇiblizˇne´ho a prˇesne´ho rˇesˇen´ı totizˇ dostaneme
en+1i = U
n+1
i − un+1i = H(Uni−1−p, . . . , Uni+q)−H(uni−1−p, . . . , uni+q) + ∆tdni
= H(Uni−1−p − uni−1−p, . . . , Uni+q − uni+q) + ∆tdni
= H(eni−1−p, . . . , e
n
i+q) + ∆td
n
i .
Da´le obeˇ strany rovnice znormujeme a d´ıky stabiliteˇ obdrzˇ´ıme
max
i
∣∣en+1i ∣∣ ≤ maxi |eni |+ maxi |dni | ≤ maxi ∣∣e0i ∣∣+ ∆t
n∑
m=1
max
i
|dmi | ≤ n∆t max
1≤m≤n
max
i
|dmi | .
Zde jsme prˇedpokla´daly, zˇe chyba v pocˇa´tecˇn´ı podmı´nce e0i je nulova´. Oznacˇme T = n∆t Dı´ky
konzistenci nyn´ı dostaneme
lim
∆x,∆t→0
max
i
|eni | = lim
∆x,∆t→0
T max
1≤m≤n
max
i
|dmi | = lim
∆x,∆t→0
TO(∆tp,∆xq) = 0. (1.33)
Pro veˇtsˇ´ı prˇehlednost jsou jednotlive´ souvislosti mezi uvedeny´mi pojmy zna´zorneˇny na obr.
1.1.
Obr. 1.1: Graficke´ zna´zorneˇn´ı vza´jemny´ch souvislost´ı mezi jednotlivy´mi pojmy. Sˇipky prˇedstavuj´ı
implikace.
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1.3 Nelinea´rn´ı sche´mata vysˇsˇ´ıho rˇa´du prˇesnosti
Numericke´ simulace ukazuj´ı, zˇe sche´mata prvn´ıho rˇa´du prˇesnosti v sobeˇ obsahuj´ı prˇ´ıliˇs mnoho
umeˇle´ vazkosti a jsou tedy pro prakticke´ vy´pocˇty nevhodna´. V tomto odstavci se tedy budeme
zabyvat konstrukc´ı nelinea´rneˇ stabiln´ıch sche´mat vysˇsˇ´ıho rˇa´du prˇesnosti. V soucˇastne´ dobeˇ exis-
tuj´ı 3 zp˚usoby metody konecˇny´ch diferenc´ı jak takove´to sche´ma zkonstruovat. Prvn´ı skupinou
jsou TVD sche´mata zavedena´ Hartenem [29]. Princip teˇchto sche´mat je na´sleduj´ıc´ı. Uvazˇujme
konzervativn´ı a konzistentn´ı trˇ´ıbodove´ diferencˇn´ı sche´ma
Un+1i = U
n
i −
∆t
∆x
(
F (Uni , U
n
i+1)− F (Uni−1, Uni )
)
, (1.34)
kde numericky´ tok je definovan na´sledovneˇ
F (Uni , U
n
i+1) = F
1(Uni , U
n
i+1)− φ(ri)(F 1(Uni , Uni+1)− F 2(Uni , Uni+1)). (1.35)
F 1(Uni , U
n
i+1) = f(U
n
i+ 1
2
) + O(∆x) je tok prvn´ıho rˇa´du prˇesnosti a F 2(Uni , U
n
i+1) = f(U
n
i+ 1
2
) +
O(∆x2) je tok druhe´ho rˇa´du prˇesnosti (nebo vysˇsˇ´ıho). Pro φ = 0 je sche´ma monoto´nn´ı a pouze
prvn´ıho rˇa´du prˇesnosti. Na druhou stranu je vsˇak nelinea´rneˇ stabiln´ı a konvergentn´ı. Pro φ = 1
je sche´ma sice druhe´ho rˇa´du prˇesnosti, avsˇak nen´ı nelinea´rneˇ stabiln´ı (nema´ ani TVD vlastnost).
Mysˇlenkou TVD sche´mat je tedy vhodneˇ zkombinovat toky prvn´ıho a druhe´ho rˇa´du prˇesnosti
tak, aby vy´sledne´ sche´ma meˇlo TVD vlastnost. Vznikle´ sche´ma bude druhe´ho rˇa´du prˇesnosti
v mı´stech, kde rˇesˇen´ı bude dostatecˇneˇ hladke´ a naopak v mı´steˇ nespojitost´ı se prˇesnost redukuje
pouze na prvn´ı rˇa´d. Kl´ıcˇova´ je funkce tzv. limiteru (flux limiter) φ definovane´ho jako funkce
pod´ılu po sobeˇ jdouc´ıch diferenc´ı
ri =
Uni − Uni−1
Uni+1 − Uni
. (1.36)
Jako prˇ´ıklad uved’me neˇktere´ limitery
φ(r)mm = max(0,min(1, r)), (minmod)
φ(r)hq =
2(r + |r|)
r + 3
, (HQUICK)
φ(r)va =
r2 + r
r2 + 1
. (vanAlbada)
Druhou mozˇnost´ı je prˇ´ıstup vyvinuty´ pomoc´ı metody konecˇny´ch objemu˚. Budeme uvazˇovat pouze
tok prvn´ıho rˇa´du prˇesnosti a hodnoty numericke´ho rˇesˇen´ı spocˇ´ıta´me podle sche´matu
Un+1i = U
n
i −
∆t
∆x
(
F (UL
i+ 1
2
, UR
i+ 1
2
)− F (UL
i− 1
2
, UR
i− 1
2
)
)
, (1.37)
kde UL
i+ 1
2
, UR
i+ 1
2
, UL
i− 1
2
, UR
i− 1
2
jsou rekonstruovane´ hodnoty rˇesˇen´ı v bodech xi+ 1
2
= xi+1+xi2 . K te´to
rekonstrukci lze prˇistupovat v´ıce zp˚usoby. Jedn´ım je ENO (Essentially Non Oscillatory) [30],
poprˇ. WENO rekonstrukce [39], kde hodnoty rˇesˇen´ı rekonstruujeme pomoc´ı polynomu dane´ho
rˇa´du. Pro konstrukci takove´ho polynomu vzˇdy existuje v´ıce mozˇny´ch sˇablon. ENO sche´ma vzˇdy
vyb´ıra´ takovou sˇablonu, ktera´ ma´ nejmensˇ´ı tota´ln´ı variaci. Dı´ky tomu je vznikle´ sche´ma TV-
stabiln´ı.
Dalˇs´ı mozˇnost´ı je MUSCL(Monotone Upstream-centered Schemes for Conservation Laws)
linea´rn´ı rekonstrukce [54]. V tomto prˇ´ıpadeˇ se rekonstruovane´ hodnoty pocˇ´ıtaj´ı podle vztah˚u
UL
i+ 1
2
= Uni +
1
2
φ(ri)(U
n
i+1 − Uni ),
UR
i+ 1
2
= Uni+1 −
1
2
φ(ri+1)(U
n
i+2 − Uni+1), (1.38)
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kde funkce limiteru φ a hodnota r jsou definovane´ stejneˇ jako v prˇ´ıpadeˇ TVD sche´mat. MUSCL
rekonstrukci lze zadefinovat jesˇteˇ jedn´ım ekvivalentn´ım zp˚usobem
UL
i+ 1
2
= Uni + minmod(σu, σd)
∆x
2
,
UR
i− 1
2
= Uni −minmod(σu, σd)
∆x
2
,
kde σu =
Uni −Uni−1
∆x , σd =
Uni+1−Uni
∆x jsou diferencˇn´ı pod´ıly aproximuj´ıc´ı prvn´ı derivaci. Funkce
minmod je v tomto prˇ´ıpadeˇ definovana´ na´sledovneˇ
minmod(a, b) =

a, pokud |a| < |b|, ab > 0
b, pokud |a| > |b|, ab > 0
0, pokud ab < 0.
(1.39)
Je videˇt, zˇe tato funkce vrac´ı mensˇ´ı hodnotu aproximace gradientu v prˇ´ıpadeˇ kdy ab > 0, a
nulu pokud ab < 0. Dı´ky tomu je prˇi rekonstrukci dosazˇeno toho, zˇe u rekonstruovane´ho rˇesˇen´ı
nedocha´z´ı ke zveˇtsˇen´ı tota´ln´ı variace (nemu˚zˇe doj´ıt ke vzniku nove´ho extre´mu) a tedy vy´sledne´
sche´ma bude TVD. Na druhou stranu jsou ale hodnoty numericke´ho toku pocˇ´ıtane´ ze zrekonstru-
ovany´ch hodnot druhe´ho rˇa´du prˇesnosti, a tedy i vy´sledne´ sche´ma bude forma´lneˇ druhe´ho rˇa´du
prˇesnosti.
1.4 Metoda konecˇny´ch objemu˚
Metoda konecˇny´ch objemu˚ (finite volume method - FVM) je velice vhodna´ pro rˇesˇen´ı nelinea´rn´ıch
hyperbolicky´ch PDR. Jej´ı princip spocˇ´ıva´ v aproximaci integra´ln´ıch identit rovnice (1.6), ktere´
dosta´va´me prˇi formulaci za´kladn´ıch fyzika´ln´ıch za´kon˚u v integra´ln´ım tvaru. Odvozen´ı MKO je
na´sleduj´ıc´ı. Nejdrˇ´ıve rozdeˇl´ıme vy´pocˇtovou oblast Ω = R na K podinterval˚u Ii = [xi+ 1
2
, xi− 1
2
]
(kontroln´ıch objemu˚) tak, aby byly splneˇny na´sleduj´ıc´ı podmı´nky
• Ii ∩ Ij = ∅ nebo Ii, Ij maj´ı spolecˇny´ pra´veˇ jeden bod, i 6= j,
• ⋃i Ii = Ω.
Rovnici (1.6) pote´ zintegrujme prˇes interval Ii a dostaneme∫ x
i+ 12
x
i− 12
∂u
∂t
dx+
∫ x
i+ 12
x
i− 12
∂f(u)
∂x
dx = 0. (1.40)
U prvn´ıho integra´lu zameˇn´ıme porˇad´ı integrace a derivace, a na druhy´ integra´l pak aplikujeme
integraci per partes, tedy
∂
∂t
∫ x
i+ 12
x
i− 12
u(x, t)dx+ f(u(xi+ 1
2
, t)− f(u(xi− 1
2
, t)) = 0. (1.41)
Da´le zavedeme integra´ln´ı pr˚umeˇr funkce u(x, t) na intervalu Ii jako
U¯i =
∫ xi+ 12
x
i− 12
u(x, t)dx
xi+ 1
2
− xi− 1
2
=
1
∆xi
∫ x
i+ 12
x
i− 12
u(x, t)dx, (1.42)
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kde ∆xi = xi+ 1
2
− xi− 1
2
.
Dosazen´ım do rovnice (1.40) a proveden´ım neˇkolika u´prav, dostaneme na´sleduj´ıc´ı rovnici v tzv.
semidiskre´tn´ım tvaru
∂U¯i
∂t
= − 1
∆xi
(
f(u(xi+ 1
2
, t))− f(u(xi− 1
2
, t))
)
. (1.43)
K aproximaci cˇasove´ derivace je mozˇne´ pouzˇ´ıt libovolnou metodu urcˇenou pro rˇesˇen´ı soustav
ODR, naprˇ. Rungeovu-Kuttovu metodu, atp.
Pro jednoduchost budeme da´le cˇasovou derivaci ∂U¯i∂t v rovnici (1.43) aproximovat doprˇednou
diferencˇn´ı formul´ı prvn´ıho rˇa´du prˇesnosti v cˇase, stejneˇ jako v prˇ´ıpadeˇ metody konecˇny´ch dife-
renc´ı. Po jednoduchy´ch u´prava´ch dostaneme
U¯n+1i = U¯
n
i −
∆t
∆xi
(
f(u(xn
i+ 1
2
, n∆t))− f(u(xn
i− 1
2
, n∆t))
)
. (1.44)
U metody konecˇny´ch objemu˚ je kl´ıcˇovy´ zp˚usob aproximace toku f na hranici intervalu Ii.
Hodnoty u(xn
i+ 1
2
, n∆t) a u(xn
i− 1
2
, n∆t) prˇedstavuj´ıc´ı prˇesne´ rˇesˇen´ı v bodech hranice xi+ 1
2
a xi− 1
2
,
v cˇase n∆t samozrˇejmeˇ nezna´me. Proto mus´ıme tok f aproximovat pomoc´ı tzv. numericke´ho
toku F , vypocˇtene´ho z hodnot U¯ni , i ∈ Z. Prˇesneˇji
f(u(xn
i+ 1
2
, n∆t)) ≈ F (U¯ni+1, U¯ni ), (1.45)
f(u(xn
i− 1
2
, n∆t)) ≈ F (U¯ni , U¯ni−1).
Dosazen´ım (1.45) do rovnice (1.44) dostaneme za´kladn´ı explicitn´ı sche´ma metody konecˇny´ch
objemu˚
U¯n+1i = U¯
n
i −
∆t
∆xi
(
F (U¯ni+1, U¯
n
i )− F (U¯ni , U¯ni−1))
)
. (1.46)
Vid´ıme, zˇe toto sche´ma je forma´lneˇ stejne´ jako sche´ma odvozene´ pomoc´ı metody konecˇny´ch
diferenc´ı. Vsˇechny veˇty uvedene´ v prˇedchoz´ım textu pro metodu konecˇny´ch diferenc´ı lze tedy
aplikovat i na metodu konecˇny´ch objemu˚.
Zp˚usob aproximace toku f je i dnes prˇedmeˇtem usilovne´ho matematicke´ho ba´da´n´ı. Bylo jizˇ
publikova´no mnoho veˇdecky´ch prac´ı, zaby´vaj´ıc´ıch se touto ota´zkou.
Nejjednodusˇsˇ´ım zp˚usobem je tok f aproximovat pomoc´ı numericke´ho toku F vyjadrˇuj´ıc´ıho arit-
meticky´ pr˚umeˇr
f(u(xn
i+ 1
2
, n∆t)) ≈ F (U¯ni+1, U¯ni ) =
f(U¯ni+1) + f(U¯
n
i )
2
. (1.47)
Dosazen´ım (1.47) do (1.46) dostaneme sche´ma
U¯n+1i = U¯
n
i −
∆t
2∆xi
(
f(U¯ni+1)− f(U¯ni−1)
)
. (1.48)
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Da´ se jednodusˇe doka´zat, zˇe sche´ma (1.48) je prvn´ıho rˇa´du prˇesnosti v cˇase a druhe´ho rˇa´du
prˇesnosti v prostoru. Jak jizˇ vsˇak v´ıme z prˇedchoz´ıho textu, toto sche´ma nen´ı nelinea´rneˇ sta-
biln´ı. Jiny´ d˚ulezˇity´ zp˚usob aproximace numericke´ho toku pocha´z´ı od S. K. Godunova (1957).
Sche´mat˚um z te´to trˇ´ıdy se rˇ´ıka´ sche´mata Godunova typu nebo take´ flux difference splitting
sche´mata. Tento typ sche´mat dnes tvorˇ´ı za´klad numericke´ho modelova´n´ı syste´mu˚ nelinea´rn´ıch
hyperbolicky´ch PDR pomoc´ı MKO. Nezˇ prˇistoup´ıme k vlastn´ımu odvozen´ı sche´mat Godunova
typu, zaby´vejme se nejdrˇ´ıve tzv. Riemannovy´m proble´mem.
Riemannovy´m proble´mem se v teorii hyperbolicky´ch PDR rozumı´ hleda´n´ı slabe´ho rˇesˇen´ı rov-
nice (1.6) pro skokove´ pocˇa´tecˇn´ı podmı´nky ve tvaru
u0(x) =
{
uL, x ≤ 0
uR, x > 0
. (1.49)
Pro jednoduchost budeme v na´sleduj´ıc´ım textu prˇedpokla´dat, zˇe f : R→ R je konvexn´ı funkce.
Du˚lezˇitou vlastnost´ı rovnice (1.6) je jej´ı invariance v˚ucˇi transformaci (x, t) → (εx, εt). Volbou
ε = 1t dostaneme u(x, t) = u(εx, εt) = u(x/t, 1) = w(x/t) = w(ξ), neboli rˇesˇen´ı u(x, t) je kon-
stantn´ı pode´l paprsk˚u ξ = x/t. Dosazen´ım w(ξ) do rovnice (1.6) obdrzˇ´ıme
dw
dξ
∂ξ
∂t
+
df(w)
dw
dw
dξ
∂ξ
∂x
=
dw
dξ
(
− x
t2
)
+
df(w)
dw
dw
dξ
1
t
= 0 ⇒
(
df(w)
dw
− ξ
)
dw
dξ
= 0. (1.50)
Rovnice (1.50) ma´ dveˇ rˇesˇen´ı
df(w)
dw
= ξ,
dw
dξ
= 0. (1.51)
Druhy´ tvar rˇesˇen´ı prˇedstavuje konstantn´ı funkci w(ξ) v sourˇadnici x prˇi pevne´m t. Da´le se veˇnujme
prvn´ımu tvaru rˇesˇen´ı. Z prˇedpokla´du o konvexnosti funkce f v´ıme, zˇe jej´ı derivace f ′
(
= dwdξ
)
je
monoto´nn´ı (rostouc´ı) a tedy k n´ı existuje jej´ı inverze (f ′)−1. Rˇesˇen´ı rovnice (1.6) s pocˇa´tecˇn´ımi
podmı´nkami (1.49) tedy mu˚zˇeme podle (1.51) psa´t jako
u(x, t) = w(x/t) = (f ′)−1(x/t). (1.52)
Rozliˇsme nyn´ı na´sleduj´ıc´ı dva prˇ´ıpady
1) uL < uR
V tomto prˇ´ıpadeˇ je f ′(uL) < f ′(uR) (vzhledem k monotonii funkce f ′) a rˇesˇen´ı ma´ tvar vlny
zrˇedeˇn´ı
u(x, t) =

uL, x ≤ f ′(uL)t
(f ′)−1(x/t), f ′(uL)t ≤ x ≤ f ′(uR)t
uR, x ≥ f ′(uR)t
(1.53)
2) uL > uR
V tomto prˇ´ıpadeˇ ma´ rˇesˇen´ı charakter ra´zove´ vlny sˇ´ıˇr´ıc´ı se rychlost´ı s = f(uR)−f(uL)uR−uL (Rankinova-
Hugoniotova podmı´nka)
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Obr. 1.2: Rˇesˇen´ı Riemannova proble´mu ve tvaru vlny zrˇedeˇn´ı.
u(x, t) =
{
uL, x ≤ st
uR, x ≥ st (1.54)
Obr. 1.3: Rˇesˇen´ı Riemannova proble´mu ve tvaru ra´zove´ vlny.
Pozn. Uvedene´ rˇesˇen´ı Riemannova proble´mu je slabe´ rˇesˇen´ı. To znamena´, zˇe toto rˇesˇen´ı rˇesˇ´ı rov-
nici (1.6) ve smyslu distribuc´ı.
Nyn´ı mu˚zˇeme prˇistoupit k odvozen´ı sche´matu Godunova typu. Vyjdeˇme opeˇt z rovnice (1.6),
kterou nyn´ı zintegrujeme prˇes cˇasovou i prostorovou promeˇnnou
∫ tn+1
tn
∫ x
i+ 12
x
i− 12
∂u
∂t
dxdt+
∫ tn+1
tn
∫ x
i+ 12
x
i− 12
∂f(u)
∂x
dxdt = 0. (1.55)
U prvn´ıho cˇlenu zameˇn´ıme porˇad´ı integrace a vyuzˇijeme definice integra´ln´ıho pr˚umeˇru (1.42).
U druhe´ho cˇlenu pouzˇijeme integraci per partes. Dostaneme
U¯n+1i = U¯
n
i −
1
∆xi
(∫ tn+1
tn
f(un
i+ 1
2
)dt−
∫ tn+1
tn
f(un
i− 1
2
)dt
)
. (1.56)
Nyn´ı je trˇeba vypocˇ´ıtat cˇasove´ integra´ly z toku f prˇes hranice intervalu Ii. Godunov prˇiˇsel
s mysˇlenkou vz´ıt za hodnoty un
i+ 1
2
, resp. un
i− 1
2
rˇesˇen´ı Riemannova proble´mu s pocˇa´tecˇn´ı podmı´nkou
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uL = U¯
n
i , uR = U¯
n
i+1, resp. uL = U
n
i−1, uR = U
n
i . Vzhledem k tomu, zˇe hodnota rˇesˇen´ı u
Riem
i+ 1
2
,
poprˇ. uRiem
i− 1
2
je konstantn´ı pode´l paprsk˚u ξ = x/t dosta´va´me pro integra´ly na´sleduj´ıc´ı vyja´drˇen´ı
∫ tn+1
tn
f(un
i+ 1
2
)dt = ∆tf(uRiem
i+ 1
2
),
∫ tn+1
tn
f(un
i− 1
2
)dt = ∆tf(uRiem
i− 1
2
). (1.57)
Pozn. Prˇi rˇesˇen´ı Riemannova proble´mu prˇedpokla´da´me, zˇe nespojitost v pocˇa´tecˇn´ı podmı´nce se
v cˇase t = 0 nacha´z´ı na sourˇadnici x = 0. Pokud potrˇebujeme rˇesˇit Riemann˚uv proble´m v obecne´m
bodeˇ naprˇ. xi+ 1
2
, provedeme na´sleduj´ıc´ı transformaci xˆ = x−xi+ 1
2
, pomoc´ı ktere´ nespojitost po-
suneme do pocˇa´tku sourˇadne´ho syste´mu, urcˇene´ho neza´visle promeˇnnou xˆ. Nen´ı teˇzˇke´ uka´zat, zˇe
rovnice (1.6) je v˚ucˇi te´to transformaci invariantn´ı. U Godunovovy metody se zaj´ıma´me prˇedevsˇ´ım
o hodnoty rˇesˇen´ı na paprsku ξ = 0/t = 0, protozˇe tento paprsek koresponduje s hranicemi inter-
val˚u Ii. Podle (1.51) v´ıme, zˇe rˇesˇen´ı u
Riem(x, t) je na dane´m paprsku konstantn´ı a tedy uvedene´
rovnosti v (1.57) jsou korektn´ı.
Dosazen´ım do rovnice (1.56) dostaneme za´kladn´ı sche´ma Godunova typu
Un+1i = U
n
i −
∆t
hi
(
f(uRiem
i+ 1
2
)− f(uRiem
i− 1
2
)
)
. (1.58)
Nyn´ı si uka´zˇeme, jak vypada´ Godunovo sche´ma na prˇ´ıkladeˇ skala´rn´ı linea´rn´ı hyperbolicke´ PDR
∂u
∂t
+ a
∂u
∂x
= 0, u = u(x, t), [x, t] ∈ R× [0, T ], a > 0, (1.59)
s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x).
Poznamenejme, zˇe v tomto prˇ´ıpadeˇ pro funkci toku plat´ı f(u) = au.
Ze za´kladn´ı teorie hyperbolicky´ch PDR v´ıme, zˇe rˇesˇen´ım te´to rovnice je
u(x, t) = u0(x− at). (1.60)
Ze vztah˚u (1.53), (1.54) vyply´va´ zˇe obecne´ rˇesˇen´ı Riemannova proble´mu je v tomto jednoduche´m
a specia´ln´ım prˇ´ıpadeˇ tvorˇeno pouze jeden´ım typem rˇesˇen´ı, a to nespojitost´ı sˇ´ıˇr´ıc´ı se rychlost´ı s
s =
f(uR)− f(uL)
uR − uL = a. (1.61)
Dosta´va´me tedy
u(x, t) =
{
uL, x ≤ at
uR, x ≥ at (1.62)
Dosazen´ım do (1.58) z´ıska´me
U¯n+1i = U¯
n
i −
a∆t
∆xi
(
U¯ni − U¯ni−1
)
. (1.63)
Toto sche´ma se nazy´va´ upwind sche´ma. Mu˚zˇeme ho odvodit i pomoc´ı metody konecˇny´ch di-
ferenc´ı, aproximujeme-li prostorovou i cˇasovou derivaci pomoc´ı zpeˇtny´ch diferencˇn´ıch formul´ı
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prvn´ıho rˇa´du presnosti. O sche´matech Godunova typu se neˇkdy v te´to souvislosti rˇ´ıka´, zˇe jsou
zobecneˇn´ım upwind sche´mat.
Prˇi porovna´n´ı s prˇedchoz´ım textem zjist´ıme, zˇe uvedene´ za´kladn´ı sche´ma metody konecˇny´ch
objemu˚ je pouze prvn´ıho rˇa´du prˇesnosti. Stejny´m zp˚usobem jako u diferencˇn´ıch sche´mat vsˇak
mu˚zˇeme naprˇ´ıklad pouzˇit´ım MUSCL rekonstrukce zkonstruovat nelinea´rneˇ stabiln´ı sche´ma vysˇsˇ´ıho
rˇa´du prˇesnosti. Obecneˇ vsˇak plat´ı, zˇe konstrukce sche´matu rˇa´du veˇtsˇ´ıho nezˇ 2 je technicky velice
komplikovane´, zejme´na pro syste´my rovnic ve v´ıce dimenz´ıch. Z tohoto d˚uvodu si zde jesˇteˇ uve-
deme trˇet´ı metodu zna´mou jako nespojita´ Galerkinova metoda (Discontinuous Galerkin Finite
Element Method - DGFEM), ktera´ v sobeˇ vhodneˇ kombinuje tradicˇn´ı metodu konecˇny´ch prvk˚u
s metodou konecˇny´ch objemu˚.
1.5 Nespojita´ Galerkinova metoda konecˇny´ch prvk˚u
Nespojita´ Galerkinova metoda konecˇny´ch prvk˚u (discontinuous Galerkin finite element method
- DGFEM) zacˇ´ına´ by´t sta´le popula´rneˇjˇs´ı v oblasti numericke´ho rˇesˇen´ı hyperbolicky´ch PDR. Jej´ı
princip vycha´z´ı stejneˇ jako v prˇ´ıpadeˇ klasicke´ metody konecˇny´ch prvk˚u (MKP) z aproximace
slabe´ho rˇesˇen´ı rovnice (1.6). Rozd´ılem oproti klasicke´ MKP je volba nespojity´ch ba´zovy´ch funkc´ı.
Uvazˇujme vy´pocˇtovou oblast Ω = [a, b], kterou pokryjeme K ekvidistantn´ımi kontroln´ımi objemy
Ik, k = 1, 2, . . .K, Ik = [xk− 1
2
, xk+ 1
2
], x 1
2
= a, xK+ 1
2
= b. Da´le uvazˇujme na´sleduj´ıc´ı prostor funkc´ı
Sh = {v ∈ L2(Ω); v|Ik ∈ P q(Ik), k = 1, 2 . . .K}, (1.64)
kde P q(Ik), q ≥ 0 je mnozˇina vsˇech polynomu˚ stupneˇ nejvy´sˇe q nenulovy´ch na intervalu Ik a
|Ik| < h.
Nyn´ı se budeme zaby´vat vlastn´ı diskretizac´ı. Rovnici (1.6) vyna´sob´ıme libovolnou testovac´ı funkc´ı
vh ∈ Sh a zintegrujeme prˇes interval Ik.∫ x
k+ 12
x
k− 12
∂u
∂t
vhdx+
∫ x
k+ 12
x
k− 12
∂f(u)
∂x
vhdx = 0. (1.65)
Aplikac´ı integrace perpartes na druhy´ z integra´l˚u dostaneme∫ x
k+ 12
x
k− 12
∂u
∂t
vhdx+ f(uk+ 1
2
)v−
h k+ 1
2
− f(uk− 1
2
)v+
h k− 1
2
−
∫ x
k+ 12
x
k− 12
f(u)
dvh
dx
dx = 0, (1.66)
kde v−
h k+ 1
2
= limx→x−
k+ 12
vh(x), v
+
h k− 1
2
= limx→x+
k− 12
vh(x) a uk+ 1
2
= uk+ 1
2
(xk+ 1
2
, t), uk− 1
2
=
uk− 1
2
(xk− 1
2
, t).
Rˇesˇen´ı u(x, t) budeme hledat na prostoru Sh × [0, T ], tedy
uh(x, t) =
K⊕
k=1
(
M∑
i=1
uh,k(t)ϕ
k
i (x)
)
, (1.67)
kde M je zvoleny´ pocˇet ba´zovy´ch funkc´ı. Kl´ıcˇovou vlastnost´ı nespojite´ galerkinovy metody
je aproximace hodnoty toku f na steˇna´ch kontroln´ıho objemu, kterou provedeme stejneˇ jako
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v prˇ´ıpadeˇ metody konecˇny´ch objemu˚, tj.
f(uh,k+ 1
2
) ≈ f∗(u+
h,k+ 1
2
, u−
h,k+ 1
2
), (1.68)
f(uh,k− 1
2
) ≈ f∗(u+
h,k− 1
2
, u−
h,k− 1
2
).
Po dosazen´ı (1.68) do (1.90) ma´me∫ x
k+ 12
x
k− 12
∂uh
∂t
vhdx+f
∗(u+
h,k+ 1
2
, u−
h,k+ 1
2
)v−
h,k+ 1
2
−f∗(u+
h,k− 1
2
, u−
h,k− 1
2
)v+
h,k− 1
2
−
∫ x
k+ 12
x
k− 12
f(uh)
dvh
dx
dx = 0.
(1.69)
Nyn´ı vznikle´ identity secˇteme prˇes vsˇechny kontroln´ı objemy
K∑
k=1
∫ x
k+ 12
x
k− 12
∂uh
∂t
vhdx−
K∑
k=1
∫ x
k+ 12
x
k− 12
f(uh)
dvh
dx
dx+
+
K∑
k=1
f∗(u+
h,k+ 1
2
, u−
h,k+ 1
2
)
[
vh,k+ 1
2
]
+ f b(uh(b))vh(b)− f b(uh(a))vh(a) = 0, (1.70)
kde
[
vh,k+ 1
2
]
= v−
h,k+ 1
2
− v+
h,k+ 1
2
je skok v testovac´ı funkci, f b je tok definovany´ na hranici pomoc´ı
okrajovy´ch podmı´nek. Zaveden´ım na´sleduj´ıc´ıch forem
a(uh, vh) =
K∑
k=1
∫ x
k+ 12
x
k− 12
∂uh
∂t
vhdx,
b(uh, vh) = −
K∑
k=1
∫ x
k+ 12
x
k− 12
f(uh)
dvh
dx
dx+
K∑
k=1
f∗(u+
h,k+ 1
2
, u−
h,k+ 1
2
)
[
vh,k+ 1
2
]
+
+f b(uh(b))vh(b)− f b(uh(a))vh(a), (1.71)
mu˚zˇeme definovat rˇesˇen´ı diskre´tn´ı slabe´ formulace pocˇa´tecˇn´ı u´lohy (1.1), (1.2) jako funkci uh ∈
Sh × [0, T ] splnˇuj´ıc´ı integra´ln´ı identitu
a(uh, vh) + b(uh, vh) = 0, ∀vh ∈ Sh, ∀t ∈ [0, T ]. (1.72)
1.5.1 Matematicke´ vlastnosti nespojite´ galerkinovy metody konecˇny´ch prvk˚u
Vyjdeˇme z definice slabe´ho rˇesˇen´ı (1.72), (1.73). Zvolen´ım specia´ln´ı testovac´ı funkce vh = 1
okamzˇiteˇ dostaneme
K∑
k=1
∫ x
k+ 12
x
k− 12
∂uh
∂t
dx =
∫ b
a
∂uh
∂t
dx = f b(uh(b))− f b(uh(a)), (1.73)
neboli metoda je konzervativn´ı.
Pro dalˇs´ı u´vahy vyjdeme z integra´ln´ı identity (1.69), kde druhy´ integra´l uprav´ıme pomoc´ı
metody per partes na´sledovneˇ∫ x
k+ 12
x
k− 12
f(uh)
dvh
dx
dx = [f(uh)vh]
k+ 1
2
k− 1
2
−
∫ x
k+ 12
x
k− 12
∂f(uh)
∂x
vhdx. (1.74)
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Po dosazen´ı do (1.69) dostaneme∫ x
k+ 12
x
k− 12
∂uh
∂t
vhdx+
∫ x
k+ 12
x
k− 12
∂f(uh)
∂x
vhdx− [(f(uh)− f∗)vh]k+
1
2
k− 1
2
= 0. (1.75)
Te´to identiteˇ se rˇ´ıka´ silna´ formulace nespojite´ galerkinovy metody. Nyn´ı zvol´ıme specia´ln´ı testo-
vac´ı funkci vh = uh, dostaneme∫ x
k+ 12
x
k− 12
∂uh
∂t
uhdx+
∫ x
k+ 12
x
k− 12
∂f(uh)
∂x
uhdx− [(f(uh)− f∗)uh]k+
1
2
k− 1
2
= 0. (1.76)
Z prvn´ıho integra´lu dostaneme ∫ x
k+ 12
x
k− 12
∂uh
∂t
uhdx =
1
2
d
dt
‖uh‖2k. (1.77)
Da´le uvazˇujme funkci F = F (u) definovanou jako
dF
du
=
df
du
u. (1.78)
Druhy´ integra´l lze nyn´ı upravit na´sleduj´ıc´ım zp˚usobem∫ x
k+ 12
x
k− 12
∂f(uh)
∂x
uhdx =
∫ x
k+ 12
x
k− 12
df(uh)
du
∂u
∂x
uhdx =
∫ x
k+ 12
x
k− 12
dF (uh)
du
∂u
∂x
dx = [F (uh)]
k+ 1
2
k− 1
2
. (1.79)
Dosazen´ım za oba integra´ly do rovnice (1.76) dostaneme
1
2
d
dt
‖uh‖2k + [F (uh)]
k+ 1
2
k− 1
2
− [(f(uh)− f∗)uh]k+
1
2
k− 1
2
= 0. (1.80)
Prˇedpokla´dejme, zˇe na hranici vy´pocˇtove´ oblasti jsou periodicke´ okrajove´ podmı´nky. Secˇten´ım
jednotlivy´ch integra´ln´ıch identit prˇes vsˇechny kontroln´ı objemy obdrzˇ´ıme
1
2
d
dt
‖uh‖2 +
K+1∑
k=1
(
F (u−h )− F (u+h )− (f(u−h )− f∗)u−h + (f(u+h )− f∗)u+h
) |x
k+ 12
= 0, (1.81)
kde u+h = limk→xk+ 12 +
uh, u
−
h = limk→xk+ 12 =
uh.
Sche´ma bude stabiln´ı pokud 12
d
dt‖uh‖2 ≤ 0. Z toho vyply´va´ na´sleduj´ıc´ı podmı´nka
F (u−h )− F (u+h )− (f(u−h )− f∗)u−h + (f(u+h )− f∗)u+h ≥ 0, ∀k = 1, 2, . . . ,K + 1
Malou u´pravou z´ıska´me
F (u−h )− f(u−h )u−h − F (u+h ) + f(u+h )u+h + f∗(u−h − u+h ) ≥ 0. (1.82)
Z definice funkce F plat´ı
F (u) =
∫
df(u)
du
u du = f(u)u−
∫
f(u) du = f(u)u− g(u), (1.83)
kde g(u) =
∫
f(u) du. Rovnici (1.82) nyn´ı mu˚zˇeme prˇepsat na
−g(u−h ) + g(u+h ) + f∗(u−h − u+h ) ≥ 0. (1.84)
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Podle veˇty o strˇedn´ı hodnoteˇ ma´me
g(u+h )− g(u+h ) = g′(ξ)(u+h − u−h ) = f(ξ)(u+h − u−h ), ξ ∈ [u−h , u+h ]. (1.85)
Dosazen´ım do rovnice (1.84) z´ıska´me
(f∗ − f(ξ))(u−h − u+h ) ≥ 0. (1.86)
Toto je standardn´ı podmı´nka na numericky´ tok, kterou splnˇuj´ı vsˇechna monoto´nn´ı sche´mata,
naprˇ. Lax˚uv tok.
Uka´zali jsme tedy, zˇe vhodnou volbou numericke´ho toku lze doc´ılit stability rˇesˇen´ı v L2 normeˇ.
Bohuzˇel tato silna´ vlastnost nen´ı postacˇuj´ıc´ı k zajiˇsteˇn´ı konvergence ke slabe´mu rˇesˇen´ı, nebot’
prˇipousˇt´ı oscilace rˇesˇen´ı v bl´ızkosti nespojitost´ı. Abychom mohli doka´zat, zˇe rˇesˇen´ı z´ıskane´ po-
moc´ı nespojite´ Galerinovy metody konverguje ke slabe´mu rˇesˇen´ı, je trˇeba ke sche´matu prˇipojit
nelinea´rn´ı limiter, ktery´ zajist´ı omezen´ı tota´ln´ı variace rˇesˇen´ı.
1.5.2 Nespojita´ Galerkinova metoda konecˇny´ch prvk˚u pro rovnice typu konvekce-
difuze
Uvazˇujme nelinea´rn´ı parcia´ln´ı diferencia´ln´ı rovnici obsahuj´ıc´ı jak konvektivn´ı, tak difuzn´ı cˇlen
∂u
∂t
+
∂f(u)
∂x
= ε
∂2u
∂x2
, u = u(x, t), x ∈ R, t ∈ [0, T ], ε ∈ R+, (1.87)
s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x) , x ∈ R. (1.88)
Nejprve se pokus´ıme prove´st vlastn´ı diskretizaci rovnice (1.87) stejneˇ jako v prˇedchoz´ım odstavci.
Rovnici (1.87) vyna´sob´ıme libovolnou testovac´ı funkc´ı vh ∈ Sh a zintegrujeme prˇes interval Ik.∫ x
k+ 12
x
k− 12
∂u
∂t
vhdx+
∫ x
k+ 12
x
k− 12
∂f(u)
∂x
vhdx =
∫ x
k+ 12
x
k− 12
ε
∂2u
∂x2
vhdx. (1.89)
Aplikac´ı integrace perpartes na druhy´ a trˇet´ı integra´l dostaneme∫ x
k+ 12
x
k− 12
∂u
∂t
vhdx+ f(uk+ 1
2
)v−
h k+ 1
2
− f(uk− 1
2
)v+
h k− 1
2
−
∫ x
k+ 12
x
k− 12
f(u)
dvh
dx
dx =
= ε
∂u
∂x
(xk+ 1
2
, t)v−
h k+ 1
2
− ∂u
∂x
(xk− 1
2
, t)v+
h k− 1
2
−
∫ x
k+ 12
x
k− 12
∂u
∂x
dvh
dx
dx
 .
Proble´mem te´to diskretizace jsou hodnoty derivac´ı ∂u∂x v krajn´ıch bodech intervalu xk+ 12
a xk− 1
2
,
ktere´ nen´ı mozˇne´ urcˇit. Rˇesˇen´ı tohoto proble´mu je zaveden´ı nove´ rovnice pro nezna´me´ derivace
pomoc´ı vztahu
θ =
∂u
∂x
. (1.90)
Pomoc´ı rovnice (1.90) lze nyn´ı rovnici (1.87) prˇepsat do tvaru dvou parcia´ln´ıch diferencia´ln´ıch
rovnic prvn´ıho rˇa´du
∂u
∂t
+
∂f(u)
∂x
= ε
∂θ
∂x
, (1.91)
θ =
∂u
∂x
(1.92)
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metoda K Hv
Bassi Rebay (BR1) [7] {u} {θ}
LDG [17] {u} − β[u] {θ}+ β[θ]− αj([u])
IP [21] {u} {∂u∂x}− αj([u])
Bassi a kol. (BR2) [8] {u} {∂u∂x}− αr([u])
Tab. 1.1: Volba tok˚u K a Hv na hranici kontroln´ıho elementu podle jednotlivy´ch autor˚u.
Obeˇ rovnice prˇena´sob´ıme stejnou testovac´ı funkc´ı vh ∈ Sh a zintegrujeme prˇes interval Ik∫ x
k+ 12
x
k− 12
∂u
∂t
vhdx+
∫ x
k+ 12
x
k− 12
∂f(u)
∂x
vhdx =
∫ x
k+ 12
x
k− 12
ε
∂θ
∂x
vhdx, (1.93)∫ x
k+ 12
x
k− 12
θvhdx =
∫ x
k+ 12
x
k− 12
∂u
∂x
vhdx. (1.94)
Diskretizace prvn´ıch dvou cˇlen˚u v rovnici (1.93) se provede stejneˇ jako v prˇedchoz´ım odstavci.
Pomoc´ı integrace per partes lze integra´ly na pravy´ch strana´ch rovnic (1.93) a (1.94) prˇepsat jako∫ x
k+ 12
x
k− 12
∂θ
∂x
vhdx = θk+ 1
2
v−
h k+ 1
2
− θk− 1
2
v+
h k− 1
2
−
∫ x
k+ 12
x
k− 12
θ
dvh
dx
dx (1.95)
∫ x
k+ 12
x
k− 12
∂u
∂x
vhdx = uk+ 1
2
v−
h k+ 1
2
− uk− 1
2
v+
h k− 1
2
−
∫ x
k+ 12
x
k− 12
u
dvh
dx
dx, (1.96)
kde θk+ 1
2
je hodnota nezna´me´ θ v bodeˇ xk+ 1
2
apod.
Pro vy´pocˇet hodnot θ a u na hranic´ıch interval˚u nyn´ı pouzˇijeme vhodneˇ definovane´ numericke´
toky
θ∗ = Hv(θ+∗ , θ−∗ ), (1.97)
u∗ = K(u+∗ , u−∗ ), (1.98)
kde ∗ = k + 12 , k − 12 . Zaved’me da´le opera´tory skoku [ ] a pr˚umeˇru { } definovane´ pro skala´rn´ı
velicˇinu y jako
[y] = y+ − y−,
{y} = 1
2
(y+ + y−)
a take´ pomocne´ opera´tory αj(φ), αr(φ) definovane´ jako
αj(φ) = µφ, µ = ηk|Ik|−1,
αr(φ) = −ηk{rk(φ)},
∫ x
k+ 12
x
k− 12
rk(φ)vhdx = [φvh]
k+ 1
2
k− 1
2
,
kde ηk je dostatecˇneˇ velke´ kladne´ cˇ´ıslo definovane´ uzˇivatelem a rk(φ) je tzv. opera´tor posuvu.
Vı´ce detail˚u k jednotlivy´m sche´mat˚um lze nale´zt v pra´ci [5] a v kapitole zaby´vaj´ıc´ı se prostorovou
diskretizac´ı Navierovy´ch-Stokesovy´ch rovnic.
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1.5.3 Numericka´ simulace skala´rn´ı transportn´ı rovnice
V tomto odstavci se budeme zaby´vat konvergenc´ı a rˇa´dem prˇesnosti nespojite´ Galerkinovy metody
pro prˇ´ıpad skala´rn´ı linea´rn´ı PDR. Z´ıskane´ numericke´ vy´sledky pote´ budou porovna´ny s metodou
konecˇny´ch objemu˚.
Uvazˇujme skala´rn´ı linea´rn´ı parcia´ln´ı diferencia´ln´ı rovnici
∂u
∂t
+ a
∂u
∂x
= 0, u = u(x, t), x ∈ R, t ∈ [0, T ], a ∈ R, (1.99)
s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x), u0 ∈ C(R;R). (1.100)
Nejprve pomoc´ı metody charakteristik nalezneme forma´ln´ı rˇesˇen´ı rovnice (1.99). Prˇedpokla´dejme,
zˇe promeˇnna´ x je funkc´ı neza´visle promeˇnne´ t. Budeme vysˇetrˇovat rˇesˇen´ı rovnice (1.99) na krˇivce
x = x(t), tedy u = u(x(t), t) = uˆ(t). Derivova´n´ım funkce uˆ(t) podle t dostaneme
duˆ
dt
=
∂uˆ
∂t
+
∂uˆ
∂x
dx
dt
, (1.101)
Srovna´me-li vztah (1.101) s rovnic´ı (1.99) vid´ıme, zˇe pokud je x = x(t) rˇesˇen´ım diferencia´ln´ı
rovnice dxdt = a, potom plat´ı
duˆ
dt = 0 a forma´ln´ı rˇesˇen´ı lze naj´ıt rˇesˇen´ım na´sleduj´ıc´ı soustavy
obycˇejny´ch diferencia´ln´ıch rovnic.
dx
dt
= a, x(0) = y, (1.102)
duˆ
dt
= 0, uˆ(0) = u0(y). (1.103)
Integrac´ı rovnice (1.102) a s vyuzˇit´ım okrajove´ podmı´nky dostaneme y = x − at. Podobneˇ
vyrˇesˇen´ım druhe´ rovnice vyjde uˆ = u0(y). Dosazen´ım vztahu pro y dostaneme konecˇne´ forma´ln´ı
rˇesˇen´ı rovnice (1.99) ve tvaru
u(x, t) = u0(x− at). (1.104)
Pro numerickou simulaci uvazˇujme vy´pocˇtovou oblast Ω = [0, 1]× [0, T ], kde vol´ıme T = 1, s peri-
odicky´mi okrajovy´mi podmı´nkami. Rychlost sˇ´ıˇren´ı vlny vol´ıme a = 1. Jako pocˇa´tecˇn´ı podmı´nku
vol´ıme funkci u0(x) = e
− (x−0.5)2
10−2 , viz obr. 1.4. Chybu aproximace budeme meˇrˇit pomoc´ı normy
‖uh − u‖ = max
x
|uh(x, T )− u(x, T )|, (1.105)
kde uh je aproximativn´ı rˇesˇen´ı spocˇtene´ pomoc´ı nespojite´ galerkinovy metody pro prostorovy´ krok
h, u je forma´ln´ı rˇesˇen´ı z´ıskane´ ze vztahu (1.104). Vy´pocˇty byly prova´deˇny pro prostorovy´ krok
h = 116 ,
1
32 ,
1
64 ,
1
128 a pro polynomy rˇa´du m = 0, 1, 2, 3, 4. Obr. (1.5) zna´zornˇuje chybu v za´vislosti
na velikosti prostorove´ho kroku h pro jednotlive´ rˇa´dy polynomia´ln´ı aproximace. Da´le se zaby´vejme
numericky´m odhadem prostorove´ho rˇa´du prˇesnosti nespojite´ galerkinovy metody pomoc´ı metody
polovicˇn´ıho kroku. Prˇedpokla´dejme, zˇe chyba metody je pro mala´ h da´na vztahem
‖uh − u‖ = ‖eh‖ = Chq,
kde C je konstanta neza´visla´ na h. Provedeme-li numericky´ vy´pocˇet s polovicˇn´ım krokem, dosta-
neme
‖eh/2‖ = C(h/2)q.
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Obr. 1.4: Pocˇa´tecˇn´ı podmı´nka.
Obr. 1.5: Velikost numericke´ chyby ‖uh−u‖ ne-
spojite´ galerkinovy metody konecˇny´ch prvk˚u
q-te´ho rˇa´du v za´vislosti na velikosti prosto-
rove´ho kroku h.
p 0 1 2 3 4
q 0.4381 2.5944 3.0045 3.964 4.7634
Tab. 1.2: Numericky´ odhad skutecˇne´ho rˇa´du prostorove´ prˇesnosti pro nespojitou Galerkinovu
metodu p-te´ho rˇa´du.
Nyn´ı vezmeme pod´ıl obou chyb
‖eh‖
‖eh/2‖
=
Chq
C(h/2)q
= 2q.
Zlogaritmova´n´ım tohoto vztahu nakonec dostaneme
q = log
( ‖eh‖
‖eh/2‖
)
/ log(2).
Tab. 1.4 ukazuje numericky spocˇteny´ prostorovy´ rˇa´d prˇesnosti pro h = 164 . Pro porovna´n´ı pro-
vedeme stejne´ vy´pocˇty pro metodu konecˇny´ch objemu˚. Budeme srovna´vat standardn´ı metodu
konecˇny´ch objemu˚ s laxovy´m tokem a metodu konecˇny´ch objemu˚ s linea´rn´ı rekonstrukc´ı a min-
mod limiterem. Vol´ıme h = 1128 ,
1
256 ,
1
512 ,
1
1024 ,
1
2048 . Obr. (1.5) opeˇt zna´zornˇuje chybu v za´vislosti
na velikosti prostorove´ho kroku h. Numericky´ odhad prostorove´ho rˇa´du prˇesnosti je uveden v tab.
1.3.
1.5.4 Numericka´ simulace skala´rn´ı transportn´ı rovnice s viskozitou
V tomto odstavci budeme numericky zkoumat konvergenci a rˇa´d prˇesnosti nespojite´ Galerkinovy
metody pro prˇ´ıpad rovnice typu konvekce-difuze.
p upwind minmod
q 0.9505 1.3116
Tab. 1.3: Numericky´ odhad skutecˇne´ho rˇa´du prostorove´ prˇesnosti pro metodu konecˇny´ch objemu˚
a metodu konecˇny´ch objemu˚ s minmod limiterem.
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Obr. 1.6: Velikost numericke´ chyby ‖uh − u‖ metody konecˇny´ch objemu˚ v za´vislosti na velikosti
prostorove´ho kroku h.
Uvazˇujme skala´rn´ı linea´rn´ı parcia´ln´ı diferencia´ln´ı rovnici
∂u
∂t
+ a
∂u
∂x
= ε
∂2u
∂x2
, u = u(x, t), x ∈ [0, 1], t ∈ [0, T ], a ∈ R, ε ∈ R+, (1.106)
s periodickou okrajovou podmı´nkou na hranici
u(0, t) = u(1, t) (1.107)
a s pocˇa´tecˇn´ı podmı´nkou
u(x, 0) = u0(x), u0 ∈ C([0, 1];R). (1.108)
Zaby´vejme se nyn´ı hleda´n´ım forma´ln´ıho rˇecˇen´ı u´lohy (1.106)-(1.108). Vzhledem k povaze rovnice
(1.106), provedeme nejprve transformaci sourˇadnicove´ho syste´mu xy do nove´ho sourˇadnicove´ho
syste´mu ξy, pohybuj´ıc´ıho se v˚ucˇi ose x konstantn´ı rychlost´ı a, neboli
ξ = x− at, u(x, t) = uˆ(ξ, t) = uˆ(x− at, t).
Pro parcia´ln´ı derivace funkce uˆ(ξ, t) podle cˇasu t a prostorove´ promeˇnne´ x dostaneme
∂u
∂t
=
∂uˆ
∂t
=
∂uˆ
∂t
+
∂uˆ
∂ξ
∂ξ
t
=
∂uˆ
∂t
− a∂uˆ
∂ξ
,
∂u
∂x
=
∂uˆ
∂x
=
∂uˆ
∂ξ
∂ξ
x
=
∂uˆ
∂ξ
,
∂2u
∂x2
=
∂2uˆ
∂x2
=
∂
∂x
(
∂uˆ
∂ξ
∂ξ
∂x
)
=
∂
∂x
(
∂uˆ
∂ξ
)
=
∂2uˆ
∂ξ2
,
Dosazen´ım do rovnice (1.106) a po u´praveˇ dostaneme
∂uˆ
∂t
= ε
∂2uˆ
∂ξ2
, (1.109)
cozˇ odpov´ıda´ rovnici veden´ı tepla pro nezna´mou funkci uˆ(ξ, t), ξ ∈ [0, 1] s periodickou okrajovou
podmı´nkou na steˇna´ch
uˆ(0, t) = uˆ(1, t) (1.110)
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p 0 1 2 3
q 0.4584 2.5047 2.8679 3.8903
Tab. 1.4: Numericky´ odhad skutecˇne´ho rˇa´du prostorove´ prˇesnosti pro nespojitou Galerkinovu
metodu p-te´ho rˇa´du.
a s pocˇa´tecˇn´ı podmı´nkou
uˆ(ξ, 0) = u(x, 0) = u0(x). (1.111)
S pouzˇit´ım Fourierovy rˇady je mozˇne´ vyja´drˇit rˇesˇen´ı u´lohy (1.109)-(1.111) jako
uˆ(ξ, t) = A0 +
∞∑
j=1
(Aj cos(pijξ) +Bj sin(pijξ)) exp
(−ε(pij)2t) , (1.112)
kde koeficienty Fourierovy rˇady jsou da´ny na´sleduj´ıc´ımi vy´razy
A0 =
1
2
∫ 1
0
u0(x) dx, Aj =
∫ 1
0
u0(x) cos(pijξ) dx, Bj =
∫ 1
0
u0(x) sin(pijξ) dx. (1.113)
Pro numerickou simulaci uvazˇujme vy´pocˇtovou oblast Ω = [0, 1] × [0, T ], kde vol´ıme T = 1,
s periodicky´mi okrajovy´mi podmı´nkami. Rychlost sˇ´ıˇren´ı vlny vol´ıme a = 1 a koeficient visko-
zity ε = 0.001. Jako pocˇa´tecˇn´ı podmı´nku vol´ıme funkci u0(x) = e
− (x−0.5)2
10−4 , viz obr 1.7. Chybu
aproximace budeme meˇrˇit pomoc´ı normy
‖uh − u‖ = max
x
|uh(x, T )− u(x, T )|, (1.114)
kde uh je aproximativn´ı rˇesˇen´ı spocˇtene´ pomoc´ı nespojite´ galerkinovy metody pro prostorovy´
krok h, u je forma´ln´ı rˇesˇen´ı. Vy´pocˇty byly prova´deˇny pro prostorovy´ krok h = 116 ,
1
32 ,
1
64 a pro
polynomy rˇa´du m = 0, 1, 2, 3. Obr. 1.8 zna´zornˇuje chybu v za´vislosti na velikosti prostorove´ho
kroku h pro jednotlive´ rˇa´dy polynomia´ln´ı aproximace a tab. 1.4 ukazuje numericky spocˇteny´
prostorovy´ rˇa´d prˇesnosti pro h = 132 .
Obr. 1.7: Pocˇa´tecˇn´ı podmı´nka.
Obr. 1.8: Velikost numericke´ chyby ‖uh − u‖
nespojite´ galerkinovy metody q-te´ho rˇa´du v
za´vislosti na velikosti prostorove´ho kroku h.
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Kapitola 2
Diskretizace syste´mu Eulerovy´ch
rovnic pomoc´ı nespojite´ Galerkinovy
metody konecˇny´ch prvk˚u
Tato kapitola se zaby´va´ prostorovou a cˇasovou diskretizac´ı nelinea´rn´ıho syste´mu Eulerovy´ch rov-
nic. Pro prostorovou diskretizaci je pouzˇita nespojita´ Galerkinova metoda konecˇny´ch prvk˚u, po-
moc´ı n´ızˇ se nelinea´rn´ı syste´m parcia´ln´ıch diferencia´ln´ıch rovnic (PDR) prˇevede na nelinea´rn´ı sou-
stavu obycˇejny´ch diferencia´ln´ıch rovnic (ODR). Smyslem te´to kapitoly je naj´ıt efektivn´ı cˇasovou
integraci te´to soustavy ODR. Jsou zde popsa´ny vy´hody a nevy´hody explicitn´ı a implicitn´ı cˇasove´
diskretizace a da´le je zde zavedena metoda loka´ln´ıho cˇasu. Jednotlive´ zp˚usoby cˇasove´ diskretizace
jsou pak mezi sebou vza´jemneˇ porovna´ny na vybrany´ch testovac´ıch prˇ´ıkladech.
2.1 Prostorova´ diskretizace
Uvazˇujme nelinea´rn´ı syste´m Eulerovy´ch rovnic, [23, 24, 56] popisuj´ıc´ıch proudeˇn´ı stlacˇitelne´ ne-
vazke´ tekutiny ve 2D, zapsany´ v kompaktn´ı vektorove´ formeˇ jako
∂w
∂t
+
2∑
s=1
∂f s(w)
∂xs
= 0, s = 1, 2, t ∈ [0, T ], x = [x1, x2] ∈ Ω ⊂ R2, (2.1)
kde
w =

ρ
ρu1
ρu2
E
 , f1(w) =

ρu1
ρu21 + p
ρu1u2
(E + p)u1
 , f2(w) =

ρu2
ρu1u2
ρu22 + p
(E + p)u2
 , (2.2)
jsou po rˇadeˇ vektor konzervativn´ıch promeˇnny´ch, nevazke´ toky ve smeˇrech sourˇadnicovy´ch os x1
a x2. Pouzˇ´ıva´me zde obvykle´ znacˇen´ı velicˇin popisuj´ıc´ıch proudove´ pole, tj. ρ je hustota tekutiny,
u1, u2 jsou karte´zske´ slozˇky vektoru rychlosti ve smeˇrech sourˇadnicovy´ch os x1 a x2, p je tlak a
E je celkova´ energie syste´mu vztazˇena´ na jednotku objemu. Nelinea´rn´ı syste´m Eulerovy´ch rovnic
je uzavrˇen konstitutivn´ım vztahem pro tlak, ktery´ v prˇ´ıpadeˇ idea´ln´ıho plynu lze psa´t ve tvaru
p = (κ− 1)
[
E − 1
2
ρ
(
u21 + u
2
2
)]
,
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kde κ = 1.4 je Poissonova adiabaticka´ konstanta.
Prˇed vlastn´ı numerickou diskretizac´ı je nejdrˇ´ıve nutne´ vy´pocˇtovou oblast Ω ⊂ R2 pokry´t
vy´pocˇetn´ı s´ıt´ı. Prˇedpokla´dejme, zˇe vy´pocˇtovou oblast lze pokry´t konecˇny´m pocˇtem kontroln´ıch
element˚u ve tvaru polygon˚u Ωk, k = 1, 2,K tak, zˇe plat´ı Ωi∩Ωj = ∅, i 6= j a za´rovenˇ
⋃
k Ωk = Ω.
Da´le prˇedpokla´dejme, zˇe se jedna´ o tzv. konformn´ı vy´pocˇetn´ı s´ıt’. To znamena´, zˇe oznacˇ´ıme-
li symbolem Γ mnozˇinu vsˇech hran polygon˚u, pak pro kazˇde´ dveˇ hrany Γi ∈ Γ, Γj ∈ Γ plat´ı
bud’ Γi ≡ Γj nebo Γi ∩ Γj = ∅, viz obr. 2.1. Pro jednodusˇsˇ´ı a prˇehledneˇjˇs´ı formulaci nespojite´
Galerkinovy metody konecˇny´ch prvk˚u budeme vsˇechny polygony uvazˇovat ve tvaru troju´heln´ık˚u.
Tento typ s´ıt´ı je ve vy´pocˇtove´ praxi nejcˇasteˇjˇs´ı. Necht’ tedy Th = {Ωk : Ωk ∈ Ω ⊂ R2, k =
1, . . . ,K} znacˇ´ı triangulaci vy´pocˇtove´ oblasti Ω ∈ R2, da´le symboly Γint ∈ Γ, Γb ∈ Γ znacˇ´ı
mnozˇinu vsˇech vnitrˇn´ıch, resp. mnozˇinu vsˇech hranicˇn´ıch stran polygon˚u. Aproximativn´ı rˇesˇen´ı
Obr. 2.1: Prˇ´ıklad konformn´ı vy´pocˇetn´ı s´ıteˇ (vlevo) a nekonformn´ı vy´pocˇetn´ı s´ıteˇ (vpravo)
u´lohy (2.1) budeme hledat na prostoru funkc´ı Sh = Sh × Sh × Sh × Sh ≡ S4h, kde
Sh = {v(x) ∈ L2(Ω) : v(x) ∈ Pq(Ωk) pro x ∈ Ωk, v(x) = 0 pro x /∈ Ωk,∀Ωk ∈ Th}.
Prostor Sh je tedy podprostor funkc´ı z prostoru L
2(Ω) takovy´ch, zˇe kdyzˇ funkce v(x) ∈ Sh, pak
existuje kontroln´ı element Ωk na ktere´m je funkce v(x) polynomem rˇa´du nejvy´sˇe q a na oblasti
Ω \ Ωk je identicky rovna nule.
Nyn´ı mu˚zˇeme prˇistoupit k vlastn´ı diskretizaci rovnice (2.1) pomoc´ı nespojite´ Galerkinovy
metody. Rovnici (2.1) skala´rneˇ prˇena´sob´ıme testovac´ı funkc´ı v(x) ∈ Sh a zintegrujeme prˇes
kontroln´ı element Ωk ∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
2∑
s=1
∂f s(w)
∂xs
· v dΩ = 0.
Aplikac´ı metody per partes na druhy´ integra´l dostaneme integra´ln´ı identitu∫
Ωk
∂w
∂t
· v dΩ−
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
f s(w)ns · v dl = 0, (2.3)
kde ns, s = 1, 2 je slozˇka jednotkove´ho vektoru vneˇjˇs´ı norma´ly n = [n1, n2]
T k hranici kont-
roln´ıho elementu Ωk. Kl´ıcˇovou cˇa´st´ı nespojite´ Galerkinovy metody konecˇny´ch prvk˚u je na´hrada
krˇivkove´ho integra´lu pomoc´ı numericke´ho toku stejny´m zp˚usobem jako v prˇ´ıpadeˇ metody konecˇny´ch
objemu˚
2∑
s=1
f s(w)ns ≈ F(w+,w−,n),
kde F(w+,w−,n) je numericky´ tok hranic´ı ∂Ωk a hodnoty w+ and w− oznacˇuj´ı limity vektoru
konzervativn´ıch promeˇnny´ch w z vneˇjˇsku a vnitrˇku hrany kontroln´ıho elementu Ωk. Dı´ky apro-
ximaci pomoc´ı nespojity´ch funkc´ı obecneˇ plat´ı w+ 6= w−. Dosazen´ım vektoru numericke´ho toku
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F do rovnice (2.3) a secˇten´ım prˇes vsˇechny kontroln´ı elementy Ωk, k = 1, 2, . . . ,K, dostaneme
∂
∂t
K∑
k=1
∫
Ωk
w · v dΩ −
K∑
k=1
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
+
∑
Γ∈Γint
∫
Γ
F(w+,w−,n) · [v] dl +
∑
Γ∈Γb
∫
Γ
Fb(w−,n) · v dl = 0, (2.4)
kde [v] = v+ − v− oznacˇuje nespojitost v testovac´ı funkci na hraneˇ Γint ∈ Γ, Fb je numericky´
tok definovany´ na hranici Γ ∈ Γb.
Zaveden´ım na´sleduj´ıc´ıch forem
(w,v) =
K∑
k=1
∫
Ωk
w · v dΩ,
b(w,v) = −
K∑
k=1
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ
+
∑
Γ∈Γint
∫
Γ
F(w+,w−,n) · [v] dl +
∑
Γ∈Γb
∫
Γ
Fb(w−,n) · v dl,
mu˚zˇeme definovat aproximativn´ı rˇesˇen´ı u´lohy (2.1) jako funkci w ∈ C1([0, T ];Sh) splnˇuj´ıc´ı in-
tegra´ln´ı identitu (
∂w
∂t
,v
)
+ b(w,v) = 0 (2.5)
pro vsˇechny testovac´ı funkce v ∈ Sh, pro vsˇechny cˇasy t ∈ [0, T ] a splnˇuj´ıc´ı pocˇa´tecˇn´ı podmı´nku
w(x, 0) = w0(x).
Pro vlastn´ı numerickou realizaci rovnice (2.5) je nutne´ zvolit ba´zove´ funkce prostoru polynomu˚
Pq(Ωk) definovane´ho na kontroln´ım elementu Ωk. Vhodnou volbou ba´zovy´ch funkc´ı mu˚zˇeme
doc´ılit podstatne´ho zjednodusˇen´ı vy´sledny´ch rovnic. Jednotlivy´mi vhodny´mi syste´my ba´zovy´ch
funkc´ı se budeme zaby´vat v na´sleduj´ıc´ı kapitole.
Necht’ ϕik, i = 1, 2, . . . ,M je mnozˇina ba´zovy´ch funkc´ı prostoru polynomu˚ Pq(Ωk) na kon-
troln´ım elementu Ωk. Protozˇe uvazˇujeme w ∈ Sh, mu˚zˇeme m-tou slozˇku wmk , m = 1, 2, 3, 4
vektorove´ funkce w na kontroln´ım elementu Ωk uvazˇovat jako linea´rn´ı kombinaci ba´zovy´ch funkc´ı
wmk (x, t) =
M∑
i=1
wmk,i(t)ϕ
i
k(x). (2.6)
Testovac´ı funkci v zvol´ıme na´sleduj´ıc´ım zp˚usobem. Na elementu Ωk bude p -ta´ slozˇka v
p
k,j testovac´ı
funkce v rovna
vpk,j =
{
ϕjk p = m
0 p 6= m . (2.7)
Mimo element Ωk bude testovac´ı funkce identicky rovna´ nule. Dosazen´ım vztah˚u (2.6) a (2.7) do
integra´ln´ı identity (2.4), poprˇ. (2.3) dostaneme∫
Ωk
M∑
i=1
∂wmk,i
∂t
ϕikϕ
j
k dΩ−
∫
Ωk
2∑
s=1
fms (w)
∂ϕjk
∂xs
dΩ +
∮
∂Ωk
Fm(w+,w−,n)ϕjk dl = 0, (2.8)
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nint wr b1,r b2,r b3,r
1 1 1/3 1/3 1/3
3 1/3 1/2 1/2 0
1/3 1/2 0 1/2
1/3 0 1/2 1/2
7 0.225 1/3 1/3 1/3
w1 α1 β1 β1
w1 β1 α1 β1
w1 β1 β1 α1
w2 α2 β2 β2
w2 β2 α2 β2
w2 β2 β2 α2
Tab. 2.1: Baricentricke´ sourˇadnice vybrany´ch Gaussovy´ch integracˇn´ıch vzorc˚u na troju´heln´ıku
s n integracˇn´ımi body. (w1 = 0.1323941527, w2 = 0.1259391805, α1 = 0.0597158717, β1 =
0.4701420641, α2 = 0.7974269853, β2 = 0.1012865073)
kde m = 1, 2, 3, 4, i, j = 1, 2, . . . ,M , k = 1, 2, . . . ,K, fms je m-ta´ slozˇka vektoru nevazke´ho toku
f s ve smeˇru sourˇadnicove´ osy xs a Fm je m-ta´ slozˇka vektoru numericke´ho toku F . Po aproxi-
maci vektoru rˇesˇen´ı w o 4 slozˇka´ch pomoc´ı ba´zovy´ch funkc´ı ϕik na kontroln´ım elementu Ωk tedy
dosta´va´me celkem 4×M ×K rovnic.
Pro vycˇ´ıslen´ı jednotlivy´ch integra´l˚u v rovnici (2.8) pouzˇijeme vhodne´ Gaussovy integracˇn´ı
vzorce. Objemove´ integra´ly aproximujeme vy´razem∫
Ωk
f(x)dΩ ≈ |Ωk|
nint∑
r=1
wrf(xr), (2.9)
kde nint je pocˇet integracˇn´ıch bod˚u, |Ωk| je obsah kontroln´ıho elementu Ωk, xr jsou sourˇadnice
integracˇn´ıho bodu a wr jsou prˇ´ıslusˇne´ va´hy. V prˇ´ıpadeˇ troju´heln´ıkovy´ch kontroln´ıch element˚u je
vy´hodne´ vyuzˇ´ıt barycentricke´ sourˇadnice
xr =
3∑
j=1
bj,rx
4
j , (2.10)
kde x4j jsou sourˇadnice vrchol˚u troju´heln´ıkove´ho elementu Ωk a bj,r jsou prˇ´ıslusˇne´ baricentricke´
sourˇadnice. V tab. 2.1 jsou uvedeny baricentricke´ sourˇadnice integracˇn´ıch bod˚u pro vybrane´
Gaussovy integracˇn´ı vzorce. Prˇed vlastn´ım vycˇ´ıslen´ım krˇivkove´ho integra´lu v rovnici (2.8) ho
nejdrˇ´ıve, vzhledem k uvazˇovane´mu troju´heln´ıkove´mu tvaru kontroln´ıho elementu Ωk, prˇep´ıˇseme
jako ∮
∂Ωk
Fm(w+,w−,n)ϕjk dl =
3∑
q=1
∫
∂Γk,q
Fm(w+,w−,n)ϕjk dl, (2.11)
kde Γk,q je q-ta´ strana troju´heln´ıkove´ho kontroln´ıho objemu Ωk. Jednotlive´ integra´ly nyn´ı apro-
ximujeme opeˇt pomoc´ı vhodny´ch Gaussovy´ch integracˇn´ıch vzorc˚u [2]∫
Γ
f(x)dl ≈ |Γ|
2
nint∑
r=1
wrf(xr), (2.12)
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kde |Γ| je velikost strany Γ, wr je va´ha r-te´ho integracˇn´ıho bodu a xr je sourˇadnice r-te´ho
integracˇn´ıho bodu vypocˇtena´ podle vztahu
xr =
(
1 + ξr
2
)
x41 +
(
1− ξr
2
)
x42 , (2.13)
kde ξr ∈ [−1, 1] a x41 , x42 jsou sourˇadnice vrchol˚u troju´heln´ıkove´ho elementu Ωk ohranicˇuj´ıc´ı
stranu Γ.
Hodnoty w, w+ a w− potrˇebne´ pro vy´pocˇet integra´l˚u v rovnic´ıch (2.8) vypocˇteme pouzˇit´ım
vztahu (2.6), kde vy´pocˇet w, w− prova´d´ıme z hodnot wmk,i na kontroln´ım elementu Ωk a vy´pocˇet
w+ pak z hodnot wmkq ,i kontroln´ıho elementu Ωkq , ktery´ soused´ı s kontroln´ım elementem Ωk
prˇes stranu Γk,q. Zaveden´ım vektoru W k = [w
1
k,1, w
1
k,2, . . . , w
1
k,M , w
2
k,1, w
2
k,2, . . . w
2
k,M , . . . , w
4
k,M ]
T
a s vyuzˇit´ım Gaussovy´ch integracˇn´ıch vzorc˚u lze rovnici (2.8) na kontroln´ım elementu Ωk prˇepsat
do vektorove´ho tvaru
Mk
dW k
dt
= Rk(W k,W k,q), k = 1, 2, . . .K, (2.14)
kde
Mk = [mi,j ], mi,j =
∫
Ωk
ϕikϕ
j
k dΩ, (2.15)
je tzv. matice hmotnosti, Rk je vektor rezidua obsahuj´ıc´ı krˇivkove´ a objemove´ integra´ly a W k,q
jsou vektory nezna´my´ch na kontroln´ıch elementech Ωkq soused´ıc´ıch s kontroln´ım elementem Ωk.
Prˇena´soben´ım rovnice (2.14) inverzn´ı matic´ı k matici Mk zleva a vytvorˇen´ım globa´ln´ıho vektoru
nezna´my´ch W = [W 1,W 2, . . .WK ]
T , mu˚zˇeme rovnici (2.14) prˇepsat do konecˇne´ho tvaru
dW
dt
= R(W ). (2.16)
Rovnice (2.16) prˇedstavuje soustavu 4×M×K obycˇejny´ch diferencia´ln´ıch rovnic, kterou mu˚zˇeme
rˇesˇit prˇ´ıslusˇny´mi metodami vhodny´mi pro obycˇejne´ diferencia´ln´ı rovnice.
2.2 Volba ba´zovy´ch funkc´ı na troju´heln´ıkove´m elementu
Vhodnou volbou ba´zovy´ch funkc´ı prostoru polynomu˚ Pq na kontroln´ım elementu Ωk lze doc´ılit
podstatne´ho zjednodusˇen´ı formulace nespojite´ Galerkinovy metody konecˇny´ch prvk˚u. V te´to pra´ci
se budeme zaby´vat trˇemi r˚uzny´mi syste´my ba´zovy´ch funkc´ı. Pro lepsˇ´ı prˇehlednost zavedeme v te´to
sekci jine´ znacˇen´ı pro karte´zske´ sourˇadnice x = [x, y].
2.2.1 Taylorova ba´ze
Taylorova ba´ze vycha´z´ı z mysˇlenky Taylorova rozvoje funkce ve strˇedu kontroln´ıho elementu
Ωk. Jedna´ se o jeden z nejjednodusˇsˇ´ıch syste´mu˚ ba´zovy´ch funkc´ı. Oznacˇ´ıme-li sourˇadnice strˇedu
kontroln´ıho elementu xs = [xs, ys] pak mu˚zˇeme jednotlive´ ba´zove´ funkce psa´t ve tvaru
ϕik = (x− xs)m(y − ys)n, m, n ≥ 0. (2.17)
Prostoru polynomu˚ stupneˇ q odpov´ıdaj´ı vsˇechny ba´zove´ funkce, pro ktere´ je m+ n ≤ q. Prˇ´ıklad
ba´zovy´ch funkc´ı pro prostory polynomu˚ do stupneˇ q = 2 jsou uvedeny v tab. 2.2. Velkou vy´hodou
Taylorovy ba´ze je jej´ı jednoduchost. Na druhou stranu se volbou te´to ba´ze neda´ dosa´hnout
zˇa´dne´ho zjednodusˇen´ı vy´raz˚u v integra´ln´ı identiteˇ (2.8).
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i q ϕik
1 0 1
2 1 x− xs
3 y − ys
4 2 (x− xs)2
5 (x− xs)(y − ys)
6 (y − ys)2
Tab. 2.2: Taylorova ba´ze pro prostory polynomu˚ nulte´ho, prvn´ıho a druhe´ho stupneˇ.
2.2.2 Lagrangeova ba´ze
Lagrangeova ba´ze vycha´z´ı z Lagrangeovy´ch polynomu˚ definovany´ch na kontroln´ım elementu Ωk
na´sledovneˇ
ϕik = δ
j
i (xj), (2.18)
kde xj jsou Lagrangeovske´ body definovane´ na troju´heln´ıku podle obr. (2.2). Pro polynom
Obr. 2.2: Lagrangeovske´ body pro polynomy prvn´ıho, druhe´ho a trˇet´ıho stupneˇ
druhe´ho stupneˇ naprˇ´ıklad dosta´va´me
ϕik(x, y) = a1i + a2ix+ a3iy + a4ix
2 + a5ixy + a6iy
2, i = 1, 2, ...6 (2.19)
Koeficienty a1i, . . . , a6i mu˚zˇeme z´ıskat rˇesˇen´ım maticove´ rovnice pro nezna´me´ a11, . . . , a66 podle
vztahu (2.18). V prˇ´ıpadeˇ polynomu˚ prvn´ıho stupneˇ tento vztah vede na maticovou rovnici 1 x1 y11 x2 y2
1 x3 y3

︸ ︷︷ ︸
V
 a11 a12 a13a21 a22 a23
a31 a32 a33
 =
 1 0 00 1 0
0 0 1
 , (2.20)
kde V je tzv. Vandermondova matice.
Zameˇrˇme se nyn´ı na druhy´ integra´l v integra´ln´ı identiteˇ (2.8). Dı´ky definici Lagrangeovsky´ch
ba´zovy´ch funkc´ı mu˚zˇeme pro hodnoty funkce fms (w) psa´t
fms (w) = f
m
s
(
M∑
i=1
wk,iϕ
i
k
)
≈
M∑
i=1
fms (wk,i)ϕ
i
k.
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Dosazen´ım do druhe´ho integra´lu v integra´ln´ı identiteˇ (2.8), mu˚zˇeme tento integra´l upravit na∫
Ωk
2∑
s=1
fms (w)
∂ϕjk
∂xs
dΩ =
∫
Ωk
2∑
s=1
M∑
i=1
fms (wk,i)ϕ
i
k
∂ϕjk
∂xs
dΩ =
=
2∑
s=1
M∑
i=1
fms (wk,i)
∫
Ωk
ϕik
∂ϕjk
∂xs
dΩ.
Integra´ly
ksij =
∫
Ωk
ϕik
∂ϕjk
∂xs
dΩ,
jsou koeficienty tzv. matic tuhost´ı ve smeˇrech sourˇadnicovy´ch os x (x1) a y (x2). Vy´hodou te´to
u´pravy je, zˇe tyto koeficienty je mozˇno prˇedpocˇ´ıtat prˇed zacˇa´tkem numericke´ho vy´pocˇtu a t´ım
usˇetrˇit vy´pocˇetn´ı cˇas.
2.2.3 Ortogona´ln´ı ba´zove´ polynomy
Prˇi prostorove´ diskretizaci nelinea´rn´ıho syste´mu Eulerovy´ch rovnic na kontroln´ım elementu Ωk
pomoc´ı nespojite´ Galerkinovy metody konecˇny´ch prvk˚u obecneˇ dosta´va´me plnou matici hmot-
nosti Mk a je trˇeba prova´deˇt jej´ı inverzi, viz (2.14). Vy´hodneˇjˇs´ı by bylo, pokud by matice hmot-
nosti meˇla diagona´ln´ı tvar. Toho lze dosa´hnout volbou ba´zovy´ch funkc´ı ve tvaru ortogona´ln´ıch
polynomu˚ [22, 48], neboli polynomu˚ splnˇuj´ıc´ıch podmı´nku∫
Ωk
ϕikϕ
j
k dΩ
{ 6= 0, i = j,
= 0, i 6= j.
V te´to pra´ci budeme pouzˇ´ıvat syste´m ortogona´ln´ıch polynomu˚ definovany´ch na referencˇn´ım
troju´heln´ıku Ω(ξ, η), obr.2.3 , na´sleduj´ıc´ım prˇedpisem
Pij(ξ, η) = p
0
i
(
2ξ
1− η
)
p2i+1j (η)
(
1− η
2
)i
,
kde
pαn(x) =
1
2nn!(1− x)α
dn
dxn
(
(1− x)α(x2 − 1)n) ,
je n-ty´ Jacobiho polynom. Vydeˇlen´ım ortogona´ln´ıch polynomu˚ ϕik jejich normou ‖ϕik‖Ω(ξ,η) dosta´va´me
na referencˇn´ım troju´heln´ıku syste´m ortonorma´ln´ıch polynomu˚. Tento syste´m budeme pouzˇ´ıvat
v dalˇs´ım odstavci zaby´vaj´ıc´ı se spektra´ln´ım tlumen´ım. V tab. 2.3 jsou uvedeny ortogona´ln´ı ba´zove´
polynomy azˇ do trˇet´ıho stupneˇ. Transformaci mezi sourˇadnicovy´mi syste´my x = [x, y] a ξ = [ξ, η]
mu˚zˇeme vyja´drˇit vztahem
ξ − ξ1 = T (x− x1),
kde ξ1 = [−1,−1], x1 = [x1, y1] jsou sourˇadnice prvn´ıho vrcholu troju´heln´ıku ve fyzika´ln´ım a
referencˇn´ım sourˇadnicove´m syste´mu. Matici T mu˚zˇeme urcˇit rˇesˇen´ım soustavy linea´rn´ıch rovnic
ξ2 − ξ1 = T (x2 − x1),
ξ3 − ξ1 = T (x3 − x1),
kde ξi, xi, i = 1, 2, 3 jsou sourˇadnice vrchol˚u troju´heln´ıku.
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Obr. 2.3: Referencˇn´ı troju´heln´ık Ω(ξ, η) pro vy´pocˇet ortogona´ln´ıch polynomu˚
i q ϕik ‖ϕik‖Ω(ξ,η)
1 0 1 1
2 1 ξ 16
3 12(1 + 3η)
1
2
4 2 18(12ξ
2 − (η − 1)2) 115
5 12ξ(3 + 5η)
1
9
6 52η
2 + η − 12 13
7 3 18ξ(20ξ
2 − 3(η − 1)2) 14
8 − 116(−12ξ2 + (η − 1)2)(5 + 7η) 112
9 14ξ(1 + 18η + 21η
2) 120
10 18(−3− 15η + 15η2 + 35η3) 128
Tab. 2.3: Ortogona´ln´ı ba´zove´ polynomy na troju´heln´ıkove´m kontroln´ım elementu Ωk nulte´ho,
prvn´ıho, druhe´ho a trˇet´ıho stupneˇ.
2.3 Volba ba´zovy´ch funkc´ı na cˇtyrˇu´heln´ıkove´m elementu
V prˇ´ıpadeˇ cˇtyrˇu´heln´ıkove´ho kontroln´ıho elementu Ωk mu˚zˇeme zvolit vsˇechny druhy ba´zovy´ch
funkc´ı uvedeny´ch v prˇedchoz´ım odstavci pro prˇ´ıpad troju´heln´ıkove´ho kontroln´ıho elementu. Prˇi
volbeˇ Taylorovy ba´ze lze ba´zove´ funkce definovat stejneˇ jako v prˇ´ıpadeˇ troju´heln´ıkove´ho elementu.
Lagrangeovu ba´zi lze sestavit podobneˇ jako u troju´heln´ıkove´ho elementu, pouze se zmeˇn´ı pocˇet
vrchol˚u. Pro u´plnost si zde v tab. 2.4 jesˇteˇ uved’me ortogona´ln´ı ba´zi definovanou na referencˇn´ım
cˇtyrˇu´heln´ıkove´m elementu, viz obr. 2.4. Transformaci sourˇadnicovy´ch syste´mu˚ mezi referencˇn´ım
Obr. 2.4: Referencˇn´ı cˇtverec Ω(ξ, η) pro vy´pocˇet ortogona´ln´ıch polynomu˚
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a fyzika´ln´ım kontroln´ım elementem vyja´drˇ´ıme vztahem Ω(ξ, η)
ξ = a1 + a2x+ a3y + a4xy, η = b1 + b2x+ b3y + b4xy, (2.21)
kde koeficienty ai, bi z´ıska´me rˇesˇen´ım maticovy´ch rovnic
1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
1 x4 y4 x4y4


a1
a2
a3
a4
 =

0
1
1
0
 ,

1 x1 y1 x1y1
1 x2 y2 x2y2
1 x3 y3 x3y3
1 x4 y4 x4y4


b1
b2
b3
b4
 =

0
0
1
1
 ,
prˇicˇemzˇ [xi, yi] jsou sourˇadnice vrchol˚u cˇtyrˇu´heln´ıkove´ho kontroln´ıho elementu Ωk.
i q ϕik
1 0 1
2 1 1 + 2ξ + η
3 −1 + 3η
4 2 1− 2η + η2 + 6ξη − 6η + 6η2
5 1 + 5η2 + 10ξη − 6η − 2ξ
6 1− 8η + 10η2
7 3 −1 + η3 − 24ξη + 30ξ2η + 12ξη2 + 20ξ3 + 12ξ + 3η − 3η2 − 30ξ2
8 −1 + 7η3 + 42ξη2 − 15η2 − 48ξη + 9η + 42ξ2η − 6ξ2 + 6ξ
9 −1 + 21η3 + 42ξη2 − 33η2 − 24ξη + 13η + 2ξ
10 −1 + 15η − 45η2 + 35η3
Tab. 2.4: Ortogona´ln´ı ba´zove´ polynomy na cˇtyrˇu´heln´ıkove´m kontroln´ım elementu Ω(ξ, η) nulte´ho,
prvn´ıho, druhe´ho a trˇet´ıho stupneˇ.
V prˇ´ıpadeˇ pouzˇit´ı nelinea´rn´ı transformace (2.21), transformuj´ıc´ı kontroln´ı element na refe-
rencˇn´ı, je nutne´ pouzˇ´ıt pro vy´pocˇet objemove´ho integra´lu na´sleduj´ıc´ı prˇedpis∫
Ωk
f(x)dΩ ≈
nint∑
r=1
|J(xr)|wrf(xr),
kde |J(xr)| je hodnota Jacobia´nu transformace v bodeˇ xr.
2.4 Metody cˇasove´ integrace
V prˇedchoz´ıch odstavc´ıch byla popsa´na prostorova´ diskretizace nelinea´rn´ıho syste´mu Eulerovy´ch
rovnic pomoc´ı nespojite´ Galerkinovy metody konecˇny´ch prvk˚u. Pomoc´ı prostorove´ diskretizace
jsme syste´m parcia´ln´ıch diferencia´ln´ıch rovnic prˇevedli na syste´m obycˇejny´ch nelinea´rn´ıch di-
ferencia´ln´ıch rovnic (ODR) pro nezna´me´ koeficienty linea´rn´ı kombinace ba´zovy´ch funkc´ı slozˇek
vektoru konzervativn´ıch promeˇnny´ch na kazˇde´m kontroln´ım elementu (2.16)
dW
dt
= R(W ).
V tomto odstavci se budeme veˇnovat numericke´ integraci tohoto syste´mu ODR. Necht’ 0 = t0 <
t1 < t2 < ... < tN = T je diskretizace cˇasove´ho intervalu [0, T ] a ∆t = tn+1 − tn je cˇasovy´
krok. Numericke´ rˇesˇen´ı v n-te´ cˇasove´ hladineˇ oznacˇme W (tn) = W
n. Vy´pocˇet je inicializovany´
pocˇa´tecˇn´ı podmı´nkou W (0) = W 0.
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2.4.1 Explicitn´ı sche´mata
Explicitn´ı sche´ma je nejjednodusˇsˇ´ı zp˚usob integrace syste´mu nelinea´rn´ıch ODR (2.16). Z hodnot
W n v n-te´ cˇasove´ hladineˇ se prˇ´ımo vypocˇ´ıta´va´ hodnota W n+1 v n+ 1 cˇasove´ hladineˇ. Vy´hodou
tohoto prˇ´ıstupu je snadne´ vycˇ´ıslova´n´ı nelinea´rn´ıho vektoru rezidua R(W ) a snadna´ implemen-
tace okrajovy´ch podmı´nek. Velkou nevy´hodou teˇchto sche´mat je vsˇak omezen´ı maxima´ln´ı veli-
kosti cˇasove´ho kroku CFL podmı´nkou stability. Nejcˇasteˇji pouzˇ´ıvany´m sche´matem tohoto typu
je trˇ´ıstupnˇova´ TVD Rungeova-Kuttova metoda trˇet´ıho rˇa´du prˇesnosti (O(∆t3))
W 1 = W
n + ∆tR(W n),
W 2 = 3/4W
n + 1/4(W 1 + ∆tR(W 1)),
W n+1 = 1/3W n + 2/3(W 2 + ∆tR(W 2)).
CFL podmı´nka stability pro toto sche´ma ma´ tvar
∆t ≤ min
k
 CFL|λx1,k|+|λx2,k|
∆lk
(2q + 1)
 , (2.22)
kde CFL ∈ (0, 1) je volene´ neza´porne´ cˇ´ıslo, λx1,k = |u1| + a, λx2,k = |u2| + a jsou maxima´ln´ı
vlastn´ı cˇ´ısla ve smeˇru sourˇadnicovy´ch os x1 a x2, |u1| a |u1| jsou absolutn´ı hodnoty rychlost´ı
ve smeˇru sourˇadnicovy´ch os x1 a x2, a =
√
κp/% je rychlost zvuku, ∆lk je pr˚umeˇr kontroln´ıho
elementu Ωk a q je stupenˇ polynomia´ln´ı aproximace.
Na CFL podmı´nce stability (2.22) je videˇt prˇ´ıma´ za´vislost velikosti cˇasove´ho kroku ∆t na
velikosti pr˚umeˇru kontroln´ıho elementu ∆lk. V prˇ´ıpadeˇ vy´pocˇtovy´ch oblast´ı Ω se slozˇitou hranic´ı
obsahuj´ıc´ıch ostre´ rohy poprˇ. v oblastech, kde v proudeˇn´ı vznikaj´ı vysoke´ gradienty proudovy´ch
velicˇin cˇi ra´zove´ vlny, je trˇeba loka´lneˇ zahustit vy´pocˇetn´ı s´ıt’. Toto loka´ln´ı zahusˇteˇn´ı s´ıteˇ prˇes
CFL podmı´nku stability neprˇ´ızniveˇ ovlivn´ı velikost cˇasove´ho kroku ∆t na kazˇde´m kontroln´ım
elementu Ωk. Toto omezen´ı je obvykle natolik velike´, zˇe explicitn´ı sche´mata jsou velice neefektivn´ı.
V na´sleduj´ıc´ım odstavci bude popsa´na metoda, ktera´ tento nedostatek explicitn´ıch sche´mat do
jiste´ mı´ry odstranˇuje.
2.4.2 Metoda loka´ln´ıho cˇasu
Metoda loka´ln´ıho cˇasu odstranˇuje globa´ln´ı za´vislost velikosti cˇasove´ho kroku na nejmensˇ´ım kon-
troln´ım elementu a t´ım podstatneˇ urychluje vy´pocˇet. Princip metody spocˇ´ıva´ ve vycˇ´ıslova´n´ı
novy´ch cˇasovy´ch hladin s cˇasovy´m krokem ∆tk, ktery´ je r˚uzny´ pro kazˇdy´ kontroln´ı element Ωk.
Loka´ln´ı cˇasovy´ krok se na elementu Ωk vypocˇte z loka´ln´ı CFL podmı´nky stability
∆tk ≤ CFL|λx1,k|+|λx2,k|
∆lk
(2q + 1)
. (2.23)
Vzhledem k tomu, zˇe na kazˇde´m kontroln´ım elementu Ωk jsou hodnoty rˇesˇen´ı pocˇ´ıta´ny v jiny´ch
cˇasovy´ch hladina´ch, je trˇeba sche´ma doplnit o rˇ´ıdic´ı algoritmus kombinovany´ s interpolacˇn´ı me-
todou. Tento algoritmus mus´ı zajiˇst’ovat, aby prˇed vy´pocˇtem vektoru rˇesˇen´ı wn+1k v n+ 1 cˇasove´
hladineˇ byly zna´my hodnoty rˇesˇen´ı v n-te´ cˇasove´ hladineˇ na sousedn´ıch kontroln´ıch elementech.
Necht’ Ωk1 , Ωk2 , Ωk3 jsou kontroln´ı elementy soused´ıc´ı s kontroln´ım elementem Ωk. Da´le necht’
wn1k1 , w
n2
k2
, wn3k3 jsou hodnoty vektor˚u konzervativn´ıch promeˇnny´ch na kontroln´ıch elementech
Ωk1 , Ωk2 , Ωk3 v cˇasovy´ch hladina´ch tn1 , tn2 , tn3 . Prˇedpokla´dejme, zˇe vy´pocˇet prob´ıhal tak, zˇe je
splneˇna podmı´nka
tn ≤ tnq ∧ tn ≥ tnq−1 , q = 1, 2, 3. (2.24)
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Potom mu˚zˇeme pomoc´ı vhodne´ interpolacˇn´ı metody vypocˇ´ıtat hodnoty rˇesˇen´ı wnkq na sousedn´ıch
kontroln´ıch elementech Ωkq v n-te´ cˇasove´ hladineˇ
wnkq ≡ wkq(tn) = f(w
nq
kq
,w
nq−1
kq
,w
nq−2
kq
), q = 1, 2, 3.
Pro zachova´n´ı rˇa´du prˇesnosti metody vol´ıme interpolaci pomoc´ı Lagrangeovy´ch polynomu˚
wnkq =
3∑
j=1
ψq,jw
nq−j+1
kq
= ψq,1w
nq
kq
+ ψq,2w
nq−1
kq
+ ψq,3w
nq−2
kq
, q = 1, 2, 3,
kde ψq,j , j = 1, 2, 3 jsou Lagrangeovy polynomy definovane´ jako
ψq,j =
3∏
l = 1
l 6= j
(tn − tnq−l+1)
(tnq−j+1 − tnq−l+1)
.
Naprˇ´ıklad pro j = 1 dosta´va´me Lagrange˚uv polynom
ψq,1 =
(tn − tnq−1)
(tnq − tnq−1)
(tn − tnq−2)
(tnq − tnq−2)
=
{
1, tn = tnq ,
0, tn = tnq−1, tnq−2.
Abychom doc´ılili splneˇn´ı podmı´nky (2.24), je trˇeba prova´deˇt vy´pocˇet nove´ cˇasove´ hladiny na
kontroln´ım elementu Ωk pouze pokud
tn ≤ tnq q = 1, 2, 3. (2.25)
Algoritmus splnˇuj´ıc´ı tuto podmı´nku je schematicky uveden na obr. 2.5
Obr. 2.5: Graficke´ zna´zorneˇn´ı algoritmu pro 1D prˇ´ıpad, podle ktere´ho jsou prova´deˇny vy´pocˇty
novy´ch cˇasovy´ch hladin. Vy´pocˇet nove´ cˇasove´ hladiny na kontroln´ım elementu Ωk se provede
pokud je hodnota aktua´ln´ı cˇasove´ hladiny tn mensˇ´ı, nezˇ hodnoty aktua´ln´ıch cˇasovy´ch hladin tnq
na sousedn´ıch kontroln´ıch elementech Ωkq
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Efektivita metody loka´ln´ıho cˇasu
Metoda loka´ln´ıho cˇasu vylepsˇuje vy´pocˇetn´ı efektivitu klasicky´ch explicitn´ıch sche´mat. V tomto
odstavci se budeme snazˇit odvodit prˇiblizˇny´ odhad pro akceleracˇn´ı koeficient ak, ktery´ vyjadrˇuje
pomeˇr CPU cˇasu potrˇebne´ho k vy´pocˇtu pomoc´ı standardn´ı explicitn´ı metody (CPUw/o) ku CPU
cˇasu potrˇebne´ho k vy´pocˇtu pomoc´ı metody loka´ln´ıho cˇasu (CPUw/), cˇili
ak =
CPUw/o
CPUw/
. (2.26)
Nejdrˇ´ıve zacˇneˇme s odhadem CPU vy´pocˇetn´ıho cˇasu u klasicke´ explicitn´ı metody. Uvazˇujme fik-
tivn´ı vy´pocˇetn´ı u´lohu. Prˇedpokla´dejme, zˇe vy´pocˇet novy´ch cˇasovy´ch hladin je prova´deˇn s prˇiblizˇneˇ
konstantn´ım cˇasovy´m krokem ∆t, ktery´ je d´ıky globa´ln´ı podmı´nce stability (2.22) u´meˇrny´
√|Ωmin|
(odhad ∆lmin), kde Ωmin = mink {Ωk} je kontroln´ı element s minima´ln´ı plochou. CPU cˇas pro
dosazˇen´ı pozˇadovane´ho cˇasu vy´pocˇtu T lze tedy odhadnout vztahem
CPUw/o ∼
T
∆t
K ∼ T√|Ωmin|K, (2.27)
kde K je pocˇet kontroln´ıch element˚u.
Nyn´ı provedeme obdobny´ odhad pro metodu loka´ln´ıho cˇasu. Prˇedpokla´dejme, zˇe vy´pocˇet
novy´ch cˇasovy´ch hladin je prova´deˇn s prˇiblizˇneˇ konstantn´ımi cˇasovy´mi kroky ∆tk, ktere´ jsou
vsˇak na kazˇde´m kontroln´ım objemu Ωk r˚uzne´, a podle loka´ln´ı podmı´nky stability (2.23) jsou
u´meˇrne´
√|Ωk| (odhad ∆lk). V tomto prˇ´ıpadeˇ lze CPU cˇas potrˇebny´ k dosazˇen´ı cˇasu T odhad-
nout vztahem
CPUw/ ∼
K∑
k=1
T
∆tk
∼
K∑
k=1
T√|Ωk| ≈ T√|Ωmed|K, (2.28)
kde |Ωmed| je media´n plochy vsˇech kontroln´ıch element˚u Ωk, k = 1, 2, . . . ,K.
Dosazen´ım vztah˚u (2.27) a (2.28) do rovnice (2.26), dostaneme pro akceleracˇn´ı koeficient odhad
ak =
√
|Ωmed|
|Ωmin| . (2.29)
Ze vztahu je patrne´, zˇe v prˇ´ıpadeˇ homogenn´ı s´ıteˇ, kdy |Ωmed| ≈ |Ωmin| je zhruba ak ≈ 1 a vy´pocˇet
pomoc´ı metody loka´ln´ıho cˇasu bude trvat skoro stejny´ cˇas jako vy´pocˇet pomoc´ı klasicke´ explicitn´ı
metody. Na druhou stranu v prˇ´ıpadeˇ nerovnomeˇrne´ s´ıteˇ, nebo v prˇ´ıpadeˇ loka´ln´ıho zahusˇteˇn´ı roste
velmi rychle pod´ıl |Ωmed|/|Ωmin| a vy´pocˇet pomoc´ı metody loka´ln´ıho cˇasu bude prob´ıhat vy´razneˇ
rychleji. Tento vy´razny´ rozd´ıl je zp˚usoben t´ım, zˇe metoda loka´ln´ıho cˇasu nen´ı citliva´ na zmeˇnu
|Ωmin| ale na |Ωmed|. Porovna´n´ı odhadu akceleracˇn´ıho koeficientu s numericky´mi simulacemi je
uvedeno v odstavci 2.8 s numericky´mi vy´sledky.
2.4.3 Implicitn´ı sche´mata
Dalˇs´ı mozˇnost´ı, jak se vyhnout podmı´nce stability je pouzˇit´ı implicitn´ıch sche´mat. Vsˇechna
sche´mata uva´deˇna´ v tomto odstavci jsou bezpodmı´neˇneˇ stabiln´ı a je tedy mozˇne´ volit libovolneˇ
veliky´ cˇasovy´ krok. Velkou nevy´hodou implicitn´ıch sche´mat je, zˇe v kazˇde´ cˇasove´ hladineˇ mus´ıme
rˇesˇit soustavu mnoha nelinea´rn´ıch algebraicky´ch rovnic. Z tohoto d˚uvodu se rovnice cˇasto linea-
rizuj´ı a rˇesˇ´ı se odpov´ıdaj´ıc´ı soustava linea´rn´ıch algebraicky´ch rovnic.
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Uvazˇujme soustavu nelinea´rn´ıch ODR (2.16). Aproximac´ı cˇasove´ derivace zpeˇtnou diferencˇn´ı
formul´ı prvn´ıho rˇa´du prˇesnosti dostaneme
W n+1 −W n
∆t
= R(W n+1). (2.30)
Protozˇe funkce rezidua R(W ) je homogenn´ı formou stupneˇ jedna, tj. funkce splnˇuj´ıc´ı na´sleduj´ıc´ı
vlastnost
R(cW ) = cR(W ), c ∈ R,
plat´ı
R(W ) =
∂R
∂W
W ,
kde ∂R∂W je tzv. Jacobiova matice. Po dosazen´ı do rovnice (2.30) a po proveden´ı neˇkolika u´prav
dostaneme vztah pro vy´pocˇet rˇesˇen´ı v n+ 1 cˇasove´ hladineˇ(
1
∆t
I − ∂R
∂W
(W n)
)
W n+1 =
1
∆t
W n, (2.31)
kde I je jednotkova´ matice.
V prˇ´ıpadeˇ, zˇe nevyuzˇijeme vlastnosti funkce rezidua jako homogenn´ı formy prvn´ıho stupneˇ,
mu˚zˇeme reziduum na prave´ straneˇ rovnice (2.30) rozvinout do Taylorovy rˇady
W n+1 −W n
∆t
= R(W n) +
∂R
∂W
(W n+1 −W n).
Proveden´ım neˇkolika u´prav dostaneme fina´ln´ı tvar(
1
∆t
I − ∂R
∂W
(W n)
)
δW = R(W n),
W n+1 = W n + δW . (2.32)
Uvedena´ sche´mata jsou pouze prvn´ıho rˇa´du prˇesnosti v cˇase. Velice cˇasto se pro aproximaci cˇasove´
derivace mı´sto zpeˇtne´ difererencˇn´ı formule pouzˇ´ıva´ vztah
dW
dt
=
3W n+1 − 4W n +W n−1
2∆t
+O(∆t2). (2.33)
ktery´ je druhe´ho rˇa´du prˇesnosti. Sche´mata (2.31), (2.32) pak maj´ı tvar(
3
2∆t
I − ∂R
∂W
(W n)
)
W n+1 =
2
∆t
W n − 1
2∆t
Wn−1, (2.34)
resp. (
3
2∆t
I − ∂R
∂W
(W n)
)
δW = R(W n) +
1
2∆t
(
W n −W n−1) ,
W n+1 = W n + δW . (2.35)
Prˇi pouzˇit´ı sche´mat (2.31) poprˇ. (2.32) nen´ı rovnice (2.30) splneˇna prˇesneˇ, cozˇ mu˚zˇe ve´st
k nestabilita´m prˇi volbeˇ prˇ´ıliˇs velike´ho cˇasove´ho kroku. Z tohoto d˚uvodu se cˇasto prova´d´ı vnitrˇn´ı
iterace pomoc´ı Newtonovy metody, ktere´ zajist´ı prˇesne´ splneˇn´ı rovnice (2.30). Vyjdeˇme ze vztahu
48
(2.30), kde jsme zavedli pomocnou promeˇnnou W s a pravou stranu rozvinuli pomoc´ı Taylorova
rozvoje
W n+1 −W s +W s −W n
∆t
= R(W n) +
∂R
∂W
(W n+1 −W n).
Dosazen´ım W s+1 za W n+1 a nahrazen´ım W s za W n na prave´ straneˇ rovnice dostaneme
W s+1 −W s
∆t
+
W s −W n
∆t
= R(W s) +
∂R
∂W
(W s+1 −W s)
a po u´praveˇ
W s+1 −W s
∆t
− ∂R
∂W
(W s+1 −W s) = R(W s)− W
s −W n
∆t
neboli (
1
∆t
I− ∂R
∂W
(W s)
)
δW s = R(W s)− W
s −W n
∆t
W s+1 = W s + δW s. (2.36)
Iteracˇn´ı cyklus se inicializuje prˇedpisem W s=0 = W n. Po dokonvergova´n´ı vnitrˇn´ıch iterac´ı, tj.
pokud ‖δW s‖ < tol, se nastav´ı W n+1 = W s+1 a postoup´ı se do dalˇs´ı cˇasove´ hladiny.
Sestaven´ı implicitn´ıho sche´matu
Jedna z velky´ch obt´ızˇ´ı prˇi pouzˇit´ı implicitn´ıch sche´mat je sestaven´ı Jacobiovy matice ∂R∂W . Prˇi
pouzˇit´ı iteracˇn´ıch metod pro rˇesˇen´ı soustav linea´rn´ıch rovnic zalozˇeny´ch na Krylovovy´ch podpro-
storech lze proble´m cˇa´stecˇneˇ obej´ıt t´ım, zˇe u teˇchto metod stacˇ´ı zna´t pouze soucˇin libovolne´ho
vektoru s Jakobiovou matic´ı a nen´ı tedy trˇeba tuto matici sestavovat. Na druhou stranu znalost
Jakobiovy matice lze pouzˇ´ıt k sestrojen´ı vhodne´ho prˇedpodminˇovacˇe a t´ım podstatneˇ urychlit
vy´pocˇet.
Vyjdeˇme z rovnice (2.14), popisuj´ıc´ı loka´ln´ı diskretizaci pomoc´ı nespojite´ Galerkinovy me-
tody na kontroln´ım elementu Ωk a pokusme se sestavit cˇa´st Jakobiovy matice
∂Rk
∂W odpov´ıdaj´ıc´ı
kontroln´ımu elementu Ωk. S ohledem na identitu (2.8) pro vektor rezidua Rk plat´ı
Rk =
∫
Ωk
2∑
s=1
fms (w)
∂ϕjk
∂xs
dΩ−
∮
∂Ωk
Fm(w+,w−,n)ϕjk dl. (2.37)
Zaby´vejme se nejprve prvn´ım integra´lem na prave´ straneˇ. Vzhledem k tomu, zˇe funkce f1(w) a
f2(w) jsou homogenn´ı formy stupneˇ jedna, plat´ı
f1(w) =
∂f1
∂w
w = A1w, (2.38)
f2(w) =
∂f2
∂w
w = A2w, (2.39)
kde A1 a A2 jsou analyticky vypocˇtene´ Jacobiovy matice tok˚u f1(w) a f2(w). Pro m-te´ slozˇky
vektor˚u fm1 a f
m
2 tedy ma´me
fm1 = a
m
1,pw
p
k, f
m
2 = a
m
2,pw
p
k,
kde wpk je p-ta´ slozˇka vektoru konzervativn´ıch promeˇnny´ch wk na kontroln´ım objemu Ωk (pozn.
pro jednoduchost za´pisu je zde a da´le pouzˇita Einsteinova scˇ´ıtac´ı konvence). Da´le wpk vyja´drˇ´ıme
jako linea´rn´ı kombinaci ba´zovy´ch funkc´ı
wpk = w
p
k,iϕ
i
k,
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Po dosazen´ı do prvn´ıho integra´lu v rovnici (2.37) dostaneme∫
Ωk
2∑
s=1
fms (w)
∂ϕjk
∂xs
dΩ =
∫
Ωk
am1,pw
p
k,iϕ
i
k
∂ϕjk
∂x1
dΩ +
∫
Ωk
am2,pw
p
k,iϕ
i
k
∂ϕjk
∂x2
dΩ. (2.40)
Serˇad´ıme-li nyn´ı nezna´me´ wpk,i do vektoru W k na´sleduj´ıc´ım zp˚usobem
W k = [wk,Mp+i]
T ,
kde M je pocˇet ba´zovy´ch funkc´ı, p = 1, 2, 3, 4 a i = 1, 2, . . .M , mu˚zˇeme integra´ly na prave´ straneˇ
rovnice (2.40) prˇepsat do maticove´ho tvaru∫
Ωk
am1,pw
p
k,iϕ
i
k
∂ϕjk
∂x1
dΩ +
∫
Ωk
am2,pw
p
k,iϕ
i
k
∂ϕjk
∂x2
dΩ −→ K1W k +K2W k,
kde matice K1 = K1(W k) a K2 = K2(W k) maj´ı tvar
K1 =
[
kMm+j1,Mp+i
]
=
[∫
Ωk
am1,pϕ
i
k
∂ϕjk
∂x1
dΩ
]
,
K2 =
[
kMm+j2,Mp+i
]
=
[∫
Ωk
am2,pϕ
i
k
∂ϕjk
∂x2
dΩ
]
.
Da´le se budeme veˇnovat krˇivkove´mu integra´lu ve vztahu (2.37). Za numericky´ tok F zvol´ıme tzv.
Lax˚uv (Rusan˚uv) tok, viz (2.5)
F(w+,w−,n) = 1
2
(
fn(w
+) + fn(w
−)
)− 1
2
λ
(
w+ −w−) ,
kde fn = f1n1 + f2n2 je norma´lovy´ tok a λ je vhodneˇ zvoleny´ parametr. S pouzˇit´ım rovnic
(2.38) a (2.39) mu˚zˇeme Lax˚uv tok prˇepsat do tvaru
F(w+,w−,n) = 1
2
(An + λI)w
+ +
1
2
(An − λI)w− = A+w+ +A−w−,
kde An = A1n1 + A2n2, A
+ = 12 (An + λI), A
− = 12 (An − λI) . Prˇedchoz´ı rovnici mu˚zˇeme
zapsat slozˇkoveˇ jako
Fm(w+,w−,n) = a+,mp w+,p + a−,mp w−,p.
Dosazen´ım za numericky´ tok Fm do krˇivkove´ho integra´lu z rovnice (2.37) a s uva´zˇen´ım zˇe w−,p =
wpk = w
p
k,iϕ
i
k a w
+,p = wpkq = w
p
kq ,i
ϕikq , kde kq, q = 1, 2, 3 jsou globa´ln´ı indexy kontroln´ıch element˚u
Ωkq soused´ıc´ıch s kontroln´ım elementem Ωk, dosta´va´me∮
∂Ωk
Fm(w+,w−,n)ϕjk dl =
3∑
q=1
∫
∂Ωkq
Fm(w+,w−,n)ϕjk dl =
=
3∑
q=1
∫
∂Ωkq
(
a−,mp w
p
k,iϕ
i
k + a
+,m
p w
p
kq ,i
ϕikq
)
ϕjk dl
Serˇazen´ım nezna´my´ch wpk,i, resp. w
p
kq ,i
do vektor˚u W k resp. W kq na´sleduj´ıc´ım zp˚usobem
W k = [wk,Mp+i]
T , W kq = [wkq ,Mp+i]
T ,
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lze posledn´ı vztah prˇepsat do maticove´ho tvaru
3∑
q=1
∫
∂Ωkq
(
a−,mp w
p
k,iϕ
i
k + a
+,m
p w
p
kq ,i
ϕikq
)
ϕjk dl −→ K−W k +
3∑
q=1
K+qW kq , (2.41)
kde
K− =
[
k−,Mm+jMp+i
]
=
 3∑
q=1
∫
∂Ωkq
a−,mp ϕ
i
kϕ
j
k dl
 ,
K+kq =
[
kMm+jkq ,Mp+i
]
=
[∫
∂Ωkq
a+,mp ϕ
i
kqϕ
j
k dl
]
.
Dosazen´ım odvozeny´ch vztah˚u zpeˇt do rovnice (2.14) dostaneme
Mk
dW k
dt
=
(
K1 +K2 −K−
)
W k +
3∑
q=1
K+kqW kq
a po u´praveˇ
dW k
dt
= R(W k) = M
−1
k
(
K1 +K2 −K−
)
W k +
3∑
q=1
M−1k K
+
kq
W kq.
Aplikac´ı implicitn´ıho sche´matu (2.30) dosta´va´me[
I
∆t
−M−1k
(
K1 +K2 −K−
)]
W n+1k −
3∑
q=1
M−1k K
+
kq
W n+1kq =
1
∆t
W nk , k = 1, 2, . . .K
Uvedena´ rovnice prˇedstavuje implicitn´ı sche´ma na kontroln´ım elementu Ωk. Vsˇechny rovnice
na kazˇde´m z kontroln´ıch element˚u je trˇeba umı´stit do globa´ln´ı soustavy rovnic a tu pak rˇesˇit
vhodny´mi metodami.
Alternativn´ı zp˚usob sestaven´ı Jacobiovy matice
V prˇedchoz´ım odstavci byl uka´za´n princip sestaven´ı implicitn´ıho sche´matu pro Eulerovy rovnice.
Tento princip vycha´zel z analyticke´ho vyja´drˇen´ı Jacobiovy´ch matic tok˚u a da´le v prˇedpokladu, zˇe
vsˇechny toky jsou homogenn´ı formy stupneˇ jedna. Ve slozˇiteˇjˇs´ım prˇ´ıpadeˇ, naprˇ. prˇi turbulentn´ım
proudeˇn´ı (slozˇite´ rovnice, slozˇite´ okrajove´ podmı´nky), je vsˇak sestaven´ı implicitn´ıho sche´matu
pomeˇrneˇ obt´ızˇne´, z d˚uvod˚u slozˇitosti Jacobiovy matice rezidua ∂R∂W . V prˇ´ıpadeˇ pouzˇit´ı impli-
citn´ıho sche´matu (2.36) je videˇt, zˇe znalost prˇesne´ Jacobiovy matice nen´ı potrˇeba, stacˇ´ı pouze
pokud budou konvergovat vnitrˇn´ı iterace sche´matu. Obecneˇ ale plat´ı, zˇe cˇ´ım prˇesneˇjˇs´ı je znalost
Jacobiovy matice, t´ım rychleji vnitrˇn´ı iterace konverguj´ı. Prˇesna´ Jacobiova matice je take´ d˚ulezˇita´
pro konstrukci kvalitn´ıho prˇedpodminˇovacˇe. Z tohoto d˚uvodu je tento odstavec veˇnova´n alterna-
tivn´ımu zp˚usobu vycˇ´ıslen´ı dostatecˇneˇ prˇesne´ho Jakobia´nu zalozˇene´ho na numericke´m derivova´n´ı.
Uvazˇujme vektor rezidua Rk odpov´ıdaj´ıc´ı kontroln´ımu elementu Ωk. Tento vektor je funkc´ı
nezna´me´ho vektoru wk definovane´ho na kontroln´ım elementu Ωk a da´le pak vektor˚u wkq defino-
vany´ch na sousedn´ıch elementech wkq , q = 1, 2, . . . , nk, tj.
Rk = Rk(wk,wkq).
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Rˇa´dky globa´ln´ı Jacobiovy matice ∂R∂W odpov´ıdaj´ıc´ı vektoru nezna´my´ch wk definovane´ho na
kontroln´ım elementu Ωk budou zaplneˇny v nk + 1 bloc´ıch. Tyto bloky jsou tvorˇeny maticemi
∂Rk
∂wk
a ∂Rk∂wkq
, q = 1, 2, . . . , nk, ktere´ mus´ıme urcˇit. Zaved’me nyn´ı pomocne´ vektory v
j a vjq,
q = 1, 2, . . . , nk tak, zˇe vektory v
j maj´ı stejny´ rozmeˇr jako wk, na pozici j je jednicˇka a vsˇude
jinde nula. Vektory vjq jsou definova´ny obdobneˇ. Potom mu˚zˇeme j-te´ sloupce loka´ln´ıch Jaco-
biovy´ch matic urcˇit jako
∂Rk
∂wk
∣∣∣∣
j
=
Rk(wk + hv
j ,wkq)−Rk(wk,wkq)
h
,
∂Rkq
∂wk
∣∣∣∣∣
j
=
Rk(wk,wkq + hv
j
q)−Rk(wk,wkq)
h
,
kde h je dostatecˇneˇ male´ cˇ´ıslo. Cˇasto se vol´ı h = 10−8.
Vy´hodou tohoto prˇ´ıstupu je jednoduchost sestaven´ı velmi prˇesne´ Jacobiovy matice neza´visle
na slozˇitosti rˇesˇeny´ch rovnic a okrajovy´ch podmı´nka´ch. Nevy´hodou je o trochu vysˇsˇ´ı vy´pocˇetn´ı
na´rocˇnost oproti analyticke´mu vyja´drˇen´ı, jelikozˇ pro sestaven´ı jednoho loka´ln´ıho bloku je nutne´
(pocˇet rovnic)×(pocˇet ba´zovy´ch funkc´ı) + 1 kra´t volat funkci rezidua na dane´m kontroln´ım
elementu.
2.5 Numericky´ tok
Numericky´ tok vypocˇ´ıta´va´ hodnotu toku neˇjake´ velicˇiny na hranic´ıch kontroln´ıho elementu Ωk,
kde se hodnoty vektoru konzervativn´ıch promeˇnny´ch skokoveˇ meˇn´ı. V prˇ´ıpadeˇ prostorove´ diskre-
tizace pomoc´ı metody konecˇny´ch objemu˚ hraje vhodna´ volba numericke´ho toku kl´ıcˇovou roli pro
prˇesnost a stabilitu rˇesˇen´ı. Veˇtsˇ´ı prˇ´ıdavna´ umeˇla´ vazkost vede k robustneˇjˇs´ımu sche´matu, avsˇak
take´ vede k rozmaza´va´n´ı numericke´ho rˇesˇen´ı a tedy ke sn´ızˇen´ı jeho prˇesnosti. Nespojita´ Galerki-
nova metoda konecˇny´ch prvk˚u take´ uvazˇuje nespojitosti na hranic´ıch kontroln´ıch element˚u, avsˇak
prˇi volbeˇ ba´zovy´ch polynomu˚ stupneˇ alesponˇ jedna jsou vznikle´ nespojitosti na hranici oblasti,
kde je rˇesˇen´ı spojite´, male´ a vliv umeˇle´ vazkosti nen´ı velky´. Naopak v mı´stech fyzika´ln´ıch nespo-
jitost´ı, jako jsou ra´zove´ vlny, docha´z´ı k velky´m nespojitostem v rˇesˇen´ı a zde se nejv´ıce uplatnˇuje
vliv umeˇle´ vazkosti, ktera´ vsˇak vhodneˇ tlumı´ oscilace v rˇesˇen´ı. V prˇ´ıpadeˇ nespojite´ Galerkinovy
metody je tedy, narozd´ıl od metody konecˇny´ch objemu˚, vhodne´ volit sche´ma s vysokou prˇ´ıdavnou
umeˇlou vazkost´ı. Pokud vsˇak vol´ıme ba´zovou funkci jako polynom stupneˇ nula, redukuje se ne-
spojita´ Galerkinova metoda na metodu konecˇny´ch objemu˚. V tomto prˇ´ıpadeˇ je vhodne´ zvolit
numericky´ tok s nizˇsˇ´ı vnitrˇn´ı umeˇlou vazkost´ı. Celkem tedy budeme pro nespojitou Galerkinovu
metodu v prˇ´ıpadeˇ ba´zovy´ch funkc´ı ve tvaru polynomu˚ stupneˇ alesponˇ jedna volit numericky´ tok
s veˇtsˇ´ı numerickou vazkost´ı a v prˇ´ıpadeˇ ba´zove´ funkce ve tvaru polynomu stupneˇ nula numericky´
tok s n´ızkou umeˇlou vazkost´ı.
Numericky´ tok F mus´ı splnˇovat na´sleduj´ıc´ı trˇi vlastnosti:
1. F(u,v,n) je definovany´ a spojity´ na D×D×S, kde D je definicˇn´ı obor funkce f s, s = 1, 2
(2.2) a S je jednotkova´ koule v R2
2. je konzistentn´ı, tj. F(u,u,n) = ∑2s=1 ∂f s(u)ns
3. je konzervativn´ı, tj. F(u,v,n) = −F(v,u,−n)
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Jednou z nejjednodusˇsˇ´ıch voleb numericke´ho toku je Lax˚uv (Rusan˚uv) tok [53] definovany´ jako
F(w+,w−,n) = 1
2
(
fn(w
+) + fn(w
−)
)− 1
2
λ
(
w+ −w−) ,
kde fn = f1n1 +f2n2 je norma´lovy´ tok a λ = |Vn|+ a je absolutn´ı hodnota nejveˇtsˇ´ıho vlastn´ıho
cˇ´ısla Jakobiovy matice ∂fn∂w , Vn = u1n1+u2n2 je norma´lova´ rychlost a a =
√
κp
ρ je loka´ln´ı rychlost
zvuku.
Laxovo sche´ma se vyznacˇuje vysokou vnitrˇn´ı umeˇlou vazkost´ı a proto ho budeme pouzˇ´ıvat
jako numericky´ tok v prˇ´ıpadech, kdy vol´ıme za ba´zove´ funkce polynomy stupneˇ alesponˇ jedna.
Jako prˇedstavitele sche´matu s nizˇsˇ´ı umeˇlou vazkost´ı si zde uvedeme modern´ı AUSM (Advection
Upstream Splitting Method) sche´ma [38, 3].
AUSM sche´ma patrˇ´ı do trˇ´ıdy tzv. flux vector splitting sche´mat [34, 28, 55, 49]. Tato trˇ´ıda
vycha´z´ı z mysˇlenky upwind sche´matu. Principem je rozdeˇlen´ı numericke´ho toku F na dveˇ cˇa´sti
F+ a F−, ktere´ v sobeˇ obsahuj´ı prˇ´ıspeˇvky od vektor˚u konzervativn´ıch promeˇnny´ch w+, w− a
respektuj´ı prˇitom smeˇry sˇ´ıˇren´ı charakteristik. Celkovy´ numericky´ tok se pak vypocˇte jako soucˇet
F = F+(w−) + F−(w+).
AUSM sche´ma je zalozˇeno na pozorova´n´ı, zˇe funkce toku (2.2) je slozˇena ze dvou fyzika´lneˇ
odliˇsny´ch cˇa´st´ı a to z konvektivn´ı a z tlakove´ cˇa´sti. Z tohoto d˚uvodu AUSM sche´ma obeˇ cˇa´sti
rozdeˇluje r˚uzny´m zp˚usobem. Zadefinujme si norma´love´ Machovo cˇ´ıslo jako
Mn =
Vn
a
,
kde Vn = u1n1 + u2n2 je norma´lova´ rychlost, a je rychlost zvuku. Potom mu˚zˇeme prˇepsat
norma´lovy´ tok fn = f1n1 + f2n2 jako
fn = Mn

ρa
ρau1
ρau2
ρaH
+ p

0
n1
n2
0
 ,
kde H = (E + p)/% je entalpie. Da´le definujme norma´love´ Machovo cˇ´ıslo na steˇneˇ M+/− jako
M+/− =M+(Mn,−) +M−(Mn,+),
kde rozdeˇlovac´ı funkce M+, M− jsou definova´ny jako
M± =
{
1
2(M ± |M |), pro |M | > 1
±14(M ± 1)2 ± 18(M2 − 1)2, jinak
.
Pro tlakovy´ cˇlen definujme tlak na steˇneˇ jako
p+/− = P+(Mn,−)p− + P−(Mn,+)p+,
prˇicˇemzˇ
P± =
{
1
2(M ± |M |)/M, pro |M | > 1
±14(M ± 1)2(2∓M), jinak
.
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Celkem tedy mu˚zˇeme pro cˇa´sti numericke´ho toku psa´t
F+AUSM = max{M+/−, 0}

ρa
ρau1
ρau2
ρaH

−
+ p+/−

0
n1
n2
0
 ,
F−AUSM = min{M+/−, 0}

ρa
ρau1
ρau2
ρaH

+
+ p+/−

0
n1
n2
0
 .
2.6 Okrajove´ podmı´nky
Nyn´ı se budeme zaby´vat numericky´m tokem Fb, ktery´ prˇedstavuje numericky´ tok na hraneˇ Γb
kontroln´ıho elementu Ωk, ktera´ je soucˇa´st´ı hranice ∂Ω vy´pocˇtove´ oblasti Ω ∈ R2. Numericky´
tok budeme konstruovat pomoc´ı okrajovy´ch podmı´nek, jejichzˇ pocˇet za´vis´ı na pocˇtu za´porny´ch
vlastn´ıch cˇ´ısel Jacobiovy matice norma´lne´ho toku hranic´ı [56]. Celkem budeme v prˇ´ıpadeˇ ne-
vazke´ho proudeˇn´ı uvazˇovat na´sleduj´ıc´ı typy okrajovy´ch podmı´nek a jim prˇ´ıslusˇne´ numericke´ toky.
Subsonicky´ vstup
Subsonicky´ vstup odpov´ıda´ okrajove´ podmı´nce proudu stlacˇitelne´ tekutiny vstupuj´ıc´ı do vy´pocˇtove´
oblasti s podzvukovou rychlost´ı. Jelikozˇ jsou zde trˇi za´porna´ vlastn´ı cˇ´ısla, je trˇeba prˇedepsat trˇi
velicˇiny. V te´to pra´ci to budou hodnoty stagnacˇn´ıho tlaku p0i, stagnacˇn´ı hustoty %0i a u´hlu na´beˇhu
α.
Z proudove´ho pole extrapolujeme hodnotu staticke´ho tlaku pinl
pinl = (κ− 1)
(
E − 1
2
%(u21 + u
2
2)
)
= (κ− 1)
(
w4 − (w
2)2 + (w3)2
2w1
)
,
kde wm prˇedstavuj´ı hodnoty slozˇek vektoru konzervativn´ıch promeˇnny´ch w na hranici Γb urcˇene´
pomoc´ı hodnot na kontroln´ım elementu Ωk.
Da´le vypocˇ´ıta´me hodnotu Machova cˇ´ısla Minl pomoc´ı vztahu
Minl =
√√√√ 2
κ− 1
[(
p0i
pinl
)κ−1
κ
− 1
]
.
Pomoc´ı hodnoty Machova cˇ´ısla urcˇ´ıme hodnotu hustoty %inl
%inl = %0
(
1 +
κ− 1
2
M2inl
) 1
1−κ
,
a hodnotu vstupn´ı rychlosti Vinl
Vinl =
∣∣∣∣Minl√κpinl%inl
∣∣∣∣ .
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Da´le stanov´ıme velikosti slozˇek rychlost´ı
u1 inl = Vinl cosα,
u2 inl = Vinl sinα
a hodnotu celkove´ energie Einl vztazˇenou na jednotku objemu
Einl =
pinl
κ− 1 +
1
2
%inlV
2
inl.
Vektor konzervativn´ıch promeˇnny´ch na vstupu pak bude mı´t tvar
winl = [%inl, %inluinl, %inlvinl, Einl]
T .
Norma´lovy´ tok na hranici pak spocˇ´ıta´me jako
Fb(winl) = f1(winl)n1 + f2(winl)n2.
Supersonicky´ vstup
Supersonicky´ vstup odpov´ıda´ okrajove´ podmı´nce proudu stlacˇitelne´ tekutiny vstupuj´ıc´ı do vy´pocˇtove´
oblasti s nadzvukovou rychlost´ı. Jelikozˇ jsou vsˇechna vlastn´ı cˇ´ısla za´porna´, je trˇeba prˇedepsat cˇtyrˇi
velicˇiny. V te´to pra´ci to budou slozˇky vektoru rychlosti u1 i a u2 i, hustota %i a Machovo cˇ´ıslo Mi.
Nejprve vypocˇteme hodnotu staticke´ho tlaku pinl podle vztahu
pinl =
%i
κM2i
(u21 i + u
2
2 i).
Da´le urcˇ´ıme celkovou energii Einl
Einl =
pinl
κ− 1 +
1
2
%i(u
2
1 i + u
2
2 i).
Vektor konzervativn´ıch promeˇnny´ch na vstupu pak bude mı´t tvar
winl = [%i, %iu1 i, %iu2 i, Einl]
T .
Norma´lovy´ numericky´ tok na hranici se pak vypocˇte stejny´m zp˚usobem, jako v prˇedchoz´ı okrajove´
podmı´nce.
Subsonicky´ vy´stup
Tato okrajova´ podmı´nka odpov´ıda´ proudu stlacˇitelne´ tekutiny vystupuj´ıc´ı z vy´pocˇtove´ oblasti
podzvukovou rychlost´ı. Jelikozˇ je zde pouze jedno za´porne´ vlastn´ı cˇ´ıslo, je trˇeba prˇedepsat hod-
notu pouze jedne´ velicˇiny. V te´to pra´ci to bude hodnota tlaku po. Ostatn´ı velicˇiny se extrapoluj´ı
z proudove´ho pole
%out = w
1, u1 out =
w2
w1
, u2 out =
w3
w1
.
Pomoc´ı extrapolovany´ch hodnot a tlaku po dopocˇteme celkovou energii Eout
Eout =
po
κ− 1 +
1
2
%out(u
2
1 out + u
2
2 out).
Vektor konzervativn´ıch promeˇnny´ch pak bude mı´t tvar
wout = [%out, %outu1 out, %outu2 out, Eout]
T .
Vektor norma´love´ho numericke´ho toku na hranici se dopocˇte stejneˇ jako v prˇedchoz´ıch prˇ´ıpadech.
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Supersonicky´ vy´stup
Tato okrajova´ podmı´nka odpov´ıda´ proudu stlacˇitelne´ tekutiny vystupuj´ıc´ı z vy´pocˇtove´ oblasti
nadzvukovou rychlost´ı. Jelikozˇ zde nen´ı zˇa´dne´ za´porne´ vlastn´ı cˇ´ıslo, zˇa´dna´ velicˇina se neprˇedepisuje
a cely´ vektor konzervativn´ıch promeˇnny´ch se extrapoluje z proudove´ho pole
wout = w.
Pevna´ nepropustna´ steˇna
Na pevne´ nepropustne´ steˇneˇ vycha´z´ı pouze jedno za´porne´ vlastn´ı cˇ´ıslo, a proto se zde prˇedepisuje
pouze jedina´ podmı´nka rovnobeˇzˇnosti proudu se steˇnou, neboli
Vn = u1n1 + u2n2 = 0,
kde n = [n1, n2]
T je vektor vneˇjˇs´ı norma´ly steˇny.
Pomoc´ı vztah˚u pro toky (2.2) dostaneme
f1(w)n1 + f2(w)n2 =

ρu1
ρu21 + p
ρu1u2
ρu H
n1 +

ρu2
ρu1u2
ρu22 + p
ρv H
n2 = Vn

ρ
ρu1
ρu2
ρH
+ p

0
n1
n2
0
 .
S uva´zˇen´ım podmı´nky Vn = 0 dosta´va´me pro norma´lovy´ tok na steˇneˇ
Fb(w) = p

0
n1
n2
0
 ,
kde hodnotu tlaku p vypocˇteme podle vztahu
p = (κ− 1)
(
E − 1
2
%(u21 + u
2
2)
)
= (κ− 1)
(
w4 − (w
2)2 + (w3)2
2w1
)
.
2.7 Prˇ´ıdavna´ vazkost
I prˇes robustnost nespojite´ Galerkinovy metody je trˇeba rˇesˇen´ı vhodneˇ tlumit a to zejme´na v ob-
lastech s vysoky´mi gradienty, ktere´ jsou charakteristicke´ hlavneˇ pro okol´ı ra´zovy´ch vln. Abychom
do rˇesˇen´ı nevna´sˇeli prˇ´ıliˇs mnoho umeˇle´ vazkosti, je vhodne´ vyuzˇ´ıt neˇktery´ z indika´tor˚u ra´zovy´ch
vln ktery´ oznacˇ´ı proble´move´ oblasti, ve ktery´ch bude tlumen´ı aplikova´no. V te´to pra´ci vyuzˇijeme
rezidua´ln´ı indika´tor zavedeny´ v pra´ci [44], aplikovany´ na hustotu
rez(%) =
∫
Ωk
(%− %¯)2 dΩ∫
Ωk
%2 dΩ
, %¯ =
∫
Ωk
% dΩ.
Na za´kladeˇ hodnoty rez(%) nyn´ı do rˇesˇen´ı vneseme urcˇite´ mnozˇstv´ı umeˇle´ vazkosti, naprˇ. pokud
rez(%) > tol, kde tol je zadana´ tolerance. Hodnota umeˇle´ vazkosti se da´ zada´vat r˚uzny´mi zp˚usoby.
V te´to pra´ci se budeme zaby´vat dveˇma z nich, a to spektra´ln´ım tlumen´ım a pouzˇit´ım Barthova
limiteru.
56
Spektra´ln´ı tlumen´ı
Spektra´ln´ı tlumen´ı je vhodne´ pro ortonorma´ln´ı ba´zove´ funkce. Tlumen´ı se aplikuje tak, zˇe se
koeficienty wmk,i spocˇtene´ v n+ 1 cˇasove´ hladineˇ prˇena´sob´ı vhodny´mi koeficienty ai, tj.
wmk,i −→ aiwmk,i, i = 1, 2, . . . ,M, (2.42)
kde
ai =
{
exp(−αγ2r) pokud p > 0,
1 pokud p = 0,
kde p je stupenˇ polynomu ba´zove´ funkce ϕk,i prˇ´ıslusˇne´ ke koeficientu w
m
k,i, γ =
p
q+1 , α =
Cp(q+1)∆t
h ,
kde q je maxima´ln´ı stupenˇ ba´zovy´ch polynomu˚, ∆t je cˇasovy´ krok, h je pr˚umeˇr kontroln´ıho
elementu Ωk a Cp, r jsou volitelne´ konstanty. Koeficienty Cp a r se obvykle vol´ı v rozsahu
Cp ∈ [0.1, 100], r ∈ {1, 2, 3}.
Pro lepsˇ´ı konvergenci sche´matu je vhodne´ mı´sto aplikova´n´ı tlumen´ı ve tvaru (2.42) prˇi podmı´nce
rez(%) > tol pouzˇ´ıt na´sleduj´ıc´ı u´pravu
wmk,i −→ f(ai, rez(%))wmk,i, i = 1, 2, . . . ,M,
kde f je vhodneˇ zvolena´ spojita´ funkce. V nasˇ´ı pra´ci jsme za funkci f zvolili funkci
f(a, rez(%)) = 1− atan(c(rez(%)− tol)) + pi/2
pi
(1− a),
kde c je volitelna´ konstanta a tol je zadana´ tolerance. V te´to pra´ci bylo zvoleno c = 104 a
tol = 10−3. Graf za´vislosti funkce f(a, rez(%)) na rez(%) pro hodnoty c = 104, tol = 10−3 a
a = 0.8 je videˇt na obr. 2.6
Obr. 2.6: Graf za´vislosti funkce f(a, rez(%)) na rez(%) pro hodnoty c = 104, tol = 10−3 a a = 0.8
Barth˚uv limiter
Tento zp˚usob zada´va´n´ı umeˇle´ vazkosti je zalozˇen na teorii sche´mat zachova´vaj´ıc´ıch monotonii
vypracovane´ pro metodu konecˇny´ch objemu˚ s linea´rn´ı rekonstrukc´ı. U metody konecˇny´ch ob-
jemu˚ se pomoc´ı linea´rn´ı rekonstrukce dosahuje vysˇsˇ´ıho rˇa´du prˇesnosti. Aby vsˇak nedocha´zelo
k porusˇen´ı monotonie sche´matu, tj. aby v rˇesˇen´ı nevznikaly nove´ loka´ln´ı extre´my, je gradient
omezova´n vhodny´m limiterem, ktery´ tuto vlastnost zarucˇ´ı. Da´ se rˇ´ıci, zˇe limiter do sche´matu
vna´sˇ´ı pra´veˇ tolik umeˇle´ vazkosti, kolik je potrˇeba. Na druhou stranu aplikace limiteru v kazˇde´m
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kontroln´ım objemu vede ke sn´ızˇen´ı prostorove´ho rˇa´du prˇesnosti metody, cozˇ vede k me´neˇ kva-
litn´ım vy´sledk˚um.
V prˇ´ıpadeˇ nespojite´ Galerkinovy metody konecˇny´ch prvk˚u lze limiter pouzˇ´ıt podobny´m zp˚usobem.
Nejprve se urcˇ´ı mı´sta, kde je aplikace limiteru potrˇebna´. Protozˇe se obvykle jedna´ pouze o ra´zove´
vlny a mı´sta s velmi vysoky´m gradientem nema´ aplikace limiteru vliv na sn´ızˇen´ı rˇa´du prˇesnosti
metody ve zbyle´ cˇa´sti vy´pocˇtove´ oblasti. Necht’ ϕik, st(ϕ
i
k), i = 1, 2, . . . ,M , je ortonorma´ln´ı
polynomia´ln´ı ba´ze definovana´ na kontroln´ım elementu Ωk. Potom m-tou slozˇku w
m
k vektoru kon-
zervativn´ıch promeˇnny´ch w lze vyja´drˇit pomoc´ı linea´rn´ı kombinace
wmk =
M∑
i=1
wmk,iϕ
i
k = w
m
k,1ϕ
1
k + w
m
k,2ϕ
2
k + w
m
k,3ϕ
3
k + w
m
k,4ϕ
4
k + . . . . (2.43)
Prˇedpokla´dejme, zˇe ba´zove´ polynomy jsou serˇazeny tak, zˇe stupenˇ polynomu ϕ1k je nula, stupneˇ
polynomu˚ ϕ2k, ϕ
3
k jsou jedna a stupneˇ ostatn´ıch polynomu˚ jsou veˇtsˇ´ı nezˇ jedna, viz tab. 2.3. Necht’
σ je limiter. Potom mu˚zˇeme limiter aplikovat na´sledovneˇ [36]
wmk =
M∑
i=1
wmk,iϕ
i
k = w
m
k,1ϕ
1
k + σ
(
wmk,2ϕ
2
k + w
m
k,3ϕ
3
k
)
+ 0
(
wmk,4ϕ
4
k + . . . . (2.44)
Prˇi aplikaci limiteru se tedy omez´ı gradienty u polynomu˚ stupneˇ jedna a koeficienty u polynomu˚
vysˇsˇ´ıho stupneˇ se prˇena´sob´ı nulou. Dı´ky tomu bude sche´ma v exponovany´ch mı´stech zachova´vat
monotonii, cozˇ zarucˇ´ı prˇ´ıdavnou vazkost.
V te´to pra´ci budeme funkci limiteru pocˇ´ıtat pomoc´ı postupu navrzˇene´ho Barthem a Jesperso-
nem [6], vhodne´ho pro nestrukturovane´ s´ıteˇ. Limitova´n´ı gradientu bude aplikova´no pro kazˇdou
komponentu wmi,k vektoru konzervativn´ıch promeˇnny´ch wk na kontroln´ım elementu Ωk zvla´sˇt’.
Oznacˇme tedy pro prˇehlednost uk = w
m
k,i a uk =
∫
Ωk
wmk,i dΩ jako integra´ln´ı pr˚umeˇr velicˇiny w
m
k,i
prˇes kontroln´ı objem Ωk. Necht’ da´le
B = max
q
{ukq}, b = minq {ukq}, (2.45)
je maxima´ln´ı resp. minima´ln´ı hodnota z velicˇin ukq na kontroln´ıch elementech Ωkq soused´ıc´ıch
s kontroln´ım elementem Ωk. Pro q-tou steˇnu kontroln´ım elementu Ωk nyn´ı definujme cˇ´ıslo
αq =

B−uk
uk(xq)−uk pro (uk(xq)−B) > 0,
b−uk
uk(xq)−uk pro (uk(xq)− b) < 0,
1 jinak,
(2.46)
kde uk(xq) je hodnota promeˇnne´ uk v bodeˇ xq na q-te´ hranici kontroln´ıho elementu Ωk.
Barth˚uv limiter je pote´ definova´n jako
σ = min
q
max(αq, 0). (2.47)
Prˇ´ıdavna´ viskozita
Pouzˇit´ı spektra´ln´ıho tlumen´ı poprˇ. Barthova limiteru ke stabilizaci vy´pocˇtu ma´ dveˇ velka´ omezen´ı.
Jednak docha´z´ı k neprˇ´ıjemne´mu sˇumu, ktery´ je vna´sˇen do rˇesˇen´ı prˇi pouzˇit´ı ba´zovy´ch polynomu˚
vysˇsˇ´ıho rˇa´du prˇesnosti. Da´le pak aplikace uvedeny´ch zp˚usob˚u tlumen´ı mu˚zˇe by´t sama o sobeˇ
zdrojem nestabilit v rˇesˇen´ı. Tento prˇ´ıpad nasta´va´ u velmi prota´hly´ch kontroln´ıch element˚u, ty-
picky u element˚u mezn´ı vrstvy. Pro odstraneˇn´ı uvedeny´ch nedostatk˚u zavedeme jesˇteˇ trˇet´ı typ
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tlumen´ı, ktery´ vycha´z´ı z fyzika´ln´ı u´pravy syste´mu Eulerovy´ch rovnic (2.1), spocˇ´ıvaj´ıc´ı v prˇida´n´ı
difuzn´ıho cˇlenu
∂w
∂t
+
2∑
s=1
∂f s(w)
∂xs
= ε
2∑
s=1
∂2w
∂x2s
,
kde ε = ε(x) je volena´ konstanta tlumen´ı. Zp˚usob rˇesˇen´ı uvedene´ho typu rovnic je popsa´n
v na´sleduj´ıc´ı kapitole.
2.8 Numericke´ vy´sledky
V tomto odstavci provedeme verifikaci numericky´ch metod a jejich programove´ implementace.
K tomu budou slouzˇit prvn´ı dva testovac´ı prˇ´ıklady, transonicke´ proudeˇn´ı v GAMM kana´lu a
supersonicke´ proudeˇn´ı v geometrii na´porove´ho motoru. Vy´sledky budou porovna´ny s vy´sledky
z´ıskany´mi z dostupne´ literatury. V dalˇs´ı cˇa´sti numericky´ch vy´sledk˚u provedeme porovna´n´ı vy´pocˇetn´ı
efektivity metody loka´ln´ıho cˇasu a standardn´ı explicitn´ı metody. Na posledn´ım prˇ´ıkladu pak po-
rovna´me vy´pocˇetn´ı efektivitu metody loka´ln´ıho cˇasu s implicitn´ı metodou.
2.8.1 NACA 0012
V tomto numericke´m prˇ´ıkladu budeme testovat transonicke´ proudeˇn´ı prˇi obte´ka´n´ı NACA 0012
profilu. Geometrie oblasti a vy´pocˇtova´ s´ıt’ jsou zna´zorneˇny na obra´zku . Bezrozmeˇrove´ hodnoty
nerozrusˇene´ho proudu odpov´ıdaj´ı Machovu cˇ´ıslu Minf = 0.8 a lze je dopocˇ´ıtat z na´sleduj´ıc´ıch
vztah˚u
p∞ =
(
1 +
κ− 1
2
M2∞
)κ−1
κ
, %∞ =
(
1 +
κ− 1
2
M2∞
) 1
κ−1
, u∞ = M∞
√
κp∞
%∞
,
kde κ = 1.4 je Poissonova konstanta. U´hel na´beˇhu proudu na profil vol´ıme α = 1.25◦. Konstanty
tlumı´c´ıho cˇlenu byly nastaveny na´sledovneˇ, Cp = 15, r = 3 a tol = 3e
−4. Geometrie profilu a
vy´pocˇtova´ s´ıt’ jsou videˇt na obr. (2.7). Obr. (2.8) a (2.9) da´le ukazuj´ı rozlozˇen´ı Machova cˇ´ısla
a tlaku ve vy´pocˇtove´ oblasti v okol´ı letecke´ho profilu. Podobneˇ na obr. (2.10) a (2.11) vid´ıme
pr˚ubeˇh Machova cˇ´ısla a tlaku pode´l steˇn letecke´ho profilu. Z vy´sledk˚u je patrne´, zˇe vlivem tlumen´ı
docha´z´ı k rozmaza´n´ı ra´zove´ vlny prˇes neˇkolik element˚u. Uvedenou neostrost se pokus´ıme odstranit
v dalˇs´ı kapitole zaveden´ım takzvane´ nekonformn´ı h-adaptace.
Obr. 2.7: Detail vy´pocˇetn´ı s´ıteˇ okolo NACA 0012 letecke´ho profilu
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Obr. 2.8: Izocˇa´ry Machova cˇ´ısla Obr. 2.9: Izocˇa´ry tlaku
Obr. 2.10: Pr˚ubeˇh Machova cˇ´ısla pode´l
NACA0012 profilu
Obr. 2.11: Pr˚ubeˇh tlaku pode´l NACA0012 pro-
filu
2.8.2 Na´porovy´ motor
V tomto numericke´m experimentu se budeme zaby´vat supersonicky´m proudeˇn´ım v geometrii
na´porove´ho motoru zobrazene´ho na obr. (2.12) [1]. Na vstupu je prˇedepsa´no Machovo cˇ´ısloM = 5,
hustota % = 1 a hodnoty rychlost´ı v jednotlivy´ch smeˇrech sourˇadnicovy´ch os u = 1, v = 0.
Hodnota vektoru konzervativn´ıch promeˇnny´ch na vstupu se pak dopocˇte pomoc´ı vztah˚u (2.42)-
(2.42) pro supersonicky´ vstup. Na vy´stupu se vsˇechny hodnoty extrapoluj´ı z proudove´ho pole.
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Obr. 2.12: Geometrie testovac´ıho na´porove´ho motoru, s vyznacˇen´ım hlavn´ıch ra´zovy´ch vln podle
[1].
Obr. 2.13: Izocˇa´ry Machova cˇ´ısla Obr. 2.14: Izocˇa´ry tlaku
Obr. 2.15: Rozlozˇen´ı hustoty s barevnou pale-
tou hsv
Obr. 2.16: Rozlozˇen´ı hustoty podle zdroje [1]
2.8.3 Efektivita metody loka´ln´ıho cˇasu
Efektivitu metody loka´ln´ıho cˇasu budeme zkoumat na testovac´ım prˇ´ıpadu zna´me´m jako ”2D
Mach3 wind tunel with a step”[1]. Jedna´ se o 2D geometrii veˇtrne´ho tunelu se chodem. Geometrie
s rozmeˇry je zna´zorneˇna´ na obr. 2.17. Parametry vy´pocˇtu nastav´ıme na´sledovneˇ. Na vstupu
prˇedepisujeme supersonicky´ vstup, tj. hodnotu hustoty % = 1.4, hodnoty vstupn´ı rychlosti u1 = 3,
u2 = 0 a Machovo cˇ´ıslo M = 3. Na vy´stupu se vsˇechny hodnoty extrapoluj´ı. Cˇas vy´pocˇtu je urcˇen
na T = 4. Pro vy´pocˇet pouzˇijeme ba´zove´ funkce ve tvaru ortonorma´ln´ıch polynomu˚ do 1 stupneˇ,
cozˇ odpov´ıda´ metodeˇ druhe´ho rˇa´du prˇesnosti. Celkem budeme vy´pocˇet prova´deˇt na 5 vy´pocˇetn´ıch
s´ıt´ıch s r˚uznou mı´rou loka´ln´ıho zahusˇteˇn´ı. S´ıt cˇ´ıslo 1 (obr. 2.18) je homogenn´ı s´ıt’ bez loka´ln´ıho
zahusˇteˇn´ı. Se zvysˇuj´ıc´ım cˇ´ıslem oznacˇen´ı s´ıteˇ roste i mı´ra zahusˇteˇn´ı na vnitrˇn´ım rohu s´ıteˇ. Posledn´ı
s´ıt’ cˇ´ıslo 5 (obr. 2.22) obsahuje velmi velke´ loka´ln´ı zahusˇteˇn´ı. Parametry s´ıt´ı je mozˇno vycˇ´ıst v tab.
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2.1.
Obr. 2.17: (vlevo) Geometrie 2D veˇtrne´ho tunelu se schodem. Rozmeˇry jsou bra´ny jako bez-
rozmeˇrove´. (vpravo) Rozlozˇen´ı Machova cˇ´ısla v cˇase T = 4 spocˇtene´ho explicitn´ı nespojitou
Galerkinovou metodou 2 rˇa´du prˇesnosti.
Obr. 2.18: Homogenn´ı vy´pocˇtova´ s´ıt’ s 2204 ele-
menty
Obr. 2.19: Mı´rneˇ loka´lneˇ zahusˇteˇna´ vy´pocˇtova´
s´ıt’ s 2039 elementy
Obr. 2.20: Strˇedneˇ loka´lneˇ zahusˇteˇna´
vy´pocˇtova´ s´ıt’ s 2154 elementy
Obr. 2.21: Hodneˇ loka´lneˇ zahusˇteˇna´ vy´pocˇtova´
s´ıt’ s 2068 elementy
Obr. 2.22: Extre´mneˇ loka´lneˇ zahusˇteˇna´ vy´pocˇtova´ s´ıt’ s 2079 elementy
V tab. 2.5 jsou pro dane´ vy´pocˇetn´ı s´ıteˇ 1-5 vypsa´ny pocˇty element˚u, da´le pak velikost plochy
nejmensˇ´ıho kontroln´ıho objemu |Ωmin|, media´n plochy kontroln´ıch objemu˚ |Ωmed| a odhad akce-
leracˇn´ıho koeficientu ak =
√
|Ωmin|
|Ωmed| . Da´le jsou zde uvedeny CPU cˇasy v sekunda´ch potrˇebne´ pro
dosazˇen´ı cˇasu simulace T = 4 a to jak pro klasickou explicitn´ı metodu CPUw/o, tak pro metodu
loka´ln´ıho cˇasu CPUw/. Dalˇs´ım u´dajem je empiricke´ urcˇen´ı akceleracˇn´ıho koeficienty spocˇ´ıtane´ho
prosty´m vydeˇlen´ım cˇas˚u CPUw/o a CPUw/. Posledn´ı u´daj prˇedstavuje relativn´ı odchylku mezi
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skutecˇny´m akceleracˇn´ım koeficientem a jeho odhadem. Z tabulky je patrne´, zˇe v prˇ´ıpadeˇ s´ıt’´ı 1
a 2 nedocha´z´ı k podstatne´mu na´r˚ustu CPU cˇasu u metody loka´ln´ıho cˇasu. Naopak u klasicke´
explicitn´ı metody dosˇlo skoro ke dvojna´sobne´mu na´r˚ustu CPU cˇasu. To je zp˚usobeno t´ım, zˇe
d´ıky loka´ln´ımu zahusˇteˇn´ı dosˇlo k vy´razne´mu zmensˇen´ı plochy nejmensˇ´ıho elementu, ale za´rovenˇ
media´n ploch z˚ustal prakticky nezmeˇneˇny´. Dı´ky tomu nedosˇlo ke zveˇtsˇen´ı CPU cˇasu u metody
loka´ln´ıho cˇasu, nebot’ tato metoda je citliva´ pouze na zmeˇnu media´nu ploch a nikoliv na zmeˇnu
nejmensˇ´ı plochy, jak je tomu v prˇ´ıpadeˇ klasicke´ explicitn´ı metody. Pro dalˇs´ı s´ıteˇ (3-5) jizˇ docha´z´ı
k vy´razne´ zmeˇneˇ media´n˚u ploch a to zp˚usobuje postupne´ zvysˇova´n´ı CPU cˇasu metody loka´ln´ıho
cˇasu potrˇebne´ho pro dokoncˇen´ı simulace. Prˇi porovna´n´ı relativn´ıch odchylek vypocˇ´ıtane´ho ak-
celeracˇn´ıho koeficientu a jeho odhadu vid´ıme pomeˇrneˇ dobrou shodu. Na za´veˇr lze tedy rˇ´ıci, zˇe
odhad akceleracˇn´ıho koeficientu podle vztahu (2.26) da´va´ pomeˇrneˇ dobrou prˇedstavu o urych-
len´ı explicitn´ı metody prˇi pouzˇit´ı loka´ln´ıho cˇasu. Da´le je z numericky´ch vy´sledk˚u zrˇejme´, zˇe
pouzˇit´ı metody loka´ln´ıho cˇasu velice zkracuje potrˇebny´ CPU cˇas explicitn´ı metody a d´ıky tomu
je mozˇne´ vyuzˇ´ıvat explicitn´ı metody jako efektivn´ı vy´pocˇetn´ı na´stroj bez veˇtsˇ´ıch omezen´ı na
velikost cˇasove´ho kroku.
s´ıt’ # element˚u |Ωmin| |Ωmed|
√
|Ωmin|
|Ωmed| CPUw/o[s] CPUw/[s]
CPUw/o
CPUw/
|CPUw/o−CPUw/|
CPUw/o
[%]
1 2204 5.2e-4 1.1e-3 1.47 225 161 1.39 5.3
2 2039 1.4e-4 1.1e-3 2.70 400 174 2.30 5.8
3 2154 1.2e-4 4.2e-4 1.82 500 232 2.16 4.8
4 2068 3.8e-5 2.5e-4 2.57 985 360 2.74 5.7
5 2079 3.6e-7 1.0e-5 5.06 10123 2535 3.99 8.0
Tab. 2.5: Numericke´ vy´sledky z´ıskane´ pomoc´ı explicitn´ı metody loka´ln´ıho cˇasu pro vy´pocˇetn´ı s´ıt’eˇ
s r˚uzny´m stupneˇm loka´ln´ıho zahusˇteˇn´ı.
2.8.4 Porovna´n´ı metody loka´ln´ıho cˇasu s implicitn´ı metodou
V te´to numericke´ simulaci provedeme porovna´n´ı efektivity metody loka´ln´ıho cˇasu s implicitn´ı
metodou. Jako testovac´ı geometrie byla zvolena geometrie tzv. GAMM kana´lu obr. 2.23. Okra-
jove´ podmı´nky byly zvoleny na´sledovneˇ. Na vstupu byla prˇedepsa´na hodnota stagnacˇn´ıho tlaku
p0i = 1, hodnota stagnacˇn´ı hustoty r0i = 1 a u´hel na´beˇhu proudu α = 0. Na vy´stupu byla
prˇedepsa´na pouze hodnota staticke´ho tlaku po = 0.737. Vsˇechny hodnoty jsou uvazˇovane´ jako
bezrozmeˇrne´. Vy´pocˇtova´ oblast byla pokryta nestrukturovanou troju´heln´ıkovou s´ıt´ı s 3024 ele-
menty bez loka´ln´ıho zahusˇteˇn´ı, obr. 2.24. Pro prostorovou diskretizaci byla pouzˇita nespojita´
Galerkinova metoda druhe´ho rˇa´du prˇesnosti. Rozlozˇen´ı Machova cˇ´ısla a tlaku jsou videˇt na obr.
2.25, 2.26.
Obr. 2.23: Geometrie vy´pocˇtove´ oblasti
GAMM kana´lu
Obr. 2.24: Nestrukturovana´ s´ıt’ s 3024 elementy
63
Obr. 2.25: Rozlozˇen´ı Machova cˇ´ısla Obr. 2.26: Rozlozˇen´ı tlaku
Vsˇechny vy´pocˇty byly prova´deˇny na pocˇ´ıtacˇi DELL OPTIPLEX 790, jehozˇ procesor obsahuje
8 jader a je tedy mozˇne´ prova´deˇt i paraleln´ı vy´pocˇty. Prˇed uveden´ım vlastn´ıch numericky´ch
vy´sledk˚u si zde jesˇteˇ uved’me detailneˇjˇs´ı popis implementace obou numericky´ch metod.
Metoda loka´ln´ıho cˇasu
Metoda byla implementova´na v programovac´ım jazyce JAVA 7.0 s vyuzˇit´ım obeˇktoveˇ oriento-
vane´ho programova´n´ı (OOP). Dı´ky tomuto prˇ´ıstupu je metoda velice flexibiln´ı. Pomeˇrneˇ jed-
nodusˇe lze zrealizovat naprˇ´ıklad vy´pocˇet na s´ıti slozˇene´ z obecny´ch polygon˚u, da´le lze jednodusˇe
prova´deˇt loka´ln´ı zahusˇt’ova´n´ı s´ıteˇ, atd. Velikou nevy´hodou prˇi pouzˇit´ı OOP prˇ´ıstupu je delˇs´ı doba
vy´pocˇtu, prˇi porovna´n´ı s klasicky´m prˇ´ıstupem, kdy jsou promeˇnne´ ukla´da´ny do pole. Hlavn´ı
FOR-cyklus metody je vycˇ´ıslova´n paralelneˇ s prˇedem prˇednastaveny´m pocˇtem jader. Vzhledem
k r˚uzny´m velikostem cˇasovy´ch krok˚u na kazˇde´m z kontroln´ıch element˚u byl pro vykreslova´n´ı
vy´sledk˚u zvolen bezrozmeˇrny´ cˇasovy´ makrokrok ∆t = 0.05.
Implicitn´ı metoda
Pro implementaci implicitn´ı metody byl pouzˇit syste´m MATLAB 2011b. V MATLABu je sesta-
vova´na globa´ln´ı matice a je zde take´ rˇesˇena vy´sledna´ soustava rovnic. Vycˇ´ıslova´n´ı jednotlivy´ch fo-
rem na kazˇde´m kontroln´ım elementu je realizova´no v jazyce C++. Komunikace mezi MATLABem
a C++ je zajiˇsteˇna pomoc´ı MEX rozhran´ı. Pro rˇesˇen´ı vy´sledne´ soustavy rovnic byl pouzˇit jed-
nak prˇ´ımy´ rˇesˇicˇ, ktery´ v syste´mu MATLAB obstara´va´ knihovna UMFPACK a da´le byla pouzˇita
iteracˇn´ı metoda BICGSTAB (metoda bikonjungovany´ch gradient˚u) [19, 46] s ILU (neu´plny´ LU
rozklad) prˇedpodminˇovacˇem. Prˇi pouzˇit´ı prˇ´ıme´ho rˇesˇicˇe v MATLABu lze nastavit pocˇet jader
pro paraleln´ı vy´pocˇet. Ve standardn´ım nastaven´ı je vsˇak mozˇno pouzˇ´ıt nejvy´sˇe 4 ja´dra. Podobneˇ
metoda bikonjungovany´ch gradient˚u s ILU prˇedpodminˇovacˇem automaticky vyuzˇ´ıva´ 4 ja´dra.
V tab. 2.6 jsou uvedeny vy´sledky z numericky´ch experiment˚u prova´deˇny´ch na geometrii GAMM
kana´lu pro r˚uzna´ nastaven´ı implicitn´ı metody a metody loka´ln´ıho cˇasu. Prvn´ı sloupec uva´d´ı typ
zvolene´ metody. Dalˇs´ı trˇi sloupce obsahuj´ı pouzˇite´ CFL cˇ´ıslo v CFL podmı´nce stability(2.22),
da´le pak pocˇet vy´pocˇetn´ıch jader pouzˇity´ch prˇi vy´pocˇtu a nakonec zvolenou metodu pro rˇesˇen´ı
soustavy linea´rn´ıch algebraicky´ch rovnic. Posledn´ı dva sloupce pak uva´deˇj´ı pocˇet iterac´ı a CPU
cˇas potrˇebny´ ke zkonvergova´n´ı metody.
Nejprve se zameˇrˇme na porovna´n´ı explicitn´ı metody loka´ln´ıho cˇasu s implicitn´ı metodou
vyuzˇ´ıvaj´ıc´ı iteracˇn´ı metodu BICGSTAB. Vid´ıme, zˇe implicitn´ı metoda konverguje nejrychleji pro
CFL = 100. To je zp˚usobeno t´ım, zˇe prˇi zvysˇova´n´ı CFL cˇ´ısla docha´z´ı ke zhorsˇova´n´ı podmı´neˇnosti
matice soustavy a d´ıky tomu mus´ı by´t provedeno v´ıce iterac´ı v metodeˇ BICGSTAB pro dosazˇen´ı
pozˇadovane´ tolerance. V porovna´n´ı s metodou loka´ln´ıho cˇasu (pro 4 ja´dra) je videˇt, zˇe metoda
loka´ln´ıho cˇasu je zhruba trˇikra´t cˇasoveˇ na´rocˇneˇjˇs´ı. Na druhou stranu prˇi rˇesˇen´ı staciona´rn´ı u´lohy
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metoda CFL cˇ´ıslo # jader rˇesˇicˇ soustavy linea´rn´ıch rovnic # iterac´ı CPU cˇas [s]
implicitn´ı 10 1 prˇ´ımy´ rˇesˇicˇ 5300 8100
implicitn´ı 100 1 prˇ´ımy´ rˇesˇicˇ 920 1620
implicitn´ı 1000 1 prˇ´ımy´ rˇesˇicˇ 600 1030
implicitn´ı 10 4 prˇ´ımy´ rˇesˇicˇ 5300 6850
implicitn´ı 100 4 prˇ´ımy´ rˇesˇicˇ 920 1220
implicitn´ı 1000 4 prˇ´ımy´ rˇesˇicˇ 600 800
implicitn´ı 10 4 bicgstab, ILU prˇedpodminˇovacˇ 5050 9400
implicitn´ı 100 4 bicgstab, ILU prˇedpodminˇovacˇ 580 2100
implicitn´ı 1000 4 bicgstab, ILU prˇedpodminˇovacˇ 400 3500
loka´ln´ı cˇas 0.7 1 - 5000 15000
loka´ln´ı cˇas 0.7 4 - 5000 7000
loka´ln´ı cˇas 0.7 8 - 5000 3500
Tab. 2.6: Pocˇet iterac´ı a vy´pocˇetn´ı cˇas potrˇebny´ k dosazˇen´ı konvergence uvedeny´ pro jednotlive´
varianty implicitn´ı metody a metody loka´ln´ıho cˇasu.
nen´ı trˇeba pouzˇ´ıvat trˇ´ıstupnˇovou Rungeovu-Kuttovu metodu, ale stacˇ´ı pouze dvoustupnˇova´. Dı´ky
tomu je mozˇne´ usˇetrˇit 30% vy´pocˇetn´ıho cˇasu. Da´le implementac´ı metody v jazyce C++ prˇi pouzˇit´ı
implementace pomoc´ı pol´ı lze usˇetrˇit dalˇs´ı polovinu vy´pocˇetn´ıho cˇasu. Da´ se tedy rˇ´ıci, zˇe metoda
loka´ln´ıho cˇasu je zhruba stejneˇ efektivn´ı jako imlicitn´ı metoda, prˇi pouzˇit´ı iterativn´ıho rˇesˇicˇe pro
rˇesˇen´ı soustav linea´rn´ıch algebraicky´ch rovnic.
Diametra´lneˇ odliˇsna´ je vsˇak situace, kdy pro rˇesˇen´ı soustavy linea´rn´ıch rovnic pouzˇijeme
prˇ´ımy´ rˇesˇicˇ. V tomto prˇ´ıpadeˇ je implicitn´ı metoda velice efektivn´ı a potrˇebny´ CPU cˇas je
neˇkolikana´sobneˇ mensˇ´ı nezˇ v prˇ´ıpadeˇ pouzˇit´ı explicitn´ı metody loka´ln´ıho cˇasu. Nevy´hodou prˇ´ıme´ho
rˇesˇicˇe jsou vsˇak vysoke´ pameˇt’ove´ na´roky a proto je nevhodny´ prˇi rˇesˇen´ı rozsa´hly´ch u´loh.
Na obr. (2.27) a (2.28) jsou zna´zorneˇny pr˚ubeˇhy rezidua pro jednotlive´ numericke´ experimenty.
Hodnota rezidua byla vypocˇ´ıta´na podle na´sleduj´ıc´ıho vztahu
reziduum =
∑N
k=1
∣∣%n+1k − %nk ∣∣ |Ωk|
∆t
∑N
k=1 |Ωk|
, (2.48)
kde %n+1k , %
n
k jsou hodnoty hustoty na kontroln´ım elementu Ωk v n a n+ 1 cˇasove´ hladineˇ a |Ωk|
je velikost kontroln´ıho elementu.
V prˇ´ıpadeˇ pouzˇit´ı iterativn´ıho rˇesˇicˇe pro rˇesˇen´ı soustavy linea´rn´ıch rovnic vid´ıme (obr. (2.28)
vlevo), zˇe se hodnota rezidua usta´lila okolo hodnoty 10−12. To je zp˚usobeno nastaven´ım vnitrˇn´ı
tolerance metody BICGSTAB. Pokud bychom tuto toleranci chteˇli sn´ızˇit, mu˚zˇe metoda, vzhledem
ke sˇpatne´ podmı´neˇnosti soustavy linea´rn´ıch rovnic, prˇestat konvergovat.
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Obr. 2.27: Grafy za´vislosti rezidu´ı na vy´pocˇetn´ım cˇasu(vlevo) a na pocˇtu iterac´ı(vpravo). Modrˇe
je vyznacˇena´ explicitn´ı metoda loka´ln´ıho cˇasu, ostatn´ımy barvami je vyznacˇena implicitn´ı me-
toda pro r˚uzna´ CFL cˇ´ısla. Vsˇechny vy´pocˇty beˇzˇeli pouze na jednom ja´drˇe. Pro rˇesˇen´ı soustavy
linea´rn´ıch rovnic byl pouzˇit prˇ´ımy´ rˇesˇicˇ.
Obr. 2.28: (vlevo) Porovna´n´ı konvergence metody loka´ln´ıho cˇasu a implicitn´ı metody v za´vislosti
na CPU cˇasu. Vsˇechny vy´pocˇty jsou prova´deˇny parallelneˇ na 4 vy´pocˇtovy´ch ja´drech. Pro rˇesˇen´ı
soustavy linea´rn´ıch rovnic byl pouzˇit iterativn´ı rˇesˇicˇ BICGSTAB s ILU prˇedpodminˇovacˇem.
(vpravo) Porovna´n´ı rychlosti konvergence metody loka´ln´ıho cˇasu pro 1, 4 a 8 vy´pocˇetn´ıch ja-
der.
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Kapitola 3
Prostorova´ diskretizace
Navierovy´ch-Stokesovy´ch rovnic
pomoc´ı nespojite´ Galerkinovy
metody konecˇny´ch prvk˚u
Tato kapitola se zaby´va´ rozsˇ´ıˇren´ım prostorove´ diskretizace pomoc´ı nespojite´ Galerkinovy metody
konecˇny´ch prvk˚u pro nelinea´rn´ı syste´m Navierovy´ch-Stokesovy´ch, rovnic popisuj´ıc´ıch lamina´rn´ı
proudeˇn´ı stlacˇitelne´ vazke´ tekutiny. Tyto rovnice spadaj´ı do trˇ´ıdy rovnic typu konvekce-difuze, kde
se objevuj´ı cˇleny s druhou derivac´ı podle prostorove´ promeˇnne´. Pro diskretizaci difuzn´ıch cˇlen˚u
byla pouzˇita sche´mata LDG [17], BR2 [8] a IP [21, 24]. Da´le je zde diskutova´na CFL podmı´nka
stability, ktera´ ovlivnˇuje velikost cˇasove´ho kroku v prˇ´ıpadeˇ explicitn´ı metody loka´ln´ıho cˇasu a
take´ je zde provedeno srovna´n´ı s explicitn´ı metody loka´ln´ıho cˇasu s implicitn´ı metodou.
3.1 Prostorova´ diskretizace Navierovy´ch-Stokesovy´ch rovnic
Uvazˇujme nelinea´rn´ı syste´m Navierovy´ch-Stokesovy´ch rovnic popisuj´ıc´ıch lamina´rn´ı proudeˇn´ı
stlacˇitelne´ vazke´ tekutiny, zapsany´ v konzervativn´ım tvaru [23, 24, 56].
∂w
∂t
+
2∑
s=1
∂
∂xs
F s(w,∇w) = 0, s = 1, 2, t ∈ [0, T ], x = [x1, x2] ∈ Ω ⊂ R2, (3.1)
kde F (w,∇w) = f s(w)−fvs(w,∇w). Vektor konzervativn´ıch promeˇnny´chw, nevazke´ numericke´
toky f s(w) a vazke´ numericke´ toky f
v
s(w,∇w) jsou definovane´ jako
w =

%
%u1
%u2
E
 , f1(w) =

%u1
%u21 + p
%u1u2
(E + p)u1
 , f2(w) =

%u2
%u1u2
%u22 + p
(E + p)u2
 ,
fv1(w,∇w) =

0
τ11
τ12
u1τ11 + u2τ12 + k ∂T/∂x1
 , fv2(w,∇w) =

0
τ12
τ22
u1τ12 + u2τ22 + k ∂T/∂x2
 ,
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kde %, u1, u2, p, E, T jsou hustota, rychlosti ve smeˇrech x1 a x2, tlak, hodnota celkove´ ener-
gie vztazˇena´ na jednotku objemu, teplota a k je soucˇinitel tepelne´ vodivosti. Tenzor napeˇt´ı je
definova´n jako
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
,
kde µ je dynamicka´ viskozita. Syste´m rovnic je uzavrˇen konstitutivn´ım vztahem pro idea´ln´ı plyn
p = (κ− 1)
[
E − 1
2
%
(
u21 + u
2
2
)]
,
kde κ = 1.4 je Poissonova konstanta. Pro urcˇen´ı derivac´ı ∂T/∂xs pouzˇijeme vztah [56]
k
∂T
∂xs
=
κ
κ− 1
k
cp
∂
∂xs
(
p
%
)
, (3.2)
kde cp je meˇrna´ tepelna´ kapacita.
Prostorova´ diskretizace syste´mu Navierovy´ch-Stlokesovy´ch rovnic je podstatneˇ komplikovaneˇjˇs´ı,
nezˇ tomu bylo v prˇ´ıpadeˇ prostorove´ diskretizace syste´mu Eulerovy´ch rovnic. Je to zp˚usobeno
t´ım, zˇe vazky´ tok fvs(w,∇w) v sobeˇ obsahuje hodnotu gradientu ∇w. Pokud bychom bez
u´pravy rovnice (3.1) provedli diskretizaci pomoc´ı nespojite´ Galerkinovy metody konecˇny´ch prvk˚u,
potrˇebovali bychom urcˇen´ı hodnoty gradientu na hraneˇ kontroln´ıho elementu. Vzhledem k tomu,
zˇe se rˇesˇen´ı uvazˇuje jako nespojite´, s nespojitostmi pra´veˇ na hrana´ch kontroln´ıch element˚u, nelze
tuto hodnotu gradientu urcˇit.
Pozn. 3.1. Pokud chceme urcˇit aproximaci hodnoty neˇjake´ funkce v mı´steˇ, kde je funkce nespojita´,
lze jako tuto hodnotu vz´ıt aritmeticky´ pr˚umeˇr limit funkce zleva a zprava. V prˇ´ıpadeˇ, zˇe chceme
aproximovat hodnotu derivace jizˇ aritmeticky´ pr˚umeˇr nada´va´ smysluplne´ hodnoty.
Abychom odstranili pot´ızˇe spojene´ s diskretizac´ı gradientu, prˇep´ıˇseme podle [7] syste´m Navie-
rovy´ch-Stokesovy´ch rovnic (3.1) do na´sleduj´ıc´ıho tvaru
∂w
∂t
+
2∑
s=1
∂
∂xs
F (w,θ) = 0, (3.3)
θr − ∂w
∂xr
= 0, r = 1, 2, (3.4)
prˇedstavuj´ıc´ıho soustavu rovnic prvn´ıho rˇa´du, θ = [θ1,θ2]
T . Dı´ky te´to u´praveˇ se vyhneme
proble´mu vycˇ´ıslova´n´ı gradientu na steˇna´ch kontroln´ıch element˚u.
Vlastn´ı numerickou diskretizaci provedeme stejneˇ jako v prˇ´ıpadeˇ Eulerovy´ch rovnic. Pro obeˇ
rovnice (3.3), (3.4) pouzˇijeme stejne´ ba´zove´ i testovac´ı funkce. Necht’ {Ωk}Kk=1, je konecˇne´ pokryt´ı
vy´pocˇtove´ oblasti Ω takove´, zˇe plat´ı Ωi∩Ωj = ∅, i 6= j a za´rovenˇ
⋃
k Ωk = Ω. Da´le prˇedpokla´dejme,
zˇe se jedna´ o tzv. konformn´ı troju´heln´ıkovou s´ıt’ s´ıt’. Symboly Γint ∈ Γ, Γb ∈ Γ oznacˇme mnozˇinu
vsˇech vnitrˇn´ıch a mnozˇinu vsˇech hranicˇn´ıch steˇn. Aproximativn´ı rˇesˇen´ı rovnic (3.3), (3.4) budeme
hledat na prostoru funkc´ı Sh = Sh × Sh × Sh × Sh ≡ S4h, kde
Sh = {v(x) ∈ L2(Ω) : v(x) ∈ Pq(Ωk) pro x ∈ Ωk, v(x) = 0 pro x /∈ Ωk, ∀Ωk ∈ Th}.
Prostor Sh je tedy podprostor funkc´ı z prostoru L
2(Ω) takovy´ch, zˇe kdyzˇ funkce v(x) ∈ Sh,
pak existuje kontroln´ı element Ωk na ktere´m je funkce v(x) polynomem rˇa´du nejvy´sˇe q a na
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oblasti Ω\Ωk je identicky rovna nule. Nyn´ı mu˚zˇeme prˇistoupit k vlastn´ı diskretizaci rovnic (3.3),
(3.4) pomoc´ı nespojite´ Galerkinovy metody konecˇny´ch prvk˚u. Obeˇ rovnice (3.3), (3.4) skala´rneˇ
prˇena´sob´ıme testovac´ı funkc´ı v(x) ∈ Sh a zintegrujeme prˇes kontroln´ı element Ωk∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
2∑
s=1
∂F s(w,θ)
∂xs
· v dΩ = 0.∫
Ωk
θr · v dΩ−
∫
Ωk
∂w
∂xr
· v dΩ = 0.
Aplikac´ı metody per partes na druhe´ integra´ly v obou rovnic´ıch dostaneme integra´ln´ı identity∫
Ωk
∂w
∂t
· v dΩ−
∫
Ωk
2∑
s=1
F s(w,θ) · ∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
F s(w,θ)ns · v dl = 0, (3.5)∫
Ωk
θr · v dΩ +
∫
Ωk
w · ∂v
∂xr
dΩ−
∮
∂Ωk
wnr · v dl = 0. (3.6)
Krˇivkovy´ integra´l v rovnici (3.5) se nahrad´ı pomoc´ı numericke´ho toku podobny´m zp˚usobem jako
je tomu v prˇ´ıpadeˇ metody konecˇny´ch objemu˚
2∑
s=1
F s(w)ns ≈ H(w+,θ+,w−,θ−,n),
kde n = [n1, n2] je jednotkovy´ vektor vneˇjˇs´ı norma´ly a hodnoty w
+, θ+ a w−, θ− oznacˇuj´ı
limity vektoru konzervativn´ıch promeˇnny´ch w a pomocne´ promeˇnne´ θ z vneˇjˇsku a vnitrˇku strany
kontroln´ıho elementu Ωk. Podobneˇ hodnotu toku vektoru w v krˇivkove´m integra´lu rovnice (3.6)
nahrad´ıme jako
w|Γ ≈ Kr(w+,w−).
Dosazen´ım numericky´ch tok˚u H, K do rovnic (3.5), (3.6) a secˇten´ım prˇes vsˇechny kontroln´ı
elementy dostaneme
∂
∂t
K∑
k=1
∫
Ωk
w · v dΩ−
K∑
k=1
∫
Ωk
2∑
s=1
F s(w,θ) · ∂v
∂xs
dΩ + (3.7)
+
∑
Γ∈Γint
∫
Γ
H(w+,θ+,w−,θ−n) · [v] dl +
∑
Γ∈Γb
∫
Γ
Hb(w−,θ−,n) · v dl = 0,
K∑
k=1
∫
Ωk
θr · v dΩ +
K∑
k=1
∫
Ωk
w · ∂v
∂xr
dΩ−
∑
Γ∈Γint
∫
Γ
Kr(w+,w−)nr · [v] dl −
−
∑
Γ∈Γb
∫
Γ
Kbr(w−)nr · v dl = 0, (3.8)
kde [v] = v+ − v− oznacˇuje nespojitost v testovac´ı funkci na hranici elementu Ωk, Hb a Kb jsou
numericke´ toky definovane´ na steˇneˇ Γ ∈ Γb.
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Zaveden´ım na´sleduj´ıc´ıch forem
(w,v) =
K∑
k=1
∫
Ωk
w · v dΩ,
b(w,θ,v) = −
K∑
k=1
∫
Ωk
2∑
s=1
F s(w,θ) · ∂v
∂xs
dΩ
+
∑
Γ∈Γint
∫
Γ
H(w+,θ+,w−,θ−,n) · [v] dl +
∑
Γ∈Γb
∫
Γ
Hb(w−,θ−,n) · v dl,
(θr,v) =
K∑
k=1
∫
Ωk
sr · v dΩ,
cr(w,v) =
K∑
k=1
∫
Ωk
w · ∂v
∂xr
dΩ−
∑
Γ∈Γint
∫
Γ
Kr(w+,w−)nr · [v] dl −
−
∑
Γ∈Γb
∫
Γ
Kbr(w−)nr · v dl (3.9)
mu˚zˇeme definovat aproximativn´ı rˇesˇen´ı u´lohy (3.3), (3.4) jako funkce w ∈ C1([0, T ];Sh), θ ∈
C1(Sh) splnˇuj´ıc´ı integra´ln´ı identitu(
∂w
∂t
,v
)
+ b(w,θ,v) = 0, (3.10)
(θr,v) + cr(w,v) = 0, r = 1, 2, (3.11)
pro vsˇechny testovac´ı funkce v ∈ Sh, pro vsˇechny cˇasy t ∈ [0, T ] a splnˇuj´ıc´ı pocˇa´tecˇn´ı podmı´nku
w(x, 0) = w0(x).
Necht’ ϕik, i = 1, 2, ...M je mnozˇina ba´zovy´ch funkc´ı prostoru polynomu˚ Pq(Ωk) na kontroln´ım
elementu Ωk, definovany´ch v prˇedchoz´ı kapitole. Protozˇe uvazˇujeme w ∈ Sh a θr ∈ Sh, mu˚zˇeme
m-tou slozˇku wmk , m = 1, 2, 3, 4 vektorove´ funkce w na kontroln´ım elementu Ωk uvazˇovat jako
linea´rn´ı kombinaci ba´zovy´ch funkc´ı
wmk (x, t) =
M∑
i=1
wmk,i(t)ϕ
i
k(x), θ
m
k,r(x) =
M∑
i=1
θmk,r,iϕ
i
k(x). (3.12)
Testovac´ı funkci v zvol´ıme na´sledovneˇ. Na elementu Ωk bude p-ta´ slozˇka v
p
k,j testovac´ı funkce v
rovna
vpk,j =
{
ϕjk p = m
0 p 6= m . (3.13)
Mimo element Ωk bude testovac´ı funkce identicky rovna´ nule. Dosazen´ım vztah˚u (3.12) a (3.13)
do integra´ln´ıch identit (3.10), (3.11) dostaneme∫
Ωk
M∑
i=1
∂wmk,i
∂t
ϕikϕ
j
k dΩ−
∫
Ωk
2∑
s=1
Fms (w,θ)
∂ϕjk
∂xs
dΩ +
+
∮
∂Ωk
Hm(w+,θ+,w−,θ−,n)ϕjk dl = 0,∫
Ωk
M∑
i=1
∂θmk,r,i
∂t
ϕikϕ
j
k dΩ−
∫
Ωk
M∑
i=1
wmk,i(t)ϕ
i
k
∂ϕjk
∂xr
dΩ +
∮
∂Ωk
Km(w+,w−)nrϕjk dl = 0,
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kde m = 1, 2, 3, 4, i, j = 1, 2, ...M , k = 1, 2, . . .K, r = 1, 2, Fms je m-ta´ slozˇka vektoru toku F s ve
smeˇru sourˇadnicove´ osy xs, Hm je m-ta´ slozˇka numericke´ho vektoru toku H a Km je m-ta´ slozˇka
numericke´ho vektoru toku K.
Da´le se budeme zaby´vat vhodnou volbou numericky´ch tok˚u H a K na steˇna´ch kontroln´ıch
element˚u. Vektor H nejprve rozdeˇl´ıme na vazkou Fv a nevazkou F cˇa´st
H(w+,θ+,w−,θ−,n) = F(w+,w−,n) + Fv(w+,θ+,w−,θ−,n) (3.14)
Nevazkou cˇa´st numericke´ho toku F aproximujeme stejneˇ jako v prˇedchoz´ı kapitole, zaby´vaj´ıc´ı
se nevazky´m proudeˇn´ım. Zby´vaj´ıc´ı toky Fv a K lze aproximovat r˚uzny´mi zp˚usoby. Za´kladn´ı a
nejjednodusˇsˇ´ı zp˚usob vy´pocˇtu teˇchto tok˚u je pomoc´ı aritmeticke´ho pr˚umeˇru zna´me´ho take´ jako
prvn´ı Bassiho-Rebayovo sche´ma [7]
Fv(w+,θ+,w−,θ−,n) = 1
2
(
fv+n + f
v−
n
)
, (3.15)
K(w+,w−) = 1
2
(
w+ +w−
)
, (3.16)
kde fv+n = f
v
1(w
+,θ+)n1 + f
v
2(w
+,θ+)n2, f
v−
n = f
v
1(w
−,θ−)n1 + fv2(w−,θ
−)n2.
Tento zp˚usob aproximace nen´ı u´plneˇ nejvhodneˇjˇs´ı, nebot’ v pra´ci [5] je doka´za´no zˇe metoda
konverguje optima´lneˇ pouze pro polynomia´ln´ı funkce liche´ho stupneˇ. Pro odstraneˇn´ı tohoto ne-
dostatku je vy´hodne´ pouzˇ´ıt tzv. LDG (local discontinuous galerkin) aproximaci tok˚u [17]
Fv(w+,θ+,w−,θ−,n) = 1
2
(
fv+n + f
v−
n
)
+ β
(
fv+n − fv−n
)− γ (w+ −w−) , (3.17)
K(w+,w−) = 1
2
(
w+ +w−
)− β (w+ −w−) , (3.18)
kde β ∈ [−12 , 12], γ = ηeh−1e , ηe je uzˇivatelem definovana´ hodnota na hraneˇ kontroln´ıho elementu
a h−1e = |Γ| je velikost hrany.
Nevy´hodou uvedeny´ch aproximac´ı numericky´ch tok˚u je, zˇe pro vy´pocˇet derivac´ı na steˇna´ch
kontroln´ıho elementu jsou zapotrˇeb´ı hodnoty od soused˚u sousedn´ıch element˚u. Dalˇs´ı nevy´hodou
je prˇ´ıtomnost rovnice pro vy´pocˇet gradient˚u. Uvedene´ nevy´hody odstranˇuje druhe´ Bassiho-
Rebayovo sche´ma, v literaturˇe zna´me´ jako BR2 sche´ma [11, 8]. V tomto sche´matu se zava´d´ı
pomocna´ promeˇnna´ θ jako soucˇet gradientu ∇w a jeho korekce R, ktera´ v sobeˇ obsahuje vliv
nespojitost´ı v rˇesˇen´ı. Pro odvozen´ı korekcˇn´ı cˇa´sti vyjdeˇme z integra´ln´ı identity (3.6) rovnice (3.4),
pro r tou slozˇku pomocne´ promeˇnne´ gradientu θr, vektoru w. Aproximujeme-li hodnotu vektoru
konzervativn´ıch promeˇnny´ch w na hranici kontroln´ıho elementu pomoc´ı aritmeticke´ho pr˚umeˇru,
dostaneme∫
Ωk
θr · v dΩ +
∫
Ωk
w · ∂v
∂xr
dΩ−
∮
∂Ωk
1
2
(w+ +w−)nr · v dl = 0, r = 1, 2, (3.19)
kde w− reps. w+ jsou hodnoty vektoru konzervativn´ıch promeˇnny´ch zevnitrˇ, resp. zvenku hranice
kontroln´ıho elementu Ωk. Proveden´ım opeˇtovne´ integrace ”per partes”druhe´ho cˇlenu a u´pravou
rovnice dostaneme∫
Ωk
θr · v dΩ =
∫
Ωk
∂w
∂xr
· v dΩ︸ ︷︷ ︸
gradientw
+
∮
∂Ωk
1
2
(w+ −w−)nr · v dl = 0︸ ︷︷ ︸
korekceRr
, r = 1, 2. (3.20)
Hodnoty korekcˇn´ıho cˇlenu vyja´drˇ´ıme na elementu Ωk podle rovnice∫
Ωk
Rr · v dΩ =
∮
∂Ωk
1
2
(w+ −w−)nr · v dl = 0, r = 1, 2. (3.21)
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Dı´ky te´to rovnici plat´ı pro hodnotu pomocne´ funkce gradientu θr vztah
θr =
∂w
∂xr
+Rr, r = 1, 2. (3.22)
Da´le zaved’me loka´ln´ı hodnoty korekcˇn´ıho cˇlenu R−r , R
+
r pro hranu Γ kontroln´ıho elementu Ωk
jako ∫
Ωk
R−r · v dΩ =
∫
Γ
1
2
(w+ −w−)nr · v dl = 0,∫
Ωkq
R+r · v dΩ = −
∫
Γ
1
2
(w+ −w−)nr · v dl = 0, r = 1, 2,
kde Ωkq je kontroln´ı element soused´ıc´ı s kontroln´ım elementem Ωk prˇes hranu Γ. Na hraneˇ Γ
kontroln´ıho elementu Ωk lze tedy pro pomocne´ hodnoty gradientu psa´t
θ+r =
∂w+
∂xr
+R+r , (3.23)
θ−r =
∂w−
∂xr
+R−r , r = 1, 2. (3.24)
Mezi loka´ln´ım korekcˇn´ım cˇlenem R−r a korekcˇn´ım cˇlenem Rr plat´ı vztah
Rr =
∑
Γ∈∂Ωk
R−r .
V prˇ´ıpadeˇ, zˇe je hrana Γ soucˇa´st´ı hranice Γb, definujeme loka´ln´ı korekcˇn´ı opera´tor jako∫
Ωk
R−r · v dΩ =
∫
Γ
1
2
(wb −w−)nr · v dl = 0, (3.25)
kde wb je hodnota vektoru konzervativn´ıch promeˇnny´ch sestavena´ z hodnot vektoru w− a
prˇ´ıslusˇny´ch okrajovy´ch podmı´nek.
Dosazen´ım vztah˚u (3.22), (3.23) a (3.24) do integra´ln´ı identity (3.5) dostaneme
∂
∂t
K∑
k=1
∫
Ωk
w · v dΩ−
K∑
k=1
∫
Ωk
2∑
s=1
F s(w,∇w +R) · ∂v
∂xs
dΩ +
+
∑
Γ∈Γint
∫
Γ
H(w+,∇w++R+,w−,∇w++R+,n) · [v] dl +
+
∑
Γ∈Γb
∫
Γ
Hb(w−,∇w−+R−,n) · v dl = 0, (3.26)
kde ∇w =
[
∂w
∂x1
, ∂w∂x2
]
, R = [R1,R2], R
+ =
[
R+1 ,R
+
2
]
, R− =
[
R−1 ,R
−
2
]
.
Dalˇs´ı u´pravy rovnice jizˇ prob´ıhaj´ı stejneˇ, jako tomu bylo v prˇ´ıpadeˇ diskretizace nevazke´ho
syste´mu Eulerovy´ch rovnic, popsane´ho v prˇedchoz´ı kapitole. Vhodnou volbou ba´zovy´ch a testo-
vac´ıch funkc´ı a vycˇ´ıslen´ım prˇ´ıslusˇny´ch integra´l˚u pomoc´ı vhodny´ch integracˇn´ıch vzorc˚u dostaneme
z rovnice (3.26) syste´m nelinea´rn´ıch obycˇejny´ch diferencia´ln´ıch rovnic pro nezna´me´ koeficienty
linea´rn´ı kombinace ba´zovy´ch funkc´ı hodnot vektoru konzervativn´ıch promeˇnny´ch na kazˇde´m kon-
troln´ım elementu Ωk
dW
dt
= R(W ).
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3.2 Metoda vnitrˇn´ı penalty
Prostorova´ diskretizace syste´mu Navierovy´ch-Stokesovy´ch rovnic popsana´ v prˇedchoz´ım odstavci
nen´ı, vzhledem ke sve´ slozˇitosti, prˇ´ıliˇs vhodna´ pro implicitn´ı cˇasovou diskretizaci, kdy jednotlive´
prvky globa´ln´ı matice vycˇ´ıslujeme podle analyticky odvozeny´ch prˇedpis˚u. Du˚vodem jsou velmi
slozˇite´ vztahy, vznikaj´ıc´ı prˇi vycˇ´ıslova´n´ı Jacobiovy matice rezidua. Abychom mohli snadno im-
plementovat imlicitn´ı metodu, uvedeme si zde IIPG variantu metody vnitrˇn´ıch penalt (interior
penalty method) [24] urcˇenou pro diskretizace Navierovy´ch-Stokesovy´ch rovnic pomoc´ı nespo-
jite´ Galerkinovy metody konecˇny´ch prvk˚u. Vyjdeˇme ze syste´mu Navierovy´ch-Stokesovy´ch rovnic
(3.1)
∂w
∂t
+
2∑
s=1
∂
∂xs
f s(w) =
2∑
s=1
∂
∂xs
fvs(w,∇w). (3.27)
Prˇena´soben´ım rovnice (3.27) testovac´ı funkc´ı v(x) ∈ Sh a zintegrova´n´ım prˇes kontroln´ı element
Ωk dostaneme∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
2∑
s=1
∂f s(w)
∂xs
· v dΩ =
∫
Ωk
2∑
s=1
∂fvs(w,∇w)
∂xs
· v dΩ.
Aplikac´ı metody per partes uprav´ıme integra´ln´ı identitu na tvar∫
Ωk
∂w
∂t
· v dΩ −
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
f s(w)ns · v dl =
−
∫
Ωk
2∑
s=1
fvs(w,∇w) ·
∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
fvs(w,∇w)ns · v dl. (3.28)
Vazky´ tok fvs je mozˇne´ vyja´drˇit na´sleduj´ıc´ım zp˚usobem [24]
fvs(w,∇w) =
2∑
r=1
Ks,r(w)
∂w
∂xr
, s = 1, 2, (3.29)
kde matice Ks,r jsou definovane´ jako
K1,1 =
µ
%

0 0 0 0
−43u1 43 0 0
−u2 0 1 0
−
(
4
3u
2
1 + u
2
2 +
κ
Pr
(
E − (u21 + u22)
)) (
4
3 − κPr
)
u1
(
1− κPr
)
u2
κ
Pr
 ,
K1,2 =
µ
%

0 0 0 0
2
3u2 0 −23 0
−u1 1 0 0
−13u1u2 u2 −23u1 0
 , K2,1 = µ%

0 0 0 0
−u2 0 1 0
2
3u1 −23 0 0
−13u1u2 −23u2 u1 0
 ,
K2,2 =
µ
%

0 0 0 0
−u1 1 0 0
−43u2 0 43 0
−
(
u21 +
4
3u
2
2 +
κ
Pr
(
E − (u21 + u22)
)) (
1− κPr
)
u1
(
4
3 − κPr
)
u2
κ
Pr
 ,
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Dosazen´ım do rovnice (3.28) dostaneme∫
Ωk
∂w
∂t
· v dΩ −
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
f s(w)ns · v dl = (3.30)
−
∫
Ωk
2∑
s=1
2∑
r=1
Ks,r(w)
∂w
∂xr
· ∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
2∑
r=1
Ks,r(w)
∂w
∂xr
ns · v dl.
Nevazky´ tok na steˇna´ch kontroln´ıch element˚u aproximujeme stejny´m zp˚usobem, popsany´m v prˇedchoz´ı
kapitole, tj.
∑2
s=1 f s(w)ns = F(w+,w−,n). Podobneˇ vazky´ tok aproximujeme na steˇna´ch
prosty´m aritmeticky´m pr˚umeˇrem. Secˇten´ım integra´ln´ıch identit (3.31) prˇes vsˇechny kontroln´ı
elementy Ωk dostaneme
∂
∂t
K∑
k=1
∫
Ωk
w · v dΩ−
K∑
k=1
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
∑
Γ∈Γint
∫
Γ
F(w+,w−,n) · [v] dl + (3.31)
+
∑
Γ∈Γb
∫
Γ
Fb(w−,n) · v dl =
−
K∑
k=1
∫
Ωk
2∑
s=1
2∑
r=1
Ks,r(w)
∂w
∂xr
· ∂v
∂xs
dΩ +
∑
Γ∈Γint
∫
Γ
2∑
s=1
{
2∑
r=1
Ks,r(w)
∂w
∂xr
}
ns · [v] dl +
+
∑
Γ∈Γb
∫
Γ
2∑
s=1
2∑
r=1
Ks,r(w
b)
∂w
∂xr
ns · v dl
Zaveden´ım na´sleduj´ıc´ıch forem
(w,v) =
K∑
k=1
∫
Ωk
w · v dΩ,
b(w,v) = −
K∑
k=1
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ +
∑
Γ∈Γint
∫
Γ
F(w+,w−,n) · [v] dl +
+
∑
Γ∈Γb
∫
Γ
Fb(w−,n) · v dl
c(w,∇w,v) = −
K∑
k=1
∫
Ωk
2∑
s=1
2∑
r=1
Ks,r(w)
∂w
∂xr
· ∂v
∂xs
dΩ +
∑
Γ∈Γint
∫
Γ
2∑
s=1
{
2∑
r=1
Ks,r(w)
∂w
∂xr
}
ns · [v] dl +
+
∑
Γ∈Γb
∫
Γ
2∑
s=1
2∑
r=1
Ks,r(w
b)
∂w
∂xr
ns · v dl,
mu˚zˇeme vztah (3.31) prˇepsat do tvaru(
∂w
∂t
,v
)
+ b(w,v) = c(w,∇w,v), ∀v ∈ Sh. (3.32)
Vhodnou volbou ba´zovy´ch funkc´ı bychom provedli prostorovou diskretizaci. Nyn´ı se zameˇrˇme
na imlicitn´ı cˇasovou diskretizaci. Nahrazen´ım cˇasove´ derivace zpeˇtnou diferencˇn´ı formul´ı prvn´ıho
rˇa´du prˇesnosti dostaneme(
wn+1 −wn
∆t
,v
)
+ b(wn+1,v) = c(wn+1,∇wn+1,v), ∀v ∈ Sh.
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Zp˚usob linearizace a vycˇ´ıslen´ı formy b(wn+1,v) byl popsa´n v minule´ kapitole. Zameˇrˇme se tedy na
formu c(wn+1,∇wn+1,v). Tato forma je sice nelinea´rn´ı v promeˇnne´ w a zato linea´rn´ı v gradientu
∇wn+1. Jednoduchou u´pravou(
wn+1 −wn
∆t
,v
)
+ b(wn+1,v) = c(wn,∇wn+1,v), ∀v ∈ Sh,
lze tedy z´ıskat semiimplicitn´ı metodu. Abychom dostali plneˇ implicitn´ı metodu, zavedeme vnitrˇn´ı
iteracˇn´ı index s (
ws+1 −wn
∆t
,v
)
+ b(wn+1,v) = c(ws,∇wn+1,v), ∀v ∈ Sh.
Pokud rˇesˇen´ı v ra´mci vnitrˇn´ıch iterac´ı zkonverguje k prˇedepsane´ toleranci, tj. ‖ws+1−ws‖L2 < tol,
postoup´ıme do dalˇs´ı cˇasove´ hladiny, tj. wn+1 = ws+1.
Uvedena´ metoda ma´ velkou nevy´hodu. Je nestabiln´ı. Je to zp˚usobeno faktem, zˇe rˇesˇen´ı mu˚zˇe
by´t obecneˇ nespojite´ (i kdyzˇ vzhledem k parabolicke´mu charakteru rovnic by meˇlo by´t spojite´)
a u nespojite´ funkce nelze vypocˇ´ıtat derivaci v mı´steˇ nespojitosti jako aritmeticky´ pr˚umeˇr limit
derivac´ı zleva a zprava. Rˇesˇen´ım je prˇida´n´ı nove´ho cˇlenu penalizuj´ıc´ıho nespojitosti v rˇesˇen´ı.
Tento cˇlen ma´ obecneˇ tvar
p(w,v) = cW
∑
Γ∈Γint
∫
Γ
[w] · [v] dl + cW
∑
Γ∈Γb
∫
Γ
wb · v dl, (3.33)
kde cW =
CIP
Reh , kde h = |Γ|, Re je Reynoldsovo cˇ´ıslo a CIP je dostatecˇneˇ velka´ kladna´ konstanta.
Penalizacˇn´ı cˇlen prˇida´me na levou stranu identity (3.32)(
∂w
∂t
,v
)
+ b(w,v) + p(w,v) = c(w,∇w,v), ∀v ∈ Sh.
3.3 Obecne´ implicitn´ı sche´ma
Implicitn´ı sche´ma zalozˇene´ na metodeˇ vnitrˇn´ı penalty ma´ jednu velikou nevy´hodu. Je trˇeba
vhodneˇ zvolit nezna´my´ parametr CIP . Z tohoto d˚uvodu se jev´ı jako vy´hodneˇjˇs´ı pouzˇit´ı BR2
sche´matu, ktere´ je kompaktn´ı a neobsahuje uzˇivatelem zvolene´ parametry. Na druhou stranu BR2
sche´ma je natolik komplikovane´, zˇe analyticke´ sestaven´ı Jacobiovy matice je prakticky nemozˇne´.
V tomto prˇ´ıpadeˇ je nutne´ volit numericke´ sestaven´ı Jacobiovy matice, popsane´ v prˇedchoz´ı ka-
pitole, ktere´ je neza´visle´ na komplikovanosti sche´matu a produkuje velice prˇesnou Jacobiovu
matici.
3.4 Okrajove´ podmı´nky
V tomto odstavci se budeme zaby´vat okrajovy´mi podmı´nkami pro syste´m Navierovy´ch-Stokesovy´ch
rovnic. Vzhledem k tomu, zˇe numericky´ tok je slozˇeny´ z nevazke´ a vazke´ cˇa´sti (H = Fi+Fv), bu-
deme pro nevazkou cˇa´st toku uvazˇovat okrajove´ podmı´nky uvedene´ v prˇedchoz´ı kapitole zaby´vaj´ıc´ı
se nevazky´m proudeˇn´ım a zde si pouze uvedeme rozsˇ´ıˇren´ı teˇchto podmı´nek pro vazkou cˇa´st toku.
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Pevna´ nepropustna´ steˇna
Zde prˇedepisujeme nulove´ slozˇky rychlost´ı u1 = 0, u2 = 0 a nulovy´ tepelny´ tok do vy´pocˇtove´
oblasti ∂T∂n = 0. Po dosazen´ı do norma´love´ho vazke´ho toku dostaneme
fv1(w,∇w) =

0
τ11n1 + τ12n2
τ12n1 + τ22n2
0
 .
Da´le urcˇ´ıme hodnotu vektoru wb z vektoru w na hraneˇ Γb a okrajovy´ch podmı´nek. Nejprve
extrapolujeme hodnotu hustoty %b = w1, pote´ vypocˇteme hodnotu tlaku
p = (κ− 1)
[
w4 − 1
2w1
(
(w2)2 + (w3)2
)]
(3.34)
a dopocˇteme hodnotu energie Eb = pκ−1 . Hodnota vektoru konzervativn´ıch promeˇnny´ch na pevne´
nepropustne´ hranici bude mı´t pote´ tvar
wb =

%b
0
0
Eb
 .
Vstup, vy´stup
Na vstupn´ı a vy´stupn´ı hranici uvazˇujeme nulove´ vazke´ napeˇt´ı ve smeˇru norma´ly
∑
i τijni a nulovy´
tepelny´ tok ve smeˇru norma´ly ∂T∂n = 0. Po dosazen´ı do norma´love´ho vazke´ho toku dostaneme
fv1(w,∇w) =

0
0
0
0
 .
Vektor wb urcˇ´ıme tak, zˇe vsˇechny hodnoty extrapolujeme z vektoru w na Γb, tj.
wb = w.
3.5 Prˇevod Navierovy´ch-Stokesovy´ch rovnic do bezrozmeˇrove´ho
tvaru
Z hlediska lepsˇ´ı podmı´neˇnosti rˇesˇene´ho syste´mu rovnic a nastaven´ı volitelny´ch koeficient˚u vy´pocˇtu
je vy´hodne´ prˇeve´st uvazˇovany´ syste´m Navierovy´ch-Stokesovy´ch rovnic do bezrozmeˇrove´ho tvaru.
Tento prˇevod provedeme na´sledovneˇ. Nejprve zvol´ıme referencˇn´ı hodnotu hustoty %ref , de´lky lref ,
rychlosti uref a dynamicke´ viskozity µref . Pomoc´ı takto zvoleny´ch referencˇn´ıch hodnot vyja´drˇ´ıme
bezrozmerove´ velicˇiny tak, zˇe je podeˇl´ıme referencˇn´ımi hodnotami
% =
%
%ref
, xs =
xs
lref
, us =
us
uref
, µ =
µ
µref
.
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Prˇena´soben´ım prvn´ı rovnice v (3.1) hodnotou lref/(%refuref ), druhe´ a trˇet´ı rovnice hodnotou
lref/(%refu
2
ref ) a cˇtvrte´ rovnice hodnotou lref/(%refu
3
ref ), lze syste´m rovnic (3.1) prˇepsat do tvaru
∂w
∂t
+
2∑
s=1
∂
∂xs
f s(w) =
1
Re
2∑
s=1
∂
∂xs
fvs(w,∇w), s = 1, 2,
kde
w =

%
% u1
% u2
E
 , f1(w) =

% u1
% u21 + p
% u1u2
(E + p)u1
 , f2(w) =

% u2
% u1u2
% u22 + p
(E + p)u2
 ,
fv1(w,∇w) =

0
τ11
τ12
u1τ11 + u2τ12 +
κ
κ−1
µ
Pr
∂
∂x1
(
p
%
)
 ,
fv2(w,∇w) =

0
τ12
τ22
u1τ12 + u2τ22 +
κ
κ−1
µ
Pr
∂
∂x2
(
p
%
)
 ,
kde Pr =
cpµ
k je tzv. Prandtlovo cˇ´ıslo. Tenzor napeˇt´ı a staticky´ tlak naby´vaj´ı v bezrozmeˇrove´m
tvaru podobu
τ ij = µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
, p = (κ− 1)
[
E − 1
2
%
(
u21 + u
2
2
)]
.
Zby´vaj´ıc´ı bezrozmeˇrove´ velicˇiny jsou definova´ny jako
t =
t
tref
= t
uref
lref
, p =
p
pref
=
p
%refuref
, E =
E
Eref
=
E
%refu
2
ref
a nakonec pro Reynoldsovo cˇ´ıslo plat´ı
Re =
%refuref lref
µref
. (3.35)
3.6 Podmı´nka stability
V prˇedchoz´ı kapitole zaby´vaj´ıc´ı se prostorovou diskretizac´ı nelinea´rn´ıho syste´mu Eulerovy´ch rov-
nic byla v prˇ´ıpadeˇ pouzˇit´ı explicitn´ıho sche´matu uvedena nutna´ podmı´nka stability omezuj´ıc´ı
velikost cˇasove´ho kroku vztahem
∆t ≤ min
k
 CFL|λx1,k|+|λx2,k|
∆lk
(2q + 1)
 ,
kde CFL je volene´ neza´porne´ cˇ´ıslo, λx1,k = |u1| + a, λx2,k = |u2| + a jsou maxima´ln´ı vlastn´ı
cˇ´ısla ve smeˇru sourˇadnicovy´ch os x1, x2, ∆lk je pr˚umeˇr kontroln´ıho elementu Ωk a q je stupenˇ
polynomia´ln´ı aproximace.
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Da´le zde bylo uka´za´no jak danou CFL podmı´nku poneˇkud oslabit prˇi pouzˇit´ı metody loka´ln´ıho
cˇasu, kde se velikost cˇasove´ho kroku na kazˇde´m kontroln´ım elementu vypocˇ´ıta´va´ pouze z loka´ln´ı
podmı´nky stability (nedeˇla´ se tedy minimum prˇes k).
V prˇ´ıpadeˇ Eulerovy´ch rovnic nen´ı CFL podmı´nka stability prˇ´ıliˇs restriktivn´ı a v kombinaci
s metodou loka´ln´ıho cˇasu lze vytvorˇit pomeˇrneˇ efektivn´ı vy´pocˇetn´ı algoritmus zalozˇeny´ na expli-
citn´ı metodeˇ. Poneˇkud slozˇiteˇjˇs´ı situace nasta´va´ v prˇ´ıpadeˇ diskretizace Navierovy´ch-Stokesovy´ch
rovnic, kde lze odvodit loka´ln´ı CFL podmı´nku stability ve tvaru
∆t ≤ CFL( |λx1,k|+|λx2,k|
∆lk
+ 2Re
1
(∆lk)2
)
(2q + 1)
, (3.36)
kde Re je Reynoldsovo cˇ´ıslo. Vazke´ efekty tekutiny se tedy v podmı´nce stability projevuj´ı cˇlenem
2
Re
1
(∆lk)2
. Tento cˇlen mu˚zˇe d´ıky za´vislosti na cˇlenu (∆lk)
2 dosahovat pomeˇrneˇ vysoky´ch hodnot a
t´ım velice omezit velikost cˇasove´ho kroku. Tato situace nasta´va´ prˇedevsˇ´ım u steˇny, kde je trˇeba
z d˚uvod˚u spra´vne´ho zachycen´ı mezn´ı vrstvy zahustit vy´pocˇetn´ı s´ıt’. Abychom z´ıskali konkre´tneˇjˇs´ı
prˇedstavu uvazˇujme prˇ´ıklad staciona´rn´ıho proudeˇn´ı v rovne´m vodorovne´m kana´lu. Proudeˇn´ı je
plneˇ vyvinute´, maxima´ln´ı rychlost ve strˇedu kana´lu je u = 300 m s−1, hustota me´dia je % =
1.17 kg m−3, staticky´ tlak je p = 101325 Pa, dynamicka´ viskozita µ = 1.85 10−5 Pa s a sˇ´ıˇrka
kana´lu h = 0.4 10−3 m. Reynoldsovo cˇ´ıslo ma´ hodnotu
Re =
%u h
µ
=
1.17 300 0.4 10−3
1.85 10−5
≈ 7590.
Podle numericky´ch experiment˚u prova´deˇny´ch v [23], [27] je vhodne´ volit velikost nejmensˇ´ıho
kontroln´ıho elementu podle vztahu
∆l = 0.05
1√
Re
≈ 5.7 10−4
a tedy pro cˇlen viskozity vystupuj´ıc´ı v CFL podmı´nce stability dosta´va´me
2
Re
1
(∆l)2
=
2
0.052
= 800.
Jelikozˇ je hodnota rychlosti u steˇny skoro nulova´, dosta´va´me pro maxima´ln´ı vlastn´ı cˇ´ıslo hodnotu
a ≈
√
p
%
≈ 294 m s−1.
Pro prvn´ı cˇlen ve jmenovateli CFL podmı´nky stability pak dosta´va´me hodnotu
|λx1 |+ |λx2 |
∆l
=
a+ a
0.05 1√
Re
≈ 106.
Vid´ıme tedy, zˇe prˇi vy´pocˇtech pro n´ızka´ Reynoldsova cˇ´ısla a vysoka´ Machova cˇ´ısla cˇlen 2Re
1
(∆lk)2
podmı´nku stability podstatneˇ neovlivnˇuje.
3.7 Numericke´ vy´sledky
3.7.1 NACA 0012
Pro validaci numericke´ implementace metody pouzˇijeme zna´my´ testovac´ı prˇ´ıklad obte´ka´n´ı le-
tecke´ho profilu NACA 0012. Parametry nerozrusˇene´ho proudu vol´ıme na´sledovneˇ: Machovo cˇ´ıslo
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M∞ = 0.5, u´hel na´beˇhu α = 0◦ a Reynoldsovo cˇ´ıslo Re∞ = 5000. Pro podrobne´ srovna´n´ı budeme
vizualizovat pr˚ubeˇh tlakove´ho a trˇec´ıho koeficientu pode´l povrchu profilu. Tlakovy´ koeficient je
definovany´ na´sleduj´ıc´ım vztahem
cp =
p− p∞
1
2%∞u
2∞
, (3.37)
kde p∞, %∞, u∞ je staticky´ tlak, hustota a rychlost nerozrusˇene´ho proudu. Pomoc´ı vztah˚u
z prˇedchoz´ı kapitoly popisuj´ıc´ı okrajove´ podmı´nky na vstupn´ı steˇneˇ mu˚zˇeme tyto hodnoty vyja´drˇit
jako
p∞ =
(
1 +
κ− 1
2
M2∞
)κ−1
κ
, %∞ =
(
1 +
κ− 1
2
M2∞
) 1
κ−1
, u∞ = M∞
√
κp∞
%∞
.
Podobneˇ trˇec´ı koeficient je definova´n jako
cf =
∣∣∣∣∣ τw1
2%∞u
2∞
∣∣∣∣∣ , (3.38)
kde τw je loka´ln´ı smykove´ napeˇt´ı na steˇneˇ vypocˇtene´ jako
∂ut
∂n , kde ut = u · t je pr˚umeˇt vektoru
rychlosti u do tecˇne´ho smeˇru t vzhledem ke steˇneˇ a n je vektor vneˇjˇs´ı norma´ly steˇny.
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Obr. 3.1: Nestrukturovana´ troju´heln´ıkova´ vy´pocˇetn´ı s´ıt’ o 2508 elementech.
Obr. 3.2: Porovna´n´ı rozlozˇen´ı Machova cˇ´ısla v okol´ı profilu pro ba´zove´ polynomy stupneˇ jedna
(a), dveˇ (b), trˇi (c) a metody konecˇny´ch objemu˚ (d).
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Obr. 3.3: Detail rozlozˇen´ı Machova cˇ´ısla v okol´ı profilu pro ba´zove´ polynomy stupneˇ jedna (a),
dveˇ (b), trˇi (c) a metody konecˇny´ch objemu˚ (d).
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Obr. 3.4: Porovna´n´ı rozlozˇen´ı tlaku v okol´ı profilu pro ba´zove´ polynomy stupneˇ jedna (a), dveˇ
(b), trˇi (c) a metody konecˇny´ch objemu˚ (d).
Obr. 3.5: Porovna´n´ı tlakove´ho (vlevo) a trˇec´ıho (vpravo) koeficientu pro BR2 a LDG sche´mata
nespojite´ Galerkinovy metody a metody konecˇny´ch objemu˚.
Obr. 3.6: Pr˚ubeˇh tlakove´ho a trˇec´ıho koeficientu uvedeny´ v [Landmann].
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3.7.2 Porovna´n´ı implicitn´ı a explicitn´ı cˇasove´ diskretizace
V tomto numericke´m experimentu se budeme zaby´vat porovna´n´ım vy´pocˇetn´ı efektivity r˚uzny´ch
algoritmu˚ pouzˇ´ıvaj´ıc´ıch implicitn´ı a explicitn´ı cˇasovou diskretizaci. Srovna´n´ı bude provedeno na
prˇ´ıkladu obte´ka´n´ı letecke´ho profilu NACA 0012 proudem stlacˇitelne´ vazke´ tekutiny s Machovy´m
cˇ´ıslem Ma = 0.5, u´hlem na´beˇhu α = 5◦ a Reynoldsovy´m cˇ´ıslem Re = 5000. Vy´pocˇetn´ı s´ıt’ o 4320
kontroln´ıch elementech je zna´zorneˇna na obr. 3.7. Pro implicitn´ı cˇasovou diskretizaci byla pouzˇita
dveˇ r˚uzna´ sche´mata. Prvn´ı volbou bylo sche´ma zalozˇene´ na IIPG diskretizaci vazky´ch tok˚u. Pro
sestaven´ı globa´ln´ı matice bylo pouzˇito analyticky´ch vy´raz˚u odvozeny´ch v te´to a prˇedcha´zej´ıc´ı
kapitole. Cˇasova´ diskretizace byla provedena pomoc´ı zpeˇtne´ Eulerovy metody. Vznikla´ soustava
linea´rn´ıch rovnic byla rˇesˇena prˇ´ımy´m rˇesˇicˇem z knihovny UMFPACK. CFL cˇ´ıslo bylo nasta-
veno na hodnotu CFL = 10000. Druhy´m implicitn´ım sche´matem bylo sche´ma vyuzˇ´ıvaj´ıc´ı BR2
prostorovou diskretizaci vazke´ho toku. Sestaven´ı globa´ln´ı matice bylo realizova´no s vyuzˇit´ım
numericky vypocˇtene´ Jakobiovi matice. Pro urychlen´ı vy´pocˇtu byla nastavena pouze jedina´ New-
tonova vnitrˇn´ı iterace. Cˇasova´ diskretizaci byla realizova´na pomoc´ı zpeˇtne´ Eulerovy metody. Pro
numericke´ rˇesˇen´ı vznikle´ soustavy linea´rn´ıch rovnic byla pouzˇita iteracˇn´ı metoda GMRES im-
plementovana´ v knihovneˇ PARALLELCOLT (implementovana´ v JAVEˇ), s blokoveˇ diagona´ln´ım
prˇedpodminˇovacˇem. V prˇ´ıpadeˇ explicitn´ı metody loka´ln´ıho cˇasu byla pouzˇita Rungeova-Kuttova
metoda 3 rˇa´du prˇesnosti s CFL = 0.5. Diskretizace vazky´ch tok˚u byla provedena pomoc´ı LDG
metody. Vsˇechny vy´pocˇty prob´ıhaly paralelneˇ na 4 vy´pocˇetn´ıch ja´drech. Na obr. 3.8 je zna´zorneˇn
pr˚ubeˇh rezidua spocˇtene´ho podle vztahu (2.48). Pro dosazˇen´ı hodnoty rezidua 10−5 potrˇebovalo
IIPG implicitn´ı sche´ma 355 s oproti 292 s implicitn´ıho sche´matu zalozˇene´ho na BR2 diskretizaci
a 3830 s v prˇ´ıpadeˇ explicitn´ı metody loka´ln´ıho cˇasu. V tomto testovac´ım prˇ´ıkladu je z vy´sledk˚u
jasneˇ patrne´, zˇe implicitn´ı sche´mata dosahuj´ı daleko vysˇsˇ´ı vy´pocˇetn´ı efektivity, nezˇ explicitn´ı
metoda loka´ln´ıho cˇasu. Zaj´ımave´ je take´ srovna´n´ı obou implicitn´ıch sche´mat, kde se uka´zalo zˇe
jednodusˇe sestavene´ implicitn´ı BR2 sche´ma zalozˇene´ na numericke´m vy´pocˇtu Jakobiovy matice a
rˇesˇ´ıc´ı soustavu linea´rn´ıch rovnic iterativn´ı metodou dosahuje lepsˇ´ıch vy´sledk˚u nezˇ IIPG implicitn´ı
sche´ma s analyticky sestavenou globa´ln´ı matic´ı a prˇ´ımy´m rˇesˇicˇem soustavy linaa´rn´ıch rovnic.
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Obr. 3.7: Vy´pocˇtova´ s´ıt’ o 4320 kontroln´ıch elementech (vlevo). Izocˇa´ry Machova cˇ´ısla spocˇtene´
IIPG implicitn´ım sche´matem (vpravo).
Obr. 3.8: Za´vislost rezidua na vy´pocˇetn´ım cˇasu pro BR2 implicitn´ı sche´ma (cˇerveneˇ), IIPG im-
plicitn´ı sche´ma (fialoveˇ) a explicitn´ı metodu loka´ln´ıho cˇasu (modrˇe).
3.7.3 Transonicke´ proudeˇn´ı v mezerˇe sˇroubove´ho kompresoru
V tomto odstavci se budeme zaby´vat transonicky´m proudeˇn´ım vzduchu v teˇsn´ıc´ı mezerˇe sˇroubove´ho
kompresoru. Maxima´ln´ı sˇ´ıˇrka teˇsn´ıc´ı mezery je H = 300µm. Tlakovy´ pomeˇr mezi vstupn´ı a
vy´stupn´ı cˇa´st´ı mezery je nastaven na p0i/po = 0.2, kde pout = 101325 Pa. Vstupn´ı teplota je
T0i = 298.15 K, dynamicka´ viskozita vzduchu je µ = 1.879.10
−5 kg.m−1s−1. Z uvedeny´ch hodnot
lze dopocˇ´ıtat referencˇn´ı Reynoldsovo cˇ´ıslo vztazˇene´ k sˇ´ıˇrce kana´lu H jako Re = 4078. Na obr. 3.9
je zna´zorneˇna vy´pocˇtova´ oblast Ω ∈ R2, kde ∂Ω1 a ∂Ω2 oznacˇuj´ı vstupn´ı a vy´stupn´ı cˇa´st hranice a
∂ΩWR a ∂ΩWS oznacˇuj´ı steˇny rotoru a statoru. Vy´pocˇet byl realizova´n pomoc´ı explicitn´ı metody
loka´ln´ıho cˇasu s LDG sche´matem pro aproximaci vazky´ch tok˚u. Obr. 3.10 ukazuje izocˇa´ry Ma-
chova cˇ´ısla. Da´le je na obr. 3.11 videˇt porovna´n´ı numericky´ch a experimenta´ln´ıch dat z´ıskany´ch
pouzˇit´ım schlierove´ metody (U´T AV CˇR, Dr. Luxa). Z porovna´n´ı je patrna´ dobra´ kvalitativn´ı
shoda mezi vy´pocˇtem a experimentem.
84
Obr. 3.9: Geometrie vy´pocˇtove´ oblasti
Obr. 3.10: Izocˇa´ry Machova cˇ´ısla.
Obr. 3.11: Porovna´n´ı s experimentem. Sˇeda´ sˇka´la koresponduje s x-slozˇkou gradientu hustoty.
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Kapitola 4
Specia´ln´ı aplikace nespojite´
Galerkinovy metody
Tato kapitola se veˇnuje aplikac´ım nespojite´ Galerkinovy metody pro rˇesˇen´ı specia´lneˇjˇs´ıch u´loh.
V prvn´ı cˇa´sti je provedeno odvozen´ı nespojite´ Galerkinovy metody v ALE (Arbitrary Lagrangian-
Eulerian) popisu. Dı´ky te´to u´praveˇ je mozˇne´ rˇesˇit u´lohy s cˇasoveˇ promeˇnnou hranic´ı. Z´ıskane´
vy´sledky jsou porovnane´ s alternativn´ı metodou vnorˇene´ hranice (Immersed Boundary Method),
ktera´ umozˇnˇuje rˇesˇit podobnou trˇ´ıdu u´loh, kde se pohyb hranice modeluje pomoc´ı zdrojove´ho
cˇlenu. V dalˇs´ı cˇa´sti je zmı´neˇna u´loha interakce tekutiny s tuhy´m teˇlesem. Da´le na´sleduje cˇa´st
o mozˇnostech nekonformn´ı h-adaptace vy´pocˇtove´ s´ıteˇ. Nakonec je provedeno rozsˇ´ıˇren´ı nespojite´
Galerkinovy metody do 3D a je zde diskutova´na mozˇnost paraleln´ıho vy´pocˇtu na procesoru s v´ıce
vy´pocˇetn´ımi ja´dry.
4.1 Prostorova´ diskretizace Navierovy´ch-Stokesovy´ch rovnic
v ALE popisu
Vyjdeˇme nejprve ze syste´mu Eulerovy´ch rovnic popsane´ho v kapitole 2
∂w
∂t
+
2∑
s=1
∂f s(w)
∂xs
= 0, s = 1, 2. (4.1)
Rovnici (4.1) skala´rneˇ prˇena´sob´ıme testovac´ı funkc´ı v(x) ∈ Sh a zintegrujeme prˇes kontroln´ı
objem Ωk(t), ktery´ se obecneˇ pohybuje rychlost´ı ν = ν(x, t)∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
2∑
s=1
∂f s(w)
∂xs
· v dΩ = 0. (4.2)
Protozˇe jsou ba´zove´ funkce va´zane´ na kontroln´ı element, plat´ı v = v(x, t). Pomoc´ı Reynoldsova
transportn´ıho teore´mu dostaneme
d
dt
∫
Ωk
w · v dΩ =
∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
w · ∂v
∂t
dΩ +
∮
∂Ωk
w · vνn dΩ, (4.3)
kde νn = ν ·n je norma´lova´ rychlost pohybu hranice kontroln´ıho objemu ∂Ωk(t). Z rovnice (4.3)
vyja´drˇ´ıme cˇlen
∫
Ωk
∂w
∂t · v dΩ a dosad´ıme ho do (4.2). V rovnici (4.2) da´le pomoc´ı Greenovy veˇty
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uprav´ıme integra´l tokove´ funkce. Dostaneme
d
dt
∫
Ωk
w · v dΩ−
∫
Ωk
w · ∂v
∂t
dΩ −
∮
∂Ωk
w · vνn dΩ−
∫
Ωk
2∑
s=1
f s(w) ·
∂v
∂xs
dΩ + (4.4)
+
∮
∂Ωk
2∑
s=1
f s(w)ns · v dl = 0.
Pro materia´lovou derivaci ba´zove´ funkce v(x, y) plat´ı vztah
dv
dt
=
∂v
∂t
+ ν · ∇v.
Jelikozˇ je ba´zova´ funkce una´sˇena´ spolecˇneˇ s kontroln´ım objemem Ωk(t), plat´ı pro materia´lovou
derivaci ba´zove´ funkce dvdt = 0 a tedy
∂v
∂t
= −ν · ∇v = −
2∑
s=1
νs
∂v
∂xs
. (4.5)
Numericky´ tok steˇnou kontroln´ıho objemu ∂Ωk aproximujeme stejneˇ jako v prˇedchoz´ı kapitole,
tj.
∑2
s=1 f s(w)ns ≈ F(w+,w−,n) Dosazen´ım vztahu (4.5) a numericke´ho toku do rovnice (4.4)
a proveden´ım neˇkolika u´prav dostaneme
d
dt
∫
Ωk
w · v dΩ −
∫
Ωk
2∑
s=1
(f s(w)−wνs) ·
∂v
∂xs
dΩ +
+
∮
∂Ωk
(F(w+,w−,n)−wνn) · v dl = 0. (4.6)
Zaveden´ım novy´ch numericky´ch tok˚u
gs(w,ν) = f s(w)−wνs, G(w+,w−,ν,n) = F(w+,w−,n)−wνn,
lze rovnici prˇepsat do tvaru
d
dt
∫
Ωk
w · v dΩ−
∫
Ωk
2∑
s=1
gs(w,ν) ·
∂v
∂xs
dΩ +
∮
∂Ωk
G(w+,w−,ν,n) · v dl = 0. (4.7)
Rovnice (4.7) prˇedstavuje ALE formulaci Eulerovy´ch rovnic pomoc´ı nespojite´ Galerkinovy me-
tody. Vazke´ cˇleny nejsou ovlivnˇova´ny pohybem s´ıteˇ, proto je lze prˇ´ımo prˇipojit na pravou stranu
rovnice
d
dt
∫
Ωk
w · v dΩ −
∫
Ωk
2∑
s=1
gs(w,ν) ·
∂v
∂xs
dΩ +
∮
∂Ωk
G(w+,w−,ν,n) · v dl =
=
∫
Ωk
2∑
s=1
fvs(w,∇w) ·
∂v
∂xs
dΩ +
∮
∂Ωk
2∑
s=1
fvs(w,∇w)ns · v dl. (4.8)
Du˚lezˇitou vlastnost´ı prˇi ALE popisu je dodrzˇen´ı tzv. geometricke´ho za´konu zachova´n´ı (geo-
metric conservation law GCL). Tato vlastnost prˇedpokla´da´ zachova´n´ı konstantn´ıho rˇesˇen´ı prˇi li-
bovolne´m pohybu s´ıteˇ. V na´sleduj´ıc´ım textu bude uka´za´no, zˇe prˇi vhodne´ volbeˇ ba´zovy´ch funkc´ı
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splnˇuje nespojita´ Galerkinova metoda GCL prˇesneˇ. Prˇedpokla´dejme, zˇe w0 = w(x, t) je kon-
stantn´ı rˇesˇen´ı. Vzhledem ke konzistenci numericke´ho toku plat´ı F(w0,w0,n) =
∑2
s=1 f s(w0)ns.
Po dosazen´ı do rovnice (4.7) a proveden´ım neˇkolika ma´lo u´prav dostaneme
w0 · d
dt
∫
Ωk
v dΩ −
2∑
s=1
f s(w0) ·
(∫
Ωk
∂v
∂xs
dΩ−
∮
∂Ωk
vns dl
)
−
2∑
s=1
w0 ·
(∮
∂Ωk
vνsns dl −
∫
Ωk
∂v
∂xs
νs dΩ
)
= 0. (4.9)
S Greenovy veˇty okamzˇiteˇ plyne zˇe∫
Ωk
∂v
∂xs
dΩ−
∮
∂Ωk
vns dl = 0.
Da´le celou rovnici forma´lneˇ vydeˇl´ıme cˇlenem w0. Dostaneme
d
dt
∫
Ωk
v dΩ =
2∑
s=1
(∮
∂Ωk
vνsns dl −
∫
Ωk
∂v
∂xs
νs dΩ
)
= 0. (4.10)
Cˇasovou derivaci na leve´ straneˇ lze vyja´drˇit jako
d
dt
∫
Ωk
v dΩ =
∫
Ωk
∂v
∂t
dΩ +
2∑
s=1
∮
∂Ωk
vνsns dl. (4.11)
Dosazen´ım vztahu (4.11) do (4.10) obdrzˇ´ıme fina´ln´ı vztah∫
Ωk
(
∂v
∂t
+
2∑
s=1
∂v
∂xs
νs
)
dΩ = 0, (4.12)
ktery´ prˇedstavuje materia´lovou derivaci testovac´ı a tedy i ba´zove´ funkce. Z postupny´ch u´prav
zrˇejme´, zˇe uvedeny´ postup bude fungovat pouze tehdy, pokud budou vsˇechny ba´zove´ funkce
polynomy alesponˇ prvn´ıho rˇa´du a budou una´sˇeny spolecˇneˇ s kontroln´ım elementem. Takovouto
vlastnost maj´ı naprˇ´ıklad Lagrangeovy ba´zove´ polynomy. Podrobnosti k uvedene´mu postupu lze
naj´ıt v pra´ci [42].
Pro cˇasovou diskretizaci rovnice (4.7) je mozˇne´ pouzˇ´ıt jak explicitn´ı tak implicitn´ı metodu.
Explicitn´ı metodu je mozˇne´ da´le vylepsˇit zaveden´ım metody loka´ln´ıho cˇasu. V tomto prˇ´ıpadeˇ
je vsˇak nutne´ sestavit algebraicky´ prˇedpis, pomoc´ı ktere´ho je mozˇne´ rychle vypocˇ´ıta´vat polohu
bod˚u deformovane´ s´ıteˇ v libovolne´m cˇase. Naproti tomu prˇi pouzˇit´ı implicitn´ıho sche´matu jsou
jednotlive´ cˇasove´ hladiny na vsˇech kontroln´ıch elementech stejne´, cozˇ zjednodusˇuje pra´ci se s´ıt´ı.
Velkou nevy´hodou pouzˇit´ı implicitn´ıho sche´matu je vsˇak mala´ prˇesnost v cˇase prˇi pouzˇit´ı velike´ho
CFL cˇ´ısla. Prˇimeˇrˇena´ volba CFL cˇ´ısla ovsˇem vede na vysˇsˇ´ı cˇasovou na´rocˇnost vy´pocˇtu.
4.1.1 Algoritmy pro vy´pocˇet deformovane´ s´ıteˇ
V te´to pra´ci se budeme zaby´vat dveˇma postupy urcˇeny´mi k vy´pocˇtu bod˚u s´ıteˇ uvnitrˇ zdeformo-
vane´ oblasti ve 2D. Uvedene´ postupy je vsˇak mozˇno bez veˇtsˇ´ıch u´prav pouzˇ´ıt i ve 3D. Prvn´ı postup
byl navrzˇen v pra´ci [43] a je vhodny´ pro mensˇ´ı vy´chylky objektu s pevnou nemeˇnnou hranic´ı, tedy
naprˇ. obte´ka´n´ı profilu krˇ´ıdla apod. Princip vy´pocˇtu novy´ch sourˇadnic xi = [xi, yi], i = 1, 2, ...N
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bod˚u s´ıteˇ je na´sleduj´ıc´ı. Prˇedpokla´dejme, zˇe se uvnitrˇ vy´pocˇtove´ oblasti Ω nacha´z´ı objekt s hra-
nic´ı Γ(t) a je da´na vy´pocˇetn´ı s´ıt’ s vrcholy x0 i = [x0 i, y0 i], i = 1, 2, ...N . Da´le prˇedpokla´dejme,
zˇe existuj´ı dva kruhy Ωr1 , Ωr2 s polomeˇry r1, r2, r1 < r2, se spolecˇny´m strˇedem xs = [xs, ys]
takove´, zˇe Γ(0) ⊂ Ωr1 a Ωr2 ⊂ Ω. Poloha objektu s hranic´ı Γ(t) je v cˇase t > 0 prˇedepsa´na
kinematicky´m pohybem. Obecny´ pohyb hranice lze vyja´drˇit pomoc´ı posuvu a rotace. Aplikac´ı
uvedeny´ch transformac´ı na jednotlive´ body vy´pocˇetn´ı s´ıteˇ x0 i dostaneme nove´ sourˇadnice bod˚u
yi
yi = p+ T(α)xi, (4.13)
kde p je vektor posunut´ı a T je matice rotace o u´hel α. Pu˚vodn´ı s´ıt’ a transformovana´ s´ıt’ jsou
videˇt v horn´ı cˇa´sti obr. 4.1. Pro vy´pocˇet bod˚u zdeformovane´ s´ıteˇ xi se nyn´ı pouzˇije vztah
xi = bix0 i + (1− bi)yi, (4.14)
kde bi je tzv. prˇechodova´ funkce (blending function) definovana´ jako
bi =

0, r ≤ r1
1, r ≥ r2
f
(
r−r1
r2−r1
)
, r1 < r < r2
, (4.15)
kde f(x) = 3x2 − 2x3, f(0) = 0, f(1) = 1, f ′(0) = f ′(1) = 0. Uvedena´ prˇechodova´ funkce
v podstateˇ jednodusˇe v oblasti x0 i ∈ Ω \ Ωr2 polozˇ´ı xi = x0 i podobneˇ v oblasti x0 i ∈ Ωr1
polozˇ´ı xi = yi a ve zby´vaj´ıc´ım mezikruzˇ´ı x0 i ∈ Ωr2 \ Ωr1 pouzˇije interpolaci mezi obeˇma s´ıteˇmi.
Vy´sledna´ s´ıt’ je videˇt na obr. 4.1 dole.
Velikou vy´hodou tohoto prˇ´ıstupu je jednoduchy´ algebraicky´ vztah popisuj´ıc´ı polohu jednot-
livy´ch bod˚u s´ıteˇ v za´vislosti na poloze objektu. Nevy´hodou je, zˇe dany´ prˇ´ıstup je pouzˇitelny´ pouze
pro jednoduche´ prˇ´ıpady kdy zkouma´me pohyb jednoho objektu jehozˇ hranice se nemeˇn´ı a da´le
je nutne´ sestrojit mezikruzˇ´ı mezi objektem a hranic´ı vy´pocˇtove´ oblasti. Posledn´ı nevy´hoda se da´
jednodusˇe odstranit pouzˇit´ım na´sleduj´ıc´ıho zobecneˇn´ı. Mı´sto definova´n´ı blending funkce pomoc´ı
vztahu (4.15) urcˇ´ıme jej´ı hodnoty rˇesˇen´ım na´sleduj´ıc´ı u´lohy
∆b = 0, b|Γ = 0, b|ΓΩ = 1, (4.16)
kde Γ je hranice objektu a ΓΩ je hranice vy´pocˇtove´ oblasti, viz obr. 4.2.
V ostatn´ıch prˇ´ıpadech, kdy budeme simulovat pohyb v´ıce objekt˚u nebo pokud se bude hranice
objektu, poprˇ. vy´pocˇtove´ oblasti, meˇnit pouzˇijeme jiny´ prˇ´ıstup zalozˇeny´ na elipticke´ parcia´ln´ı
diferencia´ln´ı rovnici
∇(ks(xs)∇xs), s = 1, 2.
Prostorovou diskretizac´ı te´to rovnice v bodech vy´pocˇetn´ı s´ıteˇ xi = [x1,i, x2,i], i = 1, 2, ...N dosta-
neme rovnosti
xs,i =
∑
j∈γi
ks,i,jxs,j , s = 1, 2, i = 1, 2, ...N, (4.17)
kde γi je mnozˇina index˚u vsˇech vrchol˚u xj soused´ıc´ıch s vrcholem xi a va´hy ks,i,j zvol´ıme rˇesˇen´ım
optimalizacˇn´ı u´lohy funkciona´lu
f(ks,i,1, ks,i,2, ..., ks,i,ns , λ1, λ2) =
∑
j∈γi
k2s,i,j+λ1
∑
j∈γi
ks,i,j − 1
+λ2
∑
j∈γi
ks,i,jxj − xi
 , s = 1, 2
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Obr. 4.1: (nahorˇe vlevo) Vy´pocˇtova´ oblast okolo NACA0012 profilu pokryta´ nestrukturovanou
troju´heln´ıkovou s´ıt´ı. Cˇerveneˇ jsou vyznacˇeny hranice oblast´ı Ωr1 a Ωr2 . (nahorˇe vpravo) Pu˚vodn´ı
s´ıt’ transformovana´ podle prˇedepsane´ho kinematicke´ho pohybu NACA profilu. (dole) Vy´sledna´
s´ıt’ vypocˇtena´ pomoc´ı vztahu (4.14).
kde ns je pocˇet bod˚u soused´ıc´ıch s bodem xi a λ1, λ2 jsou Lagrangeovy multiplika´tory zajiˇst’uj´ıc´ı
splneˇn´ı podmı´nek
∑
j∈γi ks,i,j = 1 a
∑
j∈γi ks,i,jxj = xi. Prˇi zmeˇneˇ bod˚u hranice se pomoc´ı
koeficient˚u ks,i,j prˇepocˇtou nove´ polohy bod˚u s´ıteˇ xi tak, aby byly splneˇny rovnice (4.17). Na
obra´zc´ıch 4.3 je zna´zorneˇny´ testovac´ı prˇ´ıklad deformace s´ıteˇ.
4.1.2 Numericke´ vy´sledky
Testovac´ı prˇ´ıklad pohybu izoentropicke´ho v´ıru
Pro oveˇrˇen´ı spra´vnosti implementace ALE prˇ´ıstupu, implementovane´ho pomoc´ı explicitn´ı dvou-
stupnˇove´ Rungeovy Kuttovy metody poprˇ. implicitn´ı zpeˇtne´ Eulerovy metody, pouzˇijeme testo-
vac´ı prˇ´ıklad pohybu izoentropicke´ho v´ıru. Vy´pocˇtova´ oblast ma´ tvar cˇtverce o straneˇ L = 20.
Jako pocˇa´tecˇn´ı podmı´nka je zvolen izoentropicky´ v´ır, ktery´ je una´sˇen konvektivn´ı rychlost´ı u∞
odpov´ıdaj´ıc´ı Machovu cˇ´ıslu M∞ = 0.3 pod u´hlem β = 45◦ k ose x. Vektor konzervativn´ıch
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Obr. 4.2: (nahorˇe vlevo) Vy´pocˇtova´ oblast okolo U profilu pokryta´ nestrukturovanou
troju´heln´ıkovou s´ıt´ı. (nahorˇe vpravo) Kontury blending funkce splnˇuj´ıc´ı u´lohu 4.16. (vlevo dole)
Pu˚vodn´ı s´ıt’ transformovana´ podle prˇedepsane´ho kinematicke´ho pohybu. (vpravo dole) Vy´sledna´
s´ıt’ vypocˇtene´ pomoc´ı vztahu (4.14).
promeˇnny´ch w = [%, %u, %v, E] je dany´ na´sleduj´ıc´ımi vztahy
u = u∞
(
cos(β)− e(y − y0)
2pi rc
exp
(
f(x, y)
2
))
, v = u∞
(
sin(β) +
e(x− x0)
2pi rc
exp
(
f(x, y)
2
))
,
% = %∞
(
1− e
2(κ− 1)M2∞
8pi2
exp(f(x, y))
) 1
κ−1
, p = p∞
(
1− e
2(κ− 1)M2∞
8pi2
exp(f(x, y))
) κ
κ−1
,
E =
p
κ− 1 +
1
2
r(u2 + v2),
kde κ = 1.4, e = 0.8, rc = 1.5 a funkce f(x, y) je definovana´ vztahem
f(x, y) =
(1− (x− x0)2 − (y − y0)2)
r2c
. (4.18)
Hodnoty p∞, %∞, u∞ lze vypocˇ´ıtat pomoc´ı vztah˚u
p∞ =
(
1 +
κ− 1
2
M2∞
)κ−1
κ
, %∞ =
(
1 +
κ− 1
2
M2∞
) 1
κ−1
, u∞ = M∞
√
κp∞
%∞
.
Na pocˇa´tku vy´pocˇtu v cˇase t = 0 je strˇed v´ıru umı´steˇn do bodu x0 = [x0, y0] = [5, 5], viz obr.
4.4. Za cˇas T = 10/u∞ se strˇed v´ıru prˇesune do pozice x1 = [x1, y1] = [15, 15]. Analyticke´ rˇesˇen´ı
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Obr. 4.3: (nahorˇe vlevo) Pocˇa´tecˇn´ı troju´heln´ıkova´ s´ıt’. (nahorˇe vpravo, dole) Body deformovane´
s´ıteˇ.
v bodeˇ x1 je zna´me´ a je jednodusˇe definovane´ pocˇa´tecˇn´ı podmı´nkou, kde mı´sto polohy strˇedu
v´ıru x0 dosad´ıme bod x1. Necht’ da´le xi,j(t) jsou body vy´pocˇetn´ı s´ıt’eˇ v cˇase t. Prˇedpokla´dejme
da´le, zˇe v cˇase t = 0 byly body s´ıteˇ rovnomeˇrneˇ rozdeˇleny v karte´zske´m sourˇadnicove´m syste´mu,
tj. xi,j(0) = [h(i − 1), h(j − 1)], kde i, j = 1, 2...N a h = L/N je prostorovy´ krok. V cˇase t > 0
definujme body s´ıteˇ pomoc´ı vztahu
xi,j(t) = xi,j(0) +A sin
(
2pit
t0
)
sin
(
2pixi,j(0)
L
)
sin
(
2piyi,j(0)
L
)
(4.19)
yi,j(t) = yi,j(0) +A sin
(
2pit
t0
)
sin
(
2pixi,j(0)
L
)
sin
(
2piyi,j(0)
L
)
Na obr. 4.5 je zobrazena deformovana´ s´ıt’ ve vybrany´ch cˇasech, kde jsou deformace nejveˇtsˇ´ı. Obr.
4.6 ukazuje numericke´ rˇesˇen´ı v cˇase t = T . Nalevo je zna´zorneˇno rˇesˇen´ı pro prˇ´ıpad A = 0, tedy
kdy nedocha´z´ı k zˇa´dne´ deformaci s´ıteˇ. Napravo je pak zna´zorneˇno rˇesˇen´ı pro prˇ´ıpad A = 2, kde
se jizˇ vy´pocˇtova´ s´ıt’ deformuje. Velikost numericke´ chyby e =
∑4
m=1 ‖wm‖L2 rˇesˇen´ı v za´vislosti na
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Obr. 4.4: Pocˇa´tecˇn´ı poloha izoentropicke´ho v´ıru v cˇase t = 0, se strˇedem v bodeˇ x0 = [x0, y0] =
[5, 5]. Pro vizualizaci je pouzˇita hodnota
√
u2 + v2 − u∞, ktera´ odpov´ıda´ velikosti rychlosti v´ıru
po odecˇten´ı una´sˇive´ rychlosti u∞.
velikosti prostorove´ho kroku h je uvedena na obr. 4.7. Prˇesne´ hodnoty jsou pak uvedeny v tab.
4.1
Obr. 4.5: Deformace vy´pocˇtove´ s´ıteˇ popsana´ vztahem (4.19) v cˇase 0.25T (vlevo) a 0.75T (pravo).
h A = 0 A = 2 (implicitneˇ) A = 2 (explicitneˇ)
2 0.0979 0.1023 0.0961
1 0.0489 0.0590 0.0541
0.5 0.0145 0.0207 0.0194
Tab. 4.1: Za´vislost numericke´ chyby e na velikosti prostorove´ho kroku h.
Prˇi prˇedpokladu, zˇe se numericka´ chyba vy´pocˇtu rˇ´ıd´ı vztahem eh = Ch
q, mu˚zˇeme meto-
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Obr. 4.6: Numericke´ rˇesˇen´ı vypocˇtene´ pomoc´ı implicitn´ı metody v cˇase t = T . (vlevo) Prˇ´ıpad,
kdy A = 0 a s´ıt’ se v cˇase nedeformuje. (vlevo) Prˇ´ıpad, kdy A = 2 a docha´z´ı k deformaci s´ıteˇ.
Obr. 4.7: Velikost numericke´ chyby implicitn´ı metody (cˇerveneˇ), explicitn´ı metody loka´ln´ıho cˇasu
(zeleneˇ) a implicitn´ı metody pro nedeformovasnou s´ıt’ (modrˇe) v za´vislosti na velikosti prosto-
rove´ho kroku.
dou polovicˇn´ıho kroku ucˇit odhad rˇa´du konvergence q jako q ≈ log(e0.5/e1)/ log(2). Z dany´ch
numericky´ch vy´sledk˚u vypocˇteme zˇe qA=0 = 1.757, qA=2 = 1.5084 pro implicitn´ı metodu a
qA=2 = 1.9502 pro explicitn´ı metodu loka´ln´ıho cˇasu. Vid´ıme tedy, zˇe oba prˇ´ıstupy konverguj´ı
k prˇesne´mu rˇesˇen´ı s prˇiblizˇneˇ stejny´m rˇa´dem a lze tedy soudit, zˇe ALE implementace nespojite´
Galerkinovy metody je v porˇa´dku. Da´le je trˇeba poznamenat, zˇe pro dosazˇen´ı teˇchto vy´sledk˚u
je trˇeba volit maly´ cˇasovy´ krok, zejme´na v prˇ´ıpadeˇ implicitn´ı metody. V opacˇne´m prˇ´ıpadeˇ dojde
na´r˚ustu chyby vlivem numericke´ chyby cˇasove´ diskretizace. Tento za´veˇr plat´ı obecneˇ, neza´visle
na deformaci s´ıteˇ.
Obte´ka´n´ı kmitaj´ıc´ıho NACA0012 profilu
V tomto numericke´m experimentu budeme porovna´vat vy´sledky a vy´pocˇetn´ı efektivitu na prˇ´ıkladu
obte´ka´n´ı kmitaj´ıc´ıho NACA0012 profilu. Budeme srovna´vat dvoustupnˇovou explicitn´ı Rungeovu-
Kuttovu metodu vylepsˇenou metodou loka´ln´ıho cˇasu s implicitn´ı Eulerovou metodou s IIPG
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aproximac´ı vazky´ch tok˚u. Pohyb profilu je kinematicky popsa´n pomoc´ı vztah˚u (obr. 4.8)
x = 0, y = 0.3 sin(t), α =
3
18
pi cos(t)
(
1− e−t) .
Profil je obte´kany´ nerozrusˇeny´m proudem s Machovy´m cˇ´ıslem M∞ = 0.3 a u´hlem na´beˇhu α = 0◦.
Obr. 4.8: Profil se prˇedepsany´m pohybem pohybuje ve smeˇru sourˇadnicove´ osy y a za´rovenˇ se
nata´cˇ´ı o u´hel α okolo sve´ho strˇedu.
Da´le je voleno Re = 1000. Z obr. 4.9 je patrne´, zˇe volba vysˇsˇ´ıho CFL cˇ´ısla u implicitn´ı metody
vede ke ztra´teˇ prˇesnosti rˇesˇen´ı v cˇase. Zhruba stejny´ch vy´sledk˚u jako explicitn´ı metoda, dosahuje
implicitn´ı metoda prˇi volbeˇ CFL = 100. Z tab. 4.2 je vsˇak videˇt, zˇe prˇi volbeˇ CFL = 100 je
pro vy´pocˇet pomoc´ı implicitn´ı metody potrˇeba zhruba 5.6 kra´t veˇtsˇ´ı vy´pocˇtovy´ cˇas, nezˇ tomu je
u explicitn´ı metody.
metoda CPU [s]
explicitn´ı, loka´ln´ı cˇas 1274
implicitn´ı, CFL = 1000 858
implicitn´ı, CFL = 300 2428
implicitn´ı, CFL = 100 7150
Tab. 4.2: CPU cˇas potrˇebny´ k dosazˇen´ı cˇasu vy´pocˇtu T = 4pi.
4.2 Metoda vnorˇene´ hranice
V prˇedchoz´ıch odstavc´ıch byl uveden zp˚usob vy´pocˇtu proudeˇn´ı prˇi cˇasoveˇ promeˇnne´ vy´pocˇtove´
oblasti. Uvedeny´ prˇ´ıstup zalozˇen na formulaci nespojite´ Galerkinovy metody v ALE popisu.
K metodeˇ bylo da´le nutno prˇipojit vhodny´ algoritmus popisuj´ıc´ı deformaci vy´pocˇtove´ s´ıteˇ v cˇase,
ktera´ koresponduje se zmeˇnou vy´pocˇtove´ oblasti v cˇase. Vy´hodou tohoto prˇ´ıstupu jsou velice
prˇesne´ numericke´ vy´sledky, avsˇak v prˇ´ıpadeˇ velice slozˇity´ch pohyb˚u hranice mu˚zˇe by´t velice
slozˇite´ azˇ nemozˇne´ naj´ıt vhodny´ algoritmus popisuj´ıc´ı kinematicky´ pohyb s´ıteˇ. Na´sleduj´ıc´ı metoda
(immersed boundary method - IBM) popsana´ v tomto odstavci vycha´z´ı ze zcela jine´ho prˇ´ıstupu a
je vhodna´ zejme´na pro slozˇite´ pohyby libovolny´ch teˇles v tekutineˇ. Nespojita´ Galerkinova metoda
se formuluje v klasicke´m Eulerovske´m prˇ´ıstupu a take´ vy´pocˇtova´ oblast je pokryta pocˇa´tecˇn´ı
vy´pocˇetn´ı s´ıt´ı, ktera´ se v pr˚ubeˇhu vy´pocˇtu nemeˇn´ı. Prˇ´ıtomnost teˇlesa v tekutineˇ je modelova´na
pomoc´ı zdrojove´ho cˇlenu S na prave´ straneˇ Navierovy´ch-Stokesovy´ch rovnic
∂w
∂t
+
2∑
s=1
∂
∂xs
(f s(w)− fvs(w,∇w)) = S, s = 1, 2, (4.20)
95
Obr. 4.9: Na obra´zku jsou zna´zorneˇny numericke´ vy´sledky v cˇase T = 4pi pro explicitn´ı dvou-
stupnˇvou Rungeovu-Kuttovu metodu s metodou loka´ln´ıho cˇasu (vlevo nahorˇe), implicitn´ı Eule-
rovu metodu pro CFL = 1000 (vpravo nahorˇe), implicitn´ı Eulerovu metodu pro CFL = 300
(vlevo dole), implicitn´ı Eulerovu metodu pro CFL = 100 (vpravo dole) .
kde vektor S ma´ ve 2D tvar S = [0, S1, S2, 0]
T . Tvar vektoru S mu˚zˇe by´t volen r˚uzny´mi zp˚usoby.
V te´to pra´ci vektor S vyja´drˇ´ıme pomoc´ı penalizace rychlosti na´sledovneˇ. Necht’ ΩT (t) ∈ R2
je oblast, ktera´ vymezuje teˇleso T a necht’ v kazˇde´m bodeˇ teˇlesa je da´na jeho rychlost ΩT 3
[x1, x2] −→ [uT 1, uT 2] ∈ R2. Vektor S pote´ definujeme na´sledovneˇ
S =


0
−k(u1 − uT 1)
−k(u2 − uT 2)
0,
 , [x1, x2] ∈ ΩT (t),
[0, 0, 0, 0]T , [x1, x2] /∈ ΩT (t),
(4.21)
kde penalta k je volena jako dostatecˇneˇ velke´ cˇ´ıslo.
Proveden´ım prostorove´ diskretizace rovnice (4.20) na kontroln´ım elementu Ωk pomoc´ı nespojite´
Galerkinovy metody popsane´ v kapitole 3 dostaneme na prave´ straneˇ integra´ln´ı identity objemovy´
integra´l zdrojove´ho cˇlenu ∫
Ωk
S · v dΩ, (4.22)
kde v je testovac´ı funkce. Integra´l da´le numericky aproximujeme vhodny´m Gaussovy´m inte-
gracˇn´ım vzorcem ∫
∂Ωk
S · v dΩ =
nint∑
r=1
wrS(xr, t) · v(xr, t), (4.23)
96
kde nint je pocˇet integracˇn´ıch bod˚u, wr je va´ha a xr jsou sourˇadnice integracˇn´ıho bodu r. Vy´pocˇet
hodnoty vektoru S(xr, t) v r-te´m integracˇn´ım bodu provedeme podle vztahu (4.21).
4.2.1 Testovac´ı prˇ´ıklad obte´ka´n´ı va´lce
V tomto testovac´ım prˇ´ıkladu porovna´me numericka´ rˇesˇen´ı z´ıskana´ jednak vytvorˇeny´m progra-
mem pro rˇesˇen´ı Navierovy´ch-Stokesovy´ch rovnic validovany´m v prˇedcha´zej´ıc´ı kapitole a da´le pak
stejny´m programem, kde se vsˇak hranice modeluje pomoc´ı zdrojove´ho cˇlenu. Pro cˇasovou dis-
kretizaci je u obou programu˚ pouzˇita explicitn´ı metoda loka´ln´ıho cˇasu. Testovac´ı u´loha se skla´da´
z obte´ka´n´ı va´lce o pr˚umeˇru D = 1, nerozrusˇeny´m proudem s Machovy´m cˇ´ıslem M∞ = 0.3 a
Reynoldsovy´m cˇ´ıslem Re = 1000. Podle teorie mus´ı platit vztah
St =
fD
v
= 0.198
(
1− 19.7
Re
)
, (4.24)
kde St je tzv. Strouhalovo cˇ´ıslo, f je frekvence odtrha´va´n´ı v´ır˚u, D je pr˚umeˇr va´lce a v je rychlost
nerozrusˇene´ho proudu.
Na obr. 4.10 jsou videˇt numericke´ vy´sledky Machova cˇ´ısla a tlaku v okol´ı va´lce ve stejne´ fa´zi
odtrha´va´n´ı v´ıru, ze ktery´ch nejsou patrne´ vy´znamneˇjˇs´ı rozd´ıly mezi obeˇma prˇ´ıstupy. Na obr. 4.11
Obr. 4.10: Rozlozˇen´ı Machova cˇ´ısla, resp. tlaku pro prˇ´ıpad numericke´ simulace pomoc´ı immersed
boundary metody (nahorˇe vlevo, resp. vpravo) a pomoc´ı klasicke´ho prˇ´ıstupu (dole vlevo, resp.
vpravo).
je da´le zobrazen pr˚ubeˇh y nove´ slozˇky s´ıly, kterou p˚usob´ı na hranici tlakove´ pole. Hodnotu te´to
s´ıly vypocˇ´ıta´me pomoc´ı vztahu
Fy =
∮
∂ΓK
p ny dl, (4.25)
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kde ΓK je uzavrˇena´ krˇivka, v nasˇem prˇ´ıpadeˇ kruh o pr˚umeˇru D = 1, p je tlak a ny je y-ova´ slozˇka
vektoru norma´ly. Pro hodnoty cˇas˚u jedne´ periody dostaneme z grafu 4.11 hodnoty tklasik = 23.7
v prˇ´ıpadeˇ klasicke´ho popisu okrajove´ podmı´nky (modra´ cˇa´ra) a tIBM = 24.4 v prˇ´ıpadeˇ metody
IBM. Volbou bezromeˇrovy´ch velicˇin na vstupu jako p0i = 1 a T0i = 1 dostaneme vi = v = 0.22.
Vy´pocˇtem Strouhalovy´ch cˇ´ısel podle vztahu (4.24) dostaneme
Stklasik =
fD
v
=
D
tklasikv
= 0.192, StIBM =
fD
v
=
D
tIBMv
= 0.186 (4.26)
Podle teorie ma´ prˇi dane´m Re Strouhalovo cˇ´ıslo naby´vat hodnoty St = 0.198
(
1− 19.7Re
)
= 0.194.
Vid´ıme tedy, zˇe se IBM metoda mı´rneˇ odchyluje, nicme´neˇ odchylka je do 5 procent.
Obr. 4.11: Prubeh bezrozmeˇrove´ tlakove´ s´ıly ve smeˇru osy y v za´vislosti na cˇase. Modrˇe je
zna´zorneˇn vy´sledek dosazˇeny´ pomoc´ı standartn´ı implementace hranice a cˇerveneˇ je zna´zorneˇn
vy´sledek dosazˇeny´ pomoc´ı IBM.
4.2.2 Testovac´ı prˇ´ıklad obte´ka´n´ı kmitaj´ıc´ıho va´lce
V tomto numericke´m experimentu budeme vza´jemneˇ porovna´vat validovany´ program simuluj´ıc´ı
proudeˇn´ı v meˇn´ıc´ı se geometrii pomoc´ı ALE popisu, s programem vyuzˇ´ıvaj´ıc´ım IBM metodu.
Porovna´n´ı bude provedeno pro 2D kmitaj´ıc´ı va´lec. Geometrie vy´pocˇtove´ oblasti je vyznacˇena
na obr. 4.12. Na vstupu jsou prˇedepsa´ny hodnota vstupn´ı stagnacˇn´ı hustoty %0i = 1, hodnota
vstupn´ıho stagnacˇn´ıho tlaku p0i = 1 a u´hel na´beˇhu proudu α = 0. Na vy´stupu je prˇedepsa´na
hodnota bezrozmeˇrne´ho staticke´ho tlaku po = 0.9395. Reynoldsovo cˇ´ıslo je nastaveno na hod-
notu Re = 3000. Strˇed [xs, ys] vnitrˇn´ıho va´lce o polomeˇru r = 0.1 se pohybuje s prˇedepsany´m
kinematicky´m pohybem.
xs(t) = 1, ys(t) = 0.15 sin(t).
Z obr. 4.13 je videˇt minima´ln´ı rozd´ıl mezi izocˇa´rami Machova cˇ´ısla. Pro prˇesneˇjˇs´ı srovna´n´ı vy-
kresl´ıme slozˇky s´ıly p˚usob´ıc´ı na va´lec od tlakove´ho pole (obr. 4.14), ktera´ se vypocˇte podle vztahu
F =
∮
∂ΓK
pn dl, (4.27)
Z obra´zku je patrna´ vynikaj´ıc´ı shoda y-ove´ slozˇky s´ıly a velice dobra´ shoda take´ pro x-ovou slozˇku.
Dı´ky teˇmto vy´sledk˚um je mozˇne´ udeˇlat za´veˇr, zˇe IBM metoda je stejneˇ dobrˇe pouzˇitelna´ jako
klasicka´ metoda zalozˇena´ na ALE popisu. Oproti ALE metodeˇ ma´ vsˇak IBM metoda obrovskou
vy´hodu v nemeˇnne´ vy´pocˇetn´ı s´ıti po celou dobu vy´pocˇtu.
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Obr. 4.12: Geometrie vy´pocˇtove´ oblasti.
Obr. 4.13: Rozlozˇen´ı Machova cˇ´ısla pro ALE metodu (vlevo) a IBM metodu (vpravo) v cˇasech
t = 5/2pi (nahorˇe), t = 3pi (uprostrˇed) a t = 7/2pi (dole).
Obr. 4.14: x-ova´ slozˇka (vlevo) a y-ova´ slozˇka (vpravo) s´ıly p˚usob´ıc´ı na povrch va´lce vyvolane´
tlakovy´m polem.
4.2.3 Proudeˇn´ı v jednoduche´ geometrii zubove´ho cˇerpadla
Jako aplikacˇn´ı uka´zku mozˇnosti vyuzˇit´ı IBM metody zde bude provedena simulace proudeˇn´ı v jed-
noduche´m modelu zubove´ho cˇerpadla. Zubove´ cˇerpadlo je rotacˇn´ı stroj urcˇeny´ k cˇerpa´n´ı tekutin.
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Jednoduche´ sche´ma zubove´ho cˇerpadla je zna´zorneˇne´ na obr. 4.15. Obr. 4.16 pak sche´maticky
ukazuje zapojen´ı modelovane´ho cˇerpadla. Geometrie vy´pocˇetn´ı oblasti s vyznacˇen´ım hlavn´ıch
rozmeˇr˚u je na obr. 4.17. Rozmeˇry jsou voleny na´sledovneˇ. Vzda´lenost strˇedu kola xs = 0.75, v˚ule
m = 0.05, sˇ´ıˇrka kana´lu v = 0.8 a sˇ´ıˇrka sˇkrt´ıc´ı mezery s = 0.1. Uvedene´ velicˇiny jsou bra´ny jako
bezrozmerove´. Funkce popisuj´ıc´ı ozubena´ kola jsou da´ny parametricky jako
x1 = (0.7− 0.3 sin(3s− t)) cos(s)− xs, y1 = (0.7− 0.3 sin(3s− t)) sin(s),
x2 = (0.7− 0.3 sin(3s+ f + t)) cos(s) + xs, y2 = (0.7− 0.3 sin(3s+ f + t)) sin(s),
kde s ∈ [0, 2pi] je parametr, t je bezrozmeˇrovy´ cˇas a f = pi je pootocˇen´ı druhe´ho kola. Reynoldsovo
cˇ´ıslo je nastaveno na 5000. Pohybem kol vznika´ prˇetlak ve spodn´ı cˇa´sti a podtlak v horn´ı cˇa´sti.
Obr. 4.15: Jednoduche´ sche´ma zubove´ho
cˇerpadla.
Obr. 4.16: Jednoduche´ sche´ma modelovane´ho
pneumaticke´ho obvodu.
Obr. 4.17: Geometrie vy´pocˇtove´ oblasti s vy-
znacˇen´ım hlavn´ıch rozmeˇr˚u. Obr. 4.18: Tlakove´ pole v cˇase t = 49.3.
Dı´ky tomu vznika´ proudeˇn´ı plynu skrz veden´ı spojuj´ıc´ı spodn´ı a horn´ı cˇa´st zubove´ho cˇerpadla.
V prostrˇedn´ı cˇa´sti je pak umı´steˇno sˇkrcen´ı zajiˇst’uj´ıc´ı tlakovy´ spa´d. Uvedeny´ prˇ´ıklad ukazuje velky´
potencia´l IBM metody v oblasti pohybuj´ıc´ıch se teˇles.
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Obr. 4.19: Detaily proudove´ho pole na hlaveˇ zubu (vlevo) a ve vy´stupn´ım prostoru (vpravo)
v cˇase t = 50.
4.3 Interakce tekutiny s tuhy´m teˇlesem
V tomto odstavci se budeme zaby´vat u´lohou interakce tekutiny s tuhy´m teˇlesem. Za´kladem me-
tody rˇesˇ´ıc´ı u´lohu vlastn´ı interakce je rˇesˇicˇ Navierovy´ch-Stokesovy´ch rovnic zalozˇeny´ na nespojite´
Galerkinoveˇ metodeˇ v ALE popisu. Kromeˇ Navierovy´ch-Stokesovy´ch rovnic budeme da´le uvazˇovat
rovnice popisuj´ıc´ı vlastn´ı dynamiku tuhe´ho teˇlesa. Jelikozˇ se budeme zaby´vat pouze 2D u´lohami,
lze tyto rovnice zapsat jako
dv
dt
=
F
m
,
dω
dt
=
M
I
, (4.28)
dx
dt
= v,
dϕ
dt
= ω, (4.29)
kde x = [x1, x2] je polohovy´ vektor strˇedu hmotnosti teˇlesa, v = [v1, v2] je rychlost pohybu
strˇedu hmotnosti teˇlesa, m je hmotnost teˇlesa, ϕ je u´hel natocˇen´ı teˇlesa, ω je u´hlova´ rychlost
rotace teˇlesa, I je moment setrvacˇnosti teˇlesa, F = [F1, F2] je vy´slednice sil p˚usob´ıc´ıch na teˇleso
a M je vy´sledny´ moment p˚usob´ıc´ı na teˇleso.
Vy´slednici s´ıly a momentu, ktery´mi p˚usob´ı tekutina na teˇleso lze spocˇ´ıtat pomoc´ı na´sleduj´ıc´ıch
integra´l˚u
F fluid(w) =
∮
Γ
(pI− τ )n dl, Mfluid(w) =
∮
Γ
r(pI− τ )n dl, (4.30)
kde I je jednotkova´ matice, τ je tenzor napeˇt´ı, p je tlak, n = [n1, n2]
T je vneˇjˇs´ı norma´la, r =
[r1, r2] je vzda´lenost bodu hranice od strˇedu hmotnosti teˇlesa, Γ je hranice teˇlesa a w je vektor
konzervativn´ıch promeˇnny´ch proudove´ho pole.
Pro vy´pocˇet proudove´ho pole budeme vzhledem k dobry´m vy´sledk˚um pouzˇ´ıvat explicitn´ı me-
todu loka´ln´ıho cˇasu. Vy´pocˇet n+ 1 cˇasove´ hladiny proudove´ho pole si forma´lneˇ oznacˇ´ıme jako
wn+1 = NS(wn,u∗s) (4.31)
kde u∗s je vektor rychlost´ı pohybu s´ıteˇ.
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Pro cˇasovou diskretizaci pohybovy´ch rovnic tuhe´ho teˇlesa (4.28) a (4.29) vol´ıme jednoduchou
doprˇednou Eulerovu metodu prvn´ıho rˇa´du prˇesnosti
vn+1 = vn +
∆t
m
F (wn+1),
xn+1 = xn + ∆tvn+1,
ωn+1 = ωn +
∆t
m
M(wn+1),
ϕn+1 = ϕn + ∆tωn+1.
Vy´pocˇet n+ 1 cˇasove´ hladiny pohybove´ho stavu tuhe´ho teˇlesa si forma´lneˇ oznacˇ´ıme jako
Xn+1 = D(Xn,wn+1), (4.32)
kde X = [v,x, ω, ϕ]T .
Oba syste´my jsou mezi sebou va´za´ny kinematickou podmı´nkou
us = C(X). (4.33)
Oba syste´my (4.31) a (4.32) lze z hlediska podmı´nky (4.33) prova´zat na´sleduj´ıc´ımi dveˇma zp˚usoby.
Volbou u∗s = C(xn, ϕn) v rovnici (4.31) dosta´va´me tzv. slabou prova´zanost (weak coupling).
Naopak volba u∗s = C(xn+1, ϕn+1) odpov´ıda´ tzv. silne´ prova´zanosti (strong coupling). V tomto
prˇ´ıpadeˇ je vsˇak nutne´ vy´pocˇet sta´le opakovat, nezˇ se usta´l´ı poloha tuhe´ho teˇlesa. Oba algoritmy
jsou sche´maticky zna´zorneˇny na obr. 4.20.
Obr. 4.20: Porovna´n´ı slabe´ho(vlevo) a silne´ho(vpravo) prova´za´n´ı syste´mu˚ rovnic.
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4.3.1 Numericka´ simulace interakce tuhe´ho va´lce s tekutinou
V tomto numericke´m experimentu provedeme numerickou simulaci interakce tekutiny v pevny´m
teˇlesem ve tvaru va´lce. Geometrie vy´pocˇtove´ oblasti je zna´zorneˇna´ na obr. 4.21. Va´lec o polomeˇru
R = 0.1 je umı´steˇny´ ve strˇedu sourˇadnicove´ho syste´mu a ma´ dva stupneˇ volnosti ve smeˇrech
sourˇadnicovy´ch os x a y. Ke strˇedu va´lce jsou prˇipojeny dveˇ pruzˇiny o tuhosti k s koeficientem
tlumen´ı b. Celkova´ s´ıla p˚usob´ıc´ı na tuhe´ teˇleso je tedy da´na vztahem
F = F fluid − kx− bv.
Bezrozmeˇrove´ parametry proudove´ho pole byly zvoleny na´sledovneˇ. Vstupn´ı stagnacˇn´ı tlak pinlet =
1, vstupn´ı stagnacˇn´ı teplota %inlet = 1 a vstupn´ı u´hel na´beˇhu proudu α = 0
◦. Vy´stupn´ı staticky´
tlak byl zvolen jako poutlet = 0.9395, cozˇ odpov´ıda´ proudeˇn´ı s Machovy´m cˇ´ıslem na vstupu
Minlet = 0.3. Da´le byla zvolena hodnota Reynoldsova cˇ´ısla jako Re = 5000. Bezromeˇrove´ para-
metry hmotnosti tuhe´ho teˇlesa, tuhosti pruzˇiny a koeficientu tlumen´ı byly nastaveny jako m = 1,
k = 10 a b = 0.01. Vy´pocˇtova´ s´ıt’ a 8246 kontroln´ıch elementech je zna´zorneˇna´ na obr. 4.22.
Strouhalovo cˇ´ıslo ma´ pro dane´ Reynoldsovo cˇ´ıslo hodnotu St = 0.198
(
1− 19.7Re
)
= 0.1972. Po-
Obr. 4.21: Geometrie vy´pocˇtove´ oblasti s vy-
znacˇen´ım hlavn´ıch rozmeˇr˚u.
Obr. 4.22: Vy´pocˇetn´ı s´ıt’ tvorˇena´ 8246 kont-
roln´ımy elementy.
moc´ı Strouhalova cˇ´ısla dopocˇteme bezrozmeˇrnou frekvenci odtrha´va´n´ı v´ır˚u jako f = St vD =
St 0.3518
0.1 = 0.6937 a bezrozmeˇrovy´ cˇas jedne´ periody jako t =
1
f = 1.4415. Tekutina p˚usob´ı na
tuhy´ va´lec periodickou silou, jej´ızˇ frekvence koresponduje s frekvenc´ı odtrha´va´n´ı v´ır˚u vypocˇtene´
pomoc´ı Strouhalova cˇ´ısla. Vlivem te´to periodicke´ s´ıly pak docha´z´ı k vybuzova´n´ı volny´ch kmit˚u
tuhe´ho va´lce, jak je videˇt na obr. 4.23 a 4.24.
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Obr. 4.23: x-ova´ sourˇadnice strˇedu va´lce v cˇase t.
Obr. 4.24: y-ova´ sourˇadnice strˇedu va´lce v cˇase t.
4.4 Nekonformn´ı adaptace vy´pocˇtove´ s´ıteˇ
Dı´ky loka´lnosti nespojite´ Galerkinovy metody lze prova´deˇt loka´ln´ı zahusˇt’ova´n´ı vy´pocˇetn´ı s´ıteˇ
(h-adaptace) pomeˇrneˇ jednoduchou a prˇirozenou cestou. V tomto odstavci si nejdrˇ´ıve pop´ıˇseme
za´kladn´ı princip pocˇ´ıtacˇove´ implementace nespojite´ Galerkinovy metody pouzˇity´ v te´to pra´ci,
a pote´ princip h-adaptace. Kl´ıcˇovou soucˇa´st´ı pocˇ´ıtacˇove´ implementace je vyuzˇit´ı objektoveˇ ori-
entovane´ho programova´n´ı. Na zacˇa´tku kazˇde´ numericke´ simulace je alokova´na mnozˇina objekt˚u
zvany´ch Element, koresponduj´ıc´ıch s vy´pocˇetn´ımi kontroln´ımi elementy a obsahuj´ıc´ı na´sleduj´ıc´ı
informace:
• sourˇadnice vrchol˚u tvorˇ´ıc´ıch kontroln´ı element
• odkaz na sousedn´ı kontroln´ı elementy
• pocˇa´tecˇn´ı, poprˇ. okrajove´ podmı´nky
Celkem rozliˇsujeme dva typy kontroln´ıch element˚u a to element typu Troju´heln´ık a element
typu Cˇtverec, viz obr. 4.25. Oba typy element˚u se liˇs´ı pocˇtem vrchol˚u a t´ım pa´dem mu˚zˇou mı´t i
rozd´ılne´ ba´zove´ funkce. V objektoveˇ orientovane´m programova´n´ı lze rozd´ılnost v typech element˚u
dosa´hnout velice jednodusˇe pomoc´ı deˇdicˇnosti od univerza´ln´ıho objektu Element.
Zna´me-li sourˇadnice vrchol˚u v elementu, mu˚zˇeme dopocˇ´ıtat velikosti jednotlivy´ch stran, norma´love´
vektory, atd. Da´le mu˚zˇeme zadefinovat ba´zove´ funkce a vypocˇ´ıtat matici hmotnosti. Kl´ıcˇove´ je, zˇe
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vsˇechny tyto hodnoty jsou zapouzdrˇeny uvnitrˇ dane´ho objektu a snadno se mu˚zˇou na jednotlivy´ch
objektech liˇsit, naprˇ. rozd´ılne´ ba´zove´ funkce.
Pro vlastn´ı numericky´ vy´pocˇet mu˚zˇeme zvolit naprˇ. explicitn´ı Rungeovu-Kuttovu metodu,
ktera´ procha´z´ı jednotlive´ kontroln´ı elementy a vypocˇ´ıta´va´ na nich hodnoty vektoru konzerva-
tivn´ıch promeˇnny´ch v na´sleduj´ıc´ı cˇasove´ hladineˇ. Naprosto kl´ıcˇovou veˇc´ı prˇi tomto procesu je
vypocˇ´ıta´va´n´ı jednotlivy´ch integra´l˚u. Objemove´ integra´ly se vypocˇ´ıta´vaj´ı z hodnot uvnitrˇ kont-
roln´ıho elementu, kde jsou hodnoty vektoru konzervativn´ıch promeˇnny´ch k dispozici. Proble´m
nasta´va´, pokud vypocˇ´ıta´va´me hodnotu krˇivkove´ho integra´lu na steˇneˇ, kde jsou zapotrˇeb´ı hod-
noty nejen na dane´m, ale i na sousedn´ım kontroln´ım elementu. Na hranici se mohou obecneˇ
setka´vat elementy r˚uzny´ch typ˚u, naprˇ troju´heln´ık a cˇtyrˇu´heln´ık, da´le mohou mı´t odliˇsny´ rˇa´d
prˇesnosti nebo rozd´ılne´ ba´zove´ funkce. Z tohoto d˚uvodu je soucˇa´st´ı kazˇde´ho elementu metoda
w = hodnota(x, y), ktera´ vrac´ı hodnotu konzervativn´ıho vektoru w na dane´ sourˇadnici (x, y).
Vy´hodou te´to implementace je velika´ jednoduchost a flexibilita. Prˇi vy´pocˇtu krˇivkove´ho integra´lu
na hranici kontroln´ıho elementu tedy nen´ı nutne´ slozˇiteˇ zjiˇst’ovat typ sousedn´ıho elementu, jeho
ba´zove´ funkce, apod., ale jednodusˇe zavola´me jeho metodu hodnota se sourˇadnicemi integracˇn´ıho
bodu a automaticky dostaneme hodnotu vektoru konzervativn´ıch promeˇnny´ch. Vy´pocˇet tohoto
vektoru si jizˇ realizuje dany´ objekt sa´m na za´kladeˇ sve´ho vnitrˇn´ıho nastaven´ı. Tato metoda se
da´ samozrˇejmeˇ s vy´hodou pouzˇ´ıt i na vycˇ´ıslova´n´ı hodnot vektoru konzervativn´ıch promeˇnny´ch
uvnitrˇ kontroln´ıho elementu prˇi vy´pocˇtu objemove´ho integra´lu.
Obr. 4.25: (vlevo) Graficke´ zna´zorneˇn´ı deˇdicˇnosti. (vpravo) Zna´zorneˇn´ı principu funkce hod-
nota. Element E obsahuje ukazatel na sousedn´ı element Esoused. Zavola´n´ım funkce hodnota
(standartn´ı tecˇkova´ notace) elementu E a sousedn´ıho elementu Esoused dostaneme hodnoty vek-
tor˚u konzervativn´ıch promeˇnny´ch v integracˇn´ım bodu o sourˇadnic´ıch [x, y].
Vycˇ´ıslova´n´ı hodnoty vektoru konzervativn´ıch promeˇnny´ch w pomoc´ı metody hodnota na
sourˇadnici (x, y) se prova´d´ı jednodusˇe pomoc´ı linea´rn´ı kombinace
wm =
ME∑
i=1
wmE,iϕE,i(x, y),
kde wm je m-ta´ slozˇka vektoru konzervativn´ıch promeˇnny´ch w, ϕE,i je i-ta´ ba´zova´ funkce na
elementu E a wmE,i je koeficient linea´rn´ı kombinace.
Da´le se veˇnujme h-adaptaci kontroln´ıho elementu. Oba typy element˚u (troju´heln´ık i cˇtverec)
lze velice jednodusˇe rozdeˇlit na cˇtyrˇi elementy, jak je videˇt na obr. 4.26. Vznikle´ kontroln´ı ele-
menty se alokuj´ı jako nove´ objekty a do p˚uvodn´ıho objektu se ulozˇ´ı ukazatele na neˇ. Prˇi vy´pocˇtu
Runkge-Kuttovou metodou se pak jednodusˇe procha´z´ı pouze neadaptovane´ elementy. V prˇ´ıpadeˇ zˇe
je element adaptovany´, tak se vy´pocˇet pomoc´ı ukazatel˚u distribuuje na vnitrˇn´ı objekty. Du˚lezˇity´
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je zp˚usob modifikace funkce hodnota tak, aby vracela spra´vne´ hodnoty. Na obr. 4.27 je videˇt si-
tuace, prˇi ktere´ je potrˇeba vypocˇ´ıtat hodnoty vektoru konzervativn´ıch promeˇnny´ch v integracˇn´ım
bodu na steˇneˇ, kdy jeden element je adaptovany´ a druhy´ nikoliv. V prˇ´ıpadeˇ vola´n´ı metody u adap-
Obr. 4.26: (vlevo) Graficke´ zna´zorneˇn´ı nekonformn´ı adaptace troju´heln´ıkove´ho a cˇtyrˇu´heln´ıkove´ho
kontroln´ıho elementu. (vpravo) Zna´zorneˇn´ı stromove´ hyerarchie mezi adaptovany´mi elementy.
Sˇipky oznacˇuj´ı ukazatele.
tovane´ho elementu mus´ıme na za´kladeˇ sourˇadnic [x, y] integracˇn´ıho bodu rozhodnout, do ktere´ho
podelementu tento bod na´lezˇ´ı. Pote´ zavola´me metodu hodnota na tomto elementu. Tento postup
je graficky zna´zorneˇny´ na obr. 4.27 a 4.28. V prˇ´ıpadeˇ troju´heln´ıkove´ho elementu lze pro vybra´n´ı
Obr. 4.27: (vlevo) Situace kdy se sty´ka´ adaptovany´ a neadaptovany´ element. (vpravo) Vola´n´ı
metody hodnota na jednotlivy´ch elementech pro spra´vny´ vy´pocˇet vektoru konzervativn´ıch
promeˇnny´ch.
Obr. 4.28: Graficke´ zna´zorneˇn´ı procha´zen´ı jednotlivy´ch
hladin prˇi vy´pocˇtu vektoru konzervativn´ıch promeˇnny´ch
pomoc´ı metody hodnota.
Obr. 4.29: Vyznacˇen´ı oblast´ı,
kde jsou jednotlive´ baricentricke´
sourˇadnice veˇtsˇ´ı nezˇ 0.5.
spra´vne´ho podelementu s vy´hodou vyuzˇ´ıt baricentricky´ch sourˇadnic. Necht’ [x, y] jsou sourˇadnice
bodu X uvnitrˇ adaptovane´ho kontroln´ıho elementu ve ktere´m potrˇebujeme zna´t hodnotu vektoru
konzervativn´ıch sourˇadnic. S pouzˇit´ım sourˇadnic [x1, y1], [x2, y2], [x3, y3] jednotlivy´ch vrchol˚u lze
polohu boduX = [x, y] vyja´drˇit v baricentricky´ch sourˇadnic´ıchX = [b1, b2, b3], kde b1+b2+b3 = 1.
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Na obr. 4.29 jsou vyznacˇeny regiony, kdyzˇ pro i-tou baricentrickou sourˇadnici plat´ı bi > 0.5. Prˇi
porovna´n´ı s prostrˇedn´ım troju´heln´ıkem na obr. 4.26 vlevo vid´ıme, zˇe pokud pro neˇjake´ i plat´ı
bi > 0.5 tak bod X = [x, y] na´lezˇ´ı troju´heln´ıku 1i a pokud pro i = 1, 2, 3 plat´ı bi ≤ 0.5 tak bod
X = [x, y] na´lezˇ´ı troju´heln´ıku 14.
4.4.1 Numericke´ vy´sledky
Tento odstavec bude veˇnova´n numericky´m experiment˚um staciona´rn´ıho proudeˇn´ı s h-adaptac´ı
vy´pocˇetn´ı s´ıteˇ. Vsˇechny numericke´ vy´pocˇty budou prova´deˇny podle na´sleduj´ıc´ıho sche´matu.
Nejdrˇ´ıve se vypocˇte staciona´rn´ı proudove´ pole pro neadaptovanou vy´pocˇetn´ı s´ıt’. Pote´ se z hod-
not rˇesˇen´ı vypocˇ´ıta´ vhodneˇ zvolene´ krite´rium, na za´kladeˇ ktere´ho se oznacˇ´ı kontroln´ı elementy
urcˇene´ k adaptaci. Cely´ proces se neˇkolikra´t zopakuje. Jako krite´rium pro adaptaci budeme volit
indika´tory ra´zovy´ch vln. V te´to pra´ci se budeme zaby´vat teˇmito krite´rii
• Velikost gradientu hustoty
gshock = ‖∇%‖L2 . (4.34)
• Indika´tor ra´zove´ vlny, zavedeny´ v [24]
gshock = max
q
((
(%k − %kq)uknkq
)+
hkq
)
, (4.35)
kde %k, uk jsou hodnoty hustoty a rychlosti v k-te´m kontroln´ım elementu Ωk, %kq je hustota
v sousedn´ım kontroln´ım elementu, nkq je norma´lovy´ vektor q-te´ strany a hkq je vzda´lenost
strˇed˚u sousedn´ıch kontroln´ıch element˚u, x+ = max(x, 0).
• Rezidua´ln´ı indika´tor definovany´ podle [44]
gshock =
∫
Ωk
(%− %¯)2 dΩ∫
Ωk
%2 dΩ
, %¯ =
∫
Ωk
%dΩ, (4.36)
kde % je hodnota hustoty na kontroln´ım elementu Ωk.
Vy´sledne´ hodnoty pote´ na cele´ vy´pocˇtove´ oblasti znormujeme tak, aby maxima´ln´ı hodnota
naby´vala velikosti jedna.
Transonicke´ proudeˇn´ı okolo NACA0012 letecke´ho profilu
V tomto numericke´m experimentu provedeme stejny´ vy´pocˇet jako v kapitole zaby´vaj´ıc´ı se stlacˇitelny´m
nevazky´m proudeˇn´ım. Uvazˇujme proudeˇn´ı okolo NACA0012 letecke´ho profilu, kde vol´ıme Ma-
chovo cˇ´ıslo nerozrusˇene´ho proudu Minf = 0.8 a u´hel na´beˇhu α = 1.25
◦. Jako ba´zove´ funkce
vol´ıme polynomy 1. stupneˇ. Na obra´zku jsou zna´zorneˇny izocˇa´ry Machova cˇ´ısla.
Opticky´m porovna´n´ım jednotlivy´ch krite´ri´ı s polohou ra´zovy´ch vln (obr. 4.30 azˇ 4.33) vid´ıme, zˇe
nejlepsˇ´ıch vy´sledk˚u dosahuje krite´rium (4.35). Rezidua´ln´ı krite´rium (obr. 4.33) vsˇak take´ neda´va´
o mnoho horsˇ´ı vy´sledky. Na obr.4.34 jsou videˇt izocˇa´ry Machova cˇ´ısla pro s´ıt’ adaptovanou na
za´kladeˇ krite´ria (4.35). Obr. 4.35 da´le porovna´va´ vy´sledky mezi pr˚ubeˇhem Machova cˇ´ısla pro
adaptovanou a p˚uvodn´ı s´ıt’. Vid´ıme, zˇe v prˇ´ıpadeˇ adaptovane´ s´ıteˇ je horn´ı ra´zova´ vlna zachycena
pouze jediny´m kontroln´ım elementem.
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Obr. 4.30: Izocˇa´ry Machova cˇ´ısla pro neadap-
tovanou s´ıt’.
Obr. 4.31: Izocˇa´ry normovane´ho gradientn´ıho
krite´ria (4.34).
Obr. 4.32: Izocˇa´ry normovane´ho krite´ria defi-
novane´ho vztahem (4.35)
Obr. 4.33: Izocˇa´ry normovane´ho rezidua´ln´ıho
krite´ria (4.36).
Obr. 4.34: Izocˇa´ry Machova cˇ´ısla pro adapto-
vanou s´ıt’ pomoc´ı normovane´ho krite´ria (4.35). Obr. 4.35: Pr˚ubeˇh Machova cˇ´ısla pode´l profilu
pro p˚uvodn´ı a adaptovanou s´ıt’.
Supersonicke´ proudeˇn´ı v na´porove´m motoru
V tomto numericke´m experimentu budeme aplikovat h-adaptaci na supersonicke´ proudeˇn´ı v ge-
ometrii na´porove´ho motoru. Vlastn´ı geometrie a okrajove´ podmı´nky jsou popsane´ v prˇedchoz´ı
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kapitole zaby´vaj´ıc´ı se nevazky´m stlacˇitelny´m proudeˇn´ım. Pro adaptaci s´ıteˇ pouzˇijeme kriterium
(4.35). Na obr. 4.36 je videˇt neadaptovana´ vy´pocˇetn´ı s´ıt’ a izocˇa´ry Machova cˇ´ısla pro staciona´rn´ı
rˇesˇen´ı s ba´zovy´mi polynomy prvn´ıho stupneˇ. Podobneˇ na obr. 4.37 jsou podobne´ vy´sledky pro
adaptovanou s´ıt’. Hodnoty normovane´ kriteria´ln´ı funkce jsou zobrazeny na obr. 4.38.
Obr. 4.36: (vlevo) Neadaptovana´ vy´pocˇetn´ı s´ıt’. (vpravo) Izocˇa´ry Machova cˇ´ısla pro staciona´rn´ı
rˇesˇen´ı proudeˇn´ı na neadaptovane´ vy´pocˇetn´ı s´ıti.
Obr. 4.37: (vlevo) Adaptovana´ vy´pocˇetn´ı s´ıt’. (vpravo) Izocˇa´ry Machova cˇ´ısla pro staciona´rn´ı
rˇesˇen´ı proudeˇn´ı na adaptovane´ vy´pocˇetn´ı s´ıti.
Obr. 4.38: Izocˇa´ry kriteria´ln´ı funkce definovane´ podle (4.35).
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4.5 Modelova´n´ı turbulentn´ıho proudeˇn´ı
Prˇi vy´pocˇtech u´loh technicke´ praxe je beˇzˇne´, zˇe hodnoty Reynoldsova cˇ´ısla naby´vaj´ı pomeˇrneˇ
vysoky´ch hodnot. V teˇchto rezˇimech se jizˇ proudeˇn´ı neda´ povazˇovat za lamina´rn´ı a je tedy nutno
prˇipojit vhodny´ model turbulence. V te´to pra´ci se budeme zaby´vat Wilcoxovy´m dvourovnicovy´m
k − ω turbulentn´ım modelem [59, 40], ktery´ sesta´va´ z dvou rovnic pro transport turbulentn´ı
kineticke´ energie k a specificke´ rychlosti disipace ω zapsany´ch v bezrozmeˇrove´m tvaru jako
∂%¯k
∂t
+
∂%¯u˜sk
∂xs
= τ tij
∂u˜i
∂xj
− β∗%¯kω + 1
Re
∂
∂xs
[(
µ+ σ∗%¯
k
ω
)
∂k
∂xs
]
, (4.37)
∂%¯ω
∂t
+
∂%¯u˜sω
∂xs
= α
ω
k
τ tij
∂u˜i
∂xj
− β%¯ω2 + 1
Re
∂
∂xs
[(
µ+ σ%¯
k
ω
)
∂ω
∂xs
]
+
1
Re
%¯
ω
σd
∂k
∂xs
∂ω
∂xs
, (4.38)
kde pro 2D proudeˇn´ı lze hodnoty koeficient˚u nastavit jako
α =
13
25
, β∗ = 0.09, β = 0.0708, σ = 0.5, σ∗ =
3
5
, P rt =
8
9
, σd =
{
0 pro ∂k∂xs
∂ω
∂xs
≤ 0,
1
8 pro
∂k
∂xs
∂ω
∂xs
> 0.
Hodnoty turbulentn´ı viskozity, tenzoru napeˇt´ı a tenzoru turbulentn´ıch napeˇt´ı urcˇ´ıme pomoc´ı
vztah˚u
µt = %¯
k
ω˜
, τ¯ij = 2µS¯ij , τ
t
ij = 2µtS¯ij −
2
3
δijk%¯,
kde
S¯ij =
1
2
(
∂u˜i
∂xj
+
∂u˜j
∂xi
)
− 1
3
δij
∂u˜k
∂xk
, ω˜ = max
ω, 78
√
2S¯ijS¯ij
β∗
 .
Prˇipojen´ım turbulentn´ıho modelu do syste´mu Navierovy´ch-Stokesovy´ch rovnic dostaneme
∂w
∂t
+
2∑
s=1
∂
∂xs
f s(w) =
1
Re
2∑
s=1
∂
∂xs
fvs(w,∇w) + p(w,∇w), (4.39)
kde vektor konzervativn´ıch promeˇnny´ch w, nevazke´ numericke´ toky f s(w), vazke´ numericke´ toky
fvs(w,∇w) a produkcˇn´ı cˇlen p(w,∇w) lze zapsat v kompaktn´ı vektorove´ formeˇ jako
w =

%¯
%¯u˜1
%¯u˜2
E˜
%¯k
%¯ω
 , f1(w) =

%¯u˜1
%¯u˜21 + p¯
%¯u˜1u˜2
(E˜ + p¯)u˜1
%¯u˜1k
%¯u˜1ω
 , f2(w) =

%¯u˜2
%¯u˜1u˜2
%¯u˜22 + p¯
(E˜ + p¯)u˜2
%¯u˜2k
%¯u˜2ω
 ,
fv1(w,∇w) =

0
τ¯11 + τ
t
11
τ¯12 + τ
t
12
u˜1(τ¯11 + τ
t
11) + u˜2(τ¯12 + τ
t
12) +
κ
κ−1
(
µ
Pr +
µt
Prt
)
∂
∂x1
(
p¯
%¯
)(
µ+ σ∗%¯ kω
)
∂k
∂x1(
µ+ σ%¯ kω
)
∂ω
∂x1

,
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fv2(w,∇w) =

0
τ¯12
τ¯22
u˜1(τ¯12 + τ
t
12) + u˜2(τ¯22 + τ
t
22) +
κ
κ−1
(
µ
Pr +
µt
Prt
)
∂
∂x2
(
p¯
%¯
)(
µ+ σ∗%¯ kω
)
∂k
∂x2(
µ+ σ%¯ kω
)
∂ω
∂x2

,
p(w,∇w) =

0
0
0
0
τ t11
∂u˜1
∂x1
+ τ t12
∂u˜1
∂x2
+ τ t21
∂u˜2
∂x1
+ τ t22
∂u˜2
∂x2
− β∗%¯kω
αωk
(
τ t11
∂u˜1
∂x1
+ τ t12
∂u˜1
∂x2
+ τ t21
∂u˜2
∂x1
+ τ t22
∂u˜2
∂x2
)
− β%¯ω2 + 1Re %¯ωσd
(
∂k
∂x1
∂ω
∂x1
+ ∂k∂x2
∂ω
∂x2
)

,
kde %¯, u˜1, u˜2, p¯, E˜ jsou bezrozmeˇrove´ hodnoty proudove´ho pole, strˇedovane´ hodnoty podle Favra,
detailn´ı odvozen´ı lze nale´zt v pra´ci [40].
Diskretizaci rovnice (4.39) provedeme stejneˇ jako v prˇedchoz´ı kapitole. Pro diskretizaci vazky´ch
cˇlen˚u pouzˇijeme LDG metodu. Nejdrˇ´ıve tedy rovnici (4.39) prˇevedeme na soustavu dvou rovnic
prvn´ıho rˇa´du
∂w
∂t
+
2∑
s=1
∂
∂xs
f s(w) =
1
Re
2∑
s=1
∂
∂xs
fvs(w,θ) + p(w,θ),
θr − ∂w
∂xr
= 0, r = 1, 2.
Pote´ obeˇ rovnice skala´rneˇ prˇena´sob´ıme testovac´ı funkc´ı v ∈ Sh a zintegrujeme prˇes kontroln´ı
element Ωk∫
Ωk
∂w
∂t
· v dΩ +
∫
Ωk
2∑
s=1
∂
∂xs
f s(w) · v dΩ =
1
Re
∫
Ωk
2∑
s=1
∂
∂xs
fvs(w,θ) · v dΩ +
∫
Ωk
p(w,θ) · v dΩ,∫
Ωk
θr · v dΩ−
∫
Ωk
∂w
∂xr
· v dΩ = 0, r = 1, 2.
Objemovy´ integra´l z produkcˇn´ıho cˇlenu aproximujeme vhodny´m Gaussovy´m integracˇn´ım vzorcem∫
Ωk
p(w,θ) · v dΩ ≈ |Ωk|
nint∑
s=1
wsp(w(xs),θ(xs)), (4.40)
kde ws jsou va´hy a xs jsou body prˇ´ıslusˇne´ho integracˇn´ıho vzorce. Dalˇs´ı postup diskretizace rovnic
je jizˇ shodny´ s kapitolou 3.
4.5.1 Okrajove´ podmı´nky
V tomto odstavci se budeme zaby´vat okrajovy´mi podmı´nkami pro syste´m Navierovy´ch-Stokesovy´ch
rovnic s k−ω modelem turbulence. Vlastn´ı okrajove´ podmı´nky prˇedepisova´ne´ pouze pro Navierovy-
Stokesovy rovnice jsou stejne´ jako v lamina´rn´ım prˇ´ıpadeˇ a jsou popsane´ ve trˇet´ı kapitole. V tomto
odstavci se tedy budeme zaby´vat pouze okrajovy´mi podmı´nkami prˇedepisovany´mi pro rovnice
modeluj´ıc´ı turbulenci.
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Pevna´ nepropustna´ steˇna
Na pevne´ nepropustne´ steˇneˇ prˇedepisujeme Dirichletovu okrajovou podmı´nku pro k
k = 0
a Neumanovu okrajovou podmı´nku pro ω
∂ω
∂n
= 0,
kde n je vneˇjˇs´ı norma´la.
Vstup
Na vstupu prˇedepisujeme hodnotu bezrozmeˇrove´ turbulentn´ı kineticke´ energie kinl a da´le hodnotu
turbulentn´ı viskozity µt. Hodnotu ω dopocˇteme pomoc´ı vztahu
ωinl =
k
µt
.
Skutecˇna´ hodnota kineticke´ energie kinl je da´na vztahem
kreal =
3
2
(Tu uinl)
2,
kde Tu je zmeˇrˇena´ vstupn´ı intenzita turbulence a uinl je skutecˇna´ vstupn´ı rychlost. Volbou kref =
kreal dostaneme pro bezrozmeˇrovou hodnotu kin = 1.
Vy´stup
Na vy´stupu obeˇ hodnoty k a ω extrapolujeme z proudove´ho pole. Prˇedepisujeme tedy Neumannovi
okrajove´ podmı´nky.
∂k
∂n
= 0,
∂ω
∂n
= 0.
4.5.2 Numericke´ vy´sledky
V tomto odstavci se budeme zaby´vat porovna´n´ım lamina´rn´ıho a turbulentn´ıho modelu proudeˇn´ı.
Z´ıskane´ vy´sledky budou porovna´ny s experimenta´ln´ımi daty poskytnuty´mi dr. Luxou z U´TAV.
Porovna´n´ı bude prova´deˇno na geometrii u´zke´, dlouhe´ mezery. Mezera ma´ sˇ´ıˇrku 2 mm a de´lku
100 mm, viz. obr. 4.39. Jako me´dium byl zvolen vzduch s dynamickou viskozitou η = 1.57e−5 Pas,
meˇrnou tepelnou kapacitou cV = 718 Jkg
−1K−1, Poissonovy´m cˇ´ıslem κ = 1.4 a Prandtlovy´m
cˇ´ıslem Pr = 0.72. Na vstupu je prˇedepsa´na hodnota stagnacˇn´ıho tlaku p0i = 101325 Pa, stagnacˇn´ı
teploty T0i = 292.15 K a u´hlu na´beˇhu proudu α = 0. Na vy´stupu je prˇedepsa´na hodnota staticke´ho
tlaku po. Celkem budeme prova´deˇt dveˇ sady numericky´ch experiment˚u pro dva tlakove´ pomeˇry
Π = p0i/po = {0.195, 0.374}. Referencˇn´ı hodnoty jsou zvoleny na´sledovneˇ:
• referencˇn´ı de´lka lref = 0.002 m
• referencˇn´ı tlak pref = p0i = 101325 Pa
• referencˇn´ı teplota Tref = T0i = 292.15 Pa
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• referencˇn´ı rychlost uref =
√
cV Tref = 458 ms
−1
• referencˇn´ı hustota %ref = prefu2ref = 0.483 kgm
−3
• referencˇn´ı viskozita ηref = η = 1.57 10−5 Pa
Z uvedeny´ch referencˇn´ıch hodnot lze dopocˇ´ıtat hodnotu Reynoldsova cˇ´ısla jako
Re =
%refuref lref
ηref
= 28183.
Z teorie je zna´me´, zˇe pro uvedenou hodnotu Reynoldsova cˇ´ısla by jizˇ meˇlo j´ıt o turbulentn´ı
proudeˇn´ı. Na obr. 4.41 a 4.42 jsou zna´zorneˇny pr˚ubeˇhy tlak˚u a Machova cˇ´ısla pode´l strˇednice
mezery. Zeleneˇ jsou zde zna´zorneˇny vy´sledky z´ıskane´ pomoc´ı turbulentn´ıho modelu, modrˇe jsou
zna´zorneˇny vy´sledky z´ıskane´ lamina´rn´ım modelem a cˇerveneˇ jsou zna´zorneˇny experimenta´ln´ı data
poskytnuta´ dr. Luxou. Z uvedeny´ch vy´sledk˚u je jasneˇ patrne´, zˇe lamina´rn´ı model prˇesneˇ odpov´ıda´
nameˇrˇeny´m dat˚um, oproti turbulentn´ımu modelu kde vlivem prˇ´ıdavne´ viskozity docha´z´ı k na´r˚ustu
tlaku v mezerˇe. Z teˇchto dat lze tedy usuzovat, zˇe v prˇ´ıpadeˇ dlouhy´ch a u´zky´ch mezer docha´z´ı
k u´tlumu turbulenc´ı a vy´sledne´ proudeˇn´ı z˚usta´va´ lamina´rn´ı i prˇes pomeˇrneˇ vysoka´ Reynoldsova
cˇ´ısla. Naproti tomu v mı´steˇ, kde proud vzduchu vystupuje do otevrˇene´ oblasti jizˇ rozhodneˇ nelze
vznikle´ proudeˇn´ı povazˇovat za lamina´rn´ı a je tedy nutne´ uvazˇovat vhodny´ model turbulence.
V te´to pra´ci proto byly rovnice turbulentn´ıho modelu modifikova´ny na´sleduj´ıc´ım zp˚usobem. Ke
cˇlenu vyjadrˇuj´ıc´ımu produkci turbulentn´ı energie (prvn´ı cˇlen na prave´ straneˇ rovnice 4.37) byl
prˇida´n prˇep´ınacˇ γ(x)
τ tij
∂u˜i
∂xj
−→ γ(x)τ tij
∂u˜i
∂xj
,
kde
γ(x) =
{
0, x ∈ oblast mezery,
1, x 6∈ oblast mezery.
Pomoc´ı uvedene´ho prˇep´ınacˇe je mozˇne´ vypnout produkci turbulence uvnitrˇ mezery, kde je proudeˇn´ı
jisteˇ lamina´rn´ı a naopak aktivovat produkci turbulence v otevrˇen´ı. Na obr. 4.43 a 4.44 jsou videˇt
izocˇa´ry hustoty pro oba tlakove´ pomeˇry v detailn´ım pohledu v mı´steˇ, kde vzduch vycha´z´ı z me-
zery do volne´ho prostoru. Leve´ horn´ı obra´zky ukazuj´ı cˇisteˇ lamina´rn´ı vy´pocˇet. Zde je videˇt,
zˇe docha´z´ı k okamzˇite´mu rozpadu proudu a vy´sledky se v zˇa´dne´m prˇ´ıpadeˇ nepodobaj´ı experi-
menta´ln´ım dat˚um (vpravo dole). V prˇ´ıpadeˇ volby turbulentn´ıho modelu (vlevo nahorˇe) je proud
vzduchu v otevrˇen´ı stabiln´ı, ale docha´z´ı k vy´razne´mu utlumen´ı vlivem vysoke´ turbulentn´ı visko-
zity. Nejlepsˇ´ıch vy´sledk˚u je dosazˇeno volbou kombinovane´ho modelu (vpravo dole). Dı´ky la-
mina´rn´ımu proudu v mezerˇe nejsou vy´sledky ovlivneˇny vysokou turbulentn´ı viskozitou. Na druhou
stranu turbulentn´ı model v otevrˇen´ı stabilizuje proud vzduchu. Dı´ky tomu jsou z´ıskane´ nume-
ricke´ vy´sledky v excelentn´ı shodeˇ s nameˇrˇeny´mi daty. Vy´pocˇty byly provedeny pomoc´ı explicitn´ı
metody loka´ln´ıho cˇasu s LDG aproximac´ı vazke´ho cˇlenu.
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Obr. 4.39: Geometrie mezery v mm.
Obr. 4.40: Detail vy´pocˇetn´ı s´ıteˇ o 31736 elementech. Detail mezery (vlevo), detail vy´stupu z me-
zery (vpravo).
Obr. 4.41: Porovna´n´ı lamina´rn´ıho a turbulentn´ıho modelu proudeˇn´ı s experimentem. Na obra´zc´ıch
je zna´zorneˇn pr˚ubeˇh Machova cˇ´ısla (vlevo) a tlaku (vpravo) pode´l strˇednice mezery, pro tlakovy´
pomeˇr Π = 0.195.
Obr. 4.42: Porovna´n´ı lamina´rn´ıho a turbulentn´ıho modelu proudeˇn´ı s experimentem. Na obra´zc´ıch
je zna´zorneˇn pr˚ubeˇh Machova cˇ´ısla (vlevo) a tlaku (vpravo) pode´l strˇednice mezery, pro tlakovy´
pomeˇr Π = 0.374.
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Obr. 4.43: Detail izocˇar hustoty proudove´ho pole v mı´steˇ vtoku do otevrˇene´ oblasti pro tlakovy´
pomeˇr Π = 0.195. Vlevo nahorˇe jsou vy´sledky z´ıskane´ pomoc´ı lamina´rn´ıho modelu. Vpravo nahorˇe
jsou vy´sledky z´ıskane´ pomoc´ı turbulentn´ıho modelu. Vlevo dole jsou vy´sledky z´ıskane´ pomoc´ı
kombinovane´ho lamina´rn´ıho/turbulentn´ıho modelu a nakonec vpravo dole jsou experimenta´ln´ı
vy´sledky poskytnute´ dr. Luxou.
4.6 Rozsˇ´ıˇren´ı nespojite´ Galerkinovy metody do 3D
V tomto odstavci se budeme zaby´vat rozsˇ´ıˇren´ım nespojite´ Galerkinovy metody konecˇny´ch prvk˚u
pro rˇesˇen´ı nelinea´rn´ıho syste´mu Navierovy´ch-Stokesovy´ch rovnic ve trˇech prostorovy´ch dimenz´ıch.
Syste´m Navierovy´ch-Stokesovy´ch rovnic popisuj´ıc´ıch lamina´rn´ı proudeˇn´ı stlacˇitelne´ vazke´ teku-
tiny, zapsany´ v konzervativn´ım tvaru ma´ ve trˇech prostorovy´ch dimenz´ıch tvar [56]
∂w
∂t
+
3∑
s=1
∂
∂xs
F s(w,∇w) = 0, s = 1, 2, 3, t ∈ [0, T ], x = [x1, x2, x3] ∈ Ω ⊂ R3, (4.41)
kde F (w,∇w) = f s(w)−fvs(w,∇w). Vektor konzervativn´ıch promeˇnny´chw, nevazke´ numericke´
toky f s(w) a vazke´ numericke´ toky f
v
s(w,∇w) jsou definovane´ jako
w =

ρ
ρu1
ρu2
ρu3
E
 , f1(w) =

ρu1
ρu21 + p
ρu1u2
ρu1u3
(E + p)u1
 , f2(w) =

ρu2
ρu1u2
ρu22 + p
ρu2u3
(E + p)u2
 , f3(w) =

ρu3
ρu3u2
ρu3u2
ρu23 + p
(E + p)u3
 ,
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Obr. 4.44: Detail izocˇar hustoty proudove´ho pole v mı´steˇ vtoku do otevrˇene´ oblasti pro tlakovy´
pomeˇr Π = 0.374. Vlevo nahorˇe jsou vy´sledky z´ıskane´ pomoc´ı lamina´rn´ıho modelu. Vpravo nahorˇe
jsou vy´sledky z´ıskane´ pomoc´ı turbulentn´ıho modelu. Vlevo dole jsou vy´sledky z´ıskane´ pomoc´ı
kombinovane´ho lamina´rn´ıho/turbulentn´ıho modelu a nakonec vpravo dole jsou experimenta´ln´ı
vy´sledky poskytnute´ dr. Luxou.
fv1(w,∇w) = [0, τ11, τ12, τ13, u1τ11 + u2τ12 + u3τ13 + k ∂T/∂x1] ,
fv2(w,∇w) = [0, τ21, τ22, τ23, u1τ21 + u2τ22 + u3τ23 + k ∂T/∂x2] ,
fv3(w,∇w) = [0, τ31, τ32, τ33, u1τ31 + u2τ32 + u3τ33 + k ∂T/∂x3] ,
kde ρ, u1, u2, u3, p, E, T jsou hustota, rychlosti ve smeˇrech x1, x2 a x3, tlak, hodnota celkove´
energie vztazˇena´ na jednotku objemu, teplota a k je soucˇinitel tepelne´ vodivosti. Tenzor napeˇt´ı
je definova´n jako
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
)
,
kde µ je dynamicka´ viskozita. Syste´m rovnic je uzavrˇen konstitutivn´ım vztahem pro idea´ln´ı plyn
p = (κ− 1)
[
E − 1
2
ρ
(
u21 + u
2
2 + u
2
3
)]
,
kde κ = 1.4 je Poissonova konstanta. Pro urcˇen´ı derivac´ı ∂T/∂xs pouzˇijeme vztah [56]
k
∂T
∂xs
=
κ
κ− 1
k
cp
∂
∂xs
(
p
%
)
,
kde cp je meˇrna´ tepelna´ kapacita.
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Prostorova´ diskretizace se provede obdobneˇ jako v 2D prˇ´ıpadeˇ popsane´m v prˇedchoz´ı kapitole.
Zaveden´ım pomocne´ promeˇnne´ pro gradient dostaneme syste´m rovnic prvn´ıho rˇa´du
∂w
∂t
+
3∑
s=1
∂
∂xs
F (w,θ) = 0, (4.42)
θr − ∂w
∂xr
= 0, r = 1, 2, 3 (4.43)
Necht’ ϕik, i = 1, 2, ...M je mnozˇina ba´zovy´ch funkc´ı prostoru polynomu˚ Pq(Ωk) na kontroln´ım
elementu Ωk. m-tou slozˇku w
m
k vektorove´ funkce w a m-tou slozˇku θ
m
k,r vektorove´ funkce θ na
kontroln´ım elementu Ωk vyja´drˇ´ıme jako linea´rn´ı kombinaci ba´zovy´ch funkc´ı
wmk (x, t) =
M∑
i=1
wmk,i(t)ϕ
i
k(x), θ
m
k,r(x) =
M∑
i=1
θmk,r,iϕ
i
k(x). (4.44)
Jako testovac´ı funkci vol´ıme ba´zovou funkci ϕjk. Dosazen´ım vztahu (4.44) do rovnic (4.42) a
(4.43), prˇena´soben´ım testovac´ı funkc´ı ϕjk a zintegrova´n´ım prˇes kontroln´ı element Ωk dostaneme∫
Ωk
M∑
i=1
∂wmk,i
∂t
ϕikϕ
j
k dΩ−
∫
Ωk
3∑
s=1
Fms (w,θ)
∂ϕjk
∂xs
dΩ +
+
∮
∂Ωk
Hm(w+,θ+,w−,θ−,n)ϕjk dl = 0,∫
Ωk
M∑
i=1
∂θmk,r,i
∂t
ϕikϕ
j
k dΩ−
∫
Ωk
M∑
i=1
wmk,i(t)ϕ
i
k
∂ϕjk
∂xr
dΩ +
∮
∂Ωk
Km(w+,w−)nrϕjk dl = 0,
kde m = 1, 2, 3, 4, 5, i, j = 1, 2, ...M , k = 1, 2, . . .K, r = 1, 2, 3, Fms je m-ta´ slozˇka vektoru toku
F s ve smeˇru sourˇadnicove´ osy xs, Hm je m-ta´ slozˇka numericke´ho vektoru toku H a Km je m-ta´
slozˇka numericke´ho vektoru toku K.
Vektor H se skla´da´ z vazke´ Fv a nevazke´ F cˇa´sti
H(w+,θ+,w−,θ−,n) = F(w+,w−,n) + Fv(w+,θ+,w−,θ−,n) (4.45)
Nevazkou cˇa´st numericke´ho toku aproximujeme stejneˇ jako ve druhe´ kapitole, zaby´vaj´ıc´ı se ne-
vazky´m proudeˇn´ım. Zby´vaj´ıc´ı toky Fv a K aproximujeme pomoc´ı LDG aproximace
Fv(w+,θ+,w−,θ−,n) = 1
2
(
fv+n + f
v−
n
)
+ β
(
fv+n − fv−n
)− γ (w+ −w−) , (4.46)
K(w+,w−) = 1
2
(
w+ +w−
)− β (w+ −w−) , (4.47)
kde β ∈ [−12 , 12], γ = ηeh−1e , ηe je uzˇivatelem definovana´ hodnota na hraneˇ kontroln´ıho elementu
a he ≈
√
Γ je odhad pr˚umeˇru hrany kontroln´ıho elementu.
Pro vy´pocˇty budeme uvazˇovat pouze dva typy kontroln´ıch element˚u a to tetrahedrovy´ (cˇtyrˇsteˇn)
a hexahedrovy´ (sˇestisteˇn), viz obr. 4.45. Z d˚uvod˚u jednoduche´ implementace ba´ze na obou typech
kontroln´ıch element˚u vol´ıme Taylorovu ba´zi definovanou na kazˇde´m kontroln´ım elementu zvla´sˇt’
viz tab. 4.3.
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Obr. 4.45: Tetrahedrovy´(vlevo) a hexahedrovy´(vpravo) kontroln´ı element s vyznacˇeny´m strˇedem.
i q ϕik
1 0 1
2 1 x− xs
3 y − ys
4 z − zs
5 2 (x− xs)2 − I1
6 (y − ys)2 − I2
7 (z − zs)2 − I3
8 (x− xs)(y − ys)− I4
9 (x− xs)(z − zs)− I5
10 (y − ys)(z − zs)− I6
Tab. 4.3: Tabulka obsahuje 3D Taylorovy ba´zove´ polynomy stupneˇ q = 0, 1, 2. Hodnoty xs, ys
a zs prˇedstavuj´ı hodnotu sourˇadnic strˇedu kontroln´ıho objemu Ωk definovane´ pomoc´ı integra´lu∫
Ωk
(x − xs) = 0 dΩ, apod. Hodnoty Ii jsou spocˇteny jako stejny´m zp˚usobem jako integra´l I1 =∫
Ωk
(x− xs)2 dΩ.
4.6.1 Numericke´ vy´sledky
Transonicke´ proudeˇn´ı v 3D GAMM kana´lu
V tomto numericke´m experimentu provedeme numericky´ vy´pocˇet transonicke´ho nevazke´ho proudeˇn´ı
ve 3D geometrii GAMM kana´lu. Geometrie vy´pocˇtove´ oblasti je zna´zorneˇna na obr. 4.46. Vy´pocˇtova´
oblast je tvorˇena obde´ln´ıkem o rozmeˇrech 3.5× 1× 1. V doln´ı cˇa´sti je umı´steˇno vybra´n´ı ve tvaru
kruhove´ u´secˇe v rovineˇ xy se sˇ´ıˇrkou teˇtivy 1 a zasahuj´ıc´ı do vy´sˇky 0.1 nad rovinu xz. V rovineˇ
x = 0 je prˇedepsa´na vstupn´ı okrajova´ podmı´nka, kterou mu˚zˇeme pomoc´ı bezrozmeˇrovy´ch velicˇin
definovat pomoc´ı hodnoty stagnacˇn´ı hustoty %0i = 1, hodnoty stagnacˇn´ıho tlaku p0i = 1 a hod-
noty u´hlu na´beˇhu proudu α = 0. V rovineˇ x = 3.5 je uvazˇova´na vy´stupn´ı okrajova´ podmı´nka, kde
prˇedepisujeme hodnotu staticke´ho tlaku po = 0.737. Pro numerickou simulaci byla pouzˇita struk-
turovana´ hexahedrova´ s´ıt’ o 51000 kontroln´ıch elementech, viz obr. 4.46. Numericke´ vy´sledky byly
porovna´va´ny s vy´sledky uvedeny´mi v literaturˇe [56], kde byla pro numerickou simulaci pouzˇita
metoda konecˇny´ch objemu˚ na s´ıti s 210000 kontroln´ımi objemy.
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Obr. 4.46: Geometrie vy´pocˇtove´ oblasti 3D GAMM kana´lu podle [56] (vpravo) a vy´pocˇtova´ s´ıt’
s 51000 kontroln´ımi elementy(vlevo).
Obr. 4.47: Izocˇa´ry Machova cˇ´ısla v rovineˇ z = 0. Vlevo jsou vy´sledky z´ıskane´ pomoc´ı nespojite´
Galrkinovy metody, vpravo pak vy´sledky podle [56]
Obr. 4.48: Izocˇa´ry Machova cˇ´ısla v rovineˇ z = 0.5. Vlevo jsou vy´sledky z´ıskane´ pomoc´ı nespojite´
Galrkinovy metody, vpravo pak vy´sledky podle [56]
Obr. 4.49: Izocˇa´ry Machova cˇ´ısla v rovineˇ z = 1. Vlevo jsou vy´sledky z´ıskane´ pomoc´ı nespojite´
Galrkinovy metody, vpravo pak vy´sledky podle [56]
Obr. 4.50: Izocˇa´ry Machova cˇ´ısla na spodn´ı steˇneˇ vy´pocˇtove´ oblasti (cˇa´stecˇneˇ v rovineˇ y = 0).
Vlevo jsou vy´sledky z´ıskane´ pomoc´ı nespojite´ Galerkinovy metody, vpravo pak vy´sledky podle
[56]
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Obr. 4.51: Pr˚ubeh Machova cˇ´ısla pode´l horn´ı a doln´ı steˇny v pode´lne´m smeˇru (smeˇr osy x),
v rovineˇ z = 0 (cˇerveneˇ), v rovineˇ z = 0.5 (zeleneˇ) a v rovineˇ z = 1 (modrˇe). Vlevo jsou vy´sledky
z´ıskane´ pomoc´ı nespojite´ Galrkinovy metody, vpravo pak vy´sledky podle [56]
Obr. 4.52: Izoplochy Machova cˇ´ısla vykreslene´ pro vy´sledky z´ıskane´ pomoc´ı nespojite´ Galrkinovy
metody
Proudeˇn´ı v komplexn´ı 3D geometrii
Pro otestova´n´ı vy´pocˇetn´ıch schopnost´ı vytvorˇene´ho programu byl proveden vy´pocˇet nevazke´ho
proudeˇn´ı okolo komplexn´ı geometrie modelu letadla MIG15 simuluj´ıc´ıho podzvukovy´ let v n´ızke´
nadmorˇske´ vy´sˇce prˇi rychlosti odpov´ıdaj´ıc´ı Machovu cˇ´ıslu M = 0.6. Pro prostorovou diskretizaci
vy´pocˇtove´ oblasti byla zvolena vy´pocˇetn´ı s´ıt’ o 490934 tetrahedrovy´ch kontroln´ıch elementech, viz
obr. 4.53. Na obr. 4.54 je videˇt rozlozˇen´ı Machova cˇ´ısla v okol´ı pode´lne´ho rˇezu letadla a rozlozˇen´ı
Machova cˇ´ısla na povrchu letadla.
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Obr. 4.53: Zna´zorneˇn´ı pode´lne´ho rˇezu vy´pocˇtove´ s´ıteˇ (vlevo) a s´ıteˇ na povrchu modelu letadla
(vpravo).
Obr. 4.54: Rozlozˇen´ı Machova cˇ´ısla v pode´lne´m rˇezu (vlevo). Rozlozˇen´ı Machova cˇ´ısla na povrchu
modelu letadla (vpravo). Pro vizualizaci vy´sledk˚u byl pouzˇit software PARAVIEW 3.14.1.
4.7 Paraleln´ı programova´n´ı, efektivita paraleln´ıho vy´pocˇtu
V tomto odstavci se budeme zaby´vat paralelizac´ı vy´pocˇtu pomoc´ı nespojite´ Galerkinovy me-
tody konecˇny´ch prvk˚u s explicitn´ı cˇasovou integraci urychlenou pomoc´ı metody loka´ln´ıho cˇasu.
Vlastn´ı paralelizaci budeme prova´deˇt pouze pomoc´ı vla´ken na jednoprocesorove´m stroji s v´ıce
ja´dry. Tento zp˚usob paralelizace je velice jednoduchy´ a lze ho prova´deˇt bez veˇtsˇ´ıch znalost´ı
o pocˇ´ıtacˇove´ architekturˇe. V nasˇem prˇ´ıpadeˇ, kdy jako programovac´ı jazyk vyuzˇ´ıva´me JAVU, je
situace jednoducha´, protozˇe pro paralelizaci lze vyuzˇ´ıt trˇ´ıdu Thread. V prˇ´ıpadeˇ explicitn´ı cˇasove´
integrace lze paralelizaci u´lohy prove´st na´sledovneˇ. Necht’ K je pocˇet kontroln´ıch element˚u, v je
pocˇet paraleln´ıch vla´ken a i = 1, .., v je index vla´kna. Hlavn´ı for cyklus v prˇ´ıpadeˇ neparalelizo-
vane´ho vy´pocˇtu vypada´ v pseudoko´du na´sledovneˇ
for(k = 1; k~<= K, k++){
\\ zde se prova´dı´ vy´pocˇet nove´ cˇasove´ hladiny t+dt na kontrolnı´m elementu
k~}
V prˇ´ıpadeˇ paralelizovane´ verze mu˚zˇe hlavn´ı for cyklus vypadat na´sledovneˇ
for(k = i; k~<= K, k=k+v){
\\ zde se prova´dı´ vy´pocˇet nove´ cˇasove´ hladiny t+dt na kontrolnı´m elementu
k~}
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kde pro kazˇde´ i beˇzˇ´ı tento for cyklus na jine´m vla´kneˇ. Naprˇ´ıklad pokud v = 3, procha´z´ı jednotliva´
vla´kna elementy
Vla´kno i = 1, k = 1, 4, 7, 10, ...
Vla´kno i = 2, k = 2, 5, 8, 11, ...
Vla´kno i = 3, k = 3, 6, 9, 12, ...
Protozˇe prˇi cˇasove´ integraci pomoc´ı metody loka´ln´ıho cˇasu nejsou aktua´ln´ı cˇasove´ hladiny tk na
prˇ´ıslusˇny´ch kontroln´ıch elementech stejne´, vol´ıme specia´ln´ı cˇasove´ hladiny Tn vzda´lene´ od sebe
o tzv. cˇasovy´ supekrok dT = Tn+1−Tn, ktery´ je konstantn´ı. Vy´pocˇet pomoc´ı for cyklu se neusta´le
opakuje, dokud nen´ı na vsˇech kontroln´ıch elementech z dane´ mnozˇiny dosazˇeno pozˇadovane´ho cˇasu
vy´pocˇtu Tn. Syste´m pak pocˇka´ na ukoncˇen´ı vsˇech vla´ken a pote´ dojde k vy´pocˇtu dalˇs´ı cˇasove´
hladiny Tn+1 = Tn + dT , jak je zna´zorneˇno na vy´vojove´m diagramu 4.55. Prˇi implementaci
Obr. 4.55: Vy´vojovy´ diagram paraleln´ıho vy´pocˇtu.
metody pomoc´ı v´ıce vla´ken se mu˚zˇe sta´t, zˇe prˇi zjiˇst’ova´n´ı hodnoty vektoru konzervativn´ıch
promeˇnny´ch v sousedn´ım elementu mu˚zˇe by´t tato hodnota jiny´m vla´knem pra´veˇ prˇepisova´na, cozˇ
vede k nespra´vny´m vy´sledk˚um. Pro odstraneˇn´ı tohoto jevu je nutne´ kl´ıcˇove´ metody obstara´vaj´ıc´ı
vy´meˇnu dat mezi kontroln´ımi elementy obstarat za´mkem, ktery´ prˇi prˇ´ıstupu jednoho vla´kna data
zamkne a nedovol´ı jizˇ prˇ´ıstup ostatn´ım vla´kn˚um. Ta musej´ı cˇekat dokud p˚uvodn´ı vla´kno neopust´ı
danou metodu. Nevy´hodou pouzˇit´ı za´mku je zvy´sˇen´ı vy´pocˇetn´ıho cˇasu z d˚uvodu prostoj˚u.
Pro oveˇrˇen´ı paraleln´ı efektivity metody zvol´ıme ”2D Mach 3 wind tunel”testovac´ı prˇ´ıklad
proudeˇn´ı stlacˇitelne´ nevazke´ tekutiny popsany´ v druhe´ kapitole. Vol´ıme vy´pocˇtovou s´ıt’ o 2204 ele-
mentech a metodu druhe´ho rˇa´du prˇesnosti. Celkem provedeme 4 vy´pocˇty pro 1,2,4 a 8 vy´pocˇetn´ıch
vla´ken. CPU cˇasy pro dosazˇen´ı cˇasu vy´pocˇtu T = 4 jsou videˇt v tab. 4.4. Graf (4.56) ukazuje
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za´vislost vy´pocˇetn´ı efektivity definovane´ jako pomeˇr CPU cˇasu pro 1 vla´kno ku CPU cˇasu pro n
vla´ken. Vsˇechny vy´pocˇty byly prova´deˇny pomoc´ı procesoru intel i7-2600 se 4 vy´pocˇetn´ımi ja´dry
umozˇnˇuj´ıc´ı takzvany´ hyperthreading (mozˇnost azˇ 8 paraleln´ıch vla´ken). Z tabulky i z grafu je
patrne´, zˇe prˇi v´ıce vy´pocˇetn´ıch ja´drech docha´z´ı ke ztra´teˇ efektivity. To je zp˚usobeno dynamickou
alokac´ı pol´ı a prˇ´ıstupem do spolecˇne´ pameˇti [60]. Pro porovna´n´ı je zeleneˇ v grafu (4.56) uvedena´
efektivita paraleln´ıho vy´pocˇtu pro jednoduchou u´lohu, ktera´ se skla´da´ z opakovane´ho vy´pocˇtu
n-te´ho cˇlenu Fibonachiho posloupnosti. Jednotlive´ vy´pocˇty na sebe nejsou v˚ubec va´za´ny a na
grafu je azˇ do cˇtvrte´ho vla´kna videˇt, zˇe paraleln´ı efektivita je prakticky idea´ln´ı. Od cˇtvrte´ho
vla´kna je pouzˇit tzv. hyperthreading a je jizˇ patrny´ pokles paraleln´ı efektivity.
pocˇet vla´ken CPU cˇas CPU/CPU1 vlakno
1 286.07 1
2 161.96 1.77
4 102.57 2.79
8 79.52 3.60
Tab. 4.4: Za´vislost CPU cˇasu vy´pocˇtu na pocˇtu vy´pocˇetn´ıch vla´ken.
Obr. 4.56: Graf za´vislosti vy´pocˇetn´ı efektivity na pocˇtu vy´pocˇetn´ıch vla´ken. Modra´ krˇivka
prˇedstavuje paraleln´ı vy´pocˇet u´lohy proudeˇn´ı pomoc´ı nespojite´ Galerkinovy metody. Zelena´
krˇivka prˇedstavuje paraleln´ı vy´pocˇet jednoduche´ u´lohy nalezen´ı n-te´ho cˇ´ısla Fibonachihovy po-
sloupnosti.
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Za´veˇr
Prˇedlozˇena´ disertacˇn´ı pra´ce se zaby´va´ modelova´n´ım proudeˇn´ı stlacˇitelny´ch tekutin pomoc´ı ne-
spojite´ Galerkinovy metody konecˇny´ch prvk˚u. Pomoc´ı te´to modern´ı a robustn´ı metody je mozˇne´
dosa´hnout vysoke´ho rˇa´du prostorove´ prˇesnosti. Velkou nevy´hodou vsˇak je vysoky´ pocˇet nezna´my´ch,
v porovna´n´ı s ostatn´ımi metodami, cozˇ negativneˇ ovlivnˇuje vy´pocˇetn´ı efektivitu algoritmu te´to
metody.
C´ılem te´to pra´ce bylo vytvorˇit efektivn´ı zp˚usob cˇasove´ integrace syste´mu˚ Eulerovy´ch a Navie-
rovy´ch-Stokesovy´ch rovnic takovy´, ktery´ by uvedenou nevy´hodu co nejv´ıce odstranˇoval. V pra´ci
byly zavedeny a diskutova´ny na´sleduj´ıc´ı dva prˇ´ıstupy k cˇasove´ integraci. Prvn´ım prˇ´ıstupem bylo
pouzˇit´ı explicitn´ı metody loka´ln´ıho cˇasu. Nespornou vy´hodou te´to metody je jej´ı snadna´ imple-
mentace, vysoky´ rˇa´d prˇesnosti v cˇase a korektn´ı vyja´drˇen´ı nelinea´rn´ıch cˇlen˚u. I prˇes omezen´ı
velikosti cˇasove´ho kroku dosahuje tato metoda vynikaj´ıc´ıch vy´sledk˚u v porovna´n´ı s klasickou ex-
plicin´ı metodou. Druhy´m prˇ´ıstupem bylo pouzˇit´ı implicitn´ı metody. Nevy´hodou tohoto prˇ´ıstupu
je nutnost linearizace rˇesˇeny´ch rovnic, cozˇ vede na slozˇiteˇjˇs´ı pocˇ´ıtacˇovou implementaci, a da´le pak
cˇasoveˇ na´rocˇne´ rˇesˇen´ı na´sledne´ soustavy rovnic. Velikou vy´hodou implicitn´ı metody je mozˇnost
volby veˇtsˇ´ıho cˇasove´ho kroku, v porovna´n´ı s explicitn´ı metodou. Prˇi volbeˇ vhodne´ho nepodmı´neˇneˇ
stabiln´ıho sche´matu je mozˇno volit dokonce libovolneˇ veliky´ cˇasovy´ krok.
Z pohledu numericky´ch vy´sledk˚u dosazˇeny´ch v te´to pra´ci je pomeˇrneˇ obt´ızˇne´ obecneˇ konstato-
vat, ktery´ z obou prˇ´ıstup˚u je vhodneˇjˇs´ı. Pro vytvorˇen´ı obecneˇjˇs´ıch za´veˇr˚u je nutno nejprve spe-
cifikovat rˇesˇenou u´lohu. Uvazˇujme nejprve u´lohu, ve ktere´ se zaby´va´me rˇesˇen´ım nestaciona´rn´ıho
proudeˇn´ı. Jako typovou u´lohu si prˇedstavme obte´ka´n´ı va´lce za podmı´nek vzniku Karma´novy
v´ırove´ stezky nebo u´lohu s pohyblivou hranic´ı. V teˇchto prˇ´ıpadech je nutne´ volit pomeˇrneˇ maly´
cˇasovy´ krok, aby bylo mozˇne´ korektneˇ zachytit vznikle´ nestacionarity. V prˇ´ıpadeˇ volby implicitn´ı
metody pak ztra´c´ıme vy´hodu velke´ho cˇasove´ho kroku a je trˇeba mnohokra´t rˇesˇit rozsa´hle´ sou-
stavy linea´rn´ıch rovnic, cozˇ je cˇasoveˇ velice na´rocˇne´. Pro tento typ u´loh je tedy vy´hodneˇjˇs´ı volit
explicitn´ı metodu loka´ln´ıho cˇasu, cozˇ potvrzuj´ı i vy´sledky prezentovane´ v kapitole 4. Druhy´m
typem jsou u´lohy, kde rˇesˇen´ı je staciona´rn´ı. V tomto prˇ´ıpadeˇ lze volbou velike´ho cˇasove´ho kroku
podstatneˇ urychlit vy´pocˇet pomoc´ı implicitn´ı metody, jak ukazuj´ı numericke´ vy´sledky prezento-
vane´ v kapitola´ch 3 a 4. Na druhou stranu prˇi volbeˇ velike´ho cˇasove´ho kroku je rˇesˇena´ soustava
linea´rn´ıch rovnic velice sˇpatneˇ podmı´neˇna, cozˇ lze obej´ıt volbou prˇ´ıme´ho rˇesˇicˇe (Gaussova eli-
minacˇn´ı metoda). Prˇi rˇesˇen´ı rozsa´hlejˇs´ıch soustav linea´rn´ıch rovnic jizˇ vsˇak nen´ı pouzˇit´ı prˇ´ıme´ho
rˇesˇicˇe mozˇne´ a je trˇeba volit vhodnou iterativn´ı metodu. Zde se vsˇak jizˇ naplno projevuje sˇpatna´
podmı´neˇnost soustavy rovnic, cozˇ velice negativneˇ ovlivnˇuje cˇasove´ na´roky nutne´ pro rˇesˇen´ı te´to
soustavy. Nicme´neˇ i v tomto prˇ´ıpadeˇ implicitn´ı metoda konverguje rychleji. Obecneˇ lze tedy pro
staciona´rn´ı vy´pocˇty doporucˇit radeˇji implicitn´ı metodu i v prˇ´ıpadeˇ, zˇe explicitn´ı metoda loka´ln´ıho
cˇasu take´ dosahuje pomeˇrneˇ slusˇny´ch vy´sledk˚u.
V dalˇs´ı cˇa´sti pra´ce byla nespojita´ Galerkinova metoda konecˇny´ch prvk˚u aplikova´na na rˇesˇen´ı
u´loh s pohyblivou hranic´ı. Prˇi rˇesˇen´ı toho typu u´loh je trˇeba volit maly´ cˇasovy´ krok, a proto se
nejv´ıce projevily vy´hody explicitn´ı metody s loka´ln´ım cˇasem. Zaj´ımave´ je take´ porovna´n´ı ALE
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formulace nespojite´ Galerkinovy metody s IBM nespojitou Galerkinovou metodou na prˇ´ıkladu
obte´ka´n´ı periodicky se pohybuj´ıc´ıho va´lce. I prˇesto, zˇe formulace IBM metody je velice jed-
noducha´, v podstateˇ jde pouze o prˇida´n´ı zdrojove´ho cˇlenu, vy´sledky jsou ve vynikaj´ıc´ı shodeˇ
s nespojitou Galerkinovou metodou zalozˇenou na ALE popisu. Pomoc´ı IBM metody je vsˇak
v principu mozˇne´ rˇesˇit i velice slozˇite´ u´lohy z technicke´ praxe, demonstrovane´ na jednoduche´m
prˇ´ıkladu proudeˇn´ı plynu ve zjednodusˇene´m modelu zubove´m cˇerpadlu, viz kapitola 4. V kapitole
4 byl da´le ke strˇedovane´mu syste´mu Navierovy´ch-Stokesovy´ch rovnic prˇida´n Wilcox˚uv dvourovni-
covy´ k−ω model turbulence pro numerickou simulaci turbulentn´ıho proudeˇn´ı. Z´ıskane´ numericke´
vy´sledky byly porovna´ny s experimentem a proka´zali velmi dobrou shodu, i prˇes pomeˇrneˇ hru-
bou pouzˇitou vy´pocˇetn´ı s´ıt’. Da´le byly testova´ny mozˇnosti adaptivn´ıho zjemnˇova´n´ı vy´pocˇetn´ı
s´ıteˇ. Dı´ky loka´lnosti nespojite´ Galerkinovy metody konecˇny´ch prvk˚u a s pouzˇit´ım objektoveˇ
orientovane´ho programova´n´ı bylo mozˇne´ vytvorˇit efektivn´ı adaptivn´ı metodu, ktera´ je schopna´
velice prˇesneˇ zachycovat vznikle´ nespojitosti v rˇesˇen´ı ve tvaru ra´zovy´ch vln, jak ukazuj´ı nume-
ricke´ vy´sledky prezentovane´ v kapitole 4. V neposledn´ı rˇedeˇ se podarˇilo nespojitou Galerkinovu
metodu implementovat ve 3D a spra´vnost jej´ı implementace oveˇrˇit na testovac´ım prˇ´ıkladu 3D
GAMM kana´lu.
Prˇ´ınosy pra´ce a dalˇs´ı mozˇnosti rozvoje
Prˇedlozˇena´ disertacˇn´ı pra´ce ma´ na´sleduj´ıc´ı dva hlavn´ı prˇ´ınosy.
Byla zde formulova´na explicitn´ı metoda loka´ln´ıho cˇasu v kombinaci s nespojitou Galerkinovou
metodou konecˇny´ch prvk˚u, cozˇ nen´ı v literaturˇe beˇzˇne´. Da´le bylo provedeno srovna´n´ı explicitn´ı
metody loka´ln´ıho cˇasu s implicitn´ı metodou. Z vy´sledk˚u vyplynulo, zˇe explicitn´ı metoda loka´ln´ıho
cˇasu je jednoducha´ a efektivn´ı numericka´ metoda, pouzˇitelna´ ve vy´pocˇtove´ praxi.
Druhy´m prˇ´ınosem byla aplikace nespojite´ Galekinovy metody konecˇny´ch prvk˚u na r˚uzne´ typy
u´loh, jako je proudeˇn´ı stlacˇitelny´ch tekutin v cˇasoveˇ promeˇnlivy´ch oblastech, interakce teku-
tiny s tuhy´m teˇlesem, modelova´n´ı turbulentn´ıho proudeˇn´ı, adaptivn´ı zahusˇt’ova´n´ı vy´pocˇetn´ı s´ıteˇ,
atd. Z´ıskane´ poznatky mu˚zˇou by´t prˇ´ımo vyuzˇity pro rˇesˇen´ı grantovy´ch projekt˚u, zejme´na pro
spolecˇnost DOOSAN SˇKODA POWER s.r.o.
Budouc´ı pra´ce bude zameˇrˇena prˇedevsˇ´ım na implementaci lepsˇ´ıch model˚u turbulence, zejme´na
pak tranzientn´ıho modelu. Da´le bude pozornost veˇnova´na oblasti interakce tekutiny s teˇlesem.
V neposledn´ı rˇadeˇ pak bude budouc´ı vy´voj zameˇrˇen na neusta´le´ zefektivnˇova´n´ı nespojite´ Galer-
kinovy metody konecˇny´ch prvk˚u. Hlavn´ım smeˇrem v te´to oblasti bude vy´voj implicitn´ıch metod
zalozˇeny´ch na numericke´m sestavova´n´ı Jacobiovy matice, jelikozˇ se tento prˇ´ıstup jev´ı jako jedno-
duchy´ a vysoce efektivn´ı. Da´le bude snaha o redukci pocˇtu nezna´my´ch pomoc´ı metody konden-
zace (v anglicky psane´ literaturˇe zvane´ jako
”
hybridized discontinuous Galerkin finite element
method“).
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