Objectives: The domain of medical informatics (MI) is not well defined. It covers a wide range of research topics. Our objective is to characterize the field of MI by means of the scientific literature in this domain.
Introduction
Medical informatics (MI) as a discipline has not been defined in a uniform, distinct way. The Handbook of Medical Informatics, for example, states: "Medical informatics is located at the intersection of information technology and the different disciplines of medicine and health care " [1] . Later on in the same reference work in MI is summarized as: "In medical informatics we develop and assess methods and systems for the acquisition, processing, and interpretation of patient data with the help of knowledge that is obtained in scientific research." These definitions are not clearcut and give only a rather broad description of what MI entails. For their strategic plan [2] the International Association of Medical Informatics (IMIA) describes the field of MI in a 'scientific map' consisting of 109 terms organized into six categories (appendix 2 in [3]), but an effort to map the literature to this map showed that many MI articles do not contain any of these terms [4] . Recently, the situation has become even more unclear. Since a couple of years, bioinformatics has become a major discipline. Groups that formerly were identified as medical informatics groups call themselves biomedical informatics groups now. Whether biomedical informatics is another discipline is not (yet) clear. Some advocate that the future of MI lies in bringing results from bioinformatics in the clinical domain. Others have argued that techniques developed in MI should be brought to bioinformatics as to better facilitate translational research. An overview of these arguments can be found in the first issue of Methods of Information in Medicine of 2002 [5] .
Rather than enter in a discussion on what the definition of MI should be, it is our objective to define the field of MI by means of the scientific literature in this domain. As a basis for the selection of the MI literature, we use the ISI Web of Knowledge 2007 list of 20 journals under the subject heading 'Medical Informatics' . This list contains several journals that do not seem to address the domain of MI, whilst relevant journals and proceedings are not included in this list. We have therefore applied several techniques to both filter and enrich this list in a systematic way.
Based on the selected literature, we are able to answer several questions concerning the field of MI: 1. Which topics have received most attention in the last fifteen years? 2. Has the focus of the field remained the same during that period? 3. What are the upcoming trends that can be detected in the last three years? 4. How are the different journals in the field positioned relative to the topics in MI, and to one another? 5. Is this positioning stable over the last fifteen years?
In the past, others have sought to create a map of the field of MI, either by using co-citation analysis [6] , intercitation analysis [7] , or using a factor analysis of a unigram nounphrase representation of documents from a manually selected set of journals [8] . Recently, the overlapping field of health information systems was analyzed using cocitation analysis [9] . Our methodology differs from the aforementioned studies in that we have attempted to make our literature selection process as objective as possible, have used a richer feature set, and applied automatic clustering to the literature. For each of these records, we retrieved the title, abstract, publication date, and journal in which the article was published. Because several journals have changed their name over time, we mapped their old name to the new name. The articles from the book series entitled 'Studies in Health Technology and Informatics' that could not be mapped to the proceedings of MIE conferences and Medinfo were removed from our set, because these covered not only MI topics, but also a wide diversity of other topics. The mapping of old to new journal names is available from the authors on request.
Methods Preprocessing

Feature Extraction
We concatenated the title and abstract of each Medline record, and from this text we extracted n-grams as features. N-grams are sequences of words that occur in the text. In this study, we used unigrams (n = 1, i.e. all single words), bigrams (n = 2), and trigrams (n = 3). We ignored all n-grams that crossed any form of punctuation or parentheses, or contained one or more words that belong to a set of stopwords. The set of stopwords consisted of all stopwords used by PubMed, all the numbers ranging from 0 to 99, and a set of upper-case words such as 'AIM' , 'AP-PROACH' , and 'CONCLUSIONS' that are used to denote the structure of an abstract. The complete set of stopwords is available from the authors on request. Lexical variations were removed by applying the LVG Normalizer [10] to all words that contained a majority of lower case characters. Abbreviations, which typically consist mainly of upper case characters, were not altered. The process of feature extraction is illustrated in ǠTable 1, showing an example sentence and the extracted n-grams. The n-gram profile of a document is the set of n-grams occurring in that document.
Document Set Profiling
In order to characterize a set of documents, such as all articles belonging to a journal, we calculated a n-gram profile for the set. This profile consisted of a vector of weights corresponding to all n-grams occurring in the set. The weight of each n-gram was taken as the symmetric uncertainty coefficient [11] . The symmetric uncertainty coefficient (UC) is a normalized variation of the mutual information measure:
where X and Y represent the two discrete random variables for which we want to calculate the UC. In this case, X is a binary variable representing the occurrence of an n-gram in a document, and Y is a binary variable representing the membership of a document to the set: 
Profile Similarity
The similarity between two sets of documents, represented by n-gram profiles a and b, was calculated using the cosine:
Clustering
In the past, many algorithms have been described for detecting clusters in sets of documents. However, most methods require the number of clusters to be defined beforehand. Other methods use information-based criteria such as Bayes Information Criteria or Minimum Description Length (e.g. [12] ) to determine the optimum number of clusters. However, this presupposes that the information gained by dividing the corpus in clusters can be compared with the information needed to describe the clusters. This still requires some a priori estimations of parameters, which we would like to avoid since we do not know the nature of the underlying data that we are trying to cluster. We therefore used another approach: we optimize the average entropy reduction per cluster.
We define the entropy of a clustering as the sum of the entropy of all its clusters. The entropy of a single cluster is defined as the sum of the entropy of each feature (in our case n-grams) of the cluster. We determined the minimal possible entropy for a clustering with a given number of clusters using these steps:
1. Random initialization: documents are randomly assigning to a cluster. 2. Greedy hill-climber optimization: for all the documents we calculate the reduction in entropy resulting from moving a single document to another cluster. The move resulting in the most entropy reduction is effectuated and step 2 is repeated. 3. 3. Stop criterion: The optimization stops when the entropy cannot be reduced further.
We use the entropy of a single cluster containing all the documents as a baseline. We proceed to calculate the minimal entropy for an increasing number of clusters, and compare this to the baseline. By dividing the reduction in entropy by the number of clusters, we get the average reduction in entropy per cluster. The process is stopped when the average reduction stops increasing. The clustering with the highest average reduction is selected as the optimal clustering.
The combination of a random initialization and a hill-climbing algorithm could result in the system getting stuck in a local optimum. We therefore repeated all clusterings ten times, and selected the clustering with overall highest average reduction.
Visualization
Two-dimensional visualization of journals or clusters was performed using the spring-force layout algorithm of the Prefuse Toolkit for interactive information visualization [13] . The distance between two document sets with profiles a and b was defined as -log(cos(a,b)).
To provide a short description of a cluster, we selected the seven n-grams with the highest UC scores in the cluster profile. If an n-gram was a substring of another n-gram in the set of seven, we removed that n-gram and added the n-gram with the next highest UC score. 
Similar Journals Search
In order to expand a 'seed' set of journals to include similar journals, we used the following method: 1. For each journal in Medline, we calculated the sum of the similarity scores between the profile of that journal and the journals in the seed set. We then ranked the journals based on these sums. 2. We selected all journals that had a score similar to or higher than the score of the lowest ranking seed journal. 3. We used this new set of journals as a seed for the next iteration, repeating steps 1 and 2. 4. The iterations were stopped when the ranking did not change.
Results
Journal Selection
We created a journal map of all the 20 journals belonging to the ISI category 'Medical Informatics' by creating the n-gram profiles for each journal, and visualizing these using the visualization algorithm, as shown in ǠFig ure 1. The circle indicates the journals that form a coherent set of similar journals. A hierarchical cluster analysis confirmed that this cluster is indeed distinct from the surrounding journals. The cluster was used as seed for the search of similar journals. After two iterations, the ranking stabilized to the list shown in ǠTable 2. We may conclude that these 16 journals and proceedings cover the domain of MI. Table 2 shows several proceedings and two journals that have a higher score than the lowest ISI journal in our original seed set. Also, some of the journals of the ISI category show a very low similarity with the seed set when compared to other literature, as can be deduced from the ranks of these journals in this table.
Topics in MI Literature
To analyze the topics dealt with in the domain of MI we analyzed the 14,885 articles belong- ing to the 16 MI journals and proceedings to create the cluster map shown in ǠFigure 2.
To reduce visual clutter, the labels for the main categories are not shown in Figure 2 , but are listed in ǠTable 3.
Cluster 1 appears to deal mainly with health information systems, their application, evaluation, and organization. An investigation of cluster 1.3 showed that this cluster contains many documents describing user evaluations of health information systems. Cluster 2 deals mainly with medical knowledge representation in the form of clinical guidelines, ontologies and databases. Also included is a subcluster dealing more specifically with the analysis of medical language. Cluster 3 deals with data analysis, with subclusters for classification techniques and statistical modeling, signal analysis, microarray analysis, and the field of image analysis.
To study whether the field of MI has been stable over the last fifteen years, we divided the documents used for generating Figure 2 into five intervals of three years based on their publication date. For each interval, we determined the distribution of the documents over the nine MI subclusters, as shown in ǠTable 4. Additionally, we investigated recent topics in MI by showing our original clustering, but only using the articles from the last three years to determine the cluster size, distances, and labels.
ǠFigure 3 shows several of the topics being discussed in the literature in the past three years. In cluster 1, we see Clinical Provider Order Entry (CPOE) systems remaining a major topic. User evaluations also appear to be a constant topic. In cluster 2 natural language processing remains a topic of re- Table 4 Distribution of the articles from three-year time periods over the nine subclusters. Count indicates the total number of publications in a period, the other numbers indicate the percentage of these publications that are assigned to a particular cluster. Darker colors indicate higher percentages.
M. J. Schuemie et al.: Mapping the Domain of Medical Informatics
Fig. 3
Based on the clustering of Figure 2 the intercluster distances, their size and the seven n-grams with the highest uncertainty coefficient are shown for the 3660 articles that appeared in the last three years.
search, as well as the formalization of guidelines using the GuideLine Acquisition, Representation and Execution (GLARE) system. Furthermore, the development of standards for patient records, such as the openEHR initiative, and the clinical information exchange standard HL7 and its Clinical Document Architecture (CDA) are mentioned. Interestingly, the development of the advanced health and disaster aid network (AID N) is an upcoming topic. In cluster 3 we see mostly small changes in focus, such as the shift from neural networks to Support Vector Machines (SVM), and the introduction of wavelet theory.
Journal Positioning
ǠTable 5 shows the distribution of the papers of the various journals over the subclusters. Most journals have defined their own focus within the field. This is exemplified by the differences in distribution of their papers over the various clusters. To gain insight into changes of focus of the journals, we have calculated the distribution of the papers in each journal for each of the three-year intervals, and subsequently calculated the correlation between their distributions in the different periods. These correlations are shown in 
Discussion
Our analysis of the ISI category 'Medical Informatics' shows that it contains a subset of similar journals that pertain to MI according to the broad definitions quoted in the introduction. There are also journals in this category that arguably do not belong to the field of MI, such as for instance the IEEE Engineering in Medicine and Biology Magazine, which has the lowest similarity to the MI subset, and deals primarily with topics other than information technology.
The ISI category 'Medical Informatics' does not contain typical bioinformatics journals, and our similarity analysis does not show any of the bioinformatics journals to be similar to the subset of MI-related journals. It therefore seems that MI and bioinformatics are distinct fields, although our cluster analysis does show one subcluster pertaining to the analysis of gene expression data (see ǠFig -ures 2 and 3, cluster 3.2). Journals that deal mainly with bioinformatics are relatively high on the ranked list of journals though (Ǡsee Table 2 ); for example BMC Bioinformatics ranks 21st, and Bioinformatics ranks 25th. An explanation for these high ranks is that bioinformatics uses several computer science and mathemetical methods and techniques that are also used in MI, especially in the subdomain represented by cluster 3 in our analysis: signal and data analysis. This explanation is in agreement with an earlier comparison of the two fields [8] .
Our analysis shows MI to be divided into three subdomains: 1) the organization, application, and evaluation of health information systems, 2) medical knowledge representation, and 3) signal and data analysis. Over the last fifteen years, there has been little change in the focus of the field at the level of main clusters. At the level of subclusters, we see a Table 5 Distribution of the articles from specific journals over the subclusters. Count indicates the total number of publications in a serial, the other numbers indicate the percentage of these articles that are assigned to a particular cluster. Darker colors indicate higher percentages.
strong reduction in the number of publications in cluster 2.2, which is related to clinical guidelines and decision support systems. A possible explanation for this decline is that cluster 2.2 represents mainly the fundamental and theoretical components of this field, and that attention has shifted over time to practical applications that are published elsewhere. Indeed, the growing cluster 1.2 contains many articles describing the application of decision support systems in a practical setting, often in combination with CPOE.
An analysis of publications of the last three years shows several 'hot topics' that currently receive a great deal of attention. Most journals and conferences cover only parts of the entire field of MI. Most journals show slight shifts in focus over the past fifteen years, whilst some journals, most notably the Journal of Biomedical Informatics, show a larger change of course in the past.
We defined the field of MI through articles from a set of journals that were selected semiautomatically. We feel this selection process is less vulnerable to subjective bias than the direct selection of journals as done for instance by Bansard et al. [8] . It should be noted that any selection of literature based on journals may miss articles that could be considered to belong to the field of MI, but are published in non-MI journals. Although we do not know the extent of this problem, we assume that the remaining set is representational for the MI field.
The feature extraction method used in this study was completely automatic, in contrast to Bansard et al. [8] who used manual curation of their features, or Rebholz-Schuhman et al. [14] who used manually determined document frequency thresholds to identify relevant terms. Additionally, in contrast to the aforementioned studies, we used a combination of uni-, bi-and trigram, instead of depending either on unigrams or bigrams. The proliferation of all three classes of n-grams in our results indicate that these are all relevant and should not be omitted.
Conclusions
In this study we identified literature pertaining to MI, and the topics discussed therein, allowing for an empirical definition of the field. Given this definition, we were able to show trends in the field, and the positioning of different journals within this field.
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