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In this paper, we are concerned with the nonlinear differential equation of fractional order
Dα0+u(t)+ f (t, u(t)) = 0, 0 < t < 1, 1 < α ≤ 2,
where Dα0+ is the standard Riemann–Liouville fractional order derivative, subject to the
boundary conditions
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ).
We obtain the existence and multiplicity results of positive solutions by using some fixed
point theorems.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Fractional differential equations have gained considerable importance due to their application in various sciences, such
as physics, mechanics, chemistry, engineering, etc. In the recent years, there has been a significant development in ordinary
and partial differential equations involving fractional derivatives, see themonographs of Kilbas et al. [1], Miller and Ross [2],
Podlubny [3], and the papers [4–14] and the references therein.
In [11], Bai and Lü considered the boundary value problem of fractional order differential equation
Dα0+u(t)+ f (t, u(t)) = 0, 0 < t < 1,
u(0) = u(1) = 0,
where Dα0+ is the standard Riemann–Liouville fractional derivative of order 1 < α ≤ 2 and f : [0, 1] × [0,∞)→ [0,∞) is
continuous.
In [12], Kosmatov considered the boundary value problem of fractional order differential equation
Dα0+u(t) = f (t, u(t), u′(t)), a.e. t ∈ (0, 1),
u(0) = u(1) = 0,
where Dα0+ is the standard Riemann–Liouville fractional derivative of order 1 < α < 2.
In [13], Kaufmann and Mboumi considered the boundary value problem of fractional order differential equation
Dα0+u(t)+ a(t)f (u) = 0, 0 < t < 1,
u(0) = 0, u′(1) = 0,
where Dα0+ is the standard Riemann–Liouville fractional derivative of order 1 < α < 2, f : [0,∞) → [0,∞) is a given
continuous function and a(t) is a positive and continuous function on [0, 1].
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In [14], Bai considered the boundary value problem of fractional order differential equation
Dα0+u(t)+ a(t)f (t, u(t), u′(t)) = 0, 0 < t < 1,
u(0) = u′(0) = u′′(0) = u′′(1) = 0,
where Dα0+ is the standard Riemann–Liouville fractional derivative of order 3 < α ≤ 4, f : [0, 1]×[0,∞)× (−∞,+∞)→[0,∞) is continuous.
But the results dealingwith the existence of positive solutions ofmulti-point boundary value problems of fractional order
differential equations are relatively scarce.
Consider the following three point boundary value problems of fractional order differential equation
Dα0+u(t)+ f (t, u(t)) = 0, 0 < t < 1, (1.1)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ), (1.2)
where Dα0+ is the standard Riemann–Liouville fractional derivative of order 1 < α ≤ 2, 0 ≤ β ≤ 1, 0 ≤ a ≤ 1, ξ ∈
(0, 1), aξα−β−2 ≤ 1− β, 0 ≤ α − β − 1 and f : [0, 1] × [0,∞)→ [0,∞) satisfies Carathéodory type conditions.
In this paper, we derive first the corresponding Green’s function. Consequently, BVP (1.1) and (1.2) is deduced to a
equivalent integral equation. Next, by using some fixed-point theorems, we obtain the existence and multiplicity results
of positive solution of BVP (1.1) and (1.2).
2. Preliminary results
In this section, we introduce definitions and preliminary facts which are used throughout this paper.
Definition 2.1 ([3]). The fractional integral of order α > 0 of a function y : (0,∞)→ R is given by
Iα0+y(t) =
1
Γ (α)
∫ t
0
(t − s)α−1y(s)ds
provided the right integral converges.
Definition 2.2 ([3]). The standard Riemann–Liouville fractional derivative of order α > 0 of a continuous function y :
(0,∞)→ R is given by
Dα0+y(t) =
1
Γ (n− α)
(
d
dt
)n ∫ t
0
(t − s)n−α−1y(s)ds
where n = [α] + 1, provided the right integral converges.
Definition 2.3. The map θ is said to be a nonnegative continuous concave functional on a cone P of a real Banach space E
provided that θ : P → [0,∞) is continuous and
θ(λx+ (1− λ)y) ≥ λθ(x)+ (1− λ)θ(y)
for all x, y ∈ P and 0 ≤ λ ≤ 1.
Lemma 2.1 ([11]). Assume that u ∈ C(0, 1)⋂ L(0, 1) with a fractional derivative of order α > 0 that belongs to
C(0, 1)
⋂
L(0, 1). Then
Iα0+D
α
0+u(t) = u(t)+ C1tα−1 + C2tα−2 + · · · + CN tα−N ,
for some Ci ∈ R, i = 1.2, . . . ,N, where N is the smallest integer greater than or equal to α.
Lemma 2.2. Assume that g(t) ∈ L[0, 1] and α, β are two constants such that α > 1 ≥ β ≥ 0. Then
Dβ0+
∫ t
0
(t − s)α−1g(s)ds = Γ (α)
Γ (α − β)
∫ t
0
(t − s)α−β−1g(s)ds.
Proof. Let h(t) = ∫ t0 (t − s)α−1g(s)ds. Then
Dβ0+h(t) =
1
Γ (1− β)
d
dt
∫ t
0
(t − τ)−βh(τ )dτ .
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On the other hand,∫ t
0
(t − τ)−βh(τ )dτ =
∫ t
0
(t − τ)−βdτ
∫ τ
0
(τ − s)α−1g(s)ds
=
∫ t
0
ds
∫ t
s
(t − τ)−β(τ − s)α−1g(s)dτ
=
∫ t
0
(t − s)α−βg(s)ds
∫ 1
0
uα−1(1− u)−βdu
= B(α, 1− β)
∫ t
0
(t − s)α−βg(s)ds.
Therefore, we have
Dβ0+h(t) =
B(α, 1− β)
Γ (1− β)
d
dt
∫ t
0
(t − s)α−βg(s)ds
= B(α, 1− β)
Γ (1− β)
[∫ t
0
(α − β)(t − s)α−β−1g(s)ds+ lim
s→t−0(t − s)
α−βg(s)
]
= Γ (α)
Γ (α − β)
∫ t
0
(t − s)α−β−1g(s)ds. 
Remark 2.1. Lemma 2.2 extends the well-known rule for the differentiation of an integral depending on a parameter with
the upper limit depending on the same parameter. In fact, if β = 1, then
D10+
∫ t
0
(t − s)α−1g(s)ds = (α − 1)
∫ t
0
(t − s)α−2g(s)ds.
Lemma 2.3. Let g(t) ∈ L[0, 1] and 1 < α ≤ 2, the unique solution of
Dα0+u(t)+ g(t) = 0, 0 < t < 1, (2.1)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ) (2.2)
is
u(t) =
∫ 1
0
G(t, s)g(s)ds,
where
G(t, s) =

dtα−1(1− s)α−β−1 − adtα−1(ξ − s)α−β−1 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ min{t, ξ} < 1,
dtα−1(1− s)α−β−1 − (t − s)α−1
Γ (α)
, 0 < ξ ≤ s ≤ t ≤ 1,
dtα−1(1− s)α−β−1 − adtα−1(ξ − s)α−β−1
Γ (α)
, 0 ≤ t ≤ s ≤ ξ < 1,
dtα−1(1− s)α−β−1
Γ (α)
, max{t, ξ} ≤ s ≤ 1,
where d = (1− aξα−β−1)−1.
Proof. In view of Lemma 2.1, the Eq. (2.1) is equivalent to the integral equation
u(t) = −Iα0+g(t)+ C1tα−1 + C2tα−2,
for some C1, C2 ∈ R. Consequently, the general solution of Eq. (2.1) is
u(t) = −
∫ t
0
1
Γ (α)
(t − s)α−1g(s)ds+ C1tα−1 + C2tα−2.
The boundary condition u(0) = 0 implies that C2 = 0. Thus
u(t) = −
∫ t
0
1
Γ (α)
(t − s)α−1g(s)ds+ C1tα−1.
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By Lemma 2.2, we have
Dβ0+u(t) = −
1
Γ (α − β)
∫ t
0
(t − s)α−β−1g(s)ds+ C1 Γ (α)
Γ (α − β) t
α−β−1.
In view of the boundary condition Dβ0+u(1) = aDβ0+u(ξ), we conclude that
C1 =
∫ 1
0
(1− s)α−β−1
Γ (α)(1− aξα−β−1)g(s)ds−
∫ ξ
0
a(ξ − s)α−β−1
Γ (α)(1− aξα−β−1)g(s)ds.
Therefore, the unique solution of BVP (2.1) and (2.2) is
u(t) = −
∫ t
0
(t − s)α−1
Γ (α)
g(s)ds+
∫ 1
0
dtα−1(1− s)α−β−1
Γ (α)
g(s)ds−
∫ ξ
0
adtα−1(ξ − s)α−β−1
Γ (α)
g(s)ds
=
∫ 1
0
G(t, s)g(s)ds.
The proof is complete. 
Lemma 2.4. The function G(t, s) in Lemma 2.3 satisfies the following conditions
(i) G(t, s) is continuous on [0, 1] × [0, 1],
(ii) G(t, s) > 0, for any s, t ∈ (0, 1).
Proof. It is easy to check that (i) holds. So we prove that (ii) is true. Let
g1(t, s) = dt
α−1(1− s)α−β−1 − adtα−1(ξ − s)α−β−1 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ min{t, ξ} < 1,
g2(t, s) = dt
α−1(1− s)α−β−1 − (t − s)α−1
Γ (α)
, 0 < ξ ≤ s ≤ t ≤ 1,
g3(t, s) = dt
α−1(1− s)α−β−1 − adtα−1(ξ − s)α−β−1
Γ (α)
, 0 ≤ t ≤ s ≤ ξ < 1,
g4(t, s) = dt
α−1(1− s)α−β−1
Γ (α)
, max{t, ξ} ≤ s ≤ 1.
(2.3)
We will show that g1(t, s) > 0, 0 ≤ s ≤ min{t, ξ} < 1.
Let h(t, s) = d(1− s)α−β−1− ad(ξ − s)α−β−1− (1− st )α−1. Then g1(t, s) = t
α−1h(t,s)
Γ (α)
. Since ∂h(t,s)
∂s = −(α− 1)(1− st )α−2
s
t2
≤ 0, h(t, s) is decreasing on [s, 1]with respect to t. Now, we show that h(1, s) > 0.
Let r(s) = h(1, s). We have
r(s) = d(1− s)α−β−1 − ad(ξ − s)α−β−1 − (1− s)α−1, 0 ≤ s ≤ ξ .
If α − β − 1 = 0, then r(s) = 1− (1− s)α−1. It is obvious that r(s) > 0 on (0, ξ ]. If α − β − 1 > 0, then
r(0) = 0, r(ξ) = d(1− ξ)α−β−1 − (1− ξ)α−1 > 0,
and
r ′(s) = −d(α − β − 1)(1− s)α−β−2 + ad(α − β − 1)(ξ − s)α−β−2 + (α − 1)(1− s)α−2.
If there exists s∗ ∈ (0, ξ) such that r ′(s∗) = 0, then
(ξ − s∗)α−β−2 = d(α − β − 1)(1− s
∗)α−β−2 − (α − 1)(1− s∗)α−2
ad(α − β − 1) ,
which implies that
r(s∗) = d(1− s∗)α−β−1 − ad(ξ − s∗)α−β−1 − (1− s∗)α−1
= d(1− s∗)α−β−1 − d(α − β − 1)(1− s
∗)α−β−2 − (α − 1)(1− s∗)α−2
α − β − 1 (ξ − s
∗)− (1− s∗)α−1
= d(1− s∗)α−β−2(1− ξ)+
[
α − 1
α − β − 1 (ξ − s
∗)− (1− s∗)
]
(1− s∗)α−2
> d(1− s∗)α−β−2(1− ξ)+ [(ξ − s∗)− (1− s∗)](1− s∗)α−2
> d(1− s∗)α−2(1− ξ)+ (1− ξ)(1− s∗)α−2
= (d− 1)(1− ξ)(1− s∗)α−2 > 0.
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Hence, we have
min
0≤s≤ξ r(s) = min{r(0), r(s
∗), r(ξ)} = 0 = r(0).
By simple calculation, we can prove that r ′(0) > 0. Hence, we conclude that r(s) = h(1, s) > 0, s ∈ (0, ξ ]. Noting that
h(t, s) is decreasing on [s, 1]with respect to t , we have
g1(t, s) > 0, 0 ≤ s ≤ min{t, ξ} < 1.
By using an analogous argument, we can conclude that
g2(t, s) > 0, 0 < ξ ≤ s ≤ t < 1, g3(t, s) > 0, 0 < t ≤ s ≤ ξ < 1,
and
g4(t, s) > 0, max{t, ξ} ≤ s < 1.
Therefore, we can get that G(t, s) > 0, for any s, t ∈ (0, 1). 
Lemma 2.5. If aξα−β−2 ≤ 1− β , then the function G(t, s) satisfies the following conditions
(i) G(t, s) ≤ G(s, s), for s, t ∈ [0, 1],
(ii) there exists a positive function γ (s) ∈ C(0, 1) such that
min
ξ≤t≤1G(t, s) ≥ γ (s) max0≤t≤1G(t, s) = γ (s)G(s, s), for 0 < s < 1.
Proof. Let gi(t, s) (i = 1, 2, 3, 4) be defined by (2.3). It is easy to check that g3(t, s) and g4(t, s) are increasing with respect
to t on [0, s]. We will show that g2(t, s) and g1(t, s) are decreasing with respect to t on [s, 1].
∂g2(t, s)
∂t
= (α − 1)t
α−2
Γ (α)
[
d(1− s)α−β−1 −
(
1− s
t
)α−2]
≤ (α − 1)t
α−2
Γ (α)
[
d(1− s)α−β−1 − (1− s)α−2]
= (α − 1)t
α−2(1− s)α−2
Γ (α)
[
d(1− s)1−β − 1]
= (α − 1)[t(1− s)]
α−2
Γ (α)
[
(1− s)1−β
1− aξα−β−1 − 1
]
≤ (α − 1)[t(1− s)]
α−2
Γ (α)
[
1− (1− β)s
1− aξα−β−1 − 1
]
≤ (α − 1)[t(1− s)]
α−2ξ
Γ (α)(1− aξα−β−1)
[
aξα−β−2 − (1− β)] ≤ 0,
which implies that g2(t, s) is decreasing with respect to t on [s, 1].
We will show that g1(t, s) is decreasing with respect to t on [s, 1]. Let h1(t, s) = g1(t, s)Γ (α). Then we have
h1(t, s) = dt
α−1(1− s)α−β−1 − adtα−1(ξ − s)α−β−1 − (t − s)α−1
Γ (α)
, 0 ≤ s ≤ min{t, ξ} < 1
and
∂h1(t, s)
∂t
= (α − 1)tα−2
[
d(1− s)α−β−1 − ad−
(
1− s
t
)α−2]
≤ (α − 1)tα−2 [d(1− s)α−β−1 − ad− (1− s)α−2]
= (α − 1)tα−2(1− s)α−2 [d(1− s)1−β − ad(1− s)2−α − 1]
≤ (α − 1)[t(1− s)]α−2 [d[1− (1− β)s] − ad(1− s)2−α − 1]
≤ (α − 1)[t(1− s)]
α−2
1− aξα−β−1
[
aξα−β−1 − (1− β)s− a(1− s)2−α] .
Denote
r(s) = aξα−β−1 − (1− β)s− a(1− s)2−α, 0 ≤ s ≤ ξ .
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It is easy to prove that
r(0) ≤ 0, r(ξ) ≤ ξ [aξα−β−2 − (1− β)] ≤ 0
and
r ′(s) = −(1− β)+ a(2− α)(1− s)1−α.
If there exists s∗ ∈ [0, ξ ] such that r(s∗) = 0, then a(1− s∗)1−α = 1−β2−α . Therefore, we have
r(s∗) = aξα−β−1 − (1− β)s∗ − 1− β
2− α (1− s
∗)
≤ (1− β)ξ − (1− β)s∗ − (1− β)(1− s∗)
≤ (1− β)(ξ − 1) ≤ 0.
So, we get
max
0≤s≤ξ
r(s) ≤ 0,
which implies that ∂h1(t,s)
∂t ≤ 0. Hence g1(t, s) is decreasing with respect to t on [s, 1].
We can conclude that G(t, s) is increasing with respect to t for t ≤ s and G(t, s) is decreasing with respect to t for t ≥ s.
Hence, G(t, s) ≤ G(s, s), for s, t ∈ [0, 1].
On the other hand, we know
min
ξ≤t≤1G(t, s) =
{min
ξ≤t≤1{g1(t, s), g3(t, s)}, 0 ≤ s ≤ ξ,
min
ξ≤t≤1{g2(t, s), g4(t, s)}, ξ ≤ s ≤ 1,
=
{
g1(1, s), 0 ≤ s ≤ ξ,
λ(s), ξ ≤ s ≤ 1,
where λ(s) = min{g2(1, s), g4(ξ , s)}. It is easy to see that λ(s) is continuous on [ξ, 1) and λ(s) > 0 for all s ∈ [ξ, 1). Let
γ (s) =

g1(1, s)
G(s, s)
, 0 < s ≤ ξ,
λ(s)
G(s, s)
, ξ ≤ s < 1,
where
G(s, s) =

dsα−1(1− s)α−β−1 − adsα−1(ξ − s)α−β−1
Γ (α)
, 0 ≤ s ≤ ξ,
dsα−1(1− s)α−β−1
Γ (α)
, ξ ≤ s ≤ 1.
Then
min
ξ≤t≤1G(t, s) ≥ γ (s) min0≤t≤1G(t, s) = γ (s)G(s, s), for 0 < s < 1. 
Lemma 2.6 (Krasnosel’skii [15]). Let E be a Banach space, P ⊆ E a cone, andΩ1,Ω2 are open with 0 ∈ Ω1,Ω1 ⊆ Ω2, and let
T : P ∩ (Ω2 \Ω1)→ P be a completely continuous operator such that either
(i) ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω1, and ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω2,
or
(ii) ‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω1, and ‖Tu‖ ≤ ‖u‖, u ∈ P ∩ ∂Ω2.
Then T has a fixed point in P ∩ (Ω2 \Ω1).
Lemma 2.7 ([16,18]). Let X be a Banach space with C ⊂ X closed and convex. Assume that U is a relatively open subset of C
with 0 ∈ U and T : U → C is completely continuous. Then either
(i) T has a fixed point in U, or
(ii) there exists u ∈ ∂U and γ ∈ (0, 1) with u = γ Tu.
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Lemma 2.8 ([17]). Let P be a cone in a real Banach space E, Pc = {x ∈ P : ‖x‖ < c}, θ is a nonnegative continuous concave
functional on P such that θ(x) ≤ ‖x‖, for all x ∈ Pc , and P(θ, b, d) = {x ∈ P : b ≤ θ(x), ‖x‖ ≤ d}. Suppose that T : Pc → Pc
is completely continuous and there exist positive constants 0 < a < b < d ≤ c such that
(C1) {x ∈ P(θ, b, d) : θ(x) > b} 6= Φ and θ(Tx) > b for x ∈ P(θ, b, d),
(C2) ‖Tx‖ < a for x ∈ Pa,
(C3) θ(Tx) > b for x ∈ P(θ, b, c) with ‖Tx‖ > d.
Then T has at least three fixed points x1, x2 and x3 with
‖x1‖ < a, b < θ(x2), a < ‖x3‖ with θ(x3) < b.
Remark 2.2. If d = c , then condition (C1) implies condition (C3).
3. Main results
Let us denote by E = C[0, 1] the Banach space of all continuous real functions on [0, 1] endowed with the norm
‖u‖ = sup0≤t≤1 |u(t)| and P be the cone
P = {u ∈ E : u(t) ≥ 0, t ∈ [0, 1]}.
Let the nonnegative continuous concave functional θ on the cone P be defined by
θ(u) = min
ξ≤t≤1 |u(t)|.
Through this paper, we assume that the function f : [0, 1] × [0,∞) → [0,∞) satisfies the following conditions of
Carathéodory type
(H1): (i) f (t, x) is Lebesgue measurable with respect to t on [0, 1],
(ii) f (t, x) is continuous with respect to x on [0,∞).
Theorem 3.1. Assume that the condition (H1) holds and there exists a real-valued function h(t) ∈ L[0, 1] such that
|f (t, x)− f (t, y)| ≤ h(t)|x− y|, for almost every t ∈ [0, 1] and all x, y ∈ [0,∞).
If
0 <
∫ 1
0
G(s, s)h(s)ds < 1,
then there exists a unique positive solution of BVP (1.1) and (1.2) on [0, 1].
Proof. Consider the operator
T : P → P
defined as
Tu(t) :=
∫ 1
0
G(t, s)f (s, u(s))ds. (3.1)
We shall show that T is a contraction mapping. In fact, for any u, v ∈ P , we have
|Tu(t)− Tv(t)| =
∣∣∣∣∫ 1
0
G(t, s)(f (s, u(s))− f (s, v(s)))ds
∣∣∣∣
≤
∫ 1
0
G(t, s)|f (s, u(s))− f (s, v(s))|ds
≤
∫ 1
0
G(s, s)h(s)|u(s)− v(s)|ds
≤
∫ 1
0
G(s, s)h(s)ds‖u− v‖.
This implies that
‖Tu− Tv‖ ≤ α‖u− v‖,
where α = ∫ 10 G(s, s)h(s)ds ∈ (0, 1). By the Banach contraction mapping principle, we deduce that T has a unique fixed
point which is obviously a solution of the BVP (1.1) and (1.2). The proof is complete. 
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Lemma 3.1. Assume that condition (H1) holds and there exist two nonnegative real-valued functions m, n ∈ L[0, 1] such that
f (t, x) ≤ n(t)+m(t)x, for almost every t ∈ [0, 1] and all x ∈ [0,∞). (3.2)
Then the operator T : P → P defined by (3.1) is completely continuous.
Proof. (I) We will show that T : P → P is continuous.
For any un, u ∈ P, n = 1, 2, . . .with limn→∞ ‖un − u‖ = 0, we get
lim
n→∞ un(t) = u(t), t ∈ [0, 1].
Thus, by the condition (ii) of (H1), we have
lim
n→∞ f (t, un(t)) = f (t, u(t)), t ∈ [0, 1].
So, we can conclude that
sup
s∈[0,1]
|f (s, un(s))− f (s, u(s))| → 0, as n→∞.
On the other hand,
|(Tun)(t)− (Tu)(t)| =
∣∣∣∣∫ 1
0
G(t, s)(f (s, un(s))− f (s, u(s)))ds
∣∣∣∣
≤ sup
s∈[0,1]
|f (s, un(s))− f (s, u(s))|
∫ 1
0
G(s, s)ds,
which implies that
‖Tun − Tu‖ ≤ sup
s∈[0,1]
|f (s, un(s))− f (s, u(s))|
∫ 1
0
G(s, s)ds.
Hence,
‖Tun − Tu‖ → 0 as n→∞.
This means that T is continuous.
(II) We will show that T maps bounded sets into bounded sets in P .
In fact, it suffices to show that for any η > 0, there exists a positive constant l > 0 such that for each u ∈ Bη = {u ∈ P :
‖u‖ ≤ η}, we have ‖Tu‖ ≤ l. By (3.1) and (3.2), for each t ∈ [0, 1], we have
|Tu(t)| =
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))ds
∣∣∣∣
≤
∫ 1
0
G(t, s)(n(s)+m(s)u(s))ds
≤
∫ 1
0
G(t, s)n(s)ds+
∫ 1
0
G(t, s)m(s)ds‖u‖
≤
∫ 1
0
G(s, s)n(s)ds+ η
∫ 1
0
G(s, s)m(s)ds := l,
which implies that
‖Tu‖ ≤ l.
(III) We will show that T maps bounded sets into equicontinuous sets of P .
Let Bη ⊂ P be a bounded set, t1, t2 ∈ [0, 1], t1 < t2. For any u ∈ Bη , we have
|Tu(t2)− Tu(t1)| =
∣∣∣∣∫ 1
0
(G(t2, s)− G(t1, s))f (s, u(s))ds
∣∣∣∣
≤
∫ 1
0
|G(t2, s)− G(t1, s)|[n(s)+m(s)u(s)]ds
≤
∫ 1
0
|G(t2, s)− G(t1, s)|[n(s)+m(s)η]ds.
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Since G(t, s) is continuous in [0, 1] × [0, 1], therefore G(t, s) is uniformly continuous in [0, 1] × [0, 1]. Hence for any
ε > 0, there exists δ > 0, whenever |t2 − t1| < δ, we have
|G(t2, s)− G(t1, s)| < ε
1+ ∫ 10 [n(s)+ ηm(s)]ds .
Therefore
|Tu(t2)− Tu(t1)| < ε,
which implies that the family of functions {Tu : u ∈ Bη} is equicontinuous.
In view of the Arzelá–Ascoli theorem, we can conclude that the operator T : P → P is completely continuous. This
completes the proof. 
Remark 3.1. If f : [0, 1]×[0,∞)→ [0,∞) is continuous, by a similar argument as above,we can show that T is completely
continuous.
Theorem 3.2. Assume that all the assumptions of Lemma 3.1 hold. If∫ 1
0
G(s, s)m(s)ds < 1,
then BVP (1.1) and (1.2) has at least one positive solution.
Proof. Let
U = {u ∈ P : ‖u‖ < r}, where r =
∫ 1
0 G(s, s)n(s)ds
1− ∫ 10 G(s, s)m(s)ds > 0,
and
T : U → P,
Tu(t) :=
∫ 1
0
G(t, s)f (s, u(s))ds.
We shall apply the nonlinear alternative of Leray–Schauder type to prove that T has at least one fixed point which is a
positive solution of BVP (1.1) and (1.2).
By Lemma 3.1, T is completely continuous.
Assume that there exist u ∈ P and γ ∈ (0, 1) such that u = γ Tu,we claim that ‖u‖ 6= r . In fact, we have
u(t) = γ
∫ 1
0
G(t, s)f (s, u(s))ds
≤ γ
∫ 1
0
G(t, s)(n(s)+m(s)u(s))ds
≤ γ
[∫ 1
0
G(s, s)n(s)ds+
∫ 1
0
G(s, s)m(s)ds‖u‖
]
,
which implies that
‖u‖ ≤ γ
[∫ 1
0
G(s, s)n(s)ds+ r
∫ 1
0
G(s, s)m(s)ds
]
<
∫ 1
0
G(s, s)n(s)ds+ r
∫ 1
0
G(s, s)m(s)ds = r.
This means that u 6∈ ∂U . By Lemma 2.7, T has a fixed point u ∈ U . Hence, BVP (1.1) and (1.2) has at least a positive solution.
The proof is complete. 
In the following, we set
M =
(∫ 1
0
G(s, s)ds
)−1
, N =
(∫ 1
ξ
γ (s)G(s, s)ds
)−1
.
Theorem 3.3. Assume that all assumptions of Lemma 3.1 hold. If there exist two positive constants r2 > r1 > 0 such that
(i) f (t, x) ≤ Mr2, for (t, x) ∈ [0, 1] × [0, r2],
(ii) f (t, x) ≥ Nr1, for (t, x) ∈ [0, 1] × [0, r1],
then BVP (1.1) and (1.2) has at least a positive solution.
1372 C.F. Li et al. / Computers and Mathematics with Applications 59 (2010) 1363–1375
Proof. By Lemma 3.1, we know that the operator T : P → P defined by (3.1) is completely continuous.
(a) Let Ω2 = {u ∈ E : ‖u‖ < r2}. For any u ∈ P ∩ ∂Ω2, we have ‖u‖ = r2 which implies that 0 ≤ u(t) ≤ r2 for every
t ∈ [0, 1]. It follows from condition (i) that for t ∈ [0, 1]
|Tu(t)| =
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))ds
∣∣∣∣
≤
∫ 1
0
G(t, s)Mr2ds
≤ r2 = ‖u‖,
which implies that
‖Tu‖ ≤ ‖u‖.
(b) LetΩ1 = {u ∈ E : ‖u‖ < r1}. For any t ∈ [ξ, 1], u ∈ P ∩ ∂Ω1, we have
|Tu(t)| =
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))ds
∣∣∣∣
≥
∫ 1
0
γ (s)G(s, s)Nr1ds
≥ Nr1
∫ 1
ξ
γ (s)G(s, s)ds = r1 = ‖u‖,
which implies that
‖Tu‖ ≥ ‖u‖, u ∈ P ∩ ∂Ω1.
In view of Lemma 2.6, T has a fixed point u0 ∈ P ∩ (Ω2 \Ω1)which is a solution of BVP (1.1) and (1.2). 
Theorem 3.4. Assume that all assumptions of Lemma 3.1 hold. If there exist constants 0 < a1 < b < c such that the following
assumptions
(i) f (t, u) < Ma1, (t, u) ∈ [0, 1] × [0, a1],
(ii) f (t, u) ≤ Mc, (t, u) ∈ [0, 1] × [0, c],
(iii) f (t, u) ≥ Nb, (t, u) ∈ [ξ, 1] × [b, c]
hold, then BVP (1.1) and (1.2) has at least three positive solutions u1, u2 and u3 with
‖u1‖ < a1, b < θ(u2) < ‖u2‖ ≤ c,
a1 < ‖u3‖, θ(u3) < b.
Proof. We shall show that all conditions of Lemma 2.8 are satisfied.
First, if u ∈ Pc , then ‖u‖ ≤ c . So 0 ≤ u(t) ≤ c, t ∈ [0, 1]. By condition (ii), we have
|Tu(t)| =
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))ds
∣∣∣∣
≤
∫ 1
0
G(s, s)Mcds
= Mc
∫ 1
0
G(s, s)ds = c,
which implies that ‖Tu‖ ≤ c, u ∈ Pc . Hence T : Pc → Pc . In view of Lemma 3.1, T : Pc → Pc is completely continuous.
Next, by using the analogous argument, it follows from condition (i) that if u ∈ Pa1 then ‖Tu‖ < a1.
Choose u(t) = b+c2 , t ∈ [0, 1], it is easy to see that u(t) = b+c2 ∈ P(θ, b, c), θ(u) = b+c2 > b. Therefore,{u ∈ P(θ, b, c) | θ(u) > b} 6= φ.
On the other hand, if u ∈ P(θ, b, c), then b ≤ u(t) ≤ c, t ∈ [ξ, 1]. By condition (iii), we have
f (t, u(t)) ≥ Nb.
Hence
θ(Tu) = min
ξ≤t≤1 |Tu(t)|
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= min
ξ≤t≤1
∣∣∣∣∫ 1
0
G(t, s)f (s, u(s))ds
∣∣∣∣
≥ min
ξ≤t≤1
∫ 1
0
G(t, s)Nbds
>
∫ 1
ξ
γ (s)G(s, s)Nbds
> Nb
∫ 1
ξ
γ (s)G(s, s)ds = b,
which implies that θ(Tu) > b, for u ∈ P(θ, b, c).
By Lemma 2.8, BVP (1.1) and (1.2) has at least three positive solutions u1, u2 and u3 with
‖u1‖ < a, b < θ(u2) < ‖u2‖ ≤ c,
a < ‖u3‖, θ(u3) < b.
The proof is complete. 
4. Examples
Example 4.1. Consider the problem
Dα0+u(t)+
etu
2(1+ et)(1+ u) + sin
2 t + 1 = 0, 0 < t < 1, (4.1)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ), (4.2)
where α = 32 , β = 110 , ξ = 910 , a = 1100 .
Let f (t, u) = etu2(1+et )(1+u) + sin2 t + 1, (t, u) ∈ [0, 1] × [0,∞), h(t) = e
t
1+et . It is easy to prove that
|f (t, x)− f (t, y)| ≤ h(t)|x− y|, for (t, x), (t, y) ∈ [0, 1] × [0,∞).
By simple calculation, we have
0 <
∫ 1
0
G(s, s)h(s)ds ≤
∫ 1
0
sα−1(1− s)α−β−1
(1− aξα−β−1)Γ (α)
es
1+ es ds
≤
∫ 1
0
sα−1(1− s)α−β−1
(1− aξα−β−1)Γ (α)ds =
B(α, α − β)
(1− aξα−β−1)Γ (α)
= 0.4903 . . . < 1.
So all conditions of Theorem 3.1 are satisfied. By Theorem 3.1, BVP (4.1) and (4.2) has a unique positive solution.
Example 4.2. Consider the problem
Dα0+u(t)+
√
t · u
1+ u2 +
t2
4
sin t + 1 = 0, 0 < t < 1, (4.3)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ), (4.4)
where α = 32 , β = 110 , ξ = 910 , a = 1100 . Let f (t, x) =
√
t·x
1+x2 + t
2
4 sin t + 1, (t, x) ∈ [0, 1] × [0,∞).
Let n(t) = t24 sin t + 1,m(t) =
√
t . It is easy to prove that
f (t, x) ≤ n(t)+m(t)x, for (t, x) ∈ [0, 1] × [0,∞).
By simple calculation, we have
0 <
∫ 1
0
G(s, s)m(s)ds ≤
∫ 1
0
sα−1(1− s)α−β−1
(1− aξα−β−1)Γ (α)
√
sds
≤
∫ 1
0
s
(1− aξα−β−1)Γ ( 32 )ds = 0.5697 . . . < 1.
So all conditions of Theorem 3.2 are satisfied. By Theorem 3.2, BVP (4.3) and (4.4) has at least a positive solution.
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Example 4.3. Consider the problem
Dα0+u(t)+
u2
2
+ sin
2 t
10
+ 1 = 0, 0 < t < 1, (4.5)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ), (4.6)
where α = 32 , β = 0, ξ = 12 , a =
√
2
2 .
Let f (t, u) = u22 + sin
2 t
10 + 1, (t, u) ∈ [0, 1] × [0,∞). With the aid of computation we find that
d = 1
1− aξα−β−1 = 2,
∫ 1
0
G(s, s)ds = dB(α, α − β)
Γ (α)
(1− 2aξ 2α−β−1) = 0.5729 . . . ,
and ∫ 1
ξ
γ (s)G(s, s)ds =
∫ 1
1
2
g2(1, s)ds =
∫ 1
1
2
2(1− s) 12√
pi
ds =
√
2
3
√
pi
.
HenceM =
(∫ 1
0 G(s, s)ds
)−1 = 1.7455 . . . ,N = (∫ 1
ξ
γ (s)G(s, s)ds
)−1 = 3.7599 . . . .
Choosing r1 = 14 , r2 = 1, we have
f (t, u) = u
2
2
+ sin
2 t
10
+ 1 ≤ 1.6 ≤ Mr2, (t, u) ∈ [0, 1] × [0, r2],
f (t, u) = u
2
2
+ sin
2 t
10
+ 1 ≥ 1 ≥ Nr1, (t, u) ∈ [0, 1] × [0, r1].
Hence all conditions of Lemma 2.6 are satisfied. By Lemma 2.6, BVP (4.5) and (4.6) has at least one positive solution u such
that 14 ≤ ‖u‖ ≤ 1.
Example 4.4. Consider the problem
Dα0+u(t)+
u2
2
+ f (t, u) = 0, 0 < t < 1, (4.7)
u(0) = 0, Dβ0+u(1) = aDβ0+u(ξ), (4.8)
where α = 32 , β = 0, ξ = 12 , a =
√
2
2 . Let
f (t, u) =

t
10
+ 4u2, (t, u) ∈ [0, 1] × [0, 1],
t
10
+ u+ 3, (t, u) ∈ [0, 1] × (1,+∞).
By Example 4.3, we have
M =
(∫ 1
0
G(s, s)ds
)−1
= 1.7455 . . . , N =
(∫ 1
ξ
γ (s)G(s, s)ds
)−1
= 3.7599 . . . .
Choosing a1 = 14 , b = 1, c = 6, we have
f (t, u) = t
10
+ 4u2 ≤ 0.35 ≤ Ma1, (t, u) ∈ [0, 1] × [0, a1],
f (t, u) = t
10
+ u+ 3 ≤ 9.1 ≤ Mc = 10.4730 . . . , (t, u) ∈ [0, 1] × [0, 6],
f (t, u) = t
10
+ u+ 3 ≥ 4 ≥ Nb = 3.7599 . . . , (t, u) ∈
[
1
2
, 1
]
× [1, 6].
Hence all conditions of Lemma 2.8 are satisfied. By Lemma 2.8, BVP (4.7) and (4.8) has at least three positive solutions
u1, u2 and u3 such that
‖u1‖ < 14 , 1 < θ(u2),
1
4
< ‖u3‖ with θ(u3) < 1.
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