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Because of an endogeneity problem, estimating the impact of state export promotion programs
on exports is dicult. The 2003 California budget crisis provides a natural experiment, circum-
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2004. Applying the dierences-in-dierences estimator to a sample of 44 countries over eight
years yields mixed results. The estimated 0.02% increase in exports if the oces remained open
is not robust. Therefore, any impact of California's overseas oces on exports is roughly the
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Nearly all states in the United States publicly fund export promotion programs such as overseas
oces to some degree. States often justify the public outlay by claiming overseas oces help small
and medium sized rms begin to export to a new country. If true, then the additional exports
increase the state's aggregate exports to that country.
Despite the general willingness of state governments to fund overseas oces{40 states had at
least one in 2002|their eectiveness is unknown. Measuring the success of an overseas oce is
dicult. There is the unknown causality problem of whether large export promotion programs
increase exports or increasing exports enhance the state's export promotion programs. If states
that are good exporters use overseas oces because they are already good exporters, then the
ordinary least squares regression estimate on the impact of the oces are upwardly biased. This
bias potentially causes false positives on their signicance.
An episode in early 21st century California provides a solution to the causality problem as well
as being a good example of a state using overseas oces to increase exports. California operated
12 overseas trade oces at an annual cost of $6 million. It closed all of its oces on January 1,
2004. As of this writing, none have re-opened. The oces closed because of $40 billion state budget
decit in 2003. The 2003 budget crisis forced reductions in many state programs, including the
entire economic development agency housing the overseas oces. In addition, a May 2003 expos e
in the Orange County Register reported a lack of oversight and false claims by the oces. This
led to perceived ineectiveness. Thus Sacremento law makers considered the oces expendable in
a time of belt-tightening.
The 2003 budget crisis in California provides a natural experiment resolving the causality
problem. The closure of California's 12 oces provides an opportunity for a direct estimate of the
impact of the oces on California's exports because the decision to close the oces was due to
the 2003 budget crisis, an exogenous intervention. This exogenous intervention allows a test to
determine if the dierence in exports from California to the set of countries with trade oces is
equal to the dierence in exports to a set of countries without an overseas oce, before and after
the January 1, 2004 closures. If there is no discernible dierence in exports before and after the
1oce closures compared to those where no oce existed, then it cannot be the case the overseas
oces made an impact on state exports more important than randomness. This dierences-in-
dierences methodology is standard. It is the unique circumstance of the California budget crisis
that is key because of its exogeneity to the oce-export relationship. Exogeneity is needed for the
dierences-in-dierences estimator to be unbiased.
Applying the dierences-in-dierences estimator to a sample of 44 countries, 12 with oces
before 2004, over eight years, yields point estimates indicating if the oces were not closed, Cali-
fornia's exports to those countries would be 0.02% larger. Results are mixed however, in that the
estimate is weakly signicant in some specications, but not robust to alternative specications.
Therefore, the impact of overseas oces is roughly as large as randomness.
As the popularity of state export promotion programs increased in the 1980s and early 1990s,
a literature on the eectiveness on export promotion programs developed, primarily in interna-
tional business and marketing publications. Wilkinson and Brouthers (2000) provides a review
of state export promotion programs or Lederman, Olareaga, and Payton (2007) for a review of
national export promotion programs. This literature, largely based on surveys and interviews with
export promotion participants, does not reach a consensus on the eectiveness of export promotion
programs emerges from this work.
More recently, Wilkinson, Keillor, and d'Amico (2005) use a cross-section of export program
expenditures and state manufacturing exports. They nd a positive correlation, but do not control
for state or country features. Cassey (2008) adapts a sales oce location model to estimate how
state exports to a particular country aect the probability a state would choose to facilitate that
relationship with an oce. He estimates how many exports an oce would have to generate to be
protable. This approach is quite dierent from determining the impact of pre-existing oces.
Nitsch (2005), Ries and Head (2007), and Cassey (2007) are the most similar to this paper
in terms of methodology. Instead of overseas oces, these three papers all study trade missions.
Nitsch nds evidence for, whereas Ries and Head and Cassey nd evidence against, their impact
on aggregate exports . These authors use panel data. Aware of the endogeneity problem, they
control for unobserved heterogeneity using xed eects. Despite their best attempts, there is not
enough information in the data to control fully for the bilateral unobserved heterogeneity that is
2the source of the bias. Ries and Head (2007) and Cassey (2007) do not have the kind of exogenous
intervention provided by California's oce closures. This is why they are unable to control fully
for bias. Nitsch (2005) tries to control for the simultaneity bias by using the growth of exports as
a regressor rather than exports.
2 A History and Description of California's Overseas Oces1
California's overseas oces were trade advocacy programs physically located in a foreign country,
but paid for with public monies. California operated a number of overseas oces going back through
the 1980s. The stated purpose of these oces was to promote exports, in particular the exports of
small and medium sized rms. The oces attempted to achieve this purpose primarily by directly
connecting the potential Californian exporter to foreign customers.
With the addition of an overseas oce in Shanghai, China in 2000, California operated 12
overseas oces. In addition to Shanghai, the oces were located in Mexico City, Buenos Aires,
London, Frankfurt, Jerusalem, Johannesburg, Seoul, Tokyo, Hong Kong, Taipei, and Singapore.
The yearly annual budget for all 12 oces was $6 million.
Each oce provided similar services. A California resident or business owner could have con-
tacted the overseas oce directly, or through a trade oce located in California, in order to receive
export assistance. Suppose a rm in California had wanted to sell merchandise in Mexico. Then
the rm would have called the Mexico City overseas oce. The oce would have provided con-
tacts of Mexican rms or markets likely interested in the good. Thus overseas oces served as a
clearinghouse for searching parties. In the case of California, these services were free of charge.
The oces were not mandated to look for foreign direct investment opportunities. Therefore their
benets, if any, were exclusive to exports.
Operations across the 12 oces diered. For example, state employees working abroad staed
7 of the 12 oces; California contracted foreign nationals in the other 5. The number of sta in
1Many of the details in this section are from newspaper articles and state of California government documents whose
information overlaps each other. Rather than cite all sources or each point, a list of consulted sources is in the
appendix.
3each oce and their operating budgets diered substantially. The Mexico City oce had a sta of
eight. Their budget was $786,000 in 2003, about 60% more than if budgets were assigned equally.
The overseas oces, administered as part of the Technology, Trade, and Commerce Agency,
were required by law to provide feedback on their performance. Each oce evaluated its own success
by asking every rm it serviced how much of their projected sales were to the foreign market. The
questionnaire did not distinguish how much of this revenue was thought to be due to the services
of the overseas oce. After a year, the oce conducted a follow-up survey in which the rm was
asked if the overseas oce was helpful or not. Typically the oce made little eort to to distinguish
how much the oce was helpful, or even if the projected exports were realized or not.
This method of evaluation did not address the question of the impact of the overseas oces
on California's exports. Among other problems, such as export mismeasurement, the survey was
not objective because the jobs of the people writing the evaluations depended on the success of the
oce. Therefore, the reported impacts of the overseas oces were not trustworthy.
California experienced an economically and politically tumultuous summer in 2003. The dot-
com bust dramatically reduced California's tax revenue. The governor, Gray Davis, faced the
possibility of a recall election. California was still recovering from the electricity shortage in 2002.
In this environment, the state legislature made the decision to close all 12 overseas oces to the
public eective January 1, 2004 as part of AB 1757. The legislature debated the bill in July 2003.
The Secretary of State received AB 1757 for ling on August 11, 2003. In addition to the overseas
oces, AB 1757 closed the the economic development agency for the state of California which
housed the overseas oces. The Technology, Trade, and Commerce Agency's scope was much
broader than export promotion programs. It provided grants and subsidies to promote innovation
and investment in California, and small business loans.
In 2002, as the budget decit loomed on the horizon, talk of closing the overseas oces increased.
The oces' budget size was moderately reduced from 2000{2001. Governor Davis, however, was a
big supporter of the overseas oces. He kept the oces open until he lost all political power.
The nal nail in the overseas oces' con was a series of articles written by Kimberly Kindy
in The Orange County Register in late May, 2003. These articles highlighted the oversight 
aws
in the evaluation of the oces. Kindy documented a number of exaggerated impacts and several
4fraudulent claims. In addition to the lack of scholarly work justifying their existence, these articles
led to the perception of ineectiveness.
Despite the publication of articles asserting exaggerated success, the reason the overseas oces
closed was the severe cuts to many of California's programs due to the budget crisis, and the
weakened political power of one of their strongest supporters (Kress, Miller, and Koehler 2005).
Therefore, the relatively sudden closing of all overseas oces is an exogenous intervention identifying
the relationship between the oces and California's exports. Supporting this claim is the fact that
all oces were summarily closed rather than just those reported as most corrupt, the size of
their budgets, or their location. Furthermore, the entire economic development agency was closed.
Finally, because of budget crises, many if not most states, reduced their overseas oce budgets
during 2002{2004.
California only closed the 12 publicly funded overseas oces. It did not close one overseas oce
funded privately. While the budget crisis unfolded, and the fate of the other 12 oces debated,
California passed legislation authorizing an overseas oce in Armenia. The legislation stipulated
this oce was to be solely funded with private donations. These donations largely came from
California's Armenian community. The state's only involvement was to endorse the oce.
Opened in 2005, the Armenian oce remains funded by donations. Because this oce operates
very dierently from the others, and because it is essentially a private venture, I do not consider the
Armenian oce as an overseas oce. Likewise, there are as many as nine privately funded unocial
oces which I do not count. Also worth noting, California did not close its ve overseas tourism
oces. Since these oces are responsible for encouraging foreign visitors to travel to California, I
do not consider them overseas oces either.
3 The Gravity Equation
I estimate the impact of the closure of California's 12 oces on California's exports to those
markets using a standard relationship between market size, policy variables, constant bilateral
characteristics, and exports, known as the gravity equation. Introduced by Tinbergen (1962), it is
widely used as an empirical international trade tool because of its simplicity, the ease in fullling
5the data requirements, and its empirical success with trade 
ows.
The equation:




jTj + "ct: (1)
Denote real annual manufacturing export value from California to destination c in year t by Xct.
Likewise, Yct denotes real gross domestic product (RGDP). Because California is the source of the
exports for all observations, it's RGDP does not vary, and so it is dropped from the standard
gravity equation. The treatment variable is a binary Oct which takes the value of one if California
has an overseas oce in country c in year t, and zero otherwise. Denote the distance between the
2000 population centroid of California and the capital of the destination country by Dc. The data
contain countries that never had oces, the control group, and countries that had oces before
2004, the treatment group. The dummy variable Gc indicates this partition by taking the value of
zero if country c is in the control group or one if in the treatment group. This dummy diers from
Oct which depends on both the country and the year the treatment is given. The group dummy
is needed because the countries in the treatment group were selected non-randomly. This gravity
equation includes year dummies Tj to avoid assumptions imposing no changes in intercept over
time. The year 2000 dummy is not included to avoid a multicollinearity problem during estimation.
Taking logs of both sides linearizes the gravity equation and helps with heteroskedasticity.
Equation (1) says California's real exports to country c are a function of the market size of c,
the distance from c, and the existence of an overseas oce in c. The problem with estimating (1) is
the potential simultaneity of the treatment variable Oct with exports, Xct. If there is simultaneity,
it means the treatment variable correlates with the error term "ct leading to biased estimates. To
test if simultaneity exists, I estimate the coecients in (1) with the addition of a lagged dependent
variable on the right hand side. The coecient on Xct 1 is highly signicant (0.94 (0.01)) suggesting
simultaneity is a problem. Fortunately, California's 2003 budget crunch provides the necessary
exogenous change in Oct for an unbiased estimator. The budget crunch caused the closure of the
12 overseas oces rather than anything due to exports to these countries.
64 Export, GDP, and Oce Data
The gravity equation requires data on California's exports to individual countries, the Real GDP
of those countries, and the years and locations of the overseas oces. The sample covers the years
2000-2007. The year 2000 corresponds to the opening of the newest oce in China. The sample
period includes the four years preceding and following the oces' closure on January 1, 2004. The
before years are 2000{2003; the after years are 2004{2007. The sample includes the 44 largest
countries in terms of importing from California over these years. The 44 countries are those that
receive at least 0.1% of California's exports over the sample period. All 12 countries hosting an
overseas oce are among this group, though Armenia is not. These 44 countries account for 97.4%
of California's exports over the 2000{2007 period. Because California exports a positive amount
to all countries in the sample for all time periods, no observations are lost from log-linearizing the
gravity equation as in (1).
Data on California's manufacturing exports are from the Origin of Movement data series col-
lected by the U.S. Census and released through the World Institute for Strategic Economic Research
(WISER). These data are recorded at the port of exit by collecting an export declaration form (or
electronic equivalent) in which one of the questions asks the state of origin and destination of the
shipment. Two issues potentially aect the quality of the data. The rst is that the export value
inlcudes inland transportation and insurance costs, thus making the value of an interior state's ex-
ports greater than the equivalent border state's exports. The second is that the data considers the
state of shipment consolidation to the state of origin of the outbound shipment. Thus consolidation
overestimates the value that port states export at the expense of interior states. In addition to
a detailed description of this data, Cassey (2006) performs a variety of diagnostic tests. He nds
consolidation for mining and agricultural exports is a severe problem, but not a serious problem for
manufacturing exports. Therefore only data on manufacturing exports is used since the evidence
suggests California's manufacturing exports are actually from California.
The source of the oce location data is a survey conducted by the Council of State Governors
as reported by Whatley (2003). Additional information is available from California state websites,
press releases, and newspaper articles. Finally, data on GDP is from the International Monetary
7Fund's World Outlook Database, April 2008. I convert the current year values for exports and
GDP into real values by applying the U.S. Producer Price Index (all commodities less fuel) from
the U.S. Bureau of Labor Statistics.
The top of table 1 presents the summary statistics for real manufacturing exports, RGDP, and
distance between California to the destination country. To be consistent with the dierences-in-
dierences methodology, I partition the data into two groups: control and treatment. The treatment
group is the 12 countries that had an overseas oce. The control group contains 32 countries that
did not have an oce during the eight year sample. Regardless of group, each country has four
observations before the oce closed. These observations are classied in the before period. The four
observations after the oce closed classify as the after period. Therefore the summary statistics
are across countries and four years of time (32  4 = 128; 12  4 = 48).
Table 1 shows the mean and median in exports increased slightly in the control group between
the before and after periods. The mean in the treatment group decreased slightly, but the median
did not. During the same time, the RGDP of both the control and the treatment group increased
substantially in absolute terms. In relative terms, the control group grew much faster than the
treatment group, though the treatment group grew 20%.
It is important to realize the partition of countries into treatment and control groups is not
random. California chose which countries to be in the treatment by deliberately opening oces in
those places. Furthermore, as table 1 shows, the countries in the treatment group are much larger
than the control group. Of the top ve economies in the before period, California had an oce in
four. It did not have an oce in France. The treatment countries are also the largest destinations
for California's exports. Of California's top ten export destinations during the sample period, only
Canada, at number three, does not have an oce.
The middle part of table 1 reports the summary statistics for the dierences in exports for
each group in the before and after periods. Note the units are an order of magnitude less than the
corresponding units in the top portion of the table. To construct these statistics, I dierence the
average exports in the before period from the average exports in the after period, for each country
in each group. This is why the number of observations matches the number of countries not the
number of country-years as in the top portion of the table. Notice the increase in average exports
8Table 1. Summary statistics of the exports and RGDP for group and period
Variable Group Period N Mean Median Std. Dev. Min Max
Real Exports Control Before 128 7:23 2:35 13:11 0:42 87:79
Control After 128 7:65 3:89 12:95 0:71 81:40
(Millions) Treatment Before 48 34:43 28:34 31:69 0:61 118:95
Treatment After 48 34:22 28:84 29:46 1:05 113:54
Real GDP Control Before 128 2:07 1:30 2:37 0:08 12:44
Control After 128 3:04 1:87 3:27 0:09 14:98
(Billions) Treatment Before 48 6:65 2:81 8:33 0:60 32:76
Treatment After 48 7:84 3:37 8:74 0:72 30:42
Distance Control { 128 6033:88 5858:50 1662:74 2365:00 8886:00
(Miles) Treatment { 48 6394:17 6186:00 2030:32 1656:00 10408:00
Di. R Exports Control After-Before 32 420:14 490:87 1821:78  4769:19 3653:74
(Thousands) Treatment After-Before 12  211:24  494:36 6201:26  10541:84 14916:46
Di. RGDP Control After-Before 32 962:87 504:54 1002:76 17:73 3561:68
(Millions) Treatment After-Before 12 1195:45 377:73 2122:14  1701:24 56808:44
Di.-Di. R Exp. Control-Treatment After-Before { 631:38 { 3538:60 { {
Di.-Di. RGDP Control-Treatment After-Before {  232:60 { 1386:20 { {
The summary statistics at the top of the table are with respect to country-years. The second set of summary statistics is with
respect to countries. The dierences-in-dierences mean is calculated using weights so each group is treated identically.
in the control group, whereas the average exports in the treatment group decreased. At the same
time, the RGDP of the treatment group grew much larger than the control group in absolute, not
relative, terms.
The third part of table 1 is the dierence of the means of the groups from their dierences in
means between periods. Though the dierences-in-dierences in exports and RGDP are quite large,
the large standard deviation shows this statistic is not signicant. Keep in mind this dierences-
in-dierences mean is not the dierences-in-dierences estimate of the impact of the oces. It is
simply informative about the data in the independent variables.
Looking carefully at individual observations, a few countries are notable. Californian exports to
Vietnam and the United Arab Emirates exploded in terms of percent change from the before period
to the after period. Exports increased 286% to Vietnam and 243% to the United Arab Emirates.
What makes these cases so interesting is that the percent change in RGDP of these countries was
only 46% for Vietnam and 72% for the United Arab Emirates.
Russia is another country whose Californian imports increased substantially at 72%. However
Russia's RGDP also increased substantially at 138%. Only Argentina and Japan shrunk over the
two periods. Exports to both of these countries decreased as well, by roughly the same percentage.
The correlation between the two is 0.31. Exports to Ireland decreased 30%, the most of all countries,
9Figure 1. Real imports time series by select countries. China, Japan, Mexico, and Great Britain had overseas of-
ces from 2000{2003 whereas Brazil, Canada, and France did not. The vertical line marks the closure of the over-
seas oces.
despite RGDP growth of 58%. Out of 44 countries, there are 13 cases in which the percent change
in Californian exports to those countries is opposite the percent change in RGDP. Of these 13 cases,
6 had overseas oces before 2004.
Figure 1 shows the time series of imports from California for seven countries. China, Japan,
Mexico, and Great Britain had overseas oces from 2000{2003 whereas Brazil, Canada, and France
did not. The vertical line indicates 2004 when the oces closed. This gure shows there is a fair
amount of movement along the time series for each country. Further, there is no clear pattern to
any of the time series before and after the oces closed.
5 Estimation and Results
If California's overseas oces have an aect on aggregate state manufacturing exports to those
countries in which they reside, then there are two possible ways this manifests itself in the data.
First, closing the oces could decrease exports to the target country. Second, closing the oces
could prevent new exporting from occurring. To see if either of these hypothesis are present in
10Table 2. T-test on percent dierence in mean exports before and after 2004 by group
Group N Mean Std. Err. Std. Dev.
Control 32 37:32 12:16 68:77
Treatment 12 6:92 7:10 24:59
di { 30:41 14:08 {
The data are percent dierences in mean exports between the
years 2000{2003 and 2004{2007, from California to each of
44 destinations. Using a formula for unequal variances, t = 2:16:
 indicates signicance at the 5% level.
the data, I use a t-test on the means of the percent dierences of exports before and after the
closure between the set of countries with an overseas oce and the set of countries without an
oce. Again, this t-test is conceptually very similar to the dierences-in-dierences methodology
except for the presence of the other independent variables. Therefore this test cannot determine if
the reason why they are dierent is because the oces closed. This t-test is a necessary, but not
sucient, condition for oces having an impact on exports.
Table 2 shows the results. Note the dierence in means between the control set of countries and
the treatment set of countries is 30.41. Also note the sizable dierence in the standard deviations.
Because of this, the t-test uses a formula for use with unequal variances, resulting in t = 2:16 with
approximately 42 degrees of freedom. Thus, there is a signicant dierence in means with 95%
condence.
Recall the dierences-in-dierences exports mean in the third portion of table 1. It too was
obtained using a t-test. However that t-test is conceptually dierent than this one. Here I use
percent dierence rather than absolute dierences because the countries in each group were not
chosen randomly. The treatment countries are among the largest in the world and thus small
changes in percentage terms would be huge changes in the control group. Therefore this warrants
a relative comparison. Thus the lack of signicance in table 1 does not contradict the nding in
table 2.
Because there is evidence of dierent outcomes for the control and treatment groups, I turn to
the dierences-in-dierences estimator based on group dierences to estimate how much of this is
due to the treatment variable as opposed to other factors. I begin by making full use of the time
11series information in the panel to estimate 2 using (1). 2
The rst specication in table 3 shows the ordinary least squares (OLS) results. Because both
the independent and dependent variables in (1) are logged, the interpretation of the point estimate
for the continuous variables is the percent change in California's exports to country c in year t given
a 1% change in the independent variable. The interpretation of the coecient on the dummies is
the percent change in exports due to a switch from zero to one in the dummy variable. Because the
treatment variable is one in the before years for the treatment group and zero in the after years for
both groups, the coecient on Oct is the percent change in Xct if the treatment is not performed.
In other words, it is the percent change in exports if the oces were not closed and remained open.
Parentheses indicate regular standard errors. The coecients on RGDP, distance, and the
group dummy are all highly signicant using the regular standard errors. The coecient on the
treatment dummy indicates keeping the oces open would have increased exports to each of those
countries by 0.048% on average. However the large standard error means this estimate cannot be
distinguished from randomness. Though 0.048% seems small, the vast size of many of the countries
with overseas oces means the absolute level is quite large. For example, 0.048% of California's
yearly exports to Mexico is more than $5 million, a reasonable value for the impact of an overseas
oce.
Diagnostic tests indicate some adjustments are in order. A Breusch-Pagan test cannot re-
ject the null of homoskedasticity (2(1) = 2:53). However, the Wooldridge (2002) test rejects no
rst order autocorrelation (F(1;43) = 12:841). Therefore, as recommended by Bertrand, Du
o,
and Mullainathan (2004), I use group cluster standard errors (not group-year clusters per their
recommendation). These standard errors, indicated in table 3 with brackets, are robust to het-
eroskedasticity and group-level correlation though the number of observations in each group are
not the same. For some variables, the cluster standard errors are smaller than the regular standard
errors indicating negative correlation within groups. These adjustments aect the level of signif-
icance for RGDP and the group. Surprisingly, the coecient on distance becomes insignicant
as the standard error becomes quite a bit larger. The smaller standard error on the treatment
2Estimating a \naive" specication of (1) without the group dummy yields point estimates for 2 of 1.16 (0:18

regular standard error) [0:02
 group cluster standard errors], where
 on the standard error indicates the coecient
is signicant at the 1% level .
12Table 3. Dierences-in-dierences estimates with full time series
Specication R2 RMSE 1 2 3 
 
OLS :54 0:97 :57 :05  0:66 1:18 13:86
Regular s.e. (:04) (:23) (:15) (:17) (1:28)
Cluster s.e. [:03] [:01] [:38] [:04] [3:33]
Robust OLS :52 1:03 :55 :10  0:68 1:26 13:95
Standard s.e. (:05) (:25) (:16) (:18) (1:36)
RGDPct weights :74 0:68 :56 :02  1:47 1:18 21:01
Regular s.e. (:04) (:15) (:12) (:11) (1:07)
Cluster s.e. [:05] [:01] [:16] [:06] [1:36]
FGLS { { :60  :01  0:64 1:19 13:69
AR1 s.e. (:06) (:10) (:19) (:16) (1:69)
FGLS RGDPct weights { { :57 :02  1:48 0:99 21:09
AR1 s.e. (:06) (:05) (:18) (:12) (1:56)
All regressions are of the form logXct =  + 1 logYct + 2Oct + 3 logDc + 
Gc +
P2007
j=2001 jTj + "ct:
N = 352: The constant and time dummies estimates are not reported. Clusters are groups. FGLS estimated
with common AR1 errors.
,
, or
 on a standard error indicates the associated coecient is signicant at the 1%, 5%, or
10% level respectively.
coecient means it is now signicant with 90% condence.
Several countries mentioned in section 4 are in
uential either because they are outliers or exhibit
high leverage. Thus I run a robust regression. The second specication shows these estimates.
Nothing noteworthy changes from the rst specication. I conclude outlying observations are not
driving the results and thus do not report robust regression estimates further.
The third specication in table 3 shows the estimates for observations weighted by their RGDP.
This specication puts more weight on the bigger countries in the sample to de-emphasize noise
created by extremely small exports to small countries. The goodness of t greatly improves. The
biggest change from using RGDP weights is the distance coecient estimate is far more pronounced
than in either of the rst two specications. I include both regular standard errors and group cluster
standard errors. Though the signicance of the some of the coecients depends on which standard
errors are used, the treatment variable is insignicant in both cases.
Specications four and ve in table 3 both estimate (1) with feasible generalized least squares
(FGLS). I use FGLS to check the OLS results because FGLS handles complicated error structures
more eciently. Specication four does not use weighs whereas specication ve uses RGDP
weights. The estimates from the weighted specication largely agree with the OLS and RGDP
weighted estimates, including the insignicance of the treatment variable. The estimate without
13the weights is negative, however. The interpretation is keeping the oces open would have yielded
-0.01% more exports to those countries on average. In other words, the estimate indicates an eye-
brow raising nd: exports increased with the closure of the overseas oces, though insignicantly.
Because the FGLS estimates are so similar to the OLS estimates, I am condent of the OLS
estimates. Henceforth, I only use OLS.
Ominously, the Ramsey Regression Equation Specication Error Test (RESET) for (1) rejects





Notice the distance term drops out of the equation. The group dummy drops out as well. Further-
more, any other constant observable or unobservable country characteristic, such as immigration
demographics, common language, or adjacency to California, also drops out. This is why this
method is useful for xing the missing variables problem highlighted in the RESET, which now
fails to reject that there are no missing variables (F(3;296) = 1:37). In addition, the rst dierence
estimator is more ecient than the estimator in (1) when there is serial correlation (Wooldridge
2002, p. 284). There is heteroskedasticity in the rst dierenced errors (2(1) = 16:64).
In table 4, the coecient 1 is the increase in Xct=Xct 1 due to a 1% increase in Yct=Yct 1,
and 2 is the increase in Xct=Xct 1 due to not closing the oces. Dierencing Oct yields a dummy
variable that is one when the oces close and zero otherwise. Thus the estimates in table 4 are
directly comparable to those in table 3. The point estimates for 2 are about the same in each
table, though the standard errors from (2) are much smaller since serial correlation is present in
the original data.
The rst specication in table 4 uses OLS with regular and group cluster standard errors.
Again, there is the surprising negative estimate, and it is signicant in the second case. Applying
RGDP weights switches the sign to positive. The treatment coecient is signicant with weights
using group clusters as well. The pattern emerging from the results is when group clusters are used,
the the treatment coecient estimate is signicant. Not accounting for within group correlation
when there is negative serial correlation means the standard errors will be upwards biased, and
14Table 4. Dierences-in-dierences estimates with rst dierences
Specication R2 RMSE 1 2
OLS :26 :22 :78  :02
Standard s.e. (:13) (:07)
Cluster s.e. [:09] [:00]
RGDPct weights :41 :13 :67 :02
Standard s.e. (:10) (:04)
Cluster s.e. [:09] [:00]
All regressions are of the form logXct logXct 1 = 1(logYct logYct 1)+2(Oct Oct 1)+
P2007
j=2001 j(Tj 
Tj 1) + ("ct   "ct 1). N = 308: The dierenced time dummies estimates are not reported. Clusters are
groups. Weights are RGDPct, not the rst diernces of RGDP.
 or
 on a standard error indicates the associated coecient is signicant at the 1% or 10% level
respectively.
thus the possibility of false negatives. If the error structure is not that observations within groups
are dependent across years and countries, but rather that observations across countries are inde-
pendent, then country cluster standard errors are appropriate. I estimate both (1) and (2) using
country cluster standard errors with and without RGDP weights. The observations show negative
correlation within groups of countries for a given year. Therefore, I do not separately report the
country cluster standard errors. 3
Given the failure of the RESET when using (1), the best case for the overseas oce is the 0.02%
point estimate on the treatment eect using rst dierences with RGDP weights and clustered
standard errors. However, due to the small point estimate, the fact the estimate switches sign
under dierent specications, and the fragility of its signicance, extreme caution should be used
in making broader generalizations or policy claims. Thus, I check the robustness of this nding
next.
6 Robustness of Results
Section 5 shows the fragility of the signicance of the point estimate of the impact of the oce
closures. Further testing is needed to determine whether that estimate is truly signicant or not.
I continue to report the regular standard errors and the group cluster standard errors in each
specication because of the unusual negative correlation within groups. This increases the chance
3The signicance of Oct does not change from the regular standard errors case to the country cluster standard errors
case in any specication.
15of a type II error when using only the regular standard errors. Before checking robustness, I test
the validity of the assumption the closure of the overseas oces is exogenous.
6.1 Endogeneity Tests
The primary assumption for identication in section 5 is the budget crisis is an exogenous inter-
vention on the treatment variable. If this is not the case, then the results are biased. To test
exogeneity, I include a leading treatment dummy, Oct+1, to (1) as suggested in Wooldridge (2002,
285). See table 5. The coecient on the lead treatment term is insignicant regardless of whether
weights are used or which standard errors are used. Therefore the California oce closures past
the exogenous intervention test. Another interpretation of the results in table 5 is the news of the
trouble at the Technology, Commerce, and Trade Agency did not cause an anticipatory impact
before the oces actually closed.
Table 5. Dierences-in-dierences using time series data with lead treatment
Specication R2 RMSE 1 2 3 
 4
OLS :54 :99 :58 :05  0:66 1:19  :02
Standard s.e. (:05) (:39) (:16) (:20) (:39)
Cluster s.e. [:03] [:00] [:39] [:04] [:00]
RGDPct weights :75 :68 :57 :01  1:48 1:02  :02
Standard s.e. (:04) (:23) (:13) (:12) (:24)
Cluster s.e. [:05] [:01] [:16] [:06] [:01]








 on a standard error indicates the associated coecient is signicant at the 1%, 5%, or
10% level respectively.
6.2 Alternative Gravity Equation Specication
The canonical gravity equation is the version in (1). Over the years a number of alternatives
developed. The most widespread of these includes log RGDP per capita as well as log RGDP as
an independent variable. The idea is that not only economic size matters for exports; also the
income of the average individual. This most likely occurs with developed countries, or in this case,
California, where high skill goods are exported. Table 6 shows the inclusion of RGDP per capita
does nothing. Neither the R2 improves much, nor do the estimates or signicance on the treatment
16change. In fact, the coecient on log RGDP per capita is only signicant in the regular standard
error case.
Table 6. Dierences-in-dierences using time series data on alternative gravities
Specication R2 RMSE 1 2 3 
 4
OLS :54 :97 :54 :04  0:62 1:19 :10
Standard s.e. (:05) (:23) (:15) (:17) (:04)
Cluster s.e. [:05] [:01] [:41] [:03] [:11]
RGDPct weights :74 :68 :55 :01  1:45 1:04 :04
Standard s.e. (:04) (:15) (:12) (:11) (:03)
Cluster s.e. [:05] [:02] [:13] [:06] [:01]








 on a standard error indicates the associated coecient is signicant at the 1%, 5%, or
10% level respectively.
Anderson and van Wincoop (2003) derive the gravity equation from theory. Their equation
diers from (1) with the existence of a so-called multilateral resistance term associated with each
country-year. 4 Omitting them leads to bias. If the data contain multilateral information, the missing
price terms are eliminated using country-year xed eects for exporters and importers. Because the
California data are unilateral |Californian exports to destinations only| importer-year dummies
are possible but not exporter-year dummies. However, to identify the importer-year dummies, the
group dummy must be dropped. As I am unwilling to do this because of concerns about selection,
I do not report the estimates. 5 Alternatively I replace the group dummy with a full set of country
dummies. The results are essentially unchanged: the point estimate on the treatment is roughly
0.02% and not signicant at the 10% level under any clusters or weights.
6.3 Group-year Interaction
To estimate (1), the assumption is errors are correlated across groups, and separately across time.
Therefore errors cannot dier for the two groups over time. Since the groups were not randomly
4They are price level variables conceptually dierent than a remoteness term sometimes included in the gravity
equation.
5A regression of log exports on oce distance year dummies and country-year dummies gives an estimate on oce of
1.17 (0:39
 regular standard errors) [0.35 group-clustered standard errors], where on the standard error indicates
the coecient is signicant at the 1% level. This large point estimate is because all of the group eect is lumped into
the treatment variable.
17Table 7. Dierences-in-dierences with interaction dummies
Specication R2 RMSE 1 2 3
OLS :54 :98 :57 1:28  :66
Standard s.e. (:05) (:34) (:15)
Cluster s.e. [:03] [:05] [:38]
RGDPct weights :74 :69 :56 1:00  1:47
Standard s.e. (:04) (:24) (:12)
Cluster s.e. [:05] [:08] [:16]










 on a standard error indicates the associated coecient is signicant at the 1%, 5%, or
10% level respectively.
chosen, and the individuals in the groups have dierent characteristics, this assumption may not
be valid. Hence, I estimate the gravity equation with the addition of group-year dummies replacing
group and year dummies. These new dummies are the interaction between the group and year
dummies.
The results show the importance of the group term. Because it is missing here, the group eects
are lumped into the treatment variable making them large and signicant (for two of three cases).
This is a strong indication the oce locations were chosen because of similar features which makes
the inclusion of the group dummy important for unbiased estimation.
6.4 Two Period Dierences-in-Dierences
Bertrand, Du
o, and Mullainathan (2004) explain how the dierences-in-dierences estimator is
subject to problems of serial correlation. Using group clustered standard errors, as I have, is one
method for xing the problem. Another method is to aggregate across years to form before and
after treatment periods. I consolidate (2) down to two periods, before and after the closures, by
averaging exports and RGDP by country across time. The treatment dummy is one for those
countries with an oce in the before period and otherwise zero. After the reduction to two periods,
the logged independent variables are dierenced yielding 44 observations. The drawback of this
method is the decrease in observations from losing the full time series yields a test with lower power.
In the two period setting, identifying 2 in (2) comes from dierencing the set of treatment
countries by the set of control countries. This second dierencing eliminates A, which otherwise
18confounds with 2, because A is the same for treatment and control subjects.
Table 8 shows the two specications. Estimate on the treatment variable are not statistically
dierent from zero in any of the cases.
Table 8. Two period dierences-in-dierences estimates
Specication R2 RMSE 1 2 A
OLS :13 :34 :63 :06 :01
Standard s.e. (:34) (:14) (:14)
Cluster s.e. [:18] [:04] [:07]
RGDPcB weights :38 :19 :73 :01  :12
Standard s.e. (:18) (:07) (:08)
Cluster s.e. [:11] [:02] [:04]
All regressions are of the form logXcA logXcB = 1(logYcA logYcB)+2(OcA OcB)+A+("cA "cB).
N = 44. Clusters are groups. The periods are A for after (2004{2007) and B for before (2000{2003).
 on a standard error indicates the associated coecient is signicant at the 10% level.
6.5 Mismeasurement of the Impact of the Oces
A potential problem in measuring the impact of the overseas oces on exports is the time delay of
closing them. It is possible successful matches and deals arranged by the oces last several years.6
Thus I estimate (1) using a lagged treatment variable, Oct 1. The eect of the oce closures is the
cumulative impact of the coecients on the current and lagged treatment variables.
The results, displayed in table 9, are interesting. The point estimate on the treatment is negative
without weights. This time, however, it is signiant with clusters. The lagged dependent term is
a relatively large positive estimate, and it is signicant. This suggests the impact of the oce
closures was not felt for a year. As before, the estimate is fragile. Likewise, the cumulative impact,
estimated to be 0:06 (0:27)[0:00], is signicant only for the unweighted case with group-clustered
standard errors.
I repeat this exercise, including another lagged treatment variable Oct 2. The results largely
match those with the only the single lag. One again, the cumulative impact is 0:06 (0:33)[0:00].
Again it is only signicant under the unweighted specication with group clustered standard errors.
Therefore I conclude the main result does not change. The cumulative increase in exports if the
6Besede s and Prusa (2006) document the mean duration of product imports into the United States are two to three
years, with one year being the median.
19Table 9. Dierences-in-dierences using time series data with lagged treatment
Specication R2 RMSE 1 2 3 
 4
OLS :54 :97 :55  :05  0:68 1:17 :11
Standard s.e. (:05) (:38) (:16) (:19) (:38)
Cluster s.e. [:02] [:00] [:38] [:03] [:00]
RGDPct weights :73 :68 :55 :02  1:47 1:03 :01
Standard s.e. (:04) (:24) (:13) (:12) (:23)
Cluster s.e. [:05] [:01] [:16] [:06] [:01]








 on a standard error indicates the associated coecient is signicant at the 1%,
5%, or 10% level respectively.
oces had not closed is not robust. When more lags are added, the cumulative impact does not
change for two decimals. Thus I report only the single lag case in table 9.
6.6 Clusters when the Number of Groups is Small
Donald and Lang (2007) point out that when the number of groups is small, the estimate of the
treatment coecient is not consistent and the standard asymptotic results do not apply to the
t-statistics. 7 If errors are correlated in group-years, the standard errors are underestimated, even if
they are already adjusted for group clusters. Hence there is more likely to be a false positive.
I compensate for the level of observations (country-years) being smaller than the level of vari-
ation (group-years) in two ways. First, I run a two-step estimator described by Donald and Lang.
Second, I average across all 12 and 32 countries for each group-year period and then use group
clusters.
The results of the rst test are initially startling with 2 = 6:10 (2:42) using 16 observations,
with R2 = 0:31 and RMSE = 4:27. Though the estimate is an order of magnitude larger, the
t-statistic is roughly the same as in all other results. The t-statisitc is 2.52 making the estimate
barely signicant with 95% condence. However the standard errors do not account for any serial
correlation. When standard errors are group clustered, they increase to 4.47. The t-statistic
plummets to 1.39. Thus the same fragility exists though the point estimate is much larger than
previous estimates.
7In the technical sense used here, group refers to group-years in my set up. Thus I have sixteen groups, not two.
20Table 10. Dierences-in-dierences estimates with two groups
Specication R2 RMSE 1 2 

OLS :99 :04 :32  :01 1:19
Standard s.e. (:30) (:08) (:29)
Cluster s.e. [:00] [:00] [{]
RGDPct weights :99 :04 :42  :02 1:09
Standard s.e. (:30) (:08) (:28)
Cluster s.e. [:05] [:01] [:04]
All regressions are of the form logXgt =  + 1 logYgt + 2Ogt + 
G +
P2007
j=2001 jTj + "gt. N = 16: The
time dummies estimates are not reported. Clusters are groups. Weights are RGDPgt.
,
, or
 on a standard error indicates the associated coecient is signicant at the 1%, 5%, or
10% level respectively.
Table 10 displays results from the second test. I average over the 32 countries in the control
group and 12 countries in the treatment group for each year. Therefore there are eight observations
for each group. I keep the group dummy from (1) at the expense of the distance variable. This means
the signicance of the group dummy cannot be estimated with group clusters without weighting
the groups. The drastic reduction in observations reduces the eciency of the estimator and the
power of the t-statistic. The estimates are largely consistent with the other tables. The estimates
are on the same magnitude. Clustering matters for signicance.
7 Conclusion
A direct estimate of the impact of state export promotion programs on state exports is dicult
to obtain because the program variable might be correlated with the error term, an endogeneity
problem. Ignoring this problem leads to biased estimates. The California budget crisis of 2003 is
an exogenous intervention because it was the budget crisis, rather than export relationships, that
caused the demise of all 12 of California's overseas oces. In this case, the dierences-in-dierences
estimator gives unbiased estimates of the impact of the closures on state exports to those countries.
Though the estimates dier from specication to specication, the best case for the overseas
oces is a 0.02% increase in exports on average to the 12 countries with oces had those oces not
closed. This best case estimate is from a rst dierences estimator on the gravity equation using
RGDP weights and group clustered standard errors. Given California's average exports to those
countries from 2000{2003, this corresponds to an $8,264,000 increase in overall state exports. Since
21the annual cost of operating the oces was $6,000,000 it appears the oces resulted in net gain
to California. This 0.02% estimate is roughly four times larger than the 0.005%{0.018% benet
Cassey (2008) reports. However, the statistical signicance of the 0.02% point estimate is extremely
fragile. It is signicant only in its most favorable specications and fails to be signicant under
a number of alternative specications. Therefore the evidence suggests the impact of California's
overseas oces on exports is roughly at the level of the largest random 
uctuations. This brings
into doubt the eectiveness of overseas oces, and of state export programs more generally, all
over the United States.
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