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Ce travail porte sur le développement des modèles mécanistiques pour les médicaments
anti-angiogéniques qui inhibent le facteur de croissance de l’endothelium vasculaire
(VEGF). Ces nouveaux médicaments sont en pleine émergence dans le traitement du
cancer mais leurs propriétés pharmacocinétiques (PK) et pharmacodynamiques (PD)
complexes (liées au VEGF) n’ont pas été bien caractérisées. Il est donc nécessaire de
développer des modèles plus mécanistiques pour mieux comprendre la cinétique de la
liaison médicament-récepteur et mieux évaluer l’efficacité du médicament. La construction
de ces modèles demande de prendre en compte des données issues de plusieurs doses.
Dans ce cadre, les modèles non linéaires à effets mixtes (MNLEM) fournissent un bon
outil pour analyser un ensemble de sujets. Ils permettent l’estimation des paramètres
typiques de population et de leur variabilité inter-sujet. L’incertitude liée à l’estimation
des paramètres dans des modèles complexes peut être biaisée et parfois n’est pas obtenue.
L’approche bootstrap fournit une technique alternative pour l’estimer mais elle n’a pas
encore été évaluée de façon approfondie dans les MNLEM.
Dans la partie 1.1, nous introduisons de façon générale les thérapies ciblées anti-
angiogéniques en cancérologie. Nous décrivons ensuite brièvement la modélisation PK
et PD dans la partie 1.2 et présentons l’approche de population pour analyser les données
PK et PD dans la partie 1.3. La partie 1.4 introduit les méthodes du bootstrap dans les
modèles à effets mixtes. Enfin, nous présentons les objectifs de la thèse dans la partie 1.5.
1.1 Les thérapies ciblées anti-angiogéniques en
cancérologie
Le cancer touche environ 13 millions de personnes dans le monde entier en 2010 et
est aujourd’hui la première cause de mortalité chez les hommes et la deuxième chez les
femmes après les maladies cardiovasculaires en France. Il y a 357 700 nouveaux cas de
cancers estimés en 2010. Environ 150 000 personnes meurent chaque année d’un cancer
en France soit plus de 400 décès par jour. Chez l’homme, le cancer du poumon est la
principale cause de décès, suivi par les cancers colorectal et de la prostate. Par contre,
chez la femme, le cancer du sein est la principale cause de décès suivi par les cancers
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colorectal et du poumon. Le traitement du cancer repose principalement sur la chirurgie,
la radiothérapie et la chimiothérapie. Cependant, la lutte contre le cancer est loin d’être
achevée avec les traitements anticancéreux standard présentant des effets secondaires
parfois sévères. Le développement de molécules plus spécifiques est donc nécessaire pour
améliorer l’efficacité et réduire la toxicité des traitements. Dans le cadre de cette thèse,
nous nous sommes intéressés aux nouvelles thérapies anti-angiogéniques pour le traitement
des tumeurs solides.
1.1.1 L’angiogenèse physiologique et tumorale
L’angiogenèse est le processus de formation de nouveaux vaisseaux sanguins
(néovascularisation) à partir de vaisseaux préexistants. Ce phénomène est indispensable
au cours de nombreux processus physiologiques tels que le développement embryonnaire,
l’implantation du placenta, mais aussi pathologiques tels que la croissance des tumeurs
malignes ou le développement des métastases.
Angiogenèse physiologique
Il s’agit d’un constituant fondamental du développement embryonnaire qui est le
résultat de deux processus distincts : la vasculogenèse et l’angiogenèse. Lors de la
vasculogenèse, les cellules précurseurs indifférenciées (angioblastes) chez l’embryon se
différencient en cellules endothéliales, qui prolifèrent et s’assemblent pour donner un
réseau de vaisseaux primitifs et peu fonctionnels. Ensuite, lors de l’angiogenèse, ce dernier
est remodelé en un réseau vasculaire mature comprenant les artères, les veines et les
capillaires (Carmeliet, 2000; Couffinhal et al., 2001). Le terme "angiogenèse" a été
introduit pour la première fois par Hunter en 1787.
Chez l’adulte, le réseau vasculaire est quiescent. Cependant, l’angiogenèse s’observe
physiologiquement dans certaines conditions, par exemple lors du cycle menstruel féminin,
pendant la gestation au niveau de la glande mammaire et du placenta, au cours de
l’inflammation, des processus de réparation tissulaire et lors d’adaptation des tissus à
une hypoxie.
Trois mécanismes sont à l’origine de la formation de nouveaux vaisseaux sanguins
(Conway et al., 2001) : le bourgeonnement des vaisseaux préexistants vers des stimuli
angiogéniques (sprouting), la division en vaisseaux secondaires par invagination des parois
ou l’intussusception (splitting), et la division des vaisseaux préexistants par insertion de
colonnes interstitielles dans leur lumière (bridging). L’angiogenèse par bourgeonnement
(Figure 1.1) est le mécanisme le mieux défini. Dans ce processus, des cellules endothéliales
(CE) sont d’abord activées par les facteurs de croissance liés à leurs récepteurs, ce qui
conduit à la dégradation de la matrice extracellulaire (MEC) et de la membrane basale
entourant les CE. Cela permet aux CE d’envahir la matrice environnante et, par la suite,
11
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Figure 1.1 – Etapes principales de l’angiogenèse par bourgeonnement
Source : Satchi-Fainaro et al. (2006)
de proliférer et de migrer à travers la matrice. Enfin, par polarisation, les CE s’organisent
en structures tubulaires avec une nouvelle lame basale, des germes (sprouts) se connectent
aux vaisseaux voisins, et forment un vaisseau sanguin immature. La stabilisation des ces
vaisseaux immatures est établie par le recrutement de cellules murales et la mise en place
de la MEC (Hillen et Griffioen, 2007).
L’angiogenèse n’est pas contrôlée par un seul facteur mais par un équilibre entre
facteurs pro-angiogéniques (activateurs) et facteurs anti-angiogéniques (inhibiteurs). Les
activateurs angiogéniques sont les enzymes protéolytiques qui interviennent dans la
dégradation de la membrane basale telles que les métalloprotéases matricielles (MMPs),
les facteurs de croissance qui stimulent la migration et la prolifération des CE tels que le
VEGF (Vascular Endothelial Growth Factor) qui est le facteur le plus important, l’EGF
(Epidermal Growth Factor), le PDGF (Platelet Derived Growth Factor), l’IGF (Insulin
Growth Factor), le TNF (Transforming Growth Factor), le FGF (Fibroblast Growth
Factor) et les molécules d’adhésion cellulaire telles que les intégrines, E-sélectine. Les
inhibiteurs angiogéniques sont les inhibiteurs des enzymes protéolytiques tels que l’α2M
(α-2-macroglobuline), les TIMPs (Tissue Inhibitors of Metalloproteinases), le TFPI-2
(Tissue Factor Pathway Inhibitor-2 ) et les inhibiteurs de l’activation des CE tels que
le TSP-1 (thromospondine-1), l’angiostatine, l’endostatine, le PF-4 (Platelet Factor 4 ),
l’IFN-α (Interferon-α).
Angiogenèse tumorale
Le rôle crucial de l’angiogenèse dans la croissance tumorale a été proposé pour la
première fois par Folkman en 1971. L’angiogénèse tumorale correspond à l’apparition
12
Introduction
de nouveaux vaisseaux destinés à répondre aux besoins métaboliques (oxygène et
nutriments) des cellules tumorales et contribue également à leur survie (Folkman, 1971).
En effet, la croissance d’une tumeur solide est fortement dépendante de ce processus
(Folkman, 1972). Contrairement à l’angiogénèse physiologique, l’angiogenèse tumorale
est désorganisée puisqu’elle est constituée de néovaisseaux de constitution anormale
(dilatés, tortueux, et borgnes), immatures (absence de péricytes), responsables d’une
densité vasculaire hétérogène.
L’étape la plus importante du phénomène d’angiogenèse tumorale est le "switch
angiogénique", le passage de l’état "dormant" à une lésion vascularisée, caractérisé par un
déséquilibre entre les facteurs pro-angiogéniques et les facteurs anti-angiogéniques. Cette
angiogenèse résulte de l’interaction entre le cancer et le stroma lorsque la tumeur atteint
la taille critique de 1-2 mm3. Au delà de cette taille, une tumeur solide ne peut croître
sans développer des nouveaux vaisseaux sanguins pour éviter l’hypoxie et l’apoptose des
cellules tumorales.
Dans le cas des tumeurs solides, l’angiogenèse fait intervenir tous les acteurs de
l’angiogenèse physiologiques et aussi des acteurs spécifiques comme les fibroblastes associés
au cancer (CAFs) et les précurseurs endothéliaux circulants issus de la moelle osseuse
(bone-marrow-devried angiogenic cells, BMC). Les principaux facteurs dans les tumeurs
solides sont présentés dans la Figure 1.2 (Ferrara et Kerbel, 2005).
Figure 1.2 – Les principaux facteurs dans les tumeurs solides
Source : Ferrara et Kerbel (2005)
Les cellules tumorales (a) libèrent le VEGF-A et d’autres agents pro-angiogéniques
qui stimulent la prolifération et la migration des CE adjacentes. Les cellules tumorales
libèrent également les facteurs de recrutement des cellules stromales comme le PDGF-A,
13
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le PDGF-C ou le TGF-β. Les cellules du stroma (b) constituent une source supplémentaire
de facteurs pro-angiogéniques, y compris le VEGF-A et le SDF-1 (Stromal Cell-derived
Factor-1 ) qui induisent le recrutement des BMC. Les CE (c) libèrent le PDGF-β
permettant de recruter des péricytes dans la micro-vascularisation.
1.1.2 Le rôle du facteur de croissance de l’endothélium vasculaire
(VEGF) dans la croissance tumorale
La famille du VEGF comprend 6 facteurs de croissance impliqués dans l’angiogenèse :
le VEGF-A dont il existe 6 isoformes, le VEGF-B, le VEGF-C, le VEGF-D, le VEGF-
E et le PlGF (Placenta Growth Factor). Parmi ces facteurs, le VEGF-A est le facteur
le plus important. Il est surexprimé dans la plupart des tumeurs solides et son rôle clé
dans l’angiogenèse tumorale a été démontré dans plusieurs études (Ferrara, 2007).
L’invalidation d’un seul allèle du VEGF-A est associée à une mortalité embryonnaire
provoquée par une vascularisation défectueuse (Ferrara, 2004; Yancopoulos et al.,
2000).
Le rôle du VEGF dans la croissance tumorale est illustré dans la Figure 1.3.
Figure 1.3 – Le rôle du VEGF dans la croissance tumorale
Source : http ://www.illustration-medicale.fr/
Pour exercer ses propriétés angiogéniques, le VEGF se lie principalement à trois
récepteurs à activité tyrosine kinase : le VEGFR-1 dont le rôle précis reste inconnu et
le VEGFR-2 qui est impliqué dans la majorité des effets angiogéniques, le VEGFR-3
qui joue un rôle uniquement dans la lymphangiogenèse. Le VEGFR-1 et le VEGFR-2
sont essentiellement exprimés au niveau des cellules endothéliales vasculaires, alors que le
VEGFR-3 est localisé principalement au niveau des cellules endothéliales lymphatiques.
La fixation du VEGF sur la partie extracellulaire de son récepteur induit la dimérisation et
14
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l’activation de l’activité tyrosine kinase intracellulaire, conduisant à la prolifération et à la
survie cellulaire. Cette activation des CE conduit aussi à la sécrétion de différents facteurs
et enzymes qui sont très utiles à la dégradation de la matrice extracellulaire indispensable
à la prolifération des tubes endothéliaux (Hicklin et Ellis, 2005). L’ensemble de
ces actions biologiques favorise l’angiogenèse et la formation d’un microenvironnement
favorable à la croissance des cellules tumorales.
1.1.3 Les agents anti-angiogéniques
La découverte du VEGF dans l’angiogenèse tumorale en 1989 (Leung et al., 1989)
a conduit au développement d’une nouvelle approche pour le traitement du cancer dite
la thérapie anti-angiogénique. Cette thérapie a attiré l’intérêt de nombreux chercheurs
grâce à des avantages théoriques : (i) elle agit sur les CE de l’environnement péri-tumoral
et non pas sur la cellule tumorale elle-même comme les agents cytotoxiques, (ii) son
spectre d’activité est potentiellement large car l’angiogenèse est un processus rencontré
dans la plupart des tumeurs solides, (iii) sa bonne tolérance car l’angiogenèse physiologique
est un phénomène limité chez l’adulte. A ce jour, l’approche anti-angiogénique la plus
prometteuse est celle ciblant la cascade du VEGF/VEGFR (Holash et al., 2002). Il
existe plusieurs voies d’inhibition de cette cascade : inhibition du ligand (VEGF) (e.g les
anticorps anti-VEGF ou les récepteurs du VEGF soluble), inhibition de ses récepteurs (e.g
les anticorps anti-VEGFR-1 et anti-VEGFR-2) et inhibition du domaine tyrosine kinase
des récepteurs (e.g les inhibiteurs de tyrosine kinase) (Figure 1.4).
Figure 1.4 – Les stratégies d’inhibition de la cascade du VEGF
Source : Ferrara et Kerbel (2005)
Au cours de la dernière décennie, la FDA (Food and Drug Administration, Etats-Unis)
a approuvé huit agents anti-angiogéniques pour le traitement du cancer dont le premier
15
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a été le bévacizumab, un anticorps anti-VEGF qui bloque le VEGF-A, en 2004 (Table
1.1). Un grand nombre d’autres agents anti-angiogéniques sont actuellement en phase III
de développement clinique. Tous les médicaments anti-angiogéniques approuvés sont les
agents anti-VEGF. Le bévacizumab et l’aflibercept bloquent le ligand alors que d’autres
molécules sont des petites molécules qui agissent par inhibition de l’activité de la tyrosine
kinase des récepteurs du VEGF.
Table 1.1 – Les agents anti-angiogéniques approuvés par la FDA pour le traitement du
cancer (2004-2012)
Source : Duda (2012)
La thérapie anti-angiogénique permet de stabiliser la progression de la tumeur, comme
cela a été démontrée dans plusieurs cancers, conduisant à l’amélioration de la survie
sans progression et la survie globale comparé au traitement standard (Rapisarda et
Melillo, 2012; Jain et al., 2009). Malgré ce premier succès, il existe quelques limitations
de l’application de cette stratégie en oncologie. Tout d’abord, ce traitement n’a pas montré
le même avantage dans d’autres cancers avancés par exemple le cancer du sein, le cancer de
l’ovaire, le cancer de la prostate et le cancer pancréatique. Deuxièmement, certains patients
répondent très peu ou pas du tout au traitement anti-angiogénique. Ces résultats peuvent
être liés au développement de résistances extrinsèques et intrinsèques à la thérapie anti-
angiogénique (Bergers et Hanahan, 2008; Kieran et al., 2012). Un des mécanismes de
la résistance extrinsèque est la stimulation d’une cascade alternative de l’angiogenèse, par
exemple celle du facteur de croissance placentaire (PlGF) quand la cascade principale du
VEGF-A est bloquée. A ce jour, il n’existe pas encore de biomarqueurs validés permettant
de surveiller l’efficacité, d’optimiser la posologie, de prédire la toxicité ou la résistance de
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la thérapie anti-VEGF et de sélectionner les patient répondeurs (Jain et al., 2009; Loges
et al., 2010). Cependant, un grand nombre de biomarqueurs systémiques, circulants,
tissulaires et d’imagerie ont été proposés et nécessitent des validations prospectives.
Dans cette thèse, nous avons étudié le mécanisme d’action d’un nouvel anti-
angiogénique, l’aflibercept (également appelé ziv-aflibercept au États-Unis, développé
conjointement par Sanofi et Regeneron Pharmaceuticals) (Chu, 2009). Il s’agit une
protéine de fusion comportant des domaines des récepteurs VEGFR-1 et VEGFR-2 et
une portion Fc de l’immunoglobine G1 humaine (IgG1) (Figure 1.5).
Figure 1.5 – Structure moléculaire de l’aflibercept (VEGF-Trap)
Source : Sophie et al. (2012)
L’aflibercept se fixe au VEGF pour former un complexe (VEGF :aflibercept) dans le
sang et dans l’espace extravasculaire et empêche le VEGF d’interagir avec ses récepteurs
sur les CE. Contrairement au bévacizumab, qui se lie uniquement au VEGF-A et forme
des complexes mutlimériques, l’aflibercept se lie à différentes formes du VEGF-A, mais
également au VEGF-B et au facteur de croissance placentaire (PlGF). L’affinité de
l’aflibercept pour VEGF-A (Kd in vitro = 0.5 pM) est beaucoup plus forte que celle
du bévacizumab (Kd in vitro = 500 pM). En ciblant à la fois le VEGF-A et le PlGF,
l’aflibercept permet probablement de réduire le développement de la résistance aux
thérapies anti-VEGF (Gaya et Tse, 2012).
Les études précliniques chez la souris ont démontré les effets de l’aflibercept sur la
régression capillaire, le rétrécissement des vaisseaux, la cessation du flux sanguin ainsi
que l’apoptose des CE (Baffert et al., 2006). L’inhibition de la croissance tumorale,
l’inhibition des métastases et l’amélioration de la survie ont été observées avec l’aflibercept
dans les xénogreffes de tumeurs de différents cancers (Holash et al., 2002; Eichten
et al., 2012). Les propriétes PK ont été évaluées tout d’abord dans les études de phase
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I chez les volontaires sains après une administration par voie intraveineuse. Selon les
résultats de l’analyse non compartimentale, la PK de l’aflibercept est caractérisée par
une clairance dose dépendente (allant de 1,22 L/jour pour la dose de 1 mg/kg à 0,78
L/jour pour la dose de 4 mg/kg). Le volume de distribution à l’état d’équilibre (Vss) était
environ de 6 L. L’activité antitumorale de l’aflibercept a été étudiée dans des études
de phase I à doses croissantes, de phase II et de phase III, en monothérapie ou en
association avec des chimiothérapies chez les patients atteints du cancer du poumon,
de l’ovaire, du pancréas et du cancer colorectal (Gaya et Tse, 2012). Récemment, il a été
montré que l’administration de l’aflibercept en perfusion intraveineuse à 4 mg/kg toutes
les 2 semaines en combinaison avec le FOLFIRI (5-fluorouracil (5-FU), la leucovorine et
l’irinotécan), améliore la survie globale, la survie sans progression et le taux de réponse
chez les patients atteints du cancer colorectal métastatique préalablement traités avec
l’oxaliplatine (Van Cutsem et al., 2012). Cette indication a récemment été approuvée
comme traitement de deuxième ligne par les agences réglementaires aux États-Unis et en
Europe.
1.2 La modélisation pharmacocinétique (PK) et
pharmacodynamique (PD)
1.2.1 Les relations dose-concentration-effet
Comme précédemment expliqué dans la partie 1.1, les médicaments anti-angiogéniques
offrent une nouvelle thérapie plus efficace pour le traitement du cancer. Possédant une
structure originale, l’aflibercept a une plus forte affinité pour le VEGF-A que d’autres
anticorps monoclonaux et se lie également au VEGF-B et au PlGF. Dans le cadre de
cette thèse, nous avons cherché à mieux comprendre les interactions de l’aflibercept
avec l’organisme, autrement dit les relations entre la dose du produit administré, les
concentrations mesurées et l’effet du médicament (Figure 1.6). La relation entre la dose et
la concentration dans l’organisme est caractérisée par les études pharmacocinétiques (PK)
alors que la relation entre la concentration et son effet sur l’organisme est caractérisée par
les études pharmacodynamiques (PD).
Dans le développement des médicaments, la modélisation PK/PD joue un rôle de plus
en plus important pour mieux étudier les relations dose-concentration-effet (Bonate,
2011; Aarons et al., 2001; Lalonde et al., 2007). Les connaissances acquises aux
précédentes étapes du développement sont intégrées dans un modèle structural régit par un
nombre limité de paramètres qui prennent en compte les processus physiologiques connus.
Une bonne paramétrisation du modèle structural permet de quantifier des paramètres
d’interet physiologique et de mieux utiliser le modèle en mode explicatif (voire dans
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Figure 1.6 – Relations dose-concentration-effet
certaines situations en prédictif).
1.2.2 Les modèles PK
La pharmacocinétique étudie en fonction du temps, les différents processus
d’absorption, de distribution, de métabolisme et d’élimination (ADME) qui gouvernent
le devenir du médicament dans l’organisme auquel il a été administré (Gabrielsson et
Weiner, 1999). La modélisation PK classique consiste à considérer l’organisme comme un
ensemble de compartiments entre lesquels le médicament peut circuler. A titre d’exemple,
la figure 1.7 représente un modèle à un seul compartiment, schématisant le devenir
d’une dose de médicament administrée par voie orale, absorbée depuis l’intestin avec
une constante d’absorption ka vers un unique compartiment de volume V, et éliminée
avec une constante d’élimination kel.
Figure 1.7 – Schéma d’un modèle à un compartiment, avec absorption et élimination
d’ordre 1
Ce schéma permet de représenter l’évolution de la quantité du médicament au
cours du temps A(t) sous forme d’une équation différentielle qui dépend de la fonction
administration du médicament e(t), soit pour le modèle décrit par le schéma 1.7.
dA(t)
dt
= e(t)− kel A(t) (1.1)
Une solution analytique de ce système, si elle existe, peut être utilisée pour formuler
le modèle en une fonction mathématique du temps (Gibaldi et Perrier, 1982) non
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linéaire en ses paramètres PK. Par exemple, l’équation analytique du modèle décrit par







e−kel t − e−ka t) (1.2)
La figure 1.8 présente les profils individuels des concentrations plasmatiques observées
au cours du temps ainsi que le profil "moyen" correspondant pour un médicament
administré par voie orale.
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Figure 1.8 – Profil "moyen" des concentrations plasmatique (ligne continue) sous un
modèle pharmacocinétique à un compartiment d’absorption et d’élimination d’ordre 1,
superposé à différents profils individuels (lignes pointillés), après une dose unique.
Les modèles de disposition liés à une cible thérapeutique
Dans le cadre d’une cinétique linéaire, les constantes de vitesse (élimination,
absorption, distribution) sont indépendantes des doses administrées toute comme les
clairances. C’est-à-dire que les concentrations augmentent proportionnellement à la dose.
Cependant, cette cinétique ne correspond pas aux caractéristiques des produits biologiques
ayant une forte affinité avec la cible thérapeutique, y compris les médicaments anti-
angiogéniques ciblant le VEGF. En effet, la PK de ces agents biologiques devient plus
ou moins non linéaire avec une diminution dose-dépendante du volume de distribution
ou de la clairance car elle est significativement affectée par la liaison médicament-cible
(Mager et Jusko, 2001). Ce phénonème a été baptisé "target-mediated drug disposition"
(TMDD), terme introduit pour la première fois par Levy (1994). Un exemple classique
de TMDD observé sur les données PK chez l’homme est celui des inhibiteurs de l’enzyme
de conversion de l’angiotensine. Mager et Jusko (2001) ont par la suite développé
un modèle général pour les médicaments ayant une pharmacocinétique de type TMDD.
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Ce modèle décrit la voie d’élimination des concentrations plasmatiques du médicament
comme la combinaison d’une élimination d’ordre un depuis le compartiment central
et d’une élimination spécifique liée à la cible. En plus de la pharmacocinétique du
médicament libre (i.e. médicament non lié à son récepteur cible), ce modèle décrit la
production et la dégradation du récepteur, l’association et la dissociation du complexe
médicament-cible (DR) et l’internalisation du complexe DR (Figure 1.9).
Figure 1.9 – Schéma du modèle TMDD général. Source : Mager et Jusko (2001)
Le médicament dans le compartiment central peut se distribuer dans des sites
tissulaires non spécifiques (DT ), s’éliminer du système (kel), ou se lier (kon) à une cible
pharmacologique pour former un complexe médicament-cible (DR). Ce complexe peut
alors soit se dissocier (koff ) soit être internalisé et dégradé (km). La cible sous forme libre
est contrôlée par sa synthèse (ksyn) et sa dégradation (kdeg).
Ce modèle implique plusieurs hypothèses :
– La liaison médicament-cible est un processus de liaison un-à-un simple (non
coopérative ou allostérique)
– La liaison médicament-cible ne se produit que dans le compartiment central
– L’influence de la réponse immunitaire (par exemple, l’apparition de liaison et/ou
neutralisation des anticorps) est négligeable
– Les vitesses de production et de dégradation de la cible sont constantes et elles ne
dépendent pas des concentrations du médicament ou de la cible.
A ce jour, le TMDD s’est révélé le plus pertinent pour expliquer la cinétique des
médicaments biologiques, tels que les anticorps monoclonaux, les cytokines, les facteurs de
croissance, les protéines de fusion, les anticorps à petite molécule conjuguée, les hormones
et des facteurs métaboliques (Gibiansky etGibiansky, 2009). Le modèle TMDD central
est appliqué à plusieurs produits d’origine biologique en modélisant les concentrations
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moyennes du médicament libre, tels que le facteur inhibiteur de la leucémie humaine
recombinante (rh-LIF) (Segrave et al., 2004), l’interféron-β 1a recombinant (Mager
et al., 2003), et l’érythropoïétine recombinante (rHuEPO) (Woo et al., 2007). Il a
également été étendu à un modèle TMDD périphérique Mager (2006) et à un modèle
plus complexe où le médicament se lie à plusieurs cibles (Gibiansky et Gibiansky,
2010a).
Le modèle TMDD complet est toutefois complexe, souvent surparamétré par rapport
aux données disponibles. C’est la raison pour laquelle l’utilisation du modèle TMDD
complet dans la modélisation PK/PD de population reste assez limitée (Gibiansky et
Gibiansky, 2009). En conséquence, plusieurs approximations du modèle TMDD ont été
proposées : QE (quasi equilibrium), QSS (quasi steady state) et MM (Michaelis-Menten)
(Mager et Krzyzanski, 2005; Gibiansky et al., 2008; Gibiansky et Gibiansky,
2010b). L’approximation QE est basée sur l’hypothèse que la liaison médicament-cible
est beaucoup plus rapide que tous les autres processus du système. L’approximation
QSS suppose que le changement des concentrations du complexe est plus lent que le
processus de liaison et l’internalisation. L’approximation MM décrit le système lorsque la
concentration de la cible est petite par rapport à la concentration du médicament libre, ce
qui entraine une saturation complète de la cible. Plus récemment, Gibiansky a proposé une
deuxième approximation, dérivée de l’approximation MM, appelée IB-MM (Irreversible
Binding-MM ) pouvant être utilisée lorsque la constante de vitesse de dissociation est
négligeable (Gibiansky et Gibiansky, 2010b).
1.2.3 Les modèles PD
La pharmacodynamie étudie les effets biochimiques et physiologiques du médicament
sur l’organisme. L’activité biologique de la majorité des médicaments résulte de leurs
interactions avec des récepteurs. Le modèle PD le plus simple est le modèle dit Emax,
postulant un lien direct entre la concentration plasmatique et l’effet. Il consiste à modéliser
les réponses instantanées comme la pression artérielle ou le débit cardiaque. Pour des
mesures ayant une dynamique plus complexe, les modèles PD deviennent de plus en
plus physiologiques et mécanistiques en reliant les processus biologiques, par exemple
les modèles de réponse indirecte (Jusko et Ko, 1994) et les modèles de tolérance
(Gabrielsson et Weiner, 1999).
Dans le cas des médicaments anti-cancéreux, les modèles PD caractérisant l’évolution
de taille de la tumeur au cours du temps sont de plus en plus utilisés pour évaluer
l’efficacité des médicaments. Ce sont des modèles d’inhibition de la croissance tumorale
("Tumor growth inhibition", TGI) qui permettent de modéliser la dynamique des tumeurs.
Plusieurs modèles TGI ont été développés dans la littérature. Le modèle empirique le plus
simple comprend une décroissance exponentielle et une croissance linéaire (Wang et al.,
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2009). Les modèles plus complexes décrivent la dynamique tumorale sous l’exposition du
médicament et ainsi la résistance des tumeurs au traitement (Tham et al., 2008; Claret
et al., 2009; Ribba et al., 2012).
1.3 L’analyse PK/PD de population
1.3.1 Les modèles non linéaires à effets mixtes
L’estimation des paramètres des modèles PK/PD décrits dans la section précédente
peut être réalisée par plusieurs approches. Une première approche basée sur la régression
non linéaire classique consiste à estimer les paramètres pour chaque sujet et puis calculer la
moyenne et la variance de l’ensemble des paramètres individuels estimés (appelée méthode
en deux étapes). Cette méthode requiert un nombre suffisant de données par sujet. Quand
le modèle devient plus complexe, par exemple le modèle TMDD ou le modèle de réponse
indirecte, le mécanisme sous-jacent du médicament ne peut pas être caractérisé par les
données d’une seule dose. Il demande d’ajuster simultanément les données issues de
plusieurs doses, y compris la forte dose qui sature l’effet du médicament. Dans ce cas,
les mêmes paramètres peuvent être estimés pour tous les sujets en supposant une faible
variabilité inter-sujet. Afin de pouvoir modéliser de manière plus pertinente les données
de l’ensemble des sujets, notamment quand peu de données sont disponibles pour chaque
sujet dans les essais cliniques, une approche plus complexe utilisant les modèles non
linéaires à effets mixtes (MNLEM) peut être effectuée.
Cette approche, appelée approche de population, permet d’estimer les paramètres
"moyens" de population ainsi que leur variabilité inter-sujet. Elle permet aussi de
quantifier l’influence des covariables individuelles sur les différents paramètres PK/PD.
Aujourd’hui, l’analyse de population fait l’objet de recommandations de la part des
agences du médicament (EMEA, 1996; Food et Administration, 1999) et fait partie
intégrante du dossier d’autorisation pour un nouveau médicament.
Dans cette thèse, nous avons utilisé cette méthodologie, que nous allons maintenant
détailler, en commençant par les modèles statistiques. Nous noterons N le nombre de
sujets dans l’étude. L’observation yij du sujet i (i = 1, ..., N) au temps de prélèvement j
(j = 1, ..., ni) est décrite par une fonction non linéaire f dépendant du temps tij et du
vecteur des paramètres individuels φi du sujet i :
yij = f(tij,φi) + g(tij,φi)ij (1.3)
Comme la fonction f qui correspond au modèle structural choisi, la fonction g est
une fonction non linéaire des paramètres individuels. Elle représente la forme du modèle
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d’erreur qui peut être un modèle constant g(tij,φi) = a, proportionnel g(tij,φi, ξ) =
bf(tij,φi) ou encore combiné g(tij,φi) = a + bf(tij,φi). Les erreurs résiduelles ij sont
supposées indépendantes et identiquement distribuées selon une distribution gaussienne de
moyenne nulle et de variance 1 (ij ∼ N (0, 1)). Le vecteur de paramètres φi se décompose
en un vecteur d’effets fixes µ, une matrice de covariables Ai avec un vecteur de coefficients
d’effets β et un vecteur d’effets aléatoires individuels ηi qui suit une loi gaussienne de
moyenne nulle et de variance une matrice définie positive Ω. Un modèle exponentiel pour
les effets aléatoires peut être utilisé qui permet d’assurer la positivité des estimateurs des
paramètres pharmacocinétiques.
Le vecteur θ des paramètres de population est constitué des effets fixes (µ), des effets
des covariables (β), de la matrice de variance-covariance Ω et des paramètres du modèle
d’erreur (a et/ou b).
1.3.2 Les méthodes d’estimation
La plupart des méthodes utilisées dans les MNLEM reposent sur l’estimation par le
maximum de vraisemblance (ML) qui maximise la probabilité d’observer les données en
sachant le modèle. Cependant, du fait de la non linéarité de f en ses paramètres, la
vraisemblance n’a pas de solution analytique. Une solution pour résoudre ce problème est
l’approximation de la vraisemblance par linéarisation. Sheiner a développé les premières
méthodes, FO (First Order) qui linéarise le modèle autour de la moyenne des effets
aléatoires (i.e. zéro) et FOCE (First Order Conditional Estimation) reposant sur le
même principe mais linéarisant le modèle autour des estimations des effets aléatoires.
L’algorithme FOCE est implémenté dans le logiciel NONMEM (Sheiner et Beal, 1998),
très largement utilisé dans l’industrie pharmaceutique, et dans la fonction nlme du logiciel
R (R Development Core Team, 2008). Ces méthodes ont cependant tendance à
produire des estimateurs biaisés et peu précis en présence de forte variabilité individuelle
et/ou lorsque le nombre d’observations par sujet croît moins vite que le nombre de
sujets (Ge et al., 2004; Vonesh, 1996).
Une autre alternative pour estimer la vraisemblance sans linéarisation du modèle
est la quadrature adaptative de Gauss (Pinheiro et Bates, 2000) qui utilise des
approximations des intégrales contenues dans la vraisemblance. Cette méthode, mise en
œuvre dans le logiciel SAS, est plus précise et moins biaisée mais nécessite des temps de
calculs plus longs et peut se montrer moins stable.
Plus récemment, l’algorithme SAEM (Stochastic Approximation Expectation
Maximisation) a été développé par Kuhn et Lavielle (2005). Cette méthode est une
version stochastique de l’algorithme EM (Expectation Maximisation) où les paramères
individuels sont considérés comme les valeurs manquantes. L’étape expectation de
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l’algorithme SAEM se décompose en une première étape de simulation de paramètres
individuels par chaînes de Markov de Monte Carlo en utilisant les valeurs courantes des
paramètres puis en une étape d’estimation des statistiques suffisantes de la vraisemblance
des données complètes. La maximisation de ces statistiques suffisantes permet d’obtenir de
nouvelles valeurs des paramètres, utilisés à la première étape de l’itération suivante jusqu’à
convergence de l’algorithme. L’algorithme SAEM ne nécessite donc pas de linéarisation.
Cet algorithme est implémenté dans le logiciel MONOLIX (Lavielle, 2008), dans le
logiciel NONMEM depuis la version 7, dans S-ADAPT depuis la version 1.56 et dans
le logiciel R (package saemix) depuis juillet 2011. Dans cette thèse, nous avons utilisé
l’algorithme SAEM implémenté dans MONOLIX (version 3.2 et puis 4.1).
Après estimation des paramètres de population, des estimations Bayésiennes
empiriques des paramètres individuels du sujet i peuvent être obtenues à partir de la
distribution a priori des paramètres et de la vraisemblance a posteriori pour ce sujet.
1.3.3 Le calcul de l’incertitude des paramètres
En modélisation, on s’intéresse aux paramètres de régression, et on voudrait la plupart
du temps préciser la distribution de l’estimateur des paramètres. L’incertitude associée
à l’estimation des paramètres est, en effet, un des critères principaux utilisés dans
l’évaluation du modèle. Cette incertitude est souvent simplement résumée par l’erreur
standard (SE).
Les SE sont obtenues après l’estimation des paramètres du MNLEM à partir de
l’inverse de la matrice d’information de Fisher (MF), la borne inférieure de la matrice
de variance covariance de tout estimateur non biaisé selon l’inégalité de Rao-Cramer. Ce
calcul est fondé sur l’approximation asymptotique supposant la normalité asymptotique
des estimateurs. Du fait de la non linéarité du modèle, MF n’est pas une solution
analytique et une approximation est donc obtenue, soit par linéarisation au premier ordre
du modèle autour de ses effets aléatoires soit par une approche stochastique reposant sur
le principe de Louis (Louis, 1982) qui relie les fonctions du gradient et hessienne de la
vraisemblance observée et celles de la vraisemblance des données complètes.
1.4 L’approche bootstrap pour l’estimation de
l’incertitude
Les estimations de la précision des paramètres peuvent être biaisées lorsque
l’approximation asymptotique est inappropriée, par exemple lorsque la taille de
l’échantillon est petite. Parfois, elles ne peuvent pas être obtenues lorsque le modèle est
complexe ou le protocole de prélèvement est épars. L’approche bootstrap représente une
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technique alternative pour estimer la SE des paramètres et ainsi fournir l’intervalle de
confiance.
1.4.1 Le principe du bootstrap
Le bootstrap a été introduit par Efron (1979) pour les observations indépendantes et
identiquement distribuées (iid). L’idée princeps du bootstrap consiste à rééchantillonner
avec remise les données observées de façon répétée pour construire la distribution d’un
estimateur ou d’une statistique de test (Efron, 1979; Efron etTibshirani, 1994). Cette
idée est basée sur le principe de plug-in. Soit un échantillon X1, ..., Xn de n observations
iid selon une loi F inconnue et θ(F ) un paramètre que l’on souhaite estimer. Selon le
principe de plug-in, θ(F ) est estimé par θ(Fˆ ), obtenu en remplaçant F par la fonction
de répartition empirique Fˆ calculé sur l’échantillon. Si θ(Fˆ ) ne peut pas être calculé
directement, on peut l’approcher par θ∗(Fˆ ∗) obtenu à partir de B échantillons bootstrap
((X∗1b, ..., X∗nb)b=1,..,B).
En effet, en régénérant un grand nombre d’échantillons analogues aux échantillons
de départ, le rééchantillonnage par bootstrap permet d’approcher la distribution réelle
et inconnue de l’échantillon originel. L’approximation de la distribution bootstrap dans
le cas de la moyenne normalisée (centrée) est plus précise que l’approximation normale
(Shao et Tu, 1995). Cependant, ces propriétés du bootstrap ne sont pas bonnes dans le
cas de distribution à queues lourdes (Hall, 1990).
1.4.2 Les méthodes du bootstrap en régression linéaire
Considérons le modèle de régression linéaire simple suivant,
y = Xβ +  (1.4)
où y est le vecteur de n observations de la variable dépendante, X est la matrice
de dimension n × k de variables indépendantes, β est le vecteur de dimension k de
paramètres inconnus et  répresente le vecteur de dimension n des erreurs résiduelles
supposées indépendantes et identiquement distribuées selon une distribution gaussienne
de moyenne nulle et de variance σ2 (ij ∼ N (0, σ2)).
Après l’ajustement, les résidus sont estimés comme suit :
i = yi −Xiβˆ; i = 1, .., n (1.5)
où βˆ est l’estimateur des moindres carrés ordinaires des paramètres (βˆ = (X′X)−1y).
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L’approche bootstrap permet de préciser la distribution de βˆ. Soit B le nombre
d’échantillons bootstrap à tirer des données originales, un algorithme général du bootstrap
en régression est le suivant :
1. Générer un échantillon bootstrap par rééchantillonnage à partir des données
originales et/ou du modèle estimé
2. Obtenir les estimations pour tous les paramètres du modèle pour l’échantillon
bootstrap
3. Répéter les étapes 1 et 2 B fois pour obtenir la distribution bootstrap des estimations
des paramètres et puis calculer la moyenne/la médiane, l’écart-type et l’intervalle
de confiance à 95% de cette distribution
Plusieurs types de bootstrap ont été proposés pour rééchantillonner les données
(étapes 1) dans le cas de la régression linéaire : le bootstrap par paires, le bootstrap
des résidus, le bootstrap paramétrique et le bootstrap externe (Shao et Tu, 1995;
Davison et Hinkley, 1997; MacKinnon, 2006; Wehrens et al., 2000). Le boostrap
par paires consiste à rééchantillonner avec remise parmi les individus ; c’est la forme la
plus naïve et la plus intuitive, et l’échantillon bootstrap est alors une série de paires (X,y)
provenant de l’échantillon originel. Le bootstrap des résidus consiste à rééchantillonner
les résidus obtenus après un ajustement du modèle. Les résidus peuvent être centrés
avant tirage, et des pondérations ont également été proposées pour corriger une certaine
sous-estimation de la variance. Les résidus rééchantillonnés ∗ seront ensuite additionnés
avec les prédictions du modèle pour construire les données bootstrap : y∗i = Xiβˆ + ∗.
Le bootstrap paramétrique reprend le principe du bootstrap des résidus, mais au lieu de
réechantillonner directement les résidus observés, on simule des résidus dans la distribution
estimée, par exemple la distribution normale. Le bootstrap externe consiste à tirer des
résidus dans une distribution F dont les trois premiers moments sont connus. Différents
choix de F ont été proposés. Lorsque la variance de l’erreur de mesure n’est pas constante,
il est naturel de bootstrapper de préférence sur les résidus standardisés par la variance de
chaque observation (par exemple, pour une variance proportionnelle à l’observation).
1.4.3 Les méthodes du bootstrap dans les modèles non linéaires
à effets mixtes
Dans les MNLEM, trois niveaux de complexité supplémentaires apparaissent par
rapport au bootstrap simple : la présence de données répétées chez un sujet,
l’hétéroscédasticité et la non-linéarité du modèle. Les méthodes de bootstrap classiques
développées en régression linéaire simple devraient être modifiées pour tenir compte
des caractéristiques des MNLEM (Das et Krishen, 1999). Elles doivent respecter le
"vrai" processus générateur de données (data generating process, DGP) (Halimi, 2005) en
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générant deux niveaux de variabilité : la variabilité inter-sujet et la variabilité résiduelle. Le
rééchantillonnage des effets aléatoires obtenus par l’approche bayésienne (des estimations
bayésiennes empiriques) peut être couplé avec le rééchantillonnage des résidus (Halimi,
2005; Das et Krishen, 1999; Van der Leeden et al., 1997; Wu et Zhang, 2002).
Le bootstrap par paires peut être combiné avec le bootstrap des résidus (MacKinnon,
2006). Le rééchantillonnage peut être stratifié pour tenir compte de particularités du jeu
de données, comme par exemple lorsque le jeu de données originel combine des patients
ayant des données riches et des patients ayant des données éparses (ou limitées) ; une
stratification est alors fréquemment utilisée pour éviter de n’inclure dans le jeu de données
bootstrap que des patients en données éparses.
Dans le domaine de PK/PD de population, le bootstrap a été proposé comme
une méthode de validation interne avancée (Ette, 1997). La plupart des applications
PK/PD utilisent la méthode du bootstrap pour évaluer le modèle final en comparant
les estimations asymptotiques des paramètres obtenues pour les données originales avec
celles obtenues par la méthode du bootstrap et estimer leurs erreurs standards et/ou les
intervalles de confiance (Parke et al., 1999; Yafune et Ishiguro, 1999). Bien qu’assez
fréquemment mis en œuvre, le bootstrap par paires n’a pas été formellement évalué, ni
comparé de façon systématique avec d’autres alternatives en PK/PD tels que le bootstrap
des résidus et le bootstrap paramétrique qui semblent le mieux approcher le vrai DGP.
1.5 Objectifs de la thèse
Du fait de la complexité des propriétés PK/PD des médicaments anti-angiogéniques,
nous avons voulu développer des modèles mécanistiques pour étudier le mécanisme
d’action des ces nouveaux médicaments. Nous nous sommes également intéressées à
l’étape d’évaluation du modèle, particulièrement l’incertitude d’estimation des paramètres
obtenus par l’approche bootstrap. Les objectifs principaux de cette thèse sont d’une part
de modéliser la PK et la PD de l’aflibercept (Zaltrapr), un nouvel anti-angiogénique et
d’autre part de développer et comparer différentes approches bootstrap dans le cadre du
modèle non linéaire à effets mixtes par l’intermédiaire d’études de simulation.
Les résultats de la construction du modèle PK pour l’aflibercept libre et lié chez les
volontaires sains sont présentés dans la partie 2.1. Nous avons appliqué ce modèle aux
données issus de 9 essais cliniques chez les patients atteints de cancer, étudié l’influence
de facteurs physiopathologiques sur la PK de l’aflibercept et évalué différents schémas
d’administration par simulation. Ce travail est présenté dans la partie 2.2. Ce modèle PK
nous a amené à développer un modèle PK/PD caractérisant l’inhibition de la croissance
tumorale sous l’effet du complexe aflibercept-VEGF (l’aflibercept lié) chez des patients
atteints du cancer colorectal métastatique dans la partie 2.3.
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En parallèle, nous avons étudié par simulation les performances des différentes
méthodes de bootstrap prenant en compte les caractéristiques des MNLEM avec deux
niveaux de variabilité (inter-sujet et résiduelle) présentées au chapitre 3. La première
simulation a été mise en place d’abord dans le modèle linéaire à effets mixtes, pour lequel
des résultats théoriques existent, avec l’exemple de progression naturelle de la maladie
de Parkinson. Ce travail est présenté dans la partie 3.1 et nous a permis d’éliminer
les méthodes ayant de mauvaises performances et de sélectionner les trois meilleures
méthodes pour les évaluer dans les MNLEM avec l’hétéroscédasticité. Cette deuxième
simulation a été basée sur les données des concentrations de l’aflibercept libre issues de
deux essais cliniques. Ce travail est présenté dans la partie 3.2. Enfin, nous avons appliqué





mécanistiques pour la PK et la PD
d’aflibercept dans le traitement du
cancer
2.1 Développement d’un modèle mécanistique pour la
pharmacocinétique d’aflibercept libre et lié chez les
volontaires sains
2.1.1 Résumé
L’angiogenèse, la croissance de nouveaux vaisseaux sanguins à partir de vaisseaux
préexistants, joue un rôle crucial dans la croissance des tumeurs malignes. Elle est médiée
notamment par le facteur de croissance vasculaire endothélial (VEGF), cible thérapeutique
de nouveaux médicaments anti-angiogéniques comme l’aflibercept (Zaltrapr, développé
conjointement par Regeneron et Sanofi). Il s’agit une protéine de fusion comportant des
domaines des récepteurs VEGFR-1 et VEGFR-2 et une portion Fc de l’immunoglobine G1
humaine. Il bloque le VEGF-A et le VEGF-B ainsi que le facteur de croissance placentaire
(PIGF) et donc l’angiogenèse.
Dans cette première étude, nous avons développé un modèle PK mécanistique pour
l’aflibercept afin de caractériser sa liaison au VEGF et ses propriétés PK chez les
volontaires sains. Les données utilisées sont issues de deux études cliniques de phase I
avec l’aflibercept administré en une seule perfusion intraveineuse de 1, 2 ou 4 mg/kg.
Les concentrations plasmatiques de l’aflibercept libre et lié au cours du temps ont été
analysées par l’approche de modélisation non linéaire à effets mixtes. Dans un premier
temps, nous avons modélisé les données de l’aflibercept libre tout seul et puis dans un
second temps, nous les avons modélisés conjointement avec les données de l’aflibercept
lié. Les modèles TMDD et ses approximations ainsi que le modèle de liaison linéaire ont
été utilisés pour décrire l’évolution des deux entités. Nous avons estimé les paramètres
PK ainsi que leur variabilité inter-sujet en utilisant l’algorithme SAEM implémenté dans
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le logiciel MONOLIX 3.1. Nous avons également pris en compte la présence des données
sous la limite de quantification pour l’aflibercept lié (constituant 32.5% des données)
en utilisant l’algorithme SAEM étendu (Samson et al., 2006). Le test du rapport de
vraisemblance a été utilisé pour distinguer les modèles emboîtés, basé sur la différence en
log-vraisemblance (-2 LL). Pour les modèles non emboîtés, la sélection des modèles a été
basée sur le critère d’information bayésien (BIC). Le meilleur modèle est celui qui a la
plus petite valeur de BIC.
Le meilleur modèle trouvé pour l’aflibercept libre et lié est une approximation de
type Michaelis-Meten (MM) du modèle TMDD comportant deux compartiments pour
l’aflibercept libre, un compartiment pour l’aflibercept lié et une liaison irréversible
de l’aflibercept libre au VEGF dans le compartiment périphérique. Ce modèle décrit
correctement la PK de l’aflibercept. Il caractérise bien son mécanisme d’action sous-jacent
et sa liaison non linéaire au VEGF. A notre connaissance, c’est le premier modèle PK de
population publié basé sur le mécanisme d’action pour un médicament anti-VEGF.
Cette analyse a fait l’objet d’un article publié dans la revue British Journal of Clinical
Pharmacology.
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WHAT IS ALREADY KNOWN ABOUT
THIS SUBJECT
• Anti-angiogenic drugs have been developed
as an effective therapeutic strategy for
inhibiting tumour growth. However, their
pharmacokinetics (PK) and their ligand
inhibition properties have not been well
characterized. The binding to a circulating
target, such as vascular endothelial growth
factor (VEGF), makes the PK of these drugs
more complex.
WHAT THIS STUDY ADDS
• The underlying mechanism of disposition of
aflibercept, where a saturable and high
affinity binding of aflibercept to VEGF was
adequately characterized by the
Michaelis–Menten approximation of a
target-mediated drug distribution model. To
our knowledge, this is the first published
mechanism-based population PK model for
an anti-VEGF drug.
AIM
Aflibercept (VEGF-Trap), a novel anti-angiogenic agent that binds to
VEGF, has been investigated for the treatment of cancer. The aim of this
study was to develop a mechanism-based pharmacokinetic (PK) model
for aflibercept to characterize its binding to VEGF and its PK properties
in healthy subjects.
METHODS
Data from two phase I clinical studies with aflibercept administered as
a single intravenous infusion were included in the analysis. Free and
bound aflibercept concentration-time data were analysed using a
nonlinear mixed-effects modelling approach with MONOLIX 3.1.
RESULTS
The best structural model involved two compartments for free
aflibercept and one for bound aflibercept, with a Michaelis–Menten
type binding of free aflibercept to VEGF from the peripheral
compartment. The typical estimated clearances for free and bound
aflibercept were 0.88 l day-1 and 0.14 l day-1, respectively. The central
volume of distribution of free aflibercept was 4.94 l. The maximum
binding capacity was 0.99 mg day-1 and the concentration of
aflibercept corresponding to half of maximum binding capacity was
2.91 mgml-1. Interindividual variability of model parameters was
moderate, ranging from 13.6% (Vmax) to 49.8% (Q).
CONCLUSION
The present PK model for aflibercept adequately characterizes the
underlying mechanism of disposition of aflibercept and its nonlinear
binding to VEGF.
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Angiogenesis, the development of new blood vessels from
pre-existing vasculature, participates in a variety of physi-
ological processes and disease states [1]. Its critical role in
tumour development and progression was established
30 years ago [2]. This discovery brought a new effective
approach called anti-angiogenic therapy to cancer treat-
ment, which consists in limiting blood supply to tumours
by preventing angiogenesis. The development of new
agents has attracted many researchers’ interest in the
pharmaceutical industry. To date, the best characterized
and most highly validated anti-angiogenic approach
involves targeting the vascular endothelial growth factor
(VEGF) pathway [3].
Vascular endothelial growth factor is the most potent
pro-angiogenic growth factor, promoting the formation of
blood vessels which are required for both normal and neo-
plastic tissue growth [1, 4].VEGF binds to two high-affinity
receptors (VEGFR-1 and VEGFR-2) on endothelial cells.This
binding activates the intrinsic tyrosine kinase activity of
their cytodomains, initiating intracellular signalling.VEGF is
expressed in a large variety of malignant tumours, such as
tumours of the breast,brain, lung and gastrointestinal tract
[5]. Blockade of the VEGF pathway is therefore an effective
therapeutic strategy for inhibiting tumour growth [4–6].
Aflibercept (also called VEGF-Trap, Regeneron
Pharmaceutics/Sanofi-aventis research) is a novel anti-
angiogenic agent that binds to VEGF with a 1:1 ratio and
prevents it from interacting with its receptors. A recombi-
nant fusion protein consisting of the second Ig domain of
VEGFR-1 and the third Ig domain of VEGFR-2 fused to the
Fc portion of human immunoglobin IgG1, it has a higher
affinity for VEGF-A (Kd in vitro = 0.5 pM) than current anti-
VEGF monoclonal antibodies [7–9]. Aflibercept also binds
to VEGF-B and Placental Growth Factor (PlGF), which may
be advantageous in some settings, such as malignant
ascites where PlGF may mediate vascular permeability [9].
Based on the mechanism of action, this drug under-
goes a target-mediated drug disposition (TMDD), a term
used to describe the phenomenon in which drug is bound
with high affinity to its pharmacologic target such that this
interaction is reflected in the pharmacokinetic properties
of the drug.A general PKmodel for drugs exhibiting TMDD
has been developed by Mager et al. [10, 11]. This model
describes the elimination pathway of drug plasma con-
centrations as the combination of first-order elimination
from the central compartment and specific target binding
clearance followed by internalization of the drug–target
complex. It also characterizes the turnover of the target.
The full TMDDmodel is complex and generally overparam-
eterized. The more information we have about free drug,
bound drug and the target, the more TMDD model com-
ponents and parameters can be adequately identified,
although it is yet unclear which elements should be mea-
sured to estimate all the parameters in the full TMDD
model. In order to overcome this problem, several simpler
forms of the TMDD model were proposed [12, 13]. There
are mainly three approximations: quasi equilibrium (QE),
quasi steady-state (QSS) and Michaelis–Menten (MM). The
QE approximation is based on the assumption that the
drug–target binding is much faster than all other system
processes. If the rate of elimination of the complex is not
negligible, the QE approximation is replaced by the QSS
approximation assuming that the drug–target complex
concentration changes more slowly than the binding and
internalization process. The MM approximation describes
the system when the target concentration is small relative
to the free drug concentration and the dosing regimens
result in the target being fully saturated [13].
Pharmacokinetics (PK) of aflibercept were investigated
in healthy subjects after single intravenous (i.v.) doses of 1
to 4 mg kg-1 and a single subcutaneous (s.c.) dose of
2 mg kg-1, in two phase 1 clinical studies as part of the
drug’s clinical development. Both free and bound afliber-
cept concentrations were assayed. The objective of this
analysis was to develop a mechanism-based PK model for
aflibercept in order to characterize its binding to VEGF and
its pharmacokinetic properties in healthy subjects. The
influence of covariate was not assessed in this study due to
the limited number of individuals and their healthy status.
Methods
Study design
The data for the population PK analysis were collected
from two phase 1, monocentric and randomized studies
which were both carried out in healthy male subjects to
assess the PK of aflibercept.The studies were approved by
the independent ethics committees (Pharma-Ethics, South
Africa and Ethik-Kommission der Landesärztekammer
Baden-Württemberg, Germany). They were performed
according to recommendations of the 18th World Health
Congress (Helsinki, 1964) and all applicable amendments.
The volunteers gave their written informed consent after
full explanation of all procedures involved in the studies.
Study 1 was a placebo-controlled, single-dose, sequen-
tial ascending-dose study. Forty-eight subjects were
enrolled in this study and equally divided into four groups:
one group receiving placebo and three groups receiving a
single dose of 1, 2 or 4 mg kg-1 of aflibercept, respectively,
administered as a 1-h i.v. infusion.
Study 2was an open-label,single-dose,crossover study.
Two groups of 20 subjects were included in the study.The
first group received a single i.v.dose of 2 mg kg-1 in the first
period, with a 2-month follow-up period, followed by a
single s.c. dose of 2 mg kg-1 in the second period. The
second group received the s.c. dose first, then the i.v. dose.
The data from s.c. administration in the crossover study
(study 2) were removed from the analysis because this
route of administrationwas not pursued in the subsequent
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clinical development. Moreover, in this study, a carry-over
effect was found and should have been taken into account
in themodelling,but this required themodelling of the s.c.
route. To avoid it and to work on homogenous data, only
the i.v. infusion data in the first period were used in the
population analysis.
Blood sampling schedules
In study 1, blood samples (4 ml) were taken at the follow-
ing times:pre dose, 1 (end of infusion), 2, 4, 6, 8, 12 and 24 h
post start of administration on day 1, then on days 8,15,22,
29, 36 and 43 at the same morning time corresponding to
2 h after the start of infusion on day 1.
In study 2, blood samples (4 ml) were taken at the fol-
lowing times:pre dose,1,2,4,6 and 8 h post start of admin-
istration on day 1, then on days 2,3,5,8,15,2 and 43 of each
period at the same morning time corresponding to 2 h
after the start of infusion on day 1.
Assay method
For both studies, free and bound aflibercept plasma con-
centrations were measured in all samples collected at
Regeneron Pharmaceuticals, Inc. using enzyme-linked
immunosorbent assay (Elisa) method. Blood samples were
collected in tubes (containing 1 ml of citrate buffer, sodium
citrate, and 4.2 mg of citric acid) and were centrifuged at
2000 g for 15 min at room temperature. Plasma was stored
at -20°C until analysed.
In the assay of free aflibercept, human VEGF165 was
initially adsorbed to the surface of a polystyrene solid
support to capture the free aflibercept in the samples. A
mouse monoclonal antibody (reporter antibody), specific
to an epitope on the VEGFR1 domain of aflibercept, was
then bound to the immobilized complex and an enzyme-
linked antibody (peroxidase-conjugated Affinipure goat
anti-mouse IgG Fc-g) was bound to the immobilized
mouse monoclonal complex. A luminal-based substrate
specific for peroxidasewas added to achieve a signal inten-
sity that was directly proportional to the concentration of
free aflibercept. The limit of quantification of free afliber-
cept was 15.6 ng ml-1. The calibration curves ranged from
100 ngml-1 to 1.56 ng ml-1 in twofold serial dilution. The
limit of quantification of free aflibercept was 15.6 ng ml-1.
The inter-day accuracy and precision ranged from 92.24%
to 103.09% and 1.05% to 16.18%, respectively. The intra-
day accuracy and precision ranged from 106.36% to
109.90% and 9.56% to 13.68%, respectively.
In the assay of bound aflibercept, human VEGF165 was
replaced by a non-blocking goat anti-human VEGF anti-
body for capturing the bound aflibercept in subject
samples. The rest of the procedure was similar to the one
used in the assay of free aflibercept. The limit of quantifi-
cation for bound aflibercept was 43.9 ng ml-1. The calibra-
tion curves ranged from 100 ngml-1 to 8.78 ng ml-1 in a 1.5
serial dilution.The inter-day accuracy and precision ranged
from 93.85% to 110.19% and 0.38% to 16.17%, respec-
tively. The intra-day accuracy and precision ranged from
115.70% to 123.34% and 1.09% to 1.58%, respectively.
Population PK analysis
The population PK analysis was performed using the
MONOLIX program (version 3.1) implementing the SAEM
algorithm. The model control files were written using
MLXTRAN script.The early concentrations of bound afliber-
cept were often below the limit of quantification, thus the
censored data of bound aflibercept, representing 32.5% of
data, were taken into account and used for model devel-
opment using the extended SAEM algorithm imple-
mented in MONOLIX as an exact maximum likelihood
estimationmethod [14]. In this algorithm,the left-censored
data are simulated in a right-truncated Gaussian distribu-
tion, instead of being imputed by the LOQ value or half of
the LOQ value.The data of bound aflibercept contains also
some observed concentrations which were reported with
values below the LOQ reported for most of the data (see
bottom left plot in Figure 4).
The database included a total of 56 subjects, with 36
subjects receiving treatments from study 1 and 20 subjects
receiving i.v. infusions in the first period from study 2.
With respect to the law of mass action, the concentrations
of bound aflibercept were converted into equivalent con-
centrations of free aflibercept by multiplying them with
0.717, the ratio of molecular weights between free and
bound aflibercept.The units of free aflibercept and bound
aflibercept concentrations were mgml-1 and mg eqml-1
respectively.
Pharmacokinetic structural model
The following strategy was used to develop the model.
Free aflibercept concentration-time data were first mod-
elled alone. Then, bound concentration-time data were
included for simultaneous modelling.
The structuralmodel for free afliberceptwas developed
by testing the following models: two-compartment or
three-compartment models with first-order and/or MM
elimination.
In the next step, we developed a structural model
including bound aflibercept. The TMDD model with asso-
ciation and dissociation rate constants (kon and koff),
reduced approximate TMDD models and other simpler
models with linear binding constants were used to
describe the joint evolution of the two entities.
Statistical model
Denoting f the function describing the model, the statisti-
cal model for observed concentration Cij of subjects i for
sampling time tij is:
C f tij i ij ij= ( )+θ ε,
where qi is the vector of parameters of subject i and eij is
the residual error.
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The errors eij were assumed to be independent and
normally distributed with a null mean and a heteroscedas-
tic variance s2ij, which was modelled using a combined
additive and proportional model:
σ σ σ θ2ij a p i ij 2,= + ( )( )f t
where sa and sp are additive and proportional coefficients
of the residual error model respectively.
Two alternative residual error models, proportional
model (sa = 0) and additive model (sp = 0) were also evalu-
ated for the residual variability.
The interindividual variability on all parameters was
modelled with an exponential model, e.g. for CL:
CL CLi i,CL= ⋅ ( )exp η
where hi,CL denotes the random effect in subject i, CLi the
individual clearance parameter and CL the typical value of
the population.The use of an exponential model implies a
log-normal distribution for the parameters. The hs (e.g.
hi,CL) are zero mean random variables with variancew2 (e.g.
for CL,w2CL).Thew2s represent the variance of the random
effects. The elements of the interindividual variance-
covariancematrix,W,wasmodelled as diagonal,e.g.assum-
ing no covariance between the hs.
The following strategy was used for model develop-
ment.First, the structural PKmodels were developedwith a
combined residual error model and interindividual vari-
ability on all parameters. Then, the residual error models
were evaluated for the selected structural model. Finally,
the interindividual variability on each parameter was
tested for significance, and the non-significant variability
components were removed one by one starting with the
smallest and least significant estimate.
The log likelihood (LL) was computed using impor-
tance sampling. The likelihood ratio test was used to dis-
criminate between nested models through the difference
in log likelihood (-2 LL). A P-value of 0.05 was considered
statistically significant. For non-nested models, the model
selection was based on the Bayesian information criterion
(BIC). The better model is the one with a smaller value of
BIC [15].
Model evaluation
Internal evaluation of the model was based on goodness-
of-fit (GOF) plots, including plots of observations vs. indi-
vidual and population predictions and plots of normalized
prediction distribution error (NPDE) [16]. A visual predic-
tive check (VPC) was used to assess model predictive per-
formance, based on the simulation of 500 data sets.
Results
Data
The database for population PK analysis contained data
from 56 healthy subjects involved in the two phase 1 clini-
cal studies. A total of 1476 concentrations were used for
model building: 732 concentrations of free aflibercept and
744 concentrations of bound aflibercept of which 242
(32.5%) were below the quantification limit (LOQ =
43.9 ng ml-1 or 0.0314 mg eqml-1).
The pooled concentrations of free aflibercept and
bound aflibercept plotted vs. time are presented in
Figure 1.
The time course of free aflibercept after i.v. infusion of
doses of 1, 2 and 4 mg kg-1 in semi-log scale suggests a
bi-exponential decline with a rapid phase of distribution
followed by a prolonged terminal phase of elimination
regardless of the dose. The time course of bound afliber-
cept suggests a saturable binding phenomenon with the
same observed plateau for the two higher doses.The peaks
of complex occurred sooner for 1 mg kg-1 and later for
doses of 2 and 4 mg kg-1 (around 21 days for both doses).
Free aflibercept modelling
Several models were proposed to characterize the kinetics
of free aflibercept. In the two-compartment model with
first-order elimination, the distribution of post hoc
clearance for three doses showed a dose-dependent clear-
ance, confirming the nonlinear disposition already
observed during non-compartmental analysis. The two-
compartment model with MM elimination was then devel-
oped and showed a better description of data with a
decrease of 33.61 points in -2 LL value. The three-
compartment models with first-order or MM elimination
were also evaluated. They provided a slight decrease in
-2 LL compared with the two-compartment models but
the fitting did not show a significant improvement. The
two-compartment model with MM elimination was there-
fore selected as an adequate structural model for free
aflibercept.
The best residual error for this model was the com-
bined additive and proportional error. The interindividual
variability on Km was not significant.
Free and bound aflibercept modelling
The binding of aflibercept toVEGF and the nonlinear kinet-
ics of free aflibercept suggests that this drug has target-
mediated drug disposition properties.Therefore, theTMDD
model with association and dissociation rate constants (kon
and koff) reduced approximate TMDD models and other
simpler models with linear binding constants were tested.
The MM approximation of the TMDD model developed by
Gibiansky and colleagues [13] was found to be the best
approach to describe the kinetics of both free and bound
aflibercept, while others did not fit the concentrations of
bound correctly and/or had overparameterization issues.
In all of these models, the dissociation rate koff was very
small compared with other constants and very badly
estimated.
The nonlinear central and peripheral binding of this
MM approximateTMDDmodel were tested and compared.
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The nonlinear peripheral binding model was found to
describe the data better than the central binding one
with a smaller value of BIC (2160 vs. 2703) and therefore
was retained as the structural model for free and bound
aflibercept.
The final structural model relating free and bound
aflibercept is shown in Figure 2.
Free aflibercept in plasma distributes first to tissues
then binds to VEGF to form the complex. Binding to VEGF
follows the law of mass action and can be characterized by
a nonlinear form with MM constants (Vmax and Km). The
bound aflibercept (complex) is assumed to be directly
eliminated through internalization (kint) and not through
the dissociation rate constant (koff) which gives back free
aflibercept and free VEGF.The concentration of free afliber-
cept in central compartment (Cp), in the tissue compart-
ment (Ct) and the concentration of bound aflibercept (Cb)
are described by means of differential equations:
dC
dt
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in which kel is the first-order elimination rate constant of
free aflibercept (day-1) from the central compartment, ktp
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Proposed structural models for free and bound aflibercept (two compart-
ments for free aflibercept, one compartment for bound aflibercept) with
binding to VEGF occurring in the peripheral compartment
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and peripheral compartment (day-1), kint is the first-order
rate constant of bound aflibercept internalization (day-1),
Vmax is the maximum binding capacity (mg day-1), Km is the
concentration of free aflibercept corresponding to half of
maximum binding capacity (mgml-1), Vp is the central
volume of distribution of free aflibercept (l), Vt is the
peripheral volume of distribution of free aflibercept and Vb
is the volume of distribution of bound aflibercept (l).More
details concerning the derivation of the model equations
and its relationship to other TMDDmodels proposed in the
literature can be found in the Appendix.
In this model, the volume of bound aflibercept (Vb) and
themaximumbinding capacity (Vmax) were however highly
correlated with a correlation coefficient higher than 0.95,
suggesting identifiability issues. In order to prevent this
problem, the value of Vb was assumed to be equal to the
value of central volume of distribution of free aflibercept
(Vp), corresponding to the hypothesis that free and bound
aflibercept are distributed within the same space in the
plasma compartment. To do so, Vb was fixed to the popu-
lation value of Vp with no interindividual variability, instead
of being estimated.
The best residual error model of bound aflibercept was
the proportional model, while that of free aflibercept was
the combined additive and proportional error model
found in the first step. A combined error model was also
attempted.However, the contribution of the additive error
was negligible and was therefore discarded. The interindi-
vidual variability on the internalization rate constant (kint)
was found to be small (11.9%) and badly estimated. The
likelihood ratio test demonstrated that removing this vari-
ability from the model did not significantly change the fit.
The estimated parameter values for the best model of
free and bound aflibercept are presented in Table 1.
All model parameters were well estimated with relative
standard errors (RSE) <20%. The population estimate of
clearance for free aflibercept was 0.88 l day-1 and the inter-
nalization rate for bound aflibercept was 0.028 day-1,
resulting in a clearance of 0.14 l day-1.Vp for free aflibercept
was 4.94 l. The maximum binding capacity was
0.99 mg day-1 and the estimated concentration of free
aflibercept corresponding to half of maximum binding
capacity was low (2.91 mgml-1).
Interindividual variability for random effects associated
withmodel parameters wasmoderate, ranging from 13.6%
(Vmax) to 49.8% (Q). Residual errors were low for both
free and bound aflibercept with proportional parts of
17.1% and 12.6% respectively. The additive error of free
aflibercept was also small compared with the observed
concentrations.
The goodness-of-fit plots of the best joint model are
shown in Figure 3.The plots of observations vs. population
predictions and observations vs. individual predictions
indicated that the model adequately described the obser-
vations over the dose range. The normalized prediction
distribution error plots, NPDE vs. time and NPDE vs. predic-
tions,showed a symmetric distribution around zero,except
for the early times and the small concentrations of bound
aflibercept. This bias was caused by omitting the NPDE
corresponding to below the quantification limit (BQL)
observations. For BQL data, the metric NPDE has not yet
been developed.
The total number of BQL concentrations of bound
aflibercept predicted by the model was 251 (33.73%), 231
of which corresponded to observed BQL data. This shows
the good agreement between model prediction and
observation for BQL data.
Examples of individual fits taken from two studies with
three doses are shown in Figure 4. The model described
the observed concentrations of free and bound aflibercept
for all subjects quite well.
Figure 5 presents the visual predictive checks for both
free and bound aflibercept. The 80% prediction interval
and median were obtained by simulating 500 data sets
under the final model. In addition, we obtained the 90%
prediction intervals around the median and the upper and
lower boundaries of the interval. Concentrations lower
than the LOQ simulated for free aflibercept at the end
of treatment were replaced by the LOQ (0.0156 mgml-1)
in order to obtain a lower limit for the VPC plots on a
Table 1
1-Parameter estimates for the best free and bound model
Fixed effects Interindividual variability Residual variability
Parameter Estimate (RSE%) w (%) (RSE%) sa (mg ml-1) (RSE%) sp(%) (RSE%)
CL (l day-1) 0.88 (4.0) 28.0 (10) Free aflibercerpt 0.05 (9.0) 17.1(3.0)
Vp (l) 4.94 (4.0) 27.3 (10) Bound aflibercept – 12.6 (4.0)
Q (l day-1) 1.39 (9.0) 49.8 (14)
Vt (l) 2.33 (7.0) 39.8 (14)
Vb (l) 4.94 (=Vp) –
Vmax (mg day-1) 0.99 (5.0) 13.6 (17)
Km (mg ml-1) 2.91 (11) 45.6 (15
kint (day-1) 0.028 (5.0) –
CL: clearance of free aflibercept from central compartment (CL = kel·Vp). Q: intercompartment clearance of free aflibercept (Q = ktp·Vt = kpt·Vp).
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semi-logarithmic scale.The slight misfit for free aflibercept
seen at the last time point may be a consequence of the
number of concentrations near the LOQ, since the median
and upper boundary appear to be very well predicted by
the model. For bound aflibercept, the model slightly
underpredicted median concentration from day 21
onwards but correctly predicted the variability. Thus, the
model described reasonably well the observed concentra-
tions of both free and bound aflibercept.
Discussion
In this study, we report the development of a mechanism-
based model to characterize the population PK of afliber-
cept after a single i.v. infusion of a 2 to 4 mg kg-1 dose to 56
healthy subjects. Free and bound aflibercept plasma con-
centrations were used in the modelling.
We firstmodelled free aflibercept concentrations alone.
Using standard compartmental PK models, we observed a
decrease of clearance for higher concentrations. This was
consistent with previous results from noncompartemental
analyses,which demonstrated that the volume of distribu-
tion of free aflibercept was low and its clearance was dose-
dependent.When dealing with saturable kinetics, themost
common model to consider is MM elimination kinetics,
which was retained as the final model for free aflibercept
during model development. Although such a model has
been successfully applied to describe nonlinear PK of free
aflibercept, it does not represent well the underlying
molecular events such as target binding, internalization
and degradation of the drug. However, the modelling of
free aflibercept helped us get general information about
the model structure: two-compartment kinetics and dose-
dependent clearance. More complex models combining
linear and nonlinear elimination were also tested. They
adequately fitted the data but were not retained as the
final model of free aflibercept according to the statistical
criteria.
The next step of modelling was then to add bound
aflibercept data, which served as a marker of efficacy by
representing the amount ofVEGF bound to aflibercept.The
mechanism of action of this drug suggested the use of
TMDD model. Among several types, the MM approxima-
tion of the TMDDmodel developed by Gibiansky et al. [13]
proved the most appropriate to reflect the kinetics of
aflibercept in our study as free aflibercept concentrations
were much higher than target concentrations and their
binding to VEGF resulted in a fully saturated target. The
relatively low concentration of free circulating VEGF was
confirmed by the range of 19–47 pgml-1 for plasma VEGF
concentrations observed in healthy subjects in a meta-
analysis [17]. In order to model simultaneously both free
and bound drug, the MM equation of bound aflbercept
was added into the system of differential equations. Free
aflibercept is therefore eliminated through two pathways:
non saturable elimination from the central compartment
(kel) and a specific and saturable binding to VEGF, followed
by internalization (kint) of bound aflibercept, which is its
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Figure 5
Visual predictive check (VPC) of free aflibercept in semi-logarithmic scale (A), and bound afibercept in linear scale (B) for the final model.Observed data are
plotted using a solid circle () and censored data are plotted using a star (*).The shaded area and the dotted lines represent the 90% prediction interval and
the predictedmedian of 10th,50th and 90th percentiles of simulated data (n = 500).The solid lines represent the 10th,50th and 90th percentiles of observed
data
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of bound aflibercept could occur predominantly in central
or peripheral compartment. The final PK model was an
approximate TMDD model involving two compartments
for free aflibercept and one compartment for bound
aflibercept, with MM type binding of free aflibercept to
VEGF from the peripheral compartment.
The first-order dissociation rate constant (koff) of the
complex to give back free aflibercept was assumed to be
negligible. Bound aflibercept might dominantly eliminate
by internalization (kint > > koff). This assumption is reason-
able and consistent with the study of Eppler et al. on the
development of a TMDD model for recombinant human
VEGF (rhVEGF) after i.v. administration in patients with
coronary artery disease [18].VEGF binding to its high affin-
ity receptors was concluded as an essentially irreversible
process in vivo.Afliberceptmight have the same properties
because this drug is produced from two high affinity
receptors of aflibercept (VEGFR1 and 2).
Recently, a new derivation of MM approximation of
TMDD, called the irreversible binding MM model has been
proposed by Gibiansky et al. when the dissociation rate
constant is negligible and the free target concentration is
much smaller than the free drug concentration [19]. The
developed model of aflibercept is therefore close to this
new approximation of the TMDD model. The only differ-
ence is that an extra differential equation was added to
describe the evolution of bound drug.The MM parameters
in the finalmodel represent the combinations of theTMDD
model parameters: Vmax = ksyn · VR and Km = KIB = kdeg/kon,
where VR is the volume of distribution of target and KIB,ksyn,
kdeg are the irreversible binding constant, target produc-
tion rate and target degradation rate, respectively.
Although these estimates are not sufficient for the com-
plete description of the full TMDDmodel, they can provide
useful information about the underlying kinetics of drug
and target.
During the model development, the general TMDD
model with kon and koff was also implemented, assuming
that the total target concentration was constant.FreeVEGF
was then the difference between total VEGF and VEGF
binding to aflibercept. This model showed that kon and koff
could not be estimated separately with very small value of
koff and its poor precision. Removing koff resulted in the
model developed by Epper et al. [18], but we obtained
unsatisfactory fits for bound aflibercept, either for central
or peripheral binding to VEGF.A plateau phase after reach-
ing the peak, instead of a decreasing phase was predicted
for bound aflibercept and the predicted peak was lower.
Alternatively, we also evaluated the linear central or
peripheral binding models with a first-order association
rate constant (kon) instead of Vmax and Km.These models did
not describe the observed concentrations of bound
aflibercept well, specifically the decreasing phase which
illustrated the elimination of bound alibercept after reach-
ing the peak was poorly approached.They were also found
less appropriate by statistical criteria.
The nonlinear peripheral binding model was found to
describe better the kinetics of drugs than the central
binding one, which was consistent with the previous
studies on the distribution of VEGF in the body [17]. Large
quantities of VEGF were reported in the extravascular
space of tumour and skeletal muscle [17], suggesting an
important source of endogenous VEGF in the peripheral
compartment and supporting our choice of final model.
The plasma concentrations of bound aflibercept in the
data were assumed to be the same as those in the periph-
eral compartment,with rapid transfer between extravascu-
lar and plasma space.
In the final model, the clearance of bound aflibercept
was found to be 6.3 times lower than that of free afliber-
cept from the central compartment (0.14 l day-1 and
0.88 l day-1, respectively). Both free and bound aflibercept
were eliminated quite slowly.The typical central volume of
distribution of free aflibercept was 4.94 l, indicating that
free aflibercept has a low level of tissue diffusion and that
it circulates mostly in the extravascular spaces.The volume
of distribution of bound aflibercept was close to that of
free aflibercept, which was observed in intermediate
models and was fixed to the mean value of Vp in the final
model due to the problem of identifiability. In the prior
non-compartmental analysis of free aflibercept, the
average clearance was 0.97 l day-1 and the steady-state
volume of distribution was 5.98 l.These values were similar
to those estimated by the modelling approach. Compared
with a similar anti-angiogenic agent, bevacizumab, the
central volume of distribution was close but the clearance
of total aflibercept was nearly four times faster than that of
total bevacizumab [20]. From MM parameters, the produc-
tion rate of VEGF and the irreversible binding constant
were calculated to be 0.99 mg day-1 and 2.91 mgml-1 or
19909 pM, respectively. The irreversible binding constant
was much larger than the in vitro binding affinity Kd
observed for VEGF-A. Such a difference is due to the neg-
ligible value of koff in vivo and it means that the target
degradation rate (kdeg) is significantly faster than the disso-
ciation rate (koff).
The advantage of this study is the availability of drug
concentration data with free and bound forms since they
were separately assayed, which is not the case for many
antibody products. Generally, only total drug, representing
the sum of free and bound was assayed [20–22].The phar-
macokinetic analysis of total drug could not provide a
good explanation of the mechanism of action of the drug,
including the binding to the target; neither was it able to
characterize well its pharmacokinetic profile. For example,
a simple model of two-compartment infusion with first-
order elimination was published for bevacizumab and
squalamine, two anti-angiogenic agents dosed in total
form [20, 21]. The availability of complex data for afliber-
cept helped us to characterize both the linear and non
linear elimination pathways, as well as the complex inter-
nalization, and estimate themechanistic parameters of the
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TMDD system.This could not be achieved using a classical
MMmodel of free drug alone.The concentrations of bound
aflibercept could be considered as pharmacodynamic data
information of this drug. Our model development was in
agreement with the guidelines of modelling for drugs with
TMDD properties as mentioned by Yan et al. [23]. To our
knowledge, the model that we developed is the first
mechanism-based population pharmacokinetic model for
an anti-VEGF drug.
In conclusion, the present PK model for aflibercept
characterizes well the underlying mechanism of dis-
position of aflibercept, where a saturable, high-affinity
binding of aflibercept to its pharmacologic target (VEGF)
is responsible for the observed nonlinear pharmacoki-
netic behaviour of the free drug. Although further studies
will be needed to assess the influence of covariates
because of the limited size of the present sample, this
model helps to understand the properties of afliber-
cept better and provides a useful support for further
studies in patients during the clinical development, in
particular the determination of therapeutic doses using
bound aflibercept concentrations as a marker of VEGF
inhibition.
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APPENDIX: Model development
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where Cp,Ct,Cb,R are the concentrations of free drug in the
central and peripheral compartment, complex (bound
drug) and target, Vp, Vt are the volume of distribution of
free drug in the central and peripheral compartment and
VR, Vb are the volume of distribution of target and bound
drug in the peripheral compartment. kel is the elimination
rate of free drug from central compartment, kon, koff are the
association and dissociation rate constants, kint is the inter-
nalization rate constant of the complex and ksyn,kdeg are the
target production and degradation rates.
To write this general model,we did not assume that the
drug, the target and the bound drug have the same
volume of distribution, and we assumed that the amount
of bound drug created during a unit of time, produced in
the compartment of distribution of the target, is kon · R.Ct ·
VR [10, 11].
When the free drug concentrations are much higher
than target concentrations (C > >R) and their binding
results in a fully saturated target, the full TMDD can be
replaced by the MM approximations of the TMDD model
following the suggestions of Gibiansky et al. [13, 19]. We
explain these approximations for peripheral TMDD
models.
Approximation 1
The first MM approximation of TMDD model was pro-
posed in case of reversible binding, based on the assump-
tions that the drug–target complex is in a quasi-steady-
state or the derivative of the complex concentration, dCb/
dt, is zero [13]. VR and Vb were assumed to be equal to Vt.


























where Rtot is the total concentration of target (Rtot = R + Cb).
We can rearrange the equation for dCt/dt,by expressing
Cb as a function of Ct and using the expression of Kss, yield-
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This new equation dCt/dt therefore includes a MM type
elimination with
V R k K K k k kmax int int;= ⋅ = = +( )tot m ss off on (A6)
If, in addition, the total target concentration Rtot can be
considered constant, Vmax is a constant parameter of the





































When the binding is irreversible, the dissociation binding
rate constant koff = 0 then the TMDD equations simplify:
dC
dt
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The second MM approximation of the TMDD models
was proposed in the case of irreversible binding. It is based
on the assumption that the target is in a quasi steady-state
so that the derivative of target concentration,dR/dt, is zero
[19].

















where KIB is the irreversible binding constant (KIB = kdeg /kon)
and R0 is the target concentration at baseline (R0 = ksyn/kdeg),
which can be obtained assuming steady-state in the differ-
ential equation for R in the absence of drug.
Using this expression for R and noticing that R0 · KIB · kon

























Also, generally, only free drug is measured, so that in
their model, Gibiansky et al. did not take into account the
evolution of the complex (dCb/dt) [19].The TMDD equation
system therefore includes only two equations:
dC
dt



































Application to our study
In our case, the free aflibercept concentrations were much
higher than the target concentrations.We also considered
the evolution of bound aflibercept since the concentra-
tions of bound aflibercept were available and could not be
considered negligible in the system. In addition, the disso-
ciation rate constant was found to be very small during
model development so that irreversible binding and the
negligible change in target concentrations (dR/dt) could
be assumed, which is similar to the assumptions of the
second MM approximation described above.Thus, our dif-
ferential equation system is (A12) to which we add the
equation for dCb/dt from (A8) where koff = 0.
































































Again, we notice a MM elimination for equation dCt/dt,
which enters the equation of dCb/dt as a saturable input.
This equation system can be written with MM param-
eters, which represents our final model:
dC
dt



















































where Vmax = ksyn.VR = Asyn and Km = KIB.
For parameter estimation, the micro constants (kel, kpt,
ktp) can be replaced by the macro constants: Q = ktp · Vt =
kpt · Vp and CL = kel · Vp, where CL is the clearance of free
drug from the central compartment and Q is the intercom-
partment clearance of free drug.
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2.2 Analyse de pharmacocinétique de population
d’aflibercept chez les patients atteints de cancer
2.2.1 Résumé
Dans l’analyse précédente, la PK de l’aflibercept chez les volontaires sains a été bien
caractérisée par l’approximation MM du modèle TMDD avec une liaison irréversible de
l’aflibercept libre au VEGF dans le compartiment périphérique (Thai et al., 2011).
Nous avons voulu appliquer ce modèle aux données de l’aflibercept libre et lié chez
les patients atteints de tumeurs solides afin de caractériser leur PK de population.
Nous avons également examiné l’influence des divers facteurs physiopathologiques et des
chimiothérapies sur leur PK et évalué les schémas posologiques proposés par simulation.
Les données de 9 essais cliniques (3 essais de phase I, 3 essais de phase II et 3 essais
de phase III) avec 1506 patients atteints de cancer recevant l’aflibercept en tant que
monothérapie ou en association avec des chimiothérapies différentes ont été incluses dans
cette analyse. L’aflibercept a été administré par perfusion intraveineuse à des doses allant
de 2 à 7 mg/kg toutes les 2 ou 3 semaines et jusqu’à 9 mg/kg toutes les 3 semaines.
Nous avons utilisé l’algorithme SAEM implémenté dans le logiciel MONOLIX 4.1.2 pour
estimer les paramètres du modèle. Dans un premier temps, nous avons construit le modèle
de base et ensuite construit le modèle avec les covariables en utilisant le test de Wald. La
sélection de covariables d’intérêt a été effectuée par la modélisation au lieu de l’utilisation
des estimations bayésiennes des paramètres individuelles. Par la suite, nous avons utilisé
le modèle final pour simuler les profils des concentrations de l’aflibercept libre et lié pour
plusieurs schémas posologiques différents.
Le modèle développé chez les volontaires sains décrit adéquatement la PK de
l’aflibercept chez les patients. Les paramètres obtenus chez les patients et chez les
volontaires sains sont comparables sauf ceux caractérisant la fixation de l’aflibercept au
VEGF. La clairance et le volume de distribution de l’aflibercept libre augmentent avec le
poids corporel et ils sont plus faibles chez les femmes que chez les hommes. Les patients
avec un taux d’albumine (ALB) faible ou d’alkaline phosphatase (ALK) élevée éliminent
l’aflibercept plus rapidement qu’un patient ayant des taux standards. La relation entre
l’albumine et la clairance pourrait être expliquée par l’interaction entre le récepteur Fc
néonatal (FcRn), de l’immunoglobine (IgG) et de l’albumine (Kuo et Aveson, 2011).
L’étude de Kim et al. (2007) a montré que le FcRn recycle l’albumine, l’IgG endogène,
et des produits biologiques à la base de l’IgG à travers les membranes cellulaires vers la
circulation sanguine. Ainsi, de faibles niveaux d’albumine pourrait refléter une diminution
du nombre de FcRn, et peut être associée à l’élimination plus rapide de l’aflibercept. Notre
analyse a également montré que le cancer du pancréas influence la fixation de l’aflibercept
au VEGF. Des simulations de différentes posologies ont montré que la saturation suffisante
45
Développement des modèles mécanistiques pour la PK et la PD d’aflibercept dans le
traitement du cancer
du VEGF circulant dans l’intervalle posologique a été atteinte avec une dose de 4 mg/kg
toutes les 2 semaines.
L’ensemble de ce travail est décrit dans un article soumis dans la revue Cancer
chemotherapy and pharmacology.
2.2.2 Article 2 (accepté)
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Objective Aflibercept (Zaltrap®) is a novel anti-angiogenic agent that binds to vascular 
endothelial growth factor (VEGF) and inhibits VEGF-dependent tumor growth. We aimed to 
characterize the population pharmacokinetics (PK) of free and bound aflibercept in patients with 
solid tumors, to examine the influence of covariates on their PK and to evaluate the proposed 
dosing regimens by simulation. 
Methods Data from 9 clinical trials with 1506 cancer patients receiving aflibercept (2-9 mg/kg 
every 2 or 3 weeks; 1 hour IV infusion) as a monotherapy or in combination with various 
chemotherapies were included. Free and bound aflibercept concentrations were analyzed using a 
nonlinear mixed-effects modeling approach with MONOLIX 4.1.2.  
Results An approximation of a target mediated-drug disposition model with irreversible binding 
of free aflibercept to VEGF adequately described the PK of free and bound aflibercept. The 
typical estimated clearances for free (CLf) and bound aflibercept (CLb) were 0.88 and 0.19 L/day, 
respectively. The volumes of distribution for free (Vp) and bound (Vb) aflibercept were similar 
(~4 L). CLf and Vp increased with body weight and were lower in women. Patients with low 
albumin (ALB) or high alkaline phosphatase (ALK) had faster CLf compared to a typical patient. 
Pancreatic cancer may be associated with changes in binding of aflibercept to VEGF
.
 Simulations 
of different dosing regimens showed that adequate saturation of circulating VEGF was achieved 
with a dose of 4 mg/kg every 2weeks. 
Conclusions Aflibercept kinetics was most affected by gender, body weight, ALB, ALK and 
pancreatic cancer. Simulations supported the rationale for the recommended dose of 4 mg/kg 
every 2 weeks for aflibercept. 
 





Malignant tumors are dependent on angiogenesis to maintain a source of nutrition and oxygen 
supporting their growth and metastasis [1]. Vascular endothelial growth factor (VEGF) is a 
homodimeric protein that activates two high-affinity receptors on the vascular endothelium 
(VEGFR1 and VEGFR2), promoting the formation of blood vessels that are required for normal 
and neoplastic tissue growth. VEGF has become a major target for anti-angiogenic therapy in 
managing cancers because its overexpression in several tumor types is associated with increased 
tumor vascularity, proliferation, progression, invasion, metastasis, and poor prognosis [2-4]. 
Preclinical studies have shown that inhibition of VEGF results in tumor growth inhibition in 
several human tumor xenografts in the nude mouse model, including colorectal cell lines [5]. 
Aflibercept (known as ziv-aflibercept in the United States; Sanofi, Paris, France, and Regeneron 
Pharmaceuticals, Tarrytown, NY) is a novel antiangiogenic agent [6]. It is a recombinant protein 
consisting of human VEGF receptor extracellular domains (domain 2 from VEGFR1 and domain 
3 from VEGFR2) fused to the Fc portion of human immunoglobulin G1 (IgG1). Aflibercept 
binds to all isoforms of VEGF-A, VEGF-B and to placental growth factor (PlGF) [7]. It interferes 
with the biological actions of VEGF by forming a complex with VEGF in the blood stream and 
extravascular space and preventing it from interacting with its receptors on endothelial cells. The 
affinity of aflibercept for VEGF-A (Kd in vitro = 0.5 pM) is higher than that of anti-VEGF 
monoclonal antibodies, such as bevacizumab (Kd in vitro = 500 pM) [8,9]. 
Preclinical studies in mice have demonstrated the effects of aflibercept on capillary regression, 
narrowing of vessels, blood flow cessation as well as endothelial cell apoptosis [10]. Inhibition of 
tumor growth and tumor angiogenesis, inhibition of metastases and improved survival have been 
observed with aflibercept in tumor xenografts for various cancers [6,11,12]. Phase I dose-
escalation studies, Phase II and Phase III trials have explored the antitumor activity of aflibercept 
as a single agent or in combination with a number of chemotherapy agents/regimens, including in 
patients with non-small cell lung, ovarian, pancreatic and colorectal cancers [6,13-16]. Recently, 
aflibercept at 4 mg/kg every 2 weeks plus FOLFIRI (combination of 5-fluorouracil, leucovorin 
and irinotecan) has been demonstrated to improve overall survival, progression-free survival and 
response rate in patients with metastatic colorectal cancer [17-19].  




During clinical development, data is accrued from different sources, such as phase I trials in 
healthy subjects and phase I to III trials in cancer patients. Modelling pharmacokinetic (PK) data 
allows us to integrate data from different clinical trials to update our knowledge about aflibercept 
and support drug development strategy. Following this approach, a population PK study was 
initiated with the aim of characterising the PK of aflibercept and quantifying parameter changes 
in different populations.  
Previously, we reported the results of a population PK analysis of free and VEGF-bound 
aflibercept in 56 healthy subjects receiving single intravenous (i.v.) doses of 1 to 4 mg/kg 
recruited in two phase I clinical studies [20]. An approximation of a target mediated-drug 
disposition (TMDD) model with Michaelis-Menten (MM) type binding of free aflibercept to 
VEGF in the peripheral compartment was used to describe the PK profile of both free and bound 
aflibercept. This model adequately characterized the nonlinear binding of aflibercept to VEGF in 
this healthy subject population.  
The objectives of this analysis were (i) to characterize the population PK of free and bound 
aflibercept in cancer patients by extending the model developed in healthy subjects; (ii) to 




Patient population and study design 
A total of 9 clinical trials of aflibercept from Phase I to Phase III in 1506 patients with advanced 
solid tumors were included in the population analysis. Aflibercept was used as a single agent in 4 
trials and in combination with cytotoxic chemotherapy regimens in 5 trials. A summary of 
clinical trials included in the analysis is given in Table 1. Phase I trials were conducted in patients 
with various types of solid tumors while Phase II and Phase III trials were conducted in patients 
with ovarian, pancreatic, lung and colorectal cancer. In these studies, aflibercept was 
administered as a 1 hour i.v. infusion at dose levels ranging from 2 to 7 mg/kg every 2 or 3 weeks 
and up to 9 mg/kg in every 3 weeks schedule only. Dose adjustments and/or cycle delays were 




permitted in case of toxicity. An intensive PK sampling scheme was implemented in Phase I 
studies as presented in Table 1. For Phase II and Phase III trials, PK samples were collected pre-
dose and at the end of aflibercept infusion on Day 1 (Cycle 1), then every odd cycle before 
treatment administration and at approximately 30 and 90 days after the last aflibercept treatment. 
All study protocols were in accordance with recommendations of the 18th World Health 
Congress (Helsinki, 1964) and complied with the laws and regulations, as well as any applicable 
guidelines, of the countries where the studies were conducted. All patients gave written informed 
consent.  
Assay method  
For all clinical trials, free aflibercept and bound aflibercept (VEGF:aflibercept complex) plasma 
concentrations were measured using enzyme-linked immunosorbent assay (ELISA) method. The 
anti-drug-antibodies (ADA) were also detected by a titer-based, bridging immunoassay to 
evaluate the potential effect of immunogenicity on the PK of aflibercept. Blood samples were 
collected in tubes (containing 1 mL of citrate buffer, sodium citrate, and 4.2 mg of citric acid) 
and were centrifuged at 2000 g for 15 minutes at room temperature. Plasma was stored at -80°C 
until analyzed. 
In the assay of free aflibercept, human VEGF165 initially adsorbed to the surface of a polystyrene 
solid support was used to capture free aflibercept in the samples and then bound to a mouse anti-
human specific VEGFR-1 monoclonal antibody. After that, the immobilized murine monoclonal 
complex was bound to a goat antimouse IgG antibody conjugated to Horseradish Peroxidase for 
detection. The limit of quantification (LOQ) for free aflibercept in plasma was initially 31.3 
ng/mL (for TED6115/TED6116), and then 15.6 ng/mL (for subsequent studies).  
The assay of bound aflibercept was similar to that of free aflibercept, except for the use of the 
anti-human VEGF165 antibody instead of human VEGF165 a as the capture reagent in the coated 
plate. The LOQ for bound aflibercept in plasma was 43.9 ng/mL.  
Since bound aflibercept contains one molecule of endogenous VEGF and one molecule of 
aflibercept, bound aflibercept concentrations were expressed as free aflibercept equivalents for 




PK analyses using 0.717, the ratio of molecular weights between free and bound aflibercept. The 
units of free and bound aflibercept concentrations were µg/mL and µg.eq/mL, respectively. 
Population pharmacokinetic analysis 
The population PK analysis was performed using a nonlinear mixed-effects modeling approach 
with MONOLIX 4.1.2 [21] implementing the SAEM algorithm [22]. The model control files 
were written using MLXTRAN script. Graphical analyses for model evaluation were performed 
with R 2.14.1. 
Structural model  
The previous population PK analysis of free and bound aflibercept in healthy subjects 
demonstrated that the irreversible MM (IB-MM) approximation of TMDD model was the best 
PK model for aflibercept. This model is shown in Figure 1 and includes 2 compartments for free 
aflibercept, 1 compartment for bound aflibercept and irreversible MM type binding of free 
aflibercept to VEGF in the peripheral compartment [20]. In addition, the dissociation rate 
constant (koff) which gives back free aflibercept and free VEGF was assumed to be negligible and 
is not represented on the Figure 1. The same model was applied to patient data. 
In this model, the concentration of free aflibercept in central compartment (Cp), in tissue 
compartment (Ct) and the concentration of bound aflibercept (Cb) are described by the following 






in which Rinf is the infusion rate, kel (day-1) is the first order elimination rate constant of free 
aflibercept from the central compartment, ktp and kpt (day-1) are the first order rate constants 
between the central and the peripheral compartment, kint (day-1) is the first order rate constant of 





























































Vt (L) is the peripheral volume of distribution of free aflibercept, Vb (L) is the volume of 
distribution of bound aflibercept, Vmax (mg/day) is the maximum binding capacity, Km (µg/mL) is 
the concentration of free aflibercept corresponding to half of maximum binding capacity. 
The clearances of free and bound aflibercept (CLf and CLb) and the intercompartmental clearance 
of free aflibercept (Q) between the central and the peripheral compartments are derived from the 
micro-constant as follows: 
 =  . 	
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The parameters to be estimated in this model are: CLf, Vp, Q, Vt, CLb, Vb, Vmax, and Km. 
Statistical model 
Denoting f the function describing the PK structural model, the statistical model for observed 
concentration Cij of subjects i for sampling time tij is:  
                                                        = ,  +  
where 	is the vector of parameters of subject i and  is the residual error. 
The interindividual variability (IIV) on all parameters was modeled with an exponential model, 
implying a log-normal distribution for the parameters, e.g. for CL: 
                                                            = 	, 
where ηCL,i denotes the random effect in subject i,  CLi the individual clearance parameter and CL 
the typical value of the population. Random effects were assumed to follow a normal distribution 
with zero mean and variance matrix Ω, which was modeled as diagonal. 
The residual variability was modeled using a combined additive and proportional model for both 
free and bound aflibercept. The residual errors for free aflibercept (ε
 free,ij) and bound aflibercept 
(ε bound,ij) are assumed to be independent and normally distributed with mean zero and a 
heteroscedastic variance σ²
 free,ij  and σ² bound,ij  respectively, given by:   
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where σ fa and σ fp are respectively the additive and proportional coefficients of the residual error 
model of free aflibercept; σ ba and σ bp are respectively the additive and proportional coefficients 
of the residual error model of bound aflibercept.  
Estimation of potential interoccasion variability (IOV) was not performed in this analysis because 
the data was very sparse, containing a trough concentration every two cycles for 90% of the 
patients.  
The variability models were investigated. For parameters with an estimated low level of IIV, we 
tested whether IIV could be removed from the model. The likelihood ratio test was used to 
discriminate between variability models through the difference in log likelihood (-2LL), 
computed using important sampling [23]. A p-value of 0.05 was considered statistically 
significant. 
Covariate analysis 
The covariate analysis was performed after obtaining the base model and focused on the main 
parameters describing the PK of free and bound aflibercept and their binding to VEGF: CLf, Vp, 
Vmax, Km and CLb. 
The following covariates were included in the analysis: patient demographics (age, gender, 
weight and ethnicity), laboratory measurements at baseline (albumin (ALB), serum alkaline 
phosphatase (ALK), total bilirubin (BIL), aspartate amino transferase (AST), alanine amino 
transferase (ALT), total protein (TP), and creatinine clearance (CLCR)) and concomitant 
chemotherapy (irinotecan/5-FU/LV in TCD6118, docetaxel in VITAL and TDC6120, 
gemcitabine in VANILLA and FOLFIRI in VELOUR).  
In this work, the effect of study and the effect of cancer type were not tested as these were 
confounded with the effect of chemotherapy (see Table 1). The effect of baseline endogenous 




VEGF concentrations on PK aflibercept would have been interesting to investigate; however the 
large amount of missing values (62% of patients) precluded this as a covariate in the modeling.   
The parameter-covariate relationships were modeled multiplicatively as follows (e.g. for CL):      
                    =  ) *+,*+,-./012
3
,       for continuous covariates 
where β are the regression coefficient to be estimated, 4	5(#	is the median value of 
covariates.  
or          = . 3.*+,,              for dichotomous covariates 4		taking 0 or 1 values 
 
The construction of the covariate model was performed with hypothesis testing using the Wald 
test [24] in two steps: 
- Step 1: For covariate screening, each potential parameter-covariate relationship was included 
one by one in the base model and the parameters were estimated. The significance of a covariate 
effect was then assessed using the Wald test.  
- Step 2: All the significant covariates were included in the base model. The final model was built 
using a backward stepwise procedure by removing the non-significant covariates one by one, 
starting from the full model and removing the effect having the largest non-significant p-value of 
the Wald test. This step was repeated until only significant covariates remain in the model.  
A p-value of 0.05 was considered statistically significant in both steps. 
Model evaluation   
Internal evaluation of the model was based on goodness-of-fit (GOF) plots, including plots of 
observations versus individual and population predictions. Plots of normalized prediction 
distribution error (NPDE) [25,26] versus time since last dose (TimeL) were used to assess model 
predictive performance, based on the simulation of 1000 datasets. The NPDE plots with 95% 
prediction intervals around the 10th, 50th and 90th percentiles were generated using the package 
NPDE 2.0 for R [27]. We also computed the η-shrinkage for each parameter and ε-shrinkage 
separately for free and bound aflibercept data to quantify the amount of information in the 




individual data about the parameters [28]. Model evaluation was performed for both the base 
model and the final model. 
Model-based simulations 
In order to compare the time course of free and bound aflibercept concentrations after different 
dosing regimens (2, 4 or 6 mg/kg q2wk or q3wk), the estimates of the fixed and random effects 
obtained in the final model were used to simulate the steady-state PK profiles of free and VEGF-
bound aflibercept in 1000 virtual patients. To mimic the actual treated population, the covariates 
were obtained by resampling 1000 patients from the 1506 patients in the study and collecting the 
set of covariates characterising each patient. The median bound concentrations of different doses 
for every 2 and 3 weeks regimens were compared to evaluate the optimal dosing regimen for 
achieving VEGF blockade. The median, 5th and 95th percentiles of free and bound aflibercept 
concentrations versus time were plotted for the recommend dose (4 mg/kg q2wk) to confirm the 




The database for this population PK analysis consisted of 1506 patients including 151 patients 
from Phase I studies, 282 patients from Phase II studies and 1073 patients from Phase III studies. 
Patients found to be ADA positive were only found to have low titer levels and ADA positivity 
did not result in any observed impact on aflibercept PK (data not shown). As the result, all ADA 
positive patients (less than 5% of the analysis population) including those found to be ADA 
positive only at baseline were included in this analysis. The characteristics of these patients are 
shown in Table 2.  
 
The majority of patients included in this analysis were Caucasians aged 65 years old and over and 
equally balanced between genders. Almost all the patients had normal renal function (CLCR: >80 
mL/min) or mild renal dysfunction (CLCR: 50-80 mL/min). In this analysis, approximately one 
third of the patients had colorectal cancer, one third had lung cancer and the remaining third had 
other various solid tumors. Most patients received aflibercept in combination with chemotherapy. 




Approximately 90% of patients were recruited in phase II and III studies and had limited 
pharmacokinetic sampling with only one peak and multiple trough concentrations of free and 
bound aflibercept.  
Population pharmacokinetic model building 
Base model development was performed using a data set including 1506 patients with 7916 free 
aflibercept concentrations and 6977 bound aflibercept concentrations greater than LOQ. The 
below quantification limit (BQL) data for free aflibercept (5.7%) and bound aflibercept (17.2%) 
were omitted in this analysis. The concentrations of both free and bound aflibercept were 
measured for 1378 patients while only free aflibercept concentrations were available for 128 
remaining patients. 
The TMDD model with IB-MM approximation previously developed in healthy subjects 
provided an adequate fit to the PK data of both free and bound aflibercept in patients. The IIV on 
maximum binding capacity (Vmax) was found to be small (6%) and poorly estimated. Removing 
the variability for this parameter did not degrade the fit, with even a decrease of 5 points in -2LL 
values, probably as a result of improved model stability and estimation of other parameters. A 
combined additive and proportional residual error was retained for both free and bound 
aflibercept. The parameter estimates of the base model are shown in Table 3. Both fixed and 
random effects were precisely estimated with relative standard errors (RSEs) of less than 22%. 
The η-shrinkage was large for most parameters, reflecting the lack of information in the patients 
with sparse sampling, representing 90% of the subjects in the pooled dataset: CLf (37%), Vp 
(69%), Q (86%), Vt (64%), Vb (73%), Km (95%), CLb (48%). The ε-shrinkage was 23 % for the 
data of free aflibercept and 19% for the data of bound aflibercept.  
Seventeen potential covariates were evaluated for aflibercept by testing them on CLf, Vp, Km, and 
CLb in the base model. They were not tested on Vmax as its IIV was set to zero. Based on the Wald 
test of the univariate analysis using modeling, the following covariates were found to have an 
influence on PK parameters and were considered for inclusion in the model: gender, age, weight, 
CLCR, ALB, ALK, AST, ALT and all the concomitant chemotherapies. Ethnicity appeared to 
have no significant effect on aflibercept PK. After removing non significant covariates one by 




one starting from the full model, the final model was achieved, with parameter estimates and the 
coefficients of all significant covariates presented in the Table 3.  
The parameters in the final model were estimated with reasonable precision:  RSEs ≤ 10% for PK 
parameters, RSEs ≤ 42% for random effects and RSEs ≤ 46% for the coefficients of the 
significant covariates. The PK parameter estimates of the final model were similar to those of the 
base model. In the final model, the typical estimated clearance for free aflibercept was about 4.6 
times faster than that of bound aflibercept (0.88 and 0.19 L/day, respectively). The volumes of 
distribution for free aflibercept (Vp) and bound aflibercept (Vb) were similar (~ 4 L). The 
maximum binding capacity was 0.82 mg/day and the concentration of free aflibercept 
corresponding to half of maximum binding capacity in this patient data set was 1.92 µg/mL.  
The IIV on model parameters was moderate to high, ranging from 22.3% (CLb) to 85.5% (CLf). 
There was a small decrease in the estimates of the variabilities of all parameters, except Q and Vt 
when including covariates in the model. Residual variability was moderate for free aflibercept 
(proportional errors of 32.9%) but low for bound aflibercept (proportional errors of 9.01%).  
The goodness-of-fit plots of the final model with covariates are shown in Figures 2 and 3. The 
plots of observations versus population and individual predictions (Figure 2) indicated that the 
model adequately described the observations despite an underprediction of high concentrations of 
free aflibercept. The plots of NPDE versus time since last dose (timeL) are presented in Figure 3 
for the duration of the study (timeL≤ 22 weeks). Here, NPDE plots are more appropriate than 
VPC (visual predictive check) plots because of the heterogeneity in sample times and doses 
[25,26]. An inset is shown plotting only the data for 6 weeks after the last treatment (timeL≤ 6 
weeks), which was the period of time where most of the observations were collected. The NPDE 
plots showed a symmetric distribution around zero for both free and bound aflibercept. The 
prediction bands indicated good model adequacy except for two issues. First, prediction intervals 
appear to be too large at timeL≥ 14 weeks; this could be an artifact due to the small number of 
measurements late after the last dose. Second, the variability at early times for bound aflibercept 
is underestimated; this could be a consequence of the BQL data not being included in the 
database. Individual plots for free and bound aflibercept are shown in Figure 4 for 4 subjects 
from 4 different studies. For most subjects, the model described reasonably well the observations 
for both free and bound aflibercept.  




Assessment of covariate effects 
The magnitude of the effect of covariates on aflibercept PK parameters in the final model is 
shown in Table 4. Gender, body weight, ALB and ALK had the largest effects on CLf. CLf 
increased 12% for patients with a WT of 99 kg compared to the value of a typical 70 kg male 
subject and was 14% smaller in women compared to men. A patient with low serum ALB 
(normalized ALB of 0.57) would be expected to have 14.06% faster CLf while patients with a 
high concentration of ALK (normalized ALK of 1.01) would have a 14.41% faster CLf compared 
to a patient with median values of ALB and ALK. Gender and body weight also had significant 
effects on Vp with a 14.6% increase for a WT of 99 kg and a 19% decrease in women. 
Conversely, the covariate effects on CLb were very small with less than 10% changes in CLb 
compared to a typical subject, except for the effect of chemotherapy for irinotecan/5-FU/LV with 
a decrease of 12% of CLb. The most important covariate associated with a change in the binding 
kinetics of aflibercept to VEGF, expressed by the irreversible binding constant Km, was observed 
in patients with pancreatic cancer treated with gemcitabine in the study VANILLA. These 
patients had a Km increased by 82% compared to the typical patient receiving aflibercept as a 
monotherapy. A decrease of 20% in Km was also observed in women compared to typical men 
while an increase in Km was also observed in patients with high level of ALT or low level of AST 
compared to the typical patient. However, the high positive correlation between ALT and AST 
implies a small overall effect on Km, with less than 10% of change compared to the typical value 
of 1.92. Combining all the covariate effects on Km explained 31.5 % of the IIV in this parameter. 
For other parameters, the covariate effects explained very little the IIV on their parameters: 
12.2% for CLf, 16.4% for Vp and 5% for CLb. 
Simulation of various dosing regimens 
The final PK model was used to simulate the concentration-time courses at steady-state of free 
and bound aflibercept for 1000 virtual patients receiving 8 doses of 2, 4 or 6 mg/kg every 2 
weeks or 6 doses of 2, 4 or 6 mg/kg every 3 weeks. Figure 5 presents the predicted median 
profiles of bound aflibercept at steady-state for these different dosing regimens. Similar bound 
aflibercept levels were observed between 4 mg/kg and 6 mg/kg for q2wk regimen, indicating 
saturation of binding of aflibercept to circulating VEGF was reached at doses ≥ 4 mg/kg. In 
addition, same bound aflibercept levels were shown between the 4 mg/kg q2wk regimen and the 




6 mg/kg q3wk regimen, suggesting similar saturation of circulating VEGF for these two 
regimens. The predicted steady-state concentrations of free and bound aflibercept are presented in 
Figure 6. It illustrated that the free aflibercept concentrations remain greater than bound 
aflibercept concentrations throughout all the dosing intervals in most patients receiving 4 mg/kg 
q2wk. As aflibercept binds to VEGF with a 1:1 ratio, maintaining free drug concentrations above 
bound drug concentrations throughout the dosing intervals would maximize binding of 
aflibercept to endogenous VEGF. 
Discussion 
In this study, we present a population PK analysis of free and bound aflibercept in 1506 patients 
with advanced solid tumors from 9 clinical trials. Aflibercept was administered intravenously 
every two weeks as a single agent, every two or three weeks in combination with various 
chemotherapy drugs at dose levels ranging from 2 to 7 mg/kg and up to 9 mg/kg in the every 3 
weeks schedule only. The influence of covariate effects on aflibercept pharmacokinetics was 
studied and quantified.  
Based on the mechanism of action, aflibercept exhibits a target-mediated drug disposition 
(TMDD) as the binding of the drug to the target influence the pharmacokinetics of the drug. A 
general TMDD model describes the elimination pathway of drug plasma concentrations as the 
combination of first-order elimination from the central compartment and specific target binding 
clearance followed by internalization of drug-target complex [29]. The binding of the drug to the 
target can occur predominantly in the central or the peripheral compartment [30]. The full TMDD 
model is however complex and generally overparameterised. As a result, several approximations 
of TMDD model have been proposed: quasi equilibrium (QE), quasi steady state (QSS) and 
Michaelis-Menten (MM) [31-33]. The QE approximation is based on the assumption that the 
drug-target binding is much faster than all other system processes. The QSS approximation 
assumes the drug-target complex concentration changes more slowly than the binding and 
internalization process. The MM approximation describes the system when the target 
concentration is small relative to the free drug concentration and the dosing regimens result in the 
target being fully saturated [32]. Recently, a new derivation of MM approximation of TMDD 
model, the irreversible binding MM (IB-MM) model, can be used when the dissociation rate 
constant is negligible [33]. This is the model we used previously in healthy subjects. In this 




model, the MM parameters (Vmax, Km) are related to TMDD model parameters: Vmax=ksyn.VR and 
Km=KIB=kdeg/kon, where VR is the volume of distribution of target and KIB, ksyn, kdeg are the 
irreversible binding constant, target production rate and target degradation rate, respectively [6]. 
In the present study, the same structural model was applied successfully in patients, suggesting 
the similarity in binding kinetics of aflibercept to VEGF in cancer patients and healthy subjects: 
irreversible binding occurring dominantly in the peripheral compartment (extravascular space). 
This is in agreement with large quantities of VEGF in tumors and skeletal muscle [34]. 
Compared to healthy subjects, the population estimates for the clearance of free aflibercept in 
typical 70 kg male cancer patients were the same (0.88 L/hr) while the clearance of bound 
aflibercept was slightly faster (0.14 vs 0.19 L/day). Similar values of Vp and Vb (around 4 L) were 
also observed, indicating a low level of tissue diffusion of aflibercept in both healthy subjects and 
patients. In this analysis, the volume of distribution Vb was correctly estimated with similar value 
to Vp while it had to be fixed to the value of Vp in the analysis of healthy subjects due to 
identifiability issues. The MM parameters (Vmax and Km), reflecting the binding of aflibercept to 
VEGF, were however lower in cancer patients than in healthy subjects (0.82 mg/day and 1.92 
µg/mL vs 0.99 mg/day and 2.91 µg/mL, respectively). These findings were not expected. Km 
should be similar for these two populations and Vmax should be higher in cancer patients because 
of the faster secretion rate of VEGF and larger volume of distribution of VEGF in tumor tissue 
than in healthy tissue [35]. The comparison of binding kinetics between healthy subjects and 
patients is somewhat difficult because the designs and the studied doses were quite different in 
these two populations. The binding parameter estimates obtained in the previous study for 
healthy subjects may be impacted by the lower doses (e.g 1 mg/kg) given as single 
administration, and non available data of bound aflibercept at late time points compared to those 
measured in patients. It may also explain slightly faster clearance estimation for bound 
aflibercept. However, PK findings in healthy volunteers addressed many aspects of general 
clinical pharmacology and helped us to well identify the model structure thanks to homogenous 
data before moving to heterogeneous data pooled from different clinical studies, containing a lot 
of sparse data.  
The covariate screening was performed using the modeling approach rather than using the 
Empirical Bayes Estimates of individual parameters because of the large shrinkage of parameters 




in the base model. A backward stepwise elimination procedure was used to build the final model 
using the Wald test. Among all covariates tested, gender had the largest effects on both CLf and 
Vp while gemcitabine had the largest effect on Km. Body weight also had important effect on CLf 
and Vp. The impact of the correlation between body weight and gender was found to be less 
significant due to the large varibilities in body weight observed in men and women. Moreover, 
the inclusion of both gender and body weight improved the model fit.  
Patients with low serum albumin concentrations or high concentrations of alkaline phosphatase had 
approximately 14% faster CLf and 32% lower exposure to free aflibercept compared to a typical 
patient with normal ALB or ALK. These effects were also found for total bevacizumab [36]. Low 
albumin and high alkaline phosphatase are generally indicative of disease severity and tumor 
burden [36] and may be the underlying cause of this association. In addition, an effect of albumin 
on clearance has been shown in the PK analysis of the monoclonal antibody, infliximab in 
patients with ulcerative colitis [37].  
A finding of note in this study is the important increase (82%) of the irreversible binding constant 
(Km or KIB) found in pancreatic cancer patients treated with gemcitabine in the VANILLA study. 
However, it may be not be reasonable to assume that the affinity of aflibercept for VEFG varies 
from one cancer to another, and this increase may in fact reflect differences in Vmax. Indeed, in the 
first steps of modeling, variability was included in the model for both Vmax and Km, but the former 
was removed because the model was not stable enough and the variability was very small and 
poorly estimated. However, since the correlation between Vmax and Km was very high (0.9), the 
apparent elevated value of Km may indicate a decrease in maximal binding capacity (Vmax) or in 
production rate of VEGF (ksyn). This would be related to the poorly vascularised nature of 
pancreatic tumors [38]. Unlike many other solid tumor types where the formation of new blood 
vessels (angiogenesis) promotes tumor growth by ensuring proper blood supply to the tumor, 
delivering nutrients and oxygen; pancreatic tumors do not need to create new blood vessels. They 
are able to survive with poor vasculature and under very low oxygen conditions, which makes 
drug delivery to pancreatic tumors especially difficult [39]. This has been suggested to be the 
reason why pancreatic cancer patients often have poor response to chemotherapy, even in 
combination with anti-VEGF agents administered intravenously [39,40].  




Although several covariates were found significant in the final model, their contribution to 
aflibercept pharmacokinetics was mostly small with potential changes less than 20% (ranging 
from 3 to 18%) in CLf, CLb and Vp. As a result, the impact on VEGF inhibition would be minimal 
from a pharmacodynamic point of view. Conversely, the change in the maximal binding capacity 
of aflibercept to VEGF in patients with pancreatic cancer was much more important and may 
have contributed to the outcome of the VANILLA study in pancreatic cancer with the 4 mg/kg 
every 2 weeks regimen for aflibercept.  
The final PK model was used to simulate the concentration-time courses of free and VEGF-
bound aflibercept for 1000 virtual patients for different doses of aflibercept. Assuming the level 
of VEGF-bound aflibercept can be used as a marker of VEGF blockade [41], this simulation 
allowed us to confirm the choice of the recommended dose of 4 mg/kg every 2 weeks which is 
sufficient to saturate circulating VEGF in most patients. The developed model can be used to 
simulate and predict the concentration-time profiles of free and bound aflibercept in a patient 
population of interest, for example obese patients and patients with low albumin, with new 
dosing regimens. From a clinical perspective, it would be interesting to model the relationship 
between concentrations and a direct marker of aflibercept efficacy, such as the tumor sizes.   
In summary, the present model adequately described the pharmacokinetics of free and bound 
aflibercept in cancer patients. The most important covariates affecting aflibercept kinetics were 
gender, body weight, ALB, ALK and pancreatic cancer. This model supported the rationale for 
the recommended dose of 4 mg/kg every 2 weeks for aflibercept in colorectal cancer.  
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Table 1. Summary of clinical trials of aflibercept included in the analysis 
 









with PK data 
Phase I           
TED6115/6116: dose-
escalation, solid tumors 
2, 3, 4, 5, 7  q2wk single agent full profile
a 
(n=12-15) 37 
TCD6118: dose-escalation,  
combination, solid tumors 





2, 4, 5, 6, 7, 9  q3wk docetaxel full profile
c 
(n=12) 53 
Phase II      
ARD6122: dose-
escalation, ovarian cancer 
2, 4  q2wk single agent peak (Cycle 1) &  
multiple troughs 175 
ARD6123: NSCLC 4 q2wk single agent peak (Cycle 1) & 
multiple troughs 77 
EFC6125: ovarian cancer  
with ascites 
4 q2wk single agent peak (Cycle 1) & 
multiple troughs 30 
Phase III      
VANILLA: combination, 
pancreatic cancer 
4 q2wk gemcitabine peak (Cycle 1) & 
multiple troughs 204 
VITAL: combination, 
NSCLC 
6 q3wk docetaxel peak (Cycle 1) &  
multiple troughs 370 
VELOUR: combination, 
colorectal cancer 
4 q2wk FOLFIRI peak (Cycle 1) & 
multiple troughs 500 
n: number of sampling times per patient, NSCLC: non small cell lung carcinoma, LV: leucovorin, 5-FU: 5-fluorouracil 




 For study TED6115, samples were taken at pre-dose and at 1, 2, 4, 8, 24, 30, 48, 96, 168 hours post-dose of the first 
administration; pre-dose, post-dose and 7 days post-dose of the second administration. For study TED6116, an extension of 
TED6115, samples were taken prior to and at the end of each cycle in all cohorts and then at the end of the study and 3 
months after the last dose. 
 
bThis study was in 2 parts, part 1 open-label, multicenter, dose-escalation design and part 2 started double-blind, 
multicenter, randomized, parallel group, placebo controlled design. For part 1, samples were taken 5 minutes prior to 
dosing and at 1, 2, 4, 8, 24, 30, and 48 hours, and 7 days after dosing on Day 1 of Cycles 1 and 2. For all subsequent 
cycles, samples were collected 5 minutes prior to dosing, and at the end of aflibercept treatment. For part 2, samples were 
taken 5 minutes prior to dosing for all cycles, and at the end of aflibercept treatment, a final sample was collected. 
cDuring Cycle 1, samples were taken before administration of aflibercept, and at 1, 2, 4, 8, 24 (Day 2), and 48 hours (Day 
3) and 7 (Day 8) and 14 (Day 15) days, after the start of aflibercept infusion. For all subsequent cycles, samples were 
collected only before the administration of aflibercept. 




Table 2. Characteristics of the patient study population at the entrance of the trial 
  
Number of 
 patients (%) Mean ± SD Median (5-95%) 
Patient demographics    
Age (years)  59.3 ± 10.3 60.0 (41.0-75.0) 
Weight (kg)  71.8 ± 16.1 70.0 (49.0-99.1) 
< 50 kg 88 (5.8)   
50-100 kg 1344 (89.2)   
>=100 kg 74 (4.9)   
Sex    
Male 767 (50.9)   
Female 739 (49.1)   
Ethnicity    
Caucasian 1377 (91.4)   
Black 27 (1.8)   
Asian 75 (5.0)   
Other 27 (1.8)   
Laboratory measurements       
Albumin (ALB)*  0.79 ± 0.22 0.80 (0.57-0.97) 
Alkaline phosphatase (ALK)*  1.18 ± 0.94 0.86 (0.42- 3.32) 
Alanine amino transferase (ALT)*  0.70 ± 0.53 0.55 (0.22-1.65) 
Aspartate amino transferase (AST)*  0.88 ± 0.62 0.72 (0.33-2.06) 
Bilirubin (BIL)*  0.51 ± 0.26 0.46 (0.20-1.00) 
Total protein (TP)*  0.88 ± 0.10 0.88 (0.74-1.03) 
Creatitine clearance (CLCR) (mL/min)   89.9 ± 31.5 84.2 (47.9-148) 
Cancer type    
Colorectal 499 (33.1)   
Non-small cell lung 447 (29.7)   
Pancreatic 204 (13.5)   
Ovarian 205 (13.6)   
Other solid tumors 151 (10.0)   
Cancer treatment    
monotherapy 319 (21.2)   
combined chemotherapy 1187 (78.8)   
docetaxel  423 (28.1)   
irinotecan/5-FU /LV 61 (4.1)   
gemcitabine 204 (13.5)   
FOLFIRI 499 (33.1)   
Dose regimen       
4 mg/kg q2wk 939 (62.3)   
6 mg/kg q3wk 399 (26.5)   
other multiple doses 168 (11.1)     
Pharmacokinetic sampling       
Intensive 151 (10.0)   
Peak and trough 1355 (90.0)     
           *The measurements were normalized to the upper normal limit value of each laboratory 




Table 3. Parameter estimates of the base and final model 
     
  Base model Final model 
Parameter Estimate (RSE %) IIV (RSE%) Estimate (RSE %) IIV (RSE %) 
CLf (L/day) 0.85 (2) 35.2 (3) 0.88 (2) 30.9 (3) 
βCLf, female - - -0.15 (16) - 
βCLf, weight - - 0.33 (19) - 
βCLf, CLCR - - 0.18 (20) - 
βCLf, ALB - - -0.39 (14) - 
βCLf, ALK - - 0.10 (18) - 
βCLf, ALT - - -0.06 (30) - 
βCLf, gemcitabine - - 0.09 (37) - 
Vp (L) 3.87 (1) 26.8 (5) 4.35 (2) 22.4 (6) 
βVp, female - - -0.21 (12) - 
βVp, weight - - 0.39 (16) - 
βVp, CLCR - - 0.10 (39) - 
Q (L/day) 1.68 (8) 81.9 (9) 1.49 (9) 85.5 (9) 
Vt (L) 3.75 (5) 64.2 (4) 3.72 (5) 65.8 (4) 
Vb (L) 3.92 (10) 29.1 (5) 4.14 (10) 27.5 (6) 
Vmax (mg/day) 0.77 (10) - 0.82 (10) - 
Km (µg/mL) 1.79 (7) 41.2 (22) 1.92 (9) 28.2 (42) 
βKm, female - - -0.23 (35) - 
βKm, ALT - - 0.26 (46) - 
βKm,AST - - -0.26 (37) - 
βKm, gemcitabine - - 0.60 (17) - 
CLb (L/day) 0.18 (10) 23.5 (3) 0.19 (10) 22.3 (3) 
βCLb,age - - 0.18 (26) - 
βCLb,CLCR - - 0.09 (31) - 
βCLf, ALB - - -0.13 (33) - 
βCLf,ALT - - -0.08 (27) - 
                       βCLf, irinotecan/5-FU/LV - - -0.13 (26) - 
βCLf, docetaxel - - 0.06 (30) - 
           σfa  (µg/mL) 0.04 (6) - 0.04 (6) - 
           σfp (%) 32.90 (1) - 32.80 (1) - 
           σba (µg.eq/mL) 0.34 (2) - 0.34 (2) - 
           σbp (%) 9.01 (4) - 9.04 (4) - 
 




Table 4. Assessment of covariate effects on aflibercept pharmacokinetic parameters  
 
















patient*  0.88  4.35  1.92  0.19  
Sex Female 0.76 -14.1 3.53 -18.9 1.53 -20.2 -  
WT 5%: 49 0.79 -11.0 3.78 -13.1 -  -  
 95%: 99.1 1.00 12.0 4.99 14.6     
Age 5%: 41 -  -  -  0.18 -6.6 
 95%: 75       0.20 4.1 
CLCR 5%: 47.9 0.80 -9.3 4.13 -5.1 -  0.18 -4.6 
 95%: 148.1 0.98 11.2 4.60 5.9   0.20 5.2 
ALB 5%: 0.57 1.00 14.1 -  -  0.20 4.6 
 95%: 0.965 0.82 -7.0     0.19 -2.5 
ALK 5%: 0.423 0.82 -7.0 -  -  -  
 95%: 3.233 1.01 14.4       
ALT 5%: 0.222 0.93 5.8 -  1.52 -20.6 0.20 7.6 
 95%: 1.646 0.82 -6.6   2.54 32.5 0.17 -8.5 
AST 5%: 0.333 -  -  2.35 22.3 -  
 95%: 2.058     1.46 -24.0   
Combination gemcitabine 0.96 9.2 -  3.49 82.0 -  
 
irinotecan/ 
5-FU/LV -  -  -  0.17 -12.5 
 docetaxel -  -  -  0.20 6.5 
*: male, 60 years, 70 kg, normalized ALB of 0.80, normalized ALK of 0.86, normalized ALT of 0.55, normalized 
AST of 0.72, CLCR of 82.2 mL/min, receiving aflibercept as a monotherapy 
†: 
 theoretical effect (% change with respect to the typical value) of the covariate considered alone, the other covariate 
being set to its median value 














Proposed structural model for free and bound aflibercept. Free aflibercept in plasma distributes 
first to tissues then binds to VEGF to form a complex. Binding to VEGF occurs in the peripheral 
compartment, follows the law of mass action and can be characterised by a nonlinear equation 
with MM constants (Vmax, Km). Bound aflibercept (complex) is assumed to be directly eliminated 
through internalisation (kint). 
 
Figure 2  
Goodness-of-fit plots: (top) observed versus predicted concentrations for free aflibercept; 
(bottom) observed versus predicted concentrations for bound aflibercept. The plots on the left 
present observed versus the population predicted concentration (PRED) while the plots on the 
right present observed versus individual predicted concentrations (IPRED). One outlier was 
removed from the plots. 
 
Figure 3  
Normalised prediction distribution error (NPDE) vs time since last dose (TimeL) for free 
aflibercept (top) and bound aflibercept (bottom) with 95% prediction intervals around the the 
10th, 50th ,90th percentiles. NPDE plots for TimeL ≤ 22 weeks are presented in the left and for 
TimeL ≤ 6 weeks in the right. Observed data are plotted using a circle (◦). The solid line 
represents the 10th, 50th and 90th percentiles of the npde corresponding to observed data. The 
shaded area represents 95% prediction intervals for the selected percentiles (pink for 50th 
percentiles and blue for others). 
 
Figure 4 
Examples of individual fits of free and bound aflibercept for 4 subjects in different studies. From 
left to right: study TED6115 (phase I), study ARD6123 (phase II), study Vital (phase III), and 
study VELOUR (phase III). Fits for free aflibercept are presented in the top, bound afibercept in 
the bottom. Observed data are plotted using a circle (◦). The line (−) represents the prediction of 
model. 






Predicted median profiles of bound aflibercept at steady-state with different dosing regimens (2, 




Predicted steady-state concentrations of free aflibercept (left y-axis) and bound aflibercept (right 
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Développement des modèles mécanistiques pour la PK et la PD d’aflibercept dans le
traitement du cancer
2.3 Modélisation des données longitudinales de réponse
tumorale et de l’exposition à l’aflibercept chez les
patients atteints de cancer du côlon
2.3.1 Résumé
La modélisation PK dans des travaux précédents nous a permis de caractériser le
mécanisme sous-jacent de l’aflibercept sur le VEGF chez les patients atteints de cancer.
Grâce aux concentrations de l’aflibercept lié, elle a également permis de déterminer
les schémas d’administration qui commencent à saturer le VEGF. Cependant, les
concentrations de l’aflibercept lié mesurées dans plasma ne sont qu’un faible biomarqueur
PD de l’efficacité du produit. Selon son méchanisme d’action, l’aflibercept agit en
diminuant la vascularisation de la tumeur et donc sa capacité de grossir. De ce fait,
la croissance de la tumeur est pour ce produit une mesure PD plus approprié pour rendre
compte de son activité. Nous avons ensuite, dans ce travail, développé un modèle PD
caractérisant l’effet de l’aflibercept sur la croissance tumorale pour mieux évaluer son
efficacité.
Pour ce faire, nous avons utilisé les données longitudinales de la taille de la tumeur
issues de l’étude VELOUR. C’était une étude de phase III multicentrique, randomisée,
contrôlée par placebo dans le but de comparer l’efficacité de l’aflibercept par rapport
au placebo en association avec la chimiothéparie FOLFIRI (5-FU, la leucovorine et
l’irinotécan) chez des patients atteints de cancer colorectal métastatique préalablement
traités avec l’oxaliplatine. Les patients ont été randomisés pour recevoir soit l’aflibercept
(4 mg/kg par voie intraveineuse) soit un placebo toutes les 2 semaines en association avec
FOLFIRI. Un total de 1069 patients, ayant eu au moins une évaluation de la tumeur
avant (baseline) et après le début du traitement, ont été inclus dans l’analyse avec 529
patients dans le groupe de l’aflibercept (l’aflibercept + FOLFIRI) et 540 patients dans
le groupe de référence (placebo + FOLFIRI). La construction du modèle a été basée sur
le modèle d’inhibition de la croissance tumorale (TGI) développé par Claret et al pour
le bévacizumab chez les patients atteints du cancer colorectal (Claret et al., 2009).
Ce modèle prend en compte la dynamique tumorale, l’effet du médicament antitumoral
et la résistance à l’effet du médicament. Pour tenir compte du mécanisme d’action de
l’aflibercept et du FOLFIRI, nous avons supposé que FOLFIRI stimule la dégradation
des cellules tumorales (effet sur le paramètre KD représentant la vitesse de disparition
des cellules tumorales) tandis que l’aflibercept lié (le complexe aflibercept-VEGF) inhibe
la croissance des cellules tumorales (effet sur le paramètres KL représentant la vitesse de
croissance tumorale). L’aflibercept libre n’est pas pris en compte dans le modèle d’effet
mais il sert à générer la PK du lié. Une approche de modélisation PK/PD séquentielle
a été utilisée pour les données pharmacocinétiques de l’aflibercept. Les paramètres
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individuels des patients dans les données VELOUR ont été calculés à partir du modèle
TMDD développé dans l’analyse pharmacocinétique de population précédente avec les
données issues de 9 essais cliniques. Ils ont ensuite été utilisés pour simuler les profils de
concentrations de l’aflibercept lié. La prise en compte de l’effet FOLFIRI a été introduite
différemment dans le modèle en l’absence de données PK de la combinaison 5-fluorouracile,
la leucovorine et l’irinotécan. Le FOLFIRI a été considéré comme un médicament virtuel
et son historique de doses a été introduit dans le modèle TGI en utilisant une approche
de modélisation K-PD (kinetic-pharmacodynamic). Un modèle monocompartimental iv
bolus virtuel a été supposé pour la PK du FOLFIRI.
Ce modèle TGI a décrit correctement l’évolution de la taille de la tumeur dans le
groupe de l’aflibercept et dans le groupe de référence (placebo). Cependant, les données
de sortie d’étude n’ont été prises en compte ni modélisées dans ce modèle. Cela pourrait
biaiser les estimations des paramètres. La prochaine étape consisterait à les prendre en
compte par modélisation conjointe des données longitudinales et des données de survie.
Ce travail est présenté dans un rapport technique.
2.3.2 Rapport technique
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Longitudinal PK/PD modeling of tumor response and exposure to 





Evaluation of treatment efficacy using the longitudinal tumor size models has become 
important for the development of antitumor drugs [1-3]. Several models of tumor growth 
inhibition (TGI) have been developed, from the simple empirical model with mixed 
exponential-decay (shrinkage) and linear-growth (progression) components [2] to complex 
tumor dynamics models incorporating drug and disease-specific parameters [4-6]. In 
colorectal cancer, a semi-mechanistic exposure-driven TGI model was able to use the data of 
tumor dynamics on a phase II trial of capecitabine to predict overall survival in a subsequent 
phase III trial [5]. Recently, a simplified version of this TGI model assuming constant 
exposure over time was used to capture treatment effect and predict survival from two phase 
III studies comparing bevacizumab plus chemotherapy versus chemotherapy [7]. Neither the 
PK data nor dosing intensity history of the treatment was modeled in the simplified model.  
 
Aflibercept (Zaltrap®) is a fusion protein consisting of human vascular endothelial growth 
factor (VEGF) receptor extracellular domains (domain 2 from VEGFR1 and domain 3 from 
VEGFR2) fused to the Fc portion of human Immunoglobulin G1 (IgG1). It interferes with the 
biological actions of VEGF by forming a complex with VEGF in the blood stream and 
extravascular space and preventing it from interacting with its receptors on endothelial cells. 
As an alternative strategy for inhibiting tumor growth, this novel antiangiogenic agent is 
being developed worldwide for the potential treatment of solid tumors [8,9]. The VELOUR 
Phase III trial evaluating aflibercept as a second-line treatment for metastatic colorectal 
cancer (aflibercept in combination with FOLFIRI (leucovorin, 5-fluorouracil, and irinotecan) 
versus FOLFIRI plus placebo has demonstrated the benefits of aflibercept on progression-free 
survival and overall survival [10]. This indication has been recently approved in the United 
States and Europe.  
 
In previous studies, the pharmacokinetics (PK) of aflibercept and its binding to VEGF were 
well characterized by a target-mediated drug disposition (TMDD) model with irreversible 
Michaelis-Menten binding in healthy subjects [11] and patients with advanced solid tumor 
[12]. This model allowed predicting the individual concentrations of free and bound 
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aflibercept of the patients in the VELOUR trial. However, the pharmacodynamic (PD) aspects 
of aflibercept in colorectal cancer, especially the relation between the PK, the binding to 
VEGF and the effect on tumor growth, which may help to predict the efficacy of aflibercept 
have not been studied yet. The objective of this analysis was to develop a longitudinal PK/PD 







As described in [10], the VELOUR trial was a multicenter, randomized, placebo-controlled 
Phase III trial with the goal of comparing the efficacy of aflibercept versus placebo in 
combination with the FOLFIRI regimen as second-line treatment for patients with metastatic 
colorectal cancer (MCRC) previously treated with oxaliplatin. Patients were randomized to 
receive either aflibercept (4 mg/kg intravenously, 612 patients) or placebo (614 patients) 
every 2 weeks in combination with FOLFIRI. The primary endpoint was overall survival 
(OS). Secondary endpoints included progression free survival (PFS), overall response rate 
(RR), toxicity, immunogenicity and PK of aflibercept. Dose adjustments for each treatment 
group and/or cycle delays were permitted in the event of toxicity.  
 
A total of 1069 patients with at least one tumor evaluation after the baseline were included in 
the analysis with 529 patients in the aflibercept group (aflibercept+FOLFIRI) and 540 patients 
in the reference group (placebo+FOLFIRI).  
 
PK /PD sample collection 
 
Plasma samples for the assessment of aflibercept PK were collected pre-dose, at the end of the 
infusion of the first cycle, then, prior to administration of study treatment in each odd 
numbered cycle and approximately 30 and 90 days after the last infusion of 
aflibercept/placebo. Free and VEGF-bound aflibercept concentrations were measured by a 
validated enzyme linked immunosorbent assay (ELISA) method.  
 
For the assessment of tumor response, tumor imaging using magnetic resonance imaging 
technique (MRI) was performed prior to each treatment administration (baseline), then every 
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6 weeks during the treatment period and approximately 30 days after the last infusion of 
aflibercept/placebo. The sums of longest diameter of the target lesions were used as the 
continuous drug-response data for PD modeling.  
 
Population PK model for aflibercept 
 
A TMDD model with irreversible binding Michaelis-Menten approximation was used to 
describe the plasma concentrations of free and VEGF-bound aflibercept versus time data 
collected from 9 Phase I-III clinical trials including the VELOUR trial [12]. With very limited 
PK sample collection, the data of the VELOUR trial was too sparse to be modeled alone. This 
structural model is shown in Figure 1.  
 
Figure 1. PK model for free and VEGF-bound aflibercept 
In this model, the concentration of free aflibercept in central compartment (Cp), in tissue 
compartment (Ct) and the concentration of bound aflibercept (Cb) are described by the 
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where Rinf is the infusion rate, kel (day-1) is the first order elimination rate constant of free 
aflibercept from the central compartment, ktp and kpt (day-1) are the first order rate constants 
between the central and the peripheral compartment, kint (day-1) is the first order rate constant 
of bound aflibercept internalization, Vp (L) is the central volume of distribution of free 
aflibercept, Vt (L) is the peripheral volume of distribution of free aflibercept, Vb (L) is the 
volume of distribution of bound aflibercept, Vmax (mg/day) is the maximum binding capacity, 
Km (µg/mL) is the concentration of free aflibercept corresponding to half of the maximum 
binding capacity. 
The clearances of free and bound aflibercept (CLf and CLb) and the intercompartmental 
clearance of free aflibercept (Q) between the central and the peripheral compartments are 
derived from the micro-constant as follows: 
 
 = . 	
 
 =  . 	 
 = 




The parameters to be estimated in this model are: CLf, Vp, Q, Vt, CLb, Vb, Vmax, and Km. 
 
With respect to the law of mass action, the concentrations of bound aflibercept were 
converted into equivalent concentrations of free aflibercept by multiplying them with 0.717, 
the ratio of molecular weights between free and bound aflibercept. The units of free 
aflibercept and bound aflibercept concentrations were µg/mL and µg.eq/mL respectively. 
 
An exponential interindividual model implying a log-normal distribution was included on all 
parameters except Vmax. The variance-covariance matrix was modeled using a diagonal 
matrix. The residual variability was modeled using a combined additive and proportional 
model for both free and VEGF-bound aflibercept. 
The covariate analysis was performed after obtaining the base model and focused on the main 
parameters describing the PK of free and VEGF-bound aflibercept and their binding to 
VEGF: CLf, Vp, Vmax, Km and CLb.  We found that CLf and Vp increased with body weight. 
Patients with low serum albumin (ALB) or high serum alkaline phosphatase (ALK) had 
approximately 14% faster CLf compared to a typical patient. Compared to men, women had 
14.1 % slower CLf, 18.9 % lower Vp and 20.2 % lower Km. Pancreatic cancer patients 
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(confounded with effect of gemcitabline) had 82% larger Km. The contribution of these 
covariates on explaining the variability of PK parameters was however small.  
 
The individual PK parameters for patients in the VELOUR trial were obtained as post hoc 
estimates from the final PK model with covariates for these 9 clinical phase I-III trials. For the 
evaluable patients without PK data, their PK parameters were calculated using the typical PK 
parameters and their own covariates. 
 
Kinetic-pharmacodynamic (K-PD) model for FOLFIRI 
 
Due to lack of PK data, the dosing history of FOLFIRI was modeled using a kinetic-
pharmacodynamic (K-PD) approach [13]. Three drugs in the chemotherapy (leucovorin, 5-
fluorouracil, and irinotecan) were not modeled separately. FOLFIRI was considered as a 
whole drug with the virtual dose calculated as the sum of doses of three drugs. The PK of 
FOLFIRI is then described by a simple virtual one-compartment model (aimed to represent 
the biophase) with bolus input. Parameter for this model is the elimination rate constant from 
the virtual compartment (
), which describes the equilibrium between the rate of dose 
administration and the observed effect. 
 
Population PK/PD model  
 
A tumor growth inhibition (TGI) model accounting for the dynamics of tumor growth, 
antitumor drug effect and resistance to drug effect was developed by Claret et al [5]. This 
model is described by the differential equation below: 
 
()
 =  .  −  .  !"(). "
#$. 													(0) = ' 
 
where  is the tumor size at time ,  ' is the baseline tumor size,  is the tumor growth 
rate,  is the drug constant-cell-kill rate, ( is the rate constant of resistance appearance and 
exposure (t) is the drug exposure at time . 
 
A mechanism-based PK/PD model inspired from the above TGI model was proposed to 
describe the underlying disease progression and exposure-driven drug effect of both 
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aflibercept and FOLFIRI on tumor size over time. According to the mechanism of action, 
aflibercept effect was identified by its inhibition on the tumor growth rate  whereas 
FOLFIRI effect was identified by its stimulation of the tumor cell kill rate . The structural 




Figure 2. The structure PK/PD model for tumor size 
 
In this model, the exposure of aflibercept which inhibits the tumor growth rate is given by the 
VEGF-bound aflibercept concentrations (Cb) which were calculated using the individual PK 
parameters (sequential PK/PD modeling approach). The exposure of FOLFIRI which 
stimulates the tumor cell-kill rate is given by a virtual infusion rate ()*) from dosing 
compartment of FOLFIRI, expressed in drug amount of FOLFIRI (+) per time unit.   
 















 =  . ,1 −

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(0) = ' 
 
where )/' is the concentration of bound aflibercept corresponding to half of effect of 
aflibercept in controlling the tumor growth and 
 is the elimination rate from the virtual 
compartment.   
 
The use of free aflibercept concentrations instead of bound aflibercept concentrations was 
also investigated in this study.  
 
Due to the difficulty to identify all the parameters of the model, we initially chose to fix the 

  parameter to 1.73 week-1. This value allows the effect of FOLFIRI not to be accumulated 
after a 2 week dosing interval which is equal to 5 times of the virtual half-life.  
 
An exponential interindividual model implying a log-normal distribution was included on all 
parameters. The variance-covariance matrix was modeled using a diagonal matrix. The 
residual variability was modeled using an additive model.  
 
Population PK/PD data analysis 
The population PK/PD analysis was performed using a nonlinear mixed-effects modeling 
approach with MONOLIX 4.1.2 implementing the SAEM algorithm. The model control files 
were written using MLXTRAN script. Graphical analyses for model evaluation were 
performed with R 2.14.1. 
The likelihood ratio test was used to discriminate between nested models through the 
difference in log likelihood (-2LL). A p-value of 0.05 was considered statistically significant. 
For non-nested models, the model selection was based on the Bayesian information criterion 
BIC. The better model is the one with a smaller value of BIC 
 




Internal evaluation of the model was based on goodness-of-fit (GOF) plots, including plots of 
observations versus individual and population predictions, plots of NPDE [14,15] versus time 
and predictions. Plots of visual predictive check (VPC) were used to assess model predictive 






The database for this population PK/PD analysis consisted of 1069 patients involved in the 
VELOUR trial. These patients had at least one tumor evaluation after the start of study 
treatment. There were 529 patients in the reference group and 540 patients in the aflibercept 
group, of whom 445 patients had PK data. Approximately 5 observations were available for 
each patient (range: 2 to 17 observations). A total of 5072 tumor size measurements were 
used for model building in this analysis. The characteristics of the patients in the two groups 
have been previously published [10].  
 
Figure 3 presents the observed tumor size versus time of 16 subjects taken at random equally 
in the reference group and the aflibercept group. 
 
 
Figure 3. Observed tumor size versus time in aflibercept and reference group 
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The time course of tumor size in both groups shows various profiles with a large variability. 
Each patient had average 4-5 measurements. There was also a large heterogeneity in the 
observed data on the duration of tumor measurements. The distribution of the last time at 
which tumor was measured for all subjects is shown in Figure 4.  
 
Figure 4. Histogram of last time of tumor measurement 
About 47.7% patients having the last tumor size measurement at time ≤ 20 weeks, 36.2% at 
time between 20 and 40 weeks and 16.1% at time > 40 weeks. The difference in last time of 
tumor measurement was due to the drop-out during the study period.  
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Table 1. Parameter estimates for the TGI model 
 
Parameter Estimate RSE 
'  (mm) 91.4  2 
  (µg.eq/mL.week) -1 0.0123  5 
)/' (µg.eq/mL) 1.77  48 
  (week-1) 1.32e-05  4 
λ (week-1) 0.0569  7 

 (week-1) 1.73 (fixed) - 
ωTS0 (%) 74.7 2 
ω (%) 83.5  4 
ω)/' (%) 180  32 
ω (%) 70.6  4 
ω λ (%) 85.3  7 
ω
 (%) - - 
σa (mm) 7.58  1 
 
All model parameters were well estimated with relative standard errors (RSE) reported to be 
less than 10%, except for IC50 and ϖIC50 with RSE of 30-50%. The typical concentration of 
VEGF-bound aflibercept corresponding to half inhibition effect was estimated to be 1.77 
(µg.eq/mL), a half of observed plateau concentrations for VEGF-bound aflibercept. The 
interindividual variability of model parameters was high, ranging from 74.7% (') to 180% 
()/'  ). The additive error was small compared to the observed tumor sizes. The η-shrinkage 
was large for all parameters except for ' (7.1%), reflecting the lack of information in the 
patients:  (51.2%), )/'  (94.8%),  (55.4%),  λ (83.4%). The ε-shrinkage was also large 
(50.4 %). 
The goodness-of-fit plots of the TGI model are shown in Figure 5. The plots of observations 
versus population predictions and observations versus individual predictions indicated that the 
model adequately described the observations. The plots of NPDE however show a tendency 
for late times and high tumor sizes. This bias was due to a large amount of drop-out 
observations during the study period.   
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Figure 5. Goodness-of-fit of the TGI model
individual predicted tumor size plots (on the top) and normalized prediction distribution error 
(NPDE) versus time and individual predicted tumor size (on the bottom)
Examples of individual fits taken
shown in Figure 6. This complex 
flexible enough to describe various types of individual profiles
reductions and subsequent regrowth 
 
 




 at random for the reference and the aflibercept group 
TGI model adequately described the data and 
 and accompany both 
of tumor size.  
 
 
 population or 
are 
the model is 
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 Figure 6. Example of individual fits of the TGI model.  
 
The visual predictive check (VPC) plots of the proposed TGI model are shown in Figure 7 for 
the whole study period as well as for different period after the first tumor evaluation: baseline 
to 15 weeks, 15 to 30 weeks, and 30 to 45 weeks. 
Reference group
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 Figure 7. Visual predictive check for the TGI model
(•).The shaded area and the black solid lines represent the 90% prediction interval and the 
predicted median of 10th, 50th 
lines represent the 10th, 50th and 90
 
The model predicts well the tumor
weeks. However, the predicted tumor sizes from 60 weeks to the end of the study were 
extremely large, compared to the observations. This disagreement between observations and 
predictions from 1000 simulated data may due to the large variability obtained for all model 
parameters and drop-out during the late times of the study. 
Figure 8 displays the predicted profiles 
in the aflibercept group and the reference group receiving the treatments during 6 months. The 
 
 
. Observed data are plotted using a dot 
and 90th percentiles of simulated data (n=1000). The green solid 
th
 percentiles of observed data.  
 sizes at early times, especially from the baseline to 30 
 
of tumor size for a typical patient 
 
 
in VELOUR study 
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tumor is shown to be better controlled in the aflibercept group with lower sizes during the 
treatment time and a later regrowth phrase compared to the reference group. 
 
Figure 8. Predicted profile of tumor size for a typical patient in VELOUR study receiving 
5000 mg FOLFIRI (virtual dose) and 4 mg/kg aflibercept every 2 weeks during 6 months 
(aflibercept group) or receiving only 5000 mg FOLFIRI every 2 weeks during 6 months 





In this study, we report the development of a population PK/PD model describing the time-
course of tumor size in relationship with the exposure-driven effects of aflibercept given 
intravenously 4 mg/kg every 2 weeks in combination with FOLFIRI in 1069 evaluable 
patients with MCRC from the VELOUR trial. The free and bound aflibercept concentrations 
were measured as well as the tumor sizes. 
 
The structural TGI model describing the time-course of tumor size was inspired from the 
model of Claret et al [5] where the tumor dynamics is controlled by the tumor growth rate KL 
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(disease-specific parameter), the drug-constant cell kill rate KD and the resistance constant 
rate λ (drug-specific parameters). To introduce the exposure of Aflibercept and FOLFIRI in 
this TGI model, we used two approaches. A sequential PK/PD modeling approach was used 
for PK data of aflibercept. The individual parameters of the patients in the VELOUR data was 
calculated from the TMDD model developed in a previous population PK analysis with data 
pooled from 9 clinical trials. They were then used to simulate the profiles of VEGF-bound 
aflibercept concentrations which increase from the treatment start until reaching the plateau, 
resulting in a reduction in tumor size and then decrease after the end of last treatment dose.  
The introduction of FOLFIRI data in the TGI model is however different to that of aflibercept 
because there was no PK data collected. It is even more complex since FOLFIRI is the 
combination of three drugs (leucovorin, 5-fluorouracil, and irinotecan). The dose history of 
FOLFIRI considered as a virtual drug was indeed introduced in TGI model using a K-PD 
modeling approach assuming one compartment virtual i.v bolus model for PK of FOLFIRI.   
 
Extending the TGI model for an antiangiogenic drug, the exposure of aflibercept was 
introduced as inhibition of KL instead of simulation of KD. This is consistent with its 
mechanism of action which binds to VEGF and inhibits the tumor growth. Contrarily, the 
exposure of FOLFIRI was incorporated as stimulation of KD since the chemotherapy has more 
direct effect on tumor size by killing tumor cells. 
 
The choice between free and bound aflibercept concentrations to be involved in the TGI 
model was also investigated. Here the point is that VEGF was not measured during the trial. 
VEGF at tumor site would have been the closest surrogate for action on the tumor growth via 
vascularisation process. The bound aflibercept is then the closest surrogate to link to the effect 
on tumor cell growth. Exposure of aflibercept driven by the bound aflibercept concentrations 
is therefore more likely to be mechanistically correct.  
 
The developed TGI model provided good parameter estimates and good individual fits for 
various tumor size profiles in both the reference and the aflibercept groups. The VPC 
suggested a good predictive performance of this TGI model at early times (i.e up to 45 
weeks). Therefore, good tumor size metrics can be derived from this model and can be used in 
survival model to predict the efficacy of the therapy [3,16]. The common metrics is early 
measure of tumor size ratio (change in tumor size from the baseline), for example at weeks 6 
to 8. More recently, the time to tumor regrowth has been shown to be a good metric to capture 
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the effect of bevacizumab and predict survival in first-line colorectal cancer patients [7]. In 
addition, by incorporating the PK of aflibercept and dose history of FOLFIRI, this model will 
be helpful to simulate efficacy rates at different dosing regimens. However, additional 
analyses should be further performed to improve this model, such as the covariate analysis to 
reduce the high variability on parameters and the joint modeling taking into account the large 
quantity of drop-out data which results in observed tendency in NPDE plots at lately times 
and may give biased estimates of parameters.  
 
In summary, the tumor response and their relationship to the PK of VEGF-bound aflibercept 
and dosing history of FOFIRI was successfully incorporated in a TGI model. This model 
described reasonably well the early measurement of tumor size, but further improvement will 
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L’approche bootstrap pour l’estimation
d’incertitude des paramètres dans le
cadre des modèles non linéaires à effets
mixtes
3.1 Développement et comparaison de différentes
approches bootstrap dans les modèles linéaires à
effets mixtes
3.1.1 Résumé
Dans le développement des modèles, par exemple les modèles mécanistiques présentés
dans le chapitre précédent, l’incertitude liée à l’estimation des paramètres peut être biaisé
et parfois n’est pas obtenue. Dans ce cas, nous pouvons utiliser l’approche bootstrap qui
consiste à rééchantillonner avec remise les données observées de façon répétée (Efron,
1979). À ce jour, la plupart des applications en PK/PD utilisent le bootstrap non-
paramétrique par paires qui rééchantillonne les sujets comme une méthode de validation
interne avancée (Ette, 1997; Parke et al., 1999). D’autres méthodes de bootstrap
basées sur des résidus qui consistent à rééchantillonner à la fois des effets aléatoires et
des résidus ont été proposées pour mieux prendre en compte la structure hiéarchique
dans les données longitudinales avec des mesures répétées au sein d’un sujet (Das et
Krishen, 1999; Halimi, 2005). Cependant, peu d’études ont été effectuées pour comparer
les performances de différentes méthodes de bootstrap dans les MEM. Nous avons cherché
à étudier et à proposer des méthodes de bootstrap appropriées dans les MEM. Dans ce
travail, nous avons tout d’abord évaluer leur performance dans les modèles linéaires à effets
mixtes (MLEM) avec l’erreur homoscédastique par l’intermédiaire d’études de simulation
basé sur un sous-ensemble des données réelles décrivant l’évolution naturelle de la maladie
de Parkinson (Holford et al., 2006).
Différentes approches bootstrap qui tiennent compte de deux niveaux de variabilité
(inter-sujet et résiduelle) dans MEM ont été mises en œuvre dans R (version 2.14.1) et
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la fonction lme a été utilisée pour ajuster les données. Le rééchantillonnage du BSV peut
être réalisé par sujets ou effets aléatoires. Le rééchantillonnage du RUV peut être réalisé
en rééchantillonnant des résidus obtenus à partir de l’ensemble des sujets ou des résidus
au sein de chaque sujet. Les effets aléatoires et les résidus peuvent être rééchantillonnés
dans les distributions empiriques (l’approche non paramétrique) ou simulés à partir
des distributions estimées (l’approche paramétrique). Ces méthodes ont également été
comparées au bootstrap des résidus seul et au bootstrap par paires. Nous avons étudié
les corrections apportées aux effets aléatoires et aux résidus pour tenir compte de la sous-
estimation de la variance. Nous avons également comparé deux méthodes d’estimation,
le maximum de vraisemblance restreint (REML) qui est principalement utilisé dans les
MLEM et le maximum de vraisemblance (ML) qui est souvent utilisé dans les MNLEM.
La performance des méthodes de bootstrap a été évaluée dans des conditions différentes :
un protocole riche (N=100 sujets et n=7 échantillons), un protocole allégé (N=30/n=3)
et un protocole de large erreur (N=100/n=7). Pour chaque modèle, 1000 réplications ont
été simulées, et 1000 échantillons de bootstrap par réplication ont été générés pour chaque
méthode de bootstrap. Les performances des méthodes de bootstrap ont été comparées en
terme de biais de paramètres, de biais d’erreurs standard (SE) et de taux de recouvrement
des intervalles de confiance à 95%. Elles ont également été comparées à celle de la méthode
asymptotique.
Comme attendu, notre étude de simulation a montré une bonne performance de
l’approche asymptotique. Elle a aussi montré une bonne performance du bootstrap par
paires et des bootstraps non paramétrique/paramétrique des deux effets aléatoires et
des résidus. D’autre part, les méthodes de bootstrap qui rééchantillonnent seulement les
résidus et le bootstrap par paires couplé avec le bootstrap des résidus avaient de mauvaises
performances. En appliquant les méthodes avec de bonnes performances pour l’ensemble
des données réelles, nous avons constaté des différences entre elles, qui n’ont pas été
observées lors de l’étude de simulation. Ces différences ont été liées à la distribution non
normale des résidus et au protocole déséquilibré dans les données réelles. Concernant les
méthodes d’estimation, REML et ML ont fourni des estimations bootstrap d’incertitude
similaires, mais il y avait des biais légers et des taux de recouvrement plus pauvres pour
les paramètres de variance avec ML dans le protocole allégé.
Ce travail a fait l’objet d’un article publié dans la revue Pharmaceutical Statistics.
3.1.2 Article 3 (publié)
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A comparison of bootstrap approaches for
estimating uncertainty of parameters in linear
mixed-effects models†
Hoai-Thu Thai,a* France Mentré,a Nicholas H. G. Holford,b Christine
Veyrat-Follet,c and Emmanuelle Cometsa
A version of the nonparametric bootstrap, which resamples the entire subjects from original data, called the case bootstrap,
has been increasingly used for estimating uncertainty of parameters in mixed-effects models. It is usually applied to obtain
more robust estimates of the parameters and more realistic confidence intervals (CIs). Alternative bootstrap methods, such
as residual bootstrap and parametric bootstrap that resample both random effects and residuals, have been proposed to
better take into account the hierarchical structure of multi-level and longitudinal data. However, few studies have been per-
formed to compare these different approaches. In this study, we used simulation to evaluate bootstrap methods proposed
for linear mixed-effect models. We also compared the results obtained by maximum likelihood (ML) and restricted maximum
likelihood (REML). Our simulation studies evidenced the good performance of the case bootstrap as well as the bootstraps of
both random effects and residuals. On the other hand, the bootstrap methods that resample only the residuals and the boot-
straps combining case and residuals performed poorly. REML and ML provided similar bootstrap estimates of uncertainty, but
there was slightly more bias and poorer coverage rate for variance parameters with ML in the sparse design. We applied the
proposed methods to a real dataset from a study investigating the natural evolution of Parkinson’s disease and were able
to confirm that the methods provide plausible estimates of uncertainty. Given that most real-life datasets tend to exhibit
heterogeneity in sampling schedules, the residual bootstraps would be expected to perform better than the case bootstrap.
Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION
Mixed-effects models are commonly used to analyze longitudinal
data that consist of repeated measures from individuals through
time [1]. They play an important role in medical research, particu-
larly in clinical trials. These models incorporate the fixed effects,
which are parameters representing effects in the entire popu-
lation, and random effects, which are associated with individu-
als sampled from a population [2]. The parameters of a model
are estimated by maximum likelihood (ML) or restricted maxi-
mum likelihood (REML) method. In linear mixed-effects models
(LMEMs), REML is often preferred to ML estimation because it
takes into account the loss of the degrees of freedom involved
in estimating the fixed effects, resulting in unbiased estimates of
variance components in many situations [2, 3].
The standard errors (SEs) of parameter estimates are obtained
asymptotically from the inverse of the Fisher information matrix
[2, 3]. The aforementioned estimates of SE might be biased when
the asymptotic approximation is incorrect, for example, when
the sample size is small. Sometimes, they cannot be obtained
when the model is complex or the design is too sparse. Boot-
strap methods represent an alternative approach for estimating
the SE of parameters, as well as to provide a CI without assuming
it is symmetrical. It was first introduced by Efron (1979) for inde-
pendent and identically distributed observations. The principal
idea of bootstrap is to resample the observed data repeatedly to
create datasets similar to the original dataset and then fit them to
construct the distribution of an estimator or a statistic of interest
[4, 5]. Four main bootstrap approaches have been proposed for
simple linear regression: case bootstrap, residual bootstrap, para-
metric bootstrap, and wild bootstrap [6–9]. The case bootstrap
is the most simple and intuitive form that consists in resampling
the entire vector of observations with replacement. The residual
bootstrap resamples the residuals after model fitting. The para-
metric bootstrap adopts the principle of residual bootstrap, but
instead of directly resampling observed residuals, we simulate the
residuals from the estimated distribution, for example, the normal
distribution, whose parameters are estimated using the original
data. The wild bootstrap consists in resampling the residuals from
an external distribution satisfying certain specifications.
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The main concern when bootstrapping is how to generate a
bootstrap distribution close to the true distribution of the origi-
nal sample. To do that, the bootstrap resampling should appro-
priately mimic the ‘true’ data generating process that produced
the ‘true’ dataset [10–12]. In the context of repeated measure-
ment data and mixed-effects modeling, the bootstrap should
therefore respect the true data generating process with the
repeated measures within a subject and handle two levels of vari-
ability: between-subject variability (BSV) and residual variability
(RUV). The classical bootstrap methods developed in simple linear
regression should be modified to take into account the charac-
teristics of mixed-effects models [13]. Resampling random effects
may be coupled with resampling residuals [10, 13–15]. The case
bootstrap can be combined with the residual bootstrap [8]. The
performance of these approaches are, however, not well studied.
In this paper, we extend different bootstrap approaches that
can be applied to LMEMs settings. The detail of bootstrap
methods is described in Section 2. The simulation settings are
described in Section 3. The results of the simulation studies and
the application of the bootstraps to real data collected in a study
in Parkinson’s disease are described in Section 4. The discussion
of the study is given in Section 5.
2. METHODS
2.1. Statistical models
Let Y be the response variable. N denotes the number of sub-
jects. Let yij denote the observation j of Y in subject i, whereas
yi D .yi1, yi2, : : : , yini /0 regroups the .ni  1/ vector of measure-
ments in this subject. Let ntot DPNiD1 ni denote the total number
of observations. We use the following LMEM [16]:8<:
yi D Xiˇ C Zii C i





where Xi and Zi are (ni  p) and (ni  q) design matrices, ˇ is the
(p  1) vector containing the fixed effects, i is the (q  1) vec-
tor containing the random effects, and i is the (ni  1) vector of
residual components.  is the general (q  q) covariance matrix
with (i,j) element !ij D !ji , and 2Ini is the (ni  ni) covariance
matrix for residual errors in subject i where 2 is the error variance
and Ini is the (ni  ni) identity matrix. The random effects i are
assumed to be normally distributed with mean 0 and covariance
matrix , and the residual errors i are assumed to be normally
distributed with mean 0 and variance 2Ini . The random effects i
and the residual errors i are assumed to be independent for dif-
ferent subjects and to be independent of each other for the same
subject.
Conditional on the random effects i , the response Yi in sub-
ject i is normally distributed with mean vector XiˇCZii and with
covariance matrix 2Ini .
2.2. Estimation methods
The parameters of LMEMs can be estimated in the framework of
ML by two general methods: ML or REML. Let ˛ denote the vector
of all variance components of Vi D Zi.Zi/0 C†i ; it means ˛ con-
sists of the q.qC1/=2 different elements in  (or q elements if  is
diagonal) and of all parameters in †i . Let  D .ˇ0, ˛0/0 be the (s1)
vector of all parameters in the marginal model for Yi . The parame-
ter estimates are obtained by maximizing the marginal likelihood













The REML likelihood function is derived from LML./ to correct












In this study, we used REML as the estimation method. How-
ever, we also compared the results of REML with those of ML and
presented them in the Appendix (available online as supplemen-
tary material).
When ˛ is known, the maximum likelihood estimator of ˇ,








X0i V1i yi (4)
When ˛ is unknown, but an estimate O˛ is available, we can set
Vi D OVi and estimate ˇ by using Equation (4).
Estimates of the i can be obtained as the mean of the posterior
distribution of i (empirical Bayes estimates):
Oi./ D EŒi j yi D
Z
if .i j yi/di D Z0i V1i .yi  Xiˇ/ (5)
The maximum likelihood estimator O of  is asymptotically nor-
mally distributed with mean  and asymptotic covariance matrix
given by the inverse of the Fisher information matrix MF . The
asymptotic SEs of parameters are then estimated as the square
root of the diagonal element of the estimated covariance matrix.
2.3. Bootstrap methods
The principle of the bootstrap is to repeatedly generate pseudo-
samples distributed according to the same distribution as the
original sample. The unknown original distribution may be
replaced by the empirical distribution of the sample, which is
known as the nonparametric bootstrap [17]. The bootstrap exists
in another version called the parametric bootstrap [7, 9]. In this
version, the underlying distribution F is estimated from the data
by a parametric model, for instance, normal distribution and boot-
strap samples are generated by simulating within this distribu-
tion rather than from the empirical distribution as performed in
the nonparametric version. The resampling can be carried out
with an independent distribution; this procedure is called exter-
nal bootstrap or wild bootstrap. This approach was proposed by
Wu to deal with heteroscedasticity [18]. We have chosen to deal
with the simpler case of homoscedasticity and therefore have not
investigated the wild bootstrap.
Let B be the number of bootstrap samples to be drawn from the
original dataset; a general bootstrap algorithm is as follows:
(1) Generate a bootstrap sample by resampling from the data
and/or from the estimated model
(2) Obtain the estimates for all parameters of the model for the
bootstrap sample
Copyright © 2013 John Wiley & Sons, Ltd. Pharmaceut. Statist. 2013
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(3) Repeat steps 1 and 2 B times to obtain the bootstrap distri-
bution of parameter estimates and then compute the mean,
standard deviation, and 95% CI of this distribution.
Let Ob be the parameter estimated for the bth bootstrap sam-
ple. Given a data set, the expected value of the bootstrap estima-
tor over the bootstrap distribution is calculated as the average of





 Ob 	 (6)
The bootstrap SE is obtained as the sample standard deviation






 Ob  OB	2 (7)
A 95% bootstrap CI can be constructed by calculating the 2.5th
and 97.5th percentile of bootstrap distribution:
O.˛B/    O..1˛/B/ (8)
where ˛ D 0.025. An alternative approach is to use a normal
approximation to construct a bootstrap CI, using the estimatedbSEB:
OB  bSEB  z1˛=2    OB C bSEB  z1˛=2 (9)
z1˛=2 denotes the 1  ˛=2 quantile of the standard normal dis-
tribution, equal to 1.96 with ˛ D 0.05. However, it is preferable to
use the bootstrap percentile CI when bootstrapping [7, 19].
The detailed algorithms of bootstrap methods to obtain a boot-
strap sample (bootstrap generating process) are presented next
in two separated groups: nonparametric and parametric boot-
strap methods.
2.3.1. Nonparametric bootstrap. Nonparametric case bootstrap
.Bcase,none/. This method consists of resampling with replacement
the entire subjects, that is, the joint vector of design variables and
corresponding responses (Xi , Zi , yi) from the original data before
modeling. It is also called the paired bootstrap. This procedure
omits the second step of resampling the observations inside each
subject. However, it is the most obvious way to do bootstrapping
and makes no assumptions on the model.
Nonparametric case bootstrap coupled with global/individual
residual bootstrap .Bcase,GR or Bcase,IR/. This method resamples first
the entire subjects with replacement. The individual residuals are
then resampled with replacement globally from the residual dis-
tribution of the original simulated dataset or individually from
the residual distribution of new subjects obtained after boot-
strapping in the first step. The bootstrap sample is obtained
as follows:
(1) Fit the model to the data and then calculate the residuals
Oi D yi  Xi Oˇ  Zi Oi
(2) Draw N entire subjects
˚




f.Xi , Zi , yi/g in the original data and keep their predictions
from model fitting Xi Oˇ C Zi Oi and their corresponding
residuals Oi D yi  Xi Oˇ  Zi Oi . The new subject has ni
observations.
(3) Draw the residuals with replacement globally from all resid-
uals of the original data or individually from each new sub-
ject
(a) Global residual resampling: draw a sample fg D ˚Oi j

of size ntot D
PN
iD1 ni with replacement globally fromfOg D fOijgiD1,..,N;jD1,..,ni by assigning an equal probability
1
ntot
to each value of the ntot residuals (note that, ntot may
be different with ntot)











by assigning an equal probability
1
ni
to each residual of new subject i
(4) Generate the bootstrap responses yi D Xi Oˇ C Zi i C i
Here, and in the following, we note the vector of estimated
residuals for all subjects as O D fOijgiD1,..,N;jD1,..,ni and the vector
of estimated residuals in subject i as Oi D fOijgjD1,..,ni .
Nonparametric random effects bootstrap coupled with global/
individual residual bootstrap (B,GR or B,IR). This method con-
sists of resampling with replacement the random effects obtained
after model fitting, as well as the residuals globally or individually.
The bootstrap sample is obtained as follows:
(1) Fit the model to the data and then estimate the random
effects Oi and the residuals Oi D yi  Xi Oˇ  Zi Oi





of size N with replacement from f Oig by
assigning an equal probability 1N to each value
(3) Draw a sample fg D ˚Oi j
 of size ntot with replacement
globally from fOg or draw individually N samples ˚i 
 D˚Oij
 of size ni with replacement from fOig
(4) Generate the bootstrap responses yi D Xi Oˇ C Zii C i
Nonparametric global/individual residual bootstrap (Bnone,GR/
Bnone,IR). For the sake of completeness, we also implemented a
bootstrap where only RUV is resampled. These procedures do
not resample the BSV (which remains in the model through the
estimated random effects Oi). The bootstrap sample is obtained
as follows:
(1) Fit the model to the data and then calculate the residuals
Oi D yi  Xi Oˇ  Zi Oi
(2) Draw a sample fg D ˚Oi j
 of size ntot with replacement
globally from fOg or draw individually N samples ˚i 
 D˚Oij
 of size ni with replacement from fOig
(3) Generate the bootstrap responses yi D Xi Oˇ C Zi Oi C i
The nonparametric bootstrap methods that resample the ran-
dom effects or the residuals depend on the structural model to
calculate the raw random effects or residuals. However, they do
not require particular assumptions on their distributions.
2.3.2. Parametric bootstrap. The parametric bootstrap requires
the strongest assumptions as it depends both on the model and
the distributions of parameters and errors.
Case bootstrap coupled with parametric residual bootstrap
(Bcase,PR). Similar to Bcase,GR, this methods resamples firstly the
subjects and then resamples the residuals by simulating from the
estimated distribution. This method combines elements of both
the nonparametric bootstrap (case bootstrap in the first step) and
the parametric bootstrap (residual bootstrap in the second step).
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However, to simplify the classification, we keep it in the group
of parametric bootstraps. The bootstrap sample is obtained
as follows:
(1) Fit the model to the data
(2) Draw N entire subjects
˚




f.Xi , Zi , yi/g in the original data and keep their predictions
from model fitting Xi Oˇ C Zi Oi





of size ni from a normal distribution
with mean 0 and covariance matrix O2Ini
(4) Generate the bootstrap responses yi D Xi Oˇ C Zi Oi C i
Parametric random effects bootstrap coupled with residual boot-
strap (BP,PR). This methods resamples both random effects and
residuals by simulating from estimated distribution after model
fitting. The bootstrap sample is obtained as follows:
(1) Fit the model to the data





of size N from a multivariate normal
distribution with mean 0 and covariance matrix O





of size ni from a normal distribution
with mean zero and covariance matrix O2Ini
(4) Generate the bootstrap responses yi D Xi Oˇ C Zii C i
Parametric residual bootstrap (Bnone,PR). Again for exhaustive-
ness, we implemented a bootstrap that resamples only the resid-
uals by simulating from the estimated distribution after model
fitting. Similar to Bnone,GR or Bnone,IR , this procedure omits the
first step of resampling the BSV. The bootstrap sample is obtained
as follows:
(1) Fit the model to the data





of size ni from a normal distribution
with mean 0 and covariance matrix O2Ini
(3) Generate the bootstrap responses yi D Xi Oˇ C Zi Oi C i
2.3.3. Transformation of random effects and residuals. Previous
results in the literature show that the nonparametric bootstrap of
the raw residuals obtained by model fitting usually yield down-
wardly biased variance parameter estimates [7, 8, 20]. In ordi-
nary linear models, this underestimation is due to the difference
between estimated and empirical variance of residuals [21]. That
is why it is advisable to rescale the residuals so that they have
the correct variance. Efron suggested to multiply centered raw
residuals with the factor
p
.n  p/=n where p is the number of
parameters and n is the number of observations [22]. For the same
reason, Davison et al. proposed to use the factor
p
1=.1  hi/
where hi is the ith diagonal element of the hat matrix that maps
the vectors of observed values to the vector of fitted values [7].
In the mixed-effects models, the raw variance–covariance matrix
is different from the ML estimate, as the raw random effects or
residuals are ‘shrunk’ towards 0 [20]. Carpenter et al. proposed
to take this into account by centering the random effects and
residuals to resample from a distribution with mean 0 and multi-
plying them by the ratio between their corresponding estimated
and empirical variance–covariance matrices to account for the
variance underestimation [20, 23]. These corrections were used in
our study.
Transforming random effects. The transformation of random
effects was carried out in the following steps:
(1) Center the raw estimated random effects: Qi D Oi  Ni
(2) Calculate the ratio between the estimated and empirical
variance–covariance matrix (A ). Let O be the model esti-
mated variance–covariance matrix of random effects and
emp denote the empirical variance–covariance matrix of the
centered random effects Qi . The ratio matrix A is formed by
using the Cholesky factors Lest and Lemp, which are the lower
triangular matrix of the Cholesky decomposition of O and




(3) Transform the centered random effects using the ratio A :
O0i D Qi  A
Transforming residuals. The transformation of residuals was car-
ried out globally for all residuals in the following steps:
(1) Center the raw estimated residuals: Qij D Oij  Nij
(2) Calculate the ratio between the estimated and empirical
variance–covariance matrix (A ). Let O† be the model esti-
mated variance–covariance matrix for residuals, which is
assumed to be equal to O2Ini and †emp denote the empirical
variance–covariance matrix of centered residual Qij . Because
the residuals are assumed to be uncorrelated and to have
equal variance, the ratio matrix A is then simply the ratio
between the square root of the model estimated residual vari-
ance O2 and the empirical standard deviation of the centered
residuals, respectively: A D O=sd.Qij/.
(3) Transform the centered residuals using the ratio A : O0ij DQij  A
3. SIMULATION STUDIES
3.1. Motivating example
The motivating example for bootstrap evaluation was a dis-
ease progression model inspired from the model of Parkin-
son’s disease developed by Holford et al. [24]. In that study, the
subjects were initially randomized to treatment with placebo,
deprenyl, tocopherol, or with both and, when clinical disability
required, received one or more dopaminergic agents (levodopa,
bromocriptine, or pergolide). The aim was to study the influence
of various drugs on the changes in Unified Parkinson’s Disease
Rating Scale (UPDRS) over time. Several components describing
the disease progression and the effect of treatment were devel-
oped. However, in this study, we are only interested in the linear
part of the model, describing the natural evolution of Parkinson’s
disease using a random intercept and slope model as
yij D S0 C ˛  tij C S0 i C ˛ i  tij C ij (10)
where yij is the UPDRS score (u) representing the state of dis-
ease at time tij that was considered to be continuous, S0 (u) is
the expected score at randomization, ˛ (u/year) is the progres-
sion rate, S0 i (u/year) and ˛ i (u/year) are the random effects of
S0 and ˛, respectively, and ij is the residual errors. In the formu-
lation of Equation (1), the design matrix Xi D Zi for subject i is a
two-column matrix with a first column of 1s and a second column
containing the ni times tij for subject i.
For our simulations, we used the subset of patients who
remained in the placebo group over the first 2 years. The UPDRS
scores were measured at randomization and at regular (unsched-
uled) visits up to 2 years after entry to the study. This subset con-
tains 109 subjects with an average of six observations per subject
and a total of 822 observations. Figure 1 describes the evolution
of UPDRS score over a two-year period.
In the paper of Holford et al., the baseline S0 was assumed
to be log-normally distributed, and the progression rate ˛ was
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Figure 1. The evolution of Unified Parkinson’s Disease Rating Scale (UPDRS) score
over time in the real dataset used for the simulations, including 109 patients who
remained in the placebo group over the first 2 years.
assumed to be normally distributed [24]. The variance of the ran-
dom effects and the correlation 	 between S0 and ˛ was esti-
mated. The residual unexplained variability was described by an
additive model error with constant variance 2. In the present
study, both S0 and ˛ were assumed to be normally distributed.
We estimated the parameters of the real dataset by ML, the same
estimation method as used in the original publication [24], using
the lme function in R. The detail of parameter estimates is given
in Section 4.2.
3.2. Simulation settings
Our simulations were inspired from the original design described
earlier using estimates from the real dataset.
Three designs were planned to evaluate the performance of
bootstrap. For each design, the sampling times were similar for
all subjects.
Rich design. We simulated N D 100 subjects with n D 7 obser-
vations per subject at 0, 0.17, 0.33, 0.5, 1, 1.5, and 2 years after
being entered in the study.
Sparse design. We simulated N D 30 subjects with n D 3 obser-
vations per subject at 0, 0.17, and 2 years after being entered
in the study. This design is sparse with respect to estimation of
variance parameters, including only 90 observations in total.
Large error design. We simulated N D 100 subjects with n D 7
observations per subject at 0, 0.17, 0.33, 0.5, 1, 1.5, and 2 years
after being entered in the study. In this design, we modified the
level of variability. The variability for random effects S0 and ˛
was changed to !S0 D 11.09 and !˛ D 6.98, respectively (equiva-
lent to 50% of the corresponding fixed effects), and the standard
deviation for the residual error was changed to  D 17.5. We
also removed the correlation 	 between S0 and ˛ in this design
because convergence was obtained for only 78.3% simulated
datasets with the presence of this correlation.
For each design, we simulated K D 1000 replications.
3.3. Software
The lme function in the nlme library in R was used to fit the
data using REML as the estimation method. ML was also used to
compare with the results of REML. For both methods, we fitted
datasets with the initial values of variance parameters generated
by the optimization procedure implemented in the lme function
[25]. All the analysis and figures were carried out with R.
3.4. Evaluation of bootstrap methods
Table I presents all the bootstrap methods that we implemented
and evaluated. The resampling of the BSV can be carried out by
resampling subjects or random effects. The resampling of the
RUV can be carried out by resampling of residuals obtained from
all subjects, called global residuals, or resampling of residuals
within each subject, called individual residuals. To compare the
performance of these bootstraps to that of classical bootstraps,
the residual bootstrap, which resamples only the RUV, and the
case bootstrap, where the whole vector of observations, including
both the BSV and RUV, is resampled, were also evaluated in our
study. The bootstrap methods were classified as nonparametric
and parametric methods. For the parametric approach, there is no
difference between the global and the individual residual resam-
pling because it is performed by simulation from the estimated
distributions. In total, we had seven nonparametric methods and
three parametric methods.
We drew B D 1000 bootstrap samples for each replication of
simulated data and for each bootstrap method. The parameters
were estimated by REML method using the lme function in R. For
each method, we therefore performed 1 million fits (1000 simu-
lated datasets  1000 bootstrap datasets). If the convergence was
Table I. Bootstrap methods that can be applied in mixed-effects models.
Variability related to subject








NP Bnone,GR Bcase,GR B,GR
P Bnone,PR Bcase,PR BP,PR
Individually NP Bnone,IR Bcase,IR B,IR
NP, nonparametric; P, parametric.
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not obtained, the NA(not applicable) was recorded in the table of
parameter estimates and excluded for further calculation.
For the kth simulated dataset and for a given bootstrap
method, we computed the bootstrap parameter estimate OkB as in
Equation (5), using 1000 bootstrap samples, as well as the boos-
trap SE and CI, for each parameter  . The relative bias (RBias)
of bootstrap estimate was obtained by comparing the bootstrap











The average bootstrap SE was obtained by averaging the SE
from Equation (6) over the K D 1000 datasets. The true SE is
unknown, but we can have an empirical estimate as the stan-
dard deviation of the differences between the estimate of the








 Ok  0	2 (12)
The relative bias on bootstrap SE was then obtained by com-









 OkB	 SEempirical O	
SE
empirical
 O	 100 (13)
The coverage rate of the 95% bootstrap CI was defined as the
percentage of the K D 1000 datasets in which the bootstrap CI
contains the true value of the parameter.
The bootstrap approaches were compared in terms of the Rbias
on the bootstrap parameter estimates, the Rbias on SE, and the
coverage rate of the 95% CI of all parameter estimates from one
million bootstrap samples.
The performance of the bootstrap methods were also com-
pared with the performance of the asymptotic method. It is worth
noting that in the simulation studies, random variables were sim-
ulated according to normal distributions, which may have con-
tributed to the good performance of the asymptotic method. The
relative bias of asymptotic estimate was obtained by comparing











The relative bias of asymptotic SEs given by the software
(obtained as the inverse of the Fisher information matrix) was
defined in the same way as Equation (13) but with respect to Ok
instead of OkB . The coverage rate of the 95% asymptotic CI was
defined as the percentage of datasets in which the asymptotic CI
contains the true value of the parameter.
The asymptotic and bootstrap parameters estimates and their
SE were defined as unbiased when relative bias was within ˙5%,
moderately biased (relative bias from ˙5% to ˙10%) or strongly
biased (relative bias > ˙10%). The coverage rate of the 95%
CI was considered to be good (from 90% to 100%), low (from
80% to 90%), or poor(< 80%). A good bootstrap was defined
as a method providing unbiased estimates for the parameters
and their corresponding SE and ensuring a good coverage rate of
the 95% CI.
3.5. Application to real data
All the bootstrap methods with good performance evaluated in
the simulations studies were applied to the real data by draw-
ing B D 1000 bootstrap samples for each method. The bootstrap
parameter estimates and bootstrap SE were compared with each
other and compared with the parameter estimates and their SEs
obtained by the asymptotic approach.
4. RESULTS
4.1. Simulation studies
Examples of simulated data for each given design are illustrated
in Figure 2. Our simulations gave some negative values for the
observations because of the homoscedastic error model. These
values were kept as is, because the purpose of the simulations
was not to provide a realistic simulation of the trial but only to




































Figure 2. Examples of simulated data for each design.
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Table II. Relative bias of parameter estimates by REML and their standard errors (SE) for the asymptotic method and the bootstrap
methods in the three studied designs.
Relative bias of parameters (%) Relative bias of SE (%)
Design Method S0 ˛ !S0 !˛ 	  S0 ˛ !S0 !˛ 	 
Asymptotic 0.05 0.19 0.13 0.03 0.27 0.03 2.79 1.62 2.72 1.02 4.99 0.92
Bcase,none 0.00 0.01 0.85 0.81 0.15 0.05 2.31 1.17 5.47 2.97 5.04 1.99
Bnone,GR 0.00 0.00 3.63 2.53 13.48 0.12 70.16 75.26 60.48 66.13 41.84 0.14
Bnone,IR 0.00 0.00 0.51 2.53 9.73 0.61 70.28 75.37 60.26 65.89 39.25 2.66
Bnone,PR 0.04 0.19 3.72 2.53 12.97 0.02 70.15 75.22 60.45 66.06 41.80 1.04
Rich Bcase,GR 0.00 0.01 4.34 3.25 13.23 0.13 1.05 1.07 7.75 4.89 7.49 0.24
Bcase,IR 0.05 0.21 0.46 3.32 9.43 0.67 6.97 1.87 3.30 0.92 14.82 65.57
Bcase,PR 0.04 0.18 4.43 3.26 12.70 0.01 1.19 1.28 7.54 4.87 7.34 1.01
B,GR 0.00 0.01 0.80 0.78 0.03 0.12 2.34 1.10 4.88 2.65 5.59 0.07
B,IR 0.00 0.00 0.65 0.77 0.17 0.62 2.26 1.00 4.68 2.68 6.28 2.68
BP,PR 0.04 0.19 0.44 0.32 0.30 0.02 2.75 1.57 2.29 0.64 5.94 0.93
Asymptotic 0.08 0.48 0.92 0.79 0.60 0.99 2.96 0.04 1.30 2.51 3.86 0.74
Bcase,none 0.01 0.02 2.67 2.63 1.24 1.29 1.09 1.85 8.96 9.77 6.88 8.12
Bnone,GR 0.00 0.00 5.09 3.10 19.24 2.82 62.90 72.23 50.93 62.00 40.45 4.04
Bnone,IR 0.00 0.00 6.83 3.23 10.52 6.46 64.31 73.39 50.54 63.16 32.37 11.24
Bnone,PR 0.00 0.01 5.08 3.11 19.25 2.04 62.72 72.11 50.49 61.97 40.03 4.61
Sparse Bcase,GR 0.02 0.03 7.33 5.44 17.86 2.98 3.14 4.43 10.84 10.95 16.09 3.38
Bcase,IR 0.09 0.49 3.05 6.19 5.37 10.61 12.39 1.15 6.84 5.09 10.56 59.45
Bcase,PR 0.00 0.02 7.27 5.44 17.89 2.24 3.10 4.32 10.62 10.83 15.62 5.00
B,GR 0.02 0.02 2.41 2.46 0.37 2.16 1.21 1.60 6.94 8.51 4.38 6.33
B,IR 0.01 0.01 0.94 2.45 1.26 6.50 0.82 1.95 5.42 8.94 0.29 10.81
BP,PR 0.00 0.03 0.84 0.88 0.10 1.34 2.97 0.12 1.86 2.92 4.03 2.11
Asymptotic 0.02 0.06 0.93 1.24 0.02 2.85 2.05 2.21 3.57 1.12
Bcase,none 0.00 0.01 1.20 3.58 0.08 3.39 2.55 3.53 1.06 0.42
Bnone,GR 0.01 0.01 10.64 24.75 0.84 37.47 20.85 29.94 5.66 1.46
Bnone,IR 0.01 0.01 18.63 24.96 2.70 38.53 22.32 34.90 15.70 5.98
Bnone,PR 0.00 0.00 10.64 24.74 0.77 37.44 20.88 29.85 5.73 1.09
Large Bcase,GR 0.01 0.01 11.37 25.40 0.83 12.20 12.45 7.29 11.61 1.29
error Bcase,IR 0.01 0.00 16.85 30.12 2.96 19.51 15.75 19.38 61.88 60.31
Bcase,PR 0.00 0.00 11.35 25.43 0.75 12.11 12.30 7.22 11.80 1.13
B,GR 0.00 0.00 1.07 2.97 0.12 3.27 2.13 2.90 1.69 0.87
B,IR 0.01 0.00 3.20 3.02 1.97 3.92 3.51 1.81 3.35 4.05
BP,PR 0.00 0.01 0.59 2.46 0.05 2.87 2.05 1.78 2.13 1.01
Relative bias within ˙5% is typeset in bold font.
REML, restricted maximum likelihood.
evaluate the bootstrap methods. For the same reason, we did
not take into account other real-life factors such as drop-outs
or missingness.
We present firstly the results of REML. Complete results for all
bootstrap methods as well as the asymptotic method in the three
evaluated designs are reported in Table II, for relative bias of the
bootstrap estimates of parameters and their corresponding SEs,
and Table III, for the coverage rate of the 95% CI. The correlation
between S0 and ˛ was not estimated in the large error design
for both simulated and bootstrap datasets to have better conver-
gence rate and to keep the same model that we simulated. The
transformation of random effects and residuals were carried out
before resampling for the methods in which they were resampled
nonparametrically. In the rich design, we found that the boot-
strap methods that resample only the residuals (Bnone,GR, Bnone,IR,
Bnone,PR) yielded higher bias for the correlation term (>9.73%).
The same was observed for the case bootstrap coupled with
the residual bootstraps (Bcase,GR, Bcase,IR, Bcase,PR). The case boot-
strap and the bootstraps of both random effects and residuals
(B,GR, B,IR, BP,PR) showed essentially no bias for all parame-
ters. In terms of SE estimation, these four bootstrap methods
estimated correctly all the SEs, as the estimates were very close
to empirical SEs, whereas the residual-alone bootstraps greatly
underestimated the SEs of all parameters, except for that of  . On
the contrary, the SE of  was overestimated by the Bcase,IR. The
case bootstrap, coupled with global residual bootstrap (Bcase,GR)
or parametric bootstrap (Bcase,PR), gave better estimates for SE
of parameters than the residual-alone bootstraps, but they did
not work as well as the case bootstrap and the bootstrap of
random effects and residuals. In terms of coverage rate, the
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Table III. Coverage rate of the 95% CI of parameters by REML obtained by the asymptotic method and the bootstrap methods in
the three studied designs.
Coverage rate of the 95% CI of parameters
Design Method S0 ˛ !S0 !˛ 	 
Asymptotic 0.95 0.96 0.94 0.96 0.96 0.94
Bcase,none 0.94 0.96 0.92 0.94 0.95 0.94
Bnone,GR 0.44 0.36 0.50 0.44 0.46 0.95
Bnone,IR 0.43 0.36 0.56 0.44 0.60 0.93
Bnone,PR 0.43 0.36 0.50 0.44 0.45 0.94
Rich Bcase,GR 0.94 0.95 0.85 0.89 0.72 0.94
Bcase,IR 0.96 0.96 0.95 0.91 0.91 1.00
Bcase,PR 0.94 0.95 0.85 0.88 0.72 0.94
B,GR 0.94 0.95 0.92 0.95 0.95 0.95
B,IR 0.95 0.95 0.92 0.94 0.96 0.94
BP,PR 0.95 0.96 0.93 0.96 0.96 0.94
Asymptotic 0.94 0.94 0.94 0.94 0.91 0.94
Bcase,none 0.94 0.93 0.89 0.89 0.92 0.90
Bnone,GR 0.53 0.39 0.60 0.51 0.66 0.95
Bnone,IR 0.51 0.38 0.65 0.48 0.84 0.92
Bnone,PR 0.53 0.40 0.61 0.50 0.66 0.93
Sparse Bcase,GR 0.93 0.93 0.83 0.86 0.84 0.95
Bcase,IR 0.96 0.94 0.98 0.88 0.99 0.99
Bcase,PR 0.93 0.93 0.83 0.86 0.85 0.93
B,GR 0.94 0.93 0.91 0.89 0.94 0.95
B,IR 0.94 0.94 0.93 0.89 0.96 0.92
BP,PR 0.94 0.94 0.93 0.94 0.94 0.94
Asymptotic 0.93 0.95 0.95 0.98 0.95
Bcase,none 0.93 0.94 0.92 0.93 0.95
Bnone,GR 0.78 0.88 0.58 0.74 0.93
Bnone,IR 0.78 0.87 0.38 0.79 0.82
Bnone,PR 0.78 0.88 0.58 0.74 0.93
Bcase,GR 0.90 0.91 0.71 0.75 0.93
Bcase,IR 0.98 0.98 0.84 0.94 0.99
Large error Bcase,PR 0.90 0.92 0.71 0.75 0.94
B,GR 0.93 0.95 0.94 0.93 0.95
B,IR 0.94 0.95 0.97 0.94 0.88
BP,PR 0.94 0.95 0.94 0.94 0.95
Coverage rate from 90% to 100% is typeset in bold font.
CI, confidence interval; REML, restricted maximum likelihood.
residual-alone bootstraps had very poor coverage rates for all
parameters (<0.6) except for the SE of  , whereas the case boot-
strap and the bootstraps of both random effects and residuals
provided good coverage rates (close to the nominal value of 0.95).
According to our predefined criteria, four methods showed good
performance: Bcase,none, B,GR, B,IR, and BP,PR. These methods
remained the best methods for the sparse design and the large
error design, with smaller relative bias for the parameter estimates
and their SEs and better coverage rates. The simulation results
also showed that the asymptotic approach provided good esti-
mates for parameters and SEs as well as good coverage rates as do
the bootstrap candidates. In this simple setting, the convergence
rate was high: nearly all runs on the simulated datasets converged
(respectively, 100%, 99.8%, and 99.9% for the rich, sparse, and
large error designs). Convergence was also close to 100% when
applied to the bootstrap samples in the rich (100%) and large
error (99.9%) design, whereas for the sparse design, convergence
rates were slightly lower and more dependent on the bootstrap
method, going from around 90.2% for the bootstraps combin-
ing case and residuals, to 96.7% for the case bootstrap or the
bootstraps of both random effects and residuals.
In this study, we also evaluated the influence of transforma-
tion of random effects and residuals using the ratio between the
estimated and empirical variance–covariance matrices. Nontrans-
formed and transformed resampling were compared for all non-
parametric bootstrap methods except for the Bcase,none where no
transformation was needed. The results of this transformation in
the rich design are presented in Figure 3. We found that these
corrections improved significantly the estimate of  , its SE as well
as the coverage rate for all applied methods. However, they only
improved the estimates and the coverage rates of other variance
parameters for B,GR and B,IR.
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Figure 3. Relative bias of parameter estimates by restricted maximum likelihood (left), relative bias of standard errors (middle), and coverage rate of 95% confidence interval
(right), for the nonparametric bootstrap methods without (top) and with (bottom) transformations of random effects and residuals in the rich design (N D 100, n D 7,
 D 5.86).
The results for the bootstrap candidates in the different eval-
uated designs, providing a more contrasted evaluation of their
performance, were shown in Figure S1 in the Appendix. All the
bootstrap candidates provided good parameter estimates in all
evaluated designs with the relative bias within ˙ 5%, except for
a higher bias on  (6.50%) observed for the B,IR in the sparse
design. The relative bias for the variance estimates were higher for
the sparse and the large error designs compared with those of the
rich design, whereas the relative bias of the fixed effects remained
very small (<0.1%). All the bootstrap candidates estimated cor-
rectly the SE of parameters, with relative biases ranging from 5%
to 5%, observed in both rich and large error designs. They esti-
mated less correctly the SE of variance parameters in the sparse
design with relative biases ranging from 10% to 10%, especially
for the case bootstrap. The boxplots of the SEs of all parameter
estimates obtained by the bootstrap candidates in all evaluated
designs are shown in Figure S2 in the Appendix. The range of
bootstrap SEs across the K D 1000 replications did not show
any practically relevant differences across the bootstrap methods,
with the exception of SE of  in the sparse design. A good cover-
age rate was obtained for all parameters in the rich design setting,
as well as the design with large error; the one exception is a low
coverage rate for  observed for B,IR in the design with large
error. In the sparse design, the bootstrap candidates provided
lower coverage rate for variance parameters. Across the different
designs, the BP,PR worked slightly better than the Bcase,none and
the B,GR performed better than the B,IR.
To understand whether the estimation method influences the
performance of the bootstrap methods, we compared the results
of ML with those of REML. All the results of ML are given in the
Appendix with Table S1 and Table S2. The difference between ML
and REML in relative bias of parameter estimates and their SEs
and coverage rate for all bootstrap methods and the asymptotic
method in three evaluated designs are shown in Figure S3 in the
Appendix. There was no difference in estimation of fixed effects
and  between two methods. However, the variance parameters
(!S0 and !˛ ) given by ML were slightly less well estimated com-
pared with those of REML with increase of 0.5% to 2% in rela-
tive bias and had lower coverage rate in all evaluated designs.
The difference between ML and REML in estimation of variance
parameters was more apparent in the sparse design, resulting in
bigger difference in their coverage rates (2% to 5%) observed for
all bootstrap methods. In terms of SE estimation, ML and REML
provided similar estimates, except for a small difference in rela-
tive bias (<2%) in the sparse design. On the basis of our criteria
about relative bias, REML was better than ML by providing unbi-
ased estimates for almost parameters obtained by four bootstrap
candidates. REML also improved the coverage rate of variance
parameters in the sparse design while it provided similar esti-
mates of SEs compared with ML.
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Table IV. Parameter estimates by REML and their standard errors (SE) obtained by the asymptotic method, the bootstrap
candidates, and the stratified bootstrap in the real dataset.
Parameter estimates SE
Method S0 ˛ !S0 !˛ 	  S0 ˛ !S0 !˛ 	 
Asymptotic (ML) 23.99 13.97 11.08 12.80 0.63 5.86 1.12 1.40 0.84 1.44 0.08 0.17
Asymptotic (REML) 23.98 14.01 11.13 12.93 0.63 5.86 1.12 1.41 0.85 1.46 0.08 0.17
Bcase,none 24.02 14.10 11.10 12.99 0.63 5.81 1.11 1.82 0.78 2.04 0.10 0.54
Bstratcase,none 24.01 14.11 11.07 13.03 0.63 5.84 1.02 1.58 0.77 1.80 0.10 0.54
B,GR 23.97 14.02 10.64 11.68 0.78 5.84 1.08 1.27 0.74 0.94 0.08 0.37
B,IR 24.07 14.01 10.70 11.87 0.74 5.77 1.10 1.33 0.78 1.10 0.11 0.35
BP,PR 23.97 14.01 11.07 12.83 0.63 5.86 1.13 1.42 0.82 1.10 0.09 0.16
REML, restricted maximum likelihood; ML, maximum likelihood.
4.2. Application to real data
The asymptotic parameter estimates by ML and their SEs for the
real dataset were given in the first row of Table IV; these were
taken as the true parameter values used in the simulation study
reported earlier. The parameter estimates by REML and the SEs
of all parameters obtained by the asymptotic method and the
four bootstrap candidates for the real dataset are also shown
in Table IV. They provided similar values for both fixed-effect
and variance parameters that were also close to the asymptotic
estimates. However, there were some differences for the estima-
tion of SE of ˛, !˛ , and  between the bootstrap methods. The
Bcase,none yield the highest SE for these parameters, whereas the
BP,PR and the asymptotic estimates were very similar, which were
both different from the remaining bootstrap methods. This find-
ing was not observed in the simulation study, where balanced
designs with the same number of observations per subject were
used and the residuals were normally distributed. The distribu-
tion of the empirical residuals in the real dataset was investigated
and a nonnormal distribution was confirmed by the Shapiro–Wilk
normality test. The similar results of ML for the real data are also
presented in Table S3 in the Appendix.
To investigate the effect of the unbalance in the design, we
stratified the case bootstrap based on the number of observa-
tions per subject (nobs). The real dataset was divided into three
groups before bootstrapping: group 1 (N D 40 subjects with nobs
5), group 2 (N D 38 subjects with nobs >5 and 10), and group
3 (N D 31 subjects with nobs >10). The bootstrap samples were
then built by sampling subjects within each group, keeping the
same number of subjects from each group. The results obtained
from this analysis are also given in Table IV. The case bootstrap
with stratification Bstratcase,none gave similar values for parameters as
the case bootstrap and other bootstrap methods. In terms of SE of
parameters, this method provided smaller values for SEs of ˛ and
!˛ and reduced the difference on SE estimation of these param-
eters with other bootstrap methods, which may indicate that the
case bootstrap is more sensitive to unbalanced designs; on the
other hand, stratification hardly affected the SE of  .
5. DISCUSSION
In this paper, we evaluated different bootstrap approaches for
estimating SEs and CIs of parameters in LMEMs with homoscedas-
tic error. The proposed bootstraps take into account two levels of
variability in the longitudinal data: BSV and RUV. They were also
compared with the residual bootstrap, which resamples only one
level of variability, and to the case bootstrap where the whole
vector of observations is resampled.
Our simulations showed that bootstrapping only residuals
underestimated greatly the SEs of parameters, except for  , and
provided poor coverage rates. This finding is to be expected
because the large BSV for two parameters in the evaluated
designs were not taken into account. On the contrary, the case
bootstrap performed well as it provided nonbiased parameter
estimates and SEs as well as good coverage rates for all parame-
ters. Moreover, according to Van der Leeden et al., it makes sense
to resample only the individuals and collect the related observa-
tions from the original dataset when bootstrapping cases for the
repeated measures data [14, 26]. Our results support the implica-
tion that the RUV is somewhat taken into account in this method;
resampling cases preserves both the BSV and the RUV. It is in
agreement with the worse performance of combining residual
bootstrap with case bootstrap, in which the RUV is considered
already resampled.
Another important result of this study is the good performance
of bootstrapping both random effects and residuals, either in a
nonparametric or in a parametric way. They worked as well as the
case bootstrap. The incorporation of random effects into the clas-
sical residual bootstrap plays therefore a very important role for
bootstrapping in mixed-effects models context, especially when
the BSV is much higher than the RUV. This approach was pro-
posed in various studies, such as for the resampling of multi-level
data [14, 23], times series data [10], and more recently for lon-
gitudinal data [15]. It can be an alternative method to the case
bootstrap when the model is correct (for nonparametric version)
or both model and assumptions on distributions of parameters
are correct (for parametric version). To our knowledge, there has
not been any simulation study in the literature that compares
this approach to the most commonly used method, the case
bootstrap for mixed-effects models with longitudinal data.
Bootstrapping the raw random effects and residuals does not
take into account variance underestimation, leading to shrinkage
in the individual parameter estimates. To account for this issue,
we employed the correction using the ratio between estimated
and empirical variance–covariance matrix for the random effects
and the residuals. It was shown to be an appropriate method for
LMEMs because of the improvement of estimation for variance
components. These ratios account for the degree of two shrink-
ages: -shrinkage and -shrinkage, which quantify the amount of
information in the individual data about the parameters [27–29].
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When the data is not informative, the random effects and resid-
uals are shrunk toward 0, and high degree of -shrinkage and
-shrinkage will be obtained. Sampling in the raw distribution
will therefore underestimate the actual level of variability in the
data, whereas correcting both empirical random effects and resid-
uals for shrinkage restores this level. This idea of accounting for
the difference between the estimated and empirical variance of
residuals through an estimate of the shrinkage was proposed
in bootstrapping ordinary linear models [21] and was extended
for the two levels of variability found in mixed models by
Wang et al. [23].
The performance of different bootstrap methods was eval-
uated under different conditions: the rich design in which all
parameters can be well estimated, the sparse design in which
the variance parameters are less well estimated, and the large
error design in which the RUV is as important as the BSV to see
whether the residual bootstraps work better. The convergence
was obtained for almost all bootstrap datasets (90% to 100%),
which should not provide substantial bias for estimating the
uncertainty of parameters. The case bootstrap and three boot-
strap methods where both random effects and residuals were
resampled remained the best methods and selected as boot-
strap candidates for LMEMs. The purpose of this work was not to
determine which was the best method overall, but to eliminate
bootstrap methods that do not perform well even with LMEMs.
We did note that the global residual bootstrap was slightly bet-
ter than individual residual bootstrap in the sparse and large
error designs, especially in estimating  , which is consistent with
the noncorrelated structure of residuals. In addition, the distribu-
tion of resampled residuals obtained by the global residual boot-
strap was slightly closer to the original distribution of residuals.
The parametric bootstrap performed best across three evaluated
designs, but it requires the strongest assumptions (good prior
knowledge about model structure and distributions of parame-
ters). If the model is misspecified and the assumptions of nor-
mality of random effects and residuals are not met, this method
may not be robust. In practice, one of the main reasons for using
bootstrap is the uncertainty of distribution assumption, the non-
parametric bootstrap may therefore preferable to the parametric
bootstrap in most applications [9].
We also investigated using ML instead of REML when perform-
ing the estimation step. The difference in performance was small
with less than 5%, but there was slightly more bias with ML espe-
cially for the estimation of the variance parameters, which was
most apparent in the sparse design where variances were less well
estimated. This means that we may expect this to be true also for
nonlinear mixed effect models where ML is more often used than
REML for parameter estimation, although this needs to be verified
in the nonlinear setting. This finding should be also explored fur-
ther in other settings, because the superiority of REML over ML
becomes more apparent as the number of fixed effect increases,
especially when the number of subjects is limited [3].
The number of bootstrap replicates (B) depends on the esti-
mation that we want to obtain. In simple regression models, B is
recommended to be at least 100 for SE estimation and at least
1000 in the case of CI estimation [30, 31]. In this simulation study,
1000 bootstrap replicates were thought to be large enough to
obtain both bootstrap SE and bootstrap CI for all bootstrap meth-
ods with LMEMs. Note that, to estimate directly the quantiles for
95% CI without interpolation, B D 999 should be used instead
of 1000 in the future work [7]. In addition, further evaluation
on choosing the number of bootstrap will be studied, especially
when bootstrapping on nonLMEMs is much time-consuming and
less stable.
Although in the simulation studies the performance of the case
bootstrap was similar to that of the bootstrap methods resam-
pling both random effects and residuals, when these methods
were applied to the real dataset, the case bootstrap estimated
a much larger SE for both ˛ and its variability, and there was
also smaller differences in the estimates of  between the differ-
ent bootstraps. We found a good agreement between the BP,PR
and the asymptotic method, which were both different from the
remaining methods. The difference between BP,PR and B,GR
could come from different assumptions on distributions, because
for the former, we sample in a normal distribution, whereas the
empirical residuals used for resampling in B,GR were in fact not
normally distributed. The difference between Bcase,none and B,GR
or B,IR might be due to the unbalanced design of the real dataset
in which patients have different number of observations, a struc-
ture which is preserved by the residual bootstraps but not by
the case bootstrap. Unbalanced designs, therefore, may be more
challenging for the case bootstrap than for other bootstrap meth-
ods [7, 32], and stratification has been proposed to handle such
situations; for example, when a study includes rich and sparse
data, it is recommended to resample from both groups to main-
tain a similar structure in the bootstrap samples [33]. In this study,
we tried to apply the stratified case bootstrap to the real dataset.
The stratification could explain a part of the difference between
the case bootstrap and other bootstrap candidates by decreasing
the SEs of ˛ and !˛ to the values closer to those obtained by other
methods.
In conclusion, in this study, we found that the case boot-
strap performs as well as the nonparametric/parametric boot-
strap of random effects and residuals in LMEMs with balanced
designs and homoscedastic error. However, the residual boot-
straps always generate datasets with the same design as the orig-
inal data and would be expected to perform better in situations
where the design is not similar for every individual. This could be
the explanation for the discrepancy between the bootstraps seen
in the application to the real data from the Parkinson study. We
now plan to compare these methods for nonLMEMs, addressing
the issues of heteroscedasticity, the nonlinearity of model, and
exploring the influence of designs with stratified bootstrap.
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Table S2: Coverage rate of the 95% CI of parameters estimates by ML obtained by the
asymptotic method and the bootstrap methods in the 3 studied designs
Design Method Coverage rate of the 95% CI of parametersS0 α ωS0 ωα ρ σ
Rich
Asymptotic 0.95 0.96 0.93 0.94 0.95 0.95
Bcase,none 0.94 0.96 0.91 0.93 0.95 0.94
Bnone,GR 0.44 0.36 0.50 0.44 0.44 0.95
Bnone,IR 0.43 0.36 0.56 0.44 0.58 0.93
Bnone,PR 0.43 0.36 0.49 0.44 0.44 0.94
Bcase,GR 0.94 0.95 0.84 0.88 0.71 0.94
Bcase,IR 0.96 0.96 0.95 0.90 0.90 1.00
Bcase,PR 0.94 0.95 0.84 0.88 0.70 0.94
Bη,GR 0.94 0.95 0.91 0.93 0.95 0.95
Bη,IR 0.94 0.95 0.92 0.93 0.96 0.94
BPη,PR 0.95 0.96 0.93 0.94 0.96 0.94
Sparse
Asymptotic 0.94 0.94 0.92 0.91 0.90 0.94
Bcase,none 0.94 0.93 0.87 0.87 0.92 0.90
Bnone,GR 0.53 0.39 0.57 0.49 0.63 0.95
Bnone,IR 0.51 0.38 0.67 0.46 0.83 0.92
Bnone,PR 0.53 0.40 0.58 0.49 0.63 0.93
Bcase,GR 0.93 0.93 0.80 0.83 0.82 0.94
Bcase,IR 0.96 0.94 0.98 0.86 0.99 0.99
Bcase,PR 0.93 0.93 0.80 0.82 0.83 0.93
Bη,GR 0.94 0.93 0.87 0.86 0.94 0.95
Bη,IR 0.94 0.94 0.91 0.86 0.96 0.91
BPη,PR 0.94 0.94 0.90 0.89 0.94 0.94
Large error
Asymptotic 0.93 0.95 0.94 0.98 0.95
Bcase,none 0.93 0.94 0.92 0.93 0.95
Bnone,GR 0.78 0.88 0.56 0.70 0.93
Bnone,IR 0.78 0.87 0.39 0.77 0.81
Bnone,PR 0.78 0.88 0.56 0.70 0.93
Bcase,GR 0.90 0.92 0.68 0.72 0.93
Bcase,IR 0.98 0.98 0.84 0.94 0.99
Bcase,PR 0.90 0.92 0.69 0.72 0.94
Bη,GR 0.93 0.95 0.92 0.93 0.95
Bη,IR 0.93 0.94 0.97 0.93 0.88
BPη,PR 0.94 0.94 0.93 0.93 0.95
Coverage rate from 90% to 100% is typeset in bold font
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Table S3: Parameter estimates by ML and their standard errors (SE) obtained by the
asymptotic method, the bootstrap candidates and the stratified bootstrap in the real dataset
Method
Parameter estimates SE
S0 α ωS0 ωα ρ σ S0 α ωS0 ωα ρ σ
Asymptotic 23.99 13.97 11.08 12.80 0.63 5.86 1.12 1.40 0.84 1.44 0.08 0.17
Bcase,none 24.01 13.99 10.98 12.75 0.63 5.85 1.12 1.84 0.83 2.00 0.10 0.53
Bstratcase,none 23.94 13.96 10.97 12.83 0.63 5.83 1.02 1.56 0.78 1.79 0.10 0.52
Bη,GR 23.98 14.02 10.56 11.52 0.79 5.84 1.08 1.26 0.76 0.90 0.08 0.35
Bη,IR 23.98 13.97 10.61 11.74 0.75 5.78 1.11 1.31 0.75 1.06 0.11 0.36
BPη,PR 23.98 13.97 11.03 12.70 0.64 5.86 1.12 1.36 0.83 1.13 0.08 0.17
L’approche bootstrap pour l’estimation d’incertitude des paramètres dans le cadre des
modèles non linéaires à effets mixtes
115
H-T.Thai et al 33
Supplementary figures
L’approche bootstrap pour l’estimation d’incertitude des paramètres dans le cadre des
modèles non linéaires à effets mixtes
116


































































































































































































































Figure S1:Relative bias of parameter estimates by REML (left), relative bias of standard
errors (middle) and coverage rate of 95% CI (right), for the asymptotic method and the
bootstrap candidates in the rich design (N=100, n=7, σ=5.86) (top), the sparse design
(N=30, n=3, σ=5.86) (middle) and the large error design (N=100, n=7,σ=17.5, ρ=0)
(bottom). The same scales were plotted to compare bootstrap methods with each other in the
3 studied designs.
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Figure S2: Boxplot of standard errors (SE) of parameters by REML obtained by the
bootstrap candidates in the 3 studied designs: the rich design (N=100, n=7, σ=5.86) (top),
the sparse design (N=30, n=3, σ=5.86) (midlle) and the large error design (N=100, n=7,
σ=17.5, ρ=0) (bottom). A second y-axis with smaller scale was plotted for ρ and σ in the
right side of each boxplot. The empirical values obtained by K=1000 simulations were
presented as red crosses.
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Figure S3: Difference (delta) between ML and REML (ML-REML) in relative bias of
parameter estimates (left), relative bias of standard errors (middle) and coverage rate of 95%
CI (right), for the asymptotic method and the bootstrap methods in the rich design (N=100,
n=7, σ=5.86) (top), the sparse design (N=30, n=3, σ=5.86) (middle) and the large error
design (N=100, n=7, σ=17.5, ρ=0) (bottom).
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3.2 Evaluation des approches bootstrap dans les
modèles non linéaires à effets mixtes
3.2.1 Résumé
Dans le travail précédent concernant les approches bootstrap dans les MLEM, les
meilleures performances ont été trouvées pour le bootstrap par paires et les bootstraps
non paramétrique/paramétrique des effets aléatoires et des résidus au niveau de l’ensemble
des sujets (Thai et al., 2013).
Dans ce travail, nous les avons évalués dans le cadre des modèles non linéaires à
effets mixtes (MNLEM) en présence de deux complexités supplémentaires (non-linéarité
et hétéroscédasticité) par une étude de simulation. Cette étude a été basée sur deux
essais cliniques de l’aflibercept chez les patients atteints de cancer (Freyer et al., 2012;
Ramlau et al., 2012). Après administration en perfusion, la PK de l’aflibercept libre
était décrite par un modèle à deux compartiments avec une élimination d’ordre 1. Pour
les bootstraps non paramétrique/paramétrique des résidus, les résidus ont été normalisés
à la même variance et puis rééchantillonnés comme dans le cas d’homoscédasticité
(Bonate, 2011). Les performances de ces méthodes de bootstrap ont été évaluées
dans deux protocoles équilibrés : un protocole d’échantillonnage fréquent (N = 30
patients/n = 9 observations) et un protocole d’échantillonnage allégé (N = 70/n = 4).
Nous avons également introduit une plus grande non-linéarité du modèle dans le protocole
d’échantillonnage fréquent en utilisant une élimination Michaelis-Menten au lieu d’une
élimination d’ordre 1. Les performances de ces méthodes de bootstrap ont également
été évaluées dans un protocole déséquilibré comprenant les données fréquentes et éparses
(N1=15/n1=9 et N2=75/n2=2) comme dans le jeu de données réelles. L’algorithme SAEM
mis en œuvre dans MONOLIX 4.1.2 a été utilisé pour obtenir les estimations ML des
paramètres du modèle. Les méthodes de bootstrap ont été étudiées par 100 réplications
pour chaque protocole et 999 échantillons bootstrap par réplication pour chaque méthode
avec les mêmes critères d’évaluation dans les MLEM.
Nos simulations ont montré que le bootstrap par paires et le bootstrap non
paramétrique/paramétrique des effets aléatoires et des résidus fonctionnent bien dans
les protocoles équilibrés. Par rapport à l’approche asymptotique, elles fournissent une
meilleure description de l’incertitude de certains paramètres, notamment ceux du modèle
le plus non linéaire dans les protocoles d’échantillonnage fréquents. Cependant, elles
fonctionnent moins bien dans le protocole allégé, en fournissant un biais très important
pour la SE d’un paramètre estimé ayant une distribution asymétrique. Dans le protocole
déséquilibré, le bootstrap par paires a également surestimé la SE de ce paramètre et le
bootstrap non paramétrique des effets aléatoires et des résidus a surestimé la SE des
paramètres de variance malgré la stratification basée sur les données fréquentes/éparses.
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En revanche, la méthode asymptotique et le bootstrap paramétrique ont montré de
bonnes estimations du SE. Ces résultats illustrent que les méthodes de bootstrap non
paramétrique peuvent rencontrer des problèmes pratiques qui entraînent de mauvaises
performances telles que les distributions asymétriques dans l’estimation des paramètres
et les protocoles très déséquilibrés.
L’ensemble de ce travail fait également l’objet d’un article en cours de préparation
pour la revue Journal of Pharmacokinetics and Pharmacodynamics.
3.2.2 Article 4 (soumis)
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Evaluation of bootstrap methods for estimating uncertainty of parameters
in nonlinear mixed-effects models: a simulation study in population
pharmacokinetics
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Abstract Bootstrap methods are used to estimate the uncertainty of parameters in multi-level or linear
mixed-effects models. Residual-based bootstrap methods which resample both random effects and residuals
are an alternative approach to case bootstrap, which resamples the individuals. Most PKPD applications use
the case bootstrap, for which software is available. In this study, we evaluated the performance of different
bootstrap methods by a simulation study and compared them to that of an asymptotic method in estimating
uncertainty of parameters in nonlinear mixed-effects models (NLMEM) with heteroscedastic error. This
simulation was based on a real PK data collected from two clinical trials of aflibercept, an anti-angiogenic
drug, in cancer patients. As expected, we found that the bootstrap methods provided better estimates of
uncertainty for parameters in NLMEMwith high nonlinearity compared to the asymptotic method. Overall,
the case bootstrap proved the most robust method, and it was also fast and simple as it makes no assump-
tions on the model and preserves both between subject and residual variability in one resampling step. The
nonparametric residual bootstrap also performed well, with a correction for variance underestimation before
resampling. However, there are some situations that make the bootstraps perform worse than the asymptotic
method, for example in unbalanced designs where the simple stratification seemed to be insufficient.
Keywords Bootstrap · Nonlinear mixed-effects models · Pharmacokinetics · Uncertainty of parameters ·
MONOLIX
1 Introduction
Nonlinear mixed-effects models (NLMEM), also called population analysis, have been widely used in the
field of pharmacokinetics (PK) and pharmacodynamics (PD) to characterize the profile of drug concen-
trations or treatment response over time for a population. This approach not only provide the estimates of
fixed-effect parameters in the studied population but also describe their variability quantified by the variance
of the random effects. Population analysis was introduced by Lewis Sheiner and Stuart Beal and has now
become an integral part of drug development since the first application of NLMEM in population PKPD
in the late 1970s [1]. The parameters of NLMEM are often estimated by the maximum likelihood (ML)
method.
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These models are complex, not only structurally but also statistically, with a number of assumptions
about the model structure and variability distributions. The uncertainty of parameters in NLMEM is usu-
ally quantified by the standard errors (SE) obtained asymptotically by the inverse of the Fisher information
matrix (MF) and by the asymptotic confidence intervals (CI) which are assumed to be normal and symmet-
ric. However, this uncertainty might be biased when the assumption of asymptotic normality for parameter
estimates and their SE is incorrect, for example when the sample-size is small or the model is more than
trivially nonlinear. Sometimes, they cannot be even obtained due to identifiability issues in the model or
numerical problems when evaluating the inverse ofMF.
The bootstrap is an alternative method to assess the uncertainty of parameters without making strong
distributional assumptions. It was first introduced by Efron (1979) for independent and identically dis-
tributed (iid) observations. The principal idea behind the bootstrap is to repeatedly resample the observed
data with replacement to create new datasets having the same size as the original dataset, then fit each boot-
strap dataset to construct the distribution of an estimator or a statistic of interest [2,3]. In standard linear
regression, the most simple and intuitive method is the case bootstrap which consists of resampling the
pairs of observations with replacement. However, other bootstrap methods exist; for example the residual
bootstrap and the parametric bootstrap [4,5,6,7]. The residual bootstrap resamples the observed residuals
obtained after model fitting then constructs the bootstrap samples. The parametric bootstrap adopts the prin-
ciple of the residual bootstrap but simulates the residuals from the estimated distribution obtained by the
fitting of the original data, e.g the normal distribution. In the mixed-effects models setting, the case boot-
strap consists of resampling the whole vector of observations in one subject with replacement. The classical
bootstrap methods used in linear regression with just one level of variability (residual) need be modified to
take into account the characteristics of mixed-effects models with two levels of variability (between-subject
and residual variability) [8]. Resampling random effects may be coupled with resampling residuals [8,9,10,
11]. The case bootstrap can be combined with the residual bootstrap [6].
In a previous study [12], we conducted a simulation study to evaluate different bootstrap methods that
could be used for linear mixed-effects models (LMEM) with homoscedastic residual error, a simple case
before moving to NLMEM. Resampling two levels of variability (case bootstrap coupled with residual
bootstrap and random effect bootstrap coupled with residual bootstrap) was compared to resampling one
level of variability (case alone or residual alone bootstrap). The nonparameteric and parametric versions
of these bootstrap methods were evaluated. Three balanced designs (rich, sparse and large error) were
used to evaluate the respective importance of two levels of variability. The study demonstrated the adequate
performance of the nonparametric/parametric random effect and residual bootstrap which resamples directly
two levels of variability and the case bootstrap which is considered to preserve both of them in all evaluated
designs. On the other hand, the bootstrap methods which resample only the residuals performed poorly
with a large underestimation of the SE of parameters and poor estimates of coverage rates. This is because
the between-subject variability of parameters in the evaluated designs were not taken into account. The
worse performance was also obtained for the bootstraps combining case and residual, in which the residual
variability is considered already resampled in the case bootstrap.
In order to understand the use of bootstrap in the field of population PKPD, we conducted a literature re-
search in PUBMEDwith the keywords "bootstrap AND population AND (pharmacokinetics OR pharmaco-
dynamics OR pharmacokinetic-pharmacodynamic OR pharmacokinetic/pharmacodynamic) AND (NON-
MEM OR MONOLIX OR nonlinear mixed effects)" and recovered 90 papers up to November 2012. All of
them used the case bootstrap as a model evaluation tool, and only one of them used the parametric bootstrap,
as a complement to the case bootstrap. The purpose of using bootstrap in PKPD was mainly for comparing
the parameter estimates obtained from the bootstrap datasets with those obtained in the original dataset and
estimating SE and/or constructing CI (in 90% papers). It was less frequently used for covariate selection (in
6.7% papers) and structural model selection (in 3.3% papers). Both nonparametric case bootstrap and para-
metric bootstrap are implemented in programs, Wings for NONMEM and Pearl-speaks-NONMEM (PsN)
[13,14]. While the case bootstrap has been mostly used in population PKPD, there have been very few stud-
ies in the literature to evaluate its performance, especially in comparison with the nonparametric/parametric
random effect and residual bootstrap which may better approach the "true" data generating process.
In the present paper, we evaluated the performance different bootstrap methods by a simulation study
and compared them to that of the asymptotic method in estimating uncertainty of parameters in NLMEM
with heteroscedastic error. This simulation design was based on real PK data collected from two clinical
trials of aflibercept, an anti-VEGF drug, in cancer patients.
L’approche bootstrap pour l’estimation d’incertitude des paramètres dans le cadre des
modèles non linéaires à effets mixtes
123
Bootstrap methods in nonlinear mixed-effects models 3
2 METHODS
2.1 Statistical models
Let yi j denote the observation j of subject i at time ti j, where i= 1, ...,N; j= 1, ...,ni, yi = (yi1,yi2, ...,yini)
T
regroups the (ni× 1) vector of measurements in subject i, ξ i = (ti1, ti2, ..., tini)T presents the design vector
of subject i, y= (y1, ...,yN) regroups all the measurements from N subjects, ntot =∑Ni=1 ni denotes the total
number of observations. We define an NLMEM as follows:
yi = f (ξ i,ϕ i)+g(ξ i,ϕ i,σ)ε i
ϕ i = h(µ ,η i)
η i ∼ N(0,Ω)
ε i ∼ N(0,1)
(1)
where f is the structural model, g is the residual error model, σ is the vector of parameters in the residual
error model, ε i = (εi1, ...,εini) are normally distributed errors with mean zero and variance 1, ϕ i is the
(p×1) vector of individual regression parameters, µ is the (p×1) vector of fixed effects, h is the function
of individual parameters ϕ i, η i is the (q× 1) vector containing the random effects and Ω is the (q× q)
covariance matrix of the random effects. The random effects η i and the residual errors ε i are assumed to be
independent for different subjects and to be independent of each other for the same subject. The individual
PK parameters are often assumed to follow log-normal distribution ϕ i = µ exp(η i). Special cases for g
include g= σa (constant/homoscedastic error model) and g= σp f (ξ i,ϕ i) (proportional error model).
2.2 Estimation methods
The parameters of NLMEM are estimated by maximizing the log-likelihood function L(y,θ) of the response



















p(yi|ϕ i;θ)p(ϕ i;θ)dϕ i
) (2)
where p(yi|ϕ i;θ) is the conditional density of the observations given the random effects, p(ϕ i;θ) is the
density of the individual parameters and p(yi,ϕ i;θ) is the likelihood of the complete data (yi,ϕ i) of subject
i.
As the random effects are unobservable and the regression function is nonlinear, the likelihood of
NLMEM has no closed form and cannot not be evaluated analytically. The likelihood is usually approx-
imated by linearisation of the function f , such as First Order (FO) and First Order Conditional Estima-
tion (FOCE) methods implemented in NONMEM [15]. These methods linearise the structural model either
around the expectation of the random effects (FO) or around the individual predictions of the random effects
(FOCE). Although the linearisation methods are numerically efficient, they have the potential of producing
inconsistent estimates when the between-subject variability is high and/or the number of observations per
suject increases slower than the number of subjects [16,17]. An alternative method to linearisation is to
use the Stochastic Approximation Expectation-Maximization (SAEM) algorithm as an exact ML computa-
tion [18]. This algorithm consists, at each iteration, in successively simulating the random effects with the
conditional distribution (E step) using Markov Chain Monte-Carlo procedure and updating the unknown
parameters of the model (M step). In this simulation study, we used the SAEM algorithm implemented in
MONOLIX 4.1.2 (Matlab version) as the estimation method.
The ML estimate θˆ of θ is asymptotically normally distributed with mean θ and asymptotic estimation
covariance matrix given by the inverse ofMF.MF is computed as the negative Hessian of the loglikelihood
in all the model parameters:
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As the likelihood has no closed form, linearisation of the model around the conditional expectation of
the individual parameters has been proposed to derive an approximate expression of MF. This approach is
implemented in MONOLIX and used in this simulation study.
The asymptotic SE of parameters are then estimated as the square root of the diagonal element of the
estimated covariance matrix.
When the parameters of the model have been estimated, empirical Bayes estimates (EBEs) of the indi-
vidual parameters ϕ i can be obtained as the mode of the posterior distribution of ϕ i:
m(ϕ i|yi; θˆ) = Argmaxϕ i p(ϕ i|yi; θˆ)
2.3 Bootstrap methods
The principle of the bootstrap is to repeatedly generate pseudo datasets by resampling with replacement
from the original sample. The unknown original distribution of parameters may be replaced by the empirical
distribution of the sample, which refers to the nonparametric bootstrap [19] or simulated from a parametric
distribution, which refers to the parametric bootstrap. In this study, we are interested in bootstrap methods
in regression.
Let B be the number of bootstrap samples to be drawn from the original dataset, a general bootstrap
algorithm in regression is:
1. Generate a bootstrap sample by resampling from the data and/or from the estimated model
2. Obtain the estimates for all parameters of the model for the bootstrap sample
3. Repeat steps 1 & 2 B times to obtain the bootstrap distribution of parameter estimates and then compute
mean, standard deviation, and 95% CI of this distribution as described below
Let θˆ ∗b be the vector of parameters estimated for the b
th bootstrap sample. The bootstrap parameter







(θˆ ∗b ) (3)
The bootstrap standard error of the lth component of θˆB is obtained as the standard deviation of the










(θˆ ∗(l)b − θˆ (l)B )2 (4)
A 95% bootstrap confidence interval of the lth component of θ can be constructed by calculating the
2.5th and 97.5th percentiles of the bootstrap distribution. The bootstrap samples are first sorted into ascend-
ing order and these percentiles are respectively given by the (B+1)α th and (B+1)(1−α)th elements of
the ordered bootstrap samples where α=0.025. When (B+1)α does not equal a whole number, interpola-
tion must be used [20]. An alternative approach is to use a normal approximation to construct a bootstrap
confidence interval, using the estimated ŜEB:
[θˆ (l)B − ŜE
(l)
B · z1−α/2; θˆ (l)B + ŜE
(l)
B · z1−α/2] (5)
z1−α/2 denotes the 1− α/2 quantile of the standard normal distribution (z0.975 = 1.96). However, it is
preferable to use the bootstrap percentile confidence interval when bootstrapping [5,20].
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In the present study, we evaluated the three bootstrap methods which showed a good performance in
LMEM [12]: the case bootstrap Bcase,none, the nonparametric bootstrap of random effects and global resid-
uals Bη ,GR and the parametric bootstrap BPη ,PR. The individual residual bootstrap was not evaluated in
this study because this method appeared not to be consistent with the non-correlated structure of residuals,
although it had provided similar results to the global residual bootstraps in the LMEM. All the bootstrap
methods which do not perform well in LMEM were not evaluated in this NLMEM study.
The detailed algorithms of the evaluated bootstrap methods to obtain a bootstrap sample (bootstrap
generating process) are presented below.
2.3.1 Case bootstrap (Bcase,none)
This method consists of resampling with replacement the entire subjects, that is the joint vector of design
variables and corresponding responses (ξ i, yi) from the original data before modeling. It is also called the
paired bootstrap. It is the most obvious way to do bootstrapping and makes no assumptions on the model.
2.3.2 Nonparametric random effect and residual bootstrap (Bη ,GR)
This method consists of resampling with replacement the random effects obtained after model fitting, as
well as the residuals globally. The bootstrap sample is obtained as follows:
1. Fit the model to the data then estimate the random effects ηˆ i from {ϕˆ i} and the standardized residuals
εˆi j = (yi− f (ti j, ϕˆ i))/g(ti j, ϕˆ i, σˆ)




3. Draw a sample {ε∗}={εˆi∗ j∗} of size ntot with replacement globally from {εˆi j}
4. Generate the bootstrap responses y∗i = f (ξ i, µˆ,η∗i )+g(ξ i, µˆ,η∗i , σˆ)ε∗i
Note that in mixed-effects modeling, the raw random effects and residuals do not necessarily have
a zero mean, and their variance/ covariance matrix does not match the model-estimated residual vari-
ance/covariance matrices. That’s why the nonparametric bootstrap of the raw residuals yields downwardly
biased variance parameter estimates [5,6,21]. Therefore, they both must be rescaled by being centred and
then transformed to have empirical variance/covariance matrices equal to those estimated by the model.
In linear mixed-effects models, Carpenter et al proposed to center the random effects and residuals and
then transform them using correction matrices accounting for the differences between their corresponding
estimated and empirical variance-covariance matrices (shrinkage) [21,22]. The correction matrices were
calculated using the Cholesky decomposition of both estimated and empirical variance-covariance matri-
ces.
In this study, we extended the correction of Carpenter et al for NLMEM by using Eigen Value De-
composition (EVD), a special case of Singular Value Decomposition (SVD) for square symmetric matrices
[23], instead of the Cholesky decomposition. This extension was done to deal with the numeric problems
sometimes seen in nonlinear models where some eigenvalues of the variance-covariance matrix are very
close to zero. The detailed transformation of random effects and residuals is presented in Appendix.
2.3.3 Parametric random effect and residual bootstrap (BPη ,PR)
This methods resamples both random effects and residuals by simulating from estimated distribution after
model fitting. The bootstrap sample is obtained as follows:
1. Fit the model to the data
2. Draw a sample {η∗i } of size N from a multivariate normal distribution with mean zero and covariance
matrix Ωˆ
3. Draw N samples {ε∗i } of size ni from a normal distribution with mean zero and variance one
4. Generate the bootstrap responses y∗i = f (ξ i, µˆ,η∗i )+g(ξ i, µˆ,η∗i , σˆ)ε∗i
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Of note that, the simulation of random effects from a multivariate normal distribution can raise problem
when Ωˆ contains one or some eigenvalues close to zero. We proposed to construct pseudo matrix of Ωˆ using
EVD: Ωˆ ′ =VΩˆDΩˆ
′VΩˆ
T where VΩˆ is the orthogonal matrix resulting from EVD of Ωˆ , DΩˆ
′ is the diagonal
matrix containing eigenvalues of Ωˆ in diagonal entries, of which eigenvalues smaller than a tolerance (10−6)
was set to zero.
2.4 Bootstrap methods with stratification
The nonparametric bootstrap methods described above preserve the structure and the characteristics of the
original data when the data is homogenous. In the case of unbalanced designs, different groups in the
original data should be defined and resampling in each group should be done to maintain a similar structure
of the original data in the bootstrap sample [14]. For example when a study includes different numbers of
observations in each subject, the case bootstrap will generate the bootstrap samples having different total
number of observations. The nonparametric residual bootstrap preserves the same structure of the original
data but does not take in to account the different shrinkages of random effects and residuals for groups
with different designs. Bootstrap with stratification can be done for these two methods in this example as
follows:
Case stratified bootstrap (Bstratcase,none). This method consists in resampling the entire subjects in each
group.
Nonparametric residual stratified bootstrap (Bstratη ,GR). This method applies the correction for shrinkage
and bootstrapping the random effects and the residuals separately in each group. An example of the correc-
tion for shrinkage with two data groups with different designs is presented in Appendix.
3 SIMULATION STUDIES
3.1 Motivating example
As an illustrative example, data from two clinical trials of aflibercept, an anti-angiogenic drug for cancer
patients were used. The first trial was a phase I dose-escalation study of aflibercept in combination with
docetaxel and cisplatin in patients with advanced solid tumors [24]. The second trial was a randomised con-
trolled phase III study of aflibercept and docetaxel versus docetaxel alone after platinum failure in patients
with advanced or metastatic non-small-cell lung cancer [25]. Aflibercept was administered intravenously
every 3 weeks in combination with docetaxel at dose levels ranging from 2 to 9 mg/kg in the phase I trial
and at dose of 6 mg/kg in the phase III trial. In the phase I trial, blood samples were collected at 1, 2, 4,
8, 24, 48, 168, 336 hours after the start of aflibercept administration and before the administration of all
subsequent cycles. In the second trial, blood samples were taken pre-dose and at the end of aflibercept infu-
sion on day 1 (cycle 1) and every odd cycles before treatment administration and at approximately 30 and
90 days after the last aflibercept treatment. The free plasma aflibercept concentrations were measured in all
samples using enzyme-linked immunosorbent assay (Elisa) method. The limit of quantification (LOQ) for
free aflibercept in plasma was 15.6 ng/ml and data below LOQ for both studies (6.3% for the phase I trial
and 9.1% for the phase III trial) were omitted.
For this simulation study, we focused mainly on the data after the first dose of the phase I trial and the
data after the two first doses of the phase III trial disregarding potential interoccasion variability. All the
patients having at least two observations were included in this analysis. This subset contains 344 patients
including 53 patients from the phase I trial with an average of 9 observations per patient (rich design group)
and 291 patients from the phase III trial with 2 observations per patient (sparse design group).
To describe the PK of free aflibercept, we analysed jointly the data of all patients using MONOLIX
4.1.2 (Matlab version) and the SAEM algorithm for estimating parameters. A two-compartment infusion
PK model with first-order linear elimination described the aflibercept concentrations in this subset. The
between-subject variability was modeled using an exponential model. The residual variability was chosen
among the additive, proportional or combined models using the log-likelihood (LL) test. We examined the
SAEM convergence graph and the goodness-of-fit plots to evaluate the chosen model.
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The proportional error model was the best residual model. With respect to the model of random effects,
there was a high correlation between CL and Q (0.9), which decreased 47 point in -2LL, compared to the
model without this correlation. The variability of V2 was small so it was fixed to zero to have a better
convergence of parameters. This did not change significantly the log-likelihood. The parameter estimates of
this model are presented in first column of Table 3. All the parameters were estimated with good precision
(RSE < 15%) obtained by the asymptotic MF method. With the chosen model, the goodness-of-fit was
satisfactory.
3.2 Simulation settings
In this simulation, we aimed to evaluate the performance of bootstrap in different designs using the first-
order elimination PKmodel and their parameter estimates developed in the real data (section 3.1): a frequent
sampling design, a sparse sampling design and an unbalanced design with mixing of the frequent and the
sparse observation designs during resampling. We also aimed to evaluate the bootstraps in models with
higher nonlinearity; a mixed-order (Michaelis-Menten) elimination model was used to illustrate this case.
For the balanced designs, the sampling times were identical for all subjects.
First-order elimination frequent sampling design. We simulated N=30 subjects with n=9 observations
per subject at 1, 2, 4, 8, 24, 48, 168, 336, 503 hours after administration of aflibercept. In this design, we
used the same model as the real data, except for a smaller correlation between CL and Q (0.5 instead of 0.9)
to avoid the convergence problems.
First-order elimination sparse sampling design. We simulated N=70 subjects with n=4 observations per
subject at 1, 24, 48, 503 hours after administration of aflibercept. In this design, we removed the correlation
between CL and Q as well as the variability for Q to avoid the convergence problems. The variability of
other parameters was set to 30%.
Mixed-order (Michaelis-Menten) elimination frequent sampling design. We simulated N=30 subjects
with n=9 observations per subject at 1, 2, 4, 8, 24, 48, 168, 336, 503 hours after administration of aflibercept.
In this design, we used the same model of the linear sparse design but replaced first-order elimination
(CL = 0.04(l/h)) by mixed-order elimination (Vmax = 2(mg/h) with ωVmax = 30% and Km = 20mg/l with
ωKm = 0%) to increase the nonlinearity of the model. The values of Vmax and Km were chosen based on the
derivatives of the models with respect to these parameters.
For the unbalanced design, we used the first-order elimination model in the sparse balanced design and
simulated two groups of patients: N1=15 with n1=9 observations per subject at 1, 2, 4, 8, 24, 48, 168, 336,
503 hours after administration of aflibercept, and N2=75 with n2=2 observations per subject at 1, 503 hours
after administration of aflibercept. The ratio of patients with frequent and sparse sampling was similar to
that in the real data (16.7% subjects have rich sampling times with an average of 9 observations and 83.3%
subjects have only 2 observations).
All the designs had approximately the same total number of observations (∼ 280 observations).
For each design, we simulated K=100 replications. The SAEM algorithm implemented in the MONO-
LIX 4.1.2 was used to fit the data. The asymptotic SE of parameters were obtained by the inverse of MF,
computed as the negative Hessian of loglikelihood (described previously in Methods section). The bootstrap
algorithms were implemented in R 2.14.1. All the bootstrap datasets were fitted with the initial values ob-
tained from estimates from the original data.
Examples of simulated data for each given design are illustrated in Figure 1.
3.3 Evaluation of bootstrap methods
We drew B= 999 bootstrap samples for each replication of simulated data and for each bootstrap method.
B=999 was chosen to directly estimate the quantiles for 95% CI without interpolation [5,20]. For each
method, we therefore performed 99900 fits (100 simulated datasets × 999 bootstrap datasets).
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For the kth simulated dataset and for a given bootstrap method, we computed the bootstrap parameter
estimate θˆ (l)B;k as in equation 3, using 999 bootstrap samples, and the boostrap SE estimate ŜE
(l)
B;k as in
equation 4 as well the CI, for the lth component of θ . The relative bias (RBias) of the lth component
of bootstrap estimate θˆB was obtained by comparing the bootstrap estimate θˆ
(l)










( θˆ (l)B;k− θˆ (l)k
θˆ (l)k
×100) (6)
The average bootstrap SE was obtained by averaging the SE from equation (6) over the K=100 datasets.
The true SE is unknown, but we can get an empirical estimate as the standard deviation of the differences
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The coverage rate of the 95% bootstrap confidence interval (CI) was defined as the percentage of the
K=100 datasets in which the bootstrap CI contains the true value of the parameter.
The bootstrap approaches were compared in terms of the Rbias on the bootstrap parameter estimates, the
Rbias on SE, and the coverage rate of the 95% CI of all parameter estimates from all bootstrap samples. The
performance of the bootstrap methods were also compared to the performance of the asymptotic method.
The relative bias of the lth component of the estimate θˆ was obtained by comparing the estimate θˆ (l)k and







( θˆ (l)k −θ (l)0
θ (l)0
×100) (9)
The relative bias of asymptotic SE estimate was defined in the same way as equation (8), but with respect
to ŜE
(l)
k being the asymptotic SE of θˆ
(l)
k instead of ŜE
(l)
B;k. The coverage rate of the 95% asymptotic CI was
defined as the percentage of datasets in which the asymptotic CI contains the true value of the parameter.
The bootstrap parameters estimates and their SE were defined as unbiased when relative bias was within
±10%, moderately biased (relative bias from ±10% to ±20%) or strongly biased (relative bias > ±20%).
The coverage rate of the 95% CI was considered to be good (from 90% to 100%), low (from 80% to 90%) or
poor (< 80%). A good bootstrap was defined as a method providing unbiased estimates for the parameters
and their corresponding SE, and ensuring a good coverage rate of the 95% CI. The same criteria were used
to evaluate the performance of the asymptotic method.
3.4 Application to real data
All the bootstrap methods evaluated in the simulations studies were then applied to the real data with B=999
replications. The parameter and SE estimates obtained by the bootstrap methods were compared to those
obtained by the asymptotic approach.
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4 RESULTS
4.1 Simulation studies
Performance of bootstrap in balanced designs
The performance of the three bootstrap methods as well as the asymptotic method regarding the relative
bias of parameters, their SE and the coverage rate of 95% CI are presented in Figure 2 and Table 1. In the
frequent sampling setting with first-order elimination, all bootstrap methods showed essentially no bias for
all parameters. In terms of SE estimation, the case bootstrap (Bcase,none) yielded moderate bias for SE of
Q (22.1%); the nonparametric random effect and residual bootstrap (Bη ,GR) showed a small bias for SE
of ωQ and σp (< 13.2%) while the parametric random effect and residual bootstrap (BPη ,PR) estimated
correctly all the SE. In terms of coverage rate, all the bootstrap methods provide good coverage rate for
all parameters, except for low coverage rate of the correlation between CL and Q (ρ) (83%) observed for
Bη ,GR. The asymptotic method performed however less well than the bootstrap methods with a greater bias
for ρ and SE of several parameters (V1, Q, ωQ, ρ) and poorer coverage rates for V1, Q, and ρ .
In the first-order elimination sparse sampling setting where the correlation between CL and Q was
omitted and the variability of parameters was set to 30%, the Bcase,none and the BPη ,PR showed no bias in
parameter estimates, SE and provided good coverage rates for all parameters except for a large bias for SE
of Q (> 100%). The Bη ,GR not only provided large bias for SE of Q, but also gave a bias for SE of ωV1 and
poor coverage rates for ωV1 and ωV2 . The asymptotic method, however, performed very well and better than
the bootstrap methods.
Higher nonlinearity was evaluated in the mixed-order elimination frequent sampling setting. In this de-
sign, all bootstrap methods estimate correctly all the parameters except for a moderate bias on ωV2 observed
for Bη ,GR. In terms of SE estimation, the bootstrap methods provided good estimates for the SE of all pa-
rameters, with the exception for underestimation of SE of Km observed for all methods (-17.6 to -13.6%). In
addition, the Bcase,none underestimated SE of σp and Bη ,GR underestimated SE of ωV2 . In terms of coverage
rate, the bootstrap methods provided good coverage rates for first-order elimination parameters but gave
poor to low coverage rates for more highly nonlinear parameters (87% for Vmax and 71-77% for Km). Com-
pared to the bootstrap methods, the asymptotic method showed higher bias for SE of almost all parameters,
especially for nonlinear parameters, e.g Km (-89.3%); which leads to extremely poor coverage rate for Km
(19%). The asymptotic method also provided poor coverage rate for Q (77%).
The boxplots of the relative error of SE of all parameter estimates obtained by the bootstrap methods
and the asymptotic method in all evaluated designs are shown in Figure 3. The range of relative errors
of bootstrap SE across the K=100 replications did not show any practically relevant differences across
the bootstrap methods. The range of relative errors was however different between the asymptotic method
and the bootstrap methods. In the sparse sampling design, the estimates of SE obtained by the asymptotic
method were more accurate and precise, especially forQ. On the contrary, the asymptotic method performed
less well than the bootstrap methods in frequent sampling designs with underestimation of SE of several
parameters, especially SE ofKm in the mixed-order design where SE ofV2 andVmax were also overestimated.
Performance of bootstrap in the unbalanced design
In the fourth simulation setting, we considered a highly unbalanced design where 16.7% subjects have
rich sampling times with average 9 observations and 83.3% subjects have only 2 observations. Figure 4
and Table 2 present the results of the bootstrap methods with and without stratification and the asymptotic
method in this simulation. All the non-stratified bootstrap methods estimated correctly the parameters, ex-
cept for a slight overestimation of ωV2 observed in the BPη ,PR. In terms of SE estimation, the case bootstrap
did not estimate well the SE of Q with a bias of 34.3%; there were also a high bias on SE of ωV1 (40.8%),
ωCL (20%), σp (21.1%) for the Bη ,GR. In terms of coverage rates, all the bootstrap methods provided good
coverage rates, except for a lower coverage rate of σp in Bcase,none and BPη ,PR. The asymptotic method
performed reasonably well in this unbalanced design with only a small bias on SE ofV2 and lower coverage
rate of Q.
The stratified bootstrap methods were also evaluated in this unbalanced design in order to maintain the
same structure of the original dataset. The stratified case bootstrap Bstratcase,none reduced the bias in SE of Q
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but this bias was still high (21.7 vs 34.3%). The stratified residual bootstrap Bstratη ,GR reduced the bias in SE
of ωV1 and σp but overestimated SE of Q and gave lower coverage rates for almost parameters compared to
the non-stratified version.
Figure 5 presents the boxplots of the relative error of SE of all parameter estimates obtained by the boot-
strap methods and the asymptotic method in the unbalanced design. The Bcase,none and Bstratcase,none estimated
with less precision the SE of Q with a very large variability compared to other bootstrap methods. The
BPη ,PR and the asymptotic method estimate most correctly and precisely the SE of all parameter estimates.
Of note that, 100% simulated and bootstrap datasets converged in all evaluated designs.
4.2 Application to real data
Table 3 presents the median of the parameter estimates obtained by the bootstrap methods for the real
dataset and the bootstrap relative standard errors with respect to the original parameter estimates. We found
that all the bootstrap methods had similar medians of parameter estimates, except for Q with the difference
between BPη ,PR and the other methods. In terms of precision estimation, the bootstrap methods provided
good RSE for all parameters (<24%). However, there were some differences for the estimation of RSE of
Q and variance parameters. Similar to the simulation results in the unbalanced design, Bη ,GR and Bstratη ,GR
gave higher RSE for the variance parameters compared to the other methods. The asymptotic method and
BPη ,PR had very similar estimates for almost all parameters in terms of both parameter and RSE estimation,
including RSE of σp which was larger for other methods.
The bootstrap confidence intervals for each parameter are shown in Figure 6. The parameter estimates
of the real dataset were contained within the CI obtained by all bootstrap methods, with the exception of
σp which lay outside the CI of Bη ,GR and Bstratη ,GR. For B
strat
η ,GR, the estimates of V1, Q, ωV1 were located on
the boundary of the bootstrap CI. Compared to the asymptotic CI, the CI of Bcase,none and Bstratcase,none for all
parameters were similar except for Q while the CI of Bη ,GR and Bstratη ,GR were different, especially for the
stratified version.
5 DISCUSSION
In the present paper, we evaluated the performance of the case bootstrap and the nonparametric/parametric
bootstrap of random effects and residuals by a simulation study and compared them to that of the asymptotic
method in estimating uncertainty of parameters in NLMEM with heteroscedastic error. This simulation was
based on a real PK data collected from two clinical trials of aflibercept, a novel anti-angiogenic drug, in
cancer patients.
When dealing with NMLEM, we should consider other factors which influence the bootstrap, such as
the nonlinearity of the model and the heteroscedasticity. It should be noted that bootstrapping nonlinear
models is done in the same manner as bootstrapping linear models. However, the nonlinearity makes the
estimation process much more difficult and laborious. The bootstrap becomes time consuming because
we need to perform a nonlinear estimation for each bootstrap sample. The complexity increases when the
residual error model is heteroscedastic (the variance of residuals errors is not constant) because the residuals
can not be interchangeable. The algorithm for bootstrapping the residuals will not be valid because the
bootstrapped dataset might not have the same variance model as the original data. To overcome this issue,
the residuals errors need to be standardized to have the same variance before bootstrapping [26]. However,
heteroscedasticity is not a problem for the case bootstrap because heteroscedasticity will be preserved after
bootstrapping.
Another issue which is very important when applying the nonparametric residual bootstrap in NLMEM
is the transformation of the raw residuals to avoid the underestimation in variance parameter estimates [5,
6,21]. The shrinkage correction using the ratio matrix between the empirical and the estimated variance
covariance matrices was proposed by Carpenter et al, using the Cholesky decomposition for a positive
definite matrix [21,22]. This correction performed very well for LMEM [12]. In NLMEM, the numerical
problems make the empirical and/or estimated variance-covariance matrices sometimes closer to a semi-
positive definite matrix with one or several eigenvalues close to zero. We used the EVD, a special case of
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SVD for square symmetric matrices [23], to obtain the ratio matrix by creating the pseudoinverse matrices
if the variance-covariance matrices are not strictly positive definite.
Our simulation study evaluated the bootstrap methods in both balanced and unbalanced designs, with
first-order or mixed-order elimination PK models, representing low and higher degrees of nonlinearity. In
the frequent sampling balanced designs with first-order or mixed-order elimination with a small number of
patients (30 subjects), the studied bootstraps improved the description of uncertainty of some parameters
compared to the asymptotic method, particularly for parameters which enter the model most non-linearly
such as Vmax and Km. The case bootstrap and the parametric bootstrap performed similarly, except for a
higher bias on SE of Q observed for the case bootstrap. The nonparametric bootstrap of random effects and
residuals, however, performed less well with higher bias for some variance parameters and their SE, leading
to poorer coverage rates for these parameters. In the sparse sampling design with first-order elimination, the
bootstrap methods performed less well than the asymptotic method because they yielded very high bias for
SE of Q (>100%). This may due to the skewed distributions of estimates of Q obtained by all the bootstrap
methods and the sensitivity of bootstrap methods to extreme values. One of strategies for dealing with this
problem is to bootstrap with Winsorization by giving less weight to values in the tails of distribution and
paying more attention to those near the center [27]. TheWinsorization approach set all outliers to a specified
percentile of the data before computing the statistics. Note that, it is not equivalent to simply throwing some
of the data away. This approach, however, was not evaluated in this study.
Compared to the results in LMEM, the performance of the evaluated bootstrap methods are shown to
be more different in NLMEM: the case bootstrap is more sensitive to the skewed distribution in parameter
estimates, the nonparametric residual bootstrap yields more bias for the uncertainty of variance parameters
while the parametric bootstrap provides the best description of uncertainty of all parameters in a setting
where simulation and resampling distributions were identical, but may seems less robust in case of model
misspecification.
In the unbalanced design with first-order elimination (containing 83.3% subjects with only 2 observa-
tions), the case bootstrap was more sensitive to extreme values, giving highest bias for SE of Q and had
poorer coverage rates for σp. The stratification on the design with the case bootstrap reduced the bias on
SE but it was still high. The nonparametric residual bootstrap was less sensitive to the extreme values, but
gave higher bias for SE of variance parameters. As the shrinkages for random effects in the frequent and
the sparse sampling groups are different, the global correction of random effects may not be a good solu-
tion. We tested the most simple stratification, first in the correction step in which we correct the empirical
variance matrix in each group with respect to the estimated variance matrix, and second in the resampling
step. This stratification did not improve much the bias on SE of parameters; in addition, it provided low to
poor coverage rates of almost all parameters. A better performance was observed for the parametric resid-
ual bootstrap and the asymptotic method with only a slight lower coverage rate of σp in BPη ,PR and lower
coverage rate of Q for the asymptotic method.
The bootstrap methods were applied to real PK data of aflibercept from two clinical trials in cancer
patients. The medians of parameter estimates obtained by all bootstrap methods were generally in agreement
with the original parameter estimates using the chosen PK model, except for lower values of Q estimated
with almost bootstrap methods. This difference may be related to the high correlation betweenCL and Q in
the original data, which was reduced or omitted in the simulation study. The results of the nonparametric
bootstrap of random effects and residuals in the real dataset were similar to the simulation findings in the
unbalanced design, the larger SE of variance parameters and the failure of the simple stratification for this
method based on rich/sparse design in both correction and resampling steps. Similarly, the case bootstrap
with and without stratification provided different confidence intervals forQ, the parameter having the largest
RSE, compared to the asymptotic and the parametric bootstrap method. Also, they gave higher RSE for the
residual variance, which may be the results of large amount of the sparse data in the real dataset.
In conclusion, our simulation study showed that the asymptotic method performed well in most cases
while the bootstrap methods provided better estimates of uncertainty for parameters with high nonlinearity.
Overall, the case bootstrap proved the most robust method, and it was also fast and simple as it makes no
assumptions on the model and preserves both between subject and residual variability in one resampling
step. The nonparametric residual bootstrap also performed well, with a correction for variance underesti-
mation before resampling. However, the bootstrap methods may face several practical problems. They can
generate a wrong estimate of SE of a parameter with a skewed distribution when the estimation is poor.
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In addition, bootstrapping in unbalanced designs is much more challenging, and stratification may be in-
sufficient to correct for heterogeneity especially in very unbalanced designs. This study gave us a clearer
picture about the statistical properties of bootstrap methods in NLMEM for estimating the uncertainty of
parameters. However, some issues raised through our results will need to be addressed in further studies,
such as bootstrapping in presence of extreme values for providing more robust SE, correction for shrinkage
in the unbalanced designs and performance of bootstraps in case of misspecification in model structure or
parameter distributions.
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APPENDIX
Appendix A: Transformations of random effects using Eigen Value Decomposition (EVD)
Let S and Ωˆ denote respectively the square symmetric empirical and estimated variance covariance matri-
ces. Let Uˆ denote the matrix of rescaled raw estimated random effects (by centrering to ensure to have zero
mean) with the column entries corresponding to the random effects of each parameter. The empirical matrix




where N is the number of subjects
The transformed matrix of random effects Uˆ ′ is defined using the correction matrix Aη :
Uˆ ′ = UˆAη (A.2)
The matrix Aη is formed using the Eigen Value Decomposition (EVD) of the matrix S and the matrix Ωˆ .
Since any square symmetric matrix M can be decomposed by EVD in an expression involving a diagonal
matrix (D) containing the eigenvalues of M in diagonal entries and a orthogonal matrix (V ) (VV T = I, I is




where VΩˆ and VS are respectively the orthogonal matrices of Ωˆ and S; DΩˆ and DS are respectively the
diagonal matrices of Ωˆ and S, where theirs diagonal entries are respectively the eigenvalues of Ωˆ and S.
We propose the following solution of A which makes the variance covariance matrix of the transformed





1/2 and DS−1/2 are respectively the diagonal matrices where theirs diagonal entries are re-
spectively the root square of eigenvalues of Ωˆ and the inverse of root square of eigenvalues of S.
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In case DS−1/2 is not invertible (singular) due to some eigenvalues of DS are close to zero, a pseudo-
inverse matrix is used by inverting only the positive eigenvalues greater than a tolerance of 10−6 and setting
those lower to zero.
In balanced designs, the transformation of random effects was carried out in the following steps:
1. Center the raw estimated random effects: η˜i = ηˆi− η¯
2. Calculate the correction matrix Aη . Let Ωˆ be the model estimated variance-covariance matrix of ran-
dom effects and S denote the empirical variance-covariance matrix of the centered random effects. The
correction matrix is formed using EVD of these two matrices: Aη =VSDS−1/2DΩˆ
1/2VΩˆ
T
3. Transform the centered random effects using the ratio Aη : ηˆ
′
i = η˜iAη
In unbalanced designs, for example with two groups containing rich and sparse data, the transformation
of random effects was carried out in the following steps:
1. Center the raw estimated random effects: η˜i = ηˆi− η¯ and divide them into two groups η˜G1 and η˜G2
presenting the centered random effects in group 1 (G1) and group 2 (G2).
2. Calculate the correction matrices Aη ;G1 and Aη ;G2 . Let Ωˆ be the model estimated variance-covariance
matrix of random effects, S1 and S2 denote the empirical variance-covariance matrix of the centered










where VS1 and VS2 are respectively the orthogonal matrices of S1 and S2; DS1 and DS2 are respectively
the diagonal matrices of S1 and S2.
3. Transform the centered random effects in each group:
ηˆ
′
i;G1 = η˜i;G1Aη ;G1
ηˆ
′
i;G2 = η˜i;G2Aη ;G2
Appendix B: Transformations of residuals
In balanced designs, the transformation of residuals was carried out in the following steps:
1. Center the raw estimated standardized residuals: ε˜i j = εˆi j− ε¯
2. Calculate the correction factor Aσ
Aσ = 1/σemp
where σemp is simply the empirical standard deviation of the raw standardized residuals
3. Transform the centered residuals using the ratio Aσ : εˆ
′
i j = ε˜i jAσ
In unbalanced designs, for example with two groups containing rich and sparse data, the transformation
of residuals was carried out in the following steps:
1. Center the raw estimated standardized residuals: ε˜i j = εˆi j− ε¯ and divide them into two groups ε˜G1 and
ε˜G2 presenting the centered residuals in group 1 (G1) and group 2 (G2).







where σemp ;G1 and σemp ;G2 are respectively the empirical standard deviation of the raw standardized
residuals in G1 and G2.
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3. Transform the centered residuals in each group:
εˆ
′
i j;G1 = ε˜i j;G1Aσ ;G1
εˆ
′
i j;G2 = ε˜i j;G2Aσ ;G2
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Table 3 – Parameter estimates and their relative standard errors (RSE) obtained by the asymptotic method (Asym) and the bootstrap
methods (B=999 samples) for the real dataset
Median of parameter estimates (RSE*(%))
Asym Bcase,none Bstratcase,none Bη ,GR B
strat
η ,GR BPη ,PR
V1(l) 3.62 (1.9) 3.69 (2.2) 3.69 (2.1) 3.74 (2.1) 3.76 (2.0) 3.71 (2.0)
V2(l) 2.90 (5.3) 2.89 (6.4) 2.90 (6.0) 2.96 (6.0) 2.82 (5.9) 2.88 (6.2)
Q(l/h) 0.14 (14.9) 0.10 (18.0) 0.10 (16.7) 0.10 (23.1) 0.08 (18.0) 0.13 (15.9)
CL(l/h) 0.04 (2.3) 0.04 (2.6) 0.04 (2.6) 0.04 (2.6) 0.04 (2.7) 0.04 (2.5)
ωV1 (%) 20 (9.6) 21 (8.7) 21 (8.3) 17 (11.6) 16 (10.3) 19 (9.8)
ωQ(%) 111 (12.5) 110 (13.3) 110 (13.5) 95 (22.4) 99 (16.0) 100 (9.6)
ωCL(%) 29 (4.9) 29 (6.8) 29 (6.6) 30 (10.5) 29 (14.3) 29 (5.4)
ρCL,Q 0.90 (8.2) 0.87 (8.1) 0.86 (7.9) 0.84 (12.1) 0.88 (7.1) 0.94 (5.9)
σp(%) 25 (3.8) 24 (6.2) 24 (5.8) 29 (6.7) 29 (7.4) 26 (3.5)
* RSE=SE/asymptotic parameter estimates*100
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7 FIGURES
First−order frequent balanced First−order sparse balanced
























Mixed−order frequent balanced First−order frequent unbalanced
























Fig. 1 – Examples of simulated data for 4 studied designs: first-order frequent sampling balanced design (N = 30/n= 9) (top left),
first-order sparse sampling balanced design (N = 70/n= 4) (top right middle), mixed-order frequent sampling design
(N = 30/n= 9) (bottom left) and first-order frequent sampling unbalanced design (N1 = 15/n1 = 9; N2 = 75/n2 = 2) (bottom right).
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Asym Bcase,none Bη,GR BPη,PR
Fig. 2 – Relative bias of parameter estimates (left), relative bias of standard error (SE) estimates (middle) and coverage rate of 95%
CI (right), for the asymptotic method and the three bootstrap methods in the three balanced designs: first-order frequent sampling
design (N = 30/n= 9) (top), first-order sparse sampling design (N = 70/n= 4) (middle), mixed-order frequent sampling design
(N = 30/n= 9) (bottom).
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Fig. 3 – Boxplot of relative error of standard error (SE) estimates obtained by the asymptotic methods and the bootstrap methods in
the three studied balanced designs: first-order frequent sampling design (N = 30/n= 9) (top), first-order sparse sampling design
(N = 70/n= 4) (middle), mixed-order frequent sampling design (N = 30/n= 9) (bottom)
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Fig. 4 – Relative bias of parameter estimates (left), relative bias of standard error (SE) estimates (middle) and coverage rate of 95%
CI (right), for the asymptotic method and the three bootstrap methods in the unbalanced design (N1 = 15/n1 = 9; N2 = 75/n2 = 2)
with first-order elimination
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BPη,PR
Fig. 5 – Boxplot of relative error of standard error (SE) estimates obtained by the asymptotic method and the bootstrap methods in
the unbalanced design (N1 = 15/n1 = 9; N2 = 75/n2 = 2) with first-order elimination
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Fig. 6 – Plot of 95% confidence intervals of parameter estimates obtained by the asymptotic approach and the bootstrap methods
(B=999 samples) for all parameters of the real dataset. The broken line in each plot represents the value of the parameter estimate
obtained with the real dataset. The bootstrap confidence intervals are shown as lines in the plots.
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3.2.3 Application du bootstrap aux données réelles
Suite à notre étude portant sur le comportement des approches bootstrap dans le
cadre des MNLEM, nous avons illustré l’apport de l’approche bootstrap sur l’estimation
de l’intertitude liée aux paramètres dans les modèles PK de l’aflibercept libre et lié chez
les volontaires sains (voir section 2.1) et chez les patients atteints de cancer (voir section
2.2) en utilisant le bootstrap par paires. Le bootstrap des effets aléatoires et des résidus
n’a pas été appliqué à cause de la présence des données sous limite de quantification dans
le modèle chez les volontaires sains et du temps de calcul sur le modèle chez les patients.
La table 3.1 présente les paramètres estimés du modèle d’aflibercept libre et lié chez
des volontaires sains et les résultats du bootstrap par paires avec B=999 échantillons.
Table 3.1 – Les paramètres du modèle TMDD de l’aflibercept libre et lié chez les
volontaires sains et les résultats du bootstrap
Paramètre Données originelles Bootstrap par paires (B=999) Différence*(%)Estimation SE Médiane SE IC à 95%
CL(L/jour) 0.88 0.03 0.87 0.04 0.80 - 0.94 1.2
Vp(L) 4.94 0.18 5.15 0.16 4.86 - 5.47 -4.2
Q(L/jour) 1.39 0.13 1.37 0.20 1.04 - 1.83 1.1
Vp(L) 2.33 0.16 2.25 0.21 1.85 - 2.66 3.5
Vmax(mg/jour) 0.99 0.05 1.01 0.05 0.92 - 1.11 -2.2
Km(µg/mL) 2.91 0.33 2.73 0.40 2.07 - 3.61 6.7
kint(1/jour) 0.028 0.0013 0.028 0.0015 0.025 - 0.031 1.2
ωCL(%) 27.98 2.79 27.57 2.94 21.52 - 32.83 1.5
ωVp(%) 27.31 2.78 28.90 5.79 17.17 - 39.89 -5.5
ωQ(%) 49.83 7.15 46.68 8.91 29.49 - 65.32 6.8
ωVt(%) 39.77 5.51 39.25 5.77 27.25 - 50.34 1.3
ωVmax(%) 13.57 2.28 13.32 2.54 8.54 - 18.47 1.8
ωKm(%) 45.57 6.69 47.91 7.90 31.53 - 63.09 -4.9
σfa(µg/mL) 0.05 0.0044 0.05 0.0078 0.03-0.06 -2.9
σfp(%) 17.11 0.58 16.99 1.38 14.31-19.69 0.7
σba(µg.eq/mL) 0.13 0.0047 0.13 0.0117 0.10-0.15 0.5
* Différence (%)=la différence relative entre l’estimation du paramètre dans les données
originelles et la médiane des estimations du bootstrap
Nous avons trouvé que les paramètres estimés dans les données originelles sont très
proches de ceux obtenus par le bootstrap par paires avec des différences inférieures à
6.5% et se trouvent dans les intervalles de confiance bootstrap. Par rapport aux SE des
paramètres obtenues dans les données originelles, le bootstrap par paires fournit des SE
comparables pour les paramètres fixes, y compris Vmax et Km, mais donne des SE plus
grandes pour les paramètres de variabilité. La similarité dans les SE du Vmax et du Km
obtenus par le bootsrap et avec les données originelles signifie que le modèle n’est pas très
nonlinéaire.
La table 3.2 présente les paramètres du modèle d’aflibercept libre et lié chez les patients
et les résultats du bootstrap par paires avec B=999 échantillons.
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Table 3.2 – Les paramètres du modèle TMDD de l’aflibercept libre et lié chez les patients
et les résultats du bootstrap
Paramètre Données originelles Bootstrap par paires (B=999) Différence*(%)Estimation SE Médiane SE IC à 95%
CLf (L/jour) 0.88 0.02 0.88 0.02 0.84 -0.91 -0.4
βCLf ,femme -0.15 0.02 -0.16 0.03 -0.21 - -0.10 -3.9
βCLf ,poids 0.32 0.06 0.33 0.07 0.18 - 0.47 -0.4
βCLf ,CLCR 0.18 0.04 0.19 0.04 0.10 - 0.27 -4.1
βCLf ,ALB -0.39 0.05 -0.40 0.09 -0.57 - -0.24 -2.4
βCLf ,ALK 0.10 0.02 0.10 0.02 0.06 - 0.14 3.1
βCLf ,ALT -0.06 0.02 -0.06 0.02 -0.10 - -0.01 8.5
βCLf ,gemcitabine 0.09 0.03 0.09 0.03 0.03 - 0.14 2.4
Vp(L) 4.35 0.07 4.34 0.08 4.19 - 4.49 0.1
βVp,femme -0.21 0.02 -0.21 0.03 -0.26 - -0.16 -0.4
βVp,poids 0.39 0.06 0.40 0.06 0.28 - 0.53 -1.0
βVp,CLCR 0.10 0.04 0.10 0.04 0.02 - 0.17 -4.7
Q(L/jour) 1.49 0.12 1.49 0.18 1.20 -1.90 -0.1
Vt(L) 3.72 0.18 3.75 0.19 3.38 - 4.17 -0.8
Vb(L) 4.14 0.39 4.40 0.14 4.15 - 4.70 -5.9
Vmax(mg/jour) 0.82 0.08 0.86 0.02 0.82 - 0.91 -5.5
Km(µg/mL) 1.92 0.15 1.92 0.16 1.62 - 2.25 0.1
βKm,femme -0.23 0.08 -0.20 0.10 -0.39 - -0.01 12.6
βKm,ALT 0.26 0.12 0.22 0.15 -0.07 - 0.51 17.1
βKm,AST -0.26 0.09 -0.19 0.12 -0.41 - 0.03 36.8
βKm,gemcitabine 0.60 0.10 0.65 0.12 0.39 - 0.87 -7.3
CLb(L/jour) 0.19 0.02 0.20 0.01 0.19 -0.21 -4.4
βCLb,age 0.18 0.05 0.18 0.05 0.07 - 0.28 2.8
βCLb,CLCR 0.09 0.03 0.09 0.03 0.03 - 0.15 -5.8
βCLb,ALB -0.13 0.04 -0.11 0.07 -0.26 - 0.001 15.7
βCLb,ALT -0.08 0.02 -0.08 0.03 -0.13 - -0.03 0.3
βCLb,irinotecan/LV/5FU -0.13 0.04 -0.12 0.04 -0.20 - -0.05 8.2
βCLb,gemcitabine 0.06 0.02 0.07 0.02 0.04 - 0.11 -12.7
ωCLf (%) 30.94 0.88 31.17 1.72 27.93 - 34.63 -0.8
ωVp(%) 22.36 1.25 22.84 2.72 17.30 - 27.65 -2.1
ωQ(%) 85.45 7.24 81.14 12.03 56.46 - 103.03 5.3
ωVt(%) 65.78 2.70 64.07 5.08 54.55 - 74.48 2.7
ωVb(%) 27.52 1.55 28.87 2.21 24.44 - 33.02 -4.7
ωKm(%) 28.22 11.45 29.96 5.58 19.91 - 42.14 -5.8
ωCLb(%) 22.30 0.78 21.59 0.83 20.01 - 23.27 3.3
σfa(µg/mL) 0.036 0.002 0.036 0.003 0.031 - 0.043 -0.7
σfp(%) 32.77 0.35 32.59 0.78 31.12 - 34.13 0.6
σba(µg.eq/mL) 0.34 0.01 0.34 0.04 0.255 - 0.419 0.2
σbp(%) 9.04 0.34 9.08 1.31 6.49 - 11.74 -0.4
* Différence (%)=la différence relative entre l’estimation du paramètre dans les données
originelles et la médiane des estimations du bootstrap
Nous avons également trouvé une concordance entre les paramètres obtenus par le
bootstrap par paires et les paramètres estimés dans les données originelles, sauf pour
les estimations de l’effet de certains covariables telles que l’effet du sexe, de ALT et de
AST sur Km et de l’effet de ALB sur CLb. Ces différences pourraient être dues à la
non stratification des covariables qui rentrent dans le modèle. Similaire aux résultats du
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L’approche bootstrap pour l’estimation d’incertitude des paramètres dans le cadre des
modèles non linéaires à effets mixtes
bootstrap sur le modèle chez les volontaires sains, les SE des paramètres de variabilité
obtenues par le bootstrap sont plus grandes que celles obtenues avec les données réelles,




Ce travail de thèse est consacré au développement de modèles mécanistiques pour
l’aflibercept (Zaltrapr), un nouveau médicament anti-angiogénique se fixant au VEGF, et
utilisé dans le traitement du cancer. La construction de ces modèles repose sur l’analyse de
données longitudinales en PK/PD par MNLEM. Nous nous sommes également intéressés
à l’apport des approches bootstrap (Efron et Tibshirani, 1994) permettant l’estimation
des incertitudes liées aux paramètres estimés. Nous avons ainsi étendu et étudié au
cours de cette thèse différentes méthodes bootstrap pour les MNLEM tenant compte des
caractéristiques de ces modèles (l’hétéroscédasticité, la non-linéarité, les mesures répétées
au sein de chaque sujet) et les deux niveaux de variabilité (inter-sujet et résiduelle).
Les médicaments anti-angiogéniques représentent une nouvelle thérapie prometteuse
pour le traitement des cancers à tumeurs solides. Ils agissent sur le microenvironnement de
la tumeur en inhibant le développement des nouveaux vaisseaux sanguins indispensables
à la croissance de la plupart des tumeurs solides. La majorité des anti-angiogéniques
approuvés ou en développement se fixent au VEGF, un des facteurs pro-angiogéniques
clés dans l’angiogenèse tumorale. Parmi ces molécules anti-VEGF, l’aflibercept a une plus
forte affinité in vitro au VEGF-A que d’autres anticorps monoclonaux, grâce à sa structure
originale. Il s’agit d’une protéine de fusion comportant des domaines des récepteurs 1 et
2 du VEGF et un fragment Fc des IgG1. De plus, l’aflibercept bloque non seulement le
VEGF-A mais aussi le VEGF-B et le facteur de croissance placentaire (PIGF). L’activité
antitumorale de l’aflibercept a été observée dans les études précliniques ainsi que les
études cliniques (Gaya et Tse, 2012). L’étude de la relation dose-concentration-effet de
ce médicament permet de sélectionner un bon régime de dose et d’évaluer son efficacité
à la fois pour l’inhibition du VEGF et la traduction de cette inhibition pour la réponse
clinique. La modélisation PK/PD joue un rôle très important dans ce cas. Toutefois, de par
son mode d’action sur le ligand endogène (le VEGF), la PK de ce nouveau médicament
est complexe et nécessite le développement de modèles plus mécanistiques pour mieux
caractériser sa distribution et sa liaison avec le VEGF.
Dans un premier temps, nous avons éclairci le mécanisme d’action de l’aflibercept
en développant un modèle PK de population conjoint pour l’aflibercept libre et lié. Les
données de concentrations plasmatiques de l’aflibercept libre et lié étaient disponibles dans
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plusieurs études cliniques. L’aflibercept manifeste une telle affinité pour le VEGF que cette
interaction se reflète dans ses propriétés PK du médicament ; ce phénomène appelé "target-
mediated drug disposition" (TMDD)(Levy, 1994) se caractérise par une PK non linéaire.
L’étude des concentrations d’aflibercept libre montre ainsi une baisse de la clairance en
fonction des doses. La structure générale du modèle TMDD a été bien définie dans la
littérature et a permis la description quantitative des processus biologiques sous-jacents
(Mager et Jusko, 2001). Le modèle complet permet de prendre en compte la cinétique
du médicament libre, du médicament lié ainsi que la cinétique de la cible thérapeutique.
Cependant, il est complexe, souvent surparamétré à cause de la différence importante entre
la vitesse du processus de liaison et celle des processus d’élimination du médicament, et
de plus, son identifiabilité dépend de données généralement non mesurées, par exemple
les concentrations tissulaires du ligand endogène (le VEGF), de l’aflibercept libre et du lié
sous forme de complexe (Gibiansky et Gibiansky, 2009). Plusieurs simplifications du
modèle TMDD ont été proposées pour réduire le nombre de paramètres, par exemple
remplacer la constante de vitesse d’association (kon) et de dissociation (koff ) par la
constante d’équilibre de dissociation (KD) ou par les paramètres du Michaelis-Menten
(Vmax,Km) en présence d’une saturation complète de la cible (Gibiansky et al., 2008).
Le développement des modèles mécanistiques pour l’aflibercept réalisé dans ce travail de
thèse repose sur le modèle TMDD et ses approximations. Ce choix a été inspiré du modèle
TMDD déjà développé pour le VEGF humain recombinant (rhVEGF) administré chez
les patients atteints de maladie coronarienne et décrivant sa liaison avec ses récepteurs
(Eppler et al., 2002). La liaison de l’aflibercept au VEGF pourrait avoir les mêmes
propriétés car ce médicament comprend dans sa structure deux récepteurs du VEGF
(VEGFR1 et 2).
Nous avons tout d’abord construit le modèle PK chez des volontaires sains recevant
une dose unique d’aflibercept (1, 2 ou 4 mg/kg) dans deux essais cliniques de phase I. Pour
pouvoir identifier la structure du modèle, nous avons réalisé la construction en plusieurs
étapes, d’abord le modèle de l’aflibercept libre et puis le modèle conjoint de l’aflibercept
libre et lié. Les propriétés PK et le mécanisme d’action de l’aflibercept étaient bien
décrits par une approximation dite de Michaelis-Menten du modèle TMDD, comprenant
deux compartiments pour l’aflibercept libre, un compartiment pour l’aflibercept lié et
une liaison irréversible de l’aflibercept au VEGF dans le compartiment périphérique.
Ensuite, nous avons appliqué avec succès ce modèle aux données de patients atteints
de cancer et évalué également l’influence de facteurs physiopathologiques et de la
chimiothérapie concomitante sur la PK de l’aflibercept. Ce modèle a permis de simuler
les différents schémas d’administration et d’émettre des recommandations concernant la
dose thérapeutique. Dans nos simulations, nous avons considéré les concentrations de
l’aflibercept lié comme un marqueur de l’inhibition du VEGF.
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La liaison irréversible et de forte affinité de l’aflibercept au VEGF a lieu principalement
dans le compartiment périphérique. Ce résultat a suggéré une distribution plus importante
du VEGF endogène dans le compartiment périphérique par rapport au compartiment
plasmatique à la fois chez les volontaires sains et chez les patients atteints de cancer. Ce
phénomène a été précédemment discuté lors d’une étude de méta-analyse (Kut et al.,
2007). Selon cette analyse, de grandes quantités de VEGF se trouvent dans le muscle
squelettique, suggérant une source de VEGF intracellulaire. Même dans le cancer où
le VEGF est libéré par la tumeur en quantité accrue, le muscle squelettique reste la
source principale dans le corps (Kut et al., 2007). Par ailleurs, les taux plasmatiques de
VEGF semblent être significativement élevés après l’arrêt du traitement par la plupart
des thérapies anti-angiogéniques ciblant cette voie (Jain et al., 2009). La compréhension
de la distribution du VEGF dans le corps humain est particulièrement importante pour la
conception et la compréhension de la thérapie anti-VEGF. Par exemple, l’administration
systémique des médicaments anti-VEGF devrait prendre en compte les effets du VEGF
circulant venant de son grand réservoir non dérivé de tumeurs. Il serait préférable de
donner ces médicaments en continu chez les patients ayant des métastases. Comprendre
la cinétique du VEGF est donc essentiel pour le pronostic et le traitement du cancer ainsi
que d’autres maladies.
Grâce à ce modèle, nous avons effectué la recherche de l’effet des covariables non
seulement sur les paramètres PK mais aussi sur les paramètres de liaison. Les covariables
les plus importantes (le sexe, le poids corporel, l’albumine et la phosphatase alcaline) mises
en évidence dans notre analyse ont également été retrouvées pour expliquer la variabilité de
la PK d’un anti-VEGF similaire (le bévacizumab). Cependant, ces covariables expliquent
très peu la variabilité inter-sujet des paramètres PK reflétant un impact minimal sur
la cinétique de l’aflibercept et ne nécessitant pas d’adaptation posologique. Le régime
de dose de 4 mg/kg toutes les deux semaines a été montré suffisant pour saturer le
VEGF circulant et peut être donné à tous les patients. Le modèle développé a également
permis de distinguer le cancer du pancréas par rapport à d’autres types de cancers.
Bien que l’effet du type de cancer soit confondu avec l’effet de la chimiothérapie, nous
attribuons cette différence à la moins grande capacité de fixation au VEGF car le cancer
du pancréas dépend moins de l’angiogenèse tumorale pour survivre (Li et al., 2010).
D’autres covariables telles que la charge tumorale ou les scores de gravité de maladie
pourraient avoir un effet sur la PK de l’aflibercept. De plus, il serait intéressant de tester
l’effet du VEGF plasmatique ou tumorale. A notre connaissance, le modèle que nous avons
développé est le premier modèle PK de population basé sur le mécanisme d’action pour
un médicament anti-VEGF.
Ce travail a montré le rôle très important de la méthode bioanalytique pour la
modélisation PK/PD et le développement d’un nouveau médicament, en particulier les
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macromolécules. La disponibilité des concentrations du médicament sous forme libre et
liée a permis de caractériser à la fois l’élimination linéaire et l’élimination non linéaire,
ainsi que l’internalisation du complexe (le médicament lié). Elle a également permis
d’estimer les paramètres mécanistiques du système TMDD qui ne pourraient être identifiés
en utilisant seulement les concentrations de l’aflibercept libre. Pour les autres anti-
angiogéniques, par exemple le bévacizumab et le squalamine, seule la forme totale du
médicament (la somme des formes libres et liées) a généralement été dosée et leur PK a
été caractérisée par un simple modèle de perfusion à deux compartiments et élimination
d’ordre 1 (Lu et al., 2008; Bhargava et al., 2001). Des techniques avancées comme
la LBA (ligand-binding assay) avec la recherche des réactifs pertinents sont en cours
de développement et de validation pour quantifier les formes libres, liées ou totales des
médicaments biologiques et leurs cibles thérapeutiques (Lee et al., 2011). Ces mesures sont
cruciales pour évaluer les relations dose-concentration-effet et ainsi permettre l’évaluation
de l’efficacité et de la sécurité et guider la sélection de dose. Dans le cas de l’aflibercept, les
données du VEGF endogène circulant n’étaient pas disponibles mais les concentrations
de l’aflibercept lié sous forme de complexe avec le VEGF ont fournis des informations
indirectes sur l’activité anti-angiogénique du produit sur la tumeur. Ainsi, la saturation
de la fixation de l’aflibercept au VEGF peut être observée après simulation des profils de
l’aflibercept lié après différentes doses, permettant ainsi la sélection de la meilleure.
Avec les résultats intéressants obtenus pour la modélisation PK, nous avons, dans un
deuxième temps, développé un modèle d’inhibition de la croissance tumorale (TGI). Ce
modèle prend en compte d’une part l’effet de l’aflibercept sur la croissance tumorale et
d’autre part, utilise les données longitudinales de la taille de la tumeur, un marqueur
PD plus direct que l’aflibercept lié. Il a été construit avec les données issues de l’étude
VELOUR comparant l’efficacité de l’aflibercept versus placebo en combinaison avec la
chimiothérapie FOLFIRI (5-FU, la leucovorine et l’irinotécan) chez des patients atteints
de cancer colorectal avec métastases. Nous avons étendu le modèle TGI développé par
Claret et al. (2009) prenant en compte la dynamique tumorale, l’effet antitumoral du
médicament et la résistance à l’effet du médicament. Pour tenir compte du mécanisme
d’action de l’aflibercept et du FOLFIRI, nous avons supposé que FOLFIRI stimule la
dégradation des cellules tumorales (effet sur le paramètre KD représentant la vitesse de
disparition des cellules tumorales) tandis que l’aflibercept inhibe la croissance tumorale
(effet sur le paramètres KL représentant la vitesse de croissance tumorale). C’est un
modèle mécanistique complexe qui combine le modèle TMDD de l’aflibercept, un modèle
cinétique-pharmacodynamique (KPD) du FOLFIRI qui tient compte du régime de doses
administrées en l’absence de concentrations mesurées, et le modèle dynamique de la
tumeur. Ce modèle TGI a décrit correctement l’évolution de la taille de la tumeur dans
le groupe de l’aflibercept et dans le groupe de référence. Cependant, les données de
sortie d’étude n’ont été prises en compte ni modélisées dans ce modèle. Ces données sont
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fréquemment observées en oncologie où les données longitudinales de biomarqueurs sont
souvent associées au temps de survenue d’un évènement (Ibrahim et al., 2010; Wang
et al., 2012). Un prolongement de ce travail consisterait à les prendre en compte par
modélisation conjointe de données longitudinales quantitatives et de données de survie
(Tsiatis et Davidian, 2004). Cela permettra de relier l’effet sur la taille de tumeurs au
bénéfice de survie chez les patients, celui-ci étant un critère d’évaluation de l’efficacité
direct et plus important. Cela permettra également de prédire par simulation l’efficacité
de la thérapie pour différentes stratégies de doses d’aflibercept et de FOLFIRI.
Le rôle de modélisation PK/PD dans le développement d’un nouveau médicament, ici
avec l’exemple de l’aflibercept, a été illustré au cours de cette thèse. Grâce aux modèles
mécanistiques développés, le mécanisme d’action ainsi que l’efficacité du médicament ont
été mieux caractérisés en prennant en compte l’ensemble des données disponibles sur
le produit depuis les phases précoces de développement (des études de phase I chez les
volontaires sains) jusqu’aux phases tardives (des études de phase III chez les patients).
Ce développement relie le modèle PK conjoint de l’aflibercept libre et lié au modèle PD
d’inhibition de la croissance tumorale et permet d’approcher du modèle de survie. Ces
relations dose-concentration-effet une fois quantifiées permettent de suggérer une dose
optimale afin d’atteindre un critère d’efficacité prédéfini. De plus, nous pouvons envisager
d’utiliser ces modèles pour planifier des nouvelles études et s’appuyer sur l’optimisation
du protocole, qui pourrait être très utile pour l’identification des paramètres dans les
modèles complexes imposant d’avoir plusieurs doses différentes.
Les modèles PK/PD développés ci-dessus sont très complexes, non seulement en terme
de structure mais aussi en terme de statistique, avec un certain nombre d’hypothèses sur
la structure du modèle et les distributions de la variabilité. L’incertitude associée à des
estimations de paramètres est généralement quantifiée par la SE obtenue par l’inverse
de la matrice d’information de Fisher (MF), un calcul basée sur l’hypothèse de normalité
asymptotique pour les estimateurs de paramètres et de leur SE. Cependant, les estimations
d’incertitude par l’approche asymptotique peuvent être biaisées lorsque l’approximation
asymptotique est incorrecte, par exemple lorsque la taille de l’échantillon est petite.
Parfois, elles ne peuvent pas être obtenues à cause de problèmes d’identifiabilité du modèle
complexe ou de problèmes numériques lors du calcul de l’inverse de la MF. L’approche
bootstrap représente une technique alternative pour estimer la SE des paramètres,
qui permet également de fournir un intervalle de confiance. Cette approche consiste à
rééchantillonner les données observées avec remise pour obtenir des échantillons bootstrap
de la même taille (Efron et Tibshirani, 1994). Elle est souvent utilisée dans le domaine
PK/PD pour tester la stabilité de modèles en comparant les estimations asymptotiques
des paramètres obtenues pour les données originales avec celles obtenues par la méthode du
bootstrap et estimer leurs SE et/ou les intervalles de confiance (Ette, 1996). Par ailleurs,
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selon notre recherche bibliographique, toutes les applications PK/PD utilisent la méthode
la plus simple, le bootstrap par paires, qui consiste à rééchantillonner les individus
en conservant toutes leurs observations. D’autres méthodes, par exemple le bootstrap
des résidus non paramétrique/paramétrique qui consiste à rééchantillonner/simuler les
effets aléatoires et les résidus après un ajustement du modèle, ont été proposées afin
de mieux tenir compte de la structure hiérarchique dans des données multi-niveaux,
de séries temporelles ou longitudinales (Van der Leeden et al., 1997; De Leeuw
et Meijer, 2007; Halimi, 2005). Peu d’études ont été effectuées pour comparer ces
différentes approches. Autrement dit, il n’y a pas encore de consensus sur la meilleure
façon d’effectuer le bootstrap dans les MNLEM.
Nous avons voulu, au cours de cette thèse, étudier l’apport de l’approche bootstrap
dans les MNLEM sur l’estimation des incertitudes liées aux paramètres estimés et donner
les recommandations concernant son utilisation en pratique. Pour ce faire, nous avons
proposé différentes méthodes bootstrap pour compléter celles proposées dans la littérature
afin de rééchantillonner les deux niveaux de variabilité dans les données longitudinales :
variabilité liée au sujet et variabilité résiduelle liée aux observations. Nous avons mis
d’abord en place ces bootstraps dans le cas des MLEM, pour lequel des résultats théoriques
existent et où l’approche asymptotique est satisfaisante. Des simulations basées sur des
données réelles de progression naturelle de la maladie de Parkinson ont été effectuées pour
comparer la performance de ces bootstraps. Bien qu’une seule variabilité interindividuelle
soit rééchantillonnée, le bootstrap par paires marche très bien sur trois protocoles
équilibrés simulés (riche, allégé, et avec une erreur résiduelle plus grande), ainsi que les
bootstraps non paramétrique/paramétrique des effets aléatoires couplés avec le bootstrap
des résidus. Pour les booststraps des résidus non paramétriques, la correction des effets
aléatoires et des résidus avant de rééchantillonner est nécessaire pour prendre en compte la
sous-estimation des variances. Nous avons appliqué avec succès la correction proposée par
Carpenter et al. (2003) sur le ratio entre les matrices de variance-covariance empirique
et estimée. En revanche, les méthodes de bootstrap qui rééchantillonnent seulement les
résidus et le bootstrap par paires couplé avec le bootstrap des résidus avaient de mauvaises
performances. En appliquant les méthodes avec de bonnes performances pour l’ensemble
de données réelles, nous avons constaté des différences entre les meilleurs bootstraps,
qui n’ont pas été observées lors de l’étude de simulation. Ces différences résultent de
la distribution non normale des résidus et du protocole déséquilibré. Cette première
simulation a permis d’identifier les meilleurs bootstraps en MLEM (le bootstrap par
paires, le bootstrap non paramétrique/paramétrique des effets aléatoires et des résidus)
et d’éliminer plusieurs méthodes qui ne marchent pas en MLEM.
Suite à ces résultats, nous avons évalué les trois meilleurs bootstraps dans les MNLEM,
où interviennent d’autres caractéristiques telles que l’hétéroscédasticité dans le modèle
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d’erreur, la non linéarité du modèle et l’hétérogénéité dans les données. Les bootstraps
des effets aléatoires et des résidus ont été étendus et comparés avec le bootstrap par
paires et la méthode asymptotique par simulation. Des données d’aflibercept libre venant
de deux études cliniques avec un modèle PK à 2 compartiments ont été utilisées pour
illustrer ces simulations et l’algorithme SAEM implémenté dans le logiciel MONOLIX
a été utilisé pour l’étape d’estimation. Nous avons montré que les approches bootstrap
fournissent une bonne estimation de l’incertitude des estimations des paramètres dans
les MNLEM. Elles sont meilleures que l’approche asymptotique dans les modèles avec
une forte non linéarité. Toutefois, elles peuvent donner des estimations biaisées quand la
distribution des estimations de paramètres est très asymétrique. La méthode bootstrap
avec Winsorization pourrait être envisagée dans ce cas pour améliorer les estimations.
(Ette et Onyiah, 2002). Cette méthode remplace toutes les valeurs aberrantes par un
percentile prédéfini dans les données avant de calculer les statistiques. Les performances de
méthodes bootstrap couplées avec la technique de Winsorization devraient être étudiées.
Par ailleurs, la performance du bootstrap dépend également du nombre de réplications
(B) effectuées. Il est recommandé un B d’au moins 100 pour l’estimation de la SE et d’au
moins 1000 pour l’estimation de l’intervalle de confiance (Chernick, 2007; Bonate,
2011). A noter que B = 999 est préférable par rapport à 1000 pour estimer les quantiles
des intervalles de confiance sans interpolation (Davison et Hinkley, 1997). Des travaux
supplémentaires sur la stabilité de l’approche bootstrap et le choix optimal du B sont
nécessaires pour optimiser le temps de calcul pour le bootstrap dans les MNLEM.
Nous nous attendions à ce que les bootstraps des effets aléatoires plus des résidus aient
les meilleures performances dans les MNLEM, surtout dans les designs déséquilibrés car
ils maintiennent la structure de données originelles. Notre simulation a confirmé la bonne
performance du bootstrap paramétrique qui rééchantillonne à partir de la distribution
normale, qui était la distribution utilisée pour simuler l’ensemble des données. Il serait
intéressant dans une étude plus approfondie de déterminer si cette méthode reste robuste
aux écarts par rapport à cette hypothèse, par exemple en simulant avec les distributions à
queue lourde ou un mélange de distributions. Contrairement au bootstrap paramétrique,
la performance du bootstrap des résidus non paramétrique était limitée par rapport aux
autres méthodes, montrant notamment une sur-estimation des SE de variances dans le
protocole déséquilibré. La correction reposant sur le ratio entre les matrices de variance-
covariance empirique et estimée (le shrinkage) devrait être modifiée dans ce cas pour
prendre en compte les shrinkages différents dans chaque groupe. Nous avons appliqué une
stratification simple pour faire la correction dans chaque groupe mais elle a encore dégradé
la performance du bootstrap. De plus, l’utilisation du bootstrap des résidus rencontre
d’autres difficultés en pratique quand les données originales contiennent des données
manquantes, par exemple les données sous la limite de quantification. La technique
d’imputation multiple pourrait être envisagée pour remplacer les données manquantes
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par les prédictions du modèle (Efron, 1994; Brownstone et Valletta, 2001). De
même, on ne sait pas encore comment effectuer le bootstrap des résidus dans le cas de
modèles à réponses multiples, tel que le modèle conjoint d’aflibercept libre et lié. Les
résidus peuvent être rééchantillonnés dans chaque réponse ou alors dans l’ensemble des
données. Cela demande des travaux supplémentaires et c’est pourquoi nous n’avons pas
appliqué cette méthode du bootstrap à la modélisation PK/PD de l’aflibercept libre et
lié.
Le bootstrap par paires s’est finalement avéré plus robuste que les bootstraps des
résidus dans le cas de l’hétéroscédasticité, les données sous la limite de quantification et
les données contenant plusieurs réponses car il rééchantillonne simplement les individus.
Il est aussi plus simple, plus rapide et ne dépend d’aucune hypothèse sur le modèle. En
préservant les variabilités inter-sujet et résiduelle dans une seule étape de rééchantillonage,
cette méthode fonctionne très bien dans les MLEM. Sa performance a été ensuite confirmée
dans les MNLEM pour les protocoles riches équilibrés. Cependant, le bootstrap par paires
ne maintient pas la même structure de données originales. C’est pourquoi il fonctionne
moins bien dans les protocoles déséquilibrés malgré la stratification.
L’ensemble de nos travaux sur l’approche bootstrap dans les modèles à effets mixtes
a montré que la méthode asymptotique obtient de bons résultats dans la plupart des cas,
tandis que les méthodes de bootstrap fournissent de meilleures estimations de l’incertitude
pour les modèles à une forte non linéarité. Des études supplémentaires sur le critère de non
linéarité peuvent être envisagées pour déterminer dans quel cas la méthode asymptotique
suffit et dans quel cas il vaut mieux utiliser le bootstrap en sachant que le bootstrap pour
les modèles non linéaires est très lourd. Nous avons également montré que les méthodes de
bootstrap peuvent être confrontées à plusieurs problèmes pratiques. Ils peuvent générer
une estimation erronée de la SE d’un paramètre avec une distribution asymétrique. En
outre, le rééchantillonnage dans les protocoles déséquilibrés est beaucoup plus difficile, et
la stratification peut être insuffisante pour corriger l’hétérogénéité en particulier dans les
protocoles très déséquilibrés.
En conclusion, ce travail de thèse a permis une meilleure compréhension du
mécanisme d’action d’un nouveau anti-angiogénique (l’aflibercept) en développant des
modèles mécanistiques. Nous avons montré l’apport d’une démarche de modélisation
et simulation PK/PD pour les médicaments anti-VEGF dans le développement de
nouveaux médicaments. Elle permet de caractériser les relations dose-concentration-
effet et d’optimiser la posologie. Cette démarche pourrait être utilisée pour d’autres
médicaments anti-angiogéniques occupant d’autres cibles thérapeutiques en oncologie et
également s’appliquer à d’autres molécules manifestant des phénomènes de type TMDD.
Ce travail a également permis de confirmer la bonne performance de la méthode boostrap
par paires dans les MNLEM et suggéré d’utiliser cette méthode, en particulier pour les
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modèles à une forte non linéarité, comme un outil pour l’estimation des incertitudes liés
aux paramètres estimés. Toutefois, cette méthode est très coûteuse en temps de calcul et
doit être utilisée de manière prudente car elle n’améliore pas nécessairement l’estimation
des SE et des intervalles de confiances par rapport à l’approche asymptotique et parfois
amène des performances moins bonnes.
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L’angiogenèse, la croissance de nouveaux vaisseaux sanguins à partir de vaisseaux préexistants, joue
un rôle crucial dans la croissance des tumeurs malignes et le développement des métastases. Elle est médiée
notamment par le facteur de croissance vasculaire endothélial (VEGF), cible thérapeutique de nouveaux
médicaments anti-angiogéniques comme l’aflibercept (Zaltrapr, développé conjointement par Regeneron
et Sanofi). Il s’agit d’une protéine de fusion comportant des domaines des récepteurs VEGFR-1 et
VEGFR-2 et un fragment Fc des IgG1. Il bloque le VEGF A, le VEGF-B ainsi que le facteur de croissance
placentaire (PIGF) et donc l’angiogenèse. Du fait de cette liaison, les propriétés pharmacocinétique
(PK)/pharmacodynamique (PD) de ce nouveau médicament deviennent plus complexes.
Dans cette thèse, nous avons étudié le mécanisme d’action de l’aflibercept en développant des modèles
PK/PD de population. Nous avons tout d’abord construit le modèle PK conjoint de l’aflibercept libre et lié
chez les volontaires sains grâce aux données riches. Nous avons ensuite appliqué avec succès ce modèle aux
données chez les patients atteints de cancer et étudié également l’influence de facteurs physiopathologiques
sur leur PK. Ce modèle a permis de simuler les différents schémas d’administration et de supporter le choix
de dose thérapeutique. Afin de mieux évaluer l’efficacité de l’aflibercept, nous avons par la suite construit
un modèle PD caractérisant l’inhibition de la croissance tumorale sous l’effet combiné de l’aflibercept et
du FOLFIRI (5-fluorouracile, la leucovorine et l’irinotécan) chez les patients atteints du cancer colorectal
métastatique.
L’incertitude liée à l’estimation des paramètres dans des modèles complexes peut être biaisée et
parfois n’est pas obtenue. Nous avons donc étudié par simulation l’incertitude des paramètres obtenue
par différentes méthodes de bootstrap permettant de rééchantillonner deux niveaux de variabilité (inter-
sujet et résiduelle) dans les modèles non linéaires à effets mixtes (MNLEM). Ainsi, nous avons montré que
le bootstrap ne fournit de meilleures estimations de l’incertitude des paramètres que dans les MNLEM
avec une forte non linéarité par rapport à l’approche asymptotique. Le bootstrap par paires fonctionne
aussi bien que le bootstrap non paramétrique des effets aléatoires et des résidus. Cependant, ils peuvent
être confrontés à des problèmes pratiques, par exemple des distributions asymétriques dans les estimations
des paramètres et des protocoles déséquilibrés où la stratification pourrait être insuffisante.
Abstract
Angiogenesis, the development of new blood vessels from pre-existing vasculator, plays a crucial role
in the growth of malignant tumors and the development of metastases. It is particularly mediated by
vascular endothelial growth factor (VEGF), a therapeutic target of new anti-angiogenic drugs such as
aflibercept (Zaltrapr, developed by Regeneron and Sanofi). It is a recombinant fusion protein consisting
of human VEGF receptor extracellular domains (VEGFR1 and VEGFR2) fused to the Fc portion of
human IgG1. It binds to VEGF-A, VEGF-B as well as to placental growth factor (PlGF). Because of this
binding, the pharmacokinetic (PK)/pharmacodynamic (PD) properties of this new drug become more
complex.
In this thesis, we have studied the mechanism of action of aflibercept by building population PK/PD
models. We firstly developed the joint PK model of free and bound aflibercept in healthy subjects thanks
to rich data. We then applied this model to data in cancer patients and also assessed the influence of
physiopathologic factors on their PK. This model allowed to simulate different dosing regimens and to
support the choice of therapeutic dose. To better evaluate the efficacy of aflibercept, we also build a PD
model for tumor growth inhibition under the effect of aflibercept and FOLFIRI (5-fluorouracil, leucovorin
and irinotecan) in patients with metastatic colorectal cancer.
The uncertainty in parameter estimates in complex models may be biased or sometimes cannot be
obtained. We therefore investigated by simulation the uncertainty obtained by different bootstrap methods
allowing resampling two levels of variability (between subject and residual) in nonlinear mixed-effects
models (NLMEM). We have shown that the bootstraps only provide better estimates of uncertainty in
NLMEM with high nonlinearity compared to the asymptotic method. The case bootstrap performs as well
as the nonparametric bootstrap of both random effects and residuals. However, they may face practical
problems, e.g skewed distributions in parameter estimates and unbalanced designs where stratification
may be insufficient.
Mots clés : Pharmacocinétique ; Pharmacodynamique ; Anti-angiogénique ; Modèles non linéaires à effets
mixtes ; Bootstrap ; Incertitude des paramètres
