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Abstract 
Modeling of the earth’s surface and extraction of topographic information has become an 
important research topic in the Remote Sensing and Photogrammetry domain. In the last 
15 years high resolution satellites have been providing images with spatial resolution of 
1 meter or better, with stereoscopic coverage. They can replace conventional aerial 
photography for urban mapping, including detailed 3D modeling of buildings. These data 
are especially important in many developing countries, where for several reasons aerial 
photography is much more expensive. 
Many cities in the third world are developing very fast, requiring frequent map updating 
and assessment of changes in urban areas. Furthermore, fast evaluations are often 
required, because of the need of near real-time applications, for example in case of natural 
disasters evaluations.  
In 2012, a new generation of satellites named Pleiades constellation was launched. It has 
the ability of multiple stereo coverage of the same terrain area from three points of view, 
along the track (Forward, Nadir and Backwards), that can be powerful for 3D models 
extractions, particularly in urban areas. Photogrammetric image processing software had 
significant improvements, mainly in dense matching algorithms and filtering techniques, 
with better performance in urban areas, where shadow and dark areas are common. 
In developing countries, such as Libya, reference maps or city databases were not usually 
available. Therefore, stereo satellite images are a very important data source to produce 
maps and 3D databases for urban change analysis. In this sequence, this thesis has 
considered the main objective of assessing urban changes in the city of Tripoli, based on 
DSMs extracted from recent high-resolution satellites. The study comprised an analysis 
of different methodologies for the DSM extraction, the quality assessment of the derived 
DSMs, both in terms of height accuracy and 3D detail of the models. 
A study was made of fully automatic DSM extraction from satellite images, using 
different software tools and matching techniques. Some manual editing was also done, in 
order to analyze the fully automatic models. 
Aerial images were also available for part of the area, and were also used. The DSM 
(buildings model) obtained from aerial images was considered as a reference 3D city 
database for the assessment of DSMs derived from satellite images. This work had many 
constraints due to events occurred in Libya, and only one field campaign could be done. 
Some alternative strategies had to be established, such as the acquisition of ground control 
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from oriented GeoEye-1 satellite images, in order to do the aerial triangulation of the 
aerial photos. At least this could provide a compatibility of georeferencing between the 
different datasets.  
The results of satellite image orientation confirmed that GeoEye-1 image georeferencing 
without ground control points is very good, with maximum errors of 2 meters. In the case 
of Pleiades, the initial orientation provided with the images is worse, with errors of up to 
5 meters. Even so, the georeferencing accuracy could be improved to one pixel, i.e, 0.5 
meter in planimetric and vertical accuracy. It was possible to confirm that image 
orientation can be done in both cases with a simple shift, which requires very few ground 
control points. 
The analysis of the satellite DSMs allowed to conclude that the Pleiades triplet image is 
a big advantage to get more complete and detailed DSMs when comparing with the simple 
stereo mode of GeoEye-1. This was only an advantage in dense urban areas, because in 
rural or unbuilt areas GeoEye-1 also performed very well. 
A final step was to do a change analysis by means of comparing DSMs of different 
epochs, which could be done due to the very precise image orientation. The events 
occurred in Libya resulted in building destructions that could be detected and quantified 
in terms of planimetric changes by a GIS analysis of the DSMs. 
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Resumo 
A criação de modelos da superfície da Terra e a extração de informação topográfica 
tornou-se um tema de investigação importante no domínio da Fotogrametria e da Deteção 
Remota. Nos últimos 15 anos os satélites de muito alta resolução têm fornecido imagens 
com resolução especial de 1 metro ou melhor, com cobertura estereoscópica. Eles podem 
substituir a fotografia aérea convencional para cartografia urbana, incluindo modelos 3D 
de edifícios, com grande detalhe. Estes dados são especialmente importantes em muitos 
países em desenvolvimento, onde, por várias razões, a aquisição de fotografia pode ser 
mais cara, menos segura, ou mesmo impossível.  
Muitas cidades do terceiro mundo desenvolvem-se muito rapidamente, exigindo 
atualizações muito frequentes da sua cartografia, e avaliação das alterações. Além disso, 
essas avaliações deverão ser muito rápidas, com respostas em tempo quase real, para dar 
respostas úteis a situações de emergência, como os desastres naturais.  
Em 2012 uma nova geração de satélites – a constelação Pleiades – foi lançada. Esses 
satélites têm a capacidade de adquirir uma cobertura esteroscópica múltipla, através da 
observação da mesma área a partir de pontos diferentes, com ângulos de visão diferentes, 
ao longo da trajetória (pontaria adiante, modo nadiral, pontaria traseira), que têm 
potencial para melhorar a qualidade dos modelos extraídos, especialmente em áreas 
urbanas. O software de processamento fotogramétrico teve importantes 
desenvolvimentos, especialmente nos algoritmos de extração de nuvens densas, quer mas 
técnicas de filtragem, que melhoraram a performance nas áreas urbanas, onde as sombras 
e as áreas escuras em geral são comuns.  
Nos países em desenvolvimento, como a Líbia, a cartografia de referência, ou outras bases 
de dados geográficas urbanas, não estão, em geral, acessíveis, ou poderão mesmo não 
existir. Como tal, as imagens de satélite estereoscópicas são uma fonte de dados muito 
importante para produzir e atualizar mapas e modelos tridimensionais para avaliação de 
alterações urbanas.  
Assim, esta tese tem como objetivo principal a avaliação de alterações urbanas na cidade 
de Tripoli, baseada em modelos digitais de superfície extraídos de imagens de satélite de 
alta resolução. O estudo compreendeu a análise de diferentes metodologias para a 
extração de modelos e respetiva análise de qualidade, quer em termos do rigor 
geométrico, quer do conteúdo e detalhe. 
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Fez-se um estudo de extração completamente automática de um modelo, a partir de um 
par de imagens GeoEye-1, utilizando diferentes programas e técnicas de estéreo-
correlação. Fez-se também uma edição manual, com a inserção de linhas de quebra, 
permitindo assim uma comparação entre modelos automáticos e manuais. Os dois foram 
avaliados com dados de altura de edifícios recolhida no campo. 
Estavam disponíveis fotografias aéreas digitais de parte da área de estudo, que foram 
também usadas. O DSM obtido a partir dessas imagens foi utilizado como base de 
referência para a qualidade e o detalhe dos modelos derivados das imagens de satélite. 
Este trabalho teve muitos condicionamentos devido aos eventos ocorridos na Líbia 
durante o período de estudo, que só permitiram a realização de uma campanha. Estratégias 
alternativas tiveram de ser estabelecidas, tal como a identificação e coordenação de 
pontos de controlo a partir das imagens de satélite para triangulação aérea das fotografias 
aéreas. Conseguiu-se assim uma compatibilização mínima de georreferenciação entre 
todos os conjuntos de dados utilizados.  
Os resultados da orientação das imagens GeoEye-1 confirmaram que a georreferenciação 
prévia fornecida com as imagens permite uma exatidão melhor que 2 metros, sem pontos 
de controlo. No caso do Pleiades os erros foram um pouco maiores, da ordem de 5 metros. 
Em qualquer dos casos foi possível, com pontos de controlo, melhorar esse rigor para um 
nível sub-pixel, isto é com erros médios quadráticos inferiores a 0.5 m. Isso foi 
conseguido com uma simples translação no espaço imagem, o que requer um número 
muito reduzido de pontos de controlo. 
A análise dos DSMs permitiu concluir que o modo triplet image do Pleiades é uma grande 
vantagem para obter modelos mais completes e detalhados quando comparados com os 
do modo estéreo simples do GeoEye-1. Esta vantagem verificou-se apenas nas zonas 
urbanas, já que no terreno rural ou não construído, o GeoEye-1 apresentou igualmente 
bons resultados. 
Um passo final foi a análise de alterações efetuada por comparação de modelos de 
diferentes épocas, que foi possível devido à qualidade da orientação. Os eventos ocorridos 
em Tripoli resultaram na destruição de alguns edifícios. Essas alterações puderam ser 
identificadas de forma automática e quantificadas em termos através da manipulação dos 
DSM num Sistema de Informação Geográfica. 
 [Acknowledgments] 
 ix   
Acknowledgments 
The work presented in this thesis has been performed at the University of 
Porto, Portugal, with the financial support of a PhD-Scholarship from the 
Libyan Ministry of Education. I would like to express my gratitude to all who 
have contributed to my work, helped and supported me during my time 
working on this thesis.  
First, I would like to thank all the staff in the University of Porto, 
particularly to the staff at the Faculty of Science. I especially want to thank 
my supervisors, Dra. Maria Luisa Bastos and Professor José Alberto 
Gonçalves, for their academic experience, giving me the opportunity to 
perform my thesis work and being a part of this research team. It has been 
a great opportunity to work with this team and acquire from them a vast 
knowledge and experience.  
I have to express my thankfulness to French Space Agency (CNES) for the 
provision of the Pleiades data set, PCI Geomatics, Ontario Canada for the 
provision of Ortho-engine (Free student licence) for the DSM generation and 
Esri Portugal, for their providing the free student licenced ArcGIS for 
Desktop. Also, I would like to express my thanksgiving to education 
community for their providing free student licence of AutoCAD Map 3D 
software, providing access to GIS and mapping. 
Likewise, I am truly grateful to Professor Mohamed Amar and to Professor 
Sahel Yahiya AL-barony, at Tripoli University for their guidance and 
assistance in the field of my interests. I am also grateful to the team at the 
Astronomic Observatory, especially to MSc Américo Magalhães for his 
contribution of excellent skills, enthusiasm and for creating a very nice 
working atmosphere.  
 [Acknowledgments] 
 x   
I would like to express as well, my sincere thanks to my colleagues at the 
Institute of Libyan Remote Sensing and Space Science, especially to Dr. 
Abduelgader Ebsame, MSc. Abdurahim abogpha (Allah's Mercy on him), and 
MSc. Salah Abohelage, MSc. Mahomed Alfetory, for giving me their help at 
the time of the field data collection.  
Finally, sincere thanks go to my deceased father and to my mother for their 
absolute support and to my family, as well, in particular to my wife and my 
kids for always being supportive and caring. Many thanks also to my friends 
in Libya.  
 
 
 
Abdunaser Abduelmula 
University of Porto 
June2015 
 [Contents] 
  xi   
Contents: 
Abstract ....................................................................................................................... v 
Resumo  ..................................................................................................................... vii 
Acknowledgments  ..................................................................................................... ix 
List of Figures ............................................................................................................ xv 
List of Tables.............................................................................................................. xx 
Abbreviation ............................................................................................................. xxv 
CHAPTER 1: 
INTRODUCTION ................................................................................................... 1 
1.1. Background ..................................................................................................... 1 
1.2. Motivation and objectives ............................................................................... 3 
1.3. Thesis structure .............................................................................................. 5 
1.4. Proposed workflow ......................................................................................... 6 
CHAPTER 2:  
CONCEPTS DEFINITION AND STATE OF ART ..................................................... 9 
2.1. Concepts definition ......................................................................................... 9 
2.1.1. Ellipsoid height ................................................................................... 9 
2.1.2. Geodetic datum .................................................................................. 9 
2.1.3. Map projections .................................................................................10 
2.1.4. Universal transverse Mercator  ..........................................................10 
2.1.5. Stereo sensors ..................................................................................10 
2.1.6. Base-height ratio ...............................................................................10 
2.1.7. Stereo viewing ...................................................................................12 
2.1.8. Epipolar images .................................................................................12 
2.1.9. Rational polynomial formula ..............................................................13 
2.2. Digital models .................................................................................................15 
2.2.1. Three dimensional point clouds .........................................................15 
2.2.2. Digital elevation model  .....................................................................16 
2.2.3. Digital surface model  ........................................................................16 
2.2.4. Digital terrain model  ..........................................................................17 
2.2.5. Normalized digital surface model .......................................................17 
2.2.6. Differences between DSM and DEM .................................................17 
2.2.7. Digital city model  ..............................................................................18 
 [Contents] 
 xii   
2.2.8. Breaklines .........................................................................................19 
2.3. State of art........................................................................................................19 
CHAPTER 3: 
STUDY AREA AND DATASET ......................................................................................... 29 
3.1. Study Area ......................................................................................................29 
3.2. Used data ........................................................................................................30 
3.2.1. GeoEye-1 stereo pair images. ...........................................................30 
3.2.2. Pleiades triplet images. .....................................................................32 
3.2.3. Stereo pair aerial images of Tripoli  ...................................................34 
CHAPTER 4: 
SATELLITE AND AERIAL IMAGES ORIENTATION ..................................................... 37 
4.1. Image processing software- used tools ........................................................37 
4.1.1. PCI Geomatica (version 2013) ..........................................................37 
4.1.2. Inpho Trimble Applications Master .....................................................38 
4.2. GCP requirements for satellite image orientation ........................................38 
4.3. Ground control point survey .........................................................................39 
4.4. Satellite images orientation ...........................................................................42 
4.4.1. Image orientation Workflow ...............................................................42 
4.4.2. Image orientation with RPC polynomial adjustments .........................44 
4.4.2.1. Application of the RPC formulas for GeoEye-1 ........................44 
4.4.2.2. GeoEye-1 and Pleiades images orientation with PCI-Geomatica 
and RPC0 ................................................................................45 
4.4.2.3. GeoEye-1 and Pleiades images orientation with PCI-Geomatica 
and RPC1 ................................................................................46 
4.4.2.4. GeoEye-1 image orientation with Inpho-Trimble ......................48 
4.4.3. Result analysis ................................................................................. 49 
4.4.3.1. Results analysis of GeoEye-1 and Pleiades image orientation 
with PCI Geomatica .................................................................50 
4.4.3.2. Result analysis of GeoEye-1 images orientation with PCI 
Geomatica and Inpho Trimble ................................................ 53 
4.5. Aerial image orientations and block adjustment ..........................................56 
4.5.1. Control points collection and block orientation ..................................57 
4.5.2. Block adjustment ..............................................................................60 
4.5.3. Results validation of aerial images orientation ................................. 63 
 [Contents] 
 xiii   
4.6. Summary .........................................................................................................64 
CHAPTER 5: 
MATCHING ALGORITHMS AND DSM EXTRACTION......................................... 65 
5.1. Parameters influencing image matching ......................................................65 
5.1.1. Angle of convergence .......................................................................65 
5.1.2. Viewing angle ...................................................................................65 
5.1.3. Sun angle and shadow .....................................................................66 
5.1.4. Image quality ....................................................................................66 
5.2. Matching algorithms ......................................................................................66 
5.2.1. Normalized cross-correlation coefficient ...........................................67 
5.2.2. Least squares matching ....................................................................67 
5.2.3. Features based matching .................................................................68 
5.2.4. Semi global matching algorithms ......................................................68 
5.2.5. Wallis filter ........................................................................................69 
5.3. Digital surface model extraction  ..................................................................70 
5.3.1. DSM extraction from Geoeye-1 using Inpho Trimble ........................73 
5.3.1.1. DSM results validation .............................................................74 
5.3.1.2. Point cloud manually editing ....................................................79 
5.3.1.3. Manual editing results validation ..............................................82 
5.3.2. DSM extraction by PCI- OrthoEngine  ..............................................86 
5.3.2.1. DSM extraction from Pleiades images .....................................86 
5.3.2.2. DSM extraction from GeoEye-1 images ...................................88 
5.3.2.3. Validation of the automatic extracted DSM ..............................89 
5.4. City reference database extraction ...............................................................92 
5.4.1. DSM extraction from aerial images by Inpho Trimble ........................92 
5.4.1.1. DSM results analysis .............................................................. 93 
5.4.1.2. DSM accuracy validation .........................................................97 
5.5.  Summary ...................................................................................................... 100 
CHAPTER 6: 
DSM RESULTS ANALYSIS AND BUILDING CHANGE DETECTION ..................... 103 
6.1. Used reference model (ground truth) .......................................................... 103 
6.2. Analysis of the automatically obtained DSMs ............................................ 103 
6.2.1. DSMs visually analysis  .................................................................. 104 
6.2.2. DSM Height analysis  ..................................................................... 105 
 [Contents] 
 xiv   
6.2.3. Buildings model shape details analysis  .......................................... 107 
6.3. DSM application in destroyed building detection ...................................... 111 
6.3.1. Datasets used for change detection ............................................... 112 
6.3.2. Change detection proposed method ............................................... 114 
6.3.3. Result editing and detection map generation .................................. 116  
6.3.4. Change detection results validation ...................................................... 118 
6.4. Summary  ...................................................................................................... 120 
CHAPTER 7: 
CONCLUSIONS AND SUGGESTIONS .......................................................................... 123 
7.1. Conclusions .................................................................................................. 123 
7.2. The Suggestions .......................................................................................... 125 
References .................................................................................................... 127 
Annexes ........................................................................................................ 133 
  
 [Contents] 
 xv   
List of Figures: 
Figure 1.1: the general workflow proposed in this thesis ...................................... 7 
Figure 2.1: the base to height relation and couple of satellite image angles ......11 
Figure 2.2: comparing between raw and epipolar images.....................................12 
Figure 2.3-a: digital surface model (DSM) describing the visible surface ...........18 
Figure 2.3-b: digital elevation model (DEM) describing the bare ground ............18 
Figure 2.4: DSM models, where (a) DSM GeoEeye-1, (b) DSM WorldView-2 
and (c) shows Lidar DSM. The profiles in (d) show the difference between the 
reference and the extracted models (red = Lidar DSM, blue= GeoEeye-1 DSM 
and the green is the World View-2- DSM ...............................................................21 
Figure 2.5: subset (a) shows the WorldView-2 Multispectral image, (b) and 
(c) show DSMs extracted from different stereo angles and finally (d) shows 
DSM extracted from triplet images of the same satellite … .................................23 
Figure 3.1: Google Earth image (7 km ×6 km) representing part of the study 
area ............................................................................................................................ 29 
Figure 3.2: subsets (375 m×565 m) represent the left and right images of the 
GeoEye-1 stereo pair of Tripoli, Libya ....................................................................31 
Figure 3.3: tri stereoscopic capabilities over the shadow areas ...........................32 
Figure 3.4: subsets (596 m×881 m) represent Pleiades tri-stereo images 
(Forward, Backward, and Backward images) of Tripoli-Libya .............................34 
Figure 3.5: subsets (436 m×621 m) showing the used aerial images covering 
urban area .................................................................................................................36 
Figure 3.6: study area showing all data sets used: the Pleiades image (grey 
scale image), the GeoEye-1 image (limited by a red rectangle) and the aerial 
photos (limits in yellow). ..........................................................................................36 
Figure 4.1: some of the GCPs chosen in the field, with the GPS antenna 
mounted on the point ...............................................................................................39 
Figure 4.2: the location of surveyed GCPs in the study area. The grey image 
corresponds to one of the Pleiades images used and the yellow line is the 
limit of the GeoEye-1 image .....................................................................................40 
Figure 4.3: the proposed workflow included different tasks used for satellite 
image orientation ......................................................................................................43 
 [Contents] 
 xvi   
Figure 4.4: windows represent GCPs measured in the left and right stereo 
pair image .................................................................................................................. 47  
Figure 4.5: the relationship between GCPs ID and their RMS residual in the 
GeoEye-1 Left and Right image orientation  ..........................................................51 
Figure 4.6: the relationship between GCPs ID and their RMS residual in the 
Pleiades F/N images orientation. ............................................................................51 
Figure 4.7: the relationship between GCPs ID and their RMS residual in the 
Pleiades F/B images orientation. ............................................................................52 
Figure 4.8: the relationship between GCPs ID and their RMS residual in the 
Pleiades N/B images orientation .............................................................................52 
Figure 4.9: the relationship between GCPs ID and RMS residual achieved by 
Inpho and Ortho-Engine of GeoEye-1 left stereo image orientation. ..................55 
Figure 4.10: the relationship between GCPs ID and RMS residual achieved 
by Inpho and Ortho-Engine of GeoEye-1 right stereo image orientation .......... .55 
Figure 4.11: concept of collinearity equation .........................................................56 
Figure 4.12: proposed workflow for stereo pair aerial images orientation 
process .......................................................................................................................58 
Figure 4.13: windows showing in the left side some of the measured points 
in the GeoEye-1 image and their correspondent locations in the aerial 
images in the right side  ...........................................................................................59 
Figure 4.14: the number and the locations used control points in the block 
of stereo pair images orientation phase .................................................................61 
Figure 5.1: a typical image matching in a pyramid structure. .............................71 
Figure 5.2: proposed workflow for DSM extraction from satellite and aerial 
images ........................................................................................................................73 
Figure 5.3: subset of 10 km ×10 km showing DSM height classification 
(heights above reference ellipsoid) ..........................................................................75 
Figure 5.4: DSM height classification and statistics analysis ..............................76 
Figure 5.5: DSM shaded relief shows 3D models of different features in 
urban and sub urban area. The left (a) shows DSM of a small artificial hill 
(b) represents DSM for different building in urban area and (c) shows DSM 
of different structure of Olympic city ......................................................................78 
Figure 5.6: the DSM and 3D building profiles automatically extracted by 
GeoEye-1 images. The left subset shows buildings model for complex 
building in urban area, and the right shows buildings model of measured 
for sub urban area ....................................................................................................79 
 [Contents] 
 xvii   
Figure 5.7: subsets are showing 3D breaklines representing different 
building model ...........................................................................................................80 
Figure 5.8: 3D polygons that represent the buildings model on Tripoli area. 
Subsets (a) and (b) show the 3D building model for the tallest buildings in 
Tripoli. Subsets (b) and (c) show 3D building model represent the most of 
buildings upon Tripoli University ...........................................................................81 
Figure 5.9: an example of test field of buildings height measurements..............82 
Figure 5.10: the comparison between DSM measured building height and 
their corresponding building height measured by test-field over study area. ...84 
Figure 5.11: different 3D building models extracted manually based on 
GeoEye-1 images. Profile (a), (b) and (c) are showing different building height 
and roof shapes .........................................................................................................84 
Figure 5.12: DSM shaded relief shows 3D buildings shape and height model
 ....................................................................................................................................85 
Figure 5.13: visualization of the digital city model created with manual 
editing overlapped on Google Earth ........................................................................85 
Figure 5.14: the DSM extracted by Pleiades F/N images. 3D building profiles 
measured on the same complex building. .............................................................87 
Figure 5.15: the DSM extracted by Pleiades N/B images. 3D building profile 
measured on the same complex building. .............................................................87 
Figure 5.16: DSM extracted by GeoEye-1 images. The upper 3D profile shows 
a small building in a rural area. The lower 3D profile shows a complex and 
high building in urban area. The DSM misses most of the building detail .......88 
Figure 5.17: the difference between the point elevation in the reference and 
the corresponding elevation measured from DSMs of Pleiades triplet images
 ....................................................................................................................................91 
Figure 5.18: the differences between point elevation in the reference and the 
corresponding elevation measured from DSM of Pleiades N/B and GeoEye-
1 stereo-pair images .................................................................................................91 
Figure 5.19: classifications shows DSM elevations above ellipsoid reference 
height extracted from the block of aerial images ..................................................96 
Figure 5.20: DSM elevation classification and statistical analysis ......................97 
Figure 5.21: DSM profiles represent the extracted surface models for 
different areas over study area ................................................................................99 
 [Contents] 
 xviii   
Figure 5.22: 3D profiles of the same complex gabled roofs created in urban 
area shows the DSM quality. The left profile was created from aerial images 
in automatic mode, and the right profile was extracted from GeoEye-1 based 
on breaklines theory and manual editing. ........................................................... 100 
Figure 5.23: 3D profiles created for same high buildings in urban area shows 
the DSM quality. The left profile was created from aerial images in semi-
automatic mode, and the right profile was extracted from GeoEye-1 based 
on breaklines theory and manual editing. ........................................................... 100 
Figure 6.1: comparison of the shaded DSM of dense urban area The (a) map 
shows DSM of GeoEye-1 images, the (b) showing DSM extracted by Pleiades 
image combinations (N/B) and the (c) showed DSM of aerial images .............. 104 
Figure 6.2: plotting represents the error distribution comparison between 
the Pleiades (N/B) and GeoEye-1 DSM, these comparisons calculated based 
on the reference model from aerial images .......................................................... 107 
Figure 6.3: comparisons between 3D profiles for very tall buildings in dense 
urban areas created from the obtained DSMs: profile (A1) created from the 
reference model, profile (A2) from Pleiades N/B and profile (A3) from 
GeoEye-1. ................................................................................................................. 108 
Figure 6.4: 3D profiles for the tall buildings on Tripoli area showing the 
general compression between DSMs obtained from aerial images (B1, C1), 
and the DSM obtained from Pleiades N/B (B2, C2), and (B3, C3) DSM model 
created from GeoEye-1  .......................................................................................... 109 
Figure 6.5: Pleiades satellite imagery showing the destroyed buildings in Bab 
al-Azizia military -Tripoli area (limited by a red line)  ......................................... 112 
Figure 6.6: the surface model extracted from stereo pair aerial images before 
the hazards occurred for Bab al-Azizia military area (used as datasets at 
time (t1))  .................................................................................................................. 113 
Figure 6.7: the surface models extracted from Pleiades N/B image 
combination after the hazards occurred for Bab al-Azizia military area (used 
as datasets at time (t2)) .......................................................................................... 113 
Figure 6.8: change detection process proposed in this thesis work .................. 115 
Figure 6.9: DSMs subtraction shows the affected areas upon Bab al-Azizia 
military ..................................................................................................................... 115 
 [Contents] 
 xix   
Figure 6.10: output polygons features data obtained from DSM subtraction 
and presenting the building change detection before manual editing (red 
polygons). ................................................................................................................. 116 
Figure 6.11: the actual destroyed area upon Bab al-Azizia military, showed 
in the red color ........................................................................................................ 117 
Figure 6.12: the number and the detected area of destroyed buildings upon 
on Bab al-Azizia military area ............................................................................... 118 
Figure 6.13: the change detection results of  the affected buildings (red color) 
corresponding to the original Pleiades image of Bab al-Azizia military area 
upon Tripoli after the hazard occurred, and used as datasets in DSM 
extraction at time (t2) ............................................................................................. 119 
Figure 6.14: the change detection results of the affected buildings (red color) 
corresponding to the original aerial DSM of Bab al-Azizia military area before 
the hazard occurred, which used as dataset at time (t1) in building 
detection. ................................................................................................................. 119 
Figure 6.15: the change detection results of the affected buildings (red color) 
corresponding to the original DSM extracted from Pleiades N/B images 
combination for Bab al-Azizia military area after the hazard occurred, which 
was used as dataset at time (t2) in building detection. ...................................... 120 
 [Contents] 
 xx   
List of Tables:   
Table 3.1: characteristics of GeoEye-1 Satellite .....................................................31 
Table 3.2: the most recent outlines of Pleiades characteristics ....................... ... 33 
Table 3.3: the characteristics of the used Ultra Cam - D images ........................35 
Table 4.1: GCPs coordinates that resulted from the GPS post processing .........41 
Table 4.2: the calculated and measured point coordinates and bias error in 
the GeoEye-1 left image ...........................................................................................44 
Table 4.3: the calculated and measured point coordinates and bias error in 
the GeoEye-1 right image .........................................................................................45 
Table 4.4: the calculated parameters (shift) of RPC0 adjustment order in the 
GeoEye-1 and Pleiades image orientation combinations .....................................46 
Table 4.5: the calculated orientation parameters based on RPC1 adjustment 
order in the GeoEye-1 and Pleiades images ..........................................................47 
Table 4.6: the image orientation residuals (RMS and absolute maximum) on 
the GCPs by adjustment polynomial orders (RPC0 and RPC1), expressed in 
pixel ............................................................................................................................48 
Table 4.7: the GeoEye-1 stereo pair images orientation results in the 
across/along track (x, y) and height. ......................................................................49 
Table 4.8: the RMSE of GeoEye-1 image orientation achieved by Inpho and 
PCI Geomatica photogrammetric softwares .......................................................... 54 
Table 4.9: the exterior orientation RMS accuracy for each image of block of 
70 aerial images ........................................................................................................62 
Table 4.10: aerial image orientation accuracy based on GeoEye-1 image 
orientation results ....................................................................................................63 
Table 5.1: the used parameters setting for DSM extraction from GeoEye-1 
images ........................................................................................................................74 
Table 5.2: matching results obtained for DSM from GeoEye-1 images, 
formatted DSM adjustments in pyramid level zero ...............................................77 
Table 5.3: the accuracy of building height based on the differences between 
measured height and the height measured from DSM ........................................83 
Table 5.4: height accuracy analysis of DSMs based on 3D reference point 
created from manual editing by GeoEye-1 DSM ...................................................89 
 [Contents] 
 xxi   
Table 5.5: the used parameters setting for DSM extraction from aerial images
 ....................................................................................................................................93 
Table 5.6: points matching accuracy of automatic DSM extraction formatted 
based on coarse and the finest image pyramid levels ..........................................95 
Table 5.7: the accuracy of two GCPs coordinates measured from the DSM 
model ..........................................................................................................................98 
Table 6.1: point elevations measured from DSM extracted by Pleiades N/B 
combination, GeoEye-1 and aerial images, together with the height 
difference against DSM of aerial image. ............................................................... 106 
Table A1: an RPC file of the GeoEye-1 left image ................................................ 134 
Table A2: an RPC - file of GeoEye-1 right image .................................................. 135 
Table B1: Pleiades images (F/B) mode with Ground units and RPC0 
polynomial adjustment order. ............................................................................... 142 
Table B2: Pleiades images (F/B) mode with Ground units and RPC1 
polynomial adjustment order. ............................................................................... 143 
Table B3: Pleiades images (F/N) mode with Ground units and RPC0 
polynomial adjustment order. ............................................................................... 144 
Table B4: Pleiades images (F/N) mode with Ground units and RPC1 
polynomial adjustment order ................................................................................ 145 
Table B5: Pleiades images (N/B) mode with Ground units and RPC0 
polynomial adjustment order ................................................................................ 146 
Table B6: Pleiades images (N/B) mode with Ground units and RPC1 
polynomial adjustment order ................................................................................ 147 
Table B7: GeoEye-1 stereo pair image (Left/Right) with Ground units and 
RPC0 polynomial adjustment order ...................................................................... 148 
Table B8: GeoEye-1 images (Left/Right) with Ground units and RPC1 
polynomial adjustment order ................................................................................ 149 
Table C1: 3D points measured from corrected GeoEye-1 images and used in 
aerial image orientation ......................................................................................... 150 
Table C2: 3D points measured from corrected GeoEye-1 images and used in 
aerial image orientation ......................................................................................... 151 
Table C3: 3D points measured from corrected GeoEye-1 images and used in 
aerial image orientation ......................................................................................... 152 
 [Contents] 
 xxii   
Table C4: 3D points measured from corrected GeoEye-1 images and used in 
aerial image orientation ......................................................................................... 153 
Table C5: 3D points measured from corrected GeoEye-1 images and used in 
aerial image orientation ......................................................................................... 154 
Table D1: block aerial images orientation results ................................................ 155 
Table D2: block aerial images orientation results ................................................ 156 
Table D3: block aerial images orientation results ................................................ 157 
Table D4: block aerial images orientation results ................................................ 158 
Table D5: block aerial images orientation results ............................................... 159 
Table D6: block aerial images orientation results ............................................... 160 
Table D7: block aerial images orientation results ............................................... 161 
Table D8: block aerial images orientation results ............................................... 162 
Table D9: block aerial images orientation results ............................................... 163 
Table D10: block aerial images orientation results ............................................. 164 
Table D11: block aerial images orientation results ............................................. 165 
Table D12: block aerial images orientation results ............................................. 166 
Table D13: block aerial images orientation results ............................................. 167 
Table D14: block aerial images orientation results ............................................. 168 
Table D15: block aerial images orientation results ............................................. 169 
Table D16: block aerial images orientation results ............................................. 170 
Table D17: block aerial images orientation results ............................................. 171 
Table D18: block aerial images orientation results ............................................. 172 
Table D19: block aerial images orientation results ............................................. 173 
Table D20: block aerial images orientation results ............................................. 174 
Table D21: block aerial images orientation results ............................................. 175 
Table E1: log file shows the used check points used for DSM height accuracy
 .................................................................................................................................. 176 
Table E2: log file shows the used check points used for DSM height accuracy
 .................................................................................................................................. 177 
Table E3: log file shows the used check points used for DSM height accuracy
 .................................................................................................................................. 178 
 [Contents] 
 xxiii   
Table F1: the buildings model information (roofs elevation and area). ............. 179 
Table F2: the buildings model information (roofs elevation and area). ............. 180 
Table F3: the buildings model information (roofs elevation and area). ............. 181 
Table H1: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 182 
Table H2: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 183 
Table H3: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 184 
Table H4: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 185 
Table H5: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 186 
Table H6: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 187 
Table H7: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 188 
Table H8: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 189 
Table H9: the actual destroyed buildings areas on Bab al-Azizia military 
region ........................................................................................................................ 190 
[Abbreviation] 
xxv 
Abbreviation 
AT ................................ Aerial triangulation 
AAT ............................. Automated aerial triangulation 
ABM ............................ Area based matching 
CNES .......................... Centre national d'études spatiales 
CP ................................ Control point 
CPs .............................. Check points  
3D ................................ Three dimensions 
2D ................................ Two dimensions 
DCM ............................ Digital city model 
DEM ............................ Digital elevation model 
DLR ............................. German Aerospace Center 
DP ................................ Dynamic programing 
DSM ............................ Digital surface model 
DTM ............................ Digital terrain model 
Elev. ............................. Elevation 
FBM ............................ Features based matching  
F/B ............................... Forward/ backward  
FID .............................. Field identification 
F/N ............................... Forward/ nadir  
GCPs ........................... Ground control points 
GIS  ............................. Geographic information system 
GNSS ........................... Global navigation satellite system 
GPS ............................. Global positioning system 
GSD ............................. Ground sampling distance 
H .................................. Height  
HR ................................ Height reference. 
HRSI ........................... High resolution satellite imagery 
ICPs ............................. Independent checkpoints 
IMU ............................. Inertial measurement unit 
INS .............................. Inertial navigation system 
JR ................................ JOANNEUM Research institute 
𝐊 .................................. Kappa; is the rotation along the Z-axis 
[Abbreviation] 
xxvi 
L .................................. Horizontal distance  
LiDAR ......................... Light detection and ranging  
LSM ............................ Least squares matching  
MI ................................ Mutual information 
MM .............................. Millimeter 
MS  .............................. Multi spectral bands 
MSL  ........................... Mean sea level 
NCC ............................ Normalize cross correlation  
NOIO .......................... Number of image observations 
Pa ................................. Panchromatic image band 
PDOP .......................... Position dilution of precision 
Pix ................................ Pixel 
Ple ................................ Pleiades 
ID ................................. Point identification 
Res ............................... Residual 
RPCs ........................... Rational polynomial coefficients  
RPC0 ........................... Zero polynomial adjustment 
RPC1 ........................... First polynomial adjustment 
RPF ............................. Rational polynomial formula 
RMS ............................ Root mean square 
RMSE .......................... 2D Root mean square  
RMSX .......................... Root mean square residual in row/x 
RMSY .......................... Root mean square residual in col/ y  
ROW ........................... Residuals in row 
Col ............................... Residual in column 
RS ................................ Remote sensing 
Rx ................................ Residual in x- axis 
Ry ................................ Residual in y- axis 
SAT-PP ....................... Satellite image Precision Processing 
SGM ............................ Semi global matching algorithms  
TP ................................ Tie point 
UTM ............................ Universal transverse Mercator 
N/B .............................. Nadir/ backward  
VHR ............................ Very high resolution 
[Abbreviation] 
xxvii 
WGS ............................ World geodetic system 
Ø .................................. Vertical angle between the bottom and top of the building 
𝛚 .................................. Omega; is the rotation along the Y-axis 
∅ ................................... Pitch; is the rotation along the flight direction 
∆H ................................ Height difference 
∆L ................................ Bias in image line 
∆S ................................ Bias in image sample 
∆x ................................. Bias in x-axis 
∆y ................................. Bias in y-axis 
 
[Introduction] 
  1 
 
INTRODUCTION 
1.1. Background  
When technologies of Remote Sensing started being applied, more than four decades ago, 
satellite programs, such as Landsat, were exclusively programmed to acquire images for 
the purpose of natural resources monitoring and mapping. Meanwhile, information about 
the earth's surface has become more and more important for many other applications, such 
as urban environment mapping evaluation and updating. From then on, a huge progress 
has been made in remote sensing data acquisition, largely due to the progress in sensor 
design, electronics, and information technology, for example in radiometric and spectral 
resolution (Saldaña et al., 2012). 
In the last few years, digital image analysis systems have gone through revolutionary 
changes and have greatly improved their performance and functionality. Satellite images 
with a finer spatial and radiometric resolution has opened a new field of applications, 
which was not possible with poor resolution data. These remotely sensed images have 
opened up new areas of successful applications and created specific fields in the digital 
image analysis as well. Likewise, output results vary in the quality according to data 
sources, matching algorithm method, required accuracy, topographic variation, available 
time and budget (Jay Gao, 2009). 
Presently, 3D modelling of the earth's surface and automatic topographic information 
extraction are relevant research topics in the remote sensing and photogrammetry domain. 
Year after year radiometric quality and geometric accuracy of high-resolution satellites 
images keep on evolving, turning satellite imagery into a real potential solution for 3D 
models extractions. Being so, satellite images became the key technology in the field of 
high-resolution models extractions in terms of the economy and accuracy, especially in 
comparison with other data, such as LIDAR and aerial images, which involve high 
acquisition costs as well as logistic demands, especially in developing countries (Holland 
et al., 2006). 
By the end of the last decade, high-resolution satellite images (HRSI) had important 
improvements in spatial resolution, average revisits and tilting capabilities, which are 
important for a variety of tasks such as city model extraction. Therefore, satellite images   
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became a natural choice to fulfill the demand for extractions of topographic information, 
monitoring and natural or disaster management. They can have lower cost, in comparison 
to aerial imagery in terms of area covered, and acquisition speed, especially in developing 
countries (Reinartz et al., 2011). 
In the last decades, the potential of HRS images have been tested and used with different 
matching algorithm combinations, with the purpose of urban and sub urban applications. 
Nevertheless, in terms of shadows and occlusions, occurring by the sudden height 
changes, these stereo combinations reached a variety of results in urban areas and none 
of them has met the needed accuracy (Tempfli et al., 2004).  
There is a concern of spatial agencies and satellite companies in improving the quality of 
high-resolution stereo images. Over the last years, CNES launched and provided a new 
generation of satellite images, called Pleiades 1B, with the ability of a multiple stereo 
coverage of the same location on the terrain surface, from three points of view (Off-nadir, 
Nadir and Back-nadir).  
Henceforth, these images have become a new data type in the domain of Remote Sensing, 
with the possibility of using one of three image combinations, which may improve the 
accuracy of automatic point matching, especially in the shadow areas. Resolution of 0.5 
meter became common in HR satellites. Accurate geometric processing methods are 
required in order to explore the potential of these satellite images. Space images are 
geometrically distorted due to sensor tilt, platform movements and terrain relief. Thus, an 
image orientation process is necessary to determine a rigorous mathematical relation 
between terrain and image coordinates, in order to do rigorous topographic mapping 
(Postelniak, 2014). 
Space satellite and sensors technologies had significant improvements in the last decades, 
such as the accurate orbital position, attitude angles and interior orientation parameters 
determination. Image orientation may be carried out by using a standard sensor model 
and a minimum number of ground control points (GCPs). These are well defined points 
of known terrain coordinates (X, Y, H) and image coordinates (column, row).  
High accuracy rigorous mathematical relations between the object space coordinates and 
image space coordinates are needed to extract a precise geolocation 3D models in urban 
areas from these space images. That is of special relevance for many applications in urban 
areas, namely, civil engineering applications and environmental planning and 
evaluations, which require accurate positional data (Jacobsen, 2008).  
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High-resolution satellite images, such as GeoEye-1 and Pleiades, are provided with a set 
of rational polynomial coefficients (RPCs), allowing for processing without any ground 
control points. However, the availability of accurate and well distributed GCPs, can be 
used to obtain better accuracy in the image orientation, and optimize the geolocation of 
further data extracted, such as digital surface model (DSM), digital city model (DCM) 
(Willneff et al., 2008). 
In the last ten years, photogrammetric workstation software was improved with new and 
more efficient stereo matching algorithms, new filtering techniques, namely the Wallis 
filter, as well as the better point cloud editing tools. As a result, the run times of matching 
processes are smaller and the number and accuracy of matched points have increased. 
This also means that fast evaluations of change detection, in urban and suburban areas, 
can be achieved by high-resolution satellite images. For example, urban planning 
evaluation (building change detection), telecommunication, tourism, environmental 
protection and many other application have an increasing demand for digital city models, 
in order to use such complex data for planning, analyses, visualization and simulation. 
Additionally, the open geospatial viewers (Google Earth, Virtual Earth, etc.) increase the 
demand on city models. Information of digital models extraction has become more and 
more important for different applications, like urban environment evaluations (Zhang and 
Grüen, 2006).  
1.2. Motivation and objectives 
Digital aerial photogrammetry and LiDAR are efficient modern techniques for DSM 
acquisition as a base for 3D city modelling. Nevertheless, aerial photogrammetry and 
laser scanning are still very expensive and time consuming, and therefore not very well 
suited, especially for developing countries, where geographic and security reasons create 
difficulties to the corresponding data acquisition needs.  
In case of natural hazards, such as floods, earthquakes, as well as in situations of war, 
rapid mapping responses must be given in order to assess damages and plan actions on 
the ground. Accurate and very complete 3D models are important for the assessments of 
the corresponding impacts. There is a need to study and compare the different 
methodologies, of 3D model extraction in order to apply them in the most efficient way. 
This is especially relevant for a developing country like Libya. Rapid and accurate 
methodologies must be implemented to allow an efficient exploitation of satellite 
imagery. This is the main motivation of this work. The methodologies should be as much 
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as possible, automatic. Manual editing and measurements of digital surface/ elevation 
models are extremely time-consuming and not effective.  
Automatic and semi-automatic model extraction is of practical importance and greatly 
reduces the time needed to achieve digital map products, and consequently save in the 
projects budget. Large varieties of approaches (image processing tools) have been 
developed for automation of 3D model extraction. Many are commercially available on 
several digital photogrammetric workstations, having now powerful matching algorithms, 
as well as filtering methods, which are very useful in the shadow areas. The accuracy of 
building rooftop elevations and building models extraction is influenced by many factors, 
for instance, shadows and occlusions, occurring by the sudden height changes.  
In the last two decades, different stereo pairs of satellite images and combined matching 
algorithms have been tested and used for different extractions. However, due to matching 
constraints during auto correlation, the height accuracy and 3D detail obtained were not 
the best. This means that 3D models derived from stereo HRS images did not yet meet 
the user needs, especially in urban areas (Hirschmüller, 2005). 
Trying to overcome some of the difficulties, new research has tried to implement more 
methodologies for satellite image processing to improve the accuracy of automatic 
correlation of 3D models extractions, especially in the shadow and dark parts of the urban 
areas.  
This is a particular powerful procedure that can be used to find the fastest and most 
suitable data for a rapid assessment of the city environment evaluations, and it was the 
main reason for the development of this work. Accordingly, different techniques and 
matching technologies were studied and the following objectives were set: 
 To assess the accuracy difference between used satellites images (Pleiades triplet 
and GeoEye-1stereo pair images) in the direct/ fast applications in the remote areas. 
 To compare between 3D data extracted from the new generation of Pleiades triplet 
data and GeoEye-1 stereo pairs images, exploring the new dense matching hybrid 
approaches “coarse to fine pyramids levels”, and other processing algorithms, as the 
Wallis filter.  
 To derive a reference 3D model from aerial images, to act as reference ground truth 
for the models derived from satellite images.  
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 To make a quality assessment of models derived from all the data sources (GeoEye-
1 and Pleiades), both in terms of the model height and 3D details extracted and differences 
in height values (comparison model-to-model and model to ground truth). 
 To establish a methodology for planimetric change detection of urban changes, by 
the subtraction for 3D models in different epochs, in order to assess differences resulting 
from natural hazards or other damage sources.  
1.3. Thesis structure 
After this initial introduction, the thesis contains the following chapters: 
 Chapter 2: presents the state of art, including the main recently published work 
relating with the use of GeoEye-1 and Pleiades images in 3D models extraction. Chapter 
2 also includes an overview of some fundamental concepts definition.  
 Chapter 3: is dedicated to the description of the study area location and area. This 
chapter, also was included the different subsets of used images (GeoEye-1 and Pleiades 
satellite images), and stereo pairs of aerial images subsets covering the Tripoli area. The 
characterization of GeoEye-1 and Pleiades satellite images were also included in chapter 
3. 
 Chapter 4: deals with the precise image orientation. It starts with the collection 
of GCPs by GPS and the data post-processing. This chapter was also includes the results 
of direct and indirect orientation (image georeferencing) from GeoEye-1 and Pleiades 
satellite images, as well as the orientation results analysis. In addition, this chapter 
includes the block orientation of aerial images, as well as the results validation. 
 Chapter 5: different factors influencing the automatic matching for DSM 
extraction, and the used matching algorithms were presented in this chapter. The 
automatic extraction of DSM from GeoEye-1 images by Inpho Trimble, and manual 
editing, as well as the model (DSM) validation were also included in this chapter.  DSM 
extraction from GeoEye-1 and Pleiades images by PCI Geomatica, and models validation 
are described. 
 Chapter 6: describes in detail the analysis of the obtained DSMs, and their 
application in change detection of destroyed buildings.  
 Chapter 7: this final chapter is dedicated to the main conclusion taken in this 
work. It also gives some recommendation and suggestions.  
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Some supplementary material is presented in the thesis annex. These are essentially large 
tables containing data such as the RPCs, the detailed results from GeoEye-1 and Pleiades 
image orientation phase, as well as the block of aerial images orientation. The thesis 
annex also includes the data respecting to accuracy validation of DSM, which was 
obtained from block of aerial images, and the buildings model information (reference 
ground truth), as well as the destroyed buildings area. 
1.4. Proposed workflow 
The scope of this thesis has mainly focused on the automatic and manual extraction of 
3D models from GeoEye-1 and Pleiades satellite images of urban and suburban areas, 
and use of aerial images for ground truth extraction for the same area. In this respect, 
satellite image collection was the first step in this work.  
GeoEye-1 stereo pair, covering the Tripoli area, was ordered directly from GeoEye 
Satellite Company. The Pleiades triplet images covering the same area were provided by 
CNES in an initial research phase. A block of aerial images, covering part of Tripoli city, 
was also ordered from Libyan center of remote sensing.  
The field surveyed for ground control points and buildings height measurements, and the 
control points (CPs) collection were also included in this thesis workflow, in order to do 
orientation and DSM extraction and validation phases.  
In this thesis work, Inpho-Trimble and the latest versions of PCI Geomatica (The 
available Photogrammetric workstation softwares) were used in the main phases 
extractions in this work. Of course, these softwares have been developed, especially in 
terms of matching algorithms, filtering techniques, as well as the point editing and 
interpolation. Figure 1.1 presents the proposed workflow, with the different processing 
phases, and organized to achieve the thesis objectives.  
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Figure 1.1: the general workflow proposed in this thesis. 
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CONCEPTS DEFINITION AND STATE OF ART 
This chapter includes the different concepts definition, which were used along this thesis. 
This chapter also focuses on the revision of some previous work that have been presented, 
related with DSM extraction based on high resolution satellite images, such as GeoEye-
1, WorldView and Pleiades. This literature revision provides a background on the 
principal works carried out in the field of digital model extraction from those high- 
resolution satellite images (HRSI). 
2.1. Concepts definition  
Through this thesis, there are different concepts included. The purpose of these concepts 
definitions are to introduce and define them in order to clarify and avoid any 
misunderstanding of this thesis context.  
2.1.1. Ellipsoid height 
Ellipsoid height is defined as the vertical distance between a point on the Earth’s surface 
and its projection on the ellipsoidal surface. For example, the obtained heights of the 
points on the terrain measured by GPS are referred to the ellipsoid. Image processing 
tools such as PCI - Geomatica use the ellipsoid height in the image orientation process; 
thereby, most of further measurements and extractions are calculated according to the 
ellipsoid surface (Geomatica, 2013). 
2.1.2. Geodetic datum  
A geodetic datum is a mathematical surface used to make geographic computations, 
which includes parameters to define the size and shape of the ellipsoid and its position 
relative to the center of the earth. Each country has its own local datum, and sometimes 
even more than one, in which local geographic coordinates were calculates by geodetic 
triangulation. Due to the use of satellite positioning systems there is a trend to use the 
common global datum WGS84. Within the remote sensing image acquisition, reference 
data is normally given in WGS84. Along this work, the choice was always for WGS84 
(Maling, 1992).  
  
CHAPTER 2 
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2.1.3. Map projections  
A map projection is the mathematical conversion of the ellipsoid curved surface into a 
planar surface. A variety of map projections exist usually based on one of the three basic 
types: azimuthally, conical, and cylindrical. Projections always imply some deformation 
of distance measurements, so they are chosen with parameters appropriate to minimize 
deformation in the region of interest. The definition of a coordinate reference system 
requires the knowledge of the projection name, the parameters used and the underlying 
geodetic datum (Maling, 1992). 
2.1.4. Universal transverse Mercator  
Most of geographical data processing software tools, such as PCI-Geomatica, Inpho-
Trimble or ArcGis, include different projection systems according to different regions of 
the earth's surface.  
The Universal transverse Mercator (UTM) projection system is a worldwide planar map 
projection, based on the Transverse Mercator projection, that divides the globe into 60 
zones, each one covering six degrees of longitude, symmetric with respect to a central 
meridian. A scale factor at the central meridian of 0.9996 is applied in order to balance 
the deformations. UTM is commonly used for projects covering large areas in latitude, 
generally expressed in metric units (grid) and tied to a reference datum (Maling, 1992; 
Jay Gao, 2009).  
2.1.5. Stereo sensors 
Height information extraction based on stereo imagery is a well-known technique in 
photogrammetry. Remote sensing also provides the possibility of obtaining stereo images 
from space-borne platforms. They can be obtained in two ways:  
The first is across track mode, where images of the same area are acquired in different 
orbits by pointing the sensor laterally. This was the mode used by SPOT satellite. The 
other mode is along-track stereo, where images are acquired in the same orbit pass. This 
can be done with different sensors in the satellite (for example ASTER and ALOS) or by 
pointing the sensor in different directions during the orbit. All HRS sensors, including 
Pleiades, use this technique (CNES, 2012). 
2.1.6. Base-height ratio 
The traditional stereo model of photogrammetry is formed from a pair of overlapping 
aerial photographs. The forward overlap is the common image area on consecutive images 
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along a flight strip. This overlapping portion of two successive aerial images, which 
creates the three-dimensional effect, offers the possibility of 3D measurement of both 
terrain surface and terrain objects.  
Usually, the aircraft follows a predetermined flight line as the camera exposes successive 
overlapping images. A lower and the higher overlap stereo pair images can be controlled 
based on the flight height and camera-viewing angle. Therefore, the adequate base to 
height (B/H) ratio is practically investigated. 
An excessive base to high ratio may leave some areas without stereo coverage and it 
reduces the redundancy of image information. Very high overlap aerial photos, with B/H 
ratio in range of 0.10, lead to a higher probability of successful matching, as its features 
are very similar. This allows for appropriate DSM extraction with significant accuracy in 
urban areas (Hasegawa et al., 2000).  
High-resolution optical imaging sensors acquire stereo pairs in along track mode. In 
addition to nadir looking image, these satellites can point the sensor with different 
viewing angles, along the track. This makes the base to height (B/H) ratio dependent on 
the viewing angles applied. For example, in the case of GeoEye-1, the B/H ratio can be 
as much as 0.70, when combining forward and backward views. Pleiades, images 
combinations forward, nadir and backwards have base to height ratios of 0.5, the 
combination backwards and nadir have a base to height ratio of 0.50.  
Base-height ratio of a stereo pair characterizes the stereoscopic capacity of a couple of 
images, where the height value is constant and equals the altitude of the satellite. This 
ratio depends on the images modes, reflects the angular difference between the two 
images and it increases with the angle. Figure 2.1 shows the relation between B/H ratio 
and stereoscopic image angles. 
 
Figure 2.1: the base to height relation and couple of satellite image (CNES, 2012) 
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A high value of this base- height should be used for rather flat areas, with little relief or 
small buildings, and a low value for urban or mountainous areas. Therefore, the rates of 
hidden features or areas (in between two high mountains or around buildings) are 
decreased in the sensed images, improving automatic matching accuracy. 
This risk can be mitigated and reduced by using the triplet image mode, and the base-
height ratio around 0.25 is quite important for DSM extraction by automatic correlation 
(CNES, 2012).  
2.1.7. Stereo viewing 
Based on the extensive experience of the mapping community over many years, there is 
no doubt that the use of stereo viewing improves the interpretation and measurement of 
imagery of almost all types of terrain. Stereo-viewing facility is regarded by most of the 
Photogrammetric workstations as being a complete necessity for their operations, as it is 
required for the accurate identification and measurement of the ground control points, 
which are needed for the absolute orientation or georeferencing of the stereo-model. It is 
also needed for the subsequent measurement of the terrain detail (feature extraction) and 
required for topographic map acquisition, as for example, 3D digital models extractions 
in a GIS environment (Lotti and Giraudon, 1994; Mikhail, 2001) 
2.1.8. Epipolar images 
Epipolar or stereo-pair image models (3D stereo view) are essential to apply the image 
matching process. These epipolar images were geometrically transformed so that relief 
displacement occurs only in the x direction. This means that during the matching, the 
conjugate point searching can be done only in x-direction, and the matching points errors 
will be reduced and improving DSM accuracy. Figure 2.2 compares between two raw and 
epipolar images (Alobeid et al., 2010; Hirschmüller, 2008). 
 
Figure 2.2: comparing between raw and epipolar images (Geomatica, 2013).  
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2.1.9. Rational polynomial formula 
Image orientation is the establishment of a relationship between image and object space, 
which can be carried out by the direct or indirect method. In the case of direct 
georeferencing the exterior orientation parameters are obtained by direct measurements, 
such as GPS/ INS for aerial photographs. In the case of HRS, GPS is also used, together 
with INS and star tracking cameras. 
The indirect georefencing consists of obtaining the exterior orientation parameters using 
GCPs. In the case of aerial images, this is done for blocks of overlapping photos, and is 
called aerial triangulation. In the case of satellite images, image orientation is obtained 
for individual images or simultaneously, for overlapping images of a stereo pair. GCPs 
are always needed, in order to carry out this indirect orientation. These points may be 
difficult to obtain in the object space (the terrain), due to inaccessibility in many 
scenarios, such as hazardous environments.  
The most resent satellites are equipped with satellite positioning systems, such as dual 
frequency GPS receivers, and attitude control systems, such as IMU and star tracking 
cameras. The optical satellite systems have precise attitude determination systems 
allowing a georeferencing quality sufficient for many applications. The rigorous sensor 
models involve many parameters, such as camera deformation models, precise focal 
distance, and exterior orientation in the form of orbital modelling, to be used in the push-
broom form of the colinearity equations.  
Since these sensor model equations are different from sensor to sensor, the providers of 
HRS images decided to replace the sensor model by a common formula, the Rational 
Polynomial Formula (RPF), composed with the rational polynomial coefficients (RPCs). 
These coefficients (a1, a2,…a20, b1,b2,…b20, c1, c2,…c20, and d1, d2,…d20), in a total of 80, 
are derived from the physical sensor model (Showing in Annexed Tables A1 and A2) to 
describe the object-image geometry by the mathematical relations between object space 
coordinates (latitude, longitude and height) to image space coordinates (line and sample) 
transformation. The idea of having a common formula is to treat images of different 
sensors with the same mathematical model.  
Separate rational functions are included in different image processing software tools and 
used to convert the object space coordinates to line, and sample image coordinates. 
Object-space coordinates are (φ, λ, H), where φ is the geodetic latitude, λ is the geodetic 
longitude, and H, is the height above the WGS84 ellipsoid.  
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Latitude, longitude, and height offsets and scale factors (LAT_OFF, LONG_OFF, 
HEIGHT_OFF, with LAT_SCALE, LONG_SCALE, HEIGHT_SCALE), are given for 
each image, in order to normalize latitude, longitude, and height as follows:  
P = 
 φ−LAT_OFF
LAT_SCALE
  ........................ 2.1 L =
−LONG_OFF
LONG_SCALE
    ........................... 2.2 
H = 
H−HEIGHT_OFF
HEIGHT_SCALE
  .................. 2.3 
In this way the normalized coordinates will be in the interval [-1, 1]. Then the following 
third order polynomials are calculated: 
𝑵𝒖𝒎𝒍(𝑷, 𝑳, 𝑯) = 𝑎1 + 𝑎2 ∙ 𝐿 + 𝑎3 ∙ 𝑃 + 𝑎4 ∙ 𝐻 + 𝑎5 ∙ 𝐿 ∙ 𝑃 + 𝑎6 ∙ 𝐿 ∙ 𝐻 + 𝑎7 ∙ 𝑃 ∙ 𝐻 + 𝑎8 ∙ 𝐿
2 + 𝑎9 ∙ 𝑃
2 +
𝑎10 ∙ 𝐻
2 + 𝑎11 ∙ 𝑃 ∙ 𝐿 ∙ 𝐻 + 𝑎12 ∙ 𝐿
3 + 𝑎13 ∙ 𝐿 ∙ 𝑃
2 + 𝑎14 ∙ 𝐿 ∙ 𝐻
2 + 𝑎15 ∙ 𝐿
2 ∙ 𝑃 + 𝑎16 ∙ 𝑃
3 + 𝑎17 ∙ 𝑃 ∙ 𝐻
2 +
𝑎18 ∙ 𝐻 ∙ 𝐿
2 + 𝑎19 ∙ 𝐻 ∙ 𝑃
2 + 𝑎20 ∙ 𝐻
3   .............................................................................................. 2.4 
𝑫𝒆𝒏𝒍(P,.L,H) = 1 + 𝑏2 ∙ 𝐿 + 𝑏3 ∙ 𝑃 + 𝑏4 ∙ 𝐻 + 𝑏5 ∙ 𝐿 ∙ 𝑃 + 𝑏6 ∙ 𝐿 ∙ 𝐻 + 𝑏7 ∙ 𝑃 ∙ 𝐻 + 𝑏8 ∙ 𝐿2 + 𝑏9 ∙ 𝑃2 + 𝑏10 ∙
𝐻2 + 𝑏11 ∙ 𝑃 ∙ 𝐿 ∙ 𝐻 + 𝑏12 ∙ 𝐿
3 + 𝑏13 ∙ 𝐿 ∙ 𝑃
2 + 𝑏14 ∙ 𝐿 ∙ 𝐻
2 + 𝑏15 ∙ 𝐿
2 ∙ 𝑃 + 𝑏16 ∙ 𝑃
3 + 𝑏17 ∙ 𝑃 ∙ 𝐻
2 + 𝑏18 ∙
𝐻 ∙ 𝐿2 + 𝑏19 ∙ 𝐻 ∙ 𝑃
2 + 𝑏20 ∙ 𝐻
3   ...................................................................................................... 2.5 
𝑵𝒖𝒎𝒔(𝑷, 𝑳, 𝑯) = 𝑐1 + 𝑐2 ∙ 𝐿 + 𝑐3 ∙ 𝑃 + 𝑐4 ∙ 𝐻 + 𝑐5 ∙ 𝐿 ∙ 𝑃 + 𝑐6 ∙ 𝐿 ∙ 𝐻 + 𝑐7 ∙ 𝑃 ∙ 𝐻 + 𝑐8 ∙ 𝐿
2 + 𝑐9 ∙ 𝑃
2 +
𝑐10 ∙ 𝐻
2 + 𝑐11 ∙ 𝑃 ∙ 𝐿 ∙ 𝐻 + 𝑐12 ∙ 𝐿
3 + 𝑐13 ∙ 𝐿 ∙ 𝑃
2 + 𝑐14 ∙ 𝐿 ∙ 𝐻
2 + 𝑐15 ∙ 𝐿
2 ∙ 𝑃 + 𝑐16 ∙ 𝑃
3 + 𝑐17 ∙ 𝑃 ∙ 𝐻
2 +
𝑐18 ∙ 𝐻 ∙ 𝐿
2 + 𝑎19 ∙ 𝐻 ∙ 𝑃
2 + 𝑎20 ∙ 𝐻
3  .............................................................................................. 2.6 
𝑫𝒆𝒏𝒔(P,.L,H) = 1 + 𝑑2 ∙ 𝐿 + 𝑑3 ∙ 𝑃 + 𝑑4 ∙ 𝐻 + 𝑑5 ∙ 𝐿 ∙ 𝑃 + 𝑑6 ∙ 𝐿 ∙ 𝐻 + 𝑑7 ∙ 𝑃 ∙ 𝐻 + 𝑑8 ∙ 𝐿2 + 𝑑9 ∙
𝑃2 + 𝑑10 ∙ 𝐻
2 + 𝑑11 ∙ 𝑃 ∙ 𝐿 ∙ 𝐻 + 𝑑12 ∙ 𝐿
3 + 𝑑13 ∙ 𝐿 ∙ 𝑃
2 + 𝑑14 ∙ 𝐿 ∙ 𝐻
2 + 𝑑15 ∙ 𝐿
2 ∙ 𝑃 + 𝑑16 ∙
𝑃3 + 𝑑17 ∙ 𝑃 ∙ 𝐻
2 + 𝑑18 ∙ 𝐻 ∙ 𝐿
2 + 𝑑19 ∙ 𝐻 ∙ 𝑃
2 + 𝑑20 ∙ 𝐻
3  ....................................................... 2.7 
Then the fractions between these polynomials are: 
𝒙 = 𝐹(𝐿𝑎𝑡𝑖𝑡𝑢𝑑𝑒, 𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒, 𝐻𝑒𝑖𝑔ℎ𝑡) =
𝑁𝑢𝑚𝑠(𝑃,𝐿,𝐻)
𝐷𝑒𝑛𝑠(𝑃,𝐿,𝐻)
 ............... 2.8  
y  = 𝐹(𝐿𝑎𝑡𝑖𝑡𝑢𝑑𝑒, 𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒, 𝐻𝑒𝑖𝑔ℎ𝑡) =
𝑁𝑢𝑚𝑙(𝑃,𝐿,𝐻)
𝐷𝑒𝑛𝑙(𝑃,𝐿,𝐻)
   ............ 2.9  
These are the image position but still in the normalized form, in the interval [-1, 1]. The 
true image space coordinates (Line, Sample), where the image line is image line number 
expressed in pixels, from the top left of the image are expressed as follows: 
Sample = 𝑥 ∗ 𝑆𝐴𝑀𝑃𝐿𝐸_𝑆𝐶𝐴𝐿𝐸 + 𝑆𝐴𝑀𝑃𝐿𝐸_𝑂𝐹𝐹 .................... 2.10 
Line = 𝑦 ∗ 𝐿𝐼𝑁𝐸_𝑆𝐶𝐴𝐿𝐸 + 𝐿𝐼𝑁𝐸_𝑂𝐹𝐹 2 .................................. 2.11 
All the scale and offset parameters are given for each image. They are calculated for the 
region of the image. The 80 coefficients are calculated by a numerical adjustment to a 
grid of points calculated with the physical model.  
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Normally the user only has access to the RPCs, and not to the actual physical sensor 
model. ICPs are used to quantify the RPC model accuracy. Up to now, these RPCs data 
provided has enabled the user to perform feature extraction in the range of 10 meter 
accuracy. Although this may acceptable for some applications, it represents something 
like 20 pixels in a 0.5 meter resolution image. Most GIS applications in urban areas do 
not tolerate so large errors, so an improvement with GCPs is required. Normally it is 
enough to do an adjustment in image space. It can be a simple shift (S, L), that we will 
call RPC0: 
𝑺𝒂𝒎𝒑𝒍𝒆 = 𝐹𝑅𝑃𝐶(, 𝜑, 𝐻) + ∆S  .............................. 2.12 
𝑳𝒊𝒏𝒆 = 𝐹𝑅𝑃𝐶(, 𝜑, 𝐻) + ∆L .................................... 2.13 
In some cases this shift is variable from place to place of the image. In those cases, we 
can have the correction by a first order formula (affine transformation): 
∆S = a0 + a1∗sample + a2 ∗ line....................... 2.14 
∆L = b0 + b1∗sample + b2∗line.  ...................... 2.15 
The correction by RPC0 requires only one GCP. The second correction model requires a 
minimum of three well distributed points. When having more than the minimum of points, 
a least squares adjustment is done, that lets us know the accuracy of the adjustment 
(Manuel et al., 2011; Xiong and Zhang, 2009). 
2.2. Digital models 
Within satellite and aerial image processing as well as with its products, this term means 
all the Terrain/Elevation and Surface models, which are usually represented by 3D point 
clouds or regular grids. The density of these points are usually related with the used image 
spatial resolution, matching algorithms and filters, in some cases of manual extraction 
depending on the user focus and interpolation method. In this sequence, a more detailed 
description of 3D model is given in the paragraphs below: 
2.2.1. Three dimensional point clouds 
Automatic and semi-automatic digital models extraction produces point clouds. Point 
clouds are composed by large sets of point samples, constituting one of the data formats 
for scientific data visualization models. Point clouds may be defined as the unstructured 
set of point samples and as elementary objects, for example, small tree on the ground 
surface and thus, a single point can be visualized as a small feature or a point. Being so, 
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the availability of high-resolution space and aerial images, and the advance of matching 
algorithms, it is possible to acquire these points representing the surface of the analyzed 
solid, containing millions of points  
Many approaches based on unstructured point clouds acquired from satellite data set, are 
used for determination of surface models from unstructured point cloud data. To reduce 
the complexity and to increase the performance of the terrain representation, often a 
resampled (interpolated) grid representation is used instead of the original points. The 
data structure may be sufficient for low point densities. Yet, most of the available datasets 
from HRSI do not provide enough information to model of vertical structures and the 
result was not good, because it includes artifacts.  
The final model may include some gaps, in areas where the matching fails, during the 
automatic extraction. Therefore, the final processing in DSM extraction is one of the most 
critical steps influencing vertical accuracy and the completeness, especially in urban areas 
(Alobeid et al., 2009; Hirschmüller, 2008). 
2.2.2. Digital elevation model 
A digital elevation model (DEM) is a digital representation of ground surface topography 
or terrain, being widely known as a digital terrain model (DTM), which is used in 
geographic information systems and is the most common basis for the digitally produced 
relief maps. These models contain elevations at points arranged in a raster data structure, 
a regularly spaced x, y grid where the intervals of ∆x and ∆y are normally in linear units 
(feet or meters) or geographic units (lat. and long.). The z-values in a DEM represent the 
height of the terrain, relative to a specific vertical datum and void of vegetation or man-
made structures such as buildings, bridges, or trees. Furthermore, in the case of 
availability of any 3D points of the terrain surface of the land surveying, the extraction of 
DEMs is commonly produced using remote sensing techniques, faster than traditional 
measurements (Inpho Trimble, 2012).  
2.2.3. Digital surface model  
The digital surface model (DSM) is a specific type of DEM, which represents the 
elevation of the actual surface of the terrain. The digital surface model is a digital 
representation of the terrain and topography objects in point clouds within a grid structure, 
in order to represent the terrain in digital form. At present, several sensors can acquire the 
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data required for models or techniques, among which satellite imagery, aerial 
photogrammetry or other optical, such as radar space sensors (Lemaire, 2008). 
2.2.4. Digital terrain model 
From the theoretical side, digital terrain model (DTM) / digital elevation model (DEM) 
are representative of the same features upon the terrain surface, which are the elevations 
of the terrain surface. Nevertheless, in practice those models absolutely vary in terms of 
generations method, where the DEM can process directly from the epipolar images (stereo 
images) with specific grid size, while DTM is usually processed according to filtered 
points cloud, where the features over the ground surface such as vegetation, building and 
man-made have been interpolated. Additionally, digital terrain model (DTM) data 
structure is also made up of x, y points with z-values representing elevations, but unlike 
the DEM, these may be irregular or randomly spaced mass points (Tempfli et al., 2004). 
Direct observations of elevation of a particular location can be incorporated without 
interpolation and the density of points can be adjusted so as best to characterize the actual 
terrain. Within the models extractions, a few points can describe very flat or evenly a 
sloping ground with complicated terrain. Thus, the surface is described and represented 
by more points cloud or contour-lines. In addition to DEM extractions, they are often 
more expensive and time consuming to collect than a DEM, but considered technically 
superior in most engineering analyses, because they retain natural features of the terrain 
(Alobeid et al., 2010) 
2.2.5. Normalized digital surface model  
Normalized Digital Surface Model (N-DSM) is the digital representation of the absolute 
elevation of the objects above the ground level, such as buildings. Moreover, it can 
understand as the digital representation of absolute height of the objects above the DTM. 
Thereby, it can be derived by the subtraction between DTM and DSM (Satellite Imaging 
Corporation, 2010). 
2.2.6. Differences between DSM and DEM 
Based on the terms definitions of digital elevation model it generally refers to a 
representation of a bare terrain surface or subset of it, excluding features, such as 
vegetation, buildings or bridges. DEM provides a so-called bare-earth model and devoid 
of landscape features. On the other hand, Digital Surface Model (DSM) includes 
buildings, vegetation and roads, as well as natural terrain features, which may be useful 
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for landscape, city modeling and visualization applications, while, DEM is often useful 
for flood disaster evaluations or water flow estimations models, land-use studies and 
geological applications. Figure 2.3-a shows the surface including all features upon terrain 
surface, Figure 2.3-b showed the terrain surface elevations (Poon et al., 2007).  
 
Figure 2.3-a: digital surface model describing the visible surface (Alobeid et al., 2010) 
 
Figure 2.3-b: digital elevation model describing the bare ground (Alobeid et al., 2010) 
2.2.7. Digital city model 
Digital city model (DCM) is one of the important branches and regional layers of digital 
urban/suburban representation. Moreover, the modeling and simulation of urban areas 
can be done within visualization and analysis of the city in the computer, being useful for 
city environment evaluations. 
 Nowadays, DCM is used to model selected features of real cities in virtual format so that 
different future urban developments can be simulated. Moreover, digital surface and 
normalized digital surface model can be classified as digital city model, which is essential 
for many applications, for instance military operations, disaster management, buildings 
mapping updating and their heights simulation (Krauß et al., 2008). 
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2.2.8. BreakLines 
The most common forms of breaklines are used to represent the actual surface in the 
continuity (Pipelines) and slope of height changes representation (mountain areas, urban 
areas), with known height and coordinates along the surface. Moreover, in the most of 
digital models extractions and editing, breaklines play the main reference level, because 
they are depicted with a series of X, Y, Z coordinates (3D breaklines), and they also can 
be depicted as 2D breaklines.  
Breaklines also are used to define interruptions in surface smoothness, in order to define 
streams, shorelines, dams, bridges, building footprints and other locations with sudden 
surface changes (Inpho, 2015). 
2.3. State of art 
Large scale representations of the Earth surface, normally done by topographic maps, are 
now frequently replaced by 3D visual representations of the real world, providing a better 
perception of the reality on the terrain surface. These representations are employed in 
different applications, such as city monitoring and disaster impact assessment. These are 
applications where change detection based on remote sensing is of great importance 
(Flamanc and Maillet, 2005). 
In the last two decades, digital aerial photogrammetry and LiDAR became more used for 
change detection by means of DSM comparison between different epochs. However, 
those data are not ideal for regular and large-scale change monitoring mapping because 
of the costs of acquisition, temporal resolution and logistic requirements, especially in the 
developing countries (Tian et al., 2010). 
Several challenges associated with change detection using only 2D information extracted 
from satellite images have been identified previously. In some cases, due to the nature of 
sensor object geometry, sun angle, shadow and pattern differences, and other factors that 
influence the radiometric and geometric information from satellite images, the 
effectiveness of change detection maps based on these data is limited. 
High-resolution stereo pair images from different sensors, such as GeoEye-1, 
WorldView-2 and IKONOS, allow obtaining detailed 3D models, with a good level of 
accuracy (sub meter). These 3D models can be the source of the change analysis. In urban 
areas, it is frequent that the extracted DSMs have poor 3D details, which often leads to 
the detection of unrealistic changes between images from different epochs (Dial et al., 
2003; Saldaña et al., 2012). 
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Different space agencies invested in developing new generations of satellite images, 
capable of easy and fast acquisition of stereo images with spatial resolution of 0.50m. 
French Space Agency (CNES), with the Pleiades satellite and Digital Globe, with 
WorldView2, implemented the concept of triplet image acquisition. These images also 
had gained some improvements in radiometric and temporal resolutions. Triplet images, 
such as Forward, Nadir and Backwards images, have the possibility of using any of three 
combinations during matching and may overcome the restrictions of the quality and 
resolution of DSMs generated from stereo pair of space images. 
In what concerns the software tools to process stereo images, there were also important 
improvements in recent years. Digital photogrammetry and computer vision research 
provided new dense matching algorithms and filter techniques, improving the quality of 
point cloud generation and editing. The following is a summary of the state of art, which 
intends to present some works and methods, already published for building model 
generation from high-resolution stereo pair and triplet space images.  
Agugiaro et al. (2012) presented their work focused on the processing of the very 
high-resolution satellite imagery for digital surface model extraction. The data included 
are the panchromatic and multispectral stereo pair images acquired by WorldView-2 in 
August 2010 and GeoEye-1 in September 2011, with their original RPCs, and the position 
and description of well-distributed GCPs.  
Satellite image Precision Processing (SAT-PP) is a software package for the advanced 
processing of high-resolution single, stereo and multiple satellite images. This software 
was used for both stereo pairs images processing and orientation based on the RPC model. 
In this method, some parameters have been estimated, in order to remove systematic 
errors form both stereo images and the blocks have been adjusted based on the available 
GCPs that are visible in both images.  
SAT-PP software information and functionalities, relating with the approaches of image 
orientation and DSM generation have been discussed in Poli et al. (2009). The achieved 
results have shown a sub pixel accuracy for both images. This mathematical model was 
used for two pixel DSMs extraction, based on different matching algorithms, such as area 
and feature based, least squares matching. The DSM results have been optimized via a 
few seed points, which were manually measured in the stereo images within 
correspondence of height discontinuities. The accuracy assessment, both qualitative 
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(visual analysis) and quantitative, was carried out based on a LiDAR DSM. Both models 
(GeoEeye-1 and WorldView-2) were assessed, as shown in figure 2.4. 
   
 
(a) (b) (c) (d) 
Figure 2.4: DSM models, where (a) DSM GeoEeye-1, (b) DSM WorldView-2 and (c) shows 
Lidar DSM. The profiles in (d) show the difference between the reference and the 
extracted models (red = Lidar DSM, blue= GeoEeye-1 DSM and the green is the World 
View-2- DSM (Agugiaro et al., 2012). 
The results show that DSMs were successfully generated from both stereo pairs, but the 
quality of the DSM (buildings model outline) was not good in the urban areas. High 
buildings produce large shadow areas due to the sun light incidence angle. Stereo 
matching is difficult in these areas, which was revealed by large height differences (more 
than 1 meter) between the satellite DSM and the LiDAR-DSM.  
Due to the large convergence angles of the satellite images that compose the stereo pair, 
occlusions occur. Stereo matching is also not possible in these areas, resulting in a lower 
quality DSM. Although some of the differences found between the satellite DSM and the 
reference DSM may be explained by the time difference of the two data sets (new 
constructions, growth of trees, moving objects, as cars) it was concluded that GeoEeye-1 
and WorldView-2 stereo pair image combinations are not well adapted for high accuracy 
DSMs extraction, in the urban areas. The authors have recommended that the post 
processing, such as point editing and filtering are still needed, in order to optimize the 
DSM extracted by those satellite images.  
A comparison of image matching algorithms, for building height estimation in urban 
areas, from very high-resolution satellite images, has been presented by Alobeid et al. 
(2009). 
The authors have analyzed and compared different matching algorithms, such as LSM, 
Dynamic Programing (DP) and SGM for DSM extraction, based on IKONOS stereo pair 
images with GSD of 1.0 m in urban areas. The authors have taken into account the sun 
angle and different base to height (B/H) ratios, which affect matching algorithms for DSM 
extraction. This work presents the geometric accuracy of the obtained results, which was 
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assessed using points measured manually (as the ground truth). Different methods 
achieved different model height accuracies (RMS). For example, in the case of LSM, the 
accuracy was in the range of ± 1 meter. DP performed a bit worse, with ±1.2 meter, while 
the best result was obtained by SGM, with ± 0.7m accuracy. The authors have concluded 
that the accuracy variation is not so high and probably not significant. There is a similarity 
between the three urban areas DSMs extracted from the IKONOS stereo pair. DSM 
analysis has also included the 3D models comparisons. In terms of occlusions, LSM gives 
smoothed models and it is not able to generate clear building in detail and shape. DP 
matching produces sharper building shape, but only little detail is visible on the roof, 
which required manual post-processing across the epipolar lines, in order to reduce 
streaking. SGM gives more visible DSM details, but the result seems to contain some 
artifacts. 
Finally, the authors concluded that the general vertical accuracy for all three methods is 
in the range of one meter, corresponding to 0.6 pixels. This accuracy analysis includes 
not only the matching accuracy, but also the accuracy of the manual measurements. 
Carl et al. (2013) have tested a new dense matching algorithm for DSM extraction 
based on stereo and triplet images from WorldView-2 satellite imagery. 
For the purpose of DSM extraction from satellite images, DLR (German Aerospace 
Center) developed a set of tools and procedures to provide operational work flow in order 
to run DSMs in fully automatic processing from multi source of satellite images. This 
work was tested with triplet images (0.50m GSD) from WorldView-2, which permit 
different pairs, with dense matching methodology modifications over the SGM, used for 
automatic DSM, described by Carl et al. (2013). This modification has included a robust, 
hierarchical search strategy, which dynamically reduces the search range, and 
autocorrelation improves the DSM results in urban areas. The RPC formula was used, in 
order to achieve correctly georeferenced DSMs, requiring only a bias correction in image 
space. It can be achieved by field survey GCPs, by the usage of large-scale topographic 
maps or by other previously georeferenced images of the same area, in the case of remote 
regions. 
In this work, the results showed that the DSM extracted automatically has some outlines 
included, for example, due to clouds or water areas. These outlines can be detected and 
corrected using an algorithm called region-based outline. The final DSMs, extracted from 
different incidence angle combinations, were compared in terms of model detail, with the 
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original multispectral image, as shown in figure 2.5. This figure shows that the DSMs 
extracted from different stereo angles still have some outlines that may be coming from 
the shadow (higher convergence angle). However, the lower convergence angle has 
shown an advantage to avoid the occlusion areas mainly in the urban and occluded areas. 
The triplet images can greatly improve the completeness of extracted model in 
comparison with DSMs extracted from pairs of images. Furthermore, it was obvious that 
the quality of the extracted model from low convergence angle was improved and 
provided the new levels of detail.  
The authors have also concluded that the optimal viewing angles for WorldView-2 triplet 
images are -15º/10º, 0º and +10º/15º together with low side looking angle. Finally, they 
also refer that triplet images can be used as an alternative to aerial Photogrammetry / 
Lidar data for automation of building detection. 
    
(a) (b) (c) (d) 
Figure 2.5: subset (a) shows the WorldView-2 Multispectral image, (b) and (c) show 
DSMs extracted from different stereo angles and finally (d) shows DSM extracted from 
triplet images of the same satellite (Carl et al., 2013). 
Capaldo et al. (2012), is another work that presents DSM extraction from high-
resolution satellite imagery, namely WorldView-1 and GeoEye-1. 
A panchromatic stereo pair of WorldView-1 satellite images was used, one of the images 
collected in “forward” mode (North to South) with off-nadir angle of 18 deg, and the 
other one in “reverse” mode (South to North) with off-nadir angle of 20 deg. The pair has 
the base to height (B/H) ratio of 0.70. The GeoEye-1 panchromatic stereo pair images, 
with GSD of 0.50 and sun height of 24 deg, were both collected in “reverse” mode, and 
had a B/H ratio equal to 0.57. They were used in order to assess the accuracy of DSM 
extraction, based on geometric constraints in the object space.  
Image processing software SISAR, which was developed at the Area of Geodesy and 
Geomatica – Rome University, was used in order to evaluate the potentiality of both 
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satellite images and the new matching strategy for DSMs extraction. The authors have 
done different tests and used the original images of WorldView-1 and GeoEye-1 satellites 
to compare the DSM results with the ones derived using OrthoEngine from PCI 
Geomatica. 
WorldView-1, GeoEye-1 satellite images (forward and reverse) were orientated with 
Ortho-Engine and with SISAR using rigorous RPC models and different number of 
GCPs, surveyed by geodetic class GPS receivers in RTK mode with the mean horizontal 
and vertical accuracies in the range of 10 cm. The orientation accuracies obtained with 
SISAR and OrthoEngine software were evaluated with respect to a set of Check Points 
(CPs) in East and North direction based on the ellipsoidal height.  
WorldView-1 image orientation accuracy obtained by SISAR was in the range of 0.45m 
in the planimetric components and 1 m in the vertical, while the accuracy offered by 
Ortho-Engine was in range of 1.50 m in the horizontal and about 3.5m in the vertical. The 
authors have concluded that this may be due to some problem with parameter 
interpretation in PCI Geomatica. GeoEye-1 image orientation accuracy was also slightly 
better with SISAR, in both components, reaching 1.0 m, while it was 1.5 m in the case of 
OrthoEngine. 
Concerning to the images orientation with the RPCs model, it has to be underlined that 
OrthoEngine does not supply a tool for the visualization of CPs accuracy. Therefore, both 
stereo pairs have been orientated only with SISAR. In terms of DSM extraction, the 
authors have proposed an advanced matching method, based on a coarse-to-fine 
hierarchical solution with an effective combination of geometrical constrains and Area 
Based Matching (ABM). This matching method is based on affine transformations, which 
drive the ABM performed by cross-correlation and LSM. During autocorrelation of 
models extraction, the image matching algorithms are combined with image orientation, 
in order to increase its effectiveness, reliability and improve the final accuracy of the 
derived DSMs.  
In this paper, the matching algorithms implemented in SISAR were tested for DSM 
extraction from World View-1 and GeoEye-1. The accuracy analysis of the extracted 
DSMs was carried out based on selected buildings roofs, in particular to investigate the 
effect of implemented algorithms on the DSM accuracy.  
Finally, the achieved results were compared with the reference DSMs, through program 
DEMANAL (DEM Analysis), developed by Prof. K. Jacobsen – Leibniz University 
Hannover, allowing a full 3D comparison to remove possible horizontal biases also. The 
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height differences were computed by a bilinear interpolation of the reference DSM at the 
position of the new DSM, the accuracy of DSMs achieved from WorldViwe-1 was in 
range of 1.5 meter for non-urban areas, and it was in range of 3.5m in urban areas. The 
height difference in the DSM extracted from GeoEye-1 was in the range of two meters in 
the non-urban area and nine meters in the urban area, which are not acceptable results. 
Pleiades A1 Geometric Correction, Pan-sharpening and DTM extraction was 
presented by Cheng (2012). This article presents the great innovation of Pleiades satellite, 
which provides new alternative high-resolution satellite imagery. In this article, both 
stereo and triplet Pleiades images (-14°, 0.9° and +14°), with GSD of 0.70 m, were used 
in a gentle terrain urban area.  
The purposes of the presented work were to determine which polynomial order of RPC 
adjustment is suitable and required for Pleiades image orientation, and to analyze the 
DSM and DTM extraction, using OrthoEngine. The polynomial orders included in 
OrthoEngine are the zero, first and second order. The Zero order (constant shift) is always 
preferable, while the first order polynomial adjustment requires that a uniform and 
accurate GCP coverage of the image must be available.  
The RPC adjustment provides better results with the zero order adjustment, with RMS 
errors of 0.8 m in X and 0.9 m in Y, for a set of 34 independent check points (CPs). The 
image consists of mostly urban areas with gentle terrain, and only back and forward image 
combination was used for DSM extraction. The model was extracted based on a mean 
normalized cross-correlation matching method with a multi-scale strategy. The model 
accuracy was assessed with CP, being the vertical accuracy of 1.6 m (RMS), with an 
average error of 1.2 m, in the urban areas.  
Finally, this article concludes that the best accuracy of image orientation can be achieved 
by zero order polynomial adjustment. The DSM can be automatically converted to DTM, 
with acceptable accuracy. 
Perko et al. (2014) have presented an assessment of the mapping potential of Pleiades 
stereo and triplet images.  
This work deals with the detailed accuracy assessment of dense DSMs extracted from 
panchromatic Pleiades triplet as well as stereo pair images. The validation of the DSMs 
was carried out by means of a comparative analysis with respect to the reference LiDAR 
DSM. The whole assessment was performed with a software package designed and 
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implemented at JOANNEUM Research institute in Austria (JR), which includes SGM 
algorithm, developed by Hirschmüller, (2008) 
The initial geolocation accuracy based on RPC files was in the range of ten meters, which 
is not sufficient to fulfil precision mapping requirements. Therefore, this mathematical 
model was optimized, in order to achieve and improve geo-location accuracy to the range 
of one meter. This optimization, in the along and across track directions, was carried out 
based on well distributed GCPs, which were projected onto the image space, in order to 
determine the correction bias. The final accuracy was in the range of 1 meter. 
The software implemented at JR was applied to the Pleiades test data for DSM extraction. 
The generation of epipolar image pairs is based on the underlying sensor geometries and 
relies on accurate sensor models in order to achieve pairs with strictly corresponding 
image lines. Epipolar rectification of both stereo images based on the optimized sensor 
models, such that a pre-defined point in the reference image can be found along a 
horizontal line in the search image. 
Implemented workflow was used for dense DSM extraction, including epipolar images 
rectification, which allow applying highly and sophisticated image matching algorithms, 
such as SGM that achieves highly accurate results at fast runtimes. 
DSM resampling and point height values interpolation, fill gaps and DSM fusion were 
applied in order to combine the information of forward and backward matching. This 
method takes all height measurements within a 3x3-neighborhood interpolation and 
extracts the mode of this height distribution. The advantage of the proposed workflow is 
that each stereo pair can be processed individually on multiple computers.  
This is of particular importance with respect to carry out matching process in short time. 
DSMs extracted from individual stereo pairs of the triplet images were processed in both 
feasible stereo combinations, finally yielding different DSMs, which are then fused to 
one final DSM. The extracted model was evaluated through comparison to LiDAR 
derived DSMs. Due to the large temporal gap between LiDAR and Pleiades data 
acquisition, only selected areas were analyzed which were not affected by temporal 
change, for example construction, vegetation growth or cloud cover. The standard 
deviations of the height differences showed that the worst accuracy was achieved by 
stereo pair combinations. The triplet derived DSM shows an accuracy similar to the other 
two stereo-derived DSMs. However, it shows better consistency in comparison to the 
LiDAR DSM when considering its visual appearance, which shows clearly and more 
reliable 3D building models. 
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Finally, the authors have concluded that triplet Pleiades data set, due to the over-
determination resulting from multiple stereo matching, yields higher quality surface 
models. 
Saldaña et al. (2012) have presented DSM extraction and evaluation from GeoEye-1 
satellite images. The main aim of this work was to carry out an accuracy assessment of 
the DSMs extracted from a GeoEye-1 stereo pair captured in August 2011.  
The photogrammetric software package used in this work was OrthoEngine from PCI 
Geomatica v. 10.3.2. Image orientation included two different sensor models, which are 
implemented by PCI: The first is rational functions with RPCs and refined with GCPs. 
The second is a rigorous physical parametric model based on a standard photogrammetric 
approach model developed by Toutin at the Canada Centre for Remote Sensing (Toutin, 
2004).  
Both models were tested with a set of accurate and well-defined, located and 
homogeneously distributed GCPs over the area. A certain number were selected as GCPs 
and the remaining were used as Independent Check Points (ICPs) in stereo pair images 
orientation. According to the presented results, both sensor models were working well 
and their accuracy have improved when more GCPs were used. On the other hand, the 
type of the GCPs heights, orthometric or ellipsoidal, had no influence in the orientation 
accuracy. The achieved accuracy was in the range of half meter, being the best results 
obtained with the physical model.  
DSM extraction in this work has been carried out based on the normalized cross- 
correlation matching method with a multi-scale strategy, which is found in OrthoEngine. 
The authors have considered several influencing factors, such as number of GCPs, sensor 
models tested and the geoid employed to transform the ellipsoid to ortho-metric heights. 
For a statistical analysis, the derived DSM from GeoEye-1 was compared with the ground 
truth obtained by LiDAR of the same area. RPC0 sensor model attained slightly better 
vertical accuracies for all DSMs generated from the GeoEye-1stereopair. Physical model 
did not work very well with GeoEye-1and it needs more GCPs than RPC0. The authors 
have concluded that the accuracy of DSMs from GeoEye-1 stereo pair is very sensitive 
to the variation of the GCP quality.  
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STUDY AREA AND DATASET 
The objective of this chapter is to describe the study area and the used data. The study 
area was chosen having in mind the interest in the analysis of urban growth, namely 3D 
change detection for urban and suburban areas of Tripoli- Libya. 
3.1. Study area 
The study area is located in the region of Tripoli – Libya between the latitude of 32º 50' 
10" and 32º 53' 54" north and the longitude of 13º 08 04" and 13º 13' 32" east. Figure 
3.1 shows part of the city, including the study area.  
 
Figure 3.1: Google Earth image (7 km×6 km) representing part of the study area. 
This city, situated in an old region, has become in recent years a city with an intense 
urban development, with intensive construction occurring in the last ten years. The local 
authorities only use the space images, geographical information system (GIS) and 
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topographic maps as a reference database in the development understanding. Moreover, 
people coming to Tripoli from different cities in Libya, have increased the city 
population to about two millions. In the last years, there have been huge development 
projects, expanding the city horizontally and vertically, that led to the merging of 
scattered villages around Tripoli, which became part of the city. The increase of the 
population justifies the requirements of new houses and infrastructures. The topography 
of the study area is relatively smooth, and includes the dense urban settlements, tall 
buildings and a combination of open and urban areas.  
3.2. Used data 
According to this thesis objectives, it was decided to use several types of data. The data 
included a GeoEye-1 stereo-pair, a Pleiades triplet dataset and a block of 70 digital 
aerial images, with full stereo coverage. These data is characterized in the following 
paragraphs. 
3.2.1. GeoEye-1 stereo pair images 
In 2008, GeoEye-1 satellite was scheduled and equipped with the most advanced 
technology ever used in a commercial remote sensing system. GeoEye-1 has the ability 
to locate an object precisely within three meters of its true location on the surface of the 
Earth (Satellite Imaging Corporation, 2010).  
This satellite has the ability to collect up to 700,000 km2/day of pan area, and up to 
350,000 km2/day of pan-sharpened multispectral images, with a ground resolution of 
0.50 meters. This capability is ideal for large area and large scale mapping projects 
(Satellite Imaging Corporation, 2010). Table 3.1 shows the general characteristics of 
GeoEye-1.  
A GeoEye-1 stereo-pair, in panchromatic mode taken over Tripoli, in December 2010, 
and it was specifically acquired for this work. The images cover an area of 10 km ×10 
km in stereo mode, one was pointing forward with off-nadir angle of about 18°, and the 
other one in “reverse” mode with backward off-nadir angle of 20°. The stereo pair has a 
base to height ratio equal to 0.70. Figure 3.2 shows subsets of the forward and backward 
images, showing the central part of Tripoli.  
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Table 3.1: characteristics of GeoEye-1 Satellite (Satellite Imaging Corporation, 2010). 
GeoEye-1 characteristics  
Launch Date September, 2008 
Camera modes 
Simultaneous panchromatic and multispectral                    
(pan sharpened). 
Spatial Resolution 
0.41 m Pan and 1.65m MS at Nadir  
0.50 m  Pan and 2.0 m MS at off nadir  
Radiometric resolution 16 bits  
Base Height ratio B/H = 0.7 in Backwards, Forward 
Metric accuracy Horizontal 2m, vertical 3m without GCP 
Swath and Scene area Contiguous stereo area  6,270 sq km (224x28 km)  
Area Collection Capacity 
700,000 km2 /day of pan area 
350,000 km2/day of pan-sharpened multispectral area 
Imaging angle Capable of imaging in any direction up to 60  ͦ
Orbital Altitude 648km 
  
(Left image) (Right image) 
Figure 3.2: subsets (375 m× 565 m) represent the left and right images of the GeoEye-
1 stereo pair of Tripoli, Libya.   
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3.2.2. Pleiades triplet images 
In order to ensure the continuity of Earth optical imaging service up to 2023, Pleiades 
satellite 1A spacecraft was developed by the French Space Agency (CNES). It was 
launched on December 16, 2011, and was followed by a similar satellite, called Pleiades 
1B, on December 2, 2012. They have been operated as a true constellation, combining a 
twice-daily revisit capability.  
Pleiades became then a new satellite generation, providing very high-resolution tri 
stereo images with ground sampling distance in the range of half meter (50-cm), 
offering an ideal combination of coverage, resolution and speed. These tri stereo images 
are especially useful for applications in defense, civil protection, hazard management, 
urban mapping, precision agriculture, and network and infrastructure management 
(CNES, 2012).  
A great feature of Pleiades is to offer a high-resolution stereoscopic cover capability. 
The stereoscopic cover is achieved within the same orbit pass over the area, which 
enables a homogeneous product to be created quickly. In addition to a “classical” 
stereoscopic imaging, the system offers the possibility of achieving quasi-vertical image 
(tri stereo), thus allowing the user to have an image and its stereoscopic environment. 
Figure 3.3 shows the main advantage of tri stereo capability, which is the smaller 
probability of occlusions, a common situation in dense urban and wooded areas.  
 
Figure 3.3: tri stereoscopic capabilities over the shadow areas. 
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Pleiades images covering the study area were acquired in in June 2012. They were 
requested to GEO- Information Services of (CNES). These images covered an area of 
150 km2 in tri stereo mode, pointing forward with off-nadir angle -14°, a quasi nadir 
image with 3°, and +14° backward image. Table 3.2 shows some charcateristics of the 
Pleiades satellite. Figure 3.4 shows Pleiades image subsets of the study area. 
Table 3.2: the most recent outlines of Pleiades characteristics (CNES, 2012). 
Operation Pleiades 1A and Pleiades 1B 
Launch On September 2012. 
Altitude 694km  
Acquisition modes Stereo and tri-stereo images   
Optical System 
The telescope is a Korsch type combination with 
65cm aperture diameter, focal length of 12.905m.  
Ground Sampling Distance (nadir) 
Panchromatic: 0.7m 
Multispectral: 2.8m  
Product Resolution 
Panchromatic: 0.5m 
Multispectral: 2.0m  
Radiometric resolution 16 bits  
Viewing Angle Standard: +/- 30°; Maximum: +/- 47° 
Revisit Frequency, using Both 
Pleiades 1A & 1B 
With +/- 30° viewing angle, 1.3 days and better 
above 40° latitude, 1.7 days at the equator. 
Imaging Capacity 
Daily constellation capacity: 1,000,000 km2. 
Strip mapping (mosaic): 100 km x 100 km 
Stereo imaging: 20 km x 280 km 
Viewing Angle of used images 
( acquisition angle) 
Backwards = -14° 
Nadir = 3° 
Forward =´+14° 
Base Height ratio of used images 
B/H = 0.5 in  Forwards, Nadir / Nadir, Backwards 
B/H = 1.0 in  Backwards and Forward 
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(Forward image) (Nadir image) 
 
(Backward image) 
Figure 3.4: subsets (596 m × 881 m) represent Pleiades tri-stereo images (Forward, 
Backward, and Backward images) of Tripoli-Libya. 
3.2.3. Stereo pair aerial images of Tripoli  
The large format digital aerial cameras, such as the Vexcel UltraCam D system, were 
introduced in 2003 (Gruber et al., 2012). Most of the new digital large frame cameras 
have a non-square format; hence, the viewing angles along the line of flight and across 
the line of flight differ. Moreover, the longer side, which has the larger angle of view, 
exhibits more occlusions than the short side (Potůčková, 2004). 
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The Ultra Cam D panchromatic images have a size of 11,500 by 7500 pixels, which 
corresponds physically to 103.5 mm by 67.5 mm, with a CCD size of 0.009 mm. The 
principal distance of the camera is of 101.4 mm (Gruber and Kropfl, 2007). Table 3.3 
shows a summary of the characteristics of the Ultra Cam D. 
Table 3.3: the characteristics of the used Ultra Cam-D images (Gruber and Kropfl, 
2007). 
Camera ID: UltraCam - D, S/N UCD-SU-1-0015 
Manufacturer: Vexcel Imaging GmbH, A-8010 Graz, Austria 
Date of Calibration: Apr-09-2007 
Date of Report: Apr-21-2007 
Image Format 
Long track 67.5mm 7500 pixels 
Cross track 103.5mm 11500 pixels 
Overlap  
Side lap 
 
70%  
30%  
Pixel Size 9.000μm×9.000μm  
Focal Length 101.400mm ± 0.002mm 
Principal Point X-ppa 0.000 mm  ± 0.002mm 
(Level 2) Y-ppa -0.540 mm ± 0.002mm 
Product Resolution 10 cm 
Lens Distortion Remaining distortion less than 0.002mm 
The block of aerial images used in this thesis was collected in 2007, with 10cm of GSD, 
70% forward overlap and 30% side lap. It is composed by a total of seventy images, 
covering in stereo an area of 15 km2.  
Figure 3.5 shows a subset of one of the stereo pairs of the block aerial images of the 
study area. Figure 3.6 shows all data sets used: the Pleiades image (grey scale image), 
the GeoEye-1 image (limited by a red rectangle) and the aerial photos (limits in yellow). 
In the figure the GCPs surveyed in the field (described in chapter 4), which were used 
for satellite image orientation, are also shown by triangular marks.  
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Figure 3.5: subsets (436 m ×621 m) showing the used aerial images covering the 
urban area. 
 
Figure 3.6: study area showing all data sets used: the Pleiades image (grey scale 
image), the GeoEye-1 image (limited by a red rectangle) and the aerial images (Limits 
in yellow). 
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SATELLITE AND AERIAL IMAGES ORIENTATION 
The objective of this chapter is to describe the image orientation process, including details 
about the image processing software and the acquisition of GCPs in the field. Control 
points collection and reference data construction were also included in this chapter. These 
tasks are divided in different phases, which are detailed in the following sections.  
4.1. Image processing software - used tools  
Different image processing softwares were used, namely Inpho- Trimble and PCI 
Geomatica. During the development of this thesis, these softwares were updated with the 
introduction of new algorithms. These software tools can handle different image formats, 
and include advanced matching algorithms. Both softwares were available for the present 
project and were used within the main tasks relating with this thesis. The following 
sections describe these software packages. 
4.1.1. PCI Geomatica (Version 2013) 
PCI Geomatics, a leading software developer specialized in remote sensing, digital 
photogrammetry and cartography, produces the software PCI Geomatica, which was in 
the version 2013, during the development of this thesis. This package is part of an 
extensive suite of geospatial tools offering the most complete geospatial solution by its 
several capabilities. This solution brings together remote sensing, GIS, cartography and 
photogrammetry into an integrated environment. 
PCI Geomatica is considred as one of the best and most modern softwares in undertaking 
truly integrated geospatial analysis. It includes significant filters, namely the Wallis filter, 
which improves the accuracy of the matching process in dark areas among buildings and 
terrain shadow (Geomatica, 2013).  
The most used tool was the OrthoEngine module. This software tool supports reading of 
the data, manual or automatic tie point (TP) collection and geometric modeling of data 
from different satellites, using the Rational Function Model (RFM) or rigorous sensor 
model. PCI Geomatica supports different satellite and aerial images, such as WorldView 
or GeoEye-1 images, it has good compatibility with Pleiades satellite images, which 
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makes it, at the time of practical development of this thesis, the only program through 
which Pleiades satellite images could be treated.  
4.1.2. Inpho Trimble Application Master 
Application master is the core component of Inpho photogrammetric suite, which 
integrates project generation and handling tools as well as application programs (Match-
T, DT-Master and Ortho-Master) into one project working environment. With this 
combination, the user benefits greatly, because each application is based on the same 
Inpho project file generated during the project setup process. However, all steps of a 
classical photogrammetric processing workflow start with image orientation followed by 
DSM extraction and editing, finalizing with ortho-image production performed within the 
same environment. 
Inpho incorporates precise aerial, or satellite image triangulation, with exceptional 
performance. Stereo pair satellite images or blocks of aerial imagery can be processed 
with Match-T, based on the advanced and unique image processing algorithms (exterior 
orientation, aerial triangulation, and Match-T). This software uses an advanced 
combination of feature-based and least squares matching, allowing for fully automatic 
conjugate point matching, and block adjustment for iterative refinement of complex 
orientation tasks. In addition, results of the image block adjustment can be assessed and 
reported in x, y and z.  
This quality control made Inpho better suited for image orientation (residual analysis), 
which is very important for better quality 3D models extraction. Match-T generates 
regular grids or extremely dense point clouds and high quality surface models directly 
from stereo imagery. Point clouds editing from image matching provides another 
alternative method to optimize the automatic correlation results, which is very important 
for city modeling applications (Inpho, 2012, and 2015).  
4.2. GCP requirements for satellite image orientation 
In order to complete the mathematical relationship between ground coordinates and space 
images, and meet the accuracy requirements for the final mapping products, some GCPs 
are required, in order to correct the bias of the RPCs (Tian et al., 2014).  
RPC coefficients are usually provided with satellite images and GCPs can be acquired by 
several methods, normally by high accuracy GPS. The location and the number of GCPs 
must always have a balanced spatial distribution over the whole area of interest, in order 
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to achieve quality of image orientation and meet the mapping accuracy requirements. A 
minimum number of GCPs, Nmin, is needed, according to the degree, t, of the bias 
correction polynomial. That number is given by the following formula. 
𝑁𝑚𝑖𝑛 = [𝑡 + 1] × [𝑡 + 2]/2 .................................... 4.1 
It is expected that the bias correction can be done with t= zero (constant shift), and in that 
case the minimum number of GCPs would be just one. In the case of first order correction 
(t = 1) we have a minimum number of three GCPs (Jay Gao, 2009). 
In any case, more points should be used, in order to have redundancy in the least squares 
adjustment, or reserve some of the points to be used as independent checkpoints. It was 
decided to collect at least 10 points throughout the study area. 
4.3. Ground control point survey 
In order to do the orientation of GeoEye-1 and Pleiades images, used in this thesis, some 
GCPs were chosen, well distributed throughout the study area. A field survey campaign 
was carried out using a dual frequency Trimble GPS receiver. The available period for 
the survey in Libya was very short, due to security reasons. There was a permission to do 
the survey before the GeoEye-1 images were acquired. This opportunity was taken in 
order to avoid later difficulties. In this work, the GCPs were chosen in constructed areas, 
in conspicuous locations, easily identifiable on the ground and likely to be identifiable on 
the images. Some examples of points are shown in figure 4.1.  
 
Figure 4.1: some of the GCPs chosen in the field, with the GPS antenna mounted on 
the point. 
The observation time on each point was of 1 hour, at intervals of 30 seconds. Antenna 
height was measured with a tape. GPS observation data was stored on the receiver 
memory for later post-processing. The number of visible satellites was always between 7 
and 10, with PDOP normally below 3.0. In order to do the differential correction a fixed 
station was needed. For logistic reasons it was only possible to have one GPS receiver in 
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Tripoli for the field work. Since some permanent GNSS stations exist in the 
Mediterranean area it was decided to choose a station in the Italian island of Lampedusa, 
which belongs to the EUREF network stations, and is the closest one to Tripoli. It is 
located approximately 300 km away from Tripoli and has the following WGS84 
coordinates (according to EUREF data): 
 = 12º 36’ 20.3476” E,  = 35º 29’ 59.1853” N and  H =57.434 m 
The data recorded by this permanent station during the period of field survey was 
downloaded from the EUREF website. The differential post-processing of the points was 
done with software Trimble Total Control. Ambiguities were fixed, in the ionospheric 
free combination, Lc, for all the points.  
Figure 4.2 represents the location of the GCPs and the satellite images: Pleiades (the grey 
scale image) and Geoeye-1 (only the boundary in yellow). Some of the 15 surveyed GCPS 
are concentrated in a small area, with separations between them of a few hundred meters. 
 
Figure 4.2: the location of surveyed GCPs in the study area. The grey image corresponds 
to one of the Pleiades images used and the yellow line is the limit of the GeoEye-1 image.  
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The post processing report also gives details on the accuracy achieved for each point, in 
terms of an RMS of the baseline. Most of the values were between 1 and 2 cm, being the 
largest one of 2.5 cm. A similar accuracy is expected for the coordinates. This accuracy 
is more than enough to carry out the orientation process because it is only 1/20 of the 
image pixel size (0.5 m). Table 4.1 shows the coordinates that resulted from the post-
processing.  
Table 4.1: GCPs coordinates that resulted from the GPS post processing. 
Point  
ID 
Date Longitude Latitude 
Ellipsoid 
height (m) 
GCP01 22/11/2010 E 13° 09' 30.4721'' N 32° 52' 45.3855'' 46.43 
GCP1R 21/11/2010 E 13° 11' 03.2365'' N 32° 53' 42.6546'' 34.48 
GCP02 22/11/2010 E 13° 09' 28.0412'' N 32° 52' 45.2324'' 46.33 
GCP03 22/11/2010 E 13° 10' 56.4096'' N 32° 53' 50.8649'' 33.97 
GCP05 21/11/2010 E 13° 10' 54.2902'' N 32° 53' 47.4461'' 32.63 
GCP06 24/11/2010 E 13° 14' 20.5043'' N 32° 50' 57.4919'' 59.53 
GCP07 1/12/2010 E 13° 13' 07.5099'' N 32° 49' 39.6264'' 58.55 
GCP09 13/12/2010 E 13° 08' 14.3224'' N 32° 50' 21.5983'' 52.19 
GCP10 24/11/2010 E 13° 14' 20.7926'' N 32° 50' 58.6388'' 59.06 
GCP12 24/11/2010 E 13° 11' 36.4047'' N 32° 51' 19.4314'' 50.23 
GCP14 1/12/2010 E 13° 13' 08.0217'' N 32° 49' 38.3324'' 58.52 
GCP15 1/12/2010 E 13° 13' 10.0018'' N 32° 49' 39.6659'' 59.10 
GCP17 8/12/2010 E 13° 08' 11.0631'' N 32° 50' 20.4150'' 53.17 
GCP19 8/12/2010 E 13° 14' 04.5294'' N 32° 53' 40.0085'' 38.61 
GCP20 21/11/2010 E 13° 11' 04.0503'' N 32° 53' 41.8270'' 34.74 
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4.4. Satellite images orientation  
Orientation of satellite images is one of the most important pre-processing steps for image 
matching and 3D models extraction, identifying a broader range of land or urban features 
and for adding georeferenced image data into GIS. High-resolution satellites, such as 
Pleiades or GeoEye-1, are equipped with positioning systems like GPS and attitude 
control, allowing for the direct measurement of the full exterior orientation (Jacobsen, 
2008).  
In this way, it is possible to obtain the RPCs of the rational function model, which allows 
for the coordinate transformation from objet to image space. However, these parameters 
are probably not sufficiently accurate, and in that case, GCPs are needed to correct the 
image orientation (Grodecki and Dial, 2003). 
Different image processing softwares, such as PCI Geomatica - OrthoEngine, which was 
the available in this work, can do this correction. OrthoEngine uses several sensor models 
to correct satellite imagery, for example, the rigorous sensor model and the rational 
function model, based on the RPCs. The rigorous sensor model requires a large number 
of GCPs, in order to achieve high performance results. The alternative is the rational 
function model, with the RPC coefficients, and a bias correction in image space, that can 
refine the sensor model (Cramer et al., 2000). 
4.4.1. Image orientation Workflow 
In order to calculate the bias error in GeoEye-1 stereo pair images, and to calculate the 
accuracy differences between GeoEye-1 and Pleiades images in direct orientation phase, 
a workflow for image orientation is proposed. It includes different tasks, such as rational 
polynomial formulas manually programmed, the application of the same formulas 
included in PCI - Geomatica, with polynomials adjustment orders (RPC0, RPC1). Due to 
non-compatibility between Pleiades and Inpho, GeoEye-1 satellite images were oriented 
by Inpho- Trimble, in order to compare between orientation accuracy obtained by PCI- 
Geomatica and Inpho- Trimble, and to use the oriented GeoEey-1 in future extractions, 
namely 3D models.  
The following sections present the orientation results and analysis of the obtained images 
residuals. This process includes the different tasks, such as RPCs reading, GCPs input 
and identification and adjustment. Image orientation task is described in the flowchart of 
figure 4.3. It represents the different stages related with the orientation of the used images. 
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Figure 4.3: the proposed workflow included different tasks used for satellite image 
orientation.  
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4.4.2. Image orientation with RPC polynomial adjustments  
The first aim of this test is to assess the accuracy of the RPC parameters for both GeoEye-
1 and Pleiades, in terms of calculating a systematic bias. The correction of this bias can 
be done by a polynomial adjustment of order zero or one (RPC0 or RPC1). The second 
objective is to compare the performance of these two correction methods. GCP 
coordinates surveyed by GPS, (λ, φ, H), were used together with the corresponding image 
positions (x, y) of the points.  
4.4.2.1. Application of the RPC formulas for GeoEye-1 
The rational polynomial formulas (RPF) were programmed. They were applied with the 
RPC parameters of GeoEye-1 stereo pair images (left and right images), in order to 
calculate image coordinates from geodetic coordinates (λ, φ, H). The differences between 
measured image coordinates, in pixels, and the calculated image coordinates, were 
obtained for several points. This difference is the orientation bias. The average bias error, 
can be calculated in pixels, and converted to distance in meters. In the case of the left 
image, the average bias obtained in the image coordinates was, ∆S = 0.37 and ∆L = 3.80 
pixels. In the right image, the bias was equal ∆S = 1.89 and ∆L = -0.41 pixels. Tables 4.2 
and 4.3 show the bias error in the left and right GeoEye-1 images. 
Table 4.2: the calculated and measured point coordinates and bias error in the GeoEye-
1 left image. 
Point 
ID 
Calculated coordinates 
by RPF (pixel) 
Measured Coordinates 
from the image (pixel) 
Bias error 
(pixel) 
Sample (S) Line(L) Sample(S) Line (L) ∆S ∆L 
GCP1 4967.96 3668.48 4969.30 3670.60 1.34 2.16 
GCP2 4841.44 3675.60 4840.90 3679.90 -0.54 4.30 
GCP6 19932.55 10586.76 19932.00 10591.20 -0.55 4.44 
GCP7 16056.21 15318.52 16057.10 15321.80 0.88 3.28 
GCP9 853.42 12462.73 853.80 12467.20 0.38 4.47 
GCP10 19948.72 10515.82 19948.00 10521.50 -0.72 5.67 
GCP12 11423.11 9080.57 11424.20 9084.30 1.09 3.73 
GCP19 19269.11 538.71 19270.20 541.10 1.08 2.38 
AVERAGE (pixel) 0.37 3.80 
STDEVA (pixel) 0.85 1.17 
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Table 4.3: the calculated and measured point coordinates and bias error in the GeoEye-
1 right image. 
Point 
ID 
Calculated coordinates 
by RPF (pixel) 
Measured Coordinates 
from the image (pixel) 
Bias error 
(pixel) 
Sample (S) Line (L) Sample (S) Line (L) ∆S ∆L 
GCP01 4964.45 3682.39 4967.00 3681.40 2.55 -0.99 
GCP02 4837.90 3689.65 4839.10 3689.10 1.20 -0.55 
GCP06 19933.80 10581.79 19934.40 10581.50 0.60 -0.29 
GCP07 16057.11 15314.96 16059.90 15314.00 2.79 -0.96 
GCP09 852.01 12468.32 853.50 12467.00 1.49 -1.32 
GCP10 19949.80 10511.53 19951.50 10511.40 1.70 -0.13 
GCP12 11420.99 9088.98 11423.50 9090.50 2.51 1.52 
GCP19 19262.76 563.89 19265.00 563.30 2.24 -0.59 
AVERAGE (pixel) 1.89 -0.41 
STDEVA (pixel) 0.764 0.87 
4.4.2.2. GeoEye-1 and Pleiades images orientation with PCI-Geomatica 
and RPC0 
Rational polynomial formulas were treated in PCI Geomatica, through an adjustment of 
the RPCs. The zero order polynomial adjustment (RPC0) was tested with both sensor 
models, GeoEye-1 and Pleiades. The program gives the zero order coefficients (a0, b0) 
which should be equal to the average bias calculate by the RPC formulas.  
First, in the case of GeoEye-1 images, the achieved results were, for the left image: a0 
(∆S) = 0.42 pixels and b0 (∆L) = 3.50 pixels, and for the right GeoEye-1 image: a0 (∆S) = 
1.84 pixels and b0 (∆L) = - 0.76 pixels. These values are very similar to the ones obtained 
before, with programmed RPC formulas (Appendix section-2 shows the calculated 
parameters (shift) of RPC0 adjustment order in the GeoEye-1 images)  
Second, Pleiades images were only tested with formulas by the software and the results 
give higher shift than GeoEye-1, and it was equal a0 (∆S) = 6.26 pixels and b0 (∆L) = -
1.44 pixels in the Pleiades forward image, and a0 (∆S) = 8.92 pixels and b0 (∆L) = -5.30 
pixels for nadir image and a0 (∆S) = 9.61 pixels, b0 (∆L) = -7.95 pixels for backward image. 
These adjustment parameters, a0, b0 allow comparison between the accuracy of GeoEye-
 [Satellite and aerial images orientation] 
46 
1 and Pleiades images in direct orientation (zero polynomial adjustment order (RPC0)). 
Table 4.4 contains the shifts found for the left and right GeoEye-1 images.  
Table 4.4: the calculated parameters (shift) of RPC0 adjustment order in the GeoEye-1 
and Pleiades image orientation combinations. 
Parameter 
GeoEye-1 images 
shift (pixel) 
Pleiades image combinations shift 
(pixel) 
Left Right Forward (F) Nadir (N) Backward (B) 
a0 (∆S ) 0.42 1.84  6.26 8.92 9.61 
b0 (∆L ) 3.50 -0.76 -1.44 -5.30 -7.95 
4.4.2.3. GeoEye-1 and Pleiades images orientation with PCI-Geomatica 
and RPC1 
The second test was carried out with nine GCPs, and choosing RPC1 as the adjustment 
model. The objective is to assess if this model is better than RPC0. This was done for 
both GeoEye-1 and Pleiades images. The block adjustment method implemented by 
OrthoEngine provides the six adjustment parameters: a0, a1, a2, b0, b1 and b2, which allow 
for the calculation of the correction to the RPC model (equations 4.2 and 4.3).  
The 15 available GCPs were input into the project. Since the points were surveyed before 
the images were acquired, some points were not covered by the images. A total of 9 points 
were in fact used for the image orientation. 
Figure 4.4 shows the location of some GCPs with a good definition in the left and right 
images of the GeoEye-1 stereo pair. The point position on the images is predicted by the 
RPC formula and the user only needs to do a small adjustment. The sensor model was 
applied, considering the bias correction using polynomial of order 1. This is expressed by 
equations 4.2 and 4.3, where (x0, y0) are the image coordinates predicted by the RPC 
formula and (x, y) are the image coordinates measured by the user. The difference 
between the measured line and sample coordinates for the GCPs in the image space (x,y) 
and the RPCs projected coordinates for the same GCPs (x0,y0), is given by:  
∆x = x – x0 = a0 + a1  ∗ x + a2  ∗ y ................................... 4.2 
∆y = y – y0 = b0 + b1 ∗ 𝑥 + b2 ∗ y .................................... 4.3 
Where: a0, a1, a2, b0, b1 and b2 are the adjustment parameters (Manuel et al., 2011). This 
adjustment was made in OrthoEngine for GeoEye-1 and Pleiades images in pairs: one for 
GeoEye-1 and three different pairs for Pleiades. Table 4.5 shows the six adjustment 
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parameters of GeoEye-1 and Pleiades image combinations. Table 4.6 shows the 
orientation accuracy (RMS of residuals) refined by RPC0 and RPC1 polynomial 
adjustment orders for both satellite images. Appendix table B, show GeoEye-1 and 
Pleiades images orientation residuals along and cross the track. 
 
Figure 4.4: windows represent GCPs measured in the left and right stereo pair image. 
Table 4.5: the calculated orientation parameters based on RPC1 adjustment order in 
the GeoEye-1 and Pleiades images. 
Parameter 
 
Calculated parameters 
GeoEye-1 images 
(pixel) 
Pleiades image combinations (pixel) 
Left Right Forward (F) Nadir (N) Backward (B) 
a0 -0.99 2.08 5.82 6.32 9.46 
a1 -0.000025 0.000000 -0.000044 0.000034 -0.000070 
a2 -0.000031 -0.000029 0.000093 0.000105 0.000114 
b0 1.30 -1.59 -5.08 -7.66 -9.96 
b1 0.000097 0.000023 0.000108 0.000069 0.000036 
b2 0.000120 0.000066 0.000061 0.000038 0.000068 
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Table 4.6: the image orientation residuals (RMS and absolute maximum) on the GCPs 
by adjustment polynomial orders (RPC0 and RPC1), expressed in pixel. 
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GCPS 
Polynomial adjustment order results in pixel 
RPC0 (pixel) RPC1 (pixel) 
Residual Residual 
RMS  Maximum  RMS Maximum 
X Y X Y X Y X Y 
Pleiades 
F/N 9 1.00 1.26 2.02 2.38 0.88 1.02 1.94 2.28 
N/B 8 1.10 0.94 2.50 1.76 0.94 0.72 1.70 1.66 
F/B 8 0.82 1.30 1.80 2.34 0.62 1.10 1.26 1.98 
GeoEye-1 F/B 8 0.76 1.10 1.08 1.14 0.72 0.80 1.24 1.66 
4.4.2.4. GeoEye-1 image orientation with Inpho Trimble 
Due to non-compatibility between Pleiades images and Inpho Trimble, this software 
could only be used with GeoEye-1. The objective of using Inpho with GeoEye-1 image 
orientation was in particular to compare with the results of PCI, and to take the 
opportunity to use the available satellite images in future extractions. Rational polynomial 
coefficients and automatic computation of image orientation tools are included in Inpho 
Trimble version 5.2, which makes the GCPs geolocation more precisely in the left and 
right stereo pair images. 
The same number and location of GCPs were used in the GeoEye-1 image orientation. 
These points were located in the left image and finding the correspondent locations in the 
right stereo, the automatic computation of image orientation was applied, and the residual 
was calculated by least squares adjustment in the across /along track (x / y) and height. In 
addition to horizontal accuracy, point height accuracy is very important; Inpho Trimble 
provides the exterior orientation tools of point height accuracy with mathematical model.  
In this case, the point position can be edited to optimize GCPs geolocation accuracy in 
height also, which is very important to carry out later extraction of a digital 3D model. 
Table 4.7 shows GCPs residual (x, y and H) in left and right GeoEye-1 stereo pair images, 
which was in the range of half pixel in x, y and height (0.25 m).   
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Table 4.7: the GeoEye-1 stereo pair images orientation results in the across/along track 
(x, y) and height.  
Exterior Orientation results for GeoEye-1 stereo-pair images  
GCP 
(ID) 
Used point coordinates 
GCPs residual 
Left image Right image 
X 
(m) 
Y 
(m) 
H 
(m) 
Col 
(pixel) 
row 
(pixel) 
H 
(m) 
Col. 
(pixel) 
Row 
(pixel) 
H 
(m) 
GCP01 327725.24 3639406.60 46.43 0.55 -0.21 0.29 0.33 -0.13 0.18 
GCP02 327662.01 3639402.99 46.33 -0.36 0.10 0.20 -0.18 -0.21 0.18 
GCP06 335207.58 3635955.08 59.53 -0.54 0.67 0.42 -0.57 0.43 0.36 
GCP07 333269.43 3633588.40 58.55 0.17 -0.39 0.21 0.33 0.39 0.26 
GCP09 325667.98 3635012.63 54.29 0.05 -0.56 0.28 -0.04 -0.01 0.02 
GCP10 335215.65 3635990.00 59.06 -0.16 0.21 0.13 0.27 -0.03 0.14 
GCP12 330952.85 3636702.62 50.23 0.15 0.14 0.11 -0.17 0.01 0.09 
GCP14 333282.06 3633548.32 58.52 -0.08 0.53 0.27 -0.15 -0.11 0.09 
GCP19 334876.01 3640966.99 38.61 0.33 -0.48 0.29 0.17 -0.35 0.02 
RMS 0.32 0.42 0.26 0.28 0.24 0.20 
The achieved results were of RMScol = 0.32 pixel, and RMSRow = 0.42 pixel and the height 
accuracy was equal RMSground (H) = 0.26 m for the left GeoEye-1 images. For the right 
GeoEye-1 image, the orientation accuracy was equal, RMSCol = 0.28 pixel, and RMS Row. 
= 0.24 pixel and RMSground (H) = 0.19 meter.  
4.4.3. Result analysis 
Image orientation accuracy depends on two aspects. First, the number and distribution of 
the GCPs, which is the most important task in the model adjustment. Second, the sensor 
model used. 
The relation between ground coordinates and its corresponding position in the image was 
computed by orientation algorithms based on RPCs. The geometric accuracy was 
determined by means of reference data (GCPs), and it was found to be in the expected 
range (two pixels). This section discusses the results obtained, whose objective was to 
assess the accuracy differences between GeoEye-1 and Pleiades image combinations, in 
terms of image orientation.  
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4.4.3.1. Results analysis of GeoEye-1 and Pleiades image orientation with 
PCI Geomatica 
In order to evaluate the difference between the used satellite images, in terms of direct 
image orientation, using the RPCs, GeoEye-1 images were tested with programmed 
rational polynomial formulas, and the average bias error was obtained for each of the 
GeoEye-1 images. 
The same RPFs are implemented by OrthoEngine, and these formulas were applied to 
both datasets (GeoEye-1 and Pleiades images), and RPC0 and RPC1 were tested with 8 
to 9 GCPs, in order to find the actual difference in x and y (along and cross to the satellites 
orbit) between both GeoEye-1 and Pleiades image orientation. The obtained results are 
summarized in the following: 
 Before the application of any polynomial adjustment, we could find that the bias 
for GeoEye-1 images is smaller than the case of Pleiades images. The GeoEye-1 images 
have bias smaller than 3.5 pixels, which is less than 2 meters. This error is very small and 
some applications would be possible without any GCP. This can be an advantage in 
remote areas. In the case of Pleiades, the bias reaches for all the three images larger 
values, and it was equal 9 pixels.  
 From the analysis of the obtained RMS errors, the used polynomial adjustment 
orders showed different orientation accuracies. For example, the RPC1 showed slightly 
better geolocation accuracy than the accuracy obtained by the zero order. However, in 
both cases, these errors are in the range of one pixel. We can conclude that with the GCPs, 
the image geolocation accuracy was improved to sub pixel accuracy, and the maximum 
residuals were larger but never exceeded 3 times the RMS. 
In the case of GeoEye-1 image, it was a great advantage of using the zero order 
adjustment, because the orientation improvement only requires one GCP, and two GCPs 
give redundancy. With the first order, there is redundancy only with four GCPs, and they 
should be very well distributed over the area. 
 Finally, both satellite images have showed good geolocation accuracy by using the 
RPFs, refined by a first order polynomial adjustment order (RPC1). GeoEye-1 images 
still gives better results than Pleiades images and this difference makes that GeoEye-1 
image can be used without any GCPs, within the accuracy limits in some application for 
remote areas. However, in the case of higher accuracy models extraction, such as digital 
city model and terrain model, the direct orientation (mathematical models) result must be 
optimize by RPC1 adjustment order. Figures 4.5, 4.6, 4.7 and 4.8 are showing another 
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comparison between the orientation accuracy of used GeoEye-1 and Pleiades images. 
Values correspond to the norm of the x and y components of the residuals in the ground 
units, after refined by RPC1. 
 
Figure 4.5: the relationship between GCPs ID and their residual in the GeoEye-1 Left 
and Right image orientation.  
 
Figure 4.6: the relationship between GCPs ID and their residual in the Pleiades F/N 
images orientation.   
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Figure 4.7: the relationship between GCPs ID and their residual in the Pleiades F/B 
images orientation.  
 
Figure 4.8: the relationship between GCPs ID and their residual in the Pleiades N/B 
images orientation.  
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4.4.3.2. Result analysis of GeoEye-1 images orientation with PCI 
Geomatica and Inpho Trimble 
Image orientation results are usually evaluated by integrating residuals in both the easting 
and northing directions of all used GCPs. Least squares adjustment is the most used 
statistical method, which is used to check quality control of the point set of the image 
orientation results. Two dimensional root mean square errors (RMSE) is the test used to 
check the orientation accuracy of used GCPs in the image. 
RMSE = √(𝑅𝑀𝑆𝑥)2 + (𝑅𝑀𝑆𝑦)2 ......................... 4.4 
Where,  
RMSx  ..........................  is the root mean square residual in row/x 
RMSy ...........................   is the root mean square residual in col/ y  
The orientation results were presented in the planimetric (x, y) residuals. The aim of this 
test is to observe the two-dimensional (RMSE) of the used GCPs in the left and right 
image. In the sensor orientation phase, RMSE accuracy is depending on the number and 
distribution of GCPs upon the image and the sensor model (Hobi and Ginzler, 2012). 
 In this way, nine GCPs were identified in the left and right stereo pair images, and the 
RMSE was computed for the used GCPs. The best results in the sensor orientation phase 
for GeoEye-1 were obtained by Inpho and the accuracy was in the range of RMSE = 0.65 
pixel in the left stereo and RMSE = 0.39 pixel in the right stereo.  
PCI-Geomatica with the first order polynomial adjustment shows lower orientation 
accuracy than Inpho, and the achieved accuracy was in the range of RMSE = 1.24 pixels 
in the left image and RMSE= 0.86 pixel in the right GeoEye-1 image. This means that 
both mathematical models showed a great sensibility to the number and the distribution 
of GCPs in the left and right stereo.  
Table 4.8 shows the RMSE accuracy of GeoEye-1 image orientation achieved by both 
combinations, which are included in Ortho-Engine and Inpho photogrammetric 
softwares. Figure 4.9 and Figure 4.10 show the relationship between GCPs ID and 
residuals achieved by Inpho and Ortho-Engine of GeoEye-1 left and right stereo image.  
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Table 4.8: the RMS of GeoEye-1 image orientation achieved by Inpho and PCI 
Geomatica photogrammetric softwares. 
Exterior Orientation results for GeoEye-1 stereo-pair images  
(GCPs residual) 
GCP (ID) 
Inpho OrthoEngine (RPC1) 
Residuals (pixel) Residuals (pixel) 
Left image Right image Left image Right image 
GCP01 1.16 0.36 0.91 0.91 
GCP02 0.76 0.28 2.06 0.60 
GCP06 0.86 0.76 0.80 1.24 
GCP07 0.42 0.52 0.76 1.24 
GCP09 0.56 0.10 0.82 0.86 
GCP10 0.26 0.28 1.41 0.31 
GCP12 0.22 0.20 1.00 0.72 
GCP14 0.54 0.20 Not used Not used 
GCP19 0.58 0.40 1.56 0.56 
RMS (pixel) 0.65 0.39 1.24 0.86 
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Figure 4.9: the relationship between GCPs ID and points residual achieved by Inpho 
and Ortho-Engine of GeoEye-1 left stereo image orientation.  
 
Figure 4.10: the relationship between GCPs ID and points residual achieved by Inpho 
and Ortho-Engine of GeoEye-1 right stereo image orientation.   
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4.5. Aerial image orientations and block adjustment 
Exterior orientation reconstructs the position, inclination and rotation of the sensor with 
respect to the terrain coordinate system. It defines the position and angular orientation 
associated with an image.  
The elements of exterior orientation define the characteristics associated with an image 
at the time of exposure or capture. The positional elements of exterior orientation are X0, 
Y0 and Z0. Three rotation angles are commonly used to define angular orientation (ω), phi 
(ϕ), and kappa (κ). In this case, the relationship between the image space coordinate 
(𝑥, 𝑦, 𝑧) and ground space coordinate (𝑋, 𝑌, 𝑍) can be carried out directly in the range of 
accuracy (Benard et al., 1986).  
In photogrammetry, image orientation is solved indirectly using the well-known method 
of aerial triangulation (AT). Aerial triangulation was essentially improved and expanded 
to so called automated aerial triangulation (AAT) in the last years. It can be completely 
carried out by automatic process of image orientation using image processing and image 
analysis techniques (Inpho, 2015; Cramer et al., 2000).  
Image processing software, such as Inpho includes aerial frame photography triangulation 
tools. The fundamental equation of aerial triangulation is the collinearity equation, which 
states that an object point, and its homologous image point and the perspective center are 
collinear as shown in the figure 4.11. 
 
Figure 4.11: concept of collinearity equation (Ebadi, 2006). 
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Bundle block adjustment of many stereo pair aerial image means the simultaneous least 
squares adjustment of all bundles from all exposure stations, which implicitly includes 
the simultaneous recovery of the exterior orientation elements of all aerial images and the 
positions of the object points. 
𝛥𝑥 = 𝑥0 − 𝑥𝑖  = f × 
𝑚11(𝑋𝑖−𝑋0)+𝑚12(𝑌𝑖−𝑌0)+𝑚13( 𝑍𝑖−𝑍0)
𝑚31(𝑋𝑖−𝑋0)+𝑚32(𝑌𝑖−𝑌0)+𝑚33(𝑍𝑖−𝑍0)
= 0 .................... 4.5 
Δy =  y0 − yi= f × 
m21(Xi−X0)+m22(Yi−Y0)+m23( Zi−Z0)
m31(Xi−X0)+m32(Yi−Y0)+m33(Zi−Z0)
= 0 ...................... 4.6 
The rotation matrix is given by: 
[
𝑚11 𝑚12 𝑚13
𝑚21 𝑚22 𝑚23
𝑚31 𝑚32 𝑚33
]=[
cos (ϕ) cos(κ) cos(ω)cos( κ) + sin(ω)sin(ϕ)cos(κ) sin(ω)sin(κ) − cos(ω )sin(ϕ) cos(κ)
−cos(ϕ)sin(κ) cos(κ) cos(ω) − sin(ω)sin(ϕ)sin(κ) sin(ω)cos(κ) + cos(ω)sin(ϕ)sin(κ)
sin(ϕ) −sin(ω) cos(ϕ) cos(ϕ) cos(ω)
] 
Where the: 
(𝑥𝑖, 𝑦𝑖  ) .....................  The image coordinates of a GCP. 
(𝑥0 , 𝑦0) ..................  Image coordinates of principal point. 
(𝑋𝑖 , 𝑌𝑖 , 𝑍𝑖)  ...............  Object coordinates of a GCP. 
(𝑋0, 𝑌0, 𝑍0)  .............  Object coordinates of the perspective center. 
f ..........................  The camera focal length. 
𝑚𝑖𝑗, .......................  Is an element of the rotation matrix, calculated based on ω, ϕ, κ. 
The collinearity equations are non-linear, so they have to be linearized by series 
expansion, around an approximate solution of the exterior orientation parameters. The 
results in equations Δx and Δy may not be equal to zero. This means, the measured image 
coordinates include random and residual systematic errors. The exterior orientation 
results should be optimized with accurate and well distributed GCPs/control points 
(Ebadi, 2006). 
4.5.1. Control points collection and block orientation 
The surveyed ground control points were not enough to treat the used aerial images, and 
there was not any possibility to do field survey of GCPs in the area covered by the aerial 
images. In addition, reference database, such as reference topographic data source was 
not available at the time of this study. The used GeoEye-1 and Pleiades satellite images 
were acquired in 2010 and 2012 respectively, the used aerial images were collected in 
2007, and covering a part of these satellite images.  
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Hence, the oriented GeoEye-1 stereo pair images were used as reference for control point 
collection, in order to carry out the block orientation task of 70 aerial images, and do the 
other computation (DSM extraction). The exterior orientation of the aerial image block 
has gone through different steps, which started with the interior orientation parameters 
(principal point displacements and camera focal length data input) and ended with the 
block adjustment, and 3D stereo pair viewing as presented in Figure 4.12.  
 
Figure 4.12: proposed workflow for stereo pair aerial images orientation process.   
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The new Inpho Trimble software version was available at the local photogrammetric 
workstation, but the automatic aerial triangulation (AAT) licenses were not included in 
this version.  
In this work, about 255 control points were measured from the reference (oriented 
GeoEye-1 stereo pair images), and used as CPs in the block orientation, in order to correct 
or reducing the existing parallax of block images. Due to the large temporal difference 
between the GeoEye-1 image, used for point collection, and the aerial images, it was not 
easy to identify all the points in the true location in the block aerial images.  
Only 205 GCPs were enough points and used in the orientation phase of block aerial 
images. The number of control points per stereo pair was variable from a minimum of 7 
to a maximum of 25. These are well over the minimum needed for a normal stereo pair 
orientation. Figure 4.13 shows some of the identifying points in the GeoEye-1 image and 
their correspondent locations in the aerial images. The annexed tables C show the 
measured control point coordinates, which were used for the block images orientations of 
the aerial stereo pairs. 
 
Figure 4.13: windows showing in the left side some of the measured points in the 
GeoEye-1 image and their correspondent locations in the aerial images in the right side.   
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4.5.2. Block adjustment 
The approximate position and attitude data provided by the camera inertial measurement 
unit (IMU) and the camera calibration report, help the software in doing the control points 
geolocation more precisely in the stereo pair images. Inpho Trimble photogrammetric 
software includes image exterior orientation algorithm, and it could be used to carry out 
the block of aerial image orientation, with sub meter accuracy.  
The measured control points (205 GCPs) were identified in the block of 70 aerial images. 
As referred before, the number of used points in each image was very variable, because 
of the temporal difference between the aerial images and the reference image (GeoEye-
1).  
In general, the initial prediction of the points on the aerial images was not large (less than 
half meter). The manual adjustment of the used points was necessary to optimize the point 
geo-location accuracy to one or two aerial images pixel size accuracy.  
The final residuals were calculated by least squares adjustment in the across /along track 
(x / y) and height, which allows point measurements with sub-pixel accuracy in the image 
orientation and block adjustment. In the case of high accuracy images, such as aerial 
images with GSD in the range of 10 cm, the horizontal and the vertical accuracy of used 
point are very important. In addition to planimetric accuracy, the obtained orientation 
results of used images also includes the vertical accuracy analysis. This advantage is very 
important to later carry out the extraction of a digital 3D model.  
The final accuracy of the orientation of the aerial image block has reached a level of 
accuracy of the order of two pixels. The values of global RMS in image coordinates were 
RMScolumn = 2.03 and RMSrow = 2.2 pixels. The RMS in the vertical direction was equal 
to 0.30 m.  
Figure 4.14 shows the adjusted block stereo pair aerial images with the identified control 
points located in different marks in the stereo pair images. Table 4.9 shows RMS of used 
GCPs in row, column for the block of 70 aerial images. Annexed table D shows the used 
GCPs residuals in each image. 
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Figure 4.14: the number and the locations used control points in the block of stereo 
pair images orientation phase.  
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Table 4.9: the exterior orientation RMS accuracy for each image of block of 70 aerial 
images. 
Image 
ID 
Used 
point 
RMS residual 
(Pixel) Image 
ID 
Used 
point 
RMS residual 
(Pixel) 
column row column row 
1248 10 2.53 2.56 1797 15 2.61 2.34 
1249 12 2.36 2.47 1798 17 2.93 2.36 
1250 13 2.14 2.60 1799 18 2.92 2.19 
1251 18 1.97 2.70 1800 17 1.83 2.33 
1252 21 2.00 2.77 1801 15 1.75 2.29 
1253 18 1.47 2.44 1802 17 1.14 2.47 
1254 19 2.14 2.58 1803 14 2.01 2.02 
1255 14 1.98 2.49 1804 13 2.30 2.33 
1256 16 1.73 3.03 1805 9 0.97 1.74 
1257 12 2.11 2.32 1806 12 2.11 1.98 
1258 11 1.42 2.04 1807 17 2.61 1.98 
1259 13 1.53 1.55 1808 22 2.28 2.18 
1260 14 2.09 1.87 1809 21 2.95 2.31 
1261 16 1.86 1.55 1810 15 1.66 1.67 
1262 15 1.49 1.89 1811 10 1.80 1.72 
1263 15 1.88 1.69 1812 10 1.62 1.67 
1264 18 1.72 2.38 1813 7 0.55 1.00 
1265 14 1.71 2.70 1814 8 0.89 1.43 
1266 10 0.96 2.68 1815 12 2.00 3.09 
1490 14 2.58 2.96 2092 16 1.87 2.76 
1491 16 2.75 2.70 2093 22 1.42 2.06 
1492 22 2.74 1.99 2094 14 1.51 1.64 
1493 19 2.44 2.00 2095 15 1.88 1.99 
1494 21 2.03 2.22 2096 11 1.57 1.63 
1495 15 1.53 2.54 2097 12 2.17 2.03 
1496 15 2.28 1.77 2098 11 1.18 1.05 
1497 8 1.80 1.30 2099 12 1.25 0.70 
1498 10 2.81 2.46 2100 15 2.16 2.20 
1499 15 2.34 2.03 2101 14 2.47 2.56 
1500 17 1.81 2.49 2102 17 2.35 2.81 
1501 25 1.89 2.11 2103 14 1.72 2.34 
1502 20 2.09 2.03 2104 12 1.05 1.70 
1503 20 2.30 2.41 2105 18 1.09 1.74 
1504 19 2.31 2.44 2106 12 1.25 1.35 
1796 8 1.92 2.86 2107 11 1.21 1.04 
Accuracy for all CPs used in block orientation: 
RMS column =2.03, RMS row =2.2 pixels ( Max residual ˂ 3 RMS) 
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4.5.3. Result validation of aerial image orientation 
The obtained results presented in table 4.9, show the orientation accuracy in each image, 
as well as the RMS of block images orientation. All the RMS in row and column are 
smaller than 3 pixels, which corresponds to 30 cm on the ground. According to the source 
of CPs data collection (the GeoEye-1 stereo pair), these RMS values are very good 
because they are smaller than the GeoEye-1 pixel size. In general, the maximum residuals 
never exceeds three times the RMS, and the orientation results of used aerial images could 
be accepted. However, in order to do fully validation of the block images orientation, and 
to assure the high accuracy of the future DSM extractions, an independent check was 
carried out. In this work and, due to the non-availability of high accuracy reference data, 
such as 3D vector maps or precise control points (CPs) for the study area, eight 
checkpoints were used and collected from the reference GeoEye-1 oriented images.  
The corresponding coordinates were also measured from the oriented aerial images and 
the differences were calculated. Table 4.10 shows the measured coordinates of those 8 
points, and the differences, as well as the RMS of these differences. The obtained 
accuracy was in the range of half meter, which corresponds to one pixel size of GeoEye-
1 images. 
Table 4.10: aerial image orientation accuracy based on GeoEye-1 image orientation 
results. 
Point 
ID 
Measured coordinates (m) 
GeoEye-1 (reference) Aerial Difference (m)  
X (m) Y (m) X (m) Y (m) X Y 
L19 331411.00 3639820.00 331411.00 3639820.00 0.01 -0.12 
L21 330930.40 3640457.00 330930.20 3640457.00 0.22 0.11 
L22 330918.30 3640456.00 330918.20 3640456.00 0.06 -0.24 
z1 329835.20 3639863.00 329834.10 3639862.00 1.06 0.67 
z3 329722.80 3639816.00 329723.00 3639815.00 -0.22 1.30 
z8 329117.00 3638983.00 329116.60 3638984.00 0.40 -0.78 
z12 328734.00 3639057.00 328733.60 3639057.00 0.36 -0.46 
z14 328735.60 3639076.00 328736.30 3639077.00 -0.68 -0.51 
RMS (m) 0.50 0.64 
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4.6. Summary 
In this chapter, the rational polynomial coefficients (RPCs) of GeoEye-1 images 
describing the object space geometry have been mathematically programmed (RPFs). 
These mathematical formulas were used with GeoEye-1 stereo pair images in direct 
orientation, in order to calculate the images bias correction. The obtained average bias 
correction for GeoEye-1 satellite images was in the range of 2m. The same rational 
polynomial formulas and the polynomial adjustment orders (RPC0 and RPC1), which 
were included in PCI- Geomatica, were applied to Pleiades and GeoEye-1 images, in 
order to find the accuracy differences between used satellite images in orientation phase. 
This test concluded that the direct orientation of GeoEye-1 images can be achieved 
without any GCPs, with an accuracy of 2 m, which agrees with the result of the 
programmed formula. The orientation accuracy can be improved to sub-pixel accuracy, 
with only two GCPs, using RPC0 adjustment. In the case of Pleiades triplet images, the 
obtained results from direct orientation of used images is not so good, because of the 
higher bias error, which was in the range of 5 m. The orientation accuracy can be 
improved, in order to achieve sub pixel accuracy, using three or more GCPs with good 
distribution. 
In this work, and in order to achieve sub-meter accuracy in DSM extractions, the well 
distributed GCPs upon the study area were used and identified in the left and right images 
(using RPC1 adjustment), in order to improve orientation accuracy of Pleiades and 
GeoEye-1. The obtained results were slightly better in the case of GeoEye-1 images, and 
in general, the RMS was smaller than one pixel. This test has been achieved, in order to 
assess the accuracy difference between both satellite images in indirect orientation phase. 
GeoEye-1 images were also oriented by Inpho Trimble, and the obtained orientation 
accuracy was in the range of RMS = 0.50 m. These oriented images were used as 
reference for control points collection to be later used in the orientation of aerial images. 
The orientation results of used aerial images were validated against the check points (CP) 
collected from oriented GeoEye-1 images (reference), and the obtained accuracy was in 
the range of half meter. GeoEye-1 and Pleiades oriented images, which were adjusted 
with first polynomial order, and the oriented aerial images, will be used in DSM 
extraction and analysis, which are described in the following chapters. 
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MATCHING ALGORITHMS AND DSM EXTRACTION 
The orientation results that were achieved for Pleiades, GeoEye-1 and the block of aerial 
images were used as data input for DSM extraction. This chapter introduces the different 
factors influencing the automatic matching, and the matching algorithms used for DSM 
extraction. Point cloud editing and test field of different building height measurements 
were also included in this chapter.  
DSM analyses using different approaches for the 3D model extraction is presented. The 
sections below will mention the extracted models, and the strategy and methods applied 
to obtain them. 
5.1. Parameters influencing image matching  
Automatic image matching is affected by several factors associated with characteristics 
of the images, such as angle of convergence, view angle, sun angle, shadow, and image 
quality. The following sections introduce these factors, which play a critical role for the 
digital model extraction, especially in the urban and shadow areas.  
5.1.1. Angle of convergence 
The angle of convergence is formed by the intersection of two image rays that intersect 
at the features on the ground surface. In the case of a smaller angle of convergence    
(lower B/H ratio), the scenes are more similar, and the matching results can be improved. 
On the other hand, a larger angle of convergence increases the image disparity, and it may 
be a cause for mismatching (CNES, 2012).  
In this work, GeoEye-1 and Pleiades triplet images with the different convergence angles 
have been processed for successfully automatic DSM extraction. 
5.1.2. Viewing angle 
In the urban areas, a larger off-nadir angle creates larger occlusions. This makes that some 
building façades may be visible in one image, but not in the other. This leads to some 
image pixels having no corresponding pixels in the other image. Occlusion is a main 
source of mismatches, independent from matching methods. This also means that a 
different image combination, for example, a combination of two images of a Pleiades 
CHAPTER 5 
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triplet, may improve the conjugate point measurement and optimize DSM accuracy, 
especially in urban areas (CNES, 2012).  
In this work, GeoEye-1 stereo pair images with viewing angle 18° forward, and the other 
one in “reverse” mode with backward off-nadir angle of 20°, and Pleiades triplet with 
forward angle +14°, quasi nadir image with 3° and -14° backward image were used and 
tested in DSM extraction. These tests were carried out with different methods, in order to 
test the effect of different image viewing angle in matching process for DSMs extraction 
in urban and sub urban areas. 
5.1.3. Sun angle and shadow 
For sun-synchronous orbits the local time of imaging is fixed, but with the day of the year 
the sun elevation changes. This means, a low sun elevation leads to large shadow areas, 
and the identification of conjugate points located in building shadows may be difficult. 
In the case of closely neighbor buildings, some buildings may even totally disappear in 
shadow areas, which cause problems during image matching (CENS, 2012).  
In this work, the used GeoEye-1 and Pleiades images were acquired in different times of 
the year, with different sun elevations. The GeoEye-1 image was acquired in January, 
with a sun elevation of 32º, while the Pleiades images were acquired in July, with the sun 
at a much higher elevation, of 71º. The shadow effects are more evident in the case of 
GeoEye-1. 
5.1.4. Image quality 
Poor image quality, such as low contrast, may lead to difficulties in the identification of 
conjugate points, both manually, when the user picks ground control points or tie points, 
and automatically, in the automatic matching for the DSM extraction. 
5.2. Matching algorithms 
In photogrammetry and remote sensing, the automatic image matching has become 
essential to find the correspondence of every conjugate points extracted from stereo pair 
images. Matching methods, such as least squares matching (LSM), features based 
matching (FBM) and semi global matching (SGM) were developed and included in 
different photogrammetric software. The coming sections introduce some of matching 
algorithms that were used in this work.  
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5.2.1. Normalized cross-correlation coefficient  
Normalized cross-correlation coefficient (NCC) is the most familiar technique in finding 
the conjugate points in photogrammetric applications. The main idea of the correlation 
technique is to measure the similarity between reference (templet) image and search 
image by computing the correlation coefficient. The actual pixel to be matched is the 
central pixel in the reference template window.  
These templates are usually square and take fixed sizes (e.g. 3x3, 5x5, 7x7, 9x9, etc.). In 
the automatic matching, the reference template maintains its location for each point 
correlated in the search area, while the search templates are shifted pixel by pixel across 
the search area and at each position, the normalized correlation coefficient ˮρˮ between 
the reference template and the search template is calculated. The general formula to find 
the correlation coefficient of the template and search image windows is the following: 
ρ=  
∑ ∑  ( 𝒈𝑇(𝒊,𝒋)− 𝑔𝑇
−) ( 𝒈𝑆(𝒊,𝒋)− 𝒈𝑆
−)𝑪𝒋=𝟏
𝑹
𝒊=𝟏
√ ∑ ∑  (𝒈𝑇(𝒊,𝒋)−𝑔𝑇
−)𝟐𝑪𝒋=𝟏
𝑹
𝒊=𝟏  × ∑  ∑ (𝒈𝑆(𝒊,𝒋)−𝒈𝑺
−)𝟐𝑪𝒋=𝟏
𝑹  
𝒊=𝟏
  ........................ 5.1 
Where:  
𝑔𝑇 ...............  The individual gray values in template image. 
𝑔𝑇
− ...............  The mean gray value of template image. 
𝑔𝑆 ...............  The individual gray values of corresponding window in the search image. 
𝑔𝑆
− ...............  The mean gray value of corresponding part of search image. 
R, C ............  The number of rows and columns of images patches. 
ρ ...............  The normalized cross-correlation coefficient.  
The normalized correlation coefficient has values within the range –1 ≤ρ≤ 1. The value 
1 is this indicates a good match result. When ρ is equal -1 this means the inverse 
correlation. The 0 correlation coefficient value indicates a non-match (no similarity) 
between the search and template image windows (Edwards E. P., 2005). 
The smaller values correlation coefficient can be accepted in the case of low texture 
images, and it should not be lower than 0.75. The higher value (max. 1.0 = 100% 
correlation) the more reliably homologous points could be matched (Inpho, 2012).  
5.2.2. Least squares matching  
Lest squares matching (LSM) is the basic matching algorithm included in different 
photogrammetric softwares, such as Inpho and PCI Geomatica. In terms of digital models 
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extraction, LSM is used to minimize the normalized intensity value differences between 
the template and matching windows.  
This algorithm is used to minimize the squared sum of the grey value difference, and 
determines the accurate estimation of the perspective geometry between two image 
patches. It is mostly used in the refinement at the end of the process or to refine points 
(points obtained from FBM) that are tracked through the image pyramid to obtain a good 
point distribution and precision (Inpho, 2015; Hernandi1 et al., 2009). 
5.2.3. Feature based matching  
Feature based matching (FBM) do not use the gray levels themselves in the description 
of the image, but it uses different assumptions to find interest points. For example, 
features and their attributes are extracted in each image individually; the corresponding 
features from different images have to be found under certain assumptions, such as 
geometry of objects to be reconstructed. These features can be points of interest, edge 
pixels, line segments, contours and regions (Babbar et al., 2010)  
This matching algorithm classifies the pixels into categories (interest points, edges or 
region), and the comparison is performed with different similarity measures based on 
correlation or lest square techniques. With respect to surface discontinuities, feature based 
matching accuracy is strongly depending on the success of the feature extraction process. 
Because of the sparse and irregular distribution nature of the extracted features, the 
matching result is in general limited and post-processing procedures are needed, in order 
to improve the point accuracy (Potůčková, 2004). 
5.2.4. Semi global matching algorithms 
Matching algorithms, such as LSM and FBM have some difficulties to provide high 
quality DSM, especially in the urban areas. To achieve a dense and reliable 3D model 
extraction, the maximum of conjugate points must be obtained. Ideally, every pixel in the 
left image should have its corresponding position in the right image.  
Semi global matching (SGM) is an extension of the previous methods and incorporates a 
smoothness constraint that is usually expressed as a global cost function, for determining 
the disparities of several line pairs. This matching method requires epipolar geometry 
generation, which makes the matching pixels in x-axis, and reduces the incorrect 
matching, and improves output accuracy (Hirschmüller, 2008). 
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Inpho-Match-T uses a SGM formulated with a Cost-Based Matching strategy (CBM) for 
high density surface models extraction. Cost-based matching is a pixel-by-pixel matching 
technique, unlike the feature based matching or least squares matching which is more area 
based. Cost function is measure the pixel similarity of each pixel of one template image 
and the corresponding pixel in the search image, which is searched through a path so-
called 3D-cost-cube. Each direction in the 3D-cost-cube represents a x-y movement in 
the search image (The correlation coefficients are cost functions and are considered to 
find the way along a minimum cost) (Inpo, 2015). 
In general, semi global matching has been used for DSM extraction in urban and sub 
urban areas. The results show no large errors in the building model, and the building roofs 
seem sharp as in the original image. However, in the urban areas and due to the shadow 
effect, the automatic models extraction may include some incorrect points, appearing at 
the building edges, and the final model may require some manual editing (Alobeid, 2011). 
5.2.5. Wallis filter 
When compared with digital aerial imagery, high-resolution satellite images show some 
weaknesses, such as lower spatial resolution, non-symmetrical contrast, and uncertain 
texture structure in shadow areas. These contrast difference becomes lower in the border 
parts of the images than on the middle part. This affects the reliability of feature extraction 
from satellite images (increase mismatching), and so it is necessary to solve the pixels 
contrast dissimilarity (gray scale), for high accuracy extractions. Wallis filter is used to 
adjust and enhance the gray value and eliminate radiometric difference, and reduce the 
noise, especially in the shadow and darkness areas. The general formula of the Wallis 
filter is defined in the following. 
f(x, y)= g(x, y) r1+r0  ............................................................................. 5.2 
r1=( 𝑐 × 𝑠𝑓)/(c×sg+sf /c);  r0 = b × mf + (1-b-r1) × mg .................. 5.3 
The formulas defined as; 
g(x,y)  ........  The gray value of original image. 
f(x,y)  .........  The gray value after Wallis transform. 
mg ...............  The mean gray scale of image in a certain area of a pixel. 
sg ................  The standard deviation of gray scale variance in a certain area of a Pixel.  
mf ...............  The mean value of gray scale of target. 
sf .................  The standard deviation of target value of gray scale. 
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c ..................  The expansion contrast (between 0-1). 
b .................  The image brightness forcing constant (between 0 - 1).  
r0, r1  ...........  Additive and multiplicative coefficients.  
When b = 1, the mean of the image contrast is forced to mf and when b = 0, the mean of 
the image contrast is forced.  
If the transformation in equation (5.3) greater than 1 (r1 > 1)) is a high pass filter; else if 
r1 <1, (transformation (5.3)) becomes a low pass filter. Before starting the matching 
process for DSM generation, the Wallis filter can be applied automatically to enhance the 
brightness and contrast differences of the image (Han et al., 2014). 
5.3. Digital surface model extraction  
Different matching algorithms, such as LSM and FBM, NCC and SGM have been used 
for DSM extraction in this thesis. DSMs were extracted based on automatic conjugate 
point matching and point cloud manually editing. Automatic matching gives extremely 
large number of irregularly 3D point clouds, which represent different features on the 
terrain surface. This means that the automatic matching process is the most critical step 
for 3D model extraction, and can be subject to errors.  
For example in urban areas, the conjugate points may not correspond, or a wrong point 
can be obtained, the model may include some holes and consequently error in the DSM 
height accuracy. In order to improve automatic point matching, PCI Geomatica allows 
different improvement, such as the introduction of the sequential image matching 
algorithms or new robust algorithm for point filtering. In this thesis, DSM was extracted 
from GeoEye-1, Pleiades and aerial images in different ways. 
 The hierarchical approach using the pyramid of reduced resolution images (coarse 
to finest images resolution versions) was used, in order to match the prominent features 
correctly in the first matching attempts, which is used as basis for fine-finest matching 
attempts. The next correlation attempts (pyramid level) are performed to match finer 
features on the second image resolution versions.  
DSM correlation processes continue to find the finer features, with image at full 
resolution (1:1), which provided the highest point matching precision. This hierarchical 
matching technique speeds up the image correlation process, reduces the noise in the final 
matching attempts and increases the number of matched points, and the reliability and 
stability of DSM (Edwards E. P., 2005; Geomatica, 2013).  
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Figure 5.1 shows the hierarchical approach using the different pyramids resolution, which 
was used for automatic DSM extraction. 
 
First matching attempt at lower resolution 
and high level (basis matching). 
 
Second Matching attempt at fine image 
resolution. 
Fine to finer DSM matching attempts. 
 
More fine DSM matching attempt. 
 
The last matching attempt (lower level) 
At higher resolution. 
Figure 5.1: a typical image matching in a pyramid structure.  
 The automatic extraction of surface model from GeoEye-1 images was obtained by 
applying the hybrid approach between NCC, LSM and FBM, which are included in the 
available photogrammetric workstation software (Inpho-Trimble). 
 Point cloud results from automatic matching are very useful in the manual editing 
process, especially when satellite images are used. In this work, it was necessary to do 
manual editing, in order to obtain more detailed and regular point clouds representing the 
actual surface model. This model will be used for future assessment/contribution to city 
model. 
 The hierarchical approach using the pyramid of reduced resolution images 
presented in Figure 5.1, by applying the hybrid approach between NCC, FBM, LSM, and 
Wallis filter included in PCI Geomatica, was used in DSM extraction from GeoEye-1 and 
Pleiades images. This means, Wallis filter improves the contrast differences and the 
approximation problems, and improves the DSM accuracy, especially in the shadow 
areas. In addition, the epipolar images enable OrthoEngine to match the features 
accurately (between pixels) along x-axis and reduce the possibility of incorrect matching. 
This advantage led to use OrthoEngine, in order to do the accuracy assessment of different 
models from GeoEye-1 and Pleiades images. 
Second
Matching attempt
Fine- to finest matching 
attempts
Matching attempt at image 
resolution of 1:2
Last matching attempts ( level zero) 
(Full image resolution 1:1)
 [Matching algorithms and DSM extraction] 
72 
 Match-T from Inpho- Trimble was used for reference database generation from a 
block of 70 oriented aerial images covering urban area, the last three pyramid levels were 
processed with semi global matching, in order to generate high-density point cloud. 
Manual editing was also applied for a high accuracy DSM extraction (3D shape and 
details). Later this DSM will be used as reference ground truth for height and 3D details 
validation. 
 Conjugate points matching accuracy and DSM validation were carried out based on 
different assessments as the following: 
First, there were not enough checkpoints (CPs) to do the models height accuracy analysis. 
Therefore, the available GCPs used in orientation process were also used for model height 
(vertical) accuracy validation. 
Second, in order to check the accuracy of matching points error, DSM elevations were 
classified. This test is an indicator that shows the minimum and the maximum matching 
points elevation, and the user can check if the matching points are correct in terms of 
height / vertical error (mismatching). A highest and lowest point elevation can be used as 
another indicator to accept automatic matching results, especially in the urban areas. 
Finally, in order to check the model height accuracy, in terms of the shape and height, 
different 3D profiles for buildings were measured from DSM, and compared with the 
actual building heights, which were measured during the field survey.  
The final models were analyzed and their height accuracy tested based on the ground truth 
extracted from aerial images, as well as on the DSM manually extracted from GeoEye-1. 
Figure 5.2 contains a flowchart showing the different phases that were included and used 
for DSM extraction in this work. 
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Figure 5.2: proposed workflow for DSM extraction from satellite and aerial images. 
5.3.1. DSM extraction from GeoEye-1 using Inpho Trimble 
The GeoEye-1 stereo pair, collected in 2011, which covers the urban and sub urban areas 
of Tripoli, was used for DSM extraction, using Inpho Trimble. Different conditions, such 
as occlusion, shadow, and surface discontinuities were taken into account and considered 
as challenging conditions for accurate DSM extraction. The DSM was generated with 
one-meter grid spacing. The user can also adjust some parameters of the extraction 
 [Matching algorithms and DSM extraction] 
74 
process, such as the terrain roughness and smoothing. Table 5.1 shows the parameters 
considered. 
Table 5.1: the used parameters setting for DSM extraction from GeoEye-1 images. 
The automatic matching was applied to stereo pair GeoEye-1 oriented images, and a ten 
pyramid levels (starts with level 9 and ended with level zero at resolution 1:1). The 
purpose of stopping matching process at pyramid level zero is to eliminate gross error 
and reduce the noise of the point cloud between matched pixels.  
5.3.1.1. DSM results validation  
The building shape and height accuracy are the most important components, which are 
necessary to validate automatic extraction. The obtained model accuracy and height 
validation were tested based on different measurements as the following: 
 Matching constraint, such as poor texture, non-similarity and occlusion in the 
shadow areas lead to poor or mismatching results. This means that it is important to check 
the minimum and maximum elevation of matched DSM. The obtained point cloud was 
classified in different classes, in particular to test the matching error, especially at tall 
buildings and shadow areas. Five classes were considered, as shown in figure 5.3 (heights 
above ellipsoid). The first two classes correspond to heights below sea level (geoid height 
in the region is 32.5 m). The red and black colors are below sea level (ellipsoid height 
DSM extraction/ Parameters setting 
Number of used images      :  2 / [100.00%] 
Terrain type               :  Undulating 
Grid width    [X]          :  1.00 [m] 
              [Y]          :  1.00 [m] 
Starting point             :  X =   330337.47 [m] 
                              Y =   3636146.50 [m] 
Z (above Ellipsoid) =               25.00 [m] 
Border line                    yes 
Used matching: hybrid approaches between NCC, LSM and FBM 
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between -44 and 32.5m), which were not found in the ground truth, and other colors show 
the DSM elevations. 
 
Figure 5.3: subset of 10 km ×10 km showing DSM height classification (heights above 
reference ellipsoid). 
The statistics analysis shows that the maximum elevation of the DSM is 118.33 m, but it 
is known that some buildings are higher than this. This means that the 3D buildings model 
is very poorly extracted in urban areas, especially in the occluded areas and at tall 
buildings. Most of the mismatching points (in the range between -44 and 32.5) occurred 
on the sea water surface, which is not good for matching. These points were not important 
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and they will be excluded from this evaluation. Figure 5.4 shows the statistics analysis of 
DSM maximum and minimum height.  
 
Figure 5.4: DSM height classification and statistics analysis. 
 Due to non-availability of extra checkpoints, in this case, only the survey control 
points, that were used in orientation process, were also used to validate the model height 
accuracy. 
In the automatic DSM extraction, vertical height accuracy was automatically carried out 
in pyramid levels, using the control points. The Match-T software report provided a height 
accuracy value of RMS = 0.44meter. Table 5.2 contains data from a log file of the DSM 
extraction, showing different pyramid levels, average height and the average correlation 
coefficient accuracies.  
Theoretically, the obtained results become acceptable, because most of the used control 
points were located in approximately flat. Otherwise, the model shape and height 
accuracy should be validated, in order to assess the model accuracy in urban areas. This 
test can be done with 3D profiles analysis for different building heights and shapes. 
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Table 5.2: matching results obtained for DSM from GeoEye-1 images, adjustments in 
pyramid level zero. 
 DSM shaded relief images and 3D profiles have been created in areas with terrain 
and non-terrain features covering urban and sub urban areas, in order to analyze the 
obtained model, in terms of vertical accuracy shape details. The visual analysis of DSM 
in the suburban areas shows different buildings and a small artificial hill, which clearly 
appear in the model. 
DSM extraction/ refinement at Zero pyramid level (resolution of 1:1) 
Number of used images :                             2 / [100.00%] 
Number of pyramid level:                            10 [levels] 
Minimum/maximum grey value:            32 / 65504 
Minimum/maximum grey value gradient:    0 / 65472 
Average correlation coefficient :                  0.90 
Average matching accuracy :                        0.67 [m] 
No   Point-ID             Point-H  [m]                         ΔSM-H  [m]             ΔH [m] 
1     GCP6          59.53                    59.20           0.33 
2     GCP10         59.06                    59.18          -0.12 
3     GCP12         50.23                    49.53           0.70 
4     GCP07         58.55                    58.61          -0.06 
5     GCP14         58.52                    59.79          -0.27 
6     GCP19         38.61                    38.83          -0.23 
7     GCP02         46.33                    46.89          -0.56 
8     GCP01         46.43                    45.69           0.74 
RMS difference (Z) for all GCPs =                                                      0.44[m] 
Average smoothing =                                  1.04 [pixel] 
Minimum height above Ellipsoid (DSM) =              -44.70 [m] 
Maximum height  above Ellipsoid (DSM) =              118.33 [m] 
Number of filtered 3D points (DSM) =                 94123825 
RMS LSM refinement (Points position accuracy)=       0.64 [pixel] 
RMS FBM refinement (Points position accuracy) =      0.38 [pixel] 
 [Matching algorithms and DSM extraction] 
78 
 Figure 5.5 (a), (c) show 3D model, and terrain details of different features in sub 
urban areas. In urban areas with normal buildings height, the theoretical analysis could 
show height accuracy with half meter, but that does not mean the 3D shapes have the 
same accuracy. For example, figure 5.5 (b) shows buildings model with normal height 
changes in the sub urban area, and the building roofs can be shown, while the 3D buildings 
shapes are not clearly appearing.  
(a) (b) 
 
(c) 
Figure 5.5: DSM shaded relief shows 3D models of different features in urban and sub 
urban area. The left (a) shows DSM of a small artificial hill (b) represents DSM for 
different building in urban area and (c) shows DSM of different structure of Olympic 
city. 
 3D profiles were created with heights of different structures, in order to validate the 
buildings model, in terms of shape and height accuracy. First test was considering the 
visual analysis of 3D profile for complex buildings in urban area with same heights, which 
were around 85 meters.  
The second test was to analyze the 3D profile for new construction in sub urban area, with 
height of about 7 meters under the ground surface. These 3D profiles were visually 
analyzed, and the first test showed that the buildings height could be obtained, but 
building shape was not appearing clearly (like foggy), especially in the areas between the 
buildings. In the sub urban areas, the second test clearly shows buildings with 3D shapes 
in DSM.  
Figure 5.6 shows DSM subsets and 3D building profiles. Profile-1 shows the buildings 
model in sub urban areas, profile-2 shows building model of complex urban area. This 
analysis shows that, in the urban area and due to the shadow, the used matching 
algorithms (LSM and FBM) still have difficulty to find enough matching points. This 
poor matching makes the 3D model with belly shapes and poor extraction. It was difficult 
to see the actual building details, even if the model was acceptable from the theoretical 
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side. This test concludes that shadows are the main factor affecting automatic DSM 
results. The obtained point clouds should be manually edited, in order to eliminate 
matching point error, mainly in the shadow areas, and to optimize the model accuracy 
even showing the actual environments. 
 
 
 
 
 
Figure 5.6: the DSM and 3D building profiles automatically extracted by GeoEye-1 
images. Profile-1 shows buildings model in constructing area, and profile- 2 shows the 
buildings model for complex building in urban area.  
5.3.1.2. Point cloud manually editing 
3D models can be used in different applications, such as urban and suburban map 
updating, contributions to city models and further measurements. Appropriate models 
could be obtained by manual editing. Inpho Trimble provides these editing capabilities, 
and it was the only of the available photogrammetric software to include automatic point 
cloud generation, with stereo vision. Point cloud editing leads to use a large number of 
manually digitized 3D points, composing breaklines.  
The DSM accuracy can be improved in the complex urban areas and with surface 
discontinuities. These breaklines are usually taking the form of closed polygons and lines, 
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normally applied to ensure the actual 3D representation for building’s roof or terrain 
surface. In most case, manual editing is one of the most critical steps influencing the 
vertical accuracy of 3D buildings model, and the obtained results and quality are mainly 
dependent on the images spatial resolution and texture. 
In this work, the automatic DSM results did not show the actual 3D buildings shape in 
some cases, especially in the urban area. The actual 3D shapes and height accuracy were 
needed, in order to use these results as ground truth for future assessments, such as height 
accuracy validation of other DSMs. 
3D point clouds with one meter grid spacing, covering the surface of several buildings (a 
total of 6600 buildings) were manually edited and interpolated with the breaklines, which 
were created on the top of the roofs for tall and non-tall buildings. Figure 5.7 shows 3D 
breaklines of buildings rooftops for part of urban area. Figure 5.8 shows 3D polygons, 
which were obtained by manual stereo editing, for different buildings on Tripoli area. 
Manual editing results and buildings model information, such as polygon elevation and 
area, are presented in appendix table F. 
 
Figure 5.7: subsets are showing 3D breaklines representing different building model. 
 [Matching algorithms and DSM extraction] 
81 
  
(a) (b) 
 
  
(c) (d) 
Figure 5.8: 3D polygons represent the buildings model on Tripoli area. Subsets (a) and 
(b) show the 3D building model for the tallest buildings in Tripoli. Subsets (c) and (d) 
show 3D building model represent the most of buildings upon Tripoli University.  
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5.3.1.3. Manual editing results validation  
The objective of the DSM analysis is to evaluate how well the surface was modeled. Yet, 
in general, one can say, the manual editing results mainly depend upon the breaklines 
measurement and the user experience. This may be correct, but the DSM accuracy should 
go through a very rigorous validation, because the 3D model is directly used as a 
communication tool between city planners and citizens in different applications. High 
accuracy DSMs, including the manual editing often takes the majority of the engineering 
projects, in terms of labor and budget. In the urban evaluation, the user should not neglect 
this essential step for DSM analysis, before making the final project decision (Acharya 
and Chaturvedi, 1997; Agugiaro et al. 2012). 
High accuracy reference database (ground truth), such as city reference database, actual 
building height information are important databases and usually used to validate the 
model shape and height (vertical) accuracy. In that regard, DSM results were analyzed, 
in order to test the accuracy of buildings height and 3D shapes. These analyses were done 
in different scenarios and show the following: 
 In some cases of developing countries, such as Libya, reference database was not 
available. Therefore, buildings heights were obtained from field survey measurements, 
and were used as ground truth for manual editing validation. During buildings height 
information measurements, for security reasons it was not allowed to measure very high 
buildings, but it was possible to measure regular buildings. Several of different buildings 
located within the Tripoli University were identified and measured by high accuracy total 
station, with a hundredth second accuracy. Figure 5.9 shows some of height 
measurements. The actual buildings height was calculated based on equation 5.5.  
H REF = L× tan ØTop + L× tan Øbase........ 5.5 
Where, HREF is building height above the ground and L is the horizontal distance between total 
station and building and Ø is the vertical angle building. 
 
Figure 5.9: an example of test field of buildings height measurements.  
Ø
  Ø
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The corresponding buildings height (HDSM) were obtained from DSM, based on the 
breaklines elevations differences at the top and base of different building. The building 
height error is calculated as the difference of both heights. Statistically, the root mean 
square algorithm (RMS) is used to calculate the model height accuracy, which is 
mathematically calculated by the following formula: 
𝑅𝑀𝑆 = √
∑ (𝐻𝐷𝑆𝑀−𝐻𝑅𝐸𝐹)2
𝑛
𝑖=1
𝑛
 ................................... 5.6 
Where: n is the number of measured points,  HDSM is the difference between two 
breaklines elevation measuring at the top and building base, and HREF is the actual 
building height. The error analysis for a total of 9 building heights is given in table 5.3, 
with obtained RMS of 0.36m. 
Table 5.3: the accuracy of building height based on the differences between measured 
height and the height measured from DSM. 
Point 
ID 
DSM elevation above 
ellipsoid (m) 
Building 
Height 
Measured 
Height (m) 
Height error 
(m) 
At the top At the base 
P1 59.71 51.24 8.47 8.13 0.34 
P2 59.77 51.32 8.45 8.91 -0.46 
P3 59.77 51.32 8.46 8.15 0.31 
P4 54.72 51.02 3.70 3.75 -0.05 
P5 64.31 57.22 7.09 7.20 -0.11 
P6 60.31 57.09 3.22 3.75 -0.53 
P7 60.36 57.10 3.27 3.75 -0.48 
P8 60.36 56.90 3.46 3.75 -0.29 
P9 62.41 58.70 3.71 4.07 -0.36 
Average of the differences -0.18 
Root Mean Square DSM height accuracy (RMS) 0.36 
Besides the numeric results presented in table 5.3, a graphical comparison between the 
building height measured by DSM and their corresponding building height measured by 
the test-field, is presented in figure 5.10.  
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Figure 5.10: the comparison between DSM measured building height and their 
corresponding building height measured by test-field over study area.  
 Model shape and details analysis was carried out, in order to validate manual 
editing, in terms of shape and height accuracy for tall buildings. 3D profiles of different 
buildings shapes and heights were created from manual editing. The model was visually 
analyzed and evaluated based on actual dimension in the original image and field 
information.  
The model analysis (3D profiles) shows that the model represents the actual buildings 
dimensions. Figure 5.11 3D profiles were created for different buildings showing the 
manual editing accuracy, in terms of building height and shape. 
   
(a) (b) (c) 
Figure 5.11: different 3D building models extracted manually based on GeoEye-1 
images. Profile (a), (b) and (c) are showing different building height and roof shapes.  
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Figure 5.12 (a) shows a perspective view of different buildings over the study area, which 
represent the tallest buildings in the DSM. In addition, DSM shaded relief images were 
created and the geometric analysis presented that the manual editing shows good 3D 
buildings model, in terms of shape and height accuracy. Based on the achieved work, one 
can say, high accuracy city model extraction based on point clouds manually editing often 
takes the majority of any project, in terms of economy. Figure 5.12 (b) DSM shaded relief 
shows buildings shape and height model 
  
(a) (b) 
Figure 5.12: DSM shaded relief shows 3D buildings shape and height model. 
 The 3D polygons were exported to shapefile format, and then to the KML format, 
in order to display the model in Google Earth. Actually, due the geolocation difference 
between the model and the Google Earth, the model was not correctly located, but it is 
appearing near to the true geolocation in google Earth. This provided a good foundation 
for city modeling applications, such as volume estimation, and urban growth 
visualization. Figure 5.13 shows the 3D building model generated by manual editing, 
overlapped on the Google Earth platform. 
 
Figure 5.13: visualization of the digital city model created with manual editing 
overlapped on Google Earth.   
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5.3.2. DSM extraction by PCI- OrthoEngine  
In general, PCI Geomatica, was the unique available photogrammetric software that 
accepted Pleiades images. OrthoEngine from PCI Geomatica also includes the epipolar 
images generation and uses the epipolar lines matching for DSM extraction. During 
epipolar lines matching, the conjugate point searching can only search in x-direction, and 
reduce the processing of finding the conjugate points along the epipolar lines, as well as 
the possibility of incorrect matching will be reduced (Alobeid et al., 2010; Hirschmüller, 
2008). 
This advantage led to use the Pleiades and GeoEye-1 epipolar images (pre-projected 
oriented images) for DSM extraction based on hybrid approach between NCC, LSM, 
FBM and Wallis filter. This test was carried out in order to assess and compare between 
Pleiades and GeoEye-1 satellite images for automatic 3D model extractions in urban and 
sub urban areas in Tripoli. Before starting the automatic DSM extraction, the user is 
prompted for a set of parameters, such as the sampling interval to be used, point 
interpolation, filling of gaps, type of smoothing and filters.  
During automatic matching process, due to shadows, sudden height changes or dynamic 
movements of some features, such as cars (low contrast pixels), some holes may occur in 
DSM results. These matching errors can be identified and automatically corrected by 
OrthoEngine. The following sections describe the DSM extraction based on Pleiades and 
GeoEye-1 epipolar images with ground sampling distance of 0.5 m. 
5.3.2.1. DSM extraction from Pleiades images 
The availability of different image combinations from triplet satellite images helps to 
minimize non-similarity by obtaining a third image, which is close to nadir (close to 
vertical). This was great innovation of the Pleiades system, in order to satisfy the accuracy 
of 3D models extraction, especially in urban and mountain area. In this test, image 
combinations, such as Pleiades F/N, F/B and N/B with gentle terrain and urban areas were 
tested for DSM extraction.  
A high detail DSM with 32 bits and pixel sampling factor of two (GSD equal one meter) 
above the ellipsoid height was obtained. The obtained results were analyzed, based on 
visual analysis DSM shaded relief and 3D profiles, which were created for different 
buildings in urban and sub-urban areas. In terms of shadow effect, this analysis only 
includes two of Pleiades image combinations (F/N and N/B) in DSM analysis. For 
example, Pleiades N/B shows the better DSM accuracy, and the buildings edges (outline) 
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and different buildings shapes in the urban and sub urban area are clearly appearing in 
the model. In the case of Pleiades F/N combination, the DSM results did not show the 
actual buildings model, and the result was limited to rural areas with a gentle terrain. 
Figure 5.14 shows a shaded relief image and 3D profile of urban area created from DSM 
extracted from Pleiades F/N. Figure 5.15 shows a shaded relief image and other 3D urban 
area profile of the DSM extracted from Pleiades B/N images. 
 
 
Figure 5.14: the DSM extracted by Pleiades F/N images. 3D building profiles measured 
on the same complex building. 
  
 
 
Figure 5.15: the DSM extracted by Pleiades N/B images. 3D building profile measured 
on the same complex building.  
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5.3.2.2. DSM extraction from GeoEye-1 images 
In section 5.3.1 of this thesis, GeoEye-1 stereo pair images was used for automatic DSM 
extraction based on matching algorithm such as LSM and FBM, using Inpho software. 
The achieved theoretical height accuracy was in the range of half meter. Nevertheless, 
the building shape was not enough to represent the features outline without belly shape 
or well defined boundaries. The model was edited, in order to improve shape and height 
accuracy in urban areas. 
GeoEye-1 epipolar images with 0.50 GSD were tested with the hybrid approach between 
pixel based matching and Wallis filter for DSM extraction in urban area. This test was 
carried out, in order to assess the accuracy of fully automatic DSMs obtained by GeoEye-
1 and Pleiades images combination for the urban area in Tripoli. 3D profiles in urban and 
rural areas were measured and visually analyzed, and the result showed that the automatic 
line matching and Wallis filter, improved the automatic DSM extraction, especially in 
sub urban areas. Nevertheless, in the urban areas, the results still showed buildings model 
with poor shapes. This means, GeoEye-1 stereo pair images are still not sufficient data 
for automatic DSM extraction, especially in sudden change on urban area. Figures 5.16 
shows DSM and 3D profiles of building model in urban and sub-urban areas. 
 
 
 
Figure 5.16: DSM extracted by GeoEye-1 images. The upper 3D profile shows a small 
building in a rural area. The lower 3D profile shows a complex and high building in 
urban area. The DSM misses most of the building detail.   
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5.3.2.3. Validation of the automatic extracted DSM  
As discussed in the previous sections, high accuracy models are necessary to use as 
ground truth, in order to validate the accuracy of new DSM extraction. However, due to 
non-availability of reference databases for Tripoli city, in this case, 3D buildings model 
that was obtained manually from GeoEye-1 stereo pair images, was used as a reference 
model for this assessment. Therefore, fifteen checkpoints located on the top of building 
roofs were used, in order to validate the model height accuracy of DSMs extracted 
automatically by Pleiades and GeoEye-1 images. Table 5.4 shows comparison between 
the measured heights from DSMs of GeoEye-1, Pleiades, and same corresponding heights 
on the reference model, for each point. 
Table 5.4: height accuracy analysis of DSMs based on 3D reference point created from 
manual editing by GeoEye-1 DSM.  
Reference 
points 
Points elevation on DSM 
(m) 
DSMs elevations differences 
 (m) 
CP 
ID 
H 
(m)  
GeoEye 
Pleiades GeoEye Pleiades 
N/B B/F F/N 𝐇𝐑-𝐇𝐃𝐒𝐌 𝑯𝑹-𝑯𝑵/𝑩 𝑯𝑹-𝑯𝑭/𝑩 𝑯𝑹-𝑯𝑭/𝑵 
m27 62.27 47.10 61.52 59.74 61.36 15.17 0.75 2.53 0.91 
M28 62.81 62.47 61.87 65.85 62.58 0.34 0.94 -3.04 0.23 
AA2 61.24 62.17 61.02 63.14 61.56 -0.93 0.22 -1.90 -0.32 
AA2 63.47 54.26 62.63 62.73 61.80 9.21 0.84 0.74 1.67 
S8 42.67 43.00 42.85 44.46 43.59 -0.33 -0.18 -1.79 -0.92 
69 49.16 49.20 49.72 50.42 47.46 -0.04 -0.56 -1.26 1.70 
N2 40.79 37.42 39.79 38.38 37.82 3.37 1.00 2.41 2.97 
k1 55.06 55.46 56.15 56.51 56.04 -0.40 -1.09 -1.45 -0.98 
k2 55.42 55.89 55.59 56.17 56.28 -0.47 -0.17 -0.75 -0.86 
k4 54.18 55.10 54.67 55.45 54.64 -0.92 -0.49 -1.27 -0.46 
k5 54.18 54.60 55.41 55.50 55.14 -0.42 -1.23 -1.32 -0.96 
d14 53.58 39.81 55.11 36.68 53.99 13.77 -1.53 16.90 -0.41 
76 42.84 43.21 43.02 44.48 44.01 -0.37 -0.18 -1.64 -1.17 
c7 57.84 44.33 57.50 58.32 58.10 13.51 0.34 -0.48 -0.26 
d15 53.58 40.40 54.73 36.13 53.38 13.18 -1.15 17.45 0.20 
Average 4.31 -0.17 1.68 0.09 
RMS (m) 7.64 0.83 6.50 1.18 
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The height difference accuracy was analyzed, and the results show that the GeoEye-1 
stereo pair images still give high error, with an RMS equal to 7.64 m. This error is similar 
to what was obtained by Pleiades F/ B (RMS = 6.5 m). Other Pleiades image combinations 
that included the vertical (nadir) image presented better height accuracy, in the range of 
1 m. 
 In terms of shape details and height accuracy, the analysis concluded that the obtained 
accuracy of DSM extracted from Pleiades image combinations shows different results 
between images combinations. For example, the Pleiades N/B images combination 
showed the more accurate DSM results, and it was selected as the better model obtained 
from the Pleiades triplet images for future analysis.  
A graphical representation of the vertical differences between DSMs and reference 
ground truth for each points used, was created and it is shown in figures 5.17 and 5.18. 
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Figure 5.17: the difference between point elevation in the reference and the 
corresponding elevation measured from DSMs of Pleiades triplet images. 
 
Figure 5.18: the differences between point elevation in the reference and the 
corresponding elevation measured from DSM of Pleiades N/B and GeoEye-1 stereo-pair 
images.  
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5.4. City reference database extraction  
The automatic extraction of high accuracy 3D city models is a fundamental dataset that 
can be used as ground truth in the rapid applications, such as DSM accuracy validation 
and disaster evaluation, especially in the urban areas (Poli and Caravaggi, 2012).  
The availability of high resolution models, such as DSM and DCM may be limited or not 
be possible to found. For example, in the case of Tripoli area, these models or other 
reference database were not available, in order to assess the accuracy of DSMs. In this 
work, in order to satisfy the quality assessment of the rapid DSM extraction from 
satellites, high accuracy 3D buildings model was extracted based on the available block 
of stereo aerial images, which covers part of Tripoli area and was used as reference ground 
truth. The following sections present the matching algorithms used in DSM extraction 
from the aerial images, as well as model results analysis and validation. 
5.4.1. DSM extraction from aerial images by Inpho Trimble 
Automatic matching process has some constraints, such as radiometric differences, due 
to shadow or occlusion due to sudden height changes. This makes conjugate point 
matching a critical step in 3D digital model extractions in urban areas. This means, a fully 
automatic and precise matching algorithms can be used for high accuracy 3D model 
extraction in all cases does not exist yet (Lemaire, 2008). 
Nowadays the recent matching algorithms, such as SGM, based on a cost based function, 
is frequently applied for DSM extraction, in order to improve point matching accuracy 
for more detailed surface models.  
In this work, the block of aerial images, previously oriented with three pixels accuracy 
(chapter 4), were used as data set for the extraction of the reference database. A hybrid 
approach consisting of different matching methods, such as FBM, LSM and SGM, 
complemented by some editing was applied.  
These are standard functions available on Inpho Trimble Match-T DSM extraction. In the 
project setting, some parameters, such as terrain roughness, grid resolution, area limits 
(borderline) and the user can adjust DSM smoothing parameters. The obtained model 
accuracy is often dependent on these factors. Table 5.5 shows the applied parameters for 
the DSM area.   
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Table 5.5: the used parameters setting for DSM extraction from aerial images.  
Aare based MATCH-T (Trimble) Program [Version: 5.4.0] 
Control parameters for DSM generation 
DSM Pyramid levels (start / stop)      =         9/0 
Number of control points              =         194 
Number of available images            =         70 / 100 [%] 
Average grid width                    =         0.30 [m] 
Terrain type                                      Undulating 
Grid width                        [X] =         0.70[m] 
                                  [Y] =         0.70[m] 
Matching type: hybrid approach between FBM, LSM semi global matching  
5.4.1.1. DSM results analysis  
The obtained point clouds were achieved by several matching algorithms work in a 
coarse-to-fine multiresolution image pyramid structure, starting from coarse (level 9) and 
ending with fine level (level zero). After the creation of pyramid levels (coarse), the 
matching algorithms, such as FBM and LSM were applied, in order to assess the basis 
pyramid levels based on matching of three kinds of features (feature points, grid points 
and edges), and an intermediate DSMs at multiple resolutions were obtained. The DSM 
results on low resolution images serve as approximations to check the search space and 
to adaptively compute the matching parameters at the subsequent lower pyramid level. 
The obtained DSM in each level was improved with the new features, resulting in a denser 
and denser DSM extraction, which allows for better characterization of the surface upon 
the area of interest (Zhang and Grüen, 2006). 
Finally, in order to achieve more precise matches for all the matching features and identify 
any mismatching, the adaptive matching (SGM) is used and the matching process 
continues until the lowest level of the pyramid is reached (full resolution 1:1), and higher 
accuracy is obtained.  
The advantage of using coarse to fine pyramid level is that in coarse levels, it is possible 
to detect larger structures, and through the fine level, the small details can be gradually 
added to the obtained coarser DSM (Capaldo et al., 2012).  
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The relative DSM accuracy is usually measured by the obtained vertical accuracy at each 
pixel, which can be in the range of 0.1% of the flying height (aerial photogrammetry) 
(Inpho, 2015).  
This may be correct in the case of non urban areas, but in the urban areas, and due to the 
matching constraints, the user does not know if matching points were measured correctly 
or not, and what is the accuracy of matching points at very tall buildings. Model height 
analysis becomes a fundamental analysis and should be done in advance, in order to 
accept or reject the matching results.  
 The first analysis was done based on the Match-T DSM log file, which contains the 
data about inputted parameters, statistics of automatic measured 3D points and DSM 
accuracy. DSM results analysis includes different matching and computation levels 
(coarse-to-fine matching strategy), which was started at a higher pyramid level (lower 
image resolution), and this process has to run through the complete image pyramid and 
stop at a lower pyramid level of zero (high number and beater accuracy point cloud).  
In the lower pyramid levels (start at level 9/ stop at level 3), 3D points clouds were 
determined based on FBM with fixed matching parameters per computation unit. In this 
case, parameters, such as the size of the search area (8 pixels for undulating terrain), size 
of the window to compute the correlation coefficient (5x5 pixels), and threshold for 
correlation coefficient 0.80 (smaller value can be applied in the case of low image texture) 
were taken into account and selected as fixed matching parameters.  
The least squares matching method is used to achieve the potential of sub-pixel accuracy 
for all the matched features and identify the mismatching points. This process could be 
achieved in very short time, but the number of filtered 3D points were low (8069044 
filtered points) and model did not actually represent the truth, in terms of heights. For 
example, the obtained maximum height (199.05 m) was not exactly representing the tall 
buildings (Known building height). 
In the higher pyramid levels ((adaptive parameters) (start at level 2/ stop at level zero 
(full resolution 1:1))), the software automatically determines the 3D filtered points based 
on SGM and applying the automatic adaptation of parameters, in order to increase the 
number of matched points and the reliability and stability of the DSM computation.  In 
this case, the matching process will take longer time, but the number of filtered point 
clouds increased (161,241,355 filtered points), and the obtained heights could represent 
the surface, with the highest degree of detail and reliability of the model. Table 5.6 shows 
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a log file statistics and results for DSM computation based on computation level 3 as the 
final accuracy in the coarse levels, and the accuracy obtained at fine computation 
matching (pyramid level 0). 
Table 5.6: points matching accuracy of automatic DSM extraction formatted based on 
coarse and the finest image pyramid levels. 
DSM results refinement at zero image pyramid levels 
(resolution of 1:1) 
LSM and FBM results for the coarse image pyramid levels 
DSM results at pyramid level 3 (resolution of 1:4) 
Matching parameters                                  fixed 
Matching type:                                       FBM 
DSM generation  pyramid levels (start / stop) =       9 /3 
Window size for correlation coefficient=             5 x 5 [pixel] 
search area=                                         8 [pixel] 
Threshold for correlation coefficient=               0.80 
 Number of filtered 3D points (DSM)=                  8069044  
Number of 3D points per mesh =                       12.00 
Minimum height (DSM) =                              -146.99[m] 
Maximum height (DSM)  =                              199.05[m] 
Relative DSM height accuracy =                       0.95  [m] 
Theoretical height accuracy ( Height accuracy of the single matched 
3D point)=                                           1.08 [m] 
SGM results for the finnier pyramid levels  
DSM results at pyramid level zero (full resolution image 1:1) 
Matching parameters                           Automatic(adaptive) 
Matching type:                                       CBM 
DSM generation  pyramid levels (start / stop) =      2 /0) 
Number of filtered 3D points (DSM)=                 161241355 
Number of 3D points per mesh =                      38.00 
Minimum height (DSM) =                             -171.98 [m] 
Maximum height (DSM)=                               227.84 [m] 
Relative DSM height accuracy =                      0.15 [m] 
Theoretical height accuracy of the single matched 3D point)= .54[m] 
RMS difference (Z) for all GCPs =                   0.58 [m] 
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 As discussed in the previous sections, and due to matching constraints during DSM 
extraction, the DSM elevation classification and statistics is fundamental analysis, in 
order to test automatic matching (matching error), and accepting the theoretical accuracy 
of obtained model.  
This analysis could be done based on the found DSM results from the finest pyramid level 
(full resolution of 1:1 at level zero). The purpose of this analysis is to know if the matched 
points were computed correctly or not, and to optimize the model accuracy for higher and 
precise measurement. In this case, DSM with 0.30 meter grid spacing was classified to 
different height classes, based on the geoid height over Tripoli (32.50m). Figure 5.19 
shows elevations classification of DSM covered a part of Tripoli and extracted from the 
block of aerial images. 
 
Figure 5.19: classifications shows DSM elevations above ellipsoid reference height 
extracted from the block of aerial images.  
 [Matching algorithms and DSM extraction] 
97 
DSM elevation classification and statistics analysis has a first class that includes the 
elevations between -171 and 32.5 m, which show the untrue heights and representing the 
mismatching points in the obtained DSM. These elevations cover the sea and part of the 
forest areas and were excluded from the model, because they are not important in this 
work. The classification statistics shows other points with elevation between 32.5 and 
227, which are regularly correct and represent the model height.  
Figure 5.20 shows an ArcGIS classification window with a statistical analysis of the DSM 
elevations, above the reference ellipsoid, which were obtained from aerial images: 
.  
Figure 5.20: DSM elevation classification and statistical analysis.  
5.4.1.2. DSM accuracy validation 
During pyramid levels of DSM extraction, 3D points height accuracy was calculated 
based on two hundred check points (CPs), which were available and used in the 
orientation process. The obtained height (vertical) accuracy was equal to 0.58m (RMS) 
and it was similar to the accuracy of GCPs used in block orientation, and it could be 
accepted. Tables in annex E show the difference between the elevations of the used GCPs 
and the corresponding points elevations on DSM above the ellipsoid reference. However, 
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the finest pyramid level accuracy (resolution of 1:1) only shows the vertical differences 
between the used GCPs and the obtained DSM. The accuracy validation is rather 
important step and it should include a regular analysis, such as buildings height and 
shapes details analysis, especially if the results will be used as reference ground truth for 
future assessment. In this work, the model validation has been achieved according to the 
following analysis: 
 Theoretically, in the case of low accuracy applications, vertical accuracy of 
obtained model may be enough. Nevertheless, for high accuracy assessment, the 
availability of precise reference control points is very important to validate the horizontal 
and vertical accuracy for the obtained model (Joachim and Michael, 2009).  
In the case of Tripoli area, and due to the security reasons, the horizontal accuracy 
analysis of obtained model has been carried out based on only two GCPs, which were 
available from field survey measurements. In principle, two points might be not enough 
to validate the horizontal accuracy for obtained model, but that was the best that could be 
done.  
The obtained horizontal average accuracy was in the range of the GeoEye-1 pixel 
resolution (0.5 m) and it was equal Δx = 0.70 m, and Δy = 0.29 m. Table 5.7 shows DSM 
accuracy calculated based on points coordinate measured from the obtained digital 
surface model, and the corresponding points, which were measured during the surveyed 
measurements of GCPs. 
Table 5.7: the accuracy of two GCPs coordinates measured from the DSM model. 
GCP 
ID 
GCPs coordinates (m)  
 
DSM Point coordinates (m)  
(Height from Ellipsoid) 
Coordinate 
difference 
(m) 
X Y H X Y H ∆𝑿 ∆𝒀 
GCP1 330167.00 3641129.00 34.48 330166.32 3641128.97 33.95 0.67 0.03 
GCP2 329937.00 3641281.00 32.63 329936.26 3641280.44 32.09 0.74 0.55 
RMS in height was equal 0.54 meter 
 Based on the known elevation for different buildings roofs, one can say the DSM 
classification and statistics are showing enough building heights accuracy, and the model 
can be used directly as a reference database.  
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Essentially, the DSM height accuracy is not enough to completely validate the model. 
Other analysis such as the detail of 3D shapes present in the model should be analyzed, 
in particular to test if the buildings shapes were correctly extracted. In this regard, 
different 3D profiles were created and visually analyzed, and the result shows good detail. 
For example, the narrow streets located between tall structures are appearing in the DSM, 
and the buildings shaped roughly shows the actual shape. Figure 5.21 shows 3D model 
for different buildings heights and shapes obtained by automatic extraction based on the 
finest pyramid level. The extraction of good detail in complex urban areas was a great 
challenge, which was successfully achieved by the semi global matching. 
 
Figure 5.21: DSM profiles represent the extracted surface models for different areas 
over study area.  
Finally, the visual analysis of DSMs has shown good accuracy of buildings heights. The 
accuracy and the detail of the DSM could be accepted, but anyway the model still shows 
some noise and some imperfections. In order to use the model as ground truth, for 
example in the validation of other DSMs, some point cloud editing was applied for 
different buildings, in order to improve the model shape and height accuracy and to 
improve the quality of the DSM. 
The model was visually analyzed and building profiles were compared with the ones 
extracted from GeoEye-1 based on manual editing and breaklines theory. The accuracy 
of this model shows that it can be used in height accuracy assessment of other models, 
with accuracy of half meter and it can contribute to a city model. Figure 5.22 is a 3D 
profile of the same complex gabled roofs created in urban area shows the quality of 
obtained DSM. The left profile was created from aerial images in automatic mode, and 
the right profile was extracted from GeoEye-1 based on breaklines theory and manual 
editing.  
Figure 5.23 shows building model profiles of same high buildings created in urban area 
and show the quality of obtained DSM. The left profile was created from aerial images in 
DSM 
DSM 
DSM 
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semi-automatic mode, and the right profile was extracted from GeoEye-1 based on 
breakline theory and manual editing. The right profile becomes similar to the model of 
same building that was showed in figure 5.20 (right one). 
                                                               
 
Figure 5.22: 3D profiles of the same complex gabled roofs created in urban area shows 
the DSM quality. The left profile was created from aerial images in automatic mode, and 
the right profile was extracted from GeoEye-1 based on breaklines theory and manual 
editing. 
  
Figure 5.23: 3D profiles created for same high buildings in urban area shows the DSM 
quality. The left profile was created from aerial images in semi-automatic mode, and the 
right profile was extracted from GeoEye-1 based on breakline theory and manual 
editing. 
5.5. Summary 
In this chapter, hierarchical approach using the pyramid of reduced resolution image 
(presented in Figure 5.1), by applying the hybrid approach between different matching 
algorithms, were used in DSM extraction from GeoEye-1 and Pleiades satellite images. 
In addition, another hybrid approach includes SGM was also used for higher detail DSM 
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extraction from the block of aerial images for the same area (3D building model extraction 
used as a reference ground truth for the study area). 
First, a DSM was automatically extracted from GeoEye-1 images, using Inpho- Trimble. 
It was analyzed against the ground truth information obtained from field survey 
measurements of different known buildings information (height and shapes). The DSM 
validation showed that the obtained DSM was not presenting the actual buildings details 
and outlines. The obtained DSM was manually edited (breaklines measurements, point 
cloud editing and interpolation), and the extracted buildings model was validated, against 
the ground truth information form field surveyed measurements. The vertical accuracy of 
extracted building model was found, and it was in the range of half meter, RMS = 0.36 
m. The obtained building model was tested against the approximate locations in Google 
Earth. This test provided a good basis for city model applications, such as volume 
estimation. 
Second, digital surface models covering the urban and rural areas for Tripoli areas were 
extracted in fully automatic mode from GeoEye-1 and Pleiades images by OrthoEngine. 
The obtained model was validated against the ground truth obtained manually from 
GeoEye-1 images. This analysis showed that the Pleiades N/B images combination 
presented better model details than the other Pleiades combinations. The vertical accuracy 
for the DSM obtained from Pleiades N/B combination was RMS = 0.83m, and vertical 
accuracy of DSM from GeoEye-1 was RMS = 7.64m. 
The shape and details of DSMs derived from GeoEye-1 and Pleiades N/B were visually 
analyzed, based the different 3D profiles created for known buildings measured from the 
manual model (from GeoEye-1). The obtained DSM from Pleiades presented much better 
model details than GeoEye-1. This analysis showed that the uses of different triplet 
images combinations allow for fully automatic DSM extraction, even in urban areas.  
Finally, the adjusted a block of aerial images was used for reference database extraction 
and the obtained DSM was analyzed and evaluated, against the ground truth from the 
manual model (from GeoEye-1). The obtained buildings model presented in some cases 
similar, but most of the times much better 3D detail and shapes than the GeoEye-1 
manually edited DSM. 
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DSM RESULTS ANALYSIS AND BUILDING CHANGE DETECTION 
According to the objectives of this thesis, this chapter synthesizes the results related to 
DSMs extraction, which were obtained automatically from GeoEye-1 and Pleiades N/B 
images in chapter five, and does the change detection analysis. This analysis was done 
against the reference model obtained in semi-automatic extraction from aerial images. 
6.1. Used reference model (ground truth) 
In order to have a higher detail 3D building model, a block of aerial images, with 10 cm 
resolution, covering a small area of the satellite imagery (about 30 % only) was used to 
generate a high density DSM. This area is characterized by a wide variety of urban 
environments, such as high and low buildings, forest and parks with high trees. It also 
includes the Tripoli coast. The model was improved by manual editing of some building 
roofs, and the final DSM was obtained. This model was validated and compared with 3D 
buildings model that were manually extracted from GeoEye-1.  
The result analysis has shown that the model represents the actual dimension of buildings, 
in terms of shape and height details, when compared to the ground truth manually 
extracted model from GeoEye-1. This high detail DSM can be used as a reference model 
(ground truth) for height accuracy analysis of other DSMs and it can contribute as a good 
city model for further studies.  
6.2. Analysis of the automatically obtained DSMs 
Result analysis and quality check of 3D models is an essential work in the different 
engineering applications utilizing the DSM/DCM, because the final accuracy can 
influence the reliability of any decisions made from those results. This can be done with 
the visual methods (building model outline and edges comparisons) and it can provide a 
first impression of the DSM quality. The methods for visual quality assessment of DSMs 
are not enough to accept the obtained model, because they are subjective, and require 
experience obtained through training.  
The statistical methods, based on the analysis of the average and RMS of height 
differences to a reference DSM, allow to understand complex problems which may be 
CHAPTER 6 
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negatively influencing the DSM quality and which otherwise would not be easily 
discovered (Acharya and Chaturvedi, 1997; Hobi and Ginzler, 2012).  
In this work, the obtained DSMs from GeoEye-1 and Pleiades N/B images were analyzed 
with different tests, such as visual analysis, height and 3D shapes details. The analysis 
was conducted in a selection of urban areas, with different characteristics of buildings 
height and shape changes, as summarized in the following: 
6.2.1. DSMs visually analysis  
Visual analysis of obtained DSMs from Pleiades N/B and GeoEye-1 images includes the 
comparison between them (buildings model), against the reference model, in terms of 
building outline of different buildings shapes. Figure 6.1 (a), (b) and (c), shows a subset 
of the three DSMs, respectively GeoEye-1, Pleiades (N/B) and aerial, in the form of 
colored shaded relief images.  
Buildings can be clearly identified on the three DSMs and can be compared in terms of 
detail and edge definition. For example, in the case of DSM obtained from GeoEye-1 
images (a), the model outline and edges are not clearly appearing in the DSM. Corridors 
between buildings cannot be well interpreted or appear in a fuzzy way. In the case of 
DSM obtained from Pleiades N/B images combination (b), the buildings outline and 
edges, including the small buildings, can be clearly seen. The paths and corridors between 
the buildings are also clearly appearing in the DSM. 
   
(a) (b) (c) 
Figure 6.1: comparison of the obtained DSMs in dense urban area: the left (a) shows 
DSM obtained from GeoEye-1 images, the middle (b) shows DSM extracted from Pleiades 
image combinations (N/B) and the right (c) shows the reference DSM from aerial images. 
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The visual comparison of satellite DSMs against the aerial reference DSM allows us to 
conclude that the building roofs can be detected in both DSMs. Anyway, the Pleiades N/B 
DSM is more detailed, in terms of buildings edges and outline. Therefore, in order to 
validate the obtained models and contribute to a better certainty of their future use, in 
different applications, the obtained models should be analyzed, in terms of model height 
accuracy. 
6.2.2. DSM Height analysis  
In this work, the obtained models height analysis and validation are very important test, 
in order to compare between the height accuracy of obtained DSMs. Due to non-
availability of higher accuracy check points / buildings height information, the buildings 
height information from the reference model (DSM of aerial images) were used as the 
reference data, in order to validate the vertical analysis of obtained models. These 
reference points were selected at the center of the building roofs, and on the ground, with 
a sufficient distance from the building facades, in order to minimize height estimation 
errors.  
A total of 30 points located on the single buildings, with different elevations were 
identified in the reference model, and the same corresponding points were identified, and 
measured their heights from the obtained DSMs. The height differences between DSMs 
were calculated and the RMS of the height difference was obtained. Table 6.1 shows all 
these values. 
In general, the obtained results are small for both DSMs, being most of them below 1 
meter, in absolute value. There are only two points showing large errors in the model 
height difference, both in the GeoEye-1 DSM (8.32 and 11.34 m). In the case of the 
Pleiades N/B DSM, there were no gross errors, and the obtained height accuracy was 
better: RMS = 0.60 meter and it becomes more accurate than the accuracy obtained from 
DSM height analysis of Geoeye-1 images (2.65m). 
The obtained differences can be explained; by the fact that conjugate point matching is 
more difficult in shadow and occluded areas between the buildings, which usually occurs 
with stereo pairs of satellite images. This makes that the Pleiades triplet images could be 
used to automatically produce DSM in urban areas, with a range of accuracy of one meter. 
They can be used alternatively to aerial images in fast applications, such as flooding and 
urban growth evaluations.  
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Table 6.1: point elevations measured from DSM extracted by Pleiades N/B combination, 
GeoEye-1 and aerial images, together with the height difference against DSM of aerial 
image. 
DSM-Measured height  
(m)  
DSM- height difference  
(m) 
DSM 
Pleiades (N/B) 
DSM 
GeoEye-1 
DSM 
Aerial 
DSM Aerial -DSM Pleiades (N/B) DSM Aerial - DSM GeoEye-1 
59.76 59.81 59.26 -0.50 -0.55 
55.80 55.19 55.05 -0.75 -0.14 
53.54 51.84 54.22 0.68 2.38 
52.21 52.02 51.96 -0.25 -0.06 
43.70 43.72 43.41 -0.29 -0.31 
60.30 59.96 59.69 -0.61 -0.27 
55.52 54.82 54.82 -0.70 0.00 
60.06 60.65 59.46 -0.60 -1.19 
71.72 72.07 72.24 0.52 0.17 
57.16 57.88 57.33 0.17 -0.55 
64.78 65.89 65.50 0.72 -0.39 
79.20 68.77 80.11 0.91 11.34 
64.10 64.53 64.92 0.82 0.39 
53.33 54.35 54.20 0.87 -0.15 
60.95 61.17 60.79 -0.16 -0.38 
60.30 51.46 59.78 -0.52 8.32 
54.32 54.70 54.36 0.04 -0.34 
53.63 54.45 54.67 1.04 0.22 
55.11 55.60 55.50 0.39 -0.10 
51.19 51.30 51.27 0.08 -0.03 
59.99 60.09 60.04 0.05 -0.05 
65.23 66.04 64.80 -0.43 -1.24 
58.26 59.30 59.48 1.22 0.18 
58.77 59.28 59.12 0.35 -0.16 
61.95 63.32 62.40 0.45 -0.92 
60.92 61.21 61.87 0.95 0.66 
59.45 60.69 59.84 0.39 -0.85 
65.13 64.69 64.50 -0.63 -0.19 
58.85 58.43 58.73 -0.12 0.30 
57.86 58.30 57.50 -0.36 -0.80 
RMS (m) 0.60 2.65 
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The graphs presented in figure 6.2 show the absolute values of the heights differences for 
both models (Pleiades N/B and GeoEye-1). Apart from two gross errors in the DSM from 
GeoEye-1, which occurred in not well extracted buildings, all the residuals are acceptable.  
 
Figure 6.2: plotting represents the error distribution comparison between the Pleiades 
(N/B) and GeoEye-1 DSM, these comparisons calculated based on the reference model 
from aerial images. 
Considering the similarity between the model height differences, and because the 
extracted DSMs will be used for high accuracy assessments in urban areas applications, 
such as urban growth and detection of destroyed building, the obtained DSMs models 
must be validated, in terms of the 3D model shape and details. 
6.2.3. Buildings model shape details analysis  
In order to validate the obtained buildings model, in terms of 3D shape and details, 
different 3D profiles for very tall buildings in dense urban areas were created. They were 
compared against the same profiles traced from the reference model. Figure 6.3 shows 
the 3D building profiles of the DSMs created from reference model (A1), Pleiades N/B 
images (A2), and GeoEye-1(A3). This is an example of building model details created 
for very complex structures, with sudden height changes.  
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(A3) 
(A1) 
 
(A2) 
Figure 6.3: comparisons between 3D profiles for very tall buildings in dense urban 
areas created from the obtained DSMs: profile (A1) created from the reference model, 
profile (A2) from Pleiades N/B and profile (A3) from GeoEye-1. 
For example, by comparing the extracted heights of the roofs visible in the DSMs from 
GeoEye-1, it resulted that the height range is corresponding to the reality (reference 
DSM). However, the buildings model did not retain a good detail, in terms of building 
edges and outline. In the case of DSM profiles created from Pleiades N/B combination, it 
can be seen that they show more details. The buildings shape and height details are 
appearing clearly. The Pleiades model is much more similar to the reference ground truth 
(DSM of aerial images).  
Figure 6.4, shows another comparison with two profiles B and C in non-dense urban area 
with very tall structures. Profiles B1 and C1 are for the reference model (aerial), B2 and 
C2 for Pleiades and B3 and C3 for GeoEye-1. Profile B was created for tall buildings 
located near to the images center, and Profile C was created for tall buildings near to the 
corners of the images. 
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(B1) (C1) 
  
(B2) (C2) 
  
(B3) (C3) 
Figure 6.4: 3D profiles for the tall buildings on Tripoli area showing the general 
compression between DSMs obtained from aerial images (B1, C1), and the DSM 
obtained from Pleiades N/B  (B2,C2), and (B3,C3) DSM model created from GeoEye-1. 
Profiles B1, B2 and B3 were created for tall buildings near to the image center. They 
show that the details in both satellite DSMs are similar for non-tall buildings, but the 
Pleiades DSM keeps the essential shape of the buildings and shows the ground level 
between the buildings (Profile B2). In the same time, the profile from GeoEye-1 (B3) 
shows very smoothed buildings and their rectangular shape is almost lost. The ground 
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surface between the buildings almost disappeared from the GeoEye-1 DSM, in the case 
of these profiles. In the case of profile C, at the images side, the Pleiades model shows 
good buildings details (Profile C2), close to the ground truth (aerial DSM), while the 
GeoEye-1 DSM (Profile C3) shows the worse 3D detail (no building model). The 
obtained differences between these DSMs can be summarized in the following: 
In the case of buildings model obtained from GeoEye-1, the created 3D profiles show 
some building roofs, but the model does not represent good detail. It is still a poor 
extraction in the urban areas. The corridors between the buildings did not appear in the 
DSM, because the number of conjugate points extracted in these areas is very poor. This 
is essentially due to two reasons.  
The main one is the large B/H ratio (forward and backward images), which originates 
many occlusions. Another possible reason is the shadow effect in the GeoEye-1 stereo 
pair, originated by a relatively low sun elevation. Anyway, the Wallis filter should be able 
to improve the images contrast in dark areas. This was successful in the case of Pleiades 
images and it was not successful with GeoEye-1 images. 
In general, in the case of DSM obtained from Pleiades N/B, the buildings model was 
improved and shows better details (better matching points), and the corridors between the 
tall buildings are appearing in the DSM profiles. The main improvement in the case of 
Pleiades is the lower B/H ratio (lower viewing angle) which originate less occlusion 
effects in the images, and improves the matching accuracy. This analysis shows the good 
success of the Pleiades images for DSM extraction in complex urban area.  
Finally, according to profile analysis of the building models, it can be concluded that 
the Pleiades triplet images have the possibility to use different image combinations for 
DSM extraction. The detail is very good, which could be assessed by the aerial images. 
This makes that the triplet image can be used alternatively to aerial images, for rapid 
evaluation, such as urban growth, building detection evaluation, and 
telecommunications applications…etc. 
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6.3. DSM application in destroyed building detection 
The administration of urban and sub urban areas, in developing cities with very fast 
changes, by traditional methods is difficult, time consuming and expensive. However, 
this administration can be improved with other techniques, such as aerial photogrammetry 
and Lidar data (Tian et al., 2014).  
These datasets are still very expensive, or may not be possible to achieve, due to logistic 
requirements, especially in the developing countries, as is the case of Libya. With the 
availability of the high resolution satellite images, the urban and sub urban administration 
becomes possible and easier than with the other methods. These satellite images could be 
used without any special logistic requirements. For example, stereo satellite images from 
GeoEye-1 can be used in some applications with a positional accuracy level of a few 
pixels (3.5 in the case of our tests) and without any GCPs. In the non urban and remote 
areas very good detail can be obtained in DSMs. However, in the urban areas, due to the 
shadow, the automatic detection of buildings is difficult and so high detail results can not 
be obtained. In addition, small buildings may be occluded by some tall structures or trees 
and they may not be distinguished in the DSM.  
As we know, in the change detection maps production, high accuracy model such as Lidar 
data or aerial photogrammetry are used as reference, in order to assess or evaluate the 
changes due to, for example, earthquake, wars or flooding. A DSM with poor quality and 
wrongly extracted features, as it can happen in shadow and occlusion areas, may be 
interpreted as changes when compared to a reference DSM. In that case, DSMs must be 
obtained with some manual editing, in order to achieve good results. An alternative to 
overcome these problems could be the use of Pleiades triplet images for the automatic 
models extraction, which can be done with good detail and an accuracy in the range of 
0.6 meters. 
As mentioned above, the purpose of this section was to test the Pleiades triplet images 
combination in change detection mapping of the destroyed buildings in Tripoli area 
(2011), based on the reference DSM, which was extracted from a block of aerial images. 
Figure 6.5 shows the area (limited by a red line) of the affected buildings. This test 
becomes very important, in particular to evaluate the capability of Pleiades triplet images 
for urban environment evaluations, in terms of a fast and accurate assessment in an 
emergency situation.  
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Figure 6.5: Pleiades satellite image showing the destroyed buildings in Bab al-Azizia 
military -Tripoli area (limited by a red line). 
6.3.1. Datasets used for change detection 
In order to achieve high accuracy buildings detection maps, reference database for the 
area of interest should be available. but in the case of cities in developing countries, such 
as Tripoli area, reference databases were not available during this work. Therefore, a high 
detail digital surface model, covering a part of Tripoli area, was extracted from a block 
of aerial images and was used as ground truth (reference database). Figure 6.6 shows  an 
image of the surface model extracted from stereo pair aerial images in 2007, showing the 
urban areas before the last Libyan revolution (before the hazard occurred). This reference 
dataset was used in building detection in the proposed workflow at time (t1). 
Considering to the obtained DSMs, in terms of building shapes and height details, DSM 
from Pleiades N/B image combination shows higher detailed than the DSM from 
GeoEye-1 stereo pair images. Therefore, the DSM from Pleiades N/B images was used 
as dataset for automatic detection of destroyed buildings, which was occurred upon Bab 
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al-Azizia military compound, against the reference ground truth obtained from aerial 
images. Figure 6.7 represents the surface models extracted from Pleiades N/B image, and 
it shows the surface of Bab al-Azizia military area in 2012, after the Libyan revolution 
(after hazards occurred in 2011), which was used as dataset in building detection at time 
(t2). 
 
Figure 6.6: the surface model extracted from stereo pair aerial images before the 
hazards occurred for Bab al-Azizia military area (used as datasets at time (t1)). 
 
 
Figure 6.7: the surface models extracted from Pleiades N/B image combination after 
the hazards occurred for Bab al-Azizia military area (used as datasets at time (t2)). 
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6.3.2. Change detection proposed method 
Change detection is the process of determining or describing the changes, which may 
have occurred upon the terrain surface properties. The basic idea of using remote sensing 
data for change detection is that the process can identify the change detection, based on 
two or more datasets (multi-temporal remote sensing data), in very short time. 
Geographical information system (GIS) analysis and remote sensing were combined to 
detect the urban changes detection, which is easier and faster than the traditional methods 
of surveying the urban environment. This can be achieved with known techniques and 
algorithms, such as map algebra, multi-layers differencing, layer transformation, layer 
classification, and polygons editing.  
In this way GIS becomes the key tools to be used for different urban environment 
analysis, urban map updating and evaluation based on the 3D digital models. In principle, 
the used DSM models should have the similar details, in terms of 3D shape details and 
vertical accuracy, which are very important to achieve better accuracy of change 
detection, and contribute to the obtained results for environment evaluation or used as 
databased for future assessments.  
In this work, the reference model (ground truth) used in this analysis, was the DSM 
extracted from aerial images covers Bab al-Azizia military area in 2007, which was used 
as a first dataset at time t1. The obtained DSM from Pleiades N/B images combination 
covers the same area in 2012 after the Libyan revolution in 2011, and was used as a second 
datasets at time t2.  
In terms of DSMs details, both DSMs (Pleiades N/B and the reference DSM) have the 
similar buildings shape and height details, which means, each pixel in the first DSM at 
time t1 shows the lower difference with its corresponding pixel in the reference DSM at 
time t2. Figure 6.8 workflow shows the process proposed for destroyed change detection 
used in this work.  
The change detection upon Bab al-Azizia military area was obtained based on the robust 
difference between the initial DSMs at time (t1) and the second DSM at time (t2) (t1-t2). 
Figure 6.9 DSM subtraction shows the affected areas upon Bab al-Azizia military. 
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Figure 6.8: change detection process proposed in this thesis work. 
 
Figure 6.9: DSMs subtraction shows the affected areas upon Bab al-Azizia military. 
Due to non-availability of enough GCPs, which could be used to optimize the vertical 
accuracy of used ground truth at images of this area, the DSMs differences (surface 
elevations) was manually classified into different intervals (-26 to 0, 0 to 1, and 1 to +28), 
and based on the differences in vertical accuracy of used ground truth, the values between 
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0 to 1 were excluded from the DSMs difference results. The other elevation intervals were 
reclassified (the input raster) into 2 classes (positive and negative) and vectorized to a 
polygon feature output, using the raster to polygon conversion toolbox, and the edge of 
the output polygons were conformed exactly to the input raster data (matched to the 
planimetry boundaries of the original buildings in the images and DSMs). The obtained 
change detection of destroyed buildings results did not include the volumetric analysis, 
but it was enough to do the planimetric changes (x, y) analysis, and the actual change 
between initial DSM at time t1 and the second DSM at time t2. Figure 6.10 shows the 
output polygons corresponding to the automatic detection of destroyed buildings (red 
polygons) upon Bab al-Azizia military area.  
 
Figure 6.10: output polygons features data obtained from DSM subtraction and 
presenting the building change detection before manual editing (red polygons). 
6.3.3. Result editing and detection map generation 
Considering the temporal difference between the used datasets (Pleiades and the reference 
ground truth), the automatic change detection results may include some noises, as showed 
in figure 6.10. For example, object movements, trees growth, or due to spreading of the 
small parts of buildings around them, could make the change detection result display 
some noise in DSMs subtraction, especially in the case of war and earthquake. Of course, 
Bab al-Azizia military area had been affected by the last Libyan events (17th February 
revolution), the most infrastructures were absolutely destroyed, and the buildings parts 
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were spread around its locations, which make the automatic detection of destroyed 
building more difficult. In addition, the difference between datasets (DSMs) will include 
some polygons, which represent the non-actual change.  
Based on the analysis of DSMs subtraction shown in figure 6.10, different parts of the 
buildings are spreading on the neighborhood locations. In addition, some of small 
structures were built after 2007, as well as some trees were also grown. This means in 
advance that the automatic polygons detection must be manually edited, in order to 
remove the noise, and optimize the automatic detection results and finding the exact 
changes, relatively close to the actual estimation of destroyed building outline.  
In this case, we applied an edge detection approach followed by a features polygons fitting 
method, and the obtained change polygons were manually edited and some of detected 
polygons, which did not represent the actual change, were removed. The most of the 
removed polygons presented non actual changes, for example, the features spread around 
the structurers or small trees.  
The obtained results show the actual destroyed buildings, which corresponds to a total of 
594 polygons, and a total building area of 32968 square meters. Figure 6.11 shows the 
actual destroyed buildings area (red polygons) upon Bab al-Azizia military. Figure 6.12 
shows a graph with an histogram with the number of buildings for different classes of 
destroyed buildings areas. Annexed tables H show the actual destroyed buildings areas 
upon Bab al-Azizia military  area on Tripoli region. 
 
Figure 6.11: the actual destroyed area upon Bab al-Azizia military, showed in the red 
color.  
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Figure 6.12: the number and the detected area of destroyed buildings upon on Bab al-
Azizia military area. 
6.3.4. Change detection results validation 
In order to check the planimetric accuracy of detected buildings areas, the obtained 
polygons of destroyed buildings must be projected and compared with the original 
datasets used. In this case, the obtained change polygons were projected and compared 
with the original datasets used (Panchromatic Pleiades image, reference ground truth, and 
DSM from Pleiades N/B), by means of the edge and detected buildings polygons. The 
comparison shows the successful results obtained from Pleiades DSM in semi-automatic 
change detection of destroyed buildings (detected polygons are matched to the affected 
buildings in the ground truth).  
Figure 6.13 shows the change detection results of affected buildings (red polygons), 
corresponding to the Panchromatic Pleiades image of Tripoli after the hazard occurred. 
Figure 6.14 shows the change detection results (red polygons) of affected buildings, 
corresponding to the original aerial DSM before the hazard occurred, which was used as 
dataset at time (t1) in building detection.  
Figure 6.15 shows the change detection results (red polygons) of affected buildings, 
corresponding to the original DSM extracted from Pleiades N/B images after the hazard 
occurred, which was used as input dataset at time (t2) for the building change detection. 
This comparison concludes that the obtained buildings model from Pleiades triplet images 
can be used for semi-automatic destroyed buildings detection and mapping in urban areas, 
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with the accuracy of using aerial images. This means that, in terms of time consuming, 
the Pleiades triplet images can be used as alternative to aerial images in rapid evaluations, 
in urban or rural areas, of changes resulting from occurrences such as flooding, 
earthquake…etc.  
 
Figure 6.13: the change detection results of the affected buildings (red color) 
corresponding to the original Pleiades image of Bab al-Azizia military area upon Tripoli 
after the hazard occurred, and used as datasets in DSM extraction at time (t2). 
 
Figure 6.14: the change detection results of the affected buildings (red color) corres-
ponding to the original aerial DSM of Bab al-Azizia military area before the hazard 
occurred, which used as dataset at time (t1) in building detection.  
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Figure 6.15: the change detection results of the affected buildings (red color) 
corresponding to the original DSM extracted from Pleiades N/B images combination for 
Bab al-Azizia military area after the hazard occurred, which was used as dataset at time 
(t2) in building detection. 
6.4. Summary 
In this chapter, the obtained DSMs from GeoEye-1 and Pleiades N/B images combination 
by OrthEngine in semi-automatic extraction were analyzed and validated in different 
scenarios against the ground truth from aerial images. 
The visual analysis showed that the obtained DSM from Pleiades NB presented the 
buildings edges and outline, as well as the corridors between the high buildings were 
appearing in the DSM. The buildings model in DSM from GeoEye-1 was only acceptable 
in the area of non-high buildings. The model still presents bad details at tall buildings in 
urban areas. 
The vertical accuracy of obtained DSMs was validated, based on 30 points located on top 
of different buildings roofs, and measured their heights from all models (GeoEye-1, 
Pleiades and aerial images DSMs). The DSMs height differences were calculated and the 
height accuracy was also obtained. The vertical accuracy of DSM from Pleiades N/B and 
GeoEye-1 images were, respectively, RMS = 0.60m, and RMS = 2.65m. 
The obtained models details were evaluated based on 3D profiles, created for different 
and known buildings, against the ground truth obtained from aerial images. The analysis 
of obtained models showed that the Pleiades N/B images presented better 3D details, 
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when comparing to the corresponding details from GeoEye-1, even in the case of non-
high buildings. 
The difference between the obtained DSMs (GeoEye-1 and Pleiades) was principally due 
to two different reasons, such as the occlusion occurred due to the difference in the base-
height ratios and the difference in the sun elevation between the used data sets (GeoEye-
1 and Pleiades), which was more in the GeoEye-1 stereo images. 
Finally, the DSMs validation and analysis showed that the Pleiades triplet images can be 
used alternatively to the aerial images in different and fast applications. The obtained 
DSM from Pleiades N/B images was tested, in the detection of destroyed buildings areas, 
which occurred in Tripoli area. This test has been validated against the ground truth from 
aerial images. This test was carried out, in order to test the obtained DSM from Pleiades 
triplet images in the fast evaluations. The change detection was based on the DSMs 
subtraction. The detected changes were converted to vector format and manually edited, 
in order to remove the noises occurred due to object movements, trees growth, or due to 
spreading of the small parts. 
The change detection in this work includes only the planimetry analysis, and the obtained 
polygons were validated, against the used datasets (original Pleiades image and the used 
DSMs), by means of the comparisons between the detected edges and polygons outline. 
The detected changes areas were calculated, and the results showed the success of using 
Pleiades triplet images in change detection, especially in urban areas. It can be used 
alternatively to aerial images in the purpose of natural disaster evaluations. 
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CONCLUSIONS AND SUGGESTIONS 
7.1. Conclusions  
This thesis presented the analysis of high-resolution GeoEye-1 and Pleiades satellite 
images for rapid 3D information extraction in urban environment evaluations, against the 
ground truth obtained from aerial images.  
According to the thesis objectives and the validation of obtained results from orientation 
and DSMs extraction phases, the main conclusion of this thesis work can be summarized 
in the following:  
First, one objective of this thesis was the analysis of image georeferencing results, which 
were obtained from GeoEye-1 and Pleiades satellite images in direct and indirect 
orientation phases. Different techniques were used to assess the bias error in GeoEye-1 
and Pleiades satellite images orientation phase. The most common technique used is the 
mathematical rational polynomial formulas (RPF), based on the image RPCs. 
 In the first test, RPFs were programmed manually and applied to GeoEye-1 stereo 
pair images (left and right images), and the average of planimetric bias error (shift in x 
and y) with a maximum of 2 m. 
 RPF included in PCI Geomatica, were applied to the GeoEye-1, and Pleiades 
satellite images. The obtained results showed, the used RPFs gave the similar average 
planimetric shift in GeoEye-1 images, also with maximum of 2.0 m. Meanwhile, the 
Pleiades triplet images provided a larger average planimetric shift, which was in the range 
of 8 pixels (equivalent to 4 meter). From this analysis, we concluded that the GeoEye-1 
images can be used directly without any GCPs in some applications of remote areas, with 
the average planimetric accuracy of 2 meters. 
A second objective was to assess the accuracy differences between GeoEye-1 and 
Pleiades images for high quality DSM extraction, and in order to find the fast data 
correlation for rapid evaluation in urban environment applications, such as destroyed 
buildings detection. The geolocation accuracy of the RPC models provided were 
improved, and nine GCPs distributed upon the study area were used in indirect orientation 
phase.  
CHAPTER 7 
 [Conclusions and suggestions] 
 124   
The planimetric geolocation accuracy was in range of one pixel, with an RMS= 0.50m. 
Digital surface models were extracted from GeoEye-1, and Pleiades satellite images by 
using the hierarchical approach using the pyramid of reduced resolution images (coarse 
to finest images resolution versions) between matching algorithms. 
 The hybrid approach between NCC, LSM and FBM was used to extract DSM from 
GeoEye-1 images in full automatic mode, and the model was validated against the 
buildings height from surveyed measurements. DSM validation showed that the actual 
3D details (shapes and height) were not well modeled, especially in the urban areas. For 
that reason, the obtained point cloud was manually edited, and validated against the 
known building information obtained from surveyed height measurements. The building 
model was accepted, in terms of 3D shapes and details and the height accuracy was in the 
range of half meter, with RMS = 0.36m.  
 The new hybrid approach between NCC, LSM, FBM and Wallis filter was used to 
assess the accuracy differences between GeoEye-1 and Pleiades images in automatic 
buildings model extraction. The obtained DSMs (height and 3D details) were validated 
against the 3D reference ground truth obtained manually from GeoEye-1. The analysis of 
different 3D building profiles showed that the Pleiades N/B combination presented better 
3D details of buildings model than the other Pleiades image combinations (F/N and F/B).  
In the case of the F/N images combination there are more shadows, which cause lower 
texture and non-homogeneous pixels between matched stereo pair images, especially in 
the urban areas. In addition, in the case of F/B satellite images combination (larger 
viewing angles), with very large base to height ratio, with more occlusions, the used 
matching algorithms did not perform well and resulted in mismatching and incorrect 
DSM extraction. 
The analysis of obtained DSMs from Pleiades triplet images showed that the accuracy 
and the quality of obtained buildings model in urban areas, were related to the acquisition 
parameters, for example sun elevation, angle of data collection (viewing angle), as well 
as base to height ratio.  
 During the thesis developing, reference city database, such as high accuracy vector 
maps for Tripoli area were not available. In order to have a city database, which can be 
used as ground truth for DSM accuracy validation, the oriented GeoEye-1 stereo pair 
images were used as reference ground truth for control point collection, which were later 
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used in orientation and validation of block aerial images. The obtained planimetric 
orientation accuracy of block aerial images was in the range of pixel size of the GeoEye-
1 images, with an RMS = 0.50 m. 
 An updated hybrid approach between NCC, LSM, FBM and SGM was used for 
high accuracy DSM extraction from the adjusted block aerial images. The model was 
automatically extracted, and it was improved manually, and validated against the ground 
truth obtained manually from GeoEye-1 images. The comparisons showed a similarity 
between the obtained DSM and the reference model, which allowed to use the obtained 
DSM as ground truth for accuracy validation of 3D models (shape and height validation), 
which were obtained from satellite images. 
Finally, to assess and validate the accuracy of using GeoEye-1 or Pleiades images in rapid 
change detection and mapping, the obtained DSM form GeoEye-1 and Pleiades N/B 
images were validated against the ground truth from aerial images, and the obtained 
results showed that the Pleiades image combination gave better 3D details than the DSM 
obtained from GeoEye-1.  
DSM from Pleiades N/B combination was used in the detection of destroyed urban areas, 
which occurred upon Bab al-Azizia area (Tripoli) in 2011. This test was carried out 
against the ground truth obtained from aerial images, and the detected buildings area 
showed that the Pleiades triplet images could be used successfully for emergency and fast 
evaluations of natural disasters in urban areas, with the accuracy of using aerial images.  
Building change detection test in this thesis also concluded that it was evident that the 
Pleiades triplet images can provide a great advantage over aerial images, in terms of effort 
and consumed time and other aspects, such as the logistic requirements for image or other 
data collection.  
7.2. The suggestions  
During this thesis work, enough experience has been gained, for example testing the 
different methods during images orientation, different hybrid approach for DSMs 
extraction and validation, and manual editing phases. This experience allows to make 
some suggestions, which can be recommended for further work. They are summarized in 
the following points.  
 The availability of space-borne platforms, acting as a near global image source, 
provide new data with increasing quality to scientific researchers. Their use should be 
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promoted in developing countries, in order to monitor and analyses the different 
environment applications.  
 Due to logistic requirements and non availability of GCPs, GeoEye-1 images can 
directly be used in some applications in the remote areas, with a reasonable planimetric 
accuracy of 2m.  
 For higher accuracy models extraction (DSM/DCM), the minimum number of one 
ground control point is enough to improve geolocation accuracy of GeoEye-1 images. 
 The availability of Pleiades triplet images can reduce the effort and time 
consumption to achieve manual measurements (cloud editing) for high details extraction, 
such as DSM/DCM. 
 Pleiades triplet images can be used alternatively to the aerial images in rapid 
evaluations in urban areas, with acceptable 3D details and height accuracy of sub meter 
accuracy (2/3 meter). 
 With the recent compatibility between Pleiades HR images and the Inpho Trimble 
Version 7.0.1 (advanced matching algorithms/manual editing), the 3D extractions in 
dense urban areas can be improved, and the obtained models can also be used directly in 
the municipality’s applications. 
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Annexes 
During this work, different datasets, such as Pleiades, GeoEye-1 images metadata, as well 
as the field of surveyed measurements, were used in image orientation and digital surface 
models extraction. In addition, this section presented the different results, which can 
explain and showing the results achieved in image orientation phase and the obtained 
DSMs in this work. 
Due to the large output result obtained from the used satellites and block of 70 aerial 
images orientation, did not allow to include the obtained results in the context of this 
thesis. The annex section presented the obtained results from the orientation phases and 
the other results concerning to 3D models extracted manually from GeoEye-1 images. In 
addition, the buildings detection areas were also included in the thesis annex.  
 GeoEye-1 metadata files 
In order to test GeoEye-1 satellite images for direct orientation, the zero polynomial 
adjustment order (RPC0) and the RPCs metadata file were used in the bias correction and 
optimize the geolocation accuracy in GeoEye-1 images. this work has been achieved, in 
particular to asses the accuracy of using GeoEye-1 images in the application on the remote 
areas. The used metadata files of GeoEye-1 images are presenting in annexed tables A1 
and A2.  
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Table A1: an RPC file of the GeoEye-1 left image. 
GeoEye-1 _00000000_ Panchromatic image _RPC file 
LINE_OFF: 10188pixel LINE_DEN_COEFF_2: 2.39E-03 SAMP_NUM_COEFF_13 1.94E-05 
SAMP_OFF: 10188pixel LINE_DEN_COEFF_3: 9.26E-03 SAMP_NUM_COEFF_14 -3.08E-06 
LAT_OFF: 32.850Deg LINE_DEN_COEFF_4: -3.15E-04 SAMP_NUM_COEFF_15 -1.51E-05 
LONG_OFF: 13.186 Deg LINE_DEN_COEFF_5: -1.32E-06 SAMP_NUM_COEFF_16 -2.06E-09 
HEIGHT_OFF: 56 meters LINE_DEN_COEFF_6: -3.59E-07 SAMP_NUM_COEFF_17 2.87E-08 
LINE_SCALE: 10188 pixel LINE_DEN_COEFF_7: -3.89E-06 SAMP_NUM_COEFF_18 -2.93E-06 
SAMP_SCALE: 10188 pixel  LINE_DEN_COEFF_8: 1.83E-07 SAMP_NUM_COEFF_19 -2.63E-07 
LAT_SCALE: 0.046 Deg LINE_DEN_COEFF_9: -5.32E-06 SAMP_NUM_COEFF_20 -6.20E-09 
LONG_SCALE: 0.0554Deg LINE_DEN_COEFF_10 -1.20E-07 SAMP_DEN_COEFF_1: 1.00E+00 
HEIGHT_SCALE: 59 meters LINE_DEN_COEFF_11 -1.39E-10 SAMP_DEN_COEFF_2: 1.31E-02 
LINE_NUM_COEFF_1: 8.41E-04 LINE_DEN_COEFF_12 -8.73E-11 SAMP_DEN_COEFF_3: -1.67E-02 
LINE_NUM_COEFF_2: 1.75E-02 LINE_DEN_COEFF_13 -2.23E-10 SAMP_DEN_COEFF_4: 4.45E-04 
LINE_NUM_COEFF_3: -1.02E+00 LINE_DEN_COEFF_14 -3.87E-11 SAMP_DEN_COEFF_5: -8.12E-06 
LINE_NUM_COEFF_4: 6.60E-03 LINE_DEN_COEFF_15 -2.09E-10 SAMP_DEN_COEFF_6: -4.15E-06 
LINE_NUM_COEFF_5: -2.26E-03 LINE_DEN_COEFF_16 1.65E-10 SAMP_DEN_COEFF_7: 2.65E-05 
LINE_NUM_COEFF_6: 1.13E-05 LINE_DEN_COEFF_17 1.90E-10 SAMP_DEN_COEFF_8: -5.20E-07 
LINE_NUM_COEFF_7: 1.53E-04 LINE_DEN_COEFF_18 -5.71E-10 SAMP_DEN_COEFF_9: 1.06E-05 
LINE_NUM_COEFF_8: -2.26E-04 LINE_DEN_COEFF_19 -1.68E-09 SAMP_DEN_COEFF_10: -3.07E-06 
LINE_NUM_COEFF_9: -9.43E-03 LINE_DEN_COEFF_20 2.41E-11 SAMP_DEN_COEFF_11: 6.55E-10 
LINE_NUM_COEFF_10 -6.68E-07 SAMP_NUM_COEFF_1 -9.37E-04 SAMP_DEN_COEFF_12: -6.68E-10 
LINE_NUM_COEFF_11 -4.04E-07 SAMP_NUM_COEFF_2 1.02E+00 SAMP_DEN_COEFF_13: 5.62E-10 
LINE_NUM_COEFF_12 -6.26E-07 SAMP_NUM_COEFF_3 1.75E-02 SAMP_DEN_COEFF_14: 6.04E-10 
LINE_NUM_COEFF_13 1.34E-06 SAMP_NUM_COEFF_4 2.07E-03 SAMP_DEN_COEFF_15: 5.45E-10 
LINE_NUM_COEFF_14 -4.69E-10 SAMP_NUM_COEFF_5 -1.73E-02 SAMP_DEN_COEFF_16: 7.40E-12 
LINE_NUM_COEFF_15 -2.85E-06 SAMP_NUM_COEFF_6: 5.77E-04 SAMP_DEN_COEFF_17: -4.42E-09 
LINE_NUM_COEFF_16 5.39E-06 SAMP_NUM_COEFF_7: 1.52E-05 SAMP_DEN_COEFF_18: -5.62E-10 
LINE_NUM_COEFF_17 1.43E-07 SAMP_NUM_COEFF_8: 1.33E-02 SAMP_DEN_COEFF_19: 1.07E-08 
LINE_NUM_COEFF_18 1.68E-08 SAMP_NUM_COEFF_9: -2.81E-04 SAMP_DEN_COEFF_20: 5.16E-10 
LINE_NUM_COEFF_19 1.12E-06 SAMP_NUM_COEFF_10 1.17E-06 
LINE_NUM_COEFF_20 -9.69E-10 SAMP_NUM_COEFF_11 2.54E-05 
ERR_BIAS: 1.03m 
LINE_DEN_COEFF_1: 1.00E+00 SAMP_NUM_COEFF_12 -5.48E-07 
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Table A2: an RPC - file of GeoEye-1 right image. 
GeoEye -1 _000000100_ Panchromatic image _RPC file 
LINE_OFF: 10188Pixel LINE_DEN_COEFF_2: 1.31E-02 SAMP_NUM_COEF_13 1.94E-05 
SAMP_OFF: 10188Pixel LINE_DEN_COEFF_3: -1.67E-02 SAMP_NUM_COEF_14 -3.08E-06 
LAT_OFF: 32.8503Deg LINE_DEN_COEFF_4: 4.45E-04 SAMP_NUM_COEF_15 -1.51E-05 
LONG_OFF: 13.1869Deg LINE_DEN_COEFF_5: -8.12E-06 SAMP_NUM_COEF_16 -2.06E-09 
HEIGHT_OFF: 56 Meters LINE_DEN_COEFF_6: -4.15E-06 SAMP_NUM_COEF_17 2.87E-08 
LINE_SCALE: 10188Pixel LINE_DEN_COEFF_7: 2.65E-05 SAMP_NUM_COEF_18 -2.93E-06 
SAMP_SCALE: 10188pixel LINE_DEN_COEFF_8: -5.20E-07 SAMP_NUM_COEF_19 -2.63E-07 
LAT_SCALE: 0.0468  Deg LINE_DEN_COEFF_9: 1.06E-05 SAMP_NUM_COEF_20 -6.20E-09 
LONG_SCALE: 0.0554Deg LINE_DEN_COEFF_10 -3.07E-06 SAMP_DEN_COEFF_1: 1.00E+00 
HEIGHT_SCALE: 59 Meters LINE_DEN_COEFF_11 6.55E-10 SAMP_DEN_COEFF_2: 1.31E-02 
LINE_NUM_COEFF_1: 8.51E-04 LINE_DEN_COEFF_12 -6.68E-10 SAMP_DEN_COEFF_3: -1.67E-02 
LINE_NUM_COEFF_2: 1.75E-02 LINE_DEN_COEFF_13 5.62E-10 SAMP_DEN_COEFF_4: 4.45E-04 
LINE_NUM_COEFF_3: -1.02E+00 LINE_DEN_COEFF_14 6.04E-10 SAMP_DEN_COEFF_5: -8.12E-06 
LINE_NUM_COEFF_4: -1.73E-03 LINE_DEN_COEFF_15 5.45E-10 SAMP_DEN_COEFF_6: -4.15E-06 
LINE_NUM_COEFF_5: -1.36E-02 LINE_DEN_COEFF_16 7.40E-12 SAMP_DEN_COEFF_7: 2.65E-05 
LINE_NUM_COEFF_6: -9.31E-06 LINE_DEN_COEFF_17 -4.42E-09 SAMP_DEN_COEFF_8: -5.20E-07 
LINE_NUM_COEFF_7: -6.77E-04 LINE_DEN_COEFF_18 -5.62E-10 SAMP_DEN_COEFF_9: 1.06E-05 
LINE_NUM_COEFF_8: -3.90E-05 LINE_DEN_COEFF_19 1.07E-08 SAMP_DEN_COEFF_10: -3.07E-06 
LINE_NUM_COEFF_9: 1.70E-02 LINE_DEN_COEFF_20 5.16E-10 SAMP_DEN_COEFF_11: 6.55E-10 
LINE_NUM_COEFF_10 -1.18E-06 SAMP_NUM_COEFF_1 -9.37E-04 SAMP_DEN_COEFF_12: -6.68E-10 
LINE_NUM_COEFF_11 1.91E-06 SAMP_NUM_COEFF_2 1.02E+00 SAMP_DEN_COEFF_13: 5.62E-10 
LINE_NUM_COEFF_12 -3.49E-06 SAMP_NUM_COEFF_3 1.75E-02 SAMP_DEN_COEFF_14: 6.04E-10 
LINE_NUM_COEFF_13 8.17E-06 SAMP_NUM_COEFF_4 2.07E-03 SAMP_DEN_COEFF_15: 5.45E-10 
LINE_NUM_COEFF_14 -4.69E-08 SAMP_NUM_COEFF_5 -1.73E-02 SAMP_DEN_COEFF_16: 7.40E-12 
LINE_NUM_COEFF_15 4.83E-06 SAMP_NUM_COEFF_6: 5.77E-04 SAMP_DEN_COEFF_17: -4.42E-09 
LINE_NUM_COEFF_16 -1.08E-05 SAMP_NUM_COEFF_7: 1.52E-05 SAMP_DEN_COEFF_18: -5.62E-10 
LINE_NUM_COEFF_17 2.92E-06 SAMP_NUM_COEFF_8: 1.33E-02 SAMP_DEN_COEFF_19: 1.07E-08 
LINE_NUM_COEFF_18 -1.97E-07 SAMP_NUM_COEFF_9: -2.81E-04 SAMP_DEN_COEFF_20: 5.16E-10 
LINE_NUM_COEFF_19 -2.24E-05 SAMP_NUM_COEF_10 1.17E-06 
LINE_NUM_COEFF_20 5.06E-09 SAMP_NUM_COEF_11 2.54E-05 
ERR_BIAS: 1.03m 
LINE_DEN_COEFF_1: 1.00E+00 SAMP_NUM_COEF_12 -5.48E-07 
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 Satellites image orientation results 
In this thesis, different techniques were used to assess the bias error in GeoEye-1 satellite 
images orientation phase.  
 The mathematical rational polynomial formulas (RPF), based on the image RPCs 
were peogrammed manually and applied to GeoEye-1 images (results presented in section 
4.4.2.1.). RPFs included in PCI were applied to GeoEye-1, in order to validate the geo-
position accuracy of used images. OrthoEngine includes a tools allow to check the 
mathematical calculations. Theses calculations determines if the obtained parameters 
(shift) of RPC0/ RPC1 adjustment orders are good enough or not. The obtained results by 
OrthoEngine were compared with the corresponding results obtained by RPFs 
programmed manually, and these comparison showed that the used RPFs gave the similar 
average planimetric shift in GoEye-1 images. This section presents the obtained shift and 
the image coordinates, and the georeferenced coordinates of used GCPs. 
Project Report for New Project 
------------------------------ 
General project information 
    Filename    : GeoEye-PCI2015.prj 
    Description : GeoEye-1 Left image 
    Adjusment polynominal order (RPC0) 
 
    Resolution     : 0.50   0.50 m 
    Georeferencing : UTM    33 S D000 
    Active GCPs : 8  Check GCPs : 0  TPs : 0 
    Date Added   : 07/20/2013 
    Date Updated : 05/27/2015 
 
    Channels             : 1  
    Size                 : 20376 P x 20376 L 
 
    Upper Left           : 332464.50    3636913.50 
    Lower Right          : 335306.50    3635475.00 
    Status               : Ortho done 
 
    Clip Area : Entire Image 
    Line_Offset         : 1.0188000000000000e+004 
    Sample_Offset       : 1.0188000000000000e+004 
    Latitude_Offset     : 3.2850299999999997e+001 
    Longitude_Offset    : 1.3186900000000000e+001 
    Height_Offset       : 5.6000000000000000e+001 
    Line_Scale          : 1.0188000000000000e+004 
    Sample_Scale        : 1.0188000000000000e+004 
    Latitude_Scale      : 4.6800000000000001e-002 
    Longitude_Scale     : 5.5399999999999998e-002 
    Height_Scale        : 5.9000000000000000e+001 
    No. of Coefficients : 20 
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    Sample Numerator    : Values 
    Const               : -9.3458721911073397e-004 
    X                   : 1.0178687951568599e+000 
    Y                   : 1.7483487835788999e-002 
    Z                   : -3.3807847100535201e-005 
    X * Y               : 8.9301176276329504e-003 
    X * Z               : -2.2223237667604300e-004 
    Y * Z               : 2.6874000742377501e-005 
    X**2                : 2.4240323675349599e-003 
    Y**2                : 1.7306883945442599e-004 
    Z**2                : -1.9327456926181599e-007 
    X * Y * Z           : -2.9103099511216899e-006 
    X**3                : 2.3699894954039600e-007 
    X * Y**2            : -1.0705333519438800e-005 
    X * Z**2            : -1.4526517335950499e-007 
    Y * X**2            : -2.6531041799087199e-006 
    Y**3                : 7.9970058303453993e-009 
    Y * Z**2            : -7.2910757473419303e-009 
    Z * X**2            : -1.1334147530476100e-007 
    Z * Y**2            : 4.6180485240658602e-007 
    Z**3                : 1.6512377622250301e-011 
    Sample Denominator  : Values 
    Const               : 1.0000000000000000e+000 
    X                   : 2.3878155961803600e-003 
    Y                   : 9.2579620459927996e-003 
    Z                   : -3.1546610070990301e-004 
    X * Y               : -1.3219746976855599e-006 
    X * Z               : -3.5918412459405702e-007 
    Y * Z               : -3.8932542998913404e-006 
    X**2                : 1.8343571271177199e-007 
    Y**2                : -5.3202313561537400e-006 
    Z**2                : -1.2034259346065999e-007 
    X * Y * Z           : -1.3869901740310299e-010 
    X**3                : -8.7252500588257704e-011 
    X * Y**2            : -2.2338776704149800e-010 
    X * Z**2            : -3.8685146583663397e-011 
    Y * X**2            : -2.0914393636800499e-010 
    Y**3                : 1.6544100321738099e-010 
    Y * Z**2            : 1.8998246959449300e-010 
    Z * X**2            : -5.7111856745761399e-010 
    Z * Y**2            : -1.6845333290414299e-009 
    Z**3                : 2.4108705874811899e-011 
    Line Numerator      : Values 
    Const               : 8.4086521028269403e-004 
    X                   : 1.7480131958610898e-002 
    Y                   : -1.0186816428109300e+000 
    Z                   : 6.5985292318809299e-003 
    X * Y               : -2.2577095024955800e-003 
    X * Z               : 1.1342375535658399e-005 
    Y * Z               : 1.5318444140237001e-004 
    X**2                : -2.2558197889158000e-004 
    Y**2                : -9.4344253301765300e-003 
    Z**2                : -6.6840021326393595e-007 
    X * Y * Z           : -4.0415273577278198e-007 
    X**3                : -6.2619239333610497e-007 
 [References and annexes] 
138 
    X * Y**2            : 1.3418182912580200e-006 
    X * Z**2            : -4.6900314656075404e-010 
    Y * X**2            : -2.8511167974095001e-006 
    Y**3                : 5.3869521541285797e-006 
    Y * Z**2            : 1.4275355468242200e-007 
    Z * X**2            : 1.6843818602025699e-008 
    Z * Y**2            : 1.1169074571040501e-006 
    Z**3                : -9.6942466643366690e-010 
    Line Denominator    : Values 
    Const               : 1.0000000000000000e+000 
    X                   : 2.3878155961803600e-003 
    Y                   : 9.2579620459927996e-003 
    Z                   : -3.1546610070990301e-004 
    X * Y               : -1.3219746976855599e-006 
    X * Z               : -3.5918412459405702e-007 
    Y * Z               : -3.8932542998913404e-006 
    X**2                : 1.8343571271177199e-007 
    Y**2                : -5.3202313561537400e-006 
    Z**2                : -1.2034259346065999e-007 
    X * Y * Z           : -1.3869901740310299e-010 
    X**3                : -8.7252500588257704e-011 
    X * Y**2            : -2.2338776704149800e-010 
    X * Z**2            : -3.8685146583663397e-011 
    Y * X**2            : -2.0914393636800499e-010 
    Y**3                : 1.6544100321738099e-010 
    Y * Z**2            : 1.8998246959449300e-010 
    Z * X**2            : -5.7111856745761399e-010 
    Z * Y**2            : -1.6845333290414299e-009 
    Z**3                : 2.4108705874811899e-011 
    Adjust X0 (a0)      : 4.2566520639783922e-001 
    Adjust Y0 (b0)      : 3.4595021414852405e+000 
 
Image cooredenate. 
GCP ID     Elev (m)         Image X (P)     mage Y (L)     STD 
--------------------------------------------------------------
G001       13.67            4969.27         3670.45   +/- 0.10 
G002       13.57            4840.92         3679.51   +/- 0.10 
G006       26.80            19931.98        10591.22  +/- 0.10 
G007       25.79            16056.73        15322.32  +/- 0.10 
G009       21.49            853.76          12467.17  +/- 0.10 
G010       26.32            19948.00        10521.51  +/- 0.10 
G012       17.47            11424.19        9084.30   +/- 0.10 
G019       5.91             19270.17        541.08    +/- 0.10 
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Ground coordinate 
GCP ID         Georef X(LONG)       Georef Y(LAT)        STD   
-------------------------------------------------------------- 
G001             13.1585               32.8793       +/- 1.00 
G002             13.1578               32.8792       +/- 1.00 
G006             13.2390               32.8493       +/- 1.00 
G007             13.2188               32.8277       +/- 1.00 
G009             13.1373               32.8393       +/- 1.00 
G010             13.2391               32.8496       +/- 1.00 
G012             13.1934               32.8554       +/- 1.00 
G019             13.2346               32.8944       +/- 1.00 
 
 
Description : GeoEye-1 right image 
Adjusment polynominal order (RPC0) 
Active GCPs : 8  Check GCPs : 0  TPs : 0 
 
    Date Added   : 07/20/2013 
    Date Updated : 05/27/2015 
    Channels             : 1  
    Size                 : 20376 P x 20376 L 
    Upper Left           : 325228.50 3641247.00 
    Lower Right          : 335428.50 3631058.00 
    Status               : Ortho done 
 
    Clip Area : Entire Image 
    Line_Offset         : 1.0188000000000000e+004 
    Sample_Offset       : 1.0188000000000000e+004 
    Latitude_Offset     : 3.2850299999999997e+001 
    Longitude_Offset    : 1.3186900000000000e+001 
    Height_Offset       : 5.6000000000000000e+001 
    Line_Scale          : 1.0188000000000000e+004 
    Sample_Scale        : 1.0188000000000000e+004 
    Latitude_Scale      : 4.6800000000000001e-002 
    Longitude_Scale     : 5.5399999999999998e-002 
    Height_Scale        : 5.9000000000000000e+001 
 
    No. of Coefficients : 20 
    Sample Numerator    : Values 
    Const               : -9.3722862796386799e-004 
    X                   : 1.0178587874060501e+000 
    Y                   : 1.7507795763772101e-002 
    Z                   : 2.0652587715673599e-003 
    X * Y               : -1.7321941967847601e-002 
    X * Z               : 5.7727180485394702e-004 
    Y * Z               : 1.5204511828979001e-005 
    X**2                : 1.3288882841292300e-002 
    Y**2                : -2.8129586735064799e-004 
    Z**2                : 1.1708177718248299e-006 
    X * Y * Z           : 2.5354804411105301e-005 
    X**3                : -5.4816616185524203e-007 
    X * Y**2            : 1.9416335515931602e-005 
    X * Z**2            : -3.0789522959293501e-006 
    Y * X**2            : -1.5130170380313500e-005 
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    Y**3                : -2.0567346839222799e-009 
    Y * Z**2            : 2.8669188150695099e-008 
    Z * X**2            : -2.9269752369035801e-006 
    Z * Y**2            : -2.6257567717017098e-007 
    Z**3                : -6.2030330697745400e-009 
    Sample Denominator  : Values 
    Const               : 1.0000000000000000e+000 
    X                   : 1.3061907958550001e-002 
    Y                   : -1.6716623419024100e-002 
    Z                   : 4.4542219506692301e-004 
    X * Y               : -8.1216104064843006e-006 
    X * Z               : -4.1457440775480503e-006 
    Y * Z               : 2.6451642325338000e-005 
    X**2                : -5.2022306495964103e-007 
    Y**2                : 1.0618731625754499e-005 
    Z**2                : -3.0698898268549402e-006 
    X * Y * Z           : 6.5506016102576403e-010 
    X**3                : -6.6833231499907199e-010 
    X * Y**2            : 5.6167083190961599e-010 
    X * Z**2            : 6.0365377763864395e-010 
    Y * X**2            : 5.4470880553836898e-010 
    Y**3                : 7.4009589051944206e-012 
    Y * Z**2            : -4.4215094148844201e-009 
    Z * X**2            : -5.6185553596022695e-010 
    Z * Y**2            : 1.0677922630242701e-008 
    Z**3                : 5.1589441076614395e-010 
    Line Numerator      : Values 
    Const               : 8.5134480358095598e-004 
    X                   : 1.7489238690571500e-002 
    Y                   : -1.0187036303140999e+000 
    Z                   : -1.7334941541897199e-003 
    X * Y               : -1.3585287537298299e-002 
    X * Z               : -9.3090220434164308e-006 
    Y * Z               : -6.7693337251878102e-004 
    X**2                : -3.9018662553173503e-005 
    Y**2                : 1.7025621708283499e-002 
    Z**2                : -1.1849473168059300e-006 
    X * Y * Z           : 1.9057836950807501e-006 
    X**3                : -3.4918537193951200e-006 
    X * Y**2            : 8.1748621458981892e-006 
    X * Z**2            : -4.6908909756726497e-008 
    Y * X**2            : 4.8281557549076703e-006 
    Y**3                : -1.0760665082481200e-005 
    Y * Z**2            : 2.9183877003631998e-006 
    Z * X**2            : -1.9738212617199199e-007 
    Z * Y**2            : -2.2396253489020698e-005 
    Z**3                : 5.0580176349077997e-009 
    Line Denominator    : Values 
    Const               : 1.0000000000000000e+000 
    X                   : 1.3061907958550001e-002 
    Y                   : -1.6716623419024100e-002 
    Z                   : 4.4542219506692301e-004 
    X * Y               : -8.1216104064843006e-006 
    X * Z               : -4.1457440775480503e-006 
    Y * Z               : 2.6451642325338000e-005 
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    X**2                : -5.2022306495964103e-007 
    Y**2                : 1.0618731625754499e-005 
    Z**2                : -3.0698898268549402e-006 
    X * Y * Z           : 6.5506016102576403e-010 
    X**3                : -6.6833231499907199e-010 
    X * Y**2            : 5.6167083190961599e-010 
    X * Z**2            : 6.0365377763864395e-010 
    Y * X**2            : 5.4470880553836898e-010 
    Y**3                : 7.4009589051944206e-012 
    Y * Z**2            : -4.4215094148844201e-009 
    Z * X**2            : -5.6185553596022695e-010 
    Z * Y**2            : 1.0677922630242701e-008 
    Z**3                : 5.1589441076614395e-010 
    Adjust X0 (a0)      : 1.8396850578697199e+000 
    Adjust Y0 (b0)      : -7.6330048583245114e-001 
 
Image coordenate. 
GCP ID      Elev (m)      Image X (P)     Image Y (L)    STD   
-------------------------------------------------------------- 
G001        13.67          4967.14       3681.13     +/- 0.10 
G002        13.57          4839.50       3688.95     +/- 0.10 
G006        26.80          19934.38      10581.46    +/- 0.10 
G007        25.78          16059.92      15314.04    +/- 0.10 
G009        21.50          853.47        12466.72    +/- 0.10 
G010        26.32          19951.06      10511.03    +/- 0.10 
G012        17.47          11422.97      9088.90     +/- 0.10 
G019        5.90           19264.95      562.85      +/- 0.10 
 
Ground coordinate 
GCP ID            Georef X            Georef Y          STD  
-------------------------------------------------------------- 
G001               13.1585            32.8793        +/- 1.00  
G002               13.1578            32.8792        +/- 1.00 
G006               13.2390            32.8493        +/- 1.00 
G007                 13.2188              32.8277        +/- 1.00 
G009               13.1373            32.8393        +/- 1.00 
G010               13.2391            32.8496        +/- 1.00 
G012               13.1934            32.8554        +/- 1.00 
G019               13.2346            32.8944        +/- 1.00 
 In order to assess the accuracy differences between GeoEye-1 and Pleiades images 
for high quality DSM extraction, the geolocation accuracy of the RPC models provided 
were improved, and nine GCPs distributed upon the study area were used in indirect 
orientation phase using the PCI Geomatica. The obtained results from orientation phase 
of Pleiades triplet and GeoEye-1 stereo pair images based on the polynomial adjustment 
orders RPC0 and RPC1 are included in annex tables B1, B2,………and B6. 
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Table B1: Pleiades images (F/B) mode with Ground units and RPC0 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC0 adjustment.  
GCPs: 16         RMSx = 0.82  RMSy = 1.29  (pixel) 
Listing: GCPs / Pleiades Forward/ Backward images 
GCP 
ID 
RMS 
(pixel) 
Residual 
(pixel) Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y 
G10 2.48 -0.87 -2.32 ple531 32558.50 19887.70 32557.70 19885.40 
G19 2.40 0.51 2.34 ple531 31687.30 10329.60 31687.80 10331.90 
G10 2.11 -0.33 -2.09 ple059 32279.00 19673.10 32278.70 196710 
G19 2.01 1.79 0.92 ple059 31432.20 10422.90 31434.00 10423.80 
G12 1.96 -1.26 -1.5 ple531 23856.80 18600.60 23855.50 18599.10 
G02 1.58 0.24 1.56 ple531 17058.00 13468.20 17058.30 13469.80 
G09 1.45 -0.33 1.41 ple059 13273.10 21393.70 13272.70 21395.10 
G07 1.42 -0.40 -1.36 ple059 28474.30 24108.80 28473.90 24107.50 
G12 1.40 -1.26 0.62 ple059 23751.80 18307.80 23750.50 18308.40 
G09 1.27 1.17 -0.49 ple531 13155.70 21948.50 13156.80 21948.00 
G07 0.90 -0.76 0.49 ple531 28686.60 24538.20 28685.90 24538.70 
G04 0.88 0.87 -0.12 ple531 21622.00 9822.00 21622.80 9821.90 
G02 0.86 0.38 0.77 ple059 17099.70 13270.90 17100.10 13271.70 
G04 0.56 0.08 -0.56 ple059 21570.90 9801.90 21571.00 9801.30 
G06 0.29 0.07 0.29 ple059 32263.60 19735.60 32263.70 19735.90 
G06 0.10 0.08 0.06 ple531 32542.50 19952.40 32542.60 19952.50 
 
Residual  Summary for pleaides (F)   
Number of used GCPs= 8 RMSx =0.82 pixel,  and RMSy =1.42 (pixel) 
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Table B2: Pleiades images (F/B) mode with Ground units and RPC1 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC1 adjustment.  
GCPs: 16      RMSx = 0.61      RMSy = 1.10   (pixel)  
Listing: GCPs / Pleiades Forward/ Backward images  
GCP 
ID 
RMS 
(pixel) 
Residual 
(pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x y x y 
G10 2.01 -0.32 -1.99 531ple 32558.50 19887.70 32558.20 19885.70 
G12 1.84 -1.25 -1.35 531ple 23856.80 18600.60 23855.60 18599.20 
G19 1.60 0.44 1.54 531ple 31687.30 10329.60 31687.70 10331.10 
G19 1.47 0.95 1.12 059ple 31432.20 10422.90 31433.20 10424.00 
G10 1.41 -0.31 -1.37 059ple 32279.00 19673.10 32278.70 19671.70 
G07 1.37 -0.14 1.36 531ple 28686.60 24538.20 28686.50 24539.60 
G04 1.29 -0.51 -1.18 059ple 21570.90 9801.90 21570.40 9800.70 
G12 1.24 -1.10 0.57 059ple 23751.80 18307.80 23750.70 18308.40 
G02 1.14 -0.41 1.07 531ple 17058.00 13468.20 17057.60 13469.30 
G04 1.05 0.24 -1.02 531ple 21622.00 9822.00 21622.20 9821.00 
G06 1.01 0.09 1.00 059ple 32263.60 19735.60 32263.70 19736.60 
G09 0.82 0.82 0.01 531ple 13155.70 21948.50 13156.50 21948.50 
G09 0.80 0.45 0.67 059ple 13273.10 21393.70 13273.50 21394.40 
G07 0.77 0.17 -0.75 059ple 28474.30 24108.80 28474.40 24108.10 
G06 0.74 0.62 0.40 531ple 32542.50 19952.40 32543.10 19952.80 
G02 0.26 0.26 -0.05 059ple 17099.70 13270.90 17100.00 13270.80 
 
Residual Summary for Pleaides (B) 
Number of used GCPs= 8 RMSx =0.63 pixel,  and RMSy =1.24 (pixel) 
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Table B3: Pleiades images (F/N) mode with Ground units and RPC0 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC0 adjustment. 
GCPs: 18 RMSx = 1.00 RMSy = 1.25  (pixel) 
Listing: GCPs / Pleiades Forward/ Nadir images 
GCP 
ID 
RMS 
(pixel) 
Residual 
 (pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y  
G02 2.64 1.41 2.23 ple344 16971.40 13859.30 16972.80 13861.50 
G19 2.51 0.29 2.49 ple344 31909.70 10466.50 31910.00 10468.90 
G12 2.07 -1.58 -1.33 ple344 23910.50 19158.10 23908.90 19156.80 
G12 2.02 -2.02 -0.12 ple059 23752.80 18308.50 23750.80 18308.40 
G02 1.97 1.25 1.52 ple059 17099.10 13270.10 17100.30 13271.60 
G10 1.79 -1.25 -1.29 ple344 32796.20 20434.30 32795.00 20433.00 
G10 1.76 -0.13 -1.75 ple059 32279.10 19672.70 32279.00 19670.90 
G07 1.66 -1.60 -0.43 ple344 28838.10 25315.90 28836.50 25315.50 
G04 1.50 0.89 -1.20 ple344 21631.90 10018.00 21632.80 10016.80 
G09 1.40 -0.07 1.40 ple059 13273.10 21393.70 13273.00 21395.10 
G06 1.37 0.54 -1.26 ple059 32263.40 19737.20 32263.90 19735.90 
G09 1.32 1.19 0.57 ple344 12985.30 22731.00 12986.50 22731.60 
G06 1.30 0.91 -0.92 ple344 32778.50 20504.10 32779.50 20503.20 
G19 0.92 0.22 0.90 ple059 31434.10 10423.00 31434.30 10423.90 
G07 0.81 0.02 -0.81 ple059 28474.10 24108.20 28474.10 24107.40 
G04 0.62 0.47 -0.41 ple059 21570.80 9801.70 21571.30 9801.30 
G20 0.61 -0.30 0.54 ple059 21681.20 9608.90 21680.90 9609.50 
G20 0.31 -0.30 -0.1 ple344 21747.60 9806.20 21747.30 9806.10 
 
Residual Summary for Pleiades (F)  
Number of used GCPs= 9 RMSx =0.84 pixel,  and RMSy =1.1 (pixel) 
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Table B4: Pleiades images (F/N) mode with Ground units and RPC1 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC1 adjustment. 
GCPs: 18 RMSx = 0.88 RMSy = 1.02   (pixel) 
Listing: GCPs / Pleiades Forward/ Nadir images 
GCP 
ID 
RMS 
(pixel) 
Residual 
 (pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y  
G19 2.32 0.39 2.28 ple344 31909.70 10466.50 31910.10 10468.70 
G12 1.95 -1.95 -0.10 ple059 23752.80 18308.50 23750.80 18308.40 
G12 1.93 -1.50 -1.20 ple344 23910.50 19158.10 23909.00 19156.90 
G04 1.86 0.25 -1.84 ple344 21631.90 10018.00 21632.20 10016.20 
G02 1.83 0.68 1.70 ple344 16971.40 13859.30 16972.10 13861.00 
G06 1.72 1.68 -0.35 ple344 32778.50 20504.10 32780.20 20503.80 
G19 1.31 0.05 1.31 ple059 31434.10 10423.00 31434.20 10424.30 
G02 1.24 1.12 0.52 ple059 17099.10 13270.10 17100.20 13270.60 
G20 1.21 -0.95 -0.75 ple344 21747.60 9806.20 21746.70 9805.40 
G04 1.14 0.25 -1.11 ple059 21570.80 9801.70 21571.00 9800.60 
G09 0.91 0.72 0.55 ple344 12985.30 22731.00 12986.10 22731.60 
G07 0.89 -0.81 0.35 ple344 28838.10 25315.90 28837.30 25316.30 
G10 0.86 -0.48 -0.72 ple344 32796.20 20434.30 32795.70 20433.50 
G06 0.72 0.68 -0.23 ple059 32263.40 19737.20 32264.10 19736.90 
G10 0.72 0.02 -0.72 ple059 32279.10 19672.70 32279.10 19672.00 
G20 0.56 -0.53 -0.17 ple059 21681.20 9608.90 21680.70 9608.70 
G09 0.45 0.06 0.44 ple059 13273.10 21393.70 13273.10 21394.10 
G07 0.31 0.30 0.06 ple059 28474.10 24108.20 28474.40 24108.30 
 
Residual Summary for Pleiades (F) 
Number of used GCPs= 9 RMSx =0.81pixel,   and RMSy =0.67 (pixel) 
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Table B5: Pleiades images (N/B) mode with Ground units and RPC0 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC0 adjustment. 
GCPs: 18        RMSx = 1.09 RMSy = 0.94  (pixel) 
Listing: GCPs / Pleiades Nadir/ Backward images 
GCP 
ID 
RMS 
(pixel) 
Residual 
 (pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y  
G19 2.61 2.51 0.74 ple531 31685.20 10331.00 31687.70 10331.70 
G19 2.07 1.09 1.76 ple344 31908.60 10467.20 31909.70 10469.00 
G07 2.04 -1.97 -0.52 ple344 28838.20 25316.00 28836.20 25315.50 
G12 2.00 -1.01 -1.72 ple344 23909.60 19158.50 23908.60 19156.80 
G06 1.86 1.39 -1.24 ple344 32777.80 20504.50 32779.20 20503.20 
G07 1.61 -1.61 0.13 ple531 28687.30 24538.30 28685.70 24538.40 
G01 1.28 0.49 1.18 ple344 16972.00 13860.30 16972.50 13861.50 
G10 1.07 -0.86 -0.63 Ple531 32558.40 19885.80 32557.60 19885.10 
G09 1.07 0.27 1.03 Ple344 12986.00 22730.60 12986.20 22731.60 
G01 1.03 -0.41 0.95 ple531 17058.60 13468.60 17058.20 13469.50 
G10 1.00 -0.30 -0.96 ple344 32795.00 20433.90 32794.70 20433.00 
G12 0.86 -0.47 -0.72 ple531 23855.90 18599.60 23855.40 18598.80 
G09 0.73 0.71 0.18 ple531 13156.00 21947.60 13156.70 21947.80 
G06 0.60 0.37 -0.47 ple531 32542.10 19952.70 32542.40 19952.20 
G20 0.47 0.03 0.47 Ple344 21747.00 9805.60 21747.00 9806.10 
G20 0.30 -0.24 -0.18 ple531 21735.30 9620.00 21735.10 9619.90 
 
Residual Summary for  Pleiades (B)  
Number of used GCPs= 8 RMSx =10.16 pixel,   and RMSy =0.58 (pixel) 
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Table B6: Pleiades images (N/B) mode with Ground units and RPC1 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC1 adjustment. 
GCPs: 16        RMSx = 0.94 RMSy = 0.72  (pixel) 
Listing: GCPs / Pleiades Nadir/ Backward images 
GCP 
ID 
RMS 
(pixel) 
Residual 
 (pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y  
G12 1.88 -0.88 -1.66 ple344 23909.60 19158.50 23908.80 19156.80 
G19 1.82 1.70 0.64 ple531 31685.20 10331.00 31686.90 10331.60 
G06 1.64 1.56 -0.49 ple344 32777.80 20504.50 32779.30 20504.00 
G19 1.45 0.40 1.39 ple344 31908.60 10467.20 31909.00 10468.60 
G07 1.43 -1.34 0.51 ple344 28838.20 25316.00 28836.90 25316.50 
G09 1.34 1.34 0.06 ple531 13156.00 21947.60 13157.30 21947.60 
G20 1.14 -1.00 -0.55 ple531 21735.30 9620.00 21734.30 9619.50 
G09 1.14 0.81 0.80 ple344 12986.00 22730.60 12986.80 22731.40 
G07 1.02 -0.90 0.49 ple531 28687.30 24538.30 28686.40 24538.80 
G01 0.93 -0.71 0.61 ple531 17058.60 13468.60 17057.90 13469.20 
G20 0.87 -0.64 -0.59 Ple344 21747.00 9805.60 21746.30 9805.00 
G12 0.77 -0.32 -0.7 ple531 23855.90 18599.60 23855.60 18598.90 
G10 0.76 -0.68 -0.35 Ple531 32558.40 19885.80 32557.70 19885.40 
G06 0.58 0.55 -0.19 ple531 32542.10 19952.70 32542.60 19952.50 
G01 0.33 0.22 0.25 ple344 169720.00 13860.30 16972.20 13860.60 
G10 0.25 -0.13 -0.21 ple344 327950.00 20433.90 32794.80 20433.70 
 
Residual Summary for Pleiades (B) 
Number of used GCPs= 8 RMSx =0.99 pixel,  and RMSy =0.50 (pixel) 
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Table B7: GeoEye-1 stereo-pair image (Left / Right) with Ground units and RPC0 
polynomial adjustment order. 
GCPs point residual summary for two images residual with RPC0 adjustment. 
GCPs: 16       RMSx =0.75      RMSy = 1.11    (pixel) 
Listing: GCPs / GeoEye-1 (Left / Right) images 
GCP 
ID 
RMS 
(pixel) 
Residual 
(pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y  
G10 2.45 0.94 -2.26 Left 19948.00 10521.50 19948.90 10519.30 
G01 2.11 -0.98 1.87 Left 4969.30 3670.50 4968.30 3672.30 
G19 1.80 -0.55 1.72 Left 19270.20 541.10 19269.60 542.80 
G06 1.80 0.82 -1.60 Left 19932.00 10591.20 19932.8 10589.60 
G06 1.51 1.09 -1.04 Right 19934.40 10581.50 19935.50 10580.40 
G09 1.40 -0.11 1.40 Left 853.80 12467.20 853.70 12468.60 
G01 1.29 -0.95 0.88 Right 4967.10 3681.10 4966.20 3682.00 
G12 1.00 -0.99 -0.15 Left 11424.20 9084.30 11423.20 9084.20 
G02 0.99 0.9 -0.41 Left 4840.90 3679.50 4841.80 3679.10 
G09 0.97 0.95 0.19 Right 853.50 12466.70 854.40 12466.90 
G19 0.94 -0.26 0.90 Right 19264.90 562.80 19264.70 563.80 
G07 0.93 -0.92 -0.07 Right 16059.90 15314.00 16059.00 15314 
G12 0.73 -0.48 -0.55 Right 11423.00 9088.90 11422.50 9088.30 
G07 0.57 -0.04 -0.57 Left 16056.70 15322.30 16056.70 15321.80 
G10 0.48 0.38 -0.29 Right 19951.10 10511.00 19951.40 10510.70 
G02 0.19 0.19 -0.02 Right 4839.50 3689.00 4839.70 3688.90 
 
Residual Summary for Right image 
Number of used GCPs= 8 RMSx =0.74pixel,  and RMSy =0.62 (pixel) 
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Table B8: GeoEye-1 images (Left / Right) with Ground units and RPC1 polynomial 
adjustment order. 
GCPs point residual summary for two images residual with RPC1 adjustment. 
GCPs: 16       RMSx =0.72      RMSy = 0.80    (pixel) 
Listing: GCPs / GeoEye-1 (Left / Right) images 
GCP 
ID 
RMS 
(pixel) 
Residual 
(pixel) 
Image 
Mode 
Calculated coordinates 
 (pixel) 
Identified coordinates 
(pixel) 
x y x  y  x  y 
G02 2.06 1.23 -1.66 Left 4840.90 3679.50 4842.10 3677.80 
 G19 1.56 -0.49 1.49 Left 19270.20 541.10 19269.70 542.600 
G10 1.41 0.68 -1.24 Left 19948.00 10521.50 19948.70 10520.30 
G06 1.24 1.02 -0.70 Right 19934.40 10581.50 19935.40 10580.80 
G07 1.23 -1.13 0.49 Right 16059.90 15314.00 16058.80 15314.50 
G12 1.00 -1.00 -0.12 Left 11424.20 9084.30 11423.20 9084.20 
G01 0.91 -0.66 0.63 Left 4969.30 3670.50 4968.60 3671.10 
G01 0.91 -0.81 0.42 Right 4967.10 3681.10 4966.30 3681.50 
G09 0.86 0.83 0.21 Right 853.50 12466.70 854.30 12466.90 
G09 0.81 0.05 0.81 Left 853.80 12467.20 853.80 12468.00 
G06 0.79 0.55 -0.57 Left 19932.00 10591.20 19932.50 10590.70 
G07 0.75 -0.36 0.65 Left 16056.70 15322.30 16056.40 15323.00 
G12 0.72 -0.5 -0.51 Right 11423.00 9088.90 11422.50 9088.40 
G02 0.59 0.33 -0.49 Right 4839.50 3689.00 4839.80 3688.50 
G19 0.56 -0.04 0.56 Right 19264.90 562.80 19264.90 563.40 
G10 0.31 0.31 0.04 Right 19951.10 10511.00 19951.40 10511.10 
 
Residual Summary for Right image 
Number of used GCPs=8 RMSx =0.72 pixel,  and RMSy =0.47 (pixel) 
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 block of aerial images orientations results 
Due to the high number of used aerial images in this thesis, the block orientation results 
were not show in the chapter 4 context. This section shows the used GCPs collected from 
GeoEye-1 images (oriented images), which were used as data sets for aerial images 
orientation. Annex table C1, C2,…….and C5 represent the used GCPs in block of aerial 
images orientation, and the annexes table D1, D2,……, and D21 show the orientation 
results and the obtained accuracy of used points in each image. 
Table C1: 3D points measured from corrected GeoEye-1 images and used in aerial 
image orientation. 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
m57 328971.60 3637390.00 49.68 142 329463.50 3638043.00 47.30 
64 330505.60 3638485.00 45.90 138 329198.60 3637663.00 48.62 
65 331163.80 3639218.00 50.50 139 329175.80 3637667.00 48.90 
m58 329260.10 3636459.00 51.03 144 328982.90 3638374.00 45.10 
70 330794.60 3639748.00 49.02 150 329586.70 3639351.00 46.22 
66 331163.40 3639230.00 50.50 151 329578.80 3639330.00 46.68 
71 331442.70 3639867.00 45.29 Q10 328193.30 3639055.00 48.04 
160 328843.60 3640239.00 37.42 148 329558.60 3639094.00 43.50 
156 329545.60 3639544.00 43.95 149 329558.50 3639085.00 43.51 
Q14 328482.60 3639038.00 48.01 Q12 329166.10 3639434.00 45.37 
157 329254.60 3639994.00 44.85 154 329545.60 3639564.00 43.61 
Q20 328700.00 3638440.00 45.23 155 329538.30 3639555.00 43.72 
166 329979.50 3641190.00 33.34 e1 328620.20 3641022.00 34.31 
Q24 328740.40 3638294.00 47.33 d7 329730.00 3639979.00 39.71 
m55 329399.60 3637378.00 50.72 128 331119.30 3637047.00 48.26 
62 330801.90 3638598.00 49.43 129 331122.10 3637055.00 48.60 
58 331075.00 3638848.00 47.95 134 328865.60 3636949.00 50.24 
m61 329673.50 3636637.00 60.87 135 328827.60 3636935.00 49.36 
m56 329457.70 3637383.00 51.21 141 329469.00 3638083.00 47.99 
59 331078.10 3638844.00 47.95 137 329178.30 3637665.00 48.82 
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Table C2: 3D points measured from corrected GeoEye-1 images and used in aerial 
image orientation. 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Ele. 
(m) 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
Q36 328487.70 3638049.00 47.15 S2 328354.90 3640579.00 34.51 
a20 329785.30 3638172.00 52.17 S3 328358.50 3640586.00 34.51 
a21 330193.10 3638260.00 45.39 d17 330821.10 3641037.00 33.32 
a17 329858.90 3638101.00 51.88 S4 328351.10 3640573.00 34.51 
a18 329830.40 3638100.00 51.92 d18 330462.70 3640994.00 33.50 
a19 329833.80 3638163.00 52.17 S5 328319.40 3640963.00 35.24 
a25 329765.70 3638466.00 48.91 d19 330464.70 3640989.00 33.06 
a30 330731.10 3638613.00 50.54 S6 328311.70 3640968.00 35.24 
a26 329760.50 3638466.00 48.72 S7 328304.80 3640954.00 35.12 
a27 330765.60 3638655.00 60.39 S8 328923.80 3641122.00 42.70 
a29 330741.10 3638613.00 50.55 F10 331422.60 3636794.00 50.62 
F9 331421.50 3636790.00 50.61 F11 330952.60 3636703.00 49.48 
d16 330343.90 3641053.00 33.31 F12 331024.60 3637826.00 47.33 
K1 330298.60 3640746.00 55.06 F13 331064.20 3637826.00 47.22 
K2 330298.70 3640754.00 55.42 F14 331023.80 3637898.00 47.12 
K4 330368.90 3640628.00 54.17 F15 331063.70 3637898.00 47.16 
K5 330364.80 3640622.00 54.17 F16 331044.20 3637862.00 47.12 
2 329849.60 3636767.00 51.10 76 330737.10 3640211.00 42.84 
3 329863.60 3636765.00 50.93 a1 330059.20 3636781.00 50.52 
N2 328589.10 3641006.00 40.79 71R 330801.60 3639758.00 49.03 
N4 328419.60 3641006.00 35.87 a2 330057.90 3636795.00 50.81 
N5 328424.10 3641002.00 35.78 a7 329799.80 3637081.00 50.52 
7 328889.60 3636328.00 51.44 a8 329775.30 3637092.00 50.56 
N6 328763.50 3640787.00 36.10 a9 329619.50 3637259.00 53.68 
8 329053.60 3636592.00 52.22 b4 330112.60 3639128.00 63.42 
N7 328745.40 3640756.00 36.22 b5 330572.80 3639266.00 47.77 
Q30 328590.50 3637715.00 46.85 a14 330633.40 3637803.00 60.14 
Q19 328485.60 3638536.00 46.24 a13 330650.10 3637770.00 60.11 
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Table C3: 3D points measured from corrected GeoEye-1 images and used in aerial image 
orientation. 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
9 329052.20 3636591.00 52.22 b6 330746.60 3639255.00 47.00 
N8 328677.80 3640654.00 35.63 c2 329772.40 3639566.00 44.65 
N9 328666.00 3640627.00 35.38 c3 329778.90 3639553.00 44.66 
Q2 328387.60 3639306.00 46.54 c4 329776.60 3639538.00 44.66 
Q3 328406.50 3639305.00 50.64 c5 329788.70 3639539.00 44.61 
Q32 328248.70 3637752.00 47.32 Q5 328726.10 3639749.00 52.89 
Q28 328624.40 3637700.00 46.88 aa25 330675.90 3637791.00 63.47 
Q33 328244.90 3637755.00 47.32 aa26 330658.80 3637855.00 61.24 
Q29 328646.50 3637723.00 46.87 aa27 330658.20 3637858.00 61.24 
d15 329837.20 3640736.00 53.58 d14 329843.10 3640736.00 53.58 
a10 329617.60 3637250.00 53.45 Q16 328544.00 3638508.00 46.57 
Q31 328601.50 3637721.00 46.85 Q13 328483.00 3639042.00 48.01 
Q27 328777.20 3638238.00 47.72 aa21 329621.50 3637288.00 54.02 
a11 329612.60 3637245.00 57.34 aa22 329578.90 3637308.00 53.34 
165 329885.80 3641073.00 32.70 d4 330535.80 3640126.00 43.83 
Q18 328484.30 3638542.00 46.24 d5 330546.00 3640131.00 43.86 
Q26 328782.30 3638242.00 47.71 Z11 328100.42 3639647.50 45.74 
e2 328460.20 3640181.00 38.26 13 329033.70 3636881.00 56.54 
d8 329729.70 3639963.00 40.12 m11 330719.20 3640846.00 47.77 
e3 328454.00 3640178.00 38.26 14 328960.00 3637387.00 49.28 
e6 328618.90 3641020.00 34.34 m12 330713.20 3640683.00 59.00 
f2 330433.20 3639560.00 77.91 M54 328886.10 3638879.00 54.05 
f3 331082.50 3636947.00 50.22 20 328955.10 3637812.00 48.07 
f5 331150.70 3638200.00 48.16 m13 330687.60 3640733.00 41.31 
f6 331140.10 3638210.00 48.16 21 329106.00 3637809.00 47.89 
g2 331119.40 3637048.00 48.46 N11 328396.60 3639965.00 39.35 
m7 330726.80 3640965.00 41.32 17 328895.70 3637707.00 52.16 
m9 330665.40 3640275.00 43.75 m20 330721.50 3638555.00 51.24 
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Table C4: 3D points measured from corrected GeoEye-1 images and used in aerial 
image orientation. 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
z10 328104.80 3639647.00 45.74 m15 329885.20 3640347.00 50.32 
z11 328100.40 3639648.00 45.74 N12 328382.60 3639962.00 39.35 
z12 328734.00 3639057.00 48.60 23 329114.10 3637815.00 47.82 
z13 328734.20 3639071.00 48.68 m21 330470.60 3638222.00 46.61 
z14 328735.60 3639076.00 48.68 m16 330295.00 3638481.00 45.51 
L20 331433.80 3639813.00 51.09 N14 329089.70 3639932.00 44.43 
L21 330930.40 3640457.00 48.94 m22 330467.60 3638244.00 46.57 
L22 330918.30 3640456.00 48.94 m17 330293.80 3638480.00 45.51 
L18 331404.90 3639819.00 49.00 25 329430.30 3638285.00 52.56 
L23 331154.00 3640503.00 56.98 m18 330683.50 3638444.00 46.38 
L19 331411.00 3639820.00 49.00 N20 328861.40 3639368.00 50.41 
L25 331154.10 3640454.00 56.62 30 329543.40 3638714.00 46.25 
L26 328921.90 3640875.00 40.37 N21 329889.40 3639054.00 44.29 
L27 328929.00 3640895.00 41.09 m24 330776.90 3638743.00 54.96 
z1 329835.20 3639863.00 42.12 m19 330682.40 3638436.00 46.38 
z2 329822.00 3639757.00 42.96 32 329893.80 3638771.00 53.89 
z3 329722.80 3639816.00 40.96 N22 329893.60 3639053.00 44.34 
z4 329869.80 3639941.00 45.44 N17 328039.10 3640126.00 33.08 
z5 328367.80 3638688.00 58.98 28 329565.40 3638701.00 46.57 
z7 329142.20 3638976.00 49.58 m26 329873.50 33639137.00 53.08 
z8 329117.00 3638983.00 49.58 N18 329066.90 3639528.00 52.98 
z9 328308.60 3638254.00 45.05 33 329874.80 3638766.00 53.86 
12 329036.50 3636868.00 56.54 29 329561.90 3638707.00 46.57 
m10 330650.00 3640270.00 44.05 m27 330755.50 3638283.00 62.27 
40 328889.60 3640236.00 37.03 N24 328321.30 3640962.00 35.19 
m28 330755.60 3638245.00 62.81 N19 328864.60 3639367.00 50.41 
Q21 328710.00 3638687.00 45.17 c6 330452.40 3639625.00 43.40 
Q25 328732.70 3638292.00 47.33 Q35 328887.90 3638104.00 47.63 
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Table C5: 3D points measured from corrected GeoEye-1 images and used in aerial 
image orientation. 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
Point 
ID 
Easting 
(m) 
Northing 
(m) 
Elev. 
(m) 
159 328876.60 3640258.00 37.35 d1 330479.90 3640213.00 40.61 
Q22 328705.00 3638690.00 45.17 c7 330455.30 3639593.00 57.84 
Q17 328539.20 3638504.00 46.57 d3 330541.40 3640129.00 43.77 
m29 330991.60 3639980.00 54.27 72 331441.50 3639864.00 45.29 
N27 328926.00 3641071.00 39.92 69 330789.10 3639745.00 49.16 
38 329374.70 3640089.00 43.13 74 330639.30 3639976.00 50.43 
43 329211.60 3640638.00 35.81 80 331493.30 3640381.00 48.73 
44 329217.60 3640628.00 35.80 81 331490.10 3640411.00 48.92 
N29 328181.20 3640544.00 36.27 77 330574.20 3640386.00 43.10 
45 329209.00 3640640.00 35.81 82 331020.60 3640845.00 43.42 
50 331284.10 3638131.00 47.32 83 331019.90 3640840.00 43.42 
47 331467.60 3637726.00 47.26 79 331572.50 3640404.00 48.22 
m45 331343.20 3636738.00 54.46 84 331004.90 3640851.00 43.44 
53 330527.30 3638080.00 47.09 85 331014.20 3641022.00 33.16 
m46 329752.60 3640423.00 37.10 86 331012.70 3641028.00 33.16 
49 331287.70 3638131.00 47.31 89 330611.40 3640480.00 42.33 
m52 328861.60 3638926.00 52.60 122 330938.60 3638939.00 47.11 
60 331436.20 3638754.00 47.62 118 331224.80 3637248.00 47.71 
m48 328812.00 3640470.00 45.86 123 330907.60 3638945.00 47.20 
56 331467.60 3638258.00 47.32 119 331215.10 3637251.00 48.86 
57 331430.70 3638237.00 47.36 124 331212.60 3637259.00 48.66 
m60 329267.90 3636452.00 55.09 131 329060.50 3636690.00 51.30 
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Table D1: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1248 
10 image observations 
 RMS [pix]: col:2.566 row:2.530    
Residuals of imageobservations 
159 -1.67 -0.25 171.80 L27 -1.49 4.09 443.90 
43 0.86 -0.14 88.50 d14 -3.15 -0.14 321.70 
44 -0.29 -0.32 43.50 d15 0.03 -2.59 264.70 
45 1.26 1.43 194.50 m15 -2.56 -1.68 312.60 
L26 0.65 -4.37 450.20 m46 6.44 4.04 775.40 
Orientation 1249 
12 image observations    
 RMS [pix]: col:2.47 row:2.36   
Residuals of image observations   
157 2.72 -1.13 300.50 45 0.60 -0.43 74.40 
159 -4.38 2.57 518.00 d7 -0.27 4.33 442.50 
38 2.63 -2.98 404.90 d8 -2.01 2.75 347.60 
40 -0.70 0.25 76.00 m15 -0.98 -2.61 284.40 
43 -1.36 -1.37 197.10 m46 5.31 2.59 602.80 
44 0.31 -2.28 235.00 z4 -1.85 -1.63 252.10 
Orientation 1250 
13 image observations 
 RMS [pix]: col:2.59 row:2.14   
Residuals of image observations 
157 2.86 1.02 309.60 m15 -3.23 -1.06 346.10 
159 -2.02 1.07 232.70 m46 3.20 3.19 460.80 
38 3.87 -2.36 462.20 z1 -1.04 -0.23 108.80 
40 2.47 0.31 253.90 z2 -0.63 -3.22 334.30 
N14 -3.64 -3.52 516.00 z3 2.95 1.93 359.20 
d7 -1.05 3.37 359.60 z4 -2.88 -1.30 321.80 
d8 -0.84 0.86 122.80  
Orientation 1251 
18 image observations 
 RMS [pix]: col:2.70 row:1.97   
Residuals of image observations 
154 -0.78 2.14 231.90 157 3.14 0.47 323.70 
155 0.03 -1.12 113.90 38 2.61 -2.98 403.10 
156 -0.84 3.53 370.10 40 -0.42 0.30 52.70 
N14 -6.26 -1.86 665.90 d7 -1.02 3.17 339.50 
N18 -0.34 1.68 174.30 d8 -0.03 1.31 133.50 
c2 4.34 -1.39 464.20 z1 -3.84 -3.32 516.90 
c4 -0.18 0.42 46.20 z3 4.95 0.38 506.00 
c3 1.60 0.15 163.40 z2 1.40 -3.11 347.90 
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Table D2: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1251 
c5 -1.61 0.93 189.20 z4 -2.74 -0.71 288.80 
Orientation 1252 
21 image observations 
 RMS [pix]: col:2.76 row:1.99   
Residuals of image observations 
150 0.25 0.49 56.20 c2 3.77 0.76 392.20 
151 -5.46 -0.19 556.30 c3 1.58 1.47 219.50 
154 0.23 1.60 164.10 c4 0.99 0.85 133.00 
155 0.95 -3.56 375.10 c5 -1.16 2.47 278.30 
156 0.76 1.80 198.90 d7 -0.84 2.82 299.70 
157 7.33 -0.33 747.90 d8 -2.71 1.03 295.50 
N14 -2.36 -2.62 359.00 z1 -1.44 -3.21 358.60 
N18 -0.33 4.02 411.10 z2 1.35 -2.06 251.10 
N19 -1.05 -1.95 225.50 z3 4.14 -0.16 422.20 
N20 0.39 -1.98 205.80 z4 -3.10 -1.02 332.30 
Q12 -3.27 -0.22 333.30  
Orientation 1253 
18 image observations 
 RMS [pix]: col:2.44 row:1.47    
Residuals of image observations   
148 -0.51 -1.38 149.40 N20 3.17 -1.49 355.40 
149 2.71 -1.39 309.20 N21 2.14 0.21 218.50 
150 -1.37 0.94 168.20 N22 0.65 -2.49 260.90 
151 -6.37 -0.43 647.90 Q12 -3.81 0.81 394.80 
154 0.14 1.90 193.60 c2 2.64 0.02 267.90 
155 0.67 -2.19 232.00 c3 -0.53 -0.35 64.50 
156 0.14 2.04 207.20 c4 -0.96 -1.22 157.50 
N18 3.10 2.84 427.00 c5 -2.89 0.95 309.10 
N19 1.10 -0.19 113.40 z2 -0.07 1.37 138.90 
Orientation 1254 
19 image observations 
 RMS [pix]: col:2.58 row:2.14   
Residuals of image observations 
148 1.35 1.28 188.10 N20 0.45 -2.44 250.80 
149 3.02 0.85 317.80 N21 -0.54 0.09 55.80 
150 -1.66 1.10 202.00 N22 -0.97 -4.31 447.20 
151 -3.12 -0.48 319.70 Q12 0.46 2.44 251.90 
155 1.83 -1.81 260.50 c3 -0.76 0.58 97.30 
N18 3.54 4.03 543.20 m52 -1.43 -0.72 162.40 
156 1.09 1.82 214.70 c4 -1.20 -0.57 134.10 
M54 -5.49 -2.68 619.20 c5 -3.84 1.23 408.40 
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Table D3: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1254 
N19 1.55 -1.43 213.60 z7 5.72 3.44 676.00 
z8 0.03 -2.43 246.30  
Orientation 1255 
14 image observations 
 RMS [pix]: col:2.49 row:1.97   
Residuals of image observations 
148 2.45 0.86 263.40 33 -1.41 -1.24 190.40 
149 3.34 -0.02 338.50 M54 -4.37 -2.41 506.40 
151 -3.21 -1.65 366.00 N21 1.41 0.38 148.30 
28 -0.59 -2.07 218.20 N22 0.97 -1.93 219.10 
29 -2.63 1.22 293.70 m52 -0.43 1.89 196.70 
30 1.48 1.96 249.20 z7 4.88 1.74 525.00 
32 -1.23 4.02 426.00 z8 -0.62 -2.75 286.00 
Orientation 1256 
16 image observations 
 RMS [pix]: col:3.03 row:1.73   
Residuals of image observations 
144 -2.86 3.85 486.20 M54 -4.65 -2.12 518.20 
148 4.15 0.75 427.70 N21 -0.34 1.51 156.60 
149 4.90 -1.18 510.50 N22 -1.32 -0.62 147.80 
28 3.03 -1.02 323.80 a25 3.14 -0.61 324.50 
29 -3.89 0.76 401.80 a26 1.54 2.59 305.20 
30 1.64 2.00 262.10 m52 -1.35 -1.63 214.40 
32 -3.34 -0.76 347.50 z7 3.50 -0.03 355.20 
33 -2.85 -0.67 296.30 z8 -1.21 -2.77 306.80 
Orientation 1257 
12 image observations 
 RMS [pix]: col:2.31 row:2.10   
Residuals of image observations 
144 2.48 1.61 299.40 33 -2.05 -2.83 353.80 
25 -2.48 -2.87 383.50 M54 -2.67 0.75 280.70 
28 3.62 -2.34 435.80 a19 0.76 0.84 114.70 
29 -2.82 1.41 319.40 a20 -0.74 -1.93 208.60 
30 1.81 1.14 216.30 a25 3.15 1.91 372.70 
32 -2.09 -1.54 262.10 a26 1.09 3.85 405.00 
Orientation 1258 
11 image observations 
 RMS [pix]: col:2.04 row:1.42   
Residuals of image observations 
141 -1.88 2.83 343.60 25 -2.59 -0.99 280.80 
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Table D4: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1258 
Residuals of image observations 
141 -1.88 2.83 343.60 25 -2.59 -0.99 280.80 
142 -1.96 -0.38 201.90 Q35 1.28 -0.21 131.70 
144 1.16 -0.20 118.80 a17 -0.40 -0.27 48.90 
a18 5.06 0.41 514.20 a25 0.92 -1.70 195.70 
a19 0.41 0.91 100.80 a26 -0.83 1.94 213.70 
a20 -1.18 -2.33 264.90  
Orientation 1259 
13 image observations 
 RMS [pix]: col:1.55 row:1.53   
Residuals of image observations 
141 0.92 3.80 396.50 25 -3.20 -2.05 385.50 
142 1.03 -2.00 228.20 Q35 -1.80 0.50 189.00 
144 1.58 -1.08 194.30 a17 -1.50 0.72 168.40 
17 1.41 -1.20 187.30 a18 1.43 0.52 154.00 
20 -1.06 1.08 153.40 a19 0.88 -0.57 105.70 
21 -1.74 1.10 208.40 a20 1.05 -1.13 156.20 
23 1.01 0.32 107.00  
Orientation 1260 
14 image observations 
 RMS [pix]: col:1.87 row:2.09   
Residuals Of image observations 
137 1.66 -1.41 221.10 21 -1.69 -0.04 171.20 
138 -1.46 1.28 197.40 23 0.63 0.59 87.10 
139 0.48 0.67 83.60 Q35 -2.89 -0.19 294.30 
141 2.76 0.95 295.80 a17 -3.74 -0.52 383.20 
142 1.25 -4.53 476.60 a18 0.13 4.49 455.50 
17 1.74 -0.80 194.30 a19 -0.11 -3.12 317.40 
20 -0.98 2.10 235.60 a20 2.24 0.53 233.90 
Orientation 1261 
16 image observations 
 RMS [pix]: col:1.55 row:1.86   
Residuals of image observations 
137 0.28 -1.57 162.70 a10 2.17 -3.66 434.00 
138 -3.73 1.58 413.00 a11 -1.33 0.05 135.90 
139 -0.99 0.66 121.40 a9 -1.04 -2.68 293.00 
14 -1.56 0.22 160.80 aa21 -0.38 4.28 438.30 
17 2.73 -0.96 295.30 aa22 0.96 1.22 157.80 
20 0.28 0.87 93.40 m55   1.29 2.21 260.80 
21 -0.81 0.12 83.00 m56  -0.13 -1.61 164.50 
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Table D5: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1261 
23 0.96 -0.32 102.80 m57 1.29 -0.40 138.30 
Orientation 1262 
15  image observations 
 RMS [pix]: col:1.89 row:1.49 
Residuals of image observations 
137 0.69 -0.39 79.80 a8 -2.23 0.79 238.50 
138 -4.17 1.19 436.80 a9 -1.09 -1.37 176.40 
139 -0.74 1.99 214.00 aa21 1.72 3.10 357.20 
14 -0.37 -0.30 48.00 aa22 0.23 -1.53 155.80 
17 2.45 -0.17 247.70 m55 1.12 1.37 178.00 
a10 3.14 -1.99 374.50 m56 -0.54 -2.42 249.50 
a11 -2.47 0.89 265.00 m57 1.08 -0.75 132.90 
a7 1.17 -0.42 125.30     
Orientation 1263 
15 image observations 
 RMS [pix]: col:1.68 row:1.88   
Residuals of image observations 
12 -1.22 -0.53 134.40 a8 -2.27 0.16 230.00 
13 -0.43 2.73 279.60 a9 -0.85 -1.87 208.00 
134 0.20 -1.02 104.90 aa21 4.64 4.40 646.80 
135 0.04 -0.91 91.90 aa22 0.03 -2.70 272.80 
14 -0.29 0.17 34.10 m55 2.31 0.34 236.30 
a10 0.27 0.10 29.20 m56 -1.28 -3.22 350.20 
a11 -2.12 1.34 253.20 m57 -0.36 -0.10 37.80 
a7 1.32 1.08 172.40  
Orientation 1264 
18 image observations 
 RMS [pix]: col:2.38 row:1.71   
Residuals of image observations 
1 1.35 2.38 276.20 9 -0.68 -1.12 132.20 
12 1.52 0.15 154.30 a10 -2.37 -3.40 418.20 
13 1.59 2.19 273.20 a11 -1.72 -0.67 186.20 
131 -2.22 0.60 232.20 a7 2.82 -2.06 352.00 
134 0.13 -1.58 160.40 a8 -0.51 -0.09 52.20 
135 1.53 0.03 154.50 a9 -0.31 0.19 36.60 
2 0.63 0.52 82.40 aa21 0.97 0.66 118.30 
3 4.61 -1.06 477.40 aa22 0.68 2.40 250.50 
8 -1.17 -2.25 256.30 m61 -6.80 3.09 753.60 
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Table D6: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1265 
14 image observations 
 RMS [pix]: col:2.70 row:1.71   
Residuals of image observations 
8 -1.20 -1.45 190.30 m58 0.11 -0.93 94.60 
1 -0.74 0.64 99.30 134 1.20 -0.21 123.30 
12 1.58 0.49 166.90 135 1.16 -2.88 313.50 
13 2.71 2.11 346.70 2 -0.45 0.68 81.70 
131 -2.00 2.04 288.00 3 4.05 -1.68 442.30 
9 -1.30 -0.12 131.40 m60 1.50 -2.54 297.50 
a7 1.24 3.14 341.00 m61 -7.82 0.72 792.40 
Orientation 1266 
10 image observations 
 RMS [pix]: col:2.68 row:0.96   
Residuals of image observations 
1 0.54 1.15 128.30 8 -0.52 -1.61 170.50 
131 -0.21 -0.29 35.80 9 0.80 0.11 81.70 
2 0.96 -0.87 130.40 m58 2.04 -0.46 211.10 
3 2.65 -0.69 276.10 m60 2.58 -0.06 259.70 
7 -1.88 1.28 228.80 m61 -6.93 1.43 712.30 
Orientation 1490 
14 image observations 
 RMS [pix]: col:2.96 row:2.58   
Residuals of image observations 
118 -5.15 2.28 567.70 F15 0.63 -1.25 140.80 
119 2.01 2.34 310.80 F16 0.04 -0.11 12.40 
124 -0.97 0.39 105.30 a13 -1.79 2.92 345.00 
47 6.31 3.46 724.60 a14 2.85 2.95 413.30 
F12 0.13 -2.11 212.50 aa25 -3.40 -2.18 405.10 
F13 -1.55 -0.89 180.20 aa26 -2.22 1.12 250.40 
F14 4.35 -4.54 633.20 aa27 -1.16 -4.44 462.30 
Orientation 1491 
16 image observations 
 RMS [pix]: col:2.70 row:2.75   
Residuals of image observations 
47 8.18 1.02 835.40 F16 -3.31 4.62 575.80 
49 -0.46 -1.69 178.30 a13 -3.07 4.53 554.50 
50 -0.76 -1.36 157.90 a14 2.51 3.71 453.70 
53 0.61 -6.21 632.10 aa25 -1.99 -1.80 271.80 
F12 -0.79 2.18 234.70 aa26 -0.84 0.21 88.00 
F13 -2.67 -1.09 292.20 aa27 -1.06 0.53 120.50 
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Table D7: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1491 
F14 2.90 -0.28 295.00 f5 0.20 -2.70 274.90 
F15 0.41 0.24 47.90 f6 0.21 -1.99 203.30 
Orientation 1492 
22 image observations 
 RMS [pix]: col:1.99 row:2.74    
Residuals of image observations 
47 3.52 3.27 484.60 50 -0.09 1.51 152.60 
49 0.21 -2.89 292.10 53 3.34 -2.15 401.30 
56 1.44 -1.91 241.10 aa25 -2.08 -5.13 558.40 
57 1.14 -1.53 192.20 aa26 -0.78 0.79 111.90 
F12 1.22 3.36 360.80 aa27 -3.61 -2.22 427.20 
F13 -1.24 0.72 144.80 f5 0.06 0.44 45.30 
F14 2.31 0.57 240.50 f6 -0.04 -1.00 101.20 
F15 0.38 0.68 78.80 m21 -1.87 -1.53 243.50 
F16 -0.31 3.34 338.70 m22 -0.19 -3.48 351.80 
a13 -4.16 4.19 595.50 m27 1.93 0.78 210.20 
a14 -2.53 5.62 622.00 m28 1.46 -3.47 380.00 
Orientation 1493 
19 image observations 
 RMS [pix]: col:2.00 row:2.44   
Residuals of image observations 
49 -0.79 -3.00 314.50 f5 1.59 0.62 172.90 
50 -1.76 0.44 184.10 f6 -0.96 -1.77 204.50 
53 1.62 -0.82 183.90 m18 1.44 2.61 302.30 
56 -1.01 -0.86 134.90 m19 -2.18 1.66 277.90 
57 1.34 1.49 203.30 m20 -4.21 0.01 426.40 
62 -3.19 0.91 335.50 m21 0.85 -0.45 97.30 
64 -0.73 5.03 514.40 m22 3.53 -0.58 361.70 
a27 -1.89 -5.37 576.50 m27 1.82 -0.95 208.00 
a29 0.71 3.99 410.10 m28 1.92 -3.78 429.20 
a30 1.90 0.98 216.20  
Orientation 1494 
21 image observations 
 RMS [pix]: col:2.22 row:2.03   
Residuals of image observations 
56 -2.12 0.39 217.10 f6 -1.63 -1.06 196.40 
57 -0.26 0.59 65.10 m18 2.10 1.17 242.70 
58 -0.62 -0.13 64.10 m19 -1.32 1.23 182.00 
59 -0.31 -0.50 59.60 m20 -2.93 -0.64 303.30 
60 5.72 1.20 590.20 m21 0.27 0.54 61.00 
62 -2.99 0.14 302.70 m22 3.99 0.91 413.90 
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Table D8: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1494 
64 -0.57 4.71 479.40 m23 -3.10 -0.12 312.80 
a27 -2.26 -5.49 599.60 m24 0.86 -2.13 232.00 
a29 0.03 3.16 318.60 m27 0.49 -0.03 49.40 
a30 1.40 -0.11 141.90 m28 1.93 -3.39 393.80 
f5 1.33 -0.29 137.10  
Orientation1495 
15 image observations 
 RMS [pix]: col:2.54 row:1.53   
Residuals of image observations 
122 1.57 -0.56 169.10 a29 0.83 2.59 275.60 
123 -3.11 1.43 345.90 a30 2.00 0.43 207.00 
58 -0.96 -1.39 171.10 m18 5.10 0.63 519.20 
59 -1.51 0.27 154.90 m19 1.18 0.36 125.10 
60 4.30 -0.92 444.40 m20 -3.09 -0.21 312.70 
62 -2.93 -0.39 298.90 m23 -2.61 -0.59 270.80 
64 1.19 3.12 337.60 m24 0.11 -1.62 163.50 
a27 -2.04 -3.10 374.60  
Orientation 1496 
15 image observations 
 RMS [pix]: col:1.77   row:2.28  
Residuals of image observations 
122 -0.61 0.80 101.80 a27 0.97 6.04 617.60 
123 -3.83 -0.63 391.50 a29 0.22 2.42 245.30 
58 -0.78 -0.94 122.90 a30 1.58 0.72 175.20 
59 -1.54 0.35 159.00 b5 -0.95 2.99 317.50 
60 4.11 -1.47 440.90 b6 -1.17 -2.64 291.20 
62 -0.99 -1.35 169.00 m23 1.39 -1.52 208.30 
65 -0.46 -0.58 74.40 m24 1.84 -3.06 360.70 
66 0.17 -1.18 120.90  
Orientation 1497 
8 image observations 
 RMS [pix]: col:1.295 row:1.795   
Residuals of image observations 
122 1.54 -0.91 183.60 65 1.11 1.16 164.60 
123 -2.53 1.95 327.90 66 1.13 -2.07 242.10 
58 -0.52 0.31 62.80 b5 -1.16 1.31 179.90 
59 0.66 1.58 176.40 b6 -0.23 -3.34 343.20 
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Table D9: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1498 
10 image observations 
 RMS [pix]: col:2.46 row:2.81   
Residuals of image observations 
69 -0.03 2.46 251.30 c6 5.69 -1.34 596.70 
65 0.94 0.53 109.90 b5 -1.77 4.93 535.50 
66 -0.26 0.94 99.20 b6 0.20 -3.48 356.50 
70 1.91 2.62 330.90 c7 -2.95 -2.71 408.80 
71R -0.16 -4.37 447.20 f2 -3.43 0.42 353.20 
Orientation 1499 
15 image observations 
 RMS [pix]: col:2.03 row:2.34   
Residuals of image observations 
69 1.42 1.03 176.50 L20 -1.44 0.29 148.00 
70 2.01 0.81 218.20 b5 -0.58 4.32 438.60 
71 -4.50 -0.29 453.50 b6 3.25 -5.03 602.30 
71R 0.26 -1.25 128.60 c6 2.10 0.40 214.50 
72 1.75 2.02 268.70 c7 -1.88 -0.68 201.00 
74 -2.32 -1.13 259.30 f2 -1.84 0.53 192.60 
L18 -0.24 -2.33 235.30 m29 0.56 3.95 400.90 
L19 1.52 -2.66 308.20  
Orientation 1500 
17 image observations 
 RMS [pix]: col:2.49 row:1.81   
Residuals of image observations 
69 2.32 0.50 241.20 L20 1.79 0.70 194.00 
70 2.89 -0.01 292.40 c6 2.25 2.93 375.70 
71 -5.58 -0.15 567.20 c7 -1.62 -0.86 186.00 
71R 1.97 -1.94 280.70 d1 1.05 0.11 107.40 
72 0.95 2.49 271.20 d3 -0.15 1.51 154.30 
74 -3.37 -3.08 463.80 d4 -4.67 -0.74 480.60 
76 2.24 -0.39 231.30 d5 -0.43 1.92 200.10 
L18 -1.40 -1.45 205.00 m29 -0.03 2.10 213.00 
L19 1.80 -3.58 407.10  
Orientation 1501 
25 image observations 
 RMS [pix]: col:2.11 row:1.88   
Residuals of image observations 
69 2.37 0.63 249.50 71R 1.01 -0.32 108.00 
70 2.35 0.80 252.50 72 1.79 2.57 318.70 
71 -4.38 0.10 445.60 74 -1.02 -0.86 136.00 
  
 [References and annexes] 
164 
Table D10: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1501 
79 2.39 -0.95 262.20 d1 0.39 2.48 255.70 
77 -1.11 -1.90 224.30 L25 -3.29 -2.63 428.40 
76 3.28 -1.30 359.20 L22 1.21 1.91 229.60 
80 -2.37 2.63 360.00 d3 -1.14 2.32 263.50 
81 2.06 -2.30 314.40 d4 -3.27 0.18 333.50 
89 -2.15 0.97 240.10 d5 0.53 3.08 318.40 
L18 -0.34 -2.74 281.40 m10 1.76 -0.42 184.40 
L19 0.25 -2.70 275.30 m29 -0.18 1.82 185.90 
L20 2.88 0.96 308.70 m9 -0.42 -1.67 175.30 
L21 -2.63 -2.68 381.90     
Orientation 1502 
20 image observations 
 RMS [pix]: col:2.03 row:2.09   
Residuals of image observations 
74 0.33 -2.08 213.70 L25 -4.82 -0.44 491.20 
76 2.89 -1.37 325.30 d1 0.75 1.21 144.90 
77 0.69 -1.75 191.40 d3 -1.12 1.11 160.30 
79 2.72 -2.27 359.70 d4 -2.74 -0.46 282.80 
80 -1.17 3.04 331.30 d5 -0.06 3.06 311.20 
81 2.54 -0.98 277.10 m10 1.43 -0.98 176.60 
89 -2.92 1.75 346.20 m12 -0.18 -1.53 156.40 
L21 -2.55 -0.45 263.50 m14 1.45 0.76 166.30 
L22 2.02 4.07 462.40 m29 1.48 3.05 344.30 
L23 -0.54 -3.55 364.60 m9 -0.17 -2.16 219.90 
Orientation 1503 
20 image observations 
 RMS [pix]: col:2.40 row:2.34   
Residuals image observations 
76 2.43 1.02 266.70 L25 -4.96 2.62 568.50 
77 -0.90 -1.51 179.00 d1 -1.47 0.90 175.20 
79 3.88 -2.06 445.50 m10 1.65 -0.42 172.70 
80 -0.39 2.49 255.80 m11 0.38 -1.22 129.40 
81 4.20 -2.45 493.00 m12 -0.51 -2.21 229.70 
82 1.44 -3.06 342.70 m13 3.29 3.65 498.60 
83 -1.53 -2.15 267.10 m14 1.09 -0.67 129.70 
84 -4.03 -1.55 437.50 m9 -0.18 -0.95 97.70 
89 -2.31 2.01 310.50 L21 -2.49 0.27 254.20 
L23 -0.71 -1.02 125.90 L22 1.18 6.29 648.40 
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Table D11: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1504 
19 image observations 
 RMS [pix]: col:2.44 row:2.31   
Residuals of image observations 
79 2.89 -0.90 307.90 L23 -0.72 -0.73 103.90 
81 3.57 -2.08 419.60 L25 -4.27 5.09 675.50 
82 1.38 -1.26 190.00 d17 0.55 -3.17 327.50 
83 -3.46 0.87 362.60 d18 1.96 -3.61 417.90 
84 -1.94 -2.13 293.20 d19 -0.63 2.95 306.10 
85 3.50 0.86 366.00 m11 -0.72 0.68 100.70 
86 -0.11 -0.17 20.70 m12 -3.03 -1.52 345.10 
89 -1.02 -0.99 144.70 m13 3.81 3.09 498.50 
L21 -1.30 0.69 149.20 m7 -2.56 -1.51 302.70 
L22 2.2 3.73 442.60  
Orientation 1796 
8 image observations 
 RMS [pix]: col:2.86 row:1.92   
Residuals of image observations 
165 4.32 -0.31 452.80 d18 -5.00 1.59 547.80 
166 -1.84 0.73 206.70 d19 1.17 0.12 122.90 
d16 -2.10 0.20 219.90 m11 3.37 -0.19 352.70 
d17 0.83 2.40 265.60 m7 -0.80 -4.52 479.10 
Orientation 1797 
15 image observations 
 RMS [pix]: col:2.34 row:2.61   
Residuals of image observations 
165 2.63 -1.66 319.10 d16 1.47 -1.48 213.80 
166 -0.86 0.19 90.70 d18 -3.79 1.64 423.50 
K1 1.45 2.79 321.90 d19 1.96 -1.38 245.10 
K2 -1.82 -0.32 189.40 m11 2.58 3.91 479.60 
K4 -0.09 0.85 88.20 m12 2.37 4.12 486.80 
K5 -0.15 -0.29 33.60 m13 -4.91 -5.85 782.60 
d14 -2.96 2.27 382.10 m7 1.86 -2.19 294.50 
d15 0.26 -2.73 280.40  
Orientation 1798 
17 image observations 
 RMS [pix]: col:2.36 row:2.93   
Residuals of image observations 
165 2.54 -1.13 284.00 K2 -2.29 -0.67 243.10 
77 0.51 0.48 71.50 K4 -0.24 0.35 43.30 
89 2.00 -4.80 530.30 K5 -0.69 -0.90 115.70 
K1 1.80 2.91 348.80 d14 -5.54 3.12 648.60 
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Table D12: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1798 
Residuals of image observations 
d15 -1.28 -3.18 349.80 m12 1.49 2.86 328.70 
d16 0.043 -0.56 57.80 m13 -2.96 -6.55 733.10 
d18 -1.93 1.28 237.00 m46 4.77 2.40 544.80 
d19 1.98 -0.36 205.60 m7 -0.84 -0.99 132.50 
m11 0.74 5.65 581.10  
Orientation 1799 
18 image observations 
 RMS [pix]: col:2.18 row:2.92   
Residuals of image observations 
m11 -1.38 4.09 439.30 d1 2.98 2.98 428.30 
m15 -1.84 2.42 309.50 d14 -4.93 2.13 546.30 
76 -0.72 -0.25 77.60 d15 -1.53 -1.61 226.10 
77 1.68 -0.32 174.40 m10 -0.87 -2.07 228.60 
89 2.40 -3.29 414.60 m12 0.76 2.35 251.20 
K1 2.02 1.85 278.10 m13 -1.86 -8.59 893.80 
K2 -1.48 -0.92 177.50 m14 -0.37 1.15 122.60 
K4 0.32 -1.12 118.20 m46 4.73 1.38 500.70 
K5 -0.98 -2.53 275.90 m9 1.20 2.32 265.80 
Orientation 1800 
17 image observations 
 RMS [pix]: col:2.33 row:1.82   
Residuals of image observations 
74 -0.81 -0.74 112.40 d5 -0.11 -1.05 107.90 
76 -4.19 -0.77 435.10 d7 -2.56 1.27 292.00 
77 0.66 1.33 151.30 d8 0.18 -1.53 157.60 
89 3.45 -3.56 505.40 m10 -1.32 -3.08 342.30 
K4 -1.60 -0.15 163.80 m14 -1.40 3.21 357.10 
K5 -1.95 -1.15 231.20 m15 -2.33 0.45 242.70 
d1 0.10 0.11 15.40 m46 3.20 -0.75 335.60 
d3 3.05 2.34 392.50 m9 1.45 2.36 282.80 
d4 4.24 1.73 467.90  
Orientation 1801 
15 image observations 
 RMS [pix]: col:2.28 row:1.75   
Residuals of image observations 
69 -1.70 -2.53 311.80 d4 4.80 2.02 532.70 
74 2.06 1.68 272.60 d5 0.25 -1.33 139.20 
76 -4.09 0.46 421.60 d7 -1.29 -0.89 161.10 
77 0.13 -0.24 28.20 d8 -0.49 -2.45 256.40 
d1 -0.86 -1.17 149.50 m10 -0.97 -2.04 231.50 
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Table D13: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1801 
Residuals of image observations 
d3 1.56 1.01  190.50 m46 3.99 2.27 469.60 
m15 -0.65 -0.73  100.90 m9 0.25 0.64 71.20 
Orientation 1802 
17 image observations 
RMS [pix]: col:2.47 row:1.14  
Residuals of image observations 
69 -1.12  0.81 139.90 c7 2.16 0.12 218.60 
70 -3.62  0.32 367.40 d1 0.04 0.12 13.40 
74 2.03  1.58 260.10 d3 1.68 0.75 185.60 
76 -3.92  0.32 397.20 d4 4.73 1.99 517.60 
c2 3.61  -1.41 391.10 d5 1.24 -0.63 141.00 
c3 0.56  -0.33 66.00 d7 -0.44 1.41 149.00 
c4 -0.15  -0.64 66.10 d8 0.80 0.41 90.90 
c5 -2.44  -0.74 257.10 f2 -0.95 -2.61 280.10 
c6 -4.21  -1.39 447.50  
Orientation 1803 
14 image observations 
RMS [pix]: col:2.02 row:2.01 
Residuals of image observations 
69 -0.73  -2.46 258.80 c4 -1.91 1.16 225.20 
70 -2.80  -1.93 342.50 c5 -2.38 1.01 260.90 
74 3.28  3.98 520.50 c6 -1.62 -0.71 178.90 
b5 3.26  1.34 355.70 c7 1.84 -2.40 305.20 
b6 0.13  2.17 219.80 d7 -0.64 -1.57 171.20 
c2 2.89  1.19 315.20 d8 -1.56 -1.91 248.90 
c3 0.81  2.13 229.90 f2 -0.58 -1.95 205.50 
Orientation 1804 
13 image observations 
RMS [pix]: col:2.33 row:2.30 
Residuals of image observations  
69 1.14  -4.01 420.40 c3 0.53 -1.37 148.70 
N21 1.06  3.94 411.80 c4 -1.04 -2.13 238.60 
N22 -0.97  1.57 186.70 c5 -2.27 -0.91 246.80 
b4 -5.70  -1.82 602.70 c6 -2.30 0.40 235.60 
b5 1.76  0.163 178.80 c7 1.04 1.61 193.00 
b6 3.61  4.42 575.50 f2 1.07 -0.99 147.00 
c2 2.09  -0.82 226.50     
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Table D14: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1805 
9 image observations 
 RMS [pix]: col:1.73 row:0.96   
Residuals of image observations 
N21 1.82 1.74 256.40 c2 2.36 -0.64 249.30 
N22 1.10 -0.08 112.00 c3 -0.35 1.43 149.80 
b5 0.48 -0.25 55.00 c5 -1.50 -0.22 154.70 
b4 -3.57 -1.45 392.80 c4 -1.04 -0.81 134.20 
b6 0.77 0.30 84.70  
Orientation 1806 
12 image observations 
 RMS [pix]: col:1.98 row:2.11   
Residuals of image observations 
32 -1.52 2.55 302.40 a30 -0.77 0.79 112.30 
33 -0.33 -2.51 258.10 b4 -2.75 -5.25 603.60 
N21 1.87 1.12 222.00 b5 3.42 1.69 388.70 
N22 0.87 -1.10 142.70 b6 2.66 1.86 330.20 
a27 -3.28 1.27 358.40 m23 -0.96 -0.94 136.70 
a29 1.32 -0.36 139.50 m24 -0.41 0.95 105.40 
Orientation 1807 
17 image observations 
 RMS [pix]: col:1.97 row:2.61   
Residuals of image observations 
32 -3.37 -0.50 344.70 a30 -0.79 1.89 208.10 
33 -3.68 -2.09 428.50 m16 -0.05 3.19 323.50 
64 -0.58 -4.01 410.90 m17 1.69 -0.31 174.70 
N21 2.57 2.60 370.50 m18 -3.57 -3.83 530.20 
N22 0.92 -0.57 109.30 m19 1.50 -3.90 423.70 
a25 2.51 -2.14 334.10 m20 2.05 2.00 290.50 
a26 1.95 3.11 371.60 m23 -0.89 -1.27 157.10 
a27 0.25 4.85 492.00 m24 -0.12 0.05 13.10 
a29 -0.35 0.86 94.10  
Orientation 1808 
22 image observations 
 RMS [pix]: col:2.18 row:2.28   
Residuals of image observations 
32 -0.96 -0.40 105.40 a25 -0.33 0.26 43.00 
33 -1.25 -2.12 249.80 a26 -0.13 3.71 376.40 
64 1.85 -3.59 409.70 a27 -0.62 -1.04 123.10 
a19 3.05 -0.81 320.00 a29 -0.44 0.57 73.30 
a20 -4.15 -1.32 441.20 a30 -0.69 2.43 256.50 
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Table D15: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1808 
Residuals of image observations 
a21 2.30 -2.68 358.10 m16 1.73 4.08 449.60 
m17 3.16 1.66 361.50 m22 -1.64 -1.28 211.30 
m18 -2.68 -3.40 439.10 m23 1.44 -0.48 153.80 
m19 1.76 -2.84 338.50 m24 0.30 0.34 46.20 
m20 3.01 2.08 371.00 m27 -3.31 3.12 461.10 
m21 1.58 -1.39 213.90 m28 -3.86 3.02 497.20 
Orientation 1809 
21 image observations 
 RMS [pix]: col:2.31 row:2.95   
Residuals of image observations 
53 -2.73 -0.70 286.00 a30 -0.94 2.11 234.50 
64 1.67 -2.43 299.00 m16 -0.79 5.49 563.00 
a17 3.33 -5.80 678.70 m17 1.42 1.41 203.50 
a18 1.62 -0.12 164.50 m18 -1.35 -3.92 421.10 
a19 0.63 -1.48 162.90 m19 1.90 -3.87 437.70 
a20 -1.14 0.38 122.40 m20 3.35 2.55 427.10 
a21 -2.53 -2.64 370.70 m21 -0.52 -1.25 137.10 
a25 3.43 0.16 348.80 m22 -3.79 -1.40 410.00 
a26 0.69 3.64 375.70 m27 -2.78 0.51 287.20 
a27 3.10 6.46 726.60 m28 -3.85 1.11 406.90 
a29 -0.69 -0.32 77.30  
Orientation 1810 
15 image observations 
 RMS [pix]: col:1.67 row:1.66   
Residuals of image observations 
53 -0.77 -0.72 107.10 aa25 -1.53 0.14 155.80 
a13 2.56 -0.04 259.20 aa26 -2.78 -1.10 303.20 
a14 1.46 -1.23 193.40 aa27 0.03 2.11 213.80 
a17 2.80 -3.99 493.80 m21 1.00 -0.16 102.70 
a18 -1.43 2.02 250.60 m22 -1.34 -0.09 135.90 
a19 1.56 3.44 382.40 m27 0.55 0.33 64.60 
a20 -0.78 -1.23 147.70 m28 0.98 0.04 99.50 
a21 -2.31 0.50 239.10     
Orientation 1811 
10 image observations 
RMS [pix]:  col:1.71 row:1.80 
Residuals of image observations 
53 0.12 -0.98 100.50 a19 -1.53 2.53 300.80 
a13 2.07 -2.14 302.70 a20 -1.69 -0.41 176.60 
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Table D16: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 1811 
a17 0.01 -3.15 319.90 aa26 0.05 -0.95 97.30 
a14 -2.04 0.99 231.10 aa25 -1.63 0.24 167.40 
a18 3.39 1.24 366.60 aa27 1.27 2.62 295.90 
Orientation 1812 
10 image observations 
 RMS [pix]: col:1.66 row:1.61 
Residuals of image observations 
a10 -0.55 -0.37 67.50 aa21 2.93 3.91 493.00 
a11 -1.21 -0.66 139.00 aa22 -0.46 -0.65 80.80 
a13 1.42 -1.51 209.20 aa25 0.84 1.17 146.00 
a14 -3.64 0.28 368.80 aa26 0.25 -0.91 95.00 
a9 -0.49 -2.13 221.10 aa27 0.92 0.86 127.70 
Orientation 1813 
7 image observations 
 RMS [pix]: col:0.99 row:0.55   
Residuals of image observations 
a10 0.63 0.19 73.70 a9 -1.57 -1.15 218.20 
a11 -0.39 -0.24 52.10 aa21 1.35 0.42 158.80 
a7 1.00 0.50 125.40 aa22 0.04 0.49 55.20 
a8 -1.06 -0.20 121.40  
Orientation 1814 
8 image observations 
 RMS [pix]: col:1.42  row:0.88    
Residuals of image observations 
a1 -0.64 0.10 68.90 a7 1.58 -0.82 189.70 
a10 2.96 -0.60 321.90 a8 -0.61 -0.48 82.90 
a11 -1.30 1.74 231.60 a9 -1.25 -1.11 178.10 
a2 0.22 0.41 49.30 aa21 -0.96 0.75 130.00 
Orientation 1815 
12 image observations 
 RMS [pix]: col:3.09 row:2.00   
Residuals of image observations 
1 -1.48 2.56 313.20 a2 1.43 2.10 268.80 
2 -1.12 1.68 213.30 a7 0.49 -1.48 165.30 
3 4.85 -1.07 525.70 a8 -2.94 -0.03 311.50 
a1 0.36 1.015 113.90 a9 -0.93 -2.47 279.50 
a10 3.48 -1.95 422.30 aa21 4.84 3.30 620.20 
a11 -4.09 -0.65 438.00 m61 -4.85 -2.94 600.30 
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Table D17: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 2092 
16 image observations 
 RMS [pix]: col:2.76 row:1.87   
Residuals of image observations 
L26 5.55 -3.10 637.20 N7 1.33 2.87 316.90 
L27 -2.74 -0.61 281.70 N8 -0.93 0.34 99.60 
N2 1.32 3.74 397.80 S5 -3.69 -1.95 418.60 
N24 0.19 2.25 226.80 S6 -0.59 -0.21 63.40 
N27 1.08 0.26 111.30 S7 0.06 0.10 11.70 
N4 -1.87 -0.25 188.90 S8 -5.34 -0.54 537.50 
N5 1.49 -0.57 160.20 e1 -0.62 -0.57 84.10 
N6 -0.61 1.55 167.00 e6 5.41 -3.33 636.10 
Orientation 2093 
22 image observations 
 RMS [pix]: col:2.06 row:1.42   
Residuals of image observations 
L26 2.34 -0.65 241.90 N9 2.60 1.03 278.80 
L27 -0.59 -0.17 61.30 S2 -1.23 -0.33 127.40 
N2 0.23 4.97 495.10 S3 -1.86 0.63 195.90 
N24 0.45 1.40 146.90 S4 -2.16 -0.74 227.90 
N27 0.14 -0.09 16.50 S5 -1.64 -0.42 169.40 
N29 3.53 -0.45 354.20 S6 0.05 1.17 116.50 
N4 -3.16 -0.37 317.00 S7 1.24 0.05 124.20 
N5 1.36 0.17 136.90 S8 -4.58 -1.99 497.20 
N6 0.01 -0.28 28.20 e1 -1.92 -1.43 239.10 
N7 0.71 1.39 155.90 e6 4.03 -1.53 429.20 
N8 0.72 -1.40 157.40 m48 -0.24 -0.97 99.90 
Orientation 2094 
14 image observations 
 RMS [pix]: col:1.64 row:1.51   
Residuals of image observations 
159 -0.43 0.10 44.90 N7 -0.13 2.03 203.20 
160 2.51 -0.78 262.50 N8 0.79 1.85 201.00 
40 1.16 -2.89 310.50 N9 1.82 2.38 299.40 
L26 -0.69 -2.64 272.20 S2 -0.99 0.24 101.80 
L27 -1.45 -0.90 170.20 S3 -1.18 1.18 167.20 
N29 3.53 0.08 351.80 S4 -1.67 -0.04 166.90 
N6 -2.02 0.01 201.10 m48 -1.22 -0.62 136.70 
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Table D18: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 2095 
15 image observations 
 RMS [pix]: col:1.98 row:1.88   
Residuals of image observations 
159 -1.85 2.62 322.00 N9 2.36 2.75 363.20 
160 0.89 1.86 207.60 e2 -2.89 -2.59 389.70 
N11 -1.15 0.36 121.40 m48 -2.87 1.09 308.00 
40 1.02 -1.94 219.50 e3 1.00 -3.53 368.30 
N12 -3.05 1.42 337.20 S2 0.12 0.30 32.80 
N17 0.94 -1.86 209.00 S3 -0.03 0.93 93.40 
N29 4.20 -1.91 462.40 S4 0.09 -0.37 38.80 
N8 1.25 0.87 153.20  
Orientation 2096 
11 image observations 
 RMS [pix]: col:1.63 row:1.57   
Residuals of image observations 
159 0.05 2.61 258.50 N17 0.44 -0.25 50.70 
160 1.13 0.63 127.90 Q5 -2.62 0.91 275.00 
40 2.12 -2.49 324.80 e2 -2.72 -1.55 310.80 
N11 1.93 -0.53 198.90 e3 0.41 -2.26 228.40 
N12 -1.93 1.26 229.00 m48 1.21 -0.13 120.60 
N14 0.02 1.84 182.40  
Orientation 2097 
12 image observations 
 RMS [pix]: col:2.03 row:2.17   
Residuals of image observations 
160 1.82 4.31 465.00 N18 0.80 3.06 313.90 
40 2.51 -2.21 331.80 Q5 -1.23 1.17 169.10 
N11 1.12 0.96 147.10 e2 -1.86 -1.27 224.10 
N12 3.30 -0.28 328.60 e3 0.75 -2.30 240.90 
N14 -1.47 -1.61 217.30 z10 -4.09 1.14 422.00 
N17 0.02 -3.25 322.70 z11 -1.59 0.23 160.20 
Orientation 2098 
11 image observations 
RMS [pix]: col:1.04 row:1.18 
Residuals of image observations 
N11 -0.38 -0.44 58.50 Q2 0.18 1.20 120.10 
N12 -0.06 0.16 17.30 Q3 -1.5 -0.51 160.90 
N14 -1.8 -2.24 284.70 Q5 1.94 1.52 244.70 
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Table D19: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 2098 
N18 1.30 0.91 157.70 z10 -0.52 1.14 124.30 
N19 0.72 0.77 105.60 z11 -0.05 -1.55 154.20 
N20 0.19 -0.98 98.90  
Orientation 2099 
12 image observations 
 RMS [pix]: col:0.69 row:1.25   
Residuals of image observations 
N18 0.42 1.00 107.70 Q5 1.56 -0.59 164.80 
N19 -0.39 0.99 105.50 z10 0.02 0.61 60.70 
N20 -0.30 -0.83 87.30 z11 0.59 -1.91 197.50 
Q10 -0.45 -0.21 49.70 z12 -0.26 1.91 190.10 
Q2 -0.51 1.09 119.70 z13 0.68 0.71 97.50 
Q3 -1.24 -0.26 125.50 z14 -0.11 -2.52 249.20 
Orientation 2100 
15 image observations 
 RMS[pix]: col:2.18 row:2.16   
Residuals of image observations 
M54 -4.84 1.81 511.60 Q3 -1.04 -0.35 109.00 
N18 2.20 0.77 230.60 m52 -2.88 -0.35 287.30 
N19 0.19 0.67 68.90 z7 4.66 4.66 652.30 
N20 0.40 -1.09 115.10 z8 -1.80 -2.17 279.70 
Q10 -0.06 -1.33 132.20 z12 0.69 0.212 72.10 
Q13 2.74 3.02 403.30 z13 0.62 -0.83 103.30 
Q14 -0.10 1.14 113.70 z14 -0.08 -4.8 472.60 
Q2 -0.66 -1.38 152.20     
Orientation 2101 
14 image observations 
 RMS [pix]: col:2.55 row:2.47   
Residuals of image observations 
M54 -4.73 0.67 472.00 m52 -2.76 -2.65 377.30 
Q10 -0.66 -0.88 108.90 z5 -0.08 1.13 112.30 
Q13 3.95 4.37 581.70 z7 4.07 4.00 563.50 
Q14 -0.54 2.95 296.00 z8 -2.22 -2.91 361.60 
Q2 -0.81 0.02 80.30 z12 0.26 0.97 99.30 
Q21 4.43 -2.48 501.50 z13 1.04 -0.23 105.60 
Q3 -1.23 -1.05 159.90 z14 -0.68 -3.93 393.30 
Orientation 2102 
17 image observations 
RMS [pix]: col:2.80 row:2.35 
Residuals of image observations 
M54 -4.56 1.26 467.90 Q17 0.62 0.88 106.60 
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Table D20: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 2102 
Q10 -2.60 -0.45 261.20 Q18 0.56 1.13 124.50 
Q13 3.45 4.06 526.80 Q19 -0.93 2.15 231.80 
Q14 -1.01 1.52 180.50 Q20 -1.96 0.76 207.70 
Q16 1.34 -0.52 141.90 Q21 7.31 -5.05 877.20 
m52 -3.48 -2.20 406.70 z12 -0.07 0.34 35.10 
z5 -0.43 -1.28 134.10 z13 0.18 0.66 68.20 
z7 3.98 3.21 505.50 z14 -0.17 -4.21 416.20 
z8 -2.16 -2.28 310.70  
Orientation 2103 
14 image observations 
 RMS [pix]: col:2.33 row:1.72 
Residuals of image observations 
144 4.46 -1.18 455.50 Q21 2.65 -2.07 332.30 
M54 -3.56 0.37 354.00 Q22 2.56 -3.88 458.90 
Q16 -0.43 -0.06 43.10 Q25 1.25 2.24 253.80 
Q17 -2.25 0.24 223.40 Q26 -0.57 -0.81 98.50 
Q18 -0.23 1.74 173.10 Q27 -1.74 0.12 172.40 
Q19 0.40 3.12 310.60 z5 -1.83 1.12 212.10 
Q20 -3.16 -0.12 312.60 z9 2.53 -0.86 264.50 
Orientation 2104 
12 image observations 
 RMS [pix]: col:1.69 row:1.05   
Residuals of image observations 
144 2.81 0.31 280.50 Q25 1.49 1.13 185.80 
Q16 0.32 -1.57 158.90 Q26 -1.27 -1.02 162.20 
Q17 1.24 2.46 273.40 Q27 -1.88 -0.36 189.70 
Q18 -1.12 0.21 112.80 Q35 0.27 0.72 76.60 
Q20 -2.85 -0.82 293.80 Q36 -0.66 -0.87 108.60 
Q24 -0.94 -0.40 101.00 z9 2.58 0.22 256.50 
Orientation 2105 
18 image observations 
RMS [pix]: col:1.73 row:1.08 
Residuals of image observations 
144 1.39 1.33 190.40 Q28 3.96 1.48 418.30 
17 0.08 0.72 72.00 Q29 -1.88 -0.17 187.10 
20 -2.30 1.63 279.60 Q30 -0.59 -1.43 154.00 
21 -1.42 -2.66 298.70 Q31 0.89 -0.16 90.10 
23 1.98 0.66 206.70 Q32 -1.36 -0.18 135.40 
Q20 -2.26 -0.45 228.50 Q33 0.025 -0.22 22.40 
Q25 1.31 1.21 176.30 Q35 -0.10 0.40 40.80 
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Table D21: block aerial images orientation results. 
Point 
ID 
Residual [pix] Ground 
[mm] 
Point 
ID 
Residual [pix] Ground 
[mm] row col row col 
Orientation 2105 
Q26 -0.20 -1.07 107.70 Q36 -1.94 -0.38 195.90 
Q27 -0.40 -1.04 110.70 z9 2.83 0.34 282.60 
Orientation 2106 
12 image observations 
 RMS [pix]: col:1.347 row:1.253 
Residuals of image observations 
17 1.07 -0.07 106.30 Q30 0.08 -2.42 239.80 
20 -1.14 2.00 227.80 Q31 -0.15 -0.79 80.00 
21 -1.67 -2.12 268.20 Q32 -0.90 0.46 100.30 
23 1.81 0.42 184.40 Q33 0.45 0.50 67.50 
Q28 3.08 1.52 340.70 Q35 -0.85 -0.55 100.80 
Q29 -1.32 0.46 138.30 Q36 -0.47 0.58 74.00 
Orientation 2107 
11 image observations 
 RMS [pix]: col:1.04 row:1.21   
Residuals of image observations 
17 0.93 -1.03 137.80 Q30 -0.79 -2.01 214.10 
20 -1.22 2.17 246.50 Q31 0.56 0.60 81.90 
21 -0.79 -1.86 200.50 Q32 -0.26 -0.39 47.00 
23 0.83 0.57 99.70 Q33 -0.01 0.81 79.60 
Q28 2.21 1.11 245.20 m57 0.08 0.29 29.70 
Q29 -1.54 -0.24 154.40     
RMS difference for all points in the used images RMS column =2.03, RMS row =2.2 pixels 
and RMS ground was equal 0.30m. 
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 DSM height accuracy ( DSM extracted from aerial images)  
During the model extraction phase from a block of aerial images, the obtained model 
height accuracy was validated  automatically based on the same GCPs those were used in 
block adjustment. The model height accuracy (DSM height accuracy) were presented in 
the annexed tables E1, E2 and E3.  
In terms of theoretical side, these tables offer different helpful information to the user to 
check the obtained model height accuracy.  
Table E1: log file shows the used check points used for DSM height accuracy.  
No 
Point-
ID   
Height (m) ∆H 
(m) 
No 
Point-
ID   
Height (m) ∆H 
(m) 
Reference DSM Reference DSM 
1 1 51.10 51.91 -0.81 34 38 43.13 43.85 -0.72 
2 122 47.11 47.70 -0.58 35 40 37.03 36.49 0.54 
3 123 47.20 48.02 -0.82 36 43 35.81 35.24 0.56 
4 13 56.54 55.45 1.09 37 44 35.80 35.56 0.24 
5 131 51.30 50.24 1.06 38 45 35.81 35.35 0.46 
6 134 50.24 49.96 0.28 39 47 47.26 47.47 -0.21 
7 139 48.91 49.65 -0.74 40 49 47.32 48.17 -0.86 
8 14 49.28 48.13 1.15 41 50 47.32 48.21 -0.89 
9 141 47.99 47.62 0.37 42 53 47.09 46.27 0.83 
10 142 47.30 47.75 -0.45 43 56 47.32 48.12 -0.80 
11 144 45.10 44.99 0.11 44 58 47.95 47.96 -0.01 
12 150 46.22 45.25 0.97 45 59 47.95 47.90 0.05 
13 151 46.68 46.47 0.21 46 60 47.62 47.31 0.31 
14 154 43.61 43.90 -0.29 47 62 49.43 49.09 0.34 
15 155 43.72 43.90 -0.18 48 64 45.90 46.01 -0.11 
16 156 43.95 43.98 -0.03 49 66 50.50 50.15 0.35 
17 157 44.85 45.47 -0.62 50 69 49.16 48.46 0.70 
18 159 37.35 36.65 0.70 51 70 49.03 48.40 0.62 
19 160 37.42 36.82 0.59 52 71 45.29 45.08 0.22 
20 165 32.68 32.74 -0.06 53 71R 49.03 48.68 0.35 
21 166 33.34 32.74 0.61 54 72 45.29 44.85 0.45 
22 17 52.16 51.81 0.36 55 74 50.43 50.52 -0.09 
23 2 51.10 51.77 -0.68 56 76 42.84 42.33 0.51 
24 20 48.07 47.97 0.10 57 77 43.10 43.29 -0.19 
25 21 47.89 47.60 0.29 58 79 48.22 47.15 1.07 
26 23 47.82 47.68 0.14 59 8 52.22 51.32 0.90 
27 25 52.56 51.62 0.94 60 80 48.73 47.94 0.79 
28 28 46.57 46.56 0.01 61 81 48.92 48.11 0.82 
29 29 46.57 46.62 -0.06 62 83 43.42 42.47 0.95 
30 3 50.93 51.76 -0.83 63 84 43.44 41.72 1.72 
31 30 46.25 46.08 0.17 64 9 52.22 51.30 0.92 
32 32 53.89 54.93 -1.04 65 F12 47.33 47.09 0.25 
33 33 53.86 54.61 -0.75 66 F13 47.22 46.86 0.36 
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Table E2: log file shows the used check points used for DSM height accuracy. 
No 
Point-
ID   
Height (m) ∆H 
(m) 
No Point-ID   
Height (m) ∆H 
(m) 
Reference DSM Reference DSM 
67 F14 47.12 46.99 0.13 111 Q30 46.85 47.30 -0.45 
68 F15 47.16 46.96 0.20 112 Q31 46.85 47.23 -0.38 
69 F16 47.12 47.12 0.01 113 Q32 47.32 47.91 -0.59 
70 K1 55.06 55.00 0.05 114 Q33 47.32 48.01 -0.69 
71 K2 55.42 55.13 0.29 115 Q35 47.63 47.16 0.48 
72 L18 49.00 48.69 0.31 116 Q36 47.15 46.68 0.48 
73 L19 49.00 48.90 0.11 117 S5 35.24 34.92 0.32 
74 L20 51.09 49.90 1.19 118 S6 35.24 34.88 0.37 
75 L21 48.94 48.51 0.44 119 S7 35.12 34.83 0.29 
76 L22 48.94 49.48 -0.54 120 S8 42.67 43.06 -0.39 
77 L23 56.98 56.76 0.22 121 a11 57.34 57.61 -0.27 
78 L25 56.62 55.28 1.34 122 a14 60.14 59.27 0.87 
79 L26 40.37 40.92 -0.55 123 a17 51.88 52.63 -0.75 
80 L27 41.09 41.26 -0.17 124 a18 51.92 52.83 -0.91 
81 M54 54.05 53.33 0.71 125 a19 52.17 52.46 -0.29 
82 N11 39.35 38.98 0.37 126 a2 50.81 51.11 -0.30 
83 N12 39.35 39.00 0.35 127 a20 52.17 51.26 0.91 
84 N14 44.43 44.83 -0.40 128 a21 45.39 46.45 -1.06 
85 N19 50.41 50.29 0.12 129 a25 48.91 49.30 -0.39 
86 N2 40.79 40.94 -0.15 130 a26 48.72 49.60 -0.88 
87 N20 50.41 50.09 0.32 131 a27 60.39 59.83 0.56 
88 N21 44.29 44.02 0.27 132 a29 50.55 50.62 -0.07 
89 N22 44.34 43.99 0.36 133 a30 50.54 50.06 0.48 
90 N24 35.19 34.92 0.26 134 a9 53.68 53.35 0.33 
91 N27 39.92 40.05 -0.13 135 aa21 54.02 53.34 0.68 
92 N4 35.87 35.98 -0.12 136 aa22 53.34 53.73 -0.39 
93 N5 35.78 35.97 -0.19 137 aa26 61.24 61.34 -0.10 
94 N6 36.09 35.97 0.12 138 aa27 61.24 62.14 -0.90 
95 N7 36.22 36.50 -0.28 139 b4 63.42 62.71 0.72 
96 N8 35.63 35.89 -0.26 140 b5 47.77 48.12 -0.35 
97 N9 35.38 35.38 -0.01 141 b6 47.00 46.96 0.04 
98 Q10 48.04 48.24 -0.20 142 c2 44.65 45.36 -0.70 
99 Q12 45.37 44.61 0.76 143 c3 44.66 45.50 -0.85 
100 Q13 48.01 48.06 -0.04 144 c4 44.66 45.63 -0.98 
101 Q14 48.01 48.02 -0.01 145 c5 44.61 45.22 -0.62 
102 Q16 46.57 45.79 0.78 146 c6 43.40 43.16 0.24 
103 Q2 46.54 46.95 -0.40 147 d1 40.61 41.11 -0.50 
104 Q20 45.23 45.20 0.03 148 d14 53.58 53.86 -0.28 
105 Q25 47.34 46.87 0.47 149 d15 53.58 54.03 -0.45 
106 Q26 47.71 47.53 0.18 150 d16 33.31 32.78 0.53 
107 Q27 47.72 47.60 0.12 151 d18 33.46 32.73 0.73 
108 Q28 46.88 47.42 -0.54 152 d19 33.06 33.29 -0.23 
109 Q29 46.87 47.35 -0.48 153 d3 43.77 43.43 0.34 
110 Q3 50.64 50.74 -0.10 154 d4 43.83 43.42 0.41 
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Table E3: log file shows the used check points used for DSM height accuracy. 
No 
Point-
ID   
Height (m) ∆H 
(m) 
No Point-ID   
Height (m) ∆H 
(m) 
Reference DSM Reference DSM 
155 d5 43.86 43.37 0.49 175 m46 37.11 37.04 0.07 
156 d7 39.71 39.70 0.01 176 m48 45.86 45.12 0.74 
157 d8 40.12 39.94 0.18 177 m55 50.72 50.55 0.17 
158 f2 77.91 76.79 1.13 178 m56 51.21 51.36 -0.14 
159 f5 48.16 48.48 -0.32 179 m57 49.68 50.03 -0.35 
160 f6 48.16 49.09 -0.93 180 m7 41.32 40.50 0.82 
161 m10 44.06 43.52 0.54 181 m9 43.75 43.61 0.15 
162 m11 47.77 48.16 -0.39 182 z1 42.12 41.70 0.43 
163 m13 41.32 41.01 0.31 183 z10 45.74 44.88 0.86 
164 m14 40.94 41.10 -0.15 184 z11 45.74 44.72 1.02 
165 m16 45.51 46.40 -0.89 185 z12 48.60 48.48 0.12 
166 m17 45.51 46.30 -0.79 186 z13 48.68 48.56 0.12 
167 m18 46.38 46.07 0.30 187 z14 48.68 48.85 -0.17 
168 m19 46.38 46.14 0.24 188 z2 42.96 42.28 0.67 
169 m20 51.24 50.34 0.90 189 z3 40.96 41.07 -0.11 
170 m21 46.61 45.48 1.13 190 z4 45.44 43.60 1.84 
171 m22 46.57 45.81 0.76 191 z5 58.98 59.51 -0.53 
172 m23 54.96 54.30 0.66 192 z7 49.58 49.18 0.41 
173 m27 62.27 62.08 0.19 193 z8 49.58 49.51 0.08 
174 m29 54.27 53.24 1.02 194 z9 45.05 44.96 0.09 
Average 0.11 
DSM height accuracy (RMS)[m] 0.58 
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 Building model information (reference ground truth) 
One of the most critical constraint during this work, was the non availability of reference 
data for Tripoli area. in that regard, manual editing was applied to GeoEye-1 images, in 
order to achieved high accuracy buildings model for part of Tripoli area used as ground 
truth for other models validation, such as DSM extracted from Pleiades and GeoEye-1 
images. The annexed tables F1, F2 and F3, show about 6600 of building roofs 
information, such elevation and area, which were used in height accuracy assessment for 
other models.  
Table F1: the buildings model information (roofs elevation and area). 
Entity  FID 
Elevation 
(m) 
 Area (m2) FID 
Elevation 
(m) 
 Area (m2) 
3DPolyline 1 88.21 231.00 29 69.05 499.00 
3DPolyline 2 92.30 19.00 30 85.87 98.00 
3DPolyline 3 88.00 227.00 31 68.16 20.00 
3DPolyline 4 67.85 65.00 32 91.06 22.00 
3DPolyline 5 86.60 264.00 33 82.35 85.00 
3DPolyline 6 90.97 18.00 34 89.39 64.00 
3DPolyline 7 72.60 11595.00 35 91.40 18.00 
3DPolyline 8 76.86 38.00 36 92.63 231.00 
3DPolyline 9 61.55 2076.00 37 92.85 188.00 
3DPolyline 10 75.75 41.00 38 95.34 15.00 
3DPolyline 11 67.02 283.00 39 68.31 396.00 
3DPolyline 12 92.28 21.00 40 87.22 237.00 
3DPolyline 13 87.45 267.00 41 86.66 216.00 
3DPolyline 14 89.53 9.00 42 9.18 16.00 
3DPolyline 15 67.02 253.00 43 74.22 438.00 
3DPolyline 16 75.41 29.00 44 69.05 499.00 
3DPolyline 17 8.65 273.00 45 85.87 98.00 
3DPolyline 18 86.80 267.00 46 68.16 20.00 
3DPolyline 19 90.72 22.00 47 9.57 11.00 
3DPolyline 20 91.58 20.00 48 9.52 15.00 
3DPolyline 21 87.67 107.00 49 88.01 329.00 
3DPolyline 22 81.45 103.00 50 9.02 0.00 
3DPolyline 23 85.31 93.00 51 83.58 126.00 
3DPolyline 24 76.46 24.00 52 86.36 117.00 
3DPolyline 25 87.30 263.00 53 87.02 373.00 
3DPolyline 26 90.72 21.00 54 91.55 12.00 
3DPolyline 27 94.91 16.00 55 86.82 107.00 
3DPolyline 28 74.22 438.00 56 91.46 19.00 
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Table F2: the buildings model information (roofs elevation and area). 
Entity  FID 
Elevation 
(m) 
 Area (m2) FID 
Elevation 
(m) 
 Area (m2) 
3DPolyline 57 88.37 53.00 98 94.20 124.00 
3DPolyline 58 93.27 331.00 99 8.54 95.00 
3DPolyline 59 80.59 728.00 100 82.83 579.00 
3DPolyline 60 98.13 91.00 101 86.69 624.00 
3DPolyline 61 95.93 380.00 102 84.21 10.00 
3DPolyline 62 81.59 125.00 103 63.07 75.00 
3DPolyline 63 86.05 84.00 104 97.63 10.00 
3DPolyline 64 84.67 118.00 105 9.70 2525.00 
3DPolyline 65 87.12 53.00 106 99.32 204.00 
3DPolyline 66 86.52 732.00 107 80.99 384.00 
3DPolyline 67 9.41 342.00 108 84.92 341.00 
3DPolyline 68 86.22 101.00 109 9.41 68.00 
3DPolyline 69 84.78 14.00 110 94.47 355.00 
3DPolyline 70 84.32 90.00 111 97.21 8.00 
3DPolyline 71 9.41 320.00 112 94.82 70.00 
3DPolyline 72 97.04 75.00 113 99.67 331.00 
3DPolyline 73 74.49 750.00 114 96.13 81.00 
3DPolyline 74 91.45 217.00 115 94.47 1365.00 
3DPolyline 75 9.41 12.00 116 97.63 12.00 
3DPolyline 76 85.34 135.00 117 58.00 388.00 
3DPolyline 77 81.64 97.00 118 99.71 78.00 
3DPolyline 78 91.44 180.00 119 94.30 336.00 
3DPolyline 79 86.04 91.00 120 97.56 734.00 
3DPolyline 80 94.10 345.00 121 93.58 10.00 
3DPolyline 81 91.01 12.00 122 57.47 358.00 
3DPolyline 82 85.31 94.00 123 9.97 349.00 
3DPolyline 83 82.54 6141.00 124 9.30 329.00 
3DPolyline 85 86.13 12853.00 125 94.27 371.00 
3DPolyline 86 97.03 71.00 126 9.35 75.00 
3DPolyline 87 100.05 100.00 127 93.50 647.00 
3DPolyline 88 94.27 16.00 128 96.64 2835.00 
3DPolyline 89 7.02 174.00 129 65.69 10.00 
3DPolyline 90 94.69 275.00 130 61.10 65.00 
3DPolyline 91 85.27 372.00 131 99.19 71.00 
3DPolyline 92 67.45 107.00 132 9.69 579.00 
3DPolyline 93 94.03 111.00 133 75.58 55.00 
3DPolyline 94 85.08 176.00 6556 79.01 26.00 
3DPolyline 95 8.50 386.00 6557 67.49 110.00 
3DPolyline 96 85.57 349.00 6558 71.07 517.00 
3DPolyline 97 94.03 129.00 6559 68.43 325.00 
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Table F3: the buildings model information (roofs elevation and area). 
Entity  FID 
Elevation 
(m) 
 Area (m2) FID 
Elevation 
(m) 
 Area (m2) 
3DPolyline 6560 61.85 218.00 6601 57.26 269.00 
3DPolyline 6561 61.30 48.00 6602 76.72 120.00 
3DPolyline 6564 61.56 158.00 6603 77.11 143.00 
3DPolyline 6565 62.33 32.00 6604 76.37 137.00 
3DPolyline 6566 62.22 113.00 6568 50.83 60.00 
3DPolyline 6567 64.83 176.00 6569 50.62 24.00 
3DPolyline 6570 59.30 254.00 6589 59.10 418.00 
3DPolyline 6571 52.47 278.00 6590 61.76 47.00 
3DPolyline 6572 51.97 65.00 6591 64.06 44.00 
3DPolyline 6573 59.31 150.00 6592 70.34 209.00 
3DPolyline 6574 65.74 94.00 6593 70.99 136.00 
3DPolyline 6575 78.63 35.00 6594 73.81 37.00 
3DPolyline 6576 75.58 71.00 6595 80.23 25.00 
3DPolyline 6577 77.10 115.00 6596 76.54 152.00 
3DPolyline 6578 76.68 47.00 6597 76.44 253.00 
3DPolyline 6579 73.90 20.00 6605 61.25 80.00 
3DPolyline 6580 70.45 441.00 6606 64.36 45.00 
3DPolyline 6581 57.58 359.00 6607 82.55 17.00 
3DPolyline 6582 6.50 34.00 6608 77.41 284.00 
3DPolyline 6583 63.22 173.00 6609 76.24 136.00 
3DPolyline 6584 66.54 73.00 6610 80.74 19.00 
3DPolyline 6585 63.33 189.00 6611 76.99 124.00 
3DPolyline 6586 59.29 133.00 6612 77.30 122.00 
3DPolyline 6587 62.44 54.00 6613 77.30 132.00 
3DPolyline 6598 58.67 212.00 6614 79.52 22.00 
3DPolyline 6599 58.84 131.00 6615 77.15 439.00 
3DPolyline 6600 62.46 313.00    
 Destroyed buildings area (Detected building area) 
The destroyed buildings area on Bab Aziza military area in Tripoli region were detected 
based on the analysis of used DSMs before and after the hazard, which occurred in 2011. 
the total destroyed buildings areas were more than 600, which representing by the close 
polygons upon Bab Aziza military area.  
In order to show the detected areas of destroyed buildings, and to give more information 
about the affected area upon Bab Aziza military in 2011. Annexed tables H are shown the  
destroyed buildings areas (object ID and area), for each destroyed buildings, which refer 
to the accuracy of detected buildings.  
 [References and annexes] 
182 
Table H1: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
0 68 29.39 12.62 35 249 175.18 424.82 
1 81 37.61 12.79 36 271 49.03 112.61 
2 85 14.31 12.05 37 272 39.38 84.03 
3 91 26.14 13.97 38 283 17.33 17.70 
4 92 13.75 10.31 39 292 28.12 49.22 
5 96 31.21 21.32 40 293 178.30 983.03 
6 98 27.36 16.13 41 301 22.18 30.38 
7 110 48.60 46.56 42 317 34.24 52.85 
8 112 17.41 18.29 43 323 201.00 950.69 
9 128 23.83 35.02 44 332 24.49 32.38 
10 131 41.69 95.55 45 354 34.78 69.75 
11 137 20.06 18.42 46 363 63.29 103.55 
12 138 24.70 31.05 47 368 34.55 78.18 
13 141 26.61 38.56 48 370 14.36 12.46 
14 143 61.48 119.72 49 379 26.89 40.18 
15 145 28.99 54.97 50 388 160.68 357.68 
16 149 29.29 45.10 51 398 40.24 94.74 
17 154 74.35 141.80 52 415 12.89 10.44 
18 171 20.30 20.03 53 426 81.72 132.11 
19 174 36.85 54.21 54 427 42.27 79.41 
20 175 27.56 29.12 55 432 25.86 41.68 
21 183 92.13 150.30 56 441 17.84 12.38 
22 198 25.93 20.91 57 443 17.54 17.93 
23 205 16.63 13.68 58 445 20.24 25.86 
24 208 44.21 84.49 59 450 98.82 182.15 
25 218 58.82 87.51 60 451 18.86 18.21 
26 219 29.06 16.03 61 455 17.45 18.94 
27 222 92.07 110.48 62 456 17.43 11.87 
28 223 35.39 68.23 63 463 35.23 69.29 
29 224 20.80 27.15 64 474 29.41 44.03 
30 227 30.73 49.14 65 484 22.45 14.85 
31 234 25.41 43.25 66 488 35.05 64.74 
32 235 16.10 14.34 67 494 15.75 11.31 
33 244 100.31 209.22 68 500 73.57 161.31 
34 245 29.18 52.17 69 504 13.85 12.45 
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Table H2: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
70 509 56.47 90.31 105 735 16.11 12.32 
71 510 34.94 58.56 106 745 40.54 116.39 
72 534 21.04 23.76 107 749 19.17 19.54 
73 539 27.92 39.15 108 751 60.62 118.68 
74 544 17.97 17.69 109 752 35.29 81.81 
75 545 14.73 10.77 110 761 168.55 380.44 
76 551 45.74 51.86 111 762 15.62 12.22 
77 556 31.05 55.19 112 799 14.68 13.10 
78 558 33.02 34.96 113 803 22.83 19.94 
79 559 16.38 14.52 114 804 28.79 46.54 
80 564 23.74 31.50 115 813 27.88 38.74 
81 570 50.55 154.28 116 814 24.78 39.71 
82 588 20.11 15.96 117 820 47.63 95.40 
83 594 33.84 42.14 118 838 33.18 40.65 
84 605 28.57 24.52 119 855 13.19 10.17 
85 607 21.96 32.37 120 876 17.81 15.72 
86 613 25.00 29.91 121 886 32.60 43.95 
87 615 57.58 61.85 122 893 55.38 89.30 
88 621 28.45 39.70 123 921 13.16 10.05 
89 641 17.37 16.67 124 925 18.85 15.24 
90 646 18.61 18.44 125 959 27.17 25.55 
91 651 17.27 17.05 126 980 28.74 28.83 
92 653 34.46 69.88 127 985 39.69 55.24 
93 666 47.58 57.38 128 1036 15.07 13.53 
94 667 33.77 50.11 129 1047 188.54 584.00 
95 669 29.09 37.33 130 1051 70.57 189.65 
96 672 17.42 16.75 131 1052 55.86 87.52 
97 678 29.88 50.57 132 1067 18.11 17.59 
98 690 22.17 17.75 133 1089 14.07 11.07 
99 704 23.16 14.86 134 1119 28.66 24.30 
100 708 19.82 16.40 135 1131 23.61 33.96 
101 710 158.12 353.17 136 1135 16.67 11.58 
102 725 50.84 60.40 137 1172 18.20 18.46 
103 727 15.38 15.52 138 1173 26.27 29.03 
104 734 49.09 98.07 139 1193 16.45 14.80 
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Table H3: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
140 1204 18.99 14.94 175 1610 26.31 47.54 
141 1229 15.80 13.61 176 1612 26.89 26.41 
142 1230 57.99 109.31 177 1616 28.06 27.77 
143 1257 45.77 45.93 178 1618 33.07 19.80 
144 1258 16.34 12.70 179 1628 21.02 15.29 
145 1283 19.91 14.32 180 1631 90.16 307.27 
146 1290 22.98 13.40 181 1633 35.31 34.52 
147 1294 13.79 11.31 182 1642 17.15 13.93 
148 1307 28.60 44.08 183 1654 20.28 18.53 
149 1314 16.41 16.28 184 1662 13.49 10.59 
150 1322 16.89 11.78 185 1665 25.63 37.38 
151 1326 17.31 15.66 186 1676 230.58 880.11 
152 1330 19.67 17.40 187 1686 17.86 13.74 
153 1335 18.59 21.14 188 1691 74.26 231.12 
154 1357 59.64 113.30 189 1694 32.83 44.19 
155 1370 20.76 19.06 190 1710 16.75 15.78 
156 1411 24.62 22.86 191 1724 17.75 20.52 
157 1415 32.81 40.01 192 1726 28.63 55.61 
158 1419 81.51 145.57 193 1732 23.80 27.94 
159 1433 51.09 81.58 194 1737 72.29 127.64 
160 1439 32.29 38.26 195 1738 13.75 10.28 
161 1442 17.68 20.22 196 1751 32.50 70.51 
162 1459 28.14 21.69 197 1763 17.19 14.67 
163 1460 17.82 19.70 198 1764 15.62 12.90 
164 1493 19.60 25.37 199 1779 33.79 48.48 
165 1494 57.81 56.24 200 1785 17.60 12.25 
166 1521 22.80 26.84 201 1789 18.23 18.98 
167 1535 20.56 26.57 202 1805 23.52 13.55 
168 1538 52.19 44.97 203 1828 39.29 54.79 
169 1548 14.50 10.89 204 1831 30.24 42.44 
170 1550 71.32 106.41 205 1846 16.61 11.84 
171 1568 29.88 30.33 206 1856 22.87 29.98 
172 1581 14.47 10.85 207 1917 78.05 139.38 
173 1583 31.60 33.43 208 1925 45.57 99.96 
174 1606 21.33 20.81 209 1926 28.81 27.06 
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Table H4: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
210 1946 13.65 11.50 245 2458 42.93 105.99 
211 1970 21.18 27.04 246 2459 76.53 241.82 
212 1990 19.51 21.73 247 2472 15.95 13.38 
213 1992 20.10 16.57 248 2482 19.27 18.87 
214 2002 14.82 12.71 249 2494 18.97 23.08 
215 2009 22.63 31.45 250 2495 54.01 68.89 
216 2019 20.42 11.60 251 2498 25.07 40.71 
217 2033 149.00 204.05 252 2507 63.22 79.24 
218 2045 34.81 58.80 253 2516 13.31 10.81 
219 2074 29.97 26.17 254 2533 36.03 46.42 
220 2124 17.21 13.39 255 2546 22.25 11.77 
221 2140 28.50 16.23 256 2558 25.49 22.47 
222 2141 24.86 31.40 257 2572 19.23 11.62 
223 2160 14.59 11.09 258 2573 17.04 13.04 
224 2198 25.36 40.76 259 2580 31.05 40.95 
225 2206 18.52 21.84 260 2581 18.02 14.86 
226 2214 14.83 10.87 261 2582 39.71 25.50 
227 2233 130.96 321.11 262 2595 43.60 58.89 
228 2277 15.80 11.73 263 2609 34.89 40.19 
229 2283 20.93 12.02 264 2614 20.19 10.94 
230 2300 18.95 22.39 265 2617 16.27 11.99 
231 2305 15.81 14.10 266 2621 25.20 35.44 
232 2321 41.85 63.74 267 2622 42.92 54.97 
233 2342 29.98 20.04 268 2627 25.02 29.61 
234 2344 32.73 72.42 269 2632 19.28 15.80 
235 2386 30.61 25.46 270 2638 13.44 10.93 
236 2389 21.61 19.83 271 2640 27.91 25.99 
237 2397 24.51 21.21 272 2651 18.35 13.66 
238 2400 17.42 15.41 273 2659 82.86 229.47 
239 2409 108.09 396.38 274 2660 17.80 17.33 
240 2418 29.79 35.36 275 2661 79.15 165.09 
241 2438 21.57 26.04 276 2662 18.12 15.20 
242 2447 14.00 10.00 277 2663 14.24 11.54 
243 2451 30.21 41.83 278 2674 44.52 54.65 
244 2452 21.12 20.12 279 2689 13.98 11.29 
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Table H5: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
280 2694 28.54 21.76 315 2968 14.73 12.08 
281 2695 86.03 115.03 316 2972 31.12 47.02 
282 2702 73.11 218.13 317 2975 16.77 16.63 
283 2719 20.98 17.93 318 2977 23.60 25.38 
284 2721 29.67 40.04 319 2990 16.03 12.92 
285 2725 25.35 21.78 320 2992 39.21 43.30 
286 2732 14.66 13.20 321 2996 18.16 16.45 
287 2735 26.08 40.27 322 3010 33.41 40.30 
288 2751 51.58 98.14 323 3012 42.59 71.92 
289 2756 40.66 95.02 324 3018 20.17 19.88 
290 2770 19.88 17.67 325 3026 19.68 21.11 
291 2774 16.35 14.41 326 3038 61.51 116.15 
292 2779 16.23 17.73 327 3060 14.05 11.01 
293 2780 20.01 21.04 328 3062 49.36 74.70 
294 2809 14.81 13.45 329 3067 48.74 70.70 
295 2811 13.68 10.20 330 3074 125.11 174.32 
296 2814 14.33 12.68 331 3083 25.49 37.68 
297 2817 158.49 410.27 332 3105 18.95 15.12 
298 2818 23.65 30.05 333 3111 45.77 98.01 
299 2828 21.06 16.99 334 3116 70.19 84.13 
300 2839 16.62 17.14 335 3119 14.07 11.74 
301 2842 44.82 67.95 336 3120 28.37 22.52 
302 2846 80.11 115.25 337 3136 42.85 47.86 
303 2861 62.12 72.77 338 3145 18.37 20.13 
304 2864 28.24 20.95 339 3148 21.21 25.35 
305 2880 22.09 28.00 340 3156 32.80 30.91 
306 2883 27.73 26.88 341 3168 59.73 79.68 
307 2888 17.73 17.99 342 3171 33.07 62.20 
308 2889 28.68 34.58 343 3172 25.15 27.95 
309 2897 41.39 51.34 344 3180 30.24 49.02 
310 2898 17.02 14.08 345 3183 14.55 12.13 
311 2909 68.73 114.56 346 3186 44.08 41.39 
312 2931 23.57 20.23 347 3189 17.96 18.59 
313 2936 97.70 241.56 348 3190 54.17 66.59 
314 2937 34.15 33.32 349 3204 15.89 11.65 
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Table H6: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
350 3211 28.51 49.72 385 3501 96.70 181.41 
351 3221 18.79 11.32 386 3509 16.54 13.68 
352 3222 16.28 12.47 387 3522 43.63 92.97 
353 3227 22.05 17.58 388 3548 27.44 24.36 
354 3228 17.75 11.04 389 3558 52.54 49.55 
355 3237 14.21 10.84 390 3564 15.94 13.71 
356 3239 15.41 10.91 391 3566 28.25 31.83 
357 3246 16.23 15.21 392 3586 61.06 99.45 
358 3249 36.61 40.10 393 3610 44.37 59.49 
359 3256 17.73 16.16 394 3616 34.65 66.71 
360 3261 38.46 98.97 395 3617 120.34 446.61 
361 3267 172.30 431.21 396 3625 14.29 11.66 
362 3283 59.14 86.39 397 3628 19.17 18.10 
363 3291 47.09 56.06 398 3641 16.47 13.15 
364 3301 33.87 37.44 399 3669 51.77 102.77 
365 3306 19.88 23.05 400 3677 27.20 25.70 
366 3310 21.71 24.06 401 3693 34.99 29.04 
367 3314 30.27 29.73 402 3703 27.41 30.67 
368 3362 32.20 26.32 403 3719 21.20 23.45 
369 3366 14.93 12.43 404 3724 13.03 10.07 
370 3368 55.06 54.48 405 3733 29.64 54.29 
371 3383 16.90 18.02 406 3736 115.99 118.14 
372 3396 25.19 23.51 407 3751 41.40 75.24 
373 3405 19.59 18.74 408 3757 15.21 13.47 
374 3406 14.67 12.65 409 3761 30.92 64.98 
375 3419 29.55 33.69 410 3767 18.01 18.05 
376 3436 22.08 20.47 411 3770 13.12 10.07 
377 3437 18.16 19.45 412 3771 65.81 151.91 
378 3446 21.85 23.15 413 3779 29.19 53.59 
379 3448 20.71 16.51 414 3782 88.65 211.43 
380 3449 57.30 82.23 415 3787 25.99 35.01 
381 3453 16.00 14.00 416 3796 32.54 56.06 
382 3469 27.64 35.17 417 3809 14.19 10.21 
383 3490 20.06 15.06 418 3812 20.51 23.97 
384 3500 21.34 23.98 419 3813 18.67 13.15 
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Table H7: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
420 3823 106.23 141.06 455 4131 24.72 35.18 
421 3827 23.57 31.12 456 4132 17.46 18.89 
422 3835 35.67 29.76 457 4134 59.54 212.16 
423 3836 40.70 43.31 458 4135 78.52 222.11 
424 3845 34.04 29.09 459 4141 25.57 32.69 
425 3858 20.32 19.00 460 4142 23.03 30.54 
426 3860 36.44 29.77 461 4146 36.77 37.90 
427 3870 41.25 40.57 462 4147 24.80 34.38 
428 3871 36.09 40.00 463 4154 31.67 25.05 
429 3883 47.67 43.99 464 4157 39.38 28.01 
430 3903 24.59 15.56 465 4169 27.87 54.37 
431 3914 19.66 18.88 466 4185 16.39 16.62 
432 3929 18.85 20.06 467 4200 34.90 53.80 
433 3940 19.54 15.90 468 4201 42.65 114.52 
434 3957 35.31 38.66 469 4213 18.60 20.30 
435 3972 27.87 37.61 470 4216 20.50 23.36 
436 3978 22.75 23.73 471 4217 24.36 15.56 
437 3986 74.24 99.74 472 4224 17.08 12.57 
438 3987 46.32 46.98 473 4235 19.32 20.25 
439 3988 16.27 10.48 474 4236 31.82 48.96 
440 4002 32.82 25.17 475 4242 22.29 32.73 
441 4021 23.97 25.33 476 4243 22.57 30.15 
442 4023 30.97 48.18 477 4250 39.51 75.12 
443 4050 21.47 12.54 478 4256 16.82 10.70 
444 4054 66.03 71.87 479 4260 34.03 49.37 
445 4056 13.16 10.73 480 4273 73.78 158.12 
446 4064 15.28 11.60 481 4290 17.27 15.35 
447 4089 15.21 11.79 482 4307 17.93 14.84 
448 4092 17.37 18.71 483 4325 15.94 13.92 
449 4100 49.69 36.97 484 4330 14.65 11.68 
450 4110 18.57 17.25 485 4342 46.82 39.16 
451 4114 18.01 19.29 486 4345 17.46 16.55 
452 4115 16.95 12.24 487 4346 35.00 59.60 
453 4127 17.03 16.70 488 4350 57.53 67.17 
454 4129 19.54 14.89 489 4361 19.13 16.69 
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Table H8: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
490 4362 26.38 25.72 525 4549 39.90 58.91 
491 4369 13.16 10.12 526 4550 16.01 13.79 
492 4372 31.43 56.79 527 4552 14.71 11.96 
493 4373 67.50 138.42 528 4560 31.97 19.67 
494 4374 32.04 19.65 529 4566 21.10 25.17 
495 4376 22.81 11.26 530 4568 46.19 77.03 
496 4377 16.24 13.52 531 4576 13.59 10.29 
497 4379 26.62 18.94 532 4580 138.56 165.60 
498 4380 24.81 25.48 533 4588 25.39 23.57 
499 4381 22.08 14.79 534 4597 39.03 53.10 
500 4382 47.22 48.08 535 4604 33.76 60.92 
501 4386 65.38 255.15 536 4605 22.45 32.25 
502 4388 47.61 39.10 537 4623 35.74 56.61 
503 4392 190.07 333.21 538 4624 18.12 13.62 
504 4393 17.15 17.17 539 4630 42.85 41.26 
505 4399 22.06 27.89 540 4637 14.40 12.74 
506 4400 18.62 20.28 541 4649 19.67 18.44 
507 4404 30.46 39.50 542 4662 24.32 18.36 
508 4419 127.53 181.84 543 4663 26.33 26.48 
509 4423 31.27 62.83 544 4664 65.79 64.95 
510 4444 16.41 10.36 545 4667 34.91 77.46 
511 4455 14.20 10.99 546 4668 37.12 51.93 
512 4457 36.09 70.51 547 4669 40.55 67.09 
513 4476 34.17 73.23 548 4677 33.23 58.61 
514 4478 65.38 99.71 549 4698 19.29 21.03 
515 4492 30.62 48.63 550 4700 19.16 16.81 
516 4499 68.59 154.13 551 4702 17.90 16.84 
517 4501 14.07 11.07 552 4712 15.24 13.34 
518 4514 14.45 11.93 553 4739 79.71 63.72 
519 4517 52.40 98.82 554 4757 22.79 22.08 
520 4519 22.14 17.30 555 4766 27.49 38.51 
521 4522 34.02 32.02 556 4767 35.56 67.58 
522 4531 13.85 11.01 557 4802 21.38 28.29 
523 4535 17.69 19.50 558 4805 16.25 15.90 
524 4543 48.45 74.14 559 4806 56.64 110.67 
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Table H9: the actual destroyed buildings areas on Bab al-Azizia military region. 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
FID 
Object  
ID 
Shape Length 
(m) 
Area 
(m2) 
560 4814 27.80 38.56 578 4949 27.10 18.21 
561 4816 31.31 36.78 579 4950 30.78 20.37 
562 4838 17.17 18.43 580 4960 15.62 13.69 
563 4839 112.59 245.77 581 4961 22.20 14.13 
564 4846 28.39 26.37 582 4979 48.57 113.47 
565 4849 20.95 16.02 583 4980 40.18 53.10 
566 4850 20.50 13.62 584 4988 26.65 40.54 
567 4854 27.83 25.51 585 4994 135.29 12.19 
568 4869 26.00 23.58 586 5007 14.36 19.42 
569 4875 21.95 26.16 587 5008 18.80 57.36 
570 4891 34.49 57.85 588 5011 29.00 28.50 
571 4897 23.80 20.63 589 5021 21.67 12.92 
572 4898 33.16 37.31 590 5050 22.82 165.88 
573 4899 45.45 90.88 591 5068 82.50 11.88 
574 4910 22.83 22.15 592 5111 114.43 153.76 
575 4916 51.76 90.51 593 5128 82.81 42.84 
576 4931 20.44 20.79 594 5195 33.50 29.51 
577 4937 59.59 119.22 595 5244 21.59 10.66 
 
