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Abstract
Neuromuscular electrical stimulation (NMES) has been effectively applied in
many rehabilitation treatments of spinal cord injured (SCI) individuals. In this
context, we introduce a novel robust and intelligent control-based methodology
to closed-loop NMES systems. Our approach uses a control law to guarantee
the system’s stability. And, machine learning tools for both optimizing the
controller parameters and system identification, with the novelty of using past
rehabilitation data. In this paper, we apply the proposed methodology to the
rehabilitation of lower limbs using a control technique namely robust integral of
the sign of the error (RISE), an off-line improved genetic algorithm optimizer,
and neural network models. Although in the literature the RISE controller
presented good results on healthy subjects without any fine-tuning method, a
trial and error approach would quickly lead to muscle fatigue for SCI individuals.
Therefore, in this paper, for the first time, the RISE controller is evaluated with
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two paraplegic subjects in one stimulation session. And, with seven healthy
individuals during at least one session up to at most five ones. As shown in
results, control performance is improved via the proposed approach comparing
to an empirical tuning, which can avoid premature fatigue on clinical procedures
using NMES.
Keywords: Neuromuscular electrical stimulation, spinal cord injury, RISE
controller, knee joint, nonlinear system identification.
1. Introduction
Neuromuscular electrical stimulation (NMES) and functional electrical stim-
ulation (FES) have been effectively applied in many rehabilitation treatments for
spinal cord injured patients in the past years. Damages in the spinal cord may
be occasioned by traumatic causes like road accidents, sports injuries, and vio-
lence. Or, nontraumatic ones such as diseases and tumors. The problem itself,
spinal cord injury (SCI) is commonly a permanent cause, which can generate
some issues like loss of bodily perception, difficulties related to sexual functions,
partial or total paralysis, and a lot of pain to the individual. However, the main
consequences depend on several factors, such as the personal condition of the
patient itself, the level of the lesion and its damages, availability of time and
resources, and socioeconomic factors. For instance, in low-income countries, the
SCI normally leads to death in contrast with high-income ones where patients
enjoy a better and more productive life.
The application of NMES/FES for SCI rehabilitation is one of the most fre-
quent methods, which provides many health and social benefits for its patients.
For example, the maintenance and recovery of muscle strength; prevention of
flaccidity and hypotrophy, which are classic signs of muscle inactivity; offer-
ing higher expectation and quality of life; and by allowing social reinsertion.
NMES/FES are techniques based on the use of equipment that generates elec-
trical current for muscle stimulation at the motor level. That is, it aims to
generate a muscle contraction via electrodes placed superficially as in this study
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or intramuscularly. On the use of electrical stimulation, muscular contraction is
controlled by manipulating pulse frequency, amplitude or duration, being stim-
ulation often delivered as pulses of electric current (Lynch & Popovic (2012);
Popovic´ (2014)).
Even though there are several investigations on closed-loop control of
FES/NMES systems for lower limb rehabilitation (c.f. Ferrarin et al. (2001);
Previdi & Carpanzano (2003); Jezernik et al. (2004); Cheng et al. (2016); Mo-
hammed et al. (2012); Wu et al. (2017); Gaino et al. (2017); dos Santos et al.
(2015); Kirsch et al. (2017); Nunes et al. (2019) and the references within), these
systems are hardly put into production. Alternatively, there exist commercial
stimulators normally available on open-loop designs and with pre-programmed
electrical stimulus, which are not enough to deal with the nonlinear and time-
varying nature of muscles. Hence, the essential purpose to continue investigating
this field is due to numerous challenges that have to be faced in an attempt to
design automatic stimulation strategies. For example, control strategies need
to compensate for modeling errors on the plant, system’s faults, individual’s
muscles behavior, inter/intra-subject variability in muscle properties, in which,
the last generates the difficulty of predicting the exact contraction force exerted
by the muscle leading to an unknown mapping between the stimulus parameters
and the muscle force.
This paper proposes to design and evaluate the robust integral of the sign
of the error (RISE) (Xian et al. (2003, 2004)) control law for the nonlinear
tracking control of human lower limbs via NMES. Despite several control laws
investigated in the literature, this study considered the RISE control law by
some fundamental characteristics such as the consideration of unmodeled dis-
turbances and uncertainties in the plant. Nevertheless, adjusting the parame-
ters of the controller is the main component to guarantee high-quality control
performance, i.e., the method can only guarantee good responses (asymptotic
stability) selecting appropriately the gain constants.
In the literature one can find Stegath et al. (2007, 2008) and Sharma et al.
(2009) as pioneers authors on developing the RISE controller for the lower limb
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tracking control. Afterward, Sharma et al. (2012) presented an improvement
of the RISE control method for the same application using an NN feedforward
term. Downey et al. (2013) and Downey et al. (2015) developed a RISE controller
for asynchronous stimulation to the lower limb. Kawai et al. (2014) simulated
the tracking control performance of a RISE-based controller to a model to the
co-contraction control of the human lower limb. Kushima et al. (2015) modeled
an FES knee bending and stretching system, and developed a RISE-based con-
troller to stimulate the quadriceps and hamstrings muscle groups. In the similar
context of NMES, but for upper limbs, Lew et al. (2016) implemented the RISE
controller for the rehabilitation of post-stroke individuals.
Even though previous investigations for this problem with the RISE method
presented good results without any fine-tuning method, the motivation of this
paper arises due to the absence of clever algorithms to properly select the gains
constants of the RISE controller. That is, in the aforementioned researches,
authors have not informed how they tuned the controller or that it was used an
empiric approach (pretrial tests) to define gain parameters before conducting the
real experiments. Besides, experiment validations were made only on healthy
individuals, however, as well-known, muscles of SCI patients do not have the
same strength as a healthy one (Mohammed et al. (2012)).
Given the stability analysis and the gains sufficient condition initially pro-
vided by Stegath et al. (2008) and Sharma et al. (2009) for an uncertain non-
linear muscle model, one finds out gains inequalities leading to a very large
combination within the set of feasible solutions in R+. Furthermore, when it
comes to SCI rehabilitation via NMES/FES there exist several problems like
muscle fatigue, due to incomplete tetanus and even from the electrical stimu-
lus application itself. While using a “trial and error” methodology to set gains
constants to the controller for healthy subjects might be feasible as presented in
the aforementioned papers, the scenario should be reconsidered when treating
SCI patients to avoid such problems.
Therefore, to overcome the aforementioned problems, this paper proposes a
novel robust and intelligent control-based methodology for NMES/FES systems.
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More precisely, we aim to overcome the empiric tuning technique for clinical pro-
cedures using the RISE controller, as observed in the literature. Moreover, this
study proposes to extend the analysis of the RISE controller to SCI individuals
that do not present ideal conditions as healthy ones. The proposed methodol-
ogy includes an identification step based on machine learning black-box models
with the novelty of using past identification and control data for each patient.
A robust control law (e.g., RISE technique) to guarantee the system’s stability,
and an offline controller optimizer.
In (Arcolezi et al. (2019)), our group proposed an off-line improved genetic
algorithm (IGA) optimizer to the RISE controller for simulation results assum-
ing a nonlinear mathematical model of the knee joint from three paraplegics
and one healthy individual. In this paper, the proposed methodology is imple-
mented and evaluated with seven healthy and two paraplegic individuals using
the RISE control law, the IGA optimizer, and neural network black-box models.
The first hypothesis for this paper is that by using an empirical approach
to clinical procedures, it would present a large number of poor performances,
while a more adequate tuning with a more representative identified model can
provide better tracking control of the lower limb. And, the second hypothesis is
that by using past rehabilitation data for identifying an individual, this model
will improve the description of the relationship between angular position and
the delivered electrical stimulus, where fatigue and other problems as tremors
are already implicit in the data.
The following sections of this paper are organized as: Section 2 presents
the theoretical background; Section 3 introduces the proposed control-based
methodology and the materials and methods used in the experiments; Section 4
presents the results and its analysis; and finally, in Section 5 the conclusions of
this paper and future works are provided.
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2. Theoretical Background
2.1. RISE-based Control
The RISE control method proposed by Xian et al. (2003, 2004) utilizes a
continuous and high gain control signal, which guarantees asymptotic tracking
considering bounded smooth external disturbances and bounded modeling un-
certainties. Besides enabling asymptotic stability, the use of the integral of the
sign of the error in the RISE technique allows it to avoid the commonly chat-
tering problem seen on sliding mode controllers. To achieve the stated control
objective, i.e., to enable the lower limb to track a desired angular trajectory
even in spite of external disturbances and modeling uncertainties, a position
tracking error denoted by e1(t) ∈ R, is defined as
e1(t) = θd(t)− θ(t), (1)
where θd(t) is the desirable angle (set-point) with the premise of having bounded
continuous-time derivatives, and θ(t) the real angular position. Furthermore, to
facilitate the control design, filtered tracking errors e2(t) ∈ R and r(t) ∈ R are
defined as
e2(t) = e˙1(t) + α1e1(t), (2)
r(t) = e˙2(t) + α2e2(t), (3)
where α1, α2 ∈ R are positive and adaptable control gains. Hence, as one can see
in Sharma et al. (2009); Stegath et al. (2008), authors guaranteed semi-global
asymptotic stability considering an uncertain nonlinear muscle model with the
RISE control law defined as
u(t) = (ks+ 1)e2(t)− (ks+ 1)e2(0) +
∫ t
0
[(ks+ 1)α2e2(τ) +βsgn(e2(τ))]dτ , (4)
where ks, β ∈ R also represents positive and adaptable control gains, u(t) is the
control signal (in our case the electric stimulus), and sgn(·) is the known signum
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function. As highlighted in the literature (Khadra et al. (2016)), a recommended
approximation for a differentiator for experimental validation and used in this
study is
H(s) =
Y (s)
U(s)
=
s
τs+ 1
, (5)
being composed by the low pass filter 1/(τs+1); where Y (s) and U(s) are the
input signal and its filtered derivative, respectively; and τ is a time constant to
be selected small.
2.2. Improved Genetic Algorithm
The improved genetic algorithm (IGA) was introduced in Arcolezi et al.
(2019) to optimize the gains parameters of the RISE controller for a represen-
tative model of an individual. It will be summarized here in the following. This
algorithm has three steps. First, there is a pre-processing stage for bounding
the gain limits to initiate the search efficiently. Second, a construction phase
uses a simple fast genetic algorithm (FGA) to generate a good initial popula-
tion. Thereafter, a complete genetic algorithm (CGA) is applied to improve the
quality of this population and hence achieve a global (or local) minimum.
Figure 1 briefly describes the FGA in a flow chart. Np is the size of the
initial population (small), Mr is a mutation rate, and the stopping criterion is
the number of generation Ng. More specifically, Ng represents the size of the
real initial population (RIP) to initiate the local search phase. The CGA is very
similar to the FGA, with a more stringent test to the replacement operator. We
highly recommended the reader to refer to the indicated paper (Arcolezi et al.
(2019)) for a more descriptive version of the algorithm.
2.3. System identification via neural networks
Nonlinear systems identification and modeling have been applied in most
areas of science to predict the future behavior of dynamic systems. It has been
fomented fields in control theory, and it is an essentially important way to
explore, study and understand the world by a formal description of events as a
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Figure 1: Flow chart of the fast genetic algorithm.
model. In the following, a short description of using NNs for identification of
discrete dynamic system is provided.
The construction of black-box models is essentially based on the quality of
measured data about the system. The fundamental concept of this approach
is to model the direct input-output relationship, i.e., identifying and modeling
just with data, in which the main objective is to find the weights and other
coefficients (known as hyper-parameters) of the NN. Moreover, NNs are based
on a collection of inter-connected units named neurons. These neurons are
structured into three or more layers, input, hidden(s), and output. NNs are
in the core of deep learning (several neurons and hidden layers) field and has
become a progressively and very popular research topic. Generally, NNs can be
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divided into two large classes, feedforward NNs and recurrent neural networks.
Fundamentally, an operator F from an input space U to an output space
Y expresses the model of the system to be identified, where the goal is to find
a function Fˆ that approximates F to a specific requirement. By the Stone-
Weierstrass theorem, there exists a continuous and bounded function F , that
can be uniformly approximated as closely as desired by a polynomial function
Fˆ . Further, according to the universal approximation theorem, there exists
a combination of hyper-parameters of an NN that allows it to identify and
learn any nonlinear function (Narendra & Parthasarathy (1990); Previdi (2002);
Narendra & Mukhopadhyay (1997)).
Consider a single-input and single-output discrete system structure with only
the input and output data available as
y(k) = F [y(k − 1), ..., y(k − n);u(k − 1), ..., u(k −m)], (6)
where F (·) is an unknown nonlinear difference equation that represents the plant
dynamics; u and y are measurable scalar input and output respectively; and m
and n are the maximum lags for the system output and input, i.e., they are the
last values of the input and output respectively. In short, the next value of the
dependent output signal y(k) is regressed on previous values of the output and
input signals.
The identification for the discrete-time system in Eq. 6 can be done by follow-
ing two major types of identification structures presented in the literature as the
parallel, and the series-parallel identification model (Narendra & Parthasarathy
(1990)). The first structure depends on past inputs of the system and the out-
puts of the NN model. The second arrangement uses both past inputs and
systems’ outputs. Mathematically these models are respectively described as
yˆ(k) = Fˆ [yˆ(k − 1), ..., yˆ(k − n);u(k − 1), ..., u(k −m)], (7)
yˆ(k) = Fˆ [y(k − 1), ..., y(k − n);u(k − 1), ..., u(k −m)], (8)
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where yˆ is the model output, y is the real system output, Fˆ is the model struc-
ture, m and n are the regression order for the input and output. These last two
parameters are chosen before the identification process, which n is the output
memory to indicate how many past steps of output will be used in the system
identification, and m refers to time-step of input values and it is the longest
memory that a model can store. In this paper, we used a feedforward NN (Mul-
tilayer Perceptron - MLP) to approximate the nonlinear mapping function F (·)
in Eq. (6) using the series-parallel structure in Eq. (8).
3. Materials and Methods
3.1. Proposed Methodology
Fig. 2 illustrates the proposed methodology. In the first session of a new
patient (no previous data), a stimulation session is made to acquire information
on the relationship between delivered electric stimulus and the achieved angular
position. The acquired data is appropriately treated to pass through an identifi-
cation step via neural network black-box models. Therefore, assuming that this
relationship is efficiently mapped, a simulation process is initiated using clever
algorithms to minimize a well-defined control objective to adequately set-up the
gains constants of the RISE controller for this patient. At final, the rehabilita-
tion procedure is retaken with fine-tuned gains for a better control-stimulation
session. This allows preventing premature fatigue and other unwanted factors
for SCI patients that would be present by not choosing an appropriate gains
combination.
In future sessions, all data (system identification and control evaluation)
from previous rehabilitation sessions are used for training a NN model in an
offline scheme. That is, before each (next) session, all data from a patient
is combined to a single dataset and used to better map its relationship with
electrical stimulus. Thus, the same optimization process using the trained model
provides fine-tuned gain parameters to be afterward applied to the rehabilitation
procedure.
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Figure 2: The proposed robust and intelligent control-based methodology.
The use of NNs is motivated by the advantages of these methods for the
nonlinear system identification problem and by a high power for computation
and storage of data encountered nowadays. To the identification step, the nov-
elty of the proposal is motivated by the use of past rehabilitation data. The
primary purpose is to build up a dataset for each patient, where the number of
data will increase during rehabilitation sessions, and the identified model will
improve with more data and details about the nonlinear muscular behavior. As
highlighted in the literature, muscular behavior is very susceptible to paramet-
ric variation between one day to another, and for instance, evolution and gain
of strength due to previous rehabilitation sessions.
Moreover, one of the primary advantages of performing simulations for an
NMES-base knee extension is the liberty of studying this problem from different
perspectives and divergent levels of abstraction with the acquired data. While
humans present limitations to NMES applications due to muscle fatigue, which
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restricts the number of experiments, simulation provides uncountable executions
to better study feasibility and practicality of the designed system. And, it
supplies continuous feedback to maintain improving the system (Jezernik et al.
(2004)).
3.2. Analyzed individuals
The study with volunteers was authorized through a research ethics commit-
tee involving human beings (CAAE: 79219317.2.1001.5402) at Sa˜o Paulo State
University (UNESP). Before the participation, written informed consent was
obtained from all participants. In this study, seven healthy individuals (male,
aged 22-28) labeled as H1-H7 and two male SCI individuals labeled as P1 and
P2 participated in the experiments. Table 1 presents information on both SCI
individuals.
Table 1: Specific data on SCI individuals.
Individual Age (years) Injury level Injury time
P1 32 L4, L5 9 years
P2 43 C5, C6 17 years
3.3. Instrumentation
Fig. 3 illustrates the test platform used for conducting the experiments at the
Instrumentation and Biomedical Engineering Laboratory (“Laborato´rio de In-
strumentac¸a˜o e Engenharia Biome´dica - LIEB”) at UNESP - Ilha Solteira. This
platform is composed of a NI (National InstrumentsR©, USA) myRIO controller
to operate in real time; a current-based neuromuscular electrical stimulator; an
instrumented chair composed by an electrogoniometer NIP 01517.0001 (LynxR©,
Sa˜o Paulo, Brazil), a gyroscope LPR510AL (ST MicroelectronicsR©, Switzer-
land), two triaxial accelerometers MMA7341 (FreescaleR©, USA); and two user
interfaces developed in the LabVIEWR© student version edition, one for identi-
fication and the other for controlling.
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The neuromuscular electrical stimulator delivers rectangular, biphasic, sym-
metrical pulses to the individual’s muscle, allowing a control adjustment of the
pulse width (PW) in a range of 0 − 400µs. We control the stimulation inten-
sity by setting the pulse amplitude to the quadriceps and controlling the PW.
In this study, we fixed the following parameters: stimulus frequency at 25 Hz
(constant frequency trains (CFT) technique), pulse amplitude at 80 mA for
healthy individuals, and 120 mA for paraplegic ones. This difference in pulse
amplitude occurred due to insufficient contractions using amplitude below 120
mA for these paraplegic individuals and their respective muscular atrophy con-
ditions. Last, we used surface electrodes with rectangular self-adhesive CARCI
50 mm x 90 mm settings.
3.4. Data acquisition and experimental procedure
Initially, the chair backrest and the knee joint position are adjusted for each
volunteer to ensure their comfort. Each individual has a different knee angu-
lar position in the resting condition. The angular position in this condition is
measured and taken as an offset during the experimental protocol. A muscle
analysis is made to determine the motor point, to guarantee the proper position-
ing of the surface electrodes. More precisely, the electrophysiological procedure
for identifying the motor point consists of mapping the muscle surface using a
stimulation electrode to identify the skin area above the muscle, where the mo-
tor threshold is the lowest for a given electrical current, which is the skin area
most responsive to electrical stimulation (Gobbo et al. (2014)). After this pro-
cedure, the electrodes can be properly positioned allowing the neuromuscular
electrical stimulation to maximize the evoked voltage, minimizing the intensity
of the injected current and the level of discomfort to the volunteer.
After the motor-point identification, a few open-loop tests are performed
applying a step-type signal during four seconds, in the interest of determining
a bounded pulse width band ρmin to ρmax concerning to the desired range of
angular position θmin = 10
◦ and θmax = 40◦. The values of min = 10◦ and
max = 40◦ were stipulated for this application. Note that we could adopt other
13
Figure 3: Test platform for electrical stimulation experiments.
values of lower limb extension, but we consider that it was a suitable value for
gait control application (Nunes et al. (2019)).
During the experiments, healthy individuals were instructed to relax, to not
influence the leg motion voluntarily and allow the stimulation to control it.
Further, during electrical stimulation sessions, the individual could deactivate
the stimulation pulses using a stop button, under any displeasure situations (as
one can see in Fig. 3).
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In the following two subsections, the experimental setup is detailed. Firstly,
it is assumed an individual using the proposed methodology by the first time,
i.e., without any previous data. After, individuals who participated in two up
to five sessions of experimental tests.
3.4.1. First session
Thereafter, a one-minute stimulation test is carried out. This stimulation
performs the system identification procedure by randomly applying pulse width
values belonging to the set of values mapped to each individual. The electri-
cal pulse width random value is constant for a random time between four and
seven seconds. Consequently, a new test has randomness in the domain of the
pulse width of the electrical stimulus as well as in the time of each stimulus. In
this work, the power of muscle activation by electrical stimulation in paraplegic
individuals was greater. Before performing the tests, these individuals were
not submitted to a rehabilitation research program involving daily electrically
stimulated exercise of their lower limbs. Consequently, when there is high stim-
ulation intensity, there is only partial recruitment of synergistic motor units and
there is co-activation of antagonists (Doucet et al. (2012)). Unfortunately, this
is a disadvantage of conventional single-electrode stimulation, whose increased
stimulation intensity will lead to increased muscle fatigue (Laubacher et al.
(2017); Maffiuletti (2010)). To minimize early fatigue in paraplegic individuals
(Gregory et al. (2007)), the total test time was reduced to 40 seconds.
The motivation to pursue this methodology is the attempt to map a tracking
situation and to recognize the completely nonlinear and time-varying nature of
muscles during a high time of electrical stimulation. The pulse width, position,
velocity, and angular acceleration data are automatically recorded with 0.02
of time sampling, resulting in a dataset with approximately 3000 samples (60
seconds) at most.
Afterward, the identification data is read and manipulated for feeding up a
shallow MLP with one hidden layer. In the literature, one hidden layer has been
proved to be sufficient to approximate any continuous function on a compact
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domain (Previdi (2002); Narendra & Mukhopadhyay (1997)). We tuned the
number of neurons via a random search procedure (Bergstra & Bengio (2012)).
This technique randomly selects a combination of hyperparameters to find the
best solution for the built model. The number of neurons was hence selected as
250; hyperbolic tangent activation is used in each neuron from the hidden layer
and the output layer is composed of one neuron with linear activation, which
gives the estimated output yˆ(k).
We experimented with several m and n values, and the one with the best
time-utility trade-off was m = n = 1. This results in a dataset containing
the last input value “Pulse Width(k − 1)” and the last output value “Angu-
lar Position (k−1)” as features, and the actual output value “Angular Position
(k)” as target. The MLP NN model requires a normal input arranged as
[samples, features], where the observations at previous time-steps are inputted
as features to the model.
Therefore, using the estimated model, an optimization procedure is per-
formed based on the proposed IGA to find the best gains combination for two
reference trajectories. The first trajectory is a sinusoidal wave ranging from 10◦
to 40◦ and the second one is a 40◦ step wave (30◦ for SCI individuals), which
simulate both isotonic and isometric contractions respectively. The motivation
to use a smooth range of motion at 40◦ and a small-time period (sine wave) is
the attempt to avoid premature fatigue by diminishing muscle effort.
Considering a real-world application of the proposed methodology and by
assuming a limited time for a rehabilitation session, the initial parameters of
IGA used for simulations were: size of population equal Np = 8, crossover rate
equal 1, mutation rate equal 0.5, number of generations equal Ng = 6 (size of
RIP), and k equal 1 iteration. The algorithm ran a single time providing the
combination of the RISE controller gains. Before performing the real experi-
ment, previous simulations to both trajectories were made to check the system’s
response. Generally, the running time did not exceed 10 minutes of execution.
Lastly, using empiric gains and the ones encountered by the IGA, the con-
trolling procedure is implemented for both trajectories. Data are recorded with
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0.005 of time sampling, generally resulting in a dataset with approximately
12, 000 samples (60 seconds) at most.
The programming language used in this research was MatlabR©, both for de-
veloping the optimization algorithm and to the system identification procedure
via NNs. The simulation system was developed using the Matlab/SimulinkR©
platform, which contains both sine and step trajectories, a saturation block
bounding control signal from 0 µs to ρmax µs for each individual, the RISE
controller block, and the identified NN block for each individual.
3.4.2. Two up to five sessions
Differently, for individuals who participated in more sessions with at least
48 hours of difference between two consecutive sessions, the identification step
is not considered as it is done when an individual participates for the first time.
The data from previous rehabilitation sessions are used for training a NN model
in an offline scheme, where before each next section, all data from an individual
is combined to a single dataset and used to better map its relationship with
electrical stimulus.
Thus, using each trained identified model, an optimization procedure using
the developed IGA is made to find the best gains combination for both sine and
step reference trajectories. As this optimization is made in an offline scheme
and before the next session, time and computational costs are not too strict as
they are for the first session. Therefore, the initial parameters of IGA used for
simulations were: size of population equal 10, size of RIP equal to 30, crossover
rate equal 1, mutation rate equal 0.3, number of generations equal 30 and k equal
1 iteration. The algorithm ran a single time, and several gains combinations
from the set of solutions were simulated to check the system’s response and
select the best one for both trajectories. Generally, this procedure took at most
1 hour.
For the experimental part, the electrodes are positioned at the motor-point
identified in the first session, and similarly, a few open-loop tests applying a
step-type signal during four seconds are performed, to determine a bounded
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pulse width band concerning to θmin = 10
◦ and θmax = 40◦. Afterward, a
small-time interval for muscle rest is provided.
Therefore, knowing the fine-tuned gains parameters for each individual, the
controlling procedure is applied for both references, and then with an empiric
gains combination for comparing results.
4. Results and Discussion
During this study, individuals H1-H4 participated in five sessions, H5 in
three sessions, and H6-H7 in two sessions. SCI individuals participated in just
one session due to displacement difficulties. For all individuals, the first session
took more time and an additional stimulation than the following others due to
the random stimulation test, and the training/optimization time made during
the session to find the best gains combination. Five combinations of empiric
gains (α1;α2; ks;β) were chosen before starting any control-stimulation test as
(1; 2; 30; 5), (0.5; 1; 30; 1.5), (0.8; 1.2; 20.5; 2.5), (5; 2; 15; 3), (4; 7; 25; 8) respec-
tively for sessions one up to five. These gains were “literally” chosen by chance
respecting the gain’s inequalities as we did not know the system’s response to
any combination of gains.
Fig. 4 illustrates tracking results on both trajectories for individuals P1-P2
respectively and Fig. 5 illustrates tracking results for individuals H1 (5th ses-
sion) and H2 (2nd session) respectively. Tables 2 and 3 present control metrics
results comparing both empiric and IGA tuning approaches for all individuals
(Ind.) in each session (Sess.) for the sine and step wave trajectories respec-
tively. Additionally, in these tables, we present the Coefficient of determination
(R-squared) (Corr.) between the input (pulse width) and the output (angular
position) data, and the identification mean squared error (Id.mse). The Corr.
metric will be used as an indication of how correlated the input-output data is
throughout sessions. This helps in understanding how “difficult” it is to identify
the dynamics of the system, which one can compare with the Id.mse metric.
The control metrics in these tables are the RMSE between the desired and
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actual knee angles considering the whole period of control-stimulation; the time
of effective control (TEC) representing how much time in seconds the lower limb
is control-stimulated to track the reference angle; and the fine-tuned gains used
(α1;α2; ks;β). When the lower limb does not track the reference angle, the
RMSE metric is represented by NC, meaning “not calculated”. Finally, Figs. 6
and 7 summarize all results by illustrating in bar plot the RMSE metric for both
tuning procedures, empiric and IGA, and each trajectory (sine and step-signal)
in all sessions and to all individuals. Omitted bars are due to “NC” case where
the lower limb did not track the reference angle, or because the individual not
participating in the session.
Figure 4: Experimental results for individuals P1 and P2.
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Figure 5: Experimental results for individuals H1 and H2.
As shown in Tables 2 and 3 and Figure 4, the proposed methodology could be
effectively applied to clinical procedures for treating spinal cord injured patients
via NMES/FES. Results from P1 validate and substantiate the first hypothesis
presenting very good tracking results using the proposed methodology while
using empiric gains the lower limb tracked the sine wave with a lag and presented
a slow response to the stepping trajectory. Moreover, it is noteworthy to mention
that the RMSE of 2.9842◦ for the IGA sine wave from P1 was the best result
during all experiments made during this research, which is the third part of the
RMSE of 9.1471◦ using empiric gains. However, it is notable in the final seconds
(about 28 seconds) that the lower limb would start to have more tremors due
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Table 2: Performance results for the sine wave on control experiments for all individuals.
Ind. Sess. Corr. Id.mse
Empiric IGA
RMSE TEC RMSE TEC α1;α2;ks;β
P1 1st 0.836 0.001 9.147◦ 30(s) 2.984◦ 30(s) 2.61;3.34;48.94;1.78
P2 1st 0.796 0.003 11.296◦ 30(s) 10.730◦ 30(s) 2.22;3.54;39.50;1.40
H1
1st 0.726 0.002 7.494◦ 60(s) 5.830◦ 60(s) 3.23;1.08;24.74;5.50
2nd 0.157 0.038 8.752◦ 60(s) 5.933◦ 60(s) 1.76;2.28;32.30;2.39
3rd 0.101 0.042 14.092◦ 60(s) 7.337◦ 60(s) 3.23;2.52;27.33;2.29
4th 0.159 0.041 6.377◦ 60(s) 3.629◦ 60(s) 2.40;4.10;27.05;2.18
5th 0.113 0.040 6.383◦ 60(s) 3.562◦ 60(s) 3.07;4.37;21.73;1.56
H2
1st 0.869 0.006 5.212◦ 60(s) 5.055◦ 45(s) 1.90;3.50;48.00;3.00
2nd 0.416 0.039 8.317◦ 60(s) 3.885◦ 60(s) 1.57;2.37;48.45;1.05
3rd 0.308 0.039 11.741◦ 35(s) 3.633◦ 60(s) 1.47;3.31;30.01;1.87
4th 0.282 0.037 4.887◦ 60(s) 3.562◦ 40(s) 1.42;3.68;35.09;1.99
5th 0.292 0.038 10.713◦ 33(s) 4.858◦ 23(s) 2.03;3.02;36.07;2.23
H3
1st 0.820 0.003 NC 60(s) 6.019◦ 30(s) 1.4;2.5;60;3.4
2nd 0.498 0.023 9.221◦ 50(s) 7.615◦ 50(s) 2.12;2.28;73.74;1.55
3rd 0.506 0.023 NC 45(s) 4.616◦ 33(s) 4.75;4.01;19.56;2.73
4th 0.510 0.024 3.775◦ 33(s) 6.688◦ 60(s) 0.93;2.69;28.09;2.45
5th 0.492 0.026 19.096◦ 60(s) 6.516◦ 60(s) 3.25;3.45;22.70;3.23
H4
1st 0.974 0.0006 NC 45(s) 9.382◦ 60(s) 1.92;2.41;69.71;1.69
2nd 0.377 0.054 12.794◦ 60(s) 4.823◦ 60(s) 1.92;4.14;44.26;1.50
3rd 0.323 0.0543 8.246◦ 60(s) 4.640◦ 30(s) 3.85;4.00;21.51;2.85
4th 0.294 0.052 3.534◦ 31(s) 4.561◦ 60(s) 1.63;4.26;23.74;1.70
5th 0.281 0.049 16.483◦ 60(s) 3.717◦ 42(s) 2.24;2.22;28.37;2.06
H5
1st 0.881 0.001 NC 60(s) 6.006◦ 20(s) 3.36;4.09;53.19;3.30
2nd 0.682 0.030 8.070◦ 50(s) 3.017◦ 21(s) 2.68;6.85;24.64;3.13
3rd 0.599 0.035 NC 60(s) 3.872◦ 52(s) 3.21;2.43;51.30;3.42
H6
1st 0.815 0.001 NC 60(s) 10.128◦ 60(s) 1.52;2.50;55.87;1.67
2nd 0.476 0.028 9.105◦ 60(s) 6.553◦ 60(s) 4.89;4.89;43.05;2.36
H7
1st 0.767 0.0038 NC 60(s) 8.500◦ 60(s) 3.72;3.85;45.16;1.59
2nd 0.552 0.017 NC 60(s) 6.630◦ 50(s) 1.15;5.96;44.29;1.20
to the fatigue factor.
The tracking result for the sine wave was not satisfactory for the individual
P2 such as for P1. However, the results of the step wave performed after three
minutes interval for muscle rest using gains found by the IGA achieved very
good regulation around the operation point during 21 seconds approximately.
In addition, the empirical tuning provided very poor performance for both sine
and step trajectories, by not tracking the sine wave and by regulating with a
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Table 3: Performance results for the step wave on control experiments for all individuals.
Ind. Sess. Corr. Id.mse
Empiric IGA
RMSE TEC RMSE TEC α1;α2;ks;β
P1 1st 0.836 0.001 10.995◦ 30(s) 5.978◦ 25(s) 2.72;3.57;47.12;1.54
P2 1st 0.796 0.003 10.106◦ 23(s) 6.613◦ 21(s) 3.01;1.91;48.34;2.65
H1
1st 0.726 0.002 5.920◦ 60(s) 6.167◦ 60(s) 1.37;1.63;54.03;2.36
2nd 0.157 0.038 12.291◦ 60(s) 8.201◦ 60(s) 0.64;1.66;52.26;4.00
3rd 0.101 0.042 7.266◦ 60(s) 4.164◦ 60(s) 2.30;4.24;59.26;3.49
4th 0.159 0.041 6.741◦ 60(s) 4.404◦ 60(s) 3.12;5.80;43.162;1.35
5th 0.113 0.040 6.887◦ 60(s) 4.425◦ 60(s) 2.61;3.54;39.50;1.30
H2
1st 0.869 0.006 9.764◦ 57(s) 6.212◦ 37(s) 1.90;3.50;48.00;3.00
2nd 0.416 0.039 NC 30(s) 7.856◦ 25(s) 1.38;1.34;64.41;3.72
3rd 0.308 0.039 11.822◦ 57(s) 5.457◦ 37(s) 3.54;3.83;54.88;1.92
4th 0.282 0.037 6.424◦ 34(s) 4.890◦ 45(s) 2.07;1.75;36.32;1.96
5th 0.292 0.038 6.226◦ 35(s) 7.233◦ 38(s) 2.17;1.76;38.53;1.85
H3
1st 0.820 0.003 15.359◦ 48(s) 8.176◦ 32(s) 1.47;2.63;57.83;3.36
2nd 0.498 0.023 8.230◦ 45(s) 5.598◦ 28(s) 2.77;3.03;57.17;3.47
3rd 0.506 0.023 14.233◦ 38(s) 6.2584◦ 30(s) 1.56;3.95;50.91;3.05
4th 0.510 0.024 5.472◦ 40(s) 6.357◦ 55(s) 3.22;3.99;68.67;1.26
5th 0.492 0.026 7.102◦ 60(s) 4.491◦ 60(s) 2.23;2.85;43.33;2.03
H4
1st 0.974 0.0006 13.914◦ 60(s) 5.943◦ 60(s) 1.92;2.41;69.71;1.69
2nd 0.377 0.054 8.354◦ 60(s) 4.694◦ 60(s) 1.92;2.41;55.83;1.69
3rd 0.323 0.0543 8.830◦ 60(s) 7.286◦ 60(s) 1.22;1.64;30.44;3.50
4th 0.294 0.052 4.551◦ 60(s) 6.777◦ 60(s) 1.03;6.16;66.38;1.14
5th 0.281 0.049 7.871◦ 60(s) 4.895◦ 60(s) 2.12;2.35;46.93;1.67
H5
1st 0.881 0.001 NC 45(s) 5.719◦ 60(s) 3.65;1.56;76.66;2.69
2nd 0.682 0.030 8.076◦ 52(s) 5.481◦ 50(s) 2.84;1.51;40.93;2.54
3rd 0.599 0.035 13.032◦ 45(s) 6.351◦ 50(s) 1.16;2.98;45.15;1.20
H6
1st 0.815 0.001 12.789◦ 60(s) 6.578◦ 60(s) 2.10;1.08;51.24;1.93
2nd 0.476 0.028 7.506◦ 60(s) 4.040◦ 60(s) 2.62;5.22;25.55;3.65
H7
1st 0.767 0.0038 9.554◦ 40(s) 7.044◦ 21(s) 2.75;3.85;68.51;1.96
2nd 0.552 0.017 13.135◦ 60(s) 5.212◦ 60(s) 2.73;5.79;37.57;2.44
stationary error around the operation point from the step wave.
One can notice results for healthy individuals in Tables 2 and 3 and Fig. 5
that the use of empiric gains presents several poor performances, wherein most
of the tests, the control-stimulated lower limb did not track the reference angle
(“NC”) or presented high oscillatory comportment (as Fig. 5 shows). Alterna-
tively, by using the proposed methodology, for all individuals, satisfactory and
suitable tracking results were acquired for both situations, tracking a sine wave
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Figure 6: RMSE analysis for the sine trajectory using both empiric and IGA tuning.
Figure 7: RMSE analysis for the step trajectory using both empiric and IGA tuning.
via an isotonic contraction and by regulating around an operation point (step
wave) as an isometric contraction. Additionally, as sessions passed by, it was
noticed an improvement of tracking results for some individuals, which between
many factors, one could be the use of a better representative model using past
rehabilitation data providing a better tuning of the RISE controller.
Moreover, for most healthy individuals, by not tuning empirically the RISE
controller and not fatiguing the muscle on pretrial stimulations the lower limb
tried robustly to track the reference angle for 60 seconds. In contrast, the
RISE controller presented by Stegath et al. (2007) and Stegath et al. (2008)
demonstrated tracking control on 8 seconds for the stepping trajectory and 20
seconds for a sine wave; Sharma et al. (2009) and Sharma et al. (2012) presented
tracking control on 30 seconds for a step and sine-type signal; and Kushima
et al. (2015) and Downey et al. (2015) presented tracking control on 30 and 45
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seconds respectively for a sine trajectory.
During the experiments, we noticed that saving data of each individual on
every rehabilitation session allowed us to have better models, which approximate
to real-world ones with nonideal conditions (fatigue, tremors, and spasms). In
these situations, as sessions passed by, models lost correlation between input
and output data (as one can see in Tables 2 or 3) and the error increased
due to less correlation between data. However, these models better described
what happens in real experiments, where non-linearities and the time-varying
behavior of muscles are explained by data.
Finally, one can see in Figs. 6 and 7 that it is very noticing how the proposed
methodology outstands when comparing it to an empirical tuning approach,
supporting and validating the hypothesis made in this paper. Additionally, one
can notice that in the first sessions of healthy individuals, results normally pre-
sented higher RMSE, which could be due to fear or discomfort to the electrical
stimulus or voluntary movements. However, as sessions passed by, it was no-
ticed an improvement of tracking results for some individuals, which between
many factors, can be explained by the use of a more representative model with
past rehabilitation data. This resulted in a better tuning of the RISE controller
improving the tracking results in practice.
5. Conclusion
Aiming to propose improvements to human lower limb tracking control of
SCI patients via NMES/FES, this research introduced a novel methodology con-
sisting of an identification step that uses past rehabilitation data, the RISE con-
trol method (or fundamentally similar control laws) to guarantee the system’s
stability, and an improved genetic algorithm to tune the controller efficiently.
Experiments were made with seven healthy and two paraplegic individuals sub-
stantiating and validating the methodology via real experiments.
Additionally, the RISE control method designed for lower limb control
present in the literature did not validate this controller for paraplegic subjects.
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Therefore, for the first time, using the proposed methodology, we validated this
controller with two SCI subjects with very good tracking results. This would
not be possible if using a “trial and error” method by fatiguing the muscle before
acquiring good tuning. Moreover, in the experiments made in this research, re-
sults are presented for all periods of control-stimulation, where for many healthy
individuals, the lower limb tried robustly to track the reference angle for more
than 45 seconds, which is the maximum time presented in the literature for the
RISE controller, getting to 60 seconds many times.
Considering the first hypothesis made in this paper, setting empiric gains to
the RISE controller normally leads to an under-performance comparing to using
intelligent systems for finding the best combination for each individual. That
is, to supply an efficient treatment for SCI patients via NMES/FES, a fine-
tuning method as the approach presented in this paper, if applied to clinical
procedures could avoid premature fatigue and other problems on SCI patients
during rehabilitation.
Moreover, for the second hypothesis, the use of the past rehabilitation data
for system identification presented promising results where models lost cor-
relation between input and output data but gained non-linearities and time-
varying properties implicit in data, e.g., tremors and fatigue. Hence, saving
real databases of each patient containing detailed information from every re-
habilitation session, and by using strong tools, such as NNs, the mapping over
the delivered electric stimulus and achieved angular position will be efficiently
addressed.
Additionally, as an NMES-base knee simulation system, using the data saved
from each patient, it allows previously testing improvements to the RISE control
law and more control techniques before actual implementation in the future,
saving time and resources. Furthermore, the proposed methodology for knee
joint control would allow people with no experience with technical information
on neural networks, genetic algorithms, or even the control law RISE, to easily
use a closed-loop NMES/FES system for SCI rehabilitation.
For future work, a deeper validation using the proposed methodology with
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spinal cord injured patients during more sessions is planned. Additionally, for
the identification procedure, deeper and dynamic NNs will be considered for
achieving better control-oriented models. Lastly, fundamentally similar control
laws will be considered and improvements to the RISE control method.
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