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Le routage spe´cifique a` la source est une forme de routage qui consiste a` prendre en compte, lors des de´cisions de
routage, la source du paquet en plus de sa destination. Le routage spe´cifique a` la source permet donc d’avoir plusieurs
routes vers une meˆme destination et d’en choisir une en se´lectionnant une adresse source. Dans cette communication,
nous de´crivons les techniques de routage spe´cifique a` la source et nous montrons quelques-unes des applications qu’il
rend possible, notamment celles qui sont motive´es par les travaux du groupe Homenet de l’IETF.
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1 Introduction
Un re´seau est multihome´ lorsqu’il rec¸oit sa connectivite´ a` Internet de plusieurs fournisseurs d’acce`s
(FAI). Ge´ne´ralement, cette pratique vise a` augmenter la fiabilite´ du re´seau, mais parfois aussi a` augmenter
ses performances ou diminuer les couˆts. La figure 1a repre´sente un re´seau multihome´, ou` deux de ses
routeurs sont connecte´s a` deux FAI distincts.
Un re´seau peut eˆtre multihome´ en faisant partie du cœur de l’Internet : le re´seau doit alors acque´rir un
pre´fixe d’adresses IP inde´pendant de tout fournisseur (Provider Independant), et s’annoncer a` tout le cœur
par l’interme´diaire de ses FAI. Les hoˆtes du re´seau rec¸oivent leur adresse IP dans ce pre´fixe, et le routage
au sein du re´seau se fait a` l’aide d’un protocole de routage classique.
L’avantage de ce type de multihoming est de ne ne´cessiter aucun changement aux protocoles et applica-
tions existantes. La fiabilite´ est obtenue par la nature dynamique du protocole de routage qui, s’il de´tecte
une panne d’un FAI, re´tractera la route : les paquets passeront par un autre FAI. La diminution des couˆts ou
le gain de performances peuvent eˆtre obtenus en modifiant les parame`tres du protocole de routage.
Malheureusement, cette technique requiert une entre´e par re´seau dans la table de routage globale de
l’Internet ; c’est pourquoi elle n’est plus encourage´e, voire prohibe´e (seuls des re´seaux re´pondant a` certains
crite`res peuvent obtenir un pre´fixe inde´pendant). La plupart des re´seaux rec¸oivent leur pre´fixe d’adresses
IP de leur FAI : beaucoup de re´seaux sont ainsi agre´ge´s dans un seul pre´fixe d’adresses du FAI, le seul a`
apparaıˆtre dans l’Internet global.
Un re´seau connecte´ a` plusieurs FAI sans avoir de pre´fixe inde´pendant rec¸oit donc de chaque FAI un
pre´fixe d’adresses de´pendant du FAI. Dans ce type de multihoming, chaque hoˆte du re´seau rec¸oit plusieurs
adresses IP, une par fournisseur, et doit alors choisir quelle adresse utiliser lors de l’e´mission de paquets. Un
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FIGURE 1: Configurations des re´seaux multihome´s.
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paquet a` destination de l’Internet doit ensuite eˆtre route´ par le FAI qui est a` l’origine de son adresse source :
les autres FAI doivent en principe de´truire le paquet.
On remarque alors que le routage offre aux couches supe´rieures des hoˆtes la possibilite´ de choisir entre
plusieurs chemins, graˆce a` la se´lection de la paire d’adresses source et destination. La figure 1b illustre ce
propos, ou` un client a deux adresses, une fournie par FAI 1, l’autre par FAI 2, et de meˆme le serveur a
deux adresses fournies par FAI 3 et FAI 4. Le client, lorsqu’il envoie un paquet, peut choisir par quel FAI
le paquet doit sortir de son re´seau en se´lectionnant son adresse source, et par quel FAI le paquet doit arriver
dans le re´seau du serveur en se´lectionnant son adresse destination.
Cette communication se place dans le contexte du multihoming a` adresses de´pendantes des FAI. Nous
pre´sentons deux contributions : le routage sensible a` la source, et une application multichemin, mpmosh.
2 Routage spe´cifique a` la source
Le routage spe´cifique a` la source [BC15] est une modeste extension du routage next-hop ou` les paquets
sont route´s en fonction de leur adresse source en plus de leur adresse destination. Le routage spe´cifique a` la
source re´sout le proble`me du routage dans les re´seaux multihome´s en routant les paquets a` destination de
l’Internet vers le FAI fournisseur de leur adresse source. Le groupe de travail Homenet de l’IETF, charge´
de normaliser les protocoles des re´seaux domestiques, a choisi le routage spe´cifique a` la source comme
paradigme de routage.
En routage classique, les tables de routage associent un next-hop a` un pre´fixe (d’adresses destination).
Il arrive fre´quemment que des pre´fixes se chevauchent : plusieurs entre´es de la table de routage sont alors
candidates pour router un meˆme paquet. En pre´sence d’une telle ambiguı¨te´, l’entre´e ayant le pre´fixe le plus
spe´cifique est retenue. Cela fonctionne car les pre´fixes ont une structure particulie`re, en arbre, qui implique
que l’ensemble des pre´fixes contenant une meˆme adresse est totalement ordonne´ par l’inclusion. La notion
de spe´cificite´ coı¨ncide avec celle d’inclusion.
En routage spe´cifique a` la source, les tables de routage associent un next-hop a` une paire de pre´fixes desti-
nation et source. La relation d’inclusion (ou de spe´cificite´) ne suffit plus a` ordonner les entre´es : deux entre´es
peuvent eˆtre ni incluses l’une dans l’autre, ni disjointes. C’est le cas si les pre´fixes destination et source de
la premie`re sont respectivement plus et moins spe´cifiques que ceux de la seconde (ou inversement).
Il est primordial que le comportement de chaque routeur du re´seau face aux ambiguı¨te´s soit exactement le
meˆme, sans quoi des boucles de routage persistantes peuvent apparaıˆtre. Les protocoles de routage doivent
donc choisir un comportement. Il y a consensus au sein de la communaute´ pour que les paquets soient route´s
en suivant l’ordre lexicographique sur les paires (destination, source) : les entre´es de pre´fixe destination plus
spe´cifique sont pre´fe´re´es, et en cas d’e´galite´ celles de pre´fixe source plus spe´cifique.
Les imple´mentations des protocoles de routage calculent des entre´es a` installer dans la table de routage
des couches basses du syste`me (FIB) des routeurs. La cohe´rence de ces entre´es de´pend de l’ordre spe´cifie´
par le protocole. Toutes les FIB imple´mentent nativement le routage next-hop avec l’ordre de spe´cificite´,
mais toutes ne supportent pas nativement le routage spe´cifique a` la source. Il est toutefois souvent possible
d’utiliser des re`gles d’inge´nierie de trafic, qui permettent de se´lectionner une table de routage en fonction
d’une adresse source : le routage se fait alors avec l’ordre inverse de celui souhaıˆte´.
Dans une publication pre´ce´dente [BC15], nous de´crivons une technique forc¸ant les couches basses des
syste`mes a` suivre l’ordre choisi par le protocole en ajoutant des routes plus spe´cifiques.
3 Multipath a` la couche application
Nous l’avons vu, le choix d’un chemin dans des re´seaux multihome´s s’effectue par le choix d’une paire
d’adresses source et destination. L’algorithme par de´faut de se´lection d’adresse [TDMC12] calcule de
manie`re de´terministe une paire d’adresses source et destination en fonction de parame`tres locaux et sta-
tiques (ensemble des adresses source et destination). Nous explorons la possibilite´ de se´lection dynamique
de chemins a` la couche application a` l’aide de mesures bout en bout.
Travaux connexes Shim6 [NB09] est un protocole situe´ entre la couche re´seau et la couche transport,
destine´ a` re´e´crire les adresses source et destination des paquets lors de pertes de connexions. Cette ope´ration
Le routage spe´cifique a` la source et ses applications
est comple`tement transparente pour les couches supe´rieures : les connexions TCP ne sont ainsi pas perdues
s’il reste un chemin valide. Shim6 de´tecte la perte d’une connexion en se basant sur l’absence de trafic
entrant. Tous les chemins possibles sont alors teste´s a` l’aide de sondes, et le “meilleur” chemin est retenu
pour devenir le nouveau chemin emprunte´. Shim6 re´sout ainsi le proble`me de la fiabilite´ dans les re´seaux
multihome´s.
MPTCP [RPB+12] est une extension compatible de TCP qui e´tablit autant de sous-flots que de che-
mins disponibles. Il utilise ses sous-flots pour augmenter la fiabilite´ du re´seau et re´partir la charge, tout en
controˆlant la congestion. Un gros avantage de MPTCP est d’eˆtre transparent a` l’application, qui utilise des
connexions TCP classiques : il suffit que le client et le serveur imple´mentent MPTCP pour que toutes les
connexions TCP soient automatiquement multi-chemin.
SCTP [Ste07] est un autre protocole multi-chemin de couche transport : il n’utilise qu’un seul chemin
simultane´ment, mais envoie des sondes pe´riodiquement pour e´valuer l’e´tat des autres chemins. Lorsque le
chemin primaire (utilise´ pour les donne´es) tombe, un autre chemin est se´lectionne´, assurant la fiabilite´ de la
communication.
Couche application : mpmosh Mosh [WB12] est un shell se´curise´ a` distance re´sistant aux changements
d’adresses du client, adapte´ aux re´seaux a` fort taux de pertes, fluide en cas de forte latence. Mosh utilise
UDP pour son coˆte´ non connecte´, non fiable et non ordonne´. Ainsi, il choisit l’adresse (destination) du
serveur, mais laisse le syste`me de´cider de l’adresse source : si la machine n’a qu’une adresse a` fois, les
paquets e´mis prendront cette adresse, meˆme si elle change. Mosh re´siste aux pertes (et re´ordonnancements)
en incluant dans chaque message toute l’information non acquite´e : si un paquet est perdu, son contenu sera
retrouve´ dans le paquet suivant. Enfin, mosh dispose d’un me´canisme de pre´diction, qui donne l’illusion a`
l’utilisateur que le serveur re´pond vite ; dans beaucoup de cas bien suˆr, cette optimisation est impossible.
Toutefois, mosh est conc¸u pour des hoˆtes n’ayant qu’une adresse IP. Il ne survit pas a` un changement
d’adresse du serveur, et ne diffe´rencie pas les chemins. Il peut ainsi utiliser le moins bon chemin, voire
utiliser un chemin casse´ et perdre ainsi sa connectivite´. Il n’est pas non plus capable de passer d’IPv4 a`
IPv6. Nous avons modifie´ mosh pour en faire une version multichemin : mpmosh. Notre version corrige
ces inconve´nients propres aux re´seaux multihome´s, et peut dans certains cas optimiser les performances de
mosh en utilisant plusieurs chemins simultane´ment.
De´couverte et e´valuation des chemins Un chemin e´tant une paire d’adresses source et destination, le
client mpmosh re´cupe`re ses adresses locales avec l’API standard du syste`me, et demande au serveur ses
adresses. Il fait ensuite le produit carte´sien des adresses locales et distances, et en de´duit les chemins. Seules
les associations e´videmment impossibles, comme par exemple une adresse source IPv4, et une adresse
destination IPv6, sont e´carte´es : nous pre´fe´rons garder des chemins infaisables que manquer un chemin.
Nous e´valuons les chemins a` l’aide de sondes, paquets particulie`rement le´gers ne transportant aucune
donne´e : une trame IPv6 contenant une sonde pe`se de l’ordre de 90 octets. Des sondes sont envoye´es sur
chaque chemin a` un intervalle de´pendant de la qualite´ du chemin. Ainsi, un chemin inactif ou impossible ne
sera teste´ que tre`s rarement. Dans notre imple´mentation, nous envoyons une sonde toutes les 10 secondes
dans ces cas, ce qui correspond a` un trafic moyen d’au plus 9 octets par seconde et par chemin inactif.
Latence Mosh est une application le´ge`re et interactive : nous cherchons a` optimiser la latence. Mosh
imple´mente de´ja` l’algorithme de Mills pour le calcul du RTT (temps d’un aller-retour), que nous reprenons
pour les sondes de mpmosh. Nous e´valuons le RTT de chaque chemin inde´pendamment, et supposons donc
que les chemins sont syme´triques. Lorsqu’un chemin tombe, les paquets ne peuvent plus l’emprunter : le
RTT n’est donc plus mis a` jour. Pour pallier ce proble`me, nous estimons le temps d’inactivite´ du chemin, et
utilisons a` la place du RTT la valeur du RTT additionne´e a` celle du temps d’inactivite´.
Nous de´tectons la perte d’un chemin en utilisant le calcul classique du RTO, a` la manie`re de TCP. Le
RTO est le temps au bout duquel une re´ponse aurait duˆ arriver, et est de l’ordre d’un RTT. Mosh utilisant
des acquitements retarde´s, le RTO est adapte´ en conse´quence. La de´tection d’une perte de connectivite´ sur
un chemin est donc de l’ordre d’un RTO et de l’intervalle tole´re´ pour les acquitement retarde´s.
A` chaque envoi de donne´es, le chemin de plus faible RTT est utilise´, sans controˆle de stabilite´. Si deux
chemins ont des RTT semblables, il est possible que des oscillations apparaissent sur le choix du chemin,
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ce qui n’est pas geˆnant dans le cas de mosh, puisque chaque paquet est inde´pendant, et qu’aucune retrans-
mission ne sera demande´e.
Convergence accrue Lorsque le meilleur chemin devient inactif, mpmosh peut mettre un certain temps
avant de reconverger vers un autre chemin. Nous supprimons ce temps d’attente en dupliquant le prochain
paquet envoye´ de`s qu’un chemin est de´tecte´ inactif.
Notons qu’un chemin peut eˆtre de´tecte´ inactif sur une simple perte de paquet ; c’est pourquoi la valeur
du RTT associe´e a` un chemin de´tecte´ inactif ne change pas. Lorsqu’un chemin est a` nouveau reconnu actif,
le temps d’inactivite´ est simplement mis a` 0.
Pertes de paquets Mosh est naturellement re´sistant aux pertes de paquets, mais de forts taux de pertes
peuvent nuire a` l’expe´rience de l’utilisateur. Nous avons explore´ l’ide´e de dupliquer les paquets sur diffe´rents
chemins, pour limiter l’impact des pertes relatives a` chaque chemin. Tout d’abord, nous e´valuons le taux
de pertes des chemins a` l’aide d’une feneˆtre glissante. Puis, au moment d’envoyer un paquet, les chemins
disponibles sont trie´s par latence croissante. Le paquet est alors duplique´ sur chacun de ces chemins, jusqu’a`
ce que le produit de leurs taux de pertes soit proche de ze´ro : le paquet ne sera probablement pas perdu.
Re´sultats Nos expe´riences confirment que les optimisations de convergence accrue et de limitation de
pertes de paquets fonctionnent correctement. La de´tection d’une perte de connectivite´ d’un chemin et la
convergence vers un autre chemin fonctionnel se fait en un temps de l’ordre d’un RTT. La duplication
des paquets peut ame´liorer sensiblement l’expe´rience utilisateur. Prenons comme exemple un parcours de
fichier avec la commande less dans un re´seau avec 4 chemins a` 70% de pertes. Nous avons mesure´ un
temps de re´ponse moyen de 576 ms pour mpmosh contre 1295 ms pour mosh. Le trafic moyen pour cette
meˆme expe´rience e´tait de 1,4 Ko/s pour mpmosh contre 0.6 Ko/s pour mosh.
4 Conclusion
Le routage spe´cifique a` la source est une solution au routage dynamique dans les re´seaux multihome´s
avec adresses de´pendantes des FAI, et offre la possibilite´ aux couches supe´rieures de choisir entre diffe´rents
chemins. Utiliser diffe´rents chemins a` la couche application permet d’optimiser les performances de l’ap-
plication.
MPmosh est un cas tre`s particulier d’application multi-chemin que nous avons de´veloppe´, ou` la latence
est optimise´e. Sa convergence est imme´diate apre`s de´tection de la perte de connexion, plusieurs chemins
peuvent eˆtre utilise´s pour re´duire le taux de perte moyen. Davantage d’expe´rimentations sont ne´cessaires
pour bien comprendre les besoins des applications, et de voir si la couche transport est plus adapte´e ou non
qu’une librairie a` la couche application.
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