Introduction
Muraki has defined the notion of monotone independence in the preprint [14] . Then monotone convolution has been defined by the probability distribution of the sum of two non-commutative random variables which are monotone independent. He also clarified the following important points: an algebraic construction of monotone product of operator algebras; a complex analytic method in monotone convolution. In this paper, we focus on the complex analytic method.
In the complex analytic method, the reciprocal Cauchy transform
is important, where
is the Cauchy transform of a probability measure µ. Muraki has proved that the monotone convolution µ ν of two probability measures µ and ν with compact supports is characterized by the relation H µBν (z) = H µ (H ν (z)). (1.3) This relation naturally allows us to extend monotone convolution to probability measures with unbounded supports. (Recently, probability distributions with unbounded supports have been discussed in [8] from an operator theoretic point of view.) Similarly to the classical case, Muraki has defined the notion of monotone infinitely divisible distributions (often denoted by -infinitely divisible distributions). Muraki has proved that when probability measures are compactly supported, there is a natural one-to-one correspondence among a -infinitely divisible probability measure, a weakly continuous one-parameter monotone convolution semigroup of probability measures, and a vector field in the upper half plane [14] . The complete correspondence has been proved by Belinschi [3] . Now we state the result. Theorem 1.1 [3, 14] There is a one-to-one correspondence among the following four objects:
(1) a -infinitely divisible distribution µ; where γ ∈ R and τ is a positive finite measure.
The vector field A, which we call the associated vector field to a -infinitely divisible distribution, is obtained from (3) by
(1.5) 6) for z ∈ C \ R.
Conversely, {H t } is obtained from the following ordinary differential equation:
The fact that the solution of (1.6) does not explode in finite time has been proved in [4] . This vector field is not necessarily complete (we show in Section 2 that a vector field associated to a one-parameter monotone convolution semigroup {µ t } t≥0 is complete if and only if µ t = δ ta for some a ∈ R.) In Section 2, we study the injectivity of the reciprocal Cauchy transforms of -finitely divisible and -infinitely divisible distributions. The motivation of the study of finitely divisible distributions is as follows. The notion of -divisibility and the problem of finding a vector field have a connection to the problem in infinite dimensional Lie group theory: "does a diffeomorphism have a form exp(X) for some vector field X?" The answer is negative: it is known that there is a diffeomorphism φ on any manifold which cannot have an expression of φ = exp(X) where X is a vector field. A concrete example of such a diffeomorphism is φ(θ) = θ+ π n + sin 2 (nθ) on S 1 for a sufficiently large integer n and a real number 0 < < 1 n [11] . Actually, φ is proved to have no square root, i.e., there exists no diffeomorphism g such that φ = g • g. When we treat injective mappings in monotone probability theory, this example is instructive since it implies the importance of the notion of "n-divisibility." Therefore, we define in Section 2 the notion of n-divisibility of a probability measure and discuss its connection to injectivity of the reciprocal Cauchy transform.
In Section 3, we show an interlacing property of the monotone convolution of atomic measures (Theorem 3.1) and then we conclude that the monotone convolution of atomic measures with m and n atoms contains just mn atoms (Corollary 3.3). In addition, motivated by the study in Section 2, we clarify that the existence of an atom in a -infinitely divisible distribution puts a restriction on the distribution (Theorem 3.5).
In Section 4 we classify strictly -stable distributions (or equivalently, -infinitely divisible and self-similar distributions). The result is very similar to the free and boolean cases.
In Section 5, several examples of -infinitely divisible distributions are shown, which are useful in understanding of the results in this paper.
This paper contains several results of properties of monotone convolution based on the complex analytic method. Among them, the following two theorems are most important results. 
A strictly -stable distribution is a -infinitely divisible distribution characterized by the self-similarity. Let {µ t } t≥0 be a weakly continuous monotone convolution semigroup with µ 0 = δ 0 . Then µ := µ 1 is said to be strictly -stable if for any a > 0, there exists b(a) > 0 such that
where D λ is the dilation operator defined by D λ µ(B) = µ(λ −1 B). We show that there exists a unique real number α for a given nontrivial strictly -stable distribution µ such that b(a) = a 1 α for all a > 0. This real number α is called the index of µ.
Define a semigroup of probability distributions {µ 
Injectivity of Reciprocal Cauchy Transform
For a -infinitely divisible distribution µ, the injectivity of H µ follows from the uniqueness of the solution of the ordinary differential equation (1.6) . This injectivity can be seen as the counterpart of the classical fact that for any infinitely divisible distribution, its Fourier transform has no zero point on R. The result in [3] implies that H µ is injective for any -infinitely divisible distribution µ (the support of which may be unbounded). If a probability distribution is of finite variance, however, the injectivity property can be shown in a way different from [3] . We do not need to embed a probability measure in a convolution semigroup. Moreover, the method is applicable to finitely divisible distributions. In this section we present the proof.
We denote by H n := H • H • · · · • H the n fold composition of a map H throughout this paper.
Define a set of probability measures Φ := {µ; H µ is injective}. We shall prove (b) and (c) of the following properties of the set Φ:
(b) Φ is closed under the weak topology of probability measures; (c) If µ is a -infinitely divisible distribution with finite variance, then µ ∈ Φ; (c') If µ is a -infinitely divisible distribution, then µ ∈ Φ.
The proof of (a) is simple. The assumption "finite variance" in (c) is not needed if we use the result in [3] , and hence, (c') holds. These results are contained in Theorem 2.4 and Proposition 2.9. The set Ψ := {µ; µ is -infinitely divisible} is difficult to analyze except for probability measures with compact supports. For instance, properties (a) and (b) seem to be difficult to prove for Ψ. We have defined Φ for this reason and aim to analyze Φ instead of Ψ. (c) (or (c')) is useful as a criterion for -infinite divisibility. An application of property (c') is in Theorem 3.5.
In the classical case, it is known that {µ; µ is infinitely divisible} {µ;μ(ξ) = 0 for all ξ ∈ R}, (2.1)
In order to construct an example of µ whose Fourier transform has no zero points but is not infinitely divisible, we need to make a function f (ξ) such that exp(f (ξ)) is positive definite and exp(
2 + e −|ξ| ). This is a positive definite function and there exists a distribution µ by Bochner's theorem. The fact that the distribution is not infinitely divisible is shown by Corollary 9.9 in Chapter 4 of the book [20] .
In an analogy with (2.1), the conjecture
comes up in the monotone case. The author has not been able so far to prove this fact. We prepare for the proof of (b) and (c). The next proposition is taken from [10] in a slightly more general version.
Proposition 2.1 [10] A probability measure µ has a finite variance σ 2 (µ) if and only if H µ has the representation
where a ∈ R and ρ is a positive finite measure. Furthermore, we have ρ(R) = σ 2 (µ) and a = −m(µ), where m(µ) denotes the mean of µ and σ 2 (µ) denotes the variance of µ.
Definition 2.2 (1) A probability measure µ is said to be -k-divisible if there exists a probability
Let µ and ν be probability measures. For each x ∈ R let ν x be a probability measure defined by the equation [14] H
and we have the representation of a monotone convolution in the form µ ν(A) = R ν x (A)dµ(x). It follows from this representation that monotone convolution is affine in the left component:
for all probability measures µ, ν and λ and θ 1 , θ 2 ≥ 0, θ 1 + θ 2 = 1. It should be noted that µ x is weakly continuous with respect to x. The reader is referred to Theorem 2.5 in [10] for the proof. The measurability of µ x (A) for any Borel set A (denoted as A ∈ B(R)) follows from the weak continuity. In fact, for an open set A, the function x −→ µ x (A) is lower semicontinuous, and hence, is measurable. Define the set F:
The next lemma is almost the same as Lemma 6.3 in [14] .
Lemma 2.3 Assume that a probability measure µ has finite variance and that µ is -k-divisible.
Then a k-th root µ k of µ has finite variance. Therefore, µ k has the integral representation in the form
where (a, ρ) is a pair which appears in the representation (2.3).
Proof . The monotone convolution µ = µ Bk k can be expressed as
Since µ has finite variance, we have
Hence there exists some y 0 ∈ R such that σ 2 (µ k,y 0 ) < ∞. By Proposition 2.1, we obtain the representation
and the representation for
Therefore, we have σ 2 (µ k ) < ∞ again by Proposition 2.1.
Next we have
where µ B0 k := δ 0 . ¿From the uniqueness of the representation, we obtain a = ka k and
Hence we have ρ(R) = kρ k (R). q.e.d.
Theorem 2.4
Let µ be a probability measure with finite variance.
Proof . (1) We use the same notation for the integral representation of µ and µ k as the one adopted in the previous lemma. Pick an arbitrary real number r < 1 and fix it. Let z 1 , z 2 be any two points satisfying
First we have
(2.10)
Since ImH µn (z) ≥ Imz for all z ∈ C + , we can iterate the inequality:
since r can be taken arbitrary near to 1.
The optimality of the constant ρ(R) n will be proved in Example 2.7 shown later.
(2) For any z 1 , z 2 ∈ C + we take n large enough so that
Example 2.5 H µ (or G µ ) of the following probability measures are all injective:
The injectivity in the cases (1), (2) and (3) can be confirmed directly. To prove the injectivity of the Stieltjes transform of the normal distribution, we use a general criterion for injectivity proved by Aksent'ev, which is also applicable to (1), (2) and (3). The reader is referred to a survey article [2] for details. 
. When we apply this theorem to the normal distribution µ, first we restrict the distribution to the closed interval [−n, n], which we denote by µ n , and then take the limit n → ∞. By Theorem 2.6, G µn is injective in C + . Since µ n → µ weakly, G µ is injective in C + by Proposition 2.9 shown later.
Arcsine law is the only distribution known to be -infinitely divisible in the above examples. It is an interesting question whether the other examples are -infinitely divisible or not.
Example
For simplicity, we consider the case b = −a, a > 0 and
Moreover, the optimality of the constant ρ(R) n is proved by the example ν Bn . In fact, for any integer n, it holds that σ 2 (ν Bn ) = na 2 and m(ν Bn ) = 0 by Lemma 2.3. If we take z 1 = a 2 i and z 2 = 2ai again, then H ν Bn = H n ν maps z 1 and z 2 to the same point. Hence the proof of Theorem 2.4 has been completed.
It is clear that ν B2 is 2-divisible. In addition, it is not difficult to prove that ν B2 is not 3-divisible in application of Theorem 2.4.
We have seen the divisibility of atomic measures through an example. There is a question whether H ν for ν = m k=1 λ k δ a k is -infinitely divisible or not. The answer is given in Section 3, Theorem 3.5.
In the classical probability theory, the set of infinitely divisible distributions is closed under the weak topology [18] . In monotone probability theory, however, this is difficult to prove and the proof is unknown. Instead we show that the injectivity property is conserved under the weak topology. The proof of the next Lemma is the analogy of the case of characteristic functions, but the tightness of probability measures is not needed. Hence we can give a proof without Prohorov's theorem. Proof . This fact comes from Lemma 2.8 and the fact that the set of injective analytic functions on a domain is closed under the locally uniform topology (see Section 6 of Chapter 9 in [15] ). Then the limit function is also injective on the domain. q.e.d.
After we stated some properties about the injectivity of H µ , it is natural to ask when H µ becomes a diffeomorphism. We prove the simple characterization of µ whose H µ is a diffeomorphism. Proposition 2.10 Let µ be a probability measure. Then H µ is a diffeomorphism on C + if and only if µ = δ a for some a ∈ R.
Proof . C + is analytically homeomorphic to the unit disc (denoted as ∆) by the mapping i for some λ ∈ C, |λ| = 1 and b ∈ C, |b| < 1. Therefore, at least H µ (z) takes the form as
, where a k 's are some complex numbers. Since H µ is a reciprocal Cauchy transform, we have a 3 = 0 and a 1 a 4 = 1 by Proposition 2.1 in [10] . Thus H µ (z) = z − a for some a ∈ R. q.e.d.
Atoms in Monotone Convolution
The monotone convolution of atomic measures appears in the monotone product of matrix algebras. It is easy to prove that the monotone convolution of m × m matrix and n × n matrix becomes mn × mn matrix, which is a consequence of the algebraic construction of monotone product [14] . We study how atoms behave under monotone convolution: we prove an interlacing property of atoms in the monotone convolution of atomic measures. As a result, we obtain an interesting property which is not the case in the classical convolution (Corollary 3.3). 
Corollary 3.3 Let µ be an atomic probability measure with distinct m atoms and let ν be an atomic probability measure with distinct n atoms. Then µ ν consists of exactly distinct mn atoms.
Proof of Theorem. (1) The reciprocal Cauchy transform of δ b ν is
Denote by f (z) the numerator of the right hand side of (3.1). Then we have
where p k 's are some positive real numbers. The changes of signs of f (z) and the behavior of f (z) at ∞ and −∞ show that there exist m distinct real roots b 1 < · · · < b m of f (z) as follows:
For the denominator, we look for µ k 's such that the following identity holds:
These µ k 's are obtained as follows. When z = b i , (3.2) becomes
Conversely, if we define the µ k 's as above, the equality (3.2) holds at the different m points
Then the equality (3.2) holds identically since both sides of (3.2) are polynomials of at most degree m − 1. Thus we have obtained
Then we obtain
If b or c is equal to 0, the claim is obvious from (1). Hereafter, we consider the case b = 0 and c = 0. In addition to f (z) used in the proof of (1), we define g(z) by
Assume that there is some α which satisfies both f (α) = 0 and g(α) = 0. Calculation of
where b = c has been used. Substituting (3.7) into the expression of f (α) = 0, we have
which contradicts the fact that α is different from a k 's. q.e.d.
We can characterize atomic probability measures in terms of the integral representation of reciprocal Cauchy transforms by a similar argument. 
For an atomic probability measure ν containing more than one atom, the number of atoms in ν Bn increases as n increases by Corollary 3.3. If we could prove that an n-th root of an atomic measure is again an atomic measure, then we could show that an atomic measure with finite atoms more than one is not monotone infinitely divisible by Corollary 3.3. We prove this fact next in a more general form without a reference to an n-th root.
We say an atom a in a probability measure µ is isolated if a / ∈ supp µ\{a}. 
Theorem 3.5 If a -infinitely divisible distribution ν contains an isolated atom at a, ν is of the form
We need the following well-known fact, which is a consequence of the theorem of de la Vallée Poussin [17] . Lemma 3.6 For a positive finite measure ν, the singular part ν sing is supported on {u ∈ supp ν; |G ν (u + i0)| = ∞}.
Proof of Theorem. The probability measure ν is of the form ν = λδ a + µ, where λ := ν({a}) > 0, µ is a positive finite measure and a / ∈ supp µ. It is enough to prove that {u ∈ supp ν\{a}; lim sup v 0 |G ν (u + iv)| = ∞} = ∅ by Lemma 3.6. We prove by reductio ad absurdum. Assume that there exists a point a 1 such that lim
It suffices to prove that H ν is not injective on C + according to (c') explained in Section 2. The reciprocal Cauchy transform of ν is given by
.
By the assumption a / ∈ supp µ, G µ is analytic in some small neighborhood of a. Let z 1 be an arbitrary point in C + and let f (z) and g(z) be analytic functions defined by
We note that f (z 2 ) = 0 implies H ν (z 1 ) = H ν (z 2 ). We shall prove that there exist a point z 1 ∈ C + and some small open disc D around a 2 such that |f
We define η := 
where M is a constant independent of z 1 . We also have for z ∈ ∂D
If we take
has only one zero point a ∈ D, f (z) also has just one zero point z 2 in D by Rouche's theorem. Then it follows that H ν (z 1 ) = H ν (z 2 ) and z 1 = z 2 . Im z 2 might be considered to be negative, which is, however, never the case. In fact, the reciprocal Cauchy transform H ν defined on C \ supp µ maps C + to C + and C − to C − . Therefore, Im z 2 > 0, and the proof has been finished. q.e.d. 
(3.13)
Example 3.8 Let 0 < λ < 1. The following examples do not satisfy (3.8).
(
More generally, we can prove under some restrictions that a point u at which the density function is not continuous satisfies |G νac (u + i0)| = ∞. We note that the deformed arcsine law c ≥ 0 in (3.13) has an atom if and only if c > 0, and the absolutely continuous part is a continuous function on R if and only if c > 0; there are no contradictions.
Strictly Stable Distributions
Let b ∈ C, c ∈ C and α ∈ R be constants such that α = 0. We consider a -infinitely divisible probability distribution µ (α,b,c) by the associated vector field
where z s is defined by z s = exp(s log z) for z ∈ C \{x ∈ R; x ≥ 0}. The range of the angle of z is chosen to be 0 < arg z < 2π. (Of course the factor b α can be replaced by merely b; however, we use this notation since (4.2) becomes rather simple.) In order that A (α,b,c) becomes the associated vector field to a -infinitely divisible distribution, the following conditions are necessary and sufficient: (1) is not needed. We can write explicitly the corresponding reciprocal Cauchy transform:
When we consider the corresponding convolution semigroup {µ
This family is an extension of deformed arcsine laws in [14] (Im c = 0, α = 2), Cauchy distributions (α = 1, b = βi with β > 0) and delta measures (α = 1, Im b = 0). Moreover, this family gives good examples when we study support properties of general -infinitely divisible distributions [9] . We show that the family {µ (α,b,0) } gives all strictly monotone stable distributions which we define now. Let D λ be the dilation operator defined by
where B is an arbitrary Borel set and µ is an arbitrary Borel measure. 
We often write H t = H µt for simplicity. 
Proof . (1) The proof of the uniqueness of b(a) given below is almost the same as in Lemma 13.7 in [18] . Fix a > 0. Assume that there exist Since µ is strictly -stable, we have ν 1 = λ 1 . Moreover, both {ν t } and {λ t } constitute monotone convolution semigroups. Therefore, we obtain ν t = λ t for all t ≥ 0 by the uniqueness result obtained in [3] . Assume that µ is a -infinitely divisible distribution. Let A be the associated vector field in (1.5). The following equivalent conditions are useful in the classification of strictly -stable distributions:
(1) µ is a strictly -α-stable distribution; (2) H at (z) = a Several features can be seen from the above examples. In (6), the support of the absolutely continuous part does not vary as a function of t; however, it varies as a function of t in (5), for instance. One can see in (7) that there exists a probability measure µ which contains a delta measure although µ µ does not contain a delta measure. Therefore, we can conclude that monotone convolution does not conserve the absolute continuity of probability distributions.
We calculate µ t explicitly in the case of α = 2 and Im c = 0, and in the case of α = that is, a = c − 
