Improving building energy efficiency is of paramount importance due to the large proportion of energy consumed by thermal operations. Consequently, simulating a building's environment has gained popularity for assessing thermal comfort and design. The extended timeframes and large physical scales involved necessitate compact modelling approaches. The accuracy of such simulations is of chief concern, yet there is little guidance offered on achieving accurate solutions whilst mitigating prohibitive computational costs. Therefore, the present study addresses this deficit by providing clear guidance on discretisation levels required for achieving accurate but computationally inexpensive models. This is achieved by comparing numerical models of varying discretisation levels to benchmark analytical solutions with prediction accuracy assessed and reported in terms of governing dimensionless parameters, Biot and Fourier numbers, to ensure generality of findings. Furthermore, spatial and temporal discretisation errors are separated and assessed independently. Contour plots are presented to intuitively determine the optimal discretisation levels and time-steps required to achieve accurate thermal response predictions. Simulations derived from these contour plots were tested against various building conditions with excellent agreement observed throughout. Additionally, various scenarios are highlighted where the classical single lumped capacitance model can be applied for Biot numbers much greater than 0.1 without reducing accuracy.
Literature Review
Buildings account for up to 40% of all energy consumed across the EU [1, 2] with heating and cooling systems typically accounting for approximately half of this figure. The EU has committed to reducing this percentage via the promotion of enhanced thermal designs, retrofitting of existing buildings, and the integration of renewable technologies [3, 4] . A myriad of options are available to reduce energy consumption in buildings, however, choosing one solution that provides optimal financial or environmental outcomes is a nontrivial matter. This is due to the unique conditions under which buildings operate along with their design parameters i.e. climatic conditions, occupancy schedules, architectural designs, and the multitude of materials used during construction. All of these factors lead to individual buildings requiring distinct solutions in order to achieve optimal performance. This has motivated the use of simulations as they provide useful insight when engineered solutions for enhanced building designs and retrofitting actions are sought.
A high degree of confidence in the accuracy of such simulations is important to ensure their effectiveness in evaluating any potential energy saving measures. Additionally, accurate predictions of future building loads could be of importance for load leveling when combined with curtailment and constraint issues encountered with renewable energy sources on the electrical grid. To achieve these goals it is essential to implement appropriate numerical methods whilst maintaining reasonable computational costs. This is due to the large physical scales and extended time frames that need to be simulated. A review by Foucquier et al. [5] focuses on modelling approaches employed for building energy simulations. These can be catagorised as models based on physical laws; statistical models utilising acquired data alone; and a hybrid approach that uses measured data to define parameters within simplified physical models. For models informed by physical laws, the most detailed approach is that offered through computational fluid dynamics coupled with thermal transport in solid media. Such approaches are not typically feasible for building simulations due to large computational costs. Instead, simplified models that make significant Surface -assumptions to simplify the numerical approach are employed in almost all building energy software packages. Twenty such packages have been compared and contrasted in a paper by Crawley et al. [6] . Their review identifies software packages that exhibit desirable features for particular applications, such as the calculation of zone loads or the inclusion of economic indicators. However, their study does not detail how such features are incorporated into the software. Similarly, a study by Balaras [7] examines sixteen software programs that can account for transient effects in buildings. His work highlights the importance of considering this inherent thermal property within simulations as it can significantly affect the thermal loads. It also emphasises that strategies utilizing a building's thermal mass, such as night ventilation, can significantly reduce energy consumption levels. Probably the most commonly utilised building energy software packages are EnergyPlus and TRNSYS. The main concepts of EnergyPlus are discussed by Crawley et al. [8] . Such packages allow for simultaneous calculation of room air temperatures, thermal loads as well as the transient storage effects resulting from buildings structural elements. Previous studies have attempted to validate results arising from models utilising these packages [9, 10] . A number of limitations associated with their default solution procedures have also been identified. These issues are primarily focused around modelling structures with high thermal mass [11] and simulations utilising short time steps [12] . These conditions are typically associated with high Biot numbers and low Fourier numbers. Both of these will be shown in this paper to promote a requirement for increased levels of discretisation.
The lowest level of transient model uses a single point storage element to model the response of one or more thermally massive building elements such as walls, floors, etc. It is advised that such models are only implemented in cases where the effective Biot number of the structural elements is less than 0.1 [13] . However, the majority of building components have Biot numbers that are one, two or even three orders of magnitude higher, which theoretically negates the validity of such an approach and adversely affects prediction accuracy. A study by Mathews et al. [14] concluded that first order models had reasonable accuracy in two specific cases for building simulations; for passive designs and when constant thermal loads are present. This makes sense as the former represents a quasi-steady state operating condition where heating/cooling rates are low and fluctuate very gradually. The latter case represents a true steady state condition in which transient elements are not required for modelling. In contrast, the more common scenario of building's incorporating air conditioning systems or the application of intermittent heating/cooling significantly compromises the effectiveness of this simulation approach.
Due to the simplification of the governing equations, these reduced order models are inherently unable to model fluid flow. Instead, this is accounted for via correlations based on experimentation to determine the convective heat transfer coefficient for cases of natural and forced convection over exterior and interior surfaces in buildings. The review articles of Peeters et al. and Khalifa [15, 16] detail a number of such correlations.
Methods to enhance the prediction accuracy of reduced order models have also been explored as a research topic. Ryan et al. [17] published a review regarding validation methods applied to building energy software. Their paper highlights that analytical solutions can be used to validate components of larger building simulations. One such study that used an analytical solution as a benchmark was conducted by Xu et al. [18] . In their study, the validity of the lumped capacitance approach was extended to higher Biot numbers through the calculation of an effective heat transfer coefficient. The heat transfer coefficient was adjusted based on the geometry of the body being modelled. To broaden the potential for their research a number of geometries were considered. The motivation of their research was to allow for lumped capacitance models to be extended to more realistic conditions for energy storage applications and their proposed method was demonstrated to improve prediction accuracy. A more obvious method of improving the accuracy of reduced order models involves increasing the number of discretisation elements within simulations. These studies typically model a wall in isolation and assess the accuracy of the solution by using experimental data or a chosen parameter from numerical models, such as the heat flux at the boundary. Tuomaala et al. [19] examined the effect of increasing the number of elements to third and fifth order models for a step change boundary condition, with the error assessed in terms of the surface heat flux. As expected, the results show that an increase in the number of elements produces predictions of greater accuracy. Also, the error diminishes as the Fourier number increases. In the work of Hensen and Nakhi [20] the role of the Biot and Fourier numbers on the accuracy and stability of conduction modelling was further assessed. The authors conducted a number of simulations of homogenous walls, demonstrating the impact of both temporal and spatial discretisation resolution on the accuracy of the predictions.
Davies [21] proposed a rationale to determine the number of elements required to model planar walls. Davies suggests the number of elements corresponds to the number of transfer coefficient terms required to reach a predefined threshold. These transfer coefficients are based on the decay times taken from an analytical solution for isothermal boundary conditions with a time interval of one hour. This time scale was chosen as it is common for meteorological data to exhibit such time intervals. Davies also noted that a single node lumped capacitance model, in most cases, predict a slower response than that of a real wall response and would lead to erroneous predictions. The performance of the simulations were assessed through comparing the simulation heat flux predictions to that of an analytical solution. Upon implementing an optimisation routine to refine the thermal resistance and capacitance terms, simulations of homogenous walls achieved a relative errors of within 5%. Underwood [22] focused on modelling typical building constructions with two discretisation elements and he also employed an optimisation routine to improve their accuracy. In his work, the values attributed to each resistance and capacitance term were altered to minimise the difference between the predicted surface temperatures from the two element model and the predictions provided from a detailed reference model. A diurnal sinusoidal ambient temperature profile provided the boundary conditions for his simulations. Subsequently, the results were used within two building energy simulation test cases, both with a run time of one year, and compared with a more detailed reference model which assigned a lumped capacitance element to each layer within the wall construction. On comparing the temperature predictions both approaches showed good agreement.
Additionally, this two element modelling method was tested against the widely used conduction transfer function method and the root mean squared error between these approaches was less than 3% despite a large reduction in the number of equations required to arrive at the predictions.
Upon reviewing the literature, it is clear that there exists many applications in which simplified thermal models are used for transient modelling. However, the number of discretisation elements that is required for any given problem remains abstract. The objective of this work is to model the effects of varying discretization levels of standard geometries and compare predictions of heat transfer metrics with analytical solutions. Following this, the results are to be interpreted to provide guidance regarding the number of elements and time step sizes required to achieve a desired level of prediction accuracy. The dimensionless quantities of the Biot and Fourier numbers will be used to compare the accuracy of the solutions as they can be applied to all cases concerning homogenous materials. Significantly, the effects of spatial and temporal discretisation will be separated and reported independently. This means that the guidance on spatial discretisation will be not only applicable to implicit and explicit formulations but also simulations based upon other mathematical approaches such as transfer functions and state space solutions. The results of the temporal discretisation will be presented for implicit simulations as the size of the time step does not hinder the solution stability. One of the primary objectives of this study is to develop a comprehensive data set that can be used to eliminate ambiguity regarding appropriate levels of discretisation of structural elements in building energy or thermal storage models. Such a data set could be integrated into existing modelling packages, such as EnergyPlus, to automate the process of attaining adequate discretisation for any desired prediction accuracy. Finally, the standard geometries analysed include walls, cylinders and spheres. The walls, or slabs, are included for their common use in building design with the other geometries being included for their use as energy storage media.
Theory
Transient heat conduction through a homogeneous material subject to a convective boundary condition is characterised by two dimensionless quantities, the Biot and Fourier numbers. The Fourier number, often used as a dimensionless time quantity, compares the rate of conduction to the rate of thermal energy storage in a body. Whereas, the Biot number is the ratio comparing the rate of convection at a body's surface to the rate of conduction from the surface to its core. The one-dimensional heat conduction equation is presented in Equation 1a. This differential equation describes the evolution of the temperature field with respect to both spatial position and the progression of time. The same equation can be written in a dimensionless form, Equation 1b, which includes the Fourier number as a dimensionless time parameter, t * = f (F o). The spatial coordinates have been normalized by the characteristic length of the body. This dimension is dependent on the geometry of a body and is used when calculating both the Fourier number and Biot number.
A comparison between the energy storage predictions of numerical simulations and exact analytical solutions is used to quantify the accuracy of simplified heat transfer models. This requires that the same initial and boundary conditions are used in both approaches. The chosen conditions in this case are, a body at uniform temperature suddenly exposed to convection at its surface with a fluid of differing temperature. These initial and boundary conditions can be described numerically as shown in Equation 2.
The metric for assessing the simulation performance is the ratio between the predictions for dimensionless energy storage, Q * , Equation 3. The relative nature of this comparison allows for results to be compared over a wide range of Fourier numbers. Additionally, as the energy storage prediction is the integral of the temperature profile, the results will also provide guidance on the number of elements required to accurately predict transient thermal gradients. The method for determining the energy storage prediction from the simulations is analogous to a Riemann sum approximation, a numerical integration technique. This technique involves determining the overall energy storage through a summation of the energy stored at each discrete interval. The size and number of discrete elements, n, is the result of spatial discretisation.
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Simulation accuracy is adversely affected by both spatial and temporal discretisation. Through use of the chain rule and the introduction of a third solution technique these discretisation effects can be separated and assessed independently. A direct solution methodology can be used to solve precisely a system of differential equations which represents the spatially discrete elements. The result of this separation is shown in Equation 4. Where R s and R t represent the spatial and temporal discretisation effects.
Analytical Solution
Using the separation of variables method an analytical solution for each of the geometries under a convection boundary condition can be determined, Table 1 . Each analytical solution takes the form of an infinite series with each term in the series requiring a coefficient and a root, or eigenvalue, to be calculated iteratively. The value of the roots and hence the coefficients are dependent on the Biot number. The series converges to an exact solution as the number of terms in the series increases, however as time progresses less roots are required to achieve an accurate result. Beyond a Fourier number of 0.2 only a single term is needed to describe the temperature profile, since the thermal gradients will have protruded to the core at this timescale. Such analytical solutions are widely reported in the literature, Cengel [23] . Figure S.1 in supplementary material provides a graphical means of determining the number of roots required to achieve accurate analytical solutions. The corresponding values of the first fifteen roots are presented in Table S.1. The total energy stored is calculated through the integration of the temperature equations.
Direct solution
Spatial discretisation allows the transient thermal physics of a body to be simplified to a system of differential equations. Any change of internal energy in a discrete element is equal to the net heat flux into, or out of, that element. The rate of change of the discrete temperatures with respect to time, θ * , can be written in terms of the discrete temperatures, θ * , Equation 5 .
The coefficient matrix z represents the heat transfer avenues within the system. For an arbitrarily chosen vector v to be an eigenvector of the matrix z the operation z v must only scale the vector v without resulting in a rotation. The scalar value by which the components in the eigenvector are scaled is the corresponding eigenvalue, λ. For non-trival solutions the matrix z − λI must be non-invertible and therefore its determinant must be equal to zero. The calculation of the determinant results in a characteristic equation which is a polynomial of the n th degree. The roots of this polynomial are the eigenvalues of the matrix z. The transient solution to the temperature equations is then obtained from the general solution, Equation 6 .
The values of the coefficients can be calculated through the use of specified initial conditions. The weighted sum of the the individual dimensionless energy storage provides the overall energy storage value, Q * dir . The value of the weighting correspond to the proportion of the body's capacitance assigned to the discrete section.
Through comparing the results of the direct solution to the analytical solution the spatial discretisation effect alone, R s , can be determined as this method does not suffer from temporal discretisation errors.
Implicit Numerical Method
The implicit simulation approach spatially discretises a body in the same fashion as the direct method but also introduces temporal discretisation through defining a definite time step. This essentially linearly approximates the exponential components in the general solution of the direct method. Hence, through comparing the implicit solution to the direct solution the temporal discretisation effect, R t , can be determined. The temperature equation for an iteratively solved implicit simulations is typically represented as shown in Equation 8 .
The heat transfer within the system can also be represented as shown in Equation 9 . Thus, the temperatures can be calculated at each time step through a matrix inversion of f . Readers are referred to supplementary information for details on the the assignment of values in the coefficient matrices .
After the temperatures have been cast in a dimensionless form, the numerical simulation prediction for energy storage can be calculated through using Equation 7.
Methodology

Modelling Approach
A spatial discretisation methodology is employed that can be applied to all levels of discretisation by adhering to two key principles. The first is that each element is attributed a volume of V n leading to each element having an equal thermal capacitance, C th = ρ V n c p . Secondly, all elements are placed in the centre of their cells i.e. cell centred. Figure 1 illustrates the resulting spatial discretisation schemes for each of the considered geometries for three discretisation elements. Furthermore, each of the discretised bodies is presented alongside their associated RC networks. For simulations to be conducted the locations of the discretisation elements needs to be calculated. This information can then be used to determine the thermal resistances between adjacent elements. Table 2 summarises the information required to define these simulation parameters. The characteristic length required to calculate the Biot and Fourier numbers is half the thickness of the wall, L, and the radii in the cases of the cylinder and sphere, i.e. the distance from the surface to the core for each. Furthermore, each geometry is not typically modelled in isolation but rather as part of a system level model. This is an attractive feature as it allows for these geometries to be incorporated as components of a larger simulation.
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Spatial discretisation effect
The spatial discretisation effect is used to quantify the number of elements, n, required to accurately predict thermal responses. This is calculated through comparing the energy storage predictions obtained from the direct method to those of benchmark analytical solutions, Equation 4. These solutions are compared over a wide range of Biot and Fourier numbers and the results are presented on a logarithmic scale. Simulations are conducted over five decades of Biot numbers, ranging from 1 × 10 −2 to 1 × 10 3 . Within each decade, successive simulations differ by an incremental increase of 0.25 in the significand of the Biot number, i.e. 217 Biot numbers. Each simulation is evaluated over four decades of Fourier numbers, ranging from 1 × 10 −3 to 5 × 10 0 . Similarly, within each decade a difference of 0.1 in the significand of the Fourier number is used between simulation evaluations, i.e. 311 Fourier numbers. This amounts to 217 simulations for each individual number of nodes considered across a geometry with results extracted at 311 time intervals. Comparing these solutions to their analytical equivalents allows for the calculation of the spatial discretisation effect. The results of the of the spatial discretisation effect for an arbitrary level of discretisation are shown as a surface plot in Figure 2 . Corresponding results were obtained for all levels of discretisation examined. The lowest level of discretisation assessed was for models with a single element. The number of elements was successively increased by one element until twenty discretisation elements was reached. Beyond twenty elements, an incremental increase of five elements was introduced. This spacing was continued up to one hundred elements, the maximum level of discretisation examined.
In order to interpret the results in a more concise fashion, planes of desired simulation accuracies are introduced, Figure 2 . The intersection between these planes and the surface plot produces contour lines. This process is repeated for each level of discretisation and the contour lines are collated into a single graph for each geometry and constant level value of R s . The contour lines show the minimum number of elements required to achieve a desired level of accuracy for any pair of Biot and Fourier numbers. The simulations described use an eigenvector solution method. However, it is worth noting that the results relating to spatial discretisation are also applicable to both implicit and explicit approaches as well as state space and Laplace solutions.
Temporal discretisation effect
A further temporal error is associated with time marching solution methods. Therefore, it is also helpful to quantify the effect of temporal discretisation, R t , and provide guidance on the optimum size of the time steps to use in such simulations. The overall accuracy of such simulation approaches is the product of both the spatial and temporal discretisation effects, Equation 4 . To isolate and quantify the temporal discretisation effect, the results of simulations using the implicit approach are compared to corresponding direct solutions. Since the compared results have the same node spacing, they also have the same spatial discretisation effect. Therefore, any differences between predictions is the isolated temporal discretisation effect. Only the temporal discretisation effect for the implicit approach is addressed herein as the explicit numerical approach is subject to further stability criteria.
The time steps used within the implicit simulations are dimensionless and calculated in terms of Fourier numbers, dt F o . The same spatial discretisation levels and Biot numbers are used as those implemented for the assessment of R s . However, the implicit and direct solutions can only be compared at Fourier numbers which are multiple values of the dimensionless time step. The temporal discretisation effect is assessed for a wide range of dimensionless time steps, ranging 1 × 10 −5 to 1 × 10 0 . Within each decade, signifcands of 1, 2.5, 5 and 7.5 are assessed. The process of creating and collating contour lines is repeated for the results of the temporal discretisation effect. These contour plots indicate the maximum time step that can be used to achieve a desired level of temporal discretisation accuracy.
Results
The lumped capacitance approach typically excludes the effect of conduction [13, 24] . When the Biot number is very low, the conductive resistance offered from the surface to the core is almost negligible when compared to the convective resistance between the ambient environment and the body's surface. Hence, it is advised that this method only be used for Biot numbers less than 0.1. Little guidance is provided as to the accuracy of this method if it is extended to higher Biot numbers and also to the affect the Fourier number has on the accuracy of this numerical approach. Figure 3a presents the results from comparing the lumped capacitance approach to the analytical solution for a planar wall, Table 1 . Equivalent results are presented in supplementary information for cylinders and spheres, Figure S.2. From examining these results it is evident that the Fourier number significantly affects the accuracy of the solutions. (c) Figure 4 : Contour plots indicating the number of elements required to achieve 95% prediction accuracy relating to the spatial discretisation effect, Rs, for (a) a planar wall, (b) a cylinder and (c) a sphere.
Even extremely high Biot numbers can be modelled with a single element if the Fourier number associated with the time of interest is sufficiently high. This is due to both the lumped capacitance and analytical solutions approaching a steady state condition. The applicability of this approach can also be extended to Biot numbers over an order of magnitude higher than the specified criteria of Bi < 0.1 in the case of the Fourier numbers being lower than 2 × 10 −2 . This relates to approximately five to fifteen minutes for concrete leafs but can be of greater use for compact thermal models when the characteristic lengths is smaller, such as in electronic components. For Biot numbers beyond 0.1 the thermal gradients becomes more pronounced. The lumped capacitance approach is unable to account for such effects. However, at low Fourier numbers the lumped capacitance temperature provides a solution close to the average temperature of the analytical solution and hence, accurately predicts the energy storage.
A slight alteration which adheres to the proposed modelling methodology is also examined for the lumped capacitance approach. This places the representative temperature of the body at its core by accounting for the conductive resistance. This is particularly of interest for planar structures as it allows for different boundary conditions to be modelled at each exposed surface. The results from implementing this configuration are shown in Figure 3b . Again, the corresponding results for cylinders and spheres are presented in supplementary information, Figure S. 2. These results show that both approaches offer comparable applicability and confirms that having Biot numbers of less than 0.1 will provide solutions that are at least 90% accurate for all Fourier numbers. Furthermore, placing the element at the surface is advantageous for simulations dealing with low Fourier numbers. Whereas, placing the element at the centre offers a slight advantage for cylinders and spheres at higher Fourier numbers. Within Figure 3a a spectrum of Biot and Fourier numbers is highlighted where typical building Contour plot indicating the maximum size of the time step that can be incorporated to achieve a temporal discretisation effect of 95% energy and energy storage applications would be expected to occupy. For the majority of cases within this region the lumped capacitance approach does not offer sufficiently accurate predictions. This motivates the need for higher levels of spatial discretisation.
The number of elements required to achieve a spatial discretisation accuracy, R s , of 95% for each of the considered geometries is presented in Figure 4a -c. When reading values from these graphs rounding up is recommended, if the coordinate of interest lies between two lines, as the number of discretisation elements must be an integer. To allow the users to make a judgment regarding the number of elements required, contour plots for spatial discretisation effects of 90% and 85% are also presented in supplementary information, Figure S. 3. Typically, the most accurate solution possible is sought, however, the available memory, run time of the simulation and modelling complexity all play a role when deciding the number of elements to include. Figure 5a compares the results for a number of time steps for the three considered geometries indicating the regions where the implicit numerical predictions are within 5% of the direct solution predictions. The minimum value of the temporal discretisation effect from all the levels of discretisation has taken at each pair of Biot and Fourier numbers. The results shown in Figure 5a are combined to provide a single set of contour plots for a temporal discretisation effect of 95%, Figure 5b . Hence, the presented results for the temporal discretisation effect become applicable to each geometry and for all levels of discretisation. This contour plot defines the maximum size of the simulation time step that can achieve the indicated value of R t . Additional temporal discretisation plots relating to 99% and 90% are presented in supplementary information, Figure S .4. The same Biot and Fourier numbers used to define the number of discretisation elements should also be used to determine the dimensionless time step, dt F o . The timescale for the Fourier number is either dependent on the oscillation period of the boundary conditions or a specific time of interest. The temporal discretisation graphs can conceptually be divided into two regions, as shown in Figure 5b . The region absent of contour lines will provide the indicated level of accuracy when the Fourier number used to define the number of discretisation elements is also used to calculate the time step. For such cases there is no need for additional time steps. The upper region indicates a range of Biot and Fourier numbers where additional time steps are required. The size of the required time step is indicated by the value corresponding to the contour lines. Higher Biot numbers and lower Fourier numbers tend to require a relative increase in the number of time steps required to achieve accurate results. In some cases in excess of twenty time steps may be required within a heating/cooling cycle. Lower Biot numbers and higher Fourier numbers, which predominately lie in the lower region, only require a single time step. Provided that the thermal diffusivity and the characteristic length are known, the results from Figure 5b can be used to calculate the simulation time step measured in seconds, ∆t = dt F o L
Discussion
Lumped Capacitance Method
Conducting simulations with a single element representing structural components has routinely been incorporated into the modelling methodology of commercial building energy codes and research studies. The accuracy of this commonly implemented lumped capacitance approach has been clearly quantified for the first time within this paper. The findings of these simulations showed that by placing the representative element on the surface of the body, relatively large Biot numbers could be modelled accurately but only when the period of oscillation in the thermal boundary condition results in a low Fourier number. Hence, its applicability can clearly be extended into this range. Similarly, a study by Xu et al. [18] proposed the use of an effective heat transfer coefficient to extend the applicability of these lumped models. The two approaches are compared in Figure 6 for the case of a planar wall, as can been seen the unaltered approach with a surface element offers the most accurate solutions at low Fourier numbers. In contrast, utilizing the effective heat transfer coefficient offers an improvement in accuracy for higher Fourier numbers by up to an order of magnitude. Furthermore, it can be seen that a first order reduced model can be used for all Biot numbers if the Fourier number is adequately large. These findings concur with those of Mathews et al. [14] who noted that such an approach can be used for passive designs or constant heating since their associated Fourier numbers are likely to be large as the Fourier number is based on the timescale of the period of oscillation in the boundary condition. However, this is not guaranteed as the Fourier number is also largely dependent on the thermo-physical properties of a material. 
Selection of Fourier Number
To define the number of elements to include in a numerical simulation knowledge of the Biot and Fourier numbers is required. Determining the Biot number is more intuitive than the Fourier number as it concerns the boundary conditions and the geometry whereas the Fourier number requires the selection of a timescale. For the case of the single step change in boundary conditions the period of heating or cooling can be selected. However, in many applications there are oscillatory ambient temperature profiles where the Fourier number could be based on the period of an entire cycle or the length of a heating or cooling period.
To examine if these timescales can be used to provide the level of accuracy indicated by results for spatial discretisation two cases are considered. Both timescales are used to calculate Fourier numbers and hence determine the number of discretisation elements. The accuracy of the simulations will be compared to a two hundred elements simulation solution as the results from such a detailed model exhibit negligible variance from analytical solutions. The first case pertains to multiple periodic step changes in the ambient temperature where the convective heat transfer rate at the boundary leads to a Biot number of 10, Figure 7a . These step changes are at intervals of two hours, alternating between periods of heating and cooling leading to Fourier numbers associated with timescales of two and four hours. The Fourier numbers in this case are 0.1 and 0.2, respectively. Consequently, based on a value of R s of 90%, it was observed from the results that six and four discretisation elements should be incorporated into the simulations. For this case, the use of both timescales leads to simulations which provide accurate results within the target range. Notably, the accuracy constantly switches from under to over predictions which aids in dampening the error for the lower level of discretisation. Similarly, a case where the ambient temperature follows a positive sine wave is also examined, Figure 7b . The timescale for the heating and cooling periods is 12 hours and the overall period of the wave spans 24 hours. The geometrical and thermo-physical characteristics of the wall being modelled as well as the rate of convection at its boundary are the same as those used for the periodic step change simulations. This in turn leads to Fourier numbers of 0.65 and 1.3 and simulations containing three and two elements, respectively. For the case of the three element model, the accuracy remains within 1% of the desired level of accuracy once the initial discretisation error was overcome. Additionally, the three element model reached the target accuracy before a Fourier number 0.65 which is the timescale used to determine the number of elements i.e. the first point in time an accurate solution was desired. With regards to the two element model, the accuracy repeatedly falls out of the 90% accuracy band. This data shows that the Fourier number should be based on a timescale representing a single heating or cooling period and not the entire cycle. Alternatively, if highly accurate energy storage predictions or temperature traces are desired at times within the heating/cooling cycle the Fourier number should be calculated based on the first time of interest.
Having calculated a Fourier number to determine the number of discretisation elements, the size of the time step can be chosen using Figure 5b if an implicit time marching scheme is used. For the two cases considered 10 or less time steps would be required to reach the Fourier number used for a temporal discretisation effect of 95%.
Surface temperature predictions
For certain applications it is also desirable to have accurate knowledge of the surface temperatures as they can be used with correlations to determine convective heat transfer coefficients at the surface. To examine the capabilities of simulations to accurately predict surface temperatures during transient processes, the difference in dimensionless surface temperatures, S * , between analytical and direct solutions is examined. This in essence provides a percentage difference between the temperature predictions, Equation 10 . 
For the analytical solution the surface temperature can be calculated from Table 1 . The surface temperature within discrete systems can be calculated through interpolation between the temperature of the outer most element and the ambient temperature based on the conductive and convective resistance terms. In terms of dimensionless temperatures, the ambient temperature is zero therefore the surface temperature for the discrete system can be calculated with Equation 11b.
The results from the comparison of the surface temperatures are shown in Figure 8 . These results have been superimposed over the equivalent values for the spatial discretisation effect, R s , which is based on relative energy storage predictions. It can be observed that the surface temperature prediction accuracy is always greater than the energy storage prediction and therefore using the graphs relating to spatial discretisation effects to determine the number of discretisation elements required, the surface temperatures will also be accurately simulated.
Differing Boundary Temperatures
In almost all building applications, and heat transfer applications in general, bodies will have boundaries exposed to differing external temperatures. The spatial discretisation effect has been quantified in terms of symmetrical boundary conditions. Therefore, within this section the effect of varying the temperature boundary condition is further considered. An alternative dimensionless temperature term, Θ * , is used to allow for the maximum ambient temperature difference to equal unity.
The difference in the ambient temperatures is represented through a ratio, F t . When the value of this ratio is unity the temperatures are equal and when the value is negative one side will be introducing heat to the body whereas the other will result in heat loss at the boundary. 
The results of the spatial discretisation effect, R s , are shown for each case of F t in Figure 9 . These results were obtained by comparing each level of discretisation to a solution with 200 elements as analytical solutions are not easily attainable for each of these conditions. The system of 200 elements offered a minimum R s of over 99% when compared to the analytical solution for the symmetrical case. The results from Figure 9 show that the values of R s are the same for each of the ambient temperature ratios and hence show that the effect of spatial discretisation is independent of asymmetries in ambient temperature conditions when the convective heat transfer coefficients are symmetrical.
Differing Convective Boundary Conditions
It is also common to have different or changing convective boundary conditions at the external surfaces within compact thermal models. The ratio of the convective heat transfer coefficients at either side of the wall, F c , is used to quantify this difference. When the value of this ratio is unity the convective heat transfer coefficients are equal on both sides of the wall and when the value is zero one side is assumed to have an adiabatic boundary condition. The purpose of this section is to examine the impact of asymmetric convective boundary conditions on simulation prediction accuracy using half the thickness of the wall as the characteristic length.
Using the characteristic length equal to L for a range of convective ratios, F c = 0, 1 × 10 −3 , 1 × 10 −2 , 1 × 10 −1 , 1 , the results of the spatial discretisation effect are shown in Figure 10 . These results show that there is no appreciable increase in the spatial discretisation effect for levels of discretisation greater than two. Therefore through calculating the Biot and Fourier numbers based on a characteristic length of L and the maximum heat transfer coefficient the simulations will prove accurate solutions for all boundary conditions above a level of discretisation of n = 2. For lower levels of discretisation there is only a small loss in accuracy and for most applications this would provide satisfactory results.
Conclusion
The aim of this paper was to provide guidance on the optimum levels of discretisation required to maintain accurate compact thermal models whilst keeping computational costs to a minimum. This was achieved through the comparison of numerical predictions with analytical solutions. Results are presented as contour plots for a number of different geometries.
All the results have been presented in terms of dimensionless quantities, the Biot and Fourier numbers, to enhance their applicability to a wide range of applications. Therefore, interested parties are provided with an intuitive graphical means of determining the number of elements to include within simulations, as well as guidance on the selection of a suitable time step if a time marching scheme is employed. Importantly, the presented data enables the automated generation of efficient and accurate models to be realised. Through tabulation and use of a look-up table, the optimum number of nodes to be placed in each structural element of a building energy model can be identified, along with a suitable time step for time marching solutions.
The results of the commonly used single node lumped capacitance model were addressed in detail to provide further clarity regarding the accuracy of this approach over a wide range of the Biot and Fourier numbers. This showed that the lumped capacitance approach could be extended beyond the conventional criteria of a Biot number of 0.1 alone when certain conditions relating to the Fourier number are met. Namely, if the Fourier number is sufficiently high, F o > 2, all Biot numbers can be modelled accurately as the solution approaches a steady state condition. Moreover, for relatively low Fourier numbers the lumped capacitance model, with a single surface element, can accurately predict energy storage rates over an order of magnitude higher than the conventional criteria suggests.
In addition to the guidance pertaining to spatial and temporal discretisation further guidance on the selection of the Fourier number is provided. It is suggested that in the case of periodic ambient temperature profiles that the maximum Fourier number that should be used relates to the length of a heating or cooling period. If knowledge of the development of temperature profiles or energy storage within this time frame is desired then the first time of interest should be selected to calculate the Fourier number instead. In all cases the size of the time step in time marching schemes should then be selected based on this calculated Fourier number through the results highlighting the temporal discretisation effect.
To find the limitations of the spatial discretisation procedure an extensive range of boundary conditions have been tested. Interestingly, this shows that the spatial discretisation effect is independent of asymmetries in the boundary temperatures. Also, only very low levels of discretisation are adversely affected by asymmetries in convective rates at the boundary. Simulations with three or more elements do not exhibit any appreciable loss in accuracy provided that the higher heat transfer coefficient is used to define the Biot number. It has also been demonstrated that simulations constructed using the proposed method will provide highly accurate predictions for surface temperatures, which is important for detailed modelling.
Finally, despite the approach performing well there is still room for further development. Two of the outstanding areas which could lead to more efficient simulations are the uneven distribution of elements as well as the discretisation of multilayer objects. These areas are currently being investigated by the authors.
