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Abstract
We study the invariant interval, the character of semicycles, the global stability, and the boundedness of the difference equation
xn+1 = xn + p xn−kxn + q , n ≥ 0,
where the initial conditions x−k , . . . , x−1, x0 are nonnegative, and p, q > 0.
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1. Introduction and preliminaries
Let
yn+1 = α yn + β yn−kA + B yn , n ≥ 0. (1.1)
By the change of variables yn = αB xn , (1.1) reduces to
xn+1 = xn + p xn−kxn + q , n ≥ 0, (1.2)
where p = β
α
and q = A
α
. Henceforth, we assume that p, q ∈ (0,∞) and x−k, . . . , x−1, x0 are nonnegative real
numbers. However, the Eq. (1.2) with q = 0 was studied in [1,2]. The case p = 0 of (1.2) is called the logistic
equation (a special case of the Riccati difference equation [3,4]). This special case was first proposed by Pielou in her
books [5, p. 26] as a discrete analogue of the delay logistic equation. Rewriting Eq. (1.2) as
xn+1 = xnxn + q +
p xn−k
xn + q , n ≥ 0,
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we can interpret xn and xn−k as the densities of the population at the nth and (n − k)th generations. Hence we see
that the growth of a population at the (n+ 1)th generation depends not only to the nth generation, as studied in [3–5],
but also to a fraction of nth and (n − k)th generations which is a normal interaction for surviving in each population.
In this note, we study the invariant interval, the character of semicycles, the global stability, and the boundedness of
solutions of this equation.
Applications of difference equations is a very active domain of research and several authors presently work on
this subject, e.g. [6–9,19,20]. Li and Sun [10] investigated the global asymptotic stability, the invariant interval, the
periodic and oscillatory character of all positive solutions of the equation
xn+1 = p xn + xn−kq + xn−k , n ≥ 0.
DeVault et al. [11] studied the difference equation
xn+1 = p + xn−kq xn + xn−k , n ≥ 0.
They investigated the periodic character and the global stability of its solutions. We [12] studied the behavior of
solutions of the equation
xn+1 = xn + pxn + q xn−k , n ≥ 0.
The difference equation
xn+1 = α xn + β xn−1xn + 1 , (1.3)
where the initial conditions x−1, x0 and the parameters α, β are nonnegative, is a special case of Eq. (1.1). The global
stability of Eq. (1.3), its invariant interval, and the behavior of semicycles and the global attractivity of solutions have
been investigated by Kulenovic et al. [13]. It is worthwhile to mention that the global behavior of all positive solutions
of difference Eq. (1.2) is stated as the Open Problem 6.10.17 in [4].
In this paper, we study the global behavior of higher-order difference equation (1.2) for different parameter regimes
of p and q . We investigate several characteristics of Eq. (1.2), such as the oscillatory character, the invariant interval,
existence and stability of periodic solution, global attractivity, and global stability. In Section 2, we explain some
preliminary results and also some basic facts of the theory of difference equations needed later on. We will provide
several conditions for asymptotic stability. In addition, the instability of Eq. (1.2) will be studied via comparison
with corresponding properties of an associated second-order nonlinear equation. We then mention some practical
conditions in Section 3 to examine periodic behavior and invariant interval of solutions. The important goal of this
section is to present some conditions for positive solutions to be oscillatory about the unique positive equilibrium
point. Moreover, we present the precise situations for the global attractivity when q = p. In Section 4, we verify all
cases of oscillatory solutions with the length of semicycles satisfying the condition q ≥ p. Then, in Section 5, we find
the convergence of positive solutions with the condition q < p. Finally, in Section 6, we investigate the dynamical
characteristics and the long term behavior of positive solutions when q < p. We study the behavior of solutions when
q < p, and show that if p − 1 < q < p then the positive equilibrium point is a global attractor for every positive
solution, and if q = p−1, every solution shall be convergent to a periodic attitude, and last but not least if q < p−1,
Eq. (1.2) has some unbounded solutions.
2. Local stability
The main purpose of this section is to establish the local asymptotic stability of the positive equilibrium point of
Eq. (1.2). The equilibrium points of Eq. (1.2) are solutions of the equation
x¯ = x¯ + p x¯
q + x¯ . (2.1)
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Thus, (1.2) has two equilibrium points, the trivial solution x¯ = 0, and another one given by x¯ = 1+ p − q, which is
positive whenever 1+ p > q . In the following, we assume that
1+ p > q, (2.2)
and we take x¯ = 1+ p − q . Let
f (x, y) = x + p y
x + q . (2.3)
Then, we have ∂ f (x¯,x¯)
∂x = q−p1+p and ∂ f (x¯,x¯)∂y = p1+p . Therefore, the linearization of the dynamical system (1.2) about
the equilibrium point x¯ is
zn+1 − ∂ f (x¯, x¯)
∂x
zn + ∂ f (x¯, x¯)
∂y
zn−k = 0,
which gives
zn+1 = q − p1+ p zn −
p
1+ p zn−k (2.4)
and the quadratic equation corresponding to (2.4) is
λk = q − p
1+ p λ
k−1 − p
1+ p . (2.5)
The following result is the first step to investigate the global asymptotic stability of the zero equilibrium point.
Lemma 2.1. Suppose that
(i) f0(x, y) and f1(x, y) are continuous nonnegative functions on [0,∞)× [0,∞);
(ii) f0 and f1 are nonincreasing in each of their arguments;
(iii) f0(x, x) > 0 for all x ≥ 0;
(iv) f0(x, y)+ f1(x, y) < 1 for all x ≥ 0.
Let
xn+1 = f0(xn, xn−k) xn + f1(xn, xn−k) xn−k, n ≥ 0. (2.6)
Then the zero equilibrium point of Eq. (2.6) is globally asymptotically stable.
Proof. We first study the local stability of the zero equilibrium point. Given  > 0, there exists 0 < δ < , such that
for all x−k, . . . , x−1, x0 ∈ [0,∞) with x−k + · · · + x−1 + x0 < δ, we have |x1 − x¯ | = x1 < x0 + x−k < δ < .
Hence, by induction, |xn − x¯ | = xn < . Therefore, it is sufficient to show that x¯ is a global attractor. Let m0 = 0 and
M0 = 1, and for i ≥ 0, and let
Mi+1 = [ f0(mi ,mi )+ f1(mi ,mi )]Mi , mi+1 = [ f0(Mi ,Mi )+ f1(Mi ,Mi )]mi .
Therefore, by induction and (ii)–(iv), for each i 6= 0, we have
0 = m0 = m1 = · · · ≤ Mi ≤ · · · ≤ M2 ≤ M1 < M0 = 1,
and 0 ≤ xn ≤ Mi , for n ≥ i . Set M = limi→∞ Mi . Hence, by continuity of f0 and f1, we get M =
f0(0, 0)M + f1(0, 0)M . In view of (iii), M = 0 which gives the desired result. 
Assuming k = 1 in (1.2), Lemma 2.1 provides a powerful tool in verifying the global stability of the zero
equilibrium point of several biological models. See, for instance, [14,6]. The following lemma is a simple consequence
of the definition of instability.
Lemma 2.2. Let y¯ be an unstable equilibrium point of the equation
yn+1 = F(yn, yn−1), (2.7)
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where F is a continuous function. Then the equilibrium point x¯ of the equation
xn+1 = F(xn, xn−k) (2.8)
is not stable.
Proof. Assume that the equilibrium point y¯ of Eq. (2.7) is unstable. Then there exists  > 0 such that for all δ > 0,
we can find y0 and y−1 with |y0 − y¯| + |y−1 − y¯| < δ and N > 0 such that |yN − y¯| > . Let M be the least positive
index satisfying the above inequality. Then choosing values of initial points x−k, . . . , x−1, x0 of solution of Eq. (2.8)
such that x−k = yM−2, x0 = yM−1, and |y−k − y¯| + · · · + |y−1 − y¯| + |y0 − y¯| < δ we see that |x1 − x¯ | > , which
is a contradiction. This completes the proof. 
Theorem 2.3. The stability of the equilibrium points of Eq. (1.2) depends on the location of parameter q in the
following intervals (0, p − 1), (p − 1, p), (p, p + 1), and (p + 1,∞) as explained below.
(i) If p + 1 ≤ q then the zero equilibrium point is globally asymptotically stable. If q < p + 1 then the zero
equilibrium point is unstable.
(ii) If
p < q < p + 1, (2.9)
then the positive equilibrium point is locally asymptotically stable.
(iii) If p − 1 < q < p then the positive equilibrium point is locally asymptotically stable. Moreover, if k is odd, Eq.
(1.2) is asymptotically stable iff p − 1 < q < p.
(iv) If q < p − 1 then the positive equilibrium point is an unstable saddle point.
Proof. (i) The first part is a direct consequence of Lemma 2.1. The second part follows by combining Lemma 2.2
and the theorem about local stability in [13]. For other cases, we should investigate values of parameters p and q
satisfying the following conditions [15]:∣∣∣∣q − p1+ p
∣∣∣∣+ p1+ p < 1. (2.10)
(ii) When p < q , the inequality (2.10) is equivalent to q < p + 1.
(iii) When p > q , the inequality (2.10) is equivalent to q > p−1. By a result of [15], the assumption p−1 < q < p
is also necessary for asymptotic stability of (1.2) if k is odd.
(iv) This also follows by combining Lemma 2.2 and the result obtained in [13]. 
Corollary 2.4. A necessary and sufficient condition for asymptotic stability of Eq. (1.2) when k = 2 is that{
q ∈ (p − 1, p + 1), for p > 1,
q ∈ (0, 2p) ∪ (2p, p + 1), for p < 1.
Proof. By Lemma 4 of [16], a necessary and sufficient condition for all roots of Eq. (2.5) to lie in the open disc
|λ| < 1 is
|2p − q|
1+ p < 1,
2p + q
1+ p < 3,
(
p
1+ p
)2
+ p(q − p)
(1+ p)2 < 1.
Simplifying above inequalities, we get
p − 1 < q < min
{
2p,
(p + 1)2
p
, p + 3
}
or 2p < q < min
{
3p + 1, (p + 1)
2
p
, p + 3
}
,
which, together with (2.2), implies
p − 1 < q < min{2p, p + 1} or 2p < q < p + 1.
Therefore, whenever p > 1, then 2p > p+1, and thus p−1 < q < p+1. Finally, whenever p ≤ 1, then 2p ≤ p+1
and p − 1 ≤ 0. Hence 0 < q < 2p or 2p < q < p + 1. 
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Corollary 2.5. A necessary and sufficient condition for asymptotic stability of Eq. (1.2) when k = 3 is that
q ∈ (0, p) ∪ (p, p + 1), for p < 1
2
,
q ∈ (p −√1/p + 2, p) ∪ (p, p + 1), for p > 1
2
.
Proof. According to Lemma 1 in [17], a necessary and sufficient condition for all roots of Eq. (2.5) to lie in the open
disc |λ| < 1 is
|q − p|
1+ p < 1+
p
1+ p ,
|q − p|
1+ p < 2
(
1− p
1+ p
)
,
p
1+ p +
(
p
1+ p
)2
+ p
1+ p
(
q − p
1+ p
)2
< 1+
(
p
1+ p
)3
.
Hence
|q − p| < 1+ 2p, |q − p| < 2, p3 + pq2 − 2p2q < 1+ 2p.
Thus 
p − 2 < q < p and p −
√
1
p
+ 2 < q < p +
√
1
p
+ 2,
or
p < q < p + 2 and p −
√
1
p
+ 2 < q < p +
√
1
p
+ 2.
(2.11)
Therefore, whenever p > 1/2 together with (2.2), we have
p − 2 < p −
√
1
p
+ 2 and p + 1 < p +
√
1
p
+ 2 < p + 2,
and whenever p ≤ 1/2, we have
p −
√
1
p
+ 2 < p − 2 < 0 and p + 1 < p + 2 < p +
√
1
p
+ 2.
Combining the last two arguments with inequalities (2.11) immediately gives the desired conclusion. 
3. Existence of periodic solution and invariant intervals
In this section, we show that every solution of Eq. (1.2) will be trapped in two intervals. The end points of these
intervals directly depend on the parameters p and q . First we verify the periodic behavior of solutions of Eq. (1.2) in
this section. A solution {xn}∞n=−k of a difference equation is said to be periodic with period p if xn+p = xn , for all
n ≥ −k. A solution {xn}∞n=−k of a difference equation is said to be a p-cycle if it is periodic with period p, and p is
the least positive integer for which xn+p = xn holds.
Suppose that . . . , φ, ψ, φ,ψ, . . . is a period-two solution of Eq. (1.2). It is obvious that when k is even, Eq. (1.2)
does not have any prime period-two solution. On the other hand, when k is odd, φ and ψ must satisfy
φ = ψ + p φ
q + ψ and ψ =
φ + pψ
q + φ . (3.1)
Theorem 3.1. (i) Eq. (1.2) has a prime period-two solution . . . , φ, ψ, φ,ψ, . . . if and only if p = 1+ q.
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(ii) Moreover, when p = 1+ q, the values of φ and ψ of all prime period-two solutions are given by{
φ,ψ ∈ (1,∞) : ψ = φ
φ − 1 6= 2
}
.
Proof. The result can be simply concluded from some algebraic calculations and using system (3.1) for the solution
{xn}∞n=−k of Eq. (1.2). 
While the fundamental idea of invariant interval is widely understood, there remains some latitude in definitions
among authors. Therefore, for the sake of clarity, we use the following definition. An invariant interval for the
difference equation
xn+1 = f (xn, xn−k), n = 0, 1, 2, . . . (3.2)
is an interval I with the property that if k consecutive terms of a solution fall in I then all subsequence terms of the
solution also belong to I . In other words, I is an invariant interval for (3.2) if xN−k+1, . . . , xN−1, xN ∈ I , for some
N ≥ 0, implies that xn ∈ I for every n > N .
Here we discuss the behavior of the solutions of Eq. (1.2) when p 6= q . The case p = q will be considered in
Section 4.
Lemma 3.2. (i) Suppose that p < q. Then, for any n, l ∈ N,
xn−k ≤ qp H⇒ xn+1 ≤ 1 <
q
p
,
and
xn+1 ≥ q
l
pl
H⇒ xn−k > q
l+1
pl+1
> 1.
(ii) Suppose that p > q. Then, for any n, l ∈ N,
xn−k ≥ qp H⇒ xn+1 ≥ 1 >
q
p
,
and
xn+1 ≤ q
l
pl
H⇒ xn−k > q
l+1
pl+1
> 1.
Proof. Suppose that p < q and xn−k ≤ qp . Using (1.2), we see that
xn+1 = xn + p xn−kxn + q ≤
xn + p qp
xn + q = 1.
On the other hand, if xn+1 ≥ qlpl , then xn+1 =
xn+p xn−k
xn+q ≥
ql
pl
, and thus we have
pl+1 xn−k > (ql − pl) xn + ql+1 > ql+1.
Therefore, if p < q , then, for any n, l ∈ N, xn−k ≤ qpd → xn+1 ≤ 1 < qp , and xn+1 ≥ q
l
pl
→ xn−k > ql+1pl+1 > 1.
Similarly, for p > q , and for any n, l ∈ N, xn−k ≥ qp → xn+1 ≥ 1 > qp , and xn+1 ≤ q
l
pl
→ xn−k > ql+1pl+1 > 1. 
The following corollary is a direct consequence of Lemma 3.2.
Corollary 3.3. (i) Suppose that p < q. Then every solution of Eq. (1.2) enters eventually in the interval (0, qp ]. In
addition, (0, qp ] is an invariant interval of (1.2).
(ii) Suppose that p > q. Then every solution of Eq. (1.2) enters eventually in the interval [ qp ,∞). In addition, [ qp ,∞)
is an invariant interval of (1.2).
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4. Semicycle analysis and global attractivity
In this section, we will consider the semicycle analysis of solutions of Eq. (1.2) when p ≤ q < p + 1. Hereafter,
x¯ refers to the positive equilibrium point p + 1 − q of Eq. (1.2). Let {xn}∞n=−k be a positive solution of Eq. (1.2).
A positive semicycle of the solution of equation consists of a “string” of terms {xl , xl+1, . . . , xm}, all greater than or
equal to the equilibrium point, with l ≥ −k and m ≤ ∞, such that
either l = −k, or (l > −k and xl−1 < x¯) ,
and
either m = ∞, or (m <∞ and xm+1 < x¯) .
A negative semicycle of the solution of equation consists of a “string” of terms {xl , xl+1, . . . , xm}, all less than the
equilibrium point, with l ≥ −k and m ≤ ∞, such that
either l = −k, or (l > −k and xl−1 ≥ x¯) ,
and
either m = ∞, or (m <∞ and xm+1 ≥ x¯) .
The solution {xn}∞n=−k of Eq. (1.2) is called non-oscillatory about x¯ , if there exists N ≥ −k such that either xn > x¯ ,
for all n ≥ N , or xn < x¯ , for all n ≥ N . If {xn}∞n=−k is not non-oscillatory, then it is called oscillatory about x¯ .
Lemma 4.1. Let {xn}∞n=−k be a nonnegative solution of Eq. (1.2). Suppose that
p ≤ q < p + 1. (4.1)
Then the following statements are true.
(i) If x¯ ≤ xn−k and x¯ ≤ xn , then x¯ ≤ xn+1 ≤ max{xn−k, xn}.
(ii) If xn−k ≤ x¯ and xn ≤ x¯ , then x¯ > xn+1 ≥ min{xn−k, xn}.
(iii) If xn−k < x¯ ≤ xn , then xn−k < xn+1 < xn .
(iv) If xn < x¯ ≤ xn−k , then xn < xn+1 < xn−k .
Proof. Let f : [0,∞) × [0,∞) −→ [0,∞) denote the function f (x, y) = x+p yq+x . Then f satisfies the negative
feedback conditions, i.e.
(x − x¯)( f (x, x)− x) < 0 (4.2)
for all x ∈ (0,∞) \ {x¯}. Consider the function g : [0,∞) −→ [0,∞) defined by g(x) = (1+p) xq+x . Observe that
g(x¯) = x¯ and that g increases on [0,∞). These facts play the key role in establishing the proof. Now, we are in a
position to demonstrate the assertions.
(i) Assume that x¯ ≤ xn−k and x¯ ≤ xn . Then
xn+1 = xn + p xn−kxn + q ≤
(1+ p)max{xn−k, xn}
q + x¯ = max{xn−k, xn}.
Since the function x 7−→ x+p x¯q+x is increasing for x¯ < qp , which is equivalent to p < q , we obtain
xn+1 = xn + p xn−kxn + q ≥
xn + p x¯
q + xn ≥ g(x¯) = x¯ .
We see that all inequalities are strict if we assume that xn−k > x¯ or xn > x¯ .
(ii) Assume that xn−k ≤ x¯ and xn ≤ x¯ . Then, by a similar argument as above, we have
xn+1 = xn + p xn−kxn + q ≤
xn + p x¯
q + xn < g(x¯) = x¯ .
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We also observe that
xn+1 = xn + p xn−kxn + q ≥
(1+ p)min{xn−k, xn}
q + x¯ = min{xn−k, xn}.
Note that all inequalities are strict if we assume that xn−k < x¯ or xn < x¯ .
(iii) Assume that xn−k < x¯ < xn . Then
xn+1 = xn + p xn−kxn + q <
(1+ p) xn
q + xn < xn .
Since p < q , and xn−k < x¯ , q − p xn+1 > q − p x¯ = (q − p)(1+ p) ≥ 0. Then x 7−→ x+p xn−kx+q is increasing
in x and
xn+1 = xn + p xn−kxn + q >
xn−k + p xn−k
xn + 1 = g(xn−k) > xn−k .
The last inequality follows from the negative feedback property (4.2).
(iv) Assume that xn < x¯ < xn−k . Then
xn+1 = xn + p xn−kxn + q >
(1+ p) xn
q + xn > xn,
the last inequality follows again from the negative feedback property (4.2). We now establish the next part of
assertion. To show that xn+1 < xn−k , two cases are considered.
Case 1: Suppose that q − p xn−k ≥ 0. Then x 7−→ x+p xn−kx+q is increasing in x and thus
xn+1 = xn + p xn−kxn + q ≥
xn−k + p xn−k
xn + q = g(xn−k) < xn−k .
The last inequality follows from the negative feedback property (4.2).
Case 2: Suppose that q − p xn−k < 0. Then
xn+1 = xn + p xn−kxn + q <
p
q xn−k(xn + q)
xn + q ≤
p
q
xn−k ≤ xn−k . 
Lemma 4.2. Let {xn}∞n=−k be a nonnegative solution of (1.2). Suppose that (4.1) holds.
(i) If q2q−p x¯ < x j < x¯ , for every −k ≤ j ≤ 0, then {xm(k+1)+i }∞m=0, for all i ∈ {1, 2, . . . , k + 1}, is increasing.
(ii) If x¯ < x j <
(p+1)
q x¯ , for every −k ≤ j ≤ 0, then {xm(k+1)+i }∞m=0, for all i ∈ {1, 2, . . . , k + 1}, is decreasing.
Proof. (i) We have just seen in Lemma 4.1(ii) that xn+1 = xn+p xn−kxn+q < x¯ , and, according to our assumptions, we
have q xm(k+1)+i < q x¯ + (p − q) ym(k+1)+i ≤ q x(m−1)(k+1)+i which gives the desired result.
(ii) Again, by Lemma 4.1(i), x¯ < xn+1 = xn+p xn−kxn+q , and by our assumptions, we have
x(m−1)(k+1)+i ≥ q1+ p x(m−1)(k+1)+i > x¯ + (
q
1+ p − 1) xm(k+1)+i > xm(k+1)+i ,
which proves the result. 
Theorem 4.3. Suppose that (4.1) holds. Then an oscillatory solution {xn} of equation oscillates about the equilibrium
point x¯ with semicycle of length at most k.
Proof. Let {xn}∞n=−k be a nontrivial positive solution of Eq. (1.2). We present the proof for a positive semicycle. The
proof for a negative semicycle is similar.
In the contrary, assume that there exists N ≥ 0 such that x¯ ≤ xN , xN+1, . . . , xN+k . Then, by Lemma 4.1(i), it
follows that
x¯ ≤ xN+k+1 ≤ max{xN , xN+k},
x¯ ≤ xN+k+2 ≤ max{xN+1, xN+k+1},
...
x¯ ≤ xN+2k+2 ≤ max{xN+k, xN+2k+1},
....
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Hence the solution is not oscillatory which is a contradiction. Therefore, each non-oscillatory solution oscillates about
x¯ with semicycles of length at most k. 
In view of Lemma 4.1, we see that all solutions are bounded from above and below by the initial conditions.
Furthermore, assume that {xn}∞n=−k is a solution of Eq. (1.2). Let {xs(k+1)−i }∞s=0, 0 ≤ i ≤ k, be the subsequences of
the solution {xn}∞n=−k . Now if we choose the initial points such that
q
2q − p x¯ < x j <
(p + 1)
q x¯
,
for every −k ≤ j ≤ 0, then there exist some il , im ∈ {1, 2, . . . , k + 1}, (0 ≤ l ≤ r , 0 ≤ m ≤ s, and r + s = k + 1)
such that{
x−il < x¯ for il ∈ {0, 1, . . . , k},
x−im ≥ x¯ for im ∈ {0, 1, . . . , k} \ {i0, i1, . . . , ir }.
By Lemma 4.1, for some S ≥ 0, we have (0 ≤ l ≤ r , 0 ≤ m ≤ s, and r + s = k + 1){
xS(k+1)−il < x¯ for il ∈ {0, 1, . . . , k},
xS(k+1)−im ≥ x¯ for im ∈ {0, 1, . . . , k} \ {i0, i1, . . . , ir }.
By Lemma 4.2 the subsequences {xs(k+1)−il }∞s=0 are increasing for il ∈ {0, 1, . . . , k} and the subsequences{xs(k+1)−im }∞s=0 are increasing for im ∈ {0, 1, . . . , k} \ {i0, i1, . . . , ir }, (0 ≤ l ≤ r , 0 ≤ m ≤ s, and r + s = k + 1).
Therefore{
lim
s→∞ xs(k+1)−il = L il ≤ x¯, for il ∈ {0, 1, . . . , k},
lim
s→∞ xs(k+1)−im = Uim ≥ x¯, for im ∈ {0, 1, . . . , k} \ {i0, i1, . . . , ir }.
Hence the solution converges to a period-(k + 1) solution. However, we show in Theorem 4.4, Lemma 5.1 that the
solution of (1.2) converges to the equilibrium point x¯ .
Now we consider the semicycle analysis and global behavior of Eq. (1.2) for the case when q = p. Therefore, the
positive equilibrium point of Eq. (1.2) is x¯ = 1.
Theorem 4.4. Assume that p = q. Then (1.2) does not have any period-(k + 1) solution.
Proof. Let α1, α2, . . . , αk+1 be a period-(k + 1) solution of Eq. (1.2). Using the assumption p = q in the Eq. (1.2),
we have
α1 = αk+1 + q α1
αk+1 + q , α2 =
α1 + q α2
α1 + q , · · · αk+1 =
αk + q αk+1
αk + q . (4.3)
Hence, with the help of Eq. (4.3), we obtain α1 = α2 = · · · = αk+1 = 1. 
Theorem 4.5. Suppose that q = p and let x−k + · · · + x−1 + x0 > 0. Then the equilibrium point x¯ = 1 of Eq. (1.2)
is globally asymptotically stable. More precisely, the following statements are true.
(i) Assume that x−k ≥ 1, . . . , x−1 ≥ 1, and x0 ≥ 1. Then xn ≥ 1, for all n > 0, and
lim
n→∞ xn = 1. (4.4)
(ii) Assume that x−k ≤ 1, . . . , x−1 ≤ 1, and x0 ≤ 1. Then xn ≤ 1, for all n > 0, and (4.4) holds.
(iii) Assume that there exist i0, i1, . . . , il and j0, j1, . . . , jm (l + m = k + 1) with
i0, i1, . . . , il ∈ {0, 1, . . . , k} and j0, j1, . . . , jm ∈ {0, 1, . . . , k} \ {i0, i1, . . . , il},
such that
x−i0 < 1, x−i1 < 1, . . . , x−il < 1 and x− j0 > 1, x− j1 > 1, . . . , x− jm > 1.
Then, for all c > 0,xc(k+1)−i0 < 1, xc(k+1)−i1 < 1, . . . , xc(k+1)−il < 1,andxc(k+1)− j0 > 1, xc(k+1)− j1 > 1, . . . , xc(k+1)− jm > 1.
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Furthermore, each subsequence {xc(k+1)−id }∞c=0 is increasing for 0 ≤ d ≤ l and each subsequence{xc(k+1)− jt }∞c=0 is decreasing for 0 ≤ t ≤ m and (4.4) holds.
Proof. (i) Assume that x−k ≤ 1, . . . , x−1 ≤ 1, and x0 ≤ 1. Then
x1 = x0 + q x−kx0 + q ≥
x0 + q
x0 + q = 1,
...
xk+2 = xk+1 + q x1xk+1 + q ≥
xk+1 + q
xk+1 + q = 1.
It follows by induction that xn ≥ 1, for all n > 0. Furthermore, x−k ≥ 1 demonstrates that x0 + q x−k ≥
x−k x0 + q x−k, and thus
x1 = x0 + q x−kx0 + q ≤
x−k x0 + q x−k
x0 + q = x−k .
Similarly, we can prove that x2 ≤ x−k+1 and by induction
x−k ≥ x1 ≥ xk+2 ≥ · · · ≥ 1,
x−k+1 ≥ x2 ≥ xk+3 ≥ · · · ≥ 1,
...
x0 ≥ xk+1 ≥ x2k+2 ≥ · · · ≥ 1.
Hence, there exist Mi ≥ r , for all i ∈ {0, 1, . . . , k}, such that limc→∞ xc(k+1)−i = Mi . So this is a period-(k+ 1)
solution when q = p. Then, in view of Theorem 4.4, we observe that M0 = M1 = · · · = Mk = 1, that is,
Eq. (1.2) does not have any period-(k + 1) solutions. It is worthwhile to mention that, when x−i = 1, then
xc(k+1)−i = 1, for c ≥ 0.
(ii) The proof is similar to the first part.
(iii) Assume that x−id < 1, for 0 ≤ d ≤ l. Then
x(k+1)−id =
xk−id + q x−id
xk−id + q
<
xk−id + q
xk−id + q
= 1.
Therefore, we can show by induction that x(ck+1)−id < 1, for 0 ≤ d ≤ l. Similarly, suppose that x− jt > 1, for
0 ≤ t ≤ m. Then
x(k+1)− jt =
xk− jt + q x− jt
xk− jt + q
>
xk− jt + q
xk− jt + q
= 1.
Therefore, by induction, we have x(ck+1)− jt > 1, for 0 ≤ t ≤ m. Finally, since xk−id + q x−id > x−id xk−id +
q x−id , then
x(k+1)−id =
xk−id + q x−id
xk−id + q
>
x−id xk−id + q x−id
xk−id + q
= x−id .
Hence the subsequence {xc(k+1)−id }∞c=0 is increasing for 0 ≤ d ≤ l. Similarly, it can be shown that the
subsequence {xc(k+1)− jt }∞c=0 is decreasing for 0 ≤ t ≤ m. So it is convergent. In other words, there exist Mid ≤ 1
and N jd ≥ 1 such that limc→∞ xc(k+1)−id = Mid , for 0 ≤ d ≤ l, and limc→∞ xc(k+1)− jt = N jt , for 0 ≤ t ≤ m,
and, similar to the part (i), we have M0 = M1 = · · · = Ml = 1 = N0 = N1 = · · · = Nm . 
5. Convergence of solution when q > p
Here we discuss the case where (2.9) holds and we show that the equilibrium point x¯ = 1+ p − q of Eq. (1.2) is
a global attractor of all positive solutions of Eq. (1.2). The following lemma, which can be demonstrated similar to
Theorem 1.4.5 of [4], are necessary in what follows.
Lemma 5.1. Let [a, b] be an interval of real numbers and assume that
f : [a, b] × [a, b] → [a, b]
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Fig. 1. Figure (a) shows the diagram of difference equation xn+1 = xn+4xn−34+xn . The initial points are x−3, x−2, x−1, x0 = 0.05, 0.3, 5, 4.5.
Two initial points are chosen less (greater) than 1. Hence two green and black (blue and red) subsequences are always less (greater) than 1
and increase (decrease) to the equilibrium point 1. Figure (b) represents the difference equation xn+1 = xn+xn−31+xn with positive initial points
x−3, x−2, x−1, x0 = 2.105, 2.3, 5, 3.25, all greater than 1. Thus all subsequences are all greater than the equilibrium point 1. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web version of this article.)
is a continuous function satisfying the following properties.
(i) f (x, y) is nondecreasing in x ∈ [a, b], for each fixed y ∈ [a, b], and f (x, y) is nonincreasing in y ∈ [a, b], for
each fixed x ∈ [a, b];
(ii) If (m,M) ∈ [a, b] × [a, b] is a solution of the system f (m,M) = m and f (M,m) = M, then m = M.
Then the difference equation (1.2) has a unique equilibrium x¯ ∈ [a, b] and every solution of Eq. (1.2) converges to x¯ .
Now, we are ready to show that every positive solution of Eq. (1.2) converges to the positive equilibrium point x¯ .
Theorem 5.2. Assume that (2.9) holds. Then x¯ is an attractor for every positive solution.
Proof. Since p < q , then x¯ < qp . In view of Part (i) of Corollary 3.3, we observe that (0,
q
p ] is an invariant interval
for Eq. (1.2). So we may assume that the initial conditions x−k, . . . , x−1, and x0 lie in the interval I = (0, qp ]. Now
clearly the function (2.3) satisfies the hypotheses of Lemma 5.1 in the interval I from which the result follows. 
6. Behavior of solutions for q < p
In this section we consider the behavior of the solution of Eq. (1.2) when q < p, which is equivalent to
x¯ > qp . In this case, by Corollary 3.3, every positive solution of Eq. (1.2) lies eventually in the interval [1,∞).
For the long-term behavior of the positive solutions of Eq. (1.2), without loss of generality, we may assume that
x−k, . . . , x−1, x0 ∈ [1,∞). Then the change of variable xn = un + 1 transforms Eq. (1.2) to the equation
un+1 = [p − (1+ q)] + p un−k1+ q + un , (6.1)
where un ≥ 0 for n ≥ 0.
The character of solutions of Eq. (6.1) is being investigated in [18]. By applying the results of [18] to Eq. (6.1), we
obtain the following theorems about the solutions of Eq. (6.1) when p > q.
Theorem 6.1. An oscillatory solution of Eq. (1.2), after the first semicycle, oscillates about the positive equilibrium
point x¯ with a semicycle of length one.
Theorem 6.2. (i) Assume that q = p − 1. Then every solution of Eq. (1.2) converges to a period-two solution.
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Fig. 2. Figure (a) shows xn+1 = xn+5xn−34+xn with initial points x−3, x−2, x−1, x0 = 5, 2.3, 15, 0.5. There is a period-two solution. In figure (b),
we verify xn+1 = xn+5xn−44+xn with initial points x−4, x−3, x−2, x−1, x0 = 5, 2.3, 15, 5, 0.5. There is no prime period-two solution. The solutions
converges to the equilibrium point x¯ = 2. Figure (c) represents xn+1 = xn+6xn−34+xn with initial points x−3, x−2, x−1, x0 = 5.12, 0.93, 5, 4.5. In
figure (d), we verify xn+1 = xn+13xn−42+xn with initial points x−4, x−3, x−2, x−1, x0 = 5, 2.3, 15, 5, 0.5. In (c) and (d), we see that the solutions
diverge.
(ii) Assume that p− 1 < q < p. Then every positive solution of Eq. (1.2) converges to the positive equilibrium point
x¯ of Eq. (1.2).
(iii) Assume that q < p − 1. Then Eq. (1.2) has unbounded solutions.
7. Concluding remarks and examples
In this section, we present some numerical figures for different parameters which confirm our theoretical results
in the previous sections. In the first example, Fig. 1, we verify a fourth-order difference equation when p = q with
different initial conditions and we will see how the solutions will behave around its equilibrium point x¯ = 1. In fact,
we give an example which satisfies the condition of Theorem 4.5. In Fig. 1, we assume that k = 3, and we see that
when initial conditions are greater that x¯ = 1, then the solutions are always greater than 1 and eventually converges
to 1.
In the second example, Fig. 2, we present four examples associated to Theorem 6.1. First we verify the periodic
solution, i.e. when q = p − 1. We observe that for k = 3, there are a period-two solution, while for k = 4 there are
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no period-two solution which is expected. If there exists a period-two solution with k even, we have xn = xn−k and
since there are two roots for Eq. (2.1), x¯1 = 0 and x¯2 = 1 + p − q. Then xn+1 = xn = xn−1. This shows that {xn}
in Theorem 6.1(i) does not necessarily converge to a prime period-two solution, Fig. 2(b). Secondly we present two
unbounded examples for k = 3 odd, and k = 4 even.
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