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Abstract. Ultracold atomic quantum gases belong to the most exciting challenges
of modern physics. Their theoretical description has drawn much from (semi-)
classical field equations. These mean-field approximations are in general reliable
for dilute gases in which the atoms collide only rarely with each other, and for
situations where the gas is not too far from thermal equilibrium. With present-day
technology it is, however, possible to drive and observe a system far away from
equilibrium. Functional quantum field theory provides powerful tools to achieve
both, analytical understanding and numerical computability, also in higher dimen-
sions, of far-from-equilibrium quantum many-body dynamics. In the article, an
outline of these approaches is given, including methods based on the two-particle
irreducible effective action as well as on renormalisation-group theory. Their rela-
tion to near-equilibrium kinetic theory is discussed, and the distinction between
quantum and classical statistical fluctuations is shown to naturally emerge from
the functional-integral description. Example applications to the evolution of an
ultracold atomic Bose gas in one spatial dimension underline the power of the
methods.
1 Introduction
Five millimeters of mere nothing separate the micrometer-scale ultracold cloud of sodium atoms
from the glass walls of its surrounding vacuum cell in a typical experiment in the basement of
maybe the reader’s research institution. Five millimeters between the glass at 293 K and the
Bose-Einstein condensed gas at a few nanokelvin. These eleven orders of magnitude in temper-
ature are to be compared to the eight orders the temperature in a supernova is higher than
that in our office. And the vacuum pressure of 10−10Pa which is quantifying ”mere nothing”
is similar to the atmospheric pressure at the surface of the moon.
Bose-Einstein condensation, a phenomenon predicted over 70 years ago by Albert Einstein
[1] on the basis of Bose’s new statistical formulation of a photon gas [2], has revolutionised
atomic physics since its ground breaking experimental achievement in dilute alkali gases at
JILA (Boulder) [3], MIT [4], and Rice University [5]. By today, more than 80 groups world-
wide dispose of techniques to produce ultracold and Bose-Einstein condensed gases, mostly
of alkalis like 87Rb, 23Na, 7Li but also including metastable 4He, as well as 41K, 52Cr, 85Rb,
133Cs, 174Yb. Another 100 groups need to be included when counting the wider range of ex-
periments studying cold atomic gases, atom optics, trapping, cooling, and many more subjects
[6]. The past decade has seen an exploding range of experiments studying many different prop-
erties of such systems, thereby varying densities, atom numbers, dimensionality, interaction
strengths, internal (electronic) state multiplicities, as well as character, geometry, shape, size
and temporal behaviour of the external trapping potentials, both, between different runs and
during the experiment’s timeline. A range of review articles and monographs on theory and
experiment can be consulted [7,8,9,10,11]. During the past five years, a growing number of
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experiments with ultracold Fermi gases has been added to the spectrum of activities, see, e.g.,
Refs. [12,13,14,15,16]. For recent reviews see Ref. [17]. Today, ultracold fermions are regarded
as a promising tool to design many-body quantum systems exhibiting many of the phenom-
ena relevant in solid state systems, in particular in the context of superconductivity, and to
explore these beyond the range of parameters realistic for degenerate electron gases. Moreover,
new efforts aim at a cross-fertilisation between high-energy physics, in particular concerning
the phase structure of quantumchromodynamics, and the physics of strongly correlated atomic
gases.
The quantum degeneracy of ultracold gases results from the (anti-)symmetrisation princi-
ple for the wave function describing indistinguishable particles, together with the statistical
behaviour of the many-body system. A non-interacting gas is characterised, for given mean
energy and particle number, by the occupation numbers of the single-particle eigenmodes.
Bose-Einstein condensation emerges as the macroscopic occupation of a single mode, at zero
as well as finite temperatures [18]. Although interactions are not required for the existence of
this quantum degeneracy, they are, in a realistic physical system, indispensable for reaching the
respective degenerate equilibrated state. In fact, in experiment, the key last step to degeneracy
is induced by evaporative cooling [7], where collisional relaxation following a removal of the
high-frequency tail of atoms restores an equilibrium distribution.
Trapped atomic gases provide the unique possibility to tune both, the interaction strength
between the particles and the external boundary conditions fixed by the trapping potential:
External electromagnetic fields can be used to considerably vary, in particular near (Feshbach)
zero-energy scattering resonances, the scattering length which quantifies the collisional interac-
tions [19]. Thereby, laser light, combined with elaborate lensing technology, allows for almost
arbitrary trapping geometries. Most of these tuning knobs can be turned so quickly as to excite
many-body dynamics far away from a thermal or metastable equilibrium state.
What do we mean by “far-from-equilibrium” dynamics? Consider a non-integrable many-
body system. Far from equilibrium, in contrast to close to it, there is no longer the notion
of a precisely defined spectrum of quasiparticle modes whose damping can be described on
the grounds of a linear-response analysis. The latter generally relies on a perturbative expan-
sion in some small parameter, and analytic relations between the fluctuation and response
functions reflect the principle of detailed balance in Boltzmann’s kinetic theory [20,21]. In far-
from-equilibrium or, as it is also often called, nonequilibrium time evolution there is no such
fluctuation-dissipation relation, while microcausality and microreversibility are still conserved.
When studying the transition from far-from- to near-equilibrium dynamics one of the key ques-
tions is how the known near-equilibrium features are recovered during the time evolution of
the system, given specific interaction properties. An interesting observation gives rise to the
distinction between short- and long-time evolution after a sudden quench of some boundary con-
ditions which produces an initial state far from equilibrium. In particular long-time many-body
evolution and equilibration are demanding and still largely unresolved problems.
An important issue when studying nonequilibrium dynamics is the level of approximation
on which interaction effects are taken into account. As pointed out above, interactions are
inextricably linked with nonequilibrium dynamics. If they are weak, i.e., occur rarely which is
the case in a dilute gas, low-order perturbative approximations in the diluteness parameter can
provide a reliable description over a certain time. At large times, however, such perturbative
descriptions are expected to break down. Moreover, if the interactions are sufficiently strong,
the time at which this breakdown occurs can be shorter than the time at which near-equilibrium
kinetic theory, which in general involves perturbative approximations, sets in to be valid.
For systems with large, i.e., classical occupations of the kinematically relevant modes, quan-
tum fluctuations typically play a minor role and, if classical fluctuations are relevant, Monte
Carlo simulations are often the method of choice. However, if quantum fluctuations become im-
portant, no such methods are at hand, and this is generically the case for long-time evolutions
and dense, strongly interacting systems. (Note that recently, for a certain range of applications,
stochastic simulation techniques have been studied [22,23,24,25].) Functional quantum field
theoretical techniques represent a powerful approach to such dynamics. Moreover, they provide
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analytical insight and make numerical computations feasible, in particular in more than one
spatial dimension.
This article provides an introduction to functional quantum field theoretical methods to
describe far-from-equilibrium many-body quantum dynamics. It is beyond its scope to rep-
resent a full review and to provide a satisfactory account of the relevant literature. In Sec-
tion 2, we will define the relevant observables and give a brief summary of mean-field the-
ory for the short-time and near-equilibrium evolution of a Bose gas. In Section 3, we shall
then discuss the nonequilibrium two-particle irreducible (2PI) effective action [26,27,28] in the
nonperturbative approximation introduced in Refs. [29,30]. This nonequilibrium approach has
been developed and extensively applied, in the context of relativistic quantum field theories,
as reported in Refs. [29,30,31,32,33,34,35,36,37]. Their extension to abelian and non-abelian
gauge theories [38,39,40,41] is the subject of recent and ongoing research. We will, furthermore,
summarise a new functional renormalisation-group approach to far-from-equilibrium dynamics
introduced in [42]. For applications, the focus will be set on interacting ultracold atomic Bose
gases [43,44,45,46] and an overview be given of the results first presented in Refs. [46,47,48,49].
Example applications to the long-time evolution of an interacting Bose gas will be discussed.
The relation to near-equilibrium evolution is described in Section 4. Quantum statistical fluc-
tuations and their distinction from their classical counterparts are the subject of Section 5. A
summary will be given in Section 6.
2 Mean-field dynamics of Bose-Einstein condensates
In this section we give an introduction to mean-field theory of time-evolving ultracold Bose
gases. Mean-field theory is generically valid for the description of near-equilibrium dynamics
and has been applied successfully to understand and predict an enormous variety of experi-
mental observations, see, e.g. [10,11]. Discussing it allows us to lay the foundations for the later
development of far-from-equilibrium dynamics and dynamics of strongly interacting systems.
We will first define the observables of interest in the context of most experiments and then
give a concise introduction to the Gross-Pitaevskii and Hartree-Fock-Bogoliubov theories of
Bose-Einstein condensates near their ground-state configuration. We close the section with an
outlook beyond mean-field theory, focusing on atomic gases near a Feshbach resonance as well
as on an exact method to calculate the nonequilibrium dynamics of an interacting Bose gas in
one spatial dimension.
2.1 Observables
The application of statistical many-body theory to quantum degenerate states, e.g. of non-
interacting Bose-Einstein condensates (BEC), aims at the occupation number distribution over
the available energy eigenstates. Quantum states, however, contain additional information which
manifests itself in the phase of the wave function. This phase gives rise to coherence and inter-
ference phenomena which, in a number of experiments with degenerate atomic gases, has been
made visible in a macroscopic manner, e.g., in the experiments reported in Refs. [50,51,52,53,54].
Let us discuss in more detail the observables required to describe such properties of the many-
body system.
Large occupation numbers, together with the phase of the single-particle wave function, lead
to an approximate description of coherent matter in terms of a scalar complex field φ(x). Here
and in the following time and space variables are included in the four-vector x ≡ (t,x) ≡ (x0,x).
In view of the statistical properties of BEC, φ forms an order parameter. With respect to
coherence properties as well as large occupation numbers, the matter-wave field φ(x) exists in
full analogy with, e.g., Maxwell’s classical electromagnetic field Fµν(x). Recall that an ideal,
single-mode laser can be described by a coherent state which characterises it as a coherent
superposition of photon number states,
|α〉 = e−|α|2/2
∞∑
n=0
αn√
n!
|n〉. (1)
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The expansion coefficients are chosen such that |α〉 is an eigenstate of the Fock annihilation
operator aˆ with eigenvalue α. For photons propagating in vacuum, the time evolution of the
coherent state reads |α(t)〉 = |α(0) exp(−iωt)〉, ω being the frequency of the mode. This corre-
sponds, in spatial representation, to a classical oscillation of the wave packet in the oscillator
potential mω2X2/2. Hence, the expectation value of the electric field operator Eˆ ∝ ε(aˆ + aˆ†)
performs the harmonic oscillations of the macroscopic classical field.
For an ideal-gas BEC, the field can be written as φ(x) =
√
Nψ(x), where ψ(x) has the
functional form of the quantum mechanical single-particle wave function whose macroscopic
mean occupation number is N . Hence, while |φ(x)|2 describes the particle density at x, its
phase gives rise to the same interference phenomena as the wave function ψ does for single
particles. The complex matter-wave field φ(x) describes the spatial and temporal density and
phase distributions of the coherent cloud of atoms in a particular internal state. This analogy
with photons gives rise to the notion of an atom laser in experiments where, e.g., a coherent
beam of particles is coupled out from a trapped BEC [51,52,53].
A remark is in order: Only compact systems are experimentally relevant. According to
the above picture, φ(x) is the expectation value of the complex non-relativistic quantum field
operator obeying the bosonic equal-time commutation relations [Φ(x, t), Φ†(x′, t)] = δ(x− x′).
In finite, closed, non-relativistic gatherings of atoms, the total number of atoms is a conserved
quantity, i.e., the expectation value of this field operator with respect to the reduced density
matrix describing any subsystem necessarily vanishes, φ = 〈Φ〉 ≡ 0. Therefore, a coherent state
can not describe such a system. This is closely related to the fact that an isolated system does
by definition not interfere with any other system such that its total phase can not be measured.
Phase can only be measured by means of interference effects, and hence only the relative phase
between different (sub)systems is a meaningful quantity.
This leads to the concept of the phase coherence of a BEC. This coherence manifests itself
in the off-diagonal elements of the reduced single-particle density matrix, i.e., the single-time
two-point correlation function
n(x,y; t) = 〈Φ∗(x, t)Φ(y, t)〉. (2)
The local particle number density is given by the diagonal elements, n(x; t) = n(x,x; t). For an
infinite uniform ideal-gas BEC, one finds that the first-order coherence function derived from
the off-diagonal elements, n(1)(s) = n(R + s/2,R − s/2) → const. 6= 0 for s → ∞. Since the
momentum distribution of particles is given by the spatial Fourier transform of n(x,y; t) with
respect to the relative coordinate s = x − y, this asymptotic off-diagonal finiteness implies a
macroscopic occupation of the zero mode, i.e., Bose-Einstein condensation. It is termed Off-
Diagonal Long-Range Order (ODLRO) and allows the asymptotic factorisation of the single-
particle density matrix,
n(x,y; t)
|x−y|→∞−→ φ¯†(x, t)φ¯(y, t). (3)
ODLRO was introduced by Penrose and Onsager as a general criterion for interacting BEC
[55]. It is applicable also in non-uniform systems alternative to the field expectation value φ(x)
and remains meaningful for number-conserving states. The asymptotic factorisation in Eq. (3)
defines φ¯ as an in general complex order parameter for BEC. In finite systems, once “long-range”
is quantified, it can be taken as a measure for local order. It clearly expresses the fixed phase
relation between distant points in the BEC. In the thermodynamic limit φ¯ can be identified
with the field expectation value φ.
In summary, the field expectation value φ is a useful concept for most cases where a system
involves macroscopic occupations N ≫ 1. When comparing a formulation in terms of φ with
that based on a density matrix with fixed total particle number differences in the observables
are suppressed at least with a factor 1/N .
In the following, the classical field
φ(x) = 〈Φ(x)〉 = Tr[ρˆ(t0)Φ(x)] (4)
will be regarded as the non-vanishing expectation value of the field operator evaluated at some
time t with respect to the density operator ρˆ at some initial time t0, where the time dependence
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of Φ is implied to include the time evolution from t0 to t. Besides this one-point function we
will use, in the following, the time-ordered connected Green function
Gab(x, y) = 〈T Φa(x)Φb(y)〉c = 〈T Φa(x)Φb(y)〉 − φa(x)φb(y) = 〈T Φ˜a(x)Φ˜b(y)〉, (5)
where T denotes time ordering of the subsequent operators and Φ˜ = Φ − φ is the operator of
fluctuations around the classical field φ. For the first, the field indices are chosen to number
Φ1 = Φ and Φ2 = Φ
† as independent components, {a, b} ∈ {1, 2}. The time ordering allows us
to write G as
Gab(x, y) = Fab(x, y)− i
2
sgn(x0 − y0)ρab(x, y), (6)
where F and ρ involve the anticommutator and commutator of the fields, respectively,
Fab(x, y) =
1
2 〈{Φa(x), Φb(y)}〉c, ρab(x, y) = i〈[Φa(x), Φb(y)]〉c. (7)
In the Φ-Φ†-basis, one has G11 = 〈T Φ†Φ〉c, G21 = 〈T ΦΦ〉c, etc., and G is related to the
single-particle density matrix n = n0 + n˜, n0 = |φ|2, and to the pair function m˜(x,y; t) =
〈Φ˜(x, t)Φ˜(y, t)〉 as follows
n˜(x,y; t) = F11(x, y)|x0=y0=t −
1
2
δ(x − y),
m˜(x,y; t) = F21(x, y)|x0=y0=t. (8)
As will be discussed in more detail in Sect. 4, F is called the statistical correlation function,
containing, near equilibrium, information about the occupation of the available states, while
the spectral correlation function ρ provides the frequencies and widths of these states. Near
equilibrium, F and ρ are linked by a fluctuation-dissipation relation. m˜ quantifies the amount
of pair correlations in the system, as, e.g., the number of atoms bound in pairs or, for fermions,
the number of long-range correlated (Cooper) pairs, see Sect. 2.4.1.
Connected n-point functions with n ≥ 3 contain information about higher-order correlations
and are defined analogously. In this section we will concentrate on n ≤ 2.
2.2 The Gross-Pitaevskii equation
This subsection intends to give a concise summary of the non-relativistic classical equation of
motion for the field expectation value φ(x) which represents the leading-order approximation
to the full quantum dynamics in the case that φ 6= 0. It was first studied by Gross [56] and
Pitaevskii [57] in the context of vortices in superfluid helium. The equation for a field φ describ-
ing an ideal-gas BEC according to our above discussion has the same form as the Schro¨dinger
equation for the single-particle wave function ψ and is a special case of the Gross-Pitaevskii
equation (GPE) which, in addition, includes the leading-order effects of interactions between
the particles.
We define the system to be studied by the many-body Hamiltonian for a single-species of
non-relativistic particles,
H =
∫
dxΦ†(x)H1B(x)Φ(x) +
1
2
∫
dxdyΦ†(x)Φ†(y)V (x− y)Φ(y)Φ(x), (9)
with the Hamiltonian for a single particle exposed to an external, e.g., trapping potential Vext,
H1B(x) = − h¯
2
2m
∇2 + Vext(x), (10)
and the two-body potential V (x − y) describing the interactions between the particles. The
interactions are assumed to depend only on the relative coordinate between the collision partners
as, e.g., in the Born-Oppenheimer approximation of atom-atom collisions. The GPE is then
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obtained from the Liouville equation ih¯∂t〈Φ〉t = 〈[Φ,H ]〉t, where 〈·〉t denotes the expectation
value with respect to the density operator at time t, by approximating the 3-point function
〈Φ†ΦΦ〉 as a product of field expectation values, 〈Φ†ΦΦ〉 ∼ φ∗φφ:
ih¯∂tφ(x) =
[
H1B(x) + g|φ(x)|2
]
φ(x). (11)
Here, the contact-potential approximation has been chosen for V (r) = gδ(r), with g = 4πh¯2a/m,
where a is the s-wave scattering length. In Sect. 2.4.1 below, we will discuss in more detail the
scattering theory behind this parametrisation, and note here only, that this approximation ren-
ders the GPE to be a low-energy effective theory: The typical length scale characterising the
motion of atoms in a BEC, the thermal de Broglie wave length λT = h/
√
2πmkBT , is generally
much larger than the scale determining the short-distance behaviour of the interatomic poten-
tial. The atoms therefore only see an averaged interaction potential which at large internuclear
distance manifests itself in a scattering phase shift. At low energies, given that the potential
is sufficiently short ranged, only the s-wave scattering amplitude survives which tends to a
constant related to the phase shift and equal to the minus the s-wave scattering length a at
vanishing scattering momentum. The scattering length also quantifies the spatial extent of the
highest excited dimer bound state close to the dissociation threshold and therefore the pair
correlation length. Setting g = 0, Eq. (11) has the form of the Schro¨dinger equation.
We note that, in order to have Bose condensation in an ideal gas, λT needs to exceed the
interatomic distance. In turn, for the GPE to be a good approximation, the interatomic distance
must be much larger than the scattering length a. This means, the gas needs to be dilute, such
that multiple scattering effects play no role. One says, the gas is weakly interacting.
The quartic interaction term in the Hamiltonian shows, that the local energy density rises
with increasing particle density if a is positive. On the other hand, if a is negative, the interaction
part is lowered by increasing the local density of particles. Therefore, a positive scattering length
is said to describe repulsive interactions while negative a corresponds to attractive ones. Note
that despite this, also at positive scattering lengths the interatomic potential can support bound
states and therefore exert attractive forces. Also the trap potential plays a crucial role as it,
e.g., can stabilise a BEC of atoms with a < 0, since the kinetic part of the energy rises with
increasing curvature of the field φ at the density peak, see Eq. (9).
We briefly discuss stationary solutions of the GPE in the presence of a trapping potential,
with the time dependence φ(t,x) = φ(0,x) exp(−iµt/h¯), i.e., solutions of the time-independent
GPE [
H1B(x) + g|φ(x)|2
]
φ(x) = µφ(x). (12)
For positive a, the dilute-gas BEC is often termed strongly interacting1 if the kinetic part can
be neglected within the total energy. This is called the Thomas-Fermi (TF) regime, in which
the density distribution obtained from (12) reflects directly the shape of the potential:
n0(x) = |φ(x)|2 = µ− Vext(x)
g
. (13)
Only at the edge of the cloud, where the density vanishes, the GP approximation breaks down. A
BEC in a harmonic-oscillator trap with frequency ωho is in the TF regime if the total number of
particles times the scattering length is much larger than the oscillator length lho = (h¯/mωho)
1/2,
i.e., β ≡ Na/lho ≫ 1. The TF radius RTF = β1/5lho characterising the extent of the cloud
results from the requirement that N particles fit into the profile (13). Clearly, in the TF regime,
the shape and size of the atom cloud is distinctly different from that of a nearly ideal gas, which
is, to a good approximation, given by the modulus squared of the single-particle wave function.
Consider, now, the GP dynamics disclosed by the non-linear field equation (11). Writing
the field in terms of density and phase, φ(x) =
√
n(x) exp(−iS(x)/h¯), one derives, by inserting
1 “Strongly interacting” does here not imply that the gas requires a beyond-mean-field description,
e.g., by being non-dilute in three or a gas with γ > 1 in one spatial dimension, see Sect. 2.4.
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this into the GPE, the hydrodynamic equations
∂tn+∇ · (nv) = 0, (14)
m∂tv +∇
(
Vext + gn− h¯
2
2m
√
n
∇2√n+ mv
2
2
)
= 0 (15)
where the velocity field v is proportional to the gradient of the phase, v(x) = (1/m)∇S(x).
Eq. (14) is the continuity equation expressing local number conservation while Eq. (15) rep-
resents a quantum version of the Euler equation describing a frictionless fluid. The quantum
contribution adding to the classical Euler equation reflects the zero-point fluctuations encoded
in the term proportional to h¯2 in Eq. (15): A curved mean-field profile is subject to a quantum
pressure which aims at flattening the density distribution. We note that, since the velocity is
a conservative or gradient field, the Euler equation describes, on a singly connected region of
space, irrotational flow. As an example which exhibits in a nice way the consequences of this
irrotationality consider the motion of a Bose-Einstein condensate which resembles that of a scis-
sors mode first discussed in the context of nuclear physics. A condensed cloud trapped within
an anisotropic, ellipsoidal potential which is excited by suddenly rotating the trap away from
its prior position, starts oscillating around the new equilibrium orientation [58,59,60]. Although
the oscillation of the density distribution resembles that of a rotation of the cloud, the velocity
field shows that the flow pattern of particles is rather irrotational.
Irrotationality of the flow is one signature of the superfluidity present in a system with Bose-
Einstein condensation. A closely related and experimentally demonstrated property of such a
system is the possibility of vortex formation. The Gross-Pitaevskii equation possesses non-linear
solutions describing a circular flow around a singularity at which the density |φ|2 vanishes, i.e.,
the phase S(x) accumulates an integer multiple of 2π along one turn around the singular point
(in 2 dimensions) or line (in 3D). Vortices can be excited in trapped BECs [61] using circular
polarised laser beams [62] and have been observed to form Abrikosov lattice structures [63] as
known from liquid Helium [64]. For a recent report on simulations see Ref. [65].
The GPE describes a colourful range of other nonlinear classical phenomena like solitons and
nonlinear atom optics, phenomena which have been studied in many experiments and provide
the frame of a research field in its own. See, e.g., Refs. [8,11]. With the advent of the formation
of bosonic pairs in ultracold Fermi gases classical nonlinear dynamics can be studied in even
more systems.
2.3 Beyond the GPE: Hartree-Fock-Bogoliubov mean-field theory
As discussed in the previous section, condensates exhibit superfluidity. The Gross-Pitaevskii
equation for the order parameter field φ(x) includes an Euler-like equation for a perfect fluid.
Superfluidity, in turn, does not require a non-vanishing condensate order parameter as is known
from the low-temperature physics of helium which is a non-dilute and therefore strongly in-
teracting system. To describe BEC away from zero temperature and vanishing interactions, as
well as away from thermal equilibrium, fluctuations need to be considered beyond the Gross-
Pitaevskii approximation. In Section 2.1 we identified φ(x) as a practically suitable measure for
the asymptotic off-diagonal long-range order contained in the full two-point correlation function.
Describing a Bose gas beyond the GP approximation requires additional information about the
more local properties and dynamics of the two-point function, i.e., about the connected corre-
lation function G(x, y) as well as about the back-reaction of this onto the evolution of φ. In the
GPE the terms accounting for this back-reaction were neglected when approximating 〈Φ†ΦΦ〉
as a product of field expectation values.
2.3.1 Time-dependent HFB equations
The dynamic equation for G can be derived, as before, from the Liouville equation ih¯∂t〈O〉t =
〈[O, H ]〉t, where O is now to be replaced by the respective products of field operators Φa(x).
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Fig. 1. Schematic representation of the different scattering processes contributing to the dynamics
of a homogeneous gas within the Hartree-Fock-Bogoliubov (HFB) mean-field approximation. The left
panel illustrates the Gross-Pitaevskii (GP) approximation, which includes scattering between atoms in
the condensate (p = 0) mode. The right panel distinguishes between the three possible channels for
elastic scattering between a condensate and an excited atom, the direct (Hartree), exchange (Fock),
and pair production (Bogoliubov) processes. In an operator language, these processes are described by
the respective vertex operator contributions to the interaction Hamiltonian quoted above the diagrams.
All vertex operators are at most quadratic in excited-mode operators ap (p 6= 0), such that the resulting
Hamiltonian can be diagonalised, and it describes an effectively free system.
Rewriting all correlation functions appearing in the equations in terms of their cumulants, i.e.,
in terms of connected Green functions and neglecting all cumulants of order three and higher
one obtains the equations[
ih¯∂t −H1B(x)
]
φ(x, t) = g
[(
φ(x, t)2 + m˜(x,x; t)
)
φ∗(x, t) + 2n˜(x,x; t)φ(x, t)
]
, (16)[
ih¯∂t −H1B(x) +H1B(y)
]
n˜(x,y; t) = g
[(
φ(x, t)2 + m˜(x,x; t)
)
m˜∗(x,y; t)
+ 2
(
φ∗(x, t)φ(x, t) + n˜(x,x; t)
)
n˜(x,y; t)
]
− g[x↔ y]∗, (17)[
ih¯∂t −H1B(x)−H1B(y)
]
m˜(x,y; t) = g
[(
φ(x, t)2 + m˜(x,x; t)
)
n˜(y,x; t)
+2
(
φ∗(x, t)φ(x, t) + n˜(x,x; t)
)
m˜(x,y; t) + g[x↔ y], (18)
where H1B(x) = −h¯2∇2/2m + Vext(x) denotes the one-body Hamiltonian. The generalised
GPE (16) and the equations (17) and (18) for the connected propagator contain, through the
normal and anomalous density matrices n˜ and m˜, respectively, only the statistical two-point
function F , cf. Eqs. (6), (8). The above equations are commonly termed the (time-dependent)
Hartree-Fock-Bogoliubov (HFB) equations [66,67,68] which describe the mean-field dynamics
beyond the GPE in leading order in the coupling g. They form a closed system of partial
differential equations which describe the coupled dynamics of the condensate and noncondensate
components of an ultracold Bose gas. The set of equations preserves important conservation laws
such as the total number of particles and energy. The exchange between the condensate and the
noncondensed fractions is caused by the elastic direct and exchange collision processes between
a condensate atom and an excited atom, as well as pair excitations out of the condensate, see
Fig. 1.
2.3.2 Linearised HFB equations
Let us finally consider the case that Eqs. (16)–(18) describe small-amplitude oscillations around
their stationary solutions. This approximation is, at first sight, irrelevant for the later discussion
of far-from-equilibrium dynamics. We will discuss it here since it has widely been used for
ultracold gases, and in order to point to the difference between the so called Landau and
Beliaev damping processes and the collisional damping we will discuss in the later sections.
See, e.g., Refs. [69,11] for a concise summary of the procedure outlined in the following.
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On the right-hand side of Eq. (16), only diagonal elements of the normal and anomalous
density matrices appear. We can therefore focus on the closed set of equations for φ(x) and the
diagonal elements n˜(x, t) ≡ n˜(x,x, t) and m˜(x, t) ≡ m˜(x,x, t). To study small-amplitude devia-
tions one linearises the generalised GPE (16) as well as Eqs. (17) and (18) in small displacements
from the equilibrium values of φ, n˜, and m˜,
φ(x, t) = φ0(x) + δφ(x, t),
n˜(x, t) = n˜0(x) + δn˜(x, t),
m˜(x, t) = m˜0(x) + δm˜(x, t), (19)
The time-independent part of the field expectation value is determined by the generalised
stationary GPE
µφ0(x) =
[
H1B(x) + g
(
n0(x) + 2n˜
0(x) + m˜0(x)
)]
φ0(x), (20)
with n0(x) = |φ0(x)|2. We work in the grand canonical ensemble, with the Hamiltonian replaced
by K = H − µN which is equivalent to factor out a phase exp(−iµt/h¯) from φ0 in order to
make it time-independent.
In order to diagonalise the equations for the stationary densities n˜0(x) and m˜0(x) one
transforms the fluctuation operators to a quasiparticle basis by means of the Bogoliubov trans-
formation (
Φ˜(x, t)
Φ˜†(x, t)
)
=
∑
j
(
uj(x) v
∗
j (x)
vj(x) u
∗
j (x)
)(
αj(t)
α†j(t)
)
. (21)
Here, αj and α
†
j are quasiparticle operators which satisfy the Bose commutation relations
[αi(t), α
†
j(t)] = δij , provided the mode functions ui, vi are subject to the normalisation condi-
tions
∫
ddx [u∗i (x)uj(x)− v∗i (x)vj(x)] = δij .
Defining the normal and anomalous quasiparticle density matrices fij(t) = 〈α†i (t)αj(t)〉 and
gij(t) = 〈αi(t)αj(t)〉, respectively, the Bogoliubov-deGennes eigenvalue problem( L(x) g [n0(x) + m˜0(x)]
−g [n0(x) + m˜0(x)] −L(x)
)(
uj(x)
vj(x)
)
= ǫj
(
uj(x)
vj(x)
)
, (22)
with L = H1B(x)−µ+2gn(x), n(x) = n0(x)+ n˜0(x), fixes the quasiparticle amplitudes ui and
vi, and yields a diagonal stationary part of the quasiparticle density matrix, f
0
ij = f
0
i δij and a
vanishing stationary anomalous quasiparticle density matrix g0ij = 0.
The resulting linearised coupled equations for the time dependent variations δφ(x, t), δfij(t) =
fij(t)− δijf0i and δgij(t) = gij(t) read
ih¯∂tδφ(x, t) = (H1B(x) − µ+ 2g n(x)) δφ(x, t) + g n0(x)δφ∗(x, t)
+ 2g φ0(x)δn˜(x, t) + g φ0(x)δm˜(x, t), (23)
ih¯∂tδfij(t) = (ǫj − ǫi)δfij(t) + 2g (f0i − f0j )
∫
ddx φ0(x)
[(
δφ(x, t) + δφ∗(x, t)
)
× (ui(x)u∗j (x) + vi(x)v∗j (x))+ δφ(x, t)vi(x)u∗j (x) + δφ∗(x, t)ui(x)v∗j (x)] (24)
ih¯∂tδgij(t) = (ǫj + ǫi)δgij(t) + 2g (1 + f
0
i + f
0
j )
∫
ddx φ0(x)
[(
δφ(x, t) + δφ∗(x, t)
)
× (u∗i (x)v∗j (x) + v∗i (x)u∗j (x))+ δφ(x, t)u∗i (x)u∗j (x) + δφ∗(x, t)v∗i (x)v∗j (x)]. (25)
The quantities f0j = 〈α†jαj〉0 = [exp(βǫj)− 1]−1 are the equilibrium quasiparticle occupations,
in terms of which the equilibrium non-condensate density is obtained as
n˜0(x) =
∑
j
[(|uj(x)|2 + |vj(x)|2)f0j + |vj(x)|2]. (26)
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The variations of the normal and anomalous particle densities expressed in terms of the quasi-
particle density variations read
δn˜(x, t) =
∑
ij
{
[u∗i (x)uj(x) + v
∗
i (x)vj(x)] δfij(t) + ui(x)vj(x)δgij(t) + u
∗
i (x)v
∗
j (x)δg
∗
ij(t)
}
,
δm˜(x, t) =
∑
ij
{
2v∗i (x)uj(x)δfij(t) + ui(x)uj(x)δgij(t) + v
∗
i (x)v
∗
j (x)δg
∗
ij(t)
}
. (27)
Note that Eqs. (20), (22)–(27) form a closed set of equations of motion.
Neglecting the cross terms coupling the condensate and noncondensate oscillations δφ and
δn˜, δm˜, the equations for δφ and δφ∗ can be disentangled by a Bogoliubov-like transformation.
The Bogoliubov frequencies are the resulting eigenvalues and therefore the frequencies of the
BEC’s elementary excitations. For a translationally invariant gas, they read
ǫp =
[(
p2
2m
+ g n0
)2
− g2n20
]1/2
, (28)
where the Popov approximation m˜0 = 0 has been chosen [70,71]. This approximation ensures
that the spectrum (28) is gapless as required by the Hugenholtz-Pines [72] and Goldstone
[73,74] theorems: At low momenta, the energy (28) is linear in the momentum p = |p|. In this
limit the elementary oscillations are collective sound modes with dispersion ωp = csp, where
cs =
√
gn0/m is the sound velocity. At high momenta, the Bogoliubov dispersion assumes the
quadratic form of free particles, ωp = p
2/2m+ gn0. The approximations made in deriving the
above equations are valid if the gas is weakly interacting, i.e., for a small diluteness parameter
η = na3.
One can show that, with a linear dispersion, energy and momentum conservation restrict the
possibilities for the excitation of particle modes in a flowing BEC when encountering obstacles,
e.g., atoms at a cavity wall (see, e.g., Ref. [11]). A linear dispersion implies a maximum critical
velocity for frictionless flow, i.e., for superfluidity. A weakly interacting BEC therefore obeys
Landau’s criterion for superfluidity in the same way as superfluid 4He which, in addition, shows
a pronounced roton minimum at finite wave vectors. Note that the Bogoliubov dispersion (28)
is already obtained in the Bogoliubov approximation where the time evolution of the excited
modes as well as the back action of the static excitation numbers on the condensate oscillation
frequencies are neglected.
We emphasise that the HFB equations (24), (25) are local in time and only involve single-
time correlation functions. The full HFB equations (17), (18), however, also determine the
off-diagonal time dependence of Gab(x, y). The fact that this does not feed back into the equa-
tions (17), (18) for the density matrices reflects that the HFB approximation does not account
for direct scattering required for collisional dissipation and thermalisation. Hence, the HFB
approximation is expected to be valid in the collisionless regime, where the mean free path is
much larger than the scattering length. Note, however, that the linearised equations (23)–(25),
if the coupling of excitations of the condensate and noncondensed fractions account is taken into
account, also describe one-to-two and two-to-one collision processes between the excitations,
provided a BEC phase is present, i.e., φ0 6 0. These give rise to the so-called Landau and Beli-
aev damping caused by the mixing of superfluid and normal fluid phases, see, e.g., [69,11] and
Refs. cited therein. This damping is different in nature from the collisional dissipation obtained
beyond the HFB approximation of the dynamic equations and discussed further in Sect. 3.6.3.
2.4 Beyond mean field
The collisionless regime discussed so far is easily left behind in present-day experiments. The
preparation of ultracold atomic Bose and Fermi gases in various trapping environments al-
lows to precisely study quantum many-body dynamics of strongly correlated systems, see, e.g.,
Ultracold gases far from equilibrium 11
Fig. 2. (Color online) Radial zero-energy scattering wave function rψ0(r) = r limp→0 ψp(r) (black solid
line) at small internuclear distances r, for the square-well potential V (r) (drawn in blue). Shown are
four different potential depths V (0), resulting in different s-wave scattering lengths a. The scattering
length is given by the intersection radius of the extrapolated wave function with the zero-energy axis,
cf. Eq. (29). (Red) horizontal lines in the potential wells indicate bound-state energy levels.
Refs. [75,76,77,78]. In particular, techniques exploiting zero-energy (magnetic and photoasso-
ciative, i.e., optical Feshbach) scattering resonances have helped to provide ultracold atomic
gases with the importance they nowadays bear and the attraction they exert on physicists in
most different areas of physics. Such techniques allow, by means of external electromagnetic
fields, to tune the scattering length freely between large negative and large positive numbers.
Special trapping configurations such as quasi one- and two-dimensional traps as well as optical
lattices add to these possibilities and ask for descriptions beyond the mean-field level.
2.4.1 Feshbach resonances
Feshbach resonant scattering is most easily understood by realising that the value of the s-
wave scattering length is directly related to the energy of the highest bound state the Born-
Oppenheimer scattering potential supports below the zero-energy threshold.2 To illustrate this
consider the simple case of a square-well potential V (r) which is non-zero only for r ≤ r0
and tends to infinity at r = 0, see Fig. 2. The radial zero-energy scattering wave function
rψ0(r) = r limp→0 ψp(r) oscillates within the square well, with a frequency determined by the
depth of the well, while its wave length outside the well is much larger, ∝ 1/p. Hence, outside
2 Overviews and references to most of the relevant literature concerning magnetic and optical Fesh-
bach resonances and photoassociation can be found in Refs. [79,80,81,82,19,83,84,85].
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but close to the well, it is approximately linear in r. As can be seen in Fig. 2, the continuity
conditions for the scattering wave function at the edge of the well imply that ψ0(r) crosses the
r-axis at r = a. This can also be expressed in terms of the scattering amplitude approaching,
for p→ 0, a constant, the s-wave scattering length, limp→0 fp(Ω) = −a:
rψp(r)
r→∞−→ r
(
eip·r + fp(Ω)
eipr
r
)
p→0−→ r − a. (29)
The square-well example shows clearly that, if the potential depth is changed, the energy Eb
of the uppermost bound state shifts, and the scattering length goes through infinity when Eb
crosses zero. We remark that the number of nodes within the well corresponds to the number of
bound states left in the potential well. Very close to the resonance, the energy of the uppermost
bound state with respect to threshold is proportional to the inverse of a2,
Eb = − h¯
2
ma2
. (30)
The wave function of the uppermost bound state, as can be imagined from Fig. 2, is very similar
to the wave function of the zero-energy scattering state for radii r considerably smaller than
a. Close to r = a, however, since Eb < 0, the bound-state wave function starts to differ from
ψ0(r) and approaches zero for larger r. As a consequence, the scattering length, if positive and
larger than the extent of V (r), measures the spatial extent of the bound state, i.e., the size of
the respective dimer molecules. Feshbach resonances have been exploited at large to produce
degenerate molecular gases consisting of dimers of bosons, fermions, and of diatomic molecules
of different species. See, e.g., Refs. [81,83,84,85,86,87] for reviews and further references on cold
molecules. We remark that in these experiments, dimers could be identified at values of the
scattering length on the order of one thousand Bohr radii [88]. These states are the largest and
presumably most fragile molecules ever produced and measured in physics, see Fig. 3.
In order to meet the conditions for a magnetic Feshbach resonance, the effective Born-
Oppenheimer potential of the gas atoms is modified by means of external magnetic fields cou-
pling to the magnetic moment. The atoms are usually trapped in a well-defined hyperfine state,
such that the field causes a Zeeman shift relative to the energy of atoms in different polarisation
states. By applying an external magnetic field, different scattering channels, corresponding to
different asymptotic hyperfine states, can be shifted in energy relative to each other, see Fig. 4.
Intramolecular electromagnetic forces couple these potentials, with a strength depending on the
internuclear distance as well as on the energies of bound states supported by the system. In this
way, the effective scattering potential can be changed, and Feshbach resonances occur whenever
a bound state of the coupled system crosses the energy of the asymptotically separated atom
pair, see, e.g., Refs. [82,85]. We finally note, that photoassociation scattering is analogous to
the magnetic Feshbach scattering described here. There, the coupling between the channels is
provided by polarised laser light. In the most simple case of induced dipole transitions, which
require asymptotically P -wave closed channels, spontaneous decay of the closed-channel bound
state results in a complex scattering length [90,91,92].
2.4.2 Ultracold gases near a Feshbach resonance
In a many-body system, the description in terms of binary scattering becomes unreliable close
to the Feshbach resonance. As follows from the above discussion, the scattering length can
reach and exceed the mean atomic separation, and bound states are no longer binary but
should be regarded as extended clusters involving a macroscopic number of particles. For short
evolution times, theoretical comparisons with experimental results for molecule formation in
condensates, see, e.g., Refs. [93,94,95,89,96], indicate that the HFB dynamic equations discussed
above can be applied even if the scattering length exceeds the mean interatomic spacing. In this
experiment, performed in the group of Carl Wieman at JILA, Boulder, Bose-Einstein condensed
85Rb atoms were, for the first time, observed to coherently bind to dimer molecules when the
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Fig. 3. Coupled-channel bound
states of 85Rb2 at magnetic field
strengths of Bevolve = 16.0 mT
and Bmin = 15.55 mT. The dotted
(dashed) curves indicate the closed
({−2,−2} open) channel components.
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Fig. 4. (Color online) Coupled-channels picture of a mag-
netic Feshbach resonance. The ultracold atoms collide, with
an almost vanishing relative momentum, near the thresh-
old of the background channel. Intramolecular forces couple
them to bound states of the closed-channel potential Vcl in
which they are lacking the energy to separate to asymptotical
distances. By tuning the Zeeman shift between the asymp-
totic channel energies, a closed-channel bound state can be
brought into resonance with the colliding atoms, causing a
Feshbach-resonant increase of the s-wave scattering length a.
scattering length a was tuned close to a Feshbach resonance [93]. The setup worked as a Ramsey
interferometer: In the first step, the magnetic field B was tuned, for a few microseconds, close to
B0 such that a(B) was on the order of 10
4 Bohr radii aB. This constituted the first (coupling)
Ramsey pulse. A longer evolution time tevolve followed, during which a(B) was ramped back
to a few hundred aB, and in the end, a second Ramsey pulse, identical to the first one, was
applied, see Fig. 5.
The length of the pulses were sufficiently short such that the HFB mean-field equations
yield results quantitatively close to measurements [94,95,89,96]. Before the effects of multiple
collisions and higher correlations become important a certain time after the quench a description
within mean-field approximation remains valid. The calculations showed that the two Ramsey
pulses coupled the colliding BEC atoms into the uppermost bound state of the two-channel
system and coherently transferred atom pairs into molecules and vice versa. Due to the short
pulse times, the coupling evolution resembled that of the fraction of a Rabi oscillation between
two energy eigenstates. During the intermediate quasi free evolution, atoms and molecules could
evolve such that a relative phase built up which was given by the binding energy relative to
the free atoms multiplied by tevolve. Depending on the value of this phase, the second Ramsey
pulse lead to a further production of molecules or dissociated the previously formed dimers.
As a result, sinusoidal oscillations of the remaining fraction of atoms at the end of the pulse
sequence were observed as a function of tevolve, see Fig. 6. The frequency of these oscillations
precisely reproduced the expected binding energy of the Rubidium dimers [96].
However, discrepancies between theory and experiment remained in other cases, in particular
for longer evolution times under strong interactions [97], which may indicate that descriptions
beyond mean field are required to interpret experimental data. We will discuss such methods
in the following sections.
Feshbach resonances have become, for experimenters, a versatile and convenient tool to
control the collisional interactions. The have, in particular, opened the door to the exploration
of rich physics in parameter regimes never explored before. For example, ultracold atomic Fermi
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Fig. 5. Scheme of a typical magnetic field
pulse shape in the low density (n0 = 3.9 ×
1012 cm−3) experiments in Ref. [93]. The min-
imum magnetic field strength of the first and
second pulse is Bmin = 15.55 mT. In the evo-
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Bevolve = 16.0 mT. In the course of the ex-
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Fig. 6. The remaining fraction of condensate atoms,
nc(tfin), (solid line) together with the noncondensate
fraction (dotted line), and the total density of un-
bound atoms (dashed line), as a function of the final
time tfin, at the end of the magnetic-field pulse in
Fig. 5. All densities are given relative to the initial
density. The figure shows the results of simulations of
the HFB dynamic equations in the form described in
Ref. [89], for the experiment reported in Ref. [93]. See
the main text for an outline of the experiment, and
[89] for more details.
gases can be manipulated such that they not only show the superconductor-like properties
known from electron gases in solids but can cross from a BCS-like state containing Cooper
pairs, over into a BEC of tightly bound molecules (For recent reviews cf. Refs. [98,99,17]). As
experiments are usually conducted in more than one spatial dimension and since the dynamics
of Fermion gases can not be simulated by means of classical equations of motion, the functional
field theoretical methods to be described in the following sections are expected to represent the
most promising theoretical approach to the dynamics of strongly correlated Fermi gases beyond
mean-field theory.
2.4.3 Ultracold gases in lower dimensional traps and optical lattices
One- and two-dimensional traps [11,76,77,100,101,102,103,104,105,106,107] as well as optical
lattices [108,109,110] allow to realise strongly correlated many-body states of atoms. In an
optical lattice, strong effective interactions can be induced by suppressing the hopping between
adjacent lattice sites and thus increasing the weight of the interaction relative to the kinetic
energy [108,111]. This leads, in the limit of near-zero hopping or strong interactions, to a
Mott-insulating state [75]. It is beyond the scope of this article to discuss in more detail the
theory of ultracold gases trapped in such special configurations. Some remarks concerning one-
dimensional (1D) gases, though, are in order, as we will focus on such a system when applying
the functional field-theory methods in later sections.
In special cases, the models describing 1D gases [112,113,114,115] allow to determine ex-
act time-dependent solutions of the Schro¨dinger equation [116,117] providing insight beyond
various approximations, which is particularly important in strongly correlated regimes. These
1D systems are experimentally realized with atoms tightly confined in effectively 1D waveg-
uides [76,77,101,102,103,104,105,106,107], where nonequilibrium dynamics is considerably af-
fected by the kinematic restrictions of the geometry [77], while quantum effects are enhanced
[118,119,120]. 1D Bose gases are explored for various interaction strengths, from the Lieb-Liniger
(LL) gas with finite coupling [101,102,103,77] up to the so-called Tonks-Girardeau (TG) regime
of “impenetrable-core” bosons [121,113,106,107,77]. The 1D gas enters the TG regime if the
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dimensionless interaction parameter γ = g1DmV/(h¯
2N) is much larger than one. Here, g1D is
the coupling parameter of the one-dimensional gas, e.g., g1D = 2h¯
2a/(ml2⊥) for a cylindrical
trap with transverse harmonic oscillator length l⊥ [11]. In the Tonks-Girardeau limit γ → ∞
the atoms can no longer pass each other and behave in many respects like a one-dimensional
ideal Fermi gas [11].
2.4.4 Exact dynamics of an interacting 1D Bose gas
Most theoretical studies of the exact time-dependence address the Tonks-Girardeau (TG)
regime [116,122,123,124,125,126,127,128]). In this limit, the complex many-body problem is con-
siderably simplified due to the Fermi-Bose mapping property where dynamics follows a set of un-
coupled single-particle Schro¨dinger equations [116]. A method for calculating the time-evolution
of a LL gas with finite interaction strength has recently been discussed in Refs. [129,130]. It has
the potential to yield a valuable comparison to the results obtained from solving the dynamical
field equations presented in the following sections. We therefore devote this subsection to a brief
excursion and outline the method which generalises Lieb and Liniger’s exact diagonalisation
method [112] to time evolving N -particle quantum mechanical wave functions.
We consider the dynamics of N indistinguishable δ-interacting bosons in a 1D geometry
[112]. The Schro¨dinger equation for this system is usually written as
i∂tψB = −
N∑
i=1
∂2ψB
∂x2i
+
∑
1≤i<j≤N
2c δ(xi − xj)ψB , (31)
where ψB(x1, . . . , xN , t) is the many-body wave function, and c quantifies the strength of the
interaction, which is related to the dimensionless 1D interaction parameter γ = 2c introduced
above. We do not impose any boundary conditions, i.e. , the x-space is infinite which corresponds
to a number of interesting experimental situations where the gas is initially localized within a
certain region of space and then allowed to freely evolve [123,124,125,126].
The idea is to construct exact solutions by differentiating a fully antisymmetric (fermionic)
time-dependent wave function, which obeys the Schro¨dinger equation for a free Fermi gas [131].
The differential operator used for this depends on the interaction strength c and the number
of particles. When c → ∞, the scheme reduces to Girardeau’s time-dependent Fermi-Bose
mapping [116], valid for ”impenetrable-core” bosons.
Due to the Bose symmetry, it is sufficient to express the wave function ψB in a single
permutation sector of the configuration space, R1 : x1 < x2 < . . . < xN . Within R1, ψB obeys
i∂tψB = −
N∑
i=1
∂2ψB/∂x
2
i , (32)
while interactions impose boundary conditions at the borders of R1 [112]:[
1− 1
c
(
∂
∂xj+1
− ∂
∂xj
)]
xj+1=xj
ψB = 0. (33)
This constraint creates a cusp in the many-body wave function when two particles touch, which
should be present at any time during the dynamics. In the TG limit (i.e., when c→∞) the cusp
condition is ψB(x1, . . . , xj , xj+1, . . . , xN , t)|xj+1=xj = 0 [113,116], which is trivially satisfied by
an antisymmetric fermionic wave function ψF (x1, . . . , xN , t). Hence, ψB = ψF within R1, which
is the famous Fermi-Bose mapping [113,116]. In many physically interesting cases, ψF can be
constructed as a Slater determinant
ψF (x1, . . . , xN , t) = (N !)
− 12 det[φm(xj , t)]
N
m,j=1. (34)
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Since ψB = ψF within R1, ψF must obey i∂ψF /∂t = −
∑N
j=1 ∂
2ψF /∂x
2
j , which implies that
the (orthonormal) single-particle wave functions φm(xj , t) evolve according to
i∂φm/∂t = −∂2φm/∂x2; (35)
m = 1, . . . , N . Thus, in the TG limit, the complexity of the many-body dynamics is reduced
to solving a simple set of uncoupled single-particle equations, while the interaction constraint
(33) is satisfied by the Fermi-Bose construction.
The simplicity and success of this idea motivates us to choose an ansatz which automatically
satisfies constraint (33) for any finite c [131,115]. For this, define a differential operator
Oˆ =
∏
1≤i<j≤N
Bˆij , (36)
where Bˆij stands for
Bˆij =
[
1 +
1
c
(
∂
∂xj
− ∂
∂xi
)]
. (37)
It can be shown that the wave function
ψB = NcOˆψF (inside R1), (38)
where Nc is a normalization constant, obeys the cusp condition (33) by construction [131,115]:
Consider an auxiliary wave function
ψAUX(x1, . . . , xN , t) = Bˆj+1,jOˆψF
= Bˆj+1,jBˆj,j+1Oˆ
′
j,j+1ψF , (39)
where the primed operator Oˆ′j,j+1 = Oˆ/Bˆj,j+1 omits the factor Bˆj,j+1 as compared to Oˆ. The
auxiliary function can be written as
ψAUX =
[
1− 1
c2
(
∂
∂xj+1
− ∂
∂xj
)2]
Oˆ′j,j+1ψF . (40)
It is straightforward to verify that the operator Bˆj+1,jBˆj,j+1Oˆ
′
j,j+1 in front of ψF is invariant un-
der the exchange of xj and xj+1 [115]. On the other hand, the fermionic wave function ψF is anti-
symmetric with respect to the interchange of xj and xj+1. Thus, ψAUX(x1, . . . , xj , xj+1, . . . , xN , t)
is antisymmetric with respect to the interchange of xj and xj+1, which leads to
ψAUX(x1, . . . , xj , xj+1, . . . , xN , t)|xj+1=xj = 0. (41)
This is fully equivalent to the cusp condition (33), Bˆj+1,jψB|xj+1=xj = 0. Thus, the wave
function (38) obeys constraint (33) by construction.
In order to exactly describe the dynamics of LL gases, the wave function (38) should also
obey Eq. (32) inside R1. From the commutators [∂
2/∂x2j , Oˆ] = 0 and [i∂/∂t, Oˆ] = 0 it follows
that if ψF is given by Eq. (34) and the φm(xj , t) obey Eq. (35), then ψB obeys Eq. (32). Note
that for c→∞, one recovers Girardeau’s Fermi-Bose mapping [113,116], i.e., Oˆ = 1.
The above procedure can now be used to calculate the time evolution of a bosonic wave
function which at time t = 0 is given in terms of the operator Oˆc acting on some localised
fermionic function. In order to calculate correlation functions, e.g., the single-particle density
matrix n, Eq. (2), from this wave function, integrations over N−2 variables must be performed.
This can be achieved, at least for the diagonal elements of n, using Monte-Carlo techniques.
We point out that the above method has the advantage that it does not rely on calculating
the LL energy eigenfunctions of the system nor on the determination of the projection of the
initial wave function on these eigenfunctions. The initial state is rather constructed from a
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localised Fermi wave function. This approach suffices for making benchmark comparisons with
approximative methods as those studied in the following.
We finally point out that for both, strongly correlated Bose and Fermi gases, methods in-
spired by quantum information theory have recently been developed, with much effort and
success, for the description of nonequilibrium dynamics. These time-dependent Density-Matrix
Renormalisation-Group (tDMRG) methods draw from the empirical observation that the frac-
tion of Hilbert space which becomes relevant during the time evolution of a generic many-body
system scales only polynomially with the number of particle in contrast to the whole space
which grows exponentially. For details on these techniques see e.g. Refs. [132,133,134,135].
3 Nonequilibrium quantum field theory
The following section intends to give a concise introduction to the functional integral formula-
tion of nonequilibrium many-body dynamics. The above brief discussion of mean-field dynamics
has already given a taste of the formalism to be developed and made clear that the focus needs
to be set on an efficient handling of the interactions which form the basis as well as the crucial
difficulty of the whole theory.
Assuming basic knowledge about Feynman path integrals we will sketch the functional
integral formulation of real-time quantum field theory (QFT) and, in particular, introduce
the one-particle irreducible (1PI) effective action. Eventually, to derive many-body dynamic
equations beyond mean-field order which conserve crucial quantities like energy and particle
number we will make use of an extended method which is based on the two-particle irreducible
(2PI) effective action. We will consider initial-value problems in QFT which naturally lead to
the concept of the Schwinger-Keldysh closed time path (CTP). The section will be closed with
an application of the so derived equations of motion to describe equilibration of a Bose gas in
one spatial dimension.
3.1 Functional-integral approach
We briefly recall the picture of quantum mechanics as provided by Feynman’s path integral for-
mulation. A common example is the time-evolution of a quantum mechanical state as exhibited
by the transition amplitude from some initial state |tini〉 to a final state |tfin〉. Given a classical
action depending on the generalised coordinate ϕ(t) defined at each intermediate time step t
between tini and tfin, the transition matrix element can be expressed in the path integral form
〈tfin|tini〉 =
∫
DϕeiS[ϕ]/h¯, (42)
where Dϕ = ∏tfint=tini dϕ(t), and the initial and final states are reflected in the fixed boundary
values3 ϕ(tini) = 〈ϕ|tini〉, ϕ(tfin) = 〈ϕ|tfin〉. The classical action
S[ϕ] =
∫ tfin
tini
dt L(ϕ, ϕ˙) (43)
defines the dynamical process in terms of the time interval to be considered and the Lagrangian
L related to the Hamiltonian by a Legendre transform. The classical dynamics is determined
through Hamilton’s principle
δS[φ] = 0, (44)
3 We use the letter ϕ instead of x having in mind quantum mechanics as the 0+1 dimensional special
case of field theory.
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Fig. 7. (Color online) Classical vs. quantum
mechanics. The classical path for given bound-
ary conditions at tini and/or tfin is shown as
thick (red) line. The thin (black) paths would
require, e.g., different initial values for ϕ, ϕ˙.
In the microscopic world, the thin (black)
paths add constructively to the path integral
if their action S[ϕ] deviates less than h¯ from
the extremal value corresponding to the classi-
cal path. Also tunneling processes as indicated
by the thick (yellow) line would add construc-
tively to the integral.
which leads to the Euler-Lagrange, i.e., the sought dynamic equation for ϕ.4 For instance, given
particular initial values for the position and velocity of the child on the slide shown in Fig. 7
at t = tini, this equation has the thick solid (red) path as solution. Different paths require in
general different initial conditions to be imposed.
On scales where quantum effects become relevant, the real world is somewhat more intricate.
Fluctuations around the classical path as depicted by the thin (black) solid lines in Fig. 7 imply
the action S[ϕ] to deviate from its classical extremal value, and, only if this deviation is larger
than h¯, the phase factor exp{iS[ϕ]/h¯} suppresses the contributions of such paths to the integral
through destructive interference. Qualitatively new effects are in order like the “quantum child”
which can tunnel through the edge of the slide as along the (yellow) path in Fig. 7.
We generalise this path-integral formulation to QFT, where the coordinates ϕ become fields
ϕ(x) defined over time and space. Moreover, we introduce external classical, i.e., non-fluctuating
sources J(x) to turn the path integral into a generating functional for correlation functions,
similarly as in the (grand) canonical partition function in equilibrium physics. This generating
functional reads
Z[J ] =
∫
Dϕei(S[ϕ]+
R
Jϕ) (45)
Here and in the following we shall use, if not explicitly stated otherwise, natural units, with
h¯ = 1. We use the short-hand notation
∫
Jϕ =
∫
C
dd+1xJ(x)ϕ(x) =
∫ tfin
tini
dx0
∫
ddxJ(x)ϕ(x),
C = [tini, tfin]. For instance, it allows the field expectation value φ = 〈Φ〉 to be written as
φ(x) =
δW [J ]
δJ(x)
∣∣∣∣
J=0
= Z−1
∫
Dϕϕ(x) eiS[ϕ], (46)
whereW [J ] = −i lnZ[J ] is the Schwinger functional. We introduce the quantum effective action
Γ [φ] by demanding that the full quantum dynamics of the field expectation value φ is given by
4 In deriving the Euler-Lagrange equation the variation of the coordinate ϕ is usually taken to vanish
at the boundaries of the time interval [tini, tfin]. This procedure applies to systems with differential
evolution equations of second order in time. For dynamic equations of first order in time, as the GPE,
care needs to be taken when using the path integral for initial value problems, see, e.g., Ref. [136]
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Hamilton’s principle applied to Γ ,
δΓ [φ] = 0. (47)
This is equivalent to the functional measure containing a functional delta distribution which
evaluates the fluctuating field to the expectation value φ which is implicitly defined by Eq. (46),
Z[J ] =
∫
Dϕ δ[ϕ − φ] ei(Γ [ϕ]+
R
Jϕ), (48)
with δ[ϕ − φ] = ∏x δ(ϕ(x) − φ(x)). Evaluating the functional integral shows that the 1PI
effective action defined as
Γ [φ] =W [J ]−
∫
Jφ (49)
satisfies Eq. (48), where it is implied that J , by inverting Eq. (46), can be expressed in terms of
φ. Eq. (49) shows that the 1PI effective action is the Legendre transformation of the Schwinger
functional with respect to the classical source field J(x). While Eq. (46) defines the classical
field as the derivative of W , the inverse expression (47) of J as a derivative of Γ constitutes
the dynamic equation for φ in the presence of the source J .
Z is the generating functional for time-ordered n-point correlation functions,
〈TCΦ(x1) · · ·Φ(xn)〉 = 1
Z[J ]
δnZ[J ]
iδJ(x1) · · · iδJ(xn)
∣∣∣∣
J=0
, (50)
The Schwinger functional, in turn, generates the connected correlation functions or n-point
cumulants. Hence, the connected propagator G defined in Eq. (5) is obtained as
G(x, y) = −i δW [J ]
δJ(x)δJ(y)
∣∣∣∣
J=0
. (51)
We briefly summarise the leading-order loop expansion of the 1PI effective action Γ [φ]. If
the expansion of the classical action in powers of the field contains terms at most quadratic in ϕ
and its derivatives, i.e., if there are no interactions present, the functional integral is Gaussian
and therefore can be evaluated analytically. It is convenient to perform the shift ϕ = φ + ϕ˜
and evaluate the Gaussian integrals over the fluctuation fields ϕ˜. This yields the 1PI effective
action up to one-loop order,
Γ (1loop)[φ] = S[φ]− i
2
Tr lnG0, (52)
where the classical two-point function G0 is the inverse of
iG−10 (x, y) = i
δ2S[φ]
δφ(x)δφ(y)
. (53)
In the case that interactions, i.e., terms of cubic and higher order are present in the classical
action S[ϕ], Eq. (52) represents the leading-order approximation to Γ if the corrections resulting
from the interactions are sufficiently small. In this case the perturbative corrections can be
calculated as a series of Feynman diagrams. We finally note that the second derivative of Γ [φ]
with respect to φ,
− i δ
2Γ [φ]
δφ(x)δφ(y)
= G−1(x, y) = G−10 (x, y)−Σ(x, y), (54)
defines the proper self energy Σ to which only 1PI diagrams contribute.
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3.2 The two-particle irreducible (2PI) effective action
The above steps set the framework of the functional approach to dynamics we choose in the
following. We will develop it slightly further and use the two-particle irreducible (2PI) effective
action instead of the 1PI one. The reason is that we are interested, as in the mean-field theory,
in the time evolution of the two-point Greens function G(x, y). It is therefore desirable to obtain
the respective dynamic equation in the same way as that for φ, as an Euler-Lagrange equation
from Hamilton’s principle applied to an action functional. The 2PI effective action which is a
functional of both, φ and G fulfills these requirements. Imagine it would be possible to calculate
the 1PI and 2PI effective actions exactly, e.g. by evaluating their loop expansions to infinite
order. Results obtained from either of them would be identical. Their truncated expansions,
however, are in general inequivalent. The loop expansion of the 2PI effective action can be
understood as the sum of the diagrams contributing to the 1PI effective action, reordered such
that it can be expressed in terms of full propagators G which themselves can be represented as
an infinite sum of diagrams involving only vertices and free propagators G0.
The 2PI effective action has been introduced to solid-state theory (there called Φ-functional)
in the sixties [26,27] and was later given its name in a relativistic quantum field theoretical for-
mulation [28]. See also Refs. [137,138]. The nonperturbative 2PI 1/N approximation discussed
in Sect. 3.6.3 below was introduced in Refs. [29,30]. Detailed studied and applications to scalar
relativistic as well as gauge theories can be found in Refs. [29,31,32,33,34,35,36,38,39,40,41], to
non-relativistic systems, in particular, ultracold gases in Refs. [43,44,46,45,47,48,49].
To be specific, we consider a quantum field theory for a real N -component scalar field ϕa(x)
(a = 1, ...,N ) with quartic interactions. Its classical action reads
S[ϕ] =
1
2
∫
xy
ϕa(x)iD
−1
ab (x, y)ϕb(y)−
g
4N
∫
x
ϕa(x)ϕa(x)ϕb(x)ϕb(x), (55)
with
∫
x ≡
∫
dx0
∫
ddx. As we shall focus on a single-species ultracold Bose gas described by a
complex scalar field, we choose N = 2. The free inverse classical propagator then reads, in the
basis where the field indices number the real and imaginary parts, ϕ = (ϕ1 + iϕ2)/
√
2,
iD−1ab (x, y) = iG
−1
0,ab(x, y)
∣∣∣
φ=0
= δ(x− y) [−iσ2ab∂x0 −H1B(x)δab] , (56)
see Eq. (53). Here H1B(x) = −∂2i /2m + V (x) denotes the single-particle Hamiltonian with
interaction potential V (x) and σ2 the Pauli matrix in field-index space. Summation over double
indices a, b, c . . . = 1, 2 is implied. With this, the action (55) corresponds to the Hamiltonian
(9), for a contact interaction potential V (r) = gδ(r). The Bose field commutators in this basis
read
[Φa(t,x), Φb(t,y)] = −σ2abδ(x− y). (57)
The definition of the 2PI effective action is based on a generating functional
Z[J,R] = exp(iW [J,R]) =
∫
Dϕei(S[ϕ]+
R
x
Ja(x)ϕa(x)+
1
2
R
xy
ϕa(x)Rab(x,y)ϕb(y)). (58)
depending on the one- and two-point sources Ja(x) and Rab(x, y), respectively. The field ex-
pectation value and the connected two-point function in the presence of sources are defined in
accordance with the source-free case,
δW [J,R]
δJa(x)
= φa(x),
δW [J,R]
δRab(x, y)
=
1
2
(
φa(x)φb(y) +Gab(x, y)
)
. (59)
The additional source term ∝ R can be seen as a quadratic (mass) term modifying S[ϕ] →
SR[ϕ] = S[ϕ] +
∫
ϕRϕ, such that the 1PI effective action in the presence of R reads, to 1-loop
order, cf. Eq. (52),
ΓR(1loop)[φ] = SR[φ] +
i
2
Tr ln
[
G−10 (φ)− iR
]
. (60)
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Fig. 8. (Color online) (Left panel) Diagrammatic representation of the two- and three-loop diagrams
contributing to the 2PI part Γ2[φ,G] of the 2PI effective action, cf. Eq. (65). The bare vertices are drawn
as black dots. Each such vertex is understood to represent a sum of the topologically different terms
shown in the right panel. At each vertex, it is summed over double field indices and double space-time
variables according to the respective diagram in the right panel. (Right panel) The representation of
the bare vertex in terms of a black dot stands for a sum of the three topologically different connections
of the four ‘corners’. The black lines do not represent propagators and are only drawn in order to
illustrate the different possible connections of propagators and/or external fields at the vertices.
In order to arrive at the 2PI effective action one performs a further Legendre transform of
ΓR[φ] with respect to the source R,
Γ [φ,G] = ΓR[φ]−
∫
xy
δΓR[φ]
δRab(x, y)
Rba(y, x)
= ΓR[φ]−
∫
xy
φa(x)Rab(x, y)φb(y)− 1
2
TrRG. (61)
Here we have used that
δΓR[φ]
δRab(x, y)
=
δW [J,R]
δRab(x, y)
+
∫
z
(
δW [J,R]
δJc(z)
− φc(z)
)
δJc(z)
δRab(x, y)
=
δW [J,R]
δRab(x, y)
, (62)
and its relation to G in Eq. (59). From the double Legendre transform (61), (49), one directly
finds the stationary conditions for φ and G which, in the absence of sources, will provide us
with the dynamic equations we are heading for:
δΓ [φ,G]
δφa(x)
= −Ja(x) −
∫
y
Rab(x, y)φb(y),
δΓ [φ,G]
δGab(x, y)
= −1
2
Rab(x, y). (63)
Before proceeding to these we derive the loop expansion of Γ [φ,G] which provides a way to
obtain approximated expressions for the action and to perform practical calculations.
Plugging Eq. (60) into Eq. (61) yields the one-loop part
Γ (1loop)[φ,G] = S[φ] +
i
2
Tr
(
lnG−1 +G−10 G
)
+ const. (64)
of the 2PI effective action
Γ [φ,G] = Γ (1loop)[φ,G] + Γ2[φ,G], (65)
where we have used Eq. (54) in leading-order, G−1 = G−10 − iR. Including all higher-loop terms
in the “rest” Γ2 in Eq. (65) one finds, varying Γ with respect to G, that
Σab(x, y;φ,G) = 2i
δΓ2[φ,G]
δGab(x, y)
. (66)
Since the self energy Σ is 1PI, and since taking the derivative with respect to G corresponds to
opening a propagator line, it follows that the rest term Γ2 must consist of 2PI diagrams only.
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Fig. 9. (Color online) Schwinger-Keldysh closed time path C. The green dots indicate the times x0
and y0 for an example two-point function G(x, y), see text. The branches are drawn above and below
the time axis only in order to make them separately visible.
This forms the central result that the 2PI effective action is given, besides the terms (64), by
a series of all closed 2PI diagrams which can be formed from the full propagator G, the bare
vertices defined by the classical action, and at most two external field insertions φ.
The expansion of the 2PI part Γ2[φ,G] up to 3-loop order, for the classical action defined
in Eq. (55) is shown in Fig. 8. We emphasise that, although the diagrams in this expansion are
proportional to a power of the bare coupling g, truncations of the series can not be regarded as
perturbative in g since the propagator G itself represents an expansion to infinite order in the
coupling. The reason is that the stationarity condition for G, Eq. (63) yields a perturbatively
truncated expression for the inverse of G.
In order to arrive at a set of dynamic equations we need to discuss in more detail the
implementation of the initial value problems we have in mind.
3.3 Schwinger-Keldysh closed time path
We assume that the many-body state is initially, i.e., at time t = t0, given by some general
(mixed) density matrix ρ(t0) The time evolution of the expectation value of an operator O is
then given as
〈t|O|t〉 = Tr [ρ(t0)U †(t, t0)OU(t, t0)] , (67)
where U(t, t′) = T exp{−i ∫ t
t′
dt′′H(t′′)/h¯} denotes the time evolution operator as obtained
from the Hamiltonian H(t).
The operators O relevant for us, i.e., the n-point correlation functions, are products involv-
ing, in the Heisenberg picture, operators evaluated at different times. In the Schro¨dinger picture
this implies additional time evolution operators between these factors. Consider, for instance,
the two-time Green function,
〈TCΦa(x)Φb(y)〉c = Tr
[
ρ(t0)TC U †(x0)Φa(x)U(x0)U †(y0)Φb(y)U(y0)
]− disc., (68)
where U(t) ≡ U(t, t0) and the operators are time-ordered in a way which leaves the ordering
within the products U †ΦU invariant. The disconnected part is denoted as ‘disc.’. The product
of different time evolution operators and field operators can be visualised by means of the closed
time path as shown in Fig. 9. Starting at time t0, path sections leading to the maximum time
appearing in the arguments of the field operators indicate time evolutions U . One generically
chooses all times to lie on the + branch. However, different time orderings can be handled
simultaneously by allowing times on the − branch as well and thereby doubling the range
of possible times. Clearly, the two-point Green functions, with times evaluated on either or
both of the two branches, are not completely independent from each other, and one aim of the
discussion in later sections will be to clarify the dependencies. Here we only point out that the
formalism to be developed naturally allows for two-time Green functions G(x, y) and therefore
for Fourier transforms over their relative time x0−y0. These transforms, in turn, are functions of
the frequency which, e.g., for a translationally invariant system, contain information about the
spectral distribution of a particular momentum mode p. Beyond the mean-field approximation,
collisions imply the redistribution of momentum between the particles. These scattering effects
emerge naturally as finite widths in the spectral distribution around the dispersion peak at
ω(p). How these properties emerge from the dynamical theory to be developed is the topic of
Section 4.
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3.4 Gaussian initial states
In the CTP formulation introduced in the previous section, the nonequilibrium generating
functional for correlation functions can be split into a factor describing the initial conditions
and one which contains all the ensuing quantum dynamics. For this we insert unit operators
written in the coherent state basis:
Z[J,R, ρ0] =
∫
[dϕ+0 ][dϕ
−
0 ]〈ϕ+0 |ρ0|ϕ−0 〉
∫ ϕ−0
ϕ+0
D′ϕei(S[ϕ]+
R
Jϕ+ 12
R
ϕRϕ), (69)
The functional integrals over the fields at time t0, [dϕ
±
0 ] =
∏
x
dϕ±(t0,x), evaluated on the +
and − branches of the CTP include the initial density matrix. Their notion as limits of the
dynamical functional integral implies that the primed measure D′ϕ =∏x0>t0,x dϕ+(x)dϕ−(x)
excludes these initial-time fields. We emphasise that, due to causality, the CTP extends to
the maximum time to be evaluated in a particular n-point function only. At later times, the
sources can be set to zero such that the time evolution operators on the corresponding +
and − branches cancel by unitarity. Note also that the CTP automatically arranges for the
normalisation Z[0, 0] = 1.
The most general density matrix can be parametrised as
〈ϕ+0 |ρ0|ϕ−0 〉 = N eifC [ϕ], (70)
with the normalisation factor N and fC [ϕ] expanded in powers of the fields:
fC [ϕ] = α0 +
∞∑
n=1
∫
x(1),...,x(n)
αn(x
(1), ..., x(n))
n∏
m=1
ϕ(x(m)). (71)
Here, the coefficients αn are non-zero only at the initial time t0, at both ends of the CTP. It is
now clear that Gaussian initial density matrices, for which αn ≡ 0 for n ≥ 3, can be absorbed
into the integrand of the dynamical integral in Eq. (69) by a redefinition of the source fields
J and R. The 2PI effective action approach then yields, once these modified sources are set to
vanish, a closed set of dynamic equations for φ and G. This set allows to specify initial values
for these connected one- and two-point functions only, i.e., a Gaussian initial state implies that
all higher-order connected n-point functions are assumed to vanish at t = t0.
5
3.5 Dynamic equations
From the stationarity conditions (63) one obtains the dynamic equation for the field expectation
value φ which generalises the GPE to arbitrary order beyond the mean-field approximation,
as well as a Schwinger-Dyson-like equation which, upon multiplication by G has the form of a
time evolution equation for the two-point Green function G,∫
z
G−10,ac(x, z)Gcb(z, y) = δabδC(x − y) +
∫
z
[Σac(x, z) + iRac(x, z)]Gcb(z, y), (72)
with δC(x − y) = δC(x0 − y0)δ(x − y), which is a first-order differential equation in x0 for
the non-relativistic case with free propagator (56). Using the definition (6) of G in terms of
the statistical and spectral functions as well as the commutation relations (57) one derives the
5 In the case that, at t = t0, the nth-order connected correlation function 〈TCΦa1(t0,x1) · · ·
Φan(t0,xn)〉c is non-zero, with all mth-order functions, m > n, vanishing, a straightforward gener-
alisation of the approach involving the nPI effective action is at hand [38].
24 T. Gasenzer
following set of dynamic equations:(
− iσ2ab∂x0 − g Fab(x, x)
)
φb(x) −
(
H1B(x) +
g
2
[
φc(x)φc(x) + Fcc(x, x)
])
φa(x)
=
∫ x0
t0
dy Σρab(x, y;φ ≡ 0)φb(y), (73)[
iσ2ac∂x0 +Mac(x)
]
Fcb(x, y) = −
∫ x0
t0
dz Σρac(x, z;φ)Fcb(z, y) +
∫ y0
t0
dz ΣFac(x, z;φ)ρcb(z, y),
[
iσ2ac∂x0 +Mac(x)
]
ρcb(x, y) = −
∫ x0
y0
dz Σρac(x, z;φ)ρcb(z, y), (74)
Here we employ the notation
∫ t′
t
dz =
∫ t′
t
dz0
∫
ddz. The “mass” matrix M is defined as
Mab(x) = δab
[
H1B(x) +
g
2
(
φc(x)φc(x) + Fcc(x, x)
)]
+ g
(
φa(x)φb(x) + Fab(x, x)
)
(75)
Moreover, the self energy has been decomposed into a part local in time and a nonlocal part
written in terms of statistical and spectral components,
Σab(x, y) = Σ
(0)
ab (x)δC(x− y) +ΣFab(x, y)−
i
2
sgnC(x0 − y0)Σρab(x, y). (76)
The local part, Σ
(0)
ab (x), has been absorbed into the mass matrix M while the non-local parts
form the kernels for the memory integrals on the right-hand sides of the integro-differential
dynamic equations (73), (74). Note that only the two-loop, double-bubble term in Γ2 contributes
to Σ(0).
With ΣF and Σρ set to zero, which is equivalent to truncating the loop expansion of the
2PI effective action after the double-bubble diagram, one obtains a set of differential equations
which are local in time and can be shown to be equivalent to the HFB dynamic equations
introduced in Sect. 2.3. Note that the time derivatives in the equations for F and ρ only act
on the respective first time variables x0. The corresponding equations in the second variable y0
are obtained by symmetry considerations for F and ρ. The equations for different y0 decouple,
and only the diagonal functions with x0 = y0 appear in M . As initial conditions, φ and F need
to be specified at x0 = y0 = t0. Note that ρ(t0;x,y) is fixed by the commutation relations,
Eq. (57).
Hence, in order to obtain Eqs. (17) and (18) one needs to combine the equations (74), for
x0 = y0 with their counterparts with time derivatives acting on y0. The equation for ρ which
is decoupled from all other equation is thereby shown to be consistent with the conservation
of the Bose commutators. In summary, the HFB approximation is represented by the leading
order (double-bubble) diagram contributing to Γ2.
Setting, furthermore, F (t0,x; t0,y) ≡ 0, F remains identically zero at all times, and the
equation for φ reduces to the Gross-Pitaevskii equation, cf. Eq. (11).
The non-Markovian integral terms on the right hand sides of Eqs. (73) and (74) open in
a clear way the path to nonequilibrium dynamics beyond the mean-field approximation. The
higher-order loop diagrams, with one line opened yield contributions to the self energy which de-
scribe scattering processes involving the redistribution of particles between the different modes
of the system. As the corresponding contributions to ΣF,ρ are non-local in time they natu-
rally imply the evolution of a non-trivial relative time dependence of the two-point correlation
functions and therefore finite-width spectral distributions as discussed above.
Higher-order correlations formed in this way are not included explicitly in terms of higher-
order n-point functions. One may, however, imagine these functions to obtain non-zero values
implicitly, according to their own dynamic equations which then have been integrated formally
and reinserted into the equations for the one- and two-point functions.
Before we discuss in more detail the analytical implications of the non-Markovian terms
and relate them to results obtained in the framework of kinetic theory we briefly discuss, in the
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following sections, specific truncations of the 2PI effective action and, in a particular truncation,
an application to a weakly interacting ultracold Bose gas evolving from a nonequilibrium initial
state in one spatial dimension.
3.6 Truncations of the 2PI effective action
In order to practically solve the dynamic equations (73) and (74), details about the self energy
Σ are required, and these are, in general, only available to a certain approximation. As discussed
in Sect. 3.2, the natural expansion of Γ2 is in terms of 2PI closed loop diagrams involving only
bare vertices and full propagators G. This expansion can be truncated at any order, e.g., of
powers of g or the number of loops, without violating the most important conservation laws for
energy and particle number which we briefly discuss in the following.
3.6.1 Number conservation
Particle number conservation is a consequence of the Noether theorem in conjunction with the
invariance of the theory under orthogonal transformations and can be seen as follows.6 The
stationarity conditions (63) can be combined to the equation
σ2ab
[
φa(x)
δΓ [φ,G]
δφb(x)
+ 2
∫
y
δΓ [φ,G]
δGcb(y, x)
Gca(y, x)
]
= 0, (77)
with the elements σ2,ab of the Pauli 2-matrix. From the specific expression (65) for the 2PI
effective action follows that Eq. (77) is equivalent to the relation
∂x0n(x)−∇j(x) = −2iσ2ab
[
φa(x)
δΓint[φ,G]
δφb(x)
+ 2
∫
y
δΓint[φ,G]
δGcb(y, x)
Gca(y, x)
]
. (78)
Here,
n(x) = φa(x)φa(x) +Gaa(x, x), (79)
j(x) =
1
m
[
φ2(x)∇φ1(x)− φ1(x)∇φ2(x) + 〈TC(Φˆ2(x)∇Φˆ1(x) − Φˆ1(x)∇Φˆ2(x))〉c
]
(80)
are the total number and current densities, respectively. Clearly, particle number is conserved
locally if n and j obey a continuity equation, i.e., if the right hand side of Eq. (78) vanishes
identically. We consider the specific structure of these terms: The interaction part of the 2PI
effective action occurring therein is defined as
Γint[φ,G] = Γ [φ,G]− 1
2
∫
xy
φa(x) iD
−1
ab (x, y)φb(y)−
i
2
Tr
[
D−1G
]
.
The 2PI effective action is, like the underlying classical action S[ϕ] (55), a singlet under O(2)
rotations. It is parametrised by the fields φa and Gab, where the number of φ-fields has to be
even in order to construct an O(2)-singlet. From the fields φa alone one can construct only one
independent invariant under O(2) rotations, which can be taken as tr(φφ) ≡ φ2 = φaφa. All
functions of φ and G, which are singlets under O(2), can be built from the irreducible, i.e., in
field-index space not factorisable, invariants [29,30]
φ2, tr(Gn), and tr(φφGn), (81)
6 Conservation of total particle number in a non-relativistic system corresponds to conservation of
the difference of particles and antiparticles in a fully relativistic approach, i.e., to the conservation of
charge. Neglecting the antiparticle sector of the Hilbert space in a non-relativistic system is equivalent
to the constraint of a vanishing antiparticle number and, hence, amounts to the fact that the O(2)
symmetry of the Lagrangian ensures total number conservation.
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with n = 1, 2, .... As before, the trace tr(·) only applies to the field-component indices while
there is no integration over space-time, e.g., tr(G3) ≡ Gab(x, y)Gbc(y, z)Gca(z, x).
For contributions to Γint which contain only φ
2 or tr(Gn), the terms in square brackets in
Eq. (78) either vanish separately or are symmetric under the exchange of a and b. Moreover,
if a term contains an invariant of the form tr(φφGn), as, e.g., the contributions remaining in
Γint from Tr{G−10 G}, the combination of the terms in square brackets in Eq. (78) is symmetric
under transposition in field index space. Hence, the total number density is conserved locally
as a consequence of the O(2) symmetry of the theory, and, more importantly, this is true for
any set of approximate dynamic equations derived from a truncated but still O(2)-symmetric
effective action. Note, finally, that only terms in the action which contain mixed invariants
tr(φφGn) induce exchange of particles between the condensate and the non-condensed fraction
of the gas.
3.6.2 Energy conservation
Energy conservation follows from time translation invariance of Γ , cf., e.g., Ref. [139]. Consider
the general translations in continuous space and time which vanish at the boundary, xµ →
xµ+εµ(x), where εµ(x) is a time- and space-dependent infinitesimal 4-vector. The mean field and
2-point functions transform, under these translations, to leading order in ε, as φa(x)→ φa(x)+
εν(x)∂xνφa(x), and Gab(x, y) → Gab(x, y) + εν(x)∂xνGab(x, y) + εν(y)∂yνGab(x, y), respectively.
Here, ∂xν = ∂/∂x
ν, etc. One can show that under these transformations the variation of the 2PI
effective action Γ can be written as Γ [φ,G]→ Γ [φ,G] + δΓ [φ,G], with
δΓ [φ,G] =
∫
x
T µν(x) ∂xµεν(x). (82)
Since, by virtue of the stationarity conditions (63), the variation δΓ vanishes for all solutions of
the equations of motion for φa and Gab, an integration by parts shows that T
µν is the conserved
Noether current for the time-space-translations:
δΓ [φ,G] = −
∫
x
εν(x) ∂
x
µT
µν(x) = 0. (83)
T µν(x) is identified as the energy-momentum tensor, and the conservation law for total energy
is expressed as ∂xµT
µ0(x) = 0 or ∂t
∫
d3xT 00(t,x) = 0. Explicit expressions for the energy-
momentum tensor have been calculated in Refs. [139,47]
3.6.3 NLO 2PI 1/N expansion
Also the expansion of Γ2 in terms of 2PI loop diagrams can be resummed to obtain alternative
non-perturbative approximation schemes. The most outstanding such scheme is the expansion
in powers of the inverse number of field components N applied to the dynamical 2PI effective
action first by Berges and collaborators [29,30,39] and extensively studied since. To next-to-
leading order (NLO) this resummation scheme can be understood as the replacement of certain
vertices in a loop expansion by a bubble-resummed vertex [30,46]. The result of the scheme
has also been recovered using a functional renormalisation group inspired approach [42] where
it results as a truncation in orders of proper n-point functions combined with an s-channel
approximation of the equation for the proper four-vertex.
In the following sections we will employ the NLO 1/N expansion scheme to calculate the
dynamics of a single-species ultracold Bose gas described by a complex scalar field for which
N = 2. In the context of a non-relativistic Bose gas, this approximation has been discussed in
detail in Refs. [46,47,48,49]. In this scheme, the contribution Γ2[φ,G] to the 2PI effective action
involves a leading (LO) and next-to-leading order (NLO) part which can be diagrammatically
represented as shown in Fig. 10. While the leading-order contribution involves one diagram,
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Γ2NLO + + +
Γ2LO ,[G]  =
[G]  = + ...
Fig. 10. (Color online) Diagrammatic representation of the leading order (LO) and next-to-leading
order (NLO) contributions in the 1/N -expansion, to the 2PI part Γ2[φ,G] of the 2PI effective action.
The thick blue lines represent 2-point functions Gab(x, y), the red crosses field insertions φa(x), and
the wiggly lines a single vertex channel of those shown in the right panel of Fig. 8. At each vertex, it
is summed over double field indices a and integrated/summed over double time and space variables x.
in NLO a chain of bubble diagrams is resummed. All of these diagrams are proportional to
the same power of 1/N since each vertex scales with 1/N , which is cancelled by the (blue)
propagator loops which scale with N since they involve a summation over the field indices from
1 to N . Note that the Hartree-Fock-Bogoliubov (HFB) approximation is given by an action Γ2
which involves ΓLO2 and the first diagram of Γ
NLO
2 in Fig. 10 (b), see, e.g., Ref. [46].
From Γ2[φ,G] = Γ
LO
2 [φ,G]+Γ
NLO
2 [φ,G] we obtain, using Eq. (66), the self energiesΣab(x, y) =
ΣFab(x, y)− (i/2)sgnC(x0 − y0)Σρij(x, y), with(
ΣFab(x, y)
− 12Σρab(x, y)
)
= −2gN
[(
IF (x, y)
− 12Iρ(x, y)
)
φa(x)φb(y)
+
(
∆F (x, y)
1
2∆ρ(x, y)− 12∆ρ(x, y) ∆F (x, y)
)(
Fab(x, y)
− 12ρab(x, y)
)]
, (84)
where ∆F,ρ(x, y) = IF,ρ(x, y) + PF,ρ(x, y; IF,ρ). The resummation to NLO in 1/N is expressed
by the coupled integral equations for IF,ρ [39]:(
IF (x, y)
Iρ(x, y)
)
=
g
N
[(
F (x, y)2 − 14ρ(x, y)2
2Fab(x, y)ρab(x, y)
)
−
∫ x0
t0
dz Iρ(x, z)
(
F (z, y)2 − 14ρ(z, y)2
2Fab(z, y)ρab(z, y)
)
+
∫ y0
t0
dz
(
IF (x, z)
Iρ(x, z)
)
2Fab(z, y)ρab(z, y)
]
. (85)
Here, F 2 = FabFab, etc. The functions PF,ρ, which contribute to ∆F,ρ in the self energies (84)
and vanish if φi ≡ 0, read [48]
PF (x, y; IF,ρ) = −2gN
{
HF (x, y) +
∫ y0
t0
dz [HF (x, z)Iρ(z, y) + IF (x, z)Hρ(z, y)]
−
∫ x0
t0
dz [Hρ(x, z)IF (z, y) + Iρ(x, z)HF (z, y)]−
∫ x0
t0
dv
∫ y0
t0
dw Iρ(x, v)HF (v, w)Iρ(w, y)
+
∫ x0
t0
dv
∫ v0
t0
dw Iρ(x, v)Hρ(v, w)IF (w, y) +
∫ y0
t0
dv
∫ y0
v0
dw IF (x, v)Hρ(v, w)Iρ(w, y)
}
,(86)
Pρ(x, y; IF,ρ) = −2gN
{
Hρ(x, y)−
∫ x0
y0
dz [Hρ(x, z)Iρ(z, y) + Iρ(x, z)Hρ(z, y)]
+
∫ x0
y0
dv
∫ v0
y0
dw Iρ(x, v)Hρ(v, w)Iρ(w, y)
}
, (87)
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wherein the functions HF,ρ are defined as
HF (x, y) = −φa(x)Fab(x, y)φb(y),
Hρ(x, y) = −φa(x)ρab(x, y)φb(y). (88)
The technical procedure to solve the above dynamic equations in every time step requires the
determination of the functions I(x, y), before the actual propagation of the respective correlation
functions.
3.7 Functional renormalisation-group approach
We close our introduction to nonequilibrium quantum field theory with a short description of
an alternative approach which is based on functional renormalisation group (RG) techniques.
For more details on this approach see Refs. [42,140]. Dynamic equations will be derived which
are similar in structure to the equations obtained from the 2PI effective action. In a particular,
“s-channel” approximation these equations are equivalent to the 2PI equations in NLO of the
1/N approximation summarised above. The functional renormalisation group (RG) techniques
we will employ have been introduced and used extensively in the framework of equilibrium
quantum field theory of strongly correlated systems. See Refs. [141,142,143,144], as well as
[145] for non-equilibrium applications.
For a given initial-state density matrix ρD(t0), the renormalised finite quantum generating
functional for time-dependent n-point correlation functions,
Z[J ; ρD] = Tr
[
ρD(t0) TC exp
{
i
∫
x,C
Ja(x)Φa(x)
}]
, (89)
(summation over double indices is implied) carries all the information of the quantum many-
body evolution at times greater than the initial time t0. TC denotes, as before, time-ordering
along the Schwinger-Keldysh closed time path (CTP), see Sect. 3.3, and
∫
x,C
≡ ∫
C
dx0
∫
ddx.
All connected Greens functions will be time-ordered along C.
3.7.1 Functional flow equation
The key idea of the approach to be described in the following is to first consider the generating
functional for Green functions where all times are smaller than a maximum time τ . This implies
a time path C(τ) which is closed at t = τ , i.e., the maximum time in Fig. 9 is set to τ . As a
consequence, the generating functional Zτ = ZC(τ) has the source term
TC(τ) exp
{
i
∫
x,C(τ)
Ja(x)Φa(x)
}
. (90)
At τ = t0, this results in a trivial Zt0 where all information is stored in the initial density
matrix ρD(t0). From this initial condition Zτ can be computed by means of the time evolution
∂τZτ for all times τ > t0.
In the following, this evolution shall be derived by use of functional RG ideas. We note that
Zτ can be defined in terms of the full generating functional Z∞ in Eq. (89) by suppressing the
propagation for times greater than τ . This suppression is achieved by
Zτ = exp
{
− i
2
∫
xy,C
δ
δJa(x)
Rτ,ab(x, y)
δ
δJb(y)
}
Z, (91)
where the function Rτ is chosen such that it suppresses the fields, i.e., δ/δJa, for all times t > τ .
This does not fix Rτ in a unique way, and a simple choice is
− iRτ,ab(x, y) =
{
∞ for x0 = y0 > τ, x = y, a = b
0 otherwise
, (92)
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Fig. 11. (Color online) The cutoff
function Rτ,ab(x, y) in the time plane
{x0, y0} = {t, t
′}, t, t′ ≥ t0. The func-
tion vanishes everywhere except for
t = t′ > τ where it tends to infinity
and therefore implies a suppression of
all fluctuations in the generating func-
tional at times greater than τ .
Fig. 12. (color online) Diagrammatic representation of the
general flow equations for Γ
(1)
τ [φ], Γ
(2)
τ [φ], and Γ
(4)
τ,abcd[φ =
0], for a φ4-theory. Open circles with a τ denote ∂τRτ,ab,
solid lines with (blue) filled circles are τ - and, in general, φ-
dependent two-point functions Gτ,ab = i[Γ
(2)
τ + Rτ ]
−1
ab . All
other filled circles denote proper field-dependent n-vertices
Γ
(n)
τ,abcd, n = 3, 4, 6. P implies a sum corresponding to all
permutations of its arguments.
see Fig. 11.
We emphasise that the cutoff Rτ in Eq. (91) suppresses any time evolution at times greater
than τ . Correlation functions derived from Zτ vanish as soon as at least one of their time
arguments is larger than τ . Hence, the regularised generating functional Eq. (91) is equivalent
to a generating functional with a closed time path C(τ) leading from t0 to τ and back to t0.
Note that the CTP automatically arranges for the normalisation of Zτ .
The restriction of the CTP to times t0 ≤ t ≤ τ implies that the differential equation for Zτ
describing the flow of the generating functional, and therefore that of the correlation functions,
encodes the full time evolution of the system. Analogously, the time evolution of connected
correlation functions is derived from that of the Schwinger functional Wτ = −i lnZτ . It is more
convenient, however, to work with the effective action
Γτ [φ;Rτ ] =Wτ [J ; ρD]−
∫
C
Jaφa − 1
2
∫
C
φaRτ,abφb. (93)
Here, space-time arguments are suppressed, and φa(x) = δWτ/δJa(x)|J≡0 is the usual field
expectation value. From Eqs. (91) and (93) we derive the Functional RG or flow equation for
the τ -dependent effective action,
∂τΓτ =
i
2
∫
C
[
1
Γ
(2)
τ +Rτ
]
ab
∂τRτ,ab , (94)
where Γ
(n)
τ = δnΓτ/(δφ)
n. Again, space-time arguments are suppressed which appear in analogy
to the field indices a, b, see e.g. Ref. [144]. Eq. (94) is analogous to functional flow equations
used extensively with regulators in momentum and/or frequency space to describe strongly
correlated systems near equilibrium [141,142,143,144]. Its homogenous part relates to standard
τ -dependent renormalisation [144], and has been studied e.g. in [146,147].
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3.7.2 Flow equations for correlation functions
To obtain a practically solvable set of dynamic equations, we derive the flow equation for the
proper n-point Green function Γ
(n)
τ by taking the nth field derivative of Eq. (94). Fig. 12 shows
a diagrammatic representation of the resulting equations for the τ -dependent proper two- and
four-point functions. To be more specific, we consider, in the following, the special case of an
N -component scalar φ4 theory defined by the classical action (55).
Our goal is to derive the full time-evolution of Γ (n) = Γ
(n)
∞ , in particular, of the connected
two-point function G = i[Γ (2)]−1 = i[Γ
(2)
∞ ]−1. As a consequence of the above mentioned effective
cut off of the CTP at times greater than τ , it will be sufficient, for the time evolution up to
t = τ , to determine the functions Γ
(n)
τ and thus the propagator
Gτ,ab = i[Γ
(2)
τ +Rτ ]
−1
ab . (95)
For conciseness we here only discuss the case φa ≡ 0, such that the action (55) implies that
Γ
(3)
τ ≡ 0, and thus the flow of Γ (1)τ vanishes. Moreover, the equation for the proper two-point
function involves, on the right hand side, only the term containing Γ
(4)
τ ,
∂τΓ
(2)
τ,ab =
i
2
∫
C
Γ
(4)
τ,abcd(Gτ [∂τRτ ]Gτ )dc , (96)
see also Fig. 12. The term in parentheses stands for the regularised line. We supplement Eq. (96)
with the flow equation for Γ
(4)
τ , which, for φa ≡ 0, is drawn in Fig. 12. This system of equations is
still exact. For practical computations it needs to be closed which can be achieved by truncation
or by supplementing it with equations for one or more higher n-vertices truncated at some higher
order. Here we truncate by neglecting, in the equation for Γ
(4)
τ , the term involving Γ
(6)
τ ,
∂τΓ
(4)
τ,abcd = −
1
8
∫
C
{
Γ
(4)
τ,abefGτ,fgΓ
(4)
τ,cdgh
}
(Gτ [∂τRτ ]Gτ )he + P (a, b, c, d), (97)
where P implies a sum corresponding to all permutations of its arguments. In this way we
obtain a closed set of integro-differential equations for the proper functions up to fourth order.
As we will show in the following, they allow to derive, for a particular cutoff time τ , a set of
dynamic equations describing the time evolution of the two- and four-point functions up to
time t = τ . We emphasise that the only approximation here is the neglection of the six-point
vertex, see Fig. 12.
3.7.3 Dynamic equations
For the sharp cutoff Rτ chosen here the flow equations can be analytically integrated over τ .
As pointed out above, our cutoff implies the connected two-point function to vanish at times
greater than τ , i.e., it can be written as
Gτ,ab = i
[
Γ (2)τ
]−1
ab
θ(τ − ta) θ(τ − tb) , (98)
where θ(τ) evaluates to 0 for τ < 0 and to 1 elsewhere, and where ta is the time argument
corresponding to the field index a, etc. Hence, the precise way in which the cutoff Rτ,ab diverges
at ta = tb > τ is chosen such that Γ
(2)
τ +Rτ is the inverse of −iGτ for all times ta, tb, see Eq. (95).
Using Eq. (98) one finds that
(Gτ [∂τRτ ]Gτ )ab = −iGτ,ab∂τ [θ(τ − ta) θ(τ − tb)]. (99)
Note that we have not used the specific choice (92) to derive (99) but simply the property
(98), i.e., the suppression of any propagation for times t > τ . After inserting Eq. (99) into
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Eqs. (96) and (97) we can integrate over τ and obtain, after some algebra, the integral equations
determining the flow of the proper functions from t0 to some final time t,
Γ
(2)
τ,ab
∣∣∣t
t0
=
1
2
∫ t
t0,C
Γ
(4)
τcd,acbd
Gτcd,dc, (100)
Γ
(4)
τ,abcd
∣∣∣t
t0
=
i
2
∫ t
t0,C
Γ
(4)
τefgh,abef
Gτfg ,fgΓ
(4)
τefgh,cdgh
Gτeh,he + (a↔ c) + (a↔ d). (101)
See Ref. [140] for more details of the derivation. Double indices imply sums over field compo-
nents, spatial integrals and time integrations over the CTP C, from t0 to t and back to t0. We
furthermore introduced
τab = max{ta, tb}, τabcd = max{ta, tb, tc, td}. (102)
The brackets denote terms with the respective indices swapped.
From Eqs. (100) and (101) it is clear that for the two- and four-point functions to be defined
at τ = t we need to specify initial functions at τ = t0. We point out that, within the truncation
scheme chosen above, we can insert any set of proper two- and four-point functions, as long
as we set all n-vertices for n = 1, 3, and n > 4 to vanish. Hence, the scheme corresponds
to a Gaussian initial density matrix. Here, we choose the respective classical proper functions
defined by S in Eq. (55). Hence, the initial two- and four-point functions entering Eqs. (100)
and (101) read
Γ
(2)
t0,ab
= S
(2)
ab = iG
−1
0,ab, (103)
Γ
(4)
t0,abcd
= S
(4)
abcd = −(2g/N )(δabδcd + δacδbd + δadδbc)δC(xa − xb)δC(xb − xc)δC(xc − xd).(104)
In order to arrive at a set of dynamic differential equations, we finally rewrite Eq. (100) as
iG−10,acGτcb,cb = iδC,ab −
1
2
∫ τcb
t0,C
Γ
(4)
τde,adce
Gτde,edGτcb,cb, (105)
with δC,ab = δabδC(xa − xb) = δabδC(ta − tb)δ(xa − xb). Eq. (105) is the dynamic (Dyson-
Schwinger) equation for the connected two-point function Gτab,ab. Since Γ
(2)
t0,ab
= iG−10 repre-
sents a differential operator, the solution of Eq. (105) finally requires another set of boundary
conditions to be specified, depending on the form of the differential operator. In our case, this is
the initial two-point function, fixed by the one-body density matrices as well as Bose statistics,
see Sects. 3.4 and 3.8.1. We also point out that we have set t = τcb since the flow of Gτ,cb
stops at the maximum of the time arguments tb, tc. This can be proven from the structure of
Eqs. (101), (105) but is more easily seen from the definition (91): Once the hard cutoff τ has
passed the largest time appearing in a (connected) correlation function, the flow stops since the
forward and backward parts of the CTP over greater times cancel identically in the functional
integral.
Let us assume that t = ta denotes the present time, at which Eq. (105) determines the
further propagation of Gta,ab for tb ≤ ta (for tb > ta the solution is then fixed by symmetry).
All time arguments of the functions occurring on the right-hand sides of Eqs. (100), (101), and
therefore all cutoff times τab and τefgh are evaluated at times t
′ ≤ t. Hence, in accordance with
causality, Eqs. (101) and (105) for a given initial Gt0,ab(t0, t0), can be solved iteratively.
This concludes the derivation of a closed set of dynamic equations for the two-point corre-
lation function as obtained from a functional RG approach with a cutoff in real time. In the
remainder of this section we will concentrate on rederiving the dynamic equations obtained
from the 2PI effective action in NLO of the 1/N expansion.
3.7.4 From RG to 2PI next-to-leading order (NLO) 1/N
The mean-field approximation, i.e., the HFB equations, cf. Sects. 2.3 and 3.6.3, are obtained
by neglecting the flow of the four-point according to Eq. (101), Γ
(4)
t ≡ Γ (4)t0 . As a consequence,
the flow parameter of Gτ,ab is, for the chosen cutoff, fixed to τ = τab and can thus be neglected.
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Fig. 13. (color online) The upper equation is the s-channel projection of Eq. (101). The second equation
defines the resummed vertex appearing in the Dyson-Schwinger equation derived from the NLO 1/N
approximation of the 2PI effective action [29]. The two definitions are identical in every order of a
perturbative expansion (see text). Dashed lines denote the s-channel part of the bare vertex Γ st0,ab, see
text. All other symbols correspond to those in Fig. 12. Letters on internal lines indicate summation
over field indices and integration over space and time (along the CTP from t0 to t and back). The
integration intervals are given in parentheses.
As a first step beyond mean-field we consider the truncation in which the s-channel scat-
tering diagram is included beyond the mean-field limit in the loop integral on the right-hand
side of Eq. (101). The result of this section will be that the obtained equations are equivalent
to the 2PI equations in NLO of a 1/N expansion. This truncation corresponds to keeping only
one channel of each, the classical vertex and the one-loop integral term. The four-vertex then
only depends on two space-time variables and field indices, Γ
(4)
t,acbd = Γ
(4)s
t,ab δacδbd, and enters,
in Eq. (105), as a cutoff-dependent self energy Στab,ab ≡ Γ (4)sτab,abGτab,ab. We can always write
t = min(t, t′), with t = t′ = τab, for the cutoff parameter in Γ
(4)s
t,ab , see Fig. 13, upper panel. Since
the parameter in the (green) vertices on the right hand side is also the minimum of the maxima
of integration times in the adjacent loop and the respective external time t or t′, one can iterate
the integral equation in order to obtain a perturbative series of bubble-chain diagrams consist-
ing only of classical vertices and full, cutoff-dependent propagators. This procedure provides us
with a proof that Στab,ab is identical to the NLO 2PI 1/N self energy shown in the lower panel
of Fig. 13.
A detailed formal proof of this result can be found in Ref. [140]. Here, we provide an
argument that the above identity can be inferred in a comparatively easy way from the topology
of the different terms in the flow equations for the two-, four- and six-point functions: Consider
the untruncated set of equations as displayed in Fig. 12. First, non-s-channel contributions do
not generate bubble-chains of the form shown in Fig. 13. Second, Γ
(6)
τ is one-particle irreducible.
Its contribution to the flow of Γ
(4)
τ does not give rise to bubble-chains, even if inserted recursively
into the first diagram on the right-hand side of the flow equation for Γ
(4)
τ . In turn, by dropping
the second diagram with the six-point function and using the s-channel truncation, the iterated
flow equation generates only bubble-chain diagrams with full propagators as lines. Hence, a
τ -integration of this set of flow equations leads to dynamic equations which include all bubble-
chain contributions and are therefore equal to those obtained in the NLO 1/N expansion of
the 2PI effective action, see Sect. 3.6.3. We emphasise that the above topological arguments are
generally valid when comparing resummation schemes inherent in RG equations of the type of
Eq. (94), with those obtained from 2PI effective actions. This applies, e.g., to equilibrium flows
[142,143,144] and thermal flows [143,148]. For a comparison with 2PI results see Ref. [148], for
the interrelation of 2PI methods and RG flows Ref. [144].
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3.8 Dynamics of a one-dimensional Bose gas
In this section we apply the theoretical methods summarised above to describe the equilibration
dynamics of a uniform ultracold gas of bosonic sodium atoms which are confined such that they
can move in one spatial dimension only, see Sect. 2.4.3. The gas is assumed to be initially far
from thermal equilibrium. The ensuing equilibration process is found to happen on two different
time scales. A fast dephasing period leads to a quasistationary state which shows certain near-
equilibrium characteristics but is still far from being thermal. After this, the system approaches,
within an at least ten times longer period, the actual equilibrium state.
3.8.1 Initial conditions
The 2PI effective action approach is convenient for situations, where at time t = t0 one has a
Gaussian state, i.e., a state, for which all but the correlation functions of order one and two
vanish. In the following we will consider a one-dimensional uniform system, for which the two-
point functions Fab(x, y) and ρab(x, y) are spatially translation invariant. We therefore work in
momentum space, where the kinetic energy operator is diagonal. Moreover, we choose the field
expectation value φ to vanish initially. Then, for reasons of number conservation, the equations
of motion (73) and (74) will conserve φ = 0 for all times, see Sect. 2.1. We note that, since
there is no spontaneous symmetry breaking in one spatial dimension at non-zero temperature,
the field always approaches zero eventually, irrespective of its initial value.
Having prescribed initial values Fab(0, 0; p) and ρab(0, 0; p), the coupled system of integro-
differential equations (74) yields the time evolution of the two-point functions, in particular, of
the momentum distribution
n(t, p) =
1
2
(
F11(t, t; p) + F22(t, t; p)− α
)
, (106)
cf. Eq. (8). We will later, in Sect. 5, distinguish between quantum and classical statistical
evolution. For the quantum gas, one has α = 1 from the Bose commutation relations, while,
for a gas following classical statistical evolution, α = 0.
We choose, at t = 0, a Gaussian momentum distribution
n(0, p) =
n1√
πσ
e−p
2/σ2 . (107)
which constitutes a far-from-equilibrium state if the interactions are non-zero and the corre-
sponding interaction energy is much larger than the kinetic energy.
The initial pair correlation function vanishes, [F11(t, t; p)− F22(t, t; p)]/2 + iF12(t, t; p) = 0,
for t = 0, in accordance with total atom number conservation at non-relativistic energies, see
Sect. 2.1. Hence,
F11(0, 0; p) = F22(0, 0; p) = n(0, p) + α/2, F12(0, 0; p) = F21(0, 0; p) ≡ 0. (108)
As far as the spectral functions are concerned, the Bose commutation relations (57) imply:
ρ11(t, t; p) = ρ22(t, t; p) ≡ 0, − ρ12(t, t; p) = ρ21(t, t; p) ≡ 1. (109)
Let us investigate the dynamic evolution of a 1D Bose gas of sodium atoms with mass
m = 22.99 u (23Na) in a box of length L = Nsas, with periodic boundary conditions. We choose
the numerical grid such that it corresponds to a lattice of Ns points in coordinate space with
grid constant as, and the momenta on the Fourier transformed grid are pn = (2/as) sin(nπ/Ns)
as explained in detail in Ref. [39]. The results presented in the following are obtained using
Ns = 64 modes on a spatial grid with grid constant as = 1.33µm. We consider a line density of
the atoms in the box of n1 = 10
7 atoms/m. In this case the atoms are weakly interacting with
each other, such that g = g1D = h¯
2γn1/m, with the dimensionless parameter γ = 1.5 ·10−3, see
Sect. 2.4.3. The width of the initial momentum distribution is chosen to be σ = 1.3 · 105m−1.
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Fig. 14. (Color online) Momentum-mode dis-
tribution n(t; p) for the initial state (red filled
circles, interpolated by red solid line) and 6
subsequent times t until no change can be ob-
served for t > 0.6 s. The interpolation of the
final distribution is shown as a black solid
curve. n is normalised to the total number of
atoms, n1L = 853. The gas is in a far-from-
equilibrium state initially, characterised by a
Gaussian distribution n(0; p), Eq. (107), with
width σ = 1.3·105m−1. It is weakly interacting,
γ = 1.5·10−3 . Since we consider a homogeneous
gas and a symmetric initial state, the occupa-
tion numbers are invariant under p→ −p.
3.8.2 Equilibration of the quantum gas
To solve Eqs. (74), with the self-energies given by Eqs. (84) and the initial conditions in the pre-
vious section, a parallelised Runge-Kutta solver has been implemented and used on a cluster of
3GHz dual processor PCs with up to one node per momentum mode. The correlation functions
Fab(t, t
′; p) and ρab(t, t
′; p) were propagated, for fixed t′, along t, using a second-order Runge-
Kutta algorithm. After each Runge-Kutta step, the IF,ρ integrals were updated according to
Eqs. (85). The dynamic equations derived from the 2PI effective action are, by construction,
number and energy conserving. While number conservation, by virtue of the O(2) symmetry of
each diagram, is given exactly, energy conservation may be violated by the chosen discretiza-
tion along the time axis. Hence, in order to ensure optimal energy conservation numerically,
a fourth-order Runge-Kutta algorithm was employed for the propagation of the correlation
functions along the diagonal t = t′.
Fig. 14 shows, as a (red) solid curve, the initial Gaussian momentum distribution of the
gas, on a logarithmic scale, where it forms an inverted parabola. The filled circles indicate the
numerically calculated modes pi. In the same figure, the time evolution of the distribution is
shown for different times between t = 0.1ms and 0.6 s. For times greater than about 0.15 s,
there is only very little change observed. As a function of time, the evolution of the single mode
occupations is shown in Fig. 15. We observe that the system very quickly, after about 5µs,
evolves to a quasistationary state, and that the subsequent drift to the equilibrium distribution
takes roughly ten times longer. In passing we note that the mean-field Hartree-Fock (HF)
approximation, for which ΣF = Σρ ≡ 0 in Eqs. (74), conserves exactly all mode occupations
and no equilibration is seen.
In order to estimate to which extent the final distribution approaches that of the actual
equilibrium state of the gas, we fitted the distribution to the Bose-Einstein-like form n(t; p) =
[exp{(ω(p)−µ)/kBΘ(t; p)}− 1]−1, with a p-dependent temperature variable Θ(t; p). Here ω(p)
was derived from the time-derivatives of the statistical function F (t, t′; p) at t = t′. If a Bose-
Einstein distribution is approached the temperature can be obtained from the slope of log(n−1+
1) and the chemical potential µ from its value at ω = 0. Fig. 16 shows Θ(t; p) for t = 0...0.6 s.
Obviously, during the quasistationary drift period, no temperature can be attributed to n(t; p),
while, for large t, Θ becomes approximately p-independent. We deduce an approximate final
temperature from Θ(0.6s; 128/L) = T = 0.35nK with µ = 1.08 g1Dn1 for the above given values
of g1D and n1, which deviates from the HFB result µ = g1Dn1 by about 8%.
In summary, the dynamic equations derived from the 2PI effective action expanded beyond
the mean-field approximation can be applied to derive the evolution of a one-dimensional Bose
gas starting with a momentum distribution far from equilibrium. Their solutions show a non-
secular evolution towards a state characterised by a thermal momentum distribution. The
evolution is characterised by a fast initial dephasing followed by a long slow drift to thermal
equilibrium.
A remark is in order: As pointed out in Sect. 2.4.3, a homogeneous 1D Bose gas with contact
interactions represents an integrable system. Hence, at large times, recurrence phenomena are
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Fig. 15. The normalised momentum-mode oc-
cupation numbers n(t; p)/n1L, corresponding to
those shown in Fig. 14, as functions of time.
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Fig. 16. Momentum and time dependent temper-
ature variable Θ(t; p) obtained by fitting the distri-
bution n(t; p) = [exp{(ω(p)−µ)/kBΘ(t; p)}−1]
−1
to the distribution obtained from the results shown
in Fig. 15, for different, equally spaced times be-
tween t = 0 and t = 0.6 s. One observes that, dur-
ing the quasistationary period, 0.01 s< t < 0.1 s,
no temperature can be associated to the distribu-
tion. Only at very large times, Θ becomes approx-
imately p-independent.
expected which therefore prevent a thermalisation of the system. This does not imply that
the above results obtained for a finite-time evolution are invalid. We point out that they were
obtained for a weakly interacting gas for which the approximations made are expected to be
justified. Nonetheless, questions remain open — whether in an actual system a quasi thermal
state is reached and, if so, on which time scales and under which conditions the integrability of
the system drives it away from there again [77,127,149].
4 From nonequilibrium to kinetic equations
Far-from-equilibrium dynamics is qualitatively different from evolution near equilibrium where
distinct properties of the equilibrium state are still “felt” by the system. We have mentioned a
few times above that the statistical correlation function F is, near equilibrium, no longer inde-
pendent from the spectral function ρ. Their interrelation is a manifestation of the fluctuation-
dissipation relation well-known in nonequilibrium statistical physics. Before we set our focus
on how near-equilibrium behaviour emerges during the dynamical evolution starting far from
equilibrium we illustrate the fluctuation-dissipation theorem in the framework of linear-response
theory.
4.1 Linear-response theory
Analysing a simple quantum mechanical linear dissipative model, such a theorem can be easily
derived from the properties of perturbation and response functions. Let us consider a general
many-body Hamiltonian H , perturbed in time around some equilibrium Hamiltonian H0 by
H1(t) = −he−i(ω+iǫ)t + h.c., (110)
where h is an operator inducing a small perturbation, and the regulator suppresses the pertur-
bation for t→ −∞. In linear-response theory one studies the fluctuation
δ〈f †〉 = χf†,h(ω)e−i(ω+iǫ) + c.c., (111)
36 T. Gasenzer
where χf†,h is commonly called the dynamic polarisability. In perturbation theory, one finds
χf†,h(ω) = −Z−1
∑
m,n
e−βEm
[〈m|f †|n〉〈n|h|m〉
ω − ωmn + iǫ −
〈m|h|n〉〈n|f †|m〉
ω + ωmn + iǫ
]
, (112)
with ωmn = Em −En, H0|n〉 = En|n〉, Z =
∑
n exp{−βEn}, and where thermal equilibrium is
assumed for t→ −∞. One also defines the dynamic structure factor
Sf (ω) = Z
−1
∑
m,n
e−βEm |〈n|f |m〉|2δ(ω − ωnm), (113)
which vanishes for ω < 0 and T → 0. In the case that f = h one then finds that the dynamic
structure factor is related as follows to the response function χf ≡ χf†,f .
χf (ω) = −
∫ ∞
−∞
dω′
[
Sf (ω
′)
ω − ω′ + iǫ −
Sf†(ω
′)
ω + ω′ + iǫ
]
. (114)
Using the relation (x − a ± iǫ)−1 = P(x − a)−1 ∓ iπδ(x − a) involving the Cauchy principal
part P one finds that the imaginary part of the response function is related to the dynamic
structure factor as follows,
Imχf (ω) = π(1− e−βω)Sf (ω), (115)
where we have used that, at finite temperatures, one has Sf (ω) = e
βωSf†(−ω). The imaginary
part of χ is usually called the spectral density related to the operator f ,
ρf (ω) = Z
−1
∑
m,n
(e−βEm − e−βEn)|〈n|f |m〉|22πδ(ω − ωnm) = 2Imχf (ω). (116)
In second-order perturbation theory one finds the rate of energy transfer to the system to be
dE/dt = 2ωImχf (ω) + terms ∝ exp{2iω} which provides us with a physical interpretation of
this quantity.
A sum-rule argument can now be used to relate the zeroth-order moment of the structure
factor (113) to the fluctuations of f ,∫ ∞
−∞
dω
(
Sf (ω) + Sf†(ω)
)
= 〈{f, f †}〉β, (117)
where 〈·〉β = Z−1
∑
m e
−βEm〈m| · |m〉, and where the completeness of the states |m〉 has been
used. Using again Sf (ω) = e
βωSf†(−ω) one finds the fluctuation-dissipation relation
〈{f, f †}〉β = 1
π
∫ ∞
−∞
dωρf (ω)
(
nBE(ω) +
1
2
)
, (118)
with the Bose-Einstein distribution nBE(ω) = (exp{βω} − 1)−1.
4.2 Equilibrium field theory
In thermal equilibrium, correlation functions can be determined using the functional quantum
field theoretical approach discussed in Sect. 3 if the real-time closed time path is replaced by
the imaginary path C = [0,−iβ]. β denotes the inverse temperature. Let us consider a spatially
uniform system. Since thermal equilibrium is time translation invariant, the two-point functions
depend only on relative space and time coordinates. In Fourier space one has, e.g.,
F
(eq)
ab (x, y) =
∫
dω ddp
(2π)d+1
e−iω(x0−y0)+ip(x−y)F
(eq)
ab (ω,p). (119)
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Fig. 17. (Color online) Left panel : Ratio of the envelopes of the unequal-time correlation functions,
ξ(t; p) = [(F11(t, 0; p)
2 + F12(t, 0; p)
2)/(ρ11(t, 0; p)
2 + ρ12(t, 0; p)
2)]1/2/n(t; p), for four different momen-
tum modes, as a function of time. The evolution corresponds to that shown in Fig. 15, Sect. 3.8.2.
Due to the normalization with respect to n(t; p) all ξ(t; p) are of the same order of magnitude. ξ is
a measure of the interdependence of the statistical and spectral functions, and its settling to a con-
stant value during the quasistationary drift period indicates that these functions become, as in thermal
equilibrium, connected through a fluctuation-dissipation relation. Right panel : Evolution of the kinetic
and interaction contributions to the total energy of the gas. During the quasistationary drift these
contributions assume the same order of magnitude, calling in mind the virial theorem.
Since, in equilibrium, the path integral determines the expectation value with respect to the
density matrix ρ ∝ exp{−βH}, the initial and final states must be set equal. This leads to the
periodicity condition for the imaginary-time propagator, Gab(x, y)|x0=0 = Gab(x, y)|x0=−iβ .
Inserting Eq. (6) into this condition one obtains the relation
F
(eq)
ab (ω,p) = −i
(
nBE(ω) +
1
2
)
ρ
(eq)
ab (ω,p) (120)
which, integrated over ω, is identical to the fluctuation-dissipation relation (118) [20,150]. In
deriving Eq. (120) we have used that the time x0 = 0 is the earliest on the imaginary path C
while x0 = −iβ is the latest, such that sgnC(x0− y0) yields opposite signs in the two limits. An
equivalent fluctuation-dissipation relation can be derived, using the same arguments, for the
equilibrium self-energy contributions ΣF and Σρ.
We emphasise that in nonequilibrium field theory, the relation (120) no longer holds. Far-
from-equilibrium dynamics in this respect allows for a greater variety of solutions. Nonetheless,
nonequilibrium field theory encompasses the near-equilibrium as well as vacuum theories, where
nBE(ω)→ 0.
4.3 Near-equilibrium time evolution of a 1D Bose gas
We now study the equilibration process of the one-dimensional Bose gas presented in Sect. 3.8.2
with respect to the characteristics of near-equilibrium evolution introduced in the previous
section. For this we consider the time dependence of the ratio of the envelopes of the unequal-
time correlation functions, specifically, ξ(t; p) = [(F11(t, 0; p)
2 + F12(t, 0; p)
2)/(ρ11(t, 0; p)
2 +
ρ12(t, 0; p)
2)]1/2/n(t; p). Confer Refs. [46,48] for more details. Similar studies for relativistic
gases have been presented in Refs. [151,152]. Fig. 17 (left panel) shows ξ, for four different
momentum modes, as a function of time. Due to the normalization with respect to n(t; p) all
ξ(t; p) are of the same order of magnitude. However, they show a distinct time evolution during
the dephasing period, before they settle to a constant value during the quasistationary drift. ξ
is a measure of the interdependence of the statistical and spectral functions, which, in thermal
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equilibrium, are connected through the fluctuation-dissipation relation given, in the momentum-
frequency domain, in Eq. (120) above. Hence, the time at which ξ becomes stationary indicates
that F and ρ are linked to each other long before the momentum distribution becomes thermal,
as can be seen from Fig. 16.
A further signature is found when comparing the kinetic and interaction contributions to
the total energy as shown in Fig. 17, right panel. During the quasistationary drift, these con-
tributions are constant and of the same order of magnitude, calling in mind the virial theorem.
In summary, during the drift period, as can be seen in Figs. 14 and 16, the system is not
yet in equilibrium as far as the momentum distribution and temperature are concerned. The
statistical and spectral correlation functions nevertheless are already locked to each other as
shown in Fig. 17, left panel. Hence, one may expect that during this period the dynamics can
be described using kinetic or transport equations, i.e., that it fulfills the requirements for the
approximations implied by quantum Boltzmann equations. We shall study this in more detail
in the following sections.
4.4 Transport equations
So far we have dealt with initial-value problems that describe the time evolution by means of
in general coupled equations of motion for time dependent correlation functions, given specific
values for them at the initial time. Alternatively, the time-evolution of many-body systems
is very often described in terms of kinetic or transport equations [20]. In general, the aim of
quantum kinetic theory is to find evolution equations for distribution functions f(x, t) or f˜(p, t),
interpreted, e.g., as particle number densities in x- or p-space. These distribution functions can
then be used to derive various transport properties of the many-particle system as, e.g., current
of charge or energy. For that reason, the evolution equations for f are generally referred to as
transport equations.
Kinetic descriptions usually neglect the effect of correlations between different times of the
evolution, i.e., they build, to a certain extent, on a Markovian approximation. In particular,
they neglect the initial dynamics directly after a change in the boundary conditions which drive
the system out of equilibrium. This shortcoming is cured in a dynamical approach as discussed
above. The buildup of correlations beyond the kinetic approximation, in these equations, is taken
into account by means of non-Markovian integrations over the evolution history of correlation
functions.
In the context of non-relativistic systems, in particular cold atomic gases cf., e.g., Refs. [20],
[153,154,155,156,157,158,159,160,45,44]. See also Refs. [161,162,163,164,165,166,167,168,169],
[170,171,172] in the context of relativistic physics. A comparison of dynamic equations with their
kinetic approximation for relativistic dynamics has been given in Refs. [161,173,174,175,171,172].
In this section, we derive transport equations from the 2PI dynamic equations (74), in leading
order (LO) and next-to-leading order (NLO) of a gradient expansion. See Refs. [172,49] for
more detailed discussions. The field expectation value φ is set to zero as before. If not stated
explicitely otherwise, field indices a, b, ... are suppressed in the following, and all products of
correlation functions are to be taken as matrix products.
We rewrite the exact dynamic equations (74) with the self energy given in NLO 1/N ap-
proximation as described in Sect. 3.6.3 in order to get evolution equations with respect to centre
and relative coordinates, providing a starting point for a gradient expansion and transforma-
tion to Wigner space. For simplicity we consider a system with spatially homogeneous initial
conditions for the two-point function. The initial values of the spectral function are fixed by
the commutation relations, cf. Eq. (109), ρ0,ab(x,y) = −iσ2,abδ(x− y).
To meet the requirements of the Fourier transformed equations in Wigner space on the one
hand and to benefit from the spatial homogeneity of the system on the other hand, we rewrite
the equations in terms of relative and centre space-time coordinates
X =
x+ y
2
, s = x− y ⇔ x = X + s/2, y = X − s/2 (121)
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where the two-point functions are to be transformed as, e.g., F (x, y) 7→ F (X, s), Σρ(x, z) 7→
Σρ(X + s′/2, s − s′), F (z, y) 7→ F (X + (s′ − s)/2, s′). We additionally introduce s′ = z − y
which later on serves as the integration variable in the memory integrals.
Using these definitions in Eqs. (74), and adding these equations to the corresponding equa-
tions for the time derivatives with respect to y0, one obtains differential equations with respect
to the centre time coordinate X0:
∂X0F (X, s) = iσ2
{[
Hˆ1B(X +
s
2
)− Hˆ1B(X − s
2
) +Σ(0)(X +
s
2
)−Σ(0)(X − s
2
)
]
F (X, s)
+
∫
s′
θ(X0 + s
′
0 −
s0
2
)
[
ΣR(X +
s′
2
, s− s′)F (X − s− s
′
2
, s′)
−GR(X + s
′
2
, s− s′)ΣF (X − s− s
′
2
, s′) +ΣF (X +
s′
2
, s− s′)GA(X − s− s
′
2
, s′)
− F (X + s
′
2
, s− s′)ΣA(X − s− s
′
2
, s′)
]}
, (122)
∂X0ρ(X, s) = iσ2
{[
Hˆ1B(X +
s
2
)− Hˆ1B(X − s
2
) +Σ(0)(X +
s
2
)−Σ(0)(X − s
2
)
]
ρ(X, s)
+
∫
s′
[
ΣR(X +
s′
2
, s− s′)ρ(X − s− s
′
2
, s′)
− ρ(X + s
′
2
, s− s′)ΣA(X − s− s
′
2
, s′) +Σρ(X +
s′
2
, s− s′)GA(X − s− s
′
2
, s′)
−GR(X + s
′
2
, s− s′)Σρ(X − s− s
′
2
, s′)
]}
. (123)
Note that, introducing retarded and advanced Greens functions and self-energies,
GR(x, y) = θ(x0 − y0)ρ(x, y), GA(x, y) = −θ(y0 − x0)ρ(x, y), (124)
ΣR(x, y) = θ(x0 − y0)Σρ(x, y), ΣA(x, y) = −θ(y0 − x0)Σρ(x, y), (125)
allowed us to send the integration limits of s′0 in Eqs. (122), (123) to ±∞. While the above
equations have been obtained by adding the equations for ∂x0F (x, y) and ∂y0F (x, y), etc., a
second set of equations for the derivatives of F (X, s) and ρ(X, s) with respect to s0 results when
subtracting the respective expressions. These equations are provided and discussed further in
Appendix A of Ref. [49].
4.4.1 Approximations
With the aim to derive transport equations, we apply the following approximations:
(i) The θ-function is neglected in the evolution equations for F , Eqs. (122), taking into
account that the correlations disappear for large relative times. This corresponds to sending
the initial time t0 to the infinite past. Note that, since an interacting system could have reached
equilibrium at any finite time, transport equations are initialised by specifying F and ρ at a
finite time using the equations with t0 → −∞ as approximate description [172].
(ii) A gradient expansion is applied with respect to the centre coordinates X . In leading
order this expansion corresponds to a Markovian approximation which neglects the variation of
the correlation functions along the centre time coordinate. The approximation is valid as long
as this variation is small on the time scale set by the size of the memory kernel. Physically, non-
Markovian effects are expected to be small for systems not too far from thermal equilibrium. In
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higher orders, this expansion is a derivative expansion of the correlation functions with respect
to the centre time and takes into account non-Markovian effects.
In leading order of the gradient expansion, one obtains from Eqs. (122) and (123), by keeping
the dependence of all functions Σ and G on X only and combining retarded and advanced
functions to spectral functions, the evolution equations
∂X0F (X, s) = iσ2
∫
s′
[
F (X, s− s′)Σρ(X, s′)− ρ(X, s− s′)ΣF (X, s′)
]
, (126)
∂X0ρ(X, s) = 0. (127)
Note that we have assumed homogeneous initial conditions such that all functions remain
constant along the spatial centre coordinate. In next-to-leading order in the gradient expansion
with respect to the centre time coordinate, these equations receive additional corrections. They
are given explicitely in Ref. [49], and we suppress them here for conciseness of the presentation.
The finally resulting NLO equations will be quoted below.
4.4.2 Transformation to Wigner space
The transformation to Wigner space involves a Fourier transformation with respect to the
relative coordinate s
F˜ (X, p) =
∫
s
eipsF (X, s), Σ˜R(X, p) =
∫
s
eipsΣR(X, s), (128)
etc., where ps = p0s0 − p · s.
For a spatially homogeneous system one finds that the diagonal matrix elements of F˜ are
purely real, while the off-diagonal matrix elements are purely imaginary.
We apply the transformation to the previously derived equations of motion and obtain
DX0 [F˜ (X, p)] = iσ2
{
F˜ (X, p)Σ˜ρ(X, p)− ρ˜(X, p)Σ˜F (X, p)
}
(129)
DX0 [ρ˜(X, p)] = 0 (130)
as the leading-order transport equations. In deriving these one needs to take care of the integra-
tion limits when interchanging the derivative with respect to the centre time with the relative
time integration. This enters the definition of the derivative operator
DX0 [F˜ (X, p)] =
∫ 2X0
−2X0
ds0
∫
d3s eips∂X0F (X, s)
= ∂X0 F˜ (X, p)− 2
[
e2ip0X0F (X, s0 = 2X0,p) + e
−2ip0X0F (X, s0 = −2X0,p)
]
. (131)
Assuming lims0→∞ F (s0) = 0 = lims0→∞ ρ(s0) yields limX0→∞DX0 = ∂X0 . The contributions
from the integration limits account for the fact that the correlation functions are initialised at
some time x0 = y0 = 0. These contributions can be removed for sufficiently late times as the
time correlations are expected to vanish for sufficiently large relative times.
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In next-to-leading order of the gradient expansion, the transport equations receive additional
contributions as follows.
DX0 [F˜ ] = LO + σ2
{[
∂X0Σ
(0)(X)
]
∂p0F˜ (X, p)
−1
2
[
{Σ˜+(X, p), F˜ (X, p)}0 + {Σ˜F (X, p), ρ˜+(X, p)}0
]}
, (132)
DX0 [ρ˜] = σ2
{[
∂X0Σ
(0)(X)
]
∂p0 ρ˜(X, p)
−1
2
[
{Σ˜+(X, p), ρ˜(X, p)}0 + {Σ˜ρ(X, p), ρ˜+(X, p)}0
]}
, (133)
These contributions involve Poisson brackets with respect to X0 and p0:
{A˜, B˜}0 = ∂A˜
∂p0
∂B˜
∂X0
− ∂A˜
∂X0
∂B˜
∂p0
. (134)
4.5 Comparison of dynamical and transport equations
It is desirable to compare the transport equations derived in the preceding section, in leading
order, Eq. (129), and next-to-leading order, Eq. (132), of the gradient expansion, with the
equations of motion (74). This is achieved in two steps. First, one calculates F and ρ using
equations (74) in the NLO 1/N -approximation. The results of this calculation are taken to
calculate, after a Fourier transformation to Wigner space, both the left-hand and the right-
hand sides of equations (129) and (132). The left-hand side yields the time derivatives of the
solutions of the 2PI dynamic equations with respect to the centre time coordinate, while the
right-hand side generates the corresponding approximative derivatives in leading order and
next-to-leading order of the gradient expansion.
4.5.1 Physical setup
We consider the same dilute homogeneous one-dimensional (D = 1) gas of sodium atoms as
defined in Sect. 3.8.1. For the results presented below the gas was chosen to be confined in a
periodic box of length L = Nsas ≈ 43µm. The spacing of the numerical grid is as = 1.33µm,
and the number of lattice points is Ns = 32. Using different initial line densities n1 between
105m−1 and 107m−1 the total particle number varies in the range from ∼ 4 to ∼ 400 particles.
Three different interaction strengths γ are considered, see Sect. 2.4.3, γ = 1.5·10−3, 0.15, 15,
with γn21 = mgn1 kept fixed by choosing the line densities accordingly. As will be discussed in
Sect. 5, the effect of quantum fluctuations is, in this way, increased with γ while the dynamics in
the classical statistical approximation remains unchanged, see Sect. 5. The correlation functions
are initialised as described in Sect. 3.8.1, i.e., the initial momentum distribution F (0, 0,p) is
chosen to be Gaussian, peaked around p = 0, with a width of σ = 6.5 · 104m−1, and the Bose
commutation relations fix the initial spectral function, ρ(x0, x0,p) = −iσ2.
4.5.2 Numerical solution of the dynamic equations
The 2PI dynamic equations are solved using the techniques described in Sect. 3.8.2 and their
solutions transformed to Wigner space. We expect the transport equations to reproduce, to
a good approximation, the full dynamical evolution, if the two-point functions vary slowly
with respect to the centre time coordinate X0 as compared to the change with the relative time
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Fig. 18. The statistical two-point function F for two different momentum modes as a function of the
relative and centre time coordinates s0 and X0, respectively. Left panel: momentum mode np = 0, right
panel: np = 8. The figures illustrate that the correlation function vanishes for sufficiently large relative
times. See the main text for the parameters chosen.
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Fig. 19. (color online) Spectral function
ρ˜ (green solid lines), and statistical func-
tion F˜ , normalised to the occupation
number of the momentum mode p (blue
dashed lines), as functions of p0, for dif-
ferent times X0 and different momen-
tum modes np. The difference between
the respective spectral and normalised
statistical functions decreases, indicat-
ing the emergence of a fluctuation-
dissipation relation. The good corre-
spondence for the zero mode np = 0 at
the initial time is related to the choice
of the initial condition.
coordinate s0. Figure 18 shows F (X0, s0,p) for two different momentum modes. We see that for
sufficiently late times the functions fall off to zero with increasing relative time s0. The spectral
function ρ shows a similar behaviour [49], and the self energy contributions ΣF,ρ decay even
faster in s0 as they involve F and ρ at least to the third power. Compared to their oscillations
along the relative time direction, only a weak dependence on the centre time coordinate is
found. The form of the correlators in the temporal plane shown in Fig. 18 is to be compared
with that of the correlators for an ideal gas which show an undamped oscillatory dependence
in the s0 direction, with the frequency given by the free dispersion p0 = p
2/2m.
As discussed in Sect. 4.2, the two-point functions F˜ and ρ˜ near equilibrium are expected to be
related by the fluctuation dissipation relation (120) if the system is close to equilibrium [20,150].
As can be seen in Figure 19 the function ρ˜21(X0, p) approaches F˜11(X0, p)/(n(X0,p)+
1
2 ) during
the time evolution described by the 2PI dynamic equations (74), where n(X0,p) = F11(X0, s0 =
0,p)− 12 .
4.5.3 2PI dynamical versus transport equations
We compare the time evolution as derived from the 2PI dynamic equations to their kinetic ap-
proximations following the procedure summarised in the introduction to Sect. 4.5. The absolute
values of the left-hand side (LHS), the right-hand side in leading order (LO) and the right-hand
side in next-to-leading order (NLO) of Eqns. (129), (132) are drawn in Figure 20.
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Fig. 20. (Color online) Time-derivative of the statistical two-point function as a function of centre
time X0 for two different momentum modes, np = 4 (left panel) and np = 8 (right panel): Comparison
of results from 2PI dynamic equations and those from their kinetic approximation. The (red) solid
lines correspond to the left-hand side (LHS), the (blue) dashed(-dotted) lines to the the right-hand
side in leading order (LO) (next-to-leading order, NLO) of the gradient expansion, Eqns. (129) and
(132), respectively. In the left column of each panel, the frequency p0 is that of the peak of the spectral
function, cf. Fig. 19 (‘on-shell’), in the respective right columns, p0 has been chosen two half-widths
away from it (‘off-shell’). From top to bottom, the line density n1 is rescaled as well as the interaction
parameter γ, so that mgn1 = γn
2
1 is kept fixed: Top row: case A n1 = 10
7m−1, γ = 1.5 · 10−3; middle
row: case B n1 = 10
6m−1, γ = 0.15; bottom row: case C n1 = 10
5m−1, γ = 15.
As already seen in Fig. 15 we observe three generic time regimes [29]: Strong oscillations
characteristic for early times, slow drifting at intermediate times, and a late-time approach to
equilibrium characterised by vanishing time derivatives.
Close to the initial time, the strong oscillations of F (X0, s0, p) and ρ(X0, s0, p) in the centre
time X0 are due to the finite integration limits s0 = ±2X0 in the s0 direction. The intermediate
drifting regime is reached (for γ = 1.5 · 10−3 at X0 ≃ 0.003 s) when the contributions of the
integration limits can be neglected. Non-vanishing derivatives of F˜ and ρ˜ with respect to X0
now solely result from the evolution of the correlations F (X0, s0,p) and ρ(X0, s0,p) in X0.
As can be seen in Figure 18, the change with X0 is slow compared to that with s0. Finally,
equilibrium is approached when all time derivatives vanish.
We consider in more detail the cases corresponding to (A) weak, (B) moderate, and (C)
strong effective interactions between the atoms:
Case A corresponds to weak interactions, γ = 1.5 ·10−3. The evolution is expected to be well
described by Boltzmann-type equations after the initial oscillations have damped out. Figure
20A (top row) shows the left-hand side (LHS, solid line) as well as the right-hand side of the
transport equations in leading order (LO, dashed line) and next-to-leading order (NLO, dashed-
dotted line) of the gradient expansion for two different momentum modes np = 4 (left panel)
and np = 8 (right panel). In the respective left columns, the frequency p0 is that of the peak
of the spectral function, cf. Fig. 19 (‘on-shell’), in the right columns, p0 has been chosen two
half-widths away from it (‘off-shell’). One finds that the 2PI dynamic and the kinetic equations
in general give the same results once the occupation numbers remain constant.
The NLO contributions depend on the p0 derivatives of the correlation functions. The cor-
relation functions in Wigner representation are non-zero for a continuum of frequencies p0, see
Fig. 19. This results in non-vanishing NLO contributions. However, as shown by the red dashed
line, no significant contributions to the transport equations are found after the decay of the
initial oscillations.
Case B. We increase the interaction parameter to γ = 0.15 while the initial line density
is decreased to n1 = 10
6. In this way g ∝ γn1 increases by a factor of 10 such that quantum
statistical correlations grow in importance, see Sect. 5. Fig. 20 shows that equilibrium is reached
faster, in particular for the higher momentum modes, while the intermediate drifting regime
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Fig. 21. (Color online) Time dependent
decay constant Γ as defined in Eq. (136),
where the time derivative dF˜ /dX0 is re-
placed by the left-hand side (LHS, solid
line), the right-hand side in leading order
(LO, dotted line) and in next-to-leading
order (NLO, dashed line) of the gradient
expansion, Eqs. (129) and (43) in [49],
for the on-shell and the off-shell case as
a function of the centre time. From top
to bottom, the line density n1 is rescaled
as well as the interaction parameter γ
with γn21 = const., compare Fig. 20. The
three rows correspond to cases A–C as
described in the text. Colors indicate the
momentum mode: np = 4 (red), np = 8
(blue), np = 12 (green). Non-constant
(and negative) values for Γ result from
the fact that the time regime of expo-
nential approach to equilibrium is not yet
reached.
observed in case A is reduced. For the lower momentum modes we get similar results as in case
A while for the higher momentum modes there is an essential difference to the preceding case:
correspondence between 2PI and transport equations is not reached until equilibration occurs.
Case C. We finally choose strong coupling, γ = 15, and decrease the line density to
n1 = 10
5m−1. Qualitatively similar results as in the preceding cases and a faster approach
to an equilibrium configuration are found, see third line of Fig. 20.
To study in more detail the late-time behaviour, we assume that, at late times, the statistical
correlation function decays exponentially to its equilibrium value with a decay constant Γ (p),
F˜ (X0, p) ≈ F˜ (X0 =∞, p) +∆F˜ (p)e−Γ (p)X0 , (135)
where ∆F˜ (p) is some constant independent of X0. In Fig. 21 we plot
Γ (X0, p) = −∂
2F˜ (X0, p)/∂X
2
0
∂F˜ (X0, p)/∂X0
, (136)
where ∂F˜ /∂X0 is given by the LHS, as well as by the LO and NLO expressions on the RHS
of Eq. (129). We focus the range of times X0 to those where Γ (X0, p) is settling to a constant,
indicating the emergence of an evolution according to kinetic theory. The top row of graphs
in Fig. 21 shows that the different mode evolutions are settling to an exponential decay at
times between 0.07 and 0.09 seconds, deep in the drifting regime. Hence, although a fluctuation
dissipation relation is established almost an order of magnitude in time earlier, the kinetic
approximation becomes strictly valid only at very late times. Fig. 21 also shows that it is in
general not sufficient to take into account only the LO approximation in the gradient expansion.
Let us furthermore study the dependence of the decay constants Γ on the line density n1.
Fig. 22 shows Γ for five different densities n1. We find an approximately linear dependence
of Γ on n1 which indicates that the source of damping is rather an off-shell two-body than a
three-body scattering effect.
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Fig. 22. (Color online) The decay con-
stant Γ as defined in Eq. (136) as a
function of the particle density n1, ex-
tracted from the solution of the 2PI dy-
namic equations at times tkin as indi-
cated with (blue) diamonds in the in-
set figure, after which the evolution can
be described to a good approximation
by an exponential decay. In the inset,
the corresponding times tdrift at which
the slow drift of the occupation num-
ber sets in are indicated with (green)
circles. The error bars indicate the vari-
ation of Γ , tkin, and tdrift over the dif-
ferent momentum modes. The red line
is a linear fit.
4.6 Summary
In this section we have studied further the dynamics of our equilibrating one-dimensional Bose
gas, thereby focusing on the comparison between a fully dynamical approach on the basis of
the 2PI effective action and the corresponding kinetic approximation in the form of Boltzmann-
type transport equations. Transport equations are derived from the 2PI dynamic equations for
the two-point correlation functions by means of a gradient expansion with respect to centre
coordinates and a subsequent Fourier transformation with respect to relative coordinates, i.e.,
a Wigner transformation. Furthermore, the details of the initial state are neglected by sending
the initial time to minus infinity. We found that the time evolution of the correlation functions
with respect to centre time occurs relatively slowly as compared to the oscillations with respect
to relative time.
A comparison of the statistical and spectral correlation functions showed that they begin
to be locked to each other as predicted by the equilibrium fluctuation-dissipation relation. This
occurs approximately at the same time as when the transport equations set in to be a good
approximation to the dynamical evolution according to the full dynamic equations. For weak
couplings one observes good correspondence of dynamic and transport equations after an initial
period of oscillations. However, off-shell effects are not covered by transport equations before
equilibration occurs. Increasing the dimensionless interaction strength parameter γ leads to
significant differences between the 2PI dynamic and the transport equations. Hence, the kinetic
description of the time evolution in terms of an exponential decay with decay rate Γ generically
sets in to be valid only at very large times, when no essential change in the momentum profile of
the system occurs any more. The late-time evolution is predominantly due to two-body off-shell
scattering effects.
5 Quantum vs. classical statistical dynamics
Many experiments with Bose-Einstein condensates of dilute gases have shown that the Gross-
Pitaevskii theory represents, in practice, a very good approximation to describe static and
dynamic features of these systems. Despite the fact that the first-order coherence reflected by
this equation has its origin in the quantum nature of the Bose condensation phenomenon, the
GPE arises as the classical field-theory approximation of the underlying quantum many-body
problem. It thus neglects all quantum statistical fluctuations contributing to the dynamics of
the scalar field. However, it is the role of these quantum statistical fluctuations which is of
central importance for our quantitative understanding of quantum many-body dynamics, so far
the least explored in the dynamical world.
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Two cases should be distinguished in this context: If the real-time dynamics of a Bose gas is
dominated by classical statistical fluctuations then it can be well approximated by a large num-
ber of numerical integrations of the classical field equation (GPE) and Monte Carlo sampling
techniques. Such simulations are done in many different areas in physics and to some extent form
a research field in its own. In the context of ultracold Bose gases, see e.g., Refs. [176,177,178].
Comparisons between simulations of classical field dynamics and the nonperturbative 2PI ap-
proach described in Sect. 3 have been presented in Refs. [179,37]. Simulations take into account
nonperturbative dynamics, however, they neglect all quantum corrections. For fermions, a cor-
responding classical statistical description does not exist. The other case concerns dynamics
where quantum fluctuations are relevant. In the following we quantitatively determine the role
of quantum fluctuations for a time-evolving Bose gas.
Many experiments concerning ultracold Bose gases fall short of being sensitive to quantum
statistical fluctuations and can be accurately described by classical field theory. This encom-
passes mean-field approximations which are applicable if classical fluctuations are small as
well as the case of strong classical fluctuations which requires simulations of classical field
equations. The importance of classical statistical fluctuations can rise if the gas is sufficiently
dense. A combination of low densities and strong self-interaction can lead to enhanced quan-
tum fluctuations as compared to classical statistical fluctuations. As discussed in Sect. 2.4,
zero-energy scattering resonances, particularly the so called magnetic Feshbach resonances, as
well as lower-dimensional gases so far have played a leading role in the creation of strong in-
teractions in degenerate atomic quantum gases. Present-day experimental techniques allow for
resonance-enhanced scattering lengths larger than the mean interatomic distance n−1/3, such
that the system is no longer in the collisionless regime.
In the following we discuss the difference between the quantum and classical statistical
theory which can be expressed in terms of interaction vertex terms for the quantum theory which
are absent in the classical statistical theory. This implies that the classical generating functional
is characterised by a reparametrisation property, which allows one to scale out the dependence of
the dynamics on the scattering length a. As a consequence, for the classical dynamics the effects
of a larger self-interaction can always be compensated by a smaller density. It is shown that
quantum corrections violate this invariance property. They become of increasing importance
with growing scattering length or reduced density. On this basis one derives a condition which
experimenters may use to find signatures of quantum fluctuations when preparing and probing
the dynamics of ultracold gases. To illustrate the differences we compare quantum and classical
evolution for the example of a one-dimensional Bose gas equilibrating in one spatial dimension
as it has already been the subject of Sects. 3.8 and 4.5.
5.1 Functional-integral approach to classical statistical dynamics
The use of functional methods to describe the dynamics of classical correlations dates back to
the work of Hopf in the context of statistical hydrodynamics [180]. A field theory for the descrip-
tion of classical fluctuations in terms of noncommutative classical fields was first suggested by
Martin, Siggia, and Rose (MSR) [181] and has been extensively used in critical dynamics near
equilibrium [182]. This theory has been reformulated later in terms of Lagrangian field theory
employing functional methods [183,184,185,186,187,188]. In these field theoretical approaches
to classical statistics, a doubling of the degrees of freedom occurs. For example, in the generat-
ing functional for Green functions, besides each field appearing in the fundamental Lagrangian,
a second ‘response’ field is integrated over. The functional integral approach to quantum field
dynamics developed by Schwinger and Keldysh employs the closed time path (CTP) contour
[189,190] in the time-ordered exponential integral as introduced in Sect. 3.3. The doubling of
fields in the MSR and Lagrangian approaches to classical dynamics corresponds to the fields
evaluated separately on the two branches of the Schwinger-Keldysh CTP [191,192,193]. Implica-
tions of the differences between the classical and quantum vertices, similar to the case considered
in this article, have been discussed, for other theories, e.g. in Refs. [194,195,196,150,197,193,198].
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5.2 A quantum-mechanical example
Let us begin with a simple quantum mechanical example, that of a quantum harmonic oscillator.
As is well known and was mentioned in our introduction to mean-field theory, the coherent states
(1) formed from the energy eigenstates of the oscillator describe classical motion as it is, e.g.,
seen in the trajectory of the mean value of the position operator. The wave packet shows a
dispersionless motion in the potential. As a reason for this special behaviour one can regard
the absence of genuinely quantum effects like tunneling or quantum reflection.
In the context of field theory it is common to regard mean-field approximations, including
the HFB theory as classical approximations in the statistical sense. The reason for this is
that the Hamiltonian is at most quadratic in the field operators and their derivatives. Such a
Hamiltonian can always be diagonalised and represents an essentially free system.
Before discussing these matters further let us shed a bit more light on the classicality of the
quantum harmonic oscillator using the path-integral formulation of initial-value problems. As
discussed in detail in Sect. 3.3, a path integral allowing to derive the time-evolution of operator
expectation values from a given initial state involves a time-integration over a closed time path,
leading from the initial time t0 to the maximum time of interest and back to t0. Hence, the
argument of the exponential in the measure, cf. Eq. (69), can be written as
SC [ϕ] = S[ϕ
+]− S[ϕ−], (137)
where ϕ± are the fluctuation fields evaluated on the outward (+) and backward (−) branches of
the CTP, respectively. Note that the relative minus sign stems from the reverted time integration
on the ‘−’ path. The CTP provides a doubling of fluctuation coordinates ϕ as compared to the
path integral for the simple quantum mechanical transition matrix element (42). In the case of
the harmonic oscillator with frequency ω the difference (137) can be explicitely written as
SC [ϕ] =
1
2
∫
dt
[
(ϕ˙+)2 − ω2(ϕ+)2 − (ϕ˙−)2 + ω2(ϕ−)2]
=
1
2
{
ϕ+0 ϕ˙
+
0 − ϕ−0 ϕ˙−0 −
∫
dt
[
ϕ+
(
∂2t + ω
2
)
ϕ+ − ϕ− (∂2t + ω2)ϕ−]} , (138)
where ϕ˙± = ∂tϕ
±, and an integration by parts produced the boundary terms involving the
coordinate ϕ±0 = ϕ
±(t0) and velocity ϕ˙
±
0 evaluated at t = t0. Expressing now the coordinates
evaluated on the + and − branches of the CTP in terms of a “centre” coordinate ϕ and a
“relative” coordinate ϕ˜, as ϕ± = ϕ± ϕ˜/2, we can rewrite SC as
SC [ϕ] = S[ϕ, ϕ˜] = −
{
ϕ˜0∂tϕ0 +
∫
dt ϕ˜
(
∂2t + ω
2
)
ϕ
}
, (139)
where we have performed two further partial integrations in order to get rid of any terms
involving derivatives of ϕ˜ in the integrand. In this way, also the boundary terms combine to
the single term left in Eq. (139). Inserting (139) into the path integral (69) for initial-value
problems one obtains∫
Dϕ+Dϕ− 〈ϕ+0 |ρ0|ϕ−0 〉 ei(S[ϕ
+]−S[ϕ−]) =
∫
DϕDϕ˜ ρ[ϕ0, ϕ˜0] eiS[ϕ,eϕ], (140)
with ρ[ϕ0, ϕ˜0] = 〈ϕ0+ ϕ˜0/2|ρ0|ϕ0− ϕ˜0/2〉, since the Jacobian of the transformation to ϕ and ϕ˜
is equal to one. This path integral is of the form discussed in the context of classical statistical
physics and contains, besides the integration over the physical coordinate ϕ, an additional
integration over an auxiliary coordinate ϕ˜, see, e.g., Refs. [183,184,185,186,187,188]. The final
step is done by observing that the integral over ϕ˜ can be analytically performed, which gives,
as integrand of the remaining path integral, a functional delta distribution,∫
DϕDϕ˜ ρ[ϕ0, ϕ˜0] eiS[ϕ,eϕ] =
∫
dϕ0dπ0W [ϕ0, π0]
∫
D′′ϕ δ[(∂2t + ω2)ϕ]. (141)
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Here, π = ∂tϕ denotes the momentum canonically conjugate to the harmonic-oscillator coor-
dinate ϕ, and the initial phase space distribution W [ϕ0, π0] is defined as the Fourier transform
of the density matrix in ϕ0-ϕ˜0 representation,
W [ϕ0, π0] =
∫
dϕ˜0 ρ[ϕ0, ϕ˜0] exp{−iϕ˜0π0}. (142)
Note that the phase factor in Eq. (142) originates from the boundary terms obtained in the
partial integrations in Eqs. (138) and (139). The double-primed measure D′′ϕ excludes the
integrations over the initial-time coordinate ϕ0 as well as over the next-to-initial-time coordinate
which is rewritten as an integration over the initial velocity π0 = ∂tϕ0.
The integral obtained in Eq. (141) performs a classical average over a distribution which is
given by the initial phase space distribution W [ϕ0, π0] propagated to any later time of interest
by means of the classical equation of motion. For example, assume the path integral to be used
for the evaluation of the mean value of Φ(t) at some time t > t0,
〈Φ(t)〉 =
∫
dϕ0dπ0W [ϕ0, π0]
∫
D′′ϕ ϕ(t) δ[(∂2t + ω2)ϕ]
=
∫
dϕ0dπ0W [ϕ0, π0]
∫
D′′ϕ ϕ(t)J [ϕ]δ[ϕ − ϕcl], (143)
where ϕcl is the solution of the classical equation of motion (∂
2
t +ω
2)ϕ(t) = 0 given initial values
ϕ0 and π0 for coordinate and velocity, respectively. The Jacobean J [ϕ] = |det(δ2S[ϕ, ϕ˜]/δϕδϕ˜)|
is an irrelevant normalisation constant which has been discussed in detail in Ref. [198] and
references therein. The integral can be performed numerically if W [ϕ0, π0] is a positive definite,
normalised probability distribution in phase space, in the case discussed here for the initial po-
sition ϕ0 and momentum π0 of the classical oscillator. Hereby, the functional delta distribution
implies, that the initial coordinates sampling W are evolved according to the classical oscillator
equation from t0 to time t. The resulting distribution is used to perform the average over ϕ.
This implies that any correlation function describing the evolution of the quantum me-
chanical harmonic oscillator can be evaluated using classical statistical sampling given that
the initial phase-space distribution is positive definite. Nevertheless, the oscillator is of course
inherently quantum since its ground state does not correspond to the classical ground state
with ϕ = ∂tϕ = 0. A real initial state contains in any case these quantum fluctuation effects,
though they may be negligible compared to the high-energy classical occupation. Despite this,
however, no further quantum fluctuations occur during the time evolution of the oscillator.
The reason for this classicality is, clearly, that the Hamiltonian is quadratic in ϕ. Consider,
e.g., the anharmonic oscillator, with classical action
S[ϕ] =
∫
dt
[
1
2
(
ϕ˙2 − ω2ϕ2)− λϕ4] . (144)
The quartic term no longer allows to rewrite the action on the close time path into a functional
linear in ϕ˜. On rather obtains∫
dt
(
ϕ+
4 − ϕ−4
)
=
1
2
∫
dt
(
ϕ˜ϕ3 +
1
4
ϕ˜3ϕ
)
. (145)
Neglecting the second term which is cubic in ϕ˜ one can still integrate out ϕ˜ and obtains the
classical statistical integral∫
dϕ0dπ0W [ϕ0, π0]
∫
D′′ϕ δ[(∂2t + ω2)ϕ+ λϕ3], (146)
again with the classical equation of motion in the argument of the functional delta distribution.
This procedure is, however, no longer possible if the second term in Eq. (145) is kept, and
Ultracold gases far from equilibrium 49
g
_
2
_
g
8
(a) (b)
H    =int
+
ab
x,a y,b
G   (x,y)R
x,a y,b
G   (x,y)abA
F   (x,y)
ab
=
=
=
x,a y,b
Fig. 23. (color online) (a) Diagrammatic representation of the correlators in the ϕ-ϕ˜ basis. A full
line indicates the 1- or ϕ-component, a broken line the 2- or ϕ˜-component. Fab(x, y) is the statistical
correlation function, GRab(x, y) = ρab(x, y)θ(x0− y0) and G
A
ab(x, y) = −ρab(x, y)θ(y0− x0) the retarded
and advanced Green functions, respectively. Their representation in terms of the real-valued spectral
correlation function ρab(x, y) exposes the θ-functions which imply the respective time ordering in x0,
y0. (b) Diagrammatic expansion of the quantum vertex contributing to the action as in Eq. (149). The
classical action is lacking the second contribution (red square).
the explicit path integration over ϕ˜ must be kept during the evolution. Hence, the quantum
anharmonic oscillator indeed shows fluctuation effects beyond classical statistics.
We finally point out that the classical approximation neglecting the ϕ˜3ϕ vertex is equivalent
to the so-called Truncated Wigner Approximation known in quantum optics. See Ref. [199] for
details as well an approach to include corrections caused by quantum fluctuations analogous to
what is described above. Closely related results were recently presented in Ref. [200].
5.3 Field theory
We will now summarise the difference between classical and quantum statistical evolution il-
lustrated in the previous section for the case of field theory. Specifically, we shall use, in this
context, the 2PI functional approach introduced in Sect. 3 and study the dynamics of the
one-dimensional Bose gas.
Consider the scalar theory of a single-species interacting Bose gas as defined by the classical
action (55). Introducing a linear transformation of the fields as(
ϕa
ϕ˜a
)
≡ R
(
ϕ+a
ϕ−a
)
, with R =
(
1
2
1
2
1 −1
)
, (147)
this action assumes the form S[ϕ, ϕ˜] = S0[ϕ, ϕ˜] + Sint[ϕ, ϕ˜], with the free-field-theory action
S0[ϕ, ϕ˜] =
1
2
∫
xy
(ϕa, ϕ˜a)
(
0 iG−10,ab
iG−10,ab 0
)(
ϕb
ϕ˜b
)
(148)
and the interaction part
Sint[ϕ, ϕ˜] = −g
2
∫
x
ϕ˜a(x)ϕa(x)ϕb(x)ϕb(x)− g
8
∫
x
ϕ˜a(x)ϕ˜a(x)ϕ˜b(x)ϕb(x), (149)
in full analogy to the anharmonic oscillator discussed above.
It is beyond the scope of this article to present the derivation of quantum and classical
versions of the 2PI effective action and the equations of motion obtained with this, which can
be found in Ref. [48]. In there, also a more careful analysis of the boundary terms neglected above
is given. Here, we shall present a concise diagrammatic illustration of the differences emerging.
For this we note that the CTP propagator matrix is transformed, by R from Eq. (147), to(
Fab −iGRab
−iGAab 0
)
= R
(
G++ab G
+−
ab
G−+ab G
−−
ab
)
RT , (150)
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where Fab(x, y) is the statistical correlation function, Eq. (6), and G
R
ab(x, y) = ρab(x, y)θ(x0 −
y0) and G
A
ab(x, y) = −ρab(x, y)θ(y0 − x0) are the retarded and advanced Green functions,
respectively, which are directly related to the spectral function ρ. Gstab(x, y), with s, t ∈ {+,−},
denote the full propagator, with x0 and y0 evaluated on branch s and t of the CTP, respectively.
Eqs. (149) and (150) suggest that the propagators and bare vertices forming the diagrams which
occur in the effective action when written in the R-transformed basis can be diagrammatically
represented as shown in Fig. 23. See Ref. [48] for details of the derivation.
We consider the possible one-loop as well as higher-loop, closed 2PI diagrams which can be
formed from these constituents. Obviously, solid lines only connect to solid lines, and dashed
lines to dashed ones. Since both vertices have an odd number of solid and dashed legs, no
diagram up to the two-loop double-bubble diagram, i.e., up to first order in the coupling can
contain a quantum vertex, depicted as a (red) diamond in Fig. 23. Hence, up to the HFB mean-
field approximation, the dynamic equations are of classical statistical nature, i.e., apart from
quantum effects in the initial state, the ensuing dynamics can be simulated by Monte-Carlo
methods.
5.3.1 Rescaled fields
The classical statistical generating functional, in which Sint is lacking the second term in
Eq. (149), exhibits an important reparametrisation property: If the fluctuating fields are rescaled
according to
ϕa(x)→ ϕ′a(x) =
√
g ϕa(x), ϕ˜a(x)→ ϕ˜′a(x) = (1/
√
g) ϕ˜a(x) (151)
then the coupling g drops out of Scl[ϕ, ϕ˜] = S0[ϕ, ϕ˜] + S
cl
int[ϕ, ϕ˜] where S
cl denotes the term
in Eq. (149) linear in ϕ˜. The free part S0[ϕ, ϕ˜] remains unchanged and the interaction part
becomes
Sclint[ϕ
′, ϕ˜′] = −1
2
∫
x
ϕ˜′a(x)ϕ
′
a(x)ϕ
′
b(x)ϕ
′
b(x). (152)
Moreover, the functional measure is invariant under the rescaling (151), and the sources can be
redefined accordingly. Therefore, the classical statistical generating functional becomes inde-
pendent of g, except for the coupling dependence entering the probability distribution fixing the
initial conditions. Accordingly, as is well known for the Gross-Pitaevskii equation, the coupling
does not enter the classical dynamic equations for correlation functions. All the g-dependence
enters the initial conditions which are required to solve the dynamic equations.
In contrast to the classical case, this reparametrisation property is absent for the quantum
theory. After the rescaling (151) one is left with S[ϕ′, ϕ˜′] whose coupling dependence is given
by the interaction part
Sint[ϕ
′, ϕ˜′] = −1
2
∫
x
ϕ˜′a(x)ϕ
′
a(x)ϕ
′
b(x)ϕ
′
b(x)−
g2
8
∫
x
ϕ˜′a(x)ϕ˜
′
a(x)ϕ˜
′
b(x)ϕ
′
b(x), (153)
according to Eq. (149). Comparing to (152) one observes that the ’quantum’ part of the vertex
encodes all the g-dependence of the dynamics.
The comparison of quantum versus classical dynamics becomes particularly transparent
using the above rescaling. The rescaled macroscopic field and statistical correlation function
are given by
φ′a(x) =
√
gφa(x), F
′
ab(x, y) = gFab(x, y), (154)
while the spectral function ρab(x, y) remains unchanged as Eq. (150) suggests and is shown in
Ref. [48]. Similarly, we define for the statistical self-energy entering the dynamic equations (74)
ΣF ′ab (x, y) = gΣ
F
ab(x, y). (155)
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Fig. 24. (color online) Bubble chains con-
tributing to the functions I ′F and Iρ at NLO
in the 2PI 1/N expansion, see Fig. 23 for def-
initions. The chains of type (Q1) and (Q2)
only appear for a quantum system. Type (C) is
present both in quantum and classical systems.
These diagrams exhibit that in each term con-
tributing to the functions I ′F and Iρ, there is
at most one loop involving two correlators F ′
or ρ. In the classical limit, the loops involving
two ρ are suppressed compared to those with
two F ′.
5.3.2 Quantum vs. classical statistical self-energy
To identify the precise difference between the quantum and the classical time evolution, details
about the self-energies are required. In the following, we quote the result for the self-energies
in NLO of the 2PI 1/N expansion introduced in Sect. 3.6.3. The self energies (84), expressed
in the rescaled variables (154) and (155) read:(
ΣFab(x, y)
− 12Σρab(x, y)
)
= −
(
I ′F (x, y)
− 12Iρ(x, y)
)
φ′a(x)φ
′
b(y)
−
(
∆′F (x, y)
g2
2 ∆ρ(x, y)− 12∆ρ(x, y) ∆′F (x, y)
)(
F ′ab(x, y)
− 12ρab(x, y)
)
, (156)
with ∆′F (x, y) = I
′
F (x, y) + P
′
F (x, y), etc. The functions I
′
F and Iρ satisfy(
IF (x, y)
Iρ(x, y)
)
= −
(
Π ′F (x, y)
Πρ(x, y)
)
+
∫ x0
0
dz Iρ(x, z)
(
Π ′F (z, y)
Πρ(z, y)
)
−
∫ y0
0
dz
(
I ′F (x, z)
Iρ(x, z)
)
Πρ(z, y)
]
,
(157)
with
Π ′F (x, y) = −
1
2
[
F ′ab(x, y)F
′
ab(x, y)−
g2
4
ρab(x, y)ρab(x, y)
]
,
Πρ(x, y) = −F ′ab(x, y)ρab(x, y). (158)
Consider the bubble-chain diagrams occurring within the NLO 1/N approximation as de-
picted in Fig. 10. Connecting the correlators through the respective vertices, in the ϕ-ϕ˜ basis
of Fig. 23, one finds which types of bubble chains appear. The classes of non-vanishing chains
shown in Fig. 24 confirm the structure of the functions I ′F (x, y) and Iρ(x, y) which are deter-
mined by the integral equation (157): In each term contributing to the diagrammatic expansion
of these functions there is at most one loop containing two F ′ or two ρ correlators, the latter
resulting from either GR or GA. In addition to this one finds that only the loop containing two
ρ correlators goes with the vertex which is present in the quantum case only. Hence, considering
the classical dynamics, the ∼ g2ρ2 terms are absent together with the ‘quantum’ vertex. For
the same reasons, the contribution ∼ (g2/4)[Iρ(x, y) + Pρ(x, y)]ρab(x, y) to ΣFab(x, y), Eq. (84),
is absent for the classical statistical theory. These arguments can be easily extended to the case
that φ 6= 0 and the terms missing in the classical theory be determined [48].
5.4 Classicality criterion
Summarizing, one concludes that all equations (73)–(75), (86)–(88), and (156)–(158) remain
the same in the classical statistical limit except for differing expressions for the statistical
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components of the self-energy
ΣF ′ab (x, y)
classical limit−→ −
{
I ′F (x, y)φ
′
a(x)φ
′
b(y) + [I
′
F (x, y) + P
′
F (x, y)]F
′
ab(x, y)
}
,
Π ′F (x, y)
classical limit−→ −1
2
F ′ab(x, y)F
′
ab(x, y), (159)
replacing the respective expression in Eqs. (84). The classical statistical self-energies can be
obtained from the respective quantum ones by dropping two spectral (ρ-type) components
compared to two statistical (F -type) functions. For vanishing φ where PF,ρ = 0 this corresponds
to the result of Ref. [179]. After the rescaling (151) the ’quantum’ terms can be directly identified
since they are the only g-dependent terms, which are absent in the classical statistical theory
according to the above discussion. As a consequence, for the classical dynamics the effects of a
larger coupling can always be compensated by changing the initial conditions such that Fg, as
well as φ
√
g, remain constant. This cannot be achieved once quantum corrections are taken into
account, since they become of increasing importance with growing coupling or reduced initial
values for F and φ.
Eq. (159) describes the differences between quantum and classical statistical equations of
motion. In turn one can ask under which conditions these differences are negligible. In that case
the quantum dynamics can be well approximated by classical statistical dynamics. Analysing
the bubble one finds that a sufficient condition for the suppression of quantum fluctuations
compared to classical statistical fluctuations is given by [48]
|F ′ab(x, y)F ′cd(z, w)| ≫
3
4
g2 |ρab(x, y)ρcd(z, w)| . (160)
This condition is not based on thermal equilibrium assumptions and holds also for far-from-
equilibrium dynamics. In particular, it is independent of the value of the macroscopic field φ.
It can be applied, of course, also in thermal equilibrium, for which the statistical and spectral
correlation functions are related by a fluctuation-dissipation relation, see Eq. (120) in Sect. 4.2.
For large temperatures, kBT ≫ ω − µ, one has |F (eq)′(ω,p)|/g ≫ |ρ(eq)(ω,p)|, i.e., the clas-
sicality condition is fulfilled for all modes whose occupation number ∼ F (eq)′(ω,p)/g is much
larger than O(1).
The equivalent statement also holds for nonequilibrium evolutions whenever it is possible
to define a suitable ’occupation number’ from a space-time or energy-momentum dependent
proportionality between F and ρ. Away from equilibrium the situation is often considerably
more complicated. Strictly speaking the condition (160) must be valid at all times and for all
space points, or momenta in Fourier space, for the classical and the quantum evolution to agree.
In practice, however, it needs only be fulfilled for time and space averages. In Sect. 5.5 we will
demonstrate how quantum evolution can be approximated for not too late times by classical
statistical dynamics, if the correlation functions satisfy (160) at initial time. In order to have
quantum fluctuations playing a significant role, one needs, according to our above findings, to
increase the interaction strength g accordingly or change the phase-space structure by changing
the external trapping potential. For example, in a one-dimensional trap, an effectively strong
coupling and strong quantum fluctuations can be induced by reducing the line density of atoms
while their interaction strength is kept constant.
5.5 Quantum vs. classical evolution of an ultracold Bose gas
In this section we apply the theoretical methods summarised above to the equilibrating 1D Bose
gas studied already in Sects. 3.8, 4.3, and 4.5. Along the lines discussed in the previous sections
we compare the evolution involving only classical statistical fluctuations with that which also
takes into account quantum corrections. Both, the classical and the quantum gas are assumed
to be initially characterised by the same far-from-equilibrium initial conditions far. We solve
Eqs. (74), with the self-energies now given by Eqs. (159), for the initial conditions given in
Ultracold gases far from equilibrium 53
0.0001 0.001 0.01 0.1
t [s]
10-6
10-5
10-4
10-3
10-2
10-1
1
n
(t;
p i)
 / n
1L
Fig. 25. (Color online) The nor-
malised momentum-mode occupa-
tion numbers n(t; p)/n1L for the clas-
sical gas (black solid lines) compared
to their quantum counterparts from
Fig. 15 (red dashed lines), as func-
tions of time. Shown are the popu-
lations of the modes with p = pi =
2Ns/L sin(ipi/Ns), i = 0, 1, ..., Ns/2,
and one has n(t;−p) = n(t; p). In
contrast to the quantum statistical
evolution there is no quick dephasing
in the classical case, such that the ini-
tially empty modes become only sub-
sequently filled, as is discussed in the
main text. At large times, the clas-
sical and quantum gases necessarily
evolve to different distributions.
Section 3.8.1, first with α = 0. For comparison we also consider the case α = 1 such that the
classical and quantum initial correlation functions F and ρ are identical.
The time evolution of the initially Gaussian far-from-equilibrium momentum distribution
of the classical gas is shown in Fig. 25. The mode occupations are shown as (black) solid
lines, and for better comparison, we have quoted the quantum evolution from Fig. 15 as (red)
dashed curves. One observes that the time evolution of the modes with occupation number
n(t; p) > 1, i.e., n(t; p)/n1L > 10
−3, is, for most of the time, identical to that obtained in
the quantum case, confirming condition (160). As expected, for the strongly populated modes
of a weakly interacting bosonic gas quantum fluctuations do not play a significant role for
not too large times. Only when the evolution approaches the equilibrium state, the differences
between quantum and classical statistics are expected to lead to a Bose-Einstein and classical
distribution, respectively. We point out that, although we have chosen, for our comparison,
the same initial occupation numbers in the two cases, the total energies are different since the
initial correlation functions differ according to Eq. (108). Hence, also the final-state occupation
numbers of the low momentum modes can differ.
We finally point to the substantial differences in the short-time evolution of the weakly
populated modes. While, in the quantum gas, the large-momentum mode populations are all
growing at the same rate, the modes of the classical gas become populated much more gradually.
The quantum-gas modes are occupied by 0.01 and 1 particle per mode already between 0.5 and
1µs, while the classical modes need up to ten times longer. The distinct quantum behaviour of
the modes can be understood as follows. At the energies present in such an ultracold gas, the
atomic interactions are essentially pointlike, i.e., the range of the potential is not resolved and
the coupling function or scattering amplitude is constant over the range of relevant momenta.
Hence, in a single scattering event, the distance of two atoms is localised to zero, such that the
relative momentum of the atoms is completely unknown immediately after the collision. This
means that the transfer probability of the atoms is the same for any final momentum mode, and
this is observed as a quick, collective population in the respective, so far essentially unoccupied
modes.
For comparison we repeated our calculations for a non-local interaction potential. In the
momentum domain, this corresponds to a coupling function which is cut off at large momenta,
and we chose the cutoff within the range of the momenta shown explicitly in Fig. 25. In this
case we find that the quantum evolution is modified such that it becomes similar to that of the
classical gas. In particular, all modes above the cutoff populate gradually one after each other.
The differences between the quantum and classical evolutions shown above depend, however,
considerably on the choice of initial conditions. To compare the characteristics of the evolutions
which are independent of the initial choice of F , we have repeated the classical calculations for
an initial momentum distribution where, as compared to before, a constant occupation number
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Fig. 26. (Color online) The nor-
malised momentum-mode occupa-
tion numbers n(t; p)/n1L for the clas-
sical gas (black solid lines) compared
to their quantum counterparts from
Fig. 15 (red dotted lines), as func-
tions of time. All parameters are cho-
sen as in Fig. 25, except for σ =
6.5 ·104 m−1. The dashed (blue) lines
show n(t, p)−1/2, i.e., after subtract-
ing the additional flat initial distri-
bution which simulates the quantum
“zero point fluctuations”.
1/2 has been added. Hence, we chose α = 1 in the initial values of F , Eq. (108), as in the
quantum case, such that F is identical for x0 = y0 = t0 in the classical and quantum cases. The
results are shown in Fig. 26. The (red) dotted lines show, again, the quantum evolution, while the
classical mode populations for the same initial conditions for F and ρ are shown as solid (black)
lines. Subtracting 1/2 from each Faa(t, t; p) gives the dashed (blue) lines. One finds, that during
the initial period the evolution of the variation of the high-momentum modes with respect to
their initial occupation is identical to the quantum evolution of the occupation numbers. At
intermediate times, however, there are deviations which lead to occupation numbers up to
a percent lower than 1/2. Although the chosen initial conditions which, in the classical case
correspond to a base occupation of each mode with 1/2 atom, seem unphysical, our results
show that for the dilute, weakly interacting gas under consideration, there are differences only
in those modes which, in the mean, are populated with less than one atom. Quantum statistical
fluctuations play a role only for these modes.
6 Summary
We have discussed functional field theoretical approaches to far-from-equilibrium quantum
many-body dynamics. The central topic were methods based on the real-time two-particle
irreducible (2PI) effective action to derive coupled integro-differential equations of motion for
correlation functions. These equations were used to study, as a working example, the long-
time evolution and equilibration of an ultracold Bose gas in one spatial dimension, starting
in a state far away from equilibrium. They allow to access phenomena which are beyond the
reach of transport or kinetic theory, i.e., beyond that of (quantum) Boltzmann equations. Non-
perturbative approximation schemes were discussed which allow to gain access to the dynamics
of strongly interacting systems and to long-time evolution and thermalisation.
By use of functional renormalisation-group (RG) techniques the 2PI dynamic equations
were rederived in a particular truncation scheme of the RG flow equations, and an alternative
non-perturbative approximation for use with strongly correlated systems was obtained.
The transition from initial to late-time nonequilibrium evolution and the emergence of trans-
port theory were studied in detail and illustrated with the one-dimensional Bose gas example.
In the last part, we worked out the distinction between classical and quantum statistical fluc-
tuations during the time evolution of a quantum system, first on the example of a quantum
mechanical harmonic oscillator described by a Feynman path integral. Extending the formula-
tion to functional integrals allowed us to identify the effect of quantum fluctuations in terms of
vertex contributions which are absent in the classical case.
Nonequilibrium quantum field theory has seen a vigorous development during the past
decade, but many questions remain open leaving space for further progress. Nonperturbative
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approximations to describe strongly correlated systems are at hand but need to be explored in
more detail concerning their applicability to various specific configurations. For such applica-
tions also numerical methods are desirable, as they are existing and used for classical statistical
evolutions. New field theoretical methods which provide the nonequilibrium time evolution,
e.g., of equal-time correlation functions but do not require memory integrals over the history
of the non-equal-time functions to be evaluated explicitly would help towards applications.
Experiments with ultracold gases have the potential to provide precise information about
nonequilibrium dynamics of correlations. The methods described in this article must be made
accessible to these experiments, i.e., concrete applications need to be developed and optimal
observables need to be found. With these tasks in mind dynamical field theory is expected to
continue to be and develop even stronger to an exciting research field.
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