Qualitative data clustering is a fundamental data analysis task, with applications in many areas, like medicine, sociology, and economics. An appealing way to deal with this task is via Integer Linear Programming, as it avoids inappropriate inferences by the final user. This approach has two main advantages: the data are directly used, without the need of being converted to quantitative values, and the optimal number of clusters is automatically obtained by solving the optimization problem. However, it might create large and redundant models, which can limit the size of the problems it can be applied. Recently, models that are more compact and able to avoid some redundancy have been proposed in the literature. These models consume less memory and are faster to obtain the optimal solution set. In this study, a new model is introduced and compared with the state-of-the-art alternatives using datasets from different application domains. Empirical results show that the new model outperforms its predecessors, achieving the optimal solution set with lower computational time and memory consumption.
I. INTRODUCTION
Data clustering is fundamental for many data analysis applications. It is frequently used to learn and understand the relationship between entities. Due to the importance of data clustering, several clustering techniques have been proposed in the literature [1] . Formally, a clustering technique distributes a set of n entities, each characterized by m attributes, into disjoint subsets (or clusters) as homogeneous as possible, regarding the data attributes. In general, the clustering process is performed in two steps. First, a similarity measure is selected to distinguish the entities. Next, the entities are grouped into clusters according to their similarities [2] .
Qualitative data clustering works with data composed only of qualitative attributes. Qualitative data are common in different knowledge domains, like medicine [3] , sociology [4] and economics [5] , where qualitative attributes, like "blood type", "gender" and "industrial sector", respectively, are frequently employed. In spite of a large number of datasets with qualitative attributes, there are few algorithms specifically tailored to cluster qualitative data [6] .
This work focus on an Integer Linear Programming (ILP), which formulates this clustering problem as a Clique Partitioning Problem (CPP) [7] . This approach has some advantages when compared with related techniques. First, the data are directly used, avoiding inappropriate conversions from qualitative to quantitative data. Another benefit is the automatic identification of the optimal number of clusters, avoiding another improper inference of the specialist. Finally, Wang et al. [8] reported that this approach provides superior cluster structure recovery when compared to heuristic approaches, like the latent class cluster analysis [9] and the K-means [10] techniques. The standard ILP model for CPP, however, may contain a large number of redundant constraints. If removed, redundant constraints do not change the optimal solution set. Nonetheless, they limit the size of the problems that can be solved. Some strategies were proposed to eliminate redundant constraints, like the cutting plane heuristic proposed by Grötschel et al. [7] and the development of more compact models by Dinh et al. [11] and Miyauchi et al. [12] . In this paper, the authors extend the results from [12] , presenting a new CPP model. Experiments reported next show the good results obtained by the proposed model for datasets from different application domains.
This work is organized as follows. In Section II, the problem is defined, and the standard mathematical programming formulation is presented. Section III introduces the proposed model. The computational experiments are reported in Section IV. Finally, conclusions are discussed in Section V, along with future work directions.
II. QUALITATIVE DATA CLUSTERING VIA ILP
Grötschel et al. [7] provided an Integer Linear Programming model based on the Clique Partitioning Problem (CPP) for qualitative data clustering. The CPP model this problem as a complete weighted graph where each entity of the dataset is represented by a vertex and the edges weight represents the similarity between entities. The goal is to partition the graph into complete subgraphs that have the highest similarity value among its members. To illustrate this approach, consider a dataset with n entities and m qualitative attributes (Table I) . The similarity between entities i and j is calculated as:
where r k ij = 1 attribute k is the same in i and j, 0 otherwise and I ij is the total of incomplete attributes. The similarity matrix S is obtained after applying Equation 1 to the data from Table I . Figure 1a shows the problem presented in Table I as a complete weighted graph. Figure 1b represents the optimal solution obtained by the CPP. Based on the similarity matrix S, Grötschel et al. [7] provided the following ILP model, defined here as GM, to solve this problem:
if i and j are in the same group 0 otherwise.
Constraints (2) (3) (4) are called "transitivity constraints". They enforce that: if vertex i is in the same cluster as vertex j, and j is in the same cluster as vertex k then i is in the same cluster as k. The GM model has a total of O(n 3 ) transitivity constraints. This huge number of constraints may prevent the use of this model on larger instances since it demands more computational resource as n grows.
Grötschel et al. [7] , however, experimentally discovered that a large number of the transitivity constraints are redundant. Only a subset of then was needed by their cutting plane algorithm [13] to achieve the problem optimal solution. This fact justified the development of new models that could avoid such redundancy.
Recently, Miyauchi et al. [12] provided two ILP models that are more compact and faster than the standard GM model. Although these models are able to reduce considerably the number of redundant constraints, there is still room for improvement. Hence, a new model is proposed in this paper. It addresses the problems encountered in previous proposals while achieving superior redundancy elimination.
In the next section the models proposed by [12] , denoted here as GM1 and GM2, are revisited highlighting some of its shortcomings. Next, the new model is introduced, exposing some particular aspects of the qualitative data clustering problem that were considered to create a more compact ILP model.
III. PROPOSAL OF A NEW CPP MODEL
To better understand the new model proposed in this work, consider a complete undirected data graph denoted by G = (V, E), where V and E are, respectively, sets of vertices and edges. An edge is denoted by {i, j} (i, j ∈ V ) and its weight value is represented by the similarity (s ij ).
Let x = (x ij ) be a feasible solution of model GM, and
where E is the set of edges present inside the clusters of the feasible solution and C is the set of the corresponding p clusters.
Miyauchi et al. [12] proposed new ILP models that have less redundant constraints than the GM model. The authors analyzed the groups obtained in the optimal partition and defined a sufficient condition that its edge weights should follow to preserve group structure. A constraint will be included in those models only if it respects such condition, otherwise, it is considered as redundant.
The sufficient condition states that if any cluster C in the optimal solution is partitioned in two clusters {A, B}, the set of edges between clusters (E AB ) must contain at least one non-negative edge weight. Otherwise, the cluster structure cannot be preserved.
An example illustrating the sufficient condition is given in Figure 2 . To explain it, suppose a feasible partition ( Figure  2a ). If the cluster composed of vertices {4, 5, 6} is partitioned in two (A = {4} and B = {5, 6}), the set E AB will contain only negative edge weights ( Figure 2b ). Hence, there is an improvement in the objective function of the problem if the vertex 4 is set as a new cluster. Cluster {4, 5, 6} from Figure  2a is feasible but will never occur in the optimal solution. Constraints that consider such invalid state can be considered as redundant. The first model proposed by [12] , denoted here as GM1, was created to prevent the inclusion of constraints that fails to respect the sufficient condition they have defined. The GM model is modified to include the following conditional clauses for each transitivity constraint:
GM1 tests each constraint during the ILP model construction checking if there is at least one non-negative edge weight in the set E AB . Constraints that do not respect these clauses are not included in the model.
As can be observed in the section of experimental results, GM1 reduces the number of redundant constraints and consequently improves the computational times for the ILP solver. However, this improvement is still modest, justifying the search for alternative models.
There are conditions that GM1 is unable to prevent. Suppose the feasible partition presented in Figure 3a . If the cluster composed of vertices {1, 3, 4} is partitioned in two, clusters A = {1, 3} and B = {4} will be obtained. The set E AB respect the condition that it must contain at least one nonnegative edge weight, however, there is an improvement in the objective function of the problem if the vertex 4 is set as a new cluster. This occurs because the sum of the weight of the edges in the set E AB is negative. Constraints that consider such invalid state can be considered as redundant.
(a) Feasible Partition. A second model, denoted here as GM2, was derived by [12] to prevent a negative value for the sum of the weight of the edges in E AB . The GM model is modified to include the following conditional clauses for each transitivity constraint.
GM2 tests each constraint during the ILP model construction checking if the sum of the weight of the edges in E AB is non-negative. Constraints that do not respect these clauses are not included in the model. The number of redundant transitivity constraints is reduced by controlling the role of negative edge weights in the set E AB . This provides better results when compared to GM1 (see the section of experimental results).
Although the GM1 and GM2 models provide superior results over the GM model, there is still room left for improvement in terms of computational time and memory consumption. These models focused solely on the role of edges in set E AB . Hence, here we expand the analysis of which transitivity constraints should be included to preserve cluster structure in the context of the optimal solution.
To derive a new model, let's first examine the edge weight distribution within triangles considered by the transitivity constraints of the GM model ( Figure 4) . It can be observed that all triangles in T4 and some triangles in T1 are extreme cases in which there is no doubt about the decision on keeping the vertices together or apart.
It is not necessary to create constraints that check for T1 triangles with strictly positive edges since there is a consensus that the vertices should be together. The maximization model will try to set the corresponding variables to 1. In the same way, T4 triangles should be disregarded by the constraints during optimization, since there is a consensus that the vertices should be separated. Consequently, transitivity constraints should be included only for the triangles T1 (not strictly The proposed model, named here GM3, can eliminate transitivity constraints corresponding to extreme values of triangles T1 and T4 and control the distribution of the negative edge weights within triangles T2 and T3.
The conditional clauses of GM3 respect the sufficient conditions presented previously. When applied to constraint (2), the conditional clause assures that at least one of the edges in E AB are non-negative by fixing (s ij ≥ 0) and states that the sum of the edge weights in the set E AB is non-negative by using (s ij + s jk ≥ 0). The conditional (s ik ≤ 0) ensures that strictly positive triangles are avoided.
In the context of the triangles of Figure 4 , GM3 avoids the creation of transitivity constraints that checks for triangles T4 by using (s ij ≥ 0) and strictly positive triangles T1 using (s ik ≤ 0). The clause (s ij + s jk ≥ 0) controls the negative edge weights in the context of triangles T2 and T3.
In the next section, a set of experiments were conducted to compare the models presented in this section according to redundancy elimination, computational time and memory consumption.
IV. EXPERIMENTAL RESULTS
The experiments and algorithms were coded in C++14 and executed on a computer with the following configuration: Intel Core i7-6770HQ (3,5GHz) with 32 GB RAM running Windows 10 64-Bit. The commercial solver IBM ILOG CPLEX [14] 12.7.1 was used to solve the ILP models, and the R [15] language was employed in the statistical analysis. The source code is available online at https://github.com/LuizHNLorena/QualitativeClustering/. Figure 5 presents the methodology used to conduct computational experiments. First, at step 1 and 2, the datasets were standardized by removing their class attribute (if provided) and by using the symbol "?" to represent missing attribute values. At step 3, four different ILP models for each dataset were created: GM is the ILP model composed of all the constraints; GM1 and GM2 are the models proposed by Miyauchi et al. [12] , and GM3 is the model proposed in this work. At step 4, the ILP models were solved by the Integer Linear Programming solver. Finally, the obtained results were analyzed in step 5 using statistical tests, which verified whether there are significant differences between the performance of each model.
The ILP models were evaluated using various real-world problem datasets (Table II) . Each dataset received a unique id (first column) and a name (second column). The remaining columns in this table have the following meanings: n is the number of objects; m is the number of attributes; Incomplete informs if the dataset has objects with missing attributes; and, finally, %P os reveals the proportion of edges with positive weights values.
The datasets whose ID belongs to the set {2-7,9,13,14,17,18} are classical instances of the CPP proposed in the literature. These instances can be found in the Appendix of [7] . Datasets whose ID belongs to the set {1, 3, 8, [10] [11] [12] 15, 16, 19 ,20} represent instances of problems from different knowledge domains selected from UCI Machine Learning Repository [16] . All datasets are composed only of categorical attributes.
The following subsections detail the results obtained after applying the steps 1-4 of the methodology presented in Figure  5 . Each model is compared in terms of constraint elimination, computational time, space efficiency and robustness.
A. Constraint elimination and computational time
Table III provides detailed results regarding the number of constraints and computational time obtained by each model. The first column makes reference to the dataset ID from Table  II , the objective function value is presented in column Obj, columns #Constraints and T ime represents the total of constraints of the model and the computational time it takes to solve it, respectively. The best results are highlighted in bold.
It can be observed, from Table III , that all models achieve the optimal objective value. However, the performance of GM3 was superior to the others in the context of constraint elimination and computational time. Figure 6 complements the results presented in Table III . It summarizes the results related to the percentage of constraints elimination. Model GM2 performs better than GM1, but the boxplot confirms the improvement obtained by GM3, 100% of the distribution is above GM1 and GM2 median value. According to its lower quartile, 75% of the instances obtained a percentage of constraint elimination above 80%. Figure 7 presents the speedup obtained by each model. The graph horizontal axis is in log scale. It can be concluded that GM2 performs better than GM1, but GM3 achieved better results than its competitors. Its lower quartile shows that 75% of the instances obtained a speedup above 5. Table IV shows the amount of memory in megabytes required to store each model. It can be observed that GM1 and GM2 reduce memory consumption when compared to GM, but GM3 clearly outperforms both. For dataset 20, for instance, it requires 960 MB of memory, while the remaining models require 10 GB or more. Figure 8 summarizes the results presented in Table IV . The amount of memory consumption reduction is calculated for each model using the GM model as a base. The graph shows that GM1 and GM2 are able to reduce memory consumption, but GM3 outperforms its competitors. Its lower quartile shows that it obtained above 75% of memory consumption reduction for 75% of the instances. 
B. Space Efficiency

C. Robustness
The authors in [12] mentioned that the model GM1 would work better on graphs with a small proportion of positive edge weights. This behavior can be observed in the graph of Figure  9 . The bottom horizontal axis of this graph lists the datasets sorted in ascending order of proportion of positive edge weight values (%P os of Table II) , while the top horizontal axis lists the dataset's ID (ID of Table II ). The vertical axis represents the percentage of constraint elimination obtained by each model regarding the GM model. Figure 9 shows that GM1 is de facto affected by the proportion of positive edge weights. Hence, the Spearman's rank correlation coefficient [17] (ρ) was used to verify this influence on each model. The Spearman correlation coefficient value is ρ = −0.97, showing a strong negative linear correlation between the variables %Constraints and %P os.
The GM2 model has the same shortcoming of GM1. It is affected by the increase of the positive edge weights proportion, but, on average, it obtained better results. Its correlation coefficient is ρ = −0.95, which represents a strong negative linear correlation between the variables %Constraints and %P os.
The proposed model (GM3) presented some fluctuations, but was not directly affected by the proportion of positive edge weights (Figure 9 ). It obtained a correlation coefficient equal to −0.058, which represents a weak negative linear correlation association between the analyzed variables. This model presented the best overall performance. It obtained its worst performance on Dataset 1 (65.81% of constraint elimination), but this result is superior to GM1 and GM2, which obtained 14.23% and 50.19% of constraint elimination.
D. Statistical significance
Finally, following the step 5 from the methodology proposed in Figure 5 , an all pair comparison test was executed in order to ensure that there is a significant difference between the performance of each model. This work followed the recommendations from Demsar [18] and Garcia et al. [19] , [20] to compare the percentage of constraint elimination (%Constraints).
The Friedman test with Iman and Davenport [21] extension was applied as omnibus test to detect if at least one of the models performs differently from the others. Friedman's Aligned Rank Test [22] allied with Bergman and Hommel [23] method to correct the obtained p-values, was employed as post-hoc test. The significance level of α = 0.05 was considered. This work used the R [15] package provided by Calvo et al. [24] , which contains the omnibus and post-hoc tests, to conduct the hypothesis tests.
The omnibus test obtained a p-value equals to 2.2e−16, showing that at least one of the models performed differently. The post-hoc showed that all the models performed differently and that GM3 outperformed all the other models.
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V. CONCLUSIONS
Qualitative data clustering via integer linear programming has its advantages. But one of its shortcomings is the number of redundant constraints in the traditional ILP model. Recently, more compact models were created [12] . Although these models are able to reduce the number of redundant constraints considerably, there is still room for improvement.
In this work, a new model, named GM3, was proposed. Experimental results showed that it achieved superior performance over its counterparts. It required less computational time and memory to achieve the optimal solution. The experiments also showed its robustness. GM3 performed well on datasets with different properties, avoiding the shortcomings of previous models.
As future work, the authors will study how feature selection may impact the performance of the new model. The similarity matrix depends on the number of features of the dataset and any reduction of features will change its values. This new configuration may be beneficial for solving more computationally costly problems, such as the instance 15 used in the experiments.
The results obtained in the mathematical approach context can be used to guide the construction of better heuristics for this problem. The authors also expect to use model GM3 in other contexts, like clustering of microarray data [25] , community detection [11] , [26] Group Technology Problem [27] and Flight-gate scheduling [28] .
