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Abstract
In this paper we expand Lentstra’s manuscript [Le] and try to explain the
different steps of the Rijndael algorithm in a comprehensive and detailed
manner. Moreover we prove that the encryption algorithm is invertible,
implying that the decryption is valid.
Rijndael is a block cipher, designed by Joan Daemen and Vincent Rijmen.
The design of Rijndael was strongly influenced by the design of the block
cipher Square. Because of Rijndael’s combination of security, performance,
efficiency, ease of implementation and flexibility, it won the U.S. Advanced
Encryption Standard competition. In this paper, we will focus on the finite
field algebra used by Rijndael, and expand upon the ideas presented in
Lenstra’s manuscript [Le].
First we need some mathematical preliminaries about groups and fields.
Groups are structures that consist of a set of elements and one operation
defined on these elements.
Definition: A group < G,+ > consists of a set G and an operation
defined on its elements, here denoted by ’+’:
+ : G×G→ G : (a, b) 7→ a+ b
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with the following properties:
1. ∀ a, b  G : a+ b  G (closed)
2. ∀ a, b, c  G : (a+ b) + c = a+ (b+ c) (associative)
3. ∃ 0  G,∀ a  G : a+ 0 = a (identity element)
4. ∀ a  G,∃ b  G : a+ b = 0 (inverse element)
If the defined operation is commutative, the group is also called an Abelian
group.
Example: An example of an Abelian group with a finite number of
elements is < Z2,+ >, which consists of a set of two elements {0, 1} and
the operation ’+’ (addition modulo 2).
Now we will describe rings which have a more complex structure than
groups. They again consist of a set of elements, but in contrast to groups,
there are two operations defined on them.
Definition: A ring < R,+, · > consists of a set R with two operations
defined on its elements, here denoted by ’+’ and ’·’. In order to qualify as a
ring, the operations have to fulfill the following conditions:
1. The structure < R,+ > is an Abelian group.
2. The operation ’·’ is closed, and associative over R. There is an
identity element for ’·’ in R.
3. The two operations ’+’ and ’·’ are related by the law of distributivity:
∀ a, b, c  R : (a+ b) · c = (a · c) + (b · c)
If the multiplication is also commutative, the ring is called a commutative
ring.
Rings in general do not have enough properties to be used in Rijndael (e.g.
the multiplication is not bijective in a ring), therefore we introduce a more
powerful structure - the field.
Definition: A structure < F,+, · > is a field if the following two
conditions are satisfied:
1. < F,+, · > is a commutative ring.
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2. For all elements of F , there is an inverse element in F with respect to
the operation ’·’, except for the element 0, the identity element of
< F,+, · >.
Example: The ”smallest” infinite example is < Q,+, · > the rational
numbers.
In cryptography we do not have infinitely many elements, so we have to
restrict that the fields we are using are finite fields.
Definition: A field is called a finite field if the number of elements of the
field is finite. The number of elements in the set is called the order of the
field.
The for our purpose important finite fields of order m can exist iff m is a
prime power, i.e. m = pn where p is a prime number and n is a positive
integer. p is called the characteristic of the field. In our case m will be equal
to 2, to 28, to 2564(= 232) and to (2564)4(= 2128).
In the literature it is shown that fields of the same order are isomorphic,
therefore we can denote the field of order m by Fm or also known as
GF (m) = GF (pn) (where GF stands for Galois Field).
If m equals a prime number then < Zm,+, · > with the set
{0, 1, 2, . . . , p− 1} and with the ’addition modulo m’ and the ’multiplication
modulo m’ we have a field of order m. But if we have a real prime power we
need more and therefore we introduce polynomials over a field.
A polynomial p(x) over a field F is an expression of the form
p(x) = pnx
n + pn−1xn−1 + . . .+ p2x2 + p1x1 + p0
x being called the indeterminate of the polynomial, and the pi  F the
coefficients. The biggest number d with pd 6= 0 is called the degree of the
polynomial.
Defining two operations, addition and multiplication, on the set of all
polynomials over F of degree less than l we get the field denoted by F l (in
literature they are also denoted by F [x]|l).
Addition
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The addition of two polynomials is the addition of the corresponding
coefficients of both polynomials. That means s(x) = p(x) + q(x) with
si = pi + qi (0 ≤ i ≤ l).
Because the addition within the field F is closed and we do not increase the
degree of the polynomial, with respect to the polynomial of higher degree,
the defined addition is closed in F l. Also the associativity in F l follows
from the associativity in F . The identity element is the zero polynomial, for
simplicity also written as 0, and the inverse polynomial −p(x) is the
polynomial with the inverse coefficients. That means
−p(x) = (−pn)xn + (−pn−1)xn−1 + . . .+ (−p2)x2 + (−p1)x1 + (−p0)
So < F l,+ > fulfills all properties to be an Abelian group.
Multiplication
For multiplication it is more difficult. If we multiply two polynomials take
each component of one polynomial and multiply it with each component of
the other one. The ’component multiplication’ consists of multiplying
coefficients in F and adding powers in Z.
Example: (3x4 + 6x2 + 2) · (4x3 + x+ 4)
= (12x7 + 24x5 + 8x3) + (3x5 + 6x3 + 2x) + (12x4 + 24x2 + 8)
= 12x7 + 27x5 + 12x4 + 14x3 + 24x2 + 2x+ 8
As we can see here, the degree of the resulting polynomial is greater than
the degree of both polynomials. Therefore that the multiplication is closed
in F l one has to choose a reduction polynomial m(x) with deg(m(x)) = l
and calculate the multiplication modulo m(x).
s(x) = p(x) · q(x)⇔ s(x) ≡ p(x)× q(x) mod m(x)
It is known that the polynomial multiplication is associative and that
addition and multiplication are related by law of distributivity . The
identity element for the multiplication is the polynomial 1.
Conclusion: < F l,+, · > is a commutative ring.
Definition: A polynomial d(x) is irreducible over a field GF (p) iff there
exist no two polynomials a(x) and b(x) with coefficients in GF (p) such that
d(x) = a(x)× b(x), where a(x) and b(x) are of degree > 0.
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With the extended Euclidean algorithm one can find the multiplicative
inverse of a polynomial. If we want to find the inverse of a(x) then we can
use the algorithm to find two polynomials b(x) and c(x) such that:
a(x)× b(x) +m(x)× c(x) = gcd(a(x),m(x))
where gcd denotes the Greatest Common Divisor, which is always 1 iff
m(x) is irreducible. When we apply that the reduction polynomial is
irreducible, we get:
a(x)× b(x) ≡ 1 mod m(x)
and therefore we found the inverse b(x)
Conclusion: Let F p be the finite field of order p. With a suitable choice
for the reduction polynomial, the structure < F np ,+, · > is a field with pn
elements, simply denoted by F np .
The designers of Rijndael chose the irreducible polynomial (in F 2)
m(x) = x8 + x4 + x3 + x+ 1 to construct F 82. Note that this polynomial is
irreducible, because m(0) = 1 and m(1) = 1.
After knowing these mathematical preliminaries we can start explaining
Rijndael. Paragraphs in quotation marks are from Hendrik Lenstra’s
original manuscript [Le].
“Bytes. A bit is an element of F 2 = Z/2Z. Eight bits form one byte. The
space F 82 of all bytes is identified with {f  F 2[X] : deg f < 8} by
(b7b6b5b4b3b2b1b0) =
∑7
h=0 bhX
h. Define the affine map λ : F 82 → F 82 by
λ(f) ≡ (X4 +X3 +X2 +X + 1) · f +X6 +X5 +X + 1 mod (X8 + 1). The
inverse λ−1 = λ3 is given by
λ−1(f) ≡ (X6 +X3 +X) · f +X2 + 1 mod (X8 + 1). All other operations
on {f  F2[X] : deg f < 8} will be done not mod (X8 + 1) but
mod m = X8 +X4 +X3 +X + 1, so that F 82 becomes identified with the
field F 256 = F 2[X]/(m) . Define the map σ : F 256 → F 256 by
σ(a) = λ(a254); here a254 = a−1 for a 6= 0. The cycle lengths of σ are 2, 27,
59, 81 and 87, and σ−1 = σ277181 is given by σ−1(a) = (λ−1(a))254.”
For the map σ, in the Rijndael also called SubBytes, 128 bits of one block
are divided into 16 bytes, each byte consisting of 8 bits (b7b6b5b4b3b2b1b0).
There are two steps to calculate σ(a). The first is to get the inverse of a in
F 82 and the second is an affine mapping
λ(a−1) ≡ (X4 +X3 +X2 +X + 1) · a−1 +X6 +X5 +X + 1 mod (X8 + 1),
now considering a byte as an element in F 256.
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Figure 1: The map σ defined on bytes
It is true that a254 = a−1 (in F 256), because we know that
a256 ≡ a⇒ a255 ≡ 1 (a255 · a ≡ 1 · a)⇒ a254 ≡ a−1 (a254 · a ≡ a−1 · a = 1).
A much faster way to get the inverse of an element is to precalculate all 256
inverse elements (e.g. with the extended Euclidean algorithm) and store
them in a table. Then in a single step, by looking up in the table, one gets
the inverse element.
“Words. Four bytes form one word. The map from the space F 4256(= F
32
2 )
of all words to itself sending (ai)
3
i=0 to (σ(ai))
3
i=0 is again denoted by σ. The
map ξ : F 4256 → F 4256 is defined by ξ((ai)3i=0) = (σ(ai+1))3i=0 (indices mod 4).
Write c = (X, 1, 1, X + 1) and
d = (X3 +X2 +X,X3 + 1, X3 +X2 + 1, X3 +X + 1), and identify F 4256
with {g F 256[Y ] : deg g < 4} by (a0, a1, a2, a3) =
∑3
i=0 aiY
i. Define µ,
ν : F 4256 → F 4256 by µ(g) ≡ c · g mod (Y 4 + 1) and
ν(g) ≡ d · g mod (Y 4 + 1). One has ν = µ−1 = µ3.”
One word is formed by 4 consecutive bytes. The map σ is expanded on
words by invoking the map σ from above on each byte of a word. The other
2 maps on words are ξ which is used for the key expansion and µ, in
Rijndael called MixColumns, a polynomial multiplication modulo (Y 4 + 1).
The map ξ is used in the key expansion phase. This map consists of a cyclic
shift of the bytes in the word, then the map σ will be applied to each byte
of the word.
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Figure 2: The map ξ defined on words
Figure 3: The map µ defined on words
For the map µ we take the bytes of a word as coefficients of a polynomial g
with deg(g) < 4 and multiply it with the polynomial
c(Y ) = (X + 1)Y 3 + Y 2 + Y +X (mod Y 4 + 1). Of course the result is
again a polynomial h with deg(h) < 4. For the inverse ν = µ−1 we take the
inverse d(Y ) = c−1(Y ) (mod Y 4 + 1).
Now we show that c(Y ) · d(Y ) = 1 (mod Y 4 + 1) which means that one is
the inverse of the other.
[(X+1)Y 3+Y 2+Y +X] · [(X3+X+1)Y 3+(X3+X2+1)Y 2+(X3+1)Y+
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(X3 +X2 +X)] =
(X4+X3+X2+1)Y 6+(X4+X3+X2)Y 5+(X4+X3+X2+1)Y 4+(X4+
X3 +X2 + 1)Y 2 + (X4 +X3 +X2)Y + (X4 +X3 +X2) ≡ 1 mod (Y 4 + 1)
because
[(X4 +X3 +X2 + 1)Y 6 + (X4 +X3 +X2)Y 5 + (X4 +X3 +X2 + 1)Y 4 +
(X4+X3+X2+1)Y 2+ (X4+X3+X2)Y + (X4+X3+X2)]÷ (Y 4+1) =
(X4 +X3 +X2 + 1)Y 2 + (X4 +X3 +X2)Y + (X4 +X3 +X2 + 1)
and the remainder equals 1.
“States. Four words form one state. The maps from the space
S = (F 4256)4(= F 1282 ) of all states to itself sending (ωj)3j=0 to (µ(ωj))3j=0, to
(ν(ωj))
3
j=0, and to (σ(ωj))
3
j=0 are again denoted by µ, ν, and σ, respectively.
Define ρ : S → S by ρ(((ai,j)3i=0)3j=0) = ((ai,i+j)3i=0)3j=0 (indices mod 4). If a
state is written as a 4× 4- matrix, each column being a word, then ρ shifts
the entries in row i cyclically i places to the left (0 ≤ i ≤ 3); similarly,
ρ−1 = ρ3 shifts row i cyclically i places to the right. One has ρσ = σρ. For
s  S, the map τs : S → S is defined by τs(x) = x+ s; one has τ−1s = τs and
µτs = τµ(s)µ.”
A state consists of four words (= 16 bytes = 128 bits). Again the maps
from above, σ, µ and ν, are expanded from their definition on words to
definition on states by invoking the corresponding map on all four words
individually. ρ, also called ShiftRows, is a cyclic shift of each row, if we use
the representation as described in the paragraph above. It shifts row j
(j = 0, . . . , 3), j places to the left.
Figure 4: The map ρ defined on states
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It is trivial to see that ρ−1 = ρ3 because ρ3 ◦ ρ = ρ4 and the elements of row
j are shifted 4 · j ≡ 0 (mod 4) places to the left which means that this is
the identity map.
The last map discussed in the paragraph about states is τs, named by the
designers of Rijndael AddRoundKey. In this transformation the roundkey is
bitwise XOR’d to the bits of the actual state. It is obvious that τs is
idempotent.
“Key expansion. The key space K equals S. For fixed k = (ωj)3j=0  K,
define inductively ω4, ω5, . . . , ω43 F
4
256 by ωj = ωj−1 + ωj−4 if j 6≡ 0 mod 4
and ωj = ξ(ωj−1) + ωj−4 + (X(j−4)/4, 0, 0, 0) if j ≡ 0 mod 4, and put
kl = (ω4l, ω4l+1, ω4l+2, ω4l+3)  S for 0 ≤ l ≤ 10.”
For the key expansion we have as input a key k = (ωj)
3
j=0 of 128 bits or of
four words and expand it to the expanded key of 11 ∗ 128 = 1408 bits or 44
words. Therefore we take k as the first four words of the expanded key and
then recursively define the word ωj depending on the word before (with
index j − 1) and on the word with index j − 4. For j = 4, . . . , 43 we have:
• j 6≡ 0 (mod 4), then in order to get the word ωj we simply add the
two words ωj−1 and ωj−4.
• j ≡ 0 (mod 4), then apply ξ on ωj−1 and add the result to the sum of
ωj−4 and X(j−4)/4(= X(j−4)/4Y 0 + 0Y 1 + 0Y 2 + 0Y 3).
This key expansion is used in order to get 11 different roundkeys. The first
roundkey are the first four words, the second one the following four words,
and so on.
For decryption, the same expanded key is used, but the roundkeys are
taken in reverse order.
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Figure 5: The key expansion for j 6≡ 0 (mod 4)
Figure 6: The key expansion for j ≡ 0 (mod 4)
“Encryption and decryption. Messages are divided in blocks of 128 bits
each. Each block belongs to S. Given a key k  K, a block is encrypted by
means of the encryption function εk : S → S defined by
εk = τk10ρστk9µρστk8µρστk7µρστk6µρστk5µρστk4µρστk3µρστk2µρστk1µρστk0
(nine µ’s, ten ρ’s, ten σ’s, and elecen τ ’s; composition is from right to left).
The corresponding decryption function δk = ε
−1
k is given by
δk = τk0ρ
−1σ−1τν(k1)νρ
−1σ−1τν(k2)νρ
−1σ−1τν(k3)νρ
−1σ−1τν(k4)νρ
−1σ−1 ◦
◦ τν(k5)νρ−1σ−1τν(k6)νρ−1σ−1τν(k7)νρ−1σ−1τν(k8)νρ−1σ−1τν(k9)νρ−1σ−1τk10 .”
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The first step of the encryption is to add the first roundkey (with index 0)
to the encryption message. Then there are 9 rounds where each round i
(i = 1, . . . , 9) applies the maps σ, ρ, µ and τki (ki is the i-th roundkey) to
the output of round (i− 1). In the last round we leave out µ, that means
we only apply σ, ρ and τk10 .
For the decryption we simply use the inverse operations. That means first
add the first decryption roundkey (which is k10), then apply 9 times σ
−1,
ρ−1, ν = µ−1 and τν(ki) and in the final round apply σ
−1, ρ−1 and τk0
“Twenty-five Rijndaels. Let b, k  {4, 5, 6, 7, 8}. This page describes
Rijndael with block length 32b and key length 32k. Bits, bytes, and words
are as before, and so are the function σ defined on bytes and the functions
µ, ν, ξ, and σ defined on words.”
Figure 7: The plaintext and the key for b = 6 and k = 4
“States. One state is formed by b words. The space S of all states equals
(F 4256)
b = (F 32b2 ). The maps µ, ν, σ : S → S send (ωj)b−1j=0 to (µ(ωj))b−1j=0 , to
(ν(ωj))
b−1
j=0 , and to (σ(ωj))
b−1
j=0 , respectively. Define ρ : S → S by
ρ(((ai,j)
3
i=0)
b−1
j=0 ) = ((ai,e(i)+j)
3
i=0)
b−1
j=0 (addition of indices mod b); here
e(i) = i if b+ 1 ≤ 9, and e(i) = i+ 1 if b+ i > 9. If a state is written as a
4× b-matrix with entries from F 256, then ρ and ρ−1 shift the entries in row
i cyclically e(i) places to the left and right, respectively (0 ≤ i ≤ 3). One
has ρσ = σρ. For s  S, the map τs : S → S is defined by τs(x) = x+ s; one
has τ−1s = τs and µτs = τµ(s)µ.”
One state is comprised of b words when the block length is 32b. The space
of a state could be represented by (F 4256)
b or (F 32b2 ). It could be also
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showen as a 4×b-matrix.
Like before, the non-linear operation σ was defined for each byte of a word,
while other operations µ, ν, ξ were applied for each word of a state. The
operation µ known as MixColumns, is used during the encryption process,
where the column number is considered as a polynomial, multiplied with a
word and modulo the co-prime polynomial X4 + 1. Its inverse operation ν
is used during the decryption process.
The operation ρ known as ShiftRows, is used during the encryption process,
where the rows of the state are left cyclically shifted over different offsets.
The shifting offsets are decided by the block length b. Its inverse operation
ρ−1 will do the right cyclically shift, to shift the rows back, and it will be
used by the decryption process.
The operation τ known as the AddRoundKey, is used during the encryption
process, where the roundkey will be applied to the state by a simple bitwise
XOR. The roundkey is derived from the cipher key through the key
scheduling process. The inverse operation τ−1 is equivalent to the operation
τ because of the nature of bitwise XOR.
“Key expansion. One key is formed by k words. The key space K equals
(F 4256)
k = (F 32k2 ). Write r = 6 +max{b,k}. For fixed k = (ωj)k−1j=0  K,
define inductively ωk, ωk+1, . . . , ωbr+b−1  F 4256 as follows. If k ≤ 6, then put
ωj = ωj−1+ωj−k if j 6≡ 0 mod k and ωj = ξ(ωj−1)+ωj−k+(X(j−k)/k, 0, 0, 0)
if j ≡ 0 mod k, in which case one takes ωj = σ(ωj−1) + ωj−k. In all cases,
put kl = (ωbl+j)
b−1
j=0  S for 0 ≤ l ≤ r.”
The expanded key is a linear array of k words. The space of the key is
(F 4256)
k or (F 32k2 ), and is denoted by k = (ωj)
k−1
j=0 . The key expansion
function depends on the value of k.
If k ≤ 6 then:
• j 6≡ 0 mod k, then ωj = ωj−1 + ωj−k
• j ≡ 0 mod k, then ωj = ξ(ωj−1) + ωj−k + (X(j−k)/k, 0, 0, 0)
If k > 6 then: (the first two cases are the same as above)
• j 6≡ 0 and j 6≡ 4 mod k, then ωj = ωj−1 + ωj−k
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• j ≡ 0 mod k, then ωj = ξ(ωj−1) + ωj−k + (X(j−k)/k, 0, 0, 0)
• j ≡ 4 mod k, then ωj = σ(ωj−1) + ωj−k
For all cases kl = (ωbl+j)
b−1
j=0 (1 ≤ l ≤ r, where r = 6 +max(b,k))
“Encryption and decrypton. Messages are divide in blocks of 32b bits
each. Each block belongs to S. Given a key k  K, a block is encrypted by
means of the encryption function εk : S → S defined by
εk = τkrρστkr−1µρστkr−2µρστkr−3µ · · · ρστk2µρστk1µρστk0
(r− 1 µ’s, r ρ’s, r σ’s, and r+ 1 τ ’s).The corresponding decryption function
δk = ε
−1
k is given by
δk = τk0ρ
−1σ−1τν(k1)νρ
−1σ−1τν(k2)νρ
−1σ−1···τν(kr−2)νρ−1σ−1τν(kr−1)νρ−1σ−1τkr .”
The values of r, the number of rounds, for different values of b and k:
r b = 4 b = 6 b = 8
k = 4 10 12 14
k = 6 12 12 14
k = 8 14 14 14
After adding the first roundkey, each round, except the last one, is defined
by the the following operations:
εi = τkiµρσ (i = 1, . . . , r− 1)
The final round is equal to the other rounds with the MixColumns step
removed:
εr = τkrρσ
The reason there is no MixColumns in the last round is to make the
structure, when starting at the bottom and working up, similar to the
structure going down. This makes it possible to use the same code or
circuitry, with relatively minor changes, for both encryption and decryption.
The operation δk is the inverse of operation εk. In other words, it is the
decryption process.
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Figure 8: The encryption flow diagram of Rijndael
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