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Abstract
In this paper a thermodynamical derivation of the quantum potential is pro-
posed. Within the framework of Bohmian mechanics we show how the quantum
potential can be derived, by adding an additional informational degree of freedom
to the ordinary degrees of freedom of a physical system. Such a derivation uses
the First Law of thermodynamics for this additional degree of freedom and basic
equilibrium thermodynamics methods. By doing that, one may associate a temper-
ature to each wave function. Features and behavior of this temperature in different
situations is studied.
1 Introduction.
In quantum mechanics, a particle moving in a 3-dimensional space is described by a
wave function ψ(x, t). By writing ψ(x, t) in polar form
ψ(x, t) = √p(x, t) exp( i
h̵
S(x, t)) , (1)
one can define a key quantity, useful in many causal interpretations of quantum me-
chanics: the quantum potential
Q(x, t) ∶= − h̵2
4m
∇2√p(x, t)√
p(x, t) = − h̵28m(∇p(x, t)p(x, t) )
2 + h̵2
4m
∇2p(x, t)
p(x, t) . (2)
This quantity probably appears the first time in 1927 in the work of E. Madelung
[2], where an analogy between quantum mechanics and hydrodynamics was proposed.
However, its role in the explanation of quantum phenomena was recognized only after
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the seminal work of D. Bohm. In [7, 8], he proposed a consistent theory of point-
like particles in motion which reproduces the results of quantum mechanics. A central
ingredient of such a theory is the quantum potential (2). Indeed, it was proved that
typical quantum phenomena like interference in a double-slit experiment [10], or the
quantum tunneling effect [11], can be consistently explained by taking into account the
contribution of Q to the motion of an otherwise classical point-like particle.
The quantum nature of Q can be understood by observing that the way quantum
potential affect the motion of a particle does not depend on the intensity of the wave
function, as opposite of what would happen for a classical wave hitting a particle.
Indeed, if we double the intensity of ψ, Q remains the same, while in the classical case
the effect would be stronger. It is also interesting to observe that the quantum potential
appears and plays a central role also in other formulation of quantum mechanics like in
Nelson stochastic mechanics [9].
Consider the Schro¨dinger equation for a particle in a potential V (x),
− ih̵ ∂
∂t
ψ(x, t) = −h̵2
2m
∇2ψ(x, t) + V (x)ψ(x, t). (3)
Inserting (1) in the Schro¨dinger equation, from its real and the imaginary part one
obtains two coupled real-valued differential equations
∂
∂t
p(x, t) = −∇ ⋅ (∇S(x, t)
m
p(x, t)), (4)
∂
∂t
S(x, t) = −((∇S(x, t))2
2m
+ V (x) +Q(x, t)). (5)
Considering ∇S(x, t)/m as the velocity field in which the particle moves, equations
(4) and (5) are respectively the well-known continuity and Hamilton-Jacobi-Madelung
equations. It is known that these equations, supplemented with the Wallstrom condition
[20], i.e. ∮
γ
∇S(x, t) ⋅ dx = nh̵ n ∈ Z, (6)
with γ closed path in the configuration space of the system, are equivalent to the
Schro¨dinger equation.
Already Bohm [7], recognized that the two equations of motion above can be de-
rived using variational methods from an Hamiltonian functional. Defining
H[p,S] ∶= ∫ ⎛⎝(∇S(x))22m + V (x) + h̵28m(∇p(x)p(x) )
2⎞⎠p(x)dx, (7)
by the ordinary principle of least action one obtains the variational equations p˙ =
δH/δS and S˙ = −δH/δp, reproducing exactly (4) and (5) respectively. We also ob-
serve that the same Hamiltonian functional is used in stochastic mechanics to derive
the equations of motion [12, 14]. The Hamiltonian functional (7) has a straightforward
physical interpretation: it is a sort of average energy of the particle. Specifically, from
classical Hamiltonian mechanics, the first two terms can be understood as the average
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kinetic and potential energy of the particle. Quantum effects are related to the last term
of (7), i.e.
Uq ∶= h̵2
8m
∫ (∇p(x)
p(x) )2p(x)dx (8)
since the ordinary quantum potential is related to the previous quantity by means of the
following
Q = −δUq
δp
. (9)
Many attempts to derive the quantum potential Q from first principles are available
in literature, see [38] and references therein. In the Du¨rr-Goldstein-Zanghı´ formulation
of Bohmian mechanics [18, 19, 32], the quantum potential does not have a central role
and it emerges by taking the time derivative of the guiding equation (which is assumed
to be more fundamental). A more fundamental role is assigned to Q in the quasi-
Newtonian approach [37], where the actual form (2) of the quantum potential is derived
by minimizing (a modified version of) the energy of a particle. Other derivations as-
sumes that the quantum potential is a manifestation of a supposed non-euclidean nature
of the 3-dimensional space in which the particle moves. These approaches goes under
the name of geometrodynamical approaches. Among them we find the work of Fis-
caletti based on Weyl geometry [38, 36], and the attempt by Hiley to formalize Bohm’s
idea of “implicate/explicate order” using non-commutative geometry [29, 35]. There
are also information-based approaches. In [34] the quantum potential is derived from
the Fisher information stored in the probability distribution of the particle, while in [33]
it is derived from a novel notion of quantum entropy. Finally, the quantum potential
Q can be derived from thermodynamical considerations, as it was done in [30, 31]. In
this last approach, the quantum potential is considered as an additional kinetic energy
a particle may absorb by a heat flow from a thermal field (quantum vacuum energy).
In all the approaches mentioned till now, starting from first principles the various
method lead directly to the formula (2) for quantum potential Q directly. Here we
propose a method to derive Uq from first principles, from which the quantum potential
can be derived using (9). This approach was also followed in [22], but there Uq is
essentially due to the internal motion of a spinning particle. Here instead, it will be
argued that, associating an energy for the informational degree of freedom of a particle,
Uq can be explained by using simple thermodynamical considerations. More precisely,
we show that one can derive Uq if one assumes an additional informational degree of
freedom for a particle with average energy given by 1
2
kBT˜ , where T˜ is a temperature
defined on the configuration space of the quantum system.
2 Quantum Potential and Information
Consider the term (8). It was already observed in [33] that Uq is proportional to the
Fisher information [23] stored in the probability distribution of the particle position.
Indeed, given a probability distribution p(x, θ1,⋯, θm), where θ1,⋯, θm are some un-
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known parameters, the Fisher information I[p] associated to it is defined as
I[p] ∶= E [(∇θ log p(x, θ1,⋯, θm))2]= ∫ ∑
i
(∂θi log p(x, θ1,⋯, θm))2p(x, θ1,⋯, θm)dx. (10)
One can immediately see that for a particle with wave function ψ(x), Uq is propor-
tional to I[∣ψ(x)∣2], when the parameters θ1,⋯, θm are three and coincide with the
coordinates of the particle x1, x2, x3. This is not the first time that Fisher information
plays a role in quantum mechanics at fundamental level. For example, by using a vari-
ational principle by minimizing the Fisher information one can derive the Schro¨digenr
equation [15, 21]. On the other hand it can be shown that the Heisenberg uncertainty
principle is just the Cramer-Rao bound on the Fisher information of the position of a
particle [24].
The reason why information should play such a fundamental role in the dynamics
of a quantum particle is not so clear. In this section we develop a possible argument
to motivate this fact. Following an analogy with classical mechanics, here we argue
that (8) represents the energy associated to the informational degree of freedom of
the particle. In particular, by assuming an analogous work-energy theorem for the
informational degree of freedom, we can motivate the form of Uq .
Suppose that in some process, the position probability density function of a particle
changes from p to p′. A natural question can be: how much energy is needed for this
change? To answer this question we may look at the analogue situation in classical
mechanics. Consider the motion of a classical particle in a 3-dimensional space. Let
x(t) = (x1(t), x2(t), x3(t)) denote the position of a particle at time t. The i-th com-
ponent of the particle velocity v(t) = (v1(t), v2(t), v3(t)) at each instant of time is
defined as
vi(t) ∶= lim
h→0 d[xi(t + h), xi(t)]h , (11)
where d[a, b] is the distance between the points a and b. For a point-like particle in
classical mechanics, the distance d is just the euclidean distance in R3. According to
the work-energy theorem [28], the energy needed to change the position of the particle
from x1 = x to x2 = x + dx is proportional to v ⋅ dv, where dv is the change in the
velocity of the particle during that transformation.
We now apply this scheme to our case. For each probability density function
p(x) we may define, in analogy with classical mechanics, the vector quantity ν(x) =(ν1(x), ν2(x), ν3(x)) with components given by
νi ∶= lim
h→0 d[p(x + hei), p(x)]h , (12)
where d[p1, p2] is the distance between two probability density functions p1(x) and
p2(x). Using the Jensen-Shannon distance [26, 27]
dJS[p1, p2] ∶= ¿ÁÁÀH[p1 + p2
2
] − 1
2
H[p1] − 1
2
H[p2] , (13)
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where H[p] is the differential entropy of the distribution p(x), i.e.
H[p] ∶= −∫ p(x) log p(x)dx , (14)
we have
νi = ¿ÁÁÀ1
8
∫ (∂xi p(x))2
p(x) dx . (15)
Now, if in analogy with the classical case we suppose that the energy needed to change
the distribution function of a particle from p1 = p to p2 = p+dp is proportional to ν ⋅dν,
then we can assign a new kind of energy to the system that is proportional ν2 = ν ⋅ ν
(like the kinetic energy, which is proportional to v2). In particular,
Einf = γν2 = γ
8
∫ (∇p(x)
p(x) )2p(x)dx, (16)
where γ is some constant with the dimension of an energy multiplied by a volume
square. This quantity can be understood as the average energy needed to change the
informational degree of freedom of a particle. Note that by setting γ = h̵2/m we see
that (16) is equal to Uq .
3 Thermodynamics of the Quantum Potential
From the argument presented in the previous section, we saw that there are good rea-
sons to suppose that the term Uq is the average energy contribution related to the infor-
mational degree of freedom of a quantum system. In this section we develop a simple
equilibrium thermodynamics for this degree of freedom. Consider the equation (8).
From the discussion done in the previous section, we may consider the quantity
E[p,∇p] ∶= h̵2
8m
(∇p
p
)2, (17)
as the energy associated to the informational degree of freedom in the point x of con-
figuration space. Let us now compute how this energy varies when the probability
distribution p(x) is varied to p(x) + δp(x). We have
δE[p,∇p] = E[p + δp,∇p +∇δp] −E[p,∇p]
= 2E[p,∇p] {∑3i=1 ∂xip∂xiδp∑3i=1(∂xip)2 − δpp } .
Calling ∥∇p∥ the usual Euclidean norm in R3 of the vector ∇p, one can easily obtain
that
δ∥∇p∥ = 1
2
√(∇p)2 δ(∇p)2 = ∑3i=1 ∂xip∂xiδp√∑3i=1(∂xip)2 .
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Hence, the variation of the energy δE[p,∇p] is given by
δE[p,∇p] = 2E[p,∇p] {δ∥∇p∥∥∇p∥ − δpp } . (18)
At this point, in analogy with classical thermodynamics, one may impose that at equi-
librium an equipartition theorem holds. More precisely, at equilibrium E[p,∇p] can
be interpreted as the average energy of the informational degree of freedom in the point
x, and so
E[p,∇p] = 1
2
kbT˜ (19)
where kb is the Boltzmann constant and T˜ plays the role of a temperature. A more
detailed discussion on the temperature introduced here, will be done in section 5. For
the moment we observe that T˜ would depend on x. If we use (19) in (18), then the
variation of the energy δE[p,∇p] takes the suggestive form
δE[p,∇p] = −kbT˜ δp
p
+ kbT˜ δ∥∇p∥∥∇p∥ . (20)
This last relation resembles the first law of thermodynamics. Such identification is
possible if we choose to treat p and ∥∇p∥ as two independent variables and interpreting
the two terms of (20) as the heat and work. This will be discussed in what follows.
We conclude by observing that the generalization of the argument presented in
section 2 and equation (20) to the n-particle case is also possible. However, care in this
last case is required for the identification of heat and work. We shall do this in section
4.
3.1 Heat
Let us first consider the first term in (20). Assume, as is done in ordinary statistical
mechanics, that the thermodynamical entropy associated to the particle with probability
distribution p(x) is given by
S[p] = −kb ∫ p(x) log p(x)dx = ∫ p(x)S[p(x)]dx (21)
where we set
S[p] ∶= −kb log p(x). (22)
The quantity S[p] can be treated as the entropy associated to the particle at each point
x of configuration space. Note that if kb = 1/2, S[p](x) coincides with the quantum
entropy used in [33], to derive the quantum potential Q directly.
With this definition of entropy, the infinitesimal heat exchange when the tempera-
ture associated to the particle is T˜ would be
δQ = T˜ δS[p] = −kbT˜ δp
p
. (23)
This justifies the interpretation of the first term of (20) as the heat contribution to the
particle energy due to a variation of the probability distribution of that particle.
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3.2 Work
Since δp is a result of the heat exchange, one can consider δ∥∇p∥ as a result of work
exchange
δW = Aδ∥∇p∥, (24)
where A is the average value of some thermodynamical quantities denoted by A.
In statistical mechanics, for a physical system at equilibrium with a thermal bath at
a given temperature T , the probability that the quantity A has the value a is given by
the Boltzmann distribution, which is
P (A = a) = 1
Z
exp(−H[a]
kbT
) , (25)
where H is the part of the microscopic Hamiltonian of the system that is related to the
quantity A, and Z is the partition function
Z ∶= ∫ ∞
0
exp(−H[a]
kbT
)da.
Using Eq. (24) we could write
H[a] = a∥∇p∥, (26)
thus the average value of A when the equilbrium temperature is T˜ would be
A = ∫ ∞
0
aP (A = a)da = kbT˜∥∇p∥ .
Hence the work exchange at equilibrium is given by
δW = kbT˜∥∇p∥δ∥∇p∥. (27)
This discussion shows that, assuming an informational degree of freedom for a parti-
cle in thermodynamical equilibrium with associated temperature T˜ , the second term of
(20) can be interpreted as the infinitesimal work done on the particle when the proba-
bility distribution p changes.
Remark 1. From the above argument we see that the change in the value of the prob-
ability distribution p can be treated as heat exchange of the quantum system, and the
change in the value of the modulus of its spatial derivative, ∥∇p∥, can be treated as
work exchange of the quantum system.
From the discussion done till now, we can summarize the proposed thermodynam-
ical derivation of the quantum potential for a single particle as follow. The quantum
potential can be considered as the average energy of the informational degree of free-
dom. In particular, one can defining an energy for the informational degree of freedom
of the particle in each point x. Under an hypothesis of thermodynamical equilibrium
and by associating a temperature to this energy by the equipartition theorem, we can
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apply thermodynamical methods to derive its form. In fact by using (23) and (27) as
expressions for the heat and the work exchange respectively, one can derive Uq just by
integrating (20) and then taking the average, up to some multiplicative constant. At
this point using (9), the quantum potential Q can be derived.
4 N -particle case
We saw in the previous section how to define the heat and work associated to a single
quantum particle. In this section we want to discuss theN -particle case. The first thing
we have to observe is that the temperature defined by the relation (19) does not depend
on a single point of the physical space in which the particle exists. Indeed, inverting
(19) we have
T˜ = h̵2
4kbm
(∇∣ψ(x1,⋯,xN , t)∣2∣ψ(x1,⋯,xN , t)∣2 )
2
, (28)
where ∇ is now understood in R3N , showing that T˜ = T˜ (x1,⋯,xN). This means that
the temperature associated to these informational degrees of freedom is a temperature
in the configuration space and not in real space. Hence T˜ cannot be considered as the
temperature of something existing in the 3-dimensional space in which the particles
move. We will come back on this point in section 5.
Let us restrict our attention to the 2-particle case only. The observations we can do
in this specific case, generalize straightforwardly to an arbitrary number of particles.
Let p12(x1,x2) be the probability distribution of the two particles. Suppose they are
prepared in an independent way and that they do not interact. In this case we have
p12(x1,x2) = p1(x1)p2(x2). (29)
Using (29) we obtain
δp12
p12
= δp1
p1
+ δp2
p2
, (30)
which according to (23) implies that the heat exchange for two independent non-
interacting particles is an additive quantity. But since∥∇p1,2∥ ≠ ∥∇p1∥ ⋅ ∥∇p2∥ (31)
we obtain
δ∥∇p1,2∥∥∇p1,2∥ ≠ δ∥∇p1∥∥∇p1∥ + δ∥∇p2∥∥∇p2∥ . (32)
This, according to (27), implies that the (informational) work for two particles is not
an additive quantity even if they are independent and non-interacting, in contrast with
ordinary thermodynamics. To overcome this difficulty one may simply consider a two
particle system as a single system in the configuration space R6. Doing that, the ad-
ditivity of the heat and work is not anymore a problem, since we always deal with a
single system. In this way the quantum potential Q for two particles can be derived
following the same method explained at the end of the previous section. Note that, this
is in agreement with the fact the in 2-particle case, the temperature (28) characterizing
the informational equilibrium must be thought to be in configuration space.
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5 The temperature T˜
The extension to the N -particle case is rather trivial. Indeed, it is enough to repeat
the whole analysis done in the previous section on R3N , the configuration space of an
N -particle system. In light of this extension, we are now in the position to discuss
the meaning of the temperature T˜ and the thermodynamical/informational equilibrium
used. Given an N -dimensional quantum system with wave function ψ(x, t), the tem-
perature T˜ψ can be defined via the relation (19) as
T˜ψ = h̵2
4kbm
(∇∣ψ(x, t)∣2∣ψ(x, t)∣2 )2 = h̵2kbm(∇∣ψ(x, t)∣∣ψ(x, t)∣ )
2
. (33)
As already noted, this temperature does not depend on the intensity of ψ(x, t), but on
how it varies in space, a feature shared with the quantum potential. We also observe
that as h̵ → 0, this temperature vanish. This is in agreement with known results: in
classical mechanics, such additional informational degree of freedom is not taken into
account. In what follow we study the behavior of the temperature (33) by giving two
examples.
Example 1: Free Particle
For a free particle (i.e. V = 0) in 1-D with initial wave function
ψ(x,0) = ( 2
pia2
)1/4 exp[−x2/a2], (34)
by solving the Schro¨dinger equation (3) we obtain
ψ(x, t) = ( 2
pia2(1 + 16t2))1/4 exp[−x2/a2(1 + 16t2)], (35)
thus the temperature is
T˜ (x, t) = 4h̵2
kbma4
x2
1 + 16t2 . (36)
Figure (1) shows the time evolution of the temperature field. As we see, eventually all
the points tend to thermalize to a common temperature. This is what one expects from
an unconstrained thermodynamical system.
Example 2 : Particle in a Box
For constrained thermodynamical systems one does not expect that in the steady state
all points have the same temperature. In fact in such cases there will be always a
temperature gradient in the final state of the system. A particle in a box is the simplest
9
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Figure 1: Time evolution of the temperature field of a free particle with initial Gaussian
probability distribution. The dashed and solid curves show respectively the temperature
(× 4kbma2
h̵2
) and probability fields.
example of a constrained system. For a particle in a 1-D box of length a, the steady
states of the system are
ψn(x) = √2
a
sin(npix
a
), (37)
thus the steady state temperature fields would be
T˜n(x) = h̵2n2pi2
kbma2
cot2 (npix
a
). (38)
Figure (2) shows the temperature field of the ground state and the first exited state of a
particle in a box.
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4
Figure 2: Temperature field of the ground state and of the first excited state of a particle
in a box. The dashed and solid curves show respectively the temperature (× 4kbma2102
h̵2
)
and probability fields.
As we see in these two examples, where the probability is maximum/zero the tem-
perature is zero/infinite. Thus, in these two cases, the low/high temperature correspond
to high/low probability regions. More generally, from (33) we can see that the tempera-
ture vanishes in all the regions of configuration space in which the modulus of the wave
function is constant, i.e. ∇∣ψ(x)∣ = 0, which corresponds to all the points in which Q
vanish (see (2)).
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6 Conclusion.
In this work we showed how, by means of simple equilibrium thermodynamical consid-
erations it is possible to derive the quantum potential. In this way, we are able to justify
the form of the Hamiltonian functional (7), from which one can derive the equations
of motion (4) and (5). This derivation is based first, on the existence of an additional
informational degree of freedom for any quantum system, second, on the association
of a temperature to this quantum system, and third, on the validity of an equipartition
theorem for this new degree of freedom. By studying some examples, we have seen
that the introduced temperature behaves as one expected from thermodynamics.
We observed that temperature is defined in the configuration space of the system
and this precludes the interpretation of this quantity as a temperature field in the ordi-
nary 3D space. However an interesting meaning can be attached to this quantity. In
Bohmian mechanics, the basic assumption that the initial probability distribution of the
positions of particles is given by the square modulus of the associated wave function,
i.e.
ρ(x,0) = ∣ψ(x,0)∣2,
is called quantum equilibrium hypothesis. When this condition does not hold, we speak
of quantum non-equilibrium. It was showed in [16, 17] that by some assumptions,
when starting out of quantum equilibrium one rapidly converges toward quantum equi-
librium; however this is not universally accepted [19]. Since our temperature is defined
once the probability distribution of the system ρ(x, t) is exactly given by the square
modulus of a wave function ψ(x, t), this temperature can be thought as the temperature
of the quantum equilibrium.
To conclude we observe that starting from equilibrium thermodynamics we have
recovered quantum equilibrium. It is tempting to study what happens if one starts
from non-equilibrium thermodynamics. Is it possible to derive some non-equilibrium
quantum theory by using this method? Moreover, extending the method proposed here
to the non-equilibrium case, may also be relevant for the justification of the Wallstrom
condition [20], as suggested in [39] where fluctuations from quantum equilibrium seem
to be responsible for such condition.
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