Abstract. We prove that the Lavrentiev phenomenon does not occur for the functional
Introduction.
In 1927, in a paper by Lavrentiev [6] , an example was shown of a phenomenon, later called the Lavrentiev phenomenon, where the infimum, over the set of absolutely continuous functions, of a functional of the calculus of variations was strictly lower than the infimum of the same functional over the set of Lipschitzean functions satisfying the same boundary conditions; since that time, finding conditions that would imply the nonoccurrence of the phenomenon has been of some interest. Alberti and Serra Cassano in [1] proved that, when the integration set is one-dimensional, the phenomenon does not occur for autonomous Lagrangians. For functionals on a higher dimensional integration set Ω, conditions for the nonoccurrence of the phenomenon were considered in [4] . In [2] the authors proved that the phenomenon does not occur for the functional 
l(|∇u(x)|) dx,
where l is a convex function, without additional growth or regularity assumptions, provided that both ∂Ω and u 0 are smooth. This paper is, to some extent, a sequel to [2] . We consider the more general functional The following boundedness result will be essential in the proof of the nonoccurrence of the Lavrentiev phenomenon. 
. Then, the functionṽ − = min{U,ṽ} is also a solution to the minimization of (1) on u 0 +W 1,1 0 (Ω ) and, by convexity, so is
− , and we obtain that
When g is strictly convex, we infer thatṽ =ṽ − a.e. on E + , and hence that |E + | = 0. When L is strictly convex, we obtain that ∇ṽ = ∇ṽ − a.e. on E; apply the Poincaré inequality to the functionṽ −ṽ − on Ω to obtain again that v =ṽ − a.e. on E + . Analogously, set E − = {x ∈ Ω : (ṽ + U ) − (x) > 0} to obtain that |E − | = 0. Consider the case α = 0, and, for definiteness, assume α > 0. Again, we haveṽ(x) ≤ U . Consider the convex function
, whose domain, by assumption, is N : it is bounded on bounded sets; hence, there exist two constants c andṼ such that, for x ∈ Ω,
As shown in [3] , the functionũ is a solution to the problem
Consider the functions
we have that, a.e. in Ω ,
Sinceũ and w − satisfy the same boundary condition andũ is a solution to (5), we have
On E * ,ṽ <ũ < 0, and hence, by the assumptions on g, g(ṽ(x)) ≥ g(ũ(x)), and we obtain 
As before, the strict convexity assumption yields a contradiction, unless |E * | = 0. Hence, a.e. we haveṽ(x) ≥ũ(x), and, fromṽ(x) ≤ U , we obtain the boundedness of v.
Notice that the minimal area Lagrangian L(ξ) = 1 + |ξ| 2 does not satisfy the assumption that Dom(L * ) = N . For this L, problem (1), with g = 0 and α sufficiently large, admits no solution, and a minimizing sequence is unbounded below.
Assumptions for the nonoccurrence of the Lavrentiev phenomenon
and the statement of the main result. In this and the following section we consider convex functions L of the form
and we callṽ the solution to the problem of minimizing
We shall express a regularity condition on l through the function P appearing in the following definition.
P is the polar of the convex function l computed at the value l . In the case
. Our next assumption connects the local Lipschitzeanity of l to that of P . Assumption A. l : → is a strictly convex, nonnegative, differentiable, symmetric function and such that Dom(l * ) = . Moreover, there exists K such that
In the case where l is twice differentiable, the above condition takes a simpler form. By the generalized mean value theorem, given t and z, there exists ξ such that
and the latter expression is bounded (and condition (6) is verified), for instance, whenever l is a polynomial of degree larger than one or has exponential growth. Again, condition (6) is not verified by the minimal area Lagrangian l. In order to state precisely the regularity assumptions on Ω, we begin by noticing that, in N , for every matrix (a i,k ) such that |a i,k | ≤ ε , we have that det[I +(a i,k )] → 1 as ε → 0. Also, we have that the determinant of any matrix (b i,k + a i,k ), where the b i,k are all 0 with the exception of two 1's on the same line, tends to 0 as ε → 0. Hence, the following definition makes sense.
Definition 2. We set ε 0 to be such that
In what follows, we require that ∂Ω be of class C 2 . We make precise our request through the following assumption.
Assumption B. Ω is a bounded open set. There exist J P points P j ∈ ∂Ω; coordinate systems with the origin in P j and the ξ N axis in the direction of the normal to the inside of Ω; open subsets V j of the tangent plane at P j , containing P j , and C 2 functions φ j , with φ j (0) = 0 and ∇φ j (0) = 0 such that, asξ ranges over V j , ξ N = φ j (ξ) describes the surface ∂Ω j , and ∂Ω = ∪ j ∂Ω j . Moreover, all the second derivatives of the functions φ j are uniformly bounded. Forξ ∈ V j , set
We assume, for every j, that |τ i | ≤ K 0 and that the matrix ( 
The following definition is basic to the discussion that follows.
Analogously, set
As a consequence of Assumption B we obtain, in particular, that there exists δ and h 0 such that, for all h ≥ h 0 , for any x ∈ Ω with d(x, ∂Ω) ≤ δ, there exists a unique y h (x) in ∂Ω such that
). It will be our purpose to prove the following theorem on the nonoccurrence of Lavrentiev's phenomenon. 
4. Differentiability properties. (a) As shown in [2] , u 0 , w h + , and the map x →ξ (that depends on j and h) are connected through the identities that follow.
For every j, for i = 1, . . . , N − 1, we have that
Let a i = a i (ξ), i = 1, . . . , N − 1, be the solution to the linear system
a solution exists, and it is unique by Assumption B; moreover, since the determinant of τ i (ξ), τ k (ξ) is bounded away from zero, uniformly with respect toξ and j, all the |a i (ξ)| are bounded by some real α. From (10) and the fact that the norm of ∇w h + is h, we obtain (see [2] )
Let b l i be the solution to the linear system
again solutions are unique and uniformly bounded by some β. We obtain, from [2] , the identity
where on the right-hand side the a i , b i , τ i are computed atξ, and ∇u 0 is computed at (ξ, φ j (ξ)). In particular, from the boundedness of a i and b i , we have that there exists
For brevity, set (w h + ) l = ∇w h + , e l ; the second identity we have is
and the third identity is
(b) Differentiating both sides of (11), we obtain
the left-hand side is bounded, while the determinant of the coefficients is uniformly bounded away from zero, and hence all the (a i ) ξ l are uniformly bounded.
From (13) we have
again, all the (b l i ) ξ l are uniformly bounded. (c) We can differentiate identity (14) to obtain
We have that | e j , ν ) ξ l | is bounded; the denominator of the second term is bounded away from zero for all h sufficiently large; the third term is bounded. Hence, there exists h 2 ≥ h 1 , α 1 , and β 1 such that the absolute value of the right-hand side is bounded by
Differentiating the first N − 1 lines of (17) with respect to x j , we obtain
where ∇((w h + ) i ), τ l , u 0 , and ∇u 0 , τ l are computed at the point (ξ, φ(ξ)). System (21) has the form ⎛
and
We wish to estimate the terms η i,l in order to show that system (22) is solvable in the unknowns ξ
) will be computed only on the set of points where
, the determinant of the matrix of coefficients on the right-hand side of (22) is between 4 5 and 6 5 and such that |η i,l | ≤ ε 0 . Hence, the solutions ξ k xi exist and are bounded; in particular, the Jacobian J of the transformation x →ξ is bounded. We wish to show that it is bounded away from 0. Consider the matrix (ξ
By the formula for the Jacobian [5, page 89] , it is enough to show that the absolute value of one of the determinants of the (N − 1) × (N − 1) matrices extracted from (ξ k xi ) is bounded away from 0.
Consider the matrix (ξ
Substituting the kth column on the left-hand side of (22) in the ith column of the coefficient matrix, we can apply the second statement in Definition 2 to obtain that |ξ 
, that is strictly positive for every N ≥ 2. Hence, we have proved that there exist m, M > 0 such that, for every
Approximating with the function M
h . We shall need the following definition.
Definition 4. Set 
Proof. Consider first the function w h + for h ≥ h 4 . Fix j and consider (Ω + h ) j with the coordinate system centered at P j , as described in Assumption B. Apply the coarea theorem to the map x →ξ, whose Jacobian will be denoted by J, to obtain
Set z = (ẑ, φ j (ẑ)); parametrize the line segment {ξ(x) =ẑ} as z + 
Apply Theorem 1 toũ i for N = 1, Ω = (0, diam(Ω)), U = V , and (a i , b i ) = Ω to infer the existence ofṼ such that we have |ũ i ( )| ≤Ṽ ; since the function G maps bounded sets to bounded sets, there exists Γ such that |G(
Since V does not depend on h, j, and i, neither does Γ.
Assumption A yields
recalling (26) and (27), we have
The last inequality yields
so that, recalling (23), 
