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Abstract
The behavior of nonlinear, two-dimensional, transient gravity waves inside an incompressible, nonviscous and homo-
geneous 1uid is predicted. These waves are the response of an initial free-surface elevation in an in2nite channel with
a general topography. A perturbation technique is used for the investigation. In contrast to the limitations made on the
horizontal extent of the topography by the shallow-water theory, the present approach necessitates small vertical extent
of the topography relative to its horizontal extent and to the mean water’s depth as well. The same limitation is assumed
satis2ed by the initial free-surface elevation. Solutions up to the second order are obtained, discussed and illustrated. The
asymptotic behavior of the solutions is obtained and discussed. The expressions for the right going and the left going
waves are separated. The case of a very shallow 1uid is deduced and analyzed for such a model, which is free from the
limitations assumed by the shallow water theory. The validity of the obtained solution is tested by comparing the lowest
streamline with the bottom topography. The di8erence between the linear and the nonlinear theories, and the e8ect of the
bottom topography on the resulting 1ow are illustrated. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The problem of 1uid 1ow over an irregular topography in the presence of a free
surface attracts considerable attention, for both its theoretical and experimental aspects. This type
of problems belongs to a class known as the Cauchy–Poisson problem (CPP). From a mathemat-
ical point of view, the (CPP) is a nonlinear, mixed free boundary value problem which may be
subject to certain initial conditions. Practically, the (CPP) simulates various problems having
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engineering and geophysical interests such as 1ows over weirs, 1ows under gates, ship motion
and 1uid 1ows over topography. A comprehensive discussion for this subject can be found in
Thomson [29,30]. Several approaches were elaborated to deal with this problem. Within the frame
of the linearized theory [35], Lamb [22], Wehausen and Laitone [34], Abd-el-Malek et al. [1] and
others have dealt with approximate analytical solutions for some particular cases of the problem.
Another approach, based on perturbation methods with solutions developed as single- or double-series
expansions in terms of a certain small parameter, is followed. Most of the work, belonging to
this category, treats the problem within the frame of the shallow water theory. In this context
we mention, among others, the works by Tuck [32,33], Dagan [10,11], Pratt [25], Cole [8] and
Ghaleb and Hefni [17]. Forbes [15], Hanna et al. [19] and many other references included in these
two papers used conformal transformations and combined analytical and numerical techniques to
investigate the stationary case of the geophysical problem. Pure numerical studies for the (CPP)
have been attempted in several works, such as those due to Southwell and Vaisey [26], Bellevaux
and Fruman [7] and Aitchison [6]. An extended review of these numerical methods can be found
in [36].
Among others, the works cited above succeeded in giving reasonable predictions for many geo-
physical phenomena. However, most of them dealt with the steady-state solutions. These solutions
adopt the hypothesis that the 1uid motion holds for all times, which is dynamically unnatural.
Further, it is important to notice that the mathematical solution of the steady-state problem is, in
general, not unique. But, in any physical situation only one solution is of interest (see [12–14,27,28]
for a detailed discussion of this aspect). On the other hand, many geophysical phenomena (such
as the one considered here) are transient till annihilation, and their steady-state situation can never
be realized. The natural method of generating waves involves transient motions which die out after
suJciently long times, and none of the above methods considers these transient motions. Mathe-
matically, a unique solution is not guaranteed unless one takes into account the initial conditions
in the formulation. Gulli [18], Kabbaj [21] and Abou-Dina and Helal [2–4] dealt with the non-
stationary solutions of the (CPP), for di8erent topographies, within the frame of the shallow-water
theory. According to their techniques, the domain of validity of their solutions is limited by the
assumptions that the irregularity of the bottom has a small horizontal extent and that the variation
of the motion with time is slow. Abou-Dina and Helal [5] reduce the general transient nonlinear
problem of 1uid waves to a system of integrodi8erential equations, subjected to initial conditions,
and proposed a certain numerical scheme for the solution of these equations. The procedure pre-
sented in this publication proves eJcacity in predicting the 1uid waves resulting from a certain
prescribed time-varying external pressure applied to the free surface of the 1uid during a short
time interval following the start of the motion. However, the stability of the numerical scheme
presented is not suJcient to lead this study up to large instants of time and needs more careful
examination.
Motivated by the above considerations, we propose in the present work to contribute to this re-
markable series of investigations of the (CPP). We introduce a nonlinear theory of the transient
development of surface waves, over a general topography, as a response of an initial free-surface
elevation. The problem is treated as an initial value problem. In the conventional perturbation tech-
niques used in shallow-water theory, limitations are set on the horizontal extent of the topography
and also on the rapidity of the variation with time of the motion. These limitations are clari2ed
by Germain [16] for the general theory and, among others, by Gulli [18] and Abou-Dina and
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Fig. 1. Problem and frame of reference.
Helal [2,3] for the applications. In contrast to this, the present approach requires that the verti-
cal extent of the topography be small compared to its arbitrary horizontal extent. The classical
perturbation theory is applied and the technique of the joint integral transforms is used to obtain
second-order solutions. An asymptotic analysis, performed for these solutions, shows that only the
amplitude of the ultimate waves is modi2ed by the approximations of higher orders while their
wave lengths is unaltered and remains the same as that calculated by the linear theory. The ob-
tained solution permits to derive the corresponding results in the case of very shallow depths for
the model under consideration, which is free from the limitations assumed by the shallow water
theory. Expressions for the right going and the left going waves are separated. Numerical illustra-
tions for a certain particular topography are given. The validity of the obtained solution is discussed
for this topography by drawing the lowest streamline, which would be coincident with the bottom
of the channel, if the solution were the exact one. A comparison between linear and nonlinear
theories is also achieved and the e8ect of the corrugation of the bottom on the resulting 1ow
is shown.
2. Problem and frame of reference
An incompressible and nonviscous 1uid layer, initially at rest with a nonhorizontal free surface,
occupies an in2nite channel of 2nite and variable depth (cf. Fig. 1). The layer is bounded from
below by the impermeable nonhorizontal bottom of the channel and from above by the free surface
which also is impermeable and isobar. We require a study of the e8ect of the topography on the
propagation of the initial free-surface elevation.
To simplify the mathematics, the problem is assumed two dimensional, the 1uid is taken ideal
and homogeneous and the motion irrotational. The vertical extents of the initial free surface and the
topography are assumed small relative to their horizontal extents and also to the channel’s mean
depth.
We use the 2xed two-dimensional, rectangular system of coordinates O(x; y), shown in Fig. 1,
with origin “O” at the mean level of the free surface, horizontal x-axis and y-axis directed vertically
upwards.
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3. Nomenclature
The following nomenclature is used throughout this paper:
co the critical velocity (=
√
gh)
g the acceleration of gravity
h the mean depth of the channel
i the imaginary unit (=
√−1)
P(x; y; t) the pressure applied to the 1uid particle occupying the position (x; y)
at the instant of time t
t the time
u(x) the unit step function (=1 and 0 for x¿0 and x¡ 0 respectively)
VG the group velocity of waves
OV (x; y; t) the velocity of the particle which occupies the position (x; y) at the instant
of time t
(x; y) rectangular coordinates of a point
y =−h+ k(x) the equation of the channel’s bottom
y = 0(x) the equation of the initial free surface (at t = 0)
y = (x; t) the equation of the free surface at a subsequent instant of time t,
(with (x; 0) = 0(x))
y = h(x; t) the equation of the free surface in the case of a horizontal bottom of the channel
y = s(x; t) the equation of the free surface in the case of a shallow 1uid
y = ∞(x; t) the equation of the asymptotic form of the free surface as x and t
increase inde2nitely with bounded ratio x=t
 a small parameter characterizing the order of the vertical extents of the initial
free-surface elevation and the topography, relative to the mean depth h
(x; y; t) the velocity potential function
(x; y; t) the stream function
 the constant density of the 1uid
Superscripts
′,′′ 2rst and second derivatives w.r.t. the argument of the superscripted function;
+;− waves propagating towards the downstream and the upstream extremities of
the channel
4. Equations of motion and boundary conditions
In the case of irrotational motion of the 1uid, the problem reduces to the search for two functions:
the 2rst is the velocity potential function (x; y; t) (with OV = O), the second is the free-surface
elevation (x; t). The physical and simplifying conditions, imposed to the problem, cause the unknown
functions to satisfy the following equations (see [22,28,34]).
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(I) In the 2uid mass with constant density:
@2
@x2
+
@2
@y2
= 0: (1)
The pressure, applied to the 1uid particle, which occupies the position (x; y) at the instant of time
t due to the motion of the 1uid, is given in terms of the velocity potential function as
P(x; y; z) =−
[
@
@t
+
1
2
{(
@
@x
)2
+
(
@
@y
)2}
+ gy
]
: (2)
(II) On the free surface (y=(x; t)): The isobarity of this boundary leads to Bernoulli’s equation
in the form
g+
@
@t
+
1
2
[(
@
@x
)2
+
(
@
@y
)2]
= 0 (3)
and the impermeability, imposed there, gives
@
@y
=
@
@x
@
@x
+
@
@t
: (4)
(III) On the corrugated bottom of equation (y = −h + k(x)): The impermeability of this solid
boundary is expressed as
@
@n
= 0; (5a)
where @=@n denotes di8erentiation along the normal to the considered boundary. This leads, at the
bottom, to
@
@y
−  d
dx
k(x)
@
@x
= 0: (5b)
Application of such condition requires the function k(x) to be a continuously di8erentiable function.
(IV) At in5nity (x →∞): For 2nite instants of time t, the 1uid is assumed to be at rest at both
of the upstream (x → −∞) and the downstream (x →∞) extremities of the in2nite channel. These
conditions are expressed as
lim
|x|→∞
(x; y; t) = 0; (6)
lim
|x|→∞
@
@x
(x; y; t) = 0: (7)
(V) The initial conditions (at t = 0): The 1uid is supposed to be initially at rest, with a free
surface elevation y = 0(x). This condition is translated by
(x; y; t) = 0 at t = 0; (8)
@
@t
+ g0(x) = 0 at t = 0; y = 0(x): (9)
For the mathematical study of the system of equations (1)–(9), two signi2cant diJculties arise:
the 2rst is the nonlinearity of conditions (3), (4) and (9), the second is that conditions (3) and (4)
are given on the free surface, which is apriori unknown. The problem is, therefore classi2ed to be
a free initial nonlinear mixed boundary value problem.
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5. The perturbation technique
The expression in terms of elementary functions of the solution of the above system of equations
does not seem possible. The appearance of the nondimensional small parameter  in this system
proposes the use of the classical perturbation technique for the solution. Through this technique, the
unknown functions (x; y; t) and (x; t) are developed in terms of powers of  in the form (see [24])
(x; y; t) =
∞∑
n=1
nn(x; y; t); (10)
(x; t) =
∞∑
n=1
nn(x; t); (11)
and the system of equations of problems (1)–(9) is supposed satis2ed for every order of the small
parameter . The conditions on the free surface (3), (4) and (9), as well as that at the bottom (5b)
have to be developed in the neighborhoods of the horizontal straight lines y=0 and −h, respectively,
in powers of . These conditions, thus, are replaced by suitable ones at these two straight lines. The
system of equations and conditions so obtained in terms of powers of  will be called the perturbed
system.
5.1. The 5rst-order theory
Neglecting second and higher orders of the small parameter  in the perturbed system of equations,
we get the 2rst-order (or the linear) theory. In the frame of this theory, the domain of the solution
is replaced by an in2nite strip of depth h, and the problem reduces to the search of a single function
1(x; y; t) (with (x; y; t)= 1(x; y; t)) satisfying the following system of equations and conditions:
(I.1) In the in5nite strip −∞¡x¡∞;−h6y60:
@2
@x2
1 +
@2
@y2
1 = 0: (12)
(II.1) At y = 0:
@2
@t2
1 + g
@
@y
1 = 0: (13)
(III.1) At y =−h:
@
@y
1 = 0: (14)
(IV.1) At in5nity (|x| → ∞):
lim
|x|→∞
1(x; y; t) = 0; (15)
lim
|x|→∞
@
@x
1(x; y; t) = 0: (16)
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(V.1) At the initial instant of time (t = 0):
1(x; y; t) = 0; (17)
@
@t
1(x; y; t) =−g0(x) at y = 0: (18)
At this order of approximation, the free-surface elevation takes the form
(x; t) = 1(x; t) (19a)
with
1(x; t) =− 1g
@
@t
1(x; y; t) at y = 0: (19b)
5.2. The second-order theory
The second-order (or the quadratic) theory arises from the perturbed system of equations, by
neglecting the third and the higher orders of the small parameter . Through this theory, the domain
of the solution is the in2nite strip of the linear theory, and the problem reduces to the determination
of a single function 2(x; y; t), with (x; y; t) = 1(x; y; t) + 22(x; y; t), satisfying the following
system of equations and conditions:
(I.2) In the in5nite strip −∞¡x¡∞; −h6y60:
@2
@x2
2 +
@2
@y2
2 = 0: (20)
(II.2) At y = 0:
@2
@t2
2 + g
@
@y
2 = F(x; t); (21a)
where
F(x; t) = g
[
@
@t
A(x; t)− B(x; t)
]
(21b)
with
A(x; t) =− 1
g

1
2
(
@
@x
1
)2
+
1
2g2
(
@2
@t2
1
)2
+
1
g2
@
@t
1
@3
@t3
1

 at y = 0; (21c)
B(x; t) =
1
g
@
@x
[
@
@t
1 · @@x1
]
at y = 0: (21d)
(III.2) At y =−h:
@
@y
2 = G(x; t) (22a)
with
G(x; t) =
@
@x
[
k(x)
@
@x
1
]
at y =−h: (22b)
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(IV.2) At in5nity (|x| → ∞):
lim
|x|→∞
2(x; y; t) = 0; (23)
lim
|x|→∞
@
@x
2(x; y; t) = 0: (24)
(V.2) At the initial instant of time (t = 0):
2(x; y; t) = 0; (25)
@
@t
2(x; y; t) =−R(x) at y = 0; (26a)
where
R(x) = 0(x)
@2
@y@t
1 (at y = 0 and t = 0): (26b)
Within the quadratic theory, the free-surface elevation takes the form
(x; t) = 1(x; t) + 22(x; t); (27a)
where
2(x; t) =− 1g
[
@
@t
2 +
1
2
| O1|2 − 1g
@
@t
1 · @
2
@y@t
1
]
at y = 0: (27b)
The system of equations and conditions, corresponding to any other order of approximation, can
be similarly formulated.
6. Solution of the mathematical problem
Leading up the procedure proposed before to higher-order theories, we notice that the system
of equations satis2ed by the function n(x; y; t) is completely determined by the approximations
k(x; y; t) with k ¡n. The function n(x; t) is expressed explicitly in terms of the functions p(x; y; t)
with p6n. This analysis possesses two main advantages: the 2rst is that it removes the coupling
between the two unknown functions (x; y; t) and (x; t) of the mathematical problem, the second
is that it replaces the partially unknown domain of the problem by a well-de2ned in2nite strip. The
solution of the mathematical problem has, thus, to be performed in ascending orders of the small
parameter .
In order to achieve formal solutions for the di8erent theories formulated above, we assume that
the functions (x; y; t); (x; t); 0(x) and k(x) possess Fourier transforms with respect to x in the
generalized sense of Lighthill [23].
The Fourier transform with respect to x, of a function A(x) is denoted by A˜( ), and is de2ned by
the integral [31]:
A˜( ) =
∫ +∞
−∞
A(x)ei x dx; −∞¡ ¡∞: (28)
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The Laplace transform, with respect to t, of a function B(t) is denoted by OB(s) and is de2ned by
means of the integral [31]:
OB(s) =
∫ ∞
0
B(t)e−st dt; s¿0 (29)
We mean by O˜D( ; s) the joint Fourier and Laplace transforms with respect to x and t, respectively,
of the function D(x; t).
6.1. Solution of the linearized theory
The application of the joint Fourier and Laplace transforms to the system of equations (12)–(18),
of the 2rst-order theory, reduces it for −∞¡ ¡∞; 06s¡∞ to the form
@2
@y2
O˜1 −  2 O˜1 = 0; −h6y60; (30)
s2 O˜1 + g
@
@y
O˜1 =−g˜0 at y = 0; (31)
@
@y
O˜1 = 0 at y =−h: (32)
The solution of Eq. (30), which satis2es the boundary condition (32), takes the form
O˜1( ; y; s) = OA1( ; s) cosh  (y + h); (33)
where by (31), the function OA1( ; s) is determined as
OA1( ; s) =− g˜0( )cosh( h) ·
1
s2 + !2
(34)
with
!2( ) = g tanh( h): (35)
The inversion theorems for the Laplace and the Fourier transforms, applied to (34) and (33), re-
spectively, give the function 1(x; y; t) as [31]
1(x; y; t) =− g2
∫ +∞
−∞
˜0( )
! cosh( h)
cosh  (y + h) sin(!t)ei x d : (36)
The corresponding expression for the function 1(x; t) is given using (19) and (36) as
1(x; t) =
1
2
∫ +∞
−∞
˜0( ) cos(!t)e
−i x d : (37)
The function 1(x; t) can be easily decomposed into the superposition of two functions +1 (x; t)
and −1 (x; t) representing the contributions to the free surface of the waves propagating towards the
downstream and the upstream extremities of the channel, respectively, in the form
1(x; t) = +1 (x; t) + 
−
1 (x; t) (38a)
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with
+1 (x; t) =
1
4
∫ ∞
0
[˜0( )e
−i( x−!t) + ˜0(− )ei( x−!t)] d ; (38b)
−1 (x; t) =
1
4
∫ ∞
0
[˜0( )e
−i( x+!t) + ˜0(− )ei( x+!t)] d : (38c)
6.2. Solution of the quadratic theory
The technique of integral transforms reduces the system of equations (20)–(25), of the second-order
theory, to the following system for −∞¡ ¡∞, 06s¡∞:
@2
@y2
O˜2 −  2 O˜2 = 0; −h6y60; (39)
s2 O˜2 + g
@
@y
O˜2 = O˜F( ; s)− R˜( ) at y = 0; (40)
@
@y
O˜2 =
O˜G( ; s) at y =−h: (41)
The solution of Eq. (39), which satis2es the boundary condition (41), is given as
O˜2( ; y; s) = OA2( ; s) cosh  (y + h) +
1
 
O˜G( ; s) sinh  (y + h); (42)
where OA2( ; s) is an arbitrary function of its arguments. This function is determined, by the application
of condition (40), in the form
OA2( ; s) =
1
(s2 + !2) cosh( h)
[
O˜F( ; s)− g
cosh( h)
O˜G( ; s)
]
− sinh( h)
 cosh( h)
O˜G( ; s)− 1
(s2 + !2) cosh( h)
R˜( ): (43)
Applying the inversion theorems of Laplace and Fourier transforms to Eqs. (43) and (42), and
making use of the convolution formula, we obtain the function 2(x; y; t) as
2(x; y; t) =
1
2
∫ +∞
−∞
e−i x
[(
g cosh  (y + h)
! cosh( h)
)
×
∫ t
0
{
!A˜( ; $) cos!(t − $)−
(
B˜( ; $) +
1
cosh( h)
G˜( ; $)
)
sin!(t − $)
}
d$
+
sinh( y)
 cosh( h)
G˜( ; t)
]
d ; (44)
where ! is given by (35) as a function of  and A˜, B˜ and G˜ are the Fourier transforms with respect
to x of the functions A, B and G given by (21c), (21d) and (22b), respectively.
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Inserting expression (44) into (27) and using (21) the function 2(x; t) is given after some ma-
nipulations in the form
2(x; t) = 21(x; t) + 22(x; t) (45a)
with
21(x; t) =
1
2
∫ +∞
−∞
e−i x
[ ∫ t
0
{!A˜( ; $) sin!(t − $) + B˜( ; $) cos!(t − $)} d$
]
d ; (45b)
22(x; t) =
1
2
∫ +∞
−∞
e−i x
[
1
cosh( h)
∫ t
0
G˜( ; $) cos!(t − $) d$
]
d : (45c)
7. Solution formulae up to the second order
The solutions of the linearized and quadratic theories, given in the preceding section, enable to
obtain predictions of the second order for the exact expressions of the velocity potential function
(x; y; t), the stream function (x; y; t) and the free-surface elevation (x; t) as expressed in the
following subsections where we are mainly interested in putting these expressions in the forms
plausible for the numerical computations.
7.1. The velocity potential and the stream function
The velocity potential (x; y; t) describing the resulting 1ow is given, up to the second order of
approximation, using expressions (10), (36) and (44) in the form
(x; y; t) =− 1
2
∫ +∞
−∞
e−i x
[
g cosh  (y + h)
! cosh( h)
{
˜0( ) sin(!t)
− 2
∫ t
0
{
!A˜( ; $) cos!(t − $)−
(
B˜( ; $) +
1
cosh( h)
G˜( ; $)
)
sin!(t − $)
}
d$
}
− 2 sinh( y)
 cosh( h)
G˜( ; t)
]
d : (46)
The stream function (x; y; t) is related to the velocity potential function (x; y; t) by the Cauchy–
Riemann conditions in the form
@
@x
=
@
@y
; (47a)
@
@y
=− @
@x
: (47b)
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An expression of (x; y; t), up to the second order of , is obtained with the aid of (46) and (47)
in the following form:
(x; y; t) =
i
2
∫ +∞
−∞
e−i x
[
g sinh  (y + h)
! cosh( h)
{
˜0( ) sin(!t)
− 2
∫ t
0
{
!A˜( ; $) cos!(t − $)−
(
B˜( ; $) +
1
cosh( h)
G˜( ; $)
)
sin!(t − $)
}
d$
}
− 2 cosh( y)
 cosh( h)
G˜( ; t)
]
d : (48)
Application of the convolution formula for the Fourier transform enables to put expression (48)
for the stream function (x; y; t), using (21c), (21d), (22b), (26b) and (36), to the form
(x; y; t) = 1(x; y; t) + 221(x; y; t) + 222(x; y; t) + O(3); (49)
where
1(x; y; t) =
i
2
∫ +∞
∞
e−i x%( ; t) sinh  (y + h) d ; (50a)
21(x; y; t) =
i
2
∫ +∞
−∞
e−i x&( ; t) sinh  (y + h) d ; (50b)
22(x; y; t) =
i
2
∫ +∞
∞
e−i x'( ; t) cosh( y) d (50c)
with
%( ; t) =
g
! cosh( h)
˜0( )sin(!t); (51a)
&( ; t) =
∫ +∞
−∞
˜0(&)
(
˜0( − &)
×
{
!
8g
[
g2&( − &)
)’
− )’− 2) 2
] [
()+ ’)sin()+ ’)t − ! sin(!t)
()+ ’)2 − !2
]
− !
8g
[
g2&( − &)
)’
− )’+ 2) 2
] [
()− ’)sin()− ’)t − ! sin(!t)
()− ’)2 − !2
]
− g& 
4)
([
()+ ’)sin(!t)− ! sin()+ ’)t
()+ ’)2 − !2
]
+
[
()− ’)sin(!t)− ! sin()− ’)t
()− ’)2 − !2
])}
+
g
2 k˜( − &)
& 
) cosh(&h)cosh( h)
[
) sin(!t)− ! sin()t)
) 2 − !2
])
d&; (51b)
'( ; t) =
g 
2 cosh( h)
∫ +∞
−∞
&
) cosh(&h)
˜0(&)k˜( − &) sin()t) d&; (51c)
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where ! is given as a function of  by (35), and ) and ’ are given in terms of  ; & as
) 2 = g& tanh(&h); (51d)
’2 = g( − &)tanh( − &)h: (51e)
An approximate expression for the stream-function (x; y; t), in the region neighboring the bottom
of the channel is obtained by setting y =−h+  in expression (49), then
(x; y; t) = 1(x;−h+ ; t) + 221(x;−h+ ; t) + 222(x;−h+ ; t) + O(3): (52)
Expanding these functions in powers of  and noting that both 1(x; y; t) and 21(x; y; t) vanish
at = 0 one gets
(x; y; t) = 2
@1
@y
(x;−h; t) + 222(x;−h; t) + O(3); (53)
where the functions 1(x; y; t) and 22(x; y; t) are given by (50a), (50c), (51a) and (51c).
7.2. The free-surface elevation
The free-surface elevation (x; t) is given, up to the second order of , using relations (11) and
(45:1) as
(x; t) = 1(x; t) + 221(x; t) + 222(x; t); (54)
where 1(x; t); 21(x; t) and 22(x; t) are given, respectively, by expressions (37), (45b) and (45c).
These expressions show that only the function 22(x; t), given by (45:3), represents the contribution
to the free-surface elevation, up to the second order of , of the irregularity of the topography. This
function vanishes if the bottom were horizontal, in which case the free-surface elevation h(x; t) due
to the evolution of the initial elevation over a horizontal bottom, is given as
h(x; t) = 1(x; t) + 221(x; t); (55)
where 1(x; t) and 21(x; t) are given by (37) and (45:2), respectively.
Here also, we use the convolution formula for the Fourier transform to put expression (54) for
(x; t) using (33), (34), (45a), (45b), (45c), (21c) and (21d) into the form
(x; t) =
1
2
∫ +∞
−∞
e−i x{˜1( ; t) + 2˜21( ; t) + 2˜22( ; t)} d ; (56)
where,
˜1( ; t) = ˜0( ) cos(!t); (57a)
˜21( ; t) =
1
8g
∫ +∞
−∞
˜0(&)˜0( − &)
×
{[
!2
(
g2&( − &)
()’)
− )’+ 2) 2
)
− 2g
2& ()− ’)
)
] [
cos(!t)− cos()− ’)t
()− ’)2 − !2
]
−
[
!2
(
g2&( − &)
()’)
− )’− 2) 2
)
+
2g2& ()+ ’)
)
] [
cos(!t)− cos()+ ’)t
()+ ’)2 − !2
]}
d&;
(57b)
186 M.S. Abou-Dina / Journal of Computational and Applied Mathematics 130 (2001) 173–195
˜22( ; t) =
g
2
∫ +∞
−∞
& 
cosh(&h)cosh( h)
˜0(&)k˜( − &)
[
cos(!t)− cos()t)
) 2 − !2
]
d& (57c)
and the functions !; ) and ’ are given by (35), (51d) and (51e), respectively.
8. Numerical application and validity of the solution
The system of streamlines of the resulting 1ow is given as the solutions of the algebraic equation
(x; y; t) = Cs; (58)
where Cs is a real parameter which takes a distinct constant value along each stream-line, and the
function (x; y; t) is given either by expressions (49), (50a)–(50c) and (51a)–(51c) for any point
in the 1uid mass or by expressions (53), (50a), (50c), (51a) and (51c) for regions neighboring the
bottom.
The lowest streamline would coincide with the bottom of the channel, if the obtained solution
were the exact one. The validity of the approximated solution obtained above can be, therefore,
tested by comparing the corresponding lowest streamline with the bottom topography. We perform
this comparison for the particular case of a horizontal initial free surface with a sinusoidal descent
of depth a= Oa and maximum width 2b over a horizontal bottom with a sinusoidal obstacle of height
c =  Oc and maximum width 2d.
The functions 0(x) and k(x) are expressed in terms of the unit function U (x) as
0(x) =
Oa
2
{
1 + cos
(x
b
)}
{U (x + b)− U (x − b)}; (59)
k(x) =
Oc
2
{
1 + cos
(x
d
)}
{U (x + d)− U (x − d)}: (60)
For such a choice, the functions ˜0( ) and k˜( ) are given as
˜0( ) =
2 Oa sin( b)
 (2 −  2b2) ; (61)
k˜( ) =
2 Oc sin( d)
 (2 −  2d2) : (62)
The stream-function, describing the resulting 1ow, is obtained by inserting the Fourier transforms
(61) and (62) into the expression of the function (x; y; t) given above.
The point (x0;−h), with |x0|¿d, lies on the horizontal part of the bottom and the stream-line
passing by it is the lowest one according to the approximate solution presented above. The equation
of this line is written using (53) as
y =−h+ 
[
22(x0;−h; t)−22(x;−h; t)
(@1=@y)(x;−h; t)
]
+O(2): (63)
A complete determination of Eq. (63) requires insertion of the functions ˜0( ) and k˜( ) given by
(61) and (62) into expressions (51a) and (51c) for the functions %( ; t) and '( ; t) then one uses
expressions (50a) and (50c) for the functions 1(x; y; t) and 22(x; y; t).
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Fig. 2. (a) The nonhorizontal bottom (solid curve) and the lowest streamline (broken curve) at t = 8
√
h=g for
a=−0:2h; b= 15h; c= 0:3h and d= 5h. (b) The nonhorizontal bottom (solid curve) and the lowest streamline (broken
curve) at t = 8
√
h=g for a = −0:2h; b = 15h; c = 0:3h and d = 7h. (c) The nonhorizontal bottom (solid curve) and the
lowest streamline (broken curve) at t = 8
√
h=g for a=−0:2h; b= 15h; c = 0:3h and d= 9h.
Figs. (2a)–(c) exhibit a comparison between the nonhorizontal bottom (solid curves) given by
expression (60) and the lowest streamline (broken curves) calculated from relations (50), (51),
(61), (62) and (63) at the instant of time t = 8
√
h=g. The particular values of the parameters
characterizing the initial free-surface elevation are a = −0:2h; b = 15h and those for the bottom
topography are c= 0:3h; d= 5h; 7h and 9h (for Figs. 2(a), (b) and (c), respectively). Fig. 3 shows
a similar comparison at the same instant of time, with the same initial free-surface elevation, for
d = 10h; c = 0:2h; 0:4h and 0:6h. This series of comparisons indicates that the slope of the bottom
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Fig. 3. The nonhorizontal bottom (solid curves) and the lowest streamline (broken curves) at t = 8
√
h=g for
a = −0:2h; b = 15h, and d = 10h. The number assigned to each pair of curves (solid and broken) refers to the cor-
responding value of the ratio c=h.
topography is the parameter playing the primer rule in the accuracy of the proposed technique and
that the method is well adapted for the description of the propagation of waves over mild slope
topographies. The e8ect of the relative height of the topography on the accuracy of the method is
immaterial as shown by Fig. 3.
The expression for the free-surface elevation in the considered case is obtained by inserting the
Fourier transforms (61) and (62) into expressions (56) and (57a), (57b), (57c).
Figs. 4(a)–(c) present the free-surface pro2les calculated following the nonlinear theory (solid
curves) using expressions (56), (57a), (57b), (57c), (61) and (62) and those calculated following
the linear theory (broken curves) using expressions (37) and (61) for the case of a horizontal bottom
(c=0). The parameters characterizing the initial elevation of the free surface are given the particular
values a=−0:3h and b=8h and the instants of time t=5√h=g, 10√h=g and 20√h=g are considered
for Figs. 4(a), (b) and (c), respectively.
The comparison indicates the necessity of taking the nonlinear theory into account for the theoreti-
cal description of the phenomenon under consideration. The linear theory hides important 1uctuations
and features of the free-surface pro2les and the di8erence between the two theories is signi2cant and
increases in the course of time (cf. Fig. 4(c)). As a general remark, the waves calculated following
the linear theory of motion are larger in wave length, smaller in amplitude and slightly faster than
those calculated from the nonlinear theory. The results on Fig. 4(c) show a signi2cant di8erence
between the linear and the second-order nonlinear solutions, which seems to indicate limitations of
the second-order theory (t
 20√h=g) and the need to go to higher-order approximations.
Figs. 5(a)–(c) exhibit the free-surface pro2les for the case of nonhorizontal bottom (solid curves)
with c=0:6=h and d=10h and those for the case of horizontal bottom (broken curves) (i.e., c=0) at
the instants of time t=5
√
h=g; 10
√
h=g and 20
√
h=g. The parameters a and b characterizing the initial
free-surface elevation, in both cases, are given the particular values −0:3h and 8h, respectively.
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Fig. 4. (a) The free-surface pro2les calculated from the nonlinear theory (solid curve) and from the linear theory (broken
curve) at the instant of time t = 5
√
h=g for a = −0:3h and b = 8h over a horizontal bottom (i.e., c = 0). (b) The
free-surface pro2les calculated from the nonlinear and the linear theories (as for (a)) at the instant of time t = 10
√
h=g.
(c) The free-surface pro2les calculated from the nonlinear and the linear theories (as for (a)) at the instant of time
t = 20
√
h=g.
The initial free-surface sinusoidal descent produces two sets of waves, one of them propagates,
in the course of time, towards the upstream extremity of the channel and the other one propagates
towards the downstream extremity leaving the region neighboring the origin nearly at rest. The
divergence between each pair of pro2les, in the cases considered in Figs. 5(a)–(c), is signi2cant
and is maximal at the smallest instant and decreases with the increase of time. The explication of
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Fig. 5. (a) The free-surface pro2les over nonhorizontal bottom with c=0:6=h and d=10h (solid curve) and over horizontal
bottom (broken curve) due to an initial free-surface elevation with a=−0:3h and b=8h at the instant of time t=5
√
h=g.
(b) The pro2les of the free surface over nonhorizontal and horizontal bottoms (as for (a)) at t=10
√
h=g. (c) The pro2les
of the free surface over nonhorizontal and horizontal bottoms (as for (a)) at t = 20
√
h=g.
this remark is that in the case of nonhorizontal bottom for the small instants of time, the principal
free-surface 1uctuation is located over the corrugated part of the bottom and hence the divergence
between the two pro2les is maximal. In the course of time the surface waves propagate towards
the region where the bottom is horizontal and hence the divergence tends to vanish. The resistance,
causing the nonhorizontal bottom to the motion of the 1uid, makes the propagation over the horizontal
bottom slightly faster than that over the corrugated one.
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9. Asymptotic analysis for the solution
The free-surface elevation (x; t) up to the second order of , as given by (54), can be decomposed
using (37), (45b) and (45c) into the superposition of two functions +(x; t) and −(x; t). These two
functions represent the contributions to the free surface of the waves propagating towards the down
stream and the upstream extremities of the channel, respectively, in the form
(x; t) = +(x; t) + −(x; t) (64)
with
±(x; t) =
1
4
∫ ∞
0
[g±1 ( ; t) exp(it f±( )) + g
±
2 ( ; t) exp(−it f±( ))] d ; (65)
where
g±1 ( ; t) = ˜0(± ) + 2
∫ t
0
[
B˜(± ; $)− i!A˜(± ; $) + G˜(± ; $)
cosh( h)
]
exp(−i!$) d$; (66a)
g±2 ( ; t) = ˜0(∓ ) + 2
∫ t
0
[
B˜(∓ ; $) + i!A˜(∓ ; $) + G˜(∓ ; $)
cosh( h)
]
exp(−i!$) d$; (66b)
f±( ) = !( )∓ c ; (66c)
c =
x
t
: (66d)
It may be noticed that the integrals in (65) have no singularities on the axis (0;∞) of integration.
Hence, the contributions of prime importance to the free-surface elevation are due to the saddle
points of these integrals. The saddle points for integrals (65) giving ±(x; t) occur at the roots of
the equations (f′±( ) = 0), which take the forms
1
2
[√
tanh( h)
 h
+
1
cosh2( h)
√
 h
tanh( h)
]
=± c√
gh
; (67)
respectively.
The function on the LHS of Eq. (67) decreases monotonically from unity to zero as  varies from
zero to in2nity. Hence, if 0¡c¡c0 =
√
gh, the integral for +(x; t) has a unique positive saddle
point denoted by  0 otherwise it has no saddle points. Also, the integral for −(x; t) has a unique
positive saddle point  0 if −c0¡c¡ 0 otherwise no saddle points exist. Further it is evident at
 =  0 that f′±( 0) = 0 and f
′′
+( 0) = f
′′
−( 0)¡ 0.
For the asymptotic analysis, we take the above considerations into account, and make use of the
stationary phase and saddle point methods [9,20]. Apart from a term of order O(1=t), the expressions
of (x; t) given by (65) are found to have the following asymptotic forms for inde2nitely large values
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of x and t with bounded ratio c = x=t:
∞(x; t) =
1
4
√

−2tf′′( 0)


0; x¡− c0t;
−∞(x; t); −c0t ¡ x
 0;
0; 2nite x;
+∞(x; t); 0
 x¡c0t;
0; x¿ c0t:
(68a)
with
±∞(x; t) = g±1 ( 0) exp{i(!0t ∓  0x − =4)}+ g±2 ( 0) exp{−i(!0t ∓  0x − =4)} (68b)
and
!0 =
√
g 0 tanh( 0h); (68c)
where f′′( 0) is written here for f′′+( 0) or f
′′
−( 0) since they are equal, and g
±
k ( 0); k = 1; 2 are
written for g±k ( 0; t); k = 1; 2 given by (66a) and (66b), respectively, after replacing t (the upper
limit of the de2nite integrals) by in2nity.
Result (68) shows that the phenomena considered here is a transient one and that for inde2nitely
large values of the time t, the free surface is quite calm except at regions for which the abscesses
x are such that 0
|x|¡c0t. In these regions progressive waves with amplitudes of the order of
O(1=
√
t) and wavelengths 2 = 2= 0 are propagating towards the corresponding extremity with
celerities depending on their wavelengths. Such features are quite obvious in the illustrative example
given before (cf. Figs. 5(a)–(c)).
It is worth noting from expressions (66) and (68) that, the particular choice of the irregularity
of the bottom and that of the initial free-surface elevation a8ects the amplitude of the asymptotic
progressive wave and has nothing to do with the ultimate wave length 2. Expression (68b) also
shows that the wavelength 2 and the group velocity VG of the waves are independent of the order of
approximation and are the same as that obtained from the linear theory, and that only the amplitude
of the waves is a8ected by the di8erent orders of approximation.
Fig. 6 exhibits the relation between the relative wavelength 2=h and the relative celerity c=c0 (with
c0 =
√
gh) for 06c=c0¡ 1. The relative wavelength 2=h increases monotonically with the increase
of the ratio c=c0 and is in2nite as this ratio approaches unity.
10. Solution of the problem in a shallow (uid
In the case of a very shallow 1uid, we can take h
 1. As the 2rst approximation, the function
!( ) given by (35) can be written in the form
!( ) = c0 : (69)
Taking this approximation into account, the free-surface elevation s(x; t), in the case of shallow
1uid, is given using (37), (45b) and (45c) in the following decomposed form:
s(x; t) = +s (x; t) + 
−
s (x; t) (70)
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Fig. 6. The relation between the relative wavelengths 2=h of the asymptotic waves and their relative celerities c=c0.
with,
±s (x; t) =
1
4
∫ ∞
0
[g±1s( ; t) exp(i (c0t ∓ x)) + g±2s( ; t) exp(i (c0t ∓ x))] d ; (71)
where the functions g±1s( ; t) and g
±
2s( ; t) are obtained from g
±
1 ( ; t) and g
±
2 ( ; t) given by (66a) and
(66b), respectively, after replacing ! by c0 .
Expression (71) aJrms that, in the case of a very shallow 1uid, two families of waves propagating
in opposite directions are ultimately generated. Each family is the superposition of waves with
di8erent amplitudes and wavelengths but, unlike the case of deep water, these waves have the same
velocity c0 =
√
gh independent of the particular wavelength. This is the same group velocity, of
waves propagating on horizontal bottoms, obtained by Germain [16] in the frame of the shallow
water theory.
11. Conclusions
The main purpose of the present work is to present a second-order approximate solution for the
general two-dimensional nonlinear transient gravity waves in ideal 1uids. The technique presented
here can help in the judgement of the validity of the di8erent analytical and numerical theories pro-
posed for the solution of the problem of the propagation of 1uid waves. In contrast to the limitations
made on the horizontal extent of the topography by the shallow-water theory, the proposed approach
assumes that the vertical extent of the initial free-surface elevation, and that of the topography be
small relative to their arbitrary horizontal extent. The present method proves a satisfactory eJciency
in predicting the evolution of an initial free-surface elevation over a mild slope corrugated bottom.
The method also reveals the relative importance of the nonlinear theory with regards to the linearized
one and shows that higher-order theories are necessary for accurate determination of the 1uid waves.
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The method also gives predictions for waves in very shallow 1uids, for models free from the lim-
itations of the shallow-water theory, and permits asymptotic analysis for the phenomenon in both
cases of deep and shallow 1uids. The same procedure can be applied to three-dimensional problems
for both homogeneous and strati2ed 2elds. Solutions of orders higher than the second, which may
be necessary in the course of time, can similarly be calculated following the same technique.
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