INTRODUCTION
The Travelling Salesman Problem (TSP) is well known. The practical problem to which the TSP is generally related consists in finding the shortest route for a salesman wishing to visit n cities once and only once. To each pair (i, j) of cities, one associâtes a distance c i} . The problem is said to be symmetrical whenever c ij = c ji (i¥"j) and asymmetrical otherwise. It is Euclidean if c l7[ -hc fc;^c0 for ij, k=l, ..., n.
The problem can also be defined in terms of graph theory. We consider the symmetrical case first. Let G = (N, E) be a graph consisting of a set N of nodes and of a set E of edges. A Hamiltonian cycle is defined as a cycle which goes through each node of G exactly once. The TSP consists in finding the shortest Hamiltonian tycle in G. In asymmetrical problems, E is a set of arcs (directed edges) and the TSP consists in finding the shortest Hamiltonian circuit in G. The TSP is a special case of the more gênerai problem which consists in finding the shortest complete cycle (circuit) in G, Le. the shortest cycle (circuit) going through each node of G at least once, This problem will be referred to as the CCP.
When G is not complete (i. e. when not ail possible edges or arcs are defined), there does not necessarily exists a Hamiltonian cycle (circuit) in G and one may wish, in some instances, to fmd the shortest complete cycle (circuit) in G. Even when G is complete, the TSP solution does not always yield the shortest complete cycle (circuit) in G.
This paper compares two algorithms for the CCP.
METHOD 1: TRANSFORMING THE CCP INTO A TSP
Euclidean property and if G is complete, there is a solution to the CCP which is a Hamiitonian cycle (circuit) [1] . Using this property, Hardgrave and Nemhauser [6] have shown that a CCP solution can be obtained by solving a TSP, even if G is not complete, with the Euclidean distance matrix C r =(c t ij ) derived from C by replacing each c tj by the length of the shortest path between i and j. This method may be described in three basic steps.
Step 1; Transform G into G' by finding all the shortest paths in G {see [10] ).
Step 2: Solve the TSP associated with G'.
Step 3; Identify the solution to the original problem from the solution obtained in step 2. If (i, k> ...,/, j ) is the shortest path from i to j in G and if (Ï, j ) is contained in the optimal Hamiltonian cycle found in step 2, then the optimal complete cycle or circuit in G contains the séquence (i, k, ...,/,ƒ).
METHOD 2: SOLVING THE CCP DIRECTLY
There has been, to our knowledge, no serious attempt to solve the CCP directly, without first transforming it into a TSP. Our aim is to show that it is more efficient to use a more direct approach.
We suggest the following formulation for the CCP. Let us first eliminate from G ail edges or arcs (i,j) which are not themselves the shortest path between i R.A.LR.O. Recherche opérationnelle/Opérations Research and j. Such edges or arcs will indeed never be used in the optimal CCP solution. Let G " be the resulting graph. Then, the CCP can be formulated as (PI) or (P2) according to whether the problem is symmetricat or not. (P1 ) Symmetrical probiems:
Minimize £c u x t > subjetc to:
i<k j>k
ie 5, ƒ 65 ot je S,ieS x,j«<Uor2, | (3 a) y k non négative and integer j (3 b) ïn this formulation, variables x (j are only defined for the edges of 0 " -(JV, E ") and for i<j. Consider the graph G*=(JV S E*) where £* is the set of edges obtained by taking each (i, j) of E"x^ times. G* is meaningful only if (3 a) is satisiied; if (2) is also satisfied, G* is connected [3] , and if (1) and (3fc) are satisfied, the degree of each node is even. Therefore, from [5] , G* possesses an Euler cycle which is also a complete cycle.
At thîs point, ït is worth noticing that we imposed constraints:
otjeS, i$S in order to ensure that G* is connected. The following constraints would have been adequate: S|^n^2,S£{l, ...,n}), (2') but are weaker than (2) . Note that constraints (2') can never be satisfied as equalities whenever (1) and (3) are imposed, hence (2) can be used instead of (2% It is interesting to note that in (PI), an optimal'solution exists in which variables x {J only take the values 0, 1 or 2. Although the forma! proof of this property is not very complex, it is rather tedious because many cases have to be considered. ïn simple terms, it can be understood as follows: if a feasible solution vol. 15, n° 3, août 1981 contains a value of x^Tî 3, for given i and j, then a solution at least as good with x ij = x ij~2 can be found. This is illustrated in the following figure: c £j -= 1 for ail arcs shwon of the diagrams; c tj is arbitrarily large otherwise. Arrows have been included only to facilitate the reading of the solution. One could reverse ail arrows in figure since the graph is symmetrical.
can be replaced by The formulation for the asymmetrical case is similar to that of (PI). Minimize £ c tJ x 0 -subject to:
Xjj-non négative and integer, y k non négative and integer.
(1)
(3 a) (3 b) In this formulation, the y k variables ensure that at each node, the incoming ilow is equal to the outgoing flow. Merely imposing: £x ik^l and £x k ;£l, i j would not be sufficient. As in (PI) connectedness is garanteed by constraints (2) and, as in the previous case, the optimal solution possesses a complete circuit. Moreover, variables x tj can this time take any non négative integer values. Using these formulations, we suggest the following procedure for solving the CCP.
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Step 1: Reduce G to G" by dropping every edge or are (i y j) which is not the shortest path between i and j.
Step 2: Solve the CCP associated with G " by using PI or P2. As in the case of the TSP [8, 9] , we suggest that (PI) or (P2) be solved by first relaxing constraints (2) and (3) which should only be introduced as they are found to be violated. Integer solutions are obtained either by using Gomory cutting planes modified for integer arithmetic [9] or a branch and bound procedure [8] . As was shown in [9] , the integrality and connectedness tests may be carried out in any order; however, it is more efficient to test connectedness first when using a cutting planes algorithm. With the branch and bound algorithm, tests for illégal subtours are only made once an integer solution is obtained.
Step 3; Identify the solution to the original problem: this is done by finding an Euler cycle or circuit associated with the optimal solution of step 2, (Hère, one may use the algorithm proposed by Edmonds and Johnson [4] .)
COMPUTATIONAL RESULTS
In order to compare the relative efficiency of the two methods, symmetrical and asymmetrical test problems were randomly generated by taking the c^-'s uniformly on the interval ]0, 100[. Ail distance matrices were complete. Five problems of each type (symmetrical and asymmetrical) and of each size (n = 20, 30» 40, ...) were attempted by each of four possible algorithms:
-method 1, cutting planes; -method 1, branch and bound; -method 2, cutting planes; -method 2, branch and bound.
In order to make the comparison between the two methods as fair as possible, the same type of algorithm was used in both cases: Miliotis' algorithms [8, 9] were applied directly in the case of method 1 and adjusted wherever appropriate to take into account the particular structure of the problems to be solved by method 2. (Christofides [2] advocates the use of LP based methods for symmetrical TSPs; for asymmetrical problems, the choice is less obvious.) In ail cases, the same policies were used for branehing, generating cuts, "purging" [7] ineffective constraints, etc. The computer used was the University of Montréal Cyber 173. The main results are presented in the foliowing table.
Some attempts were unsuccessful. Failures occurred for two main reasons: either the preset time limit of 500 seconds was reached (this happened mainly with the branch and bound algorithm) or there was a lack of computer memory 
I'
(mainly with the cutting planes algorithm). In some odd cases, the problems were badly conditioned (for example, the determinant of the inverse basis became too large, resulting in very weak cuts and in practically non convergence). A simple examination of table confirms the superiority of method 2 over method 1: computation times are much smaller with method 2, less computer space is needed, larger problems can be solved and, on the whole, fewer failures occur.
The reason for this success lies in the relatively small number of variables contained in problems solved by method 2, and this, in spite of the fact that all distance matrices were complete (when G is not complete, the passage to G' actually increases the number of variables with method 1, thus making the comparison even more favourable to method 2). The last column of table shows that when n ^ 50, at least 85 % of the variables are eliminated by method 2. The percentage of eliminated variables grows up steadily as n increases.
A smaller number of variable helps reducing the number of simplex itérations; its major effect however, is on the amount of memory needed to store the contraints and on the average time per itération.
Finally, the branch and bound algorithm appears to be more reliable than the cutting planes algorithms. This is especially true in the case of asymmetrical problems.
