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Abstract
It is generally difficult to synchronize a ring network that features single nearest-neighbor coupling, if the number N of nodes of
the network is too large. In this paper, we consider a ring network of N identical nodes, which are unidirectionally coupled through
the first state variable of each node. We present a new nonlinear integral method for synchronization of such a network, and derive
a sufficient condition for synchronization of this type of network with chaotic nodes. The entire ring network will synchronize by
adding only one nonlinear integral feedback, even if the feedback gain is very small. As examples, we study the synchronization
of such a network with Lorenz system nodes and Chua’s system nodes. Our numerical simulations confirm the effectiveness of the
new method.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Chaos as a very interesting nonlinear phenomenon has been studied in many fields of science and technology since
Lorenz found the first chaotic attractor in 1963 [1]. Chaos control and synchronization lately have become a key part
of its engineering applications [2]. Two influential publications are the early papers of Ott, Grebogi and Yorke on
chaos control [3] and Pecora and Carroll on chaos synchronization [4]. Over the past two decades, chaos control and
synchronization have attracted more and more attention [5,6].
Recently, synchronization of coupled dynamical networks have received considerable attention (see, for example,
[7–10]). Some conditions on the coupling coefficients for synchronization of two or three coupled Lorenz systems are
reported recently in [11,12]. It is known [13] that a sufficient condition for synchronization of the nearest-neighbor
coupling is 4 sin2 piN ≥ Tc ; that is, c = O(N 2) for any given number N , where c > 0 is the coupling coefficient of the
network and T > 0 is the feedback gain such that zero is an exponentially stable point of the isolated n-dimensional
node. It is true that the coupling coefficient will be very large as the number N is large enough. Generally, the value
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of c should be small. Thus, synchronization of the nearest-neighbor coupling network in a ring is hard to achieve in
practice. It was shown in [14] that the nearest-neighbor coupled network of Chua systems cannot even synchronize
for N > 6 for certain values of c.
This paper investigates a general network of N identical nodes in a ring with unidirectional feedback coupling
through the first state variable of each node. A new nonlinear integral synchronization method is presented, and
a sufficient condition for synchronization of such a network is derived. It is shown that the entire network can
synchronize by adding only one nonlinear feedback with a small constant control gain. The ring network of chaotic
Lorenz systems is used as an example to verify the condition of the theorem. The method can also be used to the ring
coupled network with N = 50 Chua’s circuit systems. Numerical simulations show the effectiveness of the proposed
method. Last but not least, the method can be applied to other dissipative systems.
2. Problem formulation
Consider a coupled network of N identical nodes arranged in a ring, with each node being an n-dimensional
autonomous system described by
x˙i = f (xi ), xi = (xi1, . . . , xin)T, (i = 1, 2, . . . , N ). (1)
The state equation of the coupled network is
x˙1 = f (x1)− D1(x1 − x2),
...
...
x˙N−1 = f (xN−1)− DN−1(xN−1 − xN ),
x˙N = f (xN )− DN (xN − x1)
(2)
where
Di =

di 0 · · · 0
0 0 · · · 0
...
...
. . .
...
0 0 · · · 0
 , (i = 1, 2, . . . , N ).
Then, the network is unidirectionally coupled through the first state variable of each pair of two neighboring
equations, yielding{
ei = xi − xi+1 = (xi1 − xi+1,1, . . . , xin − xi+1,n)T = (ei1, . . . , ein)T, i = 1, 2, . . . , N − 1,
eN = xN − x1 = (xN1 − x11, . . . , xNn − x1n)T = (eN1, . . . , eNn)T = −e1 − · · · − eN−1. (3)
If the errors satisfy ei j → 0 as t → ∞ for all i = 1, 2, . . . , N , j = 1, 2, . . . , n, then the entire network will
synchronize. And ei j → 0 holds if |ei j | → 0 for all i = 1, 2, . . . , N , j = 1, 2, . . . , n.
We rewrite the equation of the isolate node as the following form:
x˙i = f (xi ) = Axi + h(xi ), (4)
where A is an n × n constant matrix and h(xi ) is the nonlinear part of f (xi ). Denote
A = diag(ai i )+ V = U + V, U = diag(ai i )
and suppose
h(xi )− h(xi+1) = Gi (xi , xi+1)ei , Bi (xi , xi+1) = Gi (xi , xi+1)+ G
T
i (xi , xi+1)
2
(5)
eTi Gi (xi , xi+1)ei = eTi Bi (xi , xi+1)ei (6)
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where the elements of the matrix Gi (xi , xi+1) are only functions of xi and xi+1. The elements of the matrix
Bi (xi , xi+1) are zeros or functions of xi and xi+1 without constant part. Then the error dynamics of system (2)
are given by{
e˙i = (A + Gi (xi , xi+1)− Di )ei + Di+1ei+1, i = 1, 2, . . . , N − 1,
e˙N = (A + GN (xN , x1)− DN )eN + D1e1. (7)
Assume that system (1) is a dissipative system, such as a chaotic system and all |xi j | are bounded with upper bounds
M1,M2, . . . ,Mn for |xi1|, |xi2|, . . . , |xin|, i = 1, 2, . . . , N , respectively.
Define an absolute-value matrix of a matrix, whose elements are the absolute values of the elements of the original
matrix. Denote by |V | and |Bi (xi , xi+1)|, respectively, the absolute-value matrices of V and Bi (xi , xi+1). Define a
matrix Bi (|xi1|, . . . , |xin|, |xi+1,1|, . . . , |xi+1,n|), whose elements are obtained from elements of |Bi (xi , xi+1)| by
general absolute value inequality. Denote |eTi | = (|ei1|, . . . , |ein|), i = 1, 2, . . . , N . Then, |eTi ‖Bi (xi , xi+1)‖ei |
≤ |eTi |Bi (|xi1|, . . . , |xin|, |xi+1,1|, . . . , |xi+1,n|)|ei |. Let Bi (M1, . . . ,Mn) denotes a matrix, that is, M1, . . . ,Mn
replace the absolute value of the states of nodes in Bi (|xi1|, . . . , |xin|, |xi+1,1|, . . . , |xi+1,n|). Then,we have
|eTi |Bi (|xi1|, · · · , |xin|, |xi+1,1|, · · · , |xi+1,n|)|ei | ≤ |eTi |Bi (M1, · · · ,Mn)|ei |. And B1(M1, . . . ,Mn) = B2
(M1, . . . ,Mn) = · · · = Bn(M1, . . . ,Mn) = B, because all the nodes are identical.
3. Description of the method
Assume that in the coupling matrices in network (2), all coupling coefficients di (i = 1, 2, . . . , N ) are identical,
and denoted by d , so D1 = D2 = · · · = DN = D(d). Assume this d can be time-varying and add one feedback
equation to network (2):
d˙ = k(e211 + e221 + · · · + e2N−2,1 + 2e2N−1,1 − e11e21 − e21e31 − · · · − eN−3,1eN−2,1
+ eN−1,1e11 + eN−1,1e2,1 + · · · + eN−1,1eN−4,1 + eN−1,1eN−3,1), (8)
where the constant gain k > 0 can be arbitrarily small. This feedback in nature is a typical nonlinear integral feedback:
d = k
∫ t
0
(e211 + e221 + · · · + e2N−2,1 + 2e2N−1,1 − e11e21 − e21e31 − · · · − eN−3,1eN−2,1
+ eN−1,1e11 + eN−1,1e2,1 + · · · + eN−1,1eN−4,1 + eN−1,1eN−3,1)dτ.
Then, it can be proved that the entire coupled network, with the unidirectional feedback coupling through the first state
variable of each node, will always synchronize. To do so, first introduce an n× n matrix C = −U −|V |− B+ D(d∗)
and an n(N − 1)× n(N − 1) block matrix
P(d∗) =

C −D(d
∗)
2
0 · · · 0 0 D(d
∗)
2
−D(d
∗)
2
C −D(d
∗)
2
· · · 0 0 D(d
∗)
2
0 −D(d
∗)
2
C · · · 0 0 D(d
∗)
2
...
...
...
. . .
...
...
...
0 0 0 · · · C −D(d
∗)
2
D(d∗)
2
0 0 0 · · · −D(d
∗)
2
C 0
D(d∗)
2
D(d∗)
2
D(d∗)
2
· · · D(d
∗)
2
0 C + D(d∗)

. (9)
Theorem 1. If there exists a constant d∗ such that the matrix P(d∗) is positive definite, then network (2) will
synchronize; that is, the errors will satisfy ei j (t) → 0 as t → ∞, i = 1, 2, . . . , N , j = 1, 2, . . . , n, for any given
initial values x11(0), . . . , x1n(0), x21(0), . . . , x2n(0), . . . , xN1(0), . . . , xNn(0), d(0).
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Proof. Construct a Lyapunov function of the form:
V (e11, . . . , e1n, . . . , eN−1,1, . . . , eN−1,n, d − d∗)
= 1
2
(e211 + · · · + e21n + · · · + e2N−1,1 + · · · + e2N−1,n)+
1
2k
(d − d∗)2. (10)
Denote e = (eT1 , eT2 , . . . , eTN−1)T and d˙ = km(e). Its time derivative along the orbits of system (2) is
V˙ =
N−1∑
i=1
eTi [(A + Gi (xi , xi+1)− D(d))ei + D(d)ei+1] +
1
k
d˙(d − d∗)
=
N−1∑
i=1
eTi [(U + V + Bi (xi , xi+1)− D(d))ei + D(d)ei+1] + m(e)(d − d∗)
=
N−1∑
i=1
eTi [(U + V + Bi (xi , xi+1)− D(d − d∗ + d∗))ei + D(d − d∗ + d∗)ei+1] + m(e)(d − d∗)
=
N−1∑
i=1
eTi [(U + V + Bi (xi , xi+1)− D(d − d∗)− D(d∗))ei + (D(d − d∗)+ D(d∗))ei+1] + m(e)(d − d∗)
=
N−1∑
i=1
eTi [(U + V + Bi (xi , xi+1)− D(d∗))ei + D(d∗)ei+1]
−
N−1∑
i=1
eTi (D(d − d∗)ei − D(d − d∗)ei+1)+ m(e)(d − d∗). (11)
Let
N−1∑
i=1
eTi (D(d − d∗)ei − D(d − d∗)ei+1)+ m(e)(d − d∗) = 0. (12)
Then,
m(e) =
N−1∑
i=1
ei1ei1 −
N−1∑
i=1
ei1ei+1,1
= e211 + e221 + · · · + e2N−1,1 − e11e21 − e21e31 − · · · − eN−2,1eN−1,1 − eN−1,1eN1
= e211 + e221 + · · · + e2N−1,1 − e11e21 − e21e31 − · · · − eN−2,1eN−1,1
− eN−1,1(−e11 − e21 − · · · − eN−2,1 − eN−1,1)
= e211 + e221 + · · · + 2e2N−1,1 − e11e21 − e21e31 − · · · − eN−3,1eN−2,1
+ eN−1,1e11 + eN−1,1e21 + · · · + eN−1,1eN−4,1 + eN−1,1eN−3,1. (13)
That is,
d˙ = k(e211 + e221 + · · · + 2e2N−1,1 − e11e21 − e21e31 − · · · − eN−3,1eN−2,1
+ eN−1,1e11 + eN−1,1e21 + · · · + eN−1,1eN−4,1 + eN−1,1eN−3,1), k > 0.
Therefore,
V˙ =
N−1∑
i=1
eTi [(U + V + Bi (xi , xi+1)− D(d∗))ei + D(d∗)ei+1]
≤
N−1∑
i=1
(|ei1|, . . . , |ein|)[U + |V | + |Bi (xi , xi+1)| − D(d∗)]
|ei1|...
|ein|

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+
N−1∑
i=1
(|ei1|, . . . , |ein|)D(d∗)
|ei+1,1|...
|ei+1,n|

≤
N−1∑
i=1
(|ei1|, . . . , |ein|)[U + |V | + Bi (M1, . . . ,Mn)− D(d∗)]
|ei1|...
|ein|

+
N−1∑
i=1
(|ei1|, . . . , |ein|)D(d∗)
|ei+1,1|...
|ei+1,n|

= −
N−1∑
i=1
(|ei1|, . . . , |ein|)[−U − |V | − B + D(d∗)]
|ei1|...
|ein|
+ N−1∑
i=1
(|ei1|, . . . , |ein|)D(d∗)
|ei+1,1|...
|ei+1,n|

= −
N−1∑
i=1
(|ei1|, . . . , |ein|)C
|ei1|...
|ein|
+ N−1∑
i=1
(|ei1|, . . . , |ein|)D(d∗)
|ei+1,1|...
|ei+1,n|

= −(|e|)TP(d∗)|e|, (14)
where |e| = (|eT1 |, . . . , |eTN−1|)T = (|e11|, . . . , |e1n|, . . . , |eN−1,1|, . . . , |eN−1,n|)T.
For the given coupled network (2), with N identical nodes arranged in a ring, if there exists a constant d∗ such
that the matrix P(d∗) is positive definite, that is, V˙ is negative semi-definite, then e11(t), . . . , e1n, . . . , eN−1,1(t), . . . ,
eN−1,n, d(t) − d∗ are bounded. We can say that e11(t), . . . , e1n(t), . . . , eN−1,1(t), . . . , eN−1,n(t), d(t) − d∗ ∈ L∞.
So we can obtain that e˙11(t), . . . , e˙1n(t), . . . , e˙N−1,1(t), . . . , e˙N−1,n(t), d˙(t) ∈ L∞ too.
Since V˙ ≤ −|e|TP(d∗)|e| and P(d∗) is positive definite, one has∫ t
0
λmin(P(d
∗))(e211 + e21n + · · · + e2N−1,1 + · · · + e2N−1,n)dt ≤
∫ t
0
|e|TP(d∗)|e|dt ≤ −
∫ t
0
V˙ dt
≤ V (e11(0), . . . , e1n(0), . . . , eN−1,1(0), . . . , eN−1,n(0)), (15)
where λmin(P(d∗)) is the minimum eigenvalue of the symmetrical positive definite matrix P(d∗). It thus follows that
e11(t), . . . , e1n(t), . . . , eN−1,1(t), . . . , eN−1,n(t) ∈ L2. To this end, by Barbalat’s lemma [15], e11(t), . . . , e1n(t), . . . ,
eN−1,1(t), . . . , eN−1,n(t), eN1(t), . . . , eNn(t)→ 0(t →∞). 
4. Examples with a Lorenz system
Suppose that each node is a Lorenz system described byx˙1 = a(x2 − x1),x˙2 = cx1 − x1x3 − x2,x˙3 = x1x2 − bx3, (a, b, c > 0).
When a = 10, b = 8/3 and c = 28, the Lorenz system generates a chaotic attractor. It has been proved [16] that
M2 ≤ b(a+c)2√(b−1) = 39.2463,M3 ≤ b(a+c)2√(b−1) + a + c = 77.2463.
For the ring network of size N = 3, it can be easily proved that there exists a constant d∗ that satisfies the condition
of Theorem 1, so that the coupled network can synchronize if the feedback gain equation is taken to be d˙ = k(e21+2e24)
for any constant control gain k > 0.
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Fig. 1. Relation between λmin(P) and d
∗.
Let N = 4, so that network (2) can be specified as
x˙11 = a(x12 − x11)− d(x11 − x21),
x˙12 = cx11 − x11x13 − x12,
x˙13 = x11x12 − bx13,
x˙21 = a(x22 − x21)− d(x21 − x31),
x˙22 = cx21 − x21x23 − x22,
x˙23 = x21x22 − bx23,
x˙31 = a(x32 − x31)− d(x31 − x41),
x˙32 = cx31 − x31x33 − x32,
x˙33 = x31x32 − bx23,
x˙41 = a(x42 − x41)− d(x41 − x11),
x˙42 = cx41 − x41x43 − x42,
x˙43 = x41x42 − bx43, (a, b, c > 0)
(16)
and d˙ = k(e211 + e221 + 2e231 − e11e21 + e31e11) where k > 0. Denote 4 = a + c + M3. Then, one has the following
matrix P(d∗):
P =

a + d∗ −4
2
−M2
2
−d
∗
2
0 0
d∗
2
0 0
−4
2
1 0 0 0 0 0 0 0
−M2
2
0 b 0 0 0 0 0 0
−d
∗
2
0 0 a + d∗ −4
2
−M2
2
0 0 0
0 0 0 −4
2
1 0 0 0 0
0 0 0 −M2
2
0 b 0 0 0
d∗
2
0 0 0 0 0 a + 2d∗ −4
2
−M2
2
0 0 0 0 0 0 −4
2
1 0
0 0 0 0 0 0 −M2
2
0 b

. (17)
814 X. Han et al. / Computers and Mathematics with Applications 55 (2008) 808–818
Fig. 2. Synchronization errors of node 1 and 4 k = 0.01, t : 0–50.
Fig. 3. Synchronization errors of node 2 and 3 k = 0.01, t : 0–50.
Fig. 1 shows the relation between the minimum eigenvalue λmin(P) of the matrix P and the value of d∗ with
N = 4. It can be seen that λmin(P) > 0 for some values of d∗, over which the matrix P is positive definite (for
instance, λmin = 0.3119 when d∗ = 12 000). One can conclude that synchronization of network (16) is guaranteed.
The result for the case of N = 5 is similar: Numerically computed, when d∗ = 30 000, λmin = −0.3321; when
d∗ = 35 000, λmin = −0.1377;when d∗ = 40 000, λmin = 0.0077 and when d∗ = 43 000, λmin = 0.0785. Therefore,
d∗ exists, for which the matrix P is positive definite, guaranteeing the network synchronization.
5. Numerical simulations
In numerical simulations on the network with Lorenz nodes, let a = 10, b = 8/3, c = 28, so that the nodes
are all chaotic. Figs. 2–4 show the synchronization errors of the ring network (16). Here, the initial value of
(x1(0), y1(0), z1(0), x2(0), y2(0), z2(0), x3(0), y3(0), z3(0), x4(0), y4(0), z4(0), d(0)) is (0, 8, 0, 2, 0, 13, 1, 0, 3, 5,
12, 2, 0). The time achieving synchronization depends on the value of k, where k is the parameter in formula (8).
Figs. 5–7 show the synchronization of the ring network with 20 Lorenz nodes, and Fig. 8 shows the feedback gain d(t).
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Fig. 4. Synchronization errors of node 2 and 4 k = 0.01, t : 0–50.
Fig. 5. Synchronization of the first variables of the 20 coupled system k = 0.1, t : 0–8.
Here, we also consider the ring coupled network with Chua’s circuit system [17], which is described by:x˙1 = µ(x2 − x1 − g(x1)),x˙2 = x1 − x1 + x3,x˙3 = −νx2 − γ x3, (18)
where µ > 0, ν > 0, g(x1) is a piecewise linear function given by g(x1) = bx1 + 12 (a − b)(|x1 + 1| − |x1 − 1|),
with a < b < 0. And the system has a double scroll chaos attractor as parameters µ = 10, ν = 14.97, γ = 0.0385,
a = −1.27, and b = −0.68. Figs. 9–11 show the synchronization of the ring network with 50 Chua’s system as nodes,
and Fig. 12 shows the feedback gain d(t).
As can be seen, all the numerical simulations have confirmed the effectiveness of the proposed nonlinear integral
synchronization method for the ring networks.
6. Conclusions
This paper has studied the synchronization problem of a coupled chaotic network with nearest-neighbor coupling,
arranged in a ring through only one connection via the first state variable of each node. This type of ring network
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Fig. 6. Synchronization of the second variables of the 20 coupled system k = 0.1, t : 0–8.
Fig. 7. Synchronization of the third variables of the 20 coupled system k = 0.1, t : 0–8.
Fig. 8. Feedback gain d(t).
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Fig. 9. Synchronization of the first variables of the 50 Chua’s system coupled network k = 20, t : 0–40.
Fig. 10. Synchronization of the second variables of the 50 Chua’s system coupled network k = 20, t : 0–40.
Fig. 11. Synchronization of the third variables of the 50 Chua’s system coupled network k = 20, t : 0–40.
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Fig. 12. Feedback gain d(t).
is known to be difficult to synchronize if the size of the network is large. This paper has developed a new nonlinear
integral feedback method for the synchronization of such coupled networks, with a sufficient condition derived. It
turns out that the entire coupled network will synchronize by adding only one feedback connection. The chaotic
Lorenz system and Chua’s circuit have been used as nodes for numerical analysis and simulations, confirming the
effectiveness of the proposed synchronization method. This method is applicable to many other chaotic systems such
as the Chen system [18] and the unified system [19], to name just a couple of familiar examples.
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