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Abstract
We explore the connection between the notion of Hopf category and the
categorification of the infinite dimensional Heisenberg algebra via graph-
ical calculus proposed by M.Khovanov. We show that the existence of
a Hopf structure on a semisimple symmetric monoidal abelian category
implies existence of a categorical action in the sense of Khovanov and thus
leads to a strong categorification of this algebra.
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1 Introduction
The classical one-variable Heisenberg algebra is the Z-algebra with two gen-
erators p, q and one defining relation [p, q] = 1. There are several infinite-
dimensional generalizations that appear naturally in different settings. The
most straightforward one is to consider two infinite families of generators pn, qn, n ∈
N with the relations
• p0 = q0 = 1
1
• [pm, pn] = [qm, qn] = 0
• [pm, qn] = δmn1
This algebra is a simplest example of a vertex operator algebra. It has a unique
faithful irreducible representation called the Fock space.
Khovanov in [Kho10] proposed a categorification of a Z-form of this algebra:
the algebra H generated over Z by two families of elements an, bn, n ∈ N where
a0 = b0 = 1, with ai, aj and bi, bj commuting for all i, j ∈ N and with the
relations
[am, bn] = bn−1am−1 (1.1)
He constructs a semisimple abelian category H′ whose Karoubi envelope H
is equipped with a natural embedding
γ : H → K0(H) (1.2)
defined by sending the generators of H into certain elements of K0(H) and
showing that the relations (1.1) hold. It is conjectured in [Kho10] that γ is an
isomorphism.
Using this category one can think of a categorical Fock space action as a
functor from H′ to the category of endofunctors of an abelian category. An
example of such action can be found in [HY13] for the category P of polynomial
functors.
The categorification in [Kho10] is given in the form of graphical calculus.
One downside of this approach is that although the graphical calculus for the
category H′ are described explicitly, the graphical calculus for its Karoubi en-
velope H are complicated to formulate and track. Therefore it is interesting to
approach the definition of the Heisenberg algebra and its categorification from
a different point of view. Namely, the infinite dimensional Heisenberg algebra
and its Fock space action can be described without the use of generators using
the Heisenberg double construction.
In general, the Heisenberg double construction canonically associates an al-
gebra Heis(A,A′) to a dual pair of Hopf algebrasA,A′. It comes with a canonical
embedding into the algebra End(A) and hence a canonical faithful representa-
tion on the space A. The Heisenberg algebra is obtained by taking A and A′ to
be the Hopf algebra Λ of symmetric functions. The duality is given by the inner
product on Λ, induced by considering the orthogonal basis of Schur polynomi-
als. The multiplication of polynomials and its dual via this product give Λ the
structure of a self-dual (or selfadjoint) Hopf algebra. The structure of self-dual
Hopf algebras, and in particular different generator systems for Λ were explored
by Zelevinsky in the book [Zel85].
A nice feature of this generator-less approach is that it produces all different
Z-forms of Heisenberg algebra by picking different elements as generators. For
example the Z-form categorified by Khovanov is obtained by setting an to be
the elementary symmetric function of degree n in the left Λ and the bn to be the
complete homogeneous symmetric function of degree n (
∑
i1≤···≤in
xi1 · · ·xin)
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in the right Λ. The Z-form mentioned in the beginning of this introduction
is obtained by taking pn to be elementary symmetric function of degree n
(
∑
i1<···<in
xi1 · · ·xin) in the left Λ and letting the qn to be the primitive sym-
metric function of degree n (see [Zel85]) in the right Λ. The algebra generated
by these elements is isomorphic to H over Q but not over Z.
This approach to the Heisenberg algebra suggests an alternative idea for
its categorification. In fact, the Hopf algebra structure on Λ is induced by
the isomorphism of algebras Λ ∼=
⊕
n≥0K(RepSn). The multiplication in⊕
n≥0K(RepSn) corresponds to the morphism induced by the induction func-
tor and the inner product is given by dimension of the Hom spaces. Hence Λ is
a decategorification of a higher object, and so is the Heisenberg algebra. For-
mulating a working definition for a higher Hopf algebra structure and using it
to repeat the construction of Heisenberg double on the categorical level would
give us a categorification of the Fock space.
In [GG16](joint with A.Gal) we proposed a notion of selfadjoint Hopf struc-
ture for semisimple abelian categories. Using this structure we construct in
§6.2 Theorem 2 of [GG16] an isomorphism categorifying the canonical relation
defining the algebra structure on the Heisenberg double. We recall this con-
struction here in Theorem 1 of §2.3. In particular we consider selfadjoint Hopf
structure on the category P of polynomial functors whose K-group (with the
induced Hopf algebra structure) is isomorphic to Λ. Then this isomorphism
categorifies the relations (1.1) between the generators of the algebra H . Thus
we obtain a categorification of the Fock space action of H constructed from the
Hopf category structure on the categorification of the Fock space Λ itself.
It is then natural to ask what is the relation between this categorification
and the one proposed in [Kho10]. We explore this question in the present work.
In §4 we show that the categorical Heisenberg action in the sense of [GG16]
implies the existence of the functor
F : H → End C
under an assumption on the adjunction data providing the selfadjoint Hopf
structure on C. Thus the Heisenberg categorification of [GG16] arising the Hopf
category structure on a category C is in fact a strong categorification.
A nice property of the categorical Heisenberg double isomorphism from
Theorem 1 is that it categorifies the defining relations of the Heisenberg al-
gebra explicitly for any choice of elements. This is in contrast to categorifica-
tions using graphical calculus which are much less explicit due in particular to
the requirement of working in the Karoubi envelope. Philosophically speaking
this is the consequence of the categorical Heisenberg double structure being the
derivation of a relatively simple structure - the Hopf category structure on the
underlying categorified Fock space. It is our hope that this fact will prove useful
in working with more complicated vertex algebras, for example to categorify the
Boson-Fermion correspondence.
The generators of Khovanov’s category H correspond in our construction to
the adjoint functors of multiplication and comultiplication by an element of the
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Fock space. In principle for a selfadjoint Hopf category we can have two functors
of comultiplication, corresponding to left and right adjoints of multiplication.
They play different roles in the categorification of the Heisenberg double relation
from Theorem 1. To reconstruct Khovanov’s graphical calculus we must assume
these adjoints to be equal.However there are interesting examples of Heisenberg
doubles where they shouldn’t be (see for example [SY15a]) and it would be
interesting to explore the categorification that our approach provides in those
cases.
Another interesting direction is in considering the Heisenberg categorifica-
tion arising from the braided monoidal category with Hopf structure, specif-
ically the category
⊕
n≥0RepGLn(Fq). It is unclear what graphical calculus
correspond to such categorification; however the generalization of the Heisen-
berg double construction seems to be quite straightforward. We expect some
categorification of Hecke relations to arise as a result in [GGP16].
Finally, considering the Heisenberg double construction in the finite charac-
teristic case should provide insights into the theory of modular representations
of symmetric groups.
1.1 Notations
• k - a field of characteristic 0
• Vect - the category of finite dimensional vector spaces over k
• [n] - the set {1, 2, . . . , n}
2 Hopf categories and a categorical Heisenberg
double
In this section we review the notions of the symmetric selfadjoint Hopf category
and the associated categorical Heisenberg double constructed in [GG16].
2.1 Self-adjoint Hopf categories
The symmetric selfadjoint Hopf (SSH) category is a categorification of the notion
of positive selfadjoint Hopf (PSH) algebra introduced by A.Zelevinsky in [Zel85].
Definition 2.1. A PSH algebra is a graded connected Hopf Z-algebra with an
inner product and a distinguished finite orthogonal Z basis in each grade such
that multiplication and comultiplication are adjoint and positive maps.
The examples of such algebras naturally appear as K-groups of categories,
hence one would like to define a similar notion on the level of categories. The
idea for the definition of the SSH category comes from the observation that the
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Hopf condition can be visualized as the diagram
A⊗4 A⊗2
A⊗2 A
m
∆⊗2 ∆
m
(2.1)
where
m(x⊗ y ⊗ z ⊗ w) = m(x ⊗ z)⊗m(y ⊗ w)
∆⊗2(x⊗ y) = ∆(x) ⊗∆(y)
In the case of the PSH algebra this square can be obtained from the commutative
square of multiplications
A⊗4 A⊗2
A⊗2 A
m
m⊗2 m
m
(2.2)
by replacing the verticals with their adjoints.
We utilize this observation as follows. On the categorical level we should
require commutativity of the square (2.1) up to isomorphism. Such isomorphism
will have to satisfy coherence relations that in general are difficult to specify and
track. Instead we will consider it as property of the square of the form (2.2).
On the categorical level we will need to replace tensor of algebras with Deligne
tensor of categories and maps with functors. We will also assume that our
square commutes up to an isomorphism α.
The procedure of of replacing two opposite sides of the square of functors
with adjoints is called taking the mate of the square. This is the basic tool we
are going to use through the article to construct categorification of Heisenberg
algebra.
Definition 2.2. Given a square
A B
C D
f
g
hα
i
(2.3)
where α : h ◦ g→ i ◦ f is a (not necessarily invertible) 2-morphism we obtain by
replacing the the verticals h, f with their right adjoints hR, fR the right mate
of the above square
A B
C D
g
α
RfR
i
hR
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where αR is given by
g ◦ fR → hR ◦ h ◦ g ◦ fR
α
−→ hR ◦ i ◦ f ◦ fR → hR ◦ i
Definition 2.3. A square as in (2.3) with 2-morphism α is said to satisfy the
right Beck-Chevalley condition if αR is invertible.
Remark 2.4. The left mate and Beck-Chevalley condition is defined in a similar
way.
Our next observation is that the square (2.2) is related to the Cartesian
square of finite sets
A⊗4 A⊗2
A⊗2 A
m
m⊗2 m
m
←
[4] [2]
[2] [1]
p
In fact, as explained in §3.1 of [GG16] any Cartesian square of finite sets
should correspond to a square of multiplications satisfying the Beck-Chevalley
condition in a categorification of Hopf algebra. Altogether this leads to the
following definition of symmetric selfadjoint Hopf category:
Definition 2.5. A symmetric selfadjoint Hopf structure for a semisimple abelian
k-linear category C is given by a monoidal functor of 2-categories
FinSet
F
−→ 2-Vectgr
which takes Cartesian squares in FinSet to squares satisfying the Beck-Chevalley
condition and such that F([1]) = C.
Here 2-Vectgr has objects graded 2-vector spaces as in [KV94], i.e. semisim-
ple k-categories equivalent to a finite sum of copies of Vect. The 1-morphisms
are finite sums of exact morphisms of bounded degree and the 2-morphism are
the natural transformations between those. The monoidal structure is given by
the Deligne tensor of categories.
Remark 2.6. 1-morphisms in 2-Vectgr admit left and right adjoints.
In particular Definition 2.5 implies that we have the functor m : C⊗2 → C
as an image of the map of finite sets [2] → [1] and its left and right adjoints
∆l,∆r : C⊗2 → C. The naive categorical version of the bialgebra condition is a
consequence of the image
C⊗4 C⊗2
C⊗2 C
m
m2 m∼
m
(2.4)
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of the Cartesian square
[4] [2]
[2] [1]
p
satisfying the Beck-Chevalley condition, i.e. the square commutes up to invert-
ible morphism when the horizontal or vertical sides are replaces by left(right)adjoints:
Here m corresponds to the maps of sets
1 7→ 1
3 7→ 1,
2 7→ 2
4 7→ 2.
Remark 2.7. The restriction of the 2-morphism (2.4) provides a braiding iso-
morphism for C, and as checked in Proposition 3.18 of [GG16] this provides C
with symmetric monoidal structure.
Remark 2.8. By Proposition 3.17 of [GG16] F(∅) is equivalent to Vect. The
image of the map ∅ → 1 in FinSet equips an SSH category C with a functor
Vect
m∅−−→ C. m∅(k) ∈ C categorifies the notion of the unit of the Hopf algebra.
A simplest example of an SSH category is the category of polynomial functors
P from [FS97].
Definition 2.9. The category of polynomial functors P is the category whose
objects are functors from Vect to Vect that induce polynomial maps of the
Hom spaces.
The SSH structure on P is described in §4 of [GG16]. To give a simple
description illustrating our abstract definition, the Deligne tensor P⊗2 can be
represented by a category of bi-polynomial functors, i.e. the functors
Vect×Vect→ Vect
Then we have
m : P⊗2 → P , mΦ(V ) = Φ(V, V ) ∆ : P → P⊗2,∆F (V,W ) = F (V ⊕W )
and the unit is represented by the polynomial functor 1 : k → V . From this
examples it can be easily seen how to construct an image of any map of finite
sets and its adjoint.
The SSH category P categorifies the PSH algebra Λ of symmetric functions.
2.2 Heisenberg double
A dual pair of graded Hopf algebras A,A′ gives rise to an algebra structure on
the space A⊗A′. This algebra is called the Heisenberg double. For our purposes
we will view this algebra structure as induced from the algebra structure on
End
Z
(A) via the injective morphism of Z-modules A⊗(A′)op → End
Z
(A). This
morphism is given by considering the action of A on itself by left multiplication
by an element and the action of A′ on A adjoint to the right multiplication by
an element.
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Let us consider this situation in more detail. We consider A =
⊕
n≥0An,
A′ =
⊕
n≥0A
′
n with components free and finitely generated over Z. Let <,>
be a pairing between these algebras that induces isomorphism A′ ∼=
⊕
n≥0A
∗
n
and respects the Hopf structures. That is <,> satisfies
〈m(a1 ⊗ a2), b〉 = 〈a1 ⊗ a2,∆
′b〉
〈∆a, b1 ⊗ b2〉 = 〈a,m
′(b1 ⊗ b2)〉
〈a, 1A′〉 = ε(a), 〈1A, b〉 = ε(b)
where m,m′,∆,∆′ are the morphisms of multiplication and comultiplication in
A and A′:
m : A⊗A→ A ∆ : A→ A⊗A
m′ : A′ ⊗A′ → A′ ∆′ : A′ → A′ ⊗A′
For each x ∈ A we can then consider the operator mx : A→ A of left multipli-
cation by an element x ∈ A. We also consider the operator ∆y : A→ A, y ∈ A′.
∆y is adjoint to the operator of right multiplication by y,m
′
y : A
′ → A′ via the
pairing <,>.
The assigments x→ mx, y → ∆y define morphisms of algebras A, (A′)op →
End
Z
A. We can also use these operators to define the following morphism of
Z-modules:
ϕ : A⊗A′op → End
Z
(A) x⊗ y 7→ mx∆y
Proposition 2.10 (see e.g. [GG16] Proposition 5.4). ϕ is injective and its
image is a subalgebra of End
Z
(A)
Since ϕ is injective, it induces an algebra structure on A⊗A′. This algebra is
called the Heisenberg double. It is equipped with a canonical action on A defined
by ϕ. The analog of Stone-von Neumann theorem for this action is considered
in [SY15b].
A special case of this construction is a Heisenberg double associated to a
PSH algebra of [Zel85]. In the case of the simplest PSH algebra Λ of symmetric
functions this construction recovers the infinite dimensional Heisenberg algebra.
More precisely to get the particular Z- form of Heisenberg algebra one should
choose a suitable set of generators in the Heisenberg double associated to Λ. To
recover the form given by the relations (1.1) which was categorified by Khovanov
in [Kho10] one should consider series of generators for n ≥ 0: an in the left Λ
and bn in the right Λ with an being the elementary symmetric function of degree
n and the bn the complete homogeneous symmetric function of degree n, i.e.
bn =
∑
i1≤···≤in
xi1 · · ·xin . In this article we will focus on categorification of
Heisenberg doubles associated to PSH algebras. We will denote Heisenberg
double associated to a PSH algebra A by HeisA
To explain how to approach the notion of Heisenberg double using SSH
categories we briefly recall the key idea of the proof of Proposition 2.10. To
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prove that the image of ϕ is a subalgebra we show that the following relation
holds ∀x ∈ A′
∆xm = m∆
2
∆′(x) (2.5)
where if ∆′(x) = x(1) ⊗ x(2) (in Sweedler notation) then
∆2∆′(x)(y ⊗ z) := ∆x(1)y ⊗∆x(2)z (2.6)
This implies that the image of ϕ is closed on multiplication in the algebra
End
Z
(A) as ∀x ∈ A, y ∈ A′:
∆xmy = m∆
2
∆′(x)iy = m∆x(2) (y)∆x(1) ∈ ϕ(A⊗A
′)
where
iy(a) = y ⊗ a
Remark 2.11. The relation ∆xm = m∆
2
∆(x) can be interpreted as a statement
about commutativity of a square of morphisms:
A⊗2 A
A⊗2 A
m
(∆)2
∆′(x)
m
∆x
(2.7)
This suggests an approach to categorification of Fock space action using a Hopf
category structure and the Beck-Chevalley condition that we describe in the
next section.
2.3 Categorical Heisenberg double
In this section we will construct a categorification of the notion of Heisenberg
double and the associated Fock space for a symmetric selfadjoint Hopf category.
Consider the k-linear semisimple abelian category C with Hopf structure given
by Definition 2.5. Then in particular we have the functor m : C⊗2 → C and its
left and right adjoints ∆l,∆r : C⊗2 → C.
Consider the functor ⊠ : C×2 → C⊗2 which is part of the definition of the
Deligne tensor. For any object F ∈ C define the functor
iF : C → C
⊗2, iF (X) = F ⊠X
Note that iF has left and right adjoints which we denote by j
l
F , j
r
F We define
mF ,∆
l
F ,∆
r
F as compositions
mF = m ◦ iF ∆
r
F = j
r
F ◦∆
r ∆lF = j
l
F ◦∆
l
∆rF ,∆
l
F are respectively right and left adjoint to mF for any F ∈ C.
In a similar fashion, using the fact that Deligne tensor defines a symmetric
monoidal structure on the 2-category 2-Vectgr, we can define adjoint functors
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∆2∆F ⊣ m
2
∆rF ⊣ ∆
2
∆F for F ∈ C categorifying the map (2.6) we used to define
Heisenberg double for Hopf algebras.
Our categorification of the notion of Heisenberg double is provided by the
following:
Theorem 1 ([GG16]). There is a canonical isomorphism
∆rFm
∼= m ◦ (∆r)2∆l(F ) (2.8)
coming from the SSH structure on C.
Corollary 2.12. We have a canonical isomorphism
∆rFmG = ∆
r
Fm ◦ iG
∼= m ◦ (∆r)2∆l(F ) ◦ iG
Since as shown in [GG16] the K-group of C is a positive selfadjoint Hopf
algebra, we can associate to it a Heisenberg double and its Fock space. Then
Theorem 1 implies the following:
Corollary 2.13. Let C be an SSH category and denote by Endad(C) the category
of endofunctors of C admitting adjoints.
The functor C ⊗ Cop → Endad(C) given by F ⊠ G 7→ mF ◦ ∆rG can be natu-
rally constructed using the SSH structure on C and descends to the Fock space
representation of the Heisenberg double associated to (K(C)).
The proof of Theorem 1 is based on using the notion of mate and the Beck-
Chevalley condition recalled in Definition 2.5. Namely the isomorphism in the
theorem can be represented as a square of functors
C⊗2 C
C⊗2 C
m
∼(∆r)2
∆l(F )
m
∆r
F
(2.9)
That is the right mate of the square
C⊗2 C
C⊗2 C
m2
∆l(F )
m
α mF
m
(2.10)
The above square can be seen as a composition of the squares
C⊗2 C
C⊗4 C⊗2
C⊗2 C
i
∆l(F )
m
iF
m
m2 m∼
m
(2.11)
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where the bottom square is (2.4), the the part of the SSH structure categorifying
the bialgebra condition. Hence it satisfies the Beck-Chevalley condition. The
2-morphism in the upper square is constructed using the unit of the adjunction
ηL : id→ m∆. Using this fact one can check that it satisfies the Beck-Chevalley
condition as well.
A general method for constructing morphisms using the SSH structure and
higher category theory is outlined in §6.3 of [GG16].
Remark 2.14. The isomorphism β is constructed by taking the right mate.
Hence to construct it we have to use both the left and right adjoints of the
multiplication. To reconstruct Khovanov’s categorification of the Heisenberg
algebra of §4 we must assume these adjoints to be equal. However this might
prove useful for categorifications of Heisenberg doubles in the cases when they
are not.
3 Heisenberg categorification via the graphical
calculus
In this chapter we recall the definition of the Heisenberg category H from
[Kho10]. On the algebra level we start from the algebra generated over Z by
two families of elements an, bn, n ∈ N where a0 = b0 = 1, with ai, aj and bi, bj
commuting for all i, j ∈ N and with the relations
[am, bn] = bn−1am−1
As mentioned in §2.2 via the canonical embedding of the Heisenberg dou-
ble Heis Λ into End
Z
(Λ) these generators can be thought of as the operators
mai ,∆bi , where ai are elementary and bi complete homogeneous symmetric
functions. Under the isomorphism Λ ∼=
⊕
nK(Rep(Sn)) ai and bi correspond
to the classes of representations of Si which we will denote Λ
i and Si (those
are respectively the sign and trivial representations). Note that a1 = b1 go
under this isomorphism to the identity representation of S1. The multiplication
and comultiplication go to endomorphisms of
⊕
K(Rep(Sn)) induced by the
functors of induction and restriction.
To construct a categorification of this algebra start from considering a monoidal
category H′ whose objects are sequences of +’s and −’s, with product given by
concatenation of sequences. On the level ofK-groups + corresponds to multipli-
cation by a1 and − to comultiplication by b1 and the concatenation of sequences
to composition.
The spaces of morphisms between these objects are constructed by looking
at the categories Rep(Sn) for all n, since the objects of H′ can be naturally seen
as corresponding to compositions of induction and restriction functors from
Rep(Sn × S1)) to Rep(Sn+1) for some n.
These spaces can be described using the graphical calculus for the biadjoint
functors modulo relations: the 1-morphisms inH′ are the spaces of oriented one-
dimensional manifolds up to boundary isotopies and a set of relations. Start
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from the identity morphisms: they are drawn as lines
− +
− +
Generally, the diagrams should be understood as morphisms from the bottom
boundary to the top boundary, and are composed accordingly. If the source or
the target are unit object ofH′ the corresponding diagram has no lower or upper
boundary.
The two pairs of unit and counit of adjunctions are drawn as half-circles
− + + − , − + + −
(3.1)
We also have the upward pointing ”cross” diagram
+ +
+ +
(3.2)
which denotes the natural endomorphism of IndS
n+2
Sn×S1×S1(ρ,Λ
1,Λ1) given by
transposing the two copies of Λ1.
Remark 3.1. Thinking about the above endomorphism as as a square
C C
C C
+
+ +∼
+
the other cross diagrams
+ −
− +
− +
+ −
− −
− −
(3.3)
are the mates (see Definition 2.2) of the upward facing cross in various direc-
tions. This is because they are the result of composing the upward cross with
the approporiate unit and counit diagrams.
The space of 1-morphisms in H′ generated by the above diagrams modulo
isotopies and the following relations:
12
− + = Id1 ,
− +
+ −
− +
=
− +
− +
−
− +
− +
(3.4)
+ −
− +
+ −
=
+ −
+ −
,
+
− + +
− + +
+
= 0 (3.5)
+ +
+ +
+ +
=
+ +
+ +
,
+ + +
+ + +
+ + +
+ + +
=
+ + +
+ + +
+ + +
+ + +
(3.6)
As we sawma1 ,∆b1 and their compositions correspond to elements inK(H
′),
but to get objects corresponding to mai ,∆ai for i ≥ 2 one needs to consider
the Karoubi envelope of H′, which is denoted by H. Sending mai ,∆bi to the
classes of objects of H given by the anti-symmetrization and symmetrization
idempotents in End(+i) and End(−i) defines a map γ : Heis(Λ) → K0(H).
Denote these objects by mΛi and ∆Si (Thus, in particular we now denote +
and − by mΛ1 ,∆S1). To show that γ is a morphism of algebras we need to
construct for all i the isomorphisms
∆SimΛi ∼= mΛi∆Si
⊕
mΛi−1∆Si−1 (3.7)
For i = 1 S1 = Λ1 = Id. Also mΛ0 is an identity map. Hence above is just
the isomorphism
∆IdmId ∼= mId∆Id
⊕
Id (3.8)
The planar diagram representing this isomorphism is easy to construct using the
graphical calculus for H′ that we just described. Specifically, it is equivalent to
the rows (3.4) and (3.5) in the list. The construction for i ≥ 2 involves the more
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complicated graphical calculus for the Karoubi envelope H whose existence is
implied in [Kho10]. There it is further shown that γ is injective. That γ is in
fact an isomorphism is a conjecture.
4 Categorical Heisenberg double and Khovanov’s
graphical calculus
Let C be a k-linear semisimple abelian category with a symmetric selfadjoint
Hopf structure in the sense of Definition 2.5. Through this section we will
assume that the left and right adjoints of the multiplication functor m : C⊗C →
C are equal, and denote ∆r = ∆l just by ∆. We would like to relate our
categorfication of the Heisenberg algebra via the Heisenberg double construction
to the categorification of Khovanov in [Kho10].
The first thing we note is that our categorification doesn’t depend on the
choice of adjunction data. For any choice of units and counits of adjunction we
can construct the canonical isomorphism from Theorem 1. In the construction
of [Kho10] one has the first relation of (3.4) between the left unit and the right
counit of adjunction. In what follows we will carefully analyze the construction
of the isomorphism from Theorem 1 to prove the following statement
Theorem 2. Given adjunction data satisfying relations (3.4) for an SSH cat-
egory C we can construct a faithful functor
A : H → Endad C
where Endad C of is the category of endofunctors admitting adjoints.
Moreover such a functor can be constructed for every irreducible primitive
element of C. Denote the image of k ∈ Vect under the unit functor m∅ :
Vect→ C by 1 (see Remark 2.8).
Definition 4.1. An object P of C is called primitive if ∆P ∼= P ⊠ 1⊕ 1⊠ P
This definition is motivated by the notion of primitive element in a Hopf
algebra.
We would like to construct a functor A : H → Endad C such that A(+) =
mP , A(−) = ∆P for P - an irreducible primitive object in C. Recalling the
construction of H from §3 we immediately see that it is enough to define the
functor F on the category H′ such that H is its Karoubi envelope. Therefore
the value of A on the objects of H is defined by our condition and it remains
to define A on morphisms. ∆P is left-and right-adjoint to mP . The diagrams
representing identity morphisms and units and counits of adjunctions inH′ (3.1)
should go to the corresponding morphisms in Endad C. Denote the images of
these by ηL, ǫL and ηR, ǫR respectively.
Since all crosses are mates by Remark 3.1 it remains to specify an image of
one of them. The SSH category C is symmetric monoidal (Proposition 3.18 of
[GG16]). Let the upward cross (3.2) go to the isomorphism β : mPmP → mPmP
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arising from the symmetric monoidal structure on C. We immediately see the
relations (3.6) follow from the fact that β is a symmetric braiding.
It remains to verify the relations (3.4) and (3.5). In Khovanov’s construction
these relations are equivalent to the isomorphism (3.8). Namely the splitting
(3.8) in this construction is given by the pairs of morphisms
− + − + ,
− +
+ −
+ −
− +
F sends these morphisms to the pairs ηL, ǫR and the left and right mates of
β: ǫLβηL and ǫRβηR.
Recall that by Theorem 1 the self-adjoint Hopf structure on C implies for
any pair of objects X,Y ∈ C the existence of a canonical isomorphism
∆rXmY
∼= m ◦ (∆r)2∆(X) ◦ iY (4.1)
Setting X = P, Y = P in (4.1) we get
∆2∆P ◦ iP = (∆)
2
1⊠P⊕P⊠1 ◦ iP = P ⊠∆P ⊕ 1⊠ Id (4.2)
Hence we obtain:
∆PmP ∼= m ◦ (∆)
2
∆(P ) ◦ iP
∼= m ◦ (∆)2P⊠1⊕1⊠P ◦ iP = mP∆P ⊕ Id (4.3)
This is precisely the splitting of the form (3.8).
Theorem 3. For an irreducible primitive object P of an SSH category C the
isomorphism (4.3) is equivalent to relations (3.4) and (3.5) iff the left counit
of adjunction ǫL : ∆PmP ∼= mP∆P ⊕ Id → Id is the inverse of ηR on the Id
component and 0 on mP∆P .
Proof. To check that the relations (3.4) and (3.5) hold it remains to show that
the splitting (4.3) coming from the Hopf structure on C is given by the pairs
ηL, ǫR and the left and right mates of β: ǫLβηL and ǫRβηR for the primitive
element P of C
The isomorphism (4.3) is obtained by taking the right mate of the square:
C⊗2 C
C⊗2 C
m2∆(P)
m
α mP
m
(4.4)
Explicitly, it is the following composition:
mP∆P ⊕ Id = m(∆)
2
∆(P )iP
ηR
−−→ ∆PmPm(∆)
2
∆(P )iP
α
−→ ∆Pmm
2
∆(P )(∆)
2
∆(P )iP
ǫ
∆(P)
R−−−→ ∆PmiP = ∆PmP
(4.5)
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where ǫ
∆(P )
R is the counit of the adjunction m
2
∆(P ) ⊣ ∆
2
∆(P ).
Since P is primitive we can expand the third line of this sequence of mor-
phisms:
∆Pmm
2
∆P (∆)
2
∆(P )iP = ∆Pm
(
m(1⊠ P )⊠m(P ⊠∆P )
⊕m(1⊠ 1)⊠m(P ⊠ Id)
⊕m(P ⊠ P )⊠m(1⊠∆P )
⊕m(P ⊠ 1)⊠m(1⊠ Id)
)
(4.6)
Lemma 4.2. ǫ
∆(P )
R is zero on the second and third component of this direct
sum. Its restriction on the first component is given by ǫRP and restriction on the
fourth component is c Id where c is a constant.
Looking at the second line of (4.5):
∆PmPm(∆)
2
∆(P )iP = ∆PmPm(P ⊠∆P ⊕ 1⊠ Id)
we see that the image of Id under ηR is contained in the second component of
this direct sum. Hence αηR (Id) is contained in the sum of the second and fourth
components of (4.6). By Lemma 4.2 we have ǫ∆RαηR (Id) = ηR (Id) (multiplying
ǫ
∆(P )
R by a constant if needed).
Likewise, as αηR (mP∆P ) is contained in the sum of the first and third com-
ponents and the restriction of ǫ
∆(P )
R to the first component is equal to ǫR by
Lemma 4.2 we obtain ǫ
∆(P )
R αηR (mP∆P ) = ǫRβηR. Here β : mPmP → mPmP
is the braiding and from the decomposition of α from (2.11) it follows that the
restriction of α to the image of mP∆P is equal to β. Hence the injection mor-
phisms for the splitting (4.3) are given by the images of the injection morphisms
in H′.
The following then follows immediately from analyzing the relations in H′:
Proposition 4.3. The relations
− + = Id1 ,
+
− + +
− + +
+
= 0
between the morphisms in H′ are satisfied between their images under A iff
we have that ǫL : ∆PmP ∼= Id⊕mP∆P → Id is the inverse of ηR on the Id
component and 0 on mP∆P .
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Now let us check that the relation
+ −
− +
+ −
=
+ −
+ −
(4.7)
is satisfied for such left adjunction data.
Let us write out the image of (4.7) under A:
mP∆P
ǫRβηR−−−−→
∆PmP ∼= Id⊕mP∆P
ηL
−−→
(Id⊕mP∆P )mP∆P ∼= mP∆P ⊕mP∆P ⊕m
2
P∆
2
P
β
−→
mP∆P ⊕mP∆P ⊕m
2
P∆
2
P
ǫL−→
mP∆P
We need to check that this composition is equal to identity. As we saw above
ǫRβηR takes mP∆P to mP∆P in the direct sum decomposition of ∆PmP . Next
composing ηL with this we get
Id⊕mP∆P
ηL
−−→
mP∆P ⊕mP∆PmP∆P ∼= mP (Id⊕mP∆P )∆P ∼= mP∆P ⊕mP∆P ⊕m
2
P∆
2
P
(4.8)
From the definition of ǫL in Proposition 4.3 and the unit-counit relation
∆P
∆P ηL
−−−−→ ∆PmP∆P ∼= (Id⊕mP∆P )∆P
ǫL∆P−−−−→ ∆P (4.9)
we deduce that the composition of ηL with projection to the second mP∆P in
the direct sum decomposition is Id. Next, β switches the first and second copies
of mP∆P in the direct sum decomposition. Applying ǫL we get
mP∆P ⊕mP∆P ⊕m
2
P∆
2
P
∼= (Id⊕mP∆P )mP∆P
ǫL−→ mP∆P (4.10)
where ǫL by definition is the projection on the Id component. Altogether we
have shown that the composition is identity.
The last remaining relation
− +
+ −
− +
=
− +
− +
−
− +
− +
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then follows immediately.
Proof of the Lemma 4.2. We have for every G⊠ F :
m2∆P (∆)
2
∆(P )G⊠ F =G⊠m(P ⊠∆P (F ))
⊕m(P ⊠G)⊠∆P (F )
⊕∆P (G)⊠m(P ⊠ F )
⊕m(P ⊠∆PG)⊠ F
(4.11)
ǫ
∆(P )
R maps this to G ⊠ F and is a grade preserving morphism. Hence it is
non-zero only the first and last components. There it is given by Id⊠ǫR and
ǫR ⊠ Id respectively.
If we set G = P , so that mP∆P (G) = m(P ⊠ Id) = P the restriction to the
fourth component is ǫR ⊠ Id : P ⊠ F → P ⊠ F hence it is c Id⊠ Id since P is
irreducible.
Corollary 4.4. Consider an SSH category C with an irreducible primitive ele-
ment P . Then we have the decomposition ∆PmP ∼= Id⊕mP∆P with ηR being
the embedding Id → Id⊕m∆. Define the functor ǫL by setting it to be the in-
verse of ηR on the Id component and 0 on mP∆P . Then if ǫL is the counit of
adjunction, i.e. if it defines an isomorphism for all X,Y ∈ C
Hom(Y,mX)→ Hom(∆Y,X)
We recover a strong categorical Heisenberg action on C in the sense of [Kho10].
Proof. The above definition of ǫL immediately implies Theorem 3.
Example 4.5. The only irreducible primitive element in the category of poly-
nomial functors P is the identity functor. Our construction for this element
and the SSH structure on P from [GG16] recovers the categorical action of
Khovanov’s category H constructed in [HY13].
Remark 4.6. Corollary 4.4 provides a recipe for deriving graphical calculus from
the canonical splitting (4.3) provided by the symmetric selfadjoint Hopf struc-
ture. The right unit ηR and the splitting (4.3) define the rest of the adjunction
data. In particular one can write the formula for the Casimir element.
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