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We deﬁne involutively self-dual matroids and prove that an enu-
merator for their bases is the square of a related enumerator for
their self-dual bases. This leads to a new proof of Tutte’s theorem
that the number of spanning trees of a central reﬂex is a per-
fect square, and it solves a problem posed by Kalai about higher
dimensional spanning trees in simplicial complexes. We also give
a weighted version of the latter result.
We give an algebraic analogue relating to the critical group of
a graph, a ﬁnite abelian group whose order is the number of span-
ning trees of the graph. We prove that the critical group of a cen-
tral reﬂex is a direct sum of two copies of an abelian group, and
conclude with an analogous result in Kalai’s setting.
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1. Introduction
For the sake of stating our main results, we recall some notions from matroid theory; two ref-
erences are [15,16]. A matroid M is a ﬁnite set E along with a collection I of subsets of E called
independent sets which satisfy the following conditions:
(1) The empty set ∅ is in I .
(2) If I1 ∈ I and I2 ⊆ I1, then I2 ∈ I .
(3) If I1, I2 ∈ I and |I2| > |I1|, then there exists e ∈ I2 \ I1 such that I1 ∪ {e} ∈ I .
The bases B of a matroid M are the maximal independent sets. For a matroid M, its dual ma-
troid M⊥ has bases
B(M⊥) := {E \ B: B ∈ B(M)}.
✩ This work formed part of the author’s doctoral dissertation at the University of Minnesota, under the supervision of
Professor Vic Reiner, and was partially supported by NSF grant DMS-0245379.
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352 M. Maxwell / Journal of Combinatorial Theory, Series A 116 (2009) 351–378Deﬁnition 1.1. A matroid M is said to be involutively self-dual if it can be represented by an n × 2n
Z-valued matrix with columns indexed by E = {e1, . . . , en, e˜1, . . . , e˜n} of the form
e1 . . . en e˜1 . . . e˜n
M =
[
N I
]
,
such that the matrix
e1 . . . en e˜1 . . . e˜n
M⊥ :=
[ −I −N ]
satisﬁes Rowspace(M⊥) = Rowspace(M)⊥ (or equivalently NT = −N). The terminology “involutively
self-dual” is used because the map φ : E → E given by ei → e˜i and e˜i → ei is a ﬁxed-point free
involution which induces a matroid isomorphism M → M⊥ .
Remark 1.2. Any linear matroid M and its dual matroid M⊥ can be represented over a ﬁeld F by
matrices of the forms [ N | I ] and [ −I | NT ] respectively (see [15, Section 2.2]). Involutively self-dual
matroids have the additional properties that they are represented over the ring Z and that NT = −N .
A basis B of an involutively self-dual matroid is said to be self-dual if it contains exactly one of ei
and e˜i from each pair. Equivalently, B is self-dual if φ(E \ B) = B . From the matrix M , one sees that
B0 := {e˜1, . . . , e˜n} is a self-dual basis of M.
Let M|B denote the restriction of the matrix M to the columns indexed by B . Section 2 begins
with a proof via Pfaﬃans of the following enumerative result.
Theorem 1.3. If M is an involutively self-dual matroid, then
∑
bases B of M
det(M|B)2 =
( ∑
self-dual
bases B of M
∣∣det(M|B)∣∣)2.
This result explains the pattern
Enumeration
of objects
=
(
Enumeration
of self-dual objects
)2
,
which arises in Theorems 1.5, 1.6, and 1.8 below.
Theorem 1.3 becomes particularly simple when M is represented by a matrix M which is uni-
modular (all non-singular square submatrices have determinant ±1), such as when M is a graphic
matroid (see [15, Proposition 5.1.3]).
Corollary 1.4. If M is an involutively self-dual matroid and the associated matrix M is unimodular, then the
number of bases of M equals the square of the number of self-dual bases of M.
This gives a new and more conceptual proof of a result of Tutte about a class of graphs called
central reﬂexes [21]:
Theorem 1.5 (Tutte). If G is a central reﬂex, then the spanning tree number κ(G) = D(G)2 , where D(G)
denotes the number of self-dual spanning trees of G.
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In Section 3, we show that involutively self-dual matroids arise from antipodally self-dual cell com-
plexes, which are cellular 2k-spheres (for k odd) that are isomorphic to their duals via the antipodal
map. These complexes include the central reﬂexes studied by Tutte and the boundaries of simplices
studied by Kalai [9]. The precise deﬁnitions will be given in Sections 3, 4 and 5. Another class of
antipodally self-dual complexes is described in Example 3.2.
Let H˜ p(X) denote the p-dimensional reduced homology group with integer coeﬃcients of a CW
complex X . If X is a regular CW complex and 1  k  dim X is an integer such that H˜k−1(X) is a
ﬁnite group, then we deﬁne Tk(X) to be the set of all k-dimensional subcomplexes T of X such that
(1) T contains the (k − 1)-skeleton of X ,
(2) Zk(T ) = H˜k(T ) = 0,
(3) H˜k−1(T ) is a ﬁnite group.
Complexes in Tk(X) will be called k-dimensional spanning trees of X . The next result shows that when
X is antipodally self-dual, an enumerator for these trees is the square of an enumerator for certain
self-dual trees which will be deﬁned in Section 3.
Theorem 1.6. Let k be an odd positive integer and let X ∼= S2k be an antipodally self-dual cell complex that
contains a Z-acyclic, self-dual spanning tree T0 ∈ Tk(X). Then
∑
T∈Tk(X)
∣∣H˜k−1(T )∣∣2 = ( ∑
self-dual
T∈Tk(X)
∣∣H˜k−1(T )∣∣)2.
In Section 3, we show how Theorem 1.3 implies Theorem 1.6.
Theorem 1.6 gives a new proof of Tutte’s result (Theorem 1.5). In addition, it resolves a question
posed by Kalai, as we now discuss. Let T (n,k) be the set of all k-dimensional simplicial complexes T
on the vertex set {1,2, . . . ,n} = [n] such that
(1) T has a complete (k − 1)-skeleton,
(2) T has exactly
(n−1
k
)
k-faces,
(3) H˜k(T ) = 0.
Complexes in T (n,k) are called k-dimensional spanning trees on the vertex set [n] and were deﬁned by
Kalai [9]. To each vertex i, associate a variable xi and set xdeg(T ) :=∏ni=1 xdegT (i)i , where degT (i) de-
notes the number of k-faces in T that contain vertex i. Kalai [9, Theorems 1, 3′] proved the following
analogues of Cayley’s Theorem and the Cayley–Prüfer Theorem for these k-dimensional trees.
Theorem 1.7 (Kalai).∑
T∈T (n,k)
∣∣H˜k−1(T ,Z)∣∣2 = n(n−2k ),
and more generally
∑
T∈T (n,k)
∣∣H˜k−1(T ,Z)∣∣2xdeg(T ) = (x1 + x2 + · · · + xn)(n−2k ) n∏
i=1
x
(n−2k−1)
i .
The blocker or Alexander dual of a simplicial complex C with vertex set [n] is deﬁned by
C∨ := {S ⊆ [n]: [n] \ S /∈ C}.
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lem about the relationship between the trees and the self-dual trees in these complexes. The next
result gives a solution to this problem when k is odd. The ﬁrst assertion follows from Theorem 1.6.
In Section 5 we use the method of Pfaﬃans to prove the second assertion.
Theorem 1.8. If k is an odd positive integer, then( ∑
self-dual
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣)2 = ∑
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣2,
and more generally
∑
self-dual
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣xdeg(T ) = (x21 + x22 + · · · + x22k+2) 12 (2kk ) 2k+2∏
i=1
x
( 2kk−1)
i ;
or in other words,( ∑
self-dual
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣xdeg(T ))2 = ∑
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣2xdeg(T )⏐⏐⏐⏐
xi→x2i
.
In particular,∑
self-dual
T∈T (2k+2,k)
∣∣H˜k−1(T ,Z)∣∣= (2k + 2)(2k−1k ).
In Section 2 we prove the following algebraic analogue of the enumerative Theorem 1.3. An expla-
nation of why coker(MMT ) ∼= coker(A) is included in Section 2.2.
Theorem 1.9. Let M be an involutively self-dual matroid and let A be the concatenated matrix A :=
[
M
M⊥
]
.
Then
coker
(
MMT
)∼= coker(A) ∼= H ⊕ H,
where H is an abelian group of order∑
self-dual
bases B ofM
∣∣det(M|B)∣∣.
The critical group of a graph is an abelian group whose order is the number of spanning trees of
the graph. The critical group will be discussed further in Section 4.2. Theorem 1.9 proves the following
algebraic analogue of Tutte’s result (Theorem 1.5).
Corollary 1.10. The critical group of a central reﬂex G is of the form
K (G) ∼= H ⊕ H,
where H is an abelian group of order D(G).
Section 2 provides more information about the structure of the group coker(A) and the sub-
group H appearing in Theorem 1.9. Let K := coker(AT ) (∼= coker(A) ∼= coker(MMT )). The involution
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ﬁxed points of . The next result shows how the subgroup H in Theorem 1.9 relates to K 〈〉 and to
the cokernel of the matrix N + I . Let Sylp(G) denote the p-Sylow subgroup of an abelian group G .
Theorem 1.11. The groups K 〈〉 , coker(N + I) and H all have the same cardinality and satisfy the following.
For primes p = 2,
Sylp
(
coker(N + I))∼= Sylp(K 〈〉)∼= Sylp(H).
For p = 2,
Syl2
(
coker(N + I))∼= Syl2(K 〈〉)∼= Syl2(K )/Syl2(K 〈〉)∼= Syl2(H ⊕ H)/Syl2(K 〈〉).
For the complete graph Kn , the critical group has the structure
K (Kn) ∼= (Zn)n−2
(see [5, Section 8]). Section 5 includes a generalization of this result for simplicial complexes. Let X be
the complete k-dimensional simplicial complex on [n]. In Section 5, we form a matrix A using the
kth and (k+1)st incidence matrices of X . Then Proposition 5.4 shows that the cokernel of this matrix
has the form
coker(A) ∼= (Zn)(
n−2
k ).
This result gives an algebraic analogue of the ﬁrst assertion in Kalai’s Theorem 1.7.
2. Proofs of Theorems 1.3 and 1.9 and the structure of the group coker(A)
This section gives the proofs of Theorems 1.3 and 1.9, followed by a description of the structure of
the group coker(A) in Theorem 1.9.
2.1. Proof of Theorem 1.3
First recall that for a skew-symmetric matrix A, the Pfaﬃan of A, Pf(A), is a polynomial in the
entries of A deﬁned, up to a sign, by the formula
Pf(A)2 = det(A).
More information about the general theory of Pfaﬃans can be found in [11].
Now we turn to the details of the proof. Since NT = −N , the matrix
A :=
[
M
M⊥
]
=
[
N I
−I −N
]
is skew-symmetric, and hence Pf(A)2 = det(A). We prove below that∣∣Pf(A)∣∣= ∣∣det(N + I)∣∣ (2.1)
and that ∑
self-dual
bases B ofM
∣∣det(M|B)∣∣= det(N + I) (= ∣∣det(N + I)∣∣), (2.2)
where M|B denotes the restriction of the matrix M to the columns indexed by B . Then the result
follows from the fact that∑
det(M|B)2 = det(A),
bases B ofM
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(Note that any Z-representable matroid is also Q-representable.)
Lemma 2.1. (See [15, Section 2.2] and [16, pp. 23, 57].) Suppose M is a matroid represented over a ﬁeld F
by an n × r matrix M with rank n. Then the dual of M is represented over F by an (r − n) × r matrix M⊥ .
Moreover, there exists a constant α such that for all bases B of M,
det(M|B) = α · sgn
(
B, Bc
)
det
(
M⊥|Bc
)
,
where sgn(B, Bc) denotes the sign of the permutation that puts the sequence B, Bc in ascending order.
By considering the basis {e˜1, . . . , e˜n}, one sees that α = 1 for involutively self-dual matroids. The
proof of this lemma appears at the end of this section.
Proof of (2.1). Begin by noting that
P AQ =
[
I 0
0 N2 − I
]
, (2.3)
where the matrices
P =
[
I 0
−N −I
]
, Q =
[
0 −I
I N
]
both have determinant ±1. Since N is skew-symmetric, this implies that
±det(A) = det(N + I)(N − I) = ±det(N + I)2,
where the last equality uses the fact that
N − I = −(NT + I)= −(N + I)T .
Since det(A) = Pf(A)2, it follows that∣∣Pf(A)∣∣= ∣∣det(N + I)∣∣. 
Proof of (2.2). First recall the general fact that if X and Y are n× n matrices, then
det(X + Y ) =
∑
U⊆[n]
det XU , (2.4)
where XU denotes the matrix formed by replacing the columns in X indexed by U ⊆ [n] with the
corresponding columns in Y . This formula can be proved using the multilinearity of the determinant
and induction. Next set X = N and Y = I in (2.4) and note that each subset U ⊆ [n] corresponds to a
subset
U ′ := {ei: i /∈ U } ∪ {e˜i: i ∈ U } ⊆ E
and NU = M|U ′ (with the columns reordered). Since U ′ contains exactly one of ei or e˜i (depending
on whether i /∈ U or i ∈ U ), it follows that if U ′ is a basis for M , then U ′ is automatically a self-dual
basis.
From the previous discussion, one has det(NU ) = ±|det(MU ′ )| for every U ⊆ [n]. We make this
more precise by showing that det(NU ) = |det(MU ′ )|. This follows from the fact that det(NU )  0,
which is proved next.
For each subset U = {b1, . . . ,br} ⊆ [n], let NU denote the matrix obtained by deleting the columns
indexed by U and the corresponding rows from N . Now for each bi ∈ U , the column of NU indexed
by bi has a 1 in row bi and 0’s everywhere else. By Laplace expansion along the columns indexed
by U , one obtains
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(
r∏
i=1
(−1)bi+bi
)
· 1r · det(NU {b1,b2,...,br})= det(NU ).
Since N is skew-symmetric, the matrix NU is also skew-symmetric. It follows that
det
(
NU
)= Pf(NU )2  0. 
Proof of Lemma 2.1. In [15, Section 2.2], Oxley proves the ﬁrst fact and shows that there exist non-
singular matrices P ∈ Fn×n and Q ∈ F(r−n)×(r−n) such that
PM = [ N | I ],
Q M⊥ = [ −I | NT ] (2.5)
for some matrix N ∈ Fn×(r−n) . It suﬃces to show that the result holds with α = (−1)(n+1)(r−n) for
matrices M and M⊥ of the form on the right side of (2.5). The general result follows by taking
α = (−1)(n+1)(r−n) · det(Q )det(P ) .
Any basis B of M can be written in the form B = U ∪ V , where U ⊆ [r − n] and V ⊆ [n]. By
rearranging the columns and rows and using Laplace expansion along the columns indexed by V , one
has
det(M|B) = det(N|U I|V ) = (−1)|V ||U | det(I|V N|U ) = (−1)|V ||U | · sgn
(
V , V c
) · det(N|U ,V c ),
where N|U ,V c denotes the matrix N restricted to the columns (rows) indexed by U (V c). Similarly, by
rearranging the rows and using Laplace expansion along the columns indexed by Uc , one has
det
(
M⊥|Bc
)= det(−I|Uc NT |V c )= sgn(Uc,U) · (−1)|Uc | · det(NT |V c,U ),
where NT |V c ,U denotes the matrix NT restricted to the columns (rows) indexed by V c (U ). Note that
sgn(B, Bc) can be written as
sgn
(
B, Bc
)= sgn(U , V ,Uc, V c)= (−1)|V |·|Uc |(−1)|U |·|Uc | sgn(Uc,U) · sgn(V , V c).
The equation det(M|B) = (−1)(n+1)(r−n) · sgn(B, Bc) · det(M⊥|Bc ) then follows since N|U ,V c = NT |V c ,U ,
|U | + |V | = n, (−1)−|U |2 = (−1)|U | , and |U | + |Uc | = r − n. 
2.2. Proof of Theorem 1.9
In [10, Theorem 18], Kuperberg proves that for any skew-symmetric 2n×2n matrix A over Z, there
exists a matrix B ∈ GL2n(Z) such that BT AB is a direct sum of matrices of this form:
BT AB =
n⊕
i=1
[
0 ai
−ai 0
]
.
Hence
coker(A) ∼=
n⊕
i=1
coker
[
0 ai
−ai 0
]
∼=
n⊕
i=1
Z2ai
∼= H ⊕ H,
where Zai denotes the cyclic group Z/aiZ and H :=
⊕n
i=1 Zai .
This implies that |coker(A)| = det(A) = |H|2. From the proof of Theorem 1.3, one has
det(A) =
( ∑
self-dual
∣∣det(M|B)∣∣)2,
bases B ofM
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|H| =
∑
self-dual
bases B ofM
∣∣det(M|B)∣∣.
Since NT = −N , one has
MMT = [ N | I ]
[−N
I
]
= [−N2 + I]= −[N2 − I].
Combining this with (2.3) yields
coker
(
MMT
)∼= coker(A).
2.3. The structure of the group coker(A) ∼= coker(MMT )
This section provides more information about the structure of the group coker(A) by showing
how the subgroup H in Theorem 1.9 relates to both the matrix N and the group of ﬁxed points of an
automorphism of coker(A).
Let Sylp(G) denote the p-primary component of an abelian group G , that is, its p-Sylow subgroup.
The next result explains how the matrix N controls the behavior of coker(A).
Proposition 2.2. If a matrix A has the form
A =
[
N I
−I −N
]
and is skew-symmetric, then for primes p = 2,
Sylp
(
coker(A)
)∼= Sylp(coker(N + I))2.
Proof. From (2.3) one has coker(A) ∼= coker(N + I)(N − I). We note that (N + I) − (N − I) = 2I and
N − I = −(NT + I) = −(N + I)T . The result then follows from Lemma 2.3 below. 
Lemma 2.3. (See [8, Lemma 16], [2, Proposition 3.1].) Let G be a ﬁnite abelian group, and let α, β be two
endomorphisms G → G satisfying β−α =m · IG for somem ∈ Z. Then for any prime p that does not dividem,
one has
Sylp
(
coker(αβ)
)∼= Sylp(coker(α))⊕ Sylp(coker(β)).
Next we discuss how the involution φ : E → E deﬁned by ei → e˜i and e˜i → ei induces an au-
tomorphism on coker(AT ) and how the subgroup of ﬁxed points of this automorphism relates to
coker(N + I). To simplify notation, set K := coker(AT ) ∼= coker(A).
Let ri and r⊥i denote the ith rows of the matrices M and M
⊥ , respectively. Since
φ(ri) = −r⊥i ∈ imZ
(
AT
)
,
φ
(
r⊥i
)= −ri ∈ imZ(AT ),
one sees that φ : imZ(AT ) → imZ(AT ). It follows that φ induces an automorphism  : K → K deﬁned
by g + imZ(AT ) → φ(g) + imZ(AT ).
Let K 〈〉 denote the group of ﬁxed points of the automorphism . The next proposition, proven
later in this section, shows how this subgroup relates to coker(N + I).
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coker(N + I) ∼= K/K 〈〉,
coker(N + I) ∼= K 〈〉.
Proof of Theorem 1.11. This result follows from Propositions 2.4 and 2.2, Theorem 1.9, and Lemma 2.5
below. 
Lemma 2.5. (See [7, Proposition 42 part (6) and Example, p. 719].) Let G be a ﬁnite abelian group and let H be
a subgroup of G. Then for all primes p,
Sylp(G/H) ∼= Sylp(G)/Sylp(H).
Theorem 1.11 is a weaker result for p = 2 than it is for primes p = 2. Example 4.6 below shows
that the ﬁrst assertion in this theorem does not hold for p = 2. We next discuss a result from [13]
that leads to Corollary 2.7, providing more information about the groups Syl2(K ), Syl2(coker(N + I)),
and Syl2(H).
Let p be a prime and let G be a ﬁnite abelian p-group. Then G can be written in the form
G ∼=
⊕
i=1
Zpλi ,
where λ = (λ1, λ2, . . . , λ) is a partition. The partition λ is called the type of G , denoted type(G). For
any subgroup H of G , the cotype of H in G , denoted cotype(H), is deﬁned to be the type of the
group G/H .
Let Gλμν denote the number of subgroups of G that have type ν and cotype μ. The Hall algebra
is the Z-algebra whose basis is indexed by all partitions and whose structure (or multiplication)
constants are the numbers Gλμν , where λ, μ and ν are partitions.
The Littlewood–Richardson coeﬃcients are the structure (or multiplication) constants for the Schur
functions, which are a basis for the ring of symmetric functions [20, Chapter 7]. More speciﬁcally,
for partitions λ, μ and ν , the Littlewood–Richardson coeﬃcient cλμν is the coeﬃcient of the Schur
function sλ in the product sμsν .
In [13, Section II.4], Macdonald discusses the relationships between the structure constants of the
Hall algebra, the Hall polynomial and the Littlewood–Richardson coeﬃcients. In particular, the follow-
ing proposition holds. In this paper, |λ| :=∑i=1 λi denotes the weight of a partition λ = (λ1, . . . , λ).
Proposition 2.6. (See [13, Section II.4(4.3)].) Let p be a prime and let G be a ﬁnite abelian p-group of type λ.
If H is a subgroup of G of type μ and cotype ν , then the Littlewood–Richardson coeﬃcient cλμν = 0. It follows
that λ, μ and ν must satisfy the conditions:
(1) |μ| + |ν| = |λ|,
(2) μ,ν ⊆ λ.
Corollary 2.7. Let λ = type(Syl2(K )), μ = type(Syl2(coker(N + I))) and α = type(Syl2(H)). Then
(1) λ = (α,α) = (α1,α1, . . . ,αr,αr),
(2) μ ⊆ λ, and
(3) |μ| = |α|.
Proof. The ﬁrst assertion follows from Theorem 1.9. Proposition 2.4 gives
μ = type(Syl2(K 〈〉))= cotype(Syl2(K 〈〉)).
Parts (2) and (3) then follow from Proposition 2.6. 
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We conclude this section with the proof of Proposition 2.4.
Proof of Proposition 2.4. Let ı denote the inclusion map. The following diagram of short exact se-
quences commutes
0 ker(1− φ)|im AT ı
ı
im AT
1−φ
ı
im(1− φ)|im AT
ı
0
0 ker(1− φ) ı Z2n 1−φ im(1− φ) 0.
The Snake (Serpent) Lemma (see [14, p. 141]) and the fact that ker ı = 0 together imply that there is
an exact sequence
0→ ker(1− φ)/ker(1− φ)|im AT ı−→ K = coker AT 1−φ−→ im(1− φ)/ im(1− φ)|im AT → 0,
where the induced homomorphisms are given by
1− φ : K → im(1− φ)/ im(1− φ)|im AT
g + im AT → (1− φ)(g) + im(1− φ)|im AT ,
ı : ker(1− φ)/ker(1− φ)|im AT → K
g + ker(1− φ)|im AT → g + im AT .
Since the sequence is exact, the homomorphism ı is injective and one has
ker(1− φ) ∼= ker(1− φ)/ker(1− φ)|im AT
∼= 〈ei + e˜i : i ∈ [n]〉/〈ri − r⊥i : i ∈ [n]〉
∼= coker(N + I).
Similarly, the homomorphism 1− φ is onto and one has
K/ker(1− φ) ∼= im(1− φ)
= im(1− φ)/ im(1− φ)|im AT
∼= 〈ei − e˜i : i ∈ [n]〉/〈ri + r⊥i : i ∈ [n]〉
∼= coker(N − I)
∼= coker(N + I),
where the last isomorphism comes from the fact that (N − I) = −(N + I)T .
Proposition 2.4 then follows from Lemma 2.8 below. 
Lemma 2.8. The equality K 〈〉 = ker(1− φ) holds.
Proof. One needs to show that g − φ(g) ∈ im AT if and only if g − φ(g) ∈ im(1 − φ)|im AT . The ﬁrst
direction is proved by noting that g−φ(g) ∈ im AT and −φ(g−φ(g)) = g−φ(g) together imply that
g−φ(g) ∈ 〈ri +r⊥i 〉 = im(1−φ)|im AT . The other direction follows from the fact that φ : im AT → im AT
(as noted above) and hence im(1− φ)|im AT ⊂ im AT . 
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In this section, we introduce antipodally self-dual complexes and describe matroid structures de-
rived from the boundary maps in these complexes. In particular, we prove that antipodally self-dual
complexes give rise to involutively self-dual matroids (Proposition 3.4). From Proposition 3.4, The-
orem 1.3, and Lemma 3.7 below, we obtain Theorem 1.6 which is one of the main results in this
paper.
3.1. Deﬁnition of antipodally self-dual complexes
This section begins with a brief description of the dual block complex of a regular cell complex.
More information on this topic can be found in [12,14]. For any n-dimensional regular cell complex X ,
the dual block complex D(X) is an associated topological space which gives a partition of |X | into
blocks that play the role of the open cells in a cell complex. The dual block complex is formed in the
following way.
First we form a subdivision of X . Let S(X) be the abstract simplicial complex whose vertex set is
{σˆ | σ is a cell of X} and whose p-simplices are
{σˆ1σˆ2 . . . σˆp+1 | σi is a cell of X , σi = σ j for i = j, and σ 1 ⊃ σ 2 ⊃ · · · ⊃ σ p+1}.
In this paper, σ˙ denotes the boundary of a cell σ , while σ¯ denotes the closure of σ ; i.e. σ¯ = σ ∪ σ˙ .
Let |S(X)| be the geometric realization of S(X). By [12, Chapter 3, Theorem 1.7], there is a homeo-
morphism ϕ : |S(X)| → X such that the inverse image ϕ−1(σ ) of the closure of each open cell σ of X
is a subcomplex of |S(X)|. In this way, S(X) forms a generalized barycentric subdivision of X which
will be denoted sd X . The vertices of sd X are partially ordered by setting σˆ < τˆ if dimσ < dimτ .
This induces a linear order on the vertices of each simplex in sd X . The vertices will be written in
decreasing order.
For each cell σ of X its dual block is the union of the open simplices in sd X with ﬁnal vertex σˆ .
That is,
D(σ ) :=
⋃
σ 1⊃···⊃σ i⊃σ
int(σˆ1 · · · σˆiσˆ ).
The closure D(σ ) of the dual block is the union of all simplices of sd X with ﬁnal vertex σˆ . That is,
D(σ ) :=
⋃
σ 1⊃···⊃σ i⊃σ
σˆ1 · · · σˆiσˆ .
The dual block complex D(X) is the topological space formed by taking the union of the dual blocks of
the cells in X :
D(X) :=
⋃
σ∈X
D(σ ).
Let X be a ﬁnite regular cell complex that is pure with dimension n and let σ be a p-cell of X .
Then the dual block complex D(X) satisﬁes the following properties:
• The dual blocks are disjoint and their union is |X |. In other words, D(X) is a partition of |X | into
disjoint blocks.
• D(σ ) is an (n− p)-dimensional subcomplex of sd X .
• The boundary of D(σ ) is
D˙(σ ) =
⋃
τ : στ
D(τ ).
The proof of these properties is almost identical to that of [14, Theorem 64.1] and hence is omitted.
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complex, then the dual blocks are its cells. A regular cell complex X is self-dual if D(X) is a regular
cell complex and there exists a regular cellular isomorphism between X and D(X) [12, p. 27].
Deﬁnition 3.1. A 2k-dimensional antipodally self-dual cell complex X is a self-dual regular cell complex
such that |X | ∼= S2k and the antipodal map a : S2k → S2k is a regular cellular isomorphism which
sends X to its dual block complex D(X).
Examples of antipodally self-dual complexes include Kalai’s boundaries of simplices when n =
2k+2 (see Section 5) and Tutte’s central reﬂexes (see Section 4). One class of central reﬂexes consists
of the embeddings of odd wheel graphs on the sphere S2 (see Fig. 1 in Section 4). The next example
shows how this class can be generalized to higher dimensions.
Example 3.2. In this example, we describe a class of cell complexes, which, in certain dimensions,
form antipodally self-dual cell complexes. Let n be an odd positive integer and let C1n denote the cycle
graph with n vertices. To form the second complex C2n , add a new vertex vn+1 to C1n , form the cone
C(C1n , vn+1), and add a 2-cell τ2 with boundary C1n ∼= S1. That is, set
C2n := C
(C1n , vn+1)∪ τ2 ∼= S2.
Note that C2n is homeomorphic to an embedding of the odd wheel Wn on the sphere S2. In general,
the complex Cpn is deﬁned recursively by adding a new vertex vn+p−1 to the complex Cp−1n , forming
the cone C(Cp−1n , vn+p−1), and attaching a p-cell τp with boundary Cp−1n ∼= Sp−1. That is,
Cpn := C
(Cp−1n , vn+p−1)∪ τp ∼= Sp .
Note that D(τp) = τˆp and D(vn+p−1) ∼= intBp , where intBp denotes the interior of the unit
ball Bp . The dual block complex D(Cpn ) satisﬁes
D
(Cpn )∼= C(D(Cp−1n ), τˆp)∪ D(vn+p−1) ∼= Sp .
The complex C2kn ∼= S2k is an antipodally self-dual complex.
3.2. Higher dimensional spanning trees and matroid structures
This section contains a description of how the deﬁnition of spanning trees of graphs can be gen-
eralized to higher dimensions and a description of how antipodally self-dual complexes give rise to
a matroid structure that is similar to that of a graphic matroid (see [15, Section 1.1]). In this paper,
X (i) denotes the i-skeleton of a complex X .
First recall that a subgraph T of a connected graph G is a spanning tree of G if
(1) V (T ) = V (G); that is, T and G have the same vertex sets (or 0-skeletons).
(2) T is acyclic; that is, Z1(T ) = 0.
(3) T is connected; that is, H˜0(T ) = 0.
If X is a regular cell complex and 1 k dim X is an integer such that H˜k−1(X) is a ﬁnite group,
then deﬁne Tk(X) to be the set of all k-dimensional subcomplexes T of X such that
(1) T contains X (k−1) ,
(2) Zk(T ) = H˜k(T ) = 0,
(3) H˜k−1(T ) is a ﬁnite group.
Complexes in Tk(X) will be called k-dimensional spanning trees of X .
Let X ∼= S2k be an antipodally self-dual complex. For each k-cell σ of X , its dual block D(σ ) is a
k-cell in D(X) and its conjugate σ˜ is deﬁned by σ˜ := a(D(σ )). The cells σ and σ˜ are disjoint k-cells
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antipodal map induces a signed map on the oriented cells. When k is odd, this map induces ˜˜σ = +σ
(see Appendix A) and the oriented k-cells of X can be partitioned into n pairs {σ , σ˜ }.
The dual of a tree T ∈ Tk(X) is deﬁned by
T∨ := X˜ \ T = {τ˜ : τ  T }.
Proposition 3.3 below shows that the dual of any tree is also a tree. A tree T is self-dual if T∨ = T .
Equivalently, T is self-dual if it contains exactly one of σi and σ˜i from each pair.
Proposition 3.3. Let X ∼= S2k be an antipodally self-dual complex. For a tree T ∈ Tk(X), its dual T∨ ∈ Tk(X)
and H˜k−1(T∨) ∼= H˜k−1(T ).
Proof. We begin by noting that X (k−1) ⊂ T and Zk(T ) = 0 together imply that T∨ is a k-dimensional
complex. Since T is k-dimensional, it follows that T∨ must contain X (k−1) .
Next we show that T∨ satisﬁes (2) and (3). The complex D(S2k \ T ) is a deformation re-
tract of S2k \ T and the antipodal map a : S2k → S2k is a homeomorphism sending D(S2k \ T ) →
S˜2k \ T = T∨ . By the Alexander duality theorem (see [14, Theorem 71.1]),
H˜k
(
T∨
)∼= H˜k−1(T ),
H˜k−1
(
T∨
)∼= H˜k(T ),
H˜k−1(T ) ∼= H˜k
(
T∨
)
.
For any subcomplex C , let
H˜i(C) = Fi(C) ⊕ Tori(C),
H˜ i(C) = F i(C) ⊕ Tori(C),
where Tori(C) (Tori(C)) and Fi(C) (F i(C)) are the torsion and free parts of H˜i(C) (H˜ i(C)), respec-
tively. By [19, p. 244],
Tori−1(C) ∼= Tori(C),
Fi(C) ∼= F i(C).
To show that T∨ satisﬁes (2), one combines the results above to get
H˜k
(
T∨
)∼= H˜k−1(T ) = Fk−1(T ) ⊕ Tork−1(T ) ∼= Fk−1(T ) ⊕ Tork−2(T ) ∼= 0,
where the last congruence follows from the fact that H˜k−1(T ) is ﬁnite and H˜k−2(T ) = H˜k−2(S2k) = 0.
Finally, noting that H˜k−1(T ) is a ﬁnite group and Fk(T ) ∼= Fk(T ) = 0, one has
H˜k−1(T ) ∼= Tork−1(T ) ∼= Tork(T ) ∼= H˜k(T ) ∼= H˜k−1
(
T∨
)
. 
For a collection C of k-cells of X , the closure of C is the cell complex deﬁned by C := C ∪ X (k−1) .
The complex X gives rise to a matroid M by setting
• E = the set of all k-cells of X ,
• I = collections C of k-cells of X with Zk(C) = H˜k(C) = 0,
• B = collections C of k-cells of X with C ∈ Tk(X).
To verify that these are the bases, ﬁrst note that the independent sets of M are precisely the col-
lections C of k-cells whose boundaries {∂σ : σ ∈ C} are Z-independent. The bases are the maximal
Z-independent sets, i.e. the collections C with rankZ Bk−1(C) = rankZ Bk−1(X). The group H˜k−1(C) is
ﬁnite if and only if
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where the last two equalities hold since C contains X (k−1) and H˜k−1(X) = 0. It follows that the bases
of M are the collections C of k-cells with C ∈ Tk(X).
Simplicial complexes give rise to linear matroids, called simplicial matroids, via their incidence ma-
trices (see [6]). Using the kth incidence matrices, we will show that antipodally self-dual complexes
give rise to linear matroids in a similar fashion. In this case, each k-cell σ in E is represented by
its boundary vector ∂σ , the elements of I correspond to collections of vectors that are independent
over Z (and hence over Q), and the elements of B correspond to Q-bases for the span of the vectors.
This is discussed further in the next section.
3.3. Incidence matrices of ﬁnite regular cell complexes
This section begins with a review of cellular homology. A standard reference on this topic is [12].
Let X be a ﬁnite regular cell complex. Each p-cell σ of X has two orientations, corresponding
to the two generators of the group Hp(σ¯ , σ˙ ) ∼= Z. The pth chain group Cp(X) := Hp(Xp, Xp−1) is
deﬁned by choosing an orientation for each p-cell of X .
The chain group Cp(X) = Hp(Xp, Xp−1) is a free abelian group with a basis formed by the oriented
p-cells. That is,
Cp(X) ∼=
⊕
p-cells
σ of X
Hp(σ , σ˙ ) ∼= Znp ,
where np denotes the number of p-cells in the ﬁnite complex X .
The boundary operation ∂p : Cp(X) → Cp−1(X) is deﬁned as the boundary operator of the exact
sequence of (Xp, Xp−1, Xp−2). Speciﬁcally, from [14, Section 39], ∂p is given as the composition
Cp(X) = Hp
(
X (p), X (p−1)
) ∂ˆ∗−→ Hp−1(X (p−1)) j∗−→ Hp−1(X (p−1), X (p−2))= Cp−1(X),
where j∗ is induced by the inclusion map and ∂ˆ∗ is the boundary map deﬁned in [14, Theorem 30.2].
When X is a regular cell complex, the boundary operator ∂p can be written as
∂p(σ ) =
∑
(p−1)-cellsτ
(τ ,σ )τ ,
where (τ ,σ ) is the incidence number of σ and τ and takes the value 0, 1, or −1 (see [12, Chapter V,
Section 3]). More speciﬁcally,
(τ ,σ ) =
⎧⎪⎨⎪⎩
0 if τ  σ ,
1 if τ ⊆ σ and τ is oriented coherently with σ ,
−1 if τ ⊆ σ and τ has the opposite orientation of σ .
The kth incidence matrix Ik(X) is the matrix whose rows are labeled by the (k − 1)-faces of X ,
whose columns are labeled by the k-faces of X , and whose entries are the incidence numbers. The
columns of Ik(X) represent the boundaries of the k-faces in X . If k is odd and X ∼= S2k is an an-
tipodally self-dual cell complex that contains a Z-acyclic, self-dual tree T0 ∈ Tk(X), we can order the
columns of Ik(X) so it has the form
k-faces k-faces
not in T0 in T0
σ˜
1 . . . σ˜
n
⎫ ⎪ ⎬ ⎪ ⎭
σ
1 . . . σ
n
⎫ ⎪ ⎬ ⎪ ⎭
Ik(X) = -fa
ce
s
k
−
1)
⎧⎪⎨⎪⎩
τ1
.
.
.
τm
⎡⎣ (τi, σ˜ j) (τi, σ j)
⎤⎦ . (3.1)(
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τ → τ˜ . Thus the transpose of the (k + 1)st incidence matrix can be written as
k-faces k-faces
not in T0 in T0
σ˜
1 . . . σ˜
n
⎫ ⎪ ⎬ ⎪ ⎭
σ
1 . . . σ
n
⎫ ⎪ ⎬ ⎪ ⎭
Ik+1(X)T = -fa
ce
s
(k
+
1)
⎧⎪⎨⎪⎩
τ˜1
.
.
.
τ˜m
⎡⎣ (σ˜ j, τ˜i) (σ j, τ˜i)
⎤⎦ . (3.2)
These matrices are used in the proof of the next proposition.
Proposition 3.4. Let k be an odd positive integer. If X ∼= S2k is an antipodally self-dual cell complex that
contains a Z-acyclic, self-dual spanning tree T0 ∈ Tk(X), then X gives rise to an involutively self-dual matroid.
Proof. In Appendix A, we show that X and D(X) can be oriented in such a way that (τi, σ j) =
(σ˜ j, τ˜i) and (τi, σ˜ j) = (σ j, τ˜i). Then the incidence matrices Ik(X) and Ik+1(X)T are of the forms
Ik(X) = [ P | Q ],
Ik+1(X)T = [ Q | P ]. (3.3)
By Lemma 3.6, there exists a matrix R ∈ Zn×m such that R Ik+1(X)T = [ I | N ]. The reduced inci-
dence matrices are deﬁned by Ikr (X) := R Ik(X) and Ik+1r (X)T := R Ik+1(X)T . These matrices are of the
forms
Ikr (X) = [ N | I ] =: M,
Ik+1r (X)T = [ I | N ] =: M⊥.
Since ∂k∂k+1 = 0, one has Rowspace(M)⊥ = Rowspace(M⊥). 
Remark 3.5. When k is even, we can form the matrices Ik(X) and Ik+1(X)T as above. However,
our method of orienting X and D(X) now yields (τi, σ j) = (σ˜ j, τ˜i) and (τi, σ˜ j) = −(σ j, τ˜i) (see
Appendix A). Thus the matrices Ik(X) and Ik+1(X)T have the forms
Ik(X) = [ P | Q ],
Ik+1(X)T = [ Q | −P ],
and the reduced incidence matrices Ikr (X) and I
k+1
r (X)
T have the forms
Ikr (X) = [ N | I ] =: M,
Ik+1r (X)T = [ I | −N ] =: M⊥.
With this orientation, X does not give rise to an involutively self-dual matroid and the concate-
nated matrix A = [ M
M⊥ ] is symmetric rather than skew-symmetric, so the results of Section 1 do not
apply. Of course this does not preclude the possibility that a different method of orienting X and
D(X) could yield a version of Theorem 1.6 for even k. However, the fact that certain trees had to be
excluded to give a similar formula for simplicial complexes when k = 2 makes it seem less promising
(see [9, p. 350]).
This section concludes with two lemmas and the proof of Theorem 1.6. The ﬁrst lemma was used
in forming the reduced incidence matrices above, while the second is an analogue of [9, Lemma 2].
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contains a Z-acyclic, self-dual tree T0 ∈ Tk(X). Then there exists a matrix R ∈ Zn×m such that R Ik+1(X)T =
[ I | N ].
Proof. We use the facts that T0 is Z-acyclic, T0 contains the entire (k − 1)-skeleton of X and
H˜k−1(X) ∼= H˜k−1(S2k) = 0 to write
Bk−1(T0) = Zk−1(T0) = Zk−1(X) = Bk−1(X). (3.4)
The columns of Ik(X) represent Bk−1(X) while the columns of Ik(T0) = Ik(X)|T0 represent
Bk−1(T0). From line (3.4), one has
spanZ〈∂σ1, . . . , ∂σn〉 = spanZ〈∂σ˜1, . . . , ∂σ˜n, ∂σ1, . . . , ∂σn〉.
It follows that there exists a matrix N ∈ Zn×n such that P = Q N and hence the incidence matrices in
line (3.3) can be written as
Ik(X) = [ Q N | Q ] = Q [ N | I ],
Ik+1(X)T = [ Q | Q N ] = Q [ I | N ].
Note for future reference that this gives
rank Ik(X) = rank Ik+1(X)T  n. (3.5)
Since T0 is a tree and σ˜ j /∈ T0, we see that Zk(T0) = 0, while Zk(T0 ∪ σ˜ j) = 0. This implies that
there exist integers d j , αi j not all 0 (in particular, d j = 0) such that
d jσ˜ j +
n∑
i=1
αi jσi ∈ Zk(X).
Set z j := d jσ˜ j +∑ni=1 α jiσi and deﬁne a matrix Z whose columns are labeled by the k-faces of X
(with the same ordering as in (3.1) and (3.2)) and whose rows are z1, . . . , zn . The matrix Z is of the
form
Z = [ D | A ],
where D := diag(d1, . . . ,dn) and A := (αpq).
The rows of Ik+1(X)T represent Bk(X), H˜k(X) ∼= H˜k(S2k) = 0, and rankZ Zk(X) = rankZ Bk(X) n
(by (3.5)). Together these imply that
spanZ〈∂τ˜1, . . . , ∂τ˜m〉 = Bk(X) = Zk(X) = spanZ〈z1, . . . , zn〉.
Thus there exists a matrix R ′ ∈ Zn×m such that
R ′ Ik+1(X)T = Z .
This implies that R ′Q = D and R ′Q N = A. Thus DN = A and hence d j divides α j1, . . . ,α jn . It follows
that 1d j z j ∈ Zk(X) and the rows of D−1 Z = [ I | N ] form a basis for Zk(X) = Bk(X). Thus there exists
a matrix R ∈ Zn×m such that
R Ik+1(X)T = D−1 Z = [ I | N ]. 
Lemma 3.7. Let k  1 and let X ∼= S2k be an antipodally self-dual cell complex that contains a Z-acyclic,
self-dual tree T0 ∈ Tk(X). Then for each collection C of k-cells of X one has
(1) det Ikr (C) = 0 if and only if H˜k(C) = 0,
(2) If H˜k(C) = 0, then |det Ikr (C)| = |H˜k−1(C)|.
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noting that H˜k−1(X) ∼= H˜k−1(S2k) = 0 and X (k−1) ⊆ C imply that Bk−1(X) = Zk−1(X) = Zk−1(C). The
columns of Ik(X) represent Bk−1(X), while the columns of Ik(C) represent Bk−1(C). Hence,
H˜k−1(C) = Ik(X)Z2n/Ik(C)Zn
∼= R Ik(X)Z2n/R Ik(C)Zn
= Ikr (X)Z2n/Ikr (C)Zn
∼= Zn/Ikr (C)Zn,
where the last isomorphism uses the fact that Ikr (X) = [ N | I ] contains an n× n identity matrix. 
Remark 3.8. When k = 1, part (2) of this lemma can also be explained by part (1) and the standard
facts from graph theory and topology that for a collection C of edges of a graph G ,
det I1r (C) =
{±1 if C is a spanning tree,
0 otherwise,∣∣H˜0(C)∣∣= {1 if C is connected,∞ otherwise.
Proof of Theorem 1.6. Proposition 3.4 shows that when k is odd, antipodally self-dual complexes
give rise to involutively self-dual matroids. The result then follows from Theorem 1.3 and Lemma 3.7
above. 
4. Spanning trees and critical groups of central reﬂexes
In this section we discuss a class of graphs called central reﬂexes. We apply the results from the
previous sections to show that their spanning tree numbers are perfect squares and that their critical
groups have a special form.
A (planar) map1 M is an embedding of a directed, connected planar graph G on the sphere S2. Its
dual map M∗ is constructed by putting a vertex F ∗ in the interior of each face F of M and placing
an edge e∗ between two vertices F ∗1 and F ∗2 whenever the corresponding faces F1 and F2 in M are
separated by an edge e. The edge e∗ is the dual of e and is oriented so that it crosses e from right to
left. The dual map is an embedding of the planar dual graph G∗ on S2. A map is said to be self-dual
if there is a map isomorphism φ from M to M∗ . Any map isomorphism can be realized as a rotation,
a reﬂection, or a rotation followed by a reﬂection. In fact, the self-dual maps can be classiﬁed into six
classes based on their map isomorphisms (see [17, Theorem 1]). One of these classes consists of the
maps that are sent to their duals via the antipodal map a : S2 → S2. These maps are called central
reﬂexes and form the main topic of this section.
Deﬁnition 4.1. A central reﬂex is an embedding of a directed, connected self-dual graph G on the
sphere S2 for which the graph isomorphism sending G to G∗ is the antipodal map a : S2 → S2.
Some examples of central reﬂexes include odd wheels embedded on S2. Fig. 1 shows a 5-wheel on
S2 and a planar representation of a 5-wheel. Another interesting class of central reﬂexes arises from
squared rectangles and is described in [18].
When k = 1, the antipodally self-dual cell complexes are precisely the central reﬂexes with no
loops and no isthmuses. The dual block complex D(G) of a central reﬂex is just an embedding of
the planar dual graph G∗ on the sphere S2. For each edge e, its dual block D(e) is the edge e∗ in G∗
1 Maps are frequently identiﬁed with their underlying graphs. This is justiﬁed by [1, Corollary 7.41] which states that a
3-connected planar graph without loops can be embedded on the sphere in only one way.
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which crosses e, and its conjugate e˜ is deﬁned by e˜ := a(e∗). See Fig. 1 for some examples of conjugate
edges. Central reﬂexes can be oriented in such a way that the property ˜˜e = e holds, as observed by
Tutte [21, (3.4)]. For each conjugate pair {e, e˜}, we arbitrarily orient one edge e. As mentioned above,
its dual edge e∗ is oriented so that it crosses e from right to left. Then, since e˜ = a(e∗), the orientation
of e˜ is determined.
4.1. Spanning trees of central reﬂexes
A self-dual spanning tree of a central reﬂex G is a spanning tree that contains exactly one edge from
each conjugate pair {e, e˜}. Equivalently, a spanning tree T is self-dual if
a
((
E(G) \ T )∗)= {e˜: e /∈ T } = T .
An example of a self-dual spanning tree is given in Fig. 1. Let D(G) denote the number of self-dual
spanning trees of G .
An edge e is a loop in G if and only if e∗ is an isthmus in G∗ . Since the antipodal map a is a
homeomorphism, it follows that e is a loop in G if and only if e˜ is an isthmus in G .
Let G \e denote deletion of e from G and G/e denote contraction of G on e. Deleting a non-isthmus
edge e in G corresponds to contracting its dual edge e∗ in G∗ . Likewise, contracting a non-loop edge e
in G corresponds to deleting its dual edge e∗ in G∗ . Also, the self-dual spanning trees in G \ e˜/e
correspond to the self-dual spanning trees in G that contain e, while the self-dual spanning trees in
G \ e/e˜ correspond to the self-dual spanning trees in G that contain e˜. Tutte uses these facts to prove
the following proposition [21, (4.4) and (4.5)].
Proposition 4.2. If G is a central reﬂex and e is an edge of G that is neither a loop nor an isthmus, then G \ e˜/e
and G \ e/e˜ are central reﬂexes and
D(G) = D(G \ e˜/e) + D(G \ e/e˜).
One can use this proposition and induction on the number of conjugate pairs that are not loop-
isthmus pairs to prove the next lemma.
Lemma 4.3. If G is a central reﬂex, then G has at least one self-dual spanning tree.
In [21], Tutte allows loops and isthmuses in central reﬂexes, while the antipodally self-dual cell
complexes are regular and hence cannot contain loops and isthmuses. However, every central reﬂex
is equivalent to a regular central reﬂex in the following sense. Given a central reﬂex G , let G ′ be the
graph that results from deleting all of the loops and contracting all of the isthmuses. By [21, (4.3)],
G ′ is a central reﬂex. A spanning tree of G contains no loops and contains every isthmus, hence G
and G ′ have the same number of spanning trees; that is, κ(G) = κ(G ′).
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Proposition 4.4. Central reﬂexes give rise to involutively self-dual matroids.
This result along with Corollary 1.4 give a new proof of Theorem 1.5. Alternatively, setting k = 1 in
Theorem 1.6 also gives a new proof of Theorem 1.5, since H˜0(T ) = 0 for any spanning tree T .
4.2. Critical groups of central reﬂexes
The critical group K (G) of a connected graph G is an abelian group of order κ(G). The critical
group has several equivalent interpretations [4, Sections 28–32]. In this paper, we use the form
K (G) ∼= Z|E(G)|/(Z1(G) ⊕ B1(G))∼= coker[ I1r (G)
Z(G)
]
,
where I1r (G) denotes the reduced incidence matrix of G and Z(G) is a matrix whose rows represent
the 1-cycles of G . The formula κ(G) = D(G)2 suggests that the critical group of a central reﬂex2
can be written as a direct sum of two copies of a group of order D(G), which is conﬁrmed by
Corollary 1.10.
Example 4.5. As noted above, n-wheels are central reﬂexes when n is odd. For an n-wheel Wn (with
n odd), Biggs [5, Theorem 9.2] uses a variation of the chip-ﬁring game to prove that
K (Wn) ∼= Zn ⊕ Zn ,
where n is the nth Lucas number. Recall that the Lucas numbers are the integer sequence deﬁned by
0 = 2, 1 = 1, and the Fibonacci recursion n = n−1 + n−2 for n 2.
As discussed in Section 2, the matrix N controls the behavior of the critical group K (G) ∼=
coker(A) ∼= H ⊕ H . More speciﬁcally, Theorem 1.11 states that for primes p = 2,
Sylp(H) ∼= Sylp
(
coker(N + I)),
where Sylp(G) denote the p-primary component of an abelian group G . The next example demon-
strates that this isomorphism does not hold for p = 2.
Example 4.6. The double 5-wheel is a central reﬂex formed by attaching another pentagon to the
outside rim of the 5-wheel (see Fig. 2). Computing the Smith normal forms of A and N + I gives
K = coker(A) ∼= (Z4)4 ⊕ (Z11)2 and thus H ∼= (Z4)2 ⊕ Z11,
while
coker(N + I) ∼= (Z2)4 ⊕ Z11.
These groups also illustrate Corollary 2.7 with
λ = type(Syl2(K ))= (2,2,2,2),
μ = type(Syl2(coker(N + I)))= (1,1,1,1),
α = type(Syl2(H))= (2,2).
2 Using the presentation of the critical group K (G) = coker L(G), where L(G) denotes the reduced Laplacian matrix, we see
that K (G) ∼= K (G ′). This follows from the fact that deleting a loop has no effect on the Laplacian L(G), while contracting an
isthmus corresponds to performing elementary row and column operations on L(G).
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For a central reﬂex G , its critical group can be expressed as K (G) ∼= coker(A) ∼= coker(AT ). As we
saw in Section 2, the map φ : E(G) → E(G) which sends e → e˜ and e˜ → e induces an automorphism
 : K (G) → K (G). Corollary 1.10 and Theorem 1.11 give∣∣K (G)〈〉∣∣= D(G).
The map φ also induces an involution Φ on the collection T (G) of all spanning trees of G in the
following way. For a spanning tree T ∈ T (G), the edges (E(G) \ T )∗ = {e∗: e /∈ T } form a spanning
tree in the dual graph G∗ . Since the antipodal map a : S2 → S2 is a homeomorphism, ˜E(G) \ T =
a((E(G) \ T )∗) is a tree in G . Deﬁne a map Φ : T (G) → T (G) by T → ˜E(G) \ T . The ﬁxed points of Φ
are precisely the self-dual spanning trees of G . Thus∣∣T (G)〈Φ〉∣∣= D(G),
and it follows that∣∣T (G)〈Φ〉∣∣= ∣∣K (G)〈〉∣∣.
5. Simplices and Kalai’s higher dimensional trees
In this section we discuss a class of simplicial complexes and apply the previous results to solve a
problem that was posed by Kalai (see [9, Problem 3]). This section begins with a review of the setting
of Kalai [9]. Let  denote the (2k + 1)-dimensional simplex on the vertex set V = {v0, . . . , v2k+1}.
The boundary of  is identiﬁed with the sphere S2k in the following way. First identify  with the
(2k + 1)-simplex in R2k+1 which has vertices
v0 = (0,0, . . . ,0), v1 = (1,0, . . . ,0), v2 = (0,1, . . . ,0), . . . , v2k+1 = (0,0, . . . ,1).
Next translate  so that its barycenter ˆ is at the origin, remove the interior of  and divide the
points in the boundary of  by their lengths. Let X ∼= S2k denote the resulting complex.
The dual block complex D(X) is formed by the method described in Section 3.1. For each face F
of X , the antipodal map sends D(F ) to F c . The complex X can be oriented so that for each face F , its
conjugate is given by F˜ = sgn(F , F c)(−1) |F |2 F c (see [3, Section 6.2]). When k is odd, each k-face F
satisﬁes ˜˜F = F and X is an antipodally self-dual cell complex.
Let T (n,k) be the set of all k-dimensional simplicial complexes T on the vertex set {1,2, . . . ,
n} = [n] such that
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(2) T has exactly
(n−1
k
)
k-faces,
(3) H˜k(T ) = 0.
Let X be the complete 2k-dimensional complex on the vertex set [2k + 2] embedded on S2k .
By [9, Proposition 2], we see that the deﬁnition of T (2k + 2,k) agrees with the deﬁnition of Tk(X).
The blocker or Alexander dual of a simplicial complex C with vertex set V is deﬁned by
C∨ := {S ⊆ V : V \ S /∈ C}.
Kalai [9, Theorem 5] proved that C∨ ∈ T (2k + 2,k) if and only if C ∈ T (2k + 2,k). A complex T ∈
T (2k + 2,k) is said to be self-dual if T∨ = T . This deﬁnition agrees with the deﬁnition of self-dual
trees in Section 3 since
X˜ \ T = { F˜ : F /∈ T } = {F c: F /∈ T }= {F : F c /∈ T }= T∨.
Let C be the collection of all k-faces of X that contain vertex 1. The fact that vertex 1 is a cone point
of C is used in the proof of the next lemma.
Lemma 5.1. Let r := (2k+1k )= (2k+1k+1 ) and let C := {F1, . . . , Fr} be all of the k-faces of X that contain vertex 1.
Then C is a Z-acyclic, self-dual spanning tree in Tk(X).
Proof of Theorem 1.8. Combining Lemma 5.1 and Theorem 1.6 gives the proof of the ﬁrst assertion in
Theorem 1.8. We now sketch a proof of the second assertion. The basic idea of this proof is to deﬁne
weighted versions of the matrices in Section 3.3, then use techniques similar to those in the proof of
Theorem 1.3.
We begin by showing that the reduced incidence matrices Ik+1r (X)T and Ikr (X) have a speciﬁc
form. Let C be the self-dual, Z-acyclic spanning tree from Lemma 5.1. Deﬁne Z to be the matrix
whose columns are indexed by the k-faces not in C followed by the k-faces in C , and whose rows
represent the boundaries of the (k + 1)-faces that contain vertex 1. When the columns are properly
ordered, Z is of the form [ I | N ]. By [9, Proposition 8], the rows of Z form a Z-basis for Zk(X). Since
Zk(X) = Bk(X) and the rows of Ik+1(X)T represent Bk(X), one has
Ik+1r (X)T = R Ik+1(X)T = Z = [ I | N ].
So in this case, the matrix R from Lemma 3.6 simply removes the rows corresponding to (k+1)-faces
that do not contain vertex 1.
Then Ikr (X) = R Ik(X) has rows indexed by the (k − 1)-faces that do not contain vertex 1 and
columns indexed by the k-faces not in C followed by the k-faces in C and is of the form [ N | I ].
Note that Ikr (X) corresponds to Kalai’s reduced incidence matrix [9, p. 342].
Let A be the concatenated matrix
A =
[
Ikr (X)
−Ik+1r (X)T
]
=
[
N I
−I −N
]
.
Since ∂k∂k+1 = 0, Rowspace(Ik+1r (X)T ) = Rowspace(Ikr (X))⊥ . Thus N , and hence A, is skew-symmetric.
Example 5.2. For k = 1, one has
−3
4
+2
4
−2
3
+1
2
+1
3
+1
4
A =
2
3
4
+134
−124
+123
⎡⎢⎢⎢⎢⎢⎣
−1 +1 +1
+1 −1 +1
−1 +1 +1
−1 +1 −1
−1 −1 +1
−1 +1 −1
⎤⎥⎥⎥⎥⎥⎦ .
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setting
A(x)τ ,σ := Aτ ,σ · xτσ ,
where τ  σ denotes the symmetric difference of the vertices of the faces τ and σ . Since whenever
1 ∈ F j ,
F j 
(
F j \ {1}
)= ({1} ∪ F cj ) F cj = {1},
the top right and bottom left blocks of A(x) are x1 I and −x1 I , respectively. If nij = 0, then Fi \{1} ⊆ F cj
and (
Fi \ {1}
) F cj = (F j \ {1}) F ci .
Thus
nij · x(Fi\{1})F cj = −n ji · x(F j\{1})F ci
and it follows that A(x) is skew-symmetric.
Example 5.3. For k = 1, one has
−3
4
+2
4
−2
3
+1
2
+1
3
+1
4
A(x) =
2
3
4
+134
−124
+123
⎡⎢⎢⎢⎢⎢⎣
−x4 +x3 +x1
+x4 −x2 +x1
−x3 +x2 +x1
−x1 +x4 −x3
−x1 −x4 +x2
−x1 +x3 −x2
⎤⎥⎥⎥⎥⎥⎦ .
A weighted reduced incidence matrix Ikr (X)(x) is deﬁned by
Ikr (X)(x)τ ,σ := Ikr (X)τ ,σ · xτσ .
Then the matrix A(x) is of the form
A(x) =
[
Ikr (X)(x)
−Ik+1r (X)(x)T
]
.
Kalai [9] deﬁnes a matrix Mˆ := Ikr (X)Ikr (X)T and a weighted version Mˆ(x) by setting
Mˆ(x)σ ,σ ′ :=
⎧⎨⎩
∑
i /∈σ xi if σ ′ = σ ,
Mσ ,σ ′ ·
√∏
i∈σσ ′ xi if σ ′ = σ .
Then Mˆ(x2) := Mˆ(x)|xi→x2i is given by
Mˆ(x2)σ ,σ ′ =
{∑
i /∈σ x2i if σ
′ = σ ,
Mˆσ ,σ ′ ·∏i∈σσ ′ xi if σ ′ = σ .
One can easily show that
Mˆ(x2) = Ikr (X)(x)Ikr (X)(x)T
and
det
(
Mˆ
(
x2
))= det(A(x)).
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det
(
Mˆ(x)
)= x( 2kk−1)1 (x1 + x2 + · · · + x2k+2)(2kk ),
and it follows that
det
(
Mˆ
(
x2
))= x2·( 2kk−1)1 (x21 + x22 + · · · + x22k+2)(2kk ).
For each k-face σ and (k − 1)-face τ with τ ⊆ σ , write
xτσ =
∏
i∈σ xi∏
i∈τ xi
.
Then, for every collection C of k-faces, we use the multilinearity of the determinant in the columns
and rows to write
∣∣det(Ikr (C)(x))∣∣= ∣∣det(Ikr (C))∣∣xdeg(C) 2k+2∏
i=2
x
−( 2kk−1)
i .
The ideas of the rest of the proof are very similar to those in Theorem 1.3. 
In Section 4 we discussed the critical groups of graphs. For the complete graph Kn , the critical
group has the structure
K (Kn) ∼= (Zn)n−2
(see [5, Section 8]). Proposition below gives an analogue of this result for simplicial complexes. Let X
be the complete k-dimensional simplicial complex on [n]. The matrices Ikr (X) and Z = Ik+1r (X)T are
formed by the method described in the proof of Theorem 1.8. These matrices have the forms [ P | I ]
and [ −I | Q ]. However, since X is not necessarily antipodally self-dual, P is not necessarily equal
to −Q . (In fact, P and Q do not need to have the same numbers of rows.)
This next result gives an algebraic analogue of the ﬁrst assertion in Kalai’s Theorem 1.7.
Proposition 5.4. Let X be the complete k-dimensional simplicial complex on [n] and let K = coker(A) where
A = [ Ikr (X)−Ik+1r (X)T ]. Then
K ∼= (Zn)(
n−2
k ).
Before giving the proof, we note that in the special case when n = 2k + 2, Proposition 5.4 implies
that Theorem 1.9 takes on the form
coker(A) ∼= H ⊕ H,
with H = (Z2k+2)(2k−1k ) .
Proof of Proposition 5.4. Throughout this proof, we will be working with the matrix AT rather
than A. This is justiﬁed since A is a square matrix, so coker(AT ) ∼= coker(A) = K (see Lemma 5.5 be-
low). Since rankZ Ikr (X) = rankZ Ik(X) (see [9, Lemma 1]) and Ikr (X) = [ P | I ] contains an
(n−1
k
)×(n−1k )
identity matrix, one has Rowspace(Ikr (X)) = im∂ Tk . By [9, Proposition 1], Rowspace(Z) = Zk(X) =
Bk(X) = im∂k+1.
The proof of this proposition is divided into three steps:
(1) Prove that K is all n-torsion.
(2) Prove that K has a generating set of cardinality
(n−2
k
)
(and hence Z(
n−2
k )
n  K ).
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n−2
k ) and noting that
|coker(A)| = |det(A)|. (The latter can be observed from the Smith Normal Form of the matrix A,
which is discussed in the proof of Lemma 5.5).
Part (1) is proved by showing that for each k-face F of X ,
n · F =
∑
j /∈F
∂k+1(F ∪ j) · (F , F ∪ j) +
∑
i∈F
∂ Tk (F \ i) · (F \ i, F )
(∈ Rowspace(A) = im AT ).
This follows from substituting the identities (F , F ∪ j) = sgn( j, F ) and (F \ i, F ) = sgn(i, F \ i), then
comparing the coeﬃcients of F ∪ j \ i in the two summations for each j /∈ F and i ∈ F . (As a reminder,
sgn(a,b) denotes the sign of the permutation that puts the sequence a,b in ascending order.)
For part (2), let r = (n−1k ) and let C = {F1, . . . , Fr} be the collection of all k-faces of X which
contain vertex 1. If 1 ∈ F , then F ∈ C . Otherwise,
∂k+1
(
F ∪ {1})= (F , F ∪ {1}) · F + ∑
j∈F
j =1

(
F ∪ {1} \ j, F ∪ {1}) · (F ∪ {1} \ j).
Since every term in the right summation lies in C , this shows that F can be written as a Z-
combination of elements in C modulo im∂k+1 = Rowspace(Ik+1r (X)T ). It follows that C forms a
generating set for K .
Now let t = (n−2k−1) and let {F1, . . . , Ft} be the k-faces in C that contain both vertex 1 and vertex n.
We show that these Fi can be written in terms of the remaining k-faces C ′ = {Ft+1, . . . , Fr} modulo
im ∂ Tk = Rowspace(Ikr (X)): For any k-face F ∈ C which contains both vertex 1 and vertex n, one has
∂ Tk (F \ n) = (F \ n, F ) · F +
∑
j /∈F
(F \ n, F \ n ∪ j) · (F \ n ∪ j).
Since every term in the right summation lies in C ′ , this shows F can be written as a Z-combination
of elements in C ′ modulo im∂ Tk = Rowspace(Ikr (X)). Hence C ′ gives a generating set of cardinality
r − t = (n−1k )− (n−2k−1)= (n−2k ), as desired. 
We conclude this section with a lemma which was used in the proof of the previous proposition.
Lemma 5.5. If A is an n × n square matrix with entries in a principal ideal domain R, then coker(AT ) ∼=
coker(A).
Proof. For a matrix M ∈ Rn×n , recall that its Smith Normal Form, denoted S(M), is a unique n × n
diagonal matrix diag(s1, . . . , sr,0, . . . ,0) with the following properties:
(1) r = rankM ,
(2) si = 0 for 1 i  r,
(3) si |si+1 for all 1 i  r − 1,
(4) there exist invertible matrices Q , P ∈ Rn×n such that Q MP = S(M).
Since Q and P are invertible over R , imM = im PMQ = imS(M), and it follows that coker(M) ∼=
coker(S(M)) ∼=⊕ni=1(R/(si)).
By the previous paragraph, it suﬃces to show that S(AT ) = S(A). Let Q , P ∈ Rn×n be the invertible
matrices (over R) such that
Q AP = S(A).
By taking the transpose of each side and using the fact that S(A) is a diagonal matrix, one has
P T AT Q T = S(A)T = S(A).
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it follows that
S(AT )= S(A). 
Acknowledgments
The author extends her gratitude to the referees for their helpful comments and to her thesis
advisor, Vic Reiner, for his support and his many helpful discussions and suggestions for this work
and throughout her graduate studies.
Appendix A. Orienting antipodally self-dual complexes
Let k be a positive integer and let X ∼= S2k be an antipodally self-dual complex. This appendix
provides proofs of the following facts that were used in Sections 3.2 and 3.3:
(1) X and D(X) can be oriented in such a way that (τ ,σ ) = (σ˜ , τ˜ ) for any cells τ and σ with
dimτ = dimσ − 1.
(2) For any k-cell σ of X , ˜˜σ = (−1)k+1σ .
(3) For any (k − 1)-cell τ and k-cell σ , (τ ,σ ) = (σ˜ , τ˜ ) and (τ , σ˜ ) = (−1)k+1(σ , τ˜ ).
We begin by noting that (3) follows immediately from (1) and (2).
Proof of (1). The basic idea of this proof is to use an inductive argument similar to that in [14, Theo-
rem 65.1]. As in [14], we will use the chain complex C(X), described in the beginning of Section 3.3,
to compute the cohomology of X and the dual3 chain complex C(D(X)) to compute the homology
of D(X).
As discussed in Section 3.3, the boundary of a p-cell σ can be written as
∂σ =
∑
(p−1)-cellsτ
(τ ,σ )τ ,
where (τ ,σ ) is the incidence number of τ and σ . Let σ ∗ denote the elementary p-cochain whose
value is 1 on σ and 0 on all other p-cells. The map ψ : σ → σ ∗ gives a correspondence between
Cp(X) and C p(X). The coboundary map δ : C p(X) → C p+1(X) is the dual of the boundary map and
can be written as
δσ ∗ =
∑
(p+1)-cellsτ
(σ , τ )τ ∗. (A.1)
Now begin by orienting the 2k-cells of X so that their sum γ is a cycle. (This is possible since
Z2k(X) = H˜2k(X) ∼= Z and each (2k − 1)-cell belongs to exactly two 2k-cells.) Then arbitrarily orient
all of the i-cells for k + 1 i  2k − 1 and one k-cell σ from each conjugate pair {σ , σ˜ }.
The map τ → D(τ ) gives a bijective correspondence between the p-cells of X and the (2k − p)-
cells of D(X). It follows that the map ϕ : τ ∗ → D(τ ) gives an isomorphism between the free abelian
groups C p(X) and C2k−p(D(X)). Using induction on the dimension of the cells as in [14], the sign
of ϕ(τ ∗) can be chosen in such a way that the diagram below commutes. This gives the orientations
of all of the i-cells for 0 i  k − 1 and half the k-cells in D(X),
3 Since X is self-dual, D(X) is a regular cell complex and the dual chain complex C(D(X)) has the form described in the
beginning of Section 3.3.
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ϕ
C p+1(X)
ϕ
C2k−p(D(X)) ∂ C2k−p−1(D(X)).
The antipodal map a : S2k → S2k gives a bijective correspondence between the i-cells of D(X) and
the i-cells of X by a : D(σ ) → σ˜ . The induced map a# : Ci(D(X)) → Ci(X) sends Hi(D(σ ), ˙D(σ )) →
Hi(σ˜ , ˙˜σ). Since the antipodal map is a cellular map, this induced map a# : Ci(D(X)) → Ci(X) is a
chain map; that is, the condition ∂ ◦ a# = a# ◦ ∂ holds (see [12, Section V, Proposition 2.3]). This
gives the orientations of the i-cells for 0 i  k − 1 and the other half the k-cells in X .
Finally, using the inductive argument from [14] again, the orientations of the i-cells for k + 1 
i  2k and the other half of the k-cells of D(X) can be chosen so that ϕ ◦ δ = ∂ ◦ ϕ .
The previous discussion is summarized in the following diagram:
Ck(X)
ψ
Ck+1(X)∂
ψ
· · ·∂ C2k−1(X)∂
ψ
C2k(X)
∂
ψ
Ck(X)
δ
ϕ
Ck+1(X) δ
ϕ
· · · δ C2k−1(X) δ
ϕ
C2k(X)
ϕ
Ck(D(X))
∂
a#
Ck−1(D(X)) ∂
a#
· · · ∂ C1(D(X)) ∂
a#
C0(D(X))
a#
Ck(X)
∂
ψ
Ck−1(X) ∂
ψ
· · · ∂ C1(X) ∂
ψ
C0(X)
ψ
Ck(X)
ϕ
Ck−1(X)δ
ϕ
· · ·δ C1(X)δ
ϕ
C0(X)
δ
ϕ
Ck(D(X))
a#
Ck+1(D(X))∂
a#
· · ·∂ C2k−1(D(X))∂
a#
C2k(D(X))
∂
a#
Ck(X) Ck+1(X)∂ · · ·∂ C2k−1(X)∂ C2k(X).∂
We note that a#ϕψ(σ ) = σ˜ (when viewed as oriented cells). Then by line (A.1) and the fact that
the 2nd and 3rd, as well as the 5th and 6th rows of the previous diagram commute, one has
(σ , τ ) = (D(τ ), D(σ ))= (τ˜ , σ˜ ). 
Proof of (2). We begin with some terminology that will be used in the proof. Let σ be a k-cell of X
with attaching map fσ : Bk → σ and let ak : Sk → Sk , a2k : S2k → S2k be the antipodal maps.
Let Sk+ denote the open upper-half sphere:
Sk+ =
{
x ∈ Rk+1: xk+1 > 0 and x21 + · · · + x2k+1 = 1
}
.
Similarly, Sk− is the open lower-half sphere. The interior of the unit ball Bk ⊆ Rk is denoted intBk .
The projection map p : Rk+1 → Rk given by (x1, . . . , xk+1) → (x1, . . . , xk) restricts to the homeo-
morphisms
p :Sk+ → intBk
p :Sk− → intBk.
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homeomorphisms
rk : intBk → intBk
rk : B˙k → B˙k.
Using these deﬁnitions, one can easily verify that the following diagrams commute:
Sk+
p
ak
intBk
fσ
rk
σ
a2k
Sk−
p
intBk
a2k◦ fσ ◦rk D(σ˜ ),
S˙k+
p
ak
B˙k
fσ
rk
σ˙
a2k
S˙k−
p
B˙k
a2k◦ fσ ◦rk
D˙(σ˜ ).
In this second diagram, S˙k+ = S˙k− = Sk−1 = B˙k and fσ : B˙k → σ˙ is a homeomorphism since X is a
regular cell complex.
The following diagram with the induced maps also commutes:
Hk(Sk+, S˙k+)
p#
a#k
Hk(Bk, B˙k)
f #σ
r#k
Hk(σ , σ˙ )
a#2k
Hk(Sk−, S˙k−)
p#
Hk(Bk, B˙k)
a#2k◦ f #σ ◦r#k
Hk(D(σ˜ ), D˙(σ˜ )).
Now
Hk
(
Sk−, S˙k−
)∼= Hk(Bk,Sk−1)∼= Hk(Sk)∼= Z ∼= 〈ζ 〉,
Hk
(
Sk+, S˙k+
)∼= Hk(Bk,Sk−1)∼= Hk(Sk)∼= Z,
and the induced map a#k sends
a#k : Hk
(
Sk+, S˙k+
)→ Hk(Sk−, S˙k−)
ζ → (−1)k+1ζ
(see [14, Theorem 21.3]). It follows that the oriented cells satisfy (−1)k+1a(σ ) = D(σ˜ ), and hence that
(−1)k+1σ = a(D(σ˜ )) = ˜˜σ . 
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