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Theoretical Stability and Numerical Reconstruction for
an Inverse Source Problem for Hyperbolic Equations∗
Daijun JIANG† Yikan LIU‡ Masahiro YAMAMOTO‡
Abstract In this paper, we investigate the inverse problem on determining the spatial
component of the source term in a hyperbolic equation with time-dependent principal
part. Based on a newly established Carleman estimate for general hyperbolic operators,
we prove a local stability result of Ho¨lder type in both cases of partial boundary and
interior observation data. Numerically, we adopt the classical Tikhonov regularization to
transform the inverse problem into an output least-squares minimization, which can be
solved by the iterative thresholding algorithm. The proposed algorithm is computationally
easy and efficient: the minimizer at each step has explicit solution. Abundant amounts
of numerical experiments are presented to demonstrate the accuracy and efficiency of the
algorithm.
Keywords Inverse source problem, Hyperbolic equation, Carleman estimate,
Iterative thresholding algorithm
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1 Introduction
Let Ω ⊂ Rn (n = 1, 2, . . .) be an open bounded domain with a smooth boundary ∂Ω (e.g.,
of C2-class), and let ν = ν(x) = (ν1(x), . . . , νn(x)) be the outward unit normal vector to ∂Ω at
x ∈ ∂Ω. For some T > 0, set Q := Ω× (−T, T ). We consider the following initial value problem
for a hyperbolic equation whose principal part depends on the time variable
{
(∂2t −A(t))u(x, t) = F (x, t) ((x, t) ∈ Q),
u(x, 0) = ∂tu(x, 0) = 0 (x ∈ Ω),
(1.1)
(1.2)
where
A(t)u(x, t) := div(a(x, t)∇u(x, t)) + b(x, t) · ∇u(x, t) + c(x, t)u(x, t)
=
n∑
i,j=1
∂j(aij(x, t)∂ku(x, t)) +
n∑
i=1
bi(x, t)∂ju(x, t) + c(x, t)u(x, t).
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Here a = (aij)1≤i,j≤n is a symmetric matrix, b = (bi)1≤i≤n is a vector, and there exists a
constant κ > 0 such that
a(x, t)ξ · ξ =
n∑
i,j=1
aij(x, t)ξiξj ≥ κ|ξ|2 = κ
n∑
i=1
ξ2i (∀ (x, t) ∈ Q , ∀ ξ = (ξ1, . . . , ξn) ∈ Rn).
The regularities of a, b, c, the assumptions on the source term F and the boundary condition
will be specified later. We denote the normal derivative associated with the elliptic operator
A(t) as
∂Au := aν · ∇u on ∂Ω× (−T, T ).
The well-posedness result concerning (1.1) will be provided in Lemma 2.1.
The main focuses of this paper are the theoretical stability and the numerical treatment for
the following inverse source problem.
Problem 1.1 Let the subboundary Γ ⊂ ∂Ω, the subdomain ω ⊂ Ω and T > 0 be suitably
given. Assume that the source term F (x, t) = f(x)R(x, t) in (1.1) where R is given, and let u
satisfy (1.1)–(1.2). Determine f(x) by
Case (I). the partial boundary observation data {u, ∂Au}|Γ×(−T,T ), or
Case (II). the partial interior observation data u|ω×(−T,T ).
Investigating the above problem from both theoretical and numerical aspects not only orig-
inates from the interest on mathematics, but also roots in its significance in practice. In our
formulation (1.1), the source term f(x)R(x, t) is incompletely separated into its spatial and tem-
poral components, and the purposed inverse problem means the determination of the spatial
component f . Especially, if the source term is in form of complete separation of variables, i.e.
R is space-independent, (1.1) becomes an approximation to a model for elastic waves, and the
term f(x)R(t) acts as the external force modeling vibrations (see Yamamoto [28]). Recently, it
reveals in Liu and Yamamoto [26] that the one-dimensional time cone model for crystallization
growth (see Cahn [6]) indeed takes the form of (1.1), where the principal part involves the
time-dependent growth speed, and f(x) stands for the spatial distribution of the nucleation
rate.
Although inverse hyperbolic problems have attracted considerable attentions during the last
two decades, the majority of existing works only treated inverse source problems like Problem
1.1 with time-independent principal part, which is technically easier to show the uniqueness and
the stability by Carleman estimates. We refer to Bukhgeim and Klibanov [5] for the uniqueness,
and Yamamoto [28, 29], Puel and Yamamoto [27], Isakov and Yamamoto [16], Imanuvilov and
Yamamoto [13, 14] for the stability. Especially, the global Lipschitz stability was proved for
the boundary measurement case in [13] and the interior measurement case in [14] under the
probably optimal geometrical condition on observable regions. However, if the principal part
is time-dependent, we need to argue extra and there are no publications to the best knowledge
of the authors. We can refer to Li and Yamamoto [22] as a related work. The present paper is
mainly motivated by [13,14] to establish similar stability results under the more general setting
on the principal part by a refined Carleman estimate. For comprehensive discussions on inverse
hyperbolic problems by Carleman estimates, see Bellassoued and Yamamoto [3].
Correspondingly, works on numerical reconstructions of source terms in hyperbolic equations
are quite limited compared with those of coefficients. Regarding the numerical approaches to co-
efficient inverse hyperbolic problems and related topics, we refer to the two monographs [18,20].
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In [25], the authors developed a spectral method for the inverse coefficient problem for the hy-
perbolic equation derived in [26]. On the other hand, a class of iterative thresholding algorithms
was purposed for linear inverse problems in early 2000s, whose convergence was first rigorously
analyzed in Daubechies, Defrise and De Mol [7]. As an extension of classical gradient algorithms
with regularization, the iterative thresholding algorithm and its updated versions have proved
their feasibility mainly in the abundant applications to image processing due to their simplicity
(see [2,4,8,10]). However, the flavor of this method is less familiar among the researchers of in-
verse problems for partial differential equations. Recently, the iterative thresholding algorithm
was utilized in Jiang, Feng and Zou [17] to treat inverse problems for elliptic and parabolic
equations. Very recently, based on the theoretical stability of Lipschitz type, we develop a sim-
ilar iterative method for an inverse source problem in the three-dimensional time cone model
in [24].
In this paper, we first establish a new Carleman estimate for the hyperbolic operator ∂2t −
A(t) in (1.1) which estimates also second-order derivatives, by which we can prove the local
Ho¨lder stability for both boundary and interior observations in accordance with the observation
time T and the observable region Γ or ω. Numerically, by interpreting Problem 1.1 as a
minimization problem, we characterize the minimizer by a variational equation which involves
the adjoint problem of (1.1). This leads to the desired iterative thresholding algorithm, and
we test its performance from various aspects by numerical experiments up to three spatial
dimensions.
The remainder of this paper is organized as follows. In Section 2, we recall some existing
results related to (1.1) and state the main stability result of Ho¨lder type concerning Problem
1.1. Then Section 3 is devoted to the proof of the main result. In Section 4, we reformulate
our inverse source problem as an optimization problem for numerical treatments, and purpose
the iteration thresholding algorithm. Abundant numerical tests along with discussions on the
performance are carried out in Section 5, and concluding remarks will be given in Section 6.
Finally, the key Carleman estimates used in Section 3 is proved in Appendix A.
2 Preliminary and Theoretical Stability
In this section, we first review some existing results on the forward and inverse problems
related to (1.1), and then give the statement of the main result on the theoretical stability.
Recall Q := Ω× (−T, T ). Let Hk(Q), Hk− 12 (∂Ω), W k,∞(Ω), etc. (k = 0, 1, . . .) denote usual
Sobolev spaces. Concerning the solvability and stability issues for (1.1), as a typical example
we state a well-posedness result of the following initial-boundary value problem
(∂2t −A(t))u = ∂2t u− div(a∇u)− b · ∇u− cu = F in Q,
u = g0, ∂tu = g1 in Ω× {0},
∂Au = h on ∂Ω× (−T, T ).
(2.1)
Lemma 2.1 (see Isakov [15]) (a) Let k = 1, 2, . . .. Assume that ∂Ω ∈ Ck+1, a ∈W k,∞(Q),
b, c ∈W k−1,∞(Q), and
F ∈ Hk−1(Q), g0 ∈ Hk(Ω), g1 ∈ Hk−1(Ω), h ∈ Hk− 12 (∂Ω× (−T, T ))
satisfy the kth-order compatibility condition on ∂Ω×{0}. Then there is a unique solution u to the
initial-boundary value problem (2.1). Moreover, there exists a constant C = C(A(t),Ω, T ) > 0
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such that
‖u( · , t)‖Hk(Ω) + ‖∂tu( · , t)‖Hk−1(Ω) ≤ C
(
‖F‖Hk−1(Q) + ‖g0‖Hk(Ω) + ‖g1‖Hk−1(Ω)
+ ‖h‖
H
k−
1
2 (∂Ω×(−T,T ))
)
. (2.2)
(b) Moreover, in the case of k = 1, assume that ∂ta = 0, ∂tb, ∂tc ∈ L∞(Q), and
∂tF ∈ L2(Q), g0 ∈ H2(Ω), g1 ∈ L2(Ω), ∂th ∈ H 12 (∂Ω× (−T, T ))
satisfy the second-order compatibility condition, then ‖∂2t u( · , t)‖L2(Ω) is bounded by the right-
hand side of (2.2) and by
‖∂tF‖L2(Q) + ‖g0‖H2(Ω) + ‖g1‖L2(Ω) + ‖∂th‖
H
1
2 (∂Ω×(−T,T ))
.
The above lemma follows in principle from Lions and Magenes [23], and similar results
also holds with other types of inhomogeneous boundary conditions. However, the regularity
assumptions in Lemma 2.1 are merely a sufficient condition guaranteeing the well-posedness
because the optimal one is still unknown.
Regarding the related inverse source problem (i.e., Problem 1.1), the global Lipschitz sta-
bility is well-known for the wave equation. As a representative, we consider
∂2t u(x, t) = △u(x, t) + p(x)u(x, t) + f(x)R(x, t) (x ∈ Ω, 0 < t < T ),
u(x, 0) = ∂tu(x, 0) = 0 (x ∈ Ω),
∂νu(x, t) := ∇u(x, t) · ν(x) = 0 (x ∈ ∂Ω, 0 < t < T )
(2.3)
and state the conclusion as follows.
Lemma 2.2 (see Imanuvilov and Yamamoto [14]) Let ω be a subdomain of Ω such that
{x ∈ ∂Ω; (x− x0) · ν(x) ≥ 0} ⊂ ∂ω for some x0 /∈ Ω \ ω , and T > sup
x∈Ω
|x− x0|. (2.4)
Further assume that for any x ∈ ∂Ω \ ∂ω, there exists an open ball Ux centered at x such
that Ux ∩ Ω is convex. Let u be the solution to the initial-boundary value problem (2.3), where
f ∈ L2(Ω), p ∈ L∞(Ω), R ∈ H1(0, T ;L∞(Ω)) and there exist constants M > 0, r0 > 0 such
that
‖p‖L∞(Ω) ≤M, ‖∂tR‖L2(0,T ;L∞(Ω)) ≤M, |R( · , 0)| ≥ r0 in Ω.
Then there exists a constant C = C(M, r0, ω,Ω, T ) > 0 such that
‖f‖L2(Ω) ≤ C
(‖∂tu‖L2(ω×(0,T )) + ‖∂2t u‖L2(ω×(0,T ))) .
The formulation (2.3) corresponds with the more general one of (1.1)–(1.2) in view of an
even extension u(x,−t) := u(x, t) for t > 0. Lemma 2.2 motivates the investigation on possi-
ble stability results for the generalized problem (1.1)–(1.2). Meanwhile, it is also the starting
point for developing numerical methods for the reconstruction of the source term, because the
theoretical stability is guaranteed under condition (2.4) on the observable subdomain ω and du-
ration T . Although such a condition mainly originates from its necessity in the proof of Lemma
2.2 by Carleman estimates, it also follows naturally from the essence of wave propagation. On
the one hand, ω cannot be too localized to capture waves in all directions. On the other hand,
due to the finite propagation speed, adequate observation time should be given for the distant
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x0
Ω
ω
{x ∈ ∂Ω | (x − x0) · ν(x) ≥ 0}
sup |x − x0| < T
Figure 1. A typical example for the spatial and temporal assumption guaranteeing the global
Lipschitz stability of Problem 1.1 in case of the wave equation.
wave to reach ω. We illustrate a typical choice of x0, ω and T in Figure 1 for readers’ better
understanding.
Now we turn to the more general case of time-dependent principal partA(t) in the governing
equation (1.1). We assume that the hyperbolic operator ∂2t −A(t) admits a Carleman estimate.
More precisely, for given d ∈ C2(Ω) satisfying d > 0 on Ω, we set
ψ(x, t) := d(x) − β t2, ϕ(x, t) := eλψ(x,t) (2.5)
with β ∈ (0, 1) and a large parameter λ > 0. Furthermore for δ > 0, we set
Qδ := {(x, t) ∈ Q; ψ(x, t) > δ}, Ωδ := {x ∈ Ω; ψ(x, 0) > δ}. (2.6)
Let a subboundary Γ ⊂ ∂Ω and a subdomain ω ⊂ Ω satisfy
Q0 ⊂ (Ω ∪ Γ)× (−T, T ), ∂ω ⊃ Γ. (2.7)
We assume that a Carleman estimate holds with the weight function ϕ(x, t), that is, there exist
constants s0 > 0 and C > 0 such that∫
Q0
s
(|∂tu|2 + |∇u|2 + s2|u|2) e2sϕ dxdt ≤ C ∫
Q0
∣∣(∂2t −A(t))u∣∣2 e2sϕ dxdt (2.8)
for all s ≥ s0 and all u ∈ H2(Q) satisfying suppu ⊂ Q0.
The Carleman estimate (2.8) definitely relies on some conditions on d and the principal
coefficients ajk (see Amirov and Yamamoto [1], Isakov [15], Kha˘ıdarov [19]).
Regarding Problem 1.1, our main result is summarized as the following local Ho¨lder estimate.
Theorem 2.3 Assume that the hyperbolic operator ∂2t −A(t) in (1.1) admits the Carleman
estimate (2.8) with the weight function defined in (2.5), and the coefficients of A(t) satisfy
a ∈W 2,∞(−T, T ;W 1,∞(Ω)), b, c ∈W 2,∞(−T, T ;L∞(Ω)).
Let u satisfy (1.1)–(1.2), where F (x, t) = f(x)R(x, t), f ∈ L2(Ω), R ∈ W 2,∞(−T, T ;L∞(Ω))
and there exists a constant r0 > 0 such that
|R( · , 0)| ≥ r0 in Ω . (2.9)
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Further assume that
u ∈
2⋂
k=0
H4−k(−T, T ;Hk(Ω)) (2.10)
and there exists a constant M > 0 such that
2∑
k=0
‖u‖H3−k(−T,T ;Hk(Ω)) ≤M. (2.11)
Provided that Γ ⊂ ∂Ω and ω ⊂ Ω satisfy condition (2.7), then there exists T0 > 0 satisfying:
for arbitrarily given δ > 0 and T > T0, there exist constants C > 0 and θ ∈ (0, 1) such that
‖f‖L2(Ωδ) ≤ CD + CM1−θDθ, (2.12)
where Ωδ was defined in (2.6) and
D :=
{
‖u‖
H4(−T,T ;H−
1
2 (Γ))
+ ‖u‖
H2(−T,T ;H
3
2 (Γ))
+ ‖∂Au‖
H2(−T,T ;H
1
2 (Γ))
, Case (I),
‖u‖H4(−T,T ;L2(ω)) + ‖u‖H2(−T,T ;H2(ω)), Case (II).
(2.13)
Here T0 depends on Γ,A(t) and C, θ depend on T,Γ,A(t) in Case (I), while T0 depends on
ω,A(t) and C, θ depend on T, ω,A(t) in Case (II).
In the above theorem, we assume comparatively low regularities of the coefficients in A(t)
and the source term F , which may not guarantee (2.10) in view of the forward problem. Actu-
ally, a sufficient condition for (2.10) is
∂Ω ∈ C5, a ∈W 4,∞(Q), b, c ∈W 3,∞(Q), F ∈ H3(Q)
by Lemma 2.1(a) with k = 4 and investigating the governing equation of ∂tu and ∂
2
t u. Further,
if the principal part of A(t) is independent of time, then the condition can be weakened to
∂Ω ∈ C2, a ∈ W 1,∞(Ω), b, c ∈W 3,∞(−T, T ;L∞(Ω)), F ∈
2⋂
k=0
H3−k(−T, T ;Hk(Ω))
by Lemma 2.1(b) and investigating the governing equations of ∂ℓtu (ℓ = 1, 2, 3). However, in
Theorem 2.3 it is understood that we are in advance given the observation data with certain
smoothness in ω × (−T, T ) or on Γ × (−T, T ), which does not necessarily solve the initial-
boundary value problem (2.1) in Q. Meanwhile, we only assume the minimum necessary con-
ditions on a, b, c and F which will be used in the proof of Theorem 2.3.
For the parabolic case with t-dependent principal part, a similar stability was already proved
in Imanuvilov and Yamamoto [12]. In fact, in the parabolic case, the proof for the t-dependent
case is the same as the t-independent case because of the character of the parabolic Carleman
estimate.
The condition (2.9) is essential. We cannot expect to determine the (x, t)-dependent F (x, t)
of (1.1) in general by our data of the inverse problem, because our extra measurement data
∂Au|Γ×(−T,T ) for the inverse problem depend on n independent variables on Γ× (−T, T ) (i.e.,
(n − 1)-spatial variables and one time derivative), but our unknown F depends on (n + 1)-
independent variables (x, t). Here we note that u|Γ×(−T,T ), u( · , 0) and ∂tu( · , 0) should be
regarded as one boundary condition and the initial condition as the direct problem and so for
determining a source term, we can consider only ∂Au|Γ×(−T,T ) as extra data.
Henceforth, by C > 0 we denote a generic constant independent of the large parameter
s > 0 which may change from line to line, unless specified otherwise.
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3 Proof of Theorem 2.3
This section is devoted to the proof of Theorem 2.3 under the same assumptions therein.
The argument is mainly based on the following key Carleman estimates for ∂2t −A(t) in (1.1)
which estimates also second-order derivatives.
Lemma 3.1 Assume that the hyperbolic operator ∂2t −A(t) admits the Carleman estimate
(2.8) with the weight function ϕ(x, t) in (2.5), where the coefficients in A(t) satisfy
a ∈W 1,∞(−T, T ;W 1,∞(Ω)), b, c ∈W 1,∞(−T, T ;L∞(Ω)).
Recall the set Qδ ⊂ Q = Ω × (−T, T ) defined in (2.6). Then for arbitrarily given δ ≥ 0, there
exist constants C > 0 and s0 > 0 such that∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt ≤ C
∫
Qδ
(
1
s
|∂tF |2 + s |F |2
)
e2sϕ dxdt (3.1)
∫
Qδ
|∂2t u|2 e2sϕ dxdt ≤ C
∫
Qδ
(
1
s
|∂tF |2 + |F |2
)
e2sϕ dxdt, (3.2)
hold for all s ≥ s0 and all u ∈ H2(Qδ) satisfying ∂tu ∈ H2(Qδ), ∂ℓtu( · ,±T ) = 0 for ℓ = 0, 1, 2
and suppu ⊂ Qδ, where F := ∂2t u−A(t)u in Q.
For the sake of consistency, we postpone the proof of Lemma 3.1 to Appendix A.
Completion of the proof of Theorem 2.3. By the Sobolev extension theorem, there exists u˜ ∈
H4(−T, T ;L2(Ω)) ∩H2(−T, T ;H2(Ω)) such that{
u˜ = u, ∂Au˜ = ∂Au on Γ× (−T, T ), Case (I),
u˜ = u in ω × (−T, T ), Case (II)
and
2∑
k=0
‖u˜‖H3−k(−T,T ;Hk(Ω)) ≤ CM, ‖u˜‖H4(−T,T ;L2(Ω)) + ‖u˜‖H2(−T,T ;H2(Ω)) ≤ CD, (3.3)
where M and D were defined in (2.11) and (2.13), respectively.
Recall A(t)w = div(a∇w) + b · ∇w + cw and introduce
A′(t)w := div((∂ta)∇w) + (∂tb) · ∇w + (∂tc)w,
A′′(t)w := div((∂2t a)∇w) + (∂2t b) · ∇w + (∂2t c)w
(3.4)
for later use. Setting
H := ∂2t −A(t), y := u− u˜, y1 := ∂ty, y2 := ∂2t y,
we see y ∈ ⋂2k=0H4−k(−T, T ;Hk(Ω)), and direct calculations yields
Hy = fR−Hu˜, Hy1 = A′(t)y + f ∂tR− ∂t(Hu˜ ),
Hy2 = 2A′(t)y1 +A′′(t)y + f ∂2tR− ∂2t (Hu˜ ).
(3.5)
Since it suffices to consider sufficiently small δ > 0, by d > 0 in Ω , we can choose δ > 0
such that
min
x∈Ω
d(x) ≥ 2δ. (3.6)
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We define a cut-off function µ ∈ C∞(Q) such that 0 ≤ µ ≤ 1 and
µ =
{
1 in Q2δ,
0 in Q0 \Qδ.
(3.7)
Then it follows from (3.6) that
µ(x, 0) = 1 for x ∈ Ω . (3.8)
On the other hand, we calculate
∂2t (µw) = µ∂
2
tw + [∂
2
t , µ]w, A(t)(µw) = µA(t)w + [A(t), µ]w,
where
[∂2t , µ]w := 2(∂tµ)∂tw + (∂
2
t µ)w, [A(t), µ]w := 2 a∇µ · ∇w + {div(a∇µ) + b · ∇µ}w.
Parallel calculations for A′(t) and A′′(t) yields
A′(t)(µw) = µA′(t)w + [A′(t), µ]w, A′′(t)(µw) = µA′′(t)w + [A′′(t), µ]w, (3.9)
where
[A′(t), µ]w := 2(∂ta)∇µ · ∇w + {div((∂ta)∇µ) + (∂tb) · ∇µ}w,
[A′′(t), µ]w := 2(∂2t a)∇µ · ∇w +
{
div((∂2t a)∇µ) + (∂2t b) · ∇µ
}
w.
Introducing [H, µ] := [∂2t , µ]− [A(t), µ], we obtain
H(µw) = µHw + [H, µ]w. (3.10)
Since [H, µ], [A′(t), µ] and [A′′(t), µ] are first-order differential operators which only involve
derivatives of µ as coefficients, the definition (3.7) of µ implies
[H, µ]w = [A′(t), µ]w = [A′′(t), µ]w = 0 in Q2δ ∪ (Q0 \Qδ). (3.11)
We set z := µy, z1 := µy1 and z2 := µy2. By the definition (3.7) of µ, we can take the zero
extensions of z, z1, z2 so that they are defined in Q. Therefore, applying formulas (3.10) and
(3.9) to (3.5), we deduce
Hz = µHy + [H, µ]y = µ(fR−Hu˜ ) + [H, µ]y =: F0, (3.12)
Hz1 = µHy1 + [H, µ]y1 = µ(A′(t)y + f ∂tR− ∂t(Hu˜ )) + [H, µ]y1
= A′(t)z + µ(f ∂tR− ∂t(Hu˜ )) + [H, µ]y1 − [A′(t), µ]y =: F1, (3.13)
Hz2 = µHy2 + [H, µ]y2 = µ(2A′(t)y1 +A′′(t)y + f ∂2tR− ∂2t (Hu˜ )) + [H, µ]y2
= 2A′(t)z1 +A′′(t)z + µ(f ∂2tR− ∂2t (Hu˜ ))
+ [H, µ]y2 − 2[A′(t), µ]y1 − [A′′(t), µ]y. (3.14)
Since y ∈ ⋂2k=0H4−k(−T, T ;Hk(Ω)) and µ ∈ C∞0 (Q0) imply z, ∂tz ∈ H2(Q) and supp z ⊂
Q0, we can apply the Carleman estimate (3.1) in Lemma 3.1 and (2.8) to (3.12) to obtain
∑
|γ|≤2
‖(∂γxz) esϕ‖2L2(Q0) =
∫
Q0

n∑
i,j=1
|∂i∂jz|2 + |∇z|2 + |z|2
 e2sϕ dxdt
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≤ C
∫
Q0
(
1
s
|∂tF0|2 + s |F0|2
)
e2sϕ dxdt (3.15)
for all large s > 0. Henceforth we set µk := e
kλδ for k = 1, 2, 3. Then we employ (3.3), (3.11)
and the property of the weight function to estimate∫
Q0
|F0|2 e2sϕ dxdt ≤ 3
∫
Q0
(|µfR|2 + |µHu˜|2 + |[H, µ]y|2) e2sϕ dxdt
≤ 3‖fR esϕ‖2L2(Q0) + 3 exp
(
2smax
Q
ϕ
)
‖Hu˜‖2L2(Q0)
+ 3
∫
Qδ\Q2δ
|[H, µ]y|2 e2sϕ dxdt
≤ C‖f esϕ‖2L2(Q0) + C eCs‖u˜‖2H2(Q) + 3 exp
(
2s max
Qδ\Q2δ
ϕ
)
‖y‖2H1(Q)
≤ C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2 (3.16)
for all large s > 0. Similarly, by
∂tF0 = (∂tµ)fR+ µf ∂tR− (∂tµ)Hu˜− µ∂t(Hu˜ ) + ∂t([H, µ]y)
we estimate∫
Q0
|∂tF0|2 e2sϕ dxdt ≤ C‖f esϕ‖2L2(Q0) + C eCs
(‖u˜‖H3(−T,T ;L2(Ω)) + ‖u˜‖H1(−T,T ;H2(Ω)))
+ C e2µ2s‖y‖2H2(Q)
≤ C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2 (3.17)
for all large s > 0. Substituting (3.16)–(3.17) into (3.15), we obtain∑
|γ|≤2
‖(∂γxz) esϕ‖2L2(Q0) ≤ C s‖f esϕ‖2L2(Q0) + C eCsD2 + C s e2µ2sM2. (3.18)
By a similar argument as that for (3.12), we apply the Carleman estimates (3.1) and (2.8)
to (3.13) to estimate∑
|γ|≤2
‖(∂γxz1) esϕ‖2L2(Q0) ≤ C
∫
Q0
(
1
s
|∂tF1|2 + s |F1|2
)
e2sϕ dxdt (3.19)
for all large s > 0, where we utilize (3.18) to dominate the term with |F1|2 as∫
Q0
|F1|2 e2sϕ dxdt ≤ C
∫
Q0
|A′(t)z|2 e2sϕ dxdt + C‖f esϕ‖2L2(Q0)
+ C eCs
(
‖u˜‖2H3(−T,T ;L2(Ω)) + ‖u˜‖2H1(−T,T ;H2(Ω))
)
+ C e2µ2s‖y‖2H2(Q)
≤ C
∑
|γ|≤2
‖(∂γxz) esϕ‖2L2(Q0) + C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2
≤ C s‖f esϕ‖2L2(Q0) + C eCsD2 + C s e2µ2sM2 (3.20)
for all large s > 0. To treat |∂tF1|2, we employ (3.9) to find
∂t(A′(t)z) = A′′(t)z +A′(t)(∂tz) = A′′(t)z +A′(t)z1 +A′(t)((∂tµ)y)
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and thus∫
Q0
|∂tF1|2 e2sϕ dxdt
≤ C
∑
|γ|≤2
(
‖(∂γxz1) esϕ‖2L2(Q0) + ‖(∂γxz) esϕ‖2L2(Q0)
)
+ C‖f esϕ‖2L2(Q0)
+ C eCs
(
‖u˜‖2H4(−T,T ;L2(Ω)) + ‖u˜‖2H2(−T,T ;H2(Ω))
)
+ C e2µ2s
2∑
k=0
‖y‖2H3−k(−T,T ;Hk(Ω))
≤ C
∑
|γ|≤2
‖(∂γxz1) esϕ‖2L2(Q0) + C s‖f esϕ‖2L2(Q0) + C eCsD2 + C s e2µ2sM2 (3.21)
for all large s > 0. Substituting (3.20)–(3.21) into (3.19) yields∑
|γ|≤2
‖(∂γxz1) esϕ‖2L2(Q0) ≤
C
s
∑
|γ|≤2
‖(∂γxz1) esϕ‖2L2(Q0) + C s2‖f esϕ‖2L2(Q0)
+ C eCsD2 + C s2 e2µ2sM2.
for all large s > 0. Choosing s > 0 large enough and absorbing the term 1
s
∑n
i,j=1 |∂i∂jz1|2 on
the right-hand side into the left-hand side, we have for all large s > 0 that∑
|γ|≤2
‖(∂γxz1) esϕ‖2L2(Q0) ≤ C s2‖f esϕ‖2L2(Q0) + C eCsD2 + C s2 e2µ2sM2. (3.22)
Finally, applying the first-order Carleman estimate (2.8) to (3.14), we use estimates (3.18)
and (3.22) to deduce
s
∫
Q0
(|∂tz2|2 + s2|z2|2) e2sϕ dxdt
≤ C
∑
|γ|≤2
(
‖(∂γxz1) esϕ‖2L2(Q0) + ‖(∂γxz) esϕ‖2L2(Q0)
)
+ C‖f esϕ‖2L2(Q0)
+ C eCs
(
‖u˜‖2H4(−T,T ;L2(Ω)) + ‖u˜‖2H2(−T,T ;H2(Ω))
)
+ C e2µ2s
1∑
k=0
‖y‖2H3−k(−T,T ;Hk(Ω))
≤ C s2‖f esϕ‖2L2(Q0) + C eCsD2 + C s2 e2µ2sM2. (3.23)
for all large s > 0. Meanwhile, by supp z2 ⊂ Q0, we obtain
‖(z2 esϕ)( · , 0)‖2L2(Ω) =
∫ 0
−T
(
d
dt
‖(z2 esϕ)( · , t)‖2L2(Ω)
)
dt
= 2
∫ 0
−T
∫
Ω
{
(∂tz2)z2 + s(∂tϕ)|z2|2
}
e2sϕ dxdt
≤ C
∫
Q0
(|∂tz2||z2|+ |z2|2) e2sϕ dxdt
≤ C
∫
Q0
(
1
s
|∂tz2|2 + s |z2|2
)
e2sϕ dxdt (3.24)
≤ C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2 (3.25)
for all large s > 0, where (3.24) and (3.25) follow from the inequality
|∂tz2||z2| = 1√
s
|∂tz2| ·
√
s |z2| ≤ 1
2s
|∂tz2|2 + s
2
|z2|2
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and the estimate (3.23), respectively. On the other hand, taking t = 0 in the governing equation
of y in (3.5), we use (3.8) and (1.2) to find
z2( · , 0) = (µy2)( · , 0) = y2( · , 0) = ∂2t y( · , 0) = (A(t)(u − u˜) + fR−Hu˜ )( · , 0)
= (fR− ∂2t u˜ )( · , 0).
The above equality holds in the sense of L2(Ω) because ∂2t y ∈ H2(−T, T ;L2(Ω)) and R ∈
W 2,∞(−T, T ;L∞(Ω)). Recalling the assumption (2.9), we apply (3.25) to further estimate for
all large s > 0 that
‖(f esϕ)( · , 0)‖2L2(Ω) ≤ C‖(fR esϕ)( · , 0)‖2L2(Ω)
≤ C‖(z2 esϕ)( · , 0)‖2L2(Ω) + C‖((∂2t u˜ ) esϕ)( · , 0)‖2L2(Ω)
≤ C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2 + C eCs‖u˜‖2H3(−T,T ;L2(Ω))
≤ C‖f esϕ‖2L2(Q0) + C eCsD2 + C e2µ2sM2.
Now we treat the term ‖f esϕ‖2L2(Q0) as
‖f esϕ‖2L2(Q0) =
∫
Ω
|f |2
(∫ T
−T
e2sϕ(x,t) dt
)
dx
=
∫
Ω
|f |2 e2sϕ(x,0)
(∫ T
−T
e−2s(ϕ(x,0)−ϕ(x,t)) dt
)
dx.
Since ϕ(x, 0) > ϕ(x, t) for t 6= 0, Lebesgue’s dominated convergence theorem yields∫ T
−T
e−2s(ϕ(x,0)−ϕ(x,t)) dt = o(1) as s→∞.
Since C > 0 is independent of s, this indicates
‖(f esϕ)( · , 0)‖2L2(Ω) ≤ o(1)‖(f esϕ)( · , 0)‖2L2(Ω) + C eCsD2 + C e2sµ2M2
for all large s ≥ s∗, where s∗ > 0 is a large constant. We can choose s∗ > 0 large again, so that
we can absorb the first term on the right-hand side into the left-hand side to obtain
‖(f esϕ)( · , 0)‖2L2(Ω) ≤ C eCsD2 + C e2sµ2M2 (3.26)
for all s ≥ s∗. On the other hand, we estimate ‖(f esϕ)( · , 0)‖2L2(Ω) by
‖(f esϕ)( · , 0)‖2L2(Ω) ≥ ‖(f esϕ)( · , 0)‖2L2(Ω3δ) ≥ e2µ3s‖f‖2L2(Ω3δ), (3.27)
where µ3 = e
3λδ and Ω3δ was defined as that in (2.6). Inequalities (3.26) and (3.27) yield
‖f‖2L2(Ω3δ) ≤ C eCsD2 + C e−2s(µ3−µ2)M2 (3.28)
for all s ≥ s∗. Replacing C by C eCs∗ , we have (3.28) for all s ≥ 0. We note that µ3 − µ2 =
e3λδ − e2λδ > 0.
We consider the two cases D ≥M and D < M separately.
Case 1 If D ≥M , then (3.28) directly implies
‖f‖2L2(Ω3δ) ≤ 2C eCsD2. (3.29)
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Case 2 If D < M , we can choose s > 0 suitably to minimize the right-hand side of (3.28)
such that
eCsD2 = e−2s(µ3−µ2)M2,
that is,
s =
2
C + 2(µ3 − µ2) log
M
D
> 0.
Then we obtain
‖f‖2L2(Ω3δ) ≤ 2CM2(1−θ)D2θ, (3.30)
where
θ =
2(µ3 − µ2)
C + 2(µ3 − µ2) ∈ (0, 1).
Finally, replacing 3δ by δ, we see that estimates (3.29) and (3.30) yield (2.12). Thus the
proof of Theorem 2.3 is completed.
4 Iterative Thresholding Algorithm
Based on the theoretical stability explained in the previous sections, this section aims at
the development of an effective algorithm for the numerical reconstruction of the source term.
For conciseness, we consider the initial-boundary value problem for a wave equation with
the homogeneous Neumann boundary condition
∂2t u(x, t) = △u(x, t) + f(x)R(x, t) (x ∈ Ω, 0 < t < T ),
u(x, 0) = ∂tu(x, 0) = 0 (x ∈ Ω),
∂νu(x, t) = 0 (x ∈ ∂Ω, 0 < t < T ),
(4.1)
whose solution will be denoted as u(f) to emphasize its dependency upon the unknown compo-
nent f . As a typical situation, we only treat Case (II) of Problem 1.1, namely, the determination
of f by the partial interior observation data u(f)|ω×(0,T ) with a subdomain ω ⊂ Ω. Except for
its simplicity, we restrict our discussion to the time-independent formulation (4.1) instead of the
time-dependent one because the underlying ill-posedness are in principle the same. Moreover,
in this case a global Lipschitz stability is guaranteed by Lemma 2.2, and a necessary condition
on the geometry of observable regions is given explicitly in (2.4).
For later use, first we give a definition of the generalized solution to (4.1).
Definition 4.1 (see Isakov [15]) Let f ∈ L2(Ω) and R ∈ L2(0, T ;L∞(Ω)). We say that
u(f) ∈ H1(Ω× (0, T )) is a generalized solution to problem (4.1) if it satisfies∫ T
0
∫
Ω
(∇u(f) · ∇v − (∂tu(f))∂tv) dxdt =
∫ T
0
∫
Ω
fR v dxdt
for any test function v ∈ H1(Ω× (0, T )) with v|t=T = 0, and the initial condition u(f)|t=0 = 0.
The above definition of the generalized solution is easily understood by performing integra-
tion by parts to sufficiently smooth solutions. Furthermore, it is in accordance with the classical
well-posedness result (see Lemma 2.1(a) with k = 1).
Henceforth, we specify ftrue ∈ L2(Ω) as the true solution to Problem 1.1 and suppose that
we are provided the noise contaminated observation data uδ in ω × (0, T ) satisfying ‖uδ −
u(ftrue)‖L2(ω×(0,T )) ≤ δ, where δ > 0 stands for the noise level. For avoiding ambiguity, we
interpret uδ ≡ 0 out of ω × (0, T ) so that it is well-defined in Ω× (0, T ).
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With the a priori knowledge on the boundedness of ftrue and appropriate observation data,
the reconstruction can be carried out through a classical Tikhonov regularization technique.
We formulate the reconstruction as the following output least squares formulation with the
Tikhonov regularization
min
f∈L2(Ω)
J(f), J(f) := ‖u(f)− uδ‖2L2(ω×(0,T )) + α‖f‖2L2(Ω), (4.2)
where α > 0 is the regularization parameter.
Nearly all effective iterative methods for solving nonlinear optimizations need the informa-
tion of the derivatives of the concerned objective functional. It follows from a direct computation
that the Fre´chet derivative J ′(f)g of J(f) for any direction g ∈ L2(Ω) reads
J ′(f)g = 2
∫ T
0
∫
ω
(
u(f)− uδ) (u′(f)g) dxdt+ 2α ∫
Ω
fg dx
= 2
∫ T
0
∫
ω
(
u(f)− uδ)u(g) dxdt+ 2α∫
Ω
fg dx. (4.3)
Here u′(f)g denotes the Fre´chet derivative of u(f) in the direction g, and the linearity of (4.1)
immediately yields
u′(f)g = lim
ǫ→0
u(f + ǫ g)− u(f)
ǫ
= u(g).
Obviously, it is extremely expensive to use this formula to evaluate J ′(f)g for all g ∈ L2(Ω),
since one should solve system (4.1) for u(g) with g varying in L2(Ω) in the computation for a
fixed f .
In order to reduce the computational costs for computing the Fre´chet derivatives, we intro-
duce the adjoint system of (4.1), that is, the following system for a backward wave equation
∂2t v −△v = χω
(
u(f)− uδ) in Ω× (0, T ),
v = ∂tv = 0 in Ω× {0},
∂νv = 0 on ∂Ω× (0, T ).
(4.4)
Here χω is the characterization function of ω, and we shall denote the solution to (4.4) as v(f).
The generalized solution to (4.4) can be defined in the same way as that in Definition 4.1. On
the other hand, since Lemma 2.1 and f ∈ L2(Ω) indicate
u(f) ∈ D := {w ∈ C([0, T ];H1(Ω)); ∂tw ∈ C([0, T ];L2(Ω))} , (4.5)
we have χω
(
u(f)− uδ) ∈ L2(Ω × (0, T )) and thus v(f) ∈ D again by Lemma 2.1. Therefore,
for any f, g ∈ L2(Ω), regarding u(g) and v(f) as the test functions of each other, we can further
treat the first term in (4.3) as∫ T
0
∫
ω
(
u(f)− uδ)u(g) dxdt = ∫ T
0
∫
Ω
χω
(
u(f)− uδ)u(g) dxdt
=
∫ T
0
∫
Ω
(∇u(g) · ∇v(f)− (∂tu(g))∂tv(f)) dxdt
=
∫ T
0
∫
Ω
gR v(f) dxdt, (4.6)
implying
J ′(f)g = 2
∫
Ω
(∫ T
0
Rv(f) dt+ α f
)
g dx, g ∈ L2(Ω).
This suggests a characterization of the solution to the minimization problem (4.2).
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Proposition 4.2 f∗ ∈ L2(Ω) is the minimizer of the functional J(f) in (4.2) only if it
satisfies the Euler equation ∫ T
0
Rv(f∗) dt+ αf∗ = 0, (4.7)
where v(f∗) solves the backward system (4.4) with the coefficient f∗.
To solve the nonlinear equation (4.7) for f∗, one may employ the iteration
fm+1 =
K
K + α
fm − 1
K + α
∫ T
0
Rv(fm) dt, (4.8)
where K > 0 is a tuning parameter acting as a weight between the previous step and the
iterative update.
To discuss the choice of K to guarantee the convergence, we take advantage of the fact that
the iteration (4.8) in principle coincides with the iterative thresholding algorithm, which can
be derived from the minimization problem of a surrogate functional (see, e.g. [7]). Actually,
fixing g ∈ L2(Ω), we introduce a surrogate functional Js(f, g) of J(f) as
Js(f, g) := J(f) +K‖f − g‖2L2(Ω) − ‖u(f)− u(g)‖2L2(ω×(0,T )).
For the positivity of Js, there should hold K‖f‖2L2(Ω) ≥ ‖u(f)‖2L2(ω×(0,T )) for all f ∈ L2(Ω).
This is achieved by choosing
K ≥ ‖A‖2, (4.9)
where A is a linear operator defined as
A : L2(Ω)→ L2(ω × (0, T )),
f 7→ u(f)|ω×(0,T ),
and the boundedness of A is readily seen from Lemma 2.1. Therefore, there holds
J(f) = Js(f, f) ≤ Js(f, g),
and thus Js(f, g) can be regarded as a small perturbation of J(f) when g is close to f . On the
other hand, it follows from (4.6) that
Js(f, g) = 2
∫ T
0
∫
ω
u(f)
(
u(g)− uδ) dxdt+ ‖uδ‖2L2(ω×(0,T )) − ‖u(g)‖2L2(ω×(0,T ))
+ α‖f‖2L2(Ω) +K‖f − g‖2L2(Ω)
= K‖f − g‖2L2(Ω) + α‖f‖2L2(Ω) + 2
∫ T
0
∫
Ω
fR v(g) dxdt
− ‖u(g)‖2L2(ω×(0,T )) + ‖uδ‖2L2(ω×(0,T ))
= (K + α)‖f‖2L2(Ω) − 2
∫
Ω
f
(
K g −
∫ T
0
Rv(g) dt
)
dx
+K‖g‖2L2(Ω) − ‖u(g)‖2L2(ω×(0,T )) + ‖uδ‖2L2(ω×(0,T )).
Since this is a quadratic form with respect to f when uδ and g are fixed, we see
argmin
f∈L2(Ω)
Js(f, g) =
K
K + α
g − 1
K + α
∫ T
0
Rv(g) dt.
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Consequently, the iterative update (4.8) is equivalent to solving the minimization problem
minf∈L2(Ω) J
s(f, g) with g = fm. Moreover, the convergence of this iteration was proved in [7]
for any bounded linear operator A, provided that the constant K > 0 is chosen according to
condition (4.9).
Now we are well prepared to state the main algorithm for the numerical reconstruction.
Algorithm 4.3 Choose a tolerance ε > 0, a regularization parameter α > 0 and a tuning
constant K > 0 according to (4.9). Give an initial guess f0, and set m = 0.
1. Compute fm+1 by the iterative update (4.8).
2. If ‖fm+1−fm‖L2(Ω)/‖fm‖L2(Ω) ≤ ε, then stop the iteration. Otherwise, updatem← m+1
and return to Step 1.
It turns out that at each iteration step, we only need to solve the forward system (4.1) once
for u(fm) and the backward system (4.4) once for v(fm) subsequently. Therefore, it is very easy
and cheap to implement Algorithm 4.3. As will be shown from many numerical experiments
in the next section, we see that our proposed Algorithm 4.3 is also considerably efficient and
accurate even for three spatial dimensions.
We conclude this section by stating the convergence result of Algorithm 4.3, which is a
direct application of [7, Theorem 3.1].
Lemma 4.4 Let K > 0 be a constant satisfying condition (4.9). Then for any f0 ∈ L2(Ω),
the sequence {fm}∞m=1 produced by the iteration (4.8) converges strongly to the solution to the
minimization problem (4.2).
5 Numerical Experiments
In this section, we will apply the established Algorithm 4.3 to the numerical identification of
the spatial component f of the source term in system (4.1). The general settings of the numerical
reconstruction are assigned as follows. For simplicity, we take Ω = (0, 1)n (n = 1, 2, 3). The
duration T may change with respect to the choices of ω according to condition (2.4) which
guarantees a reasonable reconstruction. Actually, since an observable subdomain ω has certain
thickness in practice, the condition on T can be relaxed to T > diam(Ω \ ω) in numerical
tests. Although in Section 4 the difference between the noiseless data u(ftrue) and the actually
observed data uδ was evaluated in the L2(ω × (0, T ))-norm, here for simplicity we produce uδ
by adding uniform random noises to the noiseless data, i.e.
uδ(x, t) = u(ftrue)(x, t) + δ rand(−1, 1), ∀x ∈ ω, ∀ t ∈ (0, T ),
where rand(−1, 1) denotes the uniformly distributed random number in [−1, 1] and δ ≥ 0 is the
noise level. Here we choose δ as a certain portion of the amplitude of the true solution, i.e.
δ := δ0 max
Ω×[0,T ]
|u(ftrue)|, 0 < δ0 < 1.
As for the various parameters involved in Algorithm 4.3, we take ε = 1% δ0 as the tolerance,
and choose the regularization parameter as α = 0.1% δ. The initial guess f0 is always taken as a
constant, which is usually rather inaccurate in the test problems. Finally, the tuning parameter
K > 0 will be chosen according to the size of the subdomain ω, the duration T , and the known
component R(x, t) of the source term.
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At each step of the iteration (4.8) in all of the numerical experiments, the forward sys-
tem (4.1) and the backward system (4.4) are solved by some absolutely stable schemes of
the finite difference method. In our implementations, we apply the von Neumann scheme for
one-dimensional case and the alternating direction implicit (ADI) method for two- and three-
dimensional cases (see [9, 21]). It turns out that the ADI method performs efficiently even in
three-dimensional case. In fact, it only takes about 5 seconds for a problem of 503 × 100 scale.
On the other hand, the involved integrals in time are simply approximated by the composite
trapezoidal rule.
In what follows, we shall demonstrate the reconstruction method by abundant test examples
in one, two and three spatial dimensions. Other than the illustrative figures, we mainly evaluate
the numerical performance by the number M of iterations, the relative L2 error
err :=
‖fM − ftrue‖L2(Ω)
‖ftrue‖L2(Ω)
and the elapsed time, where fM is recognized as the result of the numerical reconstruction.
5.1 One-dimensional examples
In case of n = 1, we always take T = 1 and divide the space-time region Ω × [0, T ] =
[0, 1]× [0, 1] as a 101 × 101 equidistant mesh and test the performance of Algorithm 4.3 from
various aspects. The choice T = 1 is sufficient because there always holds diam(Ω \ ω) < 1
whatever ω we set.
Example 5.1 In this example, we carry out numerical tests with different combinations of
the noise level δ and the observable subdomain ω to see their influences upon the reconstructions.
Take the known component of the source term as R(x, t) = x+ t+1, let ftrue(x) = cos(πx) + 1
and set the initial guess as f0 ≡ 1. First we fix ω = Ω \ [0.1, 0.9] and change the noise levels
as 1%, 2%, 4% and 8% of the amplitude of u(ftrue). Then we fix an 1% noise and reduce the
size of ω from ω = Ω \ [0.2, 0.8] to ω = Ω \ [0.05, 0.95]. The choices of parameters in the tests
and corresponding numerical performances are listed in Table 1. For a better understanding
of reconstructions, we visualize several representative examples in Table 1 to compare the true
solutions and the recovered ones in Figure 2.
Table 1. Parameters and corresponding numerical performances in Example 5.1 under various
combinations of noise levels and the observable subdomains.
δ0 ω K M err elapsed time (s) illustration
1% Ω \ [0.1, 0.9] 0.02 113 1.86% 2.71 Figure 2(a)
2% Ω \ [0.1, 0.9] 0.02 84 2.91% 2.04
4% Ω \ [0.1, 0.9] 0.02 73 3.32% 1.65
8% Ω \ [0.1, 0.9] 0.02 65 3.79% 1.63 Figure 2(b)
1% Ω \ [0.2, 0.8] 0.04 118 1.15% 2.78
1% Ω \ [0.05, 0.95] 0.015 122 2.77% 2.81
Example 5.2 Now we compare the numerical performances by selecting various true solu-
tions ftrue with different monotonicity and smoothness. More precisely, we fix R(x, t) = 2+π
2t2
and choose (a) f atrue(x) = x, (b) f
b
true(x) = sin(πx) + x, (c) f
c
true(x) =
1
2 cos(2πx) + 1 or (d)
f dtrue(x) = 1 − |2x − 1|. In all cases, we set the noise level as 5% of the amplitude of u(ftrue),
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Figure 2. Illustrations of several reconstructions of ftrue in Example 5.1 with different choices
of the noise level δ0. (a) δ0 = 1%. (b) δ0 = 8%.
and take ω = Ω \ [0.1, 0.9]. Correspondingly, the tuning parameter is chosen as K = 0.1. The
numbers M of iterations and relative errors are listed in Table 2. The comparisons of several
pairs of the true solutions and the reconstructed ones are shown in Figure 3.
Table 2. Numerical performances of the reconstructions in Example 5.2 for various choices of
true solutions with different smoothness.
ftrue(x) initial guess M err illustration
x 0.5 6 1.41% Figure 3(a)
sin(πx) + x 2.5 43 2.03%
1
2 cos(2πx) + 1 1 179 7.55%
1− |2x− 1| 0.5 223 11.41% Figure 3(d)
In the above examples, it is readily seen that even with quite coarse initial guesses f0, the
numerical reconstructions appear to be satisfactory in view of the ill-posedness of the inverse
source problem. We evaluate the performance of our algorithm by analyzing the numerical
results from the following aspects.
First, it is readily seen from Figures 2 and 3 that both of the above examples yield quite
smooth reconstructions. In fact, according to the regularity result in Lemma 2.1, one can
expect an H1(Ω)-regularity throughout the iteration (4.8), as long as the initial guess f0 and
the known component R(x, t) of the source term are sufficiently smooth. Such a smoothness,
however, prevents us from proper identifications of non-smooth true solutions (see case (d) of
Example 5.2).
Second, the reconstructed solutions appear more sensitive to the size of the observable sub-
domain ω than to the data noise, but the non-monotonicity outside ω is difficult to reconstruct.
The influence of the smallness of ω is witnessed from the second part of Table 1, which obvi-
ously comes from the limited information captured in ω. On the other hand, cases (a)–(c) in
Example 5.2 imply a tendency that the better the monotonicity of ftrue is, the more accurate
the identification will be, and the convergence will also be faster. In conclusion, although the
conditional stability of the reconstruction is guaranteed by Lemma 2.2, in practice the signal
strength from Ω\ω is overwhelmed by that inside ω, so that the behavior of f outside ω cannot
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Figure 3. Several illustrations of the true solutions and their reconstructions in Example 5.2.
(a) f atrue(x) = x. (d) f
d
true(x) = 1− |2x− 1|.
remarkably influence the observation data in ω × (0, T ).
Third, Example 5.1 suggests a considerably strong robustness of our algorithm against the
measurement error. Actually, one can see from the first part of Table 1 that the relative errors
of the reconstructions only increase temperately as the observation noises are doubled. This
phenomenon can be explained as follows. Suppose that the m-th iteration fm is of certain
regularity, say fm ∈ L2(Ω). According to Lemma 2.1, the solution u(fm) to (4.1) should be
sufficiently smooth, namely u(fm) ∈ D (see (4.5) for the definition of D). Since the iteration
(4.8) in principle aims at minimizing the surrogate functional Js( · , fm), it turns out that
u(fm)|ω×(0,T ) tends to take an averaged state of uδ in a sense that the error can be minimized.
Therefore, provided that the observation data keep oscillating around the accurate ones, the
reconstruction performs stably and insensitively in spite of the noise amplitude to a certain
extent.
5.2 Two-dimensional examples
Now we turn to the case of n = 2. Without lose of generality, we always generate the
subdomain ω by removing a closed rectangle in Ω = (0, 1)2 whose edges are parallel to the
coordinate axes. Due to the geometry condition for the reconstruction, ω should include at
least two adjacent edges of Ω . Simultaneously, the condition T > diam(Ω \ω) implies that the
time duration T should be longer than the diagonal of the removed rectangle. In the sequel, the
largest size of such rectangles will be taken as 0.92, and hence we will set T = 1.3 > 0.9×√2 in
all tests for consistency. As before, we set the step size as 0.01 and divide the space-time region
as a 1012 × 131 mesh in computation. Since the one-dimensional examples suggest that the
reconstruction is insensitive to the noise, the noise level is always set as 5% of the amplitude of
u(ftrue).
Example 5.3 In the first two-dimensional example, we fix R(x, t) = 5 + π2t2 and
ftrue(x) = ftrue(x1, x2) =
1
2
cos(πx1) cos(πx2) + 1.
We test the algorithm by changing the subdomain ω as follows. First, we keep the coverage
∂Ω ⊂ ω and reduce its thickness from 0.2, 0.1 to 0.05, that is, we take ω = Ω \ [0.2, 0.8]2,
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ω = Ω \ [0.1, 0.9]2 and ω = Ω \ [0.05, 0.95]2 subsequently. Next, we fix the thickness as 0.1 and
reduce the coverage of ∂Ω from 3 edges to 2, for instance, we choose ω = Ω\[0.1, 1]×[0.1, 0.9] and
ω = Ω\[0.1, 1]2. The choices of ω and various parameters as well as the corresponding numerical
performances are listed in Table 3. The surface plots of several representative reconstructions
fM are illustrated in Figure 4.
Table 3. Parameters and corresponding numerical performances in Example 5.3 under various
choices of observable subdomains.
ω K f0 M err elapsed time (s) illustration
Ω \ [0.2, 0.8]2 3 1 31 0.98% 30.28
Ω \ [0.1, 0.9]2 1.7 1 28 2.29% 28.05 Figure 4(a)
Ω \ [0.05, 0.95]2 1 1 27 2.96% 26.35
Ω \ [0.1, 1]× [0.1, 0.9] 1.3 1 27 3.46% 26.40
Ω \ [0.1, 1]2 1 1.5 74 7.53% 71.58 Figure 4(b)
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Figure 4. Surface plots of several representative reconstructed solutions in Example 5.3 with
different choices of the observable subdomain ω. (a) ω = Ω \ [0.1, 0.9]2. (b) ω = Ω \ [0.1, 1]2.
Example 5.4 Parallelly to Example 5.2 for the one-dimensional case, we investigate the
influence of the monotonicity of ftrue upon the numerical performance. To this end, we fix
R(x, t) = R(x1, x2, t) = x1 − x2 + 3t+ 2 and select three true solutions
f atrue(x) = f
a
true(x1, x2) =
1
2
cos(πx1) + 1, (5.1)
f btrue(x) = f
b
true(x1, x2) = 3− exp
(
1− x1 + x2
2
)
, (5.2)
f ctrue(x) = f
c
true(x1, x2) =
1
2
cos(πx1) cos(2πx2) + 1. (5.3)
Here we take ω = Ω \ [0.1, 0.9]× [0, 0.9] as an intermediate choice, and set K = 0.27, f0 ≡ 1.
The numbers M of iterations and relative errors are shown in Table 4. As a typical example,
we show the surface plots of f ctrue and its reconstruction in Figure 5.
As expected, the above two-dimensional examples inherit mostly those phenomena observed
in their one-dimensional counterparts and here we will not repeat the discussion again. Nev-
ertheless we shall mention that, other than the thickness of ω, the iteration steps and relative
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Table 4. Numerical performances of the reconstructions in Example 5.4 for various choices of
true solutions.
ftrue M err illustration
f atrue (see (5.1)) 33 2.70%
f btrue (see (5.2)) 41 2.97%
f ctrue (see (5.3)) 119 7.22% Figure 5
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Figure 5. Surface plots of f ctrue (left) and its reconstruction (right) in Example 5.4.
errors of the numerical reconstructions also depend heavily on how much ω can cover ∂Ω. Al-
though in all tests the algorithm performs quite well when ∂Ω is included in ω, it performs worse
when ω only covers 3 or 2 edges of ∂Ω in the sense of larger relative errors and more iteration
steps. We can see clearly from Figure 4(b) and Figure 5 that the numerical solutions fM fail to
match with ftrue especially on the uncovered edge, though ftrue are well-reconstructed inside
ω. In particular, Figure 4(b) indicates a dramatic difference at the uncovered corner x = (1, 1)
when ω = Ω \ [0.1, 1]2. These demonstrate again the numerical ill-posedness regardless of the
fact that the theoretical stability (Lemma 2.2) is valid under condition (2.4).
5.3 Three-dimensional examples
Finally, we proceed to the three-dimensional reconstruction of the source term ftrue. Sim-
ilarly to the previous subsection, the subdomain ω is generated by removing a closed cube in
Ω = (0, 1)3 whose edges are parallel to the coordinate axes. According to the geometry condi-
tion for the reconstruction, ω should include at least three mutually adjacent faces of Ω . Since
the largest size of the removed cubes will be 0.963, we set T = 1.7 > 0.96×√3 in all numerical
tests in order to guarantee the condition T > diam(Ω \ ω). Considering the computational
complexity for n = 3, we enlarge the mesh size in space and time as 0.02 to produce a 513× 86
mesh for Ω× [0, T ]. As before, we still set the noise level as 5% of the amplitude of u(ftrue).
Example 5.5 Fix R(x, t) = 2 + 3π2t2 and
ftrue(x) = ftrue(x1, x2, x3) =
1
2
cos(πx1) cos(πx2) cos(πx3) + 1.
Similarly to the previous subsections, we study the influence of the choice of ω upon the nu-
merical performance. First we keep the coverage ∂Ω ⊂ ω and use the thicknesses 0.08 and 0.04
to generate ω = Ω \ [0.08, 0.92]3 and ω = Ω \ [0.04, 0.96]3. Next we fix a thickness of 0.04 and
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reduce the faces of ∂Ω that ω covers from 5 till 3 which is the minimum possible, that is, e.g.
ω = Ω\ [0.04, 0.96]2× [0.04, 1], ω = Ω\ [0.04, 0.96]× [0.04, 1]2 and ω = Ω\ [0.04, 1]3. The choices
of ω and various parameters as well as the corresponding numerical performances are listed in
Table 5.
Table 5. Parameters and corresponding numerical performances in Example 5.5 under various
choices of observable subdomains.
ω K f0 M err elapsed time (s)
Ω \ [0.08, 0.92]3 22 1 40 1.83% 608.68
Ω \ [0.04, 0.96]3 12 1 38 2.49% 496.60
Ω \ [0.04, 0.96]2× [0.04, 1] 10 1 38 3.07% 546.37
Ω \ [0.04, 0.96]× [0.04, 1]2 7.5 1 40 3.87% 520.20
Ω \ [0.04, 1]3 6 0.5 39 8.84% 515.18
Example 5.6 Finally, as before we test our algorithm by selecting true solutions with
different degrees of monotonicity. We fix R(x, t) = 5 + π2t2, and choose
f atrue(x) = f
a
true(x1, x2, x3) =
(
x1 − 1
5
)(
x2 − 1
2
)2
− 1
2
cos(πx1)x3 +
1
2
x2 e
−x3 , (5.4)
f btrue(x) = f
b
true(x1, x2, x3) =
1
2
cos(πx1) cos(2πx2) cos(πx3) + 1, (5.5)
f ctrue(x) = f
c
true(x1, x2, x3) =
1
2
cos(πx1) cos(2πx2) cos(2πx3) + 1. (5.6)
Here we set ω = Ω \ [0.04, 0.96]× [0.04, 1]2, K = 3.5 and f0 ≡ 1. The numerical performances
are listed Table 6.
Table 6. Numerical performances of the reconstructions in Example 5.6 for various choices of
true solutions.
ftrue M err
f atrue (see (5.4)) 64 3.45%
f btrue (see (5.5)) 120 7.88%
f ctrue (see (5.6)) 101 11.98%
Again, the three-dimensional examples show almost identical behaviors to that in lower di-
mensional cases. In summary, thinner observable subdomains ω result in worse reconstructions,
and their coverage of ∂Ω also dominates the numerical performance to a great extent. On the
other hand, the oscillation of ftrue in Ω \ ω is extremely difficult to recover.
6 Concluding remarks
Motivated by the global Lipschitz stability obtained in [13,14] for the inverse source problem
for wave equations, in this paper we investigate the same problem for the general hyperbolic
equation with time-dependent principal part. Establishing a new Carleman estimate which
dominates the solution up to second order derivatives, we prove the local Ho¨lder stability
for both cases of partial boundary observation and partial interior observation under suitable
assumptions on the observation time and observable subboundary or subdomain.
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Numerically, we consider the inverse source problem for a wave equation with partial interior
measurements. Reformulating the problem as a minimization problem, we find the variational
equation for the minimizer by using the corresponding adjoint system, which leads us to the
iterative thresholding algorithm. Substantial numerical tests illustrate that the proposed algo-
rithm is very accurate and efficient. In particular, our algorithm is considerably robust against
the measurement error, but is sensitive to the size of the observable domain.
As a related work, in [24] we considered the same type of inverse source problem for the
double wave equation
(∂2t −△)2u(x, t) = f(x)R(x, t)
which describes the three-dimensional time cone model. Similarly to the present paper, we
also established a Lipschitz stability result and develop a corresponding iteration thresholding
algorithm in that case. Our future work includes the application of the proposed iterative
thresholding algorithm to inverse source problems for various kinds of partial difference equa-
tions with different types of observation data. For example, we will study similar problems for
wave equations with final observation and fractional diffusion equations with partial interior
observation. At the same time, we will also discuss the theoretical uniqueness and stability.
A Proof of Lemma 3.1
Now we establish the key Carleman estimates (3.1)–(3.2) for the hyperbolic operator ∂2t −
A(t) on the basis of the existing Carleman estimate (2.8).
Thanks to the large parameter s > 0, it is sufficient to show Lemma 3.1 in the case of
b = c = 0, that is,
F = (∂2t −A(t))u = ∂2t u− div(a∇u) in Q,
Carleman estimate (2.8) yields∫
Qδ
s
(|∂tu|2 + |∇u|2 + s2|u|2) e2sϕ dxdt ≤ C ∫
Qδ
|F |2 e2sϕ dxdt. (A.1)
Setting u1 := ∂tu and recalling the notation A′(t) introduced in (3.4), we immediately see
(∂2t −A(t))u1 = ∂tF +A′(t)u,
Applying (2.8) to u1 and noting |A′(t)u|2 ≤ C
∑n
i,j=1 |∂i∂ju|2, we have∫
Qδ
|∂2t u|2 e2sϕ dxdt =
∫
Qδ
|∂tu1|2 e2sϕ dxdt ≤ C
s
∫
Qδ
|∂tF +A′(t)u|2 e2sϕ dxdt
≤ C
∫
Qδ
1
s
|∂tF |2 e2sϕ dxdt+ C
s
∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt. (A.2)
Since A(t)u = ∂2t u− F in Q, we have∫
Qδ
|A(t)u|2 e2sϕ dxdt ≤ 2
∫
Qδ
(|∂2t u|2 + |F |2) e2sϕ dxdt
≤ C
∫
Qδ
(
1
s
|∂tF |2 + |F |2
)
e2sϕ dxdt+
C
s
∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt. (A.3)
On the other hand, we calculate
∂j(u e
sϕ) = {∂ju+ s(∂jϕ)u} esϕ,
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∂i∂j(u e
sϕ) = {∂i∂ju+ s((∂iϕ)∂ju+ (∂jϕ)∂iu+ (∂i∂jϕ)u) + s2(∂iϕ)(∂jϕ)u} esϕ, (A.4)
indicating
A(t)(u esϕ) = {A(t)u + 2s(a∇ϕ · ∇u) + s(A(t)ϕ)u + s2(a∇ϕ · ∇ϕ)u} esϕ in Q.
Therefore, there holds
|A(t)(u esϕ)|2 ≤ C (|A(t)u|2 + s2|∇u|2 + s4|u|2) e2sϕ in Q
and thus∫
Ω
|A(t)(u esϕ)|2 dx ≤ C
∫
Ω
(|A(t)u|2 + s2|∇u|2 + s4|u|2) e2sϕ dx (−T ≤ t ≤ T ).
Applying the a priori estimate for the Dirichlet problem for the elliptic operator A(t) (see, e.g.,
Gilbarg and Trudinger [11]), we obtain for each fixed t ∈ [−T, T ] that∫
Ω
n∑
i,j=1
|∂i∂j(u esϕ)|2 dx ≤ C
∫
Ω
(|A(t)u|2 + s2|∇u|2 + s4|u|2) e2sϕ dx. (A.5)
Here, by a ∈ W 1,∞(−T, T ;W 1,∞(Ω)) ⊂ C([−T, T ];W 1,∞(Ω)), we note that we can choose
C > 0 uniformly in t ∈ [−T, T ]. Then it follows from (A.4) and (A.5) that∫
Ω
n∑
i,j=1
|∂i∂ju|2 e2sϕ dx ≤ C
∫
Ω
n∑
i,j=1
|∂i∂j(u esϕ)|2 dx+ C
∫
Ω
(
s2|∇u|2 + s4|u|2) e2sϕ dx
≤ C
∫
Ω
(|A(t)u|2 + s2|∇u|2 + s4|u|2) e2sϕ dx (−T ≤ t ≤ T ).
Integrating over (−T, T ) and noting suppu ⊂ Qδ, we have∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt ≤ C
∫
Qδ
(|A(t)u|2 + s2|∇u|2 + s4|u|2) e2sϕ dxdt
≤ C
∫
Qδ
(
1
s
|∂tF |2 + |F |2
)
e2sϕ dxdt+
C
s
∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt+ C s
∫
Qδ
|F |2 e2sϕ dxdt
≤ C
∫
Qδ
(
1
s
|∂tF |2 + s |F |2
)
e2sϕ dxdt+
C
s
∫
Qδ
n∑
i,j=1
|∂i∂ju|2 e2sϕ dxdt,
where the second inequality follows from (A.3) and (A.1). Choosing s > 0 sufficiently large, we
can absorb the last term on the right-hand side into the left-hand side, which implies (3.1).
Finally, it is straightforward to obtain (3.2) by substituting (3.1) into (A.2).
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