ABSTRACT. In this paper, we construct Hölder maps to Carnot groups equipped with a Carnot metric, especially the first Heisenberg group H. Pansu and Gromov [4] observed that any surface embedded in H has Hausdorff dimension at least 3, so there is no α-Hölder embedding of a surface into H when α > 2 3 . Züst [12] improved this result to show that when α > 2 3 , any α-Hölder map from a simply-connected Riemannian manifold to H factors through a metric tree. In the present paper, we show that Züst's result is sharp by constructing ( 2 3 −ϵ)-Hölder maps from D 2 and D 3 to H that do not factor through a tree. We use these to show that if 0 < α < 2 3 , then the set of α-Hölder maps from a compact metric space to H is dense in the set of continuous maps and to construct proper degree-1 maps from R 3 to H with Hölder exponents arbitrarily close to 2 3 .
INTRODUCTION AND STATEMENT OF RESULTS
The first Heisenberg group H, equipped with a Carnot metric, is a subriemannian manifold. The Hausdorff dimension of such a manifold is greater than its topological dimension; the Heisenberg group, for instance, has topological dimension 3 and Hausdorff dimension 4. It follows that there is no surjective Lipschitz map from R 3 to H, since Lipschitz maps cannot increase Hausdorff dimension. Indeed, the image of the 3-dimensional unit ball D 3 under an α-Hölder map has Hausdorff dimension at most 3 α , so when α > 3 4 , there is no α-Hölder map from D 3 to H whose image contains a metric ball.
When α < 3 4 , a construction like that of Kaufman [6] can be used to construct an α-Hölder map from D 3 to H whose image contains a ball, but when 2 3 < α < 3 4 , the topology of such maps is very restricted. These conditions arise from the fact that any surface embedded in H has topological dimension 2 but Hausdorff dimension at least 3 by [4, 2.1], so if α > 2 3 , then the image of a surface under an α-Hölder map cannot be a surface. Indeed, Züst [12] showed that if M is a simply-connected Riemannian manifold and f : M → H is α-Hölder with α > 2 3 , then f factors through a metric tree. Moreover, Le Donne and Züst [7] proved that if α > It follows from Züst's result [12] mentioned above that if α > 2 3 then there is no locally α-Hölder homeomorphism from R 3 to H. On the other hand, a smooth or C 2 homeomorphism from R 3 to H is locally 1 2 -Hölder. The Hölder equivalence problem asks for the maximum α such that there is an α-Hölder homeomorphism from R 3 to H. Such a map must be topologically nontrivial; for instance, it must be proper and degree 1.
In this paper, we construct topologically nontrivial maps from subsets of R 2 and R 3 to H with Hölder exponent less than, but arbitrarily close to, 2 3 . Our results build on techniques developed in [10] and [8] .
Our first result provides Hölder extensions of maps from subsets of R 2 to gen- We can extend the construction used in the theorem above to produce Hölder maps from 3-dimensional Riemannian manifolds to H. Let d 0 be the distance coming from a left-invariant Riemannian metric on H and let d c be the associated Carnot metric. Let H Z be the integer lattice in H. As a consequence, we obtain the following approximation result. This exponent is sharp; when 2 3 < α ≤ 1, [12] implies that any α-Hölder map ψ : D 2 → H factors through a metric tree, so ψ(∂D 2 ) has filling radius zero. Curves with nonzero filling radius cannot be uniformly approximated by curves with filling radius zero, so if ϕ : D 2 → H is a continuous map such that ϕ(∂D 2 ) is a simple closed curve, then ϕ cannot be uniformly approximated by α-Hölder maps when α > 2 3 . The map constructed in Theorem 1.2 is self-similar, and by taking a tangent cone at a carefully-chosen point, we furthermore obtain the following result. Recall that a continuous map between metric spaces is called proper if preimages of compact sets are compact.
A Euclidean similarity is a composition of a scaling, translation, and rotation/reflection. A Heisenberg similarity is a scaling composed with a left-translation.
We now give an outline of the proofs of our results. In order to prove Theorem 1.1 it is enough to show that there exists L ≥ 1 such that every λ-Lipschitz
We construct such an extension using methods based on the Hölder extension results in [8] . The main ingredient is the so-called coarse Dehn function, also known as Gromov's mesh function, which is roughly defined as follows. Let X be a geodesic metric space and ε > 0. For r > 0 the coarse Dehn function Ar X ,ε (r ) is the smallest number such that any closed curve in X of length at most r can be subdivided into Ar X ,ε (r ) closed curves of length at most ε. We refer to Section 2 for a precise definition. When X is a Carnot group G of step k, equipped with a Carnot metric d c , it can be shown that
Fix a closed Lipschitz curve γ in (G, d c ) of length r . Using the bound (1) we can construct nested subdivisions of γ as follows. Let n ∈ N be sufficiently large, only depending on α and C , and set L = C n k+1 . Then there exist closed curves γ can then be subdivided into curves γ
of length n −2 r , and so on. We will construct the Hölder extension f of γ so that its image is the closure of the union
. We start by constructing an increasing sequence of subsets
for every i and j . We extend f to the rest of D 2 by noting that the complement . We extend f over N so that
and f is Lipschitz on N . This defines f on D 2 \K . If we are careful, we can ensure that f is Hölder and extend f to K in a Hölder fashion to obtain the desired map. Note that f is typically far from injective. In fact, for any neighborhood U of K , the image f (D 2 \U ) has Hausdorff and topological dimension 1; actually, the restriction f | D 2 \U factors through a graph. Let ϵ > 0. An ϵ-filling of c is a pair (P, τ) consisting of a triangulation τ of D 2 and a continuous map P :
Here, |τ| denotes the number of triangles in τ. If no ϵ-filling exists then we set Ar ϵ (c) := ∞. The ϵ-coarse Dehn function of X is defined by
It is not difficult to show that the asymptotic growth of Ar X ,ϵ (r ) is a quasiisometry invariant. Moreover, under mild conditions on the underlying space the function Ar X ,ϵ (r ) has the same growth as the so-called Lipschitz Dehn function δ Lip X (r ) (see [8] ). We will however not need this. Recall here that the Lipschitz Dehn function δ Lip X (r ) measures how much (parametrized) area is needed to fill a curve of length r by a Lipschitz disc in X .
Carnot groups and Carnot-Carathéodory distance.
A connected and simplyconnected nilpotent Lie group G is called a Carnot group if its Lie algebra g admits a stratification into subspaces Since G is a simply-connected nilpotent Lie group, the exponential map exp : g → G is a diffeomorphism. Since it is Carnot, G comes with a family of scaling homomorphisms δ r : G → G for r ≥ 0. They are given by Here, ℓ 0 (c) denotes the length of c with respect to the metric d 0 . It can be shown that the Carnot-Carathéodory distance is always finite and thus defines a metric. It is moreover left-invariant and 1-homogeneous with respect to the scaling automorphisms; that is,
for all x, x ′ ∈ G and all r > 0. The topologies induced on G by d 0 and d c agree, however it is well-known that these metrics are not even locally bilipschitz equivalent (except when G is abelian). Throughout this article, when we talk about a Carnot metric on G we always mean one which is associated with a distance coming from a left-invariant Riemannian metric such that at 0 the subspaces V i are orthogonal. We will need the following simple facts. For a proof we refer to [9] . 
(ii) for every x ∈ G the curve γ(r ) := δ r (x) satisfies
Finally, we consider the first Heisenberg group which is the Carnot group of step 2 given by H := R 3 with the multiplication
A basis of left-invariant vector fields on H is given by
and the Lie algebra h of H has the stratification h = span{X , Y } ⊕ span{Z }. We denote by H Z := Z 3 the integer lattice in H.
Let g 0 be a left-invariant Riemannian metric on H such that at 0 the subspaces V 1 and V 2 are orthogonal. It follows from (2) that for r ≥ 1 the scaling automorphism δ r on H distorts 2-dimensional area in (H, g 0 ) at most by a factor r 3 and 3-dimensional volume by a factor of exactly r 4 .
FROM TRIANGULATIONS TO HÖLDER EXTENSIONS
In this section we prove Theorem 1.1. The main ingredient is the next theorem, which follows from the results proved in [8] . 
Then for every α < Proof. Let K ≥ 1 and β ≥ 2 be as in the statement of the theorem and let α < 2 β . Choose n so large that
It follows from Proposition 7.4 in [8] that the space X is η-Hölder 1-connected and, in particular, also α-Hölder 1-connected. Thus, there exists C ≥ 1 such that every λ-Lipschitz curve c :
Now, Theorem 6.4 in [8] implies that the pair (R 2 , X ) has the α-Hölder extension property, which completes the proof.
□
We now apply the theorem to Carnot groups: 
Then the pair (R 2 , (G, d c )) has the α-Hölder extension property for all α < Proof. Let n ∈ N and r > 0. Since the scaling automorphisms are 1-homogeneous with respect to d c we have
and hence the corollary follows from Theorem 3.1.
Now, Theorem 1.1 follows from the corollary above together with the next lemma.
Lemma 3.3. Let G be a Carnot group of step k and let d c be a Carnot metric on G. Then there exists K ≥ 1 such that
for all r ≥ 1.
The lemma could easily be deduced from the upper bound on the growth of the Lipschitz Dehn function proved in [9] and the fact that the coarse Dehn function has the same growth as the Lipschitz Dehn function (see e.g. [8] ). We prefer to give a direct proof here. Using the scaling homomorphisms it suffices to show that there exists K such that
for all r ≥ 6L. In order to prove (3) let c : S 1 → (G, d c ) be a Lipschitz curve of length r ≥ 6L. We may assume that c has constant speed and that c passes through 0 ∈ H. We construct a 6L-filling (P, τ) of c as follows. Let M ∈ N be the smallest integer larger than , where K only depends on L and k. We now define a map P : τ (1) → G by setting P | S 1 := c and by defin-
We extend P to τ (1) by mapping the edges in τ (1) 
The two inequalities together finally yield
from which it follows that ℓ c (P | ∂F ) ≤ 6L for every triangle F in τ. This proves (3).
□

CONSTRUCTING HÖLDER MAPS FROM ADMISSIBLE MAPS
In this section we start the proof of Theorem 1.2 by constructing an admissible map Q between two cellulations of H, then composing scalings of Q to produce a map P :
In the next section, we will prove that P satisfies Theorem 1.2.
First, we construct a cellulation X . Let H Z be the integer lattice in H. Let X be an H Z -invariant cellulation of H such that each edge of X is horizontal. We equip H and X with the Riemannian metric d 0 and require X to satisfy the following conditions. 
for all n ≥ n 0 .
This can be achieved by taking an arbitrary cellulation of H (left side of Figure 1 ), and perturbing it so that every edge is composed of horizontal segments of length 2 −n 0 , each traveling in the x-or y-direction (right side of Figure 1 ).
Let s = δ 2 : H → H and let n ≥ n 0 be a number to be determined later. For each i ≥ 0, let X i be the scaling of X by the factor 2 −i n , i.e., X i = s −i n (X ). Since s is a group isomorphism, for any g ∈ H Z ,
Now we can sketch the construction of Q and P . Let Q : X → X 1 be an H Zequivariant admissible map such that Q is Lipschitz and fixes X (1) pointwise. (In the full construction, Q will satisfy some additional geometric and topological conditions, but we ignore these for the moment.) Let Q i = s −i n • Q • s i n , so that FIGURE 1. Two 1-skeletons for H.
Since P i is a composition of admissible maps, it is an admissible map from X to X i . Since each Q i is H Z -equivariant, the composition P i is H Z -equivariant. Moreover, for all i , j ≥ 0 we have
Because Q is H Z -invariant and Lipschitz, there is a b > 0 depending on n such that d c (x,Q(x)) ≤ b for all x ∈ H, and thus
It follows that the sequences (P i (x)) i ∈N are uniformly Cauchy and thus the P i 's converge uniformly. Let P : H → H be the map given by P = lim i P i . This is the uniform limit of continuous maps, so it is continuous, and since each map Q i fixes X
1 pointwise, so does P . Moreover, (7) implies that for all i ≥ 0 and all
and (6) yields
For every d = 2, 3 and every cell The idea of this construction is that P , like the maps constructed in Section 3, is built out of nested subdivisions. Each map Q i gives a way to subdivide any cell of X i into cells of X i +1 . If we apply this repeatedly, we can construct a sequence of nested subdivisions of any cell of X , and these subdivisions determine the structure of P .
To see these subdivisions, consider P i (σ) for a 2-cell σ of X . Since Q fixes X (1) pointwise, it preserves ∂σ, and since it is admissible, P 1 (σ) = Q(σ) is a union of 2-cells of X 1 . The boundaries of these 2-cells form a subdivision of ∂σ. Similarly, Q 1 sends each 2-cell δ ∈ F 2 (X 1 ) to a subdivision of ∂δ into cells of X 2 . It follows that P 2 (σ) = Q 1 (P 1 (σ)) is a collection of 2-cells of X 2 whose boundaries form a subdivision of ∂σ. This subdivision is made up of subdivisions of the boundaries of cells of X 1 . Proceeding inductively, we find that the sequence P 1 (σ), P 2 (σ), . 
is the complement of a set of disjoint uncollapsed balls, and p σ,i sends the boundary of each of these balls to the boundary of one of the cells in the subdivision Σ i . The image p σ (M σ,i ) is thus the mesh corresponding to Σ i . Similarly, when δ ∈ F 3 (X ), one can use P to construct subdivisions of P (∂δ).
The image p δ,i (M δ,i ) is a 2-complex in X i
corresponding to a subdivision of P i (∂δ) into a collection of boundaries of 3-cells of X i . By (9), we have
2-spheres. Each of these spheres is of the form (s
If H Z acts transitively on the 3-cells of X , as in the cellulation illustrated in Figure 1 , then each δ ′ ∈ F 3 (X i ) can be written as δ ′ = s −i n (g δ) for some g ∈ H Z , and (s
That is, p δ (M δ,i ) subdivides P (∂δ) into scaled copies of itself, and the sequence
. . corresponds to a sequence of nested subdivisions of P (∂δ) into smaller and smaller copies of itself.
We now return to a more rigorous setting. In order for P to be Hölder, Q must satisfy certain metric conditions. We will outline these in the proposition below. We will use the following terminology in the proposition and throughout the rest of the text. 
Lemma 4.2. Let Y be a CW complex, equipped with a metric such that each cell of Y is bilipschitz homeomorphic to a Euclidean ball. Suppose that there is a group G that acts cocompactly by isometries on Y . Any Lipschitz map f
Here, ≲ Y means inequality up to a multiplicative constant depending on Y .
The proposition is a quantitative version of Lemma 2. Let 
Recall from Section 2.4 that s n = δ 2 n distorts 2-dimensional area by a factor of at most 2 3n and 3-dimensional volume by a factor of 2 4n . There are only finitely many orbits of 2-cells in X , so vol 2 (r δ ) is bounded, and for any δ ∈ F 2 (X ),
Let t δ = s −n • s n • r δ . This is an admissible map from δ to X 1 , and
and all x ∈ D 2 is well-defined and fixes X (1) 
Then
for all δ ∈ F 2 (X ) and all x ∈ δ. For every x ∈ X (1) and every t , we have H t (x) = x, so H t is a well-defined homotopy between H 0 = id X (2) and H 1 = T that fixes X
pointwise. Next, we use Lemma 4.4 to modify T so that it has the desired metric properties. We need to construct sets of 2-separated balls. such that u δ (x) = t δ (x) for every x ∈ ∂D 2 and
for every i and every x ∈ C 2 i . With a slight modification, we can make this construction Lipschitz. By convolving with a smooth kernel in H, we can approximate u δ by a Lipschitz map q δ : D 2 → X 1 that agrees with u δ on ∂D 2 and on every uncollapsed ball. There is a Lipschitz retraction from a neighborhood of X
1 onto X
1 , so we may as-
1 . Then q δ satisfies property (4), and we define Q on δ so that Q •r δ = q δ . This fixes ∂δ pointwise, so Q is well-defined on X (2) . Furthermore, Q is homotopic to T by a homotopy with image in X (2) . For t ∈ [1, 2], let
be this homotopy, with H 1 = T and H 2 = Q| X (2) .
Let σ ∈ F 3 (X ) be a 3-cell of X . Let a : D 3 → X be the map
This is well-defined and for all
be an admissible approximation of s n • a with collared uncollapsed balls as in Lemma 4.2, and let b :
and 
the µ2 −n -neighborhood of σ, as desired.
□
HÖLDER BOUNDS FOR P
Let Q satisfy Proposition 4.1 and let
• Q 0 , and P = lim i P i as in Section 4. In this section, we will show that P satisfies Theorem 1.2.
We start with a self-similarity result. Specifically, we will show that when σ is a d -cell and d ≥ 2, then p σ,i + j contains scalings of maps p β, j for some d -cells β. 
Moreover,
In particular, the set of uncollapsed balls of p σ,i is a 2-separated set of round balls of radius ρ i , and
Here, c and ρ are the constants from Proposition 4.1.
Proof. We first show that (14) implies ( 
for all x ∈ B , which proves (15). It is now easy to see that (16) is a consequence of (15). We next use induction on i to show that (14) holds for every i ≥ 0. For i = 0 this is trivially true. Now, suppose that (14) holds for some i ≥ 0. Let B , β, and h be as above and let B ′ be an uncollapsed ball of p σ,i +1 contained in B . By (15) we have
for all x ∈ B . Since h(B ′ ) is an uncollapsed ball of q β there exists, by Proposi-
for all x ∈ B ′ , which is exactly (14) for i + 1. This proves that (14) holds for every i ≥ 0, as claimed. 
By definition, we have 2
for any i ∈ Z. Therefore, for any uncollapsed ball B of p σ,i ,
This is consistent with a Hölder exponent of η. In fact, we will show that p σ is η-Hölder.
Note that if α is as in Theorem 1.2 then η > α whenever n is large enough. We fix such an n for the remainder of this section.
First, we note that we can replace p σ,i by p σ in the inequality above.
Lemma 5.2. There is an E > 0 such that for any i
Proof. Let µ = max δ∈F (X ) diam c (δ) and let b be as in (8) , so that
Thus, the lemma holds with E = 4b + µ.
□
Next, we want to show that p σ is η-Hölder whenever σ is a 2-cell . This is based on the argument used to prove Proposition 7.4 in [8] . We will need the following lemma.
Lemma 5.3.
There is an A > 0 such that for any i ≥ 0, any σ ∈ F 2 (X ), and any
Proof. Let A ≥ 1 be such that Lip d 0 (q δ ) ≤ 
1 , which is horizontal, q δ • γ is a horizontal curve in H and thus
Let σ ∈ FProof. Define a map H : X 2 → H by H := s −2n • P • s 2n and notice that P = H • P 2 by (9). We first claim that for any δ ∈ F 2 (X 2 ) and any x, y ∈ δ, we have
for some K > 0 independent of δ. In order to prove the claim let
is L-Lipschitz with respect to the metric d 0 , Lemma 5.4 implies that
for all x, y ∈ δ, which proves our claim. Now, let σ ∈ F 3 (X ) and observe that p σ,2 (M σ,2 ) is contained in a uniform number (independent of σ) of 2-cells in X 2 and that 
□
The lemma above allows us to prove a local Hölder bound for the restriction of p σ to M σ,i for every σ ∈ F 3 (X ).
Lemma 5.6. For any
where C ′ is the constant from Lemma 5.5.
Proof.
To avoid boundary issues, we only consider the case that x, y ∈ int M σ,i ; this immediately implies the general case. We first claim that there exist 0 ≤ k ≤ i and an uncollapsed ball B of p σ,k such that x, y ∈ B ∩ M σ,k+2 . Let k be the largest integer such that x and y are both contained in uncollapsed balls of p σ,k . Since x, y ∈ int M σ,i , we have 0 ≤ k ≤ i −1. By the maximality of k, either x ∈ int M σ,k+1 or y ∈ int M σ,k+1 ; without loss of generality, we suppose x ∈ int M σ,k+1 .
Let B be the uncollapsed ball of p σ,k that contains x and let B ′ be the uncol- 
and moreover h(B ∩ M σ,k+2 ) = M β,2 , where β = s kn (p σ,k (B )) ∈ F 3 (X ). It thus follows from (9) that
where the last equality follows from (19).
□
We can now apply the argument used to prove Lemma 5.4 in order to finish the proof of Theorem 1.2.
Proof of Theorem 1.2. Let α < Let therefore σ ∈ F 3 (X ) and x, y ∈ D 3 . Let j ≥ 0 be such that 2ρ j +1 < |x − y| ≤ 2ρ j .
Let x ′ ∈ M σ, j be the closest point to x and let y ′ ∈ M σ, j be the closest point to y. This proves that p σ is η-Hölder. Finally, since P is H Z -equivariant, the straight-line homotopy between the identity and P is also H Z -equivariant. This shows that P is equivariantly homotopic to the identity.
We use P to prove Theorem 1.3 by constructing a sequence of locally Hölder maps that converge to the identity map.
where [δ] represents the fundamental class of δ, and ∂ f ([DLet n > 0 be sufficiently large, to be determined later, and let Q be the map from Lemma 6.2. Define Q i , P i , and P exactly as in Section 4, using the new map Q. 
The same inequality holds with λ replaced by any union of cells of X i . Let δ ∈ F (X ). We will define a sequence of subcomplexes U i ⊂ X i such that P i (δ) ⊂ U i . Let U 0 = δ, and for each i ≥ 0, let U i +1 = supp(Q i (U i ); X i +1 ) be the smallest subcomplex of X i +1 that contains Q i (U i ). Then P 0 (δ) = δ ⊂ U 0 , and if
By the definition of µ and (25), we have
for any j ≥ 1. Thus, for all j , We first show that P is self-similar. Specifically, given a 3-cell σ ∈ F 3 (X ), we will find a Euclidean similarity h : R 3 → R 3 with scaling factor ρ −1 and a Heisenberg similarity m : H → H (i.e., a scaling composed with a left-translation) with scaling factor 2 n , such that for all x ∈ D 3 and all k ≥ 0, we have h −k (x) ∈ D 3 and
Let σ ∈ F 3 (X ) and let u ∈ σ be a point in the interior of σ. Since the orbit H Z · σ is at bounded distance from every point in H there exists K ≥ 0 such that
for every n. (In the case that the quotient H Z \X has only one 3-cell, we can take K = 0.) Set r = d c (u, ∂σ) and let n ≥ n 0 be sufficiently large such that
and such that η = η(n) > 
