A control strategy based on a general cost function is defined for dynamical complex networks that is optimal in terms of the magnitudes of the input, the state, and their time derivatives. Here we show that by controlling a network's output rather than the state of every node, the required energy to control the network can be reduced substantially. In particular, by only targeting a subset of the nodes in the network, the energy requirements exponentially decay, suggesting that large networks can be controlled by a relatively small number of inputs as long as the target set is appropriately sized. We also show that the solution to the minimum energy control problem well approximates the energy required for optimal control strategies with respect to a large family of cost objectives. Thus the benefits of target control extend beyond the minimum energy control scheme considered in previous work. We validate our conclusions in model and real networks to arrive at an energy scaling law to better design control objectives regardless of system size, energy restrictions, state restrictions, driver node choices and target node choices.
Summary
A control strategy based on a general cost function is defined for dynamical complex networks that is optimal in terms of the magnitudes of the input, the state, and their time derivatives. Here we show that by controlling a network's output rather than the state of every node, the required energy to control the network can be reduced substantially. In particular, by only targeting a subset of the nodes in the network, the energy requirements exponentially decay, suggesting that large networks can be controlled by a relatively small number of inputs as long as the target set is appropriately sized. We also show that the solution to the minimum energy control problem well approximates the energy required for optimal control strategies with respect to a large family of cost objectives. Thus the benefits of target control extend beyond the minimum energy control scheme considered in previous work. We validate our conclusions in model and real networks to arrive at an energy scaling law to better design control objectives regardless of system size, energy restrictions, state restrictions, driver node choices and target node choices.
Text
Recent years have witnessed increased interest from the scientific community on the control of complex dynamical networks [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14] . Some common types of networks examined throughout the literature are power grids, communication networks, gene regulatory networks, neuronal systems, food webs, and social systems. Recent works [6, 8, 9, 10, 11, 12, 14] have explored our ability to control these systems when control signals are injected into a subset of the network nodes (the 'driver nodes'). If the network is controllable, the control signals, designed to attain the desired control goal in a predefined time, are not unique. An important metric to characterize these control strategies is the energy that each strategy requires. In general, for controllable networks, it is possible to define the particular control law that minimizes the control energy, i.e., the minimum energy control strategy (MECS).
The MECS provides an energetic theoretical limit, as any alternative strategy will necessarily require more energy. Therefore, knowledge of the minimum control energy is crucial in order to understand how expensive it can be to control a given network. Recent work [15, 16] has shown that based on the underlying network structure and on the set of driver nodes, the minimum energy to control a network can span a broad range of orders of magnitude, depending on the specific action required.
With respect to the existing literature, here we advance the current understanding of the control of complex networks in two important directions:
1. We consider more general control objectives. While Refs. [15, 16] have investigated the MECS for dynamical networks, here we extend this type of analysis to a considerably broader family of control objectives.
2. We extend our optimal control analysis to the more general case of output control and target control. In real applications involving large complex networks, achieving control over all the network nodes is often unfeasible and ultimately unnecessary [17, 14] . Two recent papers [15, 16] have investigated the minimum control energy for large complex networks and found that depending on a number of factors, such as the choice of the driver nodes and the desired final state, the minimum control energy can be extremely large. What appears to be a more reasonable goal is that of affecting a subset of the network nodes, chosen as the target of the control action. This type of control action is typically what is needed in applications in gene regulatory networks, financial networks, and social systems [17, 14] .
Our main results are the following: R1. For a broad range of control objectives (involving the magnitude of the control inputs, of the nodes' states, and of their time-derivatives) the order of magnitude of the required control energy is still the same as that of the MECS. R2. The minimum control energy rapidly (exponentially) decreases as the number of target nodes is reduced, making target control of complex networks feasible.
Problem Formulation
In its simplest formulation, a complex dynamical network can be represented by the following set of equations,ẋ (t) = Ax(t) + Bu(t)
where
T is the m × 1 external control input vector, and y(t) = [y 1 (t), . . . , y p (t)] T is the p × 1 vector of outputs. The n × n matrix A = {a i j } describes the network connectivity, the n × m matrix B defines the nodes in which the m control input signals are injected, and the p × n matrix C expresses the relations between the states that constitute the outputs. In this article we restrict ourselves to linear time invariant dynamics. While most real dynamical networks are governed by nonlinear equations, the fundamental differences between individual systems and the uncertainty of precise dynamics makes any substantial overarching conclusions difficult [17, 18, 6] . Nonetheless, linear controllers have proven to be adequate in many applications, approximating the nonlinear systems as linear systems in local regions of the n-dimensional state space [19] . The explicit equation for the time evolution of the output is,
where we are free to choose u(t) such that it satisfies the predetermined initial state, x(t 0 ) = x 0 and assigned final output, y(t f ) = y f . Note that, in principle, we can either assign a final condition to the state vector, x f = x(t f ) or more generally to the output vector, y f = y(t f ) which is the case for output control. In this paper, we will mostly be concerned with the latter case, which includes the former case by setting C = I n , the n-dimensional identity matrix.
We define the cost function as the sum of the cumulative measures of effort:
We restrict the cost function matrices, Q 1 and Q 2 , to be symmetric semi-positive definite of appropriate dimension and the matrix R to be symmetric positive definite of appropriate dimension. The Q 1 term in (3) represents a cost associated with the rates of change of the network states, the Q 2 term in (3) represents a cost associated with the magnitude of the network states, and the R term in (3) is a cost associated with the magnitude of the control inputs. Note that if we set Q 1 = Q 2 = O n , the n-dimensional zero matrix, and R = I m , the m-dimensional identity matrix, we obtain the particular cost function used in the MECS problem formulation,
The original MECS formulation which minimizes (4) is,
where W = t f t 0 e A(σ −t 0 ) BR −1 B T e A T (σ −t 0 ) dσ is called the controllability Gramian. Note that in deriving (5) we must assume that the pair (A, B) is controllable, which implies that the matrix W is invertible [20] .
Results

Minimum Cost Output Control
Here, different from [15, 16] that have studied the objective function (4), we derive the solution to the optimal control problem for the general cost function (3). The usual methods to solve the linear-quadratic (LQ) minimum cost problem, Eqs. (1), (3), involve computing the time evolution of the solution to a differential Riccati equation (DRE), see e.g. [21] . Instead, we present an alternative method, which allows us to obtain the control strategy u * (t) that minimizes the general cost function (3) and to write the solution in a Gramianlike fashion. As we will see, by writing the equation in this form, we are able to draw conclusions on the energy required to control the network.
We apply a time invariant shift to the cost function, Eq. (3), that contains a matrix,Ŝ we leave free to choose,
The minimization problem can then be formulated as a Hamiltonian system using the minimum principle of Pontryagin in terms of the state, x(t), and a co-state,ν ν ν(t),
The
If the network A and the cost matrices Q 1 and Q 2 are block diagonalizable under the same permutation, then the augmented network,Ã, will be as well. Within each block,Ã contains additional directed edges from each node to the driver nodes in the block. The additional edges do not affect the controllability of the network as any additional cycle contains a driver node [22] . The shift matrixŜ is defined such that the matrixQ is set to be equal to the zero matrix by solving the algebraic Riccati equation,
The solution of (7), S * =Ŝ, provides the appropriate shift of the cost function, (3). The Hamiltontian system, (6), has been 'decoupled' which allows us to solve for the co-state independently of the state. A more detailed derivation can be found in Supplementary Information sections S1 and S2. The optimal control input function that minimizes (3) and ensures that y(t f ) = y f is the minimum cost output control strategy, (5)) except that A is replaced byÃ. Note that in this case the optimal control strategy is the sum of an open loop and a closed loop component, u * (t) = u * OL (t) + u * CL (t). Moreover, the conditions for the invertibility of the generalized output controllability Gramian CWC T are the same as those for the invertibility of the matrix CWC T , as output controllability is a property of the triplet (A, B,C) and not of the cost function.
The solution of the minimum cost output control problem (8) can be immediately translated to solve the target control problem discussed in [17, 14] . Without loss of generality we assume the first p nodes are selected to be targets, x i (t) = y i (t), i = 1, ..., p and the remaining q = (n − p) nodes are not targeted. Then it is easy to see that the generalized output controllability Gramian CW (t 0 ,t f )C T in (8) coincides with a reduced Gramian,W p (t 0 ,t f ) obtained by removing the last (n − p) rows and columns of the matrixW .
We note here that the condition for target controllability is now that the reduced Gramiañ W p has full rank. WhileW having full rank implies that the reduced GramianW p has full rank, the opposite is not true, i.e., a network can be target controllable even when it is not controllable. For large networks for which the weights associated with the network connections are often unknown or time-varying, it is possible to define generic conditions for target-controllability (generic in the sense of Lin and Hosoe [22, 23, 24] ), see [14] . Reference [14] also presents an ILP (integer linear program) that provides the solution to the following problem: given the set of target nodes, find the minimum set of driver nodes that ensures target controllability.
Note that the optimal control solution (8) is very general as it applies to the case that: (i) the cost is in the general form (3) and (ii) the fixed final condition is applied to a generic output, y(t f ).
Two sample networks are shown in figures 1a and 1b. The two networks are identical except for the size of the associated target sets, 3 and 1, respectively. For simplicity we set Q 1 = Q 2 = 0 n and R = I m , i.e., we consider the minimum energy control problem.
Then the general optimal solution Eq. (8) reduces to the MEOCS (Minimum Energy Output Control Strategy)
where CWC T is the output controllability Gramian and β β β = Ce A(t f −t 0 ) x 0 − y f is the difference between the desired final output and the final output under free evolution. As can be seen by comparing plots in panels e and f in figure 1 , the order of magnitude of the MECS energy required to target all three nodes is much larger than the MEOCS energy to target only one node.
Optimal Energy and Worst Case Direction
With the optimal control strategy u * (t) (8), it is possible to compute the corresponding optimal value J * of the cost function. The control energy associated with the optimal control strategy,
In the following we analyze the open loop portion (from figure 5 we see that the open loop term alone provides a good indication of the total energy). Let's define β β β = y f −Ce A(t f −t 0 ) x 0 , the difference between the desired final output and the free evolution output (i.e., for the case that u = 0 0 0). Then,
Let β be the magnitude of β β β . We denote with µ j an eigenvalue ofW p , i.e.,W p v j = µ j v j , with µ 1 ≤ µ 2 ≤ . . . ≤ µ p . Using the min-max theorem, we can place the following bounds,
with the caveat β β β = 0 0 0. The system, obviously, requires no energy when y f aligns with the free evolution output, Ce A(t f −t 0 ) x 0 . The reduced generalized controllability GramianW p identifies a p-dimensional subspace of the full n-dimensional space, defined by the output states (the target nodes). Moreover, we can define some maximum allowable energy usage, ε max , so that the quadratic form, β β β TW −1 p β β β = ε max , defines an ellipsoid in the p-dimensional output space. Each principal axis (v j ) of this ellipsoid has a length equal to µ j −1 and corresponds to the energy needed to travel a unit distance in the axis' direction of the reduced p-dimensional output space. There is typically a worst case direction, v 1 , for which the energy to travel per unit length is maximum, given by µ −1
1 . A generic final condition will have a non-zero component along v 1 and so the energy to move in a generic direction will partially depend on µ −1 1 . In this paper, similar to [15, 16] , we will be concerned with this worst case direction.
In what follows, we investigate how the selection of the target nodes and the form of the cost function (3) affects µ 1 . (Note that the average value of the mean energy, obtained by averaging over several choices of the final conditions,
1 . This case is discussed in the Supplementary Information section S4.) In order to better understand the role of the target nodes on the worst case energy, we can consider an iterative process by which we start from the case when every node is targeted, and progressively remove nodes from the target set. Say µ i j (µ i+1 j ) is an eigenvalue ofW P before (after) removal of a target node. By Cauchy's interlacing theorem we have that,
In particular from (13), we note that µ i 1 ≤ µ i+1 1 , indicating that the worst case energy cannot increase after removal of a target node. We are interested in characterizing the evolution of µ 1 as the target set (represented by rows and columns of the original Gramian) is reduced. Our main result is that the observed rate of increase of µ 1 is exponential, which indicates that controlling large complex networks can be feasible provided that the number of nodes one attempts to affect is not too large. With respect to previous studies [15, 16] , our results highlight a trade-off between the number/selection of target nodes and the limiting control energy. In the Supplementary Information section S3, we obtained the relation µ q 1 µ 0 1 (η 1q ) q , which is consistent with the observed exponential increase. In figure 2 we examine specific cases as system parameters are varied. Overall we see that situations where full controllability is particularly costly receive the most benefit from target control. Figure 2a) considers a directed scale free network generated by using the model in [25] . We vary the average degree to represent sparse networks (κ = 3) and dense networks (κ = 20). From the figure we see that: (i) µ 1 increases exponentially (the minimum control energy decreases exponentially) with q, the number of untargeted nodes, and (ii) the rate of increase η, numerically computed, considerably varies for networks with different average degree κ. The most sparse network clearly benefits most from target control. We have performed these simulations for several different network models and found that the exponential dependence of µ 1 on q and the decrease of η with κ are quite general features, i.e., they are observed irrespective of the particular network considered. Figure 2b ) investigates the rate of decay of the minimum control energy, measured by η, for a directed scale free network with γ in = γ out = 3, for different values of the final time t f . The emergence of two different scaling regimes for the minimum control energy for small t f versus large t f was discussed in [16] . Here, we observe a qualitatively similar scaling of µ 1 versus t f (see the Supplementary Information S3). Once again, target control proves more beneficial for the more energy expensive scenario. Figure 2c ) considers nonsymmetric networks of varying heterogeneity, generated by using the model in [25] for different values of the exponent of the power law degree distribution γ. As can be seen, η grows as the network becomes more heterogeneous (thus more energy expensive to control).
Finally, in figure 2d), we plot η versus the average degree κ for several real networks and observe that typically networks that are characterized by the same function have similar values of η.
So far we have considered the MEOCS without placing a cost on the states or their derivatives in the form of nonzero Q 1 and Q 2 . We now examine how µ 1 varies for a general MCOCS, Eq. (3). For simplicity, we set Q 1 = ζ 1 I n and Q 2 = ζ 2 I n and allow ζ 1 and ζ 2 to vary between 0 and 100. In Fig. 3 , two networks are fully target controlled, i.e., all of their nodes are selected to be targets: the IEEE Test Grid network (n = 118 and m = 29 driver nodes) and the Florida Foodweb network (n = 128 and m = 30 driver nodes). As can be seen, both ζ 1 and ζ 2 affect µ 1 , but µ 1 for the IEEE test grid is always at least 10 6 times larger than µ 1 for the Florida Food Web. This difference in magnitude is predicted by the case when ζ 1 = ζ 2 = 0, which indicates that the order of magnitude of the smallest eigenvalue of the generalized Gramian is mainly determined by the triplet (A, B,C) and only marginally affected by Q 1 and Q 2 . We thus conclude that computing the energy associated with the MECS for a complex network provides valuable information on the order of magnitude of the energy required to control these networks when a more general cost function is applied such as Eq. (3). (The case where only a fraction of the nodes are targeted is investigated in Fig 4. )
We also consider how µ 1 , the smallest eigenvalue of the generalized GramianW p , varies with the number of untargeted nodes q. This is shown in Fig. 4 , where the following two cases are compared: 1) ζ 1 = 0, ζ 2 = 0, for which µ Finally, we investigate the relation between the total control energy ε * and the open loop control energy ε * OL (Eq. (10)). This is important because the expression for the total energy is more complex than that for the open loop energy (11) . However, as can be seen from Fig.  5 , the order of magnitude of ε * is roughly the same as that of ε * OL . Fig. 5 shows this for several types of artificially generated and real networks and different selections of the target nodes. The observed relation between ε * and ε * OL can be explained by noting that the order of magnitude of u * OL and u * CL in (10) is mainly affected by the inverse determinant ofW p which tends to be 'large' (see also Eq. (2)).
Conclusion
We considered the general least cost optimal control problem (in terms of the objective function (3)) applied to dynamical complex networks and found that the order of magnitude of the energy to achieve a desired control goal is mainly determined by the triplet (A, B,C) . In particular, we investigated the role of the target nodes and found that reducing the number of these nodes yields a dramatic decay of the required energy, which suggests that targetcontrolling complex networks makes their control feasible. The observed variations of the control energy over several orders of magnitude indicate a strong potential impact of this research in applications.
Methods Numerical Controllability
Recent literature on the control of complex networks has discussed the importance of recognizing the differences between theoretically controllable networks and numerically controllable networks. The issue arises in Gramian based control schemes as the condition number of the Gramian can be quite large for certain 'barely' controllable systems, i.e., ones where the control inputs only just satisfy analytic controllability measures. Ref. [26] found a second order phase transition after a system (A,B) becomes analytically controllable, named numerical controllability transition. While we acknowledge the importance of recognizing the second order transition, for this article, we opt to use the multi-precision package Advanpix for Matlab so we can examine trends even when there is a relatively small number of driver nodes which would otherwise not be numerically controllable using double precision. For example, the Matlab toolbox Advanpix allows the computation of the eigendecomposition of the Gramian W to be performed in an arbitrarily precise manner. Usually this is calculated so the average residual error is,
Typical values of ξ used throughout this paper are 100 to 200.
Stability of the Dynamics
In all our computations, similarly to [15] and without loss of generality, we considered that the underlying network dynamics (1) are stable. To enforce this condition, we set the matrix A = (A adj − kI n ), where A adj is the network adjacency matrix, I n is the n-identity matrix and k represents a feedback control gain applied at each node. We choose k so that the largest eigenvalue of (A − kI n ) is equal to −1. We have chosen edge weights associated with the nonzero entries of the matrix A adj drawn from a uniform distribution between 0.5 and 1 and added noise to the diagonal entries of A uniformly distributed between −10 −3 and 10 3 . This ensures that, generically, the eigenspace of the matrix A is equal to the n-dimensional vector space. The B matrix contains n-dimensional versors as columns, i.e., each control input is assigned to a single node. We set Q 1 = ζ 1 I n , Q 2 = ζ 2 I n , R = I m , and t f = 1. We considered a directed scale free networks, n = 300, exponent of the power-law in-degree and out-degree distributions γ in = γ out = 3, and average degree κ = 10. 20% of the nodes were selected to be driver nodes, including the nodes obtained from the maximum matching algorithm. Untargeted nodes were selected randomly (i.e., in no particular order). The following two cases are compared: 1) ζ 1 = 0, ζ 2 = 0, which corresponds to the worst case MECS energy (green) and 2) ζ 1 = 10, ζ 2 = 100, which corresponds to the worst case open loop energy for the general minimum cost LQ problem (red). In both cases, we observe that µ 1 increases exponentially with q. Note also that the computed rates of exponential increase η are approximately the same and equal to 10.35. • -IEEE T.G.
• -US Air 97 1 Figure 5 : Scaling of the total energy ε * versus the open loop energy ε * OL . We show that for a variety of networks, real and model, SF and ER, fully targeted and partially targeted, the total energy for a maneuver is well approximated by the open loop energy. Each control input is calculated for a cost function where Q 1 , Q 2 and R are appropriately dimensioned identity matrices. The model networks contain 100 nodes. a) Low average degree, < k >= 2. b) High average degree < k >= 5. The solid line has a slope of one. c) Two real networks.
