Abstract-In this paper, an embedding construction of tail-biting trellises for linear block codes is presented. With the new approach of constructing tail-biting trellises, most of the study of tail-biting trellises can be converted into the study of conventional trellises. It is proved that any minimal tail-biting trellis can be constructed by the recursive process of embedding constructions from the well-known Bahl-Cocke-Jelinek-Raviv (BCJR) constructed conventional trellises. Furthermore, several properties of embedding constructions of tail-biting trellises are discussed.
I. INTRODUCTION
Tail-biting trellises for linear block codes may be considered as the simplest form of factor graphs with cycles. These regularly structured graphs are viewed as trellises on a circular time axis and are known to attain a state-complexity that could be considerably lower than that of the best possible conventional trellis for the same code.
Given a block code, it is well known that there exists a unique, up to isomorphism, minimal conventional trellis representing the code [5] , and there are several different algorithms for the construction of such a trellis [1] , [3] . The trellis simultaneously minimizes all the conceivable measures of trellis complexity. However, it is known that tail-biting trellises do not have such a property.
In this paper, an embedding construction of tail-biting trellises for linear block codes is presented. With the new approach of constructing tail-biting trellises, most of the study of tail-biting trellises can be converted into the study of conventional trellises. It is proved that any minimal tail-biting trellis can be constructed by the recursive process of embedding constructions from the well-known BCJR constructed conventional trellises. Furthermore, several properties of embedding constructions of tail-biting trellises are discussed.
II. PRELIMINARIES
We start with a number of definitions and concepts related to conventional and tail-biting trellises.
We refer to an (n, k) linear block code over F q as an (n, k) q code. Every block code has a combinatorial description in the form of a trellis. Trellises for block codes were introduced in 1974 by Bahl et al. [1] , and further important results were reported in [3] , [5] , [4] , [9] . We give a few definitions below. Definition 1: A conventional trellis T = (V, E, Σ) of depth n is an edge-labeled directed graph with the property that the set V can be partitioned into n + 1 vertex classes
such that every edge in T is labeled with a symbol from the alphabet Σ, and begins at a vertex of V i and ends at a vertex of V i+1 , for some i ∈ {0, 1, . . . , n − 1}. The length of a path (in edges) from the root to any vertex is unique and the set of indices I = 0, 1, . . . , n for the partition in (1) are the time indices. The quantity log |Σ| |V i | is the statecomplexity of the trellis at time index i and the sequence {log |Σ| |V i |, 0 ≤ i ≤ n} defines the state-complexity profile (SCP) of the trellis. Fig.1 The minimal conventional trellis for a (7, 4)2 Hamming code.
A measure of trellis complexity commonly used by coding theorists has to do with the SCP. A trellis T is said to be minimal if the maximum state-complexity over all time indices denoted by s max (T ) is minimized over all possible coordinate permutations of the code [5] . It is well known that minimal trellises for linear block codes are unique [5] and simultaneously satisfy all definitions of minimality. They are also biproper (that is, any pair of edges directed towards a vertex has distinct labels, and so also any pair of edges leaving a vertex). The trellis shown in Fig. 1 is the minimal trellis for a (7, 4) 2 Hamming code.
We will now review concepts related to tail-biting trellises [2] . Definition 2: A tail-biting trellis T = (V, E, Σ) of depth n is an edge-labeled directed graph with the property that the set V can be partitioned into n vertex classes
such that every edge in T is labeled with a symbol from the alphabet Σ, and begins at a vertex of V i and ends at a vertex of As for conventional trellises, the set of indices I = {0, 1, . . . , n − 1} for the partition in (2) are said to be the time indices. We identify I with Z n , the residue classes of integers modulo n. An interval of indices [i, j] represents the sequence {i, i + 1, . . . , j} if i < j, and the sequence{i, i + 1, . . . , n − 1, 0, . . . , j} if i > j. Every cycle of length n in T starting at a vertex of V 0 defines a vector (a 0 , a 1 , . . . , a n ) ∈ Σ n , which is an edge-label sequence. We assume that every vertex and every edge in the tail-biting trellis lies on some cycle. The trellis T is said to represent a block code C over Σ if the set of all edge-label sequences in T is equal to C. Let C(T ) denote the code represented by the trellis T . The trellis shown in Fig. 2 is a tail-biting trellis for the (7, 4) 2 Hamming code of Fig. 1 .
In addition to the labeling of edges, each vertex in the set V i can be labeled by a sequence of length n − k of elements in Σ, all vertex labels at a given depth being distinct. Thus every cycle in this labeled trellis defines a sequence of length n(1+n−k) over Σ, consisting of alternating labels of vertices and edges in T . This sequence is referred to as the label sequence of a cycle in T . The set of all label sequences in a labeled tail-biting trellis is referred to as the label code represented by T and is denoted by S(T ). Fig.2 illustrates a labeled tail-biting trellis, and Fig.1 illustrates a labeled conventional trellis. A trellis is said to be one-to-one if there is a one-to-one correspondence between the cycles in T and the codewords in C(T ), and it is reduced if every vertex and every edge in T belongs to at least one cycle. Definition 3: A trellis T is said to be linear if there exists a vertex labeling of T such that S(T ) is a vector space.
The notion of mergeability [8] is also useful here. Definition 4: A trellis is mergeable if there exist vertices in the same vertex class of T that can be replaced by a single vertex, while retaining the edges incident on the original vertices, without modifying C(T ). If a trellis contains no vertices that can be merged, it is said to be nonmergeable.
In the discussion that follows, we restrict ourselves to trellises representing linear block codes over the alphabet Σ = F q . We will occasionally refer to vertices in a trellis as "states".
III. BCJR LABELING AND THE EMBEDDING CONSTRUCTION OF TAIL-BITING TRELLIS

A. The minimal BCJR labeling of trellis
Let H be an arbitrary (n − k) × n parity check matrix for an linear block code C over F q , and let 
Clearly, there will be a single state 0 at time index n as Hc T = 0 for all codewords c ∈ C. There is an edge labeled a ∈ F q from state s i−1 to state s i , 1 ≤ i ≤ n − 1, if and only if
We refer to such a labeling as a BCJR labeling of the trellis in the following sections. It is well known that the set of vectors that are labels at each time index form a vector space whose dimension is the state-complexity at that time index, and the trellis formed is biproper and linear [4] . Example 1: Consider a self dual (4, 2) 2 code with parity check matrix defined as follows:
We obtain a minimal BCJR labeling of the trellis for the (4, 2) 2 code as illustrated in Fig. 3 .
|0| |0| Fig.3 The minimal conventional trellis for the (4, 2)2 code.
Example 2: Similarly, consider the (7, 4) 2 Hamming code with parity check matrix defined as follows:
We obtain a minimal BCJR labeling of the trellis for the (7, 4) 2 Hamming code as illustrated in Fig. 1 .
B. The embedding construction of tail-biting trellis
Let us first consider the minimal conventional trellis T for the (4, 2) 2 code in Fig.3 . Note that α = 0 1 ∈ V 2 . Let We obtain a minimal BCJR labeling of the trellis for the parity check matrix H as illustrated in Fig. 4 . Fig.4 The minimal conventional trellis for the parity check matrix H .
In Fig.4 , let C 0 be the codewords represented by all paths from 0 0 ∈ V 1 to 0 0 ∈ V 5 , and C 1 the codewords represented by all paths from
Obviously, both C 0 and C 1 are the (4, 2) 2 codewords. Now we consider the codewords in C 0 or C 1 , passing only The minimal BCJR labeling of the trellis for the parity check matrix H † is illustrated in Fig. 5 .
Fig .5 The minimal BCJR trellis for the parity check matrix H † .
By deleting V 0 and V 6 and relating edges, and deleting the first row of each vertex label in Fig.5 , we get the following labeled tail-biting trellis for the (4, 2) 2 code. The main idea of the construction above is to embed a tail-biting trellis into a conventional trellis. We now state the embedding construction of tail-biting trellises as follows.
1. Let C be an (n, k) q linear code with an (n − k) × n parity check matrix H = (h 1 , h 2 , . . . , h n ), T the labeled BCJR trellis for C, and α ∈ V i (α = 0). , then 2α, 3α, . . . , (q − 1) α ∈ V i , and a linear subspace V i,0 of dimension s i −1 is existed, such that α / ∈ V i,0 . We now add α to H before the first column and after the last column, respectively, and let H = (α, h 1 , h 2 , . . . , h n , α) . Construct a labeled BCJR trellis T for H .
2. Let C i be the codewords represented by all paths from and relating edges, and deleting the first row of each vertex label in T † , we get a labeled tailbiting trellis for the (n, k) q linear code C.
With the example of the (4, 2) 2 code, it is easy to show the validity of embedding construction. Here the most interesting thing is that we can further process another embedding construction on the obtained labeled BCJR trellis T † . Thus, with the new approach of constructing tail-biting trellises, most of the study of tail-biting trellises can be converted into the study of conventional trellises.
For example, from 
we can further get a BCJR trellis T ‡ , such that the dimension of V ‡ 4 is 0. We must note that if there exists an integer q for α ∈ V i , such that 0 < q < q, and q α = 0. Hence α, 2α, 3α, . . . , (q − 1)α are not distinct. The embedding construction can be processed similarly.
Here α / ∈ V i,0 is a necessary condition. If α ∈ V i,0 , then the codewords passing only
Furthermore, α specifies a coset decomposition V i /V i,0 of the vector space V i , with every coset being associated with a unique jα, 0 ≤ j < q.
Note that V i,0 is not necessarily unique. For example, consider the trellis shown in Fig.3 , let i = 2, α = 0 1 .
we get another labeled tail-biting trellis for the (4, 2) 2 code. Example 3: Let T be the labeled BCJR trellis in Fig.3 . As . . , h n , α), and T a labeled BCJR trellis for H . Let C t be the codewords represented by all paths passing only V i+1,0 . Suppose H † is an embedding construction by α and V i,0 , and H † has one more row (x 1 , x 2 , . . . , x n+2 ) than H . Then, 1) (x 1 , x 2 , . . . , x n+2 ) is not unique; 2) x 1 and x n+2 are distinct; 3) (x 1 , x 2 , . . . , x n+2 ) can be (1, x 2 , . . . , x i+1 , 0, . . . , 0) , such that for each (c 1 , c 2 , . . . , c n+2 ) ∈ C t , c 1 + x 2 c 2 + x 3 c 3 + . . . + x i+1 c i+1 = 0.
