ABSTRACT. The spectral gap γ of an ergodic and reversible Markov chain is an important parameter measuring the asymptotic rate of convergence. In applications, the transition matrix P may be unknown, yet one sample of the chain up to a fixed time t may be observed. Hsu, Kontorovich, and Szepesvari [1] considered the problem of estimating γ from this data. Let π be the stationary distribution of P , and π ⋆ = min x π(x). They showed that, if t =Õ 1 γ 3 π⋆ , then γ can be estimated to within multiplicative constants with high probability. They also proved thatΩ n γ steps are required for precise estimation of γ. We show thatÕ 1 γπ⋆ steps of the chain suffice to estimate γ up to multiplicative constants with high probability. When π is uniform, this matches (up to logarithmic corrections) the lower bound in [1] .
INTRODUCTION
Consider an ergodic and reversible Markov chain {X s } on a finite state space of size n, with transition matrix P and stationary distribution π. We will assume that P is positive definite, to avoid complications arising from eigenvalues close to −1. The spectral gap of the chain is γ = 1 − λ 2 , where λ 2 is the second largest eigenvalue of P . The spectral gap is an important parameter of intrinsic interest, as it governs the asymptotic rate of convergence to stationarity.
Suppose one does not know P , but is able to observe the chain {X s } 
The definition of L is in (4). The proof of Theorem 1 applies the estimator of Hsu, Kontorovich, and Szepesvari to estimate the gap γ A of the "skipped chain" {X As } t /A s=1 . By successively doubling A, with high probability one can identify the first value A such that γ A is uniformly bounded below. Once this A is identified, the estimate of γ A can be transformed to an estimate of γ.
While γ is a parameters of intrinsic interest, it is also related to another important parameter, the mixing time. The mixing time t mix (ε) is the first time such that (from every starting state) the distribution of the chain is within ε from π in total-variation.
See [2] for background on the spectral gap and the mixing time.
PROOF OF THEOREM 1
We will repeatedly apply the following estimate of Hsu, Kontorovich, and Szepesvari:
There is an estimatorγ of γ, based on t -steps of the Markov chain, such that for some absolute constant C , with probability at least 1 − δ,
Thus, Theorem 2 says t =Õ( 1 π ⋆ γ 3 ) steps suffice forγ/γ to be near 1. We call the estimatorγ the HKS estimator. Note that if
) + log(log(n/δ)) + log log(
(Each term in the numerator under the radical is at most a third of the denominator. We have used that π ⋆ ≤ 1/n in comparing the second term in the numerator to the denominator.) For a > 0, the gap of the chain with transition matrix P a is denoted by γ a , and the HKS estimator of γ a , based on t /a steps of P a , is denoted by γ a . Note that
Proposition 3. Fix δ > 0 and ε < 0.01.
If t > t 1 (ε/2; δ γ , γ), then there is an integer-valued random variable A, based on t steps of the Markov chain, and an event G(ε) having probability at least 1 − δ, such that on G(ε),
0.30 < γ A < 0.54 if γ < 1/2, A = 1 if γ ≥ 1/2.
Moreover, on G, the HKS estimator γ A applied to the chain {X As
Lemma 4. Fix t ≥ t 1 (ε/2; δ, γ). If aγ ≤ 1, then P(G(a; ε)) > 1 − δ.
Proof. Recall the bound M(t ; δ, π, γ) on the right-hand side of (1). If
and the lemma follows from applying Theorem 2 to the P a -chain. We now show that
(We have used the hypothesis aγ ≤ 1 in the inequality.) Define the event G = G(ε)
Lemma 4 implies that
On G, if γ ≥ 1/2, then | γ − γ| < 0.01, and consequentlyγ ≥ 0.49 > 0.31. In this case, A = 1 on G.
On the event G, if the algorithm has not terminated by step k − 1, then:
• If γ 2 k ≤ 0.30, then the algorithm does not terminate at step k;
• if γ 2 k > 0.32, then the algorithm terminates at step k.
Also,
Proof of Theorem 1. For C 0 = 23232 · C , where C is the constant in (1), let t 0 (ε; δ, γ, π ⋆ ) = t 0 (ε) :
where L = log C 0 log 2 (1/γ) + 1 ε 2 π 2 ⋆ γδ log n( log 2 (1/γ) + 1)
Fix t > t 0 (ε) = t 1 (ε/44; δ γ , γ). Let A and G be as defined in Proposition 3. Assume we are on the event G = G(ε/22) for the rest of this proof.
Suppose first that γ < 1/2. We have 0.30 < γ A < 0.54, and 
