Abstract-The mathematical modeling of the clustering centers problem leads to a min-sum-min formulation which, has the significant characteristic of being strongly nondifferentiable. To overcome this difficulty, a new filled function method is proposed to find centers of clusters based on entropy technique. A completely differentiable non-convex optimization model for the clustering center problem is constructed. A parameter free filled function method is adopted to search for a global optimal solution of the optimization model. For the purpose of illustrating both the reliability and the efficiency of the method, a set of computational experiments was performed. Numerical results illustrate that the proposed algorithm can effectively hunt centers of clusters and especially improve the accuracy of the clustering even with a relatively small entropy factor.
I. INTRODUCTION
Clustering techniques have received attention in many areas [1] [2] [3] , such as engineering, medicine, biology, data mining, information retrieval and document extraction, etc. Cluster analysis deals with the problems of classification of a set of patterns or observations, in general represented as points in a multidimensional space, into clusters, following two basic and simultaneous objectives: patterns in the same clusters must be similar to another (homogeneity objective) and different from patterns of other clusters [4] . The goal of clustering is to reduce the amount of data by categorizing or grouping similar data items together.
Clustering methods can be divided into two basic types: hierarchical and partition clustering. Within each of the types there exists a wealth of subtypes and different algorithms for finding the clusters.
Hierarchical clustering proceeds successively by either merging smaller clusters into larger ones, or by splitting larger clusters. The clustering methods differ in the rule by which it is decided which two small clusters are merged or which large cluster is split. The end result of the algorithm is a tree of clusters called a dendrogram, which shows how the clusters are related. By cutting the dendrogram at a desired level a clustering of the data items into disjoint groups is obtained.
Partition clustering, on the other hand, attempts to directly decompose the data set into a set of disjoint clusters. The criterion function that the clustering algorithm tries to minimize may emphasize the local structure of the data, as by assigning clusters to peaks in the probability density function, or the global structure. Typically the global criteria involve minimizing some measure of dissimilarity in the samples within each cluster, while maximizing the dissimilarity of different clusters.
The mathematical model of clustering is a global optimization problem. Therefore different algorithms of mathematical programming can be applied to solve this problem. Some review of these algorithms can be found in [5] with dynamic programming, branch and bound, cutting planes, k-means algorithms being among them.
As mentioned in [6] , Branch and bound algorithms are effective when the database contains only hundreds of records and the number of clusters is not large (less than 5) [5] . Different heuristics can be used for solving large clustering problems and k-means is one such algorithm. Different versions of this algorithm have been studied by many authors [7] . This is a very fast algorithm and it is suitable for solving clustering problems in large data sets. k-means gives good results when there are few clusters but deteriorates when there are many [5] . This algorithm achieves a local minimum of proble, however, results of numerical experiments presented [8] show that the best clustering found with k-means may be more than 50% worse than the best known one. Much better results have been obtained with metaheuristics, such as simulated annealing, tabu search and genetic algorithms [9] . The simulated annealing approaches to clustering have been studied [10] . Application of tabu search methods for solving clustering problem has been studied.
An approach to cluster analysis problems based on bilinear programming techniques has been described in [11] . The paper [12] describes the global optimization approach to clustering and demonstrates how the supervised data classification problem can be solved via clustering. The objective function in this problem is both nonsmooth and nonconvex and this function has a large number of local minimizers. Problems of this type are quite challenging for general-purpose global optimization techniques. Due to the large number of variables and the complexity of the objective function these techniques, as a rule, fail to solve such problems. The model of clustering centers problem is the global optimization problem and the objective function in this problem has many local minima. However, global optimization techniques are highly time-consuming for solving many clustering problems. It is very important, therefore, to develop clustering algorithms based on optimization techniques that compute ''deep'' local minimizers of the objective function. The clustering algorithm proposed and studied in this paper is of this type and is based on nonsmooth optimization techniques. The algorithm provides the capability of calculating clusters step-by-step, gradually increasing the number of data clusters until termination conditions are met, that is it allows one to calculate as many cluster as a data set contains with respect to some tolerance.
A cluster can be identified by its center (or centroid), thus the core of a cluster is a center problem. The clustering centers problem is a non-smooth non-convex problem. A smooth function [2] with one parameter has been used to approximate the non-smooth term of the clustering problem. However, the further analysis shows that the method has the following deficiency [13, 14] .
When the parameter p increases, the overflow problem will occur. To overcome this drawback, an adjustable entropy function is proposed to approximate the nonsmooth term of the clustering problem in this paper. The clustering centers problem is transformed into a smooth non-convex problem. By using the adjustable entropy function, we can find an optimal solution with a relatively small parameter p , which can avoid the numerical overflow in the traditional maximum entropy function method.
The filled function methods [15] [16] [17] [18] [19] converge more rapidly, and can often find a solution with higher precision. In this paper, we propose a new parameter free filled function method to search for a global optimal solution of the smooth non-convex cluster centers problem. The filled function includes neither exponential terms nor logarithmic terms, so it is superior to the traditional ones. It avoids the knottiness of choosing parameters with parameter free filled function method.
The rest of this paper is organized as follows: In Section 2, the mathematical models of the smooth clustering center problem are constructed. Section 3 proposes a new filled function without parameters and analyzes the properties of the filled function. An algorithm is given for solving the clustering center problem in Section 4. In the last section, the authors present numerical experiments and results.
II. THE SMOOTH CLUSTERING CENTERS PROBLEM
In cluster analysis, suppose we are given a set 1 2 ( , , , )
Then the clustering centers problem can be described as follows 1 2 2
where ( ) f x is a cluster function. The optimization problem (1) is non-convex and non-smooth. It is difficult to find the global minimum with the traditional optimization methods using gradient. A smooth function [2] with one parameter has been used to approximate the non-smooth term of the clustering problem. However, with the increasing p , the overflow problem will occur. Now we consider the minimax problem 1 min max ( )
is a continuously differentiable function, l is a positive integer and . The maximum entropy function of
where the nonnegative parameter is a real number. The maximum entropy function can be employed to approximate the maximum function .
The solution to can not approximate the optimal solution to the minimax problem
the entropy factor is sufficiently large. However, with the increasing , the overflow problem can be found similarly.
p p
To overcome the above drawback, an adjustable entropy function is proposed to approximate the optimal solution to the minimax problem :
is called the adjustable entropy function of , where 
As the entropy factor goes to infinity, is uniformly convergent to . 
. .
infinitely differentiable about x . With more and more relevant research, the filled function method becomes a promising way used in global optimization.
III. NEW FILLED FUNCTION METHOD
A number of filled functions [15] [16] [17] [18] are described recently, most of which have one or two adjustable parameters. However, there is no efficient criterion to choose the parameter. In this paper, a filled function without parameter is proposed.
A. Preliminaries
Consider the following global optimization problem x f x such that (4) For any 1 2 ,
if and only if
attains a local minimum at , then
B. A new filled function without parameters
We assume that the following conditions are satisfied throughout this paper.
Assumption 3.1. It is assumed that ( ) f x has only a finite number of local minimizers on X . when ( ) :
where * x is a current local minimizer of ( ) f x . The new parameter free filled function method avoids the knottiness of choosing parameters. In the form, our new filled function is simpler than the one proposed in the paper [19] . 
Then it holds that
Proof. By the definition of the filled function
hold. By Taylor's formula, we have (5) is a non-convex and non-smooth problem. We can use the following unconstrained differentiable optimization to approximate to it.
Filled function method is adopted to search for a global optimal solution of the approximation problem based on calculating centers step by step [6] . Presuppose that there are clusters (Generally, set ), and calculate the centers of the first clusters with filled function method. Then we calculate a center of the next cluster and refine the centers obtained. Repeat this process until the termination conditions are met. Step 2. (Computation of the next cluster center) Solve the optimization problem (8) with Algorithm 3.1.
Step 3 Step 4. (Stopping criterion). Let be a solution to the problem (4) and be the corresponding value of the objective function. If
then stop, otherwise set 1 k k   and go to Step 2.
The following three datasets contain 50 points. It is seen from Fig.1 that the cluster centers can be search effectively with our method in this paper.
V. EXPERIMENTAL RESULTS
In this section, we now demonstrate the effectiveness of our smoothing clustering algorithm with parameter free filled function (SCPF 3 ) by comparing it with the smoothing and filled function method for clustering in data mining (SFMC) [2] . All experiments are run on a personal computer with a single Pentium IV processor (3.0 GHz). The parameters design and the stopping criterion of Algorithm 4.1 are similar to those in [2] .
In order to compare the effectiveness of the two algorithms SCPF 3 and SFMC, we use two datasets from [2] . The first dataset has 150 data points and the points in every cluster obey the normal distribution. The dataset is divided into five groups. Each group has 50 data points and each point has two attributes. The size of the five groups datasets is different, ranging from -1.8 to -1.6, -1.2 to -1.0, -0.2 to 0.0, 1.2 to1.4 and 3.0 to 3.2 respectively. The second dataset is Liver Disorder from [20] .
The parameters and p  are smoothing parameters, denotes the number of local search. CPU time denotes time of the algorithms performing in second, fval the value of clustering function. The results presented in Table I show an efficient performance of the SCPF 3 Algorithm on artificial datasets. The experiment results described in Table III show that the results vary with the different size of Liver Disorder dataset, where m is the number of data, n attribute of data and k the number of the clustering centers. SFMC has achieved good clustering results with a relatively large parameter p . In fact, with the increasing p , the overflow phenomenon can be found.
By adjusting parameters p and  at the same time, we can find a global optimal solution of the approximation problems using SCPF 3 algorithm with a relatively small parameter p . In Table I and Table III , the entropy factor p was chosen not more than 20. The clustering time cost of SCPF 3 almost equals that of SFMC. The experiment results in Table II show that SCPF 3 algorithm improves the accuracy of the clustering with a relatively small parameter p . Numerical results demonstrate the efficiency of the proposed algorithm to find centers of clusters.
VI. CONCLUSIONS
In this paper, a new method for the clustering problem has been proposed. By using the adjustable entropy technique, the problem has been reformulated, in an approximation approach, as a completely differentiable but noncovex optimization problem. A new filled function without parameters has been constructed and used to solve the global minimizers of noncovex optimi- 
