Infinity Operads and Monoidal Categories with Group Equivariance by Yau, Donald
ar
X
iv
:1
90
3.
03
83
9v
1 
 [m
ath
.C
T]
  9
 M
ar 
20
19
Infinity Operads and Monoidal Categories with Group
Equivariance
Donald Yau
DEPARTMENT OF MATHEMATICS, THE OHIO STATE UNIVERSITY AT NEWARK,
1179 UNIVERSITY DRIVE, NEWARK, OH 43055, USA
E-mail address: yau.22@osu.edu
2000Mathematics Subject Classification. 18A30, 18A40, 18D10, 18D50, 18G55,
20F36, 55P48, 81R50, 81T05
Key words and phrases. Action operads, group operads, symmetric operads,
braided operads, ribbon operads, cactus operads, infinity operads,
Boardman-Vogt construction, coherent nerve, monoidal categories, coherence,
strictification.
ABSTRACT. This monograph provides a coherent development of operads, infin-
ity operads, and monoidal categories, equipped with equivariant structures en-
coded by an action operad. A group operad is a planar operad with an action
operad equivariant structure. In the first three parts of this monograph, we estab-
lish a foundation for group operads and for their higher coherent analogues called
infinity group operads. Examples include planar, symmetric, braided, ribbon, and
cactus operads, and their infinity analogues. For example, with the tools devel-
oped here, we observe that the coherent ribbon nerve of the universal cover of the
framed little 2-disc operad is an infinity ribbon operad.
In Part 4 we define general monoidal categories equipped with an action op-
erad equivariant structure, and provide a unifying treatment of coherence and
strictification for them. Examples of such monoidal categories include symmet-
ric, braided, ribbon, and coboundary monoidal categories, which naturally arise
in the representation theory of quantum groups and of coboundary Hopf algebras
and in the theory of crystals of finite dimensional complex reductive Lie algebras.
This is the first monograph that provides a detailed treatment of operads,
infinity operads, andmonoidal categories, with action operad equivariance. Many
illustrations and examples are included. Assuming only basic category theory, this
monograph is intended for graduate students and researchers. In addition to being
a coherent reference for the topics covered, this book is also suitable for a graduate
student seminar and a reading course.
To Eun Soo and Jacqueline
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CHAPTER 1
Introduction
1.1. Overview
This monograph provides a coherent development of operads, infinity oper-
ads, and monoidal categories, equipped with equivariant structures from general
groups. The group actions in all three cases are encoded by an action operad, which
is a sequence of groups that forms a planar operad in sets that is compatible with
the group structures and that maps to the symmetric group operad. The precise
formulation is in Definition 4.1.1. This monograph has two main objectives:
(1) We establish a foundation for group operads and for their infinity ana-
logues called infinity group operads. Planar operads in the category Set are
Lambek’s multicategories [Lam69]. A group operad is a planar operad,
enriched in some symmetric monoidal category, with a compatible equi-
variant structure by an action operad. Infinity group operads are higher
coherent analogues of group operads. Restricting to suitable action op-
erads, we obtain planar, symmetric, braided, ribbon, and cactus operads,
and their infinity analogues.
(2) We define general monoidal categories equipped with an equivariant
structure by an action operad on multiple monoidal products, and prove
coherence and strictification results for them. Examples of monoidal cat-
egories with action operad equivariance include symmetric, braided, rib-
bon, and coboundary monoidal categories. We recover and unify known
coherence results for these kinds of monoidal categories.
Lambek [Lam69] originally introduced multicategories, which we call planar
operads in Set, in the context of proof theory. A planar operad is an extension
of a category in which the domain of each morphism is a finite sequence of ob-
jects. Similar to category theory, operad theory is a powerful tool to organize
operations with multiple inputs and one output, and has numerous applications
throughout mathematics and physics. For example, in homotopy theory, sym-
metric operads, which are planar operads equipped with symmetric group ac-
tions, are the primary tools for recognizing iterated loop spaces [BV72, May72].
In mathematical physics, symmetric operads provide a convenient framework to
study homotopical aspects of algebraic quantum field theory [HK64], as done in
[BSW∞a, BSW∞b, BSW19, Yau∞]. Many other applications of operad theory are
discussed in [BO17, Jon12, Mar08, MSS02, Men15, Spi14, Val12, Yau18].
While operads usually appear as either planar operads or symmetric operads,
there are some important situations where other types of equivariant structures
arise naturally. For example, the recognition of E2-operads [Fie∞, Fre17] uses the
universal cover of the little 2-cube operad, which is a planar operad equippedwith
braid group actions, called a braided operad. Along the same lines, the recognition
1
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of framed E2-operads [Wah01] involves the universal cover of the framed little 2-
disc operad, which is a planar operad equipped with ribbon group actions, called
a ribbon operad. These examples will be discussed in Chapter 5 and Chapter 6.
Part 1 and Part 2 of this book are devoted to developing the basic theory of operads
equipped with group equivariance, called group operads.
Infinity group operads belong to the much larger landscape of higher categor-
ical structures, including:
● higher categories [Bat98, Joy02, Lei04, Lur09a, Rie14, Sim11];
● higher symmetric operads [Bat08, Bat10, CM11, CM13, Mor∞, MT10,
MW07, MW09, Wei11];
● ∞-cyclic operads [HRY∞];
● ∞-properads and∞-wheeled properads [HRY15, HRY18a, HRY18b].
Infinity categories and various flavors of ∞-operads are interesting in their own
right, and they are also important in applications. For example, ∞-categories
play a central role in Lurie’s work [Lur09b] in topological field theories. Specu-
latively, a higher coherent analogue of Fresse’s work [Fre17] on the Grothendieck-
Teichmu¨ller groups would involve the∞-braided operads developed here. Along
the same lines, a higher coherent analogue of the work in [dHR∞] would in-
volve our ∞-ribbon operads. Furthermore, homotopical quantum field theories
as developed in [BSW∞b, Yau∞], with a flavor of braids [BHK09, Oec00, Oec01,
SS07]–i.e., homotopical braided quantum field theories–would likely involve ∞-
braided operads or the braided Boardman-Vogt construction of braided operads
in Definition 11.4.11. Part 3 of this book is devoted to infinity group operads.
Monoidal categories and symmetric monoidal categories have long been an
integral part of category theory [Ben64, Kel64, Kel05b, Mac63]. A major part of
their usage and understanding is a number of results collectively known as their
Coherence Theorem. Joyal and Street [JS93] introduced braided monoidal cate-
gories and ribbon monoidal categories, and established their coherence. Braided
and ribbonmonoidal categories arise naturally as the categories of representations
of quantum groups [Dri88, CP95, Kas95, Sav09]. A coboundary monoidal cate-
gory is a modification of a braided monoidal category, with an involutive braid-
ing and with the Hexagon Axioms replaced by the Cactus Axiom. Coboundary
monoidal categories appear as the categories of representations of a coboundary
Hopf algebra [Dri90] and of crystals of a finite dimensional complex reductive
Lie algebra [HK06]. Strictification of coboundary monoidal categories was proved
by Gurski [Gur∞]. In Part 4 we will define G-monoidal categories for an action
operad G, and prove several versions of coherence for G-monoidal categories. Re-
stricting to suitable action operads, these coherence results restrict to and unify
those for symmetric, braided, ribbon, and coboundary monoidal categories.
This book consists of the following four parts.
Part 1: Operads with Group Equivariance
Part 2: Constructions of Group Operads
Part 3: Infinity Group Operads
Part 4: Coherence for Monoidal Categories with Group Equivariance
Part 3 on infinity group operads depends on the first two parts. In the first three
parts, we work over a symmetric monoidal category with all small (co)limits in
which the monoidal product commutes with small colimits on each side. Part 4 on
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monoidal categories with group equivariance is independent of Part 3 and almost
all of Part 2, so it can be read right after Part 1.
This monograph is aimed at graduate students and researchers with an in-
terest in operads, ∞-operads, and monoidal categories. We assume the reader is
familiar with basic category theory, including (co)limits, adjoint functors, coends,
and (symmetric) monoidal categories up to Mac Lane’s Coherence Theorem. Fa-
miliarity with other flavors of monoidal categories, such as braided and ribbon
monoidal categories, is not assumed. Moreover, no prior knowledge of operads
and ∞-operads is needed. In addition to being a coherent reference for the topics
covered, this book is also suitable for a graduate student seminar and a reading
course. For example:
● The first three parts can be the basis of a graduate seminar on operads
and∞-operads.
● Part 1 and Part 4 can be used for a reading course covering operads and
monoidal categories.
Next we describe the content of each part in more detail.
Part 1 : Operads with Group Equivariance. The first part is a leisurely in-
troduction to colored operads equipped with equivariant structures from general
groups. The main concept is that of a colored G-operad for an action operad G. In
the rest of this Introduction, we will usually drop the word colored, with the under-
standing that our treatment of G-operads is entirely at the colored level. Assuming
no prior knowledge of operads, we carefully introduce operads with action op-
erad equivariance, and provide many detailed examples. The reader who already
knows about planar and symmetric operads can go straight to Chapter 4, where
action operads and G-operads are defined.
In Chapter 2 we set the stage for the rest of this monograph by recalling pla-
nar operads. Our discussion generally goes from a more conceptual and compact
form to a longer and more explicit form. Planar operads are first defined concep-
tually as monoids with respect to a planar circle product. We then unpack this
definition and describe a planar operad in a more familiar form, in terms of a unit
and an operadic composition. A planar operad in sets is what Lambek [Lam69]
called a multicategory, which is like a category but with the domain of each multi-
morphism a finite sequence of objects. So a planar operad is a multicategory en-
riched in an ambient symmetric monoidal category. Next we define algebras over
a planar operad and end this chapter with a list of examples of planar operads and
their algebras.
Chapter 3 is about symmetric operads, which are planar operads equipped
with an equivariant structure by the symmetric groups. They are also known as
symmetric multicategories, with the symmetric groups permuting the domain ob-
jects of each multi-morphism. As in the planar case, we first define symmetric
operads as monoids with respect to a symmetric circle product, which is due to
Kelly [Kel05a] in the one-colored case. Then we unpack this definition to the one
introduced by May [May72]. After a brief discussion of algebras over a symmetric
operad, we discuss the little cube operads due to Boardman-Vogt [BV68, BV72]
andMay [May72], the little disc operads, and the framed little disc operads due to
Getzler [Get94]. We end this chapter with three examples of symmetric operads
from outside of homotopy theory and category theory. They are (i) Male’s operad
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of graph operations in non-commutative probability theory [Mal∞], (ii) the phy-
logenetic operad in evolutionary biology due to Baez and Otter [BO17], and (iii)
Jones’s planar tangle operad [Jon12] that defines planar algebras.
In Chapter 4 we first define action operads, which are essentially due to Wahl
[Wah01] and are also used in Yoshida [Yos∞] and Zhang [Zha∞]. We adopted
the action operad terminology from Corner-Gurski [CG∞] and Gurski [Gur∞]. An
action operad is a sequence of groups that forms a planar operad in Set whose
operadic composition is compatible with the group multiplications. Moreover, an
action operad is equipped with an augmentation to the symmetric group operad,
which is made up of the symmetric groups. For each action operad G, we define
G-operads as monoids with respect to a G-circle product. In unpacked form, a G-
operad is a planar operad with a compatible G-equivariant structure. We recover
planar operads and symmetric operads if we take G to be the planar group operad
P and the symmetric group operad S, respectively. We also discuss algebras over
a G-operad and some examples.
Two remarks are in order. We use the generic term group operads to refer to
G-operads for some action operad G. This is different from the usage in [Yos∞,
Zha∞], in which an action operad G is called a group operad. Moreover, the def-
inition of an action operad requires that of a planar operad in Chapter 2, but not
that of a symmetric operad in Chapter 3. We discuss symmetric operads before
group operads in order to give the reader with no prior knowledge of operads
more concrete examples earlier.
The last three chapters in Part 1 are about three main examples of action oper-
ads and their corresponding group operads.
In Chapter 5 we discuss the action operad B, called the braid group operad,
that is made up of Artin’s braid groups. The unpacked form of a B-operad, as
in Chapter 4 for the action operad B, is usually called a braided operad. Originally
introduced by Fiedorowicz [Fie∞] in the one-colored case, a braided operad is a
planar operad together with a compatible braid group action. There is also an
action operad PB consisting of the pure braid groups, the elements of which have
trivial underlying permutations. We end this chapter with Fiedorowicz’s example
of the level-wise universal cover of the little 2-cube operad, which is a topological
braided operad. The universal cover of the little 2-disc operad is also discussed.
Chapter 6 is the ribbon analogue of Chapter 5. Geometrically, a ribbon is a
braid in which each string is replaced by a strip that can have an integer multiple
of full 2π twists. The ribbon groups constitute the ribbon group operad R, and
R-operads are called ribbon operads. Originally introduced by Wahl [Wah01] in the
one-colored case, a ribbon operad is equivalent to a planar operad together with a
compatible ribbon group action. There is also an action operad PR consisting of the
pure ribbon groups, the elements of which have trivial underlying permutations.
We end this chapter with Wahl’s example of the level-wise universal cover of the
framed little 2-disc operad, which is a topological ribbon operad.
Chapter 7 is the cactus analogue of Chapter 5 and Chapter 6. As proved by
Henriques and Kamnitzer [HK06], the cactus groups act on multiple monoidal
products in Drinfel’d’s coboundary monoidal categories [Dri90]. The category of
representations of a coboundary Hopf algebra [Dri90] and the category of crystals
of a finite dimensional complex reductive Lie algebra [HK06] are natural examples
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of coboundary monoidal categories. Cactus groups are also related to the symme-
try groups of closed connected manifolds with a cubical cell structure [DJS03] and
the geometry of moduli spaces of real, genus 0, stable curves with marked points
[Dev99]. We define the cactus groups and show that they form an action operad
Cac, which was first observed by Gurski [Gur∞]. There is also an action operad
PCac consisting of the pure cactus groups, the elements of which have trivial un-
derlying permutations. We end this chapter with the observation that the braid
group operad B is incompatible with the cactus group operad Cac in a specific
sense. This finishes the first part.
Part 2 : Constructions of Group Operads. The second part of this monograph
is about constructions and categorical properties of action operads and group op-
erads. In the rest of this Introduction, G denotes an action operad as in Chapter
4.
In Chapter 8 we consider naturality properties of G-operads and their alge-
bras. First we study the induced adjunction between categories of G-operads asso-
ciated to a morphism of action operads. While the right adjoint is easy to describe,
we produce an explicit formula for the left adjoint. Examples of this adjunction
include those between ribbon operads and symmetric operads, between cactus
operads and symmetric operads, and so forth. Next we observe that the category
of G-operads is natural with respect to a symmetric monoidal functor on the un-
derlying symmetric monoidal category, such as the singular chain functor and the
nerve functor. In the last section, we observe that each morphism of G-operads has
an induced adjunction between the categories of algebras.
In Chapter 9 we construct an explicit symmetric operadwhose algebras are ex-
actly G-operads. There are two key benefits of this construction. First, it provides
another conceptual description of G-operads, which are first defined in Chapter
4 as monoids with respect to the G-circle product. Second, the symmetric operad
that encodes G-operads involves and motivates the combinatorial objects of G-
trees, which play a crucial role in the G-Boardman-Vogt construction in Chapter
11 and in infinity G-operads in Part 3 . A G-tree consists of a planar tree and an
element in G, called the input equivariance, at the same level as the number of
inputs of the planar tree. We think of the input equivariance as a G-equivariant
operator that acts on the inputs of the planar tree. The idea is that each vertex in
a planar tree corresponds to the entry in a G-operad with the same inputs-output
combination, called the profile, while the input equivariance corresponds to the
G-equivariant structure. Corresponding to the operadic composition in G-operads
is the operation of G-tree substitution, which is a combination of planar tree sub-
stitution and the action operad structure in G. One consequence of identifying
G-operads as algebras over a symmetric operad is that the category of G-operads
has all small limits and colimits.
In Chapter 10 we consider the category of G-operads in which the color sets
are allowed to vary. We first show that this category of all G-operads has all small
limits and colimits, and is natural with respect to a change of the action operad.
When the underlying symmetric monoidal category is Set, we equip the category
of all G-operads with a symmetric monoidal closed category structure. For the
symmetric group operad S, this recovers the Boardman-Vogt tensor product on
the category of all symmetric operads in Set. We observe that the functor between
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categories of all group operads induced by amorphism of action operads is a sym-
metric monoidal functor. However, it is usually not a strong symmetric monoidal
functor in examples of interest. In the last section, we show that, with a general
underlying symmetric monoidal category that has all small limits and colimits, the
category of all G-operads is locally finitely presentable.
In Chapter 11 we define the G-Boardman-Vogt construction for G-operads.
This construction is needed in Part 3 when we define the coherent G-nerve and
the coherent G-realization functors. For each G-operad O, its G-Boardman-Vogt
constructionWGO is a natural thickening of O that takes into account homotopical
structure of the underlying symmetric monoidal category in the form of a commu-
tative segment. It is also a G-operad and is equipped with an augmentation
α ∶WGO // O
that has nice naturality properties. Restricting to the symmetric group operad S
and the underlying category of spaces with the unit interval as the commutative
segment, we recover the original Boardman-Vogt construction for symmetric oper-
ads in [BV72]. For a general underlying symmetric monoidal category, we recover
the Boardman-Vogt construction for symmetric operads by Berger and Moerdijk
[BM06] using the symmetric group operad S, and also the Boardman-Vogt con-
struction for planar operads using the planar group operad P. We point out that
in [BM06] the Boardman-Vogt construction of a symmetric operad is inductively
defined as a sequential colimit, in which each morphism is a pushout that de-
pends on the previous inductive step. On the other hand, our G-Boardman-Vogt
construction of a G-operad is defined in one-step as a coend indexed by a com-
binatorially defined category of G-trees, called the substitution category, in which
morphisms are given by G-tree substitution. This finishes the second part.
Part 3 : Infinity Group Operads. The third part contains the main discus-
sion of infinity group operads. A quasi-category [Joy02, Lur09a], also known as
an (∞, 1)-category and a weak Kan complex [BV72], is a simplicial set that sat-
isfies the Kan lifting property for inner horns. This is a way to relax the axioms
of a category from equalities to their up-to-homotopy analogues. The theory of
quasi-categories has been extended to ∞-symmetric operads, ∞-cyclic operads,
∞-properads, and ∞-wheeled properads, as mentioned earlier in this Introduc-
tion. A major part of the development of these up-to-homotopy categorical ob-
jects is the understanding of the combinatorially defined categories that model the
shapes of composition and higher associativity. The first three chapters of Part
3 are devoted to constructing and understanding this category in the context of
group operads. The last three chapters are about the associated presheaf category.
In Chapter 12 we construct the G-tree category ΨG with G-trees as objects
and two-sided G-tree substitution as morphisms and composition. For the planar
group operad P and the symmetric group operad S, we recover the planar den-
droidal category Ωp and the symmetric dendroidal category Ω due to Moerdijk
and Weiss [MW07, MW09, Wei11]. For the braid, ribbon, and cactus group oper-
ads, we obtain the braided, ribbon, and cactus tree categories. Next we observe
that the assignment sending an action operad G to the G-tree category is natural
and has nice categorical properties. Analogous to the functor ∆ // Cat, sending
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a finite ordinal [n] to the small category generated by it, is a functor
Ψ
G // GOp(Set)
from the G-tree category to the category of all G-operads in Set in Chapter 10. We
show that this functor is fully faithful and behaves nicely with respect to a change
of the action operad.
In Chapter 13, for an action operad Gwith bottom level G(0) the trivial group,
which holds in all examples of interest, we determine the homotopy type of the
G-tree category ΨG by showing that its nerve is a contractible simplicial set. This
is analogous to the contractibility of the nerve of the finite ordinal category ∆. The
main difference is that, on the one hand, the contractibility of ∆ is the result of it
having a terminal object [0]. On the other hand, the G-tree category has neither
a terminal object nor an initial object. So we need to work a bit harder to prove
its contractibility. The key point is that the G-tree category has a full reflective
subcategory ΨG consisting of G-trees with an empty set of inputs, called closed G-
trees. As a result, the nerves of the categories ΨG and ΨG are homotopy equivalent.
We then show that the full reflective subcategory ΨG has a contractible nerve by
constructing a zig-zag of natural transformations between the identity functor and
a constant functor. In fact, our proof shows that ΨG is a Grothendieck strict test
category. For the symmetric group operad S, we recover a result in Ara-Cisinski-
Moerdijk [ACM18] that says that the symmetric dendroidal category Ω, which is
equivalent to the S-tree category ΨS, has a contractible nerve.
In Chapter 14 the Reedy category structure on the finite ordinal category is
extended to a dualizable generalized Reedy category structure on the G-tree cat-
egory ΨG. We begin by defining G-tree analogues of cofaces and codegeneracies
as special cases of G-tree substitution. Then we show that each morphism in the
G-tree category factors into a composite of codegeneracies, isomorphisms, and co-
faces. Using this factorization, the dualizable generalized Reedy category struc-
ture on ΨG is established next. As a consequence, the diagram categories MΨ
G
and M(Ψ
G)op based on a cofibrantly generated model category M, indexed by the
G-tree category ΨG and its opposite category, both admit Reedy-type model cat-
egory structures. In the last section, we show that the G-tree category admits an
even tighter structure called an EZ-category, with EZ standing for Eilenberg-Zilber,
which is a particularly nice kind of a dualizable generalized Reedy category.
Chapter 15 is the first of three chapters in which we study the category of ΨG-
presheaves, which is the G-operad analogue of the category of simplicial sets. The
realization-nerve adjunction, between the categories of simplicial sets and of small
categories, is the backbone of categorical homotopy theory. In this chapter, we first
construct the G-realization-nerve adjunction
Set(Ψ
G)op Re
G
// GOp(Set)
NerG
oo
in which GOp(Set) is the category of all G-operads in Set. For the symmetric group
operad S, we recover the dendroidal nerve in Moerdijk-Weiss [MW09]. We show
that the counit of the G-realization-nerve adjunction is a natural isomorphism, so
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the G-nerve is a full and faithful functor. Using the G-nerve and the symmet-
ric monoidal product of G-operads in Set in Chapter 10, we equip the category
of ΨG-presheaves with a symmetric monoidal closed structure. With respect to
these symmetric monoidal structures, we show that the G-realization functor is
strong symmetric monoidal, so the G-nerve is symmetric monoidal. In the last
two sections, we observe that the G-realization functor, the G-nerve functor, and
the category of ΨG-presheaves behave nicely with respect to a change of the action
operad.
In Chapter 16 we establish the G-operad analogue of the Nerve Theorem for
categories. The Nerve Theorem is an important fact in categorical homotopy the-
ory. It characterizes nerves of small categories as (i) strict quasi-categories or (ii)
simplicial sets that satisfy the Segal condition. To prove the G-operad version, we
begin by defining the G-operad analogues of the Segal condition, faces, horns, and
(strict) quasi-categories. A ΨG-presheaf is said to satisfy the G-Segal condition if it is
determined by its one-dimensional restrictions. An infinity G-operad is defined as
a ΨG-presheaf that satisfies an inner horn lifting property that is analogous to the
inner Kan lifting property for simplicial sets. A strict infinity G-operad is an infinity
G-operad whose inner horn fillers are unique. The main observation of this chap-
ter is that a ΨG-presheaf is a strict infinity G-operad if and only if it satisfies the
G-Segal condition, which in turn is equivalent to being isomorphic to the G-nerve
of some G-operad in Set.
In Chapter 17 we discuss a homotopy coherent analogue of the G-realization-
nerve adjunction in Chapter 15. We define the coherent G-realization-nerve ad-
junction
Set(Ψ
G)op CRe
G
// GOp(M)
CNerG
oo
with GOp(M) the category of all G-operads in the underlying symmetric monoidal
category M, which is equipped with a commutative segment. The G-Boardman-
Vogt construction in Chapter 11 plays a crucial role in the definitions of these func-
tors. For the symmetric group operad S, we recover the homotopy coherent den-
droidal nerve in [MW09]. We show that the coherent G-realization of the G-nerve
is isomorphic to the G-Boardman-Vogt construction. This allows us to compute the
morphisms and the internal hom object from the G-nerve to the coherent G-nerve.
The main result of this chapter says that, for a G-operad whose entries are fibrant
objects in M, the coherent G-nerve is an infinity G-operad. This observation en-
sures an ample supply of infinity G-operads as the coherent G-nerves of entrywise
fibrant G-operads. For example, the coherent braided nerve of the universal cover
of the little 2-cube operad is an ∞-braided operad. Similarly, the coherent rib-
bon nerve of the universal cover of the framed little 2-disc operad is an∞-ribbon
operad. This finishes the third part.
Part 4 : Coherence for Monoidal Categories with Group Equivariance. The
last part of this monograph is about general small monoidal categories equipped
with group actions on multiple monoidal products. As mentioned above, this
part is independent of Part 3 and most of Part 2. With Cat denoting the category of
small categories, wewill mostly omit the word small in the rest of this Introduction.
The two main objectives of Part 4 are:
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(i) To construct general small monoidal categories equippedwith group equiv-
ariance on multiple monoidal products in terms of action operads.
(ii) To establish their coherence results in a unifying manner, which restrict to
coherence results for symmetric, braided, ribbon, and coboundarymonoidal
categories.
In Chapter 18 we set the stage by discussing monoidal categories in operadic
terms. First we construct the symmetric operad in Cat that encodes monoidal
categories with general associativity and left/right unit isomorphisms. Then we
construct the related symmetric operads in Cat that encode (i) strict monoidal cat-
egories, (ii) general monoidal functors, and (iii) strong monoidal functors. We will
not reprove Mac Lane’s Coherence Theorem for monoidal categories, which we
consider as well-known and will use repeatedly.
In Chapter 19, for an action operad G, we construct a symmetric operadMCatG
in Cat, whose algebras are defined as G-monoidal categories. The first main obser-
vation in this chapter is that a G-monoidal category is exactly a monoidal category
with general associativity and left/right unit isomorphisms, and a compatible ac-
tion by G on multiple monoidal products. In particular, for the planar group op-
erad P, a P-monoidal category is precisely a monoidal category. The identification
of other types of monoidal categories with G-equivariant structures will be given
in later chapters. We define a G-monoidal functor between G-monoidal categories
as a monoidal functor in the usual sense that is compatible with the G-equivariant
structures. Thenwe discuss the related symmetric operads for (i) strictG-monoidal
categories, (ii) general G-monoidal functors, and (iii) strong G-monoidal functors.
We remark that strict G-monoidal categories are also algebras over Gurski’s cat-
egorical Borel construction [Gur∞]. Therefore, our G-monoidal category operad
MCatG may be regarded as a generalization of Gurski’s categorical Borel construc-
tion that allows general monoidal categories with associativity and left/right unit
isomorphisms.
In Chapter 20 we establish several versions of coherence for G-monoidal cat-
egories. We first prove that each G-monoidal category is adjoint equivalent to a
strict G-monoidal category via strong G-monoidal functors. Next we prove the
free version of this coherence result. It says that the free G-monoidal category gen-
erated by a small category is equivalent to its free strict G-monoidal category via
a canonical strict G-monoidal functor. Then we prove that in the free G-monoidal
category generated by a set of objects, a diagram is commutative if and only if
composites with the same (co)domain have the same image in the free strict G-
monoidal category generated by one object. We also provide explicit descriptions
of the free (strict) G-monoidal category generated by a small category.
In the next three chapters, we apply the results in the previous two chapters to
the braid group operad B, the symmetric group operad S, the ribbon group operad
R, and the cactus group operad Cac.
In Chapter 21 we show that, for the braid group operad B, B-monoidal cate-
gories and (strong/strict) B-monoidal functors are exactly braided monoidal cate-
gories and (strong/strict) braided monoidal functors, respectively. As defined by
Joyal and Street [JS93], a braided monoidal category is a monoidal category equipped
with a natural braiding
X⊗Y ξ
≅
// Y ⊗X
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that is compatible with the associativity and left/right unit isomorphisms. With
G = B the coherence results for G-monoidal categories in Chapter 20 restrict to
coherence results for braidedmonoidal categories and braidedmonoidal functors.
We remark that what Joyal and Street called a braided tensor functor is what we
call a strong braided monoidal functor, which is a braided monoidal functor with
invertible structure morphisms. Using the symmetric group operad S instead, we
also recover symmetric monoidal categories, symmetric monoidal functors, and
their coherence results.
In Chapter 22, using the ribbon group operad R, we establish the ribbon ana-
logues of the results in Chapter 21. A ribbon monoidal category, which Joyal and
Street [JS93] called a balanced tensor category, is a braided monoidal category to-
gether with a compatible natural isomorphism
X
θ
≅
// X .
Just like braided monoidal categories, ribbon monoidal categories arise naturally
as categories of representations of quantum groups [CP95, Dri88, Kas95, Str07].
While a symmetric monoidal category is a braided monoidal category with an
extra property, a ribbon monoidal category is a braided monoidal category with
an extra structure θ. Therefore, the identification of R-monoidal categories with
ribbon monoidal categories requires a non-trivial modification of the proof in the
braided case.
In Chapter 23, using the cactus group operad Cac, we establish the cactus ana-
logues of the results in Chapter 21 and Chapter 22. We show that Cac-monoidal
categories are exactly coboundary monoidal categories, and similarly for functors.
A coboundary monoidal category is a monoidal category equipped with a natural
isomorphism ξ as in a braided monoidal category, but it satisfies different axioms.
Coboundary monoidal categories arise naturally as (i) the category of representa-
tions of a coboundary Hopf algebra [Dri90] and (ii) the category of crystals of a
finite dimensional complex reductive Lie algebra [HK06]. The proof of the identi-
fication of Cac-monoidal categories with coboundary monoidal categories follows
the same outline as the braided case, but the details are more complicated and
require more work. This result provides another proof, as well as an operadic
interpretation, of the statement that the cactus groups act on multiple monoidal
products in coboundary monoidal categories, which was first observed in [HK06].
This finishes Part 4.
1.2. Categorical Conventions
Here we fix some notations and recall some basic categorical concepts. All the
basic category theory used in this book can be found in the references [Bor94a,
Bor94b, Kel05b, Mac98]. The more elementary books [Awo10, Lei14, Rie16] also
have most of the category theory that we need. Discussion of coends can also be
found in the paper [Lor∞].
1.2.1. Categories. For a finite set S, its cardinality is denoted by ∣S∣.
A groupoid is a category in which every morphism is an isomorphism.
For a category C, its collection of objects is denoted by Ob(C). To denote an
object X in C, we write either X ∈ Ob(C) or X ∈ C. We call C small if Ob(C) is a
set. For two objects X and Y in C, the set of morphisms from X to Y is denoted by
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either C(X,Y) or C(X;Y). The identity morphism of X is denoted by IdX . For com-
posable morphisms f ∶ X // Y and g ∶ Y // Z in C, their composite in C(X,Z) is
denoted by either g f or g ○ f .
The opposite category of a category C is denoted by Cop. It has the same ob-
jects as C and morphism sets Cop(X,Y) = C(Y,X), with identity morphisms and
composition inherited from C.
For a small category D, the diagram category CD has functors D // C as objects
and natural transformations between such functors as morphisms.
A category C is (co)complete if it has all small (co)limits, i.e., (co)limits of func-
tors whose domains are small categories. For a functor F ∶ D // C, its colimit, if it
exists, is denoted by either colim F or colimx∈D Fx.
An initial object in C, if it exists, is denoted by either ∅ or ∅C. It is character-
ized by the universal property that, for each object X ∈ C, there exists a unique
morphism ∅ // X.
The categorical concept of a coend is central in this work. Suppose given a
functor F ∶ Cop ×C // D.
(1) A wedge of F is a pair (X, ζ) consisting of
● an object X ∈ D and
● a morphism ζc ∶ F(c, c) // X for each object c ∈ C
such that the diagram
F(c′, c)
F(g,c)

F(c′,g)
// F(c′, c′)
ζc′

F(c, c) ζc // X
is commutative for each morphism g ∶ c // c′ ∈ C.
(2) A coend of F [Mac98] (IX.6) is an initial wedge (∫ c∈C F(c, c),ω). In other
words, a coend of F is a wedge of F such that given any wedge (X, ζ) of
F, there exists a unique morphism
∫
c∈C
F(c, c) h // X ∈ D
such that the diagram
F(c, c) ωc //
ζc
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
∫
c∈C
F(c, c)
h

X
is commutative for each object c ∈ C.
Coends are used in the circle product that defines each variant of operads in Part
1, in the G-Boardman-Vogt construction for group operads in Chapter 11, and in
the coherent G-nerve in Chapter 17.
1.2.2. Monoidal Categories. Throughout Part 1 to Part 3 of this book,
(M,⊗,1, α,λ, ρ)
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denotes a complete and cocomplete symmetric monoidal category with monoidal
product ⊗, monoidal unit 1, associativity isomorphism α, left unit isomorphism
λ, and right unit isomorphism ρ. We always assume that the monoidal product
commutes with small colimits on each side. The definitions of amonoidal category
and of a symmetric monoidal category are given inDefinition 18.1.1 andDefinition
21.4.1, respectively. The commutation of the monoidal product with small colimits
on each side means that, for each functor F ∶ C // M from a small category C and
each object Y ∈M, the natural morphisms
colim
x∈C
(Fx ⊗Y) ≅ // (colim
x∈C
Fx)⊗Y and colim
x∈C
(Y⊗ Fx) ≅ // Y⊗(colim
x∈C
Fx)
are isomorphisms inM.
Here are some basic symmetric monoidal categories that satisfy our assump-
tions above.
● (Set,×,∗) : category of sets.
● (Chain
K
,⊗,K) : category of chain complexes over a fieldK [Wei97].
● (CHau,×,∗) : category of compactly generated weak Hausdorff spaces
[GZ67, May99].
● (SSet,×,∗) : category of simplicial sets [May67].
● (Cat,×,∗) : category of small categories.
The symmetric monoidal category M will serve as our ambient category in
which various kinds of operads and constructions are defined. Just for the defini-
tion of a G-operad as in Proposition 4.3.1 or Proposition 4.3.6, we actually only
need M to be a symmetric monoidal category. The other assumptions on M–
namely, the existence of small (co)limits and the commutation of the monoidal
product with small colimits on each side–allow us to give other descriptions of
G-operads and algebras over them.
From Part 1 to Part 3, the Coherence Theorem for (symmetric) monoidal cate-
gories [Mac98] (XI.3) will be used tacitly to avoid parentheses for iteratedmonoidal
products and the associativity isomorphism. The exact statements of these Coher-
ence Theorems are Theorem 18.1.15 and Theorem 21.6.1. With this in mind, for
objects x, x1, . . . , xn in a monoidal categoryM, we sometimes use the notations
x⊗n =
n copies of x
ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
x⊗⋯⊗ x and
n
⊗
i=1
xi = x1 ⊗⋯⊗ xn
for multiple monoidal products with x⊗0 = 1, and similarly for (co)products.
A monoid in a monoidal category (C,⊗,1) [Mac98] (VII.3) is a triple (X,µ,1)
with:
● X an object in C;
● µ ∶ X⊗X // X a morphism, called the multiplication;
● 1 ∶ 1 // X a morphism, called the unit.
This data is required to make the following associativity and unity diagrams com-
mutative.
X ⊗X ⊗X
µ⊗IdX

IdX⊗µ
// X⊗X
µ

X ⊗X µ // X
1⊗X 1⊗IdX //
λ ≅

X⊗X
µ

X⊗1IdX⊗1oo
ρ≅

X X X
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Amorphism of monoids
f ∶ (X,µX ,1X) // (Y,µY ,1Y)
is a morphism f ∶ X // Y in C that preserves the multiplications and the units in
the obvious sense. The category of monoids in a monoidal category C is denoted
by Mon(C) or Mon(C,⊗,1). Notice that to define monoids in C, it does not need
to be a symmetric monoidal category. This is important because all the variants of
operads in this work are defined as monoids in some monoidal categories that are
not symmetric.
1.2.3. Adjoint Lifting Theorem. For an adjunction
C
L // D
R
oo
with left adjoint L and right adjoint R, we always display the left adjoint on top,
pointing to the right. If an adjunction is displayed vertically, then the left adjoint
is written on the left-hand side. We also write L ⊣ R or (L,R) for such an adjoint
pair of functors.
Suppose:
(i) L ⊣ R is an adjoint pair as above.
(ii) T is a monad in the category C, the precise formulation of which is re-
called in Definition 2.3.2.
(iii) V is a monad in the category D.
(iv) R′ ∶ Alg(V) // Alg(T) is a functor from the category of V-algebras to the
category of T-algebras.
(v) Alg(V) has all coequalizers.
(vi) The diagram
Alg(T)
U

Alg(V)R
′
oo
U

C D
Roo
is commutative, in which both vertical functors U are the forgetful func-
tors.
Then the Adjoint Lifting Theorem–see [Bor94b] Theorem 4.5.6–says that R′ also ad-
mits a left adjoint
L′ ∶ Alg(T) // Alg(V).
Moreover, it follows from (i) the equality UR′ = RU of right adjoints and (ii) the
uniqueness of left adjoints, that the diagram of left adjoints
Alg(T) L
′
// Alg(V)
C
T
OO
L // D
V
OO
is commutative up to a natural isomorphism. Although we will not use it in this
book, we point out that there is a homotopical version of the Adjoint Lifting The-
orem involving Quillen equivalences between model categories [WY∞].

Part 1
Operads with Group Equivariance

CHAPTER 2
Planar Operads
The purpose of this chapter is to discuss colored planar operads, their alge-
bras, and some examples. Colored planar operads in the category of sets were
originally defined by Lambek [Lam69] with the name multicategories. Colored
symmetric operads are discussed in the next chapter. A more gentle introduc-
tion to colored planar and symmetric operads is the book [Yau16]. Other useful
references for one-colored symmetric operads include the books by Fresse [Fre09],
Kriz-May [KM95], Loday-Vallette [LV12], and Markl-Shnider-Stasheff [MSS02],
as well as the articles by Markl [Mar08], May [May97a, May97b], and Vallette
[Val12].
In Section 2.1 we define C-colored planar operads as monoids with respect to
a monoidal product called the C-colored planar circle product. In Section 2.2 we
provide more explicit descriptions of colored planar operads in terms of generat-
ing operations and generating axioms. In Section 2.3 we discuss algebras over a
colored planar operad, first conceptually and then in more concrete terms. Section
2.4 contains some examples of colored planar operads and algebras.
Throughout Part 1 to Part 3 of this book, (M,⊗,1) denotes a complete and
cocomplete symmetric monoidal category whose monoidal product ⊗ commutes
with small colimits on each side. A simple example is the category Set of sets with
Cartesian product as the monoidal product and a one-point set as the monoidal
unit.
2.1. Planar Operads as Monoids
Colored planar operads are monoids in a monoidal category of colored planar
sequences, which we first define.
DEFINITION 2.1.1. Fix a set C, whose elements are called colors.
(1) A C-profile is a finite, possibly empty, sequence
c = (c1, . . . , cn)
with each ci ∈ C. In this case, we write ∣c∣ = n, called the length of c.
(2) The empty C-profile is denoted by ∅.
(3) The set of all C-profiles is denoted by Prof(C), which is also regarded as
a discrete category.
(4) The objects of the diagram category
PSeqC(M) =MProf(C)×C
are called C-colored planar sequences in M. For an object X in PSeqC(M),
we write
X(dc) ∈M
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for the value of X at (c; d) = (dc) ∈ Prof(C)×C, and call it an m-ary entry of
X if ∣c∣ = m. We call c the input profile, ci the ith input color, and d the output
color.
(5) An object in the product category∏CM =MC is called a C-colored object in
M, and similarly for a morphism of C-colored objects. A C-colored object
X is also written as {Xc}with Xc ∈M for each color c ∈ C.
(6) A C-colored object {Xc}c∈C is also regarded as a C-colored planar se-
quence concentrated in 0-ary entries:
(2.1.2) X(dc) =
⎧⎪⎪⎨⎪⎪⎩
Xd if c = ∅,
∅M if c /= ∅.
Next we define the monoidal product on the category of C-colored planar se-
quences. The following colored planar circle product is the colored planar version
of the circle product defined by Kelly [Kel05a].
DEFINITION 2.1.3. Suppose X,Y ∈ PSeqC(M).
(1) For each c = (c1, . . . , cm) ∈ Prof(C), define the object Yc ∈ MProf(C) entry-
wise as the coend
(2.1.4) Yc(b) = ∫
{aj}∈
m
∏
j=1
Prof(C)
Prof(C)(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
for b ∈ Prof(C), in which (a1, . . . , am) ∈ Prof(C) is the concatenation.
(2) The C-colored planar circle product
X
P○Y ∈ PSeqC(M)
is defined entrywise as the coend
(2.1.5) (X P○Y)(db) = ∫ c∈Prof(C) X(dc)⊗Yc(b) ∈M
for (db) ∈ Prof(C)×C.
(3) Define the object I ∈ PSeqC(M) by
(2.1.6) I(dc) =
⎧⎪⎪⎨⎪⎪⎩
1 if c = (d),
∅M otherwise
for (dc) ∈ Prof(C)×C.
REMARK 2.1.7. Since Prof(C) is a discrete category, each of its hom sets is
either empty or contains a single element. Therefore, the coend in (2.1.4) is the
coproduct
Yc(b) ≅ ∐
(a1,...,am)=b
m
⊗
j=1
Y(c jaj)
indexed by the set of C-profiles {aj} ∈ ∏mj=1 Prof(C)whose concatenation (a1, . . . , am)
is b. Similarly, a typical entry of the C-colored planar circle product (2.1.5) is a co-
product
(X P○Y)(db) ≅ ∐
c∈Prof(C)
X(dc)⊗Yc(b)
indexed by the set of all C-profiles. ◇
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PROPOSITION 2.1.8. (PSeqC(M), P○, I) is a monoidal category.
PROOF. Suppose X,Y,Z ∈ PSeqC(M). To exhibit the associativity isomor-
phism, first note that for c = (c1, . . . , cm), b ∈ Prof(C), there exist canonical iso-
morphisms:
(Y P○Z)c(b) = ∫ a1,...,am Prof(C)(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
(Y ○Z)(c jaj)
⎤⎥⎥⎥⎥⎦
≅ ∫
a1,...,am ∫
d1,...,dm
Prof(C)(a; b) ⋅ m⊗
j=1
[Y(c jd j)⊗ Zdj(aj)]
≅ ∫
d1,...,dm
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jdj)
⎤⎥⎥⎥⎥⎦
⊗Zd(b)
≅ ∫
d1,...,dm ∫
e
Prof(C)(d; e) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jd j)
⎤⎥⎥⎥⎥⎦
⊗Ze(b)
≅ ∫
e
Yc(e)⊗ Ze(b)
(2.1.9)
in which a = (a1, . . . , am) and d = (d1, . . . , dm). Now we have the equalities and
canonical isomorphism
((X P○Y) P○Z)(da) = ∫ c(X P○Y)(dc)⊗Zc(a)
= ∫
c
∫
b
X(db)⊗Yb(c)⊗ Zc(a)
≅ ∫
b
X(db)⊗ (Y P○Z)b(a)
= (X P○ (Y P○Z))(da)
for (da) ∈ Prof(C) ×C, in which the isomorphism uses (2.1.9). The rest of the axioms
of a monoidal category are straightforward to check. 
DEFINITION 2.1.10. The category of C-colored planar operads inM is the category
POpC(M) =Mon(PSeqC(M), P○, I)
of monoids in the monoidal category (PSeqC(M), P○, I). If C has n <∞ elements, we
also refer to objects in POpC(M) as n-colored planar operads inM.
Unfolding the above definition, we may express a C-colored planar operad as
follows.
COROLLARY 2.1.11. A C-colored planar operad in M is exactly a triple (O,µ, ε)
consisting of
(i) an object O ∈ PSeqC(M),
(ii) an operadic multiplication morphism µ ∶ O P○O // O ∈ PSeqC(M), and
(iii) an operadic unit ε ∶ I // O ∈ PSeqC(M)
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such that the associativity and unity diagrams
(2.1.12) O
P○O P○O
(µ,IdO)

(IdO,µ)
// O
P○O
µ

O
P○O µ // O
I
P○O
≅

(ε,IdO) // O
P○O
µ

O
P○ I(IdO ,ε)oo
≅

O O O
in PSeqC(M) are commutative. A morphism of C-colored planar operads is a morphism of
the underlying C-colored planar sequences that is compatible with the operadic multiplica-
tions and the operadic units.
NOTATION 2.1.13. If O is a 1-colored planar operad with color set {∗}, then
we write
O(n) = O( ∗∗,...,∗)
for ( ∗∗,...,∗) ∈ Prof({∗})× {∗} in which the input profile has length n.
2.2. Coherence for Planar Operads
The purpose of this section is to unpack the definition of a colored planar op-
erad, expressing it in terms of a few generating operations and generating axioms
as follows.
DEFINITION 2.2.1. A C-colored planar operad in (M,⊗,1) is a triple (O,γ,1) con-
sisting of the following data.
(i) O ∈ PSeqC(M).
(ii) For (c = (c1, . . . , cn); d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C) for 1 ≤ j ≤ n,
and b = (b1, . . . , bn) their concatenation, it is equipped with an operadic
composition
(2.2.2) O(dc)⊗ n⊗
j=1
O(c jbj)
γ
// O(db) ∈M.
(iii) For each c ∈ C, it is equipped with a c-colored unit
(2.2.3) 1
1c // O(cc) ∈M.
This data is required to satisfy the following associativity and unity axioms.
Associativity: Suppose that:
● in (2.2.2) bj = (bj1, . . . , bjk j) ∈ Prof(C)with at least one kj > 0;
● aji ∈ Prof(C) for each 1 ≤ j ≤ n and 1 ≤ i ≤ kj;● for each 1 ≤ j ≤ n,
aj =
⎧⎪⎪⎨⎪⎪⎩
(aj1, . . . , ajk j) if kj > 0,
∅ if kj = 0
with a = (a1, . . . , an) their concatenation.
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Then the associativity diagram
(2.2.4) O(dc)⊗ [ n⊗
j=1
O(c jbj)]⊗
n⊗
j=1
k j
⊗
i=1
O(b
j
i
a
j
i
) (γ,Id) //
permute ≅

O(db)⊗ n⊗
j=1
k j
⊗
i=1
O(b
j
i
a
j
i
)
γ

O(dc)⊗ n⊗
j=1
⎡⎢⎢⎢⎢⎣
O(c jbj)⊗
k j
⊗
i=1
O(b
j
i
a
j
i
)
⎤⎥⎥⎥⎥⎦
(Id,⊗jγ)

O(dc)⊗ n⊗
j=1
O(c jaj)
γ
// O(da)
inM is commutative.
Unity: Suppose d ∈ C.
(1) For each c = (c1, . . . , cn) ∈ Prof(C)with n ≥ 1, the right unity diagram
(2.2.5) O(dc)⊗1⊗n
(Id,⊗1cj)

≅ // O(dc)
=

O(dc)⊗ n⊗
j=1
O(c jc j) γ // O(dc)
inM is commutative.
(2) For each b ∈ Prof(C) the left unity diagram
(2.2.6) 1⊗O(db)
(1d,Id)

≅ // O(db)
=

O(dd)⊗O(db) γ // O(db)
inM is commutative.
A morphism of C-colored planar operads is a morphism of the underlying C-
colored planar sequences that is compatible with the operadic compositions and
the colored units in the obvious sense.
PROPOSITION 2.2.7. The definitions of aC-colored planar operad in Definition 2.1.10
and in Definition 2.2.1 are equivalent.
PROOF. In Corollary 2.1.11 the domain of the multiplication µ is O
P○O, which
has entries
(O P○O)(db) = ∫ cO(dc)⊗Oc(b)
≅ ∫
c,a1,...,am
Prof(C)(a; b) ⋅O(dc)⊗ m⊗
j=1
O(c jaj)
(2.2.8)
for (db) ∈ Prof(C) × C, where a = (a1, . . . , am) is the concatenation. Observe that
Prof(C)(a; b) is empty unless a = b, i.e., the concatenation of the aj’s is b. So
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the multiplication µ ∶ O P○O // O yields the entrywise operadic composition γ
(2.2.2). The associativity diagram in (2.1.12) corresponds to the associativity di-
agram (2.2.4). For each c ∈ C, the c-colored unit 1c in (2.2.3) corresponds to the(cc)-entry of the unit morphism ε ∶ I // O in Corollary 2.1.11. The unity diagram in
(2.1.12) corresponds to the right unity diagram (2.2.5) and the left unity diagram
(2.2.6). 
Instead of the operadic composition γ, a colored planar operad can also be
described in terms of binary operations as follows.
DEFINITION 2.2.9. Suppose (c = (c1, . . . , cn); d) ∈ Prof(C) × C with n ≥ 1, b ∈
Prof(C), and 1 ≤ i ≤ n. Define the C-profile
c ○i b = (c1, . . . , ci−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∅ if i=1
, b, ci+1, . . . , cn´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∅ if i=n
),
which is obtained from c by replacing the entry ci with b.
The following is [Yau16] Definition 16.6.1.
DEFINITION 2.2.10. A C-colored planar operad in (M,⊗,1) is a triple (O, ○,1)
consisting of the following data.
(i) O ∈ PSeqC(M).
(ii) For (c = (c1, . . . , cn); d) ∈ Prof(C)×C with n ≥ 1, 1 ≤ i ≤ n, and b ∈ Prof(C),
it is equipped with a morphism
(2.2.11) O(dc)⊗O(cib) ○i // O( dc○ib) ∈M
called the ○i-composition.
(iii) For each color c ∈ C, it is equipped with a c-colored unit
1
1c // O(cc) ∈M.
This data is required to satisfy the following associativity and unity axioms. Sup-
pose d ∈ C, c = (c1, . . . , cn) ∈ Prof(C), b ∈ Prof(C)with length ∣b∣ = m, and a ∈ Prof(C)
with length ∣a∣ = l.
Associativity: There are two associativity axioms.
(1) Suppose n ≥ 2 and 1 ≤ i < j ≤ n. Then the horizontal associativity
diagram in M
(2.2.12) O(dc)⊗O(cia)⊗O(c jb)
permute ≅

(○i ,Id) // O( dc○ia)⊗O(c jb)
○j−1+l

O(dc)⊗O(c jb)⊗O(cia)
(○j,Id)

O( dc○jb)⊗O(cia) ○i // O( d(c○jb)○ia) = O( d(c○ia)○j−1+l b)
is commutative.
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(2) Suppose n,m ≥ 1, 1 ≤ i ≤ n, and 1 ≤ j ≤ m. Then the vertical associativ-
ity diagram in M
(2.2.13) O(dc)⊗O(cib)⊗O(bja)
(○i ,Id)

(Id,○j)
// O(dc)⊗O( cib○ja)
○i

O( dc○ib)⊗O(bja)
○i−1+j
// O( d(c○ib)○i−1+j a) = O( dc○i(b○ja))
is commutative.
Unity: There are two unity axioms.
(1) The left unity diagram in M
(2.2.14) 1⊗O(dc)
≅
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
(1d,Id) // O(dd)⊗O(dc)
○1

O(dc)
is commutative.
(2) If n ≥ 1 and 1 ≤ i ≤ n, then the right unity diagram inM
(2.2.15) O(dc)⊗1
≅
&&▼▼
▼▼▼
▼▼▼
▼▼▼
▼
(Id,1ci) // O(dc)⊗O(cici)
○i

O(dc)
is commutative.
A morphism of C-colored planar operads is a morphism of the underlying C-
colored planar sequences that is compatible with the ○i-compositions and the col-
ored units in the obvious sense.
PROPOSITION 2.2.16. The definition of a C-colored planar operad in Definition 2.2.1
and in Definition 2.2.10 are equivalent.
PROOF. The correspondence of structures is as follows. Given a C-colored pla-
nar operad (O,γ,1) in the sense of Definition 2.2.1, the associated ○i-composition
is the following composite:
(2.2.17) O(dc)⊗O(cib)
≅

○i // O( dc○ib)
O(dc)⊗1⊗i−1⊗O(cib)⊗1⊗n−i
{1cj}
// O(dc)⊗ [i−1⊗
j=1
O(c jc j)]⊗O(cib)⊗ [ n⊗
j=i+1
O(c jc j)].
γ
OO
The bottom horizontal morphism is the monoidal product of the colored units 1c j
for 1 ≤ j /= i ≤ n with the identity morphisms of O(dc) and O(cib).
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Conversely, given a C-colored operad (O, ○,1) in the sense of Definition 2.2.10,
the operadic composition γ is recovered as the composition
(2.2.18) O(dc)⊗ n⊗
j=1
O(c jbj)
γ
//
(○1,Id)

O(db)
O( dc○1b1)⊗
n⊗
j=2
O(c jbj)
(○k1+1
,Id)

O( d((c○1b1)⋯)○k1+⋯+kn−1+1bn)
⋯
(○k1+⋯+kn−2+1
,Id)
// O( d((c○1b1)⋯)○k1+⋯+kn−2+1bn−1)⊗O(cnbn)
○k1+⋯+kn−1+1
OO
in which kj = ∣bj∣. 
2.3. Algebras
The purpose of this section is to define algebras over a colored planar operad.
The following notation will be useful.
NOTATION 2.3.1. For a C-colored object X = {Xc}c∈C inM and c = (c1, . . . , cm) ∈
Prof(C), we will write
Xc = Xc1 ⊗⋯⊗Xcm ,
which is the monoidal unit 1 if c is the empty profile, i.e., X∅ = 1.
Recall the concepts of a monad and of an algebra over a monad [Mac98] VI.
DEFINITION 2.3.2. A monad in a category C is a triple (T,µ, ǫ) in which
(i) T ∶ C // C is a functor and
(ii) µ ∶ T2 // T, called the multiplication, and ǫ ∶ IdC // T, called the unit,
are natural transformations
such that the associativity and unity diagrams
T3
µT

Tµ
// T2
µ

T2
µ
// T
IdC ○ T ǫT // T2
µ

T ○ IdCTǫoo
T T T
are commutative.
DEFINITION 2.3.3. Suppose (T,µ, ǫ) is a monad in a category C.
(1) A T-algebra is a pair (X,λ) with
(i) X an object in C and
(ii) λ ∶ TX // X a morphism, called the structure morphism,
such that the associativity and unity diagrams
T2X
µX

Tλ // TX
λ

TX
λ // X
X
ǫX //
❊❊
❊❊
❊❊
❊❊
❊ TX
λ

X
are commutative.
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(2) A morphism of T-algebras
f ∶ (X,λX) // (Y,λY)
is a morphism f ∶ X // Y in C such that the diagram
TX
T f
//
λX

TY
λY

X
f
// Y
is commutative.
(3) The category of T-algebras is denoted by Alg(T).
LEMMA 2.3.4. SupposeO is a C-colored planar operad inM. Then it induces a monad
whose functor is
O
P○ − ∶MC // MC
and whose multiplication and unit are induced by those of O as in Corollary 2.1.11.
PROOF. Suppose Y = {Yc}c∈C is a C-colored object in M, regarded as a C-
colored planar sequence as in (2.1.2). In (2.1.4) we have
Yc(b) = ⎧⎪⎪⎨⎪⎪⎩
Yc if b = ∅,
∅M if b /= ∅
for b, c ∈ Prof(C). Substituting this into the definition (2.1.5) of the C-colored planar
circle product, we obtain
(2.3.5) (O P○Y)(db) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∫
c∈Prof(C)
O(dc)⊗Yc ≅ ∐
c∈Prof(C)
O(dc)⊗Yc if b = ∅,
∅M if b /= ∅.
The functor
O
P○ − ∶ PSeqC(M) // PSeqC(M)
thus restricts to a functor MC // MC. Corollary 2.1.11 now implies that O
P○ − is a
monad inMC. 
DEFINITION 2.3.6. Suppose O is a C-colored planar operad inM. The category
AlgM(O) of O-algebras is defined as the category of (O P○ −)-algebras for the monad
O
P○ − inMC.
Unwrapping the above definition, we obtain the following detailed descrip-
tion of an algebra over a colored planar operad.
DEFINITION 2.3.7. Suppose (O,γ,1) is a C-colored planar operad in M. An
O-algebra is a pair (X,λ) consisting of
(i) a C-colored object X = {Xc}c∈C and
(ii) an O-action structure morphism
(2.3.8) O(dc)⊗Xc λ // Xd ∈M
for each (dc) ∈ Prof(C)×C.
It is required that the following associativity and unity axioms hold.
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Associativity: For (c = (c1, . . . , cn); d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C) for 1 ≤
j ≤ n, and b = (b1, . . . , bn) their concatenation, the associativity diagram
(2.3.9) O(dc)⊗ [ n⊗
j=1
O(c jbj)]⊗Xb (γ,Id) //
permute ≅

O(db)⊗Xb
λ

O(dc)⊗ n⊗
j=1
[O(c jbj)⊗Xbj]
(Id,⊗jλ)

O(dc)⊗Xc λ // Xd
inM is commutative.
Unity: For each c ∈ C, the unity diagram
(2.3.10) 1⊗Xc
(1c,Id)

≅ // Xc
O(cc)⊗Xc λ // Xc
inM is commutative.
A morphism of O-algebras
f ∶ (X,λX) // (Y,λY)
is a morphism f ∶ X // Y of C-colored objects inM such that the diagram
(2.3.11) O(dc)⊗Xc
λX

(Id,⊗ f )
// O(dc)⊗Yc
λY

Xd
f
// Yd
inM is commutative for all (dc) ∈ Prof(C)×C.
PROPOSITION 2.3.12. Suppose O is a C-colored planar operad in M. Then the defi-
nitions of an O-algebra in Definition 2.3.6 and in Definition 2.3.7 are equivalent.
PROOF. For a C-colored object X = {Xc}c∈C in M, the C-colored object O P○ X
has entries
(O P○X)d = ∫ c∈Prof(C)O(dc)⊗Xc
≅ ∐
c∈Prof(C)
O(dc)⊗Xc
for d ∈ C. So an (O P○−)-algebra has O-action structure morphisms as in (2.3.8). The
associativity axiom (2.3.9) and the unity axiom (2.3.10) correspond to those of an
(O P○ −)-algebra. 
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2.4. Examples of Planar Operads
In this section, we provide some examples of planar operads and their alge-
bras.
EXAMPLE 2.4.1 (Small Enriched Categories). Recall that the symbol ∅ denotes
both the initial object in M and the empty C-profile. Using Definition 2.2.10, a
C-colored planar operad (O,γ,1) inM concentrated in unary entries, i.e.,
O(dc) = ∅ if ∣c∣ /= 1,
is precisely a small M-enriched category with object set C in the sense of [Bor94b]
Definition 6.2.1. For two objects c, d in O, the hom object with domain c and
codomain d is O(dc). The categorical composition is the operadic composition γ.
The unit morphism of each object c in O is given by the c-colored unit 1c. The
categorical associativity and unity axioms are exactly those in Definition 2.2.10. ◇
EXAMPLE 2.4.2 (Monoids). As a special case of Example 2.4.1, if C consists of
a single element ∗, then a 1-colored planar operad (O,γ,1) in M concentrated in
unary entries is precisely a monoid in M. In this case, an O-algebra in the sense of
Definition 2.3.7 is a pair (X,λ) in which
λ ∶ O(1)⊗X // X
gives a left action of the monoid O(1) on the object X in the sense of [Mac98] VII.4.
◇
EXAMPLE 2.4.3 (Associative Planar Operad). There is a 1-colored planar op-
erad As in (M,⊗,1) with entries
As(n) = 1 for n ≥ 0.
The operadic composition γ is the natural isomorphism 1⊗n+1 ≅ 1, and the unit
1 = Id
1
is the identity morphism of the monoidal unit 1. The category of As-
algebras is exactly the category of monoids inM. ◇
EXAMPLE 2.4.4 (Planar Operad for Diagrams). For a small category C, re-
call that a C-diagram in M is a functor C // M, and a morphism between two
C-diagrams in M is a natural transformation. Suppose C is the object set of C.
There is a C-colored planar operad Cdiag inMwith entries
Cdiag(dc) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∐
C(c,d)
1 if c = c ∈ C,
∅ if ∣c∣ /= 1
for (dc) ∈ Prof(C)× C. Its colored units correspond to the identity morphisms in C.
Its operadic composition γ corresponds to the categorical composition in C. The
category of Cdiag-algebras is precisely the category of C-diagrams inM. ◇
EXAMPLE 2.4.5 (Magma PlanarOperad). Recall that amagma is a triple (X,µ, e)
consisting of
(i) a set X,
(ii) a multiplication µ ∶ X×2 // X, and
(iii) a unit e ∈ X
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such that
µ(x, e) = x = µ(e, x) for x ∈ X.
A morphism of magmas is a function between the underlying sets that preserves
both the multiplications and the units. There is a 1-colored planar operad Mag in
the category (Set,×,∗) of sets whose category of algebras is exactly the category of
magmas.
To describe the magma operad explicitly, we define parenthesized words in one
alphabet {∗} as follows.
● A parenthesized word of length 0 is the empty sequence ∅.
● A parenthesized word of length 1 is the sequence ∗.
● Inductively, for n ≥ 2, a parenthesized word of length n has the form(u)(v), where (u) and (v) are parenthesized words of lengths l(u) ≥ 1
and l(v) ≥ 1, respectively, such that l(u) + l(v) = n.
For example, the only parenthesized word of length 2 is ∗∗. The only two paren-
thesized words of length 3 are (∗∗)∗ and ∗(∗∗). There are five parenthesized
words of length 4:
((∗∗)∗) ∗ (∗(∗∗)) ∗ (∗∗)(∗∗) ∗ ((∗∗)∗) ∗ (∗(∗∗)).
For n ≥ 0, supposeMag(n) is the set of all parenthesized words of length n. In
terms of Definition 2.2.10, for 1 ≤ i ≤ n, m ≥ 0, (u) ∈Mag(n), and (v) ∈Mag(m), the
○i-composition (u) ○i (v) ∈Mag(n+m − 1)
is the parenthesized word of length n +m − 1 given by replacing the ith ∗ in (u),
counting from left to right, by (v). For example, we have
∗((∗∗)∗) ○3 ∗(∗∗) = ∗((∗(∗(∗∗)))∗),
∗((∗∗)∗) ○3 ∅ = ∗(∗∗).
The unit inMag(1) is the unique parenthesized word of length 1. With these struc-
ture maps,
Mag = {Mag(n)}
n≥0
is a 1-colored planar operad in Set. The category of Mag-algebras is equal to the
category of magmas. Also note that the underlying set of
Mag =∐
n≥0
Mag(n)
is the underlying set of the free magma on one generator ∗. ◇
EXAMPLE 2.4.6 (Free Magma on a Monoid). Generalizing the previous exam-
ple, each monoid generates a colored planar operad as follows. There is a free-
forgetful adjunction
Set
F // Magma
U
oo
with Magma the category of magmas and the left adjoint F sending each set X to
the free magma generated by X. More explicitly, the elements in the free magma
FX are the parenthesized words in X defined as follows.
● A parenthesized word in X of length 0 is the empty sequence ∅.
● A parenthesized word in X of length 1 is an element x ∈ X.
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● Inductively, for n ≥ 2, a parenthesized word in X of length n has the form
(u)(v),
where (u) and (v) are parenthesized words in X of lengths l(u) ≥ 1 and
l(v) ≥ 1, respectively, such that l(u) + l(v) = n.
The set of parenthesized words in X of length n is denoted byMagX(n).
The parenthesized words in Example 2.4.5 are the parenthesized words in the
set {∗}. Parenthesized words in X of lengths 1 and 2 form the sets X and X×2,
respectively. Parenthesized words in X of length 3 have the forms (xy)z or x(yz)
with x, y, z ∈ X. Forgetting the parentheses, each parenthesized word w in X of
length n yields an underlying sequence
seq(w) ∈ Prof(X)
of length n. For example,
seq((xy)z) = (x, y, z).
Suppose (M,µM, 1M) is a monoid. There is anM-colored planar operadMagM
in Set defined as follows.
Entries: For (dc) ∈ Prof(M) ×M, denote by µM(c) ∈ M the image of c under the
iterated multiplication M×n // M. Define the set
MagM(dc) =
⎧⎪⎪⎨⎪⎪⎩
∅ if d /= µM(c),
{w ∈MagM(∣c∣) ∶ seq(w) = c} if d = µM(c).
Colored Units: For each c ∈ M, the c-colored unit is the parenthesized word
(c) ∈MagM(cc)
of length 1.
Composition: The ○i-composition
MagM(dc)×MagM(cib) ○i // MagM( dc○ib)
sends (w,w′) to w ○i w′, which is obtained from the parenthesized word
w ∈ MagM(dc) by replacing the ith entry ci with the parenthesized word
w′ ∈MagM(cib).
The M-colored planar operad axioms as in Definition 2.2.10 follow by inspection.
When M is the terminal monoid {∗} with one element, the one-colored planar
operadMag{∗} in Set is precisely the magma operadMag in Example 2.4.5. ◇

CHAPTER 3
Symmetric Operads
In this chapter, we discuss colored symmetric operads, their algebras, and
some examples. One-colored symmetric operads were first introduced by May
[May72] in the topological setting. Colored symmetric operads are also known as
symmetric multicategories. A basic introduction to colored symmetric operads is
the book [Yau16].
In Section 3.1 we define colored symmetric operads as monoids with respect
to the colored symmetric circle product on the category of colored symmetric se-
quences. In Section 3.2we providemore explicit descriptions of colored symmetric
operads in terms of generating operations and generating axioms. In Section 3.3
we discuss algebras over colored operads and some basic examples. All the asser-
tions in these sections follow from direct inspection and are minor modifications
of the planar case. We will, therefore, omit the proofs.
The remaining sections contain examples of symmetric operads from different
fields. In Section 3.4 we discuss the little n-cube operad, the little n-disc operad,
and the framed little n-disc operad, all of which are important in homotopy the-
ory. In Section 3.5 we discuss the operad of graph operations in non-commutative
probability theory. In Section 3.6 we discuss the phylogenetic operad, which is
an organizational tool in genetics. In Section 3.7 we discuss Jones’s planar tangle
operad, which parametrizes operations in shaded planar algebras. For other ex-
amples of colored symmetric operads in applied contexts, the reader is referred to
the books [CG17, Men15, Spi14, Yau18, Yau∞].
3.1. Symmetric Operads as Monoids
In this section, we define the colored symmetric circle product, the monoids
of which are colored symmetric operads. The symmetric group on n elements is
denoted by Sn with unit idn.
DEFINITION 3.1.1. Suppose C is a set, whose elements are called colors.
(1) For C-profiles a = (a1, . . . , am) and b, a left permutation σ ∶ a // b is a
permutation σ ∈ S∣a∣ such that
σa = (aσ−1(1), . . . , aσ−1(m)) = b
(2) The groupoid of C-profiles, with Prof(C) as object set and with left permu-
tations as the isomorphisms, is denoted by SC. The opposite groupoid
S
op
C
is regarded as the groupoid of C-profiles with right permutations
aσ = (aσ(1), . . . , aσ(m))
as isomorphisms.
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(3) The objects of the diagram category
SSeqC(M) =MSopC ×C
are called C-colored symmetric sequences inM.
Forgetting the symmetric group actions, every C-colored symmetric sequence
has an underlying C-colored planar sequence. This forgetful functor will often
be suppressed from the notation. The symmetric version of the circle product
is defined similarly to the planar case in (2.1.5), with the groupoid Sop
C
, which
parametrizes input profiles, replacing the discrete category Prof(C) everywhere.
The following colored symmetric circle product is the colored version of the circle
product defined by Kelly [Kel05a].
DEFINITION 3.1.2. Suppose X,Y ∈ SSeqC(M).
(1) For each c = (c1, . . . , cm) ∈ SC, define the object YcS ∈MSopC entrywise as the
coend
(3.1.3) Y
c
S(b) = ∫
{aj}∈
m
∏
j=1
S
op
C
S
op
C
(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
for b ∈ Sop
C
, in which (a1, . . . , am) ∈ SopC is the concatenation. The object YcS
is natural in c ∈ SC via left permutations of the tensor factors in⊗mj=1Y(c jaj).
(2) The C-colored symmetric circle product
X
S○Y ∈ SSeqC(M)
is defined entrywise as the coend
(3.1.4) (X S○Y)(db) = ∫ c∈SC X(dc)⊗YcS(b) ∈M
for (db) ∈ SopC ×C.
The next observation is proved with the same argument as in the proof of
Proposition 2.1.8, with the groupoid Sop
C
replacing the discrete category Prof(C)
everywhere.
PROPOSITION 3.1.5. (SSeqC(M), S○, I) is a monoidal category, where I is as in (2.1.6).
DEFINITION 3.1.6. The category of C-colored symmetric operads inM is the cate-
gory
SOpC(M) =Mon(SSeqC(M), S○, I)
of monoids in the monoidal category (SSeqC(M), S○, I). If C has n <∞ elements, we
also refer to objects in SOpC(M) as n-colored symmetric operads inM.
3.2. Coherence for Symmetric Operads
As in the planar case, a symmetric operad can be described more explicitly in
terms of generating operations. First we need the following notations for block
permutations and direct sum permutations.
DEFINITION 3.2.1. Suppose n ≥ 1, ki ≥ 0 for 1 ≤ i ≤ n, and k = k1 +⋯+ kn.
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(1) For σ ∈ Sn, the block permutation
σ⟨k1, . . . , kn⟩ ∈ Sk
is defined by
(σ⟨k1, . . . , kn⟩)(j) = kσ−1(1) +⋯+ kσ−1(σ(i)−1)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
0 if σ(i) = 1
+j
for 1 ≤ j ≤ ki and 1 ≤ i ≤ n.
(2) For τi ∈ Ski for 1 ≤ i ≤ n, the direct sum permutation
τ1 ⊕⋯⊕ τn ∈ Sk
is defined by
(τ1⊕⋯⊕ τn)(j) = k1 +⋯+ ki−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
0 if i = 1
+τi(j)
for 1 ≤ j ≤ ki and 1 ≤ i ≤ n.
INTERPRETATION 3.2.2. The block permutation σ⟨k1, . . . , kn⟩ permutes n con-
secutive blocks of lengths k1, . . . , kn as σ permutes {1, . . . ,n}. On the other hand,
the direct sum τ1 ⊕ ⋯⊕ τn leaves the relative order of the n consecutive blocks
unchanged and only permutes within the ith block using τi for 1 ≤ i ≤ n. ◇
PROPOSITION 3.2.3. A C-colored symmetric operad inM is equivalent to a C-colored
planar operad (O,γ,1) as in Definition 2.2.1 together with a C-colored symmetric se-
quence structure on O that satisfies the following equivariance axioms. Suppose that in
(2.2.2) ∣bj∣ = kj ≥ 0.
(1) For each permutation σ ∈ Sn, the top equivariance diagram
(3.2.4) O(dc)⊗ n⊗
j=1
O(c jbj)
γ

(σ,σ−1)
// O( dcσ)⊗ n⊗
j=1
O(cσ(j)bσ(j))
γ

O( db1,...,bn)
σ⟨kσ(1),...,kσ(n)⟩
// O( dbσ(1),...,bσ(n))
inM is commutative. In the top horizontal morphism, σ is the equivariant struc-
ture morphism of O corresponding to σ ∈ Sn, and σ−1 permutes the n tensor fac-
tors from the left. The bottom horizontal morphism is the equivariant structure
morphism of O corresponding to the block permutation
(3.2.5) σ⟨kσ(1), . . . , kσ(n)⟩ ∈ Sk1+⋯+kn
induced by σ ∈ Sn that permutes n consecutive blocks of lengths kσ(1), . . . , kσ(n).
(2) Given permutations τj ∈ Sk j for 1 ≤ j ≤ n, the bottom equivariance diagram
(3.2.6) O(dc)⊗ n⊗
j=1
O(c jbj)
γ

(Id,⊗τj)
// O(dc)⊗ n⊗
j=1
O( c jbjτj)
γ

O( db1,...,bn)
τ1⊕⋯⊕τn // O( db1τ1,...,bnτn)
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inM is commutative. In the top horizontal morphism, each τj is the equivariant
structure morphism of O corresponding to τj ∈ Sk j . The bottom horizontal mor-
phism is the equivariant structure morphism of O corresponding to the direct
sum permutation
(3.2.7) τ1⊕⋯⊕ τn ∈ Sk1+⋯+kn
induced by the τj’s.
PROOF. We reuse the proof of Proposition 2.2.7. The top equivariance diagram
(3.2.4) corresponds to the c-variable in the coend
(O S○O)(db) = ∫ c∈SC O(dc)⊗OcS(b)
≅ ∫
c,a1,...,am
S
op
C
(a; b) ⋅O(dc)⊗ m⊗
j=1
O(c jaj)
where a = (a1, . . . , am), and the fact that the multiplication µ ∶ O S○O // O is a
morphism of C-colored symmetric sequences. Similarly, the bottom equivariance
diagram (3.2.6) corresponds to the aj variables in the above coend and the fact that
µ is a morphism of C-colored symmetric sequences. 
As an example of Proposition 3.2.3, we observe that the symmetric groups
form a one-colored symmetric operad in Set. The following properties of permu-
tations can be checked by a direct inspection, in which we use the notations in
(3.2.5) and (3.2.7) for block permutations and direct sum permutations.
LEMMA 3.2.8. For integers n ≥ 1 and k1, . . . , kn ≥ 0 with k = k1 + ⋯ + kn, the
following statements hold.
(1) The equality
(στ)⟨k1, . . . , kn⟩ = σ⟨kτ−1(1), . . . , kτ−1(n)⟩ ⋅ τ⟨k1, . . . , kn⟩ ∈ Sk
holds for σ, τ ∈ Sn.
(2) The equality
(σ1τ1)⊕⋯⊕ (σnτn) = (σ1 ⊕⋯⊕ σn) ⋅ (τ1 ⊕⋯⊕ τn) ∈ Sk
holds for σi, τi ∈ Ski for 1 ≤ i ≤ n.
(3) The equality
σ⟨k1, . . . , kn⟩ ⋅ (τ1 ⊕⋯⊕ τn) = (τσ−1(1) ⊕⋯⊕ τσ−1(n)) ⋅ σ⟨k1, . . . , kn⟩
holds for σ ∈ Sn and τi ∈ Ski for 1 ≤ i ≤ n.
The following example of a one-colored symmetric operad follows fromPropo-
sition 3.2.3 and Lemma 3.2.8.
PROPOSITION 3.2.9. There is a one-colored symmetric operad
S = {Sn}n≥0
in Set in which:
(i) The operadic composition is given by
γS(σ; τ1, . . . , τn) = σ⟨k1, . . . , kn⟩ ⋅ (τ1 ⊕⋯⊕ τn)
for σ ∈ Sn for n ≥ 1 and τi ∈ Ski for 1 ≤ i ≤ n and ki ≥ 0.
3.3. ALGEBRAS 35
(ii) The operadic unit is the identity permutation id1 ∈ S1.
(iii) The right Sn-action on Sn is given by group multiplication.
We call S in Proposition 3.2.9 the symmetric group operad.
REMARK 3.2.10. In the symmetric group operad S, block permutation and
direct sum permutation can be expressed in terms of the operadic composition as
σ⟨k1, . . . , kn⟩ = γS(σ; idk1 , . . . , idkn),
(τ1⊕⋯⊕ τn) = γS(idn; τ1, . . . , τn).
It follows from Lemma 3.2.8(1) that the operadic composition
Sn × Sk1 ×⋯× Skn
γS
// Sk1+⋯+kn
is not a group homomorphism. Therefore, S is not a one-colored symmetric operad
in the symmetric monoidal category of groups. ◇
Next is the symmetric version of Proposition 2.2.16, and it admits basically the
same proof.
PROPOSITION 3.2.11. A C-colored symmetric operad in M is equivalent to a C-
colored planar operad (O, ○,1) as in Definition 2.2.10 together with a C-colored sym-
metric sequence structure on O that satisfies the following equivariance axiom. Suppose∣c∣ = n ≥ 1, 1 ≤ i ≤ n, σ ∈ Sn, and τ ∈ Sm. Then the equivariance diagram inM
(3.2.12) O(dc)⊗O(cσ(i)b )
(σ,τ)

○σ(i)
// O( dc○σ(i)b)
σ○iτ

O( dcσ)⊗O(cσ(i)bτ ) ○i // O( d(cσ)○i(bτ)) = O( d(c○σ(i)b)(σ○iτ))
is commutative, where
(3.2.13) σ ○i τ =
block permutationucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
σ⟨1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
,m, 1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
⟩ ⋅
direct sum permutationucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright(id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
⊕τ ⊕ id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
) ∈ Sn+m−1
is the product of a direct sum induced by τ with a block permutation induced by σ that
permutes consecutive blocks of the indicated lengths.
EXAMPLE 3.2.14. For the symmetric group operad S in Proposition 3.2.9, the
○i-composition is given by σ ○i τ. ◇
3.3. Algebras
In this section, we discuss algebras over a colored symmetric operad, along
with some basic examples. Lemma 2.3.4 has the following symmetric analogue.
LEMMA 3.3.1. Suppose O is a C-colored symmetric operad in M. Then it induces a
monad whose functor is
O
S○ − ∶MC // MC
and whose multiplication and unit are induced by those of O as in Corollary 2.1.11.
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DEFINITION 3.3.2. Suppose O is a C-colored symmetric operad in M. The cat-
egory AlgM(O) of O-algebras is defined as the category of (O S○ −)-algebras for the
monad O
S○ − inMC.
PROPOSITION 3.3.3. Suppose O is a C-colored symmetric operad in M. Then an O-
algebra is precisely a pair (X,λ) as in Definition 2.3.7 that satisfies the following equiv-
ariance axiom. For each (dc) ∈ SopC × C and each permutation σ ∈ S∣c∣, the equivariance
diagram
(3.3.4) O(dc)⊗Xc
λ

(σ,σ−1)
// O( dcσ)⊗Xcσ
λ

Xd Xd
inM is commutative. In the top horizontal morphism, σ−1 is the right permutation on the
tensor factors in Xc induced by σ ∈ S∣c∣.
PROOF. We reuse the proof of Proposition 2.3.12 with the groupoid SC replac-
ing the discrete category Prof(C). The equivariance diagram (3.3.4) comes from
the c-variable in the coend
(O S○X)d = ∫ c∈SC O(dc)⊗Xc
for d ∈ C. 
Next we provide some basic examples of symmetric operads and their alge-
bras.
EXAMPLE 3.3.5 (Colored Endomorphism Operads). Suppose that the under-
lying symmetric monoidal categoryM is closed, which means that each functor
−⊗X ∶M // M
for X ∈M admits a right adjoint HomM, called the internal hom. For each C-colored
object X = {Xc}c∈C in M, there is a C-colored symmetric operad End(X), called the
endomorphism operad, with entries
End(X)(dc) = HomM(Xc,Xd)
for (dc) ∈ SopC ×C. Its equivariant structure is induced by permutations of the tensor
factors in Xc. Its d-colored unit
1
// HomM(Xd,Xd)
is adjoint to the isomorphism 1⊗Xd ≅ Xd. Its operadic composition γ is induced
by the ⊗-HomM-adjunction. Via the ⊗-HomM-adjunction, for a C-colored symmet-
ric operad O inM, an O-algebra structure (X, θ) is equivalent to a morphism
θ′ ∶ O // End(X)
of C-colored symmetric operads. ◇
EXAMPLE 3.3.6 (Commutative Operad). There is a 1-colored symmetric op-
erad Com in M, called the commutative operad, with entries
Com(n) = 1 for n ≥ 0,
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operadic composition induced by the isomorphism 1⊗1 ≅ 1, and unit the identity
morphism. The category of Com-algebras is precisely the category of commutative
monoids inM. ◇
EXAMPLE 3.3.7 (Operad for Diagrams of Monoids). Suppose C is a small cat-
egory with object set C. There is a C-colored symmetric operad AsC in M with
entries
AsC(dc) = ∐
Sn×
n
∏
j=1
C(c j,d)
1 for (dc) = ( dc1,...,cn) ∈ SopC ×C.
A coproduct summand corresponding to an element (σ, f ) ∈ Sn ×∏j C(cj, d) is
denoted by 1(σ, f). We will describe the symmetric operad structure on As
C in
terms of the subscripts.
Its equivariant structure sends 1(σ, f) to 1(στ, fτ) for τ ∈ S∣c∣. Its c-colored unit
corresponds to 1(id1,Idc). Its operadic composition
AsC(dc)⊗ n⊗
j=1
AsC(c jbj)
γ
// AsC(db)
corresponds to
((σ, f);{(τj, gj)}nj=1) ✤ // (γS(σ; τ1, . . . , τn), ( f1g1, . . . , fngn))
with
f jgj
= ( f jgj1, . . . , f jgjk j) ∈
k j
∏
i=1
C(bji, d) if gj = (gj1, . . . , gjk j) ∈
k j
∏
i=1
C(bji, cj)
and γS the operadic composition in the symmetric group operad in Proposition
3.2.9.
There is a canonical isomorphism
AlgM(AsC) ≅ // Mon(M)C
from the category of AsC-algebras to the category of C-diagrams in Mon(M), the
category of monoids in M, defined as follows. Each AsC-algebra (X,λ) has a re-
stricted structure morphism
Xc
λ(σ, f)
//
(σ, f) inclusion

Xd
∐
Sn×
n
∏
j=1
C(c j,d)
Xc
≅ // AsC(dc)⊗Xc
λ
OO
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for each (σ, f ) ∈ Sn ×∏nj=1C(cj, d). For a morphism f ∶ c // d ∈ C, there is a
restricted structure morphism
Xc
λ(id1, f) // Xd ∈M.
The associativity and unity axioms of (X,λ) imply that this is a C-diagram inM.
For each c ∈ C, the restricted structure morphisms
Xc ⊗Xc
λ(id2,{Idc,Idc}) // Xc and 1
λ(id0,∗) // Xc
give Xc the structure of a monoid in M, once again by the associativity and unity
axioms of (X,λ). One can check that this gives a C-diagram of monoids in M; i.e.,
the morphisms λ(id1, f ) are compatible with the entrywise monoid structures. In
summary, AsC is the C-colored symmetric operad whose algebras are C-diagrams
of monoids in M. ◇
EXAMPLE 3.3.8 (Operad for Diagrams of Commutative Monoids). Suppose C
is a small category with object set C. There is a C-colored symmetric operad ComC
inMwith entries
ComC(dc) = ∐
n
∏
j=1
C(c j,d)
1 for (dc) = ( dc1,...,cn) ∈ SopC ×C.
Its symmetric operad structure is defined as in Example 3.3.7 by ignoring the first
component.
Similar to Example 3.3.7, there is a canonical isomorphism
AlgM(ComC) ≅ // Com(M)C
from the category of ComC-algebras to the category of C-diagrams of commutative
monoids inM. To see that the monoid multiplication
Xc ⊗Xc
µc = λ{Idc ,Idc}
// Xc ∈M
is commutative, observe that the pair {Idc, Idc} is fixed by the permutation (1 2).
So the equivariance axiom (3.3.4) implies that µc is commutative. In summary,
ComC is the C-colored symmetric operad whose algebras are C-diagrams of com-
mutative monoids in M. ◇
3.4. Little Cube and Little Disc Operads
The purpose of this section is to discuss the little n-cube operad, the little n-
disc operad, and the framed little n-disc operad, all of which are important in
homotopy theory.
EXAMPLE 3.4.1 (Little 2-Cube Operad). An important example of a 1-colored
symmetric operad is the little 2-cube operad C2, due to Boardman-Vogt [BV72]
(2.49) and May [May72]. In this example we work over CHau, the symmetric
monoidal category of compactly generated weak Hausdorff spaces.
Suppose R is the topological space of real numbers. Denote by
● I the closed interval [0, 1] of real numbers,
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● J = (0, 1) its interior,
● I2 = [0, 1]× [0, 1] ⊆ R2 the closed unit square, and
● J 2 = (0, 1)× (0, 1) its interior.
A little square is a function
f = ( f 1, f 2) ∶ I2 // I2
such that each f i ∶ I // I is a linear function of the form
f i(t) = ai + t(bi − ai) for 0 ≤ t ≤ 1
and some 0 ≤ ai < bi ≤ 1. For n ≥ 0, an n-tuple f = ( f1, . . . , fn) of little squares is
said to have pairwise disjoint interiors if for any 1 ≤ i < j ≤ n, the images of fi and f j
have disjoint interiors, i.e.,
fi(J 2)∩ f j(J 2) = ∅.
An n-tuple f = ( f1, . . . , fn) of little squares with pairwise disjoint interiors is also
regarded as a function
n
∐
i=1
I2 f1∐⋯∐ fn // I2,
where if n = 0 then this is regarded as the unique function ∅ // I2. The set of
all continuous maps ∐ni=1 I2 // I2 is a topological space with the compact-open
topology. The subset of n-tuples of little squares with pairwise disjoint interiors is
given the subspace topology and is denoted by C2(n). When n = 0, C2(0) is the
one-point space containing only the function ∅ // I2.
For example, here is a picture of an element
1
2
3
A = ∈ C2(3)
with three pairwise disjoint little squares inside the unit square.
The 1-colored symmetric operad structure on C2 is defined as follows.
Unit: The unit is the identity map
(Id ∶ I2 // I2) ∈ C2(1).
Equivariance: Given f = ( f1, . . . , fn) ∈ C2(n) and a permutation σ ∈ Sn, define
fσ = ( fσ(1), . . . , fσ(n)) ∈ C2(n),
so the symmetric group Sn acts on C2(n) by permuting the labels of the n
little squares.
Composition: For n ≥ 1, 1 ≤ i ≤ n, and m ≥ 0, the ○i-composition
C2(n)×C2(m) ○i // C2(n +m − 1)
is defined as follows. Suppose f = ( f1, . . . , fn) ∈ C2(n) and g = (g1, . . . , gm) ∈
C2(m). Then
f ○i g ∈ C2(n +m − 1)
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is defined as the following composition.
n+m−1
∐
k=1
I2
Idi−1∐g∐Idn−i ""❉
❉❉
❉❉
❉❉
❉❉
f○ig
// I2
n
∐
k=1
I2
f
@@          
With the above structure,
C2 = {C2(n)}n≥0
is a 1-colored symmetric operad in CHau, called the little 2-cube operad.
For example, with A ∈ C2(3) and B ∈ C2(2) as drawn on the left-hand side
below, A ○2 B ∈ C2(4) is the picture on the right below.
B
1
2
A
1
2
3
///o/o/o
A ○2 B
1
2 3
4
To compute A ○2 B ∈ C2(4), we first scale B down linearly to the dimensions of the
little square labeled 2 in A. Then we replace this little square in A by the linearly
scaled down version of B, as indicated by the gray dotted lines above. ◇
EXAMPLE 3.4.2 (Little n-Cube Operad). In Example 3.4.1, we can replace the
square I2 with the closed n-cube In = [0, 1]×n for any 1 ≤ n ≤ ∞ with similarly
defined symmetric operad structure. The result is the little n-cube operad Cn. For
k ≥ 0, the space Cn(k) is the space of k-tuples of little n-cubes with pairwise disjoint
interiors. The little 1-cube operad C1 is also called an A∞-operad, and the little∞-
cube operad C∞ is also called an E∞-operad. ◇
EXAMPLE 3.4.3 (Little n-Disc Operad). For a positive integer n, a variant of
the little n-cube operad is the little n-disc operad Dn defined as follows. Suppose
Dn = {(r1, . . . , rn) ∈ Rn ∶ r21 +⋯+ r2n ≤ 1} ⊆Rn
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is the closed unit n-disc. A little n-disc is an embedding f ∶ Dn // Dn of the form
f (r1, . . . , rn) = (c1, . . . , cn)+ λ(r1, . . . , rn)
for some (c1, . . . , cn) ∈ Dn and λ ∈R such that
0 < λ ≤ 1−
n
∑
i=1
c2i .
Geometrically, the function f first dilates the closed unit n-disc down by the λ
factor, and then translates the result by adding the vector (c1, . . . , cn) ∈Rn. The set
of k-tuples of little n-discs ( f1, . . . , fk)with pairwise disjoint interiors is denoted by
Dn(k). It is equipped with the subspace topology of the space of continuous maps
k
∐
i=1
Dn // Dn,
which itself has the compact-open topology, and Dn(0) is the one-point space.
The 1-colored symmetric operad structure on
Dn = {Dn(k)}k≥0
is defined similarly to the little 2-cube operad C2 in Example 3.4.1, with the closed
unit n-disc Dn replacing the closed unit square I2. For example, with A ∈ D2(3)
and B ∈ D2(2) as drawn below on the left, A ○2 B ∈ D2(4) is the picture on the right
below.
A
1
2
3
B
2
1
///o/o/o
A ○2 B
1
2
3
4
The two gray dotted lines are there to help visualize how the little 2-disc labeled 2
in A is replaced by a scaled down version of B. The 1-colored symmetric operad
Dn in CHau is called the little n-disc operad. ◇
EXAMPLE 3.4.4 (Framed Little n-Disc Operad). An extension of the little n-disc
operad in Example 3.4.3 is the framed little n-disc operad due to Getzler [Get94].
For n ≥ 2, denote by SO(n) the special orthogonal group of dimension n. A framed
little n-disc is an embedding f ∶ Dn // Dn of the form
f (r1, . . . , rn) = (c1, . . . , cn)+ ρ[λ(r1, . . . , rn)]
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for some ρ ∈ SO(n), (c1, . . . , cn) ∈ Dn, and λ ∈R such that
0 < λ ≤ 1−
n
∑
i=1
c2i .
So a framed little n-disc is determined by
(i) a dilation by factor λ,
(ii) a rotation by ρ, and
(iii) a translation by (c1, . . . , cn).
The set of k-tuples of framed little n-discs with pairwise disjoint interiors is de-
noted by Dfrn (k). It is equipped with the product topology of
Dfrn (k) = Dn(k)× SO(n)×k,
where the ith copy of SO(n) corresponds to the rotation of the ith little n-disc. The
1-colored symmetric operad structure on
Dfrn = {Dfrn (k)}k≥0
is defined similarly to the little n-disc operad Dn in Example 3.4.3 with the rota-
tions also taken into account. ◇
3.5. Operad in Non-Commutative Probability
The purpose of this section is to discuss the following one-colored symmetric
operad from non-commutative probability theory due to Male [Mal∞].
EXAMPLE 3.5.1 (Operad of Graph Operations). By a finite directed graph, or just
a graph, wemean a pair of finite sets (V,E)withV non-empty such that an element
in E is an ordered pair (u, v) ∈ V×2, where each such ordered pair may appear in
Emore than once. Elements in V and E are called vertices and edges, respectively,
and an edge e = (u, v) is said to have initial vertex u and terminal vertex v, denoted
e ∶ u // v. An edge of the form (v, v) is called a loop at v. An edge of the form(u, v) or (v,u) is said to connect u and v. We say that a graph (V,E) is connected if
for each pair of distinct vertices u and v, there exist edges ei for 1 ≤ i ≤ n for some
n ≥ 1 such that each ei connects vi−1 and vi with v0 = u and vn = v.
A graph operation is a connected graph (V,E) equipped with
(i) an ordering ρ of the set E of edges and
(ii) two possibly equal vertices in and out, called the input and the output.
An isomorphism of graph operations is a pair of bijections (V,E) // (V′,E′) on
vertices and edges that preserves the initial and the terminal vertices of each edge,
the ordering on edges, and the input and the output. We only consider graph
operations up to isomorphisms. That is, if there is an isomorphism
(V,E, ρ, in,out) ≅ // (V′,E′, ρ′, in′,out′)
of graph operations, then we consider them to be the same. For each n ≥ 0, denote
by GrOpn the set of graph operations with n edges. So GrOp0 contains only the
graph with one vertex, which is both the input and the output, and no edges.
Here is an example of a graph operation with two vertices and four edges, two of
which are loops:
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in out1
2
3
4
There is a one-colored symmetric operad structure on graph operations given
by edge substitution as follows. Suppose G ∈ GrOpn with n ≥ 1 and Gi ∈ GrOpki for
1 ≤ i ≤ n. Then the operadic composition
G(G1, . . . ,Gn) ∈ GrOpk1+⋯+kn
is obtained from G by
● replacing the ith edge ei in G by Gi and
● identifying the initial (resp., terminal) vertex of ei with the input (resp.,
output) of Gi.
The edge ordering of the operadic composition is induced by those of G and of the
Gi’s. The input and the output are inherited from G. The symmetric group action
on GrOpn is given by permutation of the edge ordering. The operadic unit is the
graph operation in // out with two vertices and one edge from the input to the
output.
For example, suppose G, H, and K are the following graph operations in
GrOp2:
in out in out in out
1
2
1
2
1
2
Then the operadic composition G(H,K) is the graph operation with four edges
above. ◇
3.6. Phylogenetic Operad
The purpose of this section is to discuss a one-colored symmetric operad due
to Baez and Otter [BO17], called the phylogenetic operad, that has connections
with biology. Elements in the phylogenetic operad are trees, which we first define.
The set of non-negative real numbers is denoted by [0,∞), which is regarded as a
subspace of the real line. The following concept of trees is due to Weiss [Wei11].
DEFINITION 3.6.1. A tree is a pair
((T,≤), in(T))
consisting of:
(i) a finite partially ordered set (T,≤) that has a unique smallest element
out(T), called the root or the output, such that the set
{ f ∈ T ∶ f ≤ e}
is linearly ordered for each e ∈ T;
(ii) a subset in(T) ⊆ T of maximal elements (so e ∈ in(T) implies there are no
f ∈ T such that e < f ), called the inputs of T.
We will usually abbreviate such a tree to T. For a tree T:
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(1) An element in T is called an edge. The set of edges in T is also denoted by
Ed(T). An internal edge is an edge that is neither the root nor an input of
T. The set of internal edges is denoted by Int(T).
(2) For e, f ∈ T, we write e ≺ f if (i) e < f and (ii) there are no g ∈ T such that
e < g < f .
(3) For each e ∈ T ∖ in(T), we define the set
in(e) = { f ∈ T ∶ e ≺ f},
and call
v = {e}∪ in(e)
the vertex with output out(v) = e and inputs in(v) = in(e). We call v the
initial vertex of e and the terminal vertex of f ∈ in(e). The set of vertices in
T is denoted by Vt(T).
(4) An edge length function is a map
L ∶ Ed(T) // [0,∞).
We call L(e) the length of e ∈ Ed(T).
(5) An input ordering is a bijection
σ ∶ {1, . . . , ∣in(T)∣} ≅ // in(T).
For a given input ordering σ of T, we call σ(i) the ith input of T.
(6) An isomorphism ψ ∶ T ≅ // T′ of trees is an isomorphism of partially or-
dered sets that preserves the inputs, as well as other structures (e.g., edge
length functions and/or input orderings) that both T and T′ possess.
Recall that CHau is the symmetric monoidal category of compactly generated
weak Hausdorff spaces, with Cartesian product as the monoidal product.
DEFINITION 3.6.2. The phylogenetic operad Phyl is the one-colored symmetric
operad in CHau defined as follows.
Entries: For n ≥ 0 the space Phyl(n) is defined as the quotient
Phyl(n) = ( ∐
(T,σ)
[0,∞)×Ed(T))/ ∼
in which the coproduct is indexed by the set of isomorphism classes of
trees with input orderings (T,σ) such that:
● ∣in(T)∣ = n.
● ∣in(v)∣ /= 0, 1 for v ∈ Vt(T).
A point in [0,∞)×Ed(T) is also regarded as an edge length function L ∶
Ed(T) // [0,∞). The identification ∼ is generated as follows. Suppose
(T,σ, L) is such a triple, and e ∈ Int(T) has length 0. Then
(T,σ, L) ∼ (T′,σ, L′)
in which:
● T′ is the tree obtained from T by removing e, with the partial order-
ing induced by that of T. So
Ed(T′) = Ed(T)∖ {e} and in(T′) = in(T).
● The edge length function L′ ∶ Ed(T′) // [0,∞) is the restriction of
L.
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Unit: The unit
(↑, 0) ∈ Phyl(1) ≅ [0,∞)
is the point 0 ∈ [0,∞), corresponding to the tree ↑ with only one edge,
which has length 0, and no vertices.
Composition: Suppose (T,σ, L) ∈ Phyl(n) with 1 ≤ i ≤ n and (T′,σ′, L′) ∈ Phyl(m).
Their ○i-composition
(T,σ, L) ○i (T′,σ′, L′) = (T ○i T′,σ ○i σ′, L ○i L′) ∈ Phyl(n+m − 1)
is defined as follows.
● T ○i T′ is the tree
T ○i T′ = T ∐ T
′
(σ(i) = out(T′))
obtained by identifying the ith input of T with the output of T′, with
inputs
in(T ○i T′) = [in(T)∖ {σ(i)}]∐ in(T′).
● The input ordering
{1, . . . , ∣in(T)∣− 1+ ∣in(T′)∣} σ○iσ
′
≅
// in(T ○i T′)
is the bijection defined as
(σ ○i σ′)(j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
σ(j) if 1 ≤ j < i,
σ′(j− i + 1) if i ≤ j ≤ i + ∣in(T′)∣− 1,
σ(j− ∣in(T′)∣+ 1) if i + ∣in(T′)∣ ≤ j ≤ ∣in(T)∣− 1+ ∣in(T′)∣.
● The edge length function
Ed(T ○i T′) L○iL
′
// [0,∞)
is defined as
(L ○i L′)(e) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
L(e) if e ∈ Ed(T)∖ {σ(i)},
L′(e) if e ∈ Ed(T′)∖ {out(T′)},
L(σ(i))+ L′(out(T′)) if e = σ(i).
Equivariance: For (T,σ, L) ∈ Phyl(n) and τ ∈ Sn, the τ-action is given by
(T,σ, L)τ = (T,στ, L)
with στ the composite
{1, . . . ,n} τ
≅
// {1, . . . ,n} σ
≅
// in(T)
ED GF
στ
It is an exercise to check that Phyl in Definition 3.6.2 satisfies the axioms in
Proposition 3.2.11, so it is indeed a one-colored symmetric operad in CHau.
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INTERPRETATION 3.6.3. In each point (T,σ, L) ∈ Phyl(n) in the phylogenetic
operad, each edge in the tree T represents a species. Each vertex v represents a
splitting of the species out(v) into the species in the set in(v). The edge lengths
represent time. The identification ∼ collapses length 0 internal edges. This means
that, if a species splits and then immediately splits again, then we consider both
splittings as happening at the same moment.
The exclusion of 0-ary vertices–i.e., those with ∣in(v)∣ = 0–means that we are
not considering extinct species. The exclusion of unary vertices–i.e., those with
∣in(v)∣ = 1–means that we only consider the situation when a species is split into
at least two species. We emphasize that the exclusion of 0-ary and unary vertices
is not necessary for the mathematics to work. There is an extended version of
the phylogenetic operad without the requirement that ∣in(v)∣ /= 0, 1 for v ∈ Vt(T).
The restriction on the size of ∣in(v)∣ is implemented to reflect actual practice of
biologists when they construct phylogenetic trees [BS12]. ◇
EXAMPLE 3.6.4. When we draw a tree, we draw each edge as either an arrow
↑ or simply as a line ∣. A vertex is drawn as a dot ● or a circle ◯, with its output
above it and its inputs below it, as follows.
v
in(v)
out(v)
The output of the tree is drawn at the top.
On the left below is an example of a point (T,σ, L) in the space Phyl(4). It is
identified under ∼with the point (T′,σ, L′) in Phyl(4) on the right.
(T,σ, L)
1.5
2 0
4 0 1 0.5
σ(2) σ(4) σ(3) σ(1)
∼
(T′,σ, L′)
1.5
1
0.5
2
4 0
σ(2) σ(4)
σ(3) σ(1)
There are seven edges in T, with the edge length of each edge written next to it.
By the identification ∼, the length 0 internal edge in T can be removed (i.e., shrunk
away), resulting in T′.
An illustration of the ○3-composition
Phyl(4)×Phyl(3) ○3 // Phyl(6)
in the phylogenetic operad is in the picture below.
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(T′,σ, L′)
σ(4)
1.5
1
0.5
2
4
0
σ(2)
σ(3) σ(1)
○3
(T′′, τ, L′′)
5
3
0.4
1.2 0.5
τ(1) τ(3)
τ(2)
(T′,σ, L′) ○3 (T′′, τ, L′′)
π(6)
1.5
0.5
2
6
0.4
4
0
3
1.2 0.5
π(1)
π(2)
π(4)
π(3) π(5)
The ○3-composition
(T′,σ, L′) ○3 (T′′, τ, L′′) = (T′ ○3 T′′,σ ○3 τ, L′ ○3 L′′) ∈ Phyl(6)
is on the right-hand side in the previous picture, in which π = σ ○3 τ ∈ S6. The gray
dotted arrow is there to help visualize the identification of the third input of T′
with the output of T′′ ◇
REMARK 3.6.5. There are several essentially equivalent formalisms of trees in
the literature, including those in [BO17, Fre17, GK94, HRY∞, Koc11, Wei11, YJ15,
Yau16]. The interested reader can easily translate the discussion above as well as
in Section 9.1 below about trees to other similar definitions of trees. ◇
3.7. Planar Tangle Operad
The purpose of this section is to discuss the colored symmetric operad called
the planar tangle operad due to Jones [Jon12]. The significance of the planar tangle
operad comes from the fact that it parametrizes the operations in shaded planar
algebras. We first define the set of colors in the planar tangle operad. The complex
plane is denoted byC.
DEFINITION 3.7.1. For k ≥ 0, a shaded k-circle is a tuple
(C, P,S,∗)
as follows:
(i) C is a circle in C.
(ii) P is a set of 2k distinct points on the circle C, called marked points. Each
connected component of C ∖ P is called an interval in C. The set of inter-
vals in C is denoted by Intl(C).
(iii) S ∶ Intl(C) // {b,w} is a map, called the shading of C, such that if the
closures of two distinct intervals I1 and I2 have a non-empty intersection,
then S(I1) /= S(I2). For an interval I in C, if S(I) = b (resp., S(I) = w), then
we say that I is shaded black (resp., white).
(iv) ∗ ∈ Intl(C), called the distinguished interval in C, which may be shaded
either black or white.
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We abbreviate such a shaded k-circle to C if there is no danger of confusion. A
shaded circle is a shaded k-circle for some k. The set of shaded circles is denoted by
SCir.
EXAMPLE 3.7.2. Here is an example of a shaded 3-circle.
b
w
b
w b
w
∗
Each marked point is indicated by ●. The shading is indicated by either b or w
next to the interval. The distinguished interval is indicated by ∗, which is shaded
white. Note that the shading of C is uniquely determined by the shading of one
interval, such as the distinguished interval, since the intervals are shaded in an
alternating manner as one goes around the circle. ◇
Recall from Definition 2.1.1 that Prof(C) is the set of C-profiles. Below we will
use this notation when the set C is the set SCir of shaded circles. By a closed discwe
mean a subspace
D = {z ∈ C ∶ ∣z − a∣ ≤ r} ⊆ C
for some a ∈C and some positive real number r. For a subspace X ⊆C, its interior,
boundary, and closure are denoted by X○, ∂X, and X, respectively.
DEFINITION 3.7.3. Suppose
( C0C1,...,Cn) ∈ Prof(SCir)× SCir
for some n ≥ 0, so each tuple
(Ci, Pi,Si,∗i)
is a shaded ki-circle for some ki ≥ 0. Suppose Di is the closed disc with boundary
∂Di = Ci for 0 ≤ i ≤ n. We say that ( C0C1,...,Cn) is admissible if the closed discs {Dj}nj=1 are
(i) pairwise disjoint and
(ii) contained in the interior D○0 , except when (C1, . . . ,Cn) = (C0), in which
case D0 = D1.
EXAMPLE 3.7.4. For each shaded circle C,
(C
C
) ∈ Prof(SCir)× SCir
is admissible. If C′ /= C is another shaded circle, then
(CC′) ∈ Prof(SCir)× SCir
is admissible if and only if the circle C′ is inside the circle C. ◇
Next we recall the concept of a planar tangle from [Jon12]. We will reuse the
notations in Definition 3.7.3 below.
DEFINITION 3.7.5. Suppose ( C0C1,...,Cn) ∈ Prof(SCir) × SCir is admissible for some
n ≥ 0. A planar k0-tanglewith profile ( C0C1,...,Cn) is a pair
T = (St,Sh)
as follows.
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(i) St is a finite set of disjoint smooth curves in D0 ∖∐nj=1 D○j , called strings
in T, such that:
● Each string is either a closed curve in D○0 ∖∐nj=1 Dj , or its two bound-
ary points are distinct marked points of the shaded circles {Ci}ni=0.● Each marked point in {Ci}ni=0 is the boundary point of precisely one
string, which meets the corresponding circle transversally.
The connected components of
[D○0 ∖
n
∐
j=1
Dj]∖ St
are called the regions in T, the set of which is denoted by Reg(T).
(ii) Sh ∶ Reg(T) // {b,w} is a map, called the shading of T, such that:
● If R1 and R2 are distinct regions such that R1 ∩ R2 /= ∅, then
Sh(R1) /= Sh(R2).
● If R is a region and if I is an interval in Ci for some 0 ≤ i ≤ n such that
R∩ I /= ∅, then
Sh(R) = Si(I).
If Sh(R) = b (resp., Sh(R) = w), then we say that R is shaded black (resp.,
white).
We call C0 the outside shaded circle and Cj for 1 ≤ j ≤ n the jth inside shaded circle of
T. A planar tangle is a planar k-tangle for some k ≥ 0 with some admissible profile.
The set of planar tangles with profile ( C0C1,...,Cn) is denoted by PTan( C0C1,...,Cn). If ( C0C1,...,Cn)
is not admissible, we define PTan( C0C1,...,Cn) = ∅.
EXAMPLE 3.7.6. For each shaded circle C, PTan(CC) is the one-point set, since
the set of strings and the set of regions are both necessarily empty. ◇
EXAMPLE 3.7.7. Here is an example of a planar 2-tangle T ∈ PTan( C0C1,C2,C3).
∗
w
D1 ∗
b
D2
∗ b
D3
∗
w
R1
R2
R3
R4
R5
In this planar 2-tangle T:
● C0 is a shaded 2-circle whose distinguished interval is shaded white.
● C1 is a shaded 1-circle whose distinguished interval is shaded black.
● C2 is a shaded 2-circle whose distinguished interval is shaded black.
● C3 is a shaded 0-circle whose distinguished interval is shaded white.
● There are six strings, all drawn in blue.
● There are five regions {R1, . . . ,R5}, with (i) R1, R3, and R4 shaded black
and (ii) R2 and R5 shaded white.
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◇
Next we equip the set of planar tangles with a given profile with a suitable
topology.
DEFINITION 3.7.8. The set PTan( C0C1,...,Cn) of planar tangles with a given profile( C0
C1,...,Cn
) ∈ Prof(SCir) × SCir is equipped with the following topology. A planar k0-
tangle T ∈ PTan( C0C1,...,Cn) is uniquely specified by its set of strings, which is a smooth
map
∐
s
[0, 1] St // D0 ∖
n
∐
j=1
D○j
if there are s strings. The set PTan( C0C1,...,Cn) is topologized as a subspace of the space
of continuous maps
∐
s≥0
s
∐
i=1
[0, 1] // D0 ∖
n
∐
j=1
D○j ,
which itself has the compact-open topology.
The colored symmetric operad structure on planar tangles is defined next. Re-
call that SCir is the set of shaded circles and that CHau is the symmetric monoidal
category of compactly generated weak Hausdorff spaces. In the following defini-
tion, T ∈ PTan( C0C1,...,Cn) is as in Definition 3.7.5.
DEFINITION 3.7.9. The planar tangle operad is the SCir-colored symmetric op-
erad PTan in CHau defined as follows.
Entries: For each ( C0C1,...,Cn) ∈ Prof(SCir)× SCir, the space PTan( C0C1,...,Cn) is as in Defini-
tion 3.7.8.
Colored Units: For each C ∈ SCir, the unique point in PTan(CC) is the C-colored
unit.
Equivariance: The right Sn-action is defined as
Tσ = (St,Sh) ∈ PTan( C0Cσ(1),...,Cσ(n))
for σ ∈ Sn. In other words, σ permutes the ordering of the inside shaded
circles, so the jth inside shaded circle in Tσ is Cσ(j) for 1 ≤ j ≤ n.
Composition: Suppose 1 ≤ i ≤ n, and
T′ = (St′,Sh′) ∈ PTan( CiC′
1
,...,C′m
)
is another planar tangle whose outside shaded circle Ci is the ith inside
shaded circle in T. The ○i-composition is defined as the planar tangle
T ○i T′ = (St′′,Sh′′) ∈ PTan( C0C1,...,Ci−1,C′1,...,C′m,Ci+1,...,Cn)
in which:
● The strings in St′′ are the connected components of the topological
union of the strings in T and T′.
● The shading
Sh′′ ∶ Reg(T ○i T′) // {b,w}
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is induced by the shadings in T and T′ as
Sh′′(R′′) =
⎧⎪⎪⎨⎪⎪⎩
Sh(R) if R′′ ∩ R /= ∅ for some R ∈ Reg(T),
Sh′(R′) if R′′ ∩ R′ /= ∅ for some R′ ∈ Reg(T′).
It is an exercise to check that PTan satisfies the axioms of a SCir-colored sym-
metric operad in Proposition 3.2.11.
EXAMPLE 3.7.10. Suppose T ∈ PTan( C0C1,C2,C3) is the planar 2-tangle in Example
3.7.7. Suppose T′ ∈ PTan( C1C′
1
,C′
2
) is the planar 1-tangle on the left-hand side in the
picture below, whose outside shaded circle C1 is the first inside shaded circle in
T. It has two inside shaded circles, four strings drawn in green, and three regions,
two of which are shaded white. The ○1-composition
T ○1 T′ ∈ PTan( C0C′
1
,C′
2
,C2,C3
)
is depicted on the right-hand side below.
T∗
w
∗
b
D′1
∗w
D′2∗b
T′
D2
∗ b
D3
∗
w
R1
R2
R3
R4
R5
///o/o/o
T ○1 T′∗
w
D′1
∗w
D′2∗b
D2
∗ b
D3
∗
w
In the planar 2-tangle T ○1 T′:
● There are four inside shaded circles {C′1,C′2,C2,C3}.● There are eight strings, all drawn in red.
● There are six regions, three of which are shaded white. ◇

CHAPTER 4
Group Operads
As we have discussed in the previous chapters, a planar operad has no equi-
variant structure, while a symmetric operad has actions by the symmetric groups.
In this chapter, we discuss a more general version of colored operads, called col-
ored G-operads or group operads, whose equivariant structure comes from a suit-
able sequence G of groups. We will call G an action operad. For example, when G
is the planar group operad P and the symmetric group operad S, we recover col-
ored planar operads and colored symmetric operads, respectively. Furthermore,
as we will discuss in Chapter 5, Chapter 6, and Chapter 7, colored (pure) braided
operads, colored (pure) ribbon operads, and colored (pure) cactus operads are also
examples of G-operads for suitable choices of G.
Later chapters are all written at the level of colored G-operads. There are two
main benefits to using the language of G-operads. First, it provides a unifying
framework for proving results about operads with various kinds of equivariant
structures. In particular, everything that is true for G-operads is automatically true
for planar operads, symmetric operads, (pure) braided operads, (pure) ribbon op-
erads, and (pure) cactus operads. Second, results about changing the equivariant
structures, say from the ribbon groups to the symmetric groups, can be conceptu-
ally proved by considering morphisms of action operads.
In Section 4.1 we define the objects, called action operads, that can act on pla-
nar operads. In Section 4.2 we define colored G-operads for an action operad G
as monoids with respect to the colored G-circle product in the category of colored
G-sequences, which are objects equipped with G-equivariant structures. In Section
4.3 we unpack this conceptual definition and characterize colored G-operads in
terms of generating operations and generating axioms. We also discuss algebras
over a colored G-operad.
The remaining sections of this chapter are about examples of action operads
and G-operads. In Section 4.4 we discuss G-operads that are closely related to the
planar operad structure of G, called the canonical G-operad and the parenthesized
G-operad. In Section 4.5 we provide examples of G-operads related to the transla-
tion category construction.
4.1. Action Operads
Suppose (Set,×,{∗}) is the symmetric monoidal category of sets with direct
product as the monoidal product. Recall that Sn is the symmetric group on n ele-
ments. Also recall the symmetric group operad S in Proposition 3.2.9. The purpose
of this section is to define an action operad, which can act on planar operads as we
will discuss in later sections. For two elements x, y in a group, we write their
product as either xy or x ⋅ y.
53
54 4. GROUP OPERADS
DEFINITION 4.1.1. An action operad is a tuple
G = ({G(n)}n≥0,γG,1G,ω)
as follows.
(1) Each G(n) is a group with multiplicative unit idn.
(2) ω ∶ G(n) // Sn is a group homomorphism for each n, called the augmen-
tation. For an element g ∈ G(n), its imageω(g) ∈ Sn is called the underlying
permutation of g and is also denoted by g.
(3) ({G(n)}n≥0,γG,1G) is a one-colored planar operad in Set as in Definition
2.2.1 in which the following statements hold.
(i) The augmentation
ω ∶ ({G(n)}n≥0,γG,1G) // S
is a morphism of one-colored planar operads in Set.
(ii) For σ, ρ ∈ G(n) with n ≥ 1, τi, τ′i ∈ G(ki) with ki ≥ 0 for 1 ≤ i ≤ n, and
k = k1 +⋯+ kn, the equality
γG(σρ; τ1τ′1, . . . , τnτ′n)
= γG(σ; τ
ρ−1(1)
, . . . , τ
ρ−1(n)
) ⋅γG(ρ; τ′1, . . . , τ′n)(4.1.2)
holds in G(k), where ρ = ω(ρ) ∈ Sn is the underlying permutation of
ρ.
We call (4.1.2) the action operad axiom. We denote such an action operad by (G,ω)
if we wish to emphasize the augmentation ω. We will also denote the one-colored
planar operad ({G(n)}n≥0,γG,1G) in Set by G.
The following result contains some consequences of the action operad axiom
(4.1.2).
LEMMA 4.1.3. In any action operad G:
(1) The operadic unit 1G is the multiplicative unit id1 ∈ G(1).
(2) The equality
γG(idn; idk1 , . . . , idkn) = idk ∈ G(k)
holds for n ≥ 1, ki ≥ 0 for 1 ≤ i ≤ n, and k = k1 +⋯+ kn.
(3) The operadic composition
γG ∶ G(1)×G(1) // G(1)
coincides with the group multiplication, and G(1) is an abelian group.
(4) In the context of (4.1.2), the equality
(4.1.4) γG(σ; τ1, . . . , τn) = γG(σ; idk1 , . . . , idkn) ⋅γG(idn; τ1, . . . , τn)
holds in G(k).
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PROOF. The first assertion follows from the following computation in G(1):
id1 = id1 ⋅ id1
= γG(id1;1G) ⋅ γG(1G; id1)
= γG(id1 ⋅ 1G;1G ⋅ id1)
= γG(1G;1G)
= 1G.
The first and the fourth equalities use the fact that id1 is the multiplicative unit in
G(1). The second and the last equalities use the fact that 1G is the operadic unit
in G. The third equality follows from the action operad axiom (4.1.2) and the fact
that ω(1G) = id1 ∈ S1 is the identity permutation.
The second assertion follows from the following computation in G(k):
γG(idn; idk1 , . . . , idkn) ⋅ γG(idn; idk1 , . . . , idkn)
= γG(idn ⋅ idn; idk1 ⋅ idk1 , . . . , idkn ⋅ idkn)
= γG(idn; idk1 , . . . , idkn).
The first equality follows from the action operad axiom (4.1.2) and the fact that
ω(idn) = idn ∈ Sn is the identity permutation. The second equality uses the fact
that each idj ∈ G(j) is the multiplicative unit.
For the third assertion, observe that the action operad axiom (4.1.2) implies
that the operadic composition
γG ∶ G(1)×G(1) // G(1)
preserves the group multiplication in G(1). Since the operadic unit 1G is also the
multiplicative unit id1 ∈ G(1), the classical Eckmann-Hilton argument [EH62] es-
tablishes the assertion.
Finally, the equality (4.1.4) is obtained from the action operad axiom (4.1.2) by
replacing ρ, τi, and τ
′
i with idn, idki , and τi, respectively. 
EXAMPLE 4.1.5 (Planar Group Operad). The planar group operad P is the action
operad with P(n) = {∗} the trivial group for n ≥ 0. ◇
EXAMPLE 4.1.6 (Symmetric Group Operad). The symmetric group operad S
in Proposition 3.2.9 is an action operad when equipped with the identity augmen-
tation. ◇
More examples of action operads will be given in Chapters 5, 6, and 7. Several
remarks regarding the definition of an action operad follow.
REMARK 4.1.7 (Some History). Wahl [Wah01] (Section 1.2.0.2) considered a
concept similar to an action operad, the difference being that Wahl required each
augmentation ω ∶ G(n) // Sn to be surjective. What we call an action operad is
what Yoshida [Yos∞] and Zhang [Zha∞] called a group operad. However, we want
to reserve the name group group for a G-operad as we will define later. Yoshida
[Yos∞] established a fully faithful functor from the category of action operads to
the category of crossed interval groups in the sense of Batanin-Markl [BM14]. We
followCorner-Gurski [CG∞] andGurski [Gur∞] in using the name action operad,
and Lemma 4.1.3(1)-(3) above is Lemma 1.21 in [CG∞]. It was also pointed out in
56 4. GROUP OPERADS
[Gur∞] that an action operad can act on a multicategory, which is what we call a
colored G-operad in Set below. ◇
REMARK 4.1.8 (Augmentation). The augmentation ω ∶ G(1) // S1 automati-
cally preserves the operadic units. So the condition that ω ∶ G // S is a morphism
of one-colored planar operads in Setmeans that the diagram
G(n)×G(m)
(ω,ω)

○i // G(n +m − 1)
ω

Sn × Sm ○i // Sn+m−1
is commutative for 1 ≤ i ≤ n and m ≥ 0. Equivalently, the diagram
G(n)×G(k1)×⋯×G(kn)
(ω,...,ω)

γG
// G(k1 +⋯+ kn)
ω

Sn × Sk1 ×⋯× Skn
γS
// Sk1+⋯+kn
is commutative for n ≥ 1 and k1, . . . , kn ≥ 0. ◇
REMARK 4.1.9. We are not asking G to be a one-colored planar operad in the
symmetric monoidal category of groups. In other words, the operadic composi-
tion
G(n)×G(k1)×⋯×G(kn) γ
G
// G(k)
is a function, not a group homomorphism. Indeed, choosing τi = τ′i = idki , the
action operad axiom (4.1.2) becomes
γG(σρ; idk1 , . . . , idkn) = γG(σ; idkρ−1(1) , . . . , idkρ−1(n)) ⋅ γG(ρ; idk1 , . . . , idkn).
Therefore, the map
G(n)
γG(−;idk1 ,...,idkn) // G(k)
is notmultiplicative.
On the other hand, the map
G(k1)×⋯×G(kn) γG(idn;−,...,−) // G(k)
is a group homomorphism. This is a consequence of the action operad axiom
(4.1.2) and Lemma 4.1.3(2). ◇
4.2. Group Operads as Monoids
Fix an action operad (G,ω). We now follow the development in Section 3.1
with the symmetric group operad S replaced by the action operad G. First we de-
fine the G-analogue of symmetric sequences. As before, (M,⊗,1) is our ambient
symmetric monoidal category. We always assume that M is complete and cocom-
plete and that the monoidal product commutes with colimits on each side. An
initial object inM is denoted by ∅.
DEFINITION 4.2.1. Suppose C is a set.
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(1) Define the groupoid GC with object set Prof(C). For c = (c1, . . . , cm), d ∈
Prof(C), an isomorphism σ ∶ c ≅ // d ∈ GC is an element σ ∈ G(m) such
that
σc = (c
σ−1(1)
, . . . , c
σ−1(m)
) = d ∈ Prof(C),
where σ = ω(σ) ∈ Sm is the underlying permutation of σ. Composi-
tion and identity morphisms are given by multiplication and units in the
groups G(n).
(2) The opposite groupoid Gop
C
is regarded as the groupoid of C-profiles in
which elements in G act on C-profiles from the right via their underlying
permutations.
(3) The objects of the diagram category
GSeqC(M) =MGopC ×C
are called C-colored G-sequences in M.
(4) Define the C-colored G-sequence IG with entries
(4.2.2) IG(dc) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∅ if c /= (d),
∐
G(1)
1 if c = (d)
for (dc) ∈ Prof(C)×C. Its C-colored G-sequence structure is induced by the
group multiplication in G(1).
EXAMPLE 4.2.3. For the planar group operad P, the groupoid PC is the discrete
category with object set Prof(C). For the symmetric group operad S, the groupoid
SC is the groupoid of C-profiles in Definition 2.1.1. ◇
Next we define the G-version of the symmetric circle product with respect to
which G-operads are monoids.
DEFINITION 4.2.4. Suppose G is an action operad, and X,Y ∈ GSeqC(M).
(1) For each c = (c1, . . . , cm) ∈ GC, define the object YcG ∈MG
op
C entrywise as the
coend
Y
c
G(b) = ∫
{aj}∈
m
∏
j=1
G
op
C
G
op
C
(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
for b ∈ Gop
C
, in which (a1, . . . , am) ∈ GopC is the concatenation. The object YcG
is natural in c ∈ GC via left permutations of the tensor factors in⊗mj=1Y(c jaj)
by underlying permutations of elements in G(m).
(2) The C-colored G-circle product
X
G○Y ∈ GSeqC(M)
is defined entrywise as the coend
(X G○Y)(db) = ∫ c∈GC X(dc)⊗YcG(b) ∈M
for (db) ∈ GopC ×C.
The following result is the G-version of Proposition 2.1.8, whose proof is read-
ily adapted to the current case.
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PROPOSITION 4.2.5. (GSeqC(M), G○, IG) is a monoidal category.
We now define colored G-operads as monoids in this monoidal category.
DEFINITION 4.2.6. For an action operad (G,ω), the category of C-colored G-
operads inM is the category
GOpC(M) =Mon(GSeqC(M), G○, IG)
of monoids in the monoidal category (GSeqC(M), G○, IG). An object in GOpC(M) is
also called a group operad. If C has n <∞ elements, we refer to objects in GOpC(M)
as n-colored G-operads inM.
REMARK 4.2.7 (One-Colored Case). In the one-colored case (i.e, when C = {∗})
withM = Set, the one-colored G-circle product and Proposition 4.2.5 above reduce
to Definition 1.19 and Theorem 1.20 in Corner-Gurski [CG∞]. For our later discus-
sion of infinity G-operads, it is crucial that we be able to consider coloredG-operads.◇
REMARK 4.2.8. The reader should not confuse our C-colored G-operads in
Definition 4.2.6 with the G-operads in [GW18, LMS86, SW03], which mean one-
colored symmetric operads in TopG for a group G. Here Top is a suitable cat-
egory of pointed spaces, and TopG is the category of G-equivariant spaces and
G-equivariant maps. ◇
EXAMPLE 4.2.9 (Planar and Symmetric Operads). For the planar group operad
P, the category of C-colored P-operads is the category of C-colored planar operads.
For the symmetric group operad S with identity augmentation, the category of C-
colored S-operads is the category of C-colored symmetric operads. ◇
EXAMPLE 4.2.10 (Braided, Ribbon, and Cactus Operads). As we will see in
Chapter 5, the (pure) braid groups form an action operad B (PB) such that C-
colored B-operads (PB-operads) are C-colored (pure) braided operads. Similarly,
in Chapter 6 we will show that the (pure) ribbon groups form an action operad
R (PR) such that C-colored R-operads (PR-operads) are C-colored (pure) ribbon
operads. In Chapter 7 we will show that the (pure) cactus groups form an ac-
tion operad Cac (resp., PCac) such that C-colored Cac-operads (PCac-operads) are
C-colored (pure) cactus operads. ◇
REMARK 4.2.11 (Non-Examples). While the braid groups form an action op-
erad, there are several sequences of groups related to the braid groups that do not
form action operads. For instance,
(1) the sequence of virtual braid groups in [KL04],
(2) the sequence of welded braid groups, called the braid-permutation groups
in [FRR97], and
(3) the sequence of Grothendieck cartographical groups [SV90], called the
twin groups in [Kho96, Kho97],
are not action operads because they are not one-colored planar operads in Set. ◇
4.3. Coherence for Group Operads
For a given action operad G as in Definition 4.1.1, G-operads can be described
more explicitly as follows. The proofs are minor modifications of those in the
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planar and symmetric cases. The following description of G-operads is the G-
version of Proposition 2.2.7 and Proposition 3.2.3.
PROPOSITION 4.3.1. A C-colored G-operad in M is equivalent to a C-colored planar
operad (O,γ,1) as in Definition 2.2.1 together with a C-colored G-sequence structure on
O that satisfies the following equivariance axioms. Suppose that in (2.2.2) ∣bj∣ = kj ≥ 0.
(1) For each element σ ∈ G(n), the top equivariance diagram
O(dc)⊗ n⊗
j=1
O(c jbj)
γ

(σ,σ−1)
// O( dcσ)⊗ n⊗
j=1
O(cσ(j)bσ(j))
γ

O( db1,...,bn)
σ⟨kσ(1),...,kσ(n)⟩
// O( dbσ(1),...,bσ(n))
inM is commutative. In the top horizontal morphism, σ is the G(n)-equivariant
structure morphism of O corresponding to σ ∈ G(n), and σ ∈ Sn is the underly-
ing permutation of σ. The bottom horizontal morphism is the G(k)-equivariant
structure morphism of O corresponding to the element
(4.3.2) σ⟨kσ(1), . . . , kσ(n)⟩ = γG(σ; idkσ(1) , . . . , idkσ(n)) ∈ G(k),
where k = k1 +⋯+ kn.
(2) Given elements τj ∈ G(kj) for 1 ≤ j ≤ n, the bottom equivariance diagram
O(dc)⊗ n⊗
j=1
O(c jbj)
γ

(Id,⊗τj)
// O(dc)⊗ n⊗
j=1
O( c jbjτ j)
γ

O( db1,...,bn)
τ1⊕⋯⊕τn // O( db1τ1,...,bnτn)
in M is commutative. In the top horizontal morphism, each τj is the G(kj)-
equivariant structure morphism of O corresponding to τj ∈ G(kj). The bottom
horizontal morphism is the G(k)-equivariant structure morphism of O corre-
sponding to the element
(4.3.3) τ1 ⊕⋯⊕ τn = γG(idn; τ1, . . . , τn) ∈ G(k).
Moreover, a morphism of C-colored G-operads inM is equivalent to a morphism of the
underlying C-colored planar operads that is also a morphism of the C-colored G-sequences.
REMARK 4.3.4. In the one-colored case (i.e., when C = {∗}), the characteri-
zation in Proposition 4.3.1 is used as the definition of a one-colored G-operad in
Corner-Gurski [CG∞], Yoshida [Yos∞], and Zhang [Zha∞]. In the general col-
ored case, the characterization in Proposition 4.3.1 is used in Gurski [Gur∞] as the
definition of a colored G-operad in Set, called a Λ-multicategory. ◇
EXAMPLE 4.3.5 (Changing Color Sets). Suppose f ∶ C // D is a function be-
tween sets. It induces a functor
f∗ ∶ GC // GD,
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where f is applied entrywise. By composition it induces a monoidal functor
GSeqC(M) =MGopC ×C MGopD×D = GSeqD(M)f
∗
oo
for the monoidal structure in Proposition 4.2.5. Therefore, it induces a functor
between their respective categories of monoids, i.e., a functor
GOpC(M) GOpD(M)f
∗
oo
from D-colored G-operads to C-colored G-operads in M. Specifically, for a D-
colored G-operad P, its image f ∗P ∈ GOpCM has entries
( f ∗P)(dc) = P( f df c)
for (dc) ∈ Prof(C)×C, where
f c = ( f c1, . . . , f cn) if c = (c1, . . . , cn) ∈ Prof(C).
Its C-colored G-operad structure is directly induced by the D-colored G-operad
structure of P. For example, in the setting of Definition 2.2.1, the operadic compo-
sition in f ∗P,
( f ∗P)(dc)⊗
n⊗
j=1
( f ∗P)(c jbj)
γ f
∗P
// ( f ∗P)(db)
P( f df c)⊗
n⊗
j=1
P( f c jf bj)
γP
// P( f df b)
is the operadic composition γP in P. We call each functor f ∗ a change-of-color func-
tor. ◇
The following description of G-operads is the G-version of Proposition 2.2.16
and Proposition 3.2.11.
PROPOSITION 4.3.6. A C-colored G-operad in M is equivalent to a C-colored planar
operad (O, ○,1) as in Definition 2.2.10 together with a C-colored G-sequence structure on
O that satisfies the following equivariance axiom. Suppose ∣c∣ = n ≥ 1, 1 ≤ i ≤ n, σ ∈ G(n),
and τ ∈ G(m). Then the equivariance diagram inM
O(dc)⊗O(cσ(i)b )
(σ,τ)

○σ(i)
// O( dc○σ(i)b)
σ○iτ

O( dcσ)⊗O(cσ(i)bτ )
○i // O( d(cσ)○i(bτ)) = O( d(c○σ(i)b)(σ○iτ))
is commutative. The right vertical morphism is the G(n +m − 1)-equivariant structure
morphism of O corresponding to the element
(4.3.7) σ ○i τ = γG(σ; id1, . . . , id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
, τ, id1, . . . , id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
) ∈ G(n +m − 1).
Moreover, a morphism of C-colored G-operads inM is equivalent to a morphism of the
underlying C-colored planar operads that is also a morphism of the C-colored G-sequences.
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REMARK 4.3.8 (Further Characterizations of G-Operads). Later we will pro-
vide two more characterizations of colored G-operads.
(1) In Theorem 9.3.6 below, we will characterize C-colored G-operads as al-
gebras over a (Prof(C)×C)-colored symmetric operad GOpCM.
(2) In Corollary 11.2.7 below, we will describe C-colored G-operads using
structuremorphisms γ(T,σ) that are parametrizedby all C-coloredG-trees.
This description will be important when we discuss the Boardman-Vogt
construction of colored G-operads. ◇
Next we discuss algebras over a G-operad.
LEMMA 4.3.9. Suppose O is a C-colored G-operad in M. Then it induces a monad
whose functor is
O
G○ − ∶MC // MC
and whose multiplication and unit are induced by those of O as in Corollary 2.1.11.
DEFINITION 4.3.10. Suppose O is a C-colored G-operad in M. The category
AlgM(O) of O-algebras is defined as the category of (O G○ −)-algebras for the monad
O
G○ − inMC.
REMARK 4.3.11. For a C-colored G-operad O inM and X ∈ MC, a typical entry
of O
G○X ∈MC is the coend
(O G○X)d = ∫
c∈GC
O(dc)⊗Xc ∈M
for d ∈ C. ◇
PROPOSITION 4.3.12. Suppose O is a C-colored G-operad in M. Then an O-algebra
is precisely a pair (X,λ) as in Definition 2.3.7 that satisfies the following equivariance
axiom. For each (dc) ∈ GopC ×C and each element σ ∈ G(∣c∣), the equivariance diagram
O(dc)⊗Xc
λ

(σ,σ−1)
// O( dcσ)⊗Xcσ
λ

Xd Xd
inM is commutative. In the top horizontal morphism, σ−1 is the right permutation on the
tensor factors in Xc induced by the underlying permutation σ ∈ S∣c∣.
EXAMPLE 4.3.13 (Symmetric Operads as G-Operads). Every C-colored sym-
metric operad is naturally a C-colored G-operad, in which elements in G act via
their underlying permutations. The underlying C-colored planar operad structure
remains unchanged. ◇
EXAMPLE 4.3.14 (Colored Endomorphism G-Operads). For each C-colored ob-
ject X = {Xc}c∈C inM, recall from Example 3.3.5 the endomorphism symmetric op-
erad End(X), which is a C-colored symmetric operad. By Example 4.3.13 we may
regard End(X) as a C-colored G-operad. Then for each C-colored G-operad O in
M, an O-algebra structure on X in the sense of Definition 4.3.10 is equivalent to a
morphism O // End(X) of C-colored G-operads. ◇
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4.4. Parenthesized Group Operads
In this section, we discuss examples of G-operads that are related to or directly
inherited from the planar operad structure of an action operad G.
EXAMPLE 4.4.1 (Action Operads as G-Operads in Set). Each action operad G
yields a one-colored G-operad ({G(n)}n≥0,γG,1) in Set whose G-sequence struc-
ture comes from the level-wise group multiplication on each G(n). We call this
one-colored G-operad in Set the canonical G-operad, denoted also by G. This is
Proposition 1.17 in [Gur∞].
Indeed, by definition G has an underlying one-colored planar operad in Set.
Level-wise group multiplication defines a one-colored G-sequence structure on
{G(n)}. The top equivariance diagram in Proposition 4.3.1 is the equality
γG(σ; τ1, . . . , τn) ⋅ γG(ρ; idkρ(1) , . . . , idkρ(n))
= γG(σρ; τρ(1), . . . , τρ(n)) ∈ G(k)
for σ, ρ ∈ G(n) and τi ∈ G(ki) for 1 ≤ i ≤ n. Similarly, the bottom equivariance
diagram in Proposition 4.3.1 is the equality
γG(σ; τ1, . . . , τn) ⋅γG(idn; ρ1, . . . , ρn)
= γG(σ; τ1ρ1, . . . , τnρn) ∈ G(k)
for σ ∈ G(n) and τi, ρi ∈ G(ki) for 1 ≤ i ≤ n. Moreover, the equivariance diagram in
Proposition 4.3.6 is the equality
γG(σ; idρ
−1(i)−1
1 , τ, id
n−ρ−1(i)
1
) ⋅ γG(ρ; idi−11 ,π, idn−i1 )
= γG(σρ; idi−11 , τπ, idn−i1 ) ∈ G(n +m − 1)
for σ, ρ ∈ G(n) and τ,π ∈ G(m), where
id
j
1 = (id1, . . . , id1) ∈ G(1)×j.
These three equalities hold by the action operad axiom (4.1.2). ◇
EXAMPLE 4.4.2 (Parenthesized G-Operad). This example is an extension of
both the magma operadMag in Example 2.4.5 and the canonical G-operad G in Set
in Example 4.4.1. Suppose G is an action operad.
There is a one-colored G-operad PaG in Set defined as follows.
Entries: For n ≥ 0, define the set
PaG(n) =Mag(n)×G(n)×Mag(n),
in which an element is written as (w;σ;w′) with w,w′ ∈ Mag(n) and σ ∈
G(n). We visualize such an element as
w′
w
σ
OO
with w the input parenthesized word and w′ the output parenthesized word,
respectively.
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Unit: The operadic unit is
(∗; id1;∗) ∈Mag(1)×G(1)×Mag(1).
Composition: For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
PaG(n)×PaG(m) ○i // PaG(n +m − 1)
is defined as
(w;σ;w′) ○i (x; τ; x′) = (w ○i x;σ ○i τ;w′ ○σ(i) x′)
for w,w′ ∈Mag(n), x, x′ ∈Mag(m), σ ∈ G(n), and τ ∈ G(m). Here
w ○i x and w′ ○σ(i) x′ ∈Mag(n +m − 1)
are the ○i-composition in the magma operad Mag with σ ∈ Sn the under-
lying permutation of σ. Likewise,
σ ○i τ ∈ G(n +m − 1)
is the ○i-composition in the planar operad G.
G-Equivariance: The one-colored G-sequence structure
PaG(n)×G(n) // PaG(n)
is level-wise defined as
(w;σ;w′)τ = (w;στ;w′)
for σ, τ ∈ G(n).
That PaG is a one-colored G-operad in Set follows from the fact that the magma
operad M is a one-colored planar operad and that G is a one-colored G-operad in
Set. We call PaG the parenthesized G-operad.
Let us consider some special cases of the parenthesized G-operad.
(1) For the planar group operad P in Example 4.1.5, there is an isomorphism
PaP ≅Mag ×Mag
of one-colored planar operads in Set between the parenthesized planar
operad and the product of two copies of the magma operad.
(2) For the symmetric group operad S in Proposition 3.2.9, the elements in
the parenthesized symmetric operad PaS are called parenthesized permu-
tations in Bar-Natan [Bar98], the set of which is denoted by PaP there.
On the other hand, our parenthesized symmetric operad PaS is differ-
ent from Fresse’s (Section 6.3 in [Fre17]) parenthesized symmetry operad
PaS, which is a one-colored symmetric operad in Cat whose algebras are
small symmetric monoidal categories without monoidal units. See Re-
mark 21.4.8 for more discussion of Fresse’s parenthesized symmetry op-
erad.
(3) We will discuss the braided and ribbon versions of the parenthesized G-
operad in Example 5.3.7 and Example 6.3.7 below.
There is a morphism π ∶ PaG // G of one-colored G-operads in Set, where the
targetG is the canonical G-operad in Example 4.4.1, that is level-wise the projection
Mag(n)×G(n)×Mag(n) π // G(n) .
◇
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4.5. Group Operads from Translation Categories
In this section, we discuss some examples of G-operads that are related to the
translation category construction.
DEFINITION 4.5.1. For a group G, its translation category EG is defined as the
small groupoid with:
● object set the underlying set of G;
● morphism set EG(g, h) = {hg−1}, a one-point set, for g, h ∈ G;
● composition given by multiplication in G.
As G acts on itself from the right via groupmultiplication, G also acts on the trans-
lation category EG from the right.
Denote by Gpd the symmetric monoidal category with small groupoids as ob-
jects and functors as morphisms. Its monoidal product is given by the Cartesian
product. Its monoidal unit is the groupoid {∗}with one object and no non-identity
morphisms.
EXAMPLE 4.5.2 (Translation Categories of Action Operads). Suppose G is an
action operad. Applying the translation category construction E? to the groups
{G(n)}n≥0 and the one-colored planar operad structure in G, we obtain a one-
colored G-operad
EG = ({EG(n)}n≥0,γ,1)
in the symmetric monoidal category Gpd of small groupoids. In more details:
(i) The operadic composition
EG(n) × EG(k1) ×⋯× EG(kn)
γ
// EG(k) ,
where k = k1 +⋯+ kn, is the functor whose assignment on objects is the
operadic composition
G(n)×G(k1)×⋯×G(kn) γ
G
// G(k)
in the action operad G. The assignment on morphisms is uniquely deter-
mined by the definition of the morphism sets in the translation category
EG(k).
(ii) The operadic unit is the functor
1 ∶ {∗} // EG(1)
determined by 1(∗) = id1 ∈ G(1) on the unique object.
(iii) The one-colored G-sequence structure is determined level-wise by the
group multiplication
G(n)×G(n) // G(n)
on G(n).
This observation can be found in Fiedorowicz [Fie∞] and also in Corollary 1.18 in
Gurski [Gur∞]. ◇
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EXAMPLE 4.5.3 (Nerves of Translation Categories of Action Operads). Sup-
pose ∆ denotes the category of finite ordinal numbers
[n] = {0 < 1 < ⋯ < n}
for n ≥ 0 with weakly order-preserving maps as morphisms. For a small category
C, recall that its nerve
(4.5.4) Ner(C) ∶ ∆op // Set,
also known as its classifying space, is the simplicial set whose set of n-simplicies is
the set
Ner(C)n = Ner(C)([n]) = Cat([n],C)
of functors from [n] to C. See, for instance, Example 1.4 in [GJ99]. The nerve
functor
Ner ∶ Cat // SSet,
from the category of small categories to the category of simplicial sets, is product-
preserving and takes each natural transformation to a simplicial homotopy.
Suppose G is an action operad. Applying the nerve functor to the one-colored
G-operad EG in groupoids, we obtain a one-colored G-operad
EG = {EG(n) = Ner(EG(n))}n≥0
in the category of simplicial sets. This one-colored G-operad has the following two
properties.
(1) Each simplicial set EG(n) is contractible, since it is the nerve of a small
connected groupoid.
(2) The G(n)-action
EG(n)×G(n) // EG(n)
is free and proper.
We call a G-operad with these two properties a G∞-operad.
When G is the symmetric group operad S in Example 4.1.6 with the identity
augmentation, an S∞-operad is usually called an E∞-operad. In particular,
ES = {ESn}n≥0
is a one-colored E∞-operad in the category of simplicial sets, called the Barratt-
Eccles operad [BE74]. For the action operad B = {Bn} defined by the braid groups,
which we will discuss in details in Chapter 5, the B∞-operad terminology and the
one-colored braided operad
EB = {EBn}
are due to Fiedorowicz [Fie∞]. At the generality of an action operad, this example
is essentially due to Wahl [Wah01]. ◇

CHAPTER 5
Braided Operads
The purpose of this chapter is to discuss group operads in which the action op-
erad arises from the braid groups or the pure braid groups. These group operads
are called braided operads and pure braided operads. They are planar operads
with an appropriate action by the (pure) braid groups. One-colored braided oper-
ads were originally introduced by Fiedorowicz [Fie∞].
In Section 5.1 we discuss (pure) braid groups. In Section 5.2 we discuss the ac-
tion operads B and PB, called the (pure) braid group operad, which are defined by
the (pure) braid groups. The corresponding notions of B-operads and PB-operads
are colored braided operads and colored pure braided operads, respectively. In
Section 5.3 we provide several examples of braided operads. In Section 5.4 we dis-
cuss the one-colored braided operads obtained by taking the universal covers of
the spaces in the little 2-cube operad and the little 2-disc operad.
As in the previous chapter, (M,⊗,1) denotes a complete and cocomplete sym-
metric monoidal category whose monoidal product commutes with small colimits
on each side.
5.1. Braid Groups
The purpose of this section is to recall the (pure) braid groups, which are
needed to define colored (pure) braided operads. For more detailed discussion
of the braid groups, the reader is referred to [Art47a, Art47b, KT08].
DEFINITION 5.1.1. The nth braid group Bn is defined as the trivial group if n =
0, 1. For n ≥ 2 the braid group Bn is the group generated by generators s1, . . . , sn−1
that is subject to the braid relations:
sisj = sjsi for ∣i − j∣ ≥ 2 and 1 ≤ i, j ≤ n − 1;(5.1.2)
sisi+1si = si+1sisi+1 for 1 ≤ i ≤ n − 2.(5.1.3)
An element in Bn is called a braid.
EXAMPLE 5.1.4. The braid group B2, with one generator s1 and no relations, is
the infinite cyclic group. ◇
REMARK 5.1.5. The symmetric group Sn admits a similar generator and rela-
tion description as the braid group Bn with si given by the adjacent transposition
(i, i + 1) and with one extra relation: sisi = id for each i. ◇
DEFINITION 5.1.6. There is a natural projection
π ∶ Bn // Sn
that sends each generator si ∈ Bn to the adjacent transposition (i, i + 1) ∈ Sn. The
kernel of this projection is called the pure braid group and is denoted by PBn. The
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image of an element b ∈ Bn under the projection π is called the underlying permuta-
tion of b, denoted b.
GEOMETRIC INTERPRETATION 5.1.7. Elements in the braid group Bn can be
geometrically interpreted as follows. A topological interval is a topological space
homeomorphic to the closed unit interval I = [0, 1] ⊆ R. A geometric braid on n
strings is a subset
b =
n
∐
i=1
Ii ⊆R2 ×I
such that the following statements hold:
(i) Each Ii, called the ith string of b, is a topological interval via the homeo-
morphism
Ii ⊆R2 × I // I,
where the second map is the projection.
(ii) There are equalities
Ii ∩ (R2 × {0}) = {(i, 0, 0)} for 1 ≤ i ≤ n,
(
n
∐
i=1
Ii)∩ (R2 × {1}) = {(1, 0, 1), (2, 0, 1), . . . , (n, 0, 1)}.
A braid on n strings is an isotopy class of geometric braids on n strings. We will
use the same notation for a geometric braid and its isotopy class. The underlying
permutation b ∈ Sn of a braid on n strings b is the permutation given by i ✤ // b(i)
for 1 ≤ i ≤ n, where
Ii ∩ (R2 × {1}) = {(b(i), 0, 1)}.
Similar to the fundamental group, using the I coordinate, the set of braids on
n strings is a group under vertical composition. This group is naturally identified
with the braid group Bn, in which the generator si ∈ Bn is identified with the braid
on n strings with the (i+ 1)st string crossing over the ith string when viewed from
bottom to top. We will identify a braid (i.e., an element in Bn) with the correspond-
ing braid on n strings. Under this identification, the pure braid group consists of
braids whose underlying permutation is the identity permutation. ◇
EXAMPLE 5.1.8. The generator s2 ∈ B5 and its inverse are the braids:
s2 ∈ B5
0 1 2 3 4 5
1
s−12 ∈ B5
0 1 2 3 4 5
1
Under this identification, the generator si ∈ Bn has underlying permutation the
adjacent transposition (i, i + 1). ◇
EXAMPLE 5.1.9. If n = 3 and i = 1, then the second braid relation s1s2s1 = s2s1s2
in (5.1.3) is the equality
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s1s2s1 ∈ B3
1 2 3
=
s2s1s2 ∈ B3
1 2 3
of braids on 3 strings. The horizontal dotted lines are there to help visualize the
composition of braids. ◇
GEOMETRIC INTERPRETATION 5.1.10. There is another interpretation of the
braid groups in terms of configuration spaces. For a topological space X and an
integer n > 0, denote by
F(X;n) = {(x1, . . . , xn) ∈ X×n ∶ xi /= xj if i /= j}
the configuration space of n distinct ordered points in X with the subspace topology.
The symmetric group Sn acts on F(X;n) by permuting the points. Denote by D2○
the open unit disc inR2, i.e., the interior of D2. Then there is an identification
Bn = π1(F(D2○;n)/Sn,∗)
of the braid group with the fundamental group of the quotient space F(D2○;n)/Sn
of the configuration space of n distinct ordered points in the open unit disc. ◇
Recall the block permutation and the direct sum permutation in Definition
3.2.1. Next we discuss their braid analogues.
EXAMPLE 5.1.11 (Direct Sum Braid). The direct sum homomorphism
Sk1 ×⋯× Skn // Sk1+⋯+kn
of permutations admits a lift to the braid groups, so there is a commutative dia-
gram
(5.1.12) Bk1 ×⋯× Bkn direct sum //
(π,...,π)

Bk1+⋯+kn
π

Sk1 ×⋯× Skn direct sum // Sk1+⋯+kn
in the category of groups.
Suppose b1 ∈ Bk1 , . . . , bn ∈ Bkn are n > 0 braids. Geometrically, the direct sum
braid
b1 ⊕⋯⊕ bn ∈ Bk1+⋯+kn
is the braid obtained by placing b1, . . . , bn side-by-side from left to right. For ex-
ample, the direct sum braid of s1s1 ∈ B2 and s1s2s1 ∈ B3,
1 2
s1s1 ∈ B2
⊕
1 2 3
s1s2s1 ∈ B3
=
1 2 3 4 5
s1s1 ⊕ s1s2s1 ∈ B5
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is the braid
s1s1 ⊕ s1s2s1 = s1s1s3s4s3 ∈ B5.
To define the direct sum braid algebraically, since the direct sum map is a
group homomorphism, it is enough to define it on generating braids si j ∈ Bk j for
1 ≤ j ≤ nwith each 1 ≤ ij ≤ kj − 1. Algebraically, the direct sum braid is given by the
product
si1 ⊕⋯⊕ sin =
n
∏
j=1
sk1+⋯+k j−1+i j ∈ Bk1+⋯+kn
= si1sk1+i2⋯ sk1+⋯+kn−1+in
of n generating braids, where the index of each si j is shifted by k1 +⋯+ kj−1 on the
right-hand side. ◇
EXAMPLE 5.1.13 (Block Braid). For n > 0 and k1, . . . , kn ≥ 0, the block permuta-
tion map
Sn // Sk1+⋯+kn , Sn ∋ σ ✤ // σ⟨k1, . . . , kn⟩
admits a lift to the braid groups, so there is a commutative diagram
(5.1.14) Bn
π

block braid // Bk1+⋯+kn
π

Sn
block permutation
// Sk1+⋯+kn
in Set.
Geometrically, for a braid b ∈ Bn, the block braid
b⟨k1, . . . , kn⟩ ∈ Bk1+⋯+kn
is obtained from b by replacing its ith string by ki parallel strings for 1 ≤ i ≤ n. For
example, for the generator s1 ∈ B2, k1 = 2, and k2 = 3, we have the block braid
s1⟨2, 3⟩ = s3s2s1s4s3s2 ∈ B5,
as illustrated in the picture below.
1 2 3 4 5
s1⟨2, 3⟩ ∈ B5
=
1 2 3 4 5
s3s2s1s4s3s2
Algebraically, for a generating braid si ∈ Bn with 1 ≤ i ≤ n − 1, the block braid
is given by the product
si⟨k1, . . . , kn⟩ = σ1⋯σki ∈ Bk1+⋯+kn
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of ki braids, in which
σj =
ki+1
∏
m=1
sk1+⋯+ki−1+ki+1+j−m ∈ Bk1+⋯+kn
= sk1+⋯+ki−1+ki+1+j−1⋯ sk1+⋯+ki−1+j
for each 1 ≤ j ≤ ki. So the block braid si⟨k1, . . . , kn⟩ is a product of kiki+1 generating
braids in Bk1+⋯+kn .
To understand these formulas, note that the generating braid si ∈ Bn has only
one crossing, with the (i + 1)st string crossing over the ith string. In the induced
block braid, each of the ki+1 strings in the (i + 1)st block crosses over each of the ki
strings in the ith block. The braid σj above encodes the ki+1 strings in the (i + 1)st
block crossing over the jth string in the ith block. In particular, in the product
formula for σj, the right-most generator represents the first string in the (i + 1)st
block crossing over the jth string in the ith block. In general, the lth generator,
counting from the right, in σj represents the lth string in the (i+1)st block crossing
over the jth string in the ith block.
Inductively, for σ, τ ∈ Bn, suppose the block braids σ⟨⋯⟩ and τ⟨⋯⟩ ∈ Bk1+⋯+kn
have already been defined. Then the block braid for the product στ is defined as
the product
(στ)⟨k1, . . . , kn⟩ = σ⟨kτ−1(1), . . . , kτ−1(n)⟩τ⟨k1, . . . , kn⟩
of two block braids, in which τ ∈ Sn is the underlying permutation of τ. An in-
spection of relevant pictures shows that this algebraic definition of block braid
is well-defined; i.e., for each braid relation, the two sides define the same block
braid. Moreover, the algebraic definition agrees with the geometric definition
above. Note that the block permutation map and the block braid map are not
group homomorphisms. ◇
5.2. Braided Operads as Monoids
The purpose of this section is to define (pure) braided operads using the (pure)
braid groups. To see that the (pure) braid groups have the required operadic com-
position, let us first consider the following example.
EXAMPLE 5.2.1 (Comp-i of Braids). Combining Example 5.1.11 and Example
5.1.13, for braids σ ∈ Bn and τ ∈ Bm and 1 ≤ i ≤ n, we define
(5.2.2) σ ○i τ =
block braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
σ⟨1, . . . , 1
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
,m, 1, . . . , 1
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
⟩ ⋅
direct sum braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
(id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
⊕τ ⊕ id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
) ∈ Bn+m−1
as the product of a direct sum braid induced by τ with a block braid induced by
σ. Geometrically, σ ○i τ is the braid obtained from σ by replacing its ith string with
the braid τ. An inspection of the relevant pictures shows that
B = ({Bn}n≥0, ○, id1 ∈ B1)
is a one-colored planar operad in Set as in Definition 2.2.10.
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For example, suppose n = i = 2 and m = 3. Then we have
(s1 ∈ B2) ○2 (s−11 ∈ B3) = s1⟨1, 3⟩ ⋅ (id1 ⊕ s−11 )
= s3s2s1s−12 ∈ B4,
as illustrated in the picture below.
1 2
s1 ∈ B2
○2
1 2 3
s−11 ∈ B3
=
1 2 3 4
By an inspection of pictures and (2.2.18), the operadic composition
Bn × Bk1 ×⋯× Bkn
γ
// Bk1+⋯+kn
in the planar operad B is given by the product
(5.2.3) γ(σ; τ1, . . . , τn) =
block braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
σ⟨k1, . . . , kn⟩ ⋅
direct sum braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
(τ1⊕⋯⊕ τn)
in Bk1+⋯+kn . Geometrically, γ(σ; τ1, . . . , τn) is the braid obtained from σ by replac-
ing its ith string with the braid τi for 1 ≤ i ≤ n. ◇
The next observation about block braid and direct sum braid is also proved by
an inspection of pictures.
LEMMA 5.2.4. For σ, ρ ∈ Bn and τi ∈ Bki with 1 ≤ i ≤ n, the equalities
(σρ)⟨k1, . . . , kn⟩ = σ⟨kρ−1(1), . . . , kρ−1(n)⟩ ⋅ ρ⟨k1, . . . , kn⟩,
σ⟨k1, . . . , kn⟩ ⋅ (τ1 ⊕⋯⊕ τn) = (τσ−1(1) ⊕⋯⊕ τσ−1(n)) ⋅ σ⟨k1, . . . , kn⟩
hold in Bk1+⋯+kn , where σ = π(σ) and ρ = π(ρ) ∈ Sn are the underlying permutations of
σ and ρ, respectively.
PROPOSITION 5.2.5. The braid groups form an action operad
B = ({Bn}n≥0, ○, id1 ∈ B1,π)
with:
● the ○i-composition as in (5.2.2);● the augmentation π ∶ B // S given level-wise by the underlying permutation
map π ∶ Bn // Sn.
PROOF. We already noted in Example 5.2.1 that the braid groups form a one-
colored planar operad in Set as in Definition 2.2.10.
To see that π ∶ B // S is a morphism of one-colored planar operads in Set,
first note that π sends the identity braid id1 ∈ B1 to the identity permutation in S1.
That π preserves the operadic compositions is a consequence of:
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● the decompositions of the operadic composition γ in the symmetric group
operad in Proposition 3.2.9(i) and in B in (5.2.3);
● the fact that level-wise π ∶ Bn // Sn is a group homomorphism;
● the commutative diagrams (5.1.12) and (5.1.14).
It remains to prove the action operad axiom (4.1.2). So suppose σ, ρ ∈ Bn with
n ≥ 1, and τi, τ′i ∈ Bki for 1 ≤ i ≤ n. Then the action operad axiom for the braid
groups follows from the following computation in Bk1+⋯+kn :
γ(σρ;{τiτ′i }ni=1)
= (σρ)⟨k1, . . . , kn⟩ ⋅ ( n⊕
i=1
τiτ
′
i )
= σ⟨k
ρ−1(1)
, . . . , k
ρ−1(n)
⟩ ⋅ ρ⟨k1, . . . , kn⟩ ⋅ ( n⊕
i=1
τi) ⋅ ( n⊕
i=1
τ′i )
= σ⟨k
ρ−1(1)
, . . . , k
ρ−1(n)
⟩ ⋅ ( n⊕
i=1
τ
ρ−1(i)
) ⋅ ρ⟨k1, . . . , kn⟩ ⋅ ( n⊕
i=1
τ′i )
= γ(σ;{τ
ρ−1(i)
}ni=1) ⋅ γ(ρ;{τ′i }ni=1).
In the above computation, the first and the last equalities use (5.2.3). The second
and the third equalities follow from Lemma 5.2.4 and the multiplicativity of direct
sum braid. 
DEFINITION 5.2.6. The braid group operad B is the action operad in Proposition
5.2.5.
Restricting the above discussion to the pure braid groups leads to the follow-
ing action operad.
DEFINITION 5.2.7. The pure braid group operad PB is the action operad with:
● PB(n) = PBn, the nth pure braid group in Definition 5.1.6;● the ○i-composition as in (5.2.2);● the augmentation ρ ∶ PB // S given level-wise by ρ(b) = idn for b ∈ PBn.
Following the development in Section 4.2, for the action operad B (resp., PB),
we will use the adjective braided (resp., pure braid) instead of G.
DEFINITION 5.2.8. Suppose C is a set. With the action operad G = B:
(1) The objects of the diagram category
BSeqC(M) =MBopC ×C
are called C-colored braided sequences inM.
(2) For X,Y ∈ BSeqC(M), X B○Y ∈ BSeqC(M) is called the C-colored braided circle
product. It is defined entrywise as the coend
(X B○Y)(db) = ∫
c∈BC
X(dc)⊗YcB(b) ∈M
for (db) ∈ BopC ×C. The object YcB ∈MB
op
C is defined entrywise as the coend
Y
c
B(b) = ∫
{aj}∈∏
m
j=1B
op
C
B
op
C
(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
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for b ∈ Bop
C
, in which (a1, . . . , am) ∈ BopC is the concatenation.
(3) The category of C-colored braided operads inM is the category
BOpC(M) =Mon(BSeqC(M), B○, IB)
of monoids in the monoidal category (BSeqC(M), B○, IB). If C has n < ∞
elements, we also refer to objects in BOpC(M) as n-colored braided operads
inM.
(4) Suppose O is a C-colored braided operad in M. The category AlgM(O) of
O-algebras is defined as the category of (O B○ −)-algebras for the monad
O
B○ − inMC.
REMARK 5.2.9. Note that the monoidal unit IB in BSeqC(M) is equal to the
monoidal unit I in PSeqC(M) and in SSeqC(M), since the first braid group B1 is the
trivial group. ◇
The previous definition also works with the pure braid group operad PB,
which defines C-colored pure braided sequences, the C-colored pure braided circle
product, C-colored pure braided operads, and algebras over them. The explicit de-
scriptions of G-operads in Proposition 4.3.1 and Proposition 4.3.6 now specialize
to the braid group operad B and the pure braid group operad PB. Moreover, the
description of algebras over a C-colored G-operad in Proposition 4.3.12 specializes
to the (pure) braided case.
5.3. Examples of Braided Operads
Some examples of (pure) braided operads are given in this section.
EXAMPLE 5.3.1 (Braided Operads as Pure Braided Operads). Each C-colored
braided operad is naturally a C-colored pure braided operad by restriction of equi-
variant structure. ◇
EXAMPLE 5.3.2 (Symmetric Operads as Braided Operads). Every C-colored
symmetric operad is naturally a C-colored braided operad. This is the G = B special
case of Example 4.3.13. ◇
EXAMPLE 5.3.3 (Colored Endomorphism BraidedOperad). For eachC-colored
object X = {Xc}c∈C in M, the endomorphism operad End(X), which is a C-colored
symmetric operad, is naturally a C-colored braided operad. This is the G = B
special case of Example 4.3.14. ◇
EXAMPLE 5.3.4 (Braid Group Operad as a Braided Operad). The braid group
operad B = {Bn}n≥0 yields a one-colored braided operad in Set. This is Example
4.4.1 when G = B. Similarly, the pure braid group operad PB = {PBn}n≥0 yields a
one-colored pure braided operad in Set. ◇
EXAMPLE 5.3.5 (Translation Category of Braid Group Operad). Applying the
translation category construction E? to the braid group operad B, we obtain a one-
colored braided operad
EB = ({EBn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. This is Example 4.5.2
when G = B. Similarly, the pure braid group operad PB yields a one-colored pure
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braided operad
EPB = ({EPBn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. ◇
EXAMPLE 5.3.6 (Nerves of Translation Categories of Braid Groups). Applying
the nerve functor to the one-colored braided operad EB in small groupoids, we
obtain a one-colored braided operad
EB = {EBn}n≥0
in the category of simplicial sets, where
EBn = Ner(EBn)
is the nerve of the translation category EBn of the nth braid group Bn. This is the
G = B special case of Example 4.5.3. Furthermore, the one-colored braided operad
EB is a B∞-operad [Fie∞]. That is, each EBn is contractible, and the braid group
action
EBn × Bn // EBn
is free and proper.
Similarly, with the pure braid group operad PB in place of the braid group
operad B, there is a one-colored pure braided operad
EPB = {EPBn}n≥0
in the category of simplicial sets, where
EPBn = Ner(EPBn)
is the nerve of the translation category EPBn of the nth pure braid group PBn. More-
over, each EPBn is contractible, and the pure braid group action
EPBn × PBn // EPBn
is free and proper. ◇
EXAMPLE 5.3.7 (Parenthesized Braided Operad). The parenthesized braided op-
erad PaB is the one-colored braided operad in Set as in Example 4.4.2 with G = B.
Its entries are
PaB(n) =Mag(n)× Bn ×Mag(n)
for n ≥ 0. For example, the element
(((∗∗)∗)∗; s3s−12 s1s−12 ; (∗∗)(∗∗)) ∈ PaB(4)
may be visualized as follows.
((∗ ∗) ∗) ∗
(∗ ∗) (∗ ∗)
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For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
PaB(n)×PaB(m) ○i // PaB(n +m − 1)
is defined as
(w;σ;w′) ○i (x; τ; x′) = (w ○i x;σ ○i τ;w′ ○σ(i) x′)
for w,w′ ∈Mag(n), x, x′ ∈Mag(m), σ ∈ Bn, and τ ∈ Bm. Here
w ○i x and w′ ○σ(i) x′ ∈Mag(n +m − 1)
are the ○i-composition in the magma operad Mag with σ ∈ Sn the underlying per-
mutation of σ. Likewise,
σ ○i τ ∈ Bn+m−1
is the ○i-composition of braids in (5.2.2).
The ○i-composition in PaB can be explained geometrically as follows. To form
the ○i-composition above, we replace the ith string in (w;σ;w′), counting from
the left at the bottom, with the element (x; τ; x′). In doing so, the ith ∗ in the
parenthesizedword w is replaced by x, which is the ○i-composition w ○i x. In terms
of the braid, the ith string in σ is replaced by the braid τ, forming the braid σ ○i τ.
As one travels along the ith string in σ from bottom to top, the ith ∗ in w reaches
the σ(i)th ∗ in the parenthesized word w′. So the output parenthesized word of
the ○i-composition is w′ ○σ(i) x′.
Similarly, using the pure braid group operad G = PB in Example 4.4.2, we ob-
tain the parenthesized pure braided operad PaPB, which is a one-colored pure braided
operad in Set.
The elements in the parenthesized braided operad PaB are what Bar-Natan
[Bar98] called parenthesized braids, but the notation PaB there means something
different from our PaB. Our parenthesized braided operad is also different from
Fresse’s (Section 6.2 in [Fre17]) parenthesized braid operad PaB, which is a one-
colored symmetric operad in Catwhose algebras are small braidedmonoidal cate-
gories without monoidal units. See Remark 21.1.14 for more discussion of Fresse’s
parenthesized braid operad. ◇
5.4. Universal Cover of the Little 2-Cube Operad
The purpose of this section is to discuss an important example of a one-colored
braided operad that comes from universal covers of the spaces in the little 2-cube
operad. We also discuss the variationwhere the little 2-disc operad is used instead.
EXAMPLE 5.4.1 (Universal Cover of the Little 2-Cube Operad). This example
provides another example of a B∞-operad and is also due to Fiedorowicz [Fie∞].
Recall from Examples 3.4.1 and 3.4.2 the little n-cube operad Cn in CHau. We con-
sider universal covers of the spaces C2(n) for n ≥ 0. Although there are no con-
sistent base points for the spaces {C2(n)}n≥0 in the little 2-cube operad C2, we can
consider the n-tuple of little 2-cubes cn ∈ C2(n) with pairwise disjoint interiors
given by the picture:
1 2 ⋯ ncn ∈ C2(n)
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In cn the n little 2-cubes partition the closed unit square into n consecutive rect-
angles with height 1 and equal width ordered from left to right. For each n ≥ 0,
denote by C̃2(n) the universal cover of C2(n) at the base point cn. In other words,
C̃2(n) is the space of homotopy classes of paths
α ∶ [0, 1] // C2(n)
starting at α(0) = cn. Denote by
p ∶ C̃2(n) // C2(n)
the universal covering map, which sends α ∈ C̃2(n) to its end point α(1) ∈ C2(n).
The spaces
C̃2 = {C̃2(n)}n≥0
formed a one-colored braided operad in CHau with the following structure. The
operadic unit 1̃ is the homotopy class of the constant path
1̃ ∶ [0, 1] // C2(1)
at the base point, so
1̃(t) = c1 ∈ C2(1)
for 0 ≤ t ≤ 1. Note that
p(1̃) = 1̃(1) = c1 ∈ C2(1)
is the operadic unit of the little 2-cube operad C2.
For n ≥ 1, k1, . . . , kn ≥ 0, and k = k1 +⋯+ kn, the operadic composition γ̃ in C̃2
is the lifting in the diagram
C̃2(n)× C̃2(k1)×⋯× C̃2(kn)
(p,...,p)

γ̃
//❴❴❴ C̃2(k)
p

C2(n)×C2(k1)×⋯×C2(kn) γ // C2(k)
in CHau defined as follows. Suppose given α ∈ C̃2(n) and αi ∈ C̃2(ki) for 1 ≤ i ≤ n.
First we define a path
γ0 ∶ [0, 1] // C2(k)
such that:
● γ0(0) = ck ∈ C2(k).
● γ0(1) = γ(α(0); α1(0), . . . , αn(0)) = γ(cn; ck1 , . . . , ckn) ∈ C2(k).
● For each 0 < t < 1, γ0(t) ∈ C2(k) consists of k little 2-cubes that partition
the closed unit square into k consecutive rectangles with height 1, but not
necessarily equal width, ordered from left to right.
For example, if k = 5, then a typical γ0(t) ∈ C2(5)may look like
1 2 3 4 5
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with 5 little 2-cubes ordered from left to right. Then we define a path
α(α1, . . . , αn) ∶ [0, 1] // C2(k)
by
α(α1, . . . , αn)(t) = γ(α(t); α1(t), . . . , αn(t)) ∈ C2(k) for t ∈ [0, 1].
Finally, we define the operadic composition as the homotopy class of the compo-
sition of paths
γ̃(α; α1, . . . , αn) = α(α1, . . . , αn) ⋅ γ0 ∈ C̃2(k).
The braid group action on C̃2 is defined as follows. It is enough to define the
action by the generator si ∈ Bn for 1 ≤ i ≤ n − 1. Denote by τi = (i, i + 1) ∈ Sn the
adjacent transposition that interchanges i and i + 1. Suppose cnτi is the same as cn
but with the ith and the (i + 1)st little 2-cubes interchanged. First we define the
path
s̃i ∶ [0, 1] // C2(n)
with
s̃i(0) = cn and s̃i(1) = cnτi
that is determined by the following sequence of pictures.
i i+1⋯ ⋯
s̃i(0) = cn
i+1
i
⋯ ⋯
s̃i(1/3)
i+1
i
⋯ ⋯
s̃i(2/3)
ii+1⋯ ⋯
s̃i(1) = cnτi
For 0 ≤ t ≤ 1 the little 2-cubes in s̃(t) labeled by 1, . . . , i − 1, i + 2, . . . ,n remain un-
changed. Now for an element α ∈ C̃2(n), we first define the path
ατi ∶ [0, 1] // C2(n)
given by
(ατi)(t) = α(t)τi ∈ C2(n) for t ∈ [0, 1].
Then we define the si-action αsi ∈ C̃2(n) on α as the homotopy class of the compo-
sition of paths
(ατi) ⋅ s̃i ∶ [0, 1] // C2(n).
The one-colored braided operad axioms of C̃2 can be checked by inspecting pic-
tures.
The level-wise universal covering map
p ∶ C̃2 // C2
is a morphism of one-colored planar operads that respects the equivariant struc-
ture in the sense that
p(αb) = (αb)(1) = α(1)b = p(α)b
for α ∈ C̃2(n) and b ∈ Bn with underlying permutation b ∈ Sn. In other words,
p ∶ C̃2 // C2 is a morphism of one-colored braided operads when the one-colored
symmetric operad C2 is regarded as a one-colored braided operad as in Example
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5.3.2. Moreover, C̃2 is a B∞-operad. That is, each space C̃2(n) is contractible, and
the braid group action
C̃2(n)× Bn // C̃2(n)
is free and proper. ◇
EXAMPLE 5.4.2 (Universal Cover of the Little 2-Disc Operad). This example
provides yet another example of a B∞-operad. We proceed as in Example 5.4.1
using the little 2-disc operadD2 in Example 3.4.3 instead of the little 2-cube operad
C2. The result is a one-colored braided operad D̃2 in CHau that is also a B∞-operad.
We will simply point out the modifications.
Let D̃2(n) be the universal cover of the space D2(n) at the base point dn below.
1 2 n⋯dn ∈ D2(n)
In dn the n little 2-discs are ordered from left to right and are centered at the hor-
izontal axis. Their horizontal diameters partition [−1, 1] into n sub-intervals of
equal length. The operadic unit in D̃2(1) is the constant path at the base point d1.
To define the operadic composition γ̃ on D̃2, suppose α ∈ D̃2(n) with n ≥ 1,
αi ∈ D̃2(ki)with 1 ≤ i ≤ n, and k = k1 +⋯+ kn. We use a path
γ0 ∶ [0, 1] // D2(k)
such that:
● γ0(0) = dk ∈ D2(k).
● γ0(1) = γ(α(0); α1(0), . . . , αn(0)) = γ(dn; dk1 , . . . , dkn) ∈ D2(k).
● For each 0 < t < 1, γ0(t) ∈ D2(k) consists of k little 2-discs that are ordered
from left to right and are centered at the horizontal axis. Their diameters
partition [−1, 1] into k sub-intervals, not necessarily of equal length.
For example, if k = 5, then a typical γ0(t) ∈ D2(5)may look like
with 5 little 2-discs ordered from left to right. Then we define the operadic com-
position as the homotopy class of the composition of paths
γ̃(α; α1, . . . , αn) = α(α1, . . . , αn) ⋅ γ0 ∈ D̃2(k).
To define the braid group action
D̃2(n)× Bn // D̃2(n),
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it is again enough to define the action by the generator si ∈ Bn for 1 ≤ i ≤ n−1. Here
we use the path
s̃i ∶ [0, 1] // D2(n)
with
s̃i(0) = dn and s̃i(1) = dnτi
that is determined by the following sequence of pictures.
i i+1⋯ ⋯
s̃i(0)
i
i+1
⋯ ⋯
s̃i(1/3)
i
i+1
⋯ ⋯
s̃i(2/3)
i+1 i⋯ ⋯
s̃i(1)
For 0 ≤ t ≤ 1 the little 2-discs in s̃i(t) labeled by 1, . . . , i − 1, i + 2, . . . ,n remain un-
changed. Then we define the si-action αsi ∈ D̃2(n) on α ∈ D̃2(n) as the homotopy
class of the composition of paths
(ατi) ⋅ s̃i ∶ [0, 1] // D2(n).
When the little 2-disc operad D2 is regarded as a one-colored braided operad,
the level-wise universal covering map
p ∶ D̃2 // D2
is a morphism of one-colored braided operads. Moreover, D̃2 is a B∞-operad. That
is, each space D̃2(n) is contractible, and the braid group action
D̃2(n)× Bn // D̃2(n)
is free and proper. ◇
CHAPTER 6
Ribbon Operads
The purpose of this chapter is to discuss group operads in which the action
operad arises from the ribbon groups or the pure ribbon groups. These group
operads are called ribbon operads and pure ribbon operads. They are planar op-
erads with an appropriate action by the (pure) ribbon groups. One-colored ribbon
operads were originally introduced byWahl [Wah01] and Salvatore-Wahl [SW03].
In Section 6.1 we discuss the (pure) ribbon groups. In Section 6.2 we discuss
the action operads R and PR, called the (pure) ribbon group operad, which are
defined by the (pure) ribbon groups. The corresponding notions of R-operads and
PR-operads are colored ribbon operads and colored pure ribbon operads, respec-
tively. In Section 6.3 we discuss some examples of ribbon operads. In Section 6.4
we discuss the one-colored ribbon operad obtained by taking the universal covers
of the spaces in the framed little 2-disc operad.
As in the previous chapter, (M,⊗,1) denotes a complete and cocomplete sym-
metric monoidal category whose monoidal product commutes with small colimits
on each side.
6.1. Ribbon Groups
The purpose of this section is to recall the (pure) ribbon groups, which are
needed to define colored (pure) ribbon operads. The additive group of integers is
denoted by Z.
DEFINITION 6.1.1. For n ≥ 0 the nth ribbon group Rn is the semi-direct product
Rn = Bn ⋊Zn,
where Bn is the nth braid group. An element in Rn is called a ribbon.
(1) The image of a ribbon r ∈ Rn under the projection map
π ∶ Rn // Bn,
whose kernel is the subgroup Zn, is called the underlying braid of r.
(2) Composing with the underlying permutation map Bn // Sn, the projec-
tion map
π ∶ Rn // Sn
is also denoted by π. The image of a ribbon r ∈ Rn under this composite
is called the underlying permutation of r, denoted r.
(3) The kernel of the projection map π ∶ Rn // Sn is called the pure ribbon
group and is denoted by PRn.
GEOMETRIC INTERPRETATION 6.1.2. There is a geometric interpretation of the
ribbon group Rn similar to the interpretation of the braid group Bn as the group of
braids on n strings. Instead of strings for Bn, each element in Rn is interpreted as
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a braid on n strips, each of which can have any finite number of full 2π twists in
either direction. The number of twists in the ith strip corresponds to the ith factor
of the infinite cyclic group Z in Rn = Bn ⋊Zn. Each element in Rn admits a unique
expression as
(b; k1, . . . , kn)
with
● b ∈ Bn;
● each ki representing the number of full 2π twists in the ith strip, counting
from left to right at the bottom.
The projection π ∶ Rn // Bn is given by
π(b; k1, . . . , kn) = (b; 0, . . . , 0).
In other words, it forgets about the full 2π twists and only remembers the under-
lying braid. ◇
INTERPRETATION 6.1.3. In terms of generators and relations, the ribbon group
Rn is the group generated by r1, . . . , rn such that r1, . . . , rn−1 satisfy the braid rela-
tions in Definition 5.1.1 and that the additional relation
(6.1.4) rn−1rnrn−1rn = rnrn−1rnrn−1
is satisfied. See, for example, [JS93] Example 6.4 or [Str07] Example 11.5. ◇
EXAMPLE 6.1.5. The generator ri ∈ Rn for 1 ≤ i ≤ n− 1 is the braid on n strips
⋯ ⋯
1 i − 1 i i + 1 i + 2 n
(ri ∈ Rn) =
with the (i+ 1)st strip crossing over the ith strip when viewed from bottom to top.
In terms of the semi-direct product Rn = Bn ⋊Zn, we have
(ri ∈ Rn) = (si ∈ Bn; 0, . . . , 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n
),
where the n zeros indicate that none of the n strips has any twists. ◇
EXAMPLE 6.1.6. The generator rn ∈ Rn is the braid on n strips
⋯
1 n − 1 n
(rn ∈ Rn) = (idn ∈ Bn; 0, . . . , 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−1
, 1) =
in which the nth strip has a full 2π twist. ◇
EXAMPLE 6.1.7. When n = 2, the relation
r1r2r1r2 = r2r1r2r1
in (6.1.4) corresponds to the following equality of braids on 2 strips.
=
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One can also verify this relation directly by the calculation
r1r2 = (s1; 0, 0)(id2; 0, 1) = (s1; 0, 1).
So we have
r1r2r1r2 = (s1; 0, 1)(s1; 0, 1) = (s1s1; 1, 1).
A similar calculation, starting with r2r1 = (s1; 1, 0), yields the same result. ◇
EXAMPLE 6.1.8 (Direct SumRibbon). Similar to Example 5.1.11, the direct sum
map on the symmetric groups admits a lift to the ribbon groups, so there is a
commutative diagram
Rk1 ×⋯× Rkn direct sum //
(π,...,π)

Rk1+⋯+kn
π

Sk1 ×⋯× Skn direct sum // Sk1+⋯+kn
in the category of groups. Algebraically, in terms of the semi-direct product, given
ribbons
σi = (bi; zi) ∈ Rki = Bki ⋊Zki for 1 ≤ i ≤ n,
the direct sum ribbon is
σ1⊕⋯⊕ σn = (
direct sum braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
b1 ⊕⋯⊕ bn ;
concatenationucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
z1, . . . , zn ) ∈ Bk1+⋯+kn ⋊Zk1+⋯+kn .
Geometrically, the direct sum ribbon σ1⊕⋯⊕ σn ∈ Rk1+⋯+kn is the ribbon obtained
by placing σ1, . . . ,σn side-by-side from left to right. ◇
EXAMPLE 6.1.9 (Block Ribbon). Similar to Example 5.1.13, the block permuta-
tion map lifts to the ribbon groups, so there is a commutative diagram
Rn
π

block ribbon // Rk1+⋯+kn
π

Sn
block permutation
// Sk1+⋯+kn
in Set for n ≥ 1 and k1, . . . , kn ≥ 0. Geometrically, the block ribbon
σ⟨k1, . . . , kn⟩ ∈ Rk1+⋯+kn
is obtained from the ribbon σ ∈ Rn by dividing its ith strip, for each 1 ≤ i ≤ n, into
ki strips, twisted individually and around each other according to the number of
full 2π twists in the ith strip in σ.
For example, the generator
(r1 ∈ R1) =
has associated block ribbon
r1⟨2⟩ = r1r2r1r2 ∈ R2,
as illustrated in the picture below.
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=
Its underlying braid is s1s1 ∈ PB2, and each strip has one full 2π twist.
This example illustrates that the block braid map does not lift to the block
ribbon map. In other words, the diagram
Rn
π

block ribbon // Rk1+⋯+kn
π

Bn
block braid // Bk1+⋯+kn
in Set is not commutative in general. For example, with n = 1 and k1 = 2, the
diagram
R1
π

block ribbon // R2
π

B1
block braid // B2
is not commutative because πr1 ∈ B1 is the identity braid, so its induced block
braid is the identity braid in B2. On the other hand, we observed above that the
underlying braid of the block ribbon r1⟨2⟩ is the non-identity braid s1s1 ∈ PB2. ◇
EXAMPLE 6.1.10 (Block Ribbon of Generators). Writing k = k1 + ⋯ + kn, for
1 ≤ i ≤ n− 1, the block ribbon induced by the generating ribbon ri ∈ Rn is given by
ri⟨k1, . . . , kn⟩ = (
block braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
si⟨k1, . . . , kn⟩;
kucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
0, . . . , 0) ∈ Bk ⋊Zk = Rk,
as illustrated below.
⋯ ⋯
⋯
⋯
⋯
k1 +⋯+ ki−1 ki ki+1 ki+2 +⋯+ kn
So each of the ki+1 strips in the (i + 1)st block crosses over each of the ki strips in
the ith block, and none of the strips has any twists. ◇
EXAMPLE 6.1.11 (Block Ribbon of the Last Generator). For the generating rib-
bon rn ∈ Rn, writing kn−1 = k1 +⋯+ kn−1, the block ribbon is
rn⟨k1, . . . , kn⟩ = (
direct sum braiducurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
idkn−1 ⊕ bkn ; 0, . . . , 0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
kn−1
, 1, . . . , 1
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
kn
) ∈ Bk ⋊Zk = Rk,
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with idkn−1 ∈ Bkn−1 the identity braid and
bkn = [(skn−1skn−2⋯s1)⋯(skn−1skn−2skn−3)(skn−1skn−2)skn−1]2 ∈ PBkn ,
as illustrated below.
⋯
⋯
⋯
1 2 3 kn
bkn =
For instance, if kn = 3, then
b3 = (s2s1)s2(s2s1)s2 ∈ PB3.
To visualize the pure braid bkn , one begins with two horizontal bars, one above the
other, and places kn parallel vertical strings between them whose ends are tied to
the bars. Holding the top horizontal bar fixed, one rotates the bottom horizontal
bar by one full round in the counter-clockwise direction as viewed from the top.
The resulting braid is bkn . ◇
6.2. Ribbon Operads as Monoids
The purpose of this section is to define (pure) ribbon operads using the (pure)
ribbon groups. To see that the (pure) ribbon groups have the required operadic
composition, let us first consider the following example.
EXAMPLE 6.2.1 (Comp-i of Ribbons). Combining Example 6.1.8 and Example
6.1.9, for ribbons σ ∈ Rn and τ ∈ Rm and 1 ≤ i ≤ n, we define
(6.2.2) σ ○i τ =
block ribbonucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
σ⟨1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
,m, 1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
⟩ ⋅
direct sum ribbonucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright(id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
⊕τ ⊕ id1 ⊕⋯⊕ id1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
) ∈ Rn+m−1
as the product of a direct sum ribbon induced by τ with a block ribbon induced
by σ. Geometrically, σ ○i τ is the ribbon obtained from σ by replacing its ith strip
by the ribbon τ, twisted according to the number of full 2π twists in the ith strip
in σ. Similar to Section 5.2, by an inspection of relevant pictures, one can see that
the ribbon groups form an action operad. ◇
DEFINITION 6.2.3. The ribbon group operad R is the action operad with:
● R(n) = Rn, the nth ribbon group;
● the ○i-composition as in (6.2.2);
● the augmentation π ∶ R // S given level-wise by the underlying permu-
tation map π ∶ Rn // Sn.
DEFINITION 6.2.4. The pure ribbon group operad PR is the action operad with:
● PR(n) = PRn, the nth pure ribbon group;
● the ○i-composition as in (6.2.2);
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● the augmentation ρ ∶ PR // S given level-wise by ρ(r) = idn for r ∈ PRn.
We now restrict Section 4.2 to the action operads R and PR. Following the
planar, symmetric, and braided cases, for the action operad R (resp., PR), we will
use the adjective ribbon (resp., pure ribbon).
DEFINITION 6.2.5. Suppose C is a set. With the action operad G = R:
(1) The objects of the diagram category
RSeqC(M) =MRopC ×C
are called C-colored ribbon sequences in M.
(2) For X,Y ∈ RSeqC(M), X R○Y ∈ RSeqC(M) is called the C-colored ribbon circle
product. It is defined entrywise as the coend
(X R○Y)(db) = ∫ c∈RC X(dc)⊗YcR(b) ∈M
for (db) ∈ RopC ×C. The object YcR ∈MR
op
C is defined entrywise as the coend
Y
c
R(b) = ∫ {aj}∈∏
m
j=1R
op
C
R
op
C
(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m
⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
for b ∈ Rop
C
, in which (a1, . . . , am) ∈ RopC is the concatenation.
(3) The category of C-colored ribbon operads inM is the category
ROpC(M) =Mon(RSeqC(M), R○, IR)
of monoids in the monoidal category (RSeqC(M), R○, IR). If C has n < ∞
elements, we also refer to objects in ROpC(M) as n-colored ribbon operads
inM.
(4) SupposeO is a C-colored ribbon operad inM. The category AlgM(O) of O-
algebras is defined as the category of (O R○−)-algebras for the monad O R○ −
inMC.
The previous definition also works with the pure ribbon group operad PR,
which defines C-colored pure ribbon sequences, the C-colored pure ribbon circle
product, C-colored pure ribbon operads, and algebras over them. The explicit de-
scriptions of G-operads in Proposition 4.3.1 and Proposition 4.3.6 now specialize to
the ribbon group operad R and the pure ribbon group operad PR. Moreover, the
description of algebras over a C-colored G-operad in Proposition 4.3.12 special-
izes to the (pure) ribbon case. Next we provide some examples of (pure) ribbon
operads and their algebras.
6.3. Examples of Ribbon Operads
Some examples of (pure) ribbon operads are given in this section.
EXAMPLE 6.3.1 (Ribbon Operads as Pure Ribbon Operads). Every C-colored
ribbon operad is naturally a C-colored pure ribbon operad by restriction of the
equivariant structure. ◇
EXAMPLE 6.3.2 (Symmetric Operads as Ribbon Operads). Every C-colored
symmetric operad is naturally a C-colored ribbon operad via the underlying per-
mutation maps π ∶ Rn // Sn for n ≥ 0. ◇
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EXAMPLE 6.3.3 (Colored Endomorphism RibbonOperads). For eachC-colored
object X = {Xc}c∈C in M, the endomorphism operad End(X), which is a C-colored
symmetric operad, is naturally a C-colored ribbon operad. This is the G = R special
case of Example 4.3.14. ◇
EXAMPLE 6.3.4 (Ribbon GroupOperad as a RibbonOperad). The ribbon group
operad R = {Rn}n≥0 yields a one-colored ribbon operad in Set. This is Example
4.4.1 when G = R. Similarly, the pure ribbon group operad PR = {PRn}n≥0 yields a
one-colored pure ribbon operad in Set. ◇
EXAMPLE 6.3.5 (Translation Category of Ribbon Group Operad). Applying
the translation category construction E? to the ribbon group operad R, we obtain
a one-colored ribbon operad
ER = ({ERn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. This is Example 4.5.2
when G = R. Similarly, the pure ribbon group operad PR yields a one-colored pure
ribbon operad
EPR = ({EPRn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. ◇
EXAMPLE 6.3.6 (Nerves of Translation Categories of Ribbon Groups). Apply-
ing the nerve functor to the one-colored ribbon operad ER in small groupoids, we
obtain a one-colored ribbon operad
ER = {ERn}n≥0
in the category of simplicial sets, where
ERn = Ner(ERn)
is the nerve of the translation category ERn of the nth ribbon group Rn. This is the
G = R special case of Example 4.5.3. Furthermore, the one-colored ribbon operad
ER is an R∞-operad [Wah01]. That is, each ERn is contractible, and the ribbon
group action
ERn × Rn // ERn
is free and proper.
Similarly, there is a one-colored pure ribbon operad
EPR = {EPRn}n≥0
in the category of simplicial sets, where
EPRn = Ner(EPRn)
is the nerve of the translation category EPRn of the nth pure ribbon group PRn.
Moreover, each EPRn is contractible, and the pure ribbon group action
EPRn × PRn // EPRn
is free and proper. ◇
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EXAMPLE 6.3.7 (Parenthesized Ribbon Operad). The parenthesized ribbon op-
erad PaR is the one-colored ribbon operad in Set as in Example 4.4.2 with G = R. Its
entries are
PaR(n) =Mag(n)× Rn ×Mag(n)
for n ≥ 0. For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
PaR(n)×PaR(m) ○i // PaR(n+m − 1)
is defined as (w;σ;w′) ○i (x; τ; x′) = (w ○i x;σ ○i τ;w′ ○σ(i) x′)
for w,w′ ∈ Mag(n), x, x′ ∈ Mag(m), σ ∈ Rn, and τ ∈ Rm, where σ ○i τ ∈ Rn+m−1 is
the ○i-composition of ribbons in (6.2.2). The ○i-composition in PaR has a geomet-
ric interpretation similar to the one in the parenthesized braided operad PaB in
Example 5.3.7.
Similarly, using the pure ribbon group operad G = PR in Example 4.4.2, we
obtain the parenthesized pure ribbon operad PaPR, which is a one-colored pure ribbon
operad in Set. ◇
6.4. Universal Cover of the Framed Little 2-Disc Operad
The purpose of this section is to discuss the one-colored ribbon operad ob-
tained by taking the universal covers of the spaces in the framed little 2-disc op-
erad. This example is due to Wahl [Wah01].
EXAMPLE 6.4.1 (Universal Cover of the Framed Little 2-Disc Operad). This
example provides another example of an R∞-operad. We proceed as in Example
5.4.2, which in turn is an adaptation of Example 5.4.1, using the framed little 2-disc
operad Dfr2 in Example 3.4.4 instead of the little 2-disc operad D2. The result is a
one-colored ribbon operad D̃fr2 in CHau that is also an R∞-operad. Let us point out
the modifications that we need to make in Example 5.4.2.
Let D̃fr2 (n) be the universal cover of the space Dfr2 (n) at the following base
point.
1 2 n⋯dnfr ∈ Dfr2 (n)
This is the image of dn ∈ D2(n) in Dfr2 (n). In the picture above, we indicate the
rotation of a (little) 2-disc by marking the image of the point (0, 1). In other words,
dnfr is d
n ∈ D2(n) in which the n framed little 2-discs all have identity rotation. The
operadic unit in D̃fr2 (1) is the constant path at the base point d1fr.
To define the operadic composition on D̃fr2 , suppose α ∈ D̃fr2 (n) with n ≥ 1, αi ∈
D̃fr2 (ki) with 1 ≤ i ≤ n, and k = k1 +⋯+ kn. We modify the path γ0 ∶ [0, 1] // D2(k)
in Example 5.4.2 to a path
γ0fr ∶ [0, 1] // Dfr2 (k)
such that:
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● γ0
fr
(0) = dkfr ∈ Dfr2 (k).
● γ0fr(1) = γ(α(0); α1(0), . . . , αn(0)) = γ(dnfr; dk1fr , . . . , dknfr ) ∈ Dfr2 (k).
● For each 0 < t < 1, γ0fr(t) ∈ Dfr2 (k) consists of k framed little 2-discs with
identity rotation that are ordered from left to right and are centered at the
horizontal axis. Their diameters partition [−1, 1] into k sub-intervals, not
necessarily of equal length.
To define the ribbon group action
D̃fr2 (n)× Rn // D̃fr2 (n),
it is enough to define the action by the generators ri ∈ Rn for 1 ≤ i ≤ n. For 1 ≤ i ≤
n− 1, the ri-action is defined using a modification
r̃i ∶ [0, 1] // Dfr2 (n)
of the path s̃i ∶ [0, 1] // D2(n) in Example 5.4.2. It satisfies
r̃i(0) = dnfr and r̃i(1) = dnfrτi,
and the n framed little 2-discs in r̃i(t) all have identity rotation for 0 ≤ t ≤ 1, as
illustrated by the following sequence of pictures.
i i+1⋯ ⋯
r̃i(0)
i
i+1
⋯ ⋯
r̃i(1/3)
i
i+1
⋯ ⋯
r̃i(2/3)
i+1 i⋯ ⋯
r̃i(1)
For 0 ≤ t ≤ 1 the framed little 2-discs in r̃i(t) labeled by 1, . . . , i−1, i+2, . . . ,n remain
unchanged.
To define the rn-action, we use the path
r̃n ∶ [0, 1] // Dfr2 (n)
with
r̃n(0) = dnfr = r̃n(1)
determined by the following sequence of pictures.
1 i n⋯ ⋯
r̃n(0)
1 i n⋯ ⋯
r̃n(1/3)
1 i n⋯ ⋯
r̃n(2/3)
1 i n⋯ ⋯
r̃n(1)
For 0 ≤ t ≤ 1 the framed little 2-discs in r̃n(t) labeled by 1, . . . ,n − 1 have identity
rotation and remain unchanged. The nth framed little 2-disc in r̃n rotates exactly
one round as t goes from 0 to 1. Then we define the rn-action αrn ∈ D̃fr2 (n) on
α ∈ D̃fr2 (n) as the homotopy class of the composition of paths
α ⋅ r̃n ∶ [0, 1] // Dfr2 (n).
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When the framed little 2-disc operad Dfr2 is regarded as a one-colored ribbon
operad, the level-wise universal covering map
p ∶ D̃fr2 // Dfr2
is a morphism of one-colored ribbon operads. Moreover, D̃fr2 is an R∞-operad.
That is, each space D̃fr2 (n) is contractible, and the ribbon group action
D̃fr2 (n)× Rn // D̃fr2 (n)
is free and proper. ◇
CHAPTER 7
Cactus Operads
In this chapter, we discuss an example of an action operad that is made up of
the cactus groups in [DJS03, Dev99, HK06]. In these references, the cactus groups
arise in connection with:
● the geometry of moduli spaces of real, genus 0, stable curveswithmarked
points [Dev99];
● symmetry groups of closed connectedmanifolds with a cubical cell struc-
ture [DJS03];
● categorical aspects of quantum groups [HK06], namely, groups that can
act on multiple monoidal products in a coboundary monoidal category
in the sense of Drinfel’d [Dri90].
Wewill define the planar operad structure on the cactus groups purely algebraically,
without involving any geometric objects. The action operad structure on the cac-
tus groups was first made explicit by Gurski [Gur∞].
We define the cactus groups in Section 7.1. As in the symmetric group operad
S, the braid group operad B, and the ribbon group operad R, the operadic compo-
sition on the cactus groups is a product of two auxiliary operations, called direct
sum cactus and block cactus. In Section 7.2 we define direct sum cactus and study
their properties. In Section 7.3 we define block cactus and prove some preliminary
results about them that are needed to define the planar operad structure on the
cactus groups. In Section 7.4 we define the action operad structure on the cactus
groups and the corresponding cactus operads. Some examples of cactus operads
are given in Section 7.5. In Section 7.6 we observe that there are no group homo-
morphisms from the cactus groups to the braid groups, or from the braid groups
to the cactus groups, that are compatible with their operad structures.
7.1. Cactus Groups
One way to think about the cactus groups is that they are generated by an
abstraction of permutations that reverse an interval. To motivate the generators
and relations in the cactus groups, we first consider the relevant permutations, for
which we need the following preliminary concepts from [HK06].
DEFINITION 7.1.1. Suppose given integers 1 ≤ p < q ≤ n and 1 ≤ r < t ≤ n.
(1) We say that p < q and r < t are disjoint if either q < r or t < p.
(2) We say that p < q contains r < t if p ≤ r < t ≤ q.
Recall that Sn denotes the symmetric group on n letters.
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DEFINITION 7.1.2. For 1 ≤ p < q ≤ n, define the permutation ρ(n)p,q ∈ Sn by
ρ
(n)
p,q (i) =
⎧⎪⎪⎨⎪⎪⎩
i if 1 ≤ i < p or q < i ≤ n,
p+ q − i if p ≤ i ≤ q.
We call ρ
(n)
p,q an interval-reversing permutation, and we say that it covers the interval
[p, q]. By convention, we set ρ(n)r,t = idn when r ≥ t.
EXAMPLE 7.1.3. The interval-reversing permutation ρ
(5)
2,4 is given by
(1, 2, 3, 4, 5) ✤
ρ
(5)
2,4
// (1, 4, 3, 2, 5) ,
so the interval [2, 4] is reversed. In general, the interval-reversing permutation
ρ
(n)
p,q reverses the order of the integers in the interval [p, q]. ◇
The following relations in the symmetric groups can be checked by a direct
inspection.
LEMMA 7.1.4. Suppose 1 ≤ p < q ≤ n and 1 ≤ r < t ≤ n. In the permutation group
Sn, the following relations hold.
Involution: Each interval-reversing permutation is an involution:
ρ
(n)
p,q ρ
(n)
p,q = idn.
Disjointness: If p < q and r < t are disjoint, then
ρ
(n)
p,q ρ
(n)
r,t = ρ(n)r,t ρ(n)p,q .
Containment: If p < q contains r < t, then
ρ
(n)
p,q ρ
(n)
r,t = ρ(n)rˆ,tˆ ρ
(n)
p,q ,
where rˆ = ρ(n)p,q (t) = p + q − t and tˆ = ρ(n)p,q (r) = p+ q − r.
The generators in the cactus groups are modeled after the interval-reversing
permutations, with the relations in Lemma 7.1.4.
DEFINITION 7.1.5. For n ≥ 0 the nth cactus group Cacn is the group generated
by the generators s
(n)
p,q for 1 ≤ p < q ≤ n that satisfy the following three relations:
Involution: Each generator is an involution:
s
(n)
p,q s
(n)
p,q = idn,
where idn is the unit in Cacn.
Disjointness: If p < q and r < t are disjoint, then
s
(n)
p,q s
(n)
r,t = s(n)r,t s(n)p,q .
Containment: If p < q contains r < t, then
s
(n)
p,q s
(n)
r,t = s(n)rˆ,tˆ s
(n)
p,q ,
where rˆ = ρ(n)p,q (t) and tˆ = ρ(n)p,q (r).
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Define the group homomorphism
π ∶ Cacn // Sn, π(s(n)p,q ) = ρ(n)p,q ,
whose kernel is denoted by PCacn and is called the nth pure cactus group. Each
element in Cacn (resp., PCacn) is called a (pure) cactus. We also write x = π(x) ∈ Sn
for the image of a cactus x under π, called the underlying permutation of x. By
convention, we set s
(n)
r,t = idn when r ≥ t.
REMARK 7.1.6. Since the adjacent transpositions
(i, i + 1) = ρ(n)i,i+1 = π(s(n)i,i+1)
generate the symmetric group Sn, the map π ∶ Cacn // Sn is surjective. ◇
REMARK 7.1.7 (SomeHistory). In Devadoss [Dev99] the elements in the group
Cacn are called quasibraids. Henriques and Kamnitzer [HK06] introduced the name
cactus group, which we adopted. In [Dev99, Gur∞, HK06] the cactus group was
denoted by Jn. Davis, Januszkiewicz, and Scott [DJS03] used the name mock re-
flection group for a group with relations similar to those in the cactus group. The
cactus group sits inside an exact sequence of groups
{e} // PCacn = π1(M̃n+10 ) // Cacn π // Sn // {e} .
Here M̃n+10 is the total space of the (n+1)st tautological line bundle of M
n+1
0 , which
is the Deligne-Knudson-Mumford moduli space of real, genus 0, stable curves
with n + 1 marked points. The group Cacn was introduced in [Dev99] in this con-
text. In [DJS03] the cactus groups are examples of their mock reflection groups,
which are groups of symmetry on certain connected closed manifolds with a cubi-
cal cell structure.
On the other hand, in [HK06] the cactus group Cacn was shown to be the
group that acts onmultiplemonoidal products x1⊗⋯⊗xn in coboundarymonoidal
categories in the sense of Drinfel’d [Dri90]. So the cactus groups play an im-
portant role in (i) quantum group theory, (ii) the geometry of moduli spaces of
real, genus 0, stable curves with marked points, and (iii) symmetries on connected
closed manifolds with a cubical cell structure. ◇
EXAMPLE 7.1.8. Here are the first few cactus groups.
(1) The first two cactus groups Cac0 and Cac1 are both the trivial group.
(2) The second cactus group Cac2 has one order-two generator s
(2)
1,2 , so
Cac2 ≅ Z/2.
In particular, there are no group homomorphisms Cac2 // B2 ≅ Z from
the second cactus group to the second braid group, which is an infinite
cyclic group. ◇
PROPOSITION 7.1.9. There is a group isomorphism
Cac3 ≅ F{x, y}(x2, y2)
with F{x, y} the free group on two generators x and y.
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PROOF. By definition the third cactus group Cac3 has generators
x = s(3)1,2 , y = s(3)1,3 , and z = s(3)2,3
that satisfy the involution relation and the containment relation:
x2 = y2 = z2 = id3, yx = zy, and yz = xy.
It follows from the last relation and y2 = id3 that
z = y2z = yxy.
But then the relation yx = zy is simply a consequence of y2 = id3 because
zy = yxyy = yx.
Similarly, z2 = id3 is a consequence of x2 = y2 = id3 because
z2 = yxyyxy = yxxy = yy = id3.
So the cactus group Cac3 is determined by two non-commuting generators x and
y, each with order 2. 
EXAMPLE 7.1.10. The elements in Cac3 are finite alternating sequences in x
and y. The map
π ∶ Cac3 // S3
sends x to the adjacent transposition (1, 2) and y to the transposition (1, 3). For
instance, the cacti yxyxyx and xyxyxy are both sent to the identity permutation in
S3, so belong to the pure cactus group PCac3. ◇
7.2. Direct Sum Cacti
The planar operad structure on the cactus groups is defined using two aux-
iliary operations that are analogous to the direct sum permutation and the block
permutation in Definition 3.2.1. The purpose of this section is to introduce the
cactus version of direct sum. The following notations will be used throughout the
rest of this chapter.
NOTATION 7.2.1. For integers n ≥ 1 and ki ≥ 0 for 1 ≤ i ≤ n, we will write
(i) k = k1 +⋯+ kn;
(ii) k[i,j] = ki +⋯+ kj for 1 ≤ i ≤ j ≤ n (resp., 0 if i > j);
(iii) k = (k1, . . . , kn).
To motivate the definition of direct sum cactus, we first consider the interval-
reversing permutations. The following relation can be checked by a direct inspec-
tion.
LEMMA 7.2.2. For 1 ≤ pi < qi ≤ ki and 1 ≤ i ≤ n, the relation
ρ
(k1)
p1,q1 ⊕⋯⊕ ρ(kn)pn,qn =
n
∏
i=1
ρ
(k)
k[1,i−1]+pi , k[1,i−1]+qi
holds in Sk.
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INTERPRETATION 7.2.3. In Lemma 7.2.2, the left-hand side is a direct sum
of interval-reversing permutations. The equality expresses it as a product of n
interval-reversing permutations, which commute with each other by Lemma 7.1.4
because they cover disjoint intervals. We think of k as an interval that is parti-
tioned into consecutive sub-intervals of lengths k1, . . . , kn. In the direct sum, the
ith interval-reversing permutation ρ
(ki)
pi,qi acts on the ith sub-interval. This is the
reason for the shifting of the indices by
k[1,i−1] = k1 +⋯+ ki−1
on the right-hand side. ◇
EXAMPLE 7.2.4. If n = 3, then the equality
ρ
(k1)
p1,q1 ⊕ ρ(k2)p2,q2 ⊕ ρ(k3)p3,q3 = ρ(k1+k2+k3)p1,q1 ⋅ ρ(k1+k2+k3)k1+p2, k1+q2 ⋅ ρ(k1+k2+k3)k1+k2+p3, k1+k2+q3
holds in Sk1+k2+k3 . Moreover, the three interval-reversing permutations on the
right commute with each other by the disjointness relation in Lemma 7.1.4. ◇
Using Lemma 7.2.2 as a guide, we now define the cactus analogue of direct
sum permutations.
DEFINITION 7.2.5 (Direct Sum Cactus). Define a group homomorphism
Cack1 ×⋯×Cackn ⊕
n
i=1 // Cack
by
n
⊕
i=1
s
(ki)
pi,qi = s(k1)p1,q1 ⊕⋯⊕ s(kn)pn,qn =
n
∏
i=1
s
(k)
k[1,i−1]+pi, k[1,i−1]+qi
∈ Cack
on generators for 1 ≤ pi < qi ≤ ki and 1 ≤ i ≤ n, and extend multiplicatively. We call⊕ni=1 σi the direct sum cactus induced by {σi} ∈ Cack1 ×⋯×Cackn .
REMARK 7.2.6. The n generators in the big product above commute with each
other by the disjointness relation in Cack. ◇
LEMMA 7.2.7. The group homomorphism in Definition 7.2.5 is well-defined.
PROOF. We need to check that the three relations in Definition 7.1.5 for the
cactus group are preserved.
The preservation of the involution relation follows from the computation:
(
n⊕
i=1
s
(ki)
pi,qi)
2 = (
n∏
i=1
s
(k)
k[1,i−1]+pi, k[1,i−1]+qi
)
2
=
n∏
i=1
(s(k)
k[1,i−1]+pi, k[1,i−1]+qi
)
2
=
n∏
i=1
idk = idk.
The second and the third equalities follow from the disjointness relation and the
involution relation in Cack, respectively.
Similarly, the preservation of the disjointness (resp., containment) relation is
a consequence of the disjointness relation (and the containment relation) in Cack.

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The direct sum constructions for permutations and for cacti are compatible in
the following sense.
LEMMA 7.2.8. The diagram
Cack1 ×⋯×Cackn
(π,...,π)

⊕ni=1 // Cack
π

Sk1 ×⋯× Skn
⊕ni=1 // Sk
is commutative, in which the bottom horizontal map is the direct sum of permutations.
PROOF. All four maps in the diagram are group homomorphisms. Therefore,
it is enough to check the commutativity of the diagram on generators. Since the
map π sends each generator s
(ki)
pi,qi ∈ Cacki to the interval-reversing permutation
ρ
(ki)
pi,qi ∈ Ski , the commutativity of the diagram follows from Lemma 7.2.2 and Defi-
nition 7.2.5. 
The next observation is the associativity property of direct sum cacti.
LEMMA 7.2.9. Suppose li,j ≥ 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ ki with ki = li,1 +⋯+ li,ki .
Then the diagram
(Cacl1,1 ×⋯×Cacl1,k1)×⋯× (Cacln,1 ×⋯×Cacln,kn)
(⊕k1i=1,...,⊕kni=1)

⊕ki=1 // Cack
Cack1 ×⋯×Cackn
⊕ni=1 // Cack
is commutative.
PROOF. The diagram involves only group homomorphisms, so it is enough
to check its commutativity on generators, which follows from Definition 7.2.5 and
Remark 7.2.6. 
7.3. Block Cacti
The purpose of this section is to introduce the cactus version of block permu-
tations, which we will use in the next section to define the action operad structure
on the cactus groups. To motivate its definition, we first consider block permuta-
tions induced by interval-reversing permutations in Definition 7.1.2. We continue
to use Notation 7.2.1. Also recall the notation (3.2.5) for block permutation. The
following relations can be checked by a direct inspection.
LEMMA 7.3.1. In the symmetric group Sk, the following relations hold.
(1) Suppose 1 ≤ p < q ≤ n. Then
ρ
(n)
p,q ⟨k⟩ = (
q∏
j=p
ρ
(k)
k[1,p−1]+k[j+1,q]+1, k[1,p−1]+k[j,q]
) ⋅ ρ(k)
k[1,p−1]+1, k[1,q]
holds, in which ρ
(n)
p,q ⟨k⟩ is the block permutation induced by the interval-reversing
permutation ρ
(n)
p,q ∈ Sn that permutes n consecutive blocks of lengths k1, . . . , kn.
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(2) Suppose σ, τ ∈ Sk. Then
(στ)⟨k⟩ = σ⟨τk⟩ ⋅ τ⟨k⟩
with τk = (kτ−1(1), . . . , kτ−1(n)).
INTERPRETATION 7.3.2. In Lemma 7.3.1(1), the block permutation ρ
(n)
p,q ⟨k⟩
(i) reverses the order of the pth block up to and including the qth block and
(ii) keeps the relative order within each of the q − p + 1 blocks unchanged.
The equality expresses this block permutation in terms of interval-reversing per-
mutations. First the right-most interval-reversing permutation
A = ρ(k)
k[1,p−1]+1, k[1,q]
∈ Sk
reverses the interval [k[1,p−1]+1, k[1,q]], which covers the pth block to the qth block.
Then each interval-reversing permutation
ρ
(k)
k[1,p−1]+k[j+1,q]+1, k[1,p−1]+k[j,q]
in the big product reverses the order within the interval that corresponds to the
jth block before the permutation A was applied. Notice that the q − p + 1 interval-
reversing permutations in the big product commute with each other by Lemma
7.1.4 because they cover disjoint intervals.
Lemma 7.3.1(2) says that the block permutation induced by a product is equal
to the product of two block permutations. Note that taking the block permutation
is not multiplicative. ◇
Using Lemma 7.3.1 as a guide, we now define the cactus version of block per-
mutations.
DEFINITION 7.3.3 (Block Cactus). Define a function
Cacn
−⟨k⟩
// Cack
inductively on the number of generators as follows.
(i) Set idn⟨k⟩ = idk.
(ii) For 1 ≤ p < q ≤ n, the generator s(n)p,q ∈ Cacn is sent to the product
s
(n)
p,q ⟨k⟩ = (
q∏
j=p
s
(k)
k[1,p−1]+k[j+1,q]+1, k[1,p−1]+k[j,q]
) ⋅ s(k)
k[1,p−1]+1, k[1,q]
∈ Cack.
(iii) Suppose σ, τ ∈ Cacn such that σ⟨⋯⟩ and τ⟨⋯⟩ have been defined. Then
(στ)⟨k⟩ is defined as the product
(7.3.4) (στ)⟨k⟩ = σ⟨τk⟩ ⋅ τ⟨k⟩ ∈ Cack
with
τk = (k
τ−1(1)
, . . . , k
τ−1(n)
),
where τ = π(τ) ∈ Sn is the underlying permutation of τ.
We call σ⟨k⟩ a block cactus induced by σ.
REMARK 7.3.5. In the definition of the block cactus s
(n)
p,q ⟨k⟩, the q− p + 1 gener-
ators in the product ∏qj=p commute with each other by the disjointness relation in
Cack. ◇
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Below we will show that (7.3.4) is indeed well-defined. The following result
contains some preliminary calculation involving s
(n)
p,q ⟨k⟩.
LEMMA 7.3.6. For 1 ≤ p < q ≤ n, the following statements hold in Cack.
(1) There are equalities
s
(n)
p,q ⟨k⟩ = s(k)k[1,p−1]+1, k[1,q] ⋅ (
q∏
j=p
s
(k)
k[1,j−1]+1, k[1,j]
)
= s(k)
k[1,p−1]+1, k[1,q]
⋅ (idk1 ⊕⋯⊕ idkp−1 ⊕ s(kp)1,kp ⊕⋯⊕ s(kq)1,kq ⊕ idkq+1 ⊕⋯⊕ idkn).
(2) The equality
s
(k)
k[1,p−1]+1, k[1,q]
= s(k)
k[1,p−1]+1, k[1,p−1]+kξ(p)+⋯+kξ(q)
holds for each permutation ξ of {p, . . . , q}.
(3) There is an equality
s
(n)
p,q ⟨k1, . . . , kp−1, kq, kq−1, . . . , kp, kq+1, . . . , kn⟩
= (
q∏
j=p
s
(k)
k[1,j−1]+1, k[1,j]
) ⋅ s(k)
k[1,p−1]+1, k[1,q]
,
in which the q − p+ 1 generators in the product∏qj=p commute with each other.
(4) For p ≤ j ≤ q, there is an equality
s
(k)
k[1,p−1]+1, k[1,q]
⋅ s(k)
k[1,p−1]+k[j+1,q]+1, k[1,p−1]+k[j,q]
= s(k)
k[1,j−1]+1, k[1,j]
⋅ s(k)
k[1,p−1]+1, k[1,q]
.
PROOF. The first equality in (1) is a result of repeated applications of the con-
tainment relation in Cack to bring the generator s
(k)
k[1,p−1]+1, k[1,q]
pass each of the
q − p + 1 generators in the product ∏qj=p. The second equality in (1) follows from
the definition of the direct sum cactus in Definition 7.2.5.
The equality in (2) holds because
k[1,q] = k[1,p−1] + k[p,q] = k[1,p−1] + kξ(p) +⋯+ kξ(q).
The equality in (3) is the definition of s
(n)
p,q ⟨k⟩ with the indices {p, . . . , q} first
reversed to {q, q− 1, . . . , p}. The commutativity assertion holds by the disjointness
relation in Cack.
The equality in (4) is true by the containment relation in Cack. 
LEMMA 7.3.7. The function in Definition 7.3.3 is well-defined.
PROOF. We need to check that the three relations in Definition 7.1.5 for the
cactus group are preserved.
For the involution relation, by definition we have
(s(n)p,q s(n)p,q )⟨k⟩ = s(n)p,q ⟨kτ−1(1), . . . , kτ−1(n)⟩
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X
⋅ s(n)p,q ⟨k⟩
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Y
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with τ = ρ(n)p,q ∈ Sn and X the block cactus in Lemma 7.3.6(3). Each of the block cacti
X and Y on the right is a product of q − p + 2 generators in Cack. First we use the
containment relation to bring the right-most generator in X pass the first q − p + 1
generators in Y. In the resulting product, the two right-most generators are equal,
so their product is idk by the involution relation in Cack. The remaining product
of 2(q − p + 1) generators is also equal to idk by repeated applications of Lemma
7.3.6(4), the disjointness relation, and the involution relation in Cack. So
(s(n)p,q s(n)p,q )⟨k⟩ = idk = idn⟨k⟩.
For the disjointness relation, suppose p < q and r < t are disjoint. Then in
(s(n)p,q s(n)r,t )⟨k⟩ = s(n)p,q ⟨kχ−1(1), . . . , kχ−1(n)⟩
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U
⋅ s(n)r,t ⟨k⟩
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
V
with χ = ρ(n)r,t ∈ Sn, observe that there is an equality
U = s(n)p,q ⟨k⟩
because χ only reverses the interval [r, t], which is disjoint from [p, q]. Moreover,
each of the q− p+ 2 generators in U commutes with each of the q− p+ 2 generators
in V by the disjointness relation in Cack. Therefore, the result is the same if we
start with
(s(n)r,t s
(n)
p,q )⟨k⟩,
which is therefore equal to (s(n)p,q s(n)r,t )⟨k⟩.
For the containment relation, suppose p < q contains r < t. In
(s(n)p,q s(n)r,t )⟨k⟩ = s(n)p,q ⟨kχ−1(1), . . . , kχ−1(n)⟩
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⋅ s(n)r,t ⟨k⟩
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with χ = ρ(n)r,t ∈ Sn, observe that the right-most generator in Q is equal to the
right-most generator in s
(n)
p,q ⟨k⟩. We first bring this generator in Q pass each of the
q − p + 2 generators in R using the containment relation in Cack. Then we bring
each of the q − p + 1 remaining generators in Q pass each of the generators that
came from R using the relations in Cack. After these steps, the result is
s
(n)
rˆ,tˆ
⟨k
τ−1(1)
, . . . , k
τ−1(n)
⟩ ⋅ s(n)p,q ⟨k⟩ = (s(n)rˆ,tˆ s(n)p,q )⟨k⟩
with τ = ρ(n)p,q ∈ Sn, rˆ = τ(t), and tˆ = τ(r). 
EXAMPLE 7.3.8. For 1 ≤ 2 < 4 ≤ 5, there is the block cactus
s
(5)
2,4 ⟨k1, . . . , k5⟩
= s(k)
k1+k4+k3+1, k1+k4+k3+k2
⋅ s(k)
k1+k4+1, k1+k4+k3
⋅ s(k)
k1+1, k1+k4
⋅ s(k)
k1+1, k1+k2+k3+k4
in Cack1+⋯+k5 for ki ≥ 0. ◇
The next several observations will be used in the following section to show
that the cactus groups form an action operad. First, block permutations and block
cacti are compatible in the following sense.
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LEMMA 7.3.9. The diagram
Cacn
π

−⟨k⟩
// Cack
π

Sn
−⟨k⟩
// Sk
is commutative.
PROOF. For each generator in Cacn, the above diagram is commutative by
Lemma 7.3.1(1) and that π is a group homomorphism. The general case–for a
finite product of generators in Cacn–follows by an induction on the number of
generators in Cacn, Lemma 7.3.1(2), and (7.3.4). 
The next observation is the multiplicative commutativity between block cacti
and direct sum cacti.
LEMMA 7.3.10. For σ ∈ Cacn and τi ∈ Cacki with 1 ≤ i ≤ n, the equality
σ⟨k⟩ ⋅ (τ1 ⊕⋯⊕ τn) = (τσ−1(1) ⊕⋯⊕ τσ−1(n)) ⋅ σ⟨k⟩
holds in Cack, where σ = π(σ) ∈ Sn is the underlying permutation of σ.
PROOF. First we consider the case when σ and the τi’s are all generators. By
the definition of the direct sum cactus, it is enough to prove the case when τj = idk j
for all 1 ≤ j ≤ n except for one index i. In this case, with both σ = s(n)p,q and τi = s(ki)pi,qi
generators, the desired equality becomes
(7.3.11) s
(n)
p,q ⟨k⟩ ⋅ s(k)k[1,i−1]+pi, k[1,i−1]+qi = s(k)N+pi,N+qi ⋅ s(n)p,q ⟨k⟩,
where
N = k
σ−1(1)
+⋯+ k
σ−1(σ(i)−1)
with σ = ρ(n)p,q . If either i < p or q < i, then (7.3.11) holds by the disjointness relation
in Cack and the definition of the block cactus s
(n)
p,q ⟨k⟩. If p ≤ i ≤ q, then (7.3.11) holds
by the disjointness relation and the containment relation in Cack.
The general case–when both σ and τi are finite products of generators–follows
by an induction, using the multiplicativity of direct sum cacti and (7.3.4). In more
details, suppose the assertion is true for σ, ρ ∈ Cacn and τi, τ′i ∈ Cacki for 1 ≤ i ≤ n.
Then we compute as follows:
(σρ)⟨k⟩ ⋅ n⊕
i=1
(τiτ′i ) = σ⟨ρk⟩ ⋅ ρ⟨k⟩ ⋅ (
n⊕
i=1
τi) ⋅ ( n⊕
i=1
τ′i )
= σ⟨ρk⟩ ⋅ ( n⊕
i=1
τ
ρ−1(i)
) ⋅ ρ⟨k⟩ ⋅ ( n⊕
i=1
τ′i )
= ( n⊕
i=1
τ
σρ−1(i)
) ⋅ σ⟨ρk⟩ ⋅ ( n⊕
i=1
τ′
ρ−1(i)
) ⋅ ρ⟨k⟩
= ( n⊕
i=1
τ
σρ−1(i)
) ⋅ ( n⊕
i=1
τ′
σρ−1(i)
) ⋅ σ⟨ρk⟩ ⋅ ρ⟨k⟩
= (
n⊕
i=1
τ
σρ−1(i)
τ′
σρ−1(i)
) ⋅ (σρ)⟨k⟩.
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This shows that the desired equality holds for σρ and {τiτ′i }ni=1. 
The next result is the compositional commutativity between block cacti and
direct sum cacti.
LEMMA 7.3.12. Suppose li,mi,j ≥ 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ li. Define
● mi = (mi,1, . . . ,mi,li) for 1 ≤ i ≤ n,● m = (m1, . . . ,mn),● ki = mi,1 +⋯+mi,li for 1 ≤ i ≤ n,● k = k1 +⋯+ kn, and l = l1 +⋯+ ln.
Then the diagram
Cacl1 ×⋯×Cacln
(−⟨m1⟩,...,−⟨mn⟩)

⊕ni=1 // Cacl
⟨m⟩

Cack1 ×⋯×Cackn ⊕
n
i=1 // Cack
is commutative.
PROOF. By the multiplicativity of direct sum cacti and (7.3.4), it is enough to
check the commutativity of the above diagram on an element of the form
(idl1 , . . . , idli−1 ,σ, idli+1 . . . , idln) ∈ Cacl1 ×⋯×Cacln
with σ ∈ Cacli for some 1 ≤ i ≤ n. Furthermore, by an induction, we reduce to
the case when σ is a generator in Cacli . In this case, the desired equality follows
from a direct inspection of the definitions of the direct sum cactus and the block
cactus. 
The following result is the associativity property of block cacti. It says that a
block cactus of a block cactus is a block cactus.
LEMMA 7.3.13. Suppose li,j ≥ 0 for 1 ≤ i ≤ n and 1 ≤ j ≤ ki. Define
● li = (li,1, . . . , li,ki) for 1 ≤ i ≤ n,● li = li,1 +⋯+ li,ki for 1 ≤ i ≤ n, and● l = l1 +⋯+ ln.
Then the diagram
Cacn
⟨l1,...,ln⟩
//
⟨k1,...,kn⟩

Cacl
Cack
⟨l1,...,ln⟩ // Cacl
is commutative.
PROOF. For each generator in Cacn, the commutativity of the above diagram
follows from the definition of the block cactus for a product (7.3.4) and the involu-
tion and disjointness relations in Cacl . In more details, suppose given a generator
102 7. CACTUS OPERADS
s
(n)
p,q in Cacn. Writing l = (l1, . . . , ln) and using (7.3.4) and Lemma 7.3.6(1) repeat-
edly, there are equalities
(s(n)p,q ⟨k⟩)⟨l⟩ = [s(k)k[1,p−1]+1, k[1,q] ⋅
q∏
j=p
s
(k)
k[1,j−1]+1, k[1,j]
]⟨l⟩
= [s(k)
k[1,p−1]+1, k[1,q]
⟨⋯⟩] ⋅ q∏
j=p
[s(k)
k[1,j−1]+1, k[1,j]
⟨⋯⟩]
= [s(l)
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Y
⋅Z] ⋅ q∏
j=p
[s(l)
l[1,j−1]+1, l[1,j]´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Yj
⋅Xj]
in Cacl in which⎧⎪⎪⎪⎨⎪⎪⎪⎩
Xj =∏k jm=1 s(l)l[1,j−1]+l j,1+⋯+l j,m−1+1, l[1,j−1]+l j,1+⋯+l j,m ,
Z =∏qj=p Zj with Zj = YjXjYj.
By the disjointness relation in Cacl :● Zj commutes with Yi and Xi if p ≤ i /= j ≤ q.
● The kj generators in the product∏k jm=1 in Xj commute with each other.
Therefore, by repeated applications of the involution relation in Cacl , we conclude
that
(s(n)p,q ⟨k⟩)⟨l⟩ = Y ⋅
q∏
j=p
Yj = s(n)p,q ⟨l⟩.
So the diagram is commutative for each generator in Cacn.
The general case–for a finite product of generators in Cacn–follows by an in-
duction. Indeed, suppose the diagram is commutative for σ, τ ∈ Cacn. Then there
are equalities
[(στ)⟨k⟩]⟨l⟩ = [σ⟨τk⟩ ⋅ τ⟨k⟩]⟨l⟩
= [σ⟨τk⟩]⟨l
τ−1(1)
, . . . , l
τ−1(n)
⟩ ⋅ [τ⟨k⟩]⟨l⟩
= σ⟨l
τ−1(1)
, . . . , l
τ−1(n)
⟩ ⋅ τ⟨l1, . . . , ln⟩
= (στ)⟨l1, . . . , ln⟩.
The third equality follows from the assumption about σ and τ. The other three
equalities are from (7.3.4). 
7.4. Cactus Group Operad
In this section, we define the action operad structure on the cactus groups due
to Gurski [Gur∞]. Then we define cactus operads as monoids in the monoidal
category of cactus sequences equipped with the cactus circle product.
MOTIVATION 7.4.1. To motivate the operadic composition involving the cac-
tus groups, recall from Proposition 3.2.9 that in the symmetric group operad S =
{Sn}n≥0, the operadic composition is given by a product
γS(σ; τ1, . . . , τn) = σ⟨k1, . . . , kn⟩ ⋅ (τ1 ⊕⋯⊕ τn)
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of a block permutation induced by σ and a direct sum permutation induced by the
τi’s. The operadic composition in the braid group operad B in Definition 5.2.6 and
in the ribbon group operad R in Definition 6.2.3 are defined in the same way using
block braids and direct sum braids (resp., block ribbons and direct sum ribbons).
The operadic composition involving the cactus groups is defined analogously in
terms of a block cactus and a direct sum cactus. ◇
DEFINITION 7.4.2 (Operadic Composition of Cacti). Define a function
Cacn ×Cack1 ×⋯×Cackn γ
Cac
// Cack
by
γCac(σ; τ1, . . . , τn) = σ⟨k1, . . . , kn⟩ ⋅ (τ1⊕⋯⊕ τn)
for σ ∈ Cacn and τi ∈ Cacki , with:
● σ⟨k1, . . . , kn⟩ the block cactus in Definition 7.3.3;● τ1⊕⋯⊕ τn the direct sum cactus in Definition 7.2.5.
THEOREM 7.4.3. The sequence
Cac = {Cacn}n≥0
of cactus groups forms an action operad with the operadic composition γCac in Definition
7.4.2.
PROOF. To see that Cac is a one-colored planar operad in Set as in Definition
2.2.10, first note that the operadic unity axioms hold by the definition of block
cactus and direct sum cactus.
Next we consider the operadic associativity axiom, which is the equality
(7.4.4) γ(σ;γ(τ1;χ1), . . . ,γ(τn;χn)) = γ(γ(σ; τ);χ1, . . . ,χn)
in which
● γ = γCac, σ ∈ Cacn,● τ = (τ1, . . . , τn) ∈ Cack1 ×⋯×Cackn , and● χ
i
= (χi,1, . . . ,χi,ki) ∈ Cacli,1 ×⋯×Cacli,ki for 1 ≤ i ≤ n.
After writing out both sides of (7.4.4) in terms of block cacti and direct sum cacti
as in Definition 7.4.2, one checks that the two sides are equal using (7.3.4), Lemma
7.2.9, Lemma 7.3.12, and Lemma 7.3.13. In more details, suppose
● li = li,1 +⋯+ li,ki,● li = (li,1, . . . , li,ki),● l = (l1, . . . , ln), and● τili = (li,τ−1i (1), . . . , li,τ−1i (ki)) with τi = π(τi) ∈ Ski the underlying permuta-
tion of τi.
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Using the results cited above, the operadic associativity (7.4.4) follows from the
following computation in Cacl1+⋯+ln :
γ(σ;{γ(τi;χi)}
n
i=1
) = σ⟨l1, . . . , ln⟩ ⋅ n⊕
i=1
(τi⟨li⟩ ⋅
ki⊕
j=1
χi,j)
= σ⟨l1, . . . , ln⟩ ⋅ ( n⊕
i=1
τi⟨li⟩) ⋅ (⊕
i, j
χi,j)
= (σ⟨k⟩)⟨τ1l1, . . . , τnln⟩ ⋅ (
n⊕
i=1
τi)⟨l⟩ ⋅ (⊕
i, j
χi,j)
= (σ⟨k⟩ ⋅ n⊕
i=1
τi)⟨l⟩ ⋅ (⊕
i, j
χi,j)
= γ(γ(σ; τ);χ
1
, . . . ,χ
n
).
Next, Lemma 7.2.8 and Lemma 7.3.9 ensure that π ∶ Cac // S is a morphism
of one-colored planar operads in Set.
Finally, the action operad axiom (4.1.3) follows from (7.3.4), the multiplicativ-
ity of direct sum cacti, and Lemma 7.3.10. In more details, with the notations in
(4.1.3), suppose
ρk = (k
ρ−1(1)
, . . . , k
ρ−1(n)
).
Then the action operad axiom (4.1.3) for the cactus groups follows from the fol-
lowing computation in Cack:
γ(σρ;{τiτ′i }ni=1) = (σρ)⟨k⟩ ⋅ (
n⊕
i=1
τiτ
′
i )
= σ⟨ρk⟩ ⋅ ρ⟨k⟩ ⋅ ( n⊕
i=1
τi) ⋅ ( n⊕
i=1
τ′i )
= σ⟨ρk⟩ ⋅ ( n⊕
i=1
τ
ρ−1(i)
) ⋅ ρ⟨k⟩ ⋅ ( n⊕
i=1
τ′i )
= γ(σ;{τ
ρ−1(i)
}ni=1) ⋅ γ(ρ;{τ′i }ni=1).

DEFINITION 7.4.5. The action operad Cac in Theorem 7.4.3 is called the cactus
group operad.
There is also an action operad that involves the pure cactus groups.
PROPOSITION 7.4.6. The sequence
PCac = {PCacn}n≥0
of pure cactus groups forms an action operad with the operadic composition γPCac defined
as in Definition 7.4.2.
PROOF. It is enough to show that the block cactus σ⟨k1, . . . , kn⟩ and the di-
rect sum cactus τ1 ⊕⋯⊕ τn are both pure cacti when σ and the τi’s are pure cacti.
Recall that a pure cacti is an element in Cacn for some nwhose underlying permu-
tation is the identity permutation. If σ is a pure cactus, then so is the block cactus
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σ⟨k1, . . . , kn⟩ by Lemma 7.3.9. Similarly, if the τi’s are pure cacti, then the direct
sum cactus τ1 ⊕⋯⊕ τn is a pure cactus by Lemma 7.2.8. 
DEFINITION 7.4.7. The action operad PCac in Proposition 7.4.6 is called the
pure cactus group operad.
We now restrict Section 4.2 to the action operads Cac and PCac. Following
the planar, symmetric, braided, and ribbon cases, for the action operad Cac (resp.,
PCac), we will use the adjective cactus (resp., pure cactus).
DEFINITION 7.4.8. Suppose C is a set. With the action operad G = Cac:
(1) The objects of the diagram category
CacSeqC(M) =MCacopC ×C
are called C-colored cactus sequences inM.
(2) For X,Y ∈ CacSeqC(M), X Cac○ Y ∈ CacSeqC(M) is called the C-colored cactus
circle product. It is defined entrywise as the coend
(X Cac○ Y)(db) = ∫ c∈CacC X(dc)⊗YcCac(b) ∈M
for (db) ∈ CacopC × C. The object YcCac ∈ MCacopC is defined entrywise as the
coend
Y
c
Cac(b) = ∫ {aj}∈∏
m
j=1Cac
op
C
Cac
op
C
(a1, . . . , am; b) ⋅
⎡⎢⎢⎢⎢⎣
m⊗
j=1
Y(c jaj)
⎤⎥⎥⎥⎥⎦
∈M
for b ∈ Cacop
C
, in which (a1, . . . , am) ∈ CacopC is the concatenation.
(3) The category of C-colored cactus operads inM is the category
CacOpC(M) =Mon(CacSeqC(M), Cac○ , ICac)
of monoids in the monoidal category (CacSeqC(M), Cac○ , ICac). If C has
n < ∞ elements, we also refer to objects in CacOpC(M) as n-colored cac-
tus operads inM.
(4) Suppose O is a C-colored cactus operad in M. The category AlgM(O) of
O-algebras is defined as the category of (O Cac○ −)-algebras for the monad
O
Cac○ − inMC.
The previous definition also works with the pure cactus group operad PCac,
which defines C-colored pure cactus sequences, the C-colored pure cactus circle
product, C-colored pure cactus operads, and algebras over them. The explicit de-
scriptions of G-operads in Proposition 4.3.1 and Proposition 4.3.6 now specialize
to the cactus group operad Cac and the pure cactus group operad PCac. Moreover,
the description of algebras over a C-colored G-operad in Proposition 4.3.12 spe-
cializes to the (pure) cactus case. Next we provide some examples of (pure) cactus
operads and their algebras.
7.5. Examples of Cactus Operads
Some examples of (pure) cactus operads are given in this section.
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EXAMPLE 7.5.1 (Cactus Operads as Pure Cactus Operads). Every C-colored
cactus operad is naturally a C-colored pure cactus operad by restriction of the equi-
variant structure. ◇
EXAMPLE 7.5.2 (Colored Endomorphism Cactus Operads). For each C-colored
object X = {Xc}c∈C in M, the endomorphism operad End(X), which is a C-colored
symmetric operad, is naturally a C-colored cactus operad. This is the G = Cac
special case of Example 4.3.14. ◇
EXAMPLE 7.5.3 (Cactus Group Operad as a Cactus Operad). The cactus group
operad Cac = {Cacn}n≥0 yields a one-colored cactus operad in Set. This is Example
4.4.1 when G = Cac. Similarly, the pure cactus group operad PCac = {PCacn}n≥0
yields a one-colored pure cactus operad in Set. ◇
EXAMPLE 7.5.4 (Translation Category of Cactus Group Operad). Applying the
translation category construction E? to the cactus group operad Cac, we obtain a
one-colored cactus operad
ECac = ({ECacn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. This is Example 4.5.2
when G = Cac. Similarly, the pure cactus group operad PCac yields a one-colored
pure cactus operad
EPCac = ({EPCacn}n≥0,γ,1)
in the symmetric monoidal category of small groupoids. ◇
EXAMPLE 7.5.5 (Nerves of Translation Categories of Cactus Groups). Apply-
ing the nerve functor to the one-colored cactus operad ECac in small groupoids,
we obtain a one-colored cactus operad
ECac = {ECacn}n≥0
in the category of simplicial sets, where
ECacn = Ner(ECacn)
is the nerve of the translation category ECacn of the nth cactus group Cacn. This
is the G = Cac special case of Example 4.5.3. Furthermore, the one-colored cactus
operad ECac is a Cac∞-operad. That is, each ECacn is contractible, and the cactus
group action
ECacn ×Cacn // ECacn
is free and proper.
Similarly, there is a one-colored pure cactus operad
EPCac = {EPCacn}n≥0
in the category of simplicial sets, where
EPCacn = Ner(EPCacn)
is the nerve of the translation category EPCacn of the nth pure cactus group PCacn.
Moreover, each EPCacn is contractible, and the pure cactus group action
EPCacn × PCacn // EPCacn
is free and proper. ◇
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EXAMPLE 7.5.6 (Parenthesized Cactus Operad). The parenthesized cactus operad
PaCac is the one-colored cactus operad in Set as in Example 4.4.2 with G = Cac. Its
entries are
PaCac(n) =Mag(n)×Cacn ×Mag(n)
for n ≥ 0. For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
PaCac(n)×PaCac(m) ○i // PaCac(n+m − 1)
is defined as
(w;σ;w′) ○i (x; τ; x′) = (w ○i x;σ ○i τ;w′ ○σ(i) x′)
for w,w′ ∈Mag(n), x, x′ ∈Mag(m), σ ∈ Cacn, and τ ∈ Cacm, where σ ○i τ ∈ Cacn+m−1
is the ○i-composition of cacti.
Similarly, using the pure cactus group operad G = PCac in Example 4.4.2, we
obtain the parenthesized pure cactus operad PaPCac, which is a one-colored pure cac-
tus operad in Set. ◇
7.6. Relationship with Braid Group Operad
Near the end of the paper [Dev99], Devadoss suggested that there may be a
close relationship between the braid groups Bn and the cactus groups Cacn. In fact,
that is one reason why cacti are called quasibraids in that paper. While it may be
the case that the cactus groups and the braid groups are related, in this section we
observe that there are nomorphisms from the cactus groups to the braid groups, or
from the braid groups to the cactus groups, that are compatible with their planar
operad structures. In fact, we already observed in Example 7.1.8 that there are no
group homomorphisms Cac2 // B2 from the second cactus group to the second
braid group. The following observation rules out the other direction aswell. Recall
the braid group operad B in Definition 5.2.6 and the cactus group operad Cac in
Definition 7.4.5.
THEOREM 7.6.1. There does not exist any sequence of group homomorphisms
φn ∶ Bn // Cacn for n ≥ 0
that forms a morphism of planar operads in Set from the braid group operad to the cactus
group operad.
PROOF. Suppose such a sequence φ = {φn} of group homomorphisms exists.
We will show that this supposition leads to a contradiction.
First, there is only one possible group homomorphism
φ2 ∶ Z ≅ B2 // Cac2 ≅ Z/2,
which must send the generator s1 ∈ B2 to the generator s(2)1,2 ∈ Cac2. In the next
paragraph, to avoid confusion, we will write the generators s1, s2 ∈ Bn as s(n)1 , s(n)2 .
We will also use Proposition 7.1.9, which identifies the cactus group Cac3 with the
quotient F{x, y}/(x2, y2) in which x = s(3)1,2 and y = s(3)1,3 .
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Since φ is level-wise a group homomorphism and is compatible with the op-
eradic composition, the map φ3 ∶ B3 // Cac3 must send
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
B3 ∋ s(3)1 = γB(id2; s(2)1 , id1) ✤ φ3 // γCac(id2; s(2)1,2 , id1) = s(2)1,2 ⊕ id1 = s(3)1,2 = x ,
B3 ∋ s(3)2 = γB(id2; id1, s(2)1 ) ✤ φ3 // γCac(id2; id1, s(2)1,2 ) = id1 ⊕ s(2)1,2 = s(3)2,3 = yxy .
The braid relation
s
(3)
1 s
(3)
2 s
(3)
1 = s(3)2 s(3)1 s(3)2 ∈ B3
is preserved by the group homomorphism φ3. This means that there is an equality
x(yxy)x = (yxy)x(yxy) ∈ Cac3.
Since x2 = y2 = id3 ∈ Cac3, multiplying xyxyx to the previous equality yields
id3 = (xyxyx)(xyxyx)
= (xyxyx)(yxyxyxy) ∈ Cac3.
But the right-most element in the previous line is not the unit in Cac3 by Proposi-
tion 7.1.9, so the previous equality is actually a contradiction. 
Part 2
Constructions of Group Operads

CHAPTER 8
Naturality
In this chapter, we consider naturality properties of the category of C-colored
G-operads and the category of algebras over a given C-colored G-operad. As in
previous chapters, (M,⊗,1) is a complete and cocomplete symmetric monoidal
category in which the monoidal product commutes with small colimits on each
side.
In Section 8.1 we consider the category of C-colored G-operads in M under a
change of the action operad G. As a special case, the augmentation ω ∶ G // S
from G to the symmetric group operad S induces an adjunction between the cate-
gory of C-coloredG-operads and the category of C-colored symmetric operads. Via
this adjunction, each C-colored G-operad and its associated C-colored symmetric
operad have canonically isomorphic categories of algebras.
Section 8.2 contains examples of the results in Section 8.1, including adjunc-
tions between categories of planar operads, ribbon operads, symmetric operads,
and so forth.
In Section 8.3 we consider the category of C-colored G-operads when the am-
bient symmetric monoidal category is changed by a symmetric monoidal func-
tor. This applies to, for example, the singular chain functor from spaces to chain
complexes and the nerve functor from small categories to simplicial sets. We also
consider the situation when the ambient symmetric monoidal categoryM and the
action operad G are both changed.
In Section 8.4 we consider the category of O-algebras when O is changed by a
morphism of C-colored G-operads. We observe that there is an induced adjunction
between the algebra categories.
8.1. Change of Action Operads
In this section, we observe that each morphism of action operads induces
an adjunction between the respective categories of group operads. As a conse-
quence, for each action operad G and each C-colored G-operad O, the category
of O-algebras can be identified with the category of algebras over an associated
C-colored symmetric operad. See Corollary 8.1.17. We will also consider the situ-
ation when there are simultaneous changes of the action operad and the color set.
Specific examples will be given in Section 8.2.
Recall from Definition 4.1.1 the concept of an action operad (G,ω).
DEFINITION 8.1.1. Suppose (G1,ω1) and (G2,ω2) are action operads. A mor-
phism
ϕ ∶ (G1,ω1) // (G2,ω2)
of action operads is a morphism ϕ ∶ G1 // G2 of one-colored planar operads in
Set such that:
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(i) Level-wise ϕ ∶ G1(n) // G2(n) is a group homomorphism.
(ii) The diagram
G1
ϕ
//
ω1 ""❊
❊❊
❊❊
❊❊
❊❊
G2
ω2

S
is commutative.
The category of action operads is denoted by Opact.
The following statements are immediate from the definition.
LEMMA 8.1.2. In the context of Definition 8.1.1:
(1) The planar group operad P in Example 4.1.5 is an initial object in the category
Opact of action operads.
(2) The symmetric group operad S in Example 4.1.6 is a terminal object in the cate-
gory Opact of action operads.
(3) For each element g ∈ G1(n), the underlying permutations
g = ω1(g) = ω2(ϕ(g)) = ϕ(g) ∈ Sn
agree.
(4) ϕ induces an object-preserving functor ϕ ∶ G1
C
// G2
C
.
(5) ϕ induces an object-preserving functor
(8.1.3) G1SeqC(M) =M(G1C)op×C M(G2C)op×C = G2SeqC(M)ϕ∗oo .
(6) ϕ induces a functor
(8.1.4) G1OpC(M) G2OpC(M)ϕ∗oo
that preserves the underlying C-colored planar operads.
In the rest of this section, we will provide explicit descriptions of the left ad-
joints of the functors ϕ∗. Fix a morphism ϕ ∶ (G1,ω1) // (G2,ω2) of action oper-
ads.
DEFINITION 8.1.5. Suppose O ∈ G1SeqC(M). Define an object
ϕ!O ∈ G2SeqC(M) =M(G2C)op×C
entrywise as the coend
(8.1.6) (ϕ!O)(dc) = ∫ a∈G
1
C ∐
G2
C
(c;ϕa)
O(da) ∈M
for (dc) ∈ (G2C)op ×C. Its (G2C)op-equivariant structure comes from the c variable in
the set G2
C
(c; ϕa) in (8.1.6). In other words, for σ ∈ G2(∣c∣), the right σ-action is
8.1. CHANGE OF ACTION OPERADS 113
determined by the commutative diagram
(8.1.7) (ϕ!O)(dc) = ∫ a∈G
1
C ∐
G2
C
(c;ϕa)
O(da) σ // ∫ b∈G
1
C ∐
G2
C
(cσ;ϕb)
O(db) = (ϕ!O)( dcσ)
∐
G2
C
(c;ϕa)
O(da)
natural
OO
∐
G2
C
(cσ;ϕτc)
O( d(τσ)(cσ))
natural
OO
O( dτc)
τ summand
OO
Id // O( d(τσ)(cσ))
τσ summand
OO
for a ∈ G1
C
and τ ∈ G2
C
(c; ϕa).
INTERPRETATION 8.1.8. To understand the coend formula (8.1.6) for ϕ!O, con-
sider the situation where the morphism ϕ ∶ G1 // G2 is level-wise a surjection,
such as the projection Bn // Sn from the nth braid group to the nth symmetric
group. The coend in (8.1.6) is a quotient indexed by G1
C
. The entire formula di-
vides out part of the (G1
C
)op-equivariant structure of O to the point where only
the (G2
C
)op-equivariant structure remains. On the other hand, if the morphism ϕ
is level-wise an inclusion, such as P(n) = {id} // Bn, then the coend in (8.1.6)
gives O the partially free (G2
C
)op-equivariant structure with the original (G1
C
)op-
equivariant structure taken into account. ◇
REMARK 8.1.9. Since the functor ϕ ∶ G1
C
// G2
C
keeps the objects (i.e., C-
profiles) unchanged, the set G2
C
(c; ϕa) in (8.1.6) is equal to
G2
C
(c; a) = {σ ∈ G2(∣c∣) ∶ σc = a}
for each object a ∈ G1
C
(i.e., for each C-profile a). To simplify the notation below, we
will usually suppress ϕ in the set G2
C
(c; ϕa) and just write G2
C
(c; a). ◇
REMARK 8.1.10. In the diagram (8.1.7), the upper left natural morphism is for
a generic object a ∈ G1
C
(i.e., a C-profile). The lower left vertical morphism is the
coproduct summand inclusion corresponding to a generic element τ ∈ G2
C
(c; a), so
τc = a. The lower right vertical morphism is the coproduct summand inclusion
corresponding to τσ ∈ G2
C
(cσ; b), so
τσ(cσ) = τc = b.
The upper right natural morphism is for the object τc ∈ G1
C
. ◇
LEMMA 8.1.11. The construction ϕ! in (8.1.6) defines a functor
ϕ! ∶ G1SeqC(M) // G2SeqC(M)
that is left adjoint to ϕ∗ in (8.1.3).
PROOF. The functoriality of ϕ! is immediate from its definition. That ϕ! de-
fines a left adjoint of the functor ϕ∗ is also immediate from the coend definition in
(8.1.6). 
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For a C-colored G1-operad O, we now equip ϕ!O with a C-colored G
2-operad
structure. To simplify the presentation below, for an action operad G, the for-
getful functor from GOpC(M) to GSeqC(M), which forgets about the underlying
C-colored planar operad structure, will be suppressed from the notation.
DEFINITION 8.1.12. Suppose (O, ○,1O) ∈ G1OpC(M). Consider the object ϕ!O ∈
G2SeqC(M) in Definition 8.1.5.
(1) For each color d ∈ C, equip ϕ!O with the d-colored unit 1d given by the
following composite.
1
1Od

1d // (ϕ!O)(dd)
O(dd) id1∈G
2(1)
summand
// ∐
G2
C
(d;d)
O(dd) natural // ∫ a∈G
1
C ∐
G2
C
(d;a)
O(da)
Note that G2
C
(d; d) = G2(1). The bottom left horizontal morphism above
is the coproduct summand inclusion corresponding to the group multi-
plication unit id1 in G
2(1). The bottom right horizontal morphism is the
natural morphism into the coend corresponding to the object d ∈ G1
C
.
(2) Suppose d ∈ C, c = (c1, . . . , cn) ∈ Prof(C) with n ≥ 1, 1 ≤ i ≤ n, and b =(b1, . . . , bm) ∈ Prof(C). Define ○i for ϕ!O via the commutative diagram
(8.1.13) (ϕ!O)(dc)⊗ (ϕ!O)(cib) ○i // (ϕ!O)( dc○ib)
∫ (a
1, a2)∈G1
C
×G1
C ∐
G2
C
(c;a1)×G2
C
(b;a2)
O( da1)⊗O( cia2)
≅
OO
∫ a∈G
1
C ∐
G2
C
(c○ib; a)
O(da)
∐
G2
C
(c;a1)×G2
C
(b;a2)
O( da1)⊗O(cia2)
natural
OO
∐
G2
C
(c○ib; a1○σ(i)a2)
O( da1○σ(i)a2)
natural
OO
O( da1)⊗O( cia2)
(σ,τ) summand
OO
○σ(i)
// O( da1○σ(i)a2)
σ○iτ summand
OO
for (a1, a2) ∈ G1
C
×G1
C
and (σ, τ) ∈ G2
C
(c; a1)×G2
C
(b; a2).
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REMARK 8.1.14. In the diagram (8.1.13), the upper left isomorphism is the
following composite.
(ϕ!O)(dc)⊗ (ϕ!O)(cib) = [∫ a
1∈G1
C ∐
G2
C
(c;a1)
O( da1)]⊗ [∫ a
2∈G1
C ∐
G2
C
(b;a2)
O( cia2)]
≅
(a1 , a2)∈G1
C
×G1
C
∫ [ ∐
G2
C
(c;a1)
O( da1)]⊗ [ ∐
G2
C
(b;a2)
O(cia2)]
≅
(a1 , a2)∈G1
C
×G1
C
∫ ∐
G2
C
(c;a1)×G2
C
(b;a2)
O( da1)⊗O(cia2)
The left vertical natural morphism in the diagram (8.1.13) is for a generic pair of
objects
(a1, a2) ∈ G1
C
×G1
C
.
The right vertical natural morphism is for the object
a1 ○σ(i) a2 ∈ G1C.
For the bottom left vertical summand inclusion, note that σ ∈ G2(n) with underly-
ing permutation σ ∈ Sn and τ ∈ G2(m) with underlying permutation τ ∈ Sn such
that
σc = (c
σ−1(1)
, . . . , c
σ−1(n)
) = (a11, . . . , a1n) = a1,
τb = (b
τ−1(1)
, . . . , b
τ−1(m)
) = (a21, . . . , a2m) = a2.
It follows that
ci = a1σ(i) and (σ ○i τ)(c ○i b) = a1 ○σ(i) a2.
The bottom horizontal morphism is the ○σ(i)-composition in the C-colored G1-
operad O. ◇
LEMMA 8.1.15. For each (O, ○,1O) ∈ G1OpC(M), the colored units and ○i in Defi-
nition 8.1.12 give the object
ϕ!O ∈ G2SeqC(M)
the structure of a C-colored G2-operad inM.
PROOF. Both the colored units and the ○i-composition in ϕ!O are naturally
defined by those in O. The C-colored G2-operadic associativity and unity axioms
for ϕ!O thus follow from those of O as a C-colored G
1-operad. In terms of the
diagram (8.1.13), the equivariance axiom for ○i in ϕ!O comes from the c variable
in G2
C
(c; a1) and the b variable in G2
C
(b; a2). Via σ and τ, this translates into the
equivariance axiom for ○σ(i) in O. 
THEOREM 8.1.16. For each morphism ϕ ∶ (G1,ω1) // (G2,ω2) of action operads,
Definitions 8.1.5 and 8.1.12 define a functor
ϕ! ∶ G1OpC(M) // G2OpC(M)
that is left adjoint to the functor ϕ∗ in (8.1.4).
116 8. NATURALITY
PROOF. As in Lemma 8.1.11, this is immediate from the definitions of ϕ!O and
its colored units and ○i-composition. 
Using the adjunction in Theorem 8.1.16, we now observe that the category of
algebras over a G-operad is isomorphic to the category of algebras over an associ-
ated symmetric operad.
COROLLARY 8.1.17. Suppose (G,ω) is an action operad, and O is a C-colored G-
operad. Then the following statements hold.
(1) There is a canonical isomorphism of categories
AlgM(O) ≅ AlgM(ω!O),
in which ω! is the left adjoint in the adjunction
GOpC(M) ω! // SOpC(M)
ω∗
oo
in Theorem 8.1.16 induced by the augmentation ω ∶ G // S.
(2) The category AlgM(O) is complete and cocomplete.
PROOF. For the first assertion, by Example 4.3.14, an O-algebra structure on
an object X ∈MC is equivalent to a morphism
O // ω∗End(X) ∈ GOpC(M),
where End(X) is the endomorphism symmetric operad of X in Example 3.3.5. By
the adjunction ω! ⊣ ω∗, such an O-algebra structure is equivalent to a morphism
ω!O // End(X) ∈ SOpC(M).
So the category AlgM(O) of O-algebras is isomorphic to the category AlgM(ω!O) of
ω!O-algebras.
For the second assertion, it is proved in Proposition 4.2.1 in [WY18] that for
each colored symmetric operad, such as ω!O, the category of algebras is complete
and cocomplete. Therefore, by the isomorphism in the first assertion, the category
AlgM(O) is also complete and cocomplete. 
The following observation is about mixing changes in the color set and the
action operad. Recall the change-of-color functor in Example 4.3.5
PROPOSITION 8.1.18. Suppose ϕ ∶ G1 // G2 is a morphism of action operads, and
f ∶ C // D is a function between sets. Then the diagram
G2OpC(M)
ϕ∗

G2OpD(M)f ∗oo
ϕ∗

G1OpC(M) G1OpD(M)f ∗oo
is commutative.
PROOF. Suppose Q is a D-colored G2-operad in M. Then f ∗ϕ∗Q is the C-
colored G1-operad obtained as follows.
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(i) ϕ∗Q is the D-colored G1-operad with the same entries and the same D-
colored planar operad structure as Q. Its G1-equivariant structure is in-
duced by the morphism ϕ, so σ ∈ G1 acts on ϕ∗Q as ϕσ acts on Q.
(ii) The bottom horizontal functor f ∗ is the change-of-color functor
G1OpC(M) G1OpD(M)f ∗oo
in Example 4.3.5 induced by the color change function f ∶ C // D. The
object f ∗ϕ∗Q is the C-colored G1-operad with entries
( f ∗ϕ∗Q)(dc) = (ϕ∗Q)( f df c) = Q( f df c)
for (dc) ∈ Prof(C)×C. Its C-colored G1-operad structure is directly induced
by the D-colored G1-operad structure of ϕ∗Q.
A similar description of ϕ∗ f ∗Q reveals that it is equal to f ∗ϕ∗Q. 
8.2. Symmetrization and Other Left Adjoints
In this section, we discuss the adjunctions that go between various categories
of colored operads, such as the one between colored ribbon operads and colored
symmetric operads.
EXAMPLE 8.2.1 (Planar Operads to Symmetric Operads). Consider the mor-
phism ι ∶ P // S of action operads, with P the planar group operad in Example
4.1.5 and S the symmetric group operad in Example 4.1.6 with the identity aug-
mentation. Level-wise the morphism ι ∶ P(n) = {id} // Sn is the unit inclusion.
The functor
ι∗ ∶ SOpC(M) // POpC(M)
is the forgetful functor from the category of C-colored symmetric operads to the
category of C-colored planar operads that forgets about the equivariant structure.
Its left adjoint
ι! ∶ POpC(M) // SOpC(M)
is given entrywise by
(ι!O)(dc) = ∫ a∈Prof(C) ∐
SC(c;a)
O(da) = ∐
σ∈S∣c∣
O( dσc)
for O ∈ POpC(M) and (dc) ∈ SopC ×C. This entrywise expression and the rest of the C-
colored symmetric operad structure on ι!O agree with Definition 20.1.2 in [Yau16],
where the functor ω! is called symmetrization. In the one-colored case (i.e., C = {∗}),
the above formula reduces to
(ι!O)(n) = ∐
σ∈Sn
O(n) = O(n) ⋅ Sn
for n ≥ 0. ◇
EXAMPLE 8.2.2 (Planar Operads to Ribbon Operads). Consider the morphism
ι ∶ P // R of action operads, where R is the ribbon group operad in Definition
6.2.3. Once again ι∗ is the forgetful functor. Its left adjoint
ι! ∶ POpC(M) // ROpC(M)
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is given entrywise by
(ι!O)(dc) = ∫ a∈Prof(C) ∐
RC(c;a)
O(da) = ∐
σ∈R∣c∣
O( dσc)
for O ∈ POpC(M) and (dc) ∈ RopC ×C, where σ ∈ S∣c∣ is the underlying permutation of
σ. This functor ι! is called ribbonization. In the one-colored case, the above formula
reduces to (ι!O)(n) = ∐
σ∈Rn
O(n) = O(n) ⋅ Rn
for n ≥ 0. ◇
EXAMPLE 8.2.3 (Planar Operads to Braided Operads). Similarly, consider the
morphism ι ∶ P // B of action operads, where B is the braid group operad in
Definition 5.2.6. The left adjoint
ι! ∶ POpC(M) // BOpC(M)
to the forgetful functor ι∗ is given entrywise by
(ι!O)(dc) = ∫ a∈Prof(C) ∐
BC(c;a)
O(da) = ∐
σ∈B∣c∣
O( dσc)
for O ∈ POpC(M) and (dc) ∈ BopC × C. This functor ι! is called braidization. In the
one-colored case, the above formula reduces to
(ι!O)(n) = ∐
σ∈Bn
O(n) = O(n) ⋅ Bn
for n ≥ 0. ◇
EXAMPLE 8.2.4 (Ribbon Operads to Symmetric Operads). Consider the mor-
phism π ∶ R // S of action operads, which is level-wise the underlying permuta-
tion map π ∶ Rn // Sn. The right adjoint
π∗ ∶ SOpC(M) // ROpC(M)
sends a C-colored symmetric operad O to the C-colored ribbon operad π∗O with
the same underlying C-colored planar operad whose Rop
C
-equivariant structure is
induced by π. Its left adjoint
π! ∶ ROpC(M) // SOpC(M),
called symmetrization, is given entrywise by
(π!O)(dc) = ∫ a∈RC ∐
SC(c;a)
O(da)
for O ∈ ROpC(M) and (dc) ∈ SopC ×C. In the one-colored case, this formula reduces to
(π!O)(n) = O(n) ⋅
Rn
Sn = O(n)/PRn
for n ≥ 0. Here PRn denotes the nth pure ribbon group, which is the kernel of the
underlying permutation map π ∶ Rn // Sn.
For example, via the level-wise universal covering map
p ∶ D̃fr2 // Dfr2 ,
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the level-wise universal cover D̃fr2 in Example 6.4.1, which is an R∞-operad, has
the framed little 2-disc operad Dfr2 as its symmetrization [Wah01]. By Corollary
8.1.17 the category of D̃fr2 -algebras and the category of D
fr
2 -algebras are canonically
isomorphic. ◇
EXAMPLE 8.2.5 (Braided Operads to Symmetric Operads). Consider the mor-
phism π ∶ B // S of action operads, which is level-wise the underlying permuta-
tion map π ∶ Bn // Sn. The right adjoint
π∗ ∶ SOpC(M) // BOpC(M)
sends a C-colored symmetric operad O to the C-colored braided operad π∗O with
the same underlying C-colored planar operad whose B
op
C
-equivariant structure is
induced by π. Its left adjoint
π! ∶ BOpC(M) // SOpC(M),
called symmetrization, is given entrywise by
(π!O)(dc) = ∫ a∈BC ∐
SC(c;a)
O(da)
for O ∈ BOpC(M) and (dc) ∈ SopC ×C. In the one-colored case, this formula reduces to
(π!O)(n) = O(n) ⋅
Bn
Sn = O(n)/PBn
for n ≥ 0. Here PBn denotes the nth pure braid group, which is the kernel of the
underlying permutation map π ∶ Bn // Sn. For example:
(1) Via the level-wise universal covering map
p ∶ C̃2 // C2,
the level-wise universal cover C̃2 in Example 5.4.1, which is a B∞-operad,
has the little 2-cube operad C2 as its symmetrization [Fie∞]. By Corol-
lary 8.1.17 the category of C̃2-algebras and the category of C2-algebras
are canonically isomorphic.
(2) Via the level-wise universal covering map
p ∶ D̃2 // D2,
the level-wise universal cover D̃2 in Example 5.4.2, which is a B∞-operad,
has the little 2-disc operadD2 as its symmetrization [Fre17]. By Corollary
8.1.17 the category of D̃2-algebras and the category of D2-algebras are
canonically isomorphic. ◇
EXAMPLE 8.2.6 (Planar Operads to Cactus Operads). Consider the morphism
ι ∶ P // Cac of action operads from the planar group operad to the cactus group
operad in Definition 7.4.5, which is level-wise the unit inclusion ι ∶ P(n) = {id} // Cacn.
The functor
ι∗ ∶ CacOpC(M) // POpC(M)
is the forgetful functor from the category of C-colored cactus operads to the cate-
gory of C-colored planar operads that forgets about the equivariant structure. Its
left adjoint
ι! ∶ POpC(M) // CacOpC(M)
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is given entrywise by
(ι!O)(dc) = ∫ a∈Prof(C) ∐
CacC(c;a)
O(da) = ∐
σ∈Cac∣c∣
O( dσc)
for O ∈ POpC(M) and (dc) ∈ CacopC ×C. This function ι! is called cactusization. In the
one-colored case, the above formula reduces to
(ι!O)(n) = ∐
σ∈Cacn
O(n) = O(n) ⋅Cacn
for n ≥ 0. ◇
EXAMPLE 8.2.7 (Cactus Operads to Symmetric Operads). Consider the mor-
phism π ∶ Cac // S of action operads, which is level-wise the underlying permu-
tation map π ∶ Cacn // Sn. The right adjoint
π∗ ∶ SOpC(M) // CacOpC(M)
sends a C-colored symmetric operad O to the C-colored cactus operad π∗O with
the same underlying C-colored planar operad whose Cacop
C
-equivariant structure
is induced by π. Its left adjoint
π! ∶ CacOpC(M) // SOpC(M),
called symmetrization, is given entrywise by
(π!O)(dc) = ∫ a∈CacC ∐
SC(c;a)
O(da)
for O ∈ CacOpC(M) and (dc) ∈ SopC ×C. In the one-colored case, this formula reduces
to
(π!O)(n) = O(n) ⋅
Cacn
Sn = O(n)/PCacn
for n ≥ 0. Here PCacn denotes the nth pure cactus group, which is the kernel of the
underlying permutation map π ∶ Cacn // Sn. ◇
EXAMPLE 8.2.8 (Summary). Taking into account the pure braid group operad
PB in Definition 5.2.7, the pure ribbon group operad PR in Definition 6.2.4, and the
pure cactus group operad PCac in Definition 7.4.7, there is a commutative diagram
P
ι // PR
ι // R
π // S
P
ι // PB
ι // B
π // S
P
ι // PCac
ι // Cac
π // S
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of morphisms of action operads. Every morphism ι is level-wise an inclusion.
These morphisms induce adjunctions
POpC(M) ι! // PROpC(M) ι! //
ι∗
oo ROpC(M) π! //
ι∗
oo SOpC(M)
π∗
oo
POpC(M) ι! // PBOpC(M) ι! //
ι∗
oo BOpC(M) π! //
ι∗
oo SOpC(M)
π∗
oo
POpC(M) ι! // PCacOpC(M) ι! //
ι∗
oo CacOpC(M) π! //
ι∗
oo SOpC(M)
π∗
oo
between C-colored planar operads, C-colored (pure) ribbon operads, C-colored
(pure) braided operads, C-colored (pure) cactus operads, and C-colored symmetric
operads. ◇
EXAMPLE 8.2.9 (Ribbon to Braid is a Non-Example). The underlying braid
group homomorphisms π ∶ Rn // Bn from the ribbon groups do not form a mor-
phism π ∶ R // B of action operads. The reason is that this is not a morphism of
one-colored planar operads in Set. In fact, these level-wise maps are not compati-
ble with block ribbon and block braid, as we explained in Example 6.1.9. So they
are not compatible with the operadic compositions in the ribbon group operad R
and in the braid group operad B. ◇
8.3. Change of Base Categories
Fix an action operad G. The purpose of this section is to consider the category
of C-colored G-operads under a change of the ambient symmetric monoidal cate-
gory. We observe that each symmetric monoidal functor induces a monoidal func-
tor between the respective monoidal categories of C-colored G-sequences, where
the monoidal products are the C-colored G-circle products. Passing to their cate-
gories of monoids, there is an induced functor between the respective categories
of C-colored G-operads. We will also consider the situation when there are simul-
taneous changes of the ambient symmetric monoidal category and of the action
operad.
Recall fromProposition 4.2.5 thatGSeqC(M) is a monoidal categorywith theG-
circle product
G○ as the monoidal product and I as the monoidal unit. The category
GOpC(M) of C-colored G-operads in M is the category of monoids in GSeqC(M).
We will denote the G-circle product
G○ and the monoidal unit I by G○M and IM, re-
spectively, below to make the ambient categoryM explicit.
Recall that a monoidal functor
F ∶ (M,⊗M,1M) // (N,⊗N,1N)
between two monoidal categories is a functor F ∶M // N equipped with
(i) a structure morphism F0 ∶ 1N // F1M ∈ N and
(ii) a structure morphism
F2(x, y) ∶ Fx⊗N Fy // F(x⊗M y) ∈ N
that is natural in the objects x and y,
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satisfying suitable associativity and unity axioms. The precise formulation is in
Definition 18.1.8. If, in addition, M and N are symmetric monoidal categories and
if F2 is compatible with the symmetry isomorphisms, then F is called a symmetric
monoidal functor. The precise formulation is in Definition 21.5.1. In the literature, a
monoidal functor is sometimes called a laxmonoidal functor to emphasize that F0
and F2 are not necessarily invertible.
THEOREM 8.3.1. Suppose
(F, F2, F0) ∶ (M,⊗M,1M) // (N,⊗N,1N)
is a symmetric monoidal functor between cocomplete symmetric monoidal categories in
which the monoidal products commute with colimits on each side. Then the following
statements hold.
(1) There is an induced monoidal functor
(GSeqC(M), G○M, IM) F∗ // (GSeqC(N), G○N, IN)
that sends each X ∈ GSeqC(M) to the C-colored G-sequence in N given by the
composite
G
op
C
×C X // M F // N
EDGF
F∗X
.
(2) The monoidal functor F∗ in the previous item induces a functor
GOpC(M) F∗ // GOpC(N) .
PROOF. For the first assertion, since GSeqC(M) = MGopC ×C and GSeqC(N) =
NG
op
C
×C are diagram categories indexed by Gop
C
× C, composition with F induces
a functor
GSeqC(M) F∗ // GSeqC(N)
as stated.
To see that F∗ is a monoidal functor, first recall that the monoidal unit I
M is the
C-colored G-operad in (4.2.2). The structure morphism
IN
(F∗)0 // F∗I
M
is given as follows.
● For d ∈ C and an entry of the form (dd), it is the composite
(IN)(dd) F∗ // (F∗IM)(dd)
∐
σ∈G(1)
1
N
σ
∐σ F0 // ∐
σ∈G(1)
F1Mσ
{Fισ}
// F( ∐
σ∈G(1)
1
M
σ )
in which:
– Each 1Nσ is a copy of the monoidal unit 1
N, and similarly for 1Mσ .
– F0 ∶ 1N // F1M is the structure morphism of F.
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– For each σ ∈ G(1), the morphism
1
M
σ
ισ // ∐
σ∈G(1)
1
M
σ
is the coproduct summand inclusion.
● For all other entries, it is the unique morphism ∅N // F(∅M).
For the other structure morphism, suppose given X,Y ∈ GSeqC(M). With the
notations in Definition 4.2.4, we first define the morphism FY2 as the composite
(F∗Y)cG(b) F
Y
2 // F(YcG(b))
∫ {aj}
m
j=1
G
op
C
(a; b) ⋅ [ m⊗
j=1
FY(c jaj)]
Fm−12

F[∫ {aj}
m
j=1
G
op
C
(a; b) ⋅ [ m⊗
j=1
Y(c jaj)]]
∫
{aj}
m
j=1
G
op
C
(a; b) ⋅ F[ m⊗
j=1
Y(c jaj)] natural // ∫
{aj}
m
j=1
F[Gop
C
(a; b) ⋅ [ m⊗
j=1
Y(c jaj)]]
natural
OO
in N. Here c = (c1, . . . , cm), b, and aj ∈ GC with a = (a1, . . . , am). The vertical
morphism Fm−12 is:● the identity morphism if m ≤ 1;● the (m − 1)-fold iterate of the structure morphism F2 if m ≥ 2.
The two natural morphisms come from the functoriality of F.
The structure morphism (F∗)2(X,Y) is defined entrywise as the composite
(F∗X G○N F∗Y)(db) (F∗)2(X,Y) // F∗(X G○M Y)(db)
∫
c∈GC(F∗X)(dc)⊗N (F∗Y)cG(b)
(FY2 )∗

F[∫ c∈GC X(dc)⊗M YcG(b)]
∫
c∈GC
FX(dc)⊗N F(YcG(b)) (F2)∗ // ∫ c∈GC F(X(dc)⊗M YcG(b))
natural
OO
in N for (dc) ∈ Prof(C) × C, where (FY2 )∗ and (F2)∗ are induced by FY2 and F2, re-
spectively. The natural morphism comes from the functoriality of F. Notice that(F∗)2(X,Y) is entirely constructed from the structure morphism F2 and the natu-
rality of F. Now observe that
(1) the fact that (F∗)2 ∈ GSeqC(N),
(2) the naturality of (F∗)2, and
(3) the required unity and associativity axioms for (F∗, (F∗)2, (F∗)0) to be a
monoidal functor
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all boil down to the assumption that (F, F2, F0) is a symmetric monoidal functor.
For the second assertion, recall that the category GOpC(M) is the category of
monoids in the monoidal category (GSeqC(M), G○M, IM). The assertion now follows
from the basic fact that each monoidal functor, such as F∗ above, induces a functor
between the respective categories of monoids. See, for example, Theorem 12.11 in
[YJ15]. 
REMARK 8.3.2. The one-colored case of Theorem 8.3.1 (i.e., when C = {∗}) is
Theorem 1.16 in [Gur∞]. ◇
INTERPRETATION 8.3.3. Let us explain more explicitly the functor
F∗ ∶ GOpC(M) // GOpC(N)
in Theorem 8.3.1. Suppose (O, ○O,1O) is a C-colored G-operad in M as in Proposi-
tion 4.3.6.
Entries: The underlying entries of F∗O are obtained from those of O by applying
F entrywise, so
(F∗O)(dc) = FO(dc)
for (dc) ∈ Prof(C)×C.
Equivariance: The G-sequence structure of F∗O is obtained from that of O by ap-
plying F. So for each σ ∈ G(∣c∣), the G-equivariant structure morphism
(F∗O)(dc) = FO(dc) σ // FO( dcσ) = (F∗O)( dcσ)
is F applied to the G-equivariant structure morphism σ ∶ O(dc) // O( dcσ).
Colored Units: For each d ∈ C, the d-colored unit of F∗O is the composite below.
1
N
F0

1
F∗O
d // (F∗O)(dd)
F1M
F(1Od ) // FO(dd)
Composition: For (dc) ∈ Prof(C) × C with 1 ≤ i ≤ n = ∣c∣ and b ∈ Prof(C), the ○i-
composition in F∗O is the composite below.
FO(dc)⊗N FO(cib)
F2

○i // (F∗O)( dc○ib)
F[O(dc)⊗M O(cib)] F(○
O
i ) // FO( dc○ib)
◇
Next we consider the situation when there are simultaneous changes in the
ambient symmetric monoidal category and in the action operad.
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THEOREM 8.3.4. Suppose F ∶M // N is a symmetric monoidal functor as in Theo-
rem 8.3.1, and ϕ ∶ G1 // G2 is a morphism of action operads. Consider the diagram
G1OpC(M)
F∗

ϕ!
// G2OpC(M)
ϕ∗
oo
F∗

G1OpC(N) ϕ! // G2OpC(N)
ϕ∗
oo
in which each pair ϕ! ⊣ ϕ∗ is the adjunction in Theorem 8.1.16. Then:
(1) There is an equality
G1OpC(N) G2OpC(M)F∗ϕ∗ = ϕ∗F∗oo .
(2) If F commutes with colimits, then there is a natural isomorphism
G1OpC(M) ϕ!F∗ ≅ F∗ϕ! // G2OpC(N) .
PROOF. The first assertion is checked by a simple inspection of the definition
of ϕ∗ in Lemma 8.1.2 and the explicit description of F∗ in 8.3.3.
For the second assertion, suppose O is a C-colored G1-operad in M. Recall the
definition of ϕ!O in (8.1.6). For each (dc) ∈ Prof(C)×C, the assumed commutation of
F with colimits implies that there is a natural isomorphism
(F∗ϕ!O)(dc) = F((ϕ!O)(dc))
= F[∫ a∈G
1
C ∐
G2
C
(c;ϕa)
O(da)]
≅ ∫
a∈G1
C ∐
G2
C
(c;ϕa)
FO(da)
= (ϕ!F∗O)(dc) ∈ N.
An inspection of (8.1.7), Definition 8.1.12, and 8.3.3 implies that the C-colored G2-
operad structures of F∗ϕ!O and ϕ!F∗O are identified under the above natural iso-
morphism. 
EXAMPLE 8.3.5 (Singular Chain Functor). Theorem 8.3.1 applies to all the ac-
tion operads in Example 8.2.8. For instance, consider the singular chain functor
C● ∶ CHau // Chain
from the category of compactly generated weak Hausdorff spaces to the category
of chain complexes of abelian groups. This is a symmetric monoidal functor, so it
induces a functor from the category of C-colored ribbon operads in spaces to the
category of C-colored ribbon operads in chain complexes, and similarly for other
action operads. For example:
(1) The little n-cube operad Cn in Example 3.4.2, the little n-disc operadDn in
Example 3.4.3, the framed little n-disc operad Dfrn in Example 3.4.4, and
the phylogenetic operad Phyl in Section 3.6 are one-colored symmetric
operads in spaces. Applying the singular chain functor C● level-wise, we
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obtain one-colored symmetric operads C●Cn, C●Dn, C●D
fr
n , and C●Phyl in
chain complexes.
(2) The planar tangle operad PTan in Definition 3.7.9 is an SCir-colored sym-
metric operad in spaces. Applying the singular chain functor C● entry-
wise, we obtain an SCir-colored symmetric operad C●PTan in chain com-
plexes.
(3) The universal cover C̃2 of the little 2-cube operad in Example 5.4.1 and
the universal cover D̃2 of the little 2-disc operad in Example 5.4.2 are one-
colored braided operads in spaces. Applying the singular chain functor
C● level-wise, we obtain one-colored braided operads C●C̃2 and C●D̃2 in
chain complexes.
(4) The universal cover D̃fr2 of the framed little 2-disc operad in Example 6.4.1
is a one-colored ribbon operad in spaces. Applying the singular chain
functor C● level-wise, we obtain a one-colored ribbon operad C●D̃fr2 in
chain complexes. ◇
EXAMPLE 8.3.6 (Nerve Functor). For a group G, recall from Definition 4.5.1
that its translation category EG is the small groupoid whose object set is the un-
derlying set of G, with a unique morphism between any two objects. The transla-
tion category EG has a natural action by the group G. For each action operad G,
applying the translation category construction level-wise, we obtain a one-colored
G-operad
EG = {EG(n)}n≥0
in Cat, the symmetric monoidal category of small categories. The nerve functor
Ner ∶ Cat // SSet
is a strong symmetric monoidal functor. Applying the nerve functor level-wise,
by Theorem 8.4.2 Ner(EG) is a one-colored G-operad in the category of simplicial
sets. We already discussed this fact in Example 4.5.3. ◇
EXAMPLE 8.3.7. For each symmetric monoidal category (M,⊗,1), there is a
strong symmetric monoidal functor ι ∶ Set // M defined by
ι(X) =∐
X
1.
By Theorem 8.3.1 there is an induced functor
GOpC(Set) ι∗ // GOpC(M)
that sends each C-colored G-operad in Set to a C-colored G-operad inM.
Moreover, ι commutes with colimits because it is left adjoint to the functor
M(1,−) ∶M // Set.
For each morphism ϕ ∶ G1 // G2 of action operads, by Theorem 8.3.4, in the dia-
gram
G1OpC(Set)
ι∗

ϕ!
// G2OpC(Set)
ϕ∗
oo
ι∗

G1OpC(M) ϕ! // G2OpC(M)
ϕ∗
oo
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there are (i) an equality
ι∗ϕ
∗ = ϕ∗ι∗
and (ii) a natural isomorphism
ϕ!ι∗ ≅ ι∗ϕ!.
◇
EXAMPLE 8.3.8 (Underlying Objects). The underlying object set functor
Ob ∶ Cat // Set
is strong symmetric monoidal. By Theorem 8.3.1 there is an induced functor
GOpC(Cat) Ob∗ // GOpC(Set)
that sends each C-colored G-operad in Cat to its underlying object C-colored G-
operad in Set. ◇
8.4. Change of Algebra Categories
In this section, for a fixed action operad G, we observe that each morphism of
C-colored G-operads induces a morphism between the respective monads. As a
consequence, there is an induced adjunction between the respective categories of
algebras.
We recalled the concept of a monad in Definition 2.3.2. Let us now recall from
Definition 4.5.8 in [Bor94b] the concept of a morphism of monads.
DEFINITION 8.4.1. Suppose (T,µ, ǫ) and (T′,µ′, ǫ′) are two monads in a cate-
gory C. A morphism of monads
θ ∶ (T,µ, ǫ) // (T′,µ′, ǫ′)
consists of a natural transformation θ ∶ T // T′ such that the diagrams
IdC
ǫ //
ǫ′ ""❊
❊❊
❊❊
❊❊
❊
T
θ

T′
TT
µ

Tθ // TT′
θT′ // T′T′
µ′

T
θ // T′
are commutative.
For each C-colored G-operad O, recall from Definition 4.3.10 that the category
AlgM(O) of O-algebras is defined as the category of algebras over the monad inMC
with underlying functor O
G○ −, multiplication µO, and unit ǫO.
THEOREM 8.4.2. Suppose f ∶ O // Q is a morphism of C-colored G-operads in M.
Then the following statements hold.
(1) There is an induced morphism
(O G○ −,µO, ǫO) f∗ // (Q G○ −,µQ, ǫQ)
of monads inMC defined by the morphism
(8.4.3) (O G○X)d = ∫ c∈GC O(dc)⊗Xc ∫
c f⊗Xc
// ∫
c∈GC
Q(dc)⊗Xc = (Q G○X)d ∈M
for X ∈MC and d ∈ C.
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(2) The morphism of monads f∗ in the previous item induces a functor
AlgM(O) AlgM(Q)f
∗
oo .
(3) The functor f ∗ in the previous item admits a left adjoint
AlgM(O) f ! // AlgM(Q) .
PROOF. For the first assertion, note that (8.4.3) defines a natural transforma-
tion f∗ from the functor O
G○ − to the functor Q G○ −. To check the commutativity of
the two diagrams in Definition 8.4.1 for f∗, note that the unit
ǫOX ∶ X // O G○X
is defined entrywise as the composite
Xd
(ǫOX)d //
≅

(O G○X)d
1⊗Xd
(1Od ,Id) // O(dd)⊗Xd
natural
OO
for each d ∈ C, where 1Od is the d-colored unit of O. The commutativity of the first
diagram in Definition 8.4.1 follows from the commutativity of the diagram
1
1Od //
1Q
d !!
❈❈
❈❈
❈❈
❈❈
O(dd)
f

Q(dd)
which holds because f is compatible with the colored units.
Similarly, the commutativity of the second diagram in Definition 8.4.1 follows
from the commutativity of the diagram
O
G○O
µO

f
G○ f
// Q
G○Q
µQ

O
f
// Q
which holds because f is a morphism of C-colored G-operads.
The second assertion follows from the first assertion and the fact that each
morphism of monads induces a functor between the respective algebra categories
in the opposite direction. See, for example, Proposition 4.5.9 in [Bor94b].
For the last assertion, consider the solid-arrow diagram
AlgM(O)
UO

f !
//❴❴❴❴❴ AlgM(Q)
f ∗
oo
UQ

MC
O
G○−
OO
MC
Q
G○−
OO
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with vertical free-forgetful adjunctions and
UO f ∗ = UQ.
We observed in Corollary 8.1.17 that AlgM(Q) is cocomplete. By the Adjoint Lifting
Theorem–see Section 1.2.3–a left adjoint f! of f
∗ exists. 

CHAPTER 9
Group Operads as Algebras
As before (M,⊗,1) is a fixed complete and cocomplete symmetric monoidal
category whose monoidal product commutes with small colimits on each side. Fix
an action operad (G,ω) as in Section 4.2. The category GOpC(M) of C-colored G-
operads inMwas defined as the category of monoids in the monoidal category of
C-colored G-sequences inMwith respect to the C-colored G-circle product
G○. There
are two main purposes of this chapter:
(1) We introduce the language of trees that is suitable for the study of G-
operads and ∞-G-operads. A G-tree is a planar tree equipped with an
element in G that acts as the input equivariance. We describe the substi-
tution procedure for G-trees that will be used not only in this chapter but
also in several subsequent chapters. Indeed, the entire presheaf theory of
G-operads is based on the G-tree category ΨG in Chapter 12, whose ob-
jects are G-trees and whose morphisms and composition involve G-tree
substitution.
(2) Using the language of G-trees, we give an explicit construction of the col-
ored symmetric operad GOpCM whose category of algebras is the category
of C-colored G-operads in M.
Planar trees and their substitution are discussed in Section 9.1. In Section 9.2
we introduce G-trees and discuss their substitution. In Section 9.3 we construct the
colored symmetric operad GOpCM in M whose category of algebras is the category
GOpC(M).
9.1. Planar Trees
In this section, we discuss planar trees, which will serve two main purposes.
First, in Section 9.2 we will equip planar trees with input equivariance coming
from the action operad G. The symmetric operad whose algebras are C-colored G-
operads is constructed from these G-trees. Second, when equipped with a suitable
notion ofmorphisms, these G-trees form a category, the presheaf category of which
will give combinatorial models of ∞-G-operads, as we will discuss in later chap-
ters. All the assertions in this section follow from simple inspection of definitions,
so we will omit most of them.
Recall the concept of a tree in Definition 3.6.1.
DEFINITION 9.1.1. Suppose T is a tree.
(1) A planar structure on T is a choice of a bijection
ℓv ∶ {1, . . . , ∣in(v)∣} ≅ // in(v)
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for each vertex v in T. A planar structure on T induces a canonical ordering
ℓT ∶ {1, . . . , ∣in(T)∣} ≅ // in(T)
on the set of inputs of T. A planar tree is a tree with a chosen planar
structure. In this case, we regard in(v) and in(T) as ordered sets.
(2) For a set C, a C-coloring of T is a function
κ ∶ T // C,
and κ(e) ∈ C is called the color of e ∈ T. A C-colored tree is a tree with a
chosen C-coloring.
(3) Suppose T is equippedwith a planar structure and a C-coloring κ ∶ T // C.
For each u ∈ {T}∐Vt(T), we call
● κ out(u) ∈ C the output color,
● ℓu(j) ∈ in(u) the jth input,
● κ in(u) ∈ Prof(C) the input profile, and
● the pair
Prof(u) = (κ out(u)κ in(u) ) ∈ Prof(C)×C
the profile of u.
(4) A vertex ordering on T is a bijection
ρ ∶ {1, . . . , ∣Vt(T)∣} ≅ // Vt(T),
with respect to which we regard Vt(T) as an ordered set and call ρ(j) the
jth vertex. A planar structure on T induces a canonical vertex ordering on
T in which the initial vertex of the root r is ordered first, followed by the
initial vertices of f ∈ in(r), followed by the initial vertices of g ∈ in( f )with
f ∈ in(r), etc.
(5) An isomorphism ψ ∶ T ≅ // T′ of trees is an isomorphism of partially or-
dered sets that preserves the inputs and any extra structure (e.g., planar
structure, C-coloring, and/or vertex ordering) that T and T′ both possess.
REMARK 9.1.2. In what follows, we will mostly be concerned with isomor-
phism classes of trees. We will use the same symbol to denote a tree and its iso-
morphism class and omit mentioning isomorphism classes. It will sometimes be
convenient to regard a tree as a {∗}-colored tree, in which every edge is assigned
the same color ∗. ◇
Next are several examples of basic planar trees.
EXAMPLE 9.1.3 (Exceptional Edges). The exceptional edge, denoted ↑, is the pla-
nar tree with a single edge that is both the root and an input and that has no ver-
tices. If it is equipped with a C-coloring with κ(↑) = c ∈ C, then we call it the
c-colored exceptional edge, denoted ↑c. Its profile is (cc) ∈ Prof(C)×C. ◇
EXAMPLE 9.1.4 (Corollas). For n ≥ 0, the n-corolla
Corn = {r, i1, . . . , in}
is the planar tree with n+ 1 edges, root r, n inputs
in(Corn) = {i1, . . . , in},
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and a unique vertex v containing all n+ 1 edges. The planar structure is given by
ℓv(j) = ij for 1 ≤ j ≤ n.
The n-corolla has no internal edges. We visualize the n-corolla as
v
⋯
r
i1 in
with the inputs drawn from left to right according to their orders. If the n-corolla
is equipped with a C-coloring with
κ(r) = d and κ(ij) = cj ∈ C,
then its profile is (dc) ∈ Prof(C) × C, and we call it the (dc)-corolla, denoted Cor(c;d),
where
c = (c1, . . . , cn) ∈ Prof(C).
Observe that we draw the root as an arrow, each non-root edge as a line, and each
vertex as a circle. We also orient the pictures from bottom to top, so inputs are at
the bottom, and the root is at the top. ◇
EXAMPLE 9.1.5 (2-Level Trees). For n ≥ 1 and k1, . . . , kn ≥ 0, there is a planar
tree T, called a 2-level tree, that can be pictorially represented as follows.
v
...
u1
...
un
...
r
t1 tn
i1,1 i1,k1 in,1 in,kn
Formally T is defined as follows.
● T = {r,{tj}1≤j≤n,{ij,l}1≤l≤k j1≤j≤n } with root r, inputs in(T) = {{ij,l}1≤l≤k j1≤j≤n }, and
n internal edges {tj}1≤j≤n.
● There are n + 1 vertices:
v = {r, t1, . . . , tn} and uj = {tj, ij,1, . . . , ij,k j} for 1 ≤ j ≤ n.
● The planar structure is defined as
ℓv(j) = tj and ℓuj(l) = ij,l
for 1 ≤ j ≤ n and 1 ≤ l ≤ kj.
Under the canonical vertex ordering, the vertex v is ordered first, followed by
u1, . . . ,un.
Suppose T has a C-coloring such that κ(r) = d, κ(tj) = cj, and κ(ij,l) = bj,l in C.
Then we denote T by
T({bj}; c; d)
with c = (c1, . . . , cn) and bj = (bj,1, . . . , bj,k j) in Prof(C). Its profile is (db) ∈ Prof(C)×C,
where b = (b1, . . . , bn) is the concatenation of the bj’s. ◇
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Next we define tree substitution at a vertex, which gives rise to ○i-composition
of planar trees.
DEFINITION 9.1.6 (Tree Substitution at a Vertex). Suppose T and T′ are planar
C-colored trees, and v ∈ Vt(T) such that Prof(v) = Prof(T′) as C-profiles. The tree
substitution at v, denoted by T ○v T′, is defined as the planar C-colored tree
T ○v T′ = T ∐ T
′
{out(v) ≡ out(T′), in(v) ≡ in(T′)} .
In this quotient, the outgoing edge out(v) of v is identified with the root out(T′)
of T′, and the incoming edges of v are identified with the inputs of T′. Its planar
C-colored tree structure is uniquely induced by those in T and T′. In this case,
we also say that the tree substitution occurs at v. If both T and T′ are equipped
with vertex orderings, then the tree substitution at v is given the induced vertex
ordering.
LEMMA 9.1.7. In the context of Definition 9.1.6, the following statements hold.
(1) The root and the inputs of T ○v T′ are those of T, and
Prof(T ○v T′) = Prof(T).
(2) Vt(T ○v T′) = [Vt(T)∖ {v}]∐Vt(T′).
(3) Internal edges in T′ remain internal edges in T ○v T′.
(4) Left Unity: If T = CorProf(T), then
CorProf(T) ○v T′ = T′.
(5) Right Unity: If T′ = CorProf(v), then
T ○v CorProf(v) = T.
(6) Vertical Associativity: Suppose u ∈ Vt(T′) and T′′ is a planar C-colored tree
with Prof(u) = Prof(T′′). Then
(T ○v T′) ○u T′′ = T ○v (T′ ○u T′′).
(7) Horizontal Associativity: Suppose v /= w ∈ Vt(T) and T′′ is a planar C-colored
tree with Prof(w) = Prof(T′′). Then
(T ○v T′) ○w T′′ = (T ○w T′′) ○v T′.
PROOF. As an example, let us prove the horizontal associativity. By definition
both sides are equal to the planar C-colored tree
T ∐ T′ ∐ T′′
{(out(v)in(v) ) ≡ (out(T′)in(T′) ), (out(w)in(w) ) ≡ (out(T′′)in(T′′) )}
with structures induced by those in T, T′, and T′′. 
Instead of using only one vertex at a time, we can also substitute planar trees
into all the vertices at the same time. This yields the following operation on planar
trees.
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DEFINITION 9.1.8 (Tree Substitution). Suppose T is a planar C-colored tree,
and for each vertex v ∈ Vt(T), Tv is a planar C-colored tree such that Prof(v) =
Prof(Tv). Define the tree substitution
T(Tv)v∈Vt(T) = ((T ○v1 Tv1) ○v2 ⋯) ○vn Tvn ,
where (v1, . . . , vn) is an arbitrary choice of an ordering of Vt(T). To shorten the
notation, we will sometimes abbreviate the tree substitution to T(Tv)v or T(Tv).
The following statements follow immediately from Lemma 9.1.7.
LEMMA 9.1.9. In the context of Definition 9.1.8, the following statements hold.
(1) The tree substitution is independent of the choice of an ordering of Vt(T).
(2) Prof(T(Tv)v∈Vt(T)) = Prof(T).
(3) Vt(T(Tv)v∈Vt(T)) = ∐v∈Vt(T)Vt(Tv).
(4) Internal edges in each Tv remain internal edges in the tree substitution.
(5) Unity: T(CorProf(v))v∈Vt(T) = T.
(6) Associativity: Suppose for each v ∈ Vt(T) and each u ∈ Vt(Tv), Tuv is a planar
C-colored tree such that Prof(u) = Prof(Tuv ). Then there is an equality
[T(Tv)v∈Vt(T)](Tuv )v∈Vt(T),u∈Vt(Tv) = T[Tv(Tuv )u∈Vt(Tv)]v∈Vt(T).
PROOF. For example, the first assertion follows from the horizontal associa-
tivity property in Lemma 9.1.7 by an induction. Similarly, the last assertion about
associativity of tree substitution follows from the vertical associativity and the hor-
izontal associativity properties in Lemma 9.1.7. 
EXAMPLE 9.1.10. Consider the tree substitution K = T(Tu,Tv,Tw) as in the
following picture.
w
T
vu
e
c d
a
b
d
w2
w1
Tw
e
c
g
d
u1
u2
Tu
c
a
b f
↑d
Tv
w1
K
w2u1
u2
e
gc
f
a
b
d
Each gray dotted arrow represents a tree substitution at the indicated vertex. Ob-
serve that
Prof(u) = ( ca,b) = Prof(Tu), Prof(v) = (dd) = Prof(Tv),
Prof(w) = ( ec,d) = Prof(Tw), and Prof(T) = ( ea,b,d) = Prof(K).
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Internal edges in Tu, Tv, and Tw–namely, f and g–become internal edges in the tree
substitution K. The d-colored internal edge in T is no longer an internal edge in K
because Tv is the d-colored exceptional edge.
Suppose given the vertex orderings: (u, v,w) for T, (u1,u2) for Tu, and (w1,w2)
for Tw. Then the induced vertex ordering for K is (u1,u2,w1,w2). ◇
9.2. Group Trees
Fix an action operad (G,ω) as in Definition 4.1.1. In this section, we consider
G-versions of planar trees and tree substitution. Recall that for an element g ∈ G(n),
its underlying permutation ω(g) ∈ Sn is denoted by g.
DEFINITION 9.2.1. Suppose C is a set.
(1) A C-colored G-tree is a pair (T,σ) consisting of
(i) a planar C-colored tree T, called the underlying planar C-colored tree,
and
(ii) an element σ ∈ G(∣in(T)∣), called the input equivariance.
We call
● (κ in(T))σ ∈ Prof(C) the input profile, and
● the pair
Prof(T,σ) = ( κ out(T)(κ in(T))σ) ∈ Prof(C)×C
the profile of (T,σ).
We will often omit mentioning C and just call (T,σ) a G-tree. A group tree
is a G-tree for some action operad G.
(2) An isomorphism ψ ∶ (T,σ) ≅ // (T′,σ) of G-trees is an isomorphism of
planar C-colored trees T
≅ // T′ with the same input equivariance σ ∈
G(∣in(T)∣).
(3) If G is the symmetric group operad S in Example 4.1.6, the braid group
operad B in Definition 5.2.6, the ribbon group operad R in Definition
6.2.3, or the cactus group operad Cac in Definition 7.4.5, then a G-tree
is called a symmetric tree, a braided tree, a ribbon tree, or a cactus tree, respec-
tively.
REMARK 9.2.2. For the planar group operad P in Example 4.1.5, a P-tree is
exactly a planar C-colored tree. As before, we will mostly be working with iso-
morphism classes of G-tree, so we will omit mentioning isomorphism classes from
now on. ◇
GEOMETRIC INTERPRETATION 9.2.3. For a G-tree (T,σ), in(T) is equipped
with the canonical ordering coming from the planar structure of T. We think of
the input equivariance σ ∈ G(∣in(T)∣) as acting on the inputs of T. The input profile
(κ in(T))σ ∈ Prof(C)
of (T,σ) is the result of the underlying permutation σ ∈ S∣in(T)∣ acting on the input
profile κ in(T) ∈ Prof(C) of the planar tree T. We can visualize a G-tree (T,σ) as
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T
in(T)
σ
⋯
⋯
in(T)σ
in which the planar tree T is represented as a triangle and the input equivariance
σ ∈ G(∣in(T)∣) is the rectangular box under the inputs of T. ◇
EXAMPLE 9.2.4 (Symmetric Trees). For the symmetric group operad S in Ex-
ample 4.1.6, a symmetric tree is a pair (T,σ) with T a planar C-colored tree and
σ ∈ S∣in(T)∣ a permutation. For instance, for the (dc)-corolla Cor(c;d) in Example 9.1.4
and a permutation σ ∈ S∣c∣, the symmetric tree (Cor(c;d),σ) is called a permuted
corolla in [Yau16, YJ15]. For another example, consider the symmetric tree (T,σ)
wT
σ
u v
in which T is the planar tree in Example 9.1.10 and the input equivariance is the
adjacent transposition σ = (1 2) ∈ S3. ◇
EXAMPLE 9.2.5 (Braided Trees). For the braid group operad B in Definition
5.2.6 (resp., the pure braid group operad PB in Definition 5.2.7), a (pure) braided
tree is a pair (T,σ) with T a planar C-colored tree and σ ∈ B∣in(T)∣ a braid (resp.,
σ ∈ PB∣in(T)∣). For the (dc)-corolla Cor(c;d) and a braid σ ∈ B∣c∣, the braided tree(Cor(c;d),σ) is called a braided corolla. For another example, consider the braided
tree (T,σ)
wT
σ
vu
e
c d
a d
b
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in which T is the planar tree in Example 9.1.10 and the input equivariance is the
braid
σ = s2s2s−11 ∈ B3.
Note that the underlying permutation of σ is the adjacent transposition σ = (1 2).◇
EXAMPLE 9.2.6 (Ribbon Trees). For the ribbon group operad R in Definition
6.2.3 (resp., the pure ribbon group operad PR in Definition 6.2.4), a (pure) ribbon
tree is a pair (T, r) with T a planar C-colored tree and r ∈ R∣in(T)∣ a ribbon (resp.,
r ∈ PR∣in(T)∣). For the (dc)-corolla Cor(c;d) and a ribbon r ∈ R∣c∣, the ribbon tree(Cor(c;d), r) is called a ribbon corolla. ◇
EXAMPLE 9.2.7 (Cactus Trees). For the cactus group operad Cac in Definition
7.4.5 (resp., the pure cactus group operad PCac in Definition 7.4.7), a (pure) cactus
tree is a pair (T, r) with T a planar C-colored tree and r ∈ Cac∣in(T)∣ a cactus (resp.,
r ∈ PCac∣in(T)∣). For the (dc)-corolla Cor(c;d) and a cactus r ∈ Cac∣c∣, the cactus tree(Cor(c;d), r) is called a cactus corolla. ◇
Next we discuss tree substitution for G-trees.
DEFINITION 9.2.8 (Group Tree Substitution at a Vertex). Suppose (T,σ) is a G-
tree with v ∈ Vt(T), and (Tv,σv) is a G-tree with Prof(v) = Prof(Tv,σv). The G-tree
substitution at v, denoted
(T,σ) ○v (Tv,σv) = (T′ ○v′ Tv,σv ○v σ),
is defined as follows.
(i) Suppose T′ is the planar C-colored tree obtained from T by changing the
ordering of in(v) to the composite
{1, . . . , ∣in(v)∣} σv−1
≅
// {1, . . . , ∣in(v)∣} ℓv
≅
// in(v)EDGF
ℓv′
.
To avoid confusion, the vertex v in T′ with this new ordering ℓv′ is de-
noted by v′. Its input profile is
κ in(v′) = (κ in(v))σv−1
= (κ in(Tv,σv))σv−1
= (κ in(Tv)σv)σv−1
= κ in(Tv).
Since Prof(v′) = Prof(Tv), we can form the tree substitution T′ ○v′ Tv at
v′ as in Definition 9.1.6. This is the planar C-colored tree for the desired
G-tree substitution at v.
(ii) To define the input equivariance
σv ○v σ ∈ G(∣in(T)∣),
for each 1 ≤ j ≤ ∣in(v)∣, first define
k
j
v = ∣{e ∈ in(T) ∶ ℓv(σv−1(j)) ≤ e}∣
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as the number of inputs of T that are equal to (in which case k
j
v = 1) or
descended from the σv
−1(j)th input of v. Then define
kv = k1v +⋯+ k∣in(v)∣v ,
k−v = ∣{e ∈ in(T) ∶ ∃ve ∈ Vt(T), f1, f2 ∈ in(ve) such thatℓve( f1) < ℓve( f2), f1 ≤ e, f2 ≤ out(v) }∣ ,
k+v = ∣{e ∈ in(T) ∶ ∃ve ∈ Vt(T), f1, f2 ∈ in(ve) such thatℓve( f1) < ℓve( f2), f2 ≤ e, f1 ≤ out(v) }∣ .
So k−v and k
+
v are the numbers of inputs of T that are ordered, under the
canonical ordering, before and after those descended from out(v), respec-
tively. Similarly, kv is the number of inputs of T that are descended from
out(v). Note that
∣in(T)∣ = k−v + k+v + kv.
Using the notation in (4.3.2) and (4.3.3), we define
(9.2.9) σv ○v σ = (id⊕k−v1 ⊕ σv⟨k1v, . . . , k∣in(v)∣v ⟩⊕ id⊕k
+
v
1 ) ⋅ σ ∈ G(∣in(T)∣)
with the product taken in G(∣in(T)∣). This is the input equivariance for
the desired G-tree substitution at v.
INTERPRETATION 9.2.10. In order to substitute Tv into T at v, first we need to
make sure that the profiles of Tv and v agree, which they do up to the underlying
permutation σv. So we (i) permute the inputs of v from the left using the underly-
ing permutation of σv and (ii) form the tree substitution T
′ ○v′ Tv at v′. In terms of
G, the effect on the inputs of T is the element
γG(idk−v+k+v+1;
k−vucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
id1, . . . , id1,γ
G(σv; idk1v , . . . , idk∣in(v)∣v ),
k+vucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
id1, . . . , id1)
= id⊕k−v1 ⊕ σv⟨k1v, . . . , k∣in(v)∣v ⟩⊕ id⊕k
+
v
1 ∈ G(∣in(T)∣)
that appeared in (9.2.9). ◇
EXAMPLE 9.2.11. Suppose G is the symmetric group operad S in Example
4.1.6. Consider the planar tree T
y
w x
v
u
out(v)
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and the cyclic permutation σv = (1 3 2) ∈ S3. Then we have
k1v = 3, k2v = 1 = k3v, k−v = 3, k+v = 2,
σv⟨3, 1, 1⟩ = (1 3 5 2 4) ∈ S5.
On the other hand, consider the vertex x and the transposition σx = (1 3) ∈ S3.
Then we have
k1x = 1 = k2x, k3x = 5, k−x = 3, k+x = 0,
σx⟨1, 1, 5⟩ = (1 7 5 3)(4 2 6) ∈ S7.
◇
EXAMPLE 9.2.12. Suppose G is the braid group operad B in Definition 5.2.6.
Suppose (T,σ) is a braided tree and (Cor(c;d),σ′) is a braided corolla with unique
vertex v and Prof(v) = (dc) = Prof(T,σ). Then the braided tree substitution at v is
(Cor(c;d),σ′) ○v (T,σ) = (T,σσ′),
where σσ′ ∈ B∣c∣ is the product in the braid group. For example, if (T,σ) is the
braided tree in Example 9.2.5 and σ′ = s2 ∈ B3, then the braided tree substitution is(T, s2s2s−11 s2), as depicted below.
wT
σ
σ′
vu
◇
Next is the G-analogue of Lemma 9.1.7.
LEMMA 9.2.13. In the context of Definition 9.2.8, the following statements hold.
(1) Prof(T′) = Prof(T)(idk−v ⊕ σv⟨k1v, . . . , knv⟩−1 ⊕ idk+v ).
(2) Prof((T,σ) ○v (Tv,σv)) = Prof(T,σ).
(3) Vt((T,σ) ○v (Tv,σv)) = [Vt(T)∖ {v}]∐Vt(Tv).
(4) Internal edges in Tv remain internal edges in (T,σ) ○v (Tv,σv).
(5) Left Unity: If
(T,σ) = (CorProf(T), id∣in(T)∣),
then
(CorProf(T), id∣in(T)∣) ○v (Tv,σv) = (Tv,σv).
(6) Right Unity: If
(Tv,σv) = (CorProf(v), id∣in(v)∣),
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then
(T,σ) ○v (CorProf(v), id∣in(v)∣) = (T,σ).
(7) Vertical Associativity: Suppose u ∈ Vt(Tv) and (Tu,σu) is a G-tree such that
Prof(u) = Prof(Tu,σu). Then
((T,σ) ○v (Tv,σv)) ○u (Tu,σu) = (T,σ) ○v ((Tv,σv) ○u (Tu,σu)).
(8) Horizontal Associativity: Suppose v /= w ∈ Vt(T) and (Tw,σw) is a G-tree such
that Prof(w) = Prof(Tw,σw). Then
((T,σ) ○v (Tv,σv)) ○w (Tw,σw) = ((T,σ) ○w (Tw,σw)) ○v (Tv,σv).
(9) Corolla Decomposition: With v denoting the unique vertex in the Prof(T)-
corolla CorProf(T), there is an equality
(T,σ) = (CorProf(T),σ) ○v (T, id∣in(T)∣).
PROOF. All of these assertions are straightforward to check. As an exam-
ple, consider the horizontal associativity assertion. The equality of the planar
C-colored trees follows from the horizontal associativity of tree substitution at a
vertex in Lemma 9.1.7.
For the equality of input equivariances, there are three cases. First suppose
neither out(v) < out(w) nor out(w) < out(v). In this case, both input equivariances
are equal to
(id⊕k−v1 ⊕ σv⟨k1v, . . . , k∣in(v)∣v ⟩⊕ id⊕k
−
w−k
−
v−kv
1 ⊕ σw⟨k1w, . . . , k∣in(w)∣w ⟩⊕ id⊕k
+
w
1 ) ⋅ σ
or
(id⊕k−w1 ⊕ σw⟨k1w, . . . , k∣in(w)∣w ⟩⊕ id⊕k
−
v−k
−
w−kw
1 ⊕ σv⟨k1v, . . . , k∣in(v)∣v ⟩⊕ id⊕k
+
v
1 ) ⋅ σ.
The other two cases, when either out(v) < out(w) or out(w) < out(v), follow from
the action operad axiom (4.1.2). 
We can also substitute G-trees using all the vertices at the same time.
DEFINITION 9.2.14 (Group Tree Substitution). Suppose (T,σ) is a G-tree, and
for each vertex v ∈ Vt(T), (Tv,σv) is a G-tree such that Prof(v) = Prof(Tv,σv). De-
fine the G-tree substitution
(T,σ)(Tv,σv)v∈Vt(T) = (((T,σ) ○v1 (Tv1 ,σv1)) ○v2 ⋯) ○vn (Tvn ,σvn),
where (v1, . . . , vn) is an arbitrary choice of an ordering of Vt(T). To simplify the
notation, we will sometimes abbreviate the G-tree substitution to (T,σ)(Tv,σv)v or(T,σ)(Tv,σv).
The following statements follow immediately from Lemma 9.2.13.
LEMMA 9.2.15. In the context of Definition 9.2.14, the following statements hold.
(1) The G-tree substitution is independent of the choice of an ordering of Vt(T).
(2) Prof((T,σ)(Tv,σv)) = Prof(T,σ).
(3) Vt((T,σ)(Tv,σv)) =∐v∈Vt(T)Vt(Tv).
(4) Internal edges in each Tv remain internal edges in the G-tree substitution.
(5) Unity: (T,σ)(CorProf(v), id∣in(v)∣) = (T,σ).
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(6) Associativity: Suppose for each v ∈ Vt(T) and each u ∈ Vt(Tv), (Tuv ,σuv ) is a
G-tree such that Prof(u) = Prof(Tuv ,σuv ). Then there is an equality
[(T,σ)(Tv,σv)v∈Vt(T)](Tuv ,σuv )v∈Vt(T),u∈Vt(Tv)
= (T,σ)[(Tv,σv)(Tuv ,σuv )u∈Vt(Tv)]v∈Vt(T).
PROOF. All of these assertions are straightforward to check. For example, the
associativity assertion follows from the vertical associativity and the horizontal
associativity properties in Lemma 9.2.13 by an induction. 
9.3. Symmetric Operad for Group Operads
In this section, we describe the symmetric operad whose algebras, in the sense
of Definition 3.3.2, are G-operads as in Definition 4.2.6.
DEFINITION 9.3.1. Fix a set C and an action operad (G,ω). Define the (Prof(C)×
C)-colored symmetric operad GOpC in Set as follows.
Entries: For t, s1, . . . , sn ∈ Prof(C)×C, define the set
GOpC( ts1,...,sn) = {(T,σ, ρ) ∶ Prof(T,σ) = t, Prof(ρ(j)) = sj for 1 ≤ j ≤ n}
in which:
● (T,σ) is a C-colored G-tree with profile t.
● ρ is a vertex ordering of T with respect to which the jth vertex has
profile sj.
Units: For t ∈ Prof(C)×C, the t-colored unit is
(Cort, id∣in(T)∣, Id) ∈ GOpC(tt)
with:
● Cort the t-corolla in Example 9.1.4;
● id∣in(T)∣ ∈ G(∣in(T)∣) the group multiplication unit;
● Id the trivial vertex ordering for the t-corolla.
Composition: Suppose t and s = (s1, . . . , sn) are as above with 1 ≤ i ≤ n, r =(r1, . . . , rm)with each rj ∈ Prof(C)×C. The ○i-composition
GOpC(ts)×GOpC(sir) ○i // GOpC( ts○ir)
is given by the G-tree substitution
(T,σ, ρ) ○i (T′,σ′, ρ′) = ((T,σ) ○ρ(i) (T′,σ′), ρ ○i ρ′)
at ρ(i) ∈ Vt(T) for (T,σ, ρ) ∈ GOpC(ts) and (T′,σ′, ρ′) ∈ GOpC(sir). The
vertex ordering
{1, . . . ,n +m − 1} ρ○iρ′
≅
// (Vt(T)∖ {ρ(i)})∐Vt(T′)
is given by
(9.3.2) (ρ ○i ρ′)(j) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ρ(j) ∈ Vt(T)∖ {ρ(i)} if j < i,
ρ′(j− i + 1) ∈ Vt(T′) if i ≤ j ≤ i +m − 1,
ρ(j−m + 1) ∈ Vt(T)∖ {ρ(i)} if i +m ≤ j ≤ n+m − 1.
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Symmetry: With t and s as above and τ ∈ Sn, the C-colored symmetric sequence
structure
GOpC(ts) τ // GOpC( tsτ)
is given by
(T,σ, ρ)τ = (T,σ, ρτ) ∈ GOpC( tsτ),
in which the vertex ordering ρτ is the composite
{1, . . . ,n} τ
≅
// {1, . . . ,n} ρ
≅
// Vt(T)ED GF
ρτ
LEMMA 9.3.3. GOpC is a (Prof(C)×C)-colored symmetric operad in Set.
PROOF. Using the description of a C-colored symmetric operad in Proposition
3.2.11, the associativity and unity axioms for GOpC follow from Lemma 9.2.13. The
equivariance axiom follows directly from the definition of ρ ○i ρ′ in (9.3.2). 
Recall the strong symmetric monoidal functor ι ∶ Set // M that sends each set
X to the X-indexed coproduct∐X 1 ∈M. As discussed in Example 8.3.7, it induces
a functor
GOpC(Set) ι∗ // GOpC(M)
from C-colored G-operads in Set to C-colored G-operads in M. For O ∈ GOpC(Set),
we call ι∗O ∈ GOpC(M) its image inM.
DEFINITION 9.3.4. For the (Prof(C) × C)-colored symmetric operad GOpC in
Lemma 9.3.3, its image in M is denoted by GOpCM.
REMARK 9.3.5. A generic entry of GOpCM has the form
GOpCM(ts) = ∐
GOpC(ts)
1 ∈M
Its (Prof(C) × C)-colored symmetric operad structure is uniquely determined by
that in GOpC. ◇
In the next result, we use the description in Proposition 3.3.3 of an algebra
over a colored symmetric operad.
THEOREM 9.3.6. For each action operad G, there is a canonical isomorphism
AlgM(GOpCM) ≅ GOpC(M)
between the category of GOpCM-algebras and the category of C-colored G-operads inM.
PROOF. Since the symmetric operad GOpCM is (Prof(C) × C)-colored, a GOpCM-
algebra is, first of all, a (Prof(C)×C)-colored object
O = {O(dc) ∈M ∶ (dc) ∈ Prof(C)×C}.
The rest of its C-colored G-operad structure is given as follows. For t, s1, . . . , sn ∈
Prof(C)×Cwith s = (s1, . . . , sn), the GOpCM-action structure morphism (2.3.8)
GOpCM(ts)⊗Os ≅ ∐
(T,σ,ρ)∈GOpC(ts)
n⊗
j=1
O(Prof(ρ(j))) λ // O(t)
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is determined by the restriction
(9.3.7) O(T,σ, ρ) def== n⊗
j=1
O(Prof(ρ(j))) λ(T,σ,ρ) // O(t) = O(Prof(T,σ))
for (T,σ, ρ) ∈ GOpC(ts).
For the operadic composition, consider
● d ∈ C, c = (c1, . . . , cn), b1, . . . , bn ∈ Prof(C),● b = (b1, . . . , bn),● k = ∣b1∣+⋯+ ∣bn∣ as in Definition 2.2.1,● the 2-level tree T = T({bj}; c; d) in Example 9.1.5, and
● the canonical vertex ordering
{1, . . . ,n+ 1} ρ
≅
// Vt(T)
given by
ρ(i) =
⎧⎪⎪⎨⎪⎪⎩
v if i = 1,
ui−1 if 2 ≤ i ≤ n + 1.
The restricted GOpCM-action structure morphism
(9.3.8) O(T, idk, ρ) = O(dc)⊗ n⊗
j=1
O(c jbj)
γ=λ(T,idk ,ρ) // O(db)
is the operadic composition in (2.2.2).
For each color c ∈ C, consider the c-colored exceptional edge ↑c in Example
9.1.3 with the trivial vertex ordering ρ. The restricted GOpCM-action structure mor-
phism
(9.3.9) O(↑c, id1, ρ) = 1 1c =λ(↑c ,id1,ρ) // O(cc)
is the c-colored unit in (2.2.3).
For the C-colored G-sequence structure, consider
● (dc) ∈ Prof(C)×C as above with ∣c∣ = n,
● σ ∈ G(n) with underlying permutation σ ∈ Sn, and
● the (dc)-corolla Cor(c;d) in Example 9.1.4 with the trivial vertex ordering ρ.
The restricted GOpCM-action structure morphism
(9.3.10) O(Cor(c;d),σ, ρ) = O(dc)
σ=λ(Cor(c;d),σ,ρ)
// O( dcσ)
is the C-coloredG-sequence structure in Definition 4.2.1. A direct inspection shows
that the above structure specifies a C-colored G-operad structure on (O,γ,1) as in
Proposition 4.3.1.
For the other direction, suppose (O,γ,1) is a C-colored G-operad in M. The
underlying entries of O is a (Prof(C) × C)-colored object. To define the restricted
GOpCM-action structure morphism λ(T,σ,ρ) in (9.3.7), first note that it is enough to
define it when ρ is the canonical vertex ordering by the equivariance axiom of a
GOpCM-algebra (3.3.4). For two vertices u and v in T, we write u ≺ v if there exists
an internal edge e ∈ T with initial vertex v and terminal vertex u. We define the
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restricted structure morphisms λ(T,σ,ρ) with ρ the canonical vertex ordering by
induction on the number
N =max{n ∶ v1 ≺ v2 ≺ ⋯ ≺ vn exists in Vt(T)}.
Note that if the chain v1 ≺ ⋯ ≺ vN realizes the maximum, then v1 must be the initial
vertex of the output of T.
● If N = 0, then Vt(T) is empty, and T is the c-colored exceptional edge ↑c
for some c ∈ C. In this case, we define the restricted structure morphism
λ(↑c,id1,ρ) as in (9.3.9) using the c-colored unit of O.
● If N = 1, then T has exactly one vertex, so it is the (dc)-corolla Cor(c;d) for
some (dc) ∈ Prof(C)×C. In this case, we define the restricted structure mor-
phism λ(Cor(c;d),σ,ρ) as in (9.3.10) using the C-coloredG-sequence structure
of O.
● If N = 2, then we define the restricted structure morphism using (9.3.8),
(9.3.9), and (9.3.10).
● Inductively, if N > 2, then we define the restricted structure morphism
using the induction hypothesis and the case N = 2.
One can check that this defines a GOpCM-algebra structure on O and that the two
constructions above are functorial and are inverses of each other. 
EXAMPLE 9.3.11. In the context of Theorem 9.3.6:
(1) If G is the planar group operad P in Example 4.1.5, then there is a canon-
ical isomorphism
AlgM(POpCM) ≅ POpC(M)
between the category of POpCM-algebras and the category of C-colored pla-
nar operads inM.
(2) If G is the symmetric group operad S in Example 4.1.6, then there is a
canonical isomorphism
AlgM(SOpCM) ≅ SOpC(M)
between the category of SOpCM-algebras and the category of C-colored
symmetric operads in M. This is also a special case of Theorem 14.1 in
[YJ15].
(3) If G is the braid group operad B in Definition 5.2.6, then there is a canon-
ical isomorphism
AlgM(BOpCM) ≅ BOpC(M)
between the category of BOpCM-algebras and the category of C-colored
braided operads inM.
(4) If G is the pure braid group operad PB in Definition 5.2.7, then there is a
canonical isomorphism
AlgM(PBOpCM) ≅ PBOpC(M)
between the category of PBOpCM-algebras and the category of C-colored
pure braided operads inM.
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(5) If G is the ribbon group operad R in Definition 6.2.3, then there is a canon-
ical isomorphism
AlgM(ROpCM) ≅ ROpC(M)
between the category of ROpCM-algebras and the category of C-colored rib-
bon operads inM.
(6) If G is the pure ribbon group operad PR in Definition 6.2.4, then there is
a canonical isomorphism
AlgM(PROpCM) ≅ PROpC(M)
between the category of PROpCM-algebras and the category of C-colored
pure ribbon operads inM.
(7) If G is the cactus group operad Cac in Definition 7.4.5, then there is a
canonical isomorphism
AlgM(CacOpCM) ≅ CacOpC(M)
between the category of CacOpCM-algebras and the category of C-colored
cactus operads inM.
(8) If G is the pure cactus group operad PCac in Definition 7.4.7, then there is
a canonical isomorphism
AlgM(PCacOpCM) ≅ PCacOpC(M)
between the category of PCacOpCM-algebras and the category of C-colored
pure cactus operads inM. ◇
Recall that our ambient symmetric monoidal category M is assumed to have
all small limits and colimits.
COROLLARY 9.3.12. The category GOpC(M) of C-colored G-operads in M has all
small limits and colimits, with filtered colimits, reflexive coequalizers, and limits created
and preserved by the forgetful functor
GOpC(M) // MProf(C)×C.
PROOF. This is a consequence of Theorem 9.3.6 above and Proposition 4.2.1
in [WY18], which is the same assertion for the category of algebras over a general
colored symmetric operad, including GOpCM. 
CHAPTER 10
Group Operads with Varying Colors
Fix an action operad G and a complete and cocomplete symmetric monoidal
category (M,⊗,1)whose monoidal product commutes with small colimits on each
side. The purpose of this chapter is to study the category of all G-operads, in which
the color sets may vary.
In Section 10.1 we introduce the category GOp(M) of all G-operads in M and
observe that it has all small limits and colimits. We also observe that each mor-
phism of action operads induces an adjunction between the respective categories
of all group operads.
The category of all symmetric operads in Set has a symmetric monoidal struc-
ture called the Boardman-Vogt tensor product. In Section 10.2 we construct a sym-
metric monoidal structure on the category of all G-operads in Set that recovers the
Boardman-Vogt tensor product when G is the symmetric group operad S. In Sec-
tion 10.3 we extend this symmetric monoidal structure to a symmetric monoidal
closed structure.
In Section 10.4 we show that these symmetric monoidal structures are compat-
ible with changing the action operad. In Section 10.5 we observe that for the mor-
phisms among the planar, symmetric, (pure) ribbon, (pure) braided, and (pure)
cactus group operads, the induced symmetric monoidal functors are not strong
monoidal. In Section 10.6 we observe that the category of all G-operads is locally
finitely presentable.
10.1. Category of All Group Operads
First we specify the category of all G-operads.
DEFINITION 10.1.1. Given an action operad (G,ω), define the category
GOp(M)
of G-operads in M as follows.
Objects: An object in GOp(M) is a pair (C,O) consisting of a set C and a C-colored
G-operad O inM.
Morphisms: Amorphism
f ∶ (C,O) // (D,P)
in GOp(M) consists of
(i) a function f0 ∶ C // D and
(ii) a morphism f1 ∶ O // f ∗0 P of C-colored G-operads inM, where
f ∗0 ∶ GOpD(M) // GOpC(M)
is the change-of-color functor in Example 4.3.5.
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Identity morphisms and composition are defined in the obvious way. We will
often write both f0 and f1 simply as f below.
REMARK 10.1.2. When M is the category Set, the category GOp(M) is referred
to as the category of G-multicategories in Gurski [Gur∞]. ◇
Recall that our ambient category M is assumed to have all small limits and
colimits.
PROPOSITION 10.1.3. The category GOp(M) has all small limits and colimits.
PROOF. As is usually the case, small limits in GOp(M) are computed entry-
wise in M. Indeed, it is enough to observe that GOp(M) has small products and
equalizers. For products of colored G-operads, the color set is the product of the
given color sets, and each entry is the product inM of the corresponding entries in
the given set of colored G-operads. For equalizers of colored G-operads, the color
set is the equalizer of the given color sets in Set, and each entry is the entrywise
equalizer inM.
Next we consider small colimits in GOp(M). Writing Cat for the category of
small categories, for a functor F ∶ Cop // Cat for some category C, recall that the
Grothendieck construction for F is the category
∫
Cop
F
in which:
● An object is a pair of objects (c ∈ C; x ∈ Fc).
● Amorphism f ∶ (c; x) // (d; y) is a pair of morphisms
( f0 ∶ c // d ∈ C; f1 ∶ x // (F f op0 )(y) ∈ Fc).
Identitymorphisms and composition are defined in the obvious way. The category
GOp(M) is the Grothendieck construction ∫Setop GOp−(M) for the functor
Setop
GOp−(M)
// Cat , Set ∋ C ✤ // GOpC(M)
that sends each set C to the category GOpC(M) of C-colored G-operads in M. On
functions between sets, this functor is given by the change-of-color functor in Ex-
ample 4.3.5. Since each category GOpC(M) is cocomplete by Corollary 9.3.12, the
Grothendieck construction
∫
Setop
GOp−(M) = GOp(M)
is also cocomplete by Proposition 2.4.4 in Harpaz-Prasma [HP15]. 
REMARK 10.1.4. In the previous proof, if the category Cat is replaced by the
category Set with f1 an equality of elements, then the Grothendieck construction
is usually called the category of elements. See, for example, [MM92] (pages 41-43).◇
THEOREM 10.1.5. Suppose ϕ ∶ G1 // G2 is a morphism of action operads. Then
there is an induced adjunction
G1Op(M) ϕ! // G2Op(M)
ϕ∗
oo
in which:
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(i) The left adjoint ϕ! restricts to the fixed color set version in Theorem 8.1.16 for
each colored G1-operad.
(ii) The right adjoint ϕ∗ restricts to the fixed color set version in (8.1.4) for each
colored G2-operad.
PROOF. Suppose O is a C-colored G1-operad in M, and Q is a D-colored G2-
operad in M. A morphism
(C,O) f // ϕ∗(D,Q) = (D, ϕ∗Q) ∈ G1Op(M)
consists of:
(i) a function f ∶ C // D;
(ii) a morphism f ∶ O // f ∗ϕ∗Q of C-colored G1-operads.
By Proposition 8.1.18 f ∗ϕ∗Q is equal to ϕ∗ f ∗Q, in which f ∗Q is the C-colored
G2-operad in M obtained from Q by applying the change-of-color functor f ∗ in
Example 4.3.5. By the adjunction
G1OpC(M) ϕ! // G2OpC(M)
ϕ∗
oo
in Theorem 8.1.16, the morphism
f ∶ O // ϕ∗ f ∗Q
corresponds to a morphism
ϕ!O // f
∗Q
of C-colored G2-operads. Therefore, the original morphism f corresponds to a
morphism
ϕ!(C,O) = (C, ϕ!O) // (D,Q) ∈ G2Op(M) ,
which establishes the desired adjunction. 
10.2. Symmetric Monoidal Structure
In this section, we construct a symmetric monoidal closed structure on the
category of allG-operads in Set that generalizes the Boardman-Vogt tensor product
of symmetric operads in [BV72]. The desired symmetric monoidal product on
GOp(Set) involves certain special permutations, which we define next.
DEFINITION 10.2.1. For m,n ≥ 0, the special (m,n)-permutation σm,n ∈ Smn is
given by
σm,n((k − 1)n+ j) = (j − 1)m+ k
for 1 ≤ k ≤ m and 1 ≤ j ≤ n, and by
σm,0 = σ0,n = id0 ∈ S0
if either m = 0 or n = 0.
INTERPRETATION 10.2.2. The special (m,n)-permutation σm,n redistributes m
group of n objects into n groups of m objects in such a way that the jth object in
the kth group is sent to the kth object in the jth group. In particular, we have
σ−1m,n = σn,m.
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Special permutations were used by Markl [Mar06] to define certain special ele-
ments in props. ◇
EXAMPLE 10.2.3. For each n ≥ 0, σ1,n = σn,1 = idn ∈ Sn. ◇
EXAMPLE 10.2.4. The special (2, 3)-permutation σ2,3 ∈ S6 is the cyclic permu-
tation (2 3 5 4), i.e., σ2,3(1) = 1, σ2,3(2) = 3, σ2,3(3) = 5, σ2,3(4) = 2, σ2,3(5) = 4, and
σ2,3(6) = 6.
σ2,3 =
1
1
2
2
3
3
4
4
5
5
6
6
The special (2, 2)-permutation σ2,2 ∈ S4 is the adjacent transposition (2 3).
σ2,2 =
1
1
2
2
3
3
4
4
So we have σ2,2(1) = 1, σ2,2(2) = 3, σ2,2(3) = 2, and σ2,2(4) = 4. ◇
DEFINITION 10.2.5. For k ≥ 0, an element g ∈ G(k) is special if its underlying
permutation ω(g) = g ∈ Sk is a special (m,n)-permutation σm,n for some m,n ≥ 0
with mn = k.
EXAMPLE 10.2.6. For the symmetric group operad S with the identity aug-
mentation, the special elements are exactly the special (m,n)-permutations. ◇
EXAMPLE 10.2.7. For each n ≥ 0, the group multiplication unit idn ∈ G(n) is
special because its underlying permutation is the identity permutation idn = σ1,n ∈
Sn. Similarly, in
● the planar group operad P in Example 4.1.5,
● the pure braid group operad PB in Definition 5.2.7,
● the pure ribbon group operad PR in Definition 6.2.4, and
● the pure cactus group operad PCac in Definition 7.4.7,
every element is special because the underlying permutation is the identity per-
mutation. ◇
EXAMPLE 10.2.8 (Special Braids). For the braid group operad B in Definition
5.2.6:
● The generator s2 ∈ B4 is special because its underlying permutation is the
special (2, 2)-permutation σ2,2 ∈ S4.
● Every element in the pure braid group PBn is special.
● More generally, if σ ∈ Bn is a special element and if p ∈ PBn, then pσ and
σp ∈ Bn are both special. ◇
EXAMPLE 10.2.9 (Special Ribbons). For the ribbon group operad R in Defini-
tion 6.2.3:
● The generator r2 ∈ R4 in Example 6.1.5 is special because its underlying
permutation is the special (2, 2)-permutation σ2,2 ∈ S4.
● Every element in the pure ribbon group PRn is special. In particular, the
generator rn ∈ Rn in Example 6.1.6 is special.
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● More generally, if r ∈ Rn is a special element and if p ∈ PRn, then pr and
rp ∈ Rn are both special. ◇
EXAMPLE 10.2.10 (Special Cacti). For the cactus group operad Cac in Defini-
tion 7.4.5:
● The generator s(4)2,3 ∈ Cac4 is special because its underlying permutation is
the interval-reversing permutation ρ
(4)
2,3 = σ2,2 ∈ S4.● Every element in the pure cactus group PCacn is special. For example, in
the notation of Proposition 7.1.9 and Example 7.1.10, the elements yxyxyx
and xyxyxy are in PCac3, so they are special.
● More generally, if c ∈ Cacn is a special element and if p ∈ PCacn, then pc
and cp ∈ Cacn are both special. ◇
EXAMPLE 10.2.11. For each morphism ϕ ∶ G1 // G2 of action operads as in
Definition 8.1.1, an element g ∈ G1 is special if and only if ϕ(g) ∈ G2 is special. ◇
We now define the monoidal product of two colored G-operads in Set.
DEFINITION 10.2.12. Suppose
● T ∈ GOpC(Set) is a C-colored G-operad and
● Q ∈ GOpD(Set) is a D-colored G-operad in Set.
Define the (C×D)-colored G-operad T G⊗Q, called the G-tensor product of T and Q,
as follows.
(1) First we define the smash product
T∧Q ∈ SetProf(C×D)×C×D
as the graded set consisting of the following two types of elements:
(i) For (c0c ) ∈ Prof(C)×C, t ∈ T(c0c ), and d ∈ D, it contains the element
t⊗ d ∈ (T∧Q)((c0;d)(c;d) ),
where
(c; d) = ((c1; d), . . . , (cn; d)) ∈ Prof(C×D)
if c = (c1, . . . , cn) ∈ Prof(C).
(ii) For (d0d ) ∈ Prof(D)×D, q ∈ Q(d0d ), and c ∈ C, it contains the element
c⊗ q ∈ (T∧Q)((c;d0)(c;d) ),
where
(c; d) = ((c; d1), . . . , (c; dm)) ∈ Prof(C×D)
if d = (d1, . . . , dm) ∈ Prof(D).
(2) Then we define the quotient
T
G⊗Q = GOp
C×D S○ (T∧Q)
∼ ∈ GOp
C×D(Set)
in which:
● GOpC×D is the (Prof(C ×D) × C ×D)-colored symmetric operad in
Set in Lemma 9.3.3.
● S○ is the (C ×D)-colored symmetric circle product in (3.1.4).
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So GOpC×D
S○ (T∧Q) is the free (C×D)-coloredG-operad in Set generated
by T∧Q. The quotient consists of the following three types of relations ∼:
(a) For each color c ∈ C, the assignment
Q
c⊗−
// T
G⊗Q
⎧⎪⎪⎨⎪⎪⎩
D ∋ d ✤ // (c; d) ∈ C×D,
Q(d0d ) ∋ q ✤ // c⊗ q ∈ (T G⊗Q)((c;d0)(c;d) )
defines a morphism in GOp(Set), the category of G-operads in Set in
Definition 10.1.1.
(b) For each color d ∈D, the assignment
T
−⊗d
// T
G⊗Q
⎧⎪⎪⎨⎪⎪⎩
C ∋ c ✤ // (c; d) ∈ C×D,
T(c0c ) ∋ t ✤ // t⊗ d ∈ (T G⊗Q)((c0;d)(c;d) )
defines a morphism in GOp(Set).
(c) Suppose t ∈ T(c0c ) and q ∈ Q(d0d ), and g ∈ G(mn) is a special element
with underlying special (m,n)-permutation g = σm,n ∈ Smn, where
m = ∣d∣ and n = ∣c∣. Then ∼ identifies the elements
γT
G
⊗Q(t⊗ d0; c1 ⊗ q,⋯, cn ⊗ q)g ∈ (T G⊗Q)( (c0;d0)(c;d1),...,(c;dm))
and
γT
G
⊗Q(c0 ⊗ q; t⊗ d1, . . . , t⊗ dm) ∈ (T G⊗Q)( (c0;d0)(c;d1),...,(c;dm)).
This is called the interchange relation.
GEOMETRIC INTERPRETATION 10.2.13. In the interchange relation, the ele-
ment
γT
G
⊗Q(t⊗ d0; c1 ⊗ q,⋯, cn ⊗ q) ∈ (T G⊗Q)( (c0;d0)(c1;d),...,(cn;d))
may be visualized as follows.
td0
...
c1q
...
cnq
...
(c0; d0)
(c1; d0) (cn; d0)
(c1; d1) (c1; dm) (cn; d1) (cn; dm)
We abbreviated t⊗ d0 to td0 and ci ⊗ q to ciq to save space. This is the 2-level tree
in Example 9.1.5 with the top vertex decorated by t⊗ d0 and the bottom vertices
decorated by the ci ⊗ q’s. Similarly, one can visualize the other element
γT
G
⊗Q(c0 ⊗ q; t⊗ d1, . . . , t⊗ dm) ∈ (T G⊗Q)( (c0;d0)(c;d1),...,(c;dm))
that appears in the interchange relation as the 2-level tree
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c0q
...
td1
...
tdm
...
(c0; d0)
(c0; d1) (c0; dm)
(c1; d1) (cn; d1) (c1; dm) (cn; dm)
with c0⊗ q on top and the t⊗ dj’s at the bottom. Since the underlying permutation
g is the special (m,n)-permutation σm,n, we have
((c1; d), . . . , (cn; d))g = ((c; d1), . . . , (c; dm)).
In other words, g takes the input profile of the first element above to the input pro-
file of the other element. This accounts for the profiles in the interchange relation.
◇
EXAMPLE 10.2.14 (0-ary Interchange). If ∣d∣ = 0 (so q ∈ Q(d0∅) and g ∈ G(0)), then
the interchange relation becomes
γT
G
⊗Q(t⊗ d0; c1 ⊗ q,⋯, cn ⊗ q)g ∼ c0 ⊗ q ∈ (T G⊗Q)((c0;d0)∅ ).
Similarly, if ∣c∣ = 0 (so t ∈ T(c0∅) and g ∈ G(0)), then the interchange relation becomes
(t⊗ d0)g ∼ γTG⊗Q(c0 ⊗ q; t⊗ d1, . . . , t⊗ dm) ∈ (T G⊗Q)((c0;d0)∅ ).
In particular, if ∣c∣ = 0 = ∣d∣, then the interchange relation becomes
(t⊗ d0)g ∼ c0 ⊗ q ∈ (T G⊗Q)((c0;d0)∅ ).
For example, if G is the planar group operad P, the symmetric group operad S,
the braid group operad B, the ribbon group operad R, or the cactus group operad
Cac, then G(0) is the trivial group. So the last interchange relation becomes t⊗ d0 ∼
c0 ⊗ q. ◇
EXAMPLE 10.2.15 (One-Colored Interchange). To understand the interchange
relation better, let us consider the one-colored case. Suppose T and Q are both
one-colored G-operads in Set, so the G-tensor product T
G⊗Q is also a one-colored
G-operad. By the definition of the quotient ∼, the G-tensor product is equipped
with morphisms
T // T
G⊗Q Qoo
of one-colored G-operads. By composition, each (T G⊗Q)-algebra X has an induced
T-algebra structure
X×n
t // X (t ∈ T(n), n ≥ 0)
and an induced Q-algebra structure
X×m
q
// X (q ∈ Q(m), m ≥ 0).
The interchange relation implies that these two structures commute in the follow-
ing sense. For any t ∈ T(n), q ∈ Q(m), and g ∈ G(mn) a special element with
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underlying special permutation g = σm,n, as in the interchange relation in the one-
colored case, the diagram
(X×n)×m
σm,n

(t)×m
// X×m
q
(X×m)×n (q)×n // X×n t // X
is commutative. The special (m,n)-permutation σm,n ∈ Smn permutes the factors
in (X×n)×m from the left. In other words, up to the special permutation σm,n, the
action by t and the action by q commute in a suitable sense. ◇
THEOREM 10.2.16. For each action operad (G,ω),
(GOp(Set), G⊗, IG)
is a symmetric monoidal category, where IG is the one-colored G-operad in Set in (4.2.2).
PROOF. For a C-coloredG-operadU, aD-coloredG-operadQ, and anE-colored
G-operad T, the associativity isomorphism
(U G⊗Q) G⊗T ≅ U G⊗ (Q G⊗T)
of (C ×D × E)-colored G-operads is induced at the smash product level by the
assignments
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(u⊗ d)⊗ e ✤ // u⊗ (d; e) for u ∈ U, d ∈D, e ∈ E,
(c⊗ q)⊗ e ✤ // c⊗ (q⊗ e) for c ∈ C, q ∈ Q, e ∈ E,
(c; d)⊗ t ✤ // c⊗ (d⊗ t) for c ∈ C, d ∈D, t ∈ T.
The commutativity isomorphism
U
G⊗Q ≅ Q G⊗U
is induced at the smash product level by the assignments
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(c; d) ✤ // (d; c) for c ∈ C, d ∈D,
u⊗ d ✤ // d⊗ u for u ∈ U, d ∈ D,
c⊗ q ✤ // q⊗ c for c ∈ C, q ∈ Q.
For the left unit isomorphism IG
G⊗U ≅ U, recall that the {∗}-colored G-operad
IG is G(1) at level 1 and is empty at all other levels. The left unit isomorphism is
induced at the smash product level by the assignments
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(∗; c) ✤ // c for c ∈ C,
∗⊗ u ✤ // u for u ∈ U,
σ⊗ c ✤ // 1Uc ⋅ σ−1 ∈ U(cc) for σ ∈ G(1) and c ∈ C,
where 1Uc ∈ U(cc) is the c-colored unit in U. The right unit isomorphism is defined
similarly. 
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EXAMPLE 10.2.17 (Planar Tensor Product). Suppose G = P is the planar group
operad in Example 4.1.5. For a C-colored planar operad T and a D-colored planar
operad Q, the P-tensor product T
P⊗Q is called the planar tensor product of T and
Q. The category POp(Set) of planar operads in Set is symmetric monoidal with
respect to the planar tensor product. ◇
EXAMPLE 10.2.18 (Boardman-Vogt Tensor Product of Symmetric Operads).
Suppose G = S is the symmetric group operad with the identity augmentation
over itself. For a C-colored symmetric operad T and a D-colored symmetric op-
eradQ, the S-tensor product T
S⊗Q is exactly the Boardman-Vogt tensor product of
T and Q [BV72] (Chapter II.3). So our G-tensor product is a generalization of the
Boardman-Vogt tensor product of symmetric operads to G-operads. The fact that
the category SOp(Set) of symmetric operads in Set is symmetric monoidal with
respect to the Boardman-Vogt tensor product
S⊗ was essentially proved in [BV72]
(Proposition 2.18). See also [MW07] (Section 5.1). ◇
EXAMPLE 10.2.19 (Braided Tensor Product). Suppose G = B is the braid group
operad in Definition 5.2.6. For a C-colored braided operad T and a D-colored
braided operad Q, the B-tensor product T
B⊗Q is called the braided tensor product of
T and Q. The category BOp(Set) of braided operads in Set is symmetric monoidal
with respect to the braided tensor product. ◇
EXAMPLE 10.2.20 (Pure Braided Tensor Product). Suppose G = PB is the pure
braid group operad in Definition 5.2.7. For a C-colored pure braided operad T and
aD-colored pure braided operad Q, the PB-tensor product T
PB⊗Q is called the pure
braided tensor product of T andQ. The category PBOp(Set) of pure braided operads
in Set is symmetric monoidal with respect to the pure braided tensor product. ◇
EXAMPLE 10.2.21 (Ribbon Tensor Product). Suppose G = R is the ribbon group
operad in Definition 6.2.3. For a C-colored ribbon operadT and aD-colored ribbon
operad Q, the R-tensor product T
R⊗Q is called the ribbon tensor product of T and
Q. The category ROp(Set) of ribbon operads in Set is symmetric monoidal with
respect to the ribbon tensor product. ◇
EXAMPLE 10.2.22 (Pure Ribbon Tensor Product). Suppose G = PR is the pure
ribbon group operad in Definition 6.2.4. For a C-colored pure ribbon operad T and
a D-colored pure ribbon operad Q, the PR-tensor product T
PR⊗ Q is called the pure
ribbon tensor product of T and Q. The category PROp(Set) of pure ribbon operads
in Set is symmetric monoidal with respect to the pure ribbon tensor product. ◇
EXAMPLE 10.2.23 (Cactus Tensor Product). Suppose G = Cac is the cactus
group operad in Definition 7.4.5. For a C-colored cactus operad T and aD-colored
cactus operad Q, the Cac-tensor product T
Cac⊗ Q is called the cactus tensor product of
T and Q. The category CacOp(Set) of cactus operads in Set is symmetric monoidal
with respect to the cactus tensor product. ◇
EXAMPLE 10.2.24 (Pure Cactus Tensor Product). Suppose G = PCac is the pure
cactus group operad in Definition 7.4.7. For a C-colored pure cactus operadT and a
D-colored pure cactus operadQ, the PCac-tensor product T
PCac⊗ Q is called the pure
cactus tensor product of T and Q. The category PCacOp(Set) of pure cactus operads
in Set is symmetric monoidal with respect to the pure cactus tensor product. ◇
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10.3. Closed Structure
The purpose of this section is to extend the symmetric monoidal structure on
the categoryGOp(Set) of allG-operads in Set to a symmetric monoidal closed struc-
ture. Recall that a monoidal category C is closed if for each object X, the functor
−⊗X ∶ C // C
admits a right adjoint. First we define the necessary objects that will show that the
category of G-operads in Set is a symmetric monoidal closed category.
DEFINITION 10.3.1. Suppose
● (T,γT,1T) is a C-colored G-operad and
● (Q,γQ,1Q) is aD-colored G-operad in Set.
Define the colored G-operad HomG(T,Q) in Set as follows.
Colors: Its set of colors is GOp(Set)(T,Q), i.e., the set of morphisms T // Q of
G-operads in Set.
Entries: For f0, f1, . . . , fn ∈ GOp(Set)(T,Q)with n ≥ 0, an element
θ ∈ HomG(T,Q)( f0f ) with f = ( f1, . . . , fn)
is an assignment
θ = {C ∋ c ✤ // θc ∈ Q( f0cf c)},
where
f c = ( f1c, . . . , fnc) ∈ Prof(D),
that is natural in the following sense. For each
● (c0c ) ∈ Prof(C)×Cwith c = (c1, . . . , cm) ∈ Prof(C),
● t ∈ T(c0c ), and
● special element g ∈ G(nm) with underlying permutation g = σn,m ∈
Snm,
the naturality condition
(10.3.2) γD( f0t; θc)g = γD(θc0 ; f t) ∈ Q( f0c0f1c,..., fnc)
holds, where
fit ∈ Q( f ic0f ic ) for 0 ≤ i ≤ n,
f t = ( f1t, . . . , fnt) ∈ Q( f1c0f1c )×⋯×Q( fnc0fnc ),
θc = (θc1 , . . . , θcm) ∈ Q( f0c1f c1 )×⋯×Q( f0cmf cm ).
Units: The f0-colored unit is the element
1 f0 = {C ∋ c ✤ // 1Qf0c ∈ Q( f0cf0c)} ∈ HomG(T,Q)( f0f0),
in which 1Q
f0c
is the f0c-colored unit in Q.
Composition: Suppose
● θ ∈ HomG(T,Q)( f0f ) is as above with 1 ≤ i ≤ n and
● ψ ∈ HomG(T,Q)( f ih) for some h ∈ Prof(GOp(Set)(T,Q)).
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The ○i-composition
HomG(T,Q)( f0f )×HomG(T,Q)( f ih) ○i // HomG(T,Q)( f0f○ih)
sends the pair (θ,ψ) to the element
θ ○i ψ = {C ∋ c ✤ // θc ○i ψc ∈ Q( f0c( f○ih)c)}
in which θc ○i ψc is the ○i-composition in Q.
G-Equivariance: Suppose θ is as above and σ ∈ G(n)with underlying permutation
σ ∈ Sn. The GOp(Set)(T,Q)-colored G-sequence structure
HomG(T,Q)( f0f ) σ // HomG(T,Q)( f0fσ)
sends θ to the element
θσ = {C ∋ c ✤ // θcσ ∈ Q( f0c( fσ)c)},
where the σ in θcσ indicates the D-colored G-sequence structure in Q.
REMARK 10.3.3. In the naturality condition (10.3.2), the element γD( f0t; θc)
belongs to Q( f0c0f c1,..., f cm). The special element g ∈ G(nm) yields an isomorphism
Q( f0c0f c1,..., f cm)
g
≅
// Q( f0c0f1c,..., fnc) ,
which accounts for the profiles in the naturality condition. ◇
LEMMA 10.3.4. HomG(T,Q) is a GOp(Set)(T,Q)-colored G-operad in Set.
PROOF. The naturality (10.3.2) of the f0-colored unit 1 f0, the ○i-composition
θ ○i ψ, and θσ follows from the unity axiom, the associativity axiom, and the equiv-
ariance axioms in the D-colored G-operad Q. Similarly, since the colored units,
the ○i-composition, and the G-equivariant structure in HomG(T,Q) are defined in
terms of those in Q, the required GOp(Set)(T,Q)-colored G-operad axioms follow
from the D-colored G-operad axioms in Q. 
THEOREM 10.3.5. The category
(GOp(Set), G⊗, IG)
is a symmetric monoidal closed category in which the right adjoint of − G⊗T is HomG(T,−)
for each T ∈ GOp(Set). In particular, G⊗ commutes with colimits in both variables sepa-
rately.
PROOF. We observed in Theorem 10.2.16 that the category (GOp(Set), G⊗, IG)
is symmetric monoidal. To check that it is closed, suppose U is a C-colored G-
operad, Q is a D-colored G-operad, and T is an E-colored G-operad in Set. The
desired natural bijection
(10.3.6) GOp(Set)(U G⊗Q,T) ≅ GOp(Set)(U,HomG(Q,T))
is given as follows.
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Suppose ϕ ∈ GOp(Set)(U G⊗ Q,T), so ϕ ∶ U G⊗ Q // T is a morphism of G-
operads. The associated morphism
φ ∶ U // HomG(Q,T)
of G-operads is defined as follows.
● For each color c ∈ C, φ(c) ∶ Q // T is the composite morphism
Q
c⊗−
// U
G⊗Q ϕ // T
EDGF
φ(c)
.
● For each element u ∈ U(c0c ) with c = (c1, . . . , cm) ∈ Prof(C), the element
φ(u) ∈ HomG(Q,T)(φc0φc )
is the assignment
D ∋ d ✤ // φ(u)(d) = ϕ(u⊗ d) ∈ T((φc0)(d)(φc)(d) ) = T( ϕ(c0;d)ϕ(c1;d),...,ϕ(cm;d)).
One can check that φ indeed defines a morphism U // HomG(Q,T).
Conversely, suppose φ ∶ U // HomG(Q,T) is a morphism of G-operads. The
associated morphism
ϕ ∶ U G⊗Q // T
is defined as follows.
● For each pair of colors (c; d) ∈ C ×D, we define
ϕ(c; d) = φ(c)(d) ∈ E.
This makes sense because φ(c) ∶ Q // T is a morphism of G-operads, so
on color sets it is a function φ(c) ∶D // E.
● For u ∈ U(c0c ) with c = (c1, . . . , cn) ∈ Prof(C) and d ∈ C, we define
ϕ(u⊗ d) = φ(u)(d) ∈ T(φ(c0)(d)(φc)(d) ) = T( ϕ(c0;d)ϕ(c1;d),...,ϕ(cm;d)).
● For c ∈ C and q ∈ Q(d0d ) with d = (d1, . . . , dn) ∈ Prof(D), we define
ϕ(c⊗ q) = φ(c)(q) ∈ T(φ(c)(d0)φ(c)(d) ) = T( ϕ(c;d0)ϕ(c;d1),...,ϕ(c;dn))
One can check that ϕ indeed defines a morphism U
G⊗Q // T and that the two
constructions above are inverses of each other. 
EXAMPLE 10.3.7. When G = S is the symmetric group operad, the fact that the
category SOp(Set) of symmetric operads in Set is symmetric monoidal closed was
proved in Theorem 4.1.3 in [MT10]. ◇
COROLLARY 10.3.8. There is a natural isomorphism
HomG(U G⊗Q,T) ≅ HomG(U,HomG(Q,T))
in GOp(Set) whose restriction to color sets is the natural bijection (10.3.6).
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PROOF. This is a purely formal consequence of the adjunction between − G⊗U
and HomG(U,−). More explicitly, suppose
ϕ0, ϕ1, . . . , ϕn ∈ GOp(Set)(U G⊗Q,T)
and ϕ = (ϕ1, . . . , ϕn). Using the notation in the proof of Theorem 10.3.5, their
images across the bijection (10.3.6) are
φ0, φ1, . . . ,φn ∈ GOp(Set)(U,HomG(Q,T))
with φ = (φ1, . . . ,φn). For an element
θ = {C×D ∋ (c; d) ✤ // θ(c;d) ∈ T(ϕ0(c;d)ϕ(c;d) )} ∈ HomG(U G⊗Q,T)(ϕ0ϕ ),
the corresponding element across the desired isomorphism is
θ′ =
⎧⎪⎪⎨⎪⎪⎩C ∋ c
✤ // θ′c = {D ∋ d ✤ // θ(c;d)} ∈ HomG(Q,T)(φ0cφc )
⎫⎪⎪⎬⎪⎪⎭
in HomG(U,HomG(Q,T))(φ0φ ). 
10.4. Comparing Symmetric Monoidal Structures
In this section, we compare the symmetric monoidal categories of G-operads
for different action operads G. Recall from Theorem 10.1.5 that each morphism
ϕ ∶ G1 // G2 of action operads induces a functor
G1Op(M) G2Op(M)ϕ∗oo
that preserves the underlying colored planar operads.
THEOREM 10.4.1. For each morphism ϕ ∶ G1 // G2 of action operads, the induced
functor
(G1Op(Set), G1⊗, IG1) (G2Op(Set), G2⊗, IG2)ϕ∗oo
is a symmetric monoidal functor.
PROOF. The image ϕ∗IG
2
is the {∗}-colored G1-operad that is G2(1) in level 1
and is empty in all other entries, with G1(1) acting on the right via the morphism
ϕ. The structure morphism
IG
1 ϕ
∗
0 // ϕ∗IG
2
is determined by the morphism ϕ ∶ G1(1) // G2(1) in level 1.
Suppose T is a C-colored G2-operad and Q is a D-colored G2-operad in Set.
For the functor ϕ∗ to be a symmetric monoidal functor, it must be equipped with
a morphism
(10.4.2) ϕ∗T
G1⊗ ϕ∗Q ψ // ϕ∗(T G2⊗Q) ∈ G1Op(Set)
that is natural in T and Q. To define this morphism ψ, first observe that at the
smash product level there is an equality of graded sets
ϕ∗T∧ ϕ∗Q = T∧Q ∈ SetProf(C×D)×C×D
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because ϕ∗T has the same underlying sets as T and similarly for ϕ∗Q. So there is
a morphism of graded sets
ϕ∗T∧ ϕ∗Q // ϕ∗(T G2⊗Q) ∈ SetProf(C×D)×C×D
that sends each element t⊗ d or c ⊗ q (with t ∈ T, q ∈ Q, c ∈ C, and d ∈ D) to a
generator with the same name on the right-hand side.
Recall from Theorem 9.3.6 with M = Set that G1OpC×D is the (Prof(C ×D) ×
C×D)-colored symmetric operad in Setwhose category of algebras is the category
G1OpC×D(Set) of (C×D)-colored G1-operads in Set. In other words,
G1OpC×D
S○ −
is the free (C ×D)-colored G1-operad functor, where S○ is the (C ×D)-colored sym-
metric circle product in (3.1.4). So the previous morphism induces a morphism of
(C×D)-colored G1-operads
G1OpC×D
S○ (ϕ∗T∧ ϕ∗Q) // ϕ∗(T G2⊗Q) ∈ G1OpC×D(Set).
This morphism respects the relations ∼ that define the G1-tensor product G1⊗ be-
cause:
● The G1-equivariant structure in ϕ∗T and ϕ∗Q acts through ϕ.
● ϕ respects the augmentations of G1 and G2 in the sense of Lemma 8.1.2.
Therefore, the previousmorphism induces amorphism ψ thatmakes the following
diagram commutative.
G1OpC×D
S○ (ϕ∗T∧ ϕ∗Q) //
quotient

ϕ∗(T G2⊗Q)
G1OpC×D
S○(ϕ∗T∧ϕ∗Q)
∼ ϕ
∗T
G1⊗ ϕ∗Q
ψ
OO✤
✤
✤
One can check that this morphism ψ satisfies the conditions for ϕ∗ to be a sym-
metric monoidal functor. 
Recall that a comonoidal functor, sometimes called a lax comonoidal functor or
an oplaxmonoidal functor in the literature,
F ∶ (C,⊗,1) // (C′,⊗′,1′)
between two monoidal categories is a functor F ∶ C // C′ equipped with
(i) a morphism F0 ∶ F1 // 1′ ∈ C′ and
(ii) a morphism
F2(x, y) ∶ F(x⊗ y) // Fx ⊗′ Fy ∈ C′
that is natural in the objects x and y,
satisfying suitable coassociativity and counity axioms that are dual to those of
a monoidal functor in Definition 18.1.8. A symmetric comonoidal functor between
symmetric monoidal categories is a comonoidal functor in which F2 is compatible
with the symmetry isomorphisms in the obvious sense.
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COROLLARY 10.4.3. For each morphism ϕ ∶ G1 // G2 of action operads, the in-
duced functor
(G1Op(Set), G1⊗, IG1) ϕ! // (G2Op(Set), G2⊗, IG2)
in Theorem 10.1.5 is a symmetric comonoidal functor.
PROOF. The functor ϕ∗ is symmetric monoidal by Theorem 10.4.1. So its left
adjoint ϕ! is symmetric comonoidal by Theorem 1.2 in [Kel74]. 
REMARK 10.4.4. For G1-operadsO andQ, the comonoidal structure morphism
of ϕ! is the composite
ϕ!(O G1⊗Q)
ϕ!(ǫO ,ǫQ)

ϕ2! // ϕ!O
G2⊗ ϕ!Q
ϕ!(ϕ∗ϕ!O G1⊗ ϕ∗ϕ!Q) ϕ!(ϕ
∗
2 ) // ϕ!ϕ
∗(ϕ!O G2⊗ ϕ!Q)
η
OO
with:
● each ǫ the unit of the adjunction ϕ! ⊣ ϕ∗;
● ϕ∗2 the monoidal structure morphism of ϕ∗;● η the counit of the adjunction ϕ! ⊣ ϕ∗.
The compatibility of ϕ2! with the symmetry isomorphisms follows from the same
property of ϕ∗2 . ◇
EXAMPLE 10.4.5 (Comparison with the Boardman-Vogt Tensor Product). As
discussed in Example 8.2.8, there is a commutative diagram
P
ι // PR
ι // R
π // S
P
ι // PB
ι // B
π // S
P
ι // PCac
ι // Cac
π // S
of morphisms of action operads. These morphisms induce adjunctions
(POp(Set), P⊗)
ι! // (PROp(Set), PR⊗)
ι! //
ι∗
oo (ROp(Set), R⊗)
π! //
ι∗
oo (SOp(Set), S⊗)
π∗
oo
(POp(Set), P⊗)
ι! // (PBOp(Set), PB⊗)
ι! //
ι∗
oo (BOp(Set), B⊗)
π! //
ι∗
oo (SOp(Set), S⊗)
π∗
oo
(POp(Set), P⊗)
ι! // (PCacOp(Set), PCac⊗ )
ι! //
ι∗
oo (CacOp(Set), Cac⊗ )
π! //
ι∗
oo (SOp(Set), S⊗)
π∗
oo
in which
S⊗ is the Boardman-Vogt tensor product of colored symmetric operads.
By Theorem 10.4.1 every right adjoint in this diagram–i.e., the functors denoted
by (−)∗–is a symmetric monoidal functor. By Corollary 10.4.3 every left adjoint in
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this diagram–i.e., the functors denoted by (−)!–is a symmetric comonoidal functor.
◇
10.5. Non-Strong Monoidality
Recall that a strong monoidal functor is a monoidal functor (F, F2, F0) such
that the structure morphisms F0 and F2 are isomorphisms. It is sometimes called a
tensor functor in the literature [JS93]. In this section, we observe that the symmetric
monoidal functors in Example 10.4.5 are not strong monoidal.
PROPOSITION 10.5.1. The symmetric monoidal functor
(POp(Set), P⊗) (SOp(Set), S⊗)ι∗oo
induced by the morphism ι ∶ P // S is not strong monoidal.
PROOF. It suffices to show that the morphism
ι∗T
P⊗ ι∗Q ψ // ι∗(T S⊗Q) ∈ POp(Set)
in (10.4.2) is not an isomorphism in general. So suppose both T and Q are one-
colored symmetric operads with elements t ∈ T(2) and q ∈ Q(2). Consider the
element
α = γι∗(T S⊗Q)(t⊗∗;∗⊗ q,∗⊗ q) ∈ ι∗(T S⊗Q)(4),
which may be visualized as the following decorated 2-level tree.
t
q q
Although α is in the image of the morphism ψ, the element
α(1 3) ∈ ι∗(T S⊗Q)(4)
is not in the image of ψ for the transposition (1 3) ∈ S4. So ψ is not an isomorphism,
and ι∗ is not a strong monoidal functor. 
PROPOSITION 10.5.2. The symmetric monoidal functors
(CacOp(Set), Cac⊗ )
ι∗

(ROp(Set), R⊗) ι∗ // (POp(Set), P⊗) (BOp(Set), B⊗)ι∗oo
are not strong monoidal.
PROOF. We slightly modify the proof of Proposition 10.5.1 by first taking T
and Q to be one-colored braided, ribbon, or cactus operads. Then we replace the
permutation (1 3) with a braid, a ribbon, or a cactus whose underlying permuta-
tion is (1 3). 
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The proofs of Proposition 10.5.1 and Proposition 10.5.2 above depend on the
fact that the morphisms of action operads
P // S, P // R, P // B, and P // Cac
are not surjective. A similar argument establishes the following result.
PROPOSITION 10.5.3. The symmetric monoidal functors
(PROp(Set), PR⊗) ι∗

(ROp(Set), R⊗)ι∗oo
(POp(Set), P⊗)

OO
ι∗
(PBOp(Set), PB⊗)ι∗oo (BOp(Set), B⊗)ι∗oo
(PCacOp(Set), PCac⊗ ) (CacOp(Set), Cac⊗ )ι∗oo
in Example 10.4.5 are not strong monoidal.
PROPOSITION 10.5.4. The symmetric monoidal functors
(PBOp(Set), PB⊗)
(BOp(Set), B⊗) (SOp(Set), S⊗)π∗oo
ρ
∗
oo
induced by the morphisms π ∶ B // S and ρ ∶ PB // S are not strong monoidal.
PROOF. In the braided case, it suffices to show that the morphism
π∗T
B⊗π∗Q ψ // π∗(T S⊗Q) ∈ BOp(Set)
in (10.4.2) is not an isomorphism in general. Suppose bothT andQ are one-colored
symmetric operads with elements t ∈ T(2) and q /= q′ ∈ Q(2). Consider the element
β = γπ∗TB⊗π∗Q(t⊗∗;∗⊗ q,∗⊗ q′) ∈ (π∗T B⊗π∗Q)(4),
which may be visualized as the following decorated 2-level tree.
t
q q′
Suppose b ∈ PB4 is the braid
b = s2s2 =
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whose underlying permutation is the identity permutation id4 ∈ S4. The elements
β and βb are distinct in the braided tensor product (π∗T B⊗π∗Q)(4).
On the other hand, recall that the braid groups act on π∗(T S⊗Q) via underly-
ing permutations. So there are equalities
ψ(βb) = ψ(β)b
= ψ(β)b
= ψ(β)id4
= ψ(β) ∈ π∗(T S⊗Q)(4).
This shows that the morphism ψ is not injective, and π∗ is not a strong monoidal
functor.
The proof above also establishes the pure braided case because b is a pure
braid. 
PROPOSITION 10.5.5. The symmetric monoidal functors
(PCacOp(Set), PCac⊗ )
(CacOp(Set), Cac⊗ ) (SOp(Set), S⊗)π∗oo
(πι)
∗
oo
induced by the morphisms π ∶ Cac // S and πι ∶ PCac // S are not strong monoidal.
PROOF. We slightly modify the proof of Proposition 10.5.4 by replacing the
pure braid b ∈ PB4 with the pure cactus s(4)2,3 s(4)2,3 ∈ PCac4. 
Similarly, we have the following ribbon analogue.
PROPOSITION 10.5.6. The symmetric monoidal functors
(PROp(Set), PR⊗)
(ROp(Set), R⊗) (SOp(Set), S⊗)π∗oo
ρ
∗
oo
induced by the morphisms π ∶ R // S and ρ ∶ PR // S are not strong monoidal.
10.6. Local Finite Presentability
The purpose of this section is to observe that the category of G-operads is
locally finitely presentable. Our categorical references in this section are [AR94,
Bor94a, Bor94b]. Let us first recall some relevant definitions.
DEFINITION 10.6.1. Suppose C is a category.
(1) A generator of C is a set of objects X = {Xi}i∈I in C such that, for each pair
of distinct morphisms f , g ∶ A // B in C, there exists a morphism
hi ∶ Xi // A
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for some index i ∈ I satisfying
f hi /= ghi.
(2) A strong generator of C is a generator X = {Xi}i∈I such that, for each object
B and each proper sub-object A of B, there exists a morphism
hi ∶ Xi // B
for some index i ∈ I that does not factor through A.
(3) An object X in C is a finitely presentable object if the representable functor
C(X,−) ∶ C // Set
preserves ℵ0-filtered colimits.
(4) C is said to be locally finitely presentable if it is cocomplete (i.e., has all
small colimits) and has a set X of finitely presentable objects such that
every object in C is a directed colimit of objects in X .
DEFINITION 10.6.2. Suppose (G,ω) is an action operad. Fix a countable se-
quence of distinct colors c0, c1, c2, . . ..
(1) For each n ≥ 0, define Vn as the {c0, . . . , cn}-colored free G-operad in Set
generated by one element vn ∈ Vn( c0c1,...,cn).
(2) Denote by V the set of G-operads {Vn}n≥0.
REMARK 10.6.3. Over Set the only elements in the free G-operad Vn are:
(i) The cj-colored units for 0 ≤ j ≤ n and their images under the G(1)-action.
(ii) vng ∈ Vn( c0cg(1),...,cg(n)) for g ∈ G(n) with underlying permutation g ∈ Sn. ◇
LEMMA 10.6.4. For each n ≥ 0, the G-operad Vn ∈ GOp(Set) is characterized by the
following universal property.
For each G-operad O ∈ GOp(Set) and each element x ∈ O(d0d ) with
(d0
d
) ∈ Prof(D) ×D and d = (d1, . . . , dn), where D is the set of colors
of O, there exists a unique morphism
f ∶ Vn // O ∈ GOp(Set)
such that ⎧⎪⎪⎨⎪⎪⎩
f (ci) = di for 0 ≤ i ≤ n,
f (vn) = x.
PROOF. Since Vn is freely generated as a G-operad by the single element vn,
by adjunction a morphism f ∶ Vn // O of G-operads is uniquely determined by
the image
f (vn) ∈ O( f c0f c1,..., f cn)
of the generator vn. 
THEOREM 10.6.5. The category GOp(M) of G-operads in M is locally finitely pre-
sentable.
PROOF. By Theorem 1.11 in [AR94], a category is locally finitely presentable
if and only if it is cocomplete and has a strong generator consisting of finitely
presentable objects. We observed in Proposition 10.1.3 that GOp(M) is complete
and cocomplete. It remains to show that GOp(M) has a strong generator consisting
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of finitely presentable objects. To simplify notations, we will consider the case
when the ambient category isM = Set. The general case is proved similarly.
It follows from Lemma 10.6.4 that
V = {Vn}n≥0
is a generator of GOp(Set) with each Vn a finitely presentable object. Indeed, if
f , g ∶ Q // T are distinct morphisms in GOp(Set), then there exists an element
q ∈ Q such that
f (q) /= g(q).
By Lemma 10.6.4 there exists a morphism hn ∶ Vn // Q such that
hn(vn) = q,
so
f hn(vn) = f (q) /= g(q) = ghn(vn).
Similarly, V is a strong generator because Q being a proper sub-object of T implies
that the underlying graded set ofQ is a graded subset of the underlying graded set
of T. So if t ∈ T∖Q, then by Lemma 10.6.4 there exists a morphism hm ∶ Vm // T
such that
hm(vm) = t.
This morphism hm does not factor through Q because t /∈ Q. 
REMARK 10.6.6. Without going into details, Theorem 10.6.5 is equivalent to
the assertion that the category GOp(M) is categorically equivalent to the category
of models of an essentially finitely algebraic theory. We refer the reader to Chapter
3.D in [AR94] for discussion of essentially algebraic theories. ◇
CHAPTER 11
Boardman-Vogt Construction for Group Operads
Fix an action operad (G,ω) as in Definition 4.1.1 and a set C of colors. Re-
call that (M,⊗,1) is an arbitrary but fixed complete and cocomplete symmetric
monoidal category in which the monoidal product commutes with small colimits
on each side. It serves as our ambient category. The Boardman-Vogt construction
of a colored topological symmetric operad was introduced by Boardman and Vogt
in [BV72] as a particular resolution of the given symmetric operad. This construc-
tionwas extended from the ambient category of topological spaces to general sym-
metric monoidal categories equipped with a suitable interval for one-colored sym-
metric operads in [BM06] and for general colored symmetric operads in [BM07].
In this chapter, we extend the Boardman-Vogt construction to G-operads for an
action operad G in a symmetric monoidal category equipped with a suitable inter-
val. When G is the symmetric group operad, we recover the Boardman-Vogt con-
struction for symmetric operads. WhenG is the braid group operadB or the ribbon
group operad R, we obtain the braided or the ribbon Boardman-Vogt construction.
The G-Boardman-Vogt construction for G-operads will be important when we dis-
cuss the coherent G-nerve of G-operads in Chapter 17.
Our construction of the G-Boardman-Vogt construction is quite different from
the one given by Berger and Moerdijk in [BM06, BM07] and is much closer in
spirit to the original construction given by Boardman and Vogt in [BV72]. The
Boardman-Vogt construction for symmetric operads given by Berger andMoerdijk
is an inductively defined sequential colimit with eachmap a pushout that involves
the previous inductive stages. On the other hand, the original Boardman-Vogt
construction in [BV72] is given in one step as a quotient of a coproduct. Our G-
Boardman-Vogt construction for G-operads is also given in one step as a coend,
which is a categorical version of a quotient. When applied to topological symmet-
ric operads, our construction is exactly the original Boardman-Vogt construction.
Since our G-Boardman-Vogt construction is defined as a coend, our first task
is to define the indexing category for this coend. This is done in Section 11.1.
In Section 11.2 and Section 11.3, we define the two functors, one covariant and
one contravariant, from which the coend in the G-Boardman-Vogt construction
is taken. The G-Boardman-Vogt construction itself is defined in Section 11.4. In
Section 11.5 we observe that the G-Boardman-Vogt construction is equipped with
a natural augmentation over the original G-operad. In Section 11.6 we observe
that the G-Boardman-Vogt construction behaves well with respect to morphisms
of action operads.
11.1. Substitution Category
The purpose of this section is to discuss the category that serves as the in-
dexing category of the coend that defines our G-Boardman-Vogt construction of
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G-operads. Recall from Definition 9.2.1 that a C-colored G-tree is a pair (T,σ) con-
sisting of a planar C-colored tree T and an input equivariance σ ∈ G(∣in(T)∣). We
will also use the concept of G-tree substitution in Definition 9.2.14. As before,
when the set C of colors is clear, we will omit mentioning it.
DEFINITION 11.1.1. Define the substitution category of G-trees, denoted GTreeC,
as follows.
Objects: The objects in GTreeC are G-trees.
Morphisms: Each morphism in GTreeC has the form
(T,σ)(Tv,σv)v∈Vt(T) (Tv,σv)v∈Vt(T) // (T,σ)
in which the left-hand side is a G-tree substitution.
Identity: The identity morphism of a G-tree (T,σ) is
(T,σ) = (T,σ)(CorProf(v), id∣in(v)∣)v
(CorProf(v),id∣in(v)∣)v
// (T,σ) ,
in which:
● v runs through Vt(T).
● CorProf(v) is the Prof(v)-corolla in Example 9.1.4.
Composition: The composition of the morphisms
[(T,σ)(Tv,σv)v](Tuv ,σuv )v,u (T
u
v ,σ
u
v )v,u // (T,σ)(Tv,σv)v (Tv,σv)v // (T,σ)
is
(T,σ)[(Tv,σv)(Tuv ,σuv )u]
v
= [(T,σ)(Tv,σv)v](Tuv ,σuv )v,u [(Tv,σv)(T
u
v ,σ
u
v )u]v // (T,σ)
in which v and u run through Vt(T) and Vt(Tv), respectively. The equal-
ity on the left is the associativity of G-tree substitution in Lemma 9.2.15.
For each (dc) ∈ Prof(C)×C, the substitution category of G-trees with profiles (dc), denoted
by GTreeC(dc), is the full subcategory of GTreeC consisting of G-trees (T,σ) such that
Prof(T,σ) = (dc).
REMARK 11.1.2. The fact that the substitution category GTreeC is actually a
category (i.e., composition is unital and associative) is a consequence of the unity
and the associativity of G-tree substitution in Lemma 9.2.15 and the left unity in
Lemma 9.2.13. That the full subcategoryGTreeC(dc) is well-defined is a consequence
of Lemma 9.2.15(2). ◇
EXAMPLE 11.1.3. When G is the symmetric group operad S, the substitution
category STreeC(dc) of symmetric trees is the substitution category in Definition
3.2.11 in [Yau∞]. ◇
Recall from Definition 8.1.1 the concept of a morphism ϕ ∶ G1 // G2 of action
operads.
PROPOSITION 11.1.4. Suppose ϕ ∶ G1 // G2 is a morphism of action operads.
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(1) Suppose (T,σ) ○v (Tv,σv) is a G1-tree substitution at v as in Definition 9.2.8.
Then we have
(T, ϕσ) ○v (Tv, ϕσv) = (T′ ○v′ Tv, ϕ(σv ○v σ)).
(2) Suppose (T,σ)(Tv,σv)v is a G1-tree substitution as in Definition 9.2.14. Then
the underlying planar C-colored tree of the G2-tree substitution
(T, ϕσ)(Tv, ϕσv)v
is equal to the underlying planar C-colored tree of (T,σ)(Tv,σv)v. Furthermore,
the input equivariance of the G2-tree substitution is equal to ϕ applied to the
input equivariance of the G1-tree substitution.
(3) There is an induced functor
ϕ∗ ∶ G1TreeC // G2TreeC
that sends a G1-tree (T,σ) to the G2-tree (T, ϕσ).
PROOF. For the first assertion, to see that the ○v makes sense, observe that
Prof(Tv, ϕσv) = Prof(Tv)ϕσv
= Prof(Tv)σv
= Prof(Tv,σv)
= Prof(v),
since the underlying permutation of ϕσv agrees with that of σv by Lemma 8.1.2.
The underlying planar C-colored tree of (T, ϕσ) ○v (Tv, ϕσv) is equal to T′ ○v′ Tv,
which is the underlying planar C-colored tree of (T,σ) ○v (Tv,σv), because T′ in
Definition 9.2.8 remains unchanged if σv is replaced by ϕσv, since they have the
same underlying permutation. For the input equivariance, we have
(ϕσv) ○v (ϕσ) = (idk−v ⊕ (ϕσv)⟨k1v, . . . , knv⟩⊕ idk+v ) ⋅ (ϕσ)
= ϕ(σv ○v σ).
Herewe use the facts that ϕ is amorphism of one-colored planar operadsG1 // G2
and that level-wise it is a group homomorphism.
The second assertion follows from the first assertion because G-tree substitu-
tion is by definition an iteration of G-tree substitution at a single vertex.
For the third assertion, in the context of Definition 11.1.1, ϕ∗ sends the mor-
phism
(T,σ)(Tv,σv)v (Tv,σv)v // (T,σ)
in G1TreeC to the morphism
(T, ϕσ)(Tv, ϕσv)v (Tv,ϕσv)v // (T, ϕσ)
in G2TreeC. The domain of the second morphism is correct by assertion (2). The
assignment ϕ∗ preserves the identity morphism of a typical G
1-tree (T,σ) because
level-wise ϕ preserves the group unit. Similarly, by assertion (2), ϕ∗ sends the
composition [(Tv,σv)(Tuv ,σuv )u]v inG1TreeC as in Definition 11.1.1 to themorphism
[(Tv, ϕσv)(Tuv , ϕσuv )u]v,
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which is the composition of (Tv, ϕσv)v and (Tuv , ϕσuv )v,u in G2TreeC. 
EXAMPLE 11.1.5. The morphisms
P
ι // PR
ι // R
π // S
P
ι // PB
ι // B
π // S
P
ι // PCac
ι // Cac
π // S
of action operads in Example 8.2.8 induce the functors
PTreeC
ι∗ // PRTreeC
ι∗ // RTreeC
π∗ // STreeC
PTreeC
ι∗ // PBTreeC
ι∗ // BTreeC
π∗ // STreeC
PTreeC
ι∗ // PCacTreeC
ι∗ // CacTreeC
π∗ // STreeC
More explicitly:
● For a planar tree T, ι∗(T) is the (pure) ribbon/cactus tree (T, id∣in(T)∣)
whose input equivariance is the identity.● For a pure ribbon/braided/cactus tree (T,σ), the ribbon/braided/cactus
tree ι∗(T,σ) is (T,σ).● For a ribbon/braided/cactus tree (T,σ), the symmetric tree π∗(T,σ) is(T,π(σ)), where π(σ) ∈ S∣in(T)∣ is the underlying permutation of the
ribbon/braid/cactus σ. For example, the ribbon/braided/cactus corolla(Cor(c;d);σ) in Examples 9.2.6, 9.2.5, and 9.2.7 is sent to the permuted
corolla in Example 9.2.4. ◇
11.2. Vertex Decoration
Our Boardman-Vogt construction of a G-operad will be defined as a coend,
which involves two functors, the first of which is discussed in this section. Recall
the notion of a C-colored G-operad in M in Definition 4.2.6. We now define vertex
decoration of G-trees by a C-colored G-operad. The key observation here is that
vertex decoration defines a functor from the substitution category of G-trees to the
ambient symmetric monoidal categoryM.
DEFINITION 11.2.1. Suppose O ∈MProf(C)×C, and (T,σ) is a G-tree.
(1) For a vertex v ∈ T, define
O(v) = O(Prof(v)) ∈M
as the entry of O corresponding to the profile of v. We call this object the
O-decoration of v.
(2) Define the unordered tensor product
O(T) = O(T,σ) = ⊗
v∈Vt(T)
O(v) ∈M
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as the S∣Vt(T)∣-coinvariants
[∐
ρ
O(vρ(1))⊗⋯⊗O(vρ(∣Vt(T)∣))]
S∣Vt(T)∣
∈M
of the ordered tensor products⊗∣Vt(T)∣j=1 O(vρ(j)) indexed by all the vertex
orderings
{1, . . . , ∣Vt(T)∣} ρ
≅
// Vt(T)
of T. We call this object the O-decoration of T, or of (T,σ).
EXAMPLE 11.2.2. If T is the c-colored exceptional edge ↑c in Example 9.1.3,
then O(↑c) = 1 because ↑c has an empty set of vertices. ◇
EXAMPLE 11.2.3. If T is the (dc)-corolla in Example 9.1.4, then
O(Cor(c;d),σ) = O(dc).
◇
EXAMPLE 11.2.4. For the planar trees in Example 9.1.10, there are isomor-
phisms
O(Tu) ≅ O( ca,b, f)⊗O( f∅), O(Tv) ≅ 1, O(Tw) ≅ O( ec,g)⊗O(gd),
O(T) ≅ O( ec,d)⊗O( ca,b)⊗O(dd).
O(K) ≅ O( ec,d)⊗O( ca,b, f)⊗O( f∅)⊗O(gd). ◇
PROPOSITION 11.2.5. Suppose (O,γ) is a C-colored G-operad inM.
(1) For a G-tree substitution (T,σ)(Tv,σv)v∈Vt(T), there is an isomorphism
O((T,σ)(Tv,σv)) ≅ ⊗
v∈Vt(T)
O(Tv,σv).
(2) Each morphism
(Tv,σv) ∶ (T,σ)(Tv,σv) // (T,σ)
in the substitution category GTreeC as in Definition 11.1.1 yields a morphism
O((T,σ)(Tv,σv)) ≅ ⊗
v∈Vt(T)
O(Tv,σv)
⊗
v
γ(Tv,σv)
// ⊗
v∈Vt(T)
O(v) = O(T,σ)
such that, for each vertex v in T, the structure morphism
O(Tv,σv) = ⊗
u∈Vt(Tv)
O(u) γ(Tv,σv) // O(v) = O(Prof(Tv,σv)) ,
when restricted to the ordered tensor product⊗∣Vt(Tv)∣j=1 O(uρv(j)) for each vertex
ordering ρv of Tv, is the morphism λ(Tv,σv,ρv) in (9.3.7).
(3) O defines a functor
(11.2.6) O ∶ GTreeC // M
that sends
● each G-tree (T,σ) to the object O(T,σ) ∈M and
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● each morphism (Tv,σv) in GTreeC to the morphism⊗v γ(Tv,σv).
For (dc) ∈ Prof(C) × C, the restriction of this functor to the full subcategory
GTreeC(dc) is also denoted by O and is called the vertex decoration functor.
PROOF. First the first assertion, the isomorphism follows from the decompo-
sition
Vt((T,σ)(Tv,σv)) = ∐
v∈Vt(T)
Vt(Tv)
in Lemma 9.2.15.
For the second assertion, recall from Theorem 9.3.6 that GOpCM is the (Prof(C)×
C)-colored symmetric operad inMwhose category of algebras is precisely the cate-
gory of C-coloredG-operads inM. It is the image inM, under the strong symmetric
monoidal functor Set // M that sends a set X to∐X 1, of the (Prof(C)×C)-colored
symmetric operad GOpC in Definition 9.3.1. The morphism γ(Tv,σv) is well-defined
by the equivariance axiom (3.3.4) of O as a GOpCM-algebra and the definition of the
equivariant structure in GOpCM.
For the last assertion, O sends an identity morphism
(T,σ)(CorProf(v), id∣in(v)∣) = (T,σ) (CorProf(v),id∣in(v)∣) // (T,σ)
to the identity morphism of O(T,σ) because
γ(Cor(c;d),id∣c∣) = λ(Cor(c;d),id∣c∣,ρ)
is the identity morphism for each corolla Cor(c;d), which has a unique trivial vertex
ordering ρ, by the unity axiom (2.3.10) of O as a GOpCM-algebra and the definition
of the colored units in GOpCM.
Finally, a composition [(Tv,σv)(Tuv ,σuv )u]v in GTreeC as in Definition 11.1.1 is
sent by O to the morphism
⊗
v∈Vt(T)
γ[(Tv,σv)(Tuv ,σuv )u]v = ⊗
v∈Vt(T)
(γ(Tv,σv) ○ ⊗
u∈Vt(Tv)
γ(Tuv ,σuv ))
= ( ⊗
v∈Vt(T)
γ(Tv,σv)) ○ ( ⊗
v∈Vt(T)
⊗
u∈Vt(Tv)
γ(Tuv ,σuv )).
The first equality above holds by the associativity axiom (2.3.9) of O as a GOpCM-
algebra and the definition of the operadic composition in GOpCM. The last mor-
phism above is the composition of the images underO of themorphisms (Tuv ,σuv )v,u
and (Tv,σv)v. Therefore, O preserves categorical composition. 
The previous proof leads to another useful description of G-operads that we
will use below to define the G-Boardman-Vogt construction of G-operads.
COROLLARY 11.2.7. Each C-colored G-operad in M is equivalent to an object O ∈
MProf(C)×C equipped with a structure morphism
O(T,σ) γ(T,σ) // O(Prof(T,σ)) ∈M
for each G-tree (T,σ) that satisfies the following two axioms.
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Unity: γ(Cor(c;d),id∣c∣) is the identity morphism of O
(dc) for each (dc) ∈ Prof(C)×C, where
Cor(c;d) is the (dc)-corolla in Example 9.1.4.
Associativity: For each G-tree substitution (T,σ)(Tv,σv), the diagram
⊗
v∈Vt(T)
O(Tv,σv)
⊗
v
γ(Tv,σv)
// ⊗
v∈Vt(T)
O(v) = O(T,σ)
γ(T,σ)

O((T,σ)(Tv,σv))
≅
OO
γ(T,σ)(Tv,σv)
// O(Prof(T,σ))
inM is commutative.
Each morphism
ϕ ∶ (O,γO) // (Q,γQ)
of C-colored G-operads inM is equivalent to a morphism ϕ ∶ O // Q inMProf(C)×C such
that the diagram
O(T,σ)
γO(T,σ)

⊗
v∈Vt(T)
ϕ
// Q(T,σ)
γQ
(T,σ)

O(Prof(T,σ)) ϕ // Q(Prof(T,σ))
is commutative for each G-tree (T,σ).
PROOF. This is a consequence of Theorem 9.3.6 that describes C-colored G-
operads in M as algebras over the (Prof(C)×C)-colored symmetric operad GOpCM.
As in Proposition 11.2.5(2), the structure morphism γ(T,σ) is defined by the re-
quirement that, when restricted to the ordered tensor product⊗∣Vt(T)∣j=1 O(vρ(j)) for
each vertex ordering ρ of T, it is the structure morphism λ(T,σ,ρ) in (9.3.7). As ρ
runs through all the vertex orderings of T, this uniquely determines γ(T,σ) by the
equivariance axiom (3.3.4) of O as a GOpCM-algebra. The above unity and associa-
tivity axioms are exactly those of O as a GOpCM-algebra in Definition 2.3.7. 
EXAMPLE 11.2.8. Consider the braided tree (T,σ) in Example 9.2.5. For each
braided operad (O,γ) inM, the structure morphism γ(T,σ) takes the form
O(T,σ) ≅ O( ec,d)⊗O( ca,b)⊗O(dd) γ(T,σ) // O( eb,a,d) = O(Prof(T,σ)) .
As in Example 11.2.9, this morphism factors as the composite
O(T,σ) ≅ O( ec,d)⊗O( ca,b)⊗O(dd) γ(T,σ) //
γ(T,id∣in(T)∣)

O( eb,a,d) = O(Prof(T,σ))
O(CorProf(T),σ) O( ea,b,d)
σ
OO
in which the right vertical morphism is the braided equivariant structure mor-
phism of O corresponding to the braid σ ∈ B3. ◇
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EXAMPLE 11.2.9. Recall from Lemma 9.2.13 the corolla decomposition
(T,σ) = (CorProf(T),σ) ○v (T, id∣in(T)∣)
for each G-tree (T,σ). Suppose (O,γ) is a C-colored G-operad in M. By associa-
tivity there is a corresponding decomposition of the structure morphism γ(T,σ) as
the composite
O(T,σ) γ(T,σ) // O(Prof(T,σ)) = O(Prof(T)σ)
O(T, id∣in(T)∣)
γ(T,id∣in(T)∣)
// O(Prof(T)) = O(CorProf(T),σ).
σ= γ(CorProf(T) ,σ)
OO
Here the right vertical morphism is the G-equivariant structure morphism of O
corresponding to the element σ ∈ G. ◇
EXAMPLE 11.2.10. Suppose ϕ ∶ G1 // G2 is a morphism of action operads,
and (O,γO) is a C-colored G1-operad in M. Recall the left adjoint
ϕ! ∶ G1OpC(M) // G2OpC(M)
in Theorem 8.1.16, which is defined in (8.1.6). Suppose (T,σ) ∈ G2TreeC(dc). To
describe the structure morphism γ(T,σ) for the G
2-operad ϕ!O, we first compute its
domain as follows.
(ϕ!O)(T,σ) = ⊗
v∈Vt(T)
(ϕ!O)(v)
= ⊗
v∈Vt(T)
∫ a
v∈G1
C ∐
σv∈G2C(in(v);a
v)
O(σvv)
≅ ∫
{av}∈ ∏
v∈Vt(T)
G1
C ⊗
v∈Vt(T)
( ∐
σv∈G2
C
(in(v);av)
O(σvv))
≅ ∫
{av}∈ ∏
v∈Vt(T)
G1
C ∐
{σv}∈ ∏
v∈Vt(T)
G2
C
(in(v);av)
( ⊗
v∈Vt(T)
O(σvv))
(11.2.11)
In the above computation, for each v ∈ Vt(T), σv ∈ S∣in(v)∣ is the underlying permu-
tation of σv, and σvin(v) = av. We used the abbreviation
O(σvv) = O(σvProf(v)) = O(out(v)σvin(v)).
Define the G2-tree substitution
(T′, τ) def== (T,σ)(Corσvv,σv) ∈ G2TreeC(dc),
where Corσvv is the (out(v)σvin(v))-corolla in Example 9.1.4. Note that
(T′, id∣c∣) ∈ G1TreeC( dτc),
since T′ is a C-colored planar tree such that
Prof(T′)τ = Prof(T,σ) = (dc).
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More explicitly, T′ is obtained from T by changing the ordering
ℓv ∶ {1, . . . , ∣in(v)∣} ≅ // in(v)
at each vertex v to ℓvσv
−1. The structure morphism γ(T,σ) for ϕ!O is determined by
the commutative diagram
(ϕ!O)(T,σ) γ(T,σ) // ϕ!O(dc) = ∫ a∈G
1
C ∐
G2
C
(c;a)
O(da)
⊗
v∈Vt(T)
O(σvv)
{av},{σv} natural
OO
∐
G2
C
(c;τc)
O( dτc)
τc natural
OO
O(T′, id∣c∣)
γO
(T′,id∣c∣)
// O( dτc)
τ summand
OO
for {av} ∈∏vG1C and {σv} ∈∏vG2C(in(v), av). ◇
11.3. Internal Edge Decoration
In this section, we discuss the second functor that we need to define our G-
Boardman-Vogt construction of a G-operad. The key observation here is that,
when the ambient symmetric monoidal category (M,⊗,1) is equipped with a suit-
able notion of an interval, internal edge decoration of G-trees by this interval de-
fines a contravariant functor from the substitution category of G-trees to the ambi-
ent categoryM.
The following concept is due to Berger and Moerdijk [BM06].
DEFINITION 11.3.1. A segment inM is a tuple (J,µ, 0, 1, ǫ) in which:
● (J,µ, 0) is a monoid in M.
● 1 ∶ 1 // J is an absorbing element.
● ǫ ∶ J // 1 is a counit.
A commutative segment is a segment whose multiplication µ is commutative.
REMARK 11.3.2. In a segment, J is a monoid with unit 0 ∶ 1 // J and multipli-
cation µ ∶ J ⊗ J // J, which is commutative if the segment is commutative. That
1 ∶ 1 // J is an absorbing element means that the diagram
1⊗ J
(Id,ǫ)

(1,Id)
// J ⊗ J
µ

J ⊗1(Id,1)oo
(ǫ,Id)

1⊗1 ≅ // 1 1 // J 11oo 1⊗1≅oo
is commutative. The counity of ǫmeans the diagrams
J ⊗ J
µ

(ǫ,ǫ)
//
1⊗1
≅

J
ǫ //
1
1
1

0 //
❆❆
❆❆
❆❆
❆❆
J
ǫ

J
ǫ //
1
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are commutative. A commutative segment provides a concept of homotopy from
the 0-end 0 ∶ 1 // J to the 1-end 1 ∶ 1 // J. ◇
EXAMPLE 11.3.3. The trivial commutative segment is the monoidal unit 1 with
0, 1, ǫ = Id
1
and µ ∶ 1⊗1 ≅ 1 the canonical isomorphism. ◇
EXAMPLE 11.3.4. Here are some examples of non-trivial commutative seg-
ments.
(1) In the category CHau of compactly generated weak Hausdorff spaces, the
unit interval [0, 1] equipped with the multiplication
µ(a, b) =max{a, b}
is a commutative segment.
(2) In the category SSet of simplicial sets, the simplicial interval ∆1 = ∆(−, [1])
is a commutative segment with the multiplication induced by the maxi-
mum operation.
(3) In the category Chain
K
of chain complexes over a fieldK of characteristic
0, the normalized chain complex J = N∆1 of ∆1 is a commutative segment
whose structure is uniquely determined by that on the simplicial interval
∆
1 and the monoidal structure of the normalized chain functor [Wei97]
(8.3.6 page 265).
(4) In the category Cat of small categories, the groupoid
J = { 0 oo ≅ // 1 }
with two objects {0, 1} and a unique isomorphism from 0 to 1 is a com-
mutative segment with the multiplication induced by the maximum op-
eration. ◇
For a tree T, recall that Int(T) denotes its set of internal edges, so ∣Int(T)∣ is
the number of internal edges in T. Also recall the C-colored exceptional edge ↑c in
Example 9.1.3.
DEFINITION 11.3.5. Suppose (J,µ, 0, 1, ǫ) is a commutative segment inM, and
(T,σ) is a G-tree.
(1) Define the object
J(T) = J(T,σ) = ⊗
e∈Int(T)
J = J⊗∣Int(T)∣ ∈M.
(2) Suppose v is a vertex in T, and (Tv,σv) is a G-tree with Prof(Tv,σv) =
Prof(v). Define the morphism
ιv ∶ J(T,σ) // J((T,σ) ○v (Tv,σv)) ∈M
as induced by:
● a copy of 0 ∶ 1 // J for each internal edge in Tv (if one exists);
● the multiplication µ ∶ J ⊗ J // J if Tv = ↑c and if v is the initial vertex
of an internal edge and also the terminal vertex of another internal
edge;
● the counit ǫ ∶ J // 1 if Tv = ↑c, if T is not the (cc)-corolla, and if v is
either the initial vertex of the root of T or the terminal vertex of an
input of T;
● the identity morphism of 1 if Tv = ↑c and if T is the (cc)-corolla.
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The following is immediate from the axioms of a commutative segment.
LEMMA 11.3.6. For each (dc) ∈ Prof(C)×C, Definition 11.3.5 defines a functor
J ∶ GTreeC(dc)op // M
that sends
● each G-tree (T,σ) to J(T,σ) and
● each morphism
(Tv,σv) ∶ (T,σ)(Tv,σv) // (T,σ) ∈ GTreeC(dc)
to the composite of the ιv’s as v runs through Vt(T).
This is called the internal edge decoration functor.
Fix a commutative segment (J,µ, 0, 1, ǫ) in M. The following observation will
be needed to define the G-operad structure on the G-Boardman-Vogt construction
of a G-operad. We now use the morphism 1 ∶ 1 // J of the commutative segment.
LEMMA 11.3.7. Suppose (T,σ)(Tv,σv) is a G-tree substitution, and I is its set of
internal edges that are not in any of the Tv’s. Then there is a morphism
⊗
v∈Vt(T)
J(Tv,σv) π // J((T,σ)(Tv,σv))
of the form (⊗I 1)⊗ Id⊗⊔v∈Vt(T)Int(Tv) J up to isomorphism.
PROOF. Each internal edge in each Tv becomes a unique internal edge in the
G-tree substitution (T,σ)(Tv,σv). There is a decomposition
Int((T,σ)(Tv,σv)) = I ⊔ ∐
v∈Vt(T)
Int(Tv).
The morphism π is the composite
⊗
v∈Vt(T)
J(Tv,σv) π //
≅

J((T,σ)(Tv,σv))
(⊗
I
1
)⊗ ( ⊗
∐
v∈Vt(T)
Int(Tv)
J) (⊗I 1,Id) // ⊗
Int((T,σ)(Tv,σv))
J
in which 1 ∶ 1 // J is part of the commutative segment. 
INTERPRETATION 11.3.8. The morphism π in Lemma 11.3.7 assigns length 1
to each new internal edge in the G-tree substitution that is not in any of the Tv’s. ◇
EXAMPLE 11.3.9. Consider the morphism
(Tu,Tv,Tw) ∶ K = T(Tu,Tv,Tw) // T ∈ PTreeC
in Example 9.1.10. Counting the number of internal edges, we have
J(T) ≅ Jc ⊗ Jd, J(K) ≅ Jc ⊗ J f ⊗ Jg,
J(Tu) = J f , J(Tv) = 1, and J(Tw) = Jg,
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in which we use Jc to denote a copy of the segment J corresponding to a c-colored
internal edge. The morphism J(T) // J(K) is the composite in the following dia-
gram.
J(T) ≅ Jc ⊗ Jd
≅

// Jc ⊗ J f ⊗ Jg ≅ J(K)
Jc ⊗1⊗1⊗ Jd (Id,0,0,ǫ) // Jc ⊗ J f ⊗ Jg ⊗1
≅
OO
Each of Tu and Tw has one internal edge. This accounts for the morphisms
0 ∶ 1 // J f and 0 ∶ 1 // Jg.
The exceptional edge Tv = ↑d accounts for the counit ǫ ∶ Jd // 1.
Since K = T(Tu,Tv,Tw), the morphism π in Lemma 11.3.7 is
J(Tu)⊗ J(Tv)⊗ J(Tw) ≅ 1⊗ J f ⊗ Jg (1,Id) // Jc ⊗ J f ⊗ Jg ≅ J(K)
with 1 ∶ 1 // Jc corresponding to the c-colored internal edge in K. ◇
11.4. Boardman-Vogt Construction
Fix a commutative segment (J,µ, 0, 1, ǫ) in (M,⊗,1) for the rest of this chapter.
In this section, we define the G-Boardman-Vogt construction of G-operads for an
action operad G. Intuitively, the G-Boardman-Vogt construction of a G-operad O
involves (i) the decoration of vertices of G-trees by elements in O and (ii) the dec-
oration of internal edges of G-trees by a commutative segment. The substitution
category GTreeC(dc) is used to parametrize the relations among these decorated G-
trees. We first define the entries of the G-Boardman-Vogt construction and then
define its G-operad structure.
DEFINITION 11.4.1. Suppose O is a C-colored G-operad in M for an action op-
erad G, and (dc) ∈ Prof(C)×C. Define the coend
(11.4.2) WGO(dc) = ∫
(T,σ)∈GTreeC(dc)
J(T,σ)⊗O(T,σ) ∈M,
in which:
● GTreeC(dc) is the substitution category of G-trees with profiles (dc) in Defi-
nition 11.1.1.● J ∶ GTreeC(dc)op // M is the internal edge decoration functor in Lemma
11.3.6.● O ∶ GTreeC(dc) // M is the vertex decoration functor in (11.2.6).
For each G-tree (T,σ), we denote by
J(T,σ)⊗O(T,σ) η(T,σ) // WGO(dc) ∈M
the natural morphism.
NOTATION 11.4.3. To simplify the notation:
(1) The natural morphism η(T,σ) is sometimes abbreviated to η when its do-
main is clear.
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(2) The image of each morphism
(T,σ)(Tv,σv)
(Tv,σv)
// (T,σ) ∈ GTreeC(dc)
under the internal edge decoration functor J is denoted by
J(T,σ) J // J((T,σ)(Tv,σv)) ∈M .
So we use the name of the functor to denote its action on a typical mor-
phism.
(3) If f ∶ A // B is a morphism and if IdY is the identity morphism of an
object Y in the same category, then we sometimes abbreviate both mor-
phisms
A⊗Y f⊗IdY // B⊗Y and Y ⊗ A IdY⊗ f // Y ⊗ B
to f . ◇
The following characterization of WGO(dc) is simply the definition of a coend
as a universal wedge, as recalled in Section 1.2.1.
LEMMA 11.4.4. For each C-colored G-operad (O,γ) inM, the objectWGO(dc) is char-
acterized by the following universal property: Suppose X ∈M is an object, and
f(T,σ) ∶ J(T,σ)⊗O(T,σ) // X ∈M
is a morphism for each G-tree (T,σ) ∈ GTreeC(dc) such that the solid-arrow diagram
J(T,σ)⊗O((T,σ)(Tv,σv))
⊗
v
γ(Tv,σv)
//
J

J(T,σ)⊗O(T,σ)
η(T,σ)


f(T,σ)

J((T,σ)(Tv,σv))⊗O((T,σ)(Tv,σv)) η(T,σ)(Tv,σv) //
 f(T,σ)(Tv,σv) //
WGO(dc)
f
''
X
is commutative for each morphism
(Tv,σv) ∶ (T,σ)(Tv,σv) // (T,σ)
in GTreeC(dc). Then there exists a unique morphism
f ∶WGO(dc) // X ∈M
that makes the diagram commutative.
Next we define the C-colored G-operad structure on the objects WGO(dc) as
(dc) runs though Prof(C) × C. We will use Corollary 11.2.7, which characterizes
C-colored G-operads in M in terms of structure morphisms γ(T,σ) as (T,σ) runs
through all the G-trees.
NOTATION 11.4.5. For a vertex v in a G-tree, we will abbreviate the substitu-
tion category GTreeC(Prof(v)) of G-trees with profile Prof(v) to GTreeC(v). ◇
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DEFINITION 11.4.6. Suppose (O,γ,1) is a C-colored G-operad in M. For each
G-tree (T,σ)with profile (dc), define the morphism γ(T,σ) via the commutative dia-
gram
⊗
v∈Vt(T)
WGO(v) =WGO(T,σ) γ(T,σ) // WGO(dc)
⊗
v∈Vt(T)
∫
(Tv,σv)∈GTree
C(v)
J(Tv,σv)⊗O(Tv,σv)
∫
{(Tv,σv)}∈∏
v
GTreeC(v)[⊗
v
J(Tv,σv)]⊗ [⊗
v
O(Tv,σv)]
≅
OO
[⊗
v
J(Tv,σv)]⊗ [⊗
v
O(Tv,σv)]
{η(Tv,σv)}v
OO
(π,≅)
// J(K)⊗O(K)
ηK
OO
for {(Tv,σv)} ∈∏v GTreeC(v), where
K = (T,σ)(Tv,σv) ∈ GTreeC(dc)
is the G-tree substitution. In the bottom horizontal morphism, π is the morphism
in Lemma 11.3.7, and the isomorphism is from Proposition 11.2.5(1).
GEOMETRIC INTERPRETATION 11.4.7. Each entryWGO(dc) is a coend constructed
from the vertex decoration functor
O ∶ GTreeC(dc) // M
and the internal edge decoration functor
J ∶ GTreeC(dc)op // M.
Each node
J(T,σ)⊗O(T,σ)
in it should be thought of as the G-tree (T,σ) in which:
● Each internal edge is decorated by the commutative segment J, i.e., as-
signed a length set-theoretically.● Each vertex v is decorated by the entry O(v), or set-theoretically an ele-
ment in O(v).
The coend that definesWGO(dc) is the categorical way of first taking the coproduct
sum of these decorated G-trees and then taking a quotient using the G-operad
structure of O and the commutative segment structure of J.
In Definition 11.4.6, the structure morphism γ(T,σ) forW
GO says that, given a
decorated G-tree (Tv,σv) for each vertex v in a G-tree (T,σ), we G-tree substitute
them into (T,σ). All the vertices in the G-tree substitution are from the Tv’s, so
the vertex decoration is already determined. This corresponds to the bottom hor-
izontal isomorphism in the big diagram in Definition 11.4.6. Internal edges in the
G-tree substitution that are not already decorated (i.e., not in any of the Tv’s) are
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given length 1. This corresponds to the bottom horizontal morphism π in the big
diagram. ◇
PROPOSITION 11.4.8. In the context of Definition 11.4.6, WGO is a C-colored G-
operad inM.
PROOF. We need to verify the unity and associativity axioms of a C-colored G-
operads in Corollary 11.2.7. If (T,σ) = (Cor(c;d), id∣c∣), then it has a unique vertex,
and
K = (Cor(c;d), id∣c∣)(Tv,σv) = (Tv,σv)
provided Prof(Tv,σv) = (dc). In this case, the morphism π is the identity morphism,
and so is γ(Cor(c;d),id∣c∣).
For the associativity axiom in Corollary 11.2.7, suppose (T,σ)(Tv,σv) is a G-
tree substitution, and (Tuv ,σuv ) is a G-tree with Prof(Tuv ,σuv ) = Prof(u) for each ver-
tex u in each Tv with v ∈ Vt(T). It suffices to show that the diagram
[⊗
v,u
J(Tuv ,σuv )]
π //
⊗
v
π
// [⊗
v
J((Tv,σv)(Tuv ,σuv ))]
π

J((T,σ)(Tv,σv)(Tuv ,σuv ))
is commutative. The commutativity of this diagram is immediate from the defini-
tion of π in Lemma 11.3.7 and the fact that 1 ∶ 1 // J is an absorbing element, as
explained in Remark 11.3.2. 
DEFINITION 11.4.9. TheC-coloredG-operadWGO in Proposition 11.4.8 is called
the G-Boardman-Vogt construction, or theWG-construction, of O.
EXAMPLE 11.4.10 (Units and Equivariance). In the C-colored G-operad WGO,
for each c ∈ C, the c-colored unit is the composite
1
≅

1c =γ(↑c ,id1) // WGO(cc)
1⊗1 J(↑c, id1)⊗O(↑c, id1)
η(↑c,id1)
OO
in which ↑c is the c-colored exceptional edge in Example 9.1.3. The C-colored G-
sequence structure onWGO is given as follows. For (dc) ∈ Prof(C)×C and σ ∈ G(∣c∣),
the G-sequence structure is determined by the commutative diagram
WGO(dc)
σ=γ(Cor(c;d),σ)
// WGO( dcσ)
J(T, τ)⊗O(T, τ)
η(T,τ)
OO
J(T, τσ)⊗O(τσ)
η(T,τσ)
OO
for G-trees (T, τ). In particular, these are not induced by the colored units and the
G-sequence structure of O. ◇
Recall the action operads in Example 8.2.8.
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DEFINITION 11.4.11. For the action operad G = P (resp., S, R, PR, B, PB, Cac, or
PCac), the G-Boardman-Vogt constructionWGO of aG-operadO is called the planar
(resp., symmetric, ribbon, pure ribbon, braided, pure braided, cactus, or pure cactus)
Boardman-Vogt construction of O.
EXAMPLE 11.4.12 (Symmetric and Planar Boardman-Vogt Constructions). For
the symmetric group operad S, our symmetric Boardman-Vogt construction WSO
for a C-colored symmetric operad O is isomorphic to the one given by Berger and
Moerdijk [BM06, BM07]. The difference is that ours is given in one step as a coend
indexed by a combinatorially defined substitution category. On the other hand,
the Boardman-Vogt construction defined by Berger andMoerdijk is an inductively
defined sequential colimit with each map a pushout that depends on the previous
inductive stage. For the proof of the identification of our definition and the one
by Berger and Moerdijk, we refer the reader to Section 6.6 in [Yau∞]. Berger and
Moerdijk also mentioned a planar version of their Boardman-Vogt construction in
Remark 4.4(a) in [BM06]. This is isomorphic to our planar Boardman-Vogt con-
struction. ◇
EXAMPLE 11.4.13 (Topological Boardman-Vogt Construction). Over the ambi-
ent category CHau of compactly generated weak Hausdorff spaces with the com-
mutative segment given by the unit interval [0, 1], we can write the topological
coendWGO(dc) as a quotient
WGO(dc) = [ ∐
(T,σ)∈GTreeC(dc)
( ∏
Int(T)
[0, 1] × ∏
v∈Vt(T)
O(v))]/∼
of a coproduct. So each point in the spaceWGO(dc) is represented by a pair
({te}e∈Int(T),{ov}v∈Vt(T)) ∈ ∏
Int(T)
[0, 1] × ∏
v∈Vt(T)
O(v)
for a G-tree (T,σ) ∈ GTreeC(dc). We say the G-tree (T,σ) is decorated, with each
internal edge e decorated by the length te ∈ [0, 1] and each vertex v decorated by
the element ov ∈ O(v).
Suppose G is the symmetric group operad S, and O is a C-colored symmetric
operad in CHau. Then this quotient of a coproduct agrees with the original defini-
tion of the Boardman-Vogt construction in Chapter III.1 in [BV72] and in Defini-
tion 2.6 in [Vog03]. Furthermore, the symmetric operad structure also agrees with
the one in Definition 11.4.6. ◇
11.5. Augmentation
The purpose of this section is to observe that the G-Boardman-Vogt construc-
tion is equipped with a natural augmentation, which can be used to compare with
the original G-operad. As before (J,µ, 0, 1, ǫ) is a fixed commutative segment in
the ambient symmetric monoidal category (M,⊗,1). We will use the description
of C-colored G-operads in Corollary 11.2.7.
THEOREM 11.5.1. Suppose G is an action operad. Then the following statements
hold.
(1) WG ∶ GOpC(M) // GOpC(M) is a functor.
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(2) For each C-colored G-operad O inM, there is a morphism
α ∶WGO // O
of C-colored G-operads, called the augmentation, that is entrywise determined
by the commutative diagram
WGO(dc) α // O(dc)
O(T,σ)
γ(T,σ)
OO
J(T,σ)⊗O(T,σ)
η(T,σ)
OO
ǫ⊗∣Int(T)∣ //
1
⊗∣Int(T)∣ ⊗O(T,σ)
≅
OO
for (dc) ∈ Prof(C) ×C and (T,σ) ∈ GTreeC(dc).
(3) α ∶WG // Id is a natural transformation of endofunctors on GOpC(M).
PROOF. For the first assertion, given a morphism ϕ ∶ O // Q of C-colored
G-operads inM, the morphism
WGϕ ∶WGO // WGQ
is defined entrywise by the commutative diagram
WGO(dc) W
Gϕ
// WGQ(dc)
J(T,σ)⊗O(T,σ)
η(T,σ)
OO
⊗
v∈Vt(T)
ϕ
// J(T,σ)⊗Q(T,σ)
η(T,σ)
OO
for (dc) ∈ Prof(C) × C and (T,σ) ∈ GTreeC(dc). That WGϕ is entrywise well-defined
follows from (i) the coend definitions ofWGO(dc) andWGQ(dc) and (ii) the compati-
bility of ϕ with the structure morphisms γ in O and Q.
To see thatWGϕ is a morphism of C-colored G-operads, we need to show that,
in the context of Definition 11.4.6, the diagram
[⊗
v
J(Tv,σv)]⊗ [⊗
v
O(Tv,σv)]
(π,≅)

⊗
v
⊗
u∈Vt(Tv)
ϕ
// [⊗
v
J(Tv,σv)]⊗ [⊗
v
Q(Tv,σv)]
(π,≅)

J(K)⊗O(K)
⊗
u∈Vt(K)
ϕ
// J(K)⊗Q(K)
is commutative. This diagram is commutative by construction and Lemma 9.2.15(3).
The functoriality of the construction WG is immediate from the definition ofWGϕ.
For the second assertion, to see that α is entrywise well-defined, we use the
characterization ofWGO(dc) in Lemma 11.4.4. We need to show that, for each G-tree
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substitution K = (T,σ)(Tv,σv) in GTreeC(dc), the diagram
J(T,σ)⊗O((T,σ)(Tv,σv))
⊗
v
γ(Tv,σv)
//
J

J(T,σ)⊗O(T,σ)
(≅)ǫ∣Int(T)∣

J((T,σ)(Tv,σv))⊗O((T,σ)(Tv,σv))
(≅)ǫ∣Int(K)∣

O(T,σ)
γ(T,σ)

O((T,σ)(Tv,σv)) γ(T,σ)(Tv,σv) // O(dc)
is commutative. The commutativity of this diagram follows from (i) the associa-
tivity of the structure morphism γ in O in Corollary 11.2.7 and (ii) the fact that ǫ is
the counit of the commutative segment. Similarly, the compatibility of α with the
G-operad structure morphisms γ in WGO and O boils down to the diagram
[⊗
v
J(Tv,σv)]⊗ [⊗
v
O(Tv,σv)]
(≅)(⊗ǫ)π

(⊗
v
γ(Tv,σv))(≅)(⊗ǫ)
// ⊗
v
O(v) = O(T,σ)
γ(T,σ)

O(K) γK // O(dc)
that is commutative for the same reasons.
For the last assertion, suppose given a morphism ϕ ∶ O // Q of C-colored
G-operads inM. The commutativity of the diagram
WGO
αO

WGϕ
// WGQ
αQ

O
ϕ
// Q
of C-colored G-operads boils down to the diagram
J(T,σ)⊗O(T,σ) ⊗v ϕ //
γ(T,σ)(≅)(⊗ǫ)

J(T,σ)⊗Q(T,σ)
γ(T,σ)(≅)(⊗ǫ)

O(dc) ϕ // Q(dc)
for (dc) ∈ Prof(C) × C and (T,σ) ∈ GTreeC(dc). The commutativity of this diagram
follows from the compatibility of ϕwith the structure morphisms γ in O and Q, as
in Corollary 11.2.7. 
INTERPRETATION 11.5.2. The augmentation α ∶ WGO // O goes from the G-
Boardman-Vogt construction to the given G-operad. Intuitively, the augmentation
consists of (i) forgetting the length of each internal edge via the counit ǫ and (ii)
composing in the G-operad O. There is also an entrywise morphism that goes in
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the other direction, from a G-operad to its G-Boardman-Vogt construction. Set-
theoretically, this morphism sends an element in O to the corolla decorated by this
element together with the identity input equivariance. ◇
PROPOSITION 11.5.3. Suppose O is a C-colored G-operad O inM.
(1) There is a natural morphism
ξ ∶ O // WGO ∈MProf(C)×C,
called the standard section, that is entrywise defined as the composite
O(dc) ≅ // J(Cor(c;d), id∣c∣)⊗O(Cor(c;d), id∣c∣) η // WGO(dc)
EDGF
ξ
for (dc) ∈ Prof(C)×C, where Cor(c;d) is the (dc)-corolla in Example 9.1.4.
(2) There is an equality
α ○ ξ = Id ∶ O // O ∈MProf(C)×C.
(3) When M is the category CHau of compactly generated weak Hausdorff spaces,
the augmentation α ∶ WGO // O is an entrywise homotopy equivalence with
the standard section ξ as its homotopy inverse.
PROOF. The first assertion is immediate from the definition. The equality
in the second assertion holds because (i) a corolla has no internal edges and (ii)
γ(Cor(c;d),id∣c∣) is the identity morphism on O
(dc) by the unity axiom of a C-colored G-
operad in Corollary 11.2.7. For the last assertion, we use the notation in Example
11.4.13. An entrywise homotopy
H = {Hp}0≤p≤1 ∶ ξ ○ α ≃ Id ∶WGO(dc) // WGO(dc)
is given by
Hp({te}e∈Int(T),{ov}v∈Vt(T)) = ({min{p, te}}e∈Int(T),{ov}v∈Vt(T)).
Intuitively, the map Hp replaces each internal edge length te ∈ [0, 1] for e ∈ Int(T)
in a representing decorated tree by the minimum of p and te. 
REMARK 11.5.4. The standard section ξ ∈ MProf(C)×C is not a morphism of
G-operads in general. In other words, ξ is not in general compatible with the
structure morphisms γ in O andWGO. One can see this by writing out the details
of the diagram
O(T,σ)
γ(T,σ)

⊗
v∈Vt(T)
ξ
// WGO(T,σ)
γ(T,σ)

O(dc) ξ // WGO(dc)
for (T,σ) ∈ GTreeC(dc) and checking that it cannot be commutative in general as
soon as T has a non-empty set of internal edges. ◇
186 11. BOARDMAN-VOGT CONSTRUCTION FOR GROUP OPERADS
REMARK 11.5.5. When G is the symmetric group operad S, Proposition 11.5.3
is from [BV72, Vog03]. For symmetric operads in a nice enough monoidal model
category, the augmentation α ∶WGO // O is an entrywise weak equivalence. This
is proved in [BM06], although they used an inductive definition of the symmetric
Boardman-Vogt construction. Using our one-step coend definition of the symmet-
ric Boardman-Vogt construction, this is proved in Section 6.6 in [Yau∞]. A similar
argument, with the substitution category GTreeC(dc) replacing the symmetric sub-
stitution category STreeC(dc), shows that the augmentation is an entrywise weak
equivalence for a G-operad in a nice enough monoidal model category. Since we
will not use this result in this work, we refer the reader to Section 6.6 in [Yau∞]
for details. ◇
11.6. Change of Action Operads
Recall from Definition 8.1.1 that a morphism of action operads is level-wise
a group homomorphism and is a morphism of one-colored planar operads in Set
that is compatible with the augmentation over the symmetric group operad. In
this section, we observe that the G-Boardman-Vogt construction is well-behaved
with respect to the change-of-category functor associated to a morphism of ac-
tion operads. As before, a commutative segment (J,µ, 0, 1, ǫ) in (M,⊗,1) has been
fixed, with respect to which the G-Boardman-Vogt construction is defined.
THEOREM 11.6.1. Suppose ϕ ∶ (G1,ω1) // (G2,ω2) is a morphism of action oper-
ads. Then the diagram
G1OpC(M)
WG
1

ϕ!
// G2OpC(M)
WG
2

G1OpC(M) ϕ! // G2OpC(M)
is commutative up to a natural isomorphism, in which ϕ! is the left adjoint in Theorem
8.1.16.
To improve readability, we break the proof of Theorem 11.6.1 into several
steps. First we compute each of the two composites.
LEMMA 11.6.2. Suppose (O,γ) ∈ G1OpC(M) and (dc) ∈ Prof(C) ×C.
(1) There is an equality
ϕ!W
G1O(dc) = ∫
a∈G1
C ∐
ζ∈G2
C
(c;a)
∫
(U,χ)∈G1TreeC(da)
J(U,χ)⊗O(U,χ).
(2) There is a natural isomorphism
WG
2
ϕ!O(dc) ≅ ∫
(T,σ)∈G2TreeC(dc)
∫
{av}∈ ∏
v∈Vt(T)
G1
C ∐
{σv}∈ ∏
v∈Vt(T)
G2
C
(in(v);av)
J(T′, τ)⊗O(T′, τ),
where (T′, τ) is the G2-tree substitution
(T′, τ) = (T,σ)(Corσvv,σv) ∈ G2TreeC(dc)
as in Example 11.2.10.
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PROOF. For the first assertion, by the definition (8.1.6) of ϕ!, we have
ϕ!W
G1O(dc) = ∫
a∈G1
C ∐
G2
C
(c;a)
WG
1
O(da).
Nowwe substitute in the coend definition (11.4.2) ofWG
1
O(da) to obtain the desired
expression.
For the second assertion, we start with the coend definition (11.4.2) of the G2-
Boardman-Vogt construction WG
2
ϕ!O(dc). We have the following natural isomor-
phisms, the first of which is (11.2.11):
WG
2
ϕ!O(dc)
= ∫
(T,σ)∈G2TreeC(dc)
J(T,σ)⊗ (ϕ!O)(T,σ)
≅ ∫
(T,σ)∈G2TreeC(dc)
J(T,σ)⊗ [∫
{av}∈ ∏
v∈Vt(T)
G1
C ∐
{σv}∈ ∏
v∈Vt(T)
G2
C
(in(v);av)
( ⊗
v∈Vt(T)
O(σvv))]
≅ ∫ (T,σ)∈G
2TreeC(dc)∫
{av}∈ ∏
v∈Vt(T)
G1
C
J(T,σ)⊗ [∐
{σv}
( ⊗
v∈Vt(T)
O(σvv))]
≅ ∫ (T,σ)∈G
2TreeC(dc)∫
{av}∈ ∏
v∈Vt(T)
G1
C ∐
{σv}
J(T′, τ)⊗O(T′, τ).
In the last isomorphism, we use the fact that T′ is obtained from T by changing the
ordering ℓv of in(v) for each v ∈ Vt(T) to ℓvσv−1. In particular, the sets of internal
edges in T and T′ are equal, so J(T,σ) = J(T′, τ). 
Using Lemma 11.6.2, we now define maps between ϕ!W
G1O andWG
2
ϕ!O that
will be shown to be mutual inverses.
LEMMA 11.6.3. Suppose (O,γ) ∈ G1OpC(M). There is a morphism
ϕ!W
G1O
θ // WG
2
ϕ!O ∈ G2OpC(M)
determined entrywise by the commutative diagram
ϕ!W
G1O(dc) θ // WG2ϕ!O(dc)
J(U,χ)⊗O(U,χ)
a, ζ natural
OO
J(U, ϕ(χ)ζ)⊗O(U, ϕ(χ)ζ)
{id∣in(v)∣} natural
OO
for
● (dc) ∈ Prof(C)×C, a ∈ G1C, ζ ∈ G2C(c; a), and● (U,χ) ∈ G1TreeC(da).
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PROOF. By the coend definitions of the Boardman-Vogt constructions WG
1
and WG
2
, for each (dc) ∈ Prof(C)× C, there is a well-defined morphism θ′ in M de-
termined by the commutative diagram
WG
1
O(dc) = ∫ (U,χ)∈G
1TreeC(dc)
J(U,χ)⊗O(U,χ) θ′ // ϕ∗WG2ϕ!O(dc)
J(U,χ)⊗O(U,χ)
η(U,χ)
OO
J(U, ϕ(χ))⊗O(U, ϕ(χ))
{id∣in(v)∣} natural
OO
for (U,χ) ∈ G1TreeC(dc). When (dc) runs through Prof(C) × C, the entrywise mor-
phisms θ′ define a morphism of C-coloredG1-operads because they are compatible
with the G1-operad structure morphisms γ in WG
1
O and ϕ∗WG
2
ϕ!O, in the sense
of Corollary 11.2.7. By the adjunction ϕ! ⊣ ϕ∗ in Theorem 8.1.16, θ′ correspons to
a morphism
ϕ!W
G1O
θ // WG
2
ϕ!O ∈ G2OpC(M)
that is the desired morphism. 
LEMMA 11.6.4. Suppose (O,γ) ∈ G1OpC(M) and (dc) ∈ Prof(C) × C. There is a
morphism π inM determined by the commutative diagram
WG
2
ϕ!O(dc) π // ϕ!WG1O(dc)
J(T′, τ)⊗O(T′, τ)
(T,σ),{σv} natural
OO
∐
G2
C
(c;τc)
∫ (U,χ)∈G
1TreeC( dτc)
J(U,χ)⊗O(U,χ)
ητc
OO
J(T′, id∣in(T)∣)⊗O(T′, id∣in(T)∣) η(T′,id) // ∫ (U,χ)∈G
1TreeC( dτc)
J(U,χ)⊗O(U,χ)
τ summand
OO
for
● (T,σ) ∈ G2TreeC(dc) and● {σv} ∈∏v∈Vt(T)G2C(in(v),σvin(v)).
PROOF. The lower-left vertical equality comes from the fact that T′ is obtained
from T by changing the ordering of in(v) by σv−1 for v ∈ Vt(T), so its set of internal
edges is the same as that of T. In the lower-right corner, observe that
Prof(T′)τ = Prof(T)σ = (dc)
and that Prof(T′) = ( dτc), so the bottom horizontal natural morphism is defined. The
lower-right verticalmorphism is the coproduct summand inclusion corresponding
to τ ∈ G2
C
(c; τc). That π is well-defined follows from the coend definitions of WG1
andWG
2
. 
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PROOF OF THEOREM 11.6.1. It is enough to show that the entrywise mor-
phism π in Lemma 11.6.4 is an entrywise inverse of the morphism θ in Lemma
11.6.3. Indeed, the composite θπ is determined entrywise by the commutative
diagram
WG
2
ϕ!O(dc) π // ϕ!WG1O(dc) θ // WG2ϕ!O(dc)
J(T′, τ)⊗O(T′, τ)
(T,σ),{σv} natural
OO
J(T′, id)⊗O(T′, id) J(T′, τ)⊗O(T′, τ)
(T′,τ),{id∣in(v)∣} natural
OO
for
● (T,σ) ∈ G2TreeC(dc) and● {σv} ∈∏v∈Vt(T)G2C(in(v),σvin(v)).
This composite coincides with the identity morphism of WG
2
ϕ!O(dc) by Lemma
11.6.2(2).
Similarly, the composite πθ is determined entrywise by the commutative dia-
gram
ϕ!W
G1O(dc) θ // WG2ϕ!O(dc) π // ϕ!WG1O(dc)
J(U,χ)⊗O(U,χ)
a, ζ natural
OO
J(U, ϕ(χ)ζ)⊗O(U, ϕ(χ)ζ) J(U, id)⊗O(U, id)
in(U), ϕ(χ)ζ natural
OO
for
● a ∈ G1
C
, ζ ∈ G2
C
(c; a), and
● (U,χ) ∈ G1TreeC(da).
This composite coincides with the identity morphism of ϕ!W
G1O(dc) by Lemma
11.6.2(1). So
θ ∶ ϕ!WG1O ≅ // WG2ϕ!O
is actually an isomorphism of C-colored G2-operads in M. The naturality of this
isomorphism with respect to O again follows from a direct inspection. 
EXAMPLE 11.6.5 (Planar, Symmetric, and G-Boardman-Vogt Constructions).
For each action operad (G,ω), there are morphisms
P
ι // G
ω // S
of action operads, in which ι is level-wise the unit inclusion P(n) = {idn} // G(n).
The induced diagram
POpC(M)
WP

ι! // GOpC(M)
WG

ω! // SOpC(M)
WS

POpC(M) ι! // GOpC(M) ω! // SOpC(M)
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is commutative up to natural isomorphisms by Theorem 11.6.1. In the one-colored
case, the commutativity of the outer-most diagram
POpC(M)
WP

ι! // SOpC(M)
WS

POpC(M) ι! // SOpC(M)
was noted in Remark 4.4(a) in [BM06]. However, the reader is reminded that our
G-Boardman-Vogt construction is defined in one step as a coend, whereas the pla-
nar/symmetric Boardman-Vogt construction in [BM06] is an inductive sequential
colimit. ◇
EXAMPLE 11.6.6 (Ribbon, Braided, and Cactus Boardman-Vogt Construction).
Theorem 11.6.1 applies to the morphisms of action operads in Example 8.2.8. For
example, the morphisms
PR
ι // R , PB
ι // B , and PCac
ι // Cac
of action operads induce the diagrams
PROpC(M)
WPR

ι! // ROpC(M)
WR

PROpC(M) ι! // ROpC(M)
PBOpC(M)
WPB

ι! // BOpC(M)
WB

PBOpC(M) ι! // BOpC(M)
PCacOpC(M)
WPCac

ι! // CacOpC(M)
WCac

PCacOpC(M) ι! // CacOpC(M)
that are commutative up to natural isomorphisms. ◇
Part 3
Infinity Group Operads

CHAPTER 12
Category of Group Trees
Throughout this chapter, unless otherwise specified, the color set is the one-
point set {∗}. The main purpose of this chapter is to study categorical properties
of the G-tree category ΨG for an action operad G, whose objects are G-trees and
whose morphisms and composition are given by G-tree substitution.
The G-Tree category ΨG is defined in Section 12.1. The planar dendroidal cat-
egory Ωp of Moerdijk-Weiss [MW07, MW09] is isomorphic to the P-tree category
Ψ
P with P the planar group operad in Example 4.1.5. Moreover, the Moerdijk-
Weiss symmetric dendroidal category Ω is equivalent to the S-tree category ΨS,
where S is the symmetric group operad in Example 4.1.6. Similar to the (planar)
dendroidal case, presheaves on ΨG are models of ∞-G-operads, as we will see in
later chapters.
In Section 12.2 we observe that the G-tree category construction defines a func-
tor from the category of action operads to the category of small categories. Fur-
thermore, this functor has nice categorical properties.
In Section 12.3 we observe that there is a fully faithful functor
Ψ
G G
−
// GOp(Set)
from the G-tree category ΨG to the category of G-operads in Set. This functor
sends each G-tree (T,σ) to the G-operad freely generated by the vertices in T. This
is analogous to the functor
∆ // Cat,
from the finite ordinal category to the category of small categories, that sends each
object n ∈ ∆ to the category {0 // 1 // ⋯ // n}.
When considering the action of the functor G− on morphisms of G-trees, there
is a fundamental difference between
(i) the planar and symmetric dendroidal cases, when G is the planar group
operad P or the symmetric group operad S, and
(ii) the braided, ribbon, and cactus cases, when G is the braid group operad
B, the ribbon group operad R, or the cactus group operad Cac.
In the dendroidal cases, the action of the functor G− on morphisms is determined
by its action on edge sets. This unique determination property does not hold in
the braided, ribbon, and cactus cases, as we will see in Examples 12.3.10, 12.3.11,
and 12.3.12. This is ultimately due to the non-triviality of the pure braid groups,
the pure ribbon groups, and the pure cactus groups.
In Section 12.4 we show that the functor G− is well-behaved with respect to a
change of the action operad G. This observation will be important in Chapter 17
when we discuss the coherent G-nerve.
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12.1. Morphisms of Group Trees
Since we are now using the one-point set as our color set, a G-tree as in Defi-
nition 9.2.1 is a pair (T,σ) consisting of
(i) a planar tree T without any edge colorings and
(ii) an input equivariance σ ∈ G(∣in(T)∣).
In this section, we use G-trees to define a category ΨG whose presheaves provide
a combinatorial model of infinity G-operads. We also observe that the assignment
G
✤ // ΨG is natural and well-behaved.
When G is the planar group operad P or the symmetric group operad S, we
recover from the category ΨG the planar/symmetric dendroidal categories of Mo-
erdijk and Weiss [MT10, MW07, MW09]. Below we will use G-tree substitution at
a vertex as in Definition 9.2.8 and G-tree substitution as in Definition 9.2.14.
DEFINITION 12.1.1. Define the G-tree category ΨG as follows.
Objects: The objects in ΨG are G-trees.
Morphisms: Each morphism in ΨG has the form
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV)
such that:● (U,σU) is a G-tree, and u ∈ Vt(U)with Prof(u) = Prof(T,σ).● (Tt,σt) is a G-tree with Prof(t) = Prof(Tt,σt) for each t ∈ Vt(T).● (V,σV) is equal to the G-tree substitution
(12.1.2) (V,σV) = (U,σU) ○u [(T,σ)(Tt,σt)t∈Vt(T)].
For such a morphism φ in ΨG, we call● the (Tt,σt) the inside G-trees,● (U,σU) the outside G-tree, and● u ∈ Vt(U) the substitution vertex.
We also say that the morphism φ corresponds to the decomposition (12.1.2).
Identity: The identity morphism of each G-tree (T,σ) is
Id(T,σ) = (((CorProf(T), id∣in(T)∣),u); (CorProf(v), id∣in(v)∣)v∈Vt(T))
in which each Cor? is a corolla as in Example 9.1.4 and u is the unique
vertex in CorProf(T).
Composition: Given a morphism φ ∶ (T,σ) // (V,σV) as above and another
morphism
(V,σV) ϕ=(((W,σ
W),w);(Vv,σv)v∈Vt(V))
// (X,σX)
in ΨG, their composite ϕφ is given by
(T,σ) ϕφ=((K,u);(Ht)t∈Vt(T)) // (X,σX)
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in which:
K = (W,σW) ○w [(U,σU)((Vv,σv)v∈Vt(U)∖{u}, (CorProf(u), id∣in(u)∣))],
Ht = (Tt,σt)(Vv,σv)v∈Vt(Tt).
INTERPRETATION 12.1.3. In Definition 12.1.1 the target (V,σV) of the mor-
phism
φ ∶ (T,σ) // (V,σV)
is obtained from (T,σ) by first G-tree substituting the inside G-trees (Tt,σt) at t ∈
Vt(T). The result has the same profile as (T,σ), namely Prof(u), and is G-tree
substituted at the substitution vertex u ∈ Vt(U) to form (V,σV). One can visualize
such a morphism φ ∈ ΨG as follows, where the input equivariances are omitted to
simplify the picture.
T1
⋮
Tn
t1
⋮
tn
T
u
⋮
⋮
U
By associativity of G-tree substitution, we may also express the target as
(V,σV) = [(U,σU) ○u (T,σ)]{(Tt,σt)t∈Vt(T), (CorProf(u′), id∣in(u′)∣)u′∈Vt(U)∖{u}}.
Here we are using the decomposition
Vt((U,σU) ○u (T,σ)) = Vt(T)∐ [Vt(U)∖ {u}].
In other words, (V,σV) can also be obtained by first G-tree substituting (T,σ) at
the substitution vertex u and then the inside G-trees (Tt,σt) at t ∈ Vt(T). ◇
LEMMA 12.1.4. In Definition 12.1.1 the composite
ϕφ ∶ (T,σ) // (X,σX)
is well-defined.
PROOF. To simplify the notation, we suppress the input equivariance from the
notation, so the G-trees (T,σ) and (V,σV) are written as T and V, etc. We abbre-
viate (CorProf(u), id∣in(u)∣) to Coru. Furthermore, we abbreviate v ∈ Vt(V) to v ∈ V,
and similarly for other G-trees. We have the following G-tree decompositions of X:
X =W ○w [V(Vv)v∈V]
=W ○w [[U ○u (T(Tt)t∈T)](Vv)v∈V]
=W ○w [[U((Vv)u/=v∈U, Coru)] ○u [T(Tt(Vv)v∈Tt)t∈T]]
= [W ○w [U((Vv)u/=v∈U, Coru)]] ○u [T(Tt(Vv)v∈Tt)t∈T]
= K ○u [T(Ht)t∈T].
196 12. CATEGORY OF GROUP TREES
The last equality is from the definitions of K and Ht. The first two equalities are
from the definitions of the morphisms ϕ ∶ V // X and φ ∶ T // V in ΨG. The
third and the fourth equalities hold by the associativity of G-tree substitution and
the decomposition
Vt(V) = (∐
t∈T
Vt(Tt))∐ [Vt(U)∖ {u}]
in Lemma 9.2.13. The equality
X = K ○u [T(Ht)t∈T]
ensures that the composite
ϕφ = ((K,u); (Ht)t∈T) ∶ T // X
is well-defined. 
PROPOSITION 12.1.5. For each action operad G, ΨG is a category.
PROOF. That the identity morphisms are actually identity for the composition
is a consequence of the unity of G-tree substitution in Lemma 9.2.13.
For the associativity of the composition, suppose
(X,σX) ψ=(((Y,σ
Y),y);(Xx,σx)x∈Vt(X))
// (Z,σZ)
is a morphism in ΨG. Using the abbreviations in the proof of Lemma 12.1.4, both
composites (ψϕ)φ and ψ(ϕφ) are equal to the morphism
(T,σ) ((A,u);(Bt)t∈Vt(T)) // (Z,σZ)
in ΨG in which
A = Y ○y [W((Xx)w/=x∈W ,U′)],
U′ = U((Vv(Xx)x∈Vv)u/=v∈U, Coru),
Bt = Tt(Vv(Xx)x∈Vv)v∈Tt .
To see that the G-trees A and Bt make sense, one uses the decomposition
Vt(X) = [Vt(W)∖ {w}]∐ [ ∐
u/=v∈U
Vt(Vv)]∐ [ ∐
t∈T, v∈Tt
Vt(Vv)],
which follows from the second equality
X =W ○w [[U ○u (T(Tt)t∈T)](Vv)v∈V]
in the proof of Lemma 12.1.4. 
EXAMPLE 12.1.6 (Relation to the Substitution Category). If C is the one-point
set, we write the substitution category GTreeC in Definition 11.1.1 as GTree. Both
the one-colored substitution category GTree and the G-tree category ΨG in Defini-
tion 12.1.1 have one-colored G-trees as objects. These two categories are related as
follows.
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Let Ψ
G
be the non-full subcategory of the G-tree category ΨG consisting of all
the objects (i.e., all G-trees) and only the morphisms of the form
(T,σ) φ=(((CorProf(T),id∣in(T)∣),u);(Tt,σt)t∈Vt(T)) // (V,σV)
in which u is the unique vertex in the Prof(T)-corolla CorProf(T). In other words,
a morphism in ΨG belongs to the subcategory Ψ
G
if and only if the outside G-tree
is a corolla with the identity input equivariance. In this case, the target of the
morphism is the G-tree substitution
(V,σV) = (T,σ)(Tt,σt)t∈Vt(T).
The one-colored substitution category is
GTree = (ΨG)op,
the opposite category of Ψ
G
, as one can check by a direct inspection of Definitions
12.1.1 and 11.1.1. ◇
EXAMPLE 12.1.7 (Planar Dendroidal Category). When G is the planar group
operad P in Example 4.1.5, there is an isomorphism of categories
Ψ
P ≅ Ωp,
in which Ωp is the category of planar rooted trees in Definition 2.2.1 in [MT10], also
known as the planar dendroidal category. The point-set level difference between the
categories ΨP and Ωp is that, on the one hand, our P-tree category Ψ
P is defined
completely combinatorially in terms of planar trees and their tree substitution. It
is independent of the concept of a planar operad. On the other hand, Ωp is defined
as the full subcategory of the category POp(Set) of planar operads in Set whose
objects are colored planar operads freely generated by the vertices of planar trees,
with color sets given by the sets of edges. In particular, morphisms in Ωp are
morphisms between freely generated planar operads in Set. So the definition of
the category Ωp depends on that of a planar operad. ◇
EXAMPLE 12.1.8 (Symmetric Dendroidal Category). When G is the symmetric
group operad S in Example 4.1.6, there is an equivalence of categories
Ψ
S ≃ Ω,
in which Ω is the category of rooted trees in Definition 2.3.1 in [MT10] and Section
3 in [MW07], also known as the symmetric dendroidal category. Once again, our S-
tree category ΨS is defined completely combinatorially in terms of symmetric trees
and their tree substitution. It does not involve any other categories. On the other
hand, Ω is defined as the full subcategory of the category SOp(Set) of symmetric
operads in Set whose objects are colored symmetric operads freely generated by
the vertices of trees without a planar structure, with color sets given by the sets
of edges. In particular, morphisms in Ω are morphisms between freely generated
symmetric operads in Set. So the definition of the category Ω depends on that of
a symmetric operad. ◇
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EXAMPLE 12.1.9 (Braided and Ribbon Tree Categories). When G is the braid
group operad B in Definition 5.2.6 (resp., pure braid group operad PB in Defini-
tion 5.2.7), the B-tree category ΨB (resp., PB-tree category ΨPB) is called the (pure)
braided tree category. Its objects are (pure) braided trees, and its morphisms are
defined in terms of (pure) braided tree substitution. Similarly, when G is the rib-
bon group operad R in Definition 6.2.3 (resp., pure ribbon group operad PR in
Definition 6.2.4), the R-tree category ΨR (resp., PR-tree category ΨPR) is called the
(pure) ribbon tree category. Its objects are (pure) ribbon trees, and its morphisms are
defined in terms of (pure) ribbon tree substitution. ◇
EXAMPLE 12.1.10 (Cactus TreeCategories). When G is the cactus group operad
Cac in Definition 7.4.5 (resp., pure cactus group operad PCac in Definition 7.4.7),
the Cac-tree category ΨCac (resp., PCac-tree category ΨPCac) is called the (pure)
cactus tree category. Its objects are (pure) cactus trees, and itsmorphisms are defined
in terms of (pure) cactus tree substitution. ◇
12.2. Naturality of Group Trees
Recall from Definition 8.1.1 that the category of action operads is denoted by
Opact. We now observe that the assignment G
✤ // ΨG, which sends an action
operad G to the G-tree category ΨG, is natural and has nice categorical properties.
The category of small categories is denoted by Cat.
THEOREM 12.2.1. The G-tree category construction defines a functor
Ψ ∶ Opact // Cat, G ✤ // ΨG.
Moreover, suppose ϕ ∶ G1 // G2 is a morphism of action operads with induced functor
Ψ
ϕ ∶ ΨG1 // ΨG2 .
(1) If ϕ is level-wise injective, then Ψϕ is faithful and injective on objects.
(2) If ϕ is level-wise surjective, then Ψϕ is full and surjective on objects.
PROOF. For a morphism ϕ ∶ G1 // G2 of action operads, the functor
Ψ
ϕ ∶ ΨG1 // ΨG2
on objects sends each G1-tree (T,σ) to the G2-tree (T, ϕσ). It sends a morphism
φ ∶ (T,σ) // (V,σV) in ΨG1 as in Definition 12.1.1 to the morphism
(T, ϕσ) (((U,ϕσ
U),u);(Tt,ϕσt)t∈Vt(T))
// (V, ϕσV)
in ΨG
2
. That this is a well-defined morphism in ΨG
2
and that Ψϕ defines a functor
are both consequences of the assumption that ϕ is a morphism of action operads.
Since the functoriality of the assignment Ψ? is immediate from its definition, this
proves the first assertion. The other two assertions follow from a simple inspec-
tion, using the fact that, for each action operad G, two G-trees (T,σ) and (T′,σ′)
are equal if and only if T = T′ as planar trees and σ = σ′ ∈ G(∣in(T)∣). 
EXAMPLE 12.2.2 (Planar Dendroidal Subcategory). For each action operad G,
consider the morphism
ι ∶ P // G
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from the planar group operad P to G given level-wise by the unit inclusion {idn} =
P(n) // G(n). We assume G /= P. The morphism ι ∶ P // R from P to the ribbon
group operad R in Example 8.2.2 is one such example. By Proposition 12.2.1 there
is a functor
Ωp ≅ ΨP Ψ
ι
// Ψ
G
between their corresponding tree categories that is faithful and injective on objects
because the morphism ι ∶ P // G is level-wise injective. The functor Ψι is not
surjective on objects because
Ψ
ι(T, id∣in(T)∣) = (T, id∣in(T)∣),
so the image of Ψι does not contain any G-tree (T,σ)with σ /= id∣in(T)∣.
Moreover, the functor Ψι is not full. For example, with Corn denoting the n-
corolla in Example 9.1.4, we have the trivial morphism set
Ψ
P((Corn, idn), (Corn, idn)) = P(n) = {idn}
in the planar tree category. On the other hand, we have the morphism set
Ψ
G((Corn, idn), (Corn, idn)) ≅ G(n)
in the G-tree category. As long as G(n) is not the trivial group, the last morphism
set is not the one-element set. For instance, the nth ribbon group R(n) = Rn in
Definition 6.1.1 is non-trivial for each n ≥ 1. ◇
EXAMPLE 12.2.3 (PureRibbon, Pure Braided, and Pure Cactus TreeCategories).
Consider the morphisms
ι ∶ PR // R, ι ∶ PB // B, and ι ∶ PCac // Cac
from the pure ribbon/braid/cactus group operads to the ribbon/braid/cactus
group operads in Example 8.2.8. By Proposition 12.2.1 the functors
Ψ
PR Ψ
ι
// Ψ
R , ΨPB
Ψ
ι
// Ψ
B , and ΨPCac
Ψ
ι
// Ψ
Cac
between their corresponding tree categories are faithful and injective on objects
because the morphisms ι are level-wise injective. The functors Ψι are not surjective
on objects and are not full. ◇
EXAMPLE 12.2.4 (Ribbon and Symmetric Tree Categories). Consider the mor-
phism
π ∶ R // S
from the ribbon group operad to the symmetric group operad in Example 8.2.4.
By Proposition 12.2.1 there is a functor
Ψ
R Ψ
π
// Ψ
S
between their corresponding tree categories that is full and surjective on objects
because the morphism π ∶ R // S is level-wise surjective. The functor Ψπ is not
injective on objects, since the underlying permutation morphism Rn // Sn is not
injective for n ≥ 1. For the same reason, the functor Ψπ is not faithful. ◇
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EXAMPLE 12.2.5 (Braided and Symmetric Tree Categories). Consider the mor-
phism
π ∶ B // S
from the braid group operad to the symmetric group operad in Example 8.2.5. By
Proposition 12.2.1 there is a functor
Ψ
B Ψ
π
// Ψ
S
between their corresponding tree categories that is full and surjective on objects
because the morphism π ∶ B // S is level-wise surjective. The functor Ψπ is not
injective on objects, since the underlying permutation morphism Bn // Sn is not
injective for n ≥ 2. For the same reason, the functor Ψπ is not faithful. ◇
EXAMPLE 12.2.6 (Cactus and Symmetric Tree Categories). Consider the mor-
phism
π ∶ Cac // S
from the cactus group operad to the symmetric group operad in Example 8.2.7. By
Proposition 12.2.1 there is a functor
Ψ
Cac Ψ
π
// Ψ
S
between their corresponding tree categories that is full and surjective on objects
because the morphism π ∶ Cac // S is level-wise surjective. The functor Ψπ is not
injective on objects, since the underlying permutation morphism Cacn // Sn is
not injective for n ≥ 3. For the same reason, the functor Ψπ is not faithful. ◇
12.3. From Group Trees to Group Operads
In this section, we construct a full and faithful functor from the G-tree category
Ψ
G in Definition 12.1.1 to the category GOp(Set) of all G-operads in Set in Defini-
tion 10.1.1. Later in this work, we will use this functor to define the G-nerve and
the coherent G-nerve of a G-operad.
Recall the following:
(i) A G-tree (T,σ) in this chapter consists of a planar tree T without edge
coloring and an input equivariance σ ∈ G(∣in(T)∣).
(ii) From Definition 9.1.1, the set of edges in T is denoted by Ed(T). We will
regard a planar tree T as Ed(T)-colored with each edge colored by itself.
In this case, for each vertex v ∈ T, its profile is
Prof(v) = (out(v)in(v) ) ∈ Prof(Ed(T))×Ed(T).
(iii) For each set C, the category of C-colored G-operads in M is denoted by
GOpC(M), so GOpEd(T)(Set) is the category of Ed(T)-colored G-operads
in Set.
(iv) From Theorem 9.3.6, GOpEd(T) is the (Prof(Ed(T))×Ed(T))-colored sym-
metric operad in Set whose category of algebras is isomorphic to the cat-
egory GOpEd(T)(Set). In particular, there is a free-forgetful adjunction
SetProf(Ed(T))×Ed(T)
GOpEd(T)
S○−
// GOpEd(T)(Set)
forget
oo ,
where
S○ is the symmetric circle product (3.1.4) for the color set Ed(T).
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We first define the G-operad generated by the vertices in a G-tree.
DEFINITION 12.3.1. Suppose (T,σ) is a G-tree.
(1) Define the graded set
G
(T,σ) ∈ SetProf(Ed(T))×Ed(T)
by
G
(T,σ)(t) = ⎧⎪⎪⎨⎪⎪⎩
{v} if v ∈ Vt(T)with Prof(v) = t,
∅ otherwise,
for t ∈ Prof(Ed(T))×Ed(T).
(2) Define the free Ed(T)-colored G-operad in Set,
G(T,σ) = GOpEd(T) S○G(T,σ) ∈ GOpEd(T)(Set),
generated by G
(T,σ)
.
GEOMETRIC INTERPRETATION 12.3.2. Let us try to understand the free Ed(T)-
colored G-operad G(T,σ) better. For
● each G-tree (T,σ) and
● each t ∈ Prof(Ed(T))×Ed(T),
by the definition (3.1.4) of the Ed(T)-colored symmetric circle product S○, we have
the set
G(T,σ)(t) = [GOpEd(T) S○G(T,σ)](t)
= ∫ s∈SProf(Ed(T))×Ed(T) GOpEd(T)(ts)× n∏
i=1
G
(T,σ)(si)
with s = (s1, . . . , sn), n ≥ 0, and each si ∈ Prof(Ed(T))× Ed(T). Recall from Defini-
tion 9.3.1 that GOpEd(T)(ts) is the set containing triples (U, τ, ρ) in which:
● (U, τ) is an Ed(T)-colored G-tree with profile t.
● ρ is a vertex ordering of U such that the jth vertex has profile sj for each
1 ≤ j ≤ ∣Vt(U)∣ = n.
Each set G
(T,σ)(si) is either empty or, if si = Prof(u) for some necessarily unique
vertex u in T, the set {u}. The symmetric groups act on GOpEd(T) by reordering
the vertex orderings. Therefore, from the above coend, we conclude that G(T,σ)(t)
is the set of Ed(T)-colored G-trees (U, τ) with profile t in which each vertex has
the same profile as some vertex in T. It is in this sense that G(T,σ) is the free Ed(T)-
colored G-operad generated by the vertices in T. ◇
LEMMA 12.3.3. For each planar tree T, each entry of the free Ed(T)-colored planar
operad PT is either empty or contains a single element.
PROOF. This follows from the description of the entries of PT in Geometric
Interpretation 12.3.2. 
EXAMPLE 12.3.4 (Braided Operad Generated by a Braided Tree). With the
braid group operad G = B in Definition 5.2.6, consider the braided tree (T,σ)
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wT
σ
vu
f
d e
a
c
b
with
● edges Ed(T) = {a, b, c, d, e, f},
● vertices Vt(T) = {u, v,w}, and
● input equivariance the braid σ = s2s2s−11 ∈ B3.
The graded set
B
(T,σ) ∈ SetProf(Ed(T))×Ed(T)
has only three non-empty components, each corresponding to a vertex in T:
B
(T,σ)( d
a,b
) = {u}, B(T,σ)(ec) = {v}, and B(T,σ)( fd,e) = {w}.
These three vertices freely generate the {a, . . . , f}-colored braided operad B(T,σ) in
Set.
Let us list the elements in B(T,σ).
(1) It contains the six colored exceptional edges
↑x ∈ B(T,σ)(xx)
for x ∈ {a, . . . , f}.
(2) Corresponding to the vertex u, it contains the braided corollas
(Cor(a,b;d); τ) ∈ B(T,σ)( d(a,b)τ)
for τ ∈ B2.
(3) Corresponding to the vertex v, it contains the braided corolla
(Cor(c;e); id1) ∈ B(T,σ)(ec).
(4) Corresponding to the vertex w, it contains the braided corollas
(Cor(d,e; f ); τ) ∈ B(T,σ)( f(d,e)τ)
for τ ∈ B2.
(5) Corresponding to the d-colored internal edge, it contains the {a, b, d, e, f}-
colored braided trees
(Ud, τ) ∈ B(T,σ)( f(a,b,e)τ)
for τ ∈ B3, where Ud is the following {a, b, d, e, f}-colored planar tree.
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w
u
f
e
d
a
b
(6) Corresponding to the e-colored internal edge, it contains the {c, d, e, f}-
colored braided trees
(Ue, τ) ∈ B(T,σ)( f(d,c)τ)
for τ ∈ B2, where Ue is the following {c, d, e, f}-colored planar tree.
w
v
f
d
e
c
(7) Finally, corresponding to T itself, it contains the {a, . . . , f}-colored braided
trees
(T, τ) ∈ B(T,σ)( f(a,b,c)τ)
for τ ∈ B3.
This is a complete description of all the elements in the braided operad B(T,σ). ◇
We now define the action of G− on morphisms of G-trees.
DEFINITION 12.3.5. Suppose given a morphism
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV) ∈ ΨG
as in Definition 12.1.1. Define a morphism
(Ed(T),G(T,σ)) Gφ // (Ed(V),G(V,σV)) ∈ GOp(Set)
of G-operads in Set as follows.
(i) Since there is a G-tree decomposition
(V,σV) = (U,σU) ○u [(T,σ)(Tt,σt)t∈Vt(T)],
each edge in T has a canonical image in Ed(V). This defines the map
Gφ ∶ Ed(T) // Ed(V)
between color sets.
(ii) Since the Ed(T)-coloredG-operadG(T,σ) is freely generated by the graded
set G
(T,σ)
, it suffices to define the images of the vertices in T. For each
t ∈ Vt(T), we define
Gφ(t) = (T′t ,σt) ∈ G(V,σV)(Gφout(t)Gφin(t) ),
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where T′t is Tt with its edges regarded as edges inV via the above decom-
position of (V,σV).
THEOREM 12.3.6. Definitions 12.3.1 and 12.3.5 define a full and faithful functor
Ψ
G G
−
// GOp(Set) ,
⎧⎪⎪⎨⎪⎪⎩
(T,σ) ✤ // G(T,σ),
φ
✤ // Gφ.
PROOF. The fact that G− defines a functor follows from a direct inspection.
To see that G− preserves composition of morphisms, the key is to observe that the
element Gφ(t) = (T′t ,σ) is the image of an operadic composition in G(V,σV), namely
γ(T′t ,σ)
applied to the vertices in T′t , which are all generators in the Ed(V)-colored
G-operad G(V,σ
V).
To see that the functor G− is injective on hom-sets, observe that in Definition
12.3.5 the morphism Gφ ∈ GOp(Set) determines the inside G-trees {(Tt,σt)}t∈Vt(T)
of the morphism φ ∈ ΨG. Furthermore, since Gφ also determines the images of the
edges of T in V, the outside G-tree (U,σU) and the substitution vertex u are also
determined by Gφ.
To see that the functorG− is surjective on hom-sets, suppose given amorphism
Φ ∶ (Ed(T),G(T,σ)) // (Ed(V),G(V,σV))
of G-operads. To construct a morphism
φ ∶ (T,σ) // (V,σV) ∈ ΨG
such that Gφ = Φ, we first define {Φ(t)}t∈Vt(T) as the inside G-trees of φ. We now
use
● the map Φ ∶ Ed(T) // Ed(V) between edge sets,
● the G-tree substitution (T,σ)(Φ(t))
t∈Vt(T)
, and
● the target (V,σV)
to construct the outside G-tree (U,σU) and the substitution vertex u of φ. To obtain
the input equivariance σU, it is crucial that each level G(n) is a group, so each
element in it has a unique inverse. 
PROPOSITION 12.3.7. For each planar tree T and elements σ, τ ∈ G(∣in(T)∣), there
is an equality
G(T,σ) = G(T,τ)
of Ed(T)-colored G-operads in Set.
PROOF. There is an equality of graded sets
G
(T,σ) = G(T,τ)
because each of these graded sets only depends on the set Vt(T) of vertices in T.
So the Ed(T)-colored G-operads freely generated by them are also equal. 
COROLLARY 12.3.8. If G(n) is non-trivial for some n ≥ 0, then the functor G− in
Theorem 12.3.6 is not injective on objects.
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EXAMPLE 12.3.9 (Unique Determination on Edge Sets in Planar and Symmetric
Cases). If G is either the planar group operad P in Example 4.1.5 or the symmetric
group operad S in Example 4.1.6, then the morphism
Gφ ∶ (Ed(T),G(T,σ)) // (Ed(V),G(V,σV))
of G-operads in Definition 12.3.5 is uniquely determined by the induced map
φ ∶ Ed(T) // Ed(V)
between edge sets. This is clear for the planar group operad. For the symmetric
group operad, this is true because for each planar treeU, each ordering of in(U) is
obtained from the canonical ordering ℓU as in Definition 9.1.1 by composing with
a unique permutation. ◇
EXAMPLE 12.3.10 (Ribbon Case). In contrast to Example 12.3.9, if G is the rib-
bon group operad R in Definition 6.2.3, then the morphism Rφ of ribbon operads is
not determined by its action on edge sets. For instance, consider the non-identity
morphism
(Cor1, id1) φ=(((Cor1,r
−1
1 ),u);(Cor1,r1))
// (Cor1, id1) ∈ ΨR
with
● Cor1 the 1-corolla in Example 9.1.4,
● u its unique vertex,
● id1 ∈ R1 the identity ribbon on one strip, and
● r1 ∈ PR1 the pure ribbon
on one strip with one full 2π twist in Example 6.1.6.
Then Rφ is the identity map on the edge set of Cor1. So the action on edge sets
does not determine the morphism Rφ of ribbon operads in general. Amore general
example replaces (Cor1, id1) with (Corn, idn) and r1 ∈ PR1 with any non-identity
element that belongs to the nth pure ribbon group PRn. ◇
EXAMPLE 12.3.11 (Braided Case). For the braid group operad B in Definition
5.2.6, the morphism Bφ of braided operads is not determined by its action on edge
sets. For instance, consider the non-identity morphism
(Cor2, id2) φ=(((Cor2,s
−1
1 s
−1
1 ),u);(Cor2,s1s1))
// (Cor2, id2) ∈ ΨB
with
● Cor2 the 2-corolla,
● u its unique vertex, and
● s1s1 ∈ PB2 the pure braid
on two strings.
206 12. CATEGORY OF GROUP TREES
Then Bφ is the identity map on the edge set of Cor2, since the underlying permu-
tation of s1s1 is the identity permutation in S2. So the action on edge sets does
not determine the morphism Bφ of braided operads in general. A more general
example replaces (Cor2, id2) with (Corn, idn), n ≥ 2, and s1s1 ∈ PB2 with any non-
identity element that belongs to the nth pure braid group PBn. ◇
EXAMPLE 12.3.12 (Cactus Case). For the cactus group operad Cac in Definition
7.4.5, the morphism Cacφ of cactus operads is not determined by its action on edge
sets. For instance, consider the non-identity morphism
(Cor3, id3) φ=(((Cor3,q
−1),u);(Cor3,q))
// (Cor3, id3) ∈ ΨCac
with
● Cor3 the 3-corolla,
● u its unique vertex, and
● id3 /= q ∈ PCac3 any pure cactus (e.g., the pure cacti in Example 7.1.10).
Then Cacφ is the identity map on the edge set of Cor3, since the underlying per-
mutation of q is the identity permutation in S3. So the action on edge sets does
not determine the morphism Cacφ of cactus operads in general. A more general
example replaces (Cor3, id3) with (Corn, idn), n ≥ 3, and q with any non-identity
element that belongs to the nth pure cactus group PCacn. ◇
12.4. Change of Action Operads
In this section, we observe that the functor
G− ∶ ΨG // GOp(Set)
in Theorem 12.3.6 is well-behaved with respect to changing the action operad G.
THEOREM 12.4.1. Suppose ϕ ∶ G1 // G2 is a morphism of action operads. Then the
diagram
Ψ
G1
G1−

Ψ
ϕ
// Ψ
G2
G2−

G1Op(Set) ϕ! // G2Op(Set)
is commutative up to a natural isomorphism, in which:
● ϕ! is the left adjoint in Theorem 10.1.5.
● Ψϕ is the functor in Proposition 12.2.1.
● G1− and G2− are the functors in Theorem 12.3.6.
PROOF. Suppose (T,σ) is a G1-tree. First note that there is an equality
(G1)(T,σ) = (G2)(T,ϕσ) ∈ SetProf(Ed(T))×Ed(T)
12.4. CHANGE OF ACTION OPERADS 207
because each side only depends on the vertices in the planar tree T and not on the
input equivariances σ ∈ G1(∣in(T)∣) and ϕσ ∈ G2(∣in(T)∣). There is a factorization
SetProf(Ed(T))×Ed(T)

OO
forget
G2OpEd(T)(Set)forgetoo
G1OpEd(T)(Set) oo
ϕ∗
,
so the diagram of their left adjoints
SetProf(Ed(T))×Ed(T)

G1OpEd(T)
S○−
//
G2OpEd(T)
S○−
// G2OpEd(T)(Set)
G1OpEd(T)(Set) 
ϕ!
OO
is commutative up to a natural isomorphism. Now we have the isomorphism
ϕ!(G1)(T,σ) = ϕ![G1OpEd(T) S○ (G1)(T,σ)]
≅ G2OpEd(T) S○ (G2)(T,ϕσ)
= (G2)Ψϕ(T,σ)
in which the last equality follows from the definition
Ψ
ϕ(T,σ) = (T, ϕσ) ∈ ΨG2 .
One can similarly check by a direct inspection that these isomorphisms are com-
patible with morphisms in ΨG
1
. 
The next observation is a special case of Theorem 12.4.1.
COROLLARY 12.4.2. For each action operad (G,ω), the diagram
Ψ
P
P−

Ψ
ι
// Ψ
G
G−

Ψ
ω
// Ψ
S
S−

POp(Set) ι! // GOp(Set) ω! // SOp(Set)
is commutative up to natural isomorphisms, in which ι ∶ P // G is the unique morphism
from the planar group operad.
COROLLARY 12.4.3. For each action operad G, there is a natural isomorphism
G(T,σ) ≅ ι!P(T,id∣in(T)∣) ∈ GOp(Set)
for G-trees (T,σ).
PROOF. Given aG-tree (T,σ)with n = ∣in(T)∣, there are equalities and a natural
isomorphism
G(T,σ) = G(T,idn)
= GΨι(T,idn)
≅ ι!P(T,idn).
208 12. CATEGORY OF GROUP TREES
The first equality is from Proposition 12.3.7. The second equality holds by the
definition of the morphism ι. The isomorphism holds by Corollary 12.4.2. 
EXAMPLE 12.4.4 (Ribbon, Braided, andCactus Cases). Consider themorphisms
P
ι // PR
ι // R
π // S
P
ι // PB
ι // B
π // S
P
ι // PCac
ι // Cac
π // S
of action operads in Example 8.2.8. By Theorem 12.4.1 the diagrams
Ψ
P Ψ
ι
//
P−

Ψ
PR
PR−

Ψ
ι
// Ψ
R
R−

Ψ
π
// Ψ
S
S−

POp(Set) ι! // PROp(Set) ι! // ROp(Set) π! // SOp(Set)
Ψ
P Ψ
ι
//
P−

Ψ
PB
PB−

Ψ
ι
// Ψ
B
B−

Ψ
π
// Ψ
S
S−

POp(Set) ι! // PBOp(Set) ι! // BOp(Set) π! // SOp(Set)
Ψ
P Ψ
ι
//
P−

Ψ
PCac
PCac−

Ψ
ι
// Ψ
Cac
Cac−

Ψ
π
// Ψ
S
S−

POp(Set) ι! // PCacOp(Set) ι! // CacOp(Set) π! // SOp(Set)
are commutative up to natural isomorphisms. ◇
CHAPTER 13
Contractibility of Group Tree Category
The purpose of this chapter is to show that for an action operad G with G(0)
the trivial group, the G-tree category ΨG is contractible. In other words, the nerve
of the category ΨG is a contractible simplicial set. To prove this, in Section 13.1
we first construct a full subcategory ΨG of ΨG whose objects are G-trees with an
empty set of inputs, called closed G-trees. It is equipped with a functor
Cl ∶ ΨG // ΨG,
called the closure functor. In Section 13.2 we show that ΨG is a full reflective
subcategory of ΨG with the closure functor as the reflection. This implies that the
G-tree category ΨG is contractible if and only if the full subcategory ΨG is.
To show that the category ΨG is contractible, in Section 13.3 we show that ΨG
has an endofunctor, called the output extension functor. Finally, in Section 13.4
we prove that ΨG is contractible by relating the identity functor and a constant
functor via the output extension functor. In fact, the proof shows that ΨG is a
strict test category in the sense of Grothendieck; see Remark 13.4.6. When G is the
symmetric group operad S, we recover Theorem 4.10 in [ACM18], which says that
the symmetric dendroidal category Ω ≃ ΨS is contractible.
13.1. Closed Group Trees
Throughout this chapter, and this chapter only, we assume that G is an action
operad with G(0) the trivial group. This is a mild assumption. For example,
● the planar group operad P in Example 4.1.5,
● the symmetric group operad S in Example 4.1.6,
● the braid group operad B in Definition 5.2.6,
● the pure braid group operad PB in Definition 5.2.7,
● the ribbon group operad R in Definition 6.2.3,
● the pure ribbon group operad PR in Definition 6.2.4,
● the cactus group operad Cac in Definition 7.4.5, and
● the pure cactus group operad PCac in Definition 7.4.7
all satisfy G(0) = {id0}.
The purpose of this section is to show that there is a functor
Cl ∶ ΨG // ΨG,
called the closure functor, from the category ΨG of G-trees to the full subcategory
Ψ
G consisting of G-trees with an empty set of inputs, called closed G-trees. In the
next section, we will show that ΨG is a full reflective subcategory of ΨG with the
closure functor as reflection. In Section 13.3 and Section 13.4, we will use the full
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reflective subcategory ΨG to observe that the G-tree category ΨG is contractible.
Recall the definition of a planar tree in Definition 9.1.1. We begin with the defini-
tion of the full subcategory ΨG.
DEFINITION 13.1.1. Suppose T is a planar tree.
(1) An n-ary vertex v ∈ Vt(T) is a vertex such that ∣in(v)∣ = n. A 0-ary vertex
is also called a closed vertex.
(2) T is said to be closed if in(T) = ∅. A G-tree is closed if its underlying planar
tree is closed.
(3) Define ΨG as the full subcategory of the G-tree category ΨG consisting of
closed G-trees.
(4) For a subset I ⊆ in(T), define the I-closure of T, denoted T I , to be the
planar tree obtained from T by changing the set of inputs to
in(TI) = in(T)∖ I.
(5) The closure of T, denoted T, is defined as the in(T)-closure of T, so
in(T) = ∅.
(6) For each input e in T, the vertex ve ∈ Vt(T) with out(ve) = e is called the
bottom vertex induced by e.
(7) The set of bottom vertices in T is denoted by Vt(T).
(8) For an element σ ∈ G(∣in(T)∣), the closure of (T,σ) is defined as the closed
G-tree
Cl(T,σ) = (T, id0),
where id0 ∈ G(0) is the multiplicative unit.
EXAMPLE 13.1.2. There is a canonical bijection
in(T) ≅ Vt(T)
that sends an input e ∈ in(T) to the bottom vertex ve ∈ Vt(T), which is the initial
vertex of e in the closure T. ◇
EXAMPLE 13.1.3. The closure of the exceptional edge ↑ is the 0-corolla
Cl(↑) = Cor0 =
in Example 9.1.4. ◇
EXAMPLE 13.1.4 (Closure of Corollas). Consider the 4-corolla and the subset{2, 3} ⊆ in(Cor4) consisting of the second and the third inputs. The {2, 3}-closure
Cor
{2,3}
4 of the 4-corolla is the planar tree
v
u2 u3
with three vertices, two of which are closed, two internal edges, and two inputs.
The closure Cor4 of the 4-corolla is the planar tree
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v
u2u1 u3 u4
with five vertices, four of which are bottom vertices, and four internal edges. In
general, the closure Corn of the n-corolla has n+ 1 vertices, n of which are bottom
vertices, and n internal edges. ◇
EXAMPLE 13.1.5 (Closure of Symmetric Trees). Consider the symmetric tree(T,σ) in Example 9.2.4. Its closure is the closed symmetric tree (T, id0) with T the
closed planar tree
wT
t2t1 t3
u v
with six vertices, three of which are closed, and five internal edges. ◇
The next observation says that the closure of a G-tree can be obtained by G-tree
substitution into the closure of a corolla. We also observe that taking the closure
and G-tree substitution are commuting operations in a suitable sense.
PROPOSITION 13.1.6. Suppose (T,σ) is a G-tree with ∣in(T)∣ = n. Then:
(1) Its closure is
Cl(T,σ) = (Corn, id0) ○v (T,σ),
where:
● v is the unique vertex in the n-corolla Corn, regarded as a vertex in the
closure Corn.● ○v is the G-tree substitution at v.
(2) Vt(T) = Vt(T)∐Vt(T).
(3) Suppose the G-tree substitution (U,σU) ○u (T,σ) at u ∈ Vt(U) is defined. Then
its closure is
Cl((U,σU) ○u (T,σ)) = Cl(U,σU) ○u (T,σ).
PROOF. For the first assertion, the equality
(13.1.7) T = Corn ○v T
of planar trees is immediate from Definition 9.1.6. That the input equivariance of
the G-tree substitution (Corn, id0) ○v (T,σ)
is id0 ∈ G(0) follows from our assumption that G(0) is the trivial group.
The second assertion follows from the decomposition (13.1.7), Lemma 9.1.7(2),
and thatVt(Corn) consists of v and n bottom vertices corresponding to the n inputs
of the n-corolla.
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For the last assertion, we have:
Cl((U,σU) ○u (T,σ)) = (Cor∣in(U)∣, id0) ○v [(U,σU) ○u (T,σ)]
= [(Cor∣in(U)∣, id0) ○v (U,σU)] ○u (T,σ)
= Cl(U,σU) ○u (T,σ).
The first and the last equalities follow from the first assertion. The second equality
follows from the associativity of G-tree substitution at a vertex in Lemma 9.1.7(6).

PROPOSITION 13.1.8. Closure defines a functor
Cl ∶ ΨG // ΨG.
PROOF. We need to define the action of Cl on morphisms. Suppose given a
morphism
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV) ∈ ΨG
as in Definition 12.1.1. To simplify the presentation in the rest of this proof, we
will omit writing the input equivariances when there is no danger of confusion.
To define the action of Cl on φ, we first make the following definitions:
(i) Define the planar tree
Uu = U{ f ∈ Ed(U) ∶ out(u) ≤ f} ,
in(Uu) = {e ∈ in(U) ∶ out(u) /< e}
(13.1.9)
in which the image of out(u) is not an input. Equivalently, Uu is obtained
fromU by removing all the edges descended from out(u), so the image of
the vertex u in Uu, which will be denoted simply by u, is a closed vertex.
(ii) For each 1 ≤ i ≤ ∣in(u)∣ = ∣in(T)∣, define the planar tree
(13.1.10) Uui = { f ∈ Ed(U) ∶ ℓu(i) ≤ f}
consisting of
● the ith input ℓu(i) of u ∈ Vt(U) and
● all the edges descended from it,
with the planar structure induced by U.
Then we have
V = U ○u [T(Tt)t∈Vt(T)]
= U ○u [T(Tt)t∈Vt(T)]
= Uu ○u [T{(Uui )∣in(T)∣i=1 , (Tt)t∈Vt(T)}].
(13.1.11)
Here Uu is the closure of Uu. For each 1 ≤ i ≤ ∣in(u)∣ = ∣in(T)∣, the closure Uui of Uui
is substituted into the bottom vertex in the closure T of T induced by the σ(i)-th
input of T. The first equality follows from the decomposition
V = U ○u [T(Tt)t∈Vt(T)].
The second equality follows from Proposition 13.1.6(3). The last equality follows
from inspection.
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We now define Cl(φ) as the morphism
(13.1.12) Cl(T,σ) = T ((U
u,u);(Uui )
∣in(T)∣
i=1
,(Tt)t∈Vt(T))
// V = Cl(V,σV) ∈ ΨG
corresponding to (13.1.11).
To see that Cl preserves identity morphisms, note that for an identity mor-
phism Id(T,σ), the inside and the outside G-trees are all corollas,
(Tt,σt) = (Cort, idt) for t ∈ Vt(T),
(U,σU) = (CorT, idT),(13.1.13)
in which the subscripts t and T on the right-hand side denote ∣in(Tt)∣ and ∣in(T)∣,
respectively. With u denoting the unique vertex in CorT , the planar tree U
u in
(13.1.9) consists of a single edge with no inputs. Therefore, Uu is the 0-corolla,
and so is its closure. Furthermore, each planar tree Uui in (13.1.10) consists of only
the ith input of u, and it is an input of Uui . So U
u
i is the exceptional edge ↑, and
its closure is the 0-corolla. It follows that the morphism Cl(Id(T,σ)) is the identity
morphism of the closure T.
To check that Cl preserves compositions in ΨG, suppose
(V,σV) ϕ=(((W,σ
W),w);(Vv,σv)v∈Vt(V))
// (X,σX) ∈ ΨG
is another morphism. Recall from Definition 12.1.1 that the composition is
(T,σ) ϕφ=((K,u);(Ht)t∈Vt(T)) // (X,σX)
in which:
K =W ○w [U((Vv)u/=v∈Vt(U), CorProf(u))],
Ht = Tt(Vv)v∈Vt(Tt).
By definition (13.1.12), Cl(ϕφ) is the morphism
Cl(T,σ) = T ((K
u,u);(Kui )
∣in(T)∣
i=1
,(Ht)t∈Vt(T))
// X = Cl(X,σX) ∈ ΨG
in which:
● Ku is the closure of the planar tree
Ku = K{ f ∈ Ed(K) ∶ out(u) ≤ f}
defined as in (13.1.9).
● Kui is the closure of the planar tree
Kui = { f ∈ Ed(K) ∶ ℓu(i) ≤ f}
defined as in (13.1.10).
Moreover, by definition (13.1.12),
Cl(ϕ) ∶ V // X ∈ ΨG
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is the morphism corresponding to the decomposition
X =Ww ○w [V((Wwj )∣in(V)∣j=1 , (Vv)v∈Vt(V))]
in which:
● Ww is the closure of the planar tree
Ww = W{ f ∈ Ed(W) ∶ out(w) ≤ f}
defined as in (13.1.9).
● Wwj is the closure of the planar tree
Wwj = { f ∈ Ed(W) ∶ ℓw(j) ≤ f}
defined as in (13.1.10).
By Definition 12.1.1 the composition
Cl(ϕ)Cl(φ) ∶ Cl(T,σ) // Cl(X,σX) ∈ ΨG
corresponds to the decomposition
X = A ○u [T((Di)∣in(T)∣i=1 , (Ht)t∈Vt(T))]
in which
A =Ww ○w [Uu((Wwj )j∈in(U)out(u)/≤j, (Vv)v∈Vt(U)out(u)/≤out(v), Cor0)],
Di = Uui ((Wwj )j∈in(U)ℓu(i)≤j , (Vv)v∈Vt(U)ℓu(i)≤out(v))
for 1 ≤ i ≤ ∣in(T)∣. By a direct inspection we have
A = Ku and Di = Kui
for each i. So the composition Cl(ϕ)Cl(φ) is equal to Cl(ϕφ). 
13.2. Closure as Reflection
The purpose of this section is to show that the closure functor is left adjoint to
the full subcategory inclusion from ΨG to ΨG. We continue to assume that G(0) is
the trivial group in our action operad G. To show that the closure functor is a left
adjoint, we will use the following concept.
DEFINITION 13.2.1. Suppose (T,σ) is a G-tree with ∣in(T)∣ = n. The morphism
(13.2.2) ι(T,σ) ∶ (T,σ) (((Corn,id0),v);(CorProf(t),id∣in(t)∣)t∈Vt(T)) // Cl(T,σ) ∈ ΨG,
corresponding to the G-tree substitution decomposition
Cl(T,σ) = (Corn, id0) ○v (T,σ)
in Proposition 13.1.6(1), is called the canonical inclusion of (T,σ) into its closure.
Here v is the unique vertex in the n-corolla Corn, regarded as a vertex in the closure
Corn.
Canonical inclusions are compatible with morphisms of G-trees in the follow-
ing sense.
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PROPOSITION 13.2.3. For each morphism
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV) ∈ ΨG
as in Definition 12.1.1, the diagram
(13.2.4) (T,σ) φ //
ι(T,σ)

(V,σV)
ι
(V,σV)

Cl(T,σ) Cl(φ) // Cl(V,σV)
in ΨG is commutative.
PROOF. As above, we will omit writing the input equivariances if there is no
danger of confusion. Furthermore, to save space below, we will write CorProf(v)
as Corv for each vertex v. By the definition (13.1.12) of Cl(φ) and Definition 12.1.1,
the composition Cl(φ)ι(T,σ) corresponds to the G-tree substitution decomposition:
Cl(V,σV) = [Uu ○u Cor∣in(T)∣((Uui )∣in(T)∣i=1 , Coru)] ○u T(Cort(Tt))t∈Vt(T)
= U ○u T(Tt)t∈Vt(T).
The other composition ι(V,σV)φ corresponds to the G-tree substitution decomposi-
tion:
Cl(V,σV)
= [Cor∣in(U)∣ ○wU((Corv)u/=v∈Vt(U), Coru)] ○u T[Tt(Corv)v∈Vt(Tt)]t∈Vt(T)
= U ○u T(Tt)t∈Vt(T).
Here w is the unique vertex in the corolla Cor∣in(U)∣, regarded as a vertex in its
closure Cor∣in(U)∣. Therefore, the morphisms Cl(φ)ι(T,σ) and ι(V,σV)φ are equal. 
EXAMPLE 13.2.5 (Closure of Symmetric Trees). If G is the symmetric group
operad S in Example 4.1.6, then the S-tree category ΨS is equivalent to the den-
droidal category Ω of Moerdijk-Weiss, as we mentioned in Example 12.1.8. In
the setting of the dendroidal category Ω, closed symmetric trees are discussed in
[ACM18, Mor∞]. The existence of the induced morphism Cl(φ) in (13.1.12), the
functor Cl, and the commutative diagram (13.2.4) are claimed in 4.4 in [ACM18].
However, the detailed formula for the morphism Cl(φ) and the detailed proofs of
the functoriality of Cl and of the commutativity of the diagram (13.2.4), are not
given there. ◇
Next we observe that ΨG is a full reflective subcategory of ΨG with the closure
functor Cl ∶ ΨG // ΨG as the reflection.
THEOREM 13.2.6. Suppose G is an action operad with G(0) the trivial group. Then
there is an adjunction
Ψ
G
Cl //
Ψ
G
η
oo
with
● η the full subcategory inclusion and
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● Cl the left adjoint.
PROOF. Suppose given (T,σ) ∈ ΨG, (V, id0) ∈ ΨG, and a morphism
(T,σ) φ=(((U,id0),u);(Tt,σt)t∈Vt(T)) // (V, id0) ∈ ΨG
as in Definition 12.1.1. Since (V, id0) is already closed, it is equal to its closure, and
its canonical inclusion is the identity morphism. By Proposition 13.2.3 the diagram
(T,σ) φ //
ι(T,σ)

(V, id0)
Cl(T,σ) Cl(φ) // Cl(V, id0)
in ΨG is commutative. The morphism Cl(φ) is the unique morphism that com-
pletes the above diagram for the following reasons.
(1) T and its closure have the same set of edges.
(2) Vt(T) consists of Vt(T) and the bottom vertices, one for each input of T.
(3) (V, id0) is closed.
(4) V = U ○u T(Tt)t∈Vt(T), so U is also closed.
This establishes the adjunction Cl ⊣ η. 
13.3. Output Extension
We continue to assume that G(0) is the trivial group in our action operad G.
The purpose of this section is to develop the key tool, called the output exten-
sion functor, that we will use to show that the category ΨG of closed G-trees is
contractible.
DEFINITION 13.3.1. Suppose L1 ∈ ΨG is the closed G-tree
z
y
r
with root r, top vertex z, and bottom vertex y. For each closed G-tree (T, id0) ∈ ΨG,
define its output extension
Ex(T, id0) = (T̂, id0) ∈ ΨG
with underlying closed planar tree
T̂ = L1 ○y T.
We also call T̂ the output extension of T.
GEOMETRIC INTERPRETATION 13.3.2. The output extension can be equiva-
lently defined as
Ed(T̂) = {r}∐Ed(T), r = out(T̂) < out(T)
with the rest of the planar tree structure inherited from T. We can visualize T̂ as
follows.
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z
T
r
In T̂ there is a new root r that is not an input and whose initial vertex is the top
vertex z from L1. Observe that
Vt(T̂) = {z}∐Vt(T)
with the input of z identified with the output of T. ◇
EXAMPLE 13.3.3 (Output Extension of Closed Corollas). The output extension
Ĉor4 of the closed 4-corolla Cor4 in Example 13.1.4 is the closed planar tree
z
v
u2u1 u3 u4
r
e
f
with six vertices. The edges e and f will be used in another example below. ◇
We will use the output extension to connect the identity functor on the cate-
gory ΨG and a constant functor. First we need to make sure that output extension
is functorial, for which we need the following concept.
DEFINITION 13.3.4. Suppose U is a closed planar tree, and e is an edge in U.
Define the planar treeUe with
Ed(Ue) = { f ∈ Ed(U) ∶ e /< f},
in(Ue) = {e},
and with the rest of the planar tree structure inherited from U. We call Ue the
truncation of U below e.
GEOMETRIC INTERPRETATION 13.3.5. The truncation Ue below e is obtained
from U by (i) removing the edges descended from e and (ii) redefining e as an
input. In particular,Ue is not closed. ◇
EXAMPLE 13.3.6. Consider the closed planar tree U = Ĉor4 in Example 13.3.3.
Then the truncation Ur below r is the exceptional edge ↑. The truncation Ue below
e is the 1-corolla:
z
r
e
The truncation U f below f is the planar tree
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z
v
u2 u3 u4
r
e
f
whose only input is f . ◇
LEMMA 13.3.7. Suppose U and T are closed planar trees, and u is a closed vertex in
U. Then there are equalities
Û ○u T = Û ○u T = T̂ ○z Ûout(u)
in which:
● Ûout(u) is the truncation of the output extension Û below out(u).
● z is the top vertex in L1 in Definition 13.3.1, regarded as a vertex in the output
extension T̂.
PROOF. By the vertical associativity of planar tree substitution at a vertex in
Lemma 9.1.7(6), the first equality follows from the computation:
Û ○u T = L1 ○y (U ○u T)
= (L1 ○yU) ○u T
= Û ○u T.
For the other equality, by the definition of ○u in Definition 9.1.8, we have
Ed(Û ○u T) = {r}∐Ed(U)∐Ed(T)(out(u) = out(T)) .
Since u is a closed vertex in U, it is still a closed vertex in the output extension. It
follows that
Ed(Ûout(u)) = { f ∈ {r}∐Ed(U) ∶ out(u) /< f}
= {r}∐Ed(U).
This implies that
Ed(T̂ ○z Ûout(u)) = {r
′}∐Ed(T)∐ {r}∐Ed(U)
(out(z) = r′ = r, in(z) = out(u))
= Ed(Û ○u T)
because in the output extension T̂, the output of T is identified with the input of
the top vertex z. Moreover, Û ○u T and T̂ ○z Ûout(u) are both closed because Û and
T̂ are closed. Their planar structure also coincide because they are both inherited
from U and T. 
GEOMETRIC INTERPRETATION 13.3.8. Writing e for out(u), one can visualize
the output extension Û ○u T as follows.
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z
Ue
T
r
e
Here Ue is the truncation of U below e = out(u), which is equal to U with out(u)
redefined as an input. ◇
PROPOSITION 13.3.9. Output extension defines a functor
Ex ∶ ΨG // ΨG.
PROOF. We need to define the action of Ex on a morphism. Suppose
(T, id0) φ=(((U,id0),u);(Tt,σt)t∈Vt(T)) // (V, id0) ∈ ΨG
is a morphism as in Definition 12.1.1 with both T and V (and hence alsoU) closed.
To simplify the presentation below, we will omit writing the input equivariances
when there is no danger of confusion. By Lemma 13.3.7 and the horizontal associa-
tivity of planar tree substitution at a vertex in Lemma 9.1.7(7), there are equalities:
V̂ = Ex(U ○u (T(Tt)t∈Vt(T)))
= Ex(T(Tt)t∈Vt(T)) ○z Ûout(u)
= [T̂(Tt)t∈Vt(T)] ○z Ûout(u)
= T̂((Tt)t∈Vt(T), Ûout(u)).
(13.3.10)
In the previous line, Ûout(u) is substituted into the top vertex z in the output exten-
sion T̂, and its input equivariance is id1 ∈ G(1). This makes sense because Ûout(u)
has only one input, which is created by the truncation of Û below out(u).
We now define
Ex(φ) = φˆ
as the morphism
(13.3.11) T̂
φˆ=((Cor0,u);(Tt,σt)t∈Vt(T),Ûout(u))
// V̂ ∈ ΨG
corresponding to (13.3.10).
To see that Ex preserves identity morphisms, note that for the identity mor-
phism Id(T,id0), the inside and the outside G-trees are all corollas, as in (13.1.13).
Since T is closed, U is the 0-corolla, and its output extension Û is L1. The trunca-
tion Ûout(u) below out(u) is therefore the 1-corolla. So Ex(Id(T,id0)) is the identity
morphism of the output extension T̂.
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To see that Ex preserves composition, suppose given a morphism
(V, id0) ϕ=(((W,id0),w);(Vv,σv)v∈Vt(V)) // (X, id0) ∈ ΨG
with X (and hence alsoW) closed. By Definition 12.1.1 the composite ϕφ is
T
ϕφ=((K,u);(Ht)t∈Vt(T))
// X ∈ ΨG
in which:
K =W ○w [U((Vv)v∈Vt(U)∖{u}, Cor0)],
Ht = Tt(Vv)v∈Vt(Tt).
By (13.3.11) Ex(ϕφ) is the morphism
T̂
((Cor0,u);(Ht)t∈Vt(T),K̂out(u))
// X̂ ∈ ΨG
in which
K̂out(u) = {Ŵ ○w [U((Vv)v∈Vt(U)∖{u}, Cor0)]}
out(u)
by Lemma 13.3.7.
On the other hand, by (13.3.11) Ex(ϕ) = ϕˆ is the morphism
V̂
ϕˆ=((Cor0,w);(Vv,σv)v∈Vt(V),Ŵout(w))
// X̂ ∈ ΨG.
By Definition 12.1.1 the composite Ex(ϕ)Ex(φ) is given by
T̂
ϕˆφˆ=((A,u);(Ht)t∈Vt(T),B)
// X̂ ∈ ΨG
in which:
A = Cor0 ○w [Cor0(Cor0)] = Cor0,
B = Ûout(u)((Vv)v∈Vt(U)∖{u},Ŵout(w))
= {Ŵ ○w [U((Vv)v∈Vt(U)∖{u}, Cor0)]}
out(u)
= K̂out(u).
Therefore, the morphisms Ex(ϕφ) and Ex(ϕ)Ex(φ) are equal. 
REMARK 13.3.12. There are no analogues of Proposition 13.3.9 for the G-tree
category ΨG. For a general G-tree (T,σ) with n = ∣in(T)∣, it is possible to define its
output extension as the G-tree substitution
Ex(T,σ) = (Ln, idn) ○y (T,σ) ∈ ΨG
in which Ln is the planar tree
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z
y
⋯
r
1 n
with two vertices and n inputs, all adjacent to the vertex y. If n = 0 (i.e., T is closed),
then L0 = L1. So this definition agrees with Definition 13.3.1 when T is closed. This
might lead one to think that the proofs above go through for general G-trees that
are not necessarily closed.
However, if T and U are not closed, then the equality
Û ○u T = T̂ ○z Ûout(u)
in Lemma 13.3.7, which we used in (13.3.10), does not hold in general for two
reasons.
(1) If (U,σU) is not a closed G-tree and if u is not a closed vertex, then it is
not clear how one should define the input equivariance for the truncation
Ûout(u) below out(u).
(2) The left-hand side Û ○u T has the same number of inputs as U, while the
right-hand side T̂ ○z Ûout(u) has the same number of inputs as T. But in
general ∣in(U)∣ and ∣in(T)∣ are different.
As a result, there are no reasonable analogues of the morphism φˆ in (13.3.11), and
Ex does not define a functor on the category ΨG. This is the reason why we have
to consider the full reflective subcategory ΨG of closed G-trees. ◇
13.4. Contractibility
As in the previous section, we continue to assume thatG(0) is the trivial group.
The main purpose of this section is to show that the G-tree category ΨG is con-
tractible; i.e., its nerve is a contractible simplicial set. We prove this by showing
that the full reflective subcategory ΨG of closed G-trees is contractible. This is
done by relating the identity functor and a constant functor via the output exten-
sion functor Ex. We will continue to omit writing input equivariances when there
is no danger of confusion.
PROPOSITION 13.4.1. Definition 13.3.1 defines a natural transformation θ,
Ψ
G
Id
((
Ex
66θ ⇓ ΨG
from the identity functor to Ex on ΨG.
PROOF. For each closed G-tree (T, id0), the morphism
θT ∶ T
((L1,y);(Cort)t∈Vt(T))
// Ex(T) = T̂ = L1 ○y T ∈ ΨG
222 13. CONTRACTIBILITY OF GROUP TREE CATEGORY
is fromDefinition 13.3.1, where Cort is the ∣in(t)∣-corolla in Example 9.1.4. Suppose
(T, id0) φ=(((U,id0),u);(Tt,σt)t∈Vt(T)) // (V, id0) ∈ ΨG
is a morphism as in Definition 12.1.1 with both T and V (and hence alsoU) closed.
We must show that the diagram
T
φ

θT // T̂
φˆ

V
θV // V̂
in ΨG is commutative.
By Definition 12.1.1, the composite θVφ corresponds to the decomposition:
V̂ = [L1 ○y [U((Corv)u/=v∈Vt(U), Coru)]] ○u T[Tt(Corv)v∈Vt(Tt)]t∈Vt(T)
= Û ○u T(Tt)t∈Vt(T).
On the other hand, by Definition 12.1.1 and (13.3.11), the composite φˆθT corre-
sponds to the decomposition:
V̂ = [Cor0 ○u [L1(Ûout(u), Cory)]] ○y T[Cort(Tt)]t∈Vt(T)
= Û ○u T(Tt)t∈Vt(T)
In the last equality above, we used the fact that
Û = L1(Ûout(u), Cory).
Therefore, the morphisms θVφ and φˆθT are equal. 
EXAMPLE 13.4.2 (De´calage). For the symmetric group operad S, the sym-
metric tree category ΨS is equivalent to the symmetric dendroidal category Ω of
Moerdijk-Weiss [MW07, MW09]. In the setting of Ω, Proposition 13.4.1 above is
a part of Proposition 4.8 in [ACM18], in which the output extension functor is
denoted by
D ∶ Ω // Ω
and is called the de´calage. However, a detailed proof of the functoriality of the
output extension functor, which is Proposition 13.3.9 above, is not given there. ◇
Next we relate the output extension functor to a constant functor. Recall the
0-corolla Cor0 in Example 9.1.4.
PROPOSITION 13.4.3. There is a natural transformation
Ψ
G
C0
((
Ex
66ξ ⇓ ΨG
from the constant functor at Cor0,
Ψ
G C0 // Ψ
G , C0(T) = Cor0
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to the output extension functor Ex, defined as the morphism
C0(T) = Cor0 ξT =((Cor0,u);T̂) // Cor0(T̂) = T̂ = Ex(T) ∈ ΨG
for T ∈ ΨG.
PROOF. Suppose
(T, id0) φ=(((U,id0),u);(Tt,σt)t∈Vt(T)) // (V, id0) ∈ ΨG
is a morphism as in Definition 12.1.1 with both T and V (and hence alsoU) closed.
We must show that the diagram
C0(T) = Cor0 ξT // T̂
φˆ

C0(V) = Cor0 ξV // V̂
in ΨG is commutative. By the definition (13.3.11) of φˆ and Definition 12.1.1, the
composite φˆξT corresponds to the decomposition
V̂ = [Cor0 ○u [Cor0(Cor0)]] ○u Cor0[T̂((Tt)t∈Vt(T), Ûout(u))]
= Cor0 ○u Cor0(V̂)
in which the last equality is from (13.3.10). The last line above also corresponds to
the morphism ξV by definition. 
Recall the nerve functor in (4.5.4). We are now ready for the main observation
of this chapter.
THEOREM 13.4.4. Suppose G is an action operad with G(0) the trivial group. Then
the nerve of the category ΨG is contractible.
PROOF. By Theorem 13.2.6 there is an adjunction Cl ⊣ η between the cate-
gories ΨG and ΨG. By basic categorical homotopy theory (see, e.g., [Jar06] Section
1), the existence of this adjunction implies that the nerves of ΨG and ΨG are homo-
topy equivalent. Therefore, it suffices to show that the full reflective subcategory
Ψ
G of closed G-trees has a contractible nerve. By Propositions 13.4.1 and 13.4.3,
there is a zig-zag of natural transformations
(13.4.5) ΨG
C0
<<
Id
""θ 
ξ
KS
Ex // ΨG
from the identity functor to the constant functor at Cor0. This shows that the cate-
gory ΨG has a contractible nerve. 
REMARK 13.4.6. By Corollaire 3.7 in [CMa11], the diagram (13.4.5) shows that
the category ΨG of closed G-trees is a Grothendieck strict test category. ◇
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EXAMPLE 13.4.7. By Theorem 13.4.4, the G-tree category ΨG is contractible for
each of the action operadsP, S, R, PR, B, PB, Cac, and PCac in Example 8.2.8. Recall
that there is an equivalence ΨS ≃ Ω between the symmetric tree category and
the Moerdijk-Weiss dendroidal category Ω. The contractibility of the dendroidal
category Ω is Theorem 4.10 in [ACM18]. ◇
CHAPTER 14
Generalized Reedy Structure
In this chapter, we continue to study the categorical structure of the G-tree
category ΨG in Definition 12.1.1 for an action operad G. The main result of this
chapter is that ΨG is both a dualizable generalized Reedy category and an EZ-
category.
In Section 14.1 we first show that each morphism in the G-tree category ΨG
has a decomposition into codegeneracies, isomorphisms, and cofaces, similar to
the familiar decomposition in the finite ordinal category ∆. Each codegeneracy in
Ψ
G corresponds to a G-tree substitution of an exceptional edge into the domain.
Each inner coface corresponds to substituting a G-tree with one internal edge into
the domain. Each outer coface corresponds to substituting the domain into a G-
tree with one internal edge.
In Section 14.2 we observe that ΨG is a dualizable generalized Reedy category,
which is a generalization of a Reedy category due to Berger and Moerdijk that al-
lows non-identity automorphisms. In the dualizable generalized Reedy structure
in ΨG, the degree function is given by the number of vertices. The subcategory ΨG+
is generated by isomorphisms, inner cofaces, and outer cofaces. The subcategory
Ψ
G
− is generated by isomorphisms and codegeneracies.
In Section 14.3 we state a model categorical consequence of the dualizable
generalized Reedy structure on ΨG. This result says that for each cofibrantly gen-
erated model category M, the diagram categories MΨ
G
and M(Ψ
G)op both admit
Reedy-type model structures.
In Section 14.4 we extend the result in Section 14.2 by showing that ΨG is an
EZ-category. An EZ-category C, where EZ stands for Eilenberg-Zilber, is a spe-
cial kind of a dualizable generalized Reedy category with C+ the subcategory of
monomorphisms and C− the subcategory of split epimorphisms.
14.1. Coface and Codegeneracy
We observed in Theorem 13.4.4 that for each action operad G with G(0) the
trivial group, the G-tree category ΨG is contractible, just like the finite ordinal cat-
egory ∆. In fact, the categories ΨG and ∆ have even more in common. In this
section, we show that each morphism in ΨG has a codegeneracy-coface decompo-
sition, similar to the epi-monic decomposition in ∆; see, for example, Lemma 8.1.2
in [Wei97]. In the next section, we will extend this observation to a dualizable
generalized Reedy structure on the category ΨG. Throughout this chapter, G is an
arbitrary action operad. We do not need to assume that G(0) is the trivial group.
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In the rest of this chapter, suppose
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV) ∈ ΨG
is an arbitrary morphism as in Definition 12.1.1. Recall that Corn denotes the n-
corolla in Example 9.1.4. We begin with the definition of an inner coface.
DEFINITION 14.1.1. An inner coface in ΨG is a morphism φ such that:
● U = Cor∣in(U)∣.
● There exists a vertex s ∈ Vt(T) such that Ts has exactly one internal edge,
called the internal edge corresponding to φ.
● Tt = Cor∣in(t)∣ for t ∈ Vt(T)∖ {s}.
An inner coface φ is said to be pure if
● σU = id∣in(U)∣ ∈ G(∣in(U)∣) and
● σt = id∣in(t)∣ ∈ G(∣in(t)∣) for t ∈ Vt(T)∖ {s}.
INTERPRETATION 14.1.2. In the previous definition, the condition that Ts has
one internal edge is equivalent to the condition ∣Vt(Ts)∣ = 2. The condition that Tt
is the ∣in(t)∣-corolla is equivalent to the condition ∣Vt(Tt)∣ = 1. It follows that
∣Vt(T)∣+ 1 = ∣Vt(V)∣
for an inner coface φ. ◇
The following observation is a special case of the codegeneracy-coface decom-
position in ΨG.
LEMMA 14.1.3. Suppose
φ ∶ (T,σ) // (V,σV) ∈ ΨG
is a morphism such that:
● (U,σU) = (Cor∣in(U)∣, id∣in(U)∣).
● There exists a vertex s ∈ Vt(T) such that Ts has at least one internal edge.
● (Tt,σt) = (Cor∣in(t)∣, id∣in(t)∣) for t ∈ Vt(T)∖ {s}.
Then φ decomposes as
φ = φk ○⋯○ φ1 ∈ ΨG
such that:
● k is the number of internal edges in Ts.
● φi is a pure inner coface for each 1 ≤ i ≤ k.
PROOF. This is proved by an induction on the number k of internal edges in
Ts, with the initial case k = 1 being true by definition.
If Ts has at least two internal edges, we pick an arbitrary internal edge e in
it with initial vertex a and terminal vertex b. We will decompose Ts using e as
follows. Suppose Tes is the planar tree obtained from Ts by:
● removing e ∈ Ed(Ts);
● redefining out(b) as the immediate predecessor of each f ∈ in(a), i.e.,
combining a and b into a single vertex b′ in Tes with
out(b′) = out(b) and in(b′) = in(a)∐ [in(b)∖ {e}];
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● defining the ordering
{1, . . . , ∣in(a)∣+ ∣in(b)∣− 1} ℓb′
≅
// in(b′)
as
ℓb′(i) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ℓb(i) if i < ℓ−1b (e),
ℓa(i − ℓ−1b (e)+ 1) if ℓ−1b (e) ≤ i ≤ ℓ−1b (e)− 1+ ∣in(a)∣,
ℓb(i − ∣in(a)∣+ 1) if ℓ−1b (e)+ ∣in(a)∣ ≤ i ≤ ∣in(a)∣+ ∣in(b)∣− 1.
The rest of the planar tree structure is inherited from Ts. Geometrically, T
e
s is ob-
tained from Ts by shrinking away the internal edge e. In particular, T
e
s has one
fewer internal edge than Ts.
Next suppose Te is the planar tree with
Ed(Te) = out(b)∐ in(b)∐ in(a),
out(Te) = out(b),
in(Te) = in(a)∐ [in(b)∖ {e}],
and the planar tree structure inherited from T. Note that e is the only internal edge
in Te. One can visualize Te as follows.
b
a
in(a)
out(b)
e
There is a planar tree decomposition
Ts = Tes ○b′ Te.
This implies that there is a G-tree decomposition
(14.1.4) (Ts,σs) = (Tes ,σs) ○b′ (Te, id)
in which id = id∣in(a)∣+∣in(b)∣−1.
By assumption the morphism φ corresponds to the G-tree decomposition
(V,σV) = (T,σ) ○s (Ts,σs).
Substituting in (14.1.4) and using the vertical associativity of G-tree substitution in
Lemma 9.2.13(7), we now have the G-tree decomposition
(V,σV) = (T,σ) ○s [(Tes ,σs) ○b′ (Te, id)]
= [(T,σ) ○s (Tes ,σs)] ○b′ (Te, id).
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The above equality corresponds to a decomposition φ = φk ○ φ′,
(T,σ)
φ′

φ
// (V,σV)
(T,σ) ○s (Tes ,σs) φk // [(T,σ) ○s (Tes ,σs)] ○b′ (Te, id)
in ΨG in which φk is a pure inner coface because Te has exactly one internal edge.
Since Tes has one fewer internal edge than Ts, the induction hypothesis applies to
the morphism φ′, decomposing it into the composite of k − 1 pure inner cofaces.

Next we define outer cofaces.
DEFINITION 14.1.5. An outer coface in ΨG is a morphism φ such that:
● U has exactly one internal edge, called the internal edge corresponding to φ.
● Tt = Cor∣in(t)∣ for t ∈ Vt(T).
An outer coface φ is said to be pure if
σt = id∣in(t)∣
for t ∈ Vt(T).
INTERPRETATION 14.1.6. In Definition 14.1.5 the condition that U has exactly
one internal edge is equivalent to ∣Vt(U)∣ = 2. It follows that
∣Vt(T)∣+ 1 = ∣Vt(V)∣
for an outer coface φ. ◇
EXAMPLE 14.1.7. Suppose σ ∈ G(n) for some n ≥ 0. Then there are n + 1 outer
cofaces with target (Corn,σ). Indeed, corresponding to the root of the n-corolla is
the outer coface
(↑, id1) φ0 =(((Corn,0,σ),u);∅) // (Corn,σ) ∈ ΨG
in which Corn,0 is the planar tree
u
v
⋯
1 n
with one internal edge and n inputs, all adjacent to the vertex v.
On the other hand, for each 1 ≤ i ≤ n, corresponding to the ith input of the
n-corolla is the outer coface
(↑, id1) φi =(((Corn,i,σ),u);∅) // (Corn,σ) ∈ ΨG.
Here Corn,i is the planar tree
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u
v
i
1 n
with one internal edge, which is the ith input of the vertex v, and n inputs, all but
one of which are adjacent to v. Moreover, each φj for 0 ≤ j ≤ n is a pure outer
coface. ◇
Wewill need an outer coface analogue of Lemma 14.1.3, for which we will use
the following concepts. Recall that the set of internal edges in a planar tree U is
denoted by Int(U) and that a vertex z is the set {out(z)}∐ in(z), provided out(z) is
not an input of U.
DEFINITION 14.1.8. Suppose U is a planar tree with at least one vertex.
(1) A vertex z in a planar tree U is removable if there is exactly one internal
edge of U in z.
(2) Suppose z is a removable vertex in U, and {e} = z ∩ Int(U). Define Uz as
the planar tree obtained from U by
(i) removing the edges z ∖ {e};
(ii) defining e as out(Uz) if e ∈ in(z), or as an input of Uz if e = out(z).
DEFINITION 14.1.9. Suppose U is a planar tree. For each e ∈ Int(U), define
U(e) as the planar tree with
Ed(U(e)) = {out(U)}∐ {e}∐ in(U) ⊆ Ed(U)
and with the planar tree structure inherited from U.
GEOMETRIC INTERPRETATION 14.1.10. In Definition 14.1.8, the planar treeUz
is obtained from U by removing the removable vertex z but keeping the edge e as
the new root or an input in Uz, depending on whether e ∈ in(z) or e = out(z). In
particular, we have
Vt(Uz) = Vt(U)∖ {z},
Int(Uz) = Int(U)∖ {e}.
In Definition 14.1.9, the planar treeU(e) is obtained from U by shrinking away all
the internal edges in U except e. Its only internal edge is e. If, in addition, e is the
only internal edge in a removable vertex z in U, then U(e) has two vertices, one of
which is z. The other vertex in U(e) has the same profile as Uz. ◇
LEMMA 14.1.11. Suppose z is a removable vertex in a planar tree U with {e} =
z ∩ Int(U). Then U admits a planar tree decomposition
U = U(e) ○yUz
in which y ∈ Vt(U(e)) is the vertex other than z.
PROOF. It follows from Definitions 14.1.8 and 14.1.9 that U(e) ○y Uz and U
have the same sets of edges and the same planar tree structures. 
EXAMPLE 14.1.12. Suppose U is the planar tree
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x
w
u v
g
e f
with internal edges e, f , and g. Then the vertices u, v, and x are removable, and w
is not. In particular, the only internal edge ofU in the removable vertex x is g, and
the decomposition in Lemma 14.1.11 takes the form
U = U(g) ○yUx
in which U(g) and Ux are the following planar trees.
x
U(g)
y
g
w
Ux
u v
g
e f
HereU(g) is obtained fromU by (i) shrinking away the internal edges e and f and
(ii) combining u, v, and w into a new vertex y. The planar treeUx is obtained from
U by removing the three edges in x not equal to g, which is now the root of Ux. ◇
The following concept will be used to show the existence of certain removable
vertices.
DEFINITION 14.1.13. SupposeU is a planar tree with at least one internal edge.
A trail in U is a pair
((e1, . . . , en), j)
such that the following four conditions hold.
(i) The ei’s are distinct internal edges in U, and 1 ≤ j ≤ n.
(ii) For each 1 ≤ i < j, the terminal vertex of ei is the initial vertex of ei+1.
(iii) If j < n, then the terminal vertex of ej is also the terminal vertex of ej+1.
(iv) For each j + 1 < i ≤ n, the terminal vertex of ei is the initial vertex of ei−1.
We call n the length of this trail.
INTERPRETATION 14.1.14. In the case j = n, a trail is a directed path in U. In
the case j < n, a trail is a concatenation of two directed paths in U with the same
terminal vertex, which is the common terminal vertex of ej and ej+1. ◇
EXAMPLE 14.1.15. Consider the planar tree U in Example 14.1.12. It has three
trails with length n = 2:
(1) ((e, g), 2).
(2) (( f , g), 2).
(3) ((e, f ), 1).
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There is also the trail (( f , e), 1), but we do not distinguish it from ((e, f ), 1). ◇
LEMMA 14.1.16. Suppose U is a planar tree with at least one internal edge. Then U
admits at least two removable vertices.
PROOF. Suppose L = ((e1, . . . , en), j) is a trail in U with maximal length. The
initial vertex of e1 is removable, since otherwise the trail can be lengthened, which
would contradict the choice of L. If j = n, then the terminal vertex of en is remov-
able by the maximality of L. If j < n, then the initial vertex of en is removable by
the maximality of L. 
The following observation is another special case of the codegeneracy-coface
decomposition in ΨG.
LEMMA 14.1.17. Suppose
φ ∶ (T,σ) // (V,σV) ∈ ΨG
is a morphism such that:
● U has k ≥ 1 internal edges.
● (Tt,σt) = (Cor∣in(t)∣, id∣in(t)∣) for t ∈ Vt(T).
Then φ decomposes as
φ = φk ○⋯○ φ1 ∈ ΨG
such that φi is a pure outer coface for each 1 ≤ i ≤ k.
PROOF. This is proved by an induction on k, with the initial case k = 1 being
true by definition.
Suppose U has at least two internal edges. By Lemma 14.1.16, U admits a
removable vertex z /= u. The decomposition
U = U(e) ○yUz
in Lemma 14.1.11 implies that there is a G-tree decomposition
(U,σU) = (U(e),σU) ○y (Uz, id∣in(Uz)∣) ∈ ΨG.
By definition the morphism φ corresponds to the G-tree decomposition
(V,σV) = (U,σU) ○u (T,σ).
Combined with the previous decomposition of (U,σU) and the vertical associativ-
ity of G-tree substitution in Lemma 9.2.13(7), we now have the G-tree decomposi-
tion
(V,σV) = [(U(e),σU) ○y (Uz, id∣in(Uz)∣)] ○u (T,σ)
= (U(e),σU) ○y [(Uz, id∣in(Uz)∣) ○u (T,σ)].
This equality corresponds to the decomposition φ = φk ○ φ′,
(T,σ)
φ′

φ
// (V,σV)
(Uz, id∣in(Uz)∣) ○u (T,σ) φk // (U(e),σU) ○y [(Uz, id∣in(Uz)∣) ○u (T,σ)]
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in ΨG in which φk is a pure outer coface becauseU(e) has exactly one internal edge.
Since Uz has one fewer internal edge than U, the induction hypothesis applies to
φ′, decomposing it into the composite of k − 1 pure outer cofaces. 
Next we define codegeneracies. Recall the exceptional edge ↑ in Example 9.1.3.
DEFINITION 14.1.18. A codegeneracy in ΨG is a morphism φ such that:
● U = Cor∣in(U)∣.
● There exists a vertex s in T such that Ts = ↑, called the exceptional edge
corresponding to φ.
● Tt = Cor∣in(t)∣ for t ∈ Vt(T)∖ {s}.
A codegeneracy φ is said to be pure if
● σU = id∣in(U)∣ and
● σt = id∣in(t)∣ for t ∈ Vt(T)∖ {s}.
REMARK 14.1.19. In a codegeneracy φ ∶ (T,σ) // (V,σV), we have
∣Vt(T)∣ = ∣Vt(V)∣+ 1.
◇
We are now ready for the codegeneracy-coface decomposition in ΨG.
THEOREM 14.1.20. Each morphism φ ∶ (T,σ) // (V,σV) in ΨG admits a decom-
position as
(T,σ) φ //
φ1

(V,σV)
(X,σX) φ2
≅
// (Y,σY) φ3 // (Z,σZ)
φ4
OO
in which:
● φ1 is the composite of ∣P0∣ pure codegeneracies, where
P0 = {t ∈ Vt(T) ∶ Tt = ↑}.
● φ2 is an isomorphism.
● φ3 is the composite of ∑t∈P≥2(∣Vt(Tt)∣− 1) pure inner cofaces, where
P≥2 = {t ∈ Vt(T) ∶ ∣Vt(Tt)∣ ≥ 2}.
● φ4 is the composite of ∣Vt(U)∣ − 1 pure outer cofaces if ∣Vt(U)∣ ≥ 2, or is an
isomorphism if ∣Vt(U)∣ = 1.
PROOF. We partition the set Vt(T) as
Vt(T) = P0 ∐ P1 ∐ P≥2
with P0 and P≥2 as stated above and
P1 = {t ∈ Vt(T) ∶ Tt = Cort},
14.1. COFACE AND CODEGENERACY 233
where Cort = Cor∣in(t)∣. Now we define the morphisms φ1, φ2, φ3, and φ4 corre-
sponding to the following G-tree substitutions:
(X,σX) = (T,σ)((↑,σt)t∈P0 , (Cort, id∣in(t)∣)t∈Vt(T)∖P0),
(Y,σY) = (X,σX)((Cort,σt)t∈P1 , (Cort, id∣in(t)∣)t∈P≥2),
(Z,σZ) = (Y,σY)(Tt,σt)t∈P≥2 ,
(V,σV) = (U,σU) ○u (Z,σZ).
The last equality is well-defined because
(Z,σZ) = (T,σ)(Tt,σt)t∈Vt(T)
by the horizontal associativity of G-tree substitution in Lemma 9.2.13(8), which
also implies that φ1 is the composite of ∣P0∣ pure codegeneracies. The morphism
φ2 is an isomorphism because each σt ∈ G(∣in(t)∣) for t ∈ P1 has an inverse. The
morphisms φ3 and φ4 have the stated properties by Lemma 14.1.3 and Lemma
14.1.17, respectively. 
EXAMPLE 14.1.21 (Planar Dendroidal Category). Recall from Example 12.1.7
that, for the planar group operad P in Example 4.1.5, there is an isomorphism of
categories
Ψ
P ≅ Ωp,
in which Ωp is the planar dendroidal category in Definition 2.2.1 in [MT10]. The
codegeneracy-cofacedecomposition in Ωp, analogous to Theorem 14.1.20, is Lemma
2.2.2 in [MT10]. Note that φ2 is the identity morphism in this case because each
level P(n) is the trivial group. ◇
EXAMPLE 14.1.22 (Dendroidal Category). Recall from Example 12.1.8 that, for
the symmetric group operad S in Example 4.1.6, there is an equivalence of cate-
gories
Ψ
S ≃ Ω,
in which Ω is the dendroidal category in Definition 2.3.1 in [MT10] and Section 3
in [MW07]. The codegeneracy-coface decomposition in Ω, analogous to Theorem
14.1.20, is Lemma 2.3.2 in [MT10]. ◇
EXAMPLE 14.1.23 (Braided, Ribbon, and Cactus Tree Categories). Suppose G
is
● the braid group operad B in Definition 5.2.6,
● the pure braid group operad PB in Definition 5.2.7,
● the ribbon group operad R in Definition 6.2.3,
● the pure ribbon group operad PR in Definition 6.2.4,
● the cactus group operad Cac in Definition 7.4.5, or
● the pure cactus group operad PCac in Definition 7.4.7.
Then Theorem 14.1.20 provides a codegeneracy-coface decomposition for each
morphism in
● the braided tree category ΨB,
● the pure braided tree category ΨPB,
● the ribbon tree category ΨR,
● the pure ribbon tree category ΨPR,
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● the cactus tree category ΨCac, or
● the pure cactus tree category ΨPCac.
Note that in the (pure) ribbon case, for each t ∈ P0, the input equivariance
σt ∈ R(1) = PR(1) ≅ Z
can be non-trivial, unlike in the planar, symmetric, (pure) braided, and (pure) cac-
tus cases where G(1) is the trivial group. ◇
The following description of an isomorphism in ΨG will be useful.
LEMMA 14.1.24. A morphism
φ ∶ (T,σ) // (V,σV) ∈ ΨG
is an isomorphism if and only if
(1) U = Cor∣in(U)∣ and
(2) Tt = Cort for each t ∈ Vt(T).
PROOF. The if direction follows from the fact that each G(n) is a group.
For the other direction, if there exists a vertex t in T such that Tt is not a corolla,
then Tt is
(i) either an exceptional edge or
(ii) has at least one internal edge.
In the first case, the map φ ∶ Ed(T) // Ed(V) is not injective. In the second case,
φ is not surjective on edge sets. So in either case φ cannot be an isomorphism. In
other words, if φ is an isomorphism, then each Tt = Cort, so we have the decom-
position
(V,σ) = (U,σU) ○u [(T,σ)(Cort,σt)t∈Vt(T)].
Since φ is an isomorphism, this implies
Vt(T) = Vt(V) = Vt(T)∐ [Vt(U)∖ {u}].
It follows that U contains only the vertex u, so it is a corolla. 
EXAMPLE 14.1.25. By Lemma 14.1.24, if a morphism φ ∶ (T,σ) // (V,σV) in
Ψ
G is an isomorphism, then ∣Vt(T)∣ = ∣Vt(V)∣. However, this equality in the size of
the vertex sets is not enough to infer that φ is an isomorphism. For instance, there
are morphisms
(Cor1, id1) (((Cor1 ,id1),u); (↑,id1)) // (↑, id1)
out
(Cor1, id1)
in ΨG in which the second morphism is the pure outer coface corresponding to
the root of Cor1 in Example 14.1.7. In the composite of these two morphisms, both
edges in the domain Cor1 are sent to the root of the codomain Cor1, so it is not an
isomorphism. ◇
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14.2. Dualizable Generalized Reedy Structure
A generalized Reedy category in the sense of [BM11] is a generalization of
a classical Reedy category where non-identity automorphisms are allowed. The
purpose of this section is to show that, for each action operad G, the G-tree cate-
gory ΨG is a dualizable generalized Reedy category. As a consequence, for each
cofibrantly generated model categoryM, the diagram categoriesMΨ
G
andM(Ψ
G)op
both inherit from M Reedy-type model structures, which we will discuss in the
next section.
Recall that a wide subcategory of a category C is a subcategory that contains all
the objects in C. The wide subcategory generated by all the isomorphisms in C is
denoted by Iso(C). The following is Definition 1.1 in [BM11].
DEFINITION 14.2.1. A generalized Reedy structure on a small category C is a
triple
(C+,C−, d)
consisting of
(1) wide subcategories C+ and C− of C and
(2) a degree function d ∶ Ob(C) // N
that satisfies the following four axioms:
(i) Every non-isomorphism in C+ (resp., C−) raises (resp., lowers) degree.
Every isomorphism in C preserves degree.
(ii) C+ ∩C− = Iso(C).
(iii) Every morphism f in C admits a factorization as
f = f+ f−
with f+ ∈ C+ and f− ∈ C− that is unique up to isomorphism.
(iv) If
θ f = f
for some θ ∈ Iso(C) and f ∈ C−, then θ is an identity morphism.
A generalized Reedy structure is dualizable if the following additional axiom is
satisfied:
(v) If
f θ = f
for some θ ∈ Iso(C) and f ∈ C+, then θ is an identity morphism.
A (dualizable) generalized Reedy category is a small category equipped with a (dual-
izable) generalized Reedy structure.
INTERPRETATION 14.2.2. The first three conditions in Definition 14.2.1 gener-
alize those in a Reedy category by allowing non-identity automorphisms. Condi-
tion (iv) says that isomorphisms regard morphisms in C− as epimorphisms. Simi-
larly, condition (v) says that isomorphisms regard morphisms in C+ as monomor-
phisms. ◇
EXAMPLE 14.2.3 (Reedy Categories). A Reedy category is a tuple
(C,C+,C−, d)
as in Definition 14.2.1 that satisfies the following two axioms:
236 14. GENERALIZED REEDY STRUCTURE
(i) Every non-identity morphism in C+ (resp., C−) raises (resp., lowers) de-
gree.
(ii) Every morphism in C admits a unique factorization as
f = f+ f−
with f+ ∈ C+ and f− ∈ C−.
In particular, every Reedy category is also a dualizable generalized Reedy cate-
gory. For example:
● The finite ordinal category ∆, which is a Reedy category, is also a gener-
alized Reedy category.
● The planar dendroidal categoryΩp, which does not have any non-identity
isomorphisms, is a Reedy category. ◇
EXAMPLE 14.2.4. The opposite category Cop of a dualizable generalized Reedy
category C is also a dualizable generalized Reedy category, in which
(Cop)+ = (C−)op and (Cop)− = (C+)op.
◇
EXAMPLE 14.2.5. The dendroidal category Ω is a dualizable generalized Reedy
category by Example 5.3.3(v) in [MT10]. We will prove a generalization of this fact
below. ◇
We now define the structure on the G-tree category ΨG that will be shown to
be a generalized Reedy structure.
DEFINITION 14.2.6. For an action operad G:
(1) Define
deg(T,σ) = ∣Vt(T)∣
for each G-tree (T,σ).
(2) Define ΨG+ as the wide subcategory of Ψ
G generated by isomorphisms,
inner cofaces, and outer cofaces.
(3) Define ΨG− as the wide subcategory of Ψ
G generated by isomorphisms
and codegeneracies.
As in Section 14.1, suppose
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV) ∈ ΨG
is an arbitrarymorphism as in Definition 12.1.1. We will consider the inducedmap
φ ∶ Ed(T) // Ed(V)
on edge sets.
LEMMA 14.2.7. For a morphism φ ∈ ΨG, the following conditions are equivalent:
(1) φ ∈ ΨG+ .
(2) Tt /= ↑ for each t ∈ Vt(T).
(3) φ ∶ Ed(T) // Ed(V) is injective.
PROOF. The implication (2)⇒ (1) follows from Theorem 14.1.20 with P0 = ∅.
If φ is an isomorphism, or an inner coface, or an outer coface, then φ is injective on
edge sets. This yields the implication (1)⇒ (3). Finally, if Tt = ↑ for some vertex t
in T, then φ is not injective on edge sets. This yields the implication (3)⇒ (2). 
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The following descriptions of morphisms in ΨG− are proved similarly.
LEMMA 14.2.8. For a morphism φ ∈ ΨG, the following conditions are equivalent:
(1) φ ∈ ΨG− .
(2) U = Cor∣in(U)∣, and Tt = Cort or ↑ for each t ∈ Vt(T).
(3) φ ∶ Ed(T) // Ed(V) is surjective.
LEMMA 14.2.9. Each morphism φ ∈ ΨG admits a factorization as
φ = φ+φ−
with φ+ ∈ ΨG+ and φ− ∈ ΨG− that is unique up to isomorphism.
PROOF. Existence follows from the decomposition
φ = (φ4φ3)(φ2φ1)
in Theorem 14.1.20, where
φ+ = φ4φ3 ∈ ΨG+ and φ− = φ2φ1 ∈ ΨG− .
The uniqueness of this decomposition up to isomorphism follows from:
● Lemmas 14.1.24, 14.2.7, and 14.2.8;
● the uniqueness of the surjection-injection decomposition of each set map;
● the fact that each G(n) is a group.

THEOREM 14.2.10. For each action operad G, the triple
(ΨG+ ,ΨG− , deg)
is a dualizable generalized Reedy structure on ΨG.
PROOF. We will use the numbering in Definition 14.2.1. Conditions (i) and (ii)
follow from Lemmas 14.1.24, 14.2.7, and 14.2.8. Condition (iii) holds by Lemma
14.2.9. Condition (iv) holds by Lemmas 14.1.24 and 14.2.8. Condition (v) holds by
Lemmas 14.1.24 and 14.2.7. 
EXAMPLE 14.2.11 (Planar Tree Category is Reedy). For the planar group op-
erad P in Example 4.1.5, the planar tree category ΨP is a Reedy category by Theo-
rem 14.2.10 because ΨP has no non-identity isomorphisms. ◇
EXAMPLE 14.2.12 (Symmetric, Braided, Ribbon, and Cactus Tree Categories).
For the other action operads in Example 8.2.8, the tree categories ΨS, ΨB, ΨPB, ΨR,
Ψ
PR, ΨCac, and ΨPCac are dualizable generalized Reedy categories. Moreover, the
functors
Ψ
P Ψ
ι
// Ψ
PR Ψ
ι
// Ψ
R Ψ
π
// Ψ
S
Ψ
P Ψ
ι
// Ψ
PB Ψ
ι
// Ψ
B Ψ
π
// Ψ
S
Ψ
P Ψ
ι
// Ψ
PCac Ψ
ι
// Ψ
Cac Ψ
π
// Ψ
S
preserve the generalized Reedy structures. ◇
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14.3. Reedy-TypeModel Structures
The purpose of this section is to state the consequence of Theorem 14.2.10
that says that the diagram categories indexed by ΨG and (ΨG)op, based on any
cofibrantly generated model category, admit Reedy-type model structures.
Before stating the result, we first recall some basic concepts in model cate-
gories. The concept of a model category is originally due to Quillen [Qui67].
Roughly speaking, a model category is a category equipped with enough struc-
ture that allows one to make homotopical constructions. The formulation of a
model category below is due to [MP12]. The reader is referred to the references
[DS95], [Hir03], and [Hov99] for more detailed discussion of model categories.
DEFINITION 14.3.1. SupposeM is a category.
(1) For morphisms f ∶ A // B and g ∶ C // D in M, we write f ⧄ g if for
each solid-arrow commutative diagram
A
f

// C
g

B //
==④
④
④
④
④
D
inM, a dashed arrow exists that makes the entire diagram commutative.
(2) For a class A of morphisms inM, we define the classes of morphisms
⧄A = { f ∈M ∣ f ⧄ a for all a ∈ A},
A⧄ = {g ∈M ∣ a⧄ g for all a ∈ A}.
(3) We say that a pair (L,R) of classes of morphisms in M functorially factors
M if each morphism h inM has a functorial factorization h = g f such that
f ∈ L and g ∈R.
(4) A weak factorization system inM is a pair (L,R) of classes of morphisms in
M such that
(i) (L,R) functorially factorsM,
(ii) L = ⧄R, and
(iii) R = L⧄.
DEFINITION 14.3.2. A model category is a complete and cocomplete category
M equipped with three classes of morphisms (W ,C,F), called weak equivalences,
cofibrations, and fibrations, that satisfy the following two axioms:
2-out-of-3: For any morphisms f and g in M such that the composition g f is de-
fined, if any two of the three morphisms f , g, and g f are inW , then so is
the third.
WFS: (C,F ∩W) and (C ∩W ,F) are weak factorization systems.
In a model category:
(1) An acyclic (co)fibration is a morphism that is both a (co)fibration and a
weak equivalence.
(2) An object A ∈ M is cofibrant if the unique morphism ∅ // A from the
initial object is a cofibration.
(3) An object A ∈M if fibrant if the unique morphism A // ∗ to the terminal
object is a fibration.
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The reader is referred to [Pin14, SV02] for discussion of cardinals and ordinals.
An ordinal is also regarded as a category with a unique morphism i // j if and
only if i ≤ j. The concept of a small object A in the following definition essentially
means that a morphism from A to the codomain of a sufficiently long composition
must factor through some stage.
DEFINITION 14.3.3. Suppose C is a cocomplete category, and I is a collection
of morphisms in C.
(1) For an ordinal α, an α-sequence in C is a colimit-preserving functor
X ∶ α // C.
The induced morphism
X0 // colim
β<α
Xβ
is called a transfinite composition.
(2) For an ordinal α and an α-sequence X, if each morphism Xβ // Xβ+1
belongs to I for each ordinal β satisfying β+ 1 < α, then we call the above
morphism a transfinite composition of morphisms in I.
(3) A relative I-cell complex is a transfinite composition of pushouts of mor-
phisms in I. The collection of relative I-cell complexes is denoted by
Cell(I).
(4) For an object A in C and a cardinal κ, we say that A is κ-small relative to I
if for
● each regular cardinal α ≥ κ and
● each α-sequence X in C with each morphism Xβ // Xβ+1 in I for
each ordinal β satisfying β + 1 < α,
the induced map of sets
colim
β<α
C(A,Xβ) // C(A, colim
β<α
Xβ)
is a bijection.
(5) We say that A is small relative to I if it is κ-small relative to I for some
cardinal κ.
(6) We say that I permits the small object argument if the domain of each mor-
phism in I is small relative to Cell(I).
DEFINITION 14.3.4. A model category (M,W ,C,F) is cofibrantly generated if it
is equipped with two sets I and J of morphisms such that the following three
statements hold:
(i) Both I and J permit the small object argument.
(ii) F = J ⧄.
(iii) F ∩W = I⧄.
In particular, in a cofibrantly generatedmodel category, fibrations are detected
by the set J , and acyclic fibrations are detected by the set I.
EXAMPLE 14.3.5. Here are some basic examples of cofibrantly generatedmodel
categories.
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(1) The category CHau of compactly generated weak Hausdorff spaces is a
cofibrantly generated model category [Hov99] (Section 2.4) in which a
weak equivalence is a weak homotopy equivalence, i.e., a map that in-
duces isomorphisms on all homotopy groups for all choices of base points
in the domain. A fibration is a Serre fibration.
(2) The category SSet of simplicial sets is a cofibrantly generated model cat-
egory [Hov99] (Chapter 3) in which a weak equivalence is a morphism
whose geometric realization is a weak homotopy equivalence. A cofibra-
tion is a level-wise injection.
(3) For a field K, the category Chain
K
is a cofibrantly generated model cat-
egory [Hov99, Qui67] with quasi-isomorphisms as weak equivalences,
dimension-wise injections as cofibrations, and dimension-wise surjections
as fibrations.
(4) The category Cat of small categories is a cofibrantly generated model cat-
egory [Rez∞], called the folk model structure. A weak equivalence is an
equivalence of categories, i.e., a functor that is full, faithful, and essen-
tially surjective. A cofibration is a functor that is injective on objects. ◇
EXAMPLE 14.3.6. For a cofibrantly generated model category M and a small
categoryD, the categoryMD ofD-diagrams inM inherits fromM a cofibrantly gen-
eratedmodel category structure [Hir03] (11.6.1)with weak equivalences and fibra-
tions defined entrywise in M. In particular, for a group Γ, regarded as a groupoid
with one object, the category MΓ, whose objects are those in M equipped with a
right Γ-action, admits a projective model structure with weak equivalences and fi-
brations defined inM. ◇
DEFINITION 14.3.7. Suppose (C,C+,C−, d) is a generalized Reedy category,
andM is a complete and cocomplete category. Suppose c ∈ Ob(C), and X ∶ C // M
is a functor.
(1) Define the category C+(c) in which:
● Objects are non-invertible morphisms in C+ with codomain c.
● A morphism h from f ∶ a // c to g ∶ b // c in C+(c) is a morphism
h ∶ a // b ∈ C such that gh = f .
(2) Define the latching object of X at c as the colimit taken in M,
Lc(X) = colim
f ∈C+(c)
Xdom( f ) ∈M,
where dom( f ) is the domain of f .
(3) Define the category C−(c) in which:
● Objects are non-invertible morphisms in C− with domain c.
● A morphism h from f ∶ c // a to g ∶ c // b in C−(c) is a morphism
h ∶ a // b ∈ C such that g = h f .
(4) Define the matching object of X at c as the limit taken inM,
Mc(X) = lim
f ∈C−(c)
Xcod( f ) ∈M,
where cod( f ) is the codomain of f .
INTERPRETATION 14.3.8. Roughly speaking, the latching object Lc(X) consists
of stuff that maps up to Xc, while the matching object Mc(X) consists of stuff that
Xc maps down to. ◇
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For an object c ∈ C, Aut(c) denotes the automorphism group of c.
DEFINITION 14.3.9. Suppose (C,C+,C−, d) is a generalized Reedy category,
andM is a cofibrantly generated model category. Suppose ϕ ∶ X // Y ∈MC.
(1) We call ϕ a Reedy weak equivalence if the entry ϕc ∶ Xc // Yc is a weak
equivalence in M for each object c ∈ C.
(2) We call ϕ a Reedy cofibration if for each object c ∈ C, the induced morphism
Xc ⊔
Lc(X)
Lc(Y) // Yc
is a cofibration inMAut(c).
(3) We call ϕ a Reedy fibration if for each object c ∈ C, the induced morphism
Xc // Mc(X) ×
Mc(Y)
Yc
is a fibration in M.
COROLLARY 14.3.10. Suppose G is an action operad, and M is a cofibrantly gener-
ated model category. Then the diagram categories MΨ
G
and M(Ψ
G)op are model categories
with the Reedy weak equivalences, Reedy cofibrations, and Reedy fibrations in Definition
14.3.9.
PROOF. Theorem 1.6 in [BM11] implies that, for each generalized Reedy cat-
egory D, the diagram category MD is a model category with the classes of mor-
phisms in Definition 14.3.9. Therefore, the result follows from Theorem 14.2.10,
which implies that both ΨG and (ΨG)op are generalized Reedy categories. 
EXAMPLE 14.3.11. Corollary 14.3.10 applies to the tree categories ΨP, ΨS, ΨB,
Ψ
PB, ΨR, ΨPR, ΨCac, and ΨPCac. Note that the model structures on the diagram
categoriesMΨ
P
andM(Ψ
P)op are the usual Reedymodel structures in Theorem 5.2.5
in [Hov99], since ΨP and (ΨP)op do not have any non-identity isomorphisms. ◇
14.4. Eilenberg-Zilber Structure
The purpose of this section is to show that, for each action operad G, the G-
tree category ΨG is an EZ-category in the sense of Berger and Moerdijk, where EZ
stands for Eilenberg-Zilber.
To state the definition of an EZ-category, first recall that a commutative square
a

// b

c // d
in a small category C is called an absolute pushout if its image under the Yoneda
embedding
SetC
op(−, a)

// SetC
op(−, b)

SetC
op(−, c) // SetCop(−, d)
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is a pushout in SetC
op
. Also recall that a split epimorphism in a category is an epi-
morphism f that admits a section, i.e., a morphism s such that f s = Idcod( f ). The
following is Definition 6.7 in [BM11].
DEFINITION 14.4.1. An EZ-category is a small category C equipped with a de-
gree function d ∶ Ob(C) // N that satisfies the following three axioms:
(i) A monomorphism preserves (resp., raises) the degree if and only if it is
invertible (resp., not invertible).
(ii) Every morphism factors as a split epimorphism followed by a monomor-
phism.
(iii) Each pair of split epimorphisms with a common domain has an absolute
pushout.
EXAMPLE 14.4.2. Each EZ-category (C, d) is a dualizable generalized Reedy
category with:
● C+ the wide subcategory generated by the monomorphisms;● C− the wide subcategory generated by the split epimorphisms.
Both the finite ordinal category ∆ and the symmetric dendroidal category Ω are
EZ-categories by Example 6.8 in [BM11]. We will prove a generalization of this
fact below. ◇
For an action operadG, we will show that the category ΨG is an EZ-category in
several steps. Recall the wide subcategories ΨG+ and Ψ
G
− of Ψ
G in Definition 14.2.6.
LEMMA 14.4.3. The subcategory ΨG+ coincides with the subcategory of Ψ
G contain-
ing all the monomorphisms.
PROOF. In one direction, each isomorphism is trivially amonomorphism. Also,
an inner coface or an outer coface is a monomorphism by an inspection of the for-
mula for the composite of two morphisms in Definition 12.1.1. So each morphism
in ΨG+ is a composite of monomorphisms, hence a monomorphism.
Conversely, for each monomorphism
φ ∶ (T,σ) // (V,σV)
in ΨG, the induced map
φ ∶ Ed(T) // Ed(V)
on edge sets cannot send two distinct edges in T to the same edge in V. Therefore,
φ ∈ ΨG+ by Lemma 14.2.7. 
LEMMA 14.4.4. The subcategory ΨG− coincides with the subcategory of Ψ
G contain-
ing all the split epimorphisms.
PROOF. First suppose
φ ∶ (T,σ) // (V,σV)
is a split epimorphism. Then the induced map
φ ∶ Ed(T) // Ed(V)
on edge sets is surjective, so φ ∈ ΨG− by Lemma 14.2.8.
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Conversely, an isomorphism is trivially a split epimorphism. If φ is a codegen-
eracy, then it has a section s,
(T,σ)
φ
// (V,σV)
s
vv
,
because we can substitute in the planar tree Corn,0 in Example 14.1.7 at the initial
vertex of the image of the exceptional edge corresponding to the codegeneracy φ.
The equality φs = Id(V,σV) implies that φ is a split epimorphism. 
LEMMA 14.4.5. In the category ΨG, each pair of split epimorphisms with a common
domain has an absolute pushout.
PROOF. By Lemma 14.4.4 split epimorphisms in ΨG are precisely the mor-
phisms in the subcategory ΨG− generated by isomorphisms and codegeneracies.
Therefore, it is enough to show that each pair of codegeneracies with a common
domain has an absolute pushout. Moreover, by the description of an isomorphism
in ΨG in Lemma 14.1.24, it is actually enough to consider a pair of pure codegen-
eracies with a common domain,
(T,σ) φi =(((CorT,idT),u);(Cort,idt)ti/=t∈Vt(T), (↑,σi)) // (Vi,σVi )
for i = 1, 2 and σi ∈ G(1), where (↑,σi) is substituted at the vertex ti in T. Here
CorT = Cor∣in(T)∣ and Cort = Cor∣in(t)∣,
and similarly for idT ∈ G(∣in(T)∣) and idt ∈ G(∣in(t)∣). For each i = 1, 2, since the un-
derlying permutation σi ∈ S1 is the identity permutation, there is a decomposition
Vi = T○ti ↑
of planar trees.
If t1 = t2, then φ1 and φ2 agree up to an isomorphism, so the pair {φ1,φ2} has
an absolute pushout.
Suppose t1 /= t2. Then there is a commutative diagram
(14.4.6) (T,σ)
φ1

φ2
// (V2,σV2 )
φ3
(V1,σV1 ) φ4 // (V,σV)
in ΨG in which:
● The lower-right corner is defined as
(V,σV) = (V1,σV1 ) ○t2 (↑,σ2) ∈ ΨG.
● φ4 is the pure codegeneracy corresponding to the previous decomposi-
tion of (V,σV).● φ3 is a similar pure codegeneracy followed by an isomorphism.
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By the argument in the second paragraph of the proof of Lemma 14.4.4, there exist
morphisms φ′j as in
(T,σ)
φ1

φ2
// (V2,σV2 )
φ′2
uu
φ3
(V1,σV1 )
φ′1
ZZ
(V,σV)
φ′3
ZZ
that are sections of the corresponding morphisms (i.e., φjφ
′
j = Id for j = 1, 2, 3) such
that the equality
φ′3φ3 = φ2φ′1φ1φ′2
holds. By Lemma 3.1.7 in [MT10], this implies that the diagram (14.4.6) is an ab-
solute pushout. 
THEOREM 14.4.7. For each action operad G, the category ΨG is an EZ-category with
the degree function in Definition 14.2.6.
PROOF. Using the numbering in Definition 14.4.1, condition (i) follows from
Lemmas 14.2.7 and 14.4.3. Condition (ii) follows from Lemmas 14.2.9, 14.4.3, and
14.4.4. Condition (iii) holds by Lemma 14.4.5. 
EXAMPLE 14.4.8. The tree categories ΨP, ΨS, ΨB, ΨPB, ΨR, ΨPR, ΨCac, and
Ψ
PCac are EZ-categories. ◇
CHAPTER 15
Realization-Nerve Adjunction for Group Operads
Throughout this chapter, G is an action operad. The main purpose of this
chapter is to study the G-operad analogue of the realization-nerve adjunction be-
tween the category of simplicial sets and the category of small categories. The
G-operad analogue is an adjunction between the category of ΨG-presheaves and
the category of G-operads in Set.
In Section 15.1 we define the G-realization functor and the G-nerve functor.
Then we observe that the Yoneda embedding of the G-tree category ΨG factors
through the G-nerve functor.
In Section 15.2 we observe that each G-operad in Set is canonically the colimit
of free G-operads generated by G-trees. Using this result, in Section 15.3 we show
that the G-nerve functor is full and faithful.
In Section 15.4 we equip the category of ΨG-presheaves with the structure of a
symmetric monoidal closed category. In Section 15.5, we observe that the G-nerve
functor is symmetric monoidal, and the G-realization functor is strong symmetric
monoidal.
In Section 15.6 we observe that the Yoneda embedding of ΨG, the G-nerve
functor, and the G-realization functor behave well with respect to a change of the
action operad G. In Section 15.7 we show that the symmetric monoidal structure
on the category of ΨG-presheaves has nice naturality properties with respect to a
change of the action operad G.
15.1. Realization and Nerve
This section has two main purposes:
(1) We first define the G-realization-nerve adjunction.
(2) Then we observe that the Yoneda embedding of ΨG factors through the
G-nerve. This fact is ultimately due to the fully faithfulness of the functor
G− ∶ ΨG // GOp(Set)
established in Theorem 12.3.6.
We begin by defining the relevant functors.
DEFINITION 15.1.1. Define the categories and functors in the diagram
(15.1.2) ΨG
YonG

Ψ
G
G−

Set(Ψ
G)op Re
G
// GOp(Set)
NerG
oo
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as follows.
(1) G− is the full and faithful functor
Ψ
G G
−
// GOp(Set) ,
⎧⎪⎪⎨⎪⎪⎩
(T,σ) ✤ // G(T,σ),
φ
✤ // Gφ
from the G-tree category ΨG to the category of G-operads in Set in Theo-
rem 12.3.6.
(2) Set(Ψ
G)op is the category of ΨG-presheaves, i.e., of functors from (ΨG)op
to Set. Its morphisms are natural transformations between these functors.
(3) YonG is the Yoneda embedding of ΨG, so
YonG(T,σ) = ΨG(−, (T,σ)) ∈ Set(ΨG)op
for each G-tree (T,σ). We call YonG(T,σ) the representable ΨG-presheaf
induced by (T,σ).
(4) ReG is the Yoneda extension of G−, i.e., the left Kan extension of G− along
the Yoneda embedding YonG. It exists by Proposition 10.1.3. There are
coend formulas
ReG(X) ≅ ∫ (T,σ)∈Ψ
G[Set(ΨG)op(YonG(T,σ),X)] ⋅G(T,σ)
≅ ∫ (T,σ)∈Ψ
G
∐
X(T,σ)
G(T,σ) ∈ GOp(Set)
for X ∈ Set(ΨG)op . We call ReG the G-realization functor.
(5) NerG is the functor such that
NerG(C,O) ∈ Set(ΨG)op
is the ΨG-presheaf defined by
NerG(C,O)(T,σ) = GOp(Set)(G(T,σ), (C,O))
for (C,O) ∈ GOp(Set) and (T,σ) ∈ ΨG. We call NerG the G-nerve functor.
In the rest of this chapter, we study the G-realization functor and the G-nerve
functor. First we record the well-understood fact that the functors ReG and NerG
form an adjunction.
LEMMA 15.1.3. ReG is the left adjoint of NerG.
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PROOF. Suppose X ∈ Set(ΨG)op and (C,O) ∈ GOp(Set). To save space, we will
abbreviate (C,O) to O below. Then one computes as follows using (co)end calcu-
lus:
GOp(Set)(ReG(X),O) ≅ GOp(Set)(∫ (T,σ)∈Ψ
G
∐
X(T,σ)
G(T,σ),O)
≅ ∫
(T,σ)∈ΨG
GOp(Set)( ∐
X(T,σ)
G(T,σ),O)
≅ ∫
(T,σ)∈ΨG
Set(X(T,σ),GOp(Set)(G(T,σ),O))
= ∫
(T,σ)∈ΨG
Set(X(T,σ),NerG(O)(T,σ))
≅ Set(ΨG)op(X,NerG(O)).
In the above calculation, ∫(T,σ)∈ΨG denotes the end indexed by the category ΨG.
The last isomorphism follows from the usual interpretation of the set of natural
transformations in terms of an end. See, for example, Proposition 6.6.9 in [Bor94b]
or IX.5 in [Mac98]. 
We call (ReG,NerG) the G-realization-nerve adjunction. The reader is referred to
Proposition 3.2 in [Lor∞] for a discussion of the realization-nerve adjunction in a
more general context.
The next observation says that the Yoneda embedding factors through the G-
nerve functor.
PROPOSITION 15.1.4. The diagram
Ψ
G
YonG

Ψ
G
G−

Set(Ψ
G)op GOp(Set)NerGoo
is commutative up to a natural isomorphism.
PROOF. For G-trees (T,σ) and (T′,σ′), we have that
NerGG(T,σ)(T′,σ′) = GOp(Set)(G(T′,σ′),G(T,σ))
≅ ΨG((T′,σ′), (T,σ))
= YonG(T,σ)(T′,σ′).
The middle isomorphism holds because the functor G− is full and faithful by The-
orem 12.3.6. 
EXAMPLE 15.1.5 (Planar and Symmetric Dendroidal Nerves). When G is the
symmetric group operad S, the symmetric tree category ΨS is equivalent to the
Moerdijk-Weiss symmetric dendroidal categoryΩ, asmentioned in Example 12.1.8.
In the setting of Ω, the S-nerve is called the dendroidal nerve and is denoted by Nd
in Example 3.1.4 in [MT10]. It is noted there that the Yoneda embedding factors
through the dendroidal nerve, which corresponds to the G = S case of Proposition
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15.1.4. When G is the planar group operad P, we have the planar analogues of
these statements, which apply to the planar dendroidal category Ωp ≅ ΨP. ◇
EXAMPLE 15.1.6 (Braided Realization-Nerve Adjunction). When G is the braid
group operad B in Definition 5.2.6, we call ReB the braided realization functor, NerB
the braided nerve functor, and
Set(Ψ
B)op Re
B
// BOp(Set)
NerB
oo
the braided realization-nerve adjunction. There is a natural isomorphism
YonB ≅ NerBB−
by Proposition 15.1.4. Similarly, for the pure braid group operad PB in Definition
5.2.7, there are a pure braided realization-nerve adjunction
Set(Ψ
PB)op Re
PB
// PBOp(Set)
NerPB
oo
and a natural isomorphism YonPB ≅ NerPBPB−. ◇
EXAMPLE 15.1.7 (Ribbon Realization-Nerve Adjunction). When G is the rib-
bon group operad R in Definition 6.2.3, we call ReR the ribbon realization functor,
NerR the ribbon nerve functor, and
Set(Ψ
R)op Re
R
// ROp(Set)
NerR
oo
the ribbon realization-nerve adjunction. There is a natural isomorphism
YonR ≅ NerRR−
by Proposition 15.1.4. Similarly, for the pure ribbon group operad PR in Definition
6.2.4, there are a pure ribbon realization-nerve adjunction
Set(Ψ
PR)op Re
PR
// PROp(Set)
NerPR
oo
and a natural isomorphism YonPR ≅ NerPRPR−. ◇
EXAMPLE 15.1.8 (Cactus Realization-Nerve Adjunction). When G is the cactus
group operad Cac in Definition 7.4.5, we call ReCac the cactus realization functor,
NerCac the cactus nerve functor, and
Set(Ψ
Cac)op Re
Cac
// CacOp(Set)
NerCac
oo
the cactus realization-nerve adjunction. There is a natural isomorphism
YonCac ≅ NerCacCac−
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by Proposition 15.1.4. Similarly, for the pure cactus group operad PCac in Defini-
tion 7.4.7, there are a pure cactus realization-nerve adjunction
Set(Ψ
PCac)op Re
PCac
// PCacOp(Set)
NerPCac
oo
and a natural isomorphism YonPCac ≅ NerPCacPCac−. ◇
15.2. Group Operads as Colimits
The purpose of this section is to show that every G-operad in Set is canonically
isomorphic to a colimit of free G-operads generated by G-trees. First we need the
following definitions.
DEFINITION 15.2.1. Suppose O is a C-colored G-operad in Set.
(1) Denote by G−O the category of G
− over O. Explicitly:
(i) An object in G−O is a pair
(15.2.2) ((T,σ) ∈ ΨG; (Ed(T),G(T,σ)) φ // (C,O) ∈ GOp(Set))
consisting of a G-tree (T,σ) and a morphism φ from the G-operad
freely generated by (T,σ) to (C,O).
(ii) A morphism
ϕ ∶ ((T,σ);φ) // ((T′;σ′),φ′)
in G−O is a morphism ϕ ∶ (T,σ) // (T′,σ′) in ΨG such that the dia-
gram
(15.2.3) (Ed(T),G(T,σ)) φ //
Gϕ

(C,O)
(Ed(T′),G(T′,σ′)) φ′ // (C,O)
in GOp(Set) commutes.
(2) Define the functor
GPr ∶ G−O // GOp(Set),
⎧⎪⎪⎨⎪⎪⎩
GPr((T,σ);φ) = (Ed(T),G(T,σ)),
GPr(ϕ) = Gϕ.
GEOMETRIC INTERPRETATION 15.2.4. We think of the morphism φ ∈ GOp(Set)
in (15.2.2) as an O-decoration of the planar tree T. Indeed, the map
φ ∶ Ed(T) // C
is a C-coloring of T. Since the Ed(T)-colored G-operad G(T,σ) is freely generated
by the set of vertices in T, the morphism
φ ∶ G(T,σ) // O
of G-operads is determined by the map
Vt(T) ∋ t ✤ // φ(t) ∈ O(φ out(t)φ in(t) )
250 15. REALIZATION-NERVE ADJUNCTION FOR GROUP OPERADS
that sends each vertex in T to an element in Owith the correct profile. So an object((T,σ);φ) in G−O consists of a G-tree (T,σ) and a specific O-decoration of it. The
commutative diagram (15.2.3) expresses the idea that in G−O a morphism must be
compatible with the O-decorations of the domain and the codomain. ◇
We will show that the colimit of the functor GPr is isomorphic to the given
G-operad O. To do that, we will use the following morphisms.
DEFINITION 15.2.5. Suppose O is a C-colored G-operad in Set.
(1) Denote by
(15.2.6) A ∶ colim
G−
O
GPr // (C,O) ∈ GOp(Set)
the natural morphism determined by the commutative diagrams
GPr((T,σ);φ)
natural

(Ed(T),G(T,σ))
φ

colim
G−
O
GPr
A // (C,O)
for ((T,σ);φ) ∈ G−O.
(2) Define the morphism
(15.2.7) B ∶ (C,O) // colim
G−
O
GPr ∈ GOp(Set)
as follows.
(i) For each element c ∈ C, B(c) is the image of the unique element in the
color set of G(↑,id1), namely Ed(↑) = {↑}, under the natural morphism
GPr((↑, id1);φc) ω // colim
G−
O
GPr
in which the morphism
({↑},G(↑,id1)) φc // (C,O) ∈ GOp(Set)
is determined by φc(↑) = c.
(ii) For each element x ∈ O(dc) with (dc) ∈ Prof(C)×C and n = ∣c∣, there is a
corresponding morphism
(Ed(Cor(c;d)),G(Cor(c;d),idn)) φx // (C,O) ∈ GOp(Set)
that sends the unique vertex v in the (dc)-corolla to x. Then B(x) is the
image of v under the natural morphism
GPr((Cor(c;d), idn);φx) ω // colim
G−
O
GPr .
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INTERPRETATION 15.2.8. The colimit in the domain of the morphism A in
(15.2.6) is made up of objects of the form GPr((T,σ);φ), which is the G-operad
freely generated by a G-tree (T,σ). We think of the morphism A as an approxima-
tion of the C-colored G-operadO using G-operads freely generated by G-trees. The
morphism B in (15.2.7) assigns:
● to each color c ∈ C the c-colored exceptional edge;
● to each element x ∈ O the corolla whose vertex is decorated by x. ◇
While A in (15.2.6) is a morphism of G-operads by construction, it is not com-
pletely obvious why B in (15.2.7) is a morphism of G-operads. We now check that
this is indeed the case.
LEMMA 15.2.9. B in (15.2.7) is indeed a morphism of G-operads.
PROOF. It suffices to show that B is compatible with the G-operad structure
morphisms in Corollary 11.2.7. Suppose O is a C-colored G-operad in Set, and
(T,σ) is a C-colored G-tree with profile (dc) and ∣c∣ = n. We write colimG−
O
GPr as
colimGPr, and write D for the color set of colimGPr. We must show that the dia-
gram
(15.2.10) O(T,σ) = ∏
t∈Vt(T)
O(out(t)in(t) )
γO(T,σ)

∏
t∈Vt(T)
B
// ∏
t∈Vt(T)
(colimGPr)(B out(t)B in(t) )
γcolimG
Pr
(BT,σ)

O(dc) B // (colimGPr)(BdBc)
is commutative, in which:
● In the top row, the products are unordered.
● γO(T,σ) is the G-operad structure morphism of O for the C-colored G-tree(T,σ).
● BT is the D-colored planar tree obtained from T by composing the C-
coloring of T with the map B ∶ C // D.
● γcolimGPr(BT,σ) is theG-operad structuremorphism of colimGPr for theD-colored
G-tree (BT,σ).
For each t ∈ Vt(T), pick an element xt ∈ O(out(t)in(t) ). Suppose
y = γO(T,σ){xt}t∈Vt(T) ∈ O(dc),
and
(15.2.11) φ{xt}t∈Vt(T) ∶ G(T,σ) // O ∈ GOp(Set)
is the morphism that sends each generator t ∈ Vt(T) to xt ∈ O(out(t)in(t) ). Consider the
morphisms
(15.2.12)
(Cor(c;d), idn) ϕ((Cor(c;d),idn),v;(T,σ))
// (T,σ) (Cort, idt)ϕt((T,σ),t;(Cort,idt))
oo
in ΨG with
● v the unique vertex in the (dc)-corolla,
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● Cort = Cor∣in(t)∣, and
● idt = id∣in(t)∣.
There is a commutative diagram
G
(Cor(c;d),idn)
φy
//
Gϕ

O
G(T,σ)
φ{xt}t∈Vt(T)
// O
G(Cort,idt)
Gϕt
OO
φxt // O
in GOp(Set). This implies that there is a commutative diagram
(15.2.13) GPr((Cor(c;d), idn);φy) = G(Cor(c;d),idn) ω //
Gϕ

colimGPr
GPr((T,σ);φ{xt}t∈Vt(T)) = G(T,σ) ω // colimGPr
GPr((Cort, idt);φxt) = G(Cort,idt) ω //
Gϕt
OO
colimGPr
in GOp(Set).
Writing vt for the unique vertex in Cort, it follows from the previous diagram
that there are equalities:
B(γO(T,σ){xt}t∈Vt(T)) = B(y) = ω(v) = ωGϕ(v)
= ω(γG(T,σ)(T,σ) {t}t∈Vt(T))
= γcolimGPr(BT,σ) ({ω(t)}t∈Vt(T))
= γcolimGPr(BT,σ) ({ω(vt)}t∈Vt(T))
= γcolimGPr(BT,σ) ({B(xt)}t∈Vt(T)).
This shows that the diagram (15.2.10) is commutative. 
The following result says that each G-operad can be built from G-operads that
are freely generated by G-trees.
THEOREM 15.2.14. Suppose O is a C-colored G-operad in Set. Then the morphisms
colim
G−
O
GPr
A // (C,O)
B
oo
in GOp(Set) are inverses of each other.
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PROOF. The equality
AB = Id(C,O)
holds by the definitions of the morphisms A and B.
To show that the composite BA is also the identity morphism, suppose (T,σ)
is a C-colored G-tree. Pick arbitrary elements xt ∈ O(out(t)in(t) ) for each t ∈ Vt(T), and
suppose
φ{xt}t∈Vt(T) ∶ G(T,σ) // O ∈ GOp(Set)
is the morphism in (15.2.11). For each vertex t in T, suppose
(Cort, idt) ϕt =((T,σ),t;(Cort,idt)) // (T,σ) ∈ ΨG
is the morphism in (15.2.12). There is a commutative diagram
GPr((Cort, idt);φxt)GF
@A
ω
//
Gϕt

G(Cort,idt)
ω

φxt
✞✞
✞✞
✞✞
✞
✞✞
✞✞
✞✞
✞✞
✞✞
✞
GPr((T,σ);φ{xt}t∈Vt(T))
ω

G(T,σ)
φ{xt}t∈Vt(T)

colimGPr
A // O
B // colimGPr
in GOp(Set). So the composite
GPr((T,σ);φ{xt}t∈Vt(T)) BAω // colimGPr
applied to each generator t ∈ G(T,σ) is simply ω(t). Since the C-colored G-tree
(T,σ) and the elements {xt} ∈ ∏t∈Vt(T)O(out(t)in(t) ) are arbitrary, this implies that BA
is the identity morphism on colimGPr. 
15.3. Nerve is Fully Faithful
The purpose of this section is to observe that the G-nerve functor is full and
faithful.
THEOREM 15.3.1. The counit
η ∶ ReGNerG ≅ // IdGOp(Set)
of the G-realization-nerve adjunction is a natural isomorphism. In particular, the G-nerve
NerG is full and faithful.
PROOF. Suppose O is a C-colored G-operad in Set. For each C-colored G-tree(T,σ), a morphism
YonG(T,σ) // NerG(C,O) ∈ Set(ΨG)op
is uniquely determined by a morphism
(Ed(T),G(T,σ)) // (C,O) ∈ GOp(Set)
by Yoneda Lemma.
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The G-nerve is a colimit of representables. More precisely, the natural mor-
phism
(15.3.2) colim((T,σ);φ)∈G−
O
YonG(T,σ) ≅ // NerG(C,O) ∈ Set(ΨG)op
is an isomorphism. Applying the G-realization functor, we obtain the natural iso-
morphisms
ReGNerG(C,O) (C,O)
ReG( colim((T,σ);φ)∈G−
O
YonG(T,σ))
≅
OO
colim
G−
O
GPr
A≅
OO
colim((T,σ);φ)∈G−
O
ReGYonG(T,σ)
≅
OO
≅ // colim((T,σ);φ)∈G−
O
G(T,σ).
In the above diagram:
● The lower left isomorphism follows from the fact in Lemma 15.1.3 that
ReG is a left adjoint, which preserves colimits.
● The bottom horizontal isomorphism uses the fact that the Yoneda embed-
ding is full and faithful, so the Yoneda extension ReG actually extends G−
up to a natural isomorphism by Corollary X.3.3 on page 239 in [Mac98].
● The isomorphism A is due to Theorem 15.2.14.
This proves the first assertion.
The second assertion–that NerG is full and faithful–is a formal consequence of
the first assertion. See, e.g., Proposition 1.3 on page 7 in [GZ67] or [Mac98] IV.3
Theorem 1. 
EXAMPLE 15.3.3 (Planar and Symmetric Dendroidal Nerves). When G is the
symmetric group operad S, the symmetric tree category ΨS is equivalent to the
Moerdijk-Weiss symmetric dendroidal category Ω. In the setting of Ω, it is noted
in Example 3.1.4 in [MT10] that the dendroidal nerve functor is full and faithful,
which corresponds to the G = S case of the second assertion in Theorem 15.3.1.
When G is the planar group operad P, we have the planar analogue of this state-
ment, which applies to the planar dendroidal category Ωp ≅ ΨP. ◇
EXAMPLE 15.3.4 (Braided Nerve). For the braid group operad B in Definition
5.2.6 and the pure braid group operad PB in Definition 5.2.7, the braided nerve
functor and the pure braided nerve functor,
Set(Ψ
B)op BOp(Set)NerBoo and Set(ΨPB)op PBOp(Set)NerPBoo ,
are full and faithful by Theorem 15.3.1. ◇
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EXAMPLE 15.3.5 (Ribbon Nerve). For the ribbon group operad R in Definition
6.2.3 and the pure ribbon group operad PR in Definition 6.2.4, the ribbon nerve
functor and the pure ribbon nerve functor
Set(Ψ
R)op ROp(Set)NerRoo and Set(ΨPR)op PROp(Set)NerPRoo ,
are full and faithful by Theorem 15.3.1. ◇
EXAMPLE 15.3.6 (Cactus Nerve). For the cactus group operad Cac in Defini-
tion 7.4.5 and the pure cactus group operad PCac in Definition 7.4.7, the cactus
nerve functor and the pure cactus nerve functor
Set(Ψ
Cac)op CacOp(Set)NerCacoo and Set(ΨPCac)op PCacOp(Set)NerPCacoo ,
are full and faithful by Theorem 15.3.1. ◇
15.4. Symmetric Monoidal Structure on Presheaf Category
In this section, we observe that the category Set(Ψ
G)op of ΨG-presheaves ad-
mits a symmetric monoidal closed structure that is closely related to the G-tensor
product of G-operads. In the next section, we will show that the G-nerve functor is
symmetric monoidal, and the G-realization functor is strong symmetric monoidal.
DEFINITION 15.4.1. Suppose G is an action operad, and X,Y ∈ Set(ΨG)op .
Monoidal Product: Define the object
X⊗G Y = colim
(x;y) ∈X(T,σ)×Y(T′,σ′)
NerG(G(T,σ) G⊗G(T′,σ′)) ∈ Set(ΨG)op
in which:
● G⊗ is the symmetric monoidal product inGOp(Set) in Theorem 10.2.16.
● G(T,σ) is the Ed(T)-colored G-operad freely generated by the set of
vertices in T in Definition 12.3.1.
● NerG ∶ GOp(Set) // Set(ΨG)op is the G-nerve functor in Definition
15.1.2.
● The colimit is indexed by the category in which an object is a pair of
morphisms
( YonG(T,σ) x // X ; YonG(T′,σ′) y // Y )
in Set(Ψ
G)op with (T,σ), (T′,σ′) ∈ ΨG, i.e., a pair of elements
(x; y) ∈ X(T,σ)×Y(T′,σ′).
A morphism from such an element (x; y) to an element (x1; y1) ∈
X(T1,σ1)×Y(T′1,σ′1) is a pair of morphisms
( (T,σ) φ // (T1,σ1) ; (T′,σ′) φ1 // (T′1,σ′1) )
in ΨG such that
X(φop)(x1) = x and Y(φop1 )(y1) = y.
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Internal Hom: Define the object
HomG(X,Y) ∈ Set(ΨG)op
by
HomG(X,Y)(T,σ) = Set(ΨG)op(X⊗G YonG(T,σ),Y)
for (T,σ) ∈ ΨG, in which X ⊗G Yon(T,σ) is defined in the previous item.
The next observation contains sample calculation involving representable ΨG-
presheaves.
PROPOSITION 15.4.2. Suppose (T,σ) and (T′,σ′) are in ΨG, and O ∈ GOp(Set).
Then there are natural isomorphisms
YonG(T,σ)⊗G YonG(T′,σ′) ≅ NerG(G(T,σ) G⊗G(T′,σ′)),
NerG(O)⊗G YonG(T′,σ′) ≅ NerG(O G⊗G(T′,σ′)),
HomG(YonG(T,σ),YonG(T′,σ′)) ≅ GOp(Set)(G(T,σ) G⊗G?,G(T′,σ′))
in Set(Ψ
G)op .
PROOF. The first natural isomorphism is an immediate consequence of Yoneda
Lemma. The second isomorphism follows from the first one and the fact that an
element in NerG(O)(T,σ) is by definition a morphism G(T,σ) // O.
For the last natural isomorphism, suppose (V, τ) is in ΨG. Then we compute
as follows:
HomG(YonG(T,σ),YonG(T′,σ′))(V, τ)
= Set(ΨG)op(YonG(T,σ)⊗G YonG(V, τ),YonG(T′,σ′))
≅ Set(ΨG)op(NerG(G(T,σ) G⊗G(V,τ)),NerGG(T′,σ′))
≅ GOp(Set)(G(T,σ) G⊗G(V,τ),G(T′,σ′)).
The first isomorphism follows from the first natural isomorphism and Proposition
15.1.4. The last isomorphism follows from Theorem 15.3.1, which says that the
G-nerve is full and faithful. 
THEOREM 15.4.3. The tuple
(Set(ΨG)op ,⊗G,YonG(↑, id1),HomG)
is a symmetric monoidal closed category.
PROOF. It follows from the first two natural isomorphisms in Proposition 15.4.2
and the symmetry of
G⊗ that
(Set(ΨG)op ,⊗G,YonG(↑, id1))
is a symmetric monoidal category. To see that it is closed with HomG, we must
show that for X,Y,Z ∈ Set(ΨG)op , there is a natural bijection
(15.4.4) Set(Ψ
G)op(X⊗G Y,Z) ≅ Set(ΨG)op(X,HomG(Y,Z)).
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We may assume that X is a representable ΨG-presheaf, i.e., X = YonG(T,σ) for
someG-tree (T,σ), since everyΨG-presheaf is canonically a colimit of representable
Ψ
G-presheaves and since⊗G commutes with colimits on each side separately. There
are natural bijections
Set(Ψ
G)op(YonG(T,σ)⊗G Y,Z) ≅ Set(ΨG)op(Y⊗G YonG(T,σ),Z)
= HomG(Y,Z)(T,σ)
≅ Set(ΨG)op(YonG(T,σ),HomG(Y,Z)),
which prove the required natural bijection. 
The following observation is an extension of the natural bijection in (15.4.4) to
a natural isomorphism of ΨG-presheaves.
COROLLARY 15.4.5. For X,Y,Z ∈ Set(ΨG)op , there is a natural isomorphism
HomG(X ⊗G Y,Z) ≅ HomG(X,HomG(Y,Z)) ∈ Set(ΨG)op .
PROOF. For each G-tree (T,σ), there are natural bijections
HomG(X⊗G Y,Z)(T,σ) = Set(ΨG)op((X⊗G Y)⊗G YonG(T,σ),Z)
≅ Set(ΨG)op((X ⊗G YonG(T,σ))⊗G Y,Z)
≅ Set(ΨG)op(X⊗G YonG(T,σ),HomG(Y,Z))
= HomG(X,HomG(Y,Z))(T,σ).
The first bijection follows from the symmetry of ⊗G. The second bijection follows
from (15.4.4). 
15.5. Nerve is Symmetric Monoidal
The purpose of this section is to observe that the G-realization functor is strong
symmetric monoidal. As a result, the G-nerve functor is symmetric monoidal.
Recall from Theorem 10.2.16 that GOp(Set) is a symmetric monoidal category.
Recall that a strong monoidal functor is a monoidal functor
(F, F2, F0) ∶ (C,⊗C,1C) // (D,⊗D,1D)
in which all the structure morphisms
F2(X,Y) ∶ FX ⊗D FY // F(X ⊗C Y) and F0 ∶ 1D // F1C
are isomorphisms.
THEOREM 15.5.1. For each action operad G, the G-realization functor
ReG ∶ (Set(ΨG)op ,⊗G,YonG(↑, id1)) // (GOp(Set), G⊗, I)
is strong symmetric monoidal. In particular, the G-nerve functor
NerG ∶ (GOp(Set), G⊗, I) // (Set(ΨG)op ,⊗G,YonG(↑, id1))
is symmetric monoidal.
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PROOF. Since the G-realization functor ReG is an extension of G− up to a nat-
ural isomorphism, we have the isomorphism
ReGYonG(↑, id1) ≅ G(↑,id1) = IG.
It remains to show that there is a natural isomorphism
(15.5.2) ReG(X⊗G Y) ≅ (ReGX) G⊗ (ReGY) ∈ GOp(Set)
for X,Y ∈ Set(ΨG)op . We know that ReG, being the left adjoint of NerG, commutes
with colimits, and both
G⊗ and ⊗G commute with colimits on each side. Therefore,
we may assume that X and Y are representable ΨG-presheaves, i.e.,
X = YonG(T,σ) and Y = YonG(T′,σ′)
for some (T,σ), (T′,σ′) ∈ ΨG. Then there are natural isomorphisms
ReG(YonG(T,σ)⊗G YonG(T′,σ′))
≅ ReGNerG(G(T,σ) G⊗G(T′,σ′))
≅ G(T,σ) G⊗G(T′,σ′)
≅ (ReGYonG(T,σ)) G⊗ (ReGYonG(T′,σ′))
in GOp(Set). The first isomorphism is from Proposition 15.4.2. The second iso-
morphism follows from Theorem 15.3.1. The last isomorphism follows from the
natural isomorphism ReGYonG ≅ G−.
The assertion that NerG is a symmetric monoidal functor is a purely formal
consequence of the fact that its left adjoint ReG is strong symmetric monoidal. 
COROLLARY 15.5.3. For G-operads (C,O) and (D,P) in Set, there is a natural
isomorphism
ReG(NerG(C,O)⊗G NerG(D,P)) ≅ (C,O) G⊗ (D,P).
PROOF. This follows from the natural isomorphism ReGNerG ≅ Id in Theorem
15.3.1 and from (15.5.2) by substituting in NerG(C,O) and NerG(D,P) for X and Y,
respectively. 
EXAMPLE 15.5.4. When G is the symmetric group operad S, most of the results
in this section can be found in Section 4.2 in [MT10] for the symmetric dendroidal
category Ω, which is equivalent to the symmetric tree category ΨS. ◇
15.6. Change of Action Operads
In this section, we study how the categories and the functors in the diagram
(15.1.2)
Ψ
G
YonG

Ψ
G
G−

Set(Ψ
G)op Re
G
// GOp(Set)
NerG
oo
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behave with respect to a change of the action operad G. Throughout this section,
suppose ϕ ∶ G1 // G2 is a morphism of action operads as in Definition 8.1.1.
First we observe that the Yoneda embedding is compatible with a change of
action operads.
PROPOSITION 15.6.1. The diagram
Ψ
G1
YonG
1

Ψ
ϕ
// Ψ
G2
YonG
2

Set(Ψ
G1)op ϕ! // Set(Ψ
G2)op
is commutative up to a natural isomorphism.
PROOF. Suppose (T,σ) is a G1-tree and Z ∈ Set(ΨG2)op . There are natural bijec-
tions
Set(Ψ
G2)op(ϕ!YonG1(T,σ),Z)
≅ Set(ΨG
1
)op(YonG1(T,σ), ϕ∗Z)
≅ (ϕ∗Z)(T,σ)
= Z(Ψϕ(T,σ))
≅ Set(ΨG
2
)op(YonG2Ψϕ(T,σ),Z)
in which the first isomorphism follows from the adjunction ϕ! ⊣ ϕ∗. The second
and the third isomorphisms are by Yoneda Lemma. Since (T,σ) and Z are arbi-
trary, the result follows. 
Consider the diagram
(15.6.2) Set(Ψ
G1)op
ϕ!
//
ReG
1

Set(Ψ
G2)op
ReG
2

ϕ∗
oo
G1Op(Set)
NerG
1
OO
ϕ!
// G2Op(Set)
ϕ∗
oo
NerG
2
OO
in which:
● The top functor ϕ∗ is the pullback induced by
(Ψϕ)op ∶ (ΨG1)op // (ΨG2)op
with Ψϕ the functor in Proposition 12.2.1(1).
● The top ϕ! is the left adjoint of ϕ∗ given by a left Kan extension.
● The bottom adjunction (ϕ!, ϕ∗) is the one in Theorem 10.1.5.
● (ReG1 ,NerG1) is the G1-realization-nerve adjunction, and (ReG2 ,NerG2) is
the G2-realization-nerve adjunction.
Next we observe that the G-realization functor and the G-nerve functor are well-
behaved with respect to a morphism of action operads.
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THEOREM 15.6.3. Each morphism ϕ ∶ G1 // G2 of action operads yields natural
isomorphisms
NerG
1
ϕ∗ ≅ ϕ∗NerG2 and ϕ!ReG
1 ≅ ReG2ϕ!
in the diagram (15.6.2).
PROOF. To prove the first natural isomorphism, suppose O is a C-colored G2-
operad in Set, and (T,σ) is a G1-tree. By definition we have the set
(NerG1ϕ∗(C,O))(T,σ) = G1Op(Set)((G1)(T,σ), (C, ϕ∗O)).
Recall that:
● (G1)(T,σ) is the free G1-operad generated by the vertices in T.
● The C-colored G1-operad ϕ∗O has the same underlying entries as O.
So a G1-operad morphism
φ ∶ (G1)(T,σ) // (C, ϕ∗O)
consists of
● a map φ ∶ Ed(T) // C and
● a choice of an element φ(t) ∈ O(φ out(t)φ in(t) ) for each t ∈ Vt(T).
For the other composite, we have the set
(ϕ∗NerG2(C,O))(T,σ) = G2Op(Set)((G2)(T,ϕσ), (C,O)).
Each morphism
(G2)(T,ϕσ) // (C,O)
of G2-operads admits the same description as a morphism φ of G1-operads as
above. This proves the first natural isomorphism.
The second natural isomorphism follows from the first one by the unique-
ness of left adjoints, since ϕ!Re
G1 and ReG
2
ϕ! are the left adjoints of Ner
G1ϕ∗ and
ϕ∗NerG
2
, respectively. 
15.7. Comparing Symmetric Monoidal Structures
In Theorem 10.4.1 and Corollary 10.4.3, we showed that in the adjunction
(G1Op(Set), G1⊗, I) ϕ! // (G2Op(Set), G2⊗, I)
ϕ∗
oo ,
the left adjoint ϕ! is a symmetric comonoidal functor, and the right adjoint ϕ
∗ is
a symmetric monoidal functor. The purpose of this section is to observe that the
same is true for the top adjunction in the diagram (15.6.2).
THEOREM 15.7.1. In the adjunction
Set(Ψ
G1)op
ϕ!
// Set(Ψ
G2)op
ϕ∗
oo
with the symmetric monoidal structures in Theorem 15.4.3:
(1) The left adjoint ϕ! is a symmetric comonoidal functor.
(2) The right adjoint ϕ∗ is a symmetric monoidal functor.
15.7. COMPARING SYMMETRIC MONOIDAL STRUCTURES 261
PROOF. To see that ϕ! is a comonoidal functor, first note that for each G
1-tree(T,σ), there is a morphism
YonG
1(↑, idG11 )(T,σ) // (ϕ∗YonG2(↑, idG21 ))(T,σ)
YonG
2(↑, idG21 )(T, ϕσ)
Ψ
G1((T,σ), (↑, idG11 )) Ψϕ // ΨG2((T, ϕσ), (↑, idG21 ))
in which idG
i
1 ∈ Gi(1) is the multiplicative unit for i = 1, 2. Since (T,σ) is arbitrary,
this defines a morphism
(15.7.2) YonG
1(↑, idG11 ) ϕ
∗
0 // ϕ∗YonG
2(↑, idG21 ) ∈ Set(ΨG
1
)op .
Its adjoint is the comonoidal structure morphism
ϕ!Yon
G1(↑, idG11 ) ϕ
0
! // YonG
2(↑, idG22 ) ∈ Set(ΨG
2
)op
on the monoidal units.
To define the other comonoidal structure morphism
ϕ!(X⊗G1 Y) ϕ
2
! // ϕ!X⊗G2 ϕ!Y ∈ Set(Ψ
G2)op ,
note that ϕ!, being a left adjoint, commutes with colimits and that each ⊗Gi com-
mutes with colimits on each side. Since each ΨG
1
-presheaf is canonically a colimit
of representable ΨG
1
-presheaves, we only need to define the comonoidal structure
morphism ϕ2! when
X = YonG1(T,σ) and Y = YonG1(T′,σ′)
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for some G1-trees (T,σ) and (T′,σ′). In this case, ϕ2! is the following composite of
natural morphisms:
ϕ!(YonG
1(T,σ) ⊗
G1
YonG
1(T′,σ′)) ϕ
2
! //
ϕ!(≅)

(ϕ!YonG
1(T,σ)) ⊗
G2
(ϕ!YonG
1(T′,σ′))
ϕ!Ner
G1((G1)(T,σ) G
1
⊗ (G1)(T′,σ′))
ϕ!Ner
G1 (ω,ω)

YonG
2(T, ϕσ) ⊗
G2
YonG
2(T′, ϕσ′)
≅
OO
ϕ!Ner
G1(ϕ∗(G2)(T,ϕσ) G
1
⊗ ϕ∗(G2)(T′,ϕσ′))
ϕ!Ner
G1(ϕ∗2 )

NerG
2((G2)(T,ϕσ) G
2
⊗ (G2)(T′,ϕσ′))
≅
OO
ϕ!Ner
G1 ϕ∗((G2)(T,ϕσ) G
2
⊗ (G2)(T,ϕσ)) ϕ!(≅) // ϕ!ϕ∗NerG
2((G2)(T,ϕσ) G
2
⊗ (G2)(T,ϕσ))
η
OO
In the above diagram:
● The upper-left isomorphism and the middle-right isomorphism are from
Proposition 15.4.2.
● The upper-right isomorphism
ϕ!Yon
G1 ≅ YonG2Ψϕ
is from Proposition 15.6.1.
● The bottom horizontal isomorphism
NerG
1
ϕ∗ ≅ ϕ∗NerG2
is from Theorem 15.6.3.
● In the lower-left morphism, ϕ∗2 is the monoidal structure morphism of ϕ∗
in Theorem 10.4.1.
● The lower-right morphism
η ∶ ϕ!ϕ∗ // Id
is the counit of the adjunction ϕ! ⊣ ϕ∗.
● In the middle-left, the morphism
(G1)(T,σ) ω // ϕ∗(G2)(T,ϕσ) ∈ G1Op(Set)
is the identity map on Ed(T) on color sets. Each vertex in T, as a generator
of (G1)(T,σ), is sent to itself as an element in ϕ∗(G2)(T,ϕσ). The other
morphism named ω is defined in the same way with T′ in place of T.
To check that (ϕ!, ϕ2! , ϕ0! ) is a symmetric comonoidal functor, it suffices to consider
only representable ΨG
1
-presheaves. For representables, the coassociativity of ϕ2!
boils down to the associativity of ϕ∗2 .
That the right adjoint ϕ∗ is a symmetric monoidal functor follows from the
fact that its left adjoint ϕ! is a symmetric comonoidal functor and Theorem 1.2 in
[Kel74]. 
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REMARK 15.7.3. For the symmetric monoidal functor
Set(Ψ
G1)op Set(Ψ
G2)opϕ
∗
oo ,
the monoidal structure morphism ϕ∗0 on the monoidal unit is (15.7.2). For X,Y ∈
Set(Ψ
G2)op , the monoidal structure morphism ϕ∗2 is adjoint to the composite
ϕ!(ϕ∗X⊗G1 ϕ∗Y) ϕ
2
! // ϕ!ϕ
∗X ⊗G2 ϕ!ϕ∗Y
(ηX ,ηY)
// X⊗G2 Y
in Set(Ψ
G2)op . Here each η is the counit of the adjunction, and ϕ2! is the comonoidal
structure morphism of ϕ!. ◇
EXAMPLE 15.7.4. Proposition 15.6.1, Theorem 15.6.3, and Theorem 15.7.1 ap-
ply to the morphisms of action operads in Example 8.2.8. For example, the mor-
phisms
P
ι // PCac
ι // Cac
π // S
of action operads induce the diagram
Ψ
P
YonP

Ψ
ι
// Ψ
PCac
YonPCac

Ψ
ι
// Ψ
Cac
YonCac

Ψ
π
// Ψ
S
YonS

Set(Ψ
P)op
ι! //
ReP

Set(Ψ
PCac)op
ι! //
RePCac

ι∗
oo Set(Ψ
Cac)op
π! //
ReCac

ι∗
oo Set(Ψ
S)op
ReS

π∗
oo
POp(Set) ι! //
NerP
OO
PCacOp(Set) ι! //
NerPCac
OO
ι∗
oo CacOp(Set) π! //
NerCac
OO
ι∗
oo SOp(Set)
π∗
oo
NerS
OO
In the top half, there are natural isomorphisms
ι!Yon
P ≅ YonPCacΨι, ι!YonPCac ≅ YonCacΨι, and π!YonCac ≅ YonSΨπ
by Proposition 15.6.1.
Furthermore, in each of the three squares in the bottom half, the right (resp.,
left) adjoint diagram is commutative up to a natural isomorphism by Theorem
15.6.3. For example, in the bottom-right square, there are natural isomorphisms
NerCacπ∗ ≅ π∗NerS and π!ReCac ≅ ReSπ!
relating the cactus nerve (resp., realization) functor and the symmetric nerve (resp.,
realization) functor.
Using the ribbon group operad R or the braid group operad B instead, we
obtain two other diagrams with similar properties. ◇

CHAPTER 16
Nerve Theorem for Group Operads
A quasi-category, also known as an (∞, 1)-category, is a simplicial set in which
each inner horn admits a filler. Quasi-categories were introduced by Boardman
and Vogt [BV72] asweak Kan complexes. They came into prominence in∞-category
theory through the work of Joyal [Joy02] and Lurie [Lur09a]. A strict quasi-category
is a quasi-category in which each inner horn admits a unique filler. A simplicial
set is a strict quasi-category if and only if it satisfies the Segal condition [Gro59,
Seg68], which in turn is equivalent to being isomorphic to the nerve of some small
category. This part of (∞, 1)-category theory was extended to the dendroidal set-
ting in [CM11, MT10, MW07, MW09], giving equivalent descriptions of the den-
droidal nerve in terms of strict∞-symmetric operads and a symmetric operad ana-
logue of the Segal condition. The analogues for strict ∞-cyclic operads [HRY∞],
strict∞-properads, and strict∞-wheeled properads [HRY15] are also true.
Suppose G is an action operad as in Definition 4.1.1. The are two main pur-
poses of this chapter.
(1) We introduce the G-operad analogues of (strict) quasi-categories, called
(strict)∞-G-operads.
(2) We characterize the G-nerve of a G-operad as a ΨG-presheaf that satisfies
a G-operad analogue of the Segal condition, which in turn is equivalent
to being a strict∞-G-operads.
In Section 16.1 we first define a G-operad analogue of the Segal condition.
Then we observe that the G-nerve of each G-operad satisfies the G-Segal condition.
The G-operad analogues of faces, horns, and (strict) quasi-categories are defined
in Section 16.2. A (strict)∞-G-operad is a ΨG-presheaf in which each inner horn,
defined using inner and outer cofaces in ΨG, has a (unique) filler. Then we observe
that each ΨG-presheaf that satisfies the G-Segal condition is automatically a strict
∞-G-operad. In particular, the G-nerve of each G-operad is a strict∞-G-operad.
In Section 16.3 we show conversely that each strict ∞-G-operad satisfies the
G-Segal condition. In Section 16.4 we show that for a ΨG-presheaf, (i) being the
G-nerve of some G-operad, (ii) being a strict ∞-G-operad, and (iii) the G-Segal
condition are equivalent.
To avoid too much repetition, throughout the rest of this chapter, suppose
(T,σ) φ=(((U,σ
U),u);(Tt,σt)t∈Vt(T))
// (V,σV)
is a morphism in the G-tree category ΨG as in Definition 12.1.1.
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16.1. Nerve Satisfies Segal Condition
The purpose of this section is to prove that the G-nerve of each G-operad in
Set satisfies a G-operad analogue of the Segal condition, which is defined below.
DEFINITION 16.1.1. Suppose X ∈ Set(ΨG)op and (T,σ) ∈ ΨG has at least one
vertex.
(1) Define the corolla base of X(T,σ), denoted
X(T,σ)1 = ( ∏
t∈Vt(T)
X(Cort, idt))
X(↑,id1)
,
as the limit of the diagram consisting of the maps
X(Coru, idu)
X(φi)
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
X(Cort, idt)
X(φ0)
ww♦♦♦
♦♦♦
♦♦♦
♦♦
X(↑, id1)
for each internal edge e in T with initial vertex t and terminal vertex u, in
which e is the ith input of u. Here Cort = Cor∣in(t)∣ and idt = id∣in(t)∣. The
morphisms
(↑, id1) φ0 // (Cort, idt) and (↑, id1) φi // (Coru, idu)
are the outer cofaces in Example 14.1.7 corresponding to the output of
Cort and the ith input of Coru, respectively.
(2) The G-Segal map is the map
(16.1.2) X(T,σ) χ(T,σ) // X(T,σ)1
determined by the commutative diagrams
X(T,σ)
X(ξt) ''❖❖
❖❖❖
❖❖❖
❖❖❖
χ(T,σ)
// X(T,σ)1
natural

X(Cort, idt)
for t ∈ Vt(T), in which ξt is the vertex inclusion
(16.1.3) (Cort, idt) ξt =(((T,σ),t);(Cort,idt)) // (T,σ) ∈ ΨG .
(3) We say that X satisfies the G-Segal condition if the G-Segal map χ(T,σ) is a
bijection for each (T,σ) ∈ ΨG with at least one vertex.
EXAMPLE 16.1.4. When G is the action operad P, S, B, PB, R, PR, Cac, or PCac,
we refer to the G-Segal map/condition as the planar, symmetric, braided, pure
braided, ribbon, pure ribbon, cactus, or pure cactus Segal map/condition. ◇
The following description of the corolla base is immediate from the definition.
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PROPOSITION 16.1.5. Each element in the corolla base of X(T,σ) is a collection of
elements
{xt} ∈ ∏
t∈Vt(T)
X(Cort, idt),
one for each vertex in T, that satisfies the following condition. For each internal edge e in
T with initial vertex t and terminal vertex u, in which e is the ith input of u, the equality
X(φi)(xu) = X(φ0)(xt) ∈ X(↑, id1)
holds.
INTERPRETATION 16.1.6. One can think of an element {xt} in the corolla base
of X(T,σ) as a decoration of the planar tree T by X, with each vertex t ∈ Vt(T)
decorated by an element xt ∈ X(Cort, idt). The previous equality expresses the
compatibility of the elements {xt} over the internal edges in T. The G-Segal con-
dition says that each element in the corolla base of X(T,σ) has a unique extension
to an element in X(T,σ) via the G-Segal map. ◇
Next we provide a more conceptual interpretation of the G-Segal map as a
map corepresented by a suitable morphism of ΨG-presheaves, for which we will
use the following concept.
DEFINITION 16.1.7. Suppose (T,σ) ∈ ΨG with at least one vertex. Define its
G-Segal core
SegG(T,σ) ∈ Set(ΨG)op
as the union
SegG(T,σ) = ⋃
t∈Vt(T)
∂ξt(T,σ) ⊆ YonG(T,σ)
with
● each
(Cort, idt) ξt // (T,σ) ∈ ΨG
the vertex inclusion in (16.1.3) and
● ∂ξt(T,σ) the image
Im(YonG(Cort, idt) ξt○− // YonG(T,σ)) ∈ Set(ΨG)op
induced by ξt.
We write
SegG(T,σ) ι(T,σ) // YonG(T,σ) ∈ Set(ΨG)op
for the inclusion, called the G-Segal core inclusion.
The following observation says that the G-Segal map is corepresented by the
G-Segal core inclusion.
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PROPOSITION 16.1.8. Suppose X ∈ Set(ΨG)op and (T,σ) ∈ ΨG with at least one
vertex. Then there is a commutative diagram
X(T,σ)
≅

χ(T,σ)
// X(T,σ)1
≅

Set(Ψ
G)op(YonG(T,σ),X) ι
∗
(T,σ)
// Set(Ψ
G)op(SegG(T,σ),X)
that is natural in (T,σ).
PROOF. The vertical isomorphisms follow from Yoneda Lemma, and the com-
mutativity of the diagram follows by inspection. 
Next we observe that, to check the G-Segal condition, it suffices to check a
subset of the G-Segal maps.
PROPOSITION 16.1.9. Suppose X ∈ Set(ΨG)op . Then X satisfies the G-Segal condi-
tion if and only if the G-Segal map
X(T, id∣in(T)∣)
χ(T,id∣in(T)∣)
// X(T, id∣in(T)∣)1
is a bijection for each planar tree T with at least two vertices.
PROOF. First note that if (T,σ) has exactly one vertex, then the corresponding
G-Segal map is a bijection. Indeed, T must be a corolla, which has no internal
edges, and the corolla base of X(Cor∣in(T)∣,σ) is X(Cor∣in(T)∣, id∣in(T)∣). The vertex
inclusion ξt ∈ ΨG, where t is the unique vertex in T = Cor∣in(T)∣, is an isomorphism.
It follows that the G-Segal map
χ(Cor∣in(T)∣,id∣in(T)∣) = X(ξt)
is a bijection. So to check the G-Segal condition, it is enough to check that the
G-Segal maps χ(T,σ) are bijections whenever T has at least two vertices.
For a G-tree (T,σ)with at least two vertices, consider the isomorphism
(T, id∣in(T)∣)
φ=(((Cor∣in(T)∣,σ),u);(Cort,idt)t∈Vt(T))
≅
// (T,σ) ∈ ΨG.
Then the diagram
X(T, id∣in(T)∣)
χ(T,id∣in(T)∣)
// X(T, id∣in(T)∣)1
X(T,σ)
φ ≅
OO
χ(T,σ)
// X(T,σ)1
is commutative. So the bottom G-Segal map χ(T,σ) is a bijection if and only if the
top G-Segal map χ(T,id∣in(T)∣) is a bijection. 
Here is the main observation in this section. Recall the G-nerve in Definition
15.1.1.
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THEOREM 16.1.10. For each action operad G, the G-nerve of each colored G-operad
in Set satisfies the G-Segal condition.
PROOF. Suppose O is a C-colored G-operad. By Proposition 16.1.9 it suffices
to check that the G-Segal map
NerG(C,O)(T, idT) χ(T,idT) // NerG(C,O)(T, idT)1
is a bijection for each planar tree T with at least two vertices, where idT = id∣in(T)∣ ∈
G(∣in(T)∣). Recall that G(T,idT) is the Ed(T)-colored G-operad in Set freely gener-
ated by the set Vt(T) of vertices in T. Each element in the set
NerG(C,O)(T, idT) = GOp(Set)(G(T,idT),O)
consists of:
(i) a map φ ∶ Ed(T) // C;
(ii) an element φ(t) ∈ O(φ out(t)φ in(t) ) for each t ∈ Vt(T).
The above data is equivalent to an element in the corolla base
NerG(C,O)(T, idT)1 = ( ∏
t∈Vt(T)
NerG(C,O)(Cort, idt))
NerG(C,O)(↑,id1)
,
as discussed in Interpretation 16.1.6, via the G-Segal map χ(T,idT). Indeed, for each
t ∈ Vt(T), each element
φt ∈ NerG(C,O)(Cort, idt) = GOp(Set)(G(Cort,idt),O)
consists of:
(i) an element φt(e) ∈ C for each edge e ∈ t;
(ii) an element φt ∈ O(φt out(t)φt in(t) )
Similarly, each element in NerG(C,O)(↑, id1) is a choice of an element in C. So
each element in the corolla base NerG(C,O)(T, idT)1 is a collection of elements{φt ∈ O}t∈Vt(T) as above such that for each internal edge, say e with initial vertex
t and terminal vertex u, the output profile of φt coincides with the input profile of
φu corresponding to e. 
16.2. Segal Condition Implies Strict Infinity
In this section, for each action operad G, we define the G-operad analogues
of faces, horns, and (strict) quasi-categories. The main result says that every ΨG-
presheaf that satisfies the G-Segal condition is a strict∞-G-operad. As a result, the
G-nerve of each colored G-operad in Set is a strict∞-G-operad. Recall the concepts
of an inner coface and of an outer coface in Definitions 14.1.1 and 14.1.5.
DEFINITION 16.2.1. A coface is either an inner coface or an outer coface. For a
G-tree (V,σV), a coface of (V,σV) is a coface with codomain (V,σV).
DEFINITION 16.2.2. Suppose φ ∶ (T,σ) // (V,σV) is a coface of (V,σV).
(1) If φ′ ∶ (T′,σ′) // (V,σV) is another coface of (V,σV), then we say that φ
is isomorphic to φ′ if there exists an isomorphism
θ ∶ (T,σ) ≅ // (T′,σ′) ∈ ΨG
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such that the diagram
(T,σ) φ //
θ ≅

(V,σV)
(T′,σ′) φ′ // (V,σV)
is commutative. In this case, we write φ ≅ φ′.
(2) The φ-face of YonG(V,σV) is defined as the image
∂φ(V,σV) = Im( YonG(T,σ) φ○− // YonG(V,σV) ) ∈ Set(ΨG)op
induced by φ.
(3) The φ-horn of YonG(V,σV) is defined as the union
Λ
φ(V,σV) = ⋃
φ′/≅φ
∂φ
′(V,σV) ⊆ YonG(V,σV) ∈ Set(ΨG)op
indexed by all the cofaces of (V,σV) not isomorphic to φ.
(4) A horn of YonG(V,σV) is a φ-horn for some coface φ of (V,σV). An inner
horn is the φ-horn in which φ is an inner coface.
(5) For X ∈ Set(ΨG)op , a horn of X is a morphism of the form
Λ
φ(V,σV) // X ∈ Set(ΨG)op
for some (V,σV) ∈ ΨG and some coface φ.
(6) An inner horn of X is a horn of X in which Λφ(V,σV) is an inner horn.
Let us first provide an explicit description of a horn in a ΨG-presheaf. To
simplify the notation below, we will write a morphism in ΨG and its image in
Set(Ψ
G)op under the Yoneda embedding using the same symbol.
LEMMA 16.2.3. Suppose X ∈ Set(ΨG)op , (V,σV) ∈ ΨG, and φ is a coface of (V,σV).
Then a horn
f ∶ Λφ(V,σV) // X ∈ Set(ΨG)op
is equivalent to a family of morphisms
{ YonG(T′,σ′) xφ′ // X ∶ cofaces (T′,σ′) φ′ // (V,σV) with φ /≅ φ′},
one for each coface of (V,σV) not isomorphic to φ, that satisfies the following condition.
Whenever
(16.2.4) (Q,σQ)
α′

α′′ // (T′′,σ′′)
φ′′
(T′,σ′) φ′ // (V,σV)
16.2. SEGAL CONDITION IMPLIES STRICT INFINITY 271
is a commutative diagram of cofaces in ΨG with φ′ /≅ φ /≅ φ′′, the diagram
(16.2.5) YonG(Q,σQ)
α′

α′′ // YonG(T′′,σ′′)
xφ′′

YonG(T′,σ′) xφ′ // X
in Set(Ψ
G)op is also commutative.
PROOF. Given a horn f and a coface φ′ /≅ φ, the morphism xφ′ is the composite
(16.2.6) YonG(T′,σ′) xφ′ //
φ′○−

X
∂φ
′(V,σV) // // Λφ(V,σV)
f
OO
in Set(Ψ
G)op . The commutative square (16.2.4) means that
φ′α′ = φ′′α′′ ∈ (∂φ′(V,σV)∩ ∂φ′′(V,σV))(Q,σQ)
⊆ YonG(V,σV)(Q,σQ).
The square (16.2.5) is commutative because the morphism f is well-defined on the
intersection of the φ′-face and the φ′′-face.
Conversely, given a family of morphisms {xφ′} as above, we define the mor-
phism f using the diagram (16.2.6). The diagrams (16.2.4) and (16.2.5) and Lemma
14.2.9 ensure that f is well-defined. 
We are now ready to define the G-operad analogue of an (∞, 1)-category.
DEFINITION 16.2.7. Suppose X ∈ Set(ΨG)op .
(1) We call X an∞-G-operad if for each inner horn f of X,
(16.2.8) Λφ(V,σV) f //


X
YonG(V,σV)
99s
ss
s
ss
a dashed arrow, called an inner horn filler, exists that makes the diagram
commutative.
(2) A strict ∞-G-operad is an ∞-G-operad for which each inner horn filler in
(16.2.8) is unique.
REMARK 16.2.9. The simplicial set version of Definition 16.2.7(1) is due to
Boardman and Vogt, who called the simplicial set version of the lifting condition
(16.2.8) the restricted Kan condition. See Definition 4.8 on page 102 in [BV72]. The
restricted Kan condition is the subset of the usual Kan lifting condition in which
the omitted face is neither the top face nor the bottom face. In more modern ter-
minology, a simplicial set that satisfies the restricted Kan condition is called either
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a quasi-category or an (∞, 1)-category. Roughly speaking, a quasi-category is a cat-
egory in which the composition, identities, and associativity axiom have all been
relaxed. It is known that being a strict (∞, 1)-category, in which the inner horn
fillers are unique, is equivalent to being the nerve of a small category. See, e.g.,
Proposition 1.1.2.2 in [Lur09a]. ◇
EXAMPLE 16.2.10 (Infinity Planar and Symmetric Operads). When G is the
planar group operad P or the symmetric group operad S, Definition 16.2.7 defines
(strict) ∞-planar operads and (strict) ∞-symmetric operads. For the symmetric
dendroidal category Ω ≃ ΨS, (strict) ∞-symmetric operads were introduced in
Section 5 in [MW09] and were called (strict) inner Kan complexes. ◇
EXAMPLE 16.2.11 (Infinity Braided, Ribbon, and Cactus Operads). When G
is the action operad B, PB, R, PR, Cac, or PCac, Definition 16.2.7 defines (strict)
∞-braided operads, (strict)∞-pure braided operads, (strict)∞-ribbon operads, (strict)∞-
pure ribbon operads, (strict)∞-cactus operads, and (strict)∞-pure cactus operads. One
should think of an∞-braided/ribbon/cactus operad as a braided/ribbon/cactus
operad in which the axioms are replaced by suitable homotopical analogues. A
special case of the main result of this chapter states that a ΨB/ΨR/ΨCac-presheaf is
a strict∞-braided/ribbon/cactus operad if and only if it satisfies the braided/ribbon/cactus
Segal condition. In particular, the braided/ribbon/cactus nerve of a braided/ribbon/cactus
operad in Set is a strict ∞-braided/ribbon/cactus operad. See Corollary 16.2.14
and Corollary 16.3.4. ◇
Here is the main observation of this section. Recall the G-Segal condition in
Definition 16.1.1.
THEOREM 16.2.12. Every ΨG-presheaf that satisfies the G-Segal condition is a strict
∞-G-operad.
PROOF. Suppose X ∈ Set(ΨG)op satisfies the G-Segal condition, and
Λ
φ(V,σV) f // X ∈ Set(ΨG)op
is an inner horn of X. We must show that f has a unique extension g that makes
the diagram
Λ
φ(V,σV) f //


X
YonG(V,σV)
g
99sssssssssss
commutative. Since φ is an inner coface, V has at least one internal edge and at
least two vertices. By Lemma 16.2.3, the inner horn f is equivalent to a family of
elements
f = { fφ′ ∈ X(T′,σ′)},
one for each coface φ′ of (V,σV) not isomorphic to φ, that are compatible as ex-
pressed in the diagram (16.2.5).
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Since φ is an inner coface of (V,σV), for each vertex v in V, there exists a
factorization
(Corv, idv)
ξ′v

ξv
// (V,σV)
(T′,σ′)
φ′
88♣♣♣♣♣♣♣♣♣♣♣
of the vertex inclusion ξv in (16.1.3), such that:
● φ′ is an outer coface of (V,σV).
● v ∈ Vt(T′)with vertex inclusion ξ′v.
Note that the outer coface φ′ is not uniquely determined by the vertex v; i.e., ξv
may factor through another outer coface of (V,σV). Nevertheless, the element
fv = X(ξ′v)( fφ′) ∈ X(Corv, idv)
is well-defined by the compatibility diagram (16.2.5), which also implies that these
elements are compatible over internal edges in V.
By the assumed G-Segal condition on X, an element in X(V,σV) is uniquely
determined by its image in the corolla base
X(V,σV)1 = ( ∏
v∈Vt(V)
X(Corv, idv))
X(↑,id1)
via the G-Segal map χ(V,σV). So the collection
g = { fv}v∈Vt(T) ∈ X(V,σV)1
in the previous paragraph determines a unique element in X(V,σV). This estab-
lishes the uniqueness of an extension of f and provides a candidate for such an
extension.
To show that g = { fv}v∈Vt(V) ∈ X(V,σV) is indeed an extension of f , we need
to show that for each coface φ′ of (V,σV) not isomorphic to φ, we have that
X(φ′)(g) = fφ′ ∈ X(T′,σ′).
If φ′ is an outer coface, then every vertex in T′ is also a vertex in V. By the G-Segal
condition on X, the element fφ′ is uniquely determined by the images
X(ξ′v)( fφ′) = fv ∈ X(Corv, idv)
for v ∈ Vt(T′) ⊆ Vt(V). Since g also restricts to these elements fv’s via the vertex
inclusions, we conclude that X(φ′)(g) = fφ′ .
Next suppose φ′ is an inner coface of (V,σV) not isomorphic to φ. By the G-
Segal condition on X, the element fφ′ ∈ X(T′,σ′) is uniquely determined by the
images
{X(ξt′)( fφ′) ∈ X(Cort′ , idt′)}
t′∈Vt(T′)
,
where each morphism
(Cort′ , idt′) ξt′ // (T′,σ′) ∈ ΨG
is the vertex inclusion for t′. Since φ′ is an inner coface of (V,σV), all but one
vertex in T′, say u ∈ Vt(T′), belong to V.
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For each vertex t′ in T′ that is already in V, there is a commutative diagram
(Cort′ , idt′)
ξt′

ξt′ // (T′′,σ′′)
φ′′
(T′,σ′) φ′ // (V,σV)
in which:
● φ′′ is an outer coface of (V,σV)with t′ ∈ Vt(T′′).
● The top horizontal ξt′ is the vertex inclusion for t′ as a vertex in T′′.
We now have:
X(ξt′)X(φ′)(g) = X(ξt′)X(φ′′)(g)
= ft′
= X(ξ′t′)( fφ′).
Therefore, it remains to show that
X(ξu)( fφ′) = X(φ′ξu)(g) ∈ X(Coru, idu),
where φ′ξu is the composite
(Coru, idu) ξu // (T′,σ′) φ′ // (V,σV) ∈ ΨG.
We can factor this composite as
(16.2.13) (Coru, idu)
ξu

ϕ0
// (T′u,σ′u) ϕ1 // (T′′,σ′′)
φ′′
(T′,σ′) φ′ // (V,σV)
in which:
● (T′u,σ′u) is the inside G-tree of φ′ at the vertex u.
● ϕ0 is the inner coface corresponding to the G-tree substitution
(T′u,σ′u) = (Coru, idu)(T′u,σ′u).
● φ′′ is an outer coface of (V,σV).
● ϕ1 is either a composite of outer cofaces if ∣Vt(V)∣ > 2, or an isomorphism
if ∣Vt(V)∣ = 2.
We now compute as follows:
X(φ′ξu)(g) = X(φ′′ϕ1ϕ0)(g)
= X(ϕ1ϕ0)X(φ′′)(g)
= X(ϕ1ϕ0)( fφ′′)
= X(ξu)( fφ′).
The first equality is from (16.2.13). The second equality is by the functoriality of X.
The third equality is by the previous case and the fact that φ′′ is an outer coface of
(V,σV). The last equality is by Lemma 16.2.3. 
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Combining Theorem 16.1.10 and Theorem 16.2.12, we obtain the following
result.
COROLLARY 16.2.14. The G-nerve of each colored G-operad in Set is a strict∞-G-
operad.
EXAMPLE 16.2.15 (Planar and Symmetric Dendroidal Nerves). When G is the
symmetric group operad S, the S-nerve of each symmetric operad in Set is a strict
∞-symmetric operad. Recall that the symmetric tree category ΨS is equivalent to
the Moerdijk-Weiss symmetric dendroidal category Ω. In the dendroidal context,
Corollary 16.2.14 recovers Proposition 5.3 in [MW09]. Similarly, if P is the planar
group operad P, then the P-nerve of each planar operad in Set is a strict∞-planar
operad. ◇
EXAMPLE 16.2.16 (Braided, Ribbon, and Cactus Nerves). If G is the braid
group operad B, then the braided nerve of each braided operad in Set is a strict
∞-braided operad. Similarly, if G is the ribbon group operad R, then the ribbon
nerve of each ribbon operad in Set is a strict ∞-ribbon operad. Also, if G is the
cactus group operad Cac, then the cactus nerve of each cactus operad in Set is a
strict ∞-cactus operad. There are also pure analogues for the pure braid group
operad PB, the pure ribbon group operad PR, and the pure cactus group operad
PCac. ◇
16.3. Strict Infinity Implies Segal Condition
The purpose of this section is to prove the following converse of Theorem
16.2.12.
THEOREM 16.3.1. Every strict∞-G-operad satisfies the G-Segal condition.
PROOF. Suppose X ∈ Set(ΨG)op is a strict∞-G-operad. To show that it satisfies
the G-Segal condition, we use Proposition 16.1.9. All the input equivariances in
the rest of this proof are identities, so we will omit writing them. We must show
that the G-Segal map
X(V) χV // X(V)1 = ( ∏
v∈Vt(V)
X(Corv))
X(↑)
is a bijection for each planar tree V with at least two vertices. In other words, we
must show that each element {xv}v∈Vt(V) ∈ X(V)1 in the corolla base has a unique
extension to an element in X(V). This is proved by an induction on n = ∣Vt(V)∣ ≥ 2.
If V has exactly two vertices, then it has only one internal edge. By Lemma
16.2.3 the two elements {xv}v∈Vt(V) define an inner horn
Λ
φ(V)


{xv}v∈Vt(V)
// X
YonG(V)
88q
q
q
q
q
q
of X. By the assumption on X, this inner horn has a unique dashed extension,
which is the desired unique extension to an element in X(V).
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Next suppose ∣Vt(V)∣ > 2, and {xv}v∈Vt(V) ∈ X(V)1 is an element in the corolla
base. We first claim that for each coface φ ∶ T // V of V, the collection {xv} has a
unique extension to an element xT ∈ X(T). To prove this claim, consider the two
cases.
(1) If φ is an outer coface, then the sub-collection {xt}t∈Vt(T) has a unique
extension to an element xT ∈ X(T) by the induction hypothesis, since
Vt(T) is a proper subset of Vt(V).
(2) Suppose φ is an inner coface, and e is the internal edge in V correspond-
ing to φ with initial vertex e0 and terminal vertex e1. Consider the planar
tree Ve with:
● Vt(Ve) = {e0, e1};
● only one internal edge e;
● V = T ○t Ve, where t ∈ Vt(T) is the substitution vertex for φ.
As in the n = 2 case, the pair of elements {xe0 , xe1} has a unique extension
to an element xVe ∈ X(Ve). For the inner coface
φe ∶ Cort // Ve,
consider the element
(16.3.2) xt = X(φe) (xVe) ∈ X(Cort).
Note that
Vt(T) = {t}∐ [Vt(V)∖ {e0, e1}].
By the induction hypothesis applied to T, the collection of elements
(16.3.3) {xt,{xv}v∈Vt(V)∖{e0,e1}}
has a unique extension to an element xT ∈ X(T).
This proves the claim.
Now pick an arbitrary inner coface ϕ ∶ Q // V of V. The collection of ele-
ments
Φ = {xT ∈ X(T) ∶ coface φ ∶ T // V with φ /≅ ϕ},
one for each coface of V not isomorphic to ϕ, determines an inner horn
Λ
ϕ(V)


Φ // X
YonG(V)
y
::✈
✈
✈
✈
✈
of X by Lemma 16.2.3. By the assumption on X, the inner horn Φ has a unique
dashed extension y ∈ X(V). We claim that this element y is the desired unique
extension of the original collection {xv}v∈Vt(V).
Indeed, for each vertex v in V, the corresponding vertex inclusion ξv must
factor through some outer coface φ of V, as in
Corv
ξ′v // T
φ
// V
EDGF
ξv
,
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by Lemma 14.1.17. So we have
xv = X(ξ′v)(xT)
= X(ξ′v)X(φ)(y)
= X(ξv)(y) ∈ X(Corv).
Therefore, xv is a restriction of y.
To prove the uniqueness of y, suppose z ∈ X(V) is another extension of the
collection {xv}v∈Vt(V). By the assumption on X, it is enough to show the equality
X(φ)(z) = xT ∈ X(T)
for each coface φ ∶ T // V of V, since this would imply that z is also an extension
of the inner horn Φ, which is unique.
(1) If φ is an outer coface, then xT is uniquely determined by the subset{xt}t∈Vt(T) of {xv}v∈Vt(V). Since X(φ)(z) also restricts to xt for each t ∈
Vt(T) ⊆ Vt(V), it follows that X(φ)(z) = xT.
(2) Suppose φ is an inner coface. The element xT is uniquely determined by
the collection (16.3.3). Therefore, it remains to show that
X(ξt)X(φ)(z) = xt ∈ X(Cort)
with:
● xt the element in (16.3.2);
● ξt ∶ Cort // T the vertex inclusion.
The composite φξt factors as
Cort
ξt
//
φe

T
φ

Ve
ϕe
// V
in which ϕe is a composite of outer cofaces. Since xVe ∈ X(Ve) is the
unique extension of the pair of elements {xe0 , xe1} ⊆ {xv}v∈Vt(T), we have
xVe = X(ϕe)(z).
Therefore, we have
xt = X(φe)(xVe)
= X(φe)X(ϕe)(z)
= X(ξt)X(φ)(z).
We have shown that X(φ)(z) = xT , which proves the uniqueness of y. 
Combining Theorem 16.2.12 and Theorem 16.3.1, we obtain the following char-
acterization of strict∞-G-operads.
COROLLARY 16.3.4. A ΨG-presheaf is a strict∞-G-operad if and only if it satisfies
the G-Segal condition.
REMARK 16.3.5. The categorical analogue of Corollary 16.3.4 is a basic fact in
∞-category theory. Namely, a simplicial set is a strict quasi-category (i.e., every
inner horn has a unique extension) if and only if it satisfies the Segal condition.
See, for example, Proposition 1.1.2.2 in [Lur09a]. ◇
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EXAMPLE 16.3.6 (Strict ∞-Braided/Ribbon/Cactus Operads). When G is the
braid group operadB, Corollary 16.3.4 says that a ΨB-presheaf is a strict∞-braided
operad if and only if it satisfies the braided Segal condition. Similarly, when G is
the ribbon group operad R, a ΨR-presheaf is a strict ∞-ribbon operad if and only
if it satisfies the ribbon Segal condition. Also, when G is the cactus group operad
Cac, a ΨCac-presheaf is a strict∞-cactus operad if and only if it satisfies the cactus
Segal condition. There are also pure analogues for the pure braid group operad
PB, the pure ribbon group operad PR, and the pure cactus group operad PCac. ◇
16.4. Characterization of the Nerve
The purpose of this section is to prove the following characterizations of the
G-nerve for each action operad G.
THEOREM 16.4.1. For each X ∈ Set(ΨG)op , the following statements are equivalent:
(1) X is isomorphic to the G-nerve of some G-operad in Set.
(2) X satisfies the G-Segal condition.
(3) X is a strict∞-G-operad.
PROOF. The implications (1) ⇒ (2) ⇔ (3) have already been established in
Theorem 16.1.10 and Corollary 16.3.4. It remains to establish the implication (3)⇒
(1), so suppose X is a strict∞-G-operad. We define an associated G-operad (C,O)
in Set and observe that its G-nerve is isomorphic to X.
First we define the color set
C = X(↑, id1).
For each pair (c0c ) ∈ Prof(C)×Cwith c = (c1, . . . , cn), we define the set
O(c0c ) = ∐
σ∈G(n)
{x ∈ X(Corn,σ) ∶ X(φ0)(x) = c0, X(φσ(j))(x) = cj for 1 ≤ j ≤ n},
where the morphisms
(↑, id1) φj // (Corn,σ) ∈ ΨG
for 0 ≤ j ≤ n are the outer cofaces in Example 14.1.7. Next we define a C-colored
G-operad structure on O as in Proposition 4.3.6.
The G-sequence structure on O is induced by X applied to the isomorphisms
(Corn,σ) (((Corn,τ),u);(Corn,idn)) // (Corn,στ) ∈ ΨG
for σ, τ ∈ G(n).
For each c ∈ X(↑, id1), the c-colored unit in O is the element
1c = X(φ)(c) ∈ X(Cor1, id1)
with φ ∈ ΨG the codegeneracy
(Cor1, id1) (((Cor1,id1),u);(↑,id1)) // (↑, id1) .
To define the planar operad ○i-composition, first observe that it is enough to
consider elements in X(Corn, idn), since the ○i-composition of general elements in
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X(Corn,σ) are then determined by the equivariance axiom in Proposition 4.3.6. So
suppose given elements
x ∈ X(Corn, idn)∩O(dc) and y ∈ X(Corm, idm)∩O(cib)
for some 1 ≤ i ≤ n. Consider the planar tree T
u
v
⋯
i
1 n
1 m
with one internal edge, which is the ith input of the vertex u, n inputs at u, and m
inputs at v. Since
X(φi)(x) = ci = X(φ0)(y) ∈ C,
it follows from Lemma 16.2.3 that x and y determine an inner horn f of X,
Λ
φ(T, idn+m−1) f //


X
YonG(T, idn+m−1)
g
88♣
♣
♣
♣
♣
♣
in which φ ∈ ΨG is the inner coface
(Corn+m−1, idn+m−1) (((Corn+m−1,idn+m−1),u);(T,idn+m−1)) // (T, idn+m−1) .
Since X is a strict ∞-G-operad, there exists a unique dashed arrow extension g,
which by Yoneda Lemma corresponds to an element z ∈ X(T, idn+m−1). We now
define
x ○i y = X(φ)(z) ∈ X(Corn+m−1, idn+m−1).
Using the properties of planar tree substitution in Lemma 9.1.7, one can check that
x ○i y is well-defined and that O is a C-colored G-operad in Set.
We now claim that there is an isomorphism
X ≅ NerG(C,O).
Since X is a strict∞-G-operad, it satisfies the G-Segal condition by Theorem 16.3.1.
The G-nerve NerG(C,O) also satisfies the G-Segal condition by Theorem 16.1.10.
Therefore, it is enough to establish the desired isomorphism on a G-tree (V,σ) ∈
Ψ
G in which the planar tree V is either ↑ or a corolla. In this case, the desired
isomorphism holds by the construction of O. 

CHAPTER 17
Coherent Realization-Nerve and Infinity Group
Operads
Fix an action operad G as in Definition 4.1.1 and a commutative segment(J,µ, 0, 1, ǫ) in the symmetric monoidal category (M,⊗,1) as in Definition 11.3.1.
The purpose of this chapter is to study a version of the G-realization-nerve adjunc-
tion, called the coherent G-realization-nerve adjunction, that is based on the sym-
metric monoidal category M rather than Set. The G-Boardman-Vogt construction,
defined using the chosen commutative segment J, will play a crucial role.
In Section 17.1 we define the coherent G-realization functor CReG and the
coherent G-nerve functor CNerG. Their definitions are similar to those of the G-
realization and the G-nerve functors, with the G-operad G(T,σ) replaced by its G-
Boardman-Vogt construction WGι∗G
(T,σ) in M. Here ι ∶ Set // M is the canoni-
cal strong symmetric monoidal functor. When G is the symmetric group operad
S, the coherent S-nerve CNerS recovers the homotopy coherent dendroidal nerve
of Moerdijk-Weiss [MW09]. While the coherent G-nerve is defined using the G-
Boardman-Vogt construction, we show that it can also be computed using the pla-
nar Boardman-Vogt construction.
In Theorem 15.3.1 we showed that the G-realization of the G-nerve is naturally
isomorphic to the identity. In Section 17.2 we obtain a coherent version of this
result by showing that the coherent G-realization of the G-nerve is naturally iso-
morphic to the G-Boardman-Vogt construction. Using the result in the previous
section, in Section 17.3 we compute the morphisms and the internal hom object
from the G-nerve of a G-operad to the coherent G-nerve of another G-operad.
In Theorem 15.6.3we observed that the G-realization and the G-nerve functors
behave nicely with respect to a change of the action operad. In Section 17.4 we
obtain a coherent version of this result for the coherent G-realization functor and
the coherent G-nerve functor.
In Section 17.5 we provide an explicit description of the planar Boardman-
Vogt construction of the planar operad freely generated by a planar tree. This
is a preliminary observation that is needed in the following section. Recall from
Corollary 16.2.14 that the G-nerve of each G-operad in Set is a strict ∞-G-operad.
In Section 17.6 we obtain a coherent version of this result by showing that the
coherent G-nerve of each entrywise fibrant G-operad is an∞-G-operad.
17.1. Coherent Realization and Coherent Nerve
Before we define the coherent realization and the coherent nerve, let us first
recall the following constructions.
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(1) There is a diagram
Ψ
G G
−
//
YonG

GOp(Set)
Set(Ψ
G)op
in which:
● G− is the full and faithful functor in Theorem 12.3.6. For each G-tree(T,σ), G(T,σ) is the Ed(T)-colored G-operad in Set freely generated
by the set of vertices in T.
● YonG is the Yoneda embedding in Definition 15.1.1 of the G-tree cat-
egory ΨG.
(2) There is a strong symmetric monoidal functor ι ∶ Set // M that sends
each setX to ι(X) =∐X 1. By Theorem 8.3.1(2) there is an induced functor
GOp(Set) ι∗ // GOp(M)
from the category of G-operads in Set to the category of G-operads in M,
which is entrywise the functor ι. For each O ∈ GOp(Set), its image ι∗O is
also denoted by OM.
(3) By Theorem 11.5.1 the G-Boardman-Vogt construction gives a functor
GOp(M) WG // GOp(M)
that is naturally augmented over the identity functor. For each C-colored
G-operad Q in M, its G-Boardman-Vogt construction WGQ is also a C-
colored G-operad in M and is entrywise defined as the coend in (11.4.2),
where the chosen commutative segment inM is used.
We are now ready to define the coherent versions of the G-realization and the
G-nerve functors.
DEFINITION 17.1.1. Define the coherent G-realization CReG and the coherent G-
nerve CNerG,
(17.1.2) ΨG
YonG

G− // GOp(Set) ι∗ // GOp(M)
WG

Set(Ψ
G)op CRe
G
// GOp(M)
CNerG
oo
as follows.
(1) CReG is the Yoneda extension of the composite
Ψ
G
WGι∗G
− =WGG−M
// GOp(M) ,
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i.e., the left Kan extension of WGG−M along the Yoneda embedding Yon
G.
It exists by Proposition 10.1.3. There are coend formulas
CReG(X) ≅ ∫ (T,σ)∈Ψ
G
[Set(ΨG)op(YonG(T,σ),X)] ⋅WGG(T,σ)M
≅ ∫ (T,σ)∈Ψ
G
∐
X(T,σ)
WGG
(T,σ)
M ∈ GOp(M)
for X ∈ Set(ΨG)op .
(2) CNerG is the functor such that
CNerG(C,O) ∈ Set(ΨG)op
is the ΨG-presheaf defined by
CNerG(C,O)(T,σ) = GOp(M)(WGG(T,σ)M , (C,O))
for (C,O) ∈ GOp(M) and (T,σ) ∈ ΨG.
In the rest of this chapter, we study the coherent G-realization and the coherent
G-nerve. First we observe that they form an adjunction.
LEMMA 17.1.3. CReG is the left adjoint of CNerG.
PROOF. This is almost identical to the proof of Lemma 15.1.3 with GOp(Set)
and G(T,σ) replaced by GOp(M) andWGG(T,σ)M , respectively. 
We call CReG ⊣ CNerG the coherent G-realization-nerve adjunction.
EXAMPLE 17.1.4 (Coherent Planar and Symmetric Realization-Nerve). When
G is the symmetric group operad S in Example 4.1.6, the symmetric tree category
Ψ
S is equivalent to the Moerdijk-Weiss symmetric dendroidal category Ω, as men-
tioned in Example 12.1.8. In the setting of Ω, the coherent S-nerve is called the
homotopy coherent dendroidal nerve and is denoted by hcNd in [MW09]. Similarly,
when G is the planar group operad P in Example 4.1.5, the planar tree category ΨP
is isomorphic to the Moerdijk-Weiss planar dendroidal category Ωp. We have the
analoguous coherent P-realization-nerve adjunction CReP ⊣ CNerP. However, the
reader is reminded that the Boardman-Vogt construction in [BM06] is a sequential
colimit of pushouts, with each map dependent on the previous inductive stage.
On the other hand, our G-Boardman-Vogt construction is defined in one step as a
coend indexed by the substitution category. ◇
EXAMPLE 17.1.5 (Coherent Braided Realization-Nerve). For the braid group
operad B in Definition 5.2.6, we call CReB and CNerB the coherent braided realization
and the coherent braided nerve. Similarly, for the pure braid group operad PB in
Definition 5.2.7, we call CRePB and CNerPB the coherent pure braided realization and
the coherent pure braided nerve. ◇
EXAMPLE 17.1.6 (Coherent Ribbon Realization-Nerve). For the ribbon group
operad R in Definition 6.2.3, we call CReR and CNerR the coherent ribbon realization
and the coherent ribbon nerve. Similarly, for the pure ribbon group operad PR in
Definition 6.2.4, we call CRePR and CNerPR the coherent pure ribbon realization and
the coherent pure ribbon nerve. ◇
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EXAMPLE 17.1.7 (Coherent Cactus Realization-Nerve). For the cactus group
operad Cac in Definition 7.4.5, we call CReCac and CNerCac the coherent cactus re-
alization and the coherent cactus nerve. Similarly, for the pure cactus group operad
PCac in Definition 7.4.7, we call CRePCac and CNerPCac the coherent pure cactus re-
alization and the coherent pure cactus nerve. ◇
Next we compute the coherent G-nerve of a G-operad in terms of the planar
Boardman-Vogt construction. The functors involved in the next result are in the
diagram
(17.1.8) ΨP
P−

Ψ
G
G−

POp(Set)
ι∗

ιG! // GOp(Set)
ι∗

POp(M)
WP

ιG! // GOp(M)
WG

POp(M) ι
G
! // GOp(M)
(ιG)∗
oo
in which:
● P is the planar group operad in Example 4.1.5.● P− and G− are the functors in Theorem 12.3.6.● ιG ∶ P // G is the unique morphism from the planar group operad P to
G.
● The pair ιG! ⊣ (ιG)∗ is the adjunction in Theorem 10.1.5 induced by the
morphism ιG.
● WP and WG are the planar and G-Boardman-Vogt constructions, respec-
tively.
● Each ι∗ is the change-of-base functor in Theorem 8.3.1(2) induced by the
strong symmetric monoidal functor ι ∶ Set // M defined by ι(X) =∐X 1.
PROPOSITION 17.1.9. There is a natural bijection
(CNerG(O))(T,σ) ≅ POp(M)(WPι∗PT, (ιG)∗O)
for each C-colored G-operad O inM and each G-tree (T,σ).
PROOF. Since the functor ι ∶ Set // M commutes with colimits, by Theorem
8.3.4(2) the middle square of the diagram (17.1.8) is commutative up to a natural
isomorphism. Moreover, in the bottom square of the diagram (17.1.8), there is a
natural isomorphism
ιG! W
P ≅WGιG!
by Theorem 11.6.1. Combining the middle and the bottom squares of the diagram
(17.1.8), there is a natural isomorphism
(17.1.10) WGι∗ι
G
! ≅ ιG! WPι∗.
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The desired natural bijection follows from the following computation:
(CNerG(O))(T,σ) = GOp(M)(WGι∗G(T,σ),O)
≅ GOp(M)(WGι∗ιG! PT,O)
≅ GOp(M)(ιG! WPι∗PT ,O)
≅ POp(M)(WPι∗PT , (ιG)∗O).
The first isomorphism is from Corollary 12.4.3. The second isomorphism is from
(17.1.10). The last isomorphism is from the adjunction ιG! ⊣ (ιG)∗. 
INTERPRETATION 17.1.11. In Proposition 17.1.9:
(1) The Ed(T)-colored planar operad WPι∗PT is the planar Boardman-Vogt
construction of ι∗P
T , which is the image inM of the Ed(T)-colored planar
operad PT in Set freely generated by the set of vertices in T. In Theorem
17.5.1 below, we will compute the planar operad WPι∗P
T explicitly. As
we will show there, each entry ofWPι∗P
T is either
● the initial object in M if the corresponding entry of PT is empty, or
● J⊗∣Int(Q)∣ if the corresponding entry of PT is the singleton {Q}.
(2) The object (ιG)∗O is the underlying C-colored planar operad of the C-
colored G-operad O. It is obtained from O by forgetting its G-equivariant
structure. Its entries, colored operadic units, and ○i-composition remain
the same. ◇
17.2. Coherent Realization of the Nerve
The purpose of this section is to show that the coherent G-realization of the
G-nerve is the G-Boardman-Vogt construction. In the following main result of this
section, we refer to some of the functors in the diagram (17.1.2).
THEOREM 17.2.1. The diagram
(17.2.2) GOp(Set)
NerG

ι∗ // GOp(M)
WG

Set(Ψ
G)op CRe
G
// GOp(M)
is commutative up to a natural isomorphism. In other words, there is a natural isomor-
phism
CReGNerG(O) ≅WGι∗O ∈ GOp(M)
for O ∈ GOp(Set).
PROOF. Pick an arbitrary C-colored operad O in Set. Recall from (15.3.2) that
the G-nerve of O is naturally isomorphic to a colimit of representables
colim((T,σ);φ)∈G−
O
YonG(T,σ) ≅ // NerG(O) ∈ Set(ΨG)op .
The indexing category G−O of the colimit on the left is defined in Definition 15.2.1.
An object in G−O is a pair ((T,σ);φ)with
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● (T,σ) a G-tree and
● φ ∶ G(T,σ) // O a morphism of G-operads in Set.
Such a morphism φ may be regarded as an O-decoration of the planar tree T, as
discussed in 15.2.4.
There is a natural isomorphism
(17.2.3) CReGNerG(O) ≅ colim((T,σ);φ)∈G−
O
WGι∗G
(T,σ).
Indeed, we have the natural isomorphisms
CReGNerG(O) ≅ CReG( colim((T,σ);φ)∈G−
O
YonG(T,σ))
≅ colim((T,σ);φ)∈G−
O
CReGYonG(T,σ)
≅ colim((T,σ);φ)∈G−
O
WGι∗G
(T,σ).
The first isomorphism is the coherent G-realization applied to the isomorphism
in (15.3.2). The second isomorphism uses the fact that the coherent G-realization
commutes with colimits, which holds because it is a left adjoint by Lemma 17.1.3.
The third isomorphism comes from the definition of the coherent G-realization as
the Yoneda extension of the compositeWGι∗G
− in the diagram (17.1.2).
The desired isomorphism now follows from (17.2.3) and the coend definition
of the G-Boardman-Vogt construction in Section 11.4. More precisely, for each ob-
ject ((T,σ);φ) in G−O, by the functoriality of the G-Boardman-Vogt construction in
Theorem 11.5.1(1), the morphism
G(T,σ)
φ
// O ∈ GOp(Set)
yields a morphism
WGι∗G
(T,σ)
WGι∗φ
// WGι∗O ∈ GOp(M).
By the universal property of a colimit, these morphisms induce a morphism
CReGNerG(O) ≅ colim((T,σ);φ)∈G−
O
WGι∗G
(T,σ) A // WGι∗O ∈ GOp(M)
whose restriction to each object WGι∗G
(T,σ) is the morphism WGι∗φ. To see that
the morphism A is the desired isomorphism, we construct its inverse explicitly.
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Observe that for each C-colored G-tree (T,σ) with profile (dc) ∈ Prof(C) × C,
there are isomorphisms
(ι∗O)(T,σ) = ⊗
t∈Vt(T)
(ι∗O)(out(t)in(t) )
= ⊗
t∈Vt(T)
( ∐
O(out(t)in(t) )
1)
≅ ∐
∏
t∈Vt(T)
O(out(t)in(t) )
(⊗1)
≅ ∐
∏
t∈Vt(T)
O(out(t)in(t) )
1.
Similarly, there is an isomorphism
(ι∗G(T,σ))(T,σ) ≅ ∐
∏
t∈Vt(T)
G(T,σ)(out(t)in(t) )
1.
Furthermore, each element {xt} ∈∏t∈Vt(T)O(out(t)in(t) ) corresponds to a morphism
φ ∶ G(T,σ) // O ∈ GOp(Set)
determined by the assignment
Vt(T) ∋ t ✤ φ // xt ∈ O(out(t)in(t) ).
This yields a morphism B determined by the commutative diagram
(WGι∗O)(dc) B // ( colim
((T,σ);φ)
WGι∗G
(T,σ))(out(T)in(T) )
J(T,σ)⊗ (ι∗O)(T,σ)
η(T,σ)
OO
(WGι∗G(T,σ))(out(T)in(T) )
((T,σ);φ) natural
OO
∐
∏
t∈Vt(T)
O(out(t)in(t) )
J(T,σ)⊗1
≅
OO
J(T,σ)⊗ (ι∗G(T,σ))(T,σ)
η(T,σ)
OO
J(T,σ)⊗1
{xt}t∈Vt(T) summand
OO
{(Cort,idt)}t∈Vt(T)
summand
// ∐
∏
t∈Vt(T)
G(T,σ)(out(t)in(t) )
J(T,σ)⊗1.
≅
OO
One can check that this defines a morphism
WGι∗O
B // colim((T,σ);φ)∈G−
O
WGι∗G
(T,σ) ≅ CReGNerG(O) ∈ GOp(M)
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that is inverse to the morphism A. 
EXAMPLE 17.2.4 (Coherent Symmetric Realization). When G is the symmetric
group operad S in Example 4.1.6, the S-tree category ΨS is equivalent to the sym-
metric dendroidal category Ω of Moerdijk-Weiss [MW07, MW09]. In this case,
Theorem 17.2.1 recovers a result in Section 6.3 in [MT10]. ◇
EXAMPLE 17.2.5 (Coherent Braided Realization). When G is the braid group
operad B in Definition 5.2.6, Theorem 17.2.1 says that the coherent braided real-
ization of the braided nerve of a braided operad in Set is naturally isomorphic to
its braided Boardman-Vogt construction. ◇
EXAMPLE 17.2.6 (Coherent Ribbon Realization). When G is the ribbon group
operad R in Definition 6.2.3, Theorem 17.2.1 says that the coherent ribbon realiza-
tion of the ribbon nerve of a ribbon operad in Set is naturally isomorphic to its
ribbon Boardman-Vogt construction. ◇
EXAMPLE 17.2.7 (Coherent Cactus Realization). When G is the cactus group
operad Cac in Definition 7.4.5, Theorem 17.2.1 says that the coherent cactus real-
ization of the cactus nerve of a cactus operad in Set is naturally isomorphic to its
cactus Boardman-Vogt construction. ◇
17.3. Nerve to Coherent Nerve
The purpose of this section is to compute
(i) the set of morphisms and
(ii) the internal hom object
from the G-nerve to the coherent G-nerve. The first result below says that the set of
morphisms from the G-nerve to the coherent G-nerve can be described in terms of
theG-Boardman-Vogt construction. We continue to use the functors in the diagram
(17.1.2).
COROLLARY 17.3.1. There is a natural bijection
Set(Ψ
G)op(NerG(O),CNerG(ι∗Q)) ≅ GOp(M)(WGι∗O, ι∗Q)
for O,Q ∈ GOp(Set).
PROOF. This follows from (i) the coherent G-realization-nerve adjunction in
Lemma 17.1.3 and (ii) the natural isomorphism
CReGNerG(O) ≅WGι∗O
in Theorem 17.2.1. 
Recall from Theorem 15.4.3 that the presheaf category Set(Ψ
G)op has a sym-
metric monoidal closed structure with internal hom object HomG. Also recall from
Theorem 10.2.16 that the category GOp(Set) has a symmetric monoidal structure
denoted by
G⊗. The next observation strengthens the previous result to the internal
hom object from the G-nerve to the coherent G-nerve.
THEOREM 17.3.2. There is a natural bijection
HomG(NerG(O),CNerG(ι∗Q))(T,σ) ≅ GOp(M)(WGι∗(O G⊗G(T,σ)), ι∗Q)
for O,Q ∈ GOp(Set) and (T,σ) ∈ ΨG.
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PROOF. We compute as follows:
HomG(NerG(O),CNerG(ι∗Q))(T,σ)
= Set(ΨG)op(NerG(O)⊗G YonG(T,σ),CNerG(ι∗Q))
≅ Set(ΨG)op(NerG(O G⊗G(T,σ)),CNerG(ι∗Q))
≅ GOp(M)(WGι∗(O G⊗G(T,σ)), ι∗Q).
The equality is the definition of the internal hom object HomG in Definition 15.4.1.
The first isomorphism uses the second isomorphism in Proposition 15.4.2. The last
isomorphism follows from Corollary 17.3.1. 
EXAMPLE 17.3.3. When G is the symmetric group operad S in Example 4.1.6,
Corollary 17.3.1 and Theorem 17.3.2 recover some results in Section 6.3 in [MT10]
about the (homotopy coherent) dendroidal nerve. ◇
17.4. Change of Action Operads
The purpose of this section is to show that the coherent G-realization functor
and the coherent G-nerve functor are well-behaved with respect to a change of the
action operad. Fix a morphism ϕ ∶ G1 // G2 of action operads as in Definition
8.1.1. Consider the diagram
(17.4.1) Set(Ψ
G1)op
ϕ!
//
CReG
1

Set(Ψ
G2)op
CReG
2

ϕ∗
oo
G1Op(M)
CNerG
1
OO
ϕ!
// G2Op(M)
ϕ∗
oo
CNerG
2
OO
in which:
● The top functor ϕ∗ is the pullback induced by
(Ψϕ)op ∶ (ΨG1)op // (ΨG2)op
with Ψϕ the functor in Proposition 12.2.1(1).
● The top ϕ! is the left adjoint of ϕ∗ given by a left Kan extension.
● The bottom adjunction ϕ! ⊣ ϕ∗ is the one in Theorem 10.1.5.
● CReG1 ⊣ CNerG1 is the coherent G1-realization-nerve adjunction.
● CReG2 ⊣ CNerG2 is the coherent G2-realization-nerve adjunction.
The following observation is the coherent version of Theorem 15.6.3.
THEOREM 17.4.2. There are natural isomorphisms
CNerG
1
ϕ∗ ≅ ϕ∗CNerG2 and ϕ!CReG
1 ≅ CReG2ϕ!
in the diagram (17.4.1).
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PROOF. To prove the first natural isomorphism, suppose O is a C-colored G2-
operad in M, and (T,σ) is a G1-tree. There are natural isomorphisms:
(CNerG1ϕ∗(O))(T,σ) = G1Op(M)(WG1 ι∗(G1)(T,σ), ϕ∗O)
≅ G2Op(M)(ϕ!WG1 ι∗(G1)(T,σ),O)
≅ G2Op(M)(WG2ϕ!ι∗(G1)(T,σ),O)
≅ G2Op(M)(WG2 ι∗ϕ!(G1)(T,σ),O)
≅ G2Op(M)(WG2 ι∗(G2)(T,ϕσ),O)
= (CNerG2(O))(T, ϕσ)
= (ϕ∗CNerG2(O))(T,σ).
The three equalities are from the definitions of the coherent G1-nerve, the coherent
G2-nerve, and the two right adjoints ϕ∗. From top to bottom:
● The first isomorphism is from the bottom adjunction ϕ! ⊣ ϕ∗.
● The second isomorphism is from Theorem 11.6.4.
● The third isomorphism is from Example 8.3.7.
● The fourth isomorphism is from Theorem 12.4.1.
SinceO and (T,σ) are arbitrary, we have established the first natural isomorphism.
The second natural isomorphism follows from the first one and the uniqueness
of left adjoints. 
EXAMPLE 17.4.3. Theorem 17.4.2 applies to all the morphisms of action oper-
ads in Example 8.2.8. For instance, the morphisms of action operads
P
ι // PCac
ι // Cac
π // S
induce the diagram
Set(Ψ
P)op
ι! //
CReP

Set(Ψ
PCac)op
CRePCac

ι∗
oo
ι! // Set(Ψ
Cac)op
CReCac

ι∗
oo
π! // Set(Ψ
S)op
CReS

π∗
oo
POp(M)
CNerP
OO
ι! // PCacOp(M)
ι∗
oo
CNerPCac
OO
ι! // CacOp(M)
ι∗
oo
CNerCac
OO
π! // SOp(M).
π∗
oo
CNerS
OO
In each of the three squares, the left adjoint diagram and the right adjoint diagram
are both commutative. Using the ribbon group operad R and the braid group
operad B instead of the cactus operad Cac, we obtain two other diagrams with
similar properties. ◇
17.5. Planar BV Construction of Planar Trees
In this section, we compute the planar Boardman-Vogt construction of the pla-
nar operad freely generated by a planar tree for a fixed commutative segment(J,µ, 0, 1, ǫ) in the ambient symmetric monoidal category (M,⊗,1). This result is
needed in Section 17.6 to prove that, for each action operadG, the coherentG-nerve
of an entrywise fibrant G-operad is an∞-G-operad.
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For each symmetric monoidal category (M,⊗,1), there is a strong symmetric
monoidal functor ι ∶ Set // M defined by
ι(X) =∐
X
1
for each set X. As discussed in Example 8.3.7, there is an induced functor
GOpC(Set) ι∗ // GOpC(M)
from the category of C-colored G-operads in Set to the category of C-colored G-
operads in M. When this functor is applied to O ∈ GOpC(Set), we will also write
ι∗O as OM ∈ GOpC(M). In particular, for the Ed(T)-colored planar operad PT in
Set freely generated by the set of vertices in a planar tree T in Definition 12.3.1, we
have
ι∗P
T = PTM.
We will write ∅M for an initial object inM.
THEOREM 17.5.1. Suppose T is a planar tree, and (dc) ∈ Prof(Ed(T))×Ed(T). Then
WPPTM(dc) ≅
⎧⎪⎪⎨⎪⎪⎩
∅M if PT(dc) = ∅,
J⊗∣Int(Q)∣ if PT(dc) contains a single element Q.
PROOF. Recall from Lemma 12.3.3 that each entry of PT is either
(i) empty or
(ii) a single element, in which case it is the unique planar tree with the given
profile and with vertices from T.
In the former case, the substitution category PTreeEd(T)(dc) is empty. So by defini-
tion (11.4.2) we have
WPPTM(dc) = ∫ T∈PTree
Ed(T)(d
c
)
J(T)⊗PTM(T) = ∅M.
In the second case, when PT(dc) contains a single element Q, the substitution
category PTreeEd(T)(dc) is the terminal category {Q} because there are no non-
identity endomorphisms in the substitution category PTree. Each vertex q in Q
is a vertex in T, so PT(q) contains a single element. The coend definition (11.4.2)
reduces to
WPPTM(dc) = ∫ {Q} J(Q)⊗PTM(Q)
= J(Q)⊗PTM(Q)
= J⊗∣Int(Q)∣ ⊗ ⊗
q∈Vt(Q)
PTM(q)
= J⊗∣Int(Q)∣ ⊗ ⊗
q∈Vt(Q)
ι(PT(q))
= J⊗∣Int(Q)∣ ⊗ ⊗
q∈Vt(Q)
1
≅ J⊗∣Int(Q)∣.
This proves the second case. 
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EXAMPLE 17.5.2. For the 2-level tree T = T({bj}; c; d) in Example 9.1.5, we
have
WPPTM(db) = J⊗∣c∣.
◇
EXAMPLE 17.5.3. For the planar tree K in Example 9.1.10, we have
WPPKM( ca,b) ≅WPPKM( ec,d) ≅WPPKM( ea,b, f ,g) ≅ J,
WPPKM( ea,b, f ,d) ≅WPPKM( ea,b,g) ≅ J⊗2,
WPPKM( ea,b,d) ≅ J⊗3.
All other entries ofWPPKM are the initial object in M. ◇
17.6. Coherent Nerves are Infinity Group Operads
The purpose of this section is to show that, for each action operad G, the co-
herent G-nerve of each entrywise fibrant G-operad is an ∞-G-operad. The reader
may refer back to Section 14.3 for basic concepts of model categories.
DEFINITION 17.6.1. Suppose (M,⊗,1) is a symmetric monoidal closed cate-
gory that is also a model category. We say that M is a monoidal model category
[SS00] (Definition 3.1) if it satisfies the following pushout product axiom:
Given cofibrations f ∶ A // B and g ∶ C // D inM, the pushout
product f ◻ g in the diagram
A⊗C
pushout
IdA⊗g
//
f⊗IdC

A⊗D
 f⊗IdD

✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
✾✾
B⊗C //
IdB⊗g
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯ Z
f◻g
❑❑❑
❑
%%❑❑
❑❑
B⊗D
is a cofibration that is furthermore a weak equivalence if either
f or g is also a weak equivalence. Here
Z = B⊗C ⊔
A⊗C
A⊗D
is the object of the pushout square.
Note that in [Hov99] (Definition 4.2.6), a monoidal model category has an ex-
tra condition about the monoidal unit.
ASSUMPTION 17.6.2. Throughout this section, we assume the following.
(1) M is a monoidal model category with 1 cofibrant.
(2) (J,µ, 0, 1, ǫ) is an interval inM [BM06]. This means that J is a commutative
segment inM in the sense of Definition 11.3.1 such that:
(i) The morphism (0, 1) ∶ 1∐1 // J is a cofibration in M.
(ii) The counit ǫ ∶ J // 1 is a weak equivalence inM.
Under these assumptions, both morphisms 0, 1 ∶ 1 // J are acyclic cofibra-
tions, and J is cofibrant.
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EXAMPLE 17.6.3. The above assumptions hold for the categories CHau, SSet,
Chain
K
, and Cat in Example 11.3.4. ◇
Recall from Definition 16.2.7 that an ∞-G-operad is a ΨG-presheaf in which
every inner horn admits a filler. Also recall from Definition 17.1.1 the coherent
G-nerve
Set(Ψ
G)op GOp(M)CNerGoo ,
which we computed in Proposition 17.1.9.
THEOREM 17.6.4. Under Assumption 17.6.2, suppose O is a C-colored G-operad in
M such that each entry ofO is a fibrant object. Then its coherentG-nerve is an∞-G-operad.
PROOF. Suppose given an inner horn f of the coherent G-nerve CNerG(O),
Λ
φ(V,σV) f //


CNerG(O)
YonG(V,σV)
F
77♦♦♦♦♦♦
as in (16.2.8) for some inner coface
(T,σ) φ // (V,σV).
We must show that there exists a dashed arrow F that makes the above diagram
commutative.
By the descriptions of (i) a horn in Lemma 16.2.3 and (ii) the coherent G-nerve
in Proposition 17.1.9, the given inner horn f is equivalent to a family of compatible
morphisms of planar operads
WPι∗P
T′
fφ′
// (ιG)∗O ∈ POp(M),
one for each coface
(T′,σ′) φ′ // (V,σV)
of (V,σV) not isomorphic to φ. By Proposition 17.1.9 again, the desired filler F is
equivalent to a morphism
WPι∗P
V F // (ιG)∗O ∈ POp(M)
that extends the given morphisms { fφ′ ∶ φ′ /≅ φ}.
To define the morphism F on color sets, note that each PT
′
is Ed(T′)-colored,
and so is the planar Boardman-Vogt construction WPι∗P
T′ . Similarly, the planar
Boardman-Vogt construction WPι∗P
V is Ed(V)-colored. As φ′ runs through the
cofaces of (V,σV) not isomorphic to the inner coface φ, there is an equality
⋃
φ /≅ φ′ cofaces
Ed(T′) = Ed(V)
on edge sets. Therefore, the morphism F on color sets is already defined by the
morphisms fφ′ on color sets.
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To define the entries of F, we use the descriptions of (i) the free Ed(T)-colored
planar operad PT in Lemma 12.3.3 and (ii) its planar Boardman-Vogt construction
WPι∗P
T in Theorem 17.5.1. Suppose
(dc) ∈ Prof(Ed(V))×Ed(V) with PV(dc) /= ∅,
so PV(dc) = {Q} for a unique Ed(V)-colored planar tree Q with profile (dc) and with
vertices in V. There is a morphism
ϕ ∶ Q // V ∈ ΨP
corresponding to a planar tree substitution
V = U ○u Q.
There are two cases.
First, if (dc) /= (out(V)in(V) ), then U has at least one internal edge, and Q /= V. By
Lemma 14.1.17 there is a factorization
Q
ϕ′
// T′
φ′
// V
EDGF
ϕ
in ΨP in which:
● φ′ is an outer coface.
● ϕ′ is either the identity morphism or a finite composite of outer cofaces.
This implies that PT
′(dc) = {Q}, and
WPι∗P
V(dc) = J⊗∣Int(Q)∣
=WPι∗PT′(dc).
So for such pair (dc), the morphism Fmust be defined as fφ′ .
The only remaining case is (dc) = (out(V)in(V) ). This means thatU is a corolla and that
Q = V. For this entry, the desired morphism F has the form
WPι∗P
V(out(V)
in(V)
) = J⊗∣Int(V)∣ F // (ιG)∗O(Fout(V)Fin(V) )
that satisfies the following two conditions.
(i) For each inner coface φ′ of (V,σV) not isomorphic to the given inner co-
face φ, T′ has the same profile as V, and
Int(T′) = Int(V)∖ {e′}
for the internal edge e′ corresponding to φ′. Then the diagram
WPι∗P
T′(out(T′)
in(T′)
) ≅ J⊗∣Int(T′)∣ ⊗1 fφ′ //
Id⊗0

(ιG)∗O(Fout(V)Fin(V) )
WPι∗P
V(out(V)
in(V)
) = J⊗∣Int(V)∣ F
OO
is commutative, where the morphism 0 ∶ 1 // J corresponds to e′.
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(ii) The morphism F respects the ○i-composition relative to the other entries
of F that are defined in the previous case. In view of the operadic struc-
ture in the G-Boardman-Vogt construction in Definition 11.4.6, this con-
dition determines the restriction of F to
⋃
e′∈Int(V)
J⊗∣Int(V)∖{e
′}∣ ⊗1
⋃
e′∈Int(V)
Id⊗1
// J⊗∣Int(V)∣ ,
in which each morphism 1 ∶ 1 // J corresponds to e′. The union symbol
here denotes a colimit whose indexing category is the opposite category
of a punctured cube. More precisely, the indexing category CV of this col-
imit has non-empty subsets of Int(V) as objects, and amorphism A // B
is an inclusion B ⊆ A ⊆ Int(V). The functor CV // M that defines this col-
imit sends each non-empty subset A ⊆ Int(V) to the object
J⊗∣Int(V)∖A∣⊗1∣A∣.
This functor sends a morphism A // B ∈ CV to the morphism given by:
● 1 ∶ 1 // J on A ∖ B;
● the identity morphism of either J or 1 in all other tensor factors.
The given inner coface φ corresponds to an internal edge e in V. The two
conditions in the previous paragraph determine the morphism { fφ′} below, which
is defined by the given morphisms fφ′ .
[ ⋃
e/=e′∈Int(V)
J⊗∣Int(V)∖{e
′}∣ ⊗ (1∐1)]∪ [J⊗∣Int(V)∖{e}∣⊗1]
[ ⋃
e/=e′∈Int(V)
Id⊗(0,1)] ∪ [Id⊗1]

(ιG)∗O(Fout(V)Fin(V) )


{ fφ′}
WPι∗P
V(out(V)
in(V)
) = J⊗∣Int(V)∣ F ❴❴❴❴❴❴❴❴
OO✤
✤
✤
✤
The object in the upper-left corner is again a colimit indexed by the category CV in
case (ii) in the previous paragraph. The functor that defines this colimit is modified
as displayed. More precisely, it sends a non-empty subset A ⊆ Int(V) to the object
J⊗∣Int(V)∖A∣⊗ (1∐1)A∖{e}⊗1⊗∣A∩{e}∣.
This functor sends a morphism A // B ∈ CV to the morphism given by:
● the cofibration (0, 1) ∶ 1∐1 // J for (A ∖ {e})∖ (B ∖ {e});
● the acyclic cofibration 1 ∶ 1 // J for (A ∩ {e})∖ (B ∩ {e});
● the identity morphism of J, 1∐1, or 1 in all other tensor factors.
Since J is a cofibrant object inM, the left verticalmorphism in the previous diagram
is an acyclic cofibration by repeated applications of the pushout product axiom.
Since each entry of O is a fibrant object, the dashed arrow F exists that makes the
entire diagram commutative. 
REMARK 17.6.5. The analogue of Theorem 17.6.4 for simplicially enriched cat-
egories is a result in [CP86]. It says that for each small category enriched in the
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category of simplicial sets, its homotopy coherent nerve is a quasi-category, i.e., a
weak Kan complex in the sense of [BV72]. ◇
EXAMPLE 17.6.6 (Every Object is Fibrant). In Theorem 17.6.4 the G-operad is
assumed to have fibrant entries. This is automatically true if every object in M is
fibrant. This is the case, for example, if M is the categories CHau, Cat, or Chain
K
in Example 11.3.4. For such an ambient category M, the coherent G-nerve of each
G-operad in M is an∞-G-operad. ◇
EXAMPLE 17.6.7 (Simplicial Sets). For the category SSet of simplicial sets, fi-
brant objects are called Kan complexes. They are the simplicial sets in which every
horn admits an extension; see, for example, Section I.3 in [GJ99]. The coherent
G-nerve of each colored G-operad in SSet that is entrywise a Kan complex is an
∞-G-operad. ◇
EXAMPLE 17.6.8 (Coherent G-Nerve of Translation Categories). Recall from
Definition 4.5.1 that the translation category of a group G is the small groupoid
EG with object set G and with a unique morphism between any two objects. In
Example 8.3.6 we mentioned that for each action operad G, there is a one-colored
G-operad
EG = {EG(n)}n≥0
in Cat, in which the nth object is the translation category of the group G(n). In the
category Cat of all small categories with its folk model structure, every object is
fibrant. Since the one-colored G-operad EG is entrywise fibrant, by Theorem 17.6.4
its coherent G-nerve is an∞-G-operad. ◇
EXAMPLE 17.6.9 (Coherent Planar Nerve). When G is the planar group op-
erad P in Example 4.1.5, Theorem 17.6.4 says that the coherent planar nerve of an
entrywise fibrant planar operad is an∞-planar operad. ◇
EXAMPLE 17.6.10 (Coherent Symmetric Nerve). For the symmetric group op-
erad S in Example 4.1.6, the symmetric tree category ΨS is equivalent to the sym-
metric dendroidal category Ω of Moerdijk-Weiss. In this case, Theorem 17.6.4
recovers Theorem 7.1 in [MW09], which says that the homotopy coherent den-
droidal nerve of an entrywise fibrant symmetric operad is an ∞-symmetric op-
erad. For example,
● the little n-cube operad Cn in Example 3.4.2,
● the little n-disc operad Dn in Example 3.4.3,
● the framed little n-disc operad Dfrn in Example 3.4.4,
● the phylogenetic operad Phyl in Section 3.6, and
● the planar tangle operad PTan in Definition 3.7.9
are symmetric operads in CHau, one-colored in the first four cases and SCir-colored
for PTan. Since every object in CHau is fibrant, the homotopy coherent dendroidal
nerves of these symmetric operads are∞-symmetric operads. ◇
EXAMPLE 17.6.11 (Coherent Braided Nerve). For the braid group operad B in
Definition 5.2.6, Theorem 17.6.4 says that the coherent braided nerve of an entry-
wise fibrant braided operad is an∞-braided operad. For example,
● the universal cover C̃2 of the little 2-cube operad in Example 5.4.1 and
● the universal cover D̃2 of the little 2-disc operad in Example 5.4.2
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are one-colored braided operads in CHau. So their coherent braided nerves are
∞-braided operads. ◇
EXAMPLE 17.6.12 (Coherent Ribbon Nerve). For the ribbon group operad R
in Definition 6.2.3, Theorem 17.6.4 says that the coherent ribbon nerve of an en-
trywise fibrant ribbon operad is an∞-ribbon operad. For example, the universal
cover D̃fr2 of the framed little 2-disc operad in Example 6.4.1 is a one-colored ribbon
operad in CHau. So its coherent ribbon nerve is an∞-ribbon operad. ◇
EXAMPLE 17.6.13 (Coherent Cactus Nerve). For the cactus group operad Cac
in Definition 7.4.5, Theorem 17.6.4 says that the coherent cactus nerve of an entry-
wise fibrant cactus operad is an ∞-cactus operad. There is also a pure analogue
for the pure cactus group operad PCac in Definition 7.4.7. ◇

Part 4
Coherence for Monoidal Categories
with Group Equivariance

CHAPTER 18
Monoidal Categories
A monoid is a set with a strictly associative multiplication and a two-sided
multiplicative unit. A monoidal category is a categorical analogue of a monoid
with the strict axioms replaced by suitable natural isomorphisms. In preparation
for later discussion about G-monoidal categories for an action operad G, in this
chapter we discuss the symmetric operads that encode monoidal categories, strict
monoidal categories, monoidal functors, and strong monoidal functors, thereby
providing an operadic view of these monoidal categorical concepts.
The definitions of a monoidal category and of a monoidal functor, as well
as one version of the Coherence Theorem for monoidal categories, are recalled in
Section 18.1. A strict monoidal category is a monoidal category whose structure mor-
phisms are identity morphisms. The structure morphisms of a monoidal functor
are not required to be invertible; our monoidal functors are sometimes called lax
monoidal functors in the literature. A monoidal functor with invertible structure
morphisms is called a strong monoidal functor; this is what Joyal and Street [JS93]
called a tensor functor. A strict monoidal functor is a monoidal functor whose struc-
ture morphisms are identity morphisms.
In Section 18.2 we define the monoidal category operad MCat, which is a 1-
colored symmetric operad in the category Cat of small categories. In Section 18.3
we show that MCat-algebras are exactly small monoidal categories with general
associativity isomorphism, left unit isomorphism, and right unit isomorphism. In
Section 18.4 it is shown that MCat-algebra morphisms are strict monoidal func-
tors between general small monoidal categories. In Section 18.5 we discuss a one-
colored symmetric operad in Cat whose algebras are small strict monoidal cate-
gories and whose algebra morphisms are strict monoidal functors.
In Section 18.6we discuss a 2-colored symmetric operadMFun inCatwhose al-
gebras are monoidal functors. More precisely, anMFun-algebra is a triple (A, B, F)
in which (i) A and B are small monoidal categories, and (ii) F ∶ A // B is a
monoidal functor. We also discuss another 2-colored symmetric operad in Cat
whose algebras are strong monoidal functors.
18.1. Monoidal Categories and Monoidal Functors
We begin by recalling the definitions of amonoidal category and of amonoidal
functor and the Coherence Theorem for monoidal categories. Our references for
monoidal categories are [JS93], [Mac63], and [Mac98] (Chapters VII and XI).
DEFINITION 18.1.1. A monoidal category is a tuple
(M,⊗,1, α,λ, ρ)
consisting of:
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● a categoryM;
● a functor ⊗ ∶M×M // M called the monoidal product;
● an object 1 ∈M called the monoidal unit;
● a natural isomorphism
(18.1.2) (X ⊗Y)⊗Z αX,Y,Z
≅
// X ⊗ (Y ⊗Z)
for all objects X,Y,Z ∈M called the associativity isomorphism;
● natural isomorphisms
(18.1.3) 1⊗X λX
≅
// X and X ⊗1 ρX
≅
// X
for all objects X ∈ M called the left unit isomorphism and the right unit
isomorphism, respectively.
This data is required to satisfy the following two axioms.
Unity Axioms: The diagram
(18.1.4) (X⊗1)⊗Y
ρ⊗Id

α // X ⊗ (1⊗Y)
Id⊗λ

X ⊗Y X⊗Y
is commutative for all objects X,Y ∈M. Moreover, the equality
λ
1
= ρ
1
∶ 1⊗1 ≅ // 1
holds.
Pentagon Axiom: The pentagon
(W ⊗X)⊗ (Y⊗ Z)
αW ,X,Y⊗Z
&&▼
▼▼▼
▼▼▼
▼▼▼
((W ⊗X)⊗Y)⊗Z
αW⊗X,Y,Z
88qqqqqqqqqq
αW ,X,Y⊗IdZ

W ⊗ (X ⊗ (Y ⊗Z))
(W ⊗ (X⊗Y))⊗Z αW ,X⊗Y,Z //W ⊗ ((X ⊗Y)⊗Z)
IdW⊗αX,Y,Z
OO
is commutative for all objectsW,X,Y,Z ∈M.
A strict monoidal category is a monoidal category in which α, λ, and ρ are all identity
morphisms.
REMARK 18.1.5. Consider Definition 18.1.1
(1) In a strict monoidal category, an iterated monoidal product a1 ⊗⋯⊗ an
without any parentheses is well-defined.
(2) The axiom λ
1
= ρ
1
in a monoidal category is actually redundant by
[Kel64]. It is a consequence of the unity axiom (18.1.4) and the penta-
gon axiom.
(3) In a monoidal category, every diagram involving monoidal products of
the associativity isomorphism, the unit isomorphisms, their inverses, and
identity morphisms commutes. This is one formulation of the Coherence
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Theorem for monoidal categories; see [Mac98] (VII.2 Corollary). For ex-
ample, in any monoidal category, the unity axiom (18.1.4) and the penta-
gon axiom imply the commutativity of the following unity diagrams.
(18.1.6) (1⊗X)⊗Y
λ⊗Id

α //
1⊗ (X⊗Y)
λ

X⊗Y X⊗Y
(X ⊗Y)⊗1
ρ

α // X⊗ (Y⊗1)
Id⊗ρ

X⊗Y X⊗Y
See[Mac98] VII.1 Eq. (9) and Exercise 1. ◇
CONVENTION 18.1.7. In a monoidal category, an empty tensor product, written
as X⊗0 or X⊗∅, means the monoidal unit 1. ◇
DEFINITION 18.1.8. Suppose M and N are monoidal categories. A monoidal
functor
(F, F2, F0) ∶M // N
consists of the following data:
● a functor F ∶M // N;
● a natural transformation
(18.1.9) F(X)⊗ F(Y) F2 // F(X⊗Y) ∈ N,
where X and Y are objects inM;
● a morphism
(18.1.10) 1N
F0 // F(1M) ∈ N,
where 1N and 1M are the monoidal units in N andM, respectively.
This data is required to satisfy the following three axioms.
Associativity: The diagram
(18.1.11) (F(X)⊗ F(Y))⊗ F(Z) αN //
F2⊗Id

F(X)⊗ (F(Y)⊗ F(Z))
Id⊗F2

F(X⊗Y)⊗ F(Z)
F2

F(X)⊗ F(Y ⊗Z)
F2

F((X ⊗Y)⊗Z) F(αM) // F(X⊗ (Y⊗ Z))
is commutative for all objects X,Y,Z ∈M.
Left Unity: The diagram
(18.1.12) 1N ⊗ F(X)
F0⊗Id

λN // F(X)
F(1M)⊗ F(X) F2 // F(1M ⊗X)
F(λM)
OO
is commutative for all objects X ∈M.
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Right Unity: The diagram
(18.1.13) F(X)⊗1N
Id⊗F0

ρN
// F(X)
F(X)⊗ F(1M) F2 // F(X ⊗1M)
F(ρM)
OO
is commutative for all objects X ∈M.
A strong monoidal functor is a monoidal functor in which the morphisms F0 and F2
are all isomorphisms. A strict monoidal functor is a monoidal functor in which the
morphisms F0 and F2 are all identity morphisms.
REMARK 18.1.14. In amonoidal functor, the structuremorphisms F2 and F0 are
not required to be isomorphisms. What we call a monoidal functor is sometimes
called a lax monoidal functor in the literature to emphasize the fact that F2 and F0
are not necessarily invertible. A strong monoidal functor is what Joyal and Street
[JS93] called a tensor functor. ◇
The following coherence result for monoidal categories is due to Mac Lane.
See [Mac63] (Section 3), [Mac98] (XI.3), or [JS93] (Corollary 1.4) for a proof.
THEOREM 18.1.15 (Coherence for Monoidal Categories). For each monoidal cat-
egoryM, there exist a strict monoidal categoryMst and an adjoint equivalence
M
L // Mst
R
oo
with (i) both L and R strong monoidal functors and (ii) RL = IdM.
18.2. Monoidal Category Operad
The purpose of this section is to construct a one-colored symmetric operad
in Cat, called the monoidal category operad, whose algebras will be shown to be
precisely monoidal categories with general associativity, left unit, and right unit
isomorphisms. The definition of the monoidal category operad uses the following
bookkeeping devices.
DEFINITION 18.2.1. Fix a sequence {xi}i≥0 of variables. Define non-associative
monomials inductively as follows:
● Each xi for i ≥ 0 is a non-associative monomial.
● If f and g are non-associative monomials, then ( f g) is a non-associative
monomial.
For n ≥ 0, a standard non-associative monomial of weight n is a non-associative mono-
mial in which:
(i) Each xj appears exactly once for 1 ≤ j ≤ n.
(ii) No xk is involved for k > n.
The associative monomial obtained from a standard non-associative monomial p
of weight n by removing all the parentheses and all the x0’s is denoted by p and
is called a standard monomial of weight n. It is also called the underlying standard
monomial of p. A standard (non-associative) monomial is a standard (non-associative)
monomial of weight n for some n ≥ 0.
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EXAMPLE 18.2.2. To simplify the notation, we will omit the outermost pair of
parentheses.
(1) Standard non-associative monomials of weight 0 are precisely the paren-
thesized words in one alphabet {x0}, as in Example 2.4.5, of length ≥ 1:
x0, x0x0, (x0x0)x0, x0(x0x0), ((x0x0)x0)x0, . . . .
The only standard monomial of weight 0 is ∅.
(2) Standard non-associative monomials of weight 1 include x1, x0x1, x1x0,
(x0x0)x1, (x0x1)x0, (x1x0)x0, x0(x0x1), x0(x1x0), x1(x0x0),
and so forth. The only standard monomial of weight 1 is x1.
(3) Standard non-associative monomials of weight 2 include x1x2, x2x1,
(x1x2)x0, (x2x1)x0, (x1x0)x2 (x2x0)x1, (x0x1)x2, (x0x2)x1,
and so forth. The only standardmonomials of weight 2 are x1x2 and x2x1.
(4) Standard non-associative monomials of weight 3 include
(x1x2)x3, x2(x1x3), x0((x1x2)x3), ((x1x2)x3)x0, ((x0x1)x2)x3, ((x1x0)x2)x3,
and so forth. The only standard monomials of weight 3 are:
x1x2x3, x1x3x2, x2x1x3, x3x1x2, x2x3x1, and x3x2x1.
In general, standard non-associative monomials of weight n ≥ 1 are obtained from
standard non-associative monomials of weight 0 and length ≥ n by replacing n
appearances of x0’s with {x1, . . . , xn} in any order. A standardmonomial of weight
n is of the form xσ(1)⋯xσ(n) for a unique permutation σ ∈ Sn. ◇
NOTATION 18.2.3. To simplify the presentation, we will use the abbreviation
x[i,j] =
⎧⎪⎪⎨⎪⎪⎩
(xi, . . . , xj) if i ≤ j,
∅ if i > j
for sequences in the variables, and similarly for other sequences of objects. ◇
EXAMPLE 18.2.4. x[2,6] = (x2, x3, x4, x5, x6), x[0,0] = x0, and x[3,2] = ∅. ◇
Recall that Cat is the category of small categories and functors between them.
A discrete category is a category with only identity morphisms. We now define the
one-colored symmetric operad in Cat whose algebras are exactly small monoidal
categories.
DEFINITION 18.2.5. Define the monoidal category operad MCat as the 1-colored
symmetric operad in Cat as follows.
Entries: For each n ≥ 0, MCat(n) is the groupoid whose object set is the set of
standard non-associativemonomials of weight n. For p, q ∈ Ob(MCat(n)),
it has the morphism set
MCat(n)(p, q) =
⎧⎪⎪⎨⎪⎪⎩
{∗} if p = q,
∅ otherwise.
In other words, there is a unique isomorphism from p to q if and only if
they have the same underlying standard monomials.
306 18. MONOIDAL CATEGORIES
Equivariance: The symmetric group Sn acts on the objects inMCat(n) by permut-
ing the entries {x1, . . . , xn} in each standard non-associative monomial
of weight n. This definition uniquely determines the action of Sn on the
morphism sets inMCat(n).
Unit: The operadic unit is the object x1 ∈MCat(1).
Composition: For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
MCat(n)×MCat(m) ○i // MCat(n +m − 1)
is the functor defined as
p(x[0,n]) ○i q(x[0,m]) = p(x[0,i−1], q(x0, x[i,i+m−1]), x[i+m,n+m−1])
for objects p(x[0,n]) ∈ MCat(n) and q(x[0,m]) ∈ MCat(m). This definition
uniquely determines the ○i-composition on morphisms.
The finishes the definition of the monoidal category operad.
LEMMA 18.2.6. MCat is a 1-colored symmetric operad in Cat.
PROOF. We need to check that MCat satisfies the associativity and unity ax-
ioms in Definition 2.2.10 and the equivariance axiom in Proposition 3.2.11. The
unity axioms and the equivariance axiom are immediate from the definition.
To check the horizontal associativity axiom, suppose 1 ≤ i < j ≤ n and r ∈
Ob(MCat(l)). Each composite in the horizontal associativity diagram (2.2.12),
when applied to
(p, q, r) ∈MCat(n)×MCat(m)×MCat(l),
gives
p(x[0,i−1], q(x0, x[i,i+m−1]), x[i+m,j+m−2], r(x0, x[j+m−1,j+m+l−2]), x[j+m+l−1,n+m+l−2])
in MCat(n +m + l − 2), and similarly for morphisms. This proves the horizontal
associativity axiom.
To check the vertical associativity axiom, suppose 1 ≤ i ≤ n, 1 ≤ j ≤ m, and
r ∈ Ob(MCat(l)). Each composite in the vertical associativity diagram (2.2.13),
when applied to (p, q, r) as above, gives
p(x[0,i−1], q(x0, x[i,i+j−2], r(x0, x[i+j−1,i+j+l−2]), x[i+j+l−1,i+l+m−2]), x[i+l+m−1,n+m+l−2])
inMCat(n+m + l − 2), and similarly for morphisms. This proves the vertical asso-
ciativity axiom. 
EXAMPLE 18.2.7. The ○i-composition p ○i q in MCat substitutes q for the entry
xi in p and shifts the indices accordingly. For example, the functor
MCat(2)×MCat(2) ○2 // MCat(3)
yields
{((x1x0)x2)x0} ○2 {x0((x0(x0x2))x1)} = [(x1x0)(x0((x0(x0x3))x2))]x0
on objects. ◇
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Before we show that MCat-algebras in Cat are precisely small monoidal cat-
egories with general associativity and unit isomorphisms, we first observe that
MCat satisfies the operadic versions of the monoidal category axioms.
LEMMA 18.2.8. Consider:
● the object µ = x1x2 ∈MCat(2);
● the isomorphisms
µ ○1 µ = (x1x2)x3 α≅ // x1(x2x3) = µ ○2 µ ∈MCat(3),
µ ○1 x0 = x0x1 λ≅ // x1 ∈MCat(1),
µ ○2 x0 = x1x0 ρ≅ // x1 ∈MCat(1).
Then:
(1) The Pentagon Axiom is satisfied inMCat in the sense that the diagram
(x1x2)(x3x4)
α○3Idµ
%%❏
❏❏
❏❏
❏❏
❏❏
((x1x2)x3)x4
α○1Idµ
99ttttttttt
Idµ○1α

x1(x2(x3x4))
(x1(x2x3))x4 α○2Idµ // x1((x2x3)x4)
Idµ○2α
OO
inMCat(4) is commutative.
(2) The Unity Axiom is satisfied inMCat in the sense that the diagram
(x1x0)x2 α○2Idx0 //
Idµ○1ρ

x1(x0x2)
Idµ○2λ

x1x2 x1x2
inMCat(2) is commutative.
(3) The morphisms
x0x0
λ○1Idx0 // x0 and x0x0
ρ○1Idx0 // x0
inMCat(0) are equal.
PROOF. All three assertions follow from the fact that each non-empty mor-
phism set inMCat is a one-point set, so any two morphisms with the same domain
and the same codomain are equal. 
To extend from a monoidal category structure to an MCat-algebra structure,
we also need to know that morphisms in MCat can be factored in a specific way,
for which we use the following terminology.
DEFINITION 18.2.9. Suppose p ∈ Ob(MCat(n)).
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(1) Suppose p involves the non-associative monomial ( f g)h, where f , g, and
h are themselves non-associative monomials. Suppose q is obtained from
p by replacing ( f g)h by the non-associative monomial f (gh). The iso-
morphism
α ∶ p ≅ // q ∈MCat(n)
is called an associativity isomorphism.
(2) Suppose p involves x0 f for some non-associative monomial f , and r ∈
MCat(n) is obtained from p by removing this instance of x0 and the asso-
ciated pair of parentheses around x0 f . The isomorphism
λ ∶ p ≅ // r ∈MCat(n)
is called a left unit isomorphism.
(3) Suppose p involves f x0 for some non-associative monomial f , and s ∈
MCat(n) is obtained from p by removing this instance of x0 and the asso-
ciated pair of parentheses around f x0. The isomorphism
ρ ∶ p ≅ // s ∈MCat(n)
is called a right unit isomorphism.
(4) Denote by pst ∈ Ob(MCat(n)) the non-associative monomial obtained
from p by removing all instances of x0’s and their associated pairs of
parentheses. We call pst the strict non-associative monomial associated to
p.
(5) Denote by pnor ∈ Ob(MCat(n)) the non-associative monomial obtained
from p by insisting that every pair of parentheses start in the front. We
call pnor the normal non-associative monomial associated to p.
EXAMPLE 18.2.10. The following are examples of a left unit isomorphism, a
right unit isomorphism, and an associativity isomorphism in MCat(3):
p = pnor(((x0x3)x2)x0)x1
λ

x3(x2x1).
((x3x2)x0)x1 ρ // (x3x2)x1 = pst
α
OO
◇
LEMMA 18.2.11. Every morphism ϕ ∶ p // q ∈ MCat(n) admits a unique factor-
ization as
p
U // pst
V // qst
U′ // q
EDGF
ϕ
such that:
● U is a composite of left unit isomorphisms and right unit isomorphisms.
● V is a composite of associativity isomorphisms and their inverses.
● U′ is a composite of inverses of left unit isomorphisms and inverses of right unit
isomorphisms.
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PROOF. Uniqueness follows from the fact that each non-empty morphism set
inMCat is a one-point set.
For the existence assertion, first note that there is a unique morphism
U ∶ p // pst
because they have the same underlying standard monomials. That U can be fac-
tored as stated follows by a finite induction on the set of x0’s in p. The same
reasoning applies to q, and U′ is the inverse of the resulting composite.
For the morphism V, note that the assumed existence of the morphism ϕ
means that p and q have the same underlying standard monomials. So pst and qst
also have the same underlying standard monomials, and there is a unique mor-
phism
V ∶ pst // qst.
That V can be factored as stated can be proved by the classic argument for the Co-
herence Theorem for monoidal categories in [Mac98] (VII.2 Theorem 1), which we
briefly recall here for the reader’s convenience. By successively moving parenthe-
ses to the left, there is a unique isomorphism
Vp ∶ pst // (pst)nor
that is a composite of inverses of associativity isomorphisms. Likewise, there is a
composite of inverses of associativity isomorphisms
Vq ∶ qst // (qst)nor.
Notice that
(pst)nor = (qst)nor,
so we have V = V−1q Vp. 
18.3. Operadic Coherence for Monoidal Categories
The purpose of this section is to provide an operadic interpretation of the Co-
herence Theorem for monoidal categories. More precisely, we show that algebras
over the monoidal category operad MCat are precisely small monoidal categories
with general associativity isomorphism, left unit isomorphism, and right unit iso-
morphism. We will use the description of an algebra over a symmetric operad in
Proposition 3.3.3. We continue to use the notation in Lemma 18.2.8.
THEOREM 18.3.1. For each small category A, the following two structures are equiv-
alent:
(i) A monoidal category structure on A.
(ii) AnMCat-algebra structure on A.
PROOF. Suppose A is anMCat-algebra with structure morphism
MCat(n)× A×n θ // A ∈ Cat
for n ≥ 0. To define the associated monoidal category structure on A, consider the
structure morphism when n = 0, 1, 2, 3.
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Monoidal Unit: The structure morphism
MCat(0) θ // A ∈ Cat
yields the object
1
A = θ(x0) ∈ A.
Monoidal Product: The structure morphism
MCat(2)× A × A θ // A ∈ Cat
yields the functor
A × A ⊗= θ(µ,−,−) // A
when restricted to the object µ = x1x2 ∈ Ob(MCat(2)).
Unit Isomorphisms: Using the left and right unit isomorphisms
x0x1
λ
≅
// x1 x1x0
ρ
≅
oo
inMCat(1), the structure morphism
MCat(1)× A θ // A ∈ Cat
yields the natural isomorphisms
1
A ⊗ a λ
A
a = θ(λ,a)
≅
// a a⊗1Aρ
A
a = θ(ρ,a)
≅
oo ∈ A
for objects a ∈ A.
Associativity Isomorphism: Using the associativity isomorphism
α ∶ (x1x2)x3 ≅ // x1(x2x3) ∈MCat(3),
the structure morphism
MCat(3)× A×3 θ // A ∈ Cat
yields the natural isomorphism
(a1 ⊗ a2)⊗ a3 α
A
a1,a2,a3
= θ(α,a1,a2,a3)
≅
// a1 ⊗ (a2 ⊗ a3) ∈ A
for objects a1, a2, a3 ∈ A.
It follows from Lemma 18.2.8 that (A,⊗,1A, αA,λA, ρA) satisfies the unity axioms
and the pentagon axiom of a monoidal category.
Conversely, suppose given amonoidal category structure (A,⊗,1A, αA,λA, ρA)
on A. We define theMCat-algebra structure morphism
MCat(n)× A×n θ // A ∈ Cat
as follows. For objects p = p(x[0,n]) ∈MCat(n) and ai ∈ A for 1 ≤ i ≤ n, we define
(18.3.2) θ(p; a1, . . . , an) = p(1A, a1, . . . , an) ∈ A.
This is obtained from p by
(i) replacing each instance of x0 by the monoidal unit 1
A,
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(ii) replacing xi by ai for 1 ≤ i ≤ n, and
(iii) interpreting concatenation as the monoidal product ⊗.
For example, we have the object
θ((x0x3)((x1x0)x2); a1, a2, a3) = (1A ⊗ a3)⊗ ((a1 ⊗1A)⊗ a2) ∈ A.
Similarly, if each fi is a morphism in A, then we define the morphism
θ(p; f1, . . . , fn) = p(1A, f1, . . . , fn) ∈ A.
Next we define the structure morphism θ for morphisms inMCat(n). Suppose
ϕ ∶ p // q ∈MCat(n)
is a morphism. By Lemma 18.2.11 it admits a unique decomposition as
ϕ = U′VU
in which:
● U is a composite of left unit isomorphisms and right unit isomorphisms.
● V is a composite of associativity isomorphisms and their inverses.
● U′ is a composite of inverses of left unit isomorphisms and inverses of
right unit isomorphisms.
For objects ai ∈ A, we abbreviate the sequence (a1, . . . , an) to a. Then the morphism
θ(ϕ; a) is the composite
(18.3.3) p(1A, a) θ(ϕ; a) //
θ(U; a)

q(1A, a)
pst(a) θ(V; a) // qst(a)
θ(U′; a)
OO
in A defined as follows.
● θ(U; a) is the composite of
– the left unit isomorphism λA tensored with identity morphisms and
– the right unit isomorphism ρA tensored with identity morphisms,
corresponding to U.
● θ(V; a) is the composite of
– the associativity isomorphism αA tensored with identity morphisms
and
– (αA)−1 tensored with identity morphisms,
corresponding to V.
● θ(U′; a) is the composite of
– (λA)−1 tensored with identity morphisms and
– (ρA)−1 tensored with identity morphisms,
corresponding to U′.
For example, the composite
(x3x0)(x1x2) ρ≅ // x3(x1x2) α
−1
≅
// (x3x1)x2 λ−1≅ // (x0(x3x1))x2
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inMCat(3) is sent by θ to the composite
(a3 ⊗1A)⊗ (a1 ⊗ a2)
ρAa3
⊗Ida1⊗a2

(
1
A ⊗ (a3 ⊗ a1))⊗ a2
a3 ⊗ (a1 ⊗ a2) (α
A
a3,a1,a2
)−1
// (a3 ⊗ a1)⊗ a2
(λAa3⊗a1
)−1⊗Ida2
OO
in A.
In general, the morphism θ(ϕ; a) is a categorical composite of monoidal prod-
ucts of the associativity isomorphism αA, the left unit isomorphism λA, the right
unit isomorphism ρA, their inverses, and identity morphisms. To see that the mor-
phism θ(ϕ; a) is well-defined, we need to show that it is independent of the choices
involved in the decomposition ϕ = U′VU.
● The morphism
U ∶ p // pst ∈MCat(n)
is a composite of left and right unit isomorphisms that successively re-
move instances of the variable x0 in the standard non-associative mono-
mial p. Choosing a different presentation ofU involves removing the x0’s
in p in a different order. Since A is a monoidal category, the unity axioms
in Definition 18.1.1 and the additional unity diagrams (18.1.6) imply that
the morphism θ(U; a) is well-defined. A similar argument applies to the
morphism
U′ ∶ qst // q ∈MCat(n),
which shows that the morphism θ(U′; a) is well-defined.
● The morphism
V ∶ pst // qst ∈MCat(n)
is a composite of associativity isomorphisms and their inverses that move
the parentheses. That the morphism θ(V; a) in A is well-defined is shown
by the proof of the Coherence Theorem formonoidal categories in [Mac98]
(VII.2 Theorem 1).
An inspection shows that
θ ∶MCat(n)× A×n // A
is a functor.
It remains to check that (A, θ) is actually an MCat-algebra, i.e., satisfies the
associativity and unity axioms in Definition 2.3.7 and the equivariance axiom in
Proposition 3.3.3. These axioms for (A, θ) all follow immediately from the defini-
tion of θ (= substituting objects in A for the variables in p) and the definition of the
operadic composition in MCat (= substituting standard non-associative monomi-
als for the variables). 
REMARK 18.3.4. The proof of Theorem 18.3.1 uses Mac Lane’s Coherence The-
orem for monoidal categories, so the former does not recover the latter. On the
other hand, in Chapter 20wewill prove several versions of coherence formonoidal
categories equipped with an action by an action operad G, again assuming Mac
Lane’s Coherence Theorem for monoidal categories. Restricting to appropriate
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action operads, we recover and unify coherence results for braidedmonoidal cate-
gories, symmetric monoidal categories, ribbonmonoidal categories, and cobound-
ary monoidal categories. ◇
Recall the symmetric circle product
S○ in (3.1.4), fromwhich symmetric operads
and their algebras are defined. Theorem 18.3.1 leads to the following operadic
interpretation of the free monoidal category.
COROLLARY 18.3.5. For each small category A, the free monoidal category generated
by A is the category
MCat
S○ A =∐
n≥0
MCat(n) ×
Sn
A×n.
REMARK 18.3.6. In [JS93] the free monoidal category is called the free tensor
category. The free monoidal category generated by a single object is constructed in
[Mac98] (VII.2). ◇
REMARK 18.3.7 (Fresse’s Parenthesized Permutation Operad). Theorem 18.3.1
says that MCat-algebras are precisely small monoidal categories with general as-
sociativity isomorphisms and left/right unit isomorphisms. In [Fre17] Theorem
6.1.7(a-b) Fresse described a 1-colored symmetric operad PaP in Cat, called the
parenthesized permutation operad, whose algebras are small monoidal categorieswith
general associativity isomorphisms but without monoidal units. To obtain Fresse’s
parenthesized permutation operad PaP, we take the monoidal category operad
MCat and forget about
(i) the 0th levelMCat(0) and
(ii) all instances of x0’s inMCat(n) for n ≥ 1.
A variation of PaP is the 1-colored symmetric operad PaP+ in Cat in [Fre17]
Theorem 6.1.7(c), called the unitary parenthesized permutation operad. Its algebras
are small monoidal categories with (i) general associativity isomorphisms and (ii)
monoidal units that are strict with respect to both the monoidal product and the
associativity isomorphism, i.e.,
λx = Idx = ρx,
α
1,x,y = αx,1,y = αx,y,1 = Idx⊗y.
This symmetric operad is obtained from the parenthesized permutation operad
PaP by adjoining an object PaP+(0) = ∗.
There is a morphism π ∶MCat // PaP+ of one-colored symmetric operads in
Cat that sends each standard non-associative monomial of weight 0 to ∗ ∈ PaP+(0).
For n ≥ 1, π sends each standard non-associative monomial p of weight n to the
strict non-associative monomial pst associated to p. ◇
18.4. Strict Monoidal Functors as Algebra Morphisms
Recall that a monoidal functor F is strict if the structure morphisms F2 (18.1.9)
and F0 (18.1.10) are all identity morphisms. The purpose of this section is to ob-
serve thatMCat-algebra morphisms are exactly strict monoidal functors.
THEOREM 18.4.1. A morphism
F ∶ (A, θA) // (B, θB)
ofMCat-algebras is equivalent to a strict monoidal functor F ∶ A // B.
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PROOF. The assumption on F being anMCat-algebra morphism means that it
is a functor F ∶ A // B such that the diagram
(18.4.2) MCat(n)× A×n
θA

(Id,F×n)
// MCat(n)× B×n
θB

A
F // B
in Cat is commutative for n ≥ 0.
● When n = 0, this diagram, when applied to the object x0 ∈ MCat(0), im-
plies the equality
F(1A) = 1B.
● When n = 2, the above diagram, when applied to the object
µ = x1x2 ∈MCat(2),
implies the equality
F(a1 ⊗ a2) = F(a1)⊗ F(a2)
for objects a1, a2 ∈ A.
● When n = 1, the above diagram, when applied to the left and right unit
isomorphisms
x0x1
λ
≅
// x1 x1x0
ρ
≅
oo
inMCat(1), yields the equalities
F(λAa ) = λBF(a) and F(ρAa ) = ρBF(a)
for objects a ∈ A.
● When n = 3, the above diagram, when applied to the associativity iso-
morphism
(x1x2)x3 α≅ // x1(x2x3) ∈MCat(3),
yields the equality
F(αAa1,a2,a3) = αBF(a1),F(a2),F(a3)
for objects a1, a2, a3 ∈ A.
Therefore, F has the structure of a strict monoidal functor F ∶ A // B.
Conversely, suppose F ∶ A // B is a strict monoidal functor. To see that the
diagram (18.4.2) is commutative, suppose
● p ∈ Ob(MCat(n)) and
● a = (a1, . . . , an) ∈ A×n.
Using (18.3.2) and the assumption that F is a strict monoidal functor, there are
equalities
F(θA(p; a)) = F(p(1A; a))
= p(F1A; Fa1, . . . , Fan)
= p(1B; Fa1, . . . , Fan)
= θB(p; Fa1, . . . , Fan).
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This shows that the diagram (18.4.2) is commutative on objects. The same argu-
ment, with each ai replaced by a morphism in A, shows that the diagram (18.4.2)
is commutative on morphisms in A. On the other hand, suppose p is replaced by
a morphism ϕ ∶ p // q inMCat(n). We use the decomposition
θA(ϕ; a) = θA(U′; a) ○ θA(V; a) ○ θA(U; a)
in (18.3.3) and the assumption that F is a strict monoidal functor to infer that the
diagram (18.4.2) is commutative on morphisms inMCat. 
Theorem 18.3.1 and Theorem 18.4.1 togethermean thatMCat is the one-colored
symmetric operad in Cat whose algebras are small monoidal categories with gen-
eral associativity and unit isomorphisms, and whose algebra morphisms are strict
monoidal functors.
18.5. Strict Monoidal Category Operad
Recall that a strict monoidal category is a monoidal category in which the
associativity isomorphism, the left unit isomorphism, and the right unit isomor-
phism are all identity morphisms. The purpose of this section is to discuss the one-
colored symmetric operad in Cat whose algebras are strict monoidal categories.
This is needed later when we discuss G-monoidal categories, both general and
strict, for an action operad G.
Recall from Definition 18.2.1 that a standard monomial of weight n is an associa-
tive monomial of the form
xσ(1)⋯xσ(n)
for some permutation σ ∈ Sn. Also recall that a discrete category is a category in
which there are no non-identity morphisms. We now define the strict version of
the monoidal category operadMCat.
DEFINITION 18.5.1. Define the strict monoidal category operad MCatst as the 1-
colored symmetric operad in Cat as follows.
Entries: For each n ≥ 0, MCatst(n) is the discrete category whose object set is the
set of standard monomials of weight n.
Equivariance: The symmetric group Sn acts on the objects in MCatst(n) by per-
muting the variables {x1, . . . , xn}.
Unit: The operadic unit is the object x1 ∈MCat(1).
Composition: For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
MCatst(n)×MCatst(m) ○i // MCatst(n+m − 1)
is the functor defined as
p(x[1,n]) ○i q(x[1,m]) = p(x[1,i−1], q(x[i,i+m−1]), x[i+m,n+m−1])
for standard monomials p(x[1,n]) ∈MCatst(n) and q(x[1,m]) ∈MCatst(m).
EXAMPLE 18.5.2. InMCatst:
● MCatst(0) has only one object ∅.
● MCatst(1) has only one object x1.
● MCatst(2) has two objects x1x2 and x2x1.
● MCatst(3) has six objects: x1x2x3, x1x3x2, x2x1x3, x3x1x2, x2x3x1, and
x3x2x1.
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In general, the object set in MCatst(n) is canonically isomorphic to the set Sn of
permutations, with the standard monomial xσ(1)⋯xσ(n) identified with the per-
mutation σ ∈ Sn. Under this identification,MCatst(n) isomorphic to the translation
category of Sn; see Definition 4.5.1. ◇
The following result is the strict version of Lemma 18.2.6, whose proof is
reused here essentially verbatim.
LEMMA 18.5.3. MCatst is a 1-colored symmetric operad in Cat.
The following observation is the strict version of Theorem 18.3.1
THEOREM 18.5.4. For each small category A, the following two structures are equiv-
alent:
(i) A strict monoidal category structure on A.
(ii) AnMCatst-algebra structure on A.
PROOF. We reuse the proof of Theorem 18.3.1 by interpreting x0 as the empty
sequence ∅ and forgetting all the parentheses. 
Theorem 18.5.4 leads to the following operadic interpretation of the free strict
monoidal category.
COROLLARY 18.5.5. For each small category A, the free strict monoidal category
generated by A is the category
MCatst
S○ A =∐
n≥0
MCatst(n) ×
Sn
A×n.
The following result is proved by reusing the proof of Theorem 18.4.1.
PROPOSITION 18.5.6. A morphism
F ∶ (A, θA) // (B, θB)
ofMCatst-algebras is equivalent to a strict monoidal functor F ∶ A // B.
Theorem 18.5.4 and Proposition 18.5.6 together mean that MCatst is the one-
colored symmetric operad in Cat whose algebras are small strict monoidal cate-
gories and whose algebra morphisms are strict monoidal functors.
REMARK 18.5.7. The strict monoidal category operad MCatst is the same as
Fresse’s CoP+, called the unitary colored permutation operad in [Fre17] Section 6.1.6.
Theorem 18.5.4 is essentially the same as [Fre17] Theorem 6.1.8. ◇
The following is an exercise in using the morphism part of Proposition 4.3.1
for the symmetric group operad S.
LEMMA 18.5.8. There is a morphism of 1-colored symmetric operads
π ∶MCat // MCatst
in Cat that sends each standard non-associative monomial p ∈ Ob(MCat(n)) to its un-
derlying standard monomial p ∈ Ob(MCatst(n)).
The following is Theorem 8.4.2 (2-3) for the symmetric group operad S and the
morphism π ∶MCat // MCatst of one-colored symmetric operads in Cat.
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COROLLARY 18.5.9. The morphism π ∶MCat // MCatst induces an adjunction
AlgM(MCat) π! // AlgM(MCatst)
π∗
oo
between the category ofMCat-algebras and the category ofMCatst-algebras.
INTERPRETATION 18.5.10. Interpreting the adjunction π! ⊣ π∗ using Theorem
18.3.1 and Theorem 18.5.4, the right adjoint π∗ sends a strict monoidal category to
itself, which is a monoidal category. The left adjoint π! strictifies each monoidal
category to a strict monoidal category by forcing the associativity isomorphism
and the unit isomorphisms to be identity morphisms. ◇
18.6. Monoidal Functor Operad
Recall from Theorem 18.3.1 that MCat is a 1-colored symmetric operad in Cat
whose algebras are exactly small monoidal categories with general associativity
isomorphism and left/right unit isomorphisms. On the other hand, by Theorem
18.4.1, MCat-algebra morphisms are strict monoidal functors, in which the struc-
ture morphisms F2 and F0 are identity morphisms.
The purpose of this section is to describe a 2-colored symmetric operad in Cat
for which an algebra is a triple (A, B, F) such that:
● A and B are general small monoidal categories.
● F ∶ A // B is a general monoidal functor, in which the structure mor-
phisms F2 and F0 are not required to be isomorphisms.
We will also discuss a variation of this 2-colored symmetric operad in Cat for
which an algebra is a triple (A, B, F) as above but with F a strong monoidal func-
tor, in which the structure morphisms F2 and F0 are isomorphisms.
Recall from Example 8.3.8 that, for each action operad G, the underlying object
functor
Ob ∶ Cat // Set
sends each C-colored G-operad in Cat to its underlying object C-colored G-operad
in Set. We will use this below when G is the symmetric group operad S. Specif-
ically, we will define a 2-colored symmetric operad MFun in Cat by first defining
the underlying object 2-colored symmetric operad Ob(MFun) in Set.
Also recall from Definition 18.2.1 that for a standard non-associative mono-
mial p of weight n, its underlying standard monomial is denoted by p.
NOTATION 18.6.1. In Definition 18.6.2 below, we use the color set {s, t}, with
s and t standing for source and target, respectively.
(i) For n ≥ 0 and u ∈ {s, t}, we write
un = (u, . . . ,u)
for the sequence with n copies of u.
(ii) In addition to the variables {xi}i≥0 in Definition 18.2.1, which will be used
for the source, we pick another sequence {x′i}i≥0 of variables, which will
be used for the target.
DEFINITION 18.6.2. Define themonoidal functor operadMFun as the {s, t}-colored
symmetric operad in Cat as follows.
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Objects: The underlying object {s, t}-colored symmetric operad Ob(MFun) in Set
is operadically generated by the elements:
(i) x0 ∈ Ob (MFun( s∅)) and µ ∈ Ob (MFun( ss,s));
(ii) x′0 ∈ Ob (MFun( t∅)) and µ′ ∈ Ob (MFun( tt,t));
(iii) f ∈ Ob (MFun(ts)).
Denote the s-colored and the t-colored operadic units by, respectively,
x1 ∈ Ob (MFun(ss)) and x′1 ∈ Ob (MFun(tt)) .
Notation: We use non-associative monomial notation for these objects with
µ = x1x2 and µ′ = x′1x′2.
For example, we have
µ(1, 2) = x2x1 ∈ Ob (MFun( ss,s)) ,
µ ○1 x0 = x0x1 ∈ Ob (MFun(ss)) ,
µ ○1 µ = (x1x2)x3, µ ○2 µ = x1(x2x3) ∈ Ob (MFun( ss,s,s)) ,
f ○1 x0 = f (x0) ∈ Ob (MFun( t∅)) ,
f ○1 µ = f (x1x2) ∈ Ob (MFun( ts,s)) ,
(µ′ ○1 f ) ○2 f = f (x1) f (x2) ∈ Ob (MFun( ts,s)) ,
(µ′ ○1 x′0) ○2 f = x′0 f (x1) ∈ Ob (MFun(ts)) ,
(((µ′ ○1 µ′) ○1 f ) ○2 f ) ○3 f = ( f (x1) f (x2)) f (x3) ∈ Ob (MFun( ts,s,s)) ,
(µ′ ○2 ( f ○1 µ)) ○1 f = f (x1) f (x2x3) ∈ Ob (MFun( ts,s,s)) ,
f ○1 (µ ○2 µ) = f (x1(x2x3)) ∈ Ob (MFun( ts,s,s)) ,
and so forth.
Morphisms: The morphism sets in the categories in MFun are categorically and
operadically generated by:
(i) an isomorphism
∗p,qs ∈MFun( ssn)(p, q)
for each pair of standard non-associative monomials p, q of weight
n ≥ 0 in {x0, . . . , xn} with p = q;
(ii) an isomorphism
∗p,qt ∈MFun( ttn)(p, q)
for each pair of standard non-associative monomials p, q of weight
n ≥ 0 in {x′0, . . . , x′n} with p = q;
(iii) a morphism
f2 ∈MFun( ts,s)( f (x1) f (x2), f (x1x2));
(iv) a morphism
f0 ∈MFun( t∅)(x′0, f (x0)).
We will sometimes omit p, q in ∗p,qs and ∗p,qt if there is no danger of con-
fusion.
Relations: The above data is subject to the following five types of relations.
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Source: The assignments
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∗ ✤ // s ∈ {s, t},
Ob(MCat(n)) ∋ p ✤ // p ∈ Ob(MFun( ssn)),
MCat(n)(p, q) ∋ ∗ ✤ // ∗p,qs ∈MFun( ssn)(p, q)
define a morphism
(18.6.3) ιs ∶MCat // MFun
of symmetric operads in Cat in the sense of Definition 10.1.1.
Target: The assignments
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∗ ✤ // t ∈ {s, t},
Ob(MCat(n)) ∋ p(x[0,n]) ✤ // p(x′[0,n]) ∈ Ob(MFun( ttn)),
MCat(n)(p, q) ∋ ∗ ✤ // ∗p,qt ∈MFun( ttn)(p(x′[0,n]), q(x′[0,n]))
define a morphism
(18.6.4) ιt ∶MCat // MFun
of symmetric operads in Cat.
Associativity: Writing
α = ∗s ∈MFun( ss,s,s)((x1x2)x3, x1(x2x3)),
α′ = ∗t ∈MFun( tt,t,t)((x′1x′2)x′3, x′1(x′2x′3)),
the diagram
(18.6.5) ( f (x1) f (x2)) f (x3)
µ′( f2, f )

α′( f , f , f )
// f (x1)( f (x2) f (x3))
µ′( f , f2)

f (x1x2) f (x3)
f2○1µ

f (x1) f (x2x3)
f2○2µ

f ((x1x2)x3) f (α) // f (x1(x2x3))
inMFun( ts,s,s) is commutative.
Left Unity: Writing
λ = ∗s ∈MFun(ss)(x0x1, x1),
λ′ = ∗t ∈MFun(tt)(x′0x′1, x′1),
the diagram
(18.6.6) x′0 f (x1)
µ′( f0, f )

λ′( f )
// f (x1)
f (x0) f (x1) f2○1x0 // f (x0x1)
f (λ)
OO
inMFun(ts)
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Right Unity: Writing
ρ = ∗s ∈MFun(ss)(x1x0, x1),
ρ′ = ∗t ∈MFun(tt)(x′1x′0, x′1),
the diagram
(18.6.7) f (x1)x′0
µ′( f , f0)

ρ′( f )
// f (x1)
f (x1) f (x0) f2○2x0 // f (x1x0)
f (ρ)
OO
inMFun(ts) is commutative.
This completes the definition of the monoidal functor operadMFun.
We now observe thatMFun is the symmetric operad that precisely captures the
concept of a general monoidal functor, in which the structure morphisms are not
necessarily invertible. We will use the descriptions of an algebra over a symmetric
operad in both Proposition 3.3.3 and Example 3.3.5.
THEOREM 18.6.8. AnMFun-algebra is exactly a triple (A, B, F) such that:
● A and B are small monoidal categories.
● F ∶ A // B is a monoidal functor.
PROOF. Suppose (A, θ) is an MFun-algebra. Since the color set of MFun is
{s, t}, it follows that A ∈ Cat{s,t}. In other words, A consists of two small categories
As and At. By pre-composing with the morphism
ιs ∶MCat // MFun
in (18.6.3) of symmetric operads in Cat, (A, θ) induces anMCat-algebra
(As, θs = θιs).
By Theorem 18.3.1, this MCat-algebra structure on As is exactly a monoidal cate-
gory structure on As.
Similarly, by pre-composing with the morphism
ιt ∶MCat // MFun
in (18.6.4) of symmetric operads in Cat, (A, θ) induces anMCat-algebra
(At, θt = θιt),
which by Theorem 18.3.1 is equivalent to a monoidal category structure on At. In
the next paragraph, we use the notations in the proof of Theorem 18.3.1 to denote
the monoidal category structures in As and At.
TheMFun-algebra structure morphism
MFun(ts)× As θ // At ∈ Cat,
when applied to the generating object f ∈ Ob (MFun(ts)), yields a functor
As
F= θ( f ,−)
// At .
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Moreover, theMFun-algebra structure morphism
MFun( ts,s)× As × As θ // At ,
when applied to the generating morphism
f2 ∈MFun( ts,s)( f (x1) f (x2), f (x1x2)),
yields a natural transformation
F(a1)⊗ F(a2) F2 = θ( f2,a1,a2) // F(a1 ⊗ a2) ∈ At
for objects a1, a2 ∈ As. Furthermore, theMFun-algebra structure morphism
MFun( t∅) θ // At ,
when applied to the generating morphism
f0 ∈MFun( t∅)(x′0, f (x0)),
yields a morphism
1
At
F0 = θ( f0)
// F(1As) ∈ At.
The associativity axiom (18.1.11), the left unity axiom (18.1.12), and the right unity
axiom (18.1.13) for a monoidal functor are satisfied by the triple (F, F2, F0) by the
associativity relation (18.6.5), the left unity relation (18.6.6), and the right unity
relation (18.6.7), respectively, in the monoidal functor operadMFun. So
(F, F2, F0) ∶ As // At
is a monoidal functor.
Conversely, suppose F ∶ A // B is a monoidal functor between small monoidal
categories A and B. From this data, we define an MFun-algebra ({A, B}, θ) as fol-
lows.
Underlying Categories: The pair of categories {A, B} is an object in Cat{s,t}, which
is the underlying object of the desiredMFun-algebra.
Objects: To define the MFun-algebra structure morphism θ, we first consider the
generating objects inMFun.
● For the generating object x0 ∈ Ob (MFun( s∅)), we define θ(x0) as the
monoidal unit 1A in A.
● For the generating object x′0 ∈ Ob (MFun( t∅)), we define θ(x′0) as the
monoidal unit 1B in B.
● For the generating object µ ∈ Ob (MFun( ss,s)), we define
θ(µ,−,−) ∶ A × A // A
as the monoidal product ⊗A in A.
● For the generating object µ′ ∈ Ob (MFun( tt,t)), we define
θ(µ′,−,−) ∶ B × B // B
as the monoidal product ⊗B in B.
● For the generating object f ∈ Ob (MFun(ts)), we define
θ( f ,−) ∶ A // B
as the functor F.
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Morphisms: Next we consider the generating morphisms inMFun.
● For the generating isomorphism
∗s ∈MFun( ssn)(p, q),
we define θ(∗s) as the unique natural isomorphism
p(1A, a1, . . . , an) ≅ // q(1A, a1, . . . , an) ∈ A
for objects a1, . . . , an ∈ A, that is a categorical composite of monoidal
products of identity morphisms, the associativity isomorphism αA,
the left unit isomorphism λA, the right unit isomorphism ρA, and
their inverses. Indeed, since p and q are standard non-associative
monomials of weight n with the same underlying standard mono-
mial, such a unique natural isomorphism is guaranteed to exist by
the Coherence Theorem for monoidal categories in [Mac98] (VII.2
Corollary).
● For the generating isomorphism
∗t ∈MFun( ttn)(p, q),
we similarly define θ(∗t) as the unique natural isomorphism
p(1B, b1, . . . , bn) ≅ // q(1B, b1, . . . , bn) ∈ B
for objects b1, . . . , bn ∈ B, that is made up of identity morphisms, αB,
λB, ρB, and their inverses.
● For the generating morphism
f2 ∈MFun( ts,s)( f (x1) f (x2), f (x1x2)),
we define θ( f2) as the natural transformation
F(a1)⊗ F(a2) F2 // F(a1 ⊗ a2) ∈ B
for objects a1, a2 ∈ A, which is part of the structure of the given
monoidal functor F.
● For the generating morphism
f0 ∈MFun( t∅)(x′0, f (x0)),
we define θ( f0) as the morphism
1
B F0 // F(1A) ∈ B,
which is also part of the structure of the given monoidal functor F.
To see that the previous paragraph defines anMFun-algebra ({A, B}, θ), it suf-
fices to show that the relations in Definition 18.6.2 are preserved.
● The source relation is preserved by Theorem 18.3.1, which implies that
the monoidal category structure on A is the same as an MCat-algebra
structure on A.
● Similarly, the target relation is preserved by Theorem 18.3.1 applied to
the monoidal category structure on B.
● The associativity relation (18.6.5), the left unity relation (18.6.6), and the
right unity relation (18.6.7) are preserved because F is a monoidal functor.
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Therefore, each monoidal functor between small monoidal categories defines an
MFun-algebra. 
Recall that a strong monoidal functor is a monoidal functor F in which the
structure morphisms F2 and F0 are invertible. Strong monoidal functors are what
Joyal and Street [JS93] called tensor functors. We end this section with the descrip-
tion of a variation of the monoidal functor operad that captures the concept of a
strong monoidal functor.
DEFINITION 18.6.9. The strong monoidal functor operad MFunstg is the {s, t}-
colored symmetric operad in Catwith the same definition as the monoidal functor
operadMFun, except for:
(i) two more generating morphisms
f−12 ∈MFunstg( ts,s)( f (x1x2), f (x1) f (x2)),
f−10 ∈MFunstg( t∅)( f (x0), x′0);
(ii) four more relations⎧⎪⎪⎨⎪⎪⎩
f−12 f2 = Id f (x1) f (x2),
f2 f
−1
2 = Id f (x1x2),
⎧⎪⎪⎨⎪⎪⎩
f−10 f0 = Idx′0 ,
f0 f
−1
0 = Id f (x0).
The following result is the strongmonoidal functor analogue of Theorem 18.6.8,
whose proof can be reused here with only cosmetic changes.
THEOREM 18.6.10. AnMFunstg-algebra is exactly a triple (A, B, F) such that:
● A and B are small monoidal categories.
● F ∶ A //

CHAPTER 19
G-Monoidal Categories
Fix an action operad (G,ω) as in Definition 4.1.1. In this chapter, we introduce
G-monoidal categories as general small monoidal categories in which the action
operad G acts on iteratedmonoidal products. As we will see later, G-monoidal cat-
egories specialize to various types of small monoidal categories with extra struc-
tures, including:
(i) monoidal categories when G is the planar group operad P in Example
4.1.5;
(ii) symmetric monoidal categories when G is the symmetric group operad S
in Example 4.1.6;
(iii) braided monoidal categories when G is the braid group operad B in Def-
inition 5.2.6;
(iv) ribbon monoidal categories, which are called balanced tensor categories in
[JS93], when G is the ribbon group operad R in Definition 6.2.3;
(v) coboundary monoidal categories in the sense of Drinfel’d [Dri90] when
G is the cactus group operad Cac in Definition 7.4.5.
Therefore, the concept of a G-monoidal category provides a unifying framework
for proving results about small monoidal categories with extra structures.
In Section 19.1 we define a 1-colored symmetric operad MCatG in Cat, called
the G-monoidal category operad, whose algebras are defined as G-monoidal cate-
gories. The G-monoidal category operad is an extension of the monoidal category
operadMCat in Definition 18.2.5 by allowing the elements inG to act on the objects,
which are standard non-associative monomials. In fact, restricting the definition
to the case G = P yields MCatP, which coincides with the monoidal category op-
eradMCat. Therefore, a P-monoidal category structure is the same as a monoidal
category structure.
In Section 19.2 we observe that a G-monoidal category structure on a small cat-
egory is exactly a monoidal category structure together with a suitable G-action on
iterated monoidal products. We regard this as a coherence result for G-monoidal
categories, which are originally defined as algebras over the G-monoidal category
operad MCatG. We emphasize that a typical G-monoidal category has a general
underlying monoidal category, whose associativity isomorphism, left unit isomor-
phism, and right unit isomorphism are not required to be identity morphisms.
A G-monoidal category is strict if its underlying monoidal category is strict,
i.e., if the associativity and left/right unit isomorphisms are identity morphisms.
In Section 19.3 we construct the 1-colored symmetric operadMCatGst in Cat whose
algebras are exactly strict G-monoidal categories. In [Gur∞] Gurski defined a
categorical Borel construction corresponding to G, whose algebras are strict G-
monoidal categories. Therefore, the G-monoidal category operad MCatG may be
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regarded as a generalization of Gurski’s categorical Borel construction by allow-
ing non-strict monoidal categories.
In Section 19.4 we define a (strong/strict) G-monoidal functor between G-
monoidal categories as a (strong/strict) monoidal functor between the underly-
ing monoidal categories that is compatible with the G-monoidal structure isomor-
phisms. For the planar operad P, a (strong/strict) P-monoidal functor is exactly a
(strong/strict) monoidal functor. We observe that an MCatG-algebra morphism is
a strict G-monoidal functor.
In Section 19.5 we describe the 2-colored symmetric operad MFunG whose al-
gebras are general G-monoidal functors between G-monoidal categories. This is
the G-analogue of the monoidal functor operad MFun in Definition 18.6.2. There
is also a strong analogue MFunGstg whose algebras are strong G-monoidal functors
between G-monoidal categories. This is the G-analogue of the strong monoidal
functor operadMFunstg in Definition 18.6.9.
19.1. G-Monoidal Category Operad
The purpose of this section is to define G-monoidal categories as algebras over
a suitable symmetric operad in Cat. First we define the categories that constitute
this symmetric operad.
For an action operad G with augmentation ω ∶ G // S, recall that the under-
lying permutation of each element g ∈ G(n) is denoted by
g = ω(g) ∈ Sn.
For a standard non-associative monomial p of weight n ≥ 0 as in Definition 18.2.1,
recall that p denotes its underlying standard monomial of weight n. It is obtained
from p by removing all instances of the variable x0 and all pairs of parentheses.
Permutations in Sn act on standard monomials by permuting the variables, so
τp(x1, . . . , xn) = p(xτ−1(1), . . . , xτ−1(n)),
p(x1, . . . , xn)τ = p(xτ(1), . . . , xτ(n))
for τ ∈ Sn. Each standard monomial p has the form
(19.1.1) p(x1, . . . , xn) = (x1⋯xn)τp
for some unique permutation τp ∈ Sn.
DEFINITION 19.1.2. For n ≥ 0, define the groupoidMCatG(n) as follows.
Objects: The set of objects in MCatG(n) is the set of standard non-associative
monomials in {x0, . . . , xn} of weight n.
Morphisms: For p, q ∈ Ob(MCatG(n)), we define the morphism set
MCatG(n)(p, q) = {g ∈ G(n) ∶ g = τqτ−1p ∈ Sn}
with τp and τq as in (19.1.1).
Identity: The identity morphism of each object p ∈ Ob(MCatG(n)) is the multi-
plicative unit idn ∈ G(n).
Composition: The categorical composition inMCatG(n) is given bymultiplication
in the group G(n).
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EXAMPLE 19.1.3 (Planar Group Operad). If G is the planar group operad P in
Example 4.1.5, then MCatP(n) is the groupoid MCat(n) in Definition 18.2.5, since
P(n) = {idn} is the trivial group. ◇
EXAMPLE 19.1.4 (Symmetric Group Operad). If G is the symmetric group op-
erad S in Example 4.1.6, then for each pair of standard non-associative monomials
p, q of weight n, themorphism setMCatS(n)(p, q) contains the unique permutation
τqτ
−1
p . ◇
EXAMPLE 19.1.5 (Braid Group Operad). If G is the braid group operad B in
Definition 5.2.6, then for each pair of standard non-associative monomials p, q of
weight n, the morphism setMCatB(n)(p, q) contains all the braids with underlying
permutation τqτ
−1
p . This morphism set can be non-canonically identified with the
underlying set of the pure braid group PBn, which is the kernel of the underlying
permutation map π ∶ Bn // Sn. ◇
EXAMPLE 19.1.6 (Ribbon Group Operad). If G is the ribbon group operad R
in Definition 6.2.3, then for each pair of standard non-associative monomials p, q
of weight n, the morphism set MCatR(n)(p, q) contains all the ribbons with un-
derlying permutation τqτ
−1
p . This morphism set can be non-canonically identified
with the underlying set of the pure ribbon group PRn, which is the kernel of the
underlying permutation map π ∶ Rn // Sn. ◇
EXAMPLE 19.1.7 (Cactus Group Operad). If G is the cactus group operad Cac
in Definition 7.4.5, then for each pair of standard non-associative monomials p, q
of weight n, the morphism setMCatCac(n)(p, q) contains all the cacti with underly-
ing permutation τqτ
−1
p . This morphism set can be non-canonically identified with
the underlying set of the pure cactus group PCacn, which is the kernel of the un-
derlying permutation map π ∶ Cacn // Sn. ◇
We now define a symmetric operad with the groupoids MCatG(n) as con-
stituent categories.
DEFINITION 19.1.8. Define theG-monoidal category operadMCatG as the 1-colored
symmetric operad in Cat as follows.
Entries: For n ≥ 0 the entryMCatG(n) is the groupoid in Definition 19.1.2.
Unit: The operadic unit is the object x1 ∈MCatG(1).
Equivariance: For each permutation σ ∈ Sn, the functor
MCatG(n) σ // MCatG(n)
sends each standard non-associative monomial p = p(x[0,n]) ∈ MCatG(n)
to
pσ = p(x0, xσ(1), . . . , xσ(n))
for σ ∈ Sn. For a morphism g ∈MCatG(n)(p, q), the image
gσ ∈MCatG(n)(pσ, qσ)
is the same element g ∈ G(n).
Composition: For 1 ≤ i ≤ n and m ≥ 0, the ○i-composition
MCatG(n)×MCatG(m) ○i // MCatG(n+m − 1) ∈ Cat
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on objects is given by
p(x[0,n]) ○i q(x[0,m]) = p(x[0,i−1], q(x0, x[i,i+m−1]), x[i+m,n+m−1])
p ∈ Ob(MCatG(n)) and q ∈ Ob(MCatG(m)). On morphisms it sends a pair
(g, h) ∈MCatG(n)(p, q)×MCatG(m)(r, s)
to
g ○i h ∈MCatG(n +m − 1)(p ○i r, q ○i s),
which is the ○i-composition in the action operad G. This is well-defined
because the augmentation ω ∶ G // S preserves ○i, so
g ○i h = g ○i h.
This finishes the definition of the G-monoidal category operad.
INTERPRETATION 19.1.9. In the above definition, to see that the equivariant
structure is well-defined on morphisms, we use the notation in Definition 19.1.2.
Then we have the equalities
τqστ
−1
pσ = (τqσ)(τpσ)−1
= τqτ−1p .
So if g ∈ G(n) belongs to the morphism set MCatG(n)(p, q), then it also belongs to
the morphism setMCatG(n)(pσ, qσ) for σ ∈ Sn. ◇
EXAMPLE 19.1.10. For the planar group operad P in Example 4.1.5, the above
definition of MCatP coincides with that of the monoidal category operad MCat in
Definition 18.2.5. ◇
LEMMA 19.1.11. For each action operad G, MCatG is a 1-colored symmetric operad
in Cat.
PROOF. At the object set level, MCatG coincides with the monoidal category
operad MCat in Definition 18.2.5. At the morphism level, the symmetric operad
axioms follow from an inspection, using the fact that G is an action operad. 
DEFINITION 19.1.12. For each action operadG, a G-monoidal category is defined
as anMCatG-algebra.
SinceMCatG is a 1-colored symmetric operad in Cat, eachG-monoidal category
has an underlying small category.
COROLLARY 19.1.13. For each small category A, a P-monoidal category structure
and a monoidal category structure are the same thing.
PROOF. This follows from Theorem 18.3.1 and the fact thatMCatP =MCat. 
To understand the structure of G-monoidal categories, we first make the fol-
lowing observation about the G-monoidal category operad with respect to chang-
ing the action operad.
PROPOSITION 19.1.14. Suppose ϕ ∶ G1 // G2 is a morphism of action operads in
the sense of Definition 8.1.1. Then:
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(1) For each n ≥ 0, there is an induced functor
MCatG
1(n) ϕ∗ // MCatG2(n)
that is the identity function on objects and is induced by ϕ ∶ G1(n) // G2(n)
on morphisms.
(2) The level-wise morphisms ϕ∗ form an induced morphism
MCatG
1 ϕ∗ // MCatG
2
of 1-colored symmetric operads in Cat.
PROOF. The first assertion follows from the fact that ϕ ∶ G1(n) // G2(n) is a
group homomorphism that preserves underlying permutations. The second asser-
tion follows from the assumption that ϕ is a morphism of 1-colored planar operads
in Set that preserves underlying permutations. 
PROPOSITION 19.1.15. For each action operad G, pulling back along the initial mor-
phism ι ∶ P // G gives each G-monoidal category the structure of a monoidal category.
PROOF. By Proposition 19.1.14(2), there is an induced morphism
MCat =MCatP ι∗ // MCatG
of 1-colored symmetric operads in Cat. By Theorem 8.4.2(2), each MCatG-algebra
pulls back via ι∗ to an MCat-algebra, which is the same thing as a monoidal cate-
gory structure by Theorem 18.3.1. 
We call the monoidal category structure in Proposition 19.1.15 the underlying
monoidal category of a G-monoidal category.
19.2. Coherence for G-Monoidal Categories, I
For an action operad G, recall that a G-monoidal category is defined as an
MCatG-algebra for the 1-colored symmetric operadMCatG inCat in Definition 19.1.8.
The purpose of this section is to provide the first version of a coherence result for
G-monoidal categories. It subsumes Theorem 18.3.1, which provides an operadic
interpretation of the Coherence Theorem for monoidal categories.
In the next result, we will use Notation 18.2.3 for sequences of objects.
THEOREM 19.2.1. For each small category A, a G-monoidal category structure on A
is equivalent to a pair
((A,⊗,1, α,λ, ρ), (−)∗)
in which:
(1) (A,⊗,1, α,λ, ρ) is a monoidal category structure on A.
(2) (−)∗ assigns to each isomorphism σ ∈ MCatG(n)(p, q), for n ≥ 0 and p, q ∈
Ob(MCatG(n)), an isomorphism
(19.2.2) p(1, a1, . . . , an) σ∗≅ // q(1, a1, . . . , an) ∈ A,
in which both sides are interpreted as iterated monoidal products involving the
objects a1, . . . , an ∈ A and copies of 1 as in (18.3.2).
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This isomorphism is natural in the objects a1, . . . , an and satisfy the following five condi-
tions.
Monoidal Structure Isomorphisms: α, λ, and ρ are given by
α = ( (x1x2)x3 id3 // x1(x2x3) ∈MCatG(3) )
∗
,
λ = ( x0x1 id1 // x1 ∈MCatG(1) )
∗
,
ρ = ( x1x0 id1 // x1 ∈MCatG(1) )
∗
.
(19.2.3)
Categorical Identity: For each object p inMCatG(n), the equality
(19.2.4) (1p)∗ = Idp(1,a1,...,an)
holds in A, in which 1p ∈ MCatG(n)(p, p) is the identity morphism of p, i.e.,
idn ∈ G(n).
Categorical Composition: For each pair of isomorphisms
(π,σ) ∈MCatG(n)(q, r)×MCatG(n)(p, q),
the diagram
(19.2.5) p(1, a1, . . . , an) σ∗ //
(πσ)∗ --
q(1, a1, . . . , an)
π∗

r(1, a1, . . . , an)
in A is commutative.
Equivariance: For
● σ ∈MCatG(n)(p, q) and
● τ ∈ Sn with στ ∈MCatG(n)(pτ, qτ),
the isomorphism
(pτ)(1, aτ(1), . . . , aτ(n)) (στ)∗ // (qτ)(1, aτ(1), . . . , aτ(n))
is equal to σ∗ in (19.2.2).
Operadic Composition: For each pair of isomorphisms
(σ, τ) ∈MCatG(n)(p, q)×MCatG(m)(r, s)
and 1 ≤ i ≤ n, the diagram
(19.2.6)
(p ○i r)(1, a[1,n+m−1])
(σ○iτ)∗ // (q ○i s)(1, a[1,n+m−1])
p(1, a[1,i−1], r(1, a[i,i+m−1]), a[i+m,n+m−1])
p○iτ∗
!!
q(1, a[1,i−1], s(1, a[i,i+m−1]), a[i+m,n+m−1])
p(1, a[1,i−1], s(1, a[i,i+m−1]), a[i+m,n+m−1])
σ∗
JJ
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in A is commutative. Here p ○i τ∗ is the monoidal product of the isomorphism
r(1, ai, . . . , ai+m−1) τ∗≅ // s(1, ai, . . . , ai+m−1)
with the identity morphisms of 1 and of aj for 1 ≤ j ≤ i − 1 and i +m ≤ j ≤
n+m − 1.
PROOF. Suppose (A, θ) is an MCatG-algebra. The MCatG-algebra structure
morphism
(19.2.7) MCatG(n)× A×n θ // A ∈ Cat,
when applied to each isomorphism σ ∈MCatG(n)(p, q), yields the natural isomor-
phism σ∗ in (19.2.2). By Proposition 19.1.15 the composite θι
∗ defines an underly-
ing monoidal category structure on A, where ι ∶ P // G is the initial morphism to
the action operad G. The associativity isomorphism α, the left unit isomorphism
λ, and the right unit isomorphism ρ all arise in the form (−)∗ as stated above. We
refer the reader back to the proof of Theorem 18.3.1 for the explicit identification
of anMCat-algebra structure and a monoidal category structure on A.
The equality (19.2.4) and the commutativity of the diagram (19.2.5) hold be-
cause θ is a functor. The equivariance condition holds by (3.3.4), which is the
equivariance axiom of (A, θ) as an algebra over the symmetric operadMCatG. Sim-
ilarly, the diagram (19.2.6) is the associativity diagram (2.3.9) for theMCatG-algebra
(A, θ) restricted to the ○i-composition inMCatG.
Conversely, suppose A is equipped with a monoidal category structure and
natural isomorphisms σ∗ in (19.2.2) that satisfy the stated conditions. We define
the functor θ in (19.2.7) as follows.
● At the object set level, θ is defined as the MCat-algebra structure on A,
which by Theorem 18.3.1 is the same as the monoidal category structure
on A.
● For each isomorphism σ ∈ MCatG(n)(p, q), we define θ(σ;−) as the nat-
ural isomorphism σ∗ in (19.2.2). The categorical identity axiom (19.2.4)
and the categorical composition axiom (19.2.5) ensure that θ is indeed a
functor.
It remains to observe that the morphism θ satisfies the associativity axiom (2.3.9),
the unity axiom (2.3.10), and the equivariance axiom (3.3.4) of an algebra over the
symmetric operadMCatG.
The associativity axiom (2.3.9) holds by:
(i) the assumed commutativity of the diagram (19.2.6);
(ii) a finite induction using (2.2.18), which expresses the operadic composi-
tion γ in terms of the ○i-compositions.
The unity axiom (2.3.10) is satisfied because the underlying monoidal category of
A as an MCat-algebra satisfies the unity axiom. Finally, the equivariance axiom
(3.3.4) follows from the assumed equivariance condition in the statement of the
Theorem. 
We call σ∗ in (19.2.2) the G-monoidal structure isomorphism.
INTERPRETATION 19.2.8. Theorem 19.2.1 says that a G-monoidal category is a
monoidal category equipped with a compatible action by the action operad G on
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iterated monoidal products. In later chapters, we will observe that G-monoidal
categories are symmetric monoidal categories, braided monoidal categories, rib-
bon monoidal categories, or coboundary monoidal categories when G is the sym-
metric group operad S, the braid group operad B, the ribbon group operad R, or
the cactus group operad Cac, respectively. ◇
19.3. Strict G-Monoidal Categories
This section provides a strict version of Theorem 19.2.1. First we define a strict
version of the G-monoidal category operad.
DEFINITION 19.3.1. The strictG-monoidal category operadMCatGst is the 1-colored
symmetric operad in Cat obtained from the G-monoidal category operadMCatG in
Definition 19.1.8 by forgetting all instances of the variable x0 and all parentheses
in the standard non-associative monomials. A strict G-monoidal category is defined
as anMCatGst-algebra.
INTERPRETATION 19.3.2. The set of objects in the groupoid MCatGst(n) con-
sists of all the standardmonomials of weight n in {x1, . . . , xn}, with the symmetric
group action given by permutation of the variables. The ○i-composition is given
by substituting a standard monomial for the ith variable and shifting the indices
accordingly. For standard monomials p, q of weight n, the morphism set is
MCatGst(n)(p, q) = {g ∈ G(n) ∶ g = τqτ−1p ∈ Sn}
with τp and τq as in (19.1.1). The identity morphism of each object inMCatGst(n) is
idn ∈ G(n). The categorical composition inMCatGst(n) is given by multiplication in
the group G(n).
In addition to being the strict analogue of the G-monoidal category operad,
the symmetric operad MCatGst is also the G-analogue of the strict monoidal cat-
egory operad MCatst in Definition 18.5.1. In fact, at the object set level, MCatGst
agrees with the strict monoidal category operadMCatst, whose algebras are strict
monoidal categories. Recall that a monoidal category is strict if the associativity
isomorphism, the left unit isomorphism, and the right unit isomorphism are all
identity morphisms. ◇
THEOREM 19.3.3. For each small category A, the following two structures are equiv-
alent:
(1) AnMCatGst-algebra structure on A.
(2) AnMCatG-algebra structure on A whose underlying monoidal category is strict.
PROOF. We simply reuse the proof of Theorem 19.2.1 by forgetting all in-
stances of x0’s and all parentheses in standard non-associative monomials. Instead
of Theorem 18.3.1, here we use Theorem 18.5.4, which says that a strict monoidal
category structure is equivalent to anMCatst-algebra structure on A. 
INTERPRETATION 19.3.4. Theorem 19.3.3 says that a strict G-monoidal cate-
gory is exactly a G-monoidal category with an underlying strict monoidal cate-
gory. Along with Theorem 19.2.1, this means that a strict G-monoidal category is a
strict monoidal category equipped with a compatible action by the action operad
G on iterated monoidal products. ◇
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REMARK 19.3.5 (Gurski’s Categorical Borel Construction). In [Gur∞] Gurski
constructed a categorical Borel construction
Cat ∋ A ✤ // ∐
n≥0
(EG(n)) ×
G(n)
A×n,
in which EG(n) is the translation category of G(n). Theorem 19.3.3 above, which
characterizes strict G-monoidal categories as strict monoidal categories with extra
structures, is close to Corollary 3.12 in [Gur∞]. In this context, we may regard the
G-monoidal category operadMCatG as a more general version of Gurski’s categor-
ical Borel construction that allows non-strict monoidal categories. Below we will
prove a coherence result that says that G-monoidal categories can always be stric-
tified to strict G-monoidal categories, extending Mac Lane’s Coherence Theorem
for monoidal categories. ◇
For each standard non-associative monomial p, recall that p denotes the asso-
ciated standard monomial, which is obtained from p by forgetting all instances of
the variable x0 and all parentheses.
PROPOSITION 19.3.6. Suppose G is an action operad, and ϕ ∶ G1 // G2 is a mor-
phism of action operads. Then:
(1) For each n ≥ 0, there is an induced functor
MCatG
1
st (n)
ϕ∗
// MCatG
2
st (n)
that is the identity function on objects and is induced by ϕ ∶ G1(n) // G2(n)
on morphisms.
(2) The level-wise morphisms ϕ∗ form an induced morphism
MCatG
1
st
ϕ∗
// MCatG
2
st
of 1-colored symmetric operads in Cat.
(3) There is a morphism
MCatG
π // MCatGst
of 1-colored symmetric operads in Cat that is given by the assignments
⎧⎪⎪⎨⎪⎪⎩
Ob(MCatG(n)) ∋ p ✤ // p ∈ Ob(MCatGst(n)),
MCatG(n)(p, q) ∋ σ ✤ // σ ∈MCatGst(n)(p, q).
(4) The diagram
MCatG
1
π

ϕ∗
// MCatG
2
π

MCatG
1
st
ϕ∗
// MCatG
2
st
of 1-colored symmetric operads in Cat is commutative.
PROOF. The first two assertions are the strict analogue of Proposition 19.1.14,
whose proof is reused here without change. The last two assertions follow by a
simple inspection. 
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EXAMPLE 19.3.7. Themorphism π ∶MCatG // MCatGst of 1-colored symmetric
operads in Cat induces an adjunction
AlgCat(MCatG)
π! // AlgCat(MCatGst)
π∗
oo
in which the right adjoint π∗ is the forgetful functor from strict G-monoidal cate-
gories to G-monoidal categories. The left adjoint π! sends each G-monoidal cate-
gory to a strict G-monoidal category. ◇
19.4. G-Monoidal Functors
In preparation for further discussion of coherence for G-monoidal categories,
in this section we discuss the G-analogue of monoidal functors. We will show that
MCatG-algebra morphisms and MCatGst-algebra morphisms are strict G-monoidal
functors.
Recall from Definition 18.1.8 the notion of a monoidal functor between two
monoidal categories. Also recall from Theorem 19.2.1 that each G-monoidal cat-
egory has an underlying monoidal category and structure isomorphisms σ∗ as in
(19.2.2).
NOTATION 19.4.1. For a monoidal functor (F, F2, F0), a composite of mor-
phisms, each of which is a monoidal product of F2 and identity morphisms, is
also denoted by F2.
DEFINITION 19.4.2. Suppose A and B areG-monoidal categories. AG-monoidal
functor F ∶ A // B is a monoidal functor (F, F2, F0) ∶ A // B between the under-
lying monoidal categories such that the diagram
(19.4.3) p(1B, Fa1, . . . , Fan)
p(F0,IdFa1 ,...,IdFan)

σ∗
≅
// q(1B, Fa1, . . . , Fan)
q(F0,IdFa1 ,...,IdFan)

p(F1A, Fa1, . . . , Fan)
F2

q(F1A, Fa1, . . . , Fan)
F2

F[p(1A, a1, . . . , an)] F(σ∗)≅ // F[q(1A, a1, . . . , an)]
is commutative for each morphism σ ∈ MCatG(n)(p, q) with n ≥ 0 and objects
a1, . . . , an ∈ A. A G-monoidal functor is said to be strong (resp., strict) if the under-
lying monoidal functor is strong (resp., strict).
EXAMPLE 19.4.4 (P-Monoidal Functors). For the planar group operad P in Ex-
ample 4.1.5, a P-monoidal functor is exactly a monoidal functor. Indeed, since
each P(n) = {idn} is the trivial group, σ must be idn. So p and q have the same
underlying standard monomial. In other words, p and q only differ in their paren-
thesizations. Both (idn)∗ in the diagram (19.4.3) are the unique natural isomor-
phisms guaranteed by the Coherence Theorem on monoidal categories [Mac98]
(VII.2 Corollary). So the commutativity of the diagram (19.4.3) follows from the
monoidal functor axioms of F. Similarly, a strong/strict P-monoidal functor is
exactly a strong/strict monoidal functor. ◇
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EXAMPLE 19.4.5 (Strict G-Monoidal Functor). For a strict G-monoidal functor
(F, Id, Id) ∶ A // B
between G-monoidal categories, the diagram (19.4.3) becomes the diagram
(19.4.6) p(1B, Fa1, . . . , Fan) σ∗≅ // q(1B, Fa1, . . . , Fan)
p(F1A, Fa1, . . . , Fan) q(F1A, Fa1, . . . , Fan)
F[p(1A, a1, . . . , an)] F(σ∗)≅ // F[q(1A, a1, . . . , an)].
In other words, F sends the G-monoidal structure isomorphism σ∗ in A to the G-
monoidal structure isomorphism σ∗ in B. ◇
The following observation is the G-analogue of Theorem 18.4.1.
THEOREM 19.4.7. Suppose A and B are G-monoidal categories. Then a morphism
F ∶ A // B ofMCatG-algebras is exactly a strict G-monoidal functor.
PROOF. The initial morphism ι ∶ P // G to the action operad G induces the
forgetful functor
AlgCat(MCatP) AlgCat(MCatG)ι∗oo .
SinceMCat =MCatP, each morphism
F ∶ (A, θA) // (B, θB)
of MCatG-algebras has an underlying MCat-algebra morphism, which is the same
thing as a strict monoidal functor by Theorem 18.4.1. The diagram (19.4.6) above
is the commutative diagram (2.3.11)
(19.4.8) MCatG(n)× A×n (Id,F×n) //
θA

MCatG(n)× B×n
θB

A
F // B
applied to the morphism σ ∈MCatG(n)(p, q). So F is a strict G-monoidal functor.
Conversely, suppose F ∶ A // B is a strictG-monoidal functor. In other words,
F is a strict monoidal functor between the underlying monoidal categories such
that the diagram (19.4.6) is commutative for all morphisms σ in MCatG. But then
the diagram (19.4.8) is commutative, which means that F is a morphism ofMCatG-
algebras. 
We close this section with the strict analogue of Proposition 19.4.7, whose
proof is reused here essentially without change.
PROPOSITION 19.4.9. Suppose A and B are strict G-monoidal categories. Then a
morphism F ∶ A // B ofMCatGst-algebras is exactly a strict G-monoidal functor.
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In summary, MCatG (resp., MCatGst) is the 1-colored symmetric operad in Cat
whose algebras are (strict) G-monoidal categories by definition and whose algebra
morphisms are strict G-monoidal functors.
19.5. G-Monoidal Functor Operad
Recall fromDefinition 19.4.2 that, for an action operadG, aG-monoidal functor
between two G-monoidal categories is a monoidal functor between the underlying
monoidal categories that is compatible with the G-monoidal structures in the sense
that the diagram (19.4.3) is commutative. A G-monoidal functor is strict (resp.,
strong) if the underlying monoidal functor is a strict (resp., strong) monoidal func-
tor. Proposition 19.4.7 says that MCatG-algebra morphisms are strict G-monoidal
functors, not general G-monoidal functors.
The purpose of this section is to describe a colored symmetric operad whose
algebras are generalG-monoidal functors. More precisely, we construct a 2-colored
symmetric operadMFunG in Cat for which an algebra is a triple (A, B, F) such that:
● A and B are G-monoidal categories.
● F ∶ A // B is a G-monoidal functor.
We will also discuss a variation for which an algebra is as above, but with F a
strong G-monoidal functor.
The 2-colored symmetric operad MFunG is the G-analogue of the monoidal
functor operad MFun in Definition 18.6.2, whose notations will be reused in this
section. Recall that an isomorphism σ ∈MCatG(n)(p, q) is an element g ∈ G(n)with
underlying permutation
g = τqτ−1p ∈ Sn,
where τp and τq are as in (19.1.1).
DEFINITION 19.5.1. Define the G-monoidal functor operad MFunG as the {s, t}-
colored symmetric operad in Cat as follows.
Objects: The underlying object {s, t}-colored symmetric operadOb(MFunG) in Set
is equal to Ob(MFun). In other words, it is operadically generated by the
elements:
(i) x0 ∈ Ob (MFunG( s∅)) and µ ∈ Ob (MFunG( ss,s));
(ii) x′0 ∈ Ob (MFunG( t∅)) and µ′ ∈ Ob (MFunG( tt,t));
(iii) f ∈ Ob (MFunG(ts)).
The s-colored and the t-colored operadic units are denoted by, respec-
tively,
x1 ∈ Ob (MFunG(ss)) and x′1 ∈ Ob (MFunG(tt)) .
Morphisms: The morphism sets in the categories in MFunG are categorically and
operadically generated by:
(i) an isomorphism
σs ∈MFunG( ssn)(p, q)
for each isomorphism σ ∈MCatG(n)(p, q);
(ii) an isomorphism
σt ∈MFunG( ttn)(p(x′[0,n]), q(x′[0,n]))
for each isomorphism σ ∈MCatG(n)(p, q);
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(iii) a morphism
f2 ∈MFunG( ts,s)( f (x1) f (x2), f (x1x2));
(iv) a morphism
f0 ∈MFunG( t∅)(x′0, f (x0)).
Relations: The above data is subject to the following four types of relations.
Source: The assignments
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∗ ✤ // s ∈ {s, t},
Ob(MCatG(n)) ∋ p ✤ // p ∈ Ob(MFunG( ssn)),
MCatG(n)(p, q) ∋ σ ✤ // σs ∈MFun( ssn)(p, q)
define a morphism
(19.5.2) ιs ∶MCatG // MFunG
of symmetric operads in Cat in the sense of Definition 10.1.1.
Target: The assignments
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∗ ✤ // t ∈ {s, t},
Ob(MCatG(n)) ∋ p(x[0,n]) ✤ // p(x′[0,n]) ∈ Ob(MFunG( ttn)),
MCatG(n)(p, q) ∋ σ ✤ // σt ∈MFunG( ttn)(p(x′[0,n]), q(x′[0,n]))
define a morphism
(19.5.3) ιt ∶MCatG // MFunG
of symmetric operads in Cat.
Monoidal Functor: The associativity relation (18.6.5), the left unity rela-
tion (18.6.6), and the right unity relation (18.6.7) are satisfied.
G-Monoidal Structure: The diagram
(19.5.4) p(x′0, f (x1), . . . , f (xn))
p( f0, f (x1),..., f (xn))

σt( f ,..., f )
// q(x′0, f (x1), . . . , f (xn))
q( f0, f (x1),..., f (xn))

p( f (x0), f (x1), . . . , f (xn))
iteration of f2

q( f (x0), f (x1), . . . , f (xn))
iteration of f2

f [p(x0, x1, . . . , xn)] f (σs) // f [q(x0, x1, . . . , xn)]
inMFunG( tsn) is commutative for each isomorphism σ ∈MCatG(n)(p, q)
with n ≥ 0.
This completes the definition of the G-monoidal functor operadMFunG.
We now observe that MFunG is the symmetric operad that precisely captures
the concept of a general G-monoidal functor, in which the structure morphisms are
not necessarily invertible.
THEOREM 19.5.5. AnMFunG-algebra is exactly a triple (A, B, F) such that:
● A and B are G-monoidal categories.
● F ∶ A // B is a G-monoidal functor.
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PROOF. This is a cosmetic modification of the proof of Theorem 18.6.8, which
is the special case when G is the planar group operad P. For an MFunG-algebra(A, θ), the restrictions of the structure morphism θ via the morphisms ιs in (19.5.2)
and ιt in (19.5.3) give the G-monoidal categories As and At. Proceeding as in the
proof of Theorem 18.6.8, we obtain a monoidal functor
As
F= θ( f ,−)
// At .
The G-monoidal structure relation (19.5.4), when interpreted in theMFunG-algebra(A, θ), ensures that the monoidal functor F renders the diagram (19.4.3) commu-
tative. So F is a G-monoidal functor.
Conversely, given a G-monoidal functor F ∶ A // B between G-monoidal cat-
egories, F is in particular a monoidal functor between small monoidal categories.
We define an MFunG-algebra ({A, B}, θ) exactly as in the proof of Theorem 18.6.8.
For an isomorphism σ ∈MCatG(n)(p, q), we define the structure isomorphism
p(1, a1, . . . , an) θ(σ)≅ // q(1, a1, . . . , an) ∈ As
as the G-monoidal structure isomorphism σ∗ in (19.2.2) for As, and similarly for
At. The G-monoidal structure relation (19.5.4) is preserved precisely because F
makes the diagram (19.4.3) commutative. 
We close this section with the strong analogue of the G-monoidal functor op-
erad. Recall that aG-monoidal functor is said to be strong if the underlyingmonoidal
functor is strong, i.e., the structure morphisms F2 and F0 are isomorphisms.
DEFINITION 19.5.6. The strong G-monoidal functor operad MFunGstg is the {s, t}-
colored symmetric operad in Catwith the same definition as the G-monoidal func-
tor operadMFunG, except for:
(i) two more generating morphisms
f−12 ∈MFunGstg( ts,s)( f (x1x2), f (x1) f (x2)),
f−10 ∈MFunGstg( t∅)( f (x0), x′0);
(ii) four more relations
⎧⎪⎪⎨⎪⎪⎩
f−12 f2 = Id f (x1) f (x2),
f2 f
−1
2 = Id f (x1x2),
⎧⎪⎪⎨⎪⎪⎩
f−10 f0 = Idx′0 ,
f0 f
−1
0 = Id f (x0).
The following result is the strong G-monoidal functor analogue of Theorem
19.5.5, whose proof can be reused here with only minor changes.
THEOREM 19.5.7. AnMFunGstg-algebra is exactly a triple (A, B, F) such that:
● A and B are G-monoidal categories.
● F ∶ A // B is a strong G-monoidal functor.
Finally, we note that there aremorphisms relating various G-monoidal functor
operads.
PROPOSITION 19.5.8. Suppose G is an action operad, and ϕ ∶ G1 // G2 is a mor-
phism of action operads.
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(1) There is a morphism
MFunG
π // MFunGstg
of {s, t}-colored symmetric operads in Cat that is the identity assignment on
generating objects and generating morphisms.
(2) There is a commutative diagram
MFunG
1 ϕ∗ //
π

MFunG
2
π

MFunG
1
stg
ϕ∗
// MFunG
2
stg
of {s, t}-colored symmetric operads in Cat, in which:
● Each ϕ∗ is the identity assignment on generating objects
● The top ϕ∗ on generating morphisms is given by⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
MFunG
1( ssn)(p, q) ∋ σs ✤ // ϕ(σs) ∈MFunG2( ssn)(p, q),
MFunG
1( ttn)(p, q) ∋ σt ✤ // ϕ(σt) ∈MFunG2( ttn)(p, q),
MFunG
1( ts,s) ∋ f2 ✤ // f2 ∈MFunG2( ts,s),
MFunG
1( t∅) ∋ f0 ✤ // f0 ∈MFunG2( t∅).
● The bottom ϕ∗ on generating morphisms is the same as the top ϕ∗ together
with the assignment
⎧⎪⎪⎨⎪⎪⎩
MFunG
1
stg
( ts,s) ∋ f−12 ✤ // f−12 ∈MFunG2stg( ts,s),
MFunG
1
stg
( t∅) ∋ f−10 ✤ // f−10 ∈MFunG2stg( t∅).
PROOF. Both assertions follow from a simple inspection. 

CHAPTER 20
Coherence for G-Monoidal Categories
The purpose of this chapter is to prove several forms of coherence for G-
monoidal categories for an action operad G as in Definition 4.1.1. As motivation,
recall the following statements, which are all called the Coherence Theorem for
monoidal categories in the literature.
(1) Every monoidal category is adjoint equivalent to a strict monoidal cate-
gory via strong monoidal functors [Mac98] (XI.3).
(2) For each category, there is a strict monoidal equivalence from its free
monoidal category to its free strict monoidal category [JS93] (Theorem
1.2).
(3) In the freemonoidal category generated by a set of objects, every diagram
is commutative [Mac98] (VII.2).
(4) An explicit description of the free monoidal category generated by a cat-
egory is also referred to as the Coherence Theorem for monoidal cate-
gories.
We will prove the G-analogues of these statements. Together with the following
chapters, this discussion of G-monoidal categorical coherence subsumes various
coherence statements in the literature for monoidal categories with extra struc-
tures.
In Section 20.1 we observe that every G-monoidal category is adjoint equiv-
alent to a strict G-monoidal category via strong G-monoidal functors. In Section
20.2 we show that for each small category, there is a canonical strict G-monoidal
equivalence from its free G-monoidal category to its free strict G-monoidal cate-
gory.
In Section 20.3 we first provide an explicit description of the free strict G-
monoidal category generated by a small category. Using this description, next
we prove that, in the free G-monoidal category generated by a set of objects, a dia-
gram is commutative if and only if composites with the same domain and the same
codomain have the same image in the free strict G-monoidal category generated
by one object.
In Section 20.4 we provide an explicit description of the free G-monoidal cat-
egory generated by a small category. Using this description, along with its strict
analogue, we provide alternative proofs of the coherence results in Section 20.2
and Section 20.3.
20.1. Strictification of G-Monoidal Categories
A version of the Coherence Theorem for monoidal categories, which we re-
called in Theorem 18.1.15 above, says that eachmonoidal category is adjoint equiv-
alent to a strict monoidal category via strong monoidal functors. The purpose of
341
342 20. COHERENCE FOR G-MONOIDAL CATEGORIES
this section is to prove the following G-analogue of the Coherence Theorem for
monoidal categories.
THEOREM 20.1.1. Suppose A is a G-monoidal category. Then there exists an adjoint
equivalence
A
L // Ast
R
oo
in which:
(i) Ast is a strict G-monoidal category.
(ii) Both L and R are strong G-monoidal functors.
PROOF. We first apply Mac Lane’s Coherence Theorem 18.1.15 to the under-
lying monoidal category of A to obtain an adjoint equivalence
A
L // Ast
R
oo
in which:
(i) Ast is a strict monoidal category.
(ii) Both (L, L2, L0) and (R,R2,R0) are strong monoidal functors.
Nextwe extend the strict monoidal category structure on Ast to a strict G-monoidal
category structure. By Theorem 19.3.3, this is equivalent to extending Ast to an
MCatG-algebra. Using the description of G-monoidal categories in Theorem 19.2.1,
we need to:
(1) Define the G-monoidal structure isomorphism σ∗ in (19.2.2) for Ast.
(2) Check its naturality and the conditions (19.2.3)–(19.2.6).
Below we will write:
● 1 and 1st for the monoidal units in A and in Ast, respectively;
● η ∶ LR ≅ // IdAst for the counit of the adjunction L ⊣ R.
Suppose σ ∈ MCatG(n)(p, q) is an isomorphism for some n ≥ 0, and b1, . . . , bn are
objects in Ast. We define σ∗ in Ast, which we denote by σ
st
∗ , as the following
composite of isomorphisms:
(20.1.2) p(1st, b1, . . . , bn)
p(L0,η
−1,...,η−1)

σst∗ // q(1st, b1, . . . , bn)
p(L1, LRb1 , . . . , LRbn)
L2

q(L1, LRb1 , . . . , LRbn)
q(L−10 ,η,...,η)
OO
L[p(1,Rb1, . . . ,Rbn)] L(σ∗) // L[q(1,Rb1, . . . ,Rbn)].
L−12
OO
The σ∗ in the bottom row of the previous diagram comes from the G-monoidal
category structure on A. The naturality and the conditions (19.2.3)–(19.2.6) for
σst∗ follow from those for σ∗ in A and the fact that L is a strong monoidal func-
tor. Therefore, we have extended the strict monoidal category Ast to a strict G-
monoidal category.
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It remains to check that the strong monoidal functors L and R are G-monoidal
functors, i.e., that the diagram (19.4.3) is commutative for both L and R. To save
space in the diagram below, we will write:
● a = (a1, . . . , an) ∈ A×n, La = (La1, . . . , Lan) ∈ A×nst , and similarly for RLa
and LRLa;
● f n = ( f , . . . , f )with n copies of f ∈ {Id, η, η−1 , ǫ, ǫ−1}.
The diagram (19.4.3) for the left adjoint L is the outermost diagram below.
p(1st, La)
p(L0,Id
n)

p(L0,(η
−1)n)
❖❖❖❖
''❖❖
❖❖
σst∗ // q(1st, La)
q(L0,Id
n)

p(L1, LRLa)
L2

q(L1, LRLa)
q(L−10 ,η
n)♦♦♦♦
77♦♦♦♦
q(Id,L(ǫ−1)n)
❖❖❖❖
''❖❖
❖❖
p(L1, La)
L2

p(Id,Lǫn)♦♦♦♦
77♦♦♦♦
q(L1, La)
L2

L[p(1,RLa)] L(σ∗) // L[q(1,RLa)]
L−12
OO
Lq(Id,(ǫ−1)n)
▼▼▼
&&▼▼
▼
L[p(1, a)]
Lp(Id,ǫn)qqqq
88qqqq
L(σ∗)
// L[q(1, a)]
In the diagram above:
● The sub-diagram in the middle is commutative by the definition of σst∗ .
● The upper-left and upper-right triangles are commutative by the triangle
identity for the adjunction L ⊣ R in [Mac98] (IV Theorem 1(ii)), which
says that
ηL ○ Lǫ = IdL.
● The left and right quadrilaterals are commutative by the naturality of L2.
● The bottom sub-diagram is commutative by the naturality of σ∗.
This shows that L is a strong G-monoidal functor. The proof that the right adjoint
R is a strong G-monoidal functor is similar. 
20.2. Strictification of Free G-Monoidal Categories
Another version of the Coherence Theorem for monoidal categories says that
for each category C, there is a strict monoidal equivalence from the free monoidal
category generated by C to the free strict monoidal category generated by C. The
purpose of this section is to prove a G-analogue of this version of the Coherence
Theorem for monoidal categories.
To prepare for this coherence result, recall from Definition 19.1.8 thatMCatG is
the 1-colored symmetric operad in Catwhose algebras are G-monoidal categories.
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There is a free-forgetful adjunction
Cat
MCatG
S○− // AlgCat(MCatG)
U
oo ,
in which
S○ is the one-colored symmetric circle product in (3.1.4). So for each small
category A and each G-monoidal category B, there is a bijection
(20.2.1) Cat(A,UB) ≅ AlgCat(MCatG)(MCatG(A), B),
in which
MCatG(A) =MCatG S○ A.
The strict analogue MCatGst in Definition 19.3.1 is the 1-colored symmetric op-
erad in Cat whose algebras are strict G-monoidal categories. By Theorem 19.3.3
each strict G-monoidal category is in particular a G-monoidal category. For each
small category A, the bijection (20.2.1) gives anMCatG-algebra morphism
(20.2.2) MCatG
S○ A =MCatG(A) ΛGA // MCatGst(A) =MCatGst S○ A
that corresponds to the composite functor ιGA in the diagram
A
ιG
A,1

ιG
A // MCatGst(A)
MCatGst(1)× A include // ∐
n≥0
MCatGst(n) ×
Sn
A×n.
The functor ιGA,1 is defined by the assignments
⎧⎪⎪⎨⎪⎪⎩
Ob(A) ∋ a ✤ // (x1; a) ∈ Ob(MCatGst(1)× A),
A(a1, a2) ∋ f ✤ // (Idx1 ; f ) ∈MCatGst(1)× A.
Also note that there is an equality
ΛGA = π S○ A
with
π ∶MCatG // MCatGst
the morphism of 1-colored symmetric operads in Proposition 19.3.6(3). By Theo-
rem 19.4.7, the MCatG-algebra morphism ΛGA is a strict G-monoidal functor from
the freeG-monoidal categoryMCatG(A) generated by A to the free strictG-monoidal
category MCatGst(A) generated by A. We now observe that this is an equivalence
of categories as well.
THEOREM 20.2.3. For each small category A, the strict G-monoidal functor
MCatG(A) ΛGA // MCatGst(A)
in (20.2.2) is an equivalence of categories.
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PROOF. The initial morphism ι ∶ P // G to the action operad G induces a
commutative diagram
(20.2.4) MCat(A) =MCatP(A) ι∗ //
ΛP
A

MCatG(A)
ΛG
A

MCatst(A) =MCatPst(A) ι∗ // MCatGst(A)
in Cat by Proposition 19.3.6(4). For the planar group operad P, the morphism
ΛPA is the strict monoidal equivalence from the free monoidal category MCat(A)
generated by A to the free strict monoidal category MCatst(A) generated by A in
[JS93] Theorem 1.2. Since the top ι∗ is the identity function on objects, to show that
ΛGA is an equivalence of categories, it is enough to show that the diagram (20.2.4)
is a pushout in Cat.
To show that the diagram (20.2.4) is a pushout, consider a commutative dia-
gram of solid-arrows
MCat(A) ι∗ //
ΛP
A

MCatG(A)
ΛG
A
 f ′

MCatst(A) ι∗ //
f
//
MCatGst(A)
g
%%❑
❑
❑
❑
❑
B
in Cat. We must show that there exists a unique functor
MCatGst(A) g // B
that extends both f and f ′. Since the bottom functor ι∗ in the diagram (20.2.4) is
the identity function on objects, we must define g to be f on objects.
The functor ΛGA sends each morphism
ϕ = ( p σ // q ; h1, . . . , hn) ∈MCatG(n) ×
Sn
A×n ⊆MCatG(A)
to the morphism
ϕ = ( p σ // q ; h1, . . . , hn) ∈MCatGst(n) ×
Sn
A×n ⊆MCatGst(A).
Therefore, we must define
g(ϕ) = f ′(ϕ).
Since ΛGA is surjective on morphisms, this provides a candidate for the functor g
and also establishes its uniqueness. To see that g is well-defined on morphisms,
suppose
ϕ′ = ( p′ σ // q′ ; h1, . . . , hn) ∈MCatG(n) ×
Sn
A×n ⊆MCatG(A)
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is another lift of ϕ back toMCatG(A). Since p′ = p and q′ = q as standard monomi-
als of weight n, there is a commutative diagram
p
idn

σ // q
idn

p′
σ // q′
inMCatG(n), where idn is the multiplicative unit in G(n). Together with the given
condition
fΛPA = f ′ι∗,
this implies that
f ′(ϕ) = f ′(ϕ′) ∈ B,
which means that g is well-defined on morphisms as well.
The given condition, fΛPA = f ′ι∗, also implies that the above definition of g
defines a functor and satisfies the equalities
gι∗ = f and gΛGA = f ′.
This proves that the diagram (20.2.4) is a pushout in Cat. 
20.3. Free Strict G-Monoidal Categories
Another way to state the Coherence Theorem for monoidal categories is that
in the free monoidal category generated by a set of objects, every diagram is com-
mutative. The purpose of this section is to prove a G-analogue of this version of
the Coherence Theorem for monoidal categories.
The strict G-monoidal category operadMCatGst induces a free-forgetful adjunc-
tion
Cat
MCatGst(−) // AlgCat(MCatGst)
U
oo ,
in which
MCatGst(−) =MCatGst S○ −
with
S○ the one-colored symmetric circle product in (3.1.4). Let us first describe
explicitly this free strict G-monoidal category functor. For an element σ ∈ G(n),
recall that σ ∈ Sn denotes its underlying permutation.
THEOREM 20.3.1. Consider the free strict G-monoidal category MCatGst(A) gener-
ated by a small category A. Then the following statements hold.
Objects: The objects inMCatGst(A) are the finite, possibly empty, sequences in Ob(A).
Morphisms: For objects a = (a1, . . . , an) ∈ A×n and a′ = (a′1, . . . , a′m) ∈ A×m, the mor-
phism set is
MCatGst(A)(a; a′) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∅ if m /= n;
{(σ;{ fi}ni=1) ∈ G(n)× n∏
i=1
A(ai, a′σ(i))} if m = n.
Identity: The identity morphism of an object a = (a1, . . . , an) is
(idn ∈ G(n);{Idai}ni=1).
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Composition: Categorical composition is induced by that in A and the group multipli-
cation in each G(n).
Strict Monoidal Structure: The monoidal product on objects is given by concatenation
a⊗ a′ = (a1, . . . , an, a′1, . . . , a′m),
with the empty sequence as the monoidal unit. The monoidal product of two
morphisms is given by
(σ;{ fi}ni=1)⊗(σ′;{ f ′j }mj=1) = (γG(id2;σ,σ′); ( f1, . . . , fn, f ′1, . . . , f ′m)),
in which
G(2)×G(n)×G(m) γ
G
// G(n +m)
is the operadic composition in G.
G-Monoidal Structure: Suppose given:
● an isomorphism σ ∈MCatGst(n)(p, q)with p = (x1⋯xn)τp for some unique
permutation τp ∈ Sn;
● objects ai = (ai1, . . . , aiki) ∈ A×ki for 1 ≤ i ≤ n.
Then the structure isomorphism (19.2.2)
p(a1, . . . , an) σ∗
≅
// q(a1, . . . , an) ∈MCatGst(A)
is given by the pair
σ∗ = (γG(σ; idkτp(1) , . . . , idkτp(n));{Idaτp(i)
j
}1≤i≤n1≤j≤kτp(i)),
in which
G(n)×G(k1)×⋯×G(kn) γ
G
// G(k1 +⋯+ kn)
is the operadic composition in G.
PROOF. The definition of the symmetric circle product gives the equality
(20.3.2) MCatGst(A) =∐
n≥0
MCatGst(n) ×
Sn
A×n ∈ Cat.
The objects in MCatGst(n) are standard monomials in {xi}ni=1 of weight n, so each
object has the form
(x1⋯xn)τ
for a unique permutation τ ∈ Sn. Along with (20.3.2), this yields the stated descrip-
tion for the objects inMCatGst(A).
For standard monomials p and q of weight n, there is the morphism set
MCatGst(n)(p, q) = {σ ∈ G(n) ∶ σ = τqτ−1p }.
Together with the previous paragraph, this yields the stated descriptions for the
morphism sets, identity morphisms, and the categorical composition inMCatGst(A).
The description of the strict monoidal structure follows from the proof of The-
orem 18.3.1, suitably adapted toMCatst. The formula for the G-monoidal structure
isomorphism σ∗ comes from the fact that MCatGst(A) is the free MCatGst-algebra of
A, so the MCatGst-action is induced by the symmetric operad structure of MCat
G
st
using the factorsMCatGst(n) in (20.3.2). 
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EXAMPLE 20.3.3 (Free Strict Monoidal Categories). Theorem 20.3.1 for G = P,
the planar group operad in Example 4.1.5, gives an explicit description of the free
strict monoidal category MCatst(A) generated by a small category A. Its objects
are finite sequences of objects in A with morphism sets
MCatst(A)(a; a′) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∅ if ∣a∣ /= ∣a′∣,
∣a∣∏
i=1
A(ai, a′i) if ∣a∣ = ∣a′∣.
Composition and identity morphisms are inherited from those in A. The strict
monoidal structure is given by concatenation. ◇
EXAMPLE 20.3.4 (Free Strict G-Monoidal Category of One Object). Every set
can be regarded as the object set of a discrete category, in which there are no non-
identity morphisms. Applying the functor MCatGst(−) to a set yields the free strict
G-monoidal category generated by that set of objects. For example, the free strict
G-monoidal categoryMCatGst(∗) generated by one element has object set
Ob(MCatGst(∗)) = {0, 1, 2, . . .},
i.e., the set of non-negative integers. The morphism sets are
MCatGst(∗)(m;n) =
⎧⎪⎪⎨⎪⎪⎩
∅ if m /= n;
G(n) if m = n.
Categorical composition is given by multiplication in the groups G(n), with the
multiplicative unit idn ∈ G(n) as the identity morphism of the object n.
The strict monoidal structure is given by:
● addition
m⊗ n = m + n
on objects, with 0 as the monoidal unit;
● the operadic composition in G
σ⊗ σ′ = γG(id2;σ,σ′)
for morphisms (σ,σ′) ∈ G(n)×G(m).
Suppose given an isomorphism σ ∈ MCatGst(n)(p, q) with p = (x1⋯xn)τp for some
unique permutation τp ∈ Sn, and k1, . . . , kn ≥ 0 with k = k1 + ⋯ + kn. Then the
G-monoidal structure isomorphism
k = p(k1, . . . , kn) σ∗≅ // q(k1, . . . , kn) = k ∈MCatGst(∗)(k; k)
is given by
σ∗ = γG(σ; idkτp(1) , . . . , idkτp(n)) ∈ G(k),
which is an operadic composition in the action operad G. ◇
COROLLARY 20.3.5. For each set A of objects, the unique function A // ∗ induces
a faithful functor
MCatGst(A) π // MCatGst(∗) .
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PROOF. By Theorem 20.3.1, for each pair of objects a, a′ inMCatGst(A), the mor-
phism set is
MCatGst(A)(a; a′) =
⎧⎪⎪⎨⎪⎪⎩
∅ if ∣a∣ /= ∣a′∣,
{σ ∈ G(n) ∶ σa = a′} if ∣a∣ = ∣a′∣.
The functor π is faithful because it takes each morphism σ ∈ MCatGst(A)(a; a′) to
the morphism σ ∈MCatGst(∗)(∣a∣; ∣a∣) = G(∣a∣). 
The main observation in this section is the following coherence result for G-
monoidal categories.
THEOREM 20.3.6. For each set A of objects, the composite functor
MCatG(A) ΛGA // MCatGst(A) π // MCatGst(∗)
is faithful.
PROOF. The functor ΛGA is an equivalence of categories by Theorem 20.2.3, so
it is faithful. The functor π is faithful by Corollary 20.3.5. 
COROLLARY 20.3.7. For each set A of objects, a diagram inMCatG(A) is commuta-
tive if and only if composites with the same domain and the same codomain have the same
πΛGA-image inMCat
G
st(∗).
EXAMPLE 20.3.8 (Free Monoidal Category of a Set of Objects). For the planar
group operad P, MCatP(A) = MCat(A) is the free monoidal category generated
by A. The free strict monoidal category generated by one object MCatst(∗) has no
non-identity morphisms. For a set A, the faithfulness of the functor
MCat(A) πΛPA // MCatst(∗)
implies that each diagram in the free monoidal categoryMCat(A) generated by A
is commutative. This is one formulation of the Coherence Theorem for monoidal
categories; see, for example, [Mac98] (VII.2) or [JS93] (Corollary 1.6). ◇
20.4. Free G-Monoidal Categories
The purpose of this section is to provide an explicit description of the free G-
monoidal category generated by a small category. As a consequence, we obtain
alternative proofs of Theorem 20.2.3 and Theorem 20.3.6. We will use the descrip-
tion of a G-monoidal category in Theorem 19.2.1.
THEOREM 20.4.1. Consider the free G-monoidal categoryMCatG(A) generated by a
small category A. Then the following statements hold.
Objects: Each object inMCatG(A) is a standard non-associative monomial in the objects{1, a1, . . . , an}, i.e., has the form
p(1, a[1,n]) = p(1, a1, . . . , an)
with:
● p(x0, x1, . . . , xn) a standard non-associative monomial of weight n in which
the variables {x1, . . . , xn} appear in this order from left to right;
● each ai an object in A;
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● 1 a newly adjoined object not from A.
Morphisms: The morphism set is
MCatG(A)(p(1, a[1,n]); q(1, a′[1,m]))
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∅ if m /= n;
{(σ;{ fi}ni=1) ∈ G(n)× n∏
i=1
A(ai, a′σ(i))} if m = n.
Identity: The identity morphism of an object p(1, a[1,n]) is the pair
(idn;{Idai}ni=1) ∈ G(n)×
n∏
i=1
A(ai, ai).
Composition: Categorical composition is induced by that in A and the group multipli-
cation in the G(n).
Monoidal Unit: The monoidal unit is the object 1.
Monoidal Product: The monoidal product on objects is given by concatenation,
p(1, a[1,n])⊗ q(1, a′[1,m]) = p(1, a[1,n])q(1, a′[1,m]).
The monoidal product of two morphisms is given by
(σ;{ fi}ni=1)⊗(σ′;{ f ′j }mj=1) = (γG(id2;σ,σ′); ( f1, . . . , fn, f ′1, . . . , f ′m)),
in which
G(2)×G(n)×G(m) γG // G(n +m)
is the operadic composition in G.
Associativity Isomorphisms: The associativity isomorphism
[p(1, a[1,n])⊗ q(1, a′[1,m])] ⊗ r(1, a′′[1,l])
α
≅
// p(1, a[1,n])⊗ [q(1, a′[1,m])⊗ r(1, a′′[1,l])]
is
(idn+m+l ∈ G(n +m + l);{Idai}ni=1,{Ida′j}mj=1,{Ida′′k }lk=1).
Unit Isomorphisms: The left unit isomorphism λ and the right unit isomorphism ρ,
1⊗ p(1, a[1,n]) λ≅ // p(1, a[1,n]) p(1, a[1,n])⊗1ρ≅oo ,
are given by
λ = (idn ∈ G(n);{Idai}ni=1),
ρ = (idn ∈ G(n);{Idai}ni=1).
G-Monoidal Structure: Suppose given:
● an isomorphism σ ∈MCatG(n)(p, q) with p = (x1⋯xn)τp for some unique
permutation τp ∈ Sn;
● objects pi(1, ai) inMCatG(A) for 1 ≤ i ≤ n with ai = (ai1, . . . , aiki) ∈ A×ki .
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Then the G-monoidal structure isomorphism (19.2.2)
p(1, p1(1, a1), . . . , pn(1, an)) σ∗≅ // q(1, p1(1, a1), . . . , pn(1, an))
inMCatG(A) is given by the pair
σ∗ = (γG(σ; idkτp(1) , . . . , idkτp(n));{Idaτp(i)
j
}1≤i≤n1≤j≤kτp(i)),
in which
G(n)×G(k1)×⋯×G(kn) γG // G(k1 +⋯+ kn)
is the operadic composition in G.
PROOF. The definition of the symmetric circle product gives the coproduct
(20.4.2) MCatG(A) =∐
n≥0
MCatG(n) ×
Sn
A×n ∈ Cat.
The objects in MCatG(n) are standard non-associative monomials in {xi}ni=0 of
weight n. Each standard non-associative monomial of weight n can be written
uniquely as pτ, in which τ ∈ Sn, and p is a standard non-associative monomial of
weight n in which the variables {x1, . . . , xn} appear in this order from left to right.
Along with (20.4.2), this yields the stated description of the objects inMCatG(A).
For standard non-associative monomials p and q of weight n, there is the mor-
phism set
MCatG(n)(p, q) = {σ ∈ G(n) ∶ σ = τqτ−1p },
in which p and q are the standard monomials of weight n associated to p and q,
respectively. Together with the previous paragraph, this yields the stated descrip-
tions of the morphism sets, identity morphisms, and the categorical composition
inMCatG(A).
The description of the monoidal structure follows from the proof of Theorem
18.3.1. The formula for the G-monoidal structure isomorphism σ∗ comes from the
fact that MCatG(A) is the freeMCatG-algebra of A, so the MCatG-action is induced
by the symmetric operad structure ofMCatG using the factorsMCatG(n) in (20.4.2).

EXAMPLE 20.4.3 (Free Monoidal Categories). Theorem 20.4.1 for the planar
group operadP gives an explicit description of the freemonoidal categoryMCat(A)
generated by a small category A. Its objects are standard non-associative monomi-
als in the objects {1, a1, . . . , an} with n ≥ 0 and each ai an object in A, in which the
objects {a1, . . . , an} appear in this order from left to right. There is the morphism
set
MCat(A)(p(1, a[1,n]); q(1, a′[1,m])) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∅ if m /= n;
n∏
i=1
A(ai, a′i) if m = n.
Identity morphisms and composition are inherited from those in A. The monoidal
product is given by concatenation. The associativity isomorphism, the left unit iso-
morphism, and the right unit isomorphism are all induced by identity morphisms
in A. ◇
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EXAMPLE 20.4.4 (Free G-Monoidal Category on One Object). When applied to
the discrete category with one object ∗, Theorem 20.4.1 gives an explicit descrip-
tion of the free G-monoidal categoryMCatG(∗) generated by one object. Its objects
are standard non-associative monomials in {1,∗, . . . ,∗} with n ≥ 0 copies of the
object ∗. The morphism set between two such objects is empty if they have differ-
ent numbers of copies of ∗, and is G(n) if they both have n copies of ∗. Identity
morphisms and composition are inherited from the groups G(n). The monoidal
product and the G-monoidal structure are induced by the planar operad structure
of G. The associativity isomorphism, the left unit isomorphism, and the right unit
isomorphism are all induced by the units in the groups G(n). ◇
Observe that the explicit descriptions of the free strict G-monoidal category
MCatGst(A) in Theorem 20.3.1 and of the free G-monoidal category MCatG(A) in
Theorem 20.4.1 only depend on
(i) Theorem 18.3.1, which is an operadic interpretation of Mac Lane’s Coher-
ence Theorem for monoidal categories, and
(ii) Theorem 19.2.1, which is the first form of coherence for G-monoidal cate-
gories.
We now use these explicit descriptions of MCatGst(A) and MCatG(A) to give alter-
native proofs of Theorem 20.2.3 and Theorem 20.3.6.
THEOREM 20.4.5 (= Theorem 20.2.3). For each small category A, the strict G-
monoidal functor
MCatG(A) ΛGA // MCatGst(A)
in (20.2.2) is an equivalence of categories.
PROOF. We check directly that this functor is essentially surjective on objects,
and is full and faithful on morphism sets. There is an equality
ΛGA = π S○ A
with
π ∶MCatG // MCatGst
the morphism of 1-colored symmetric operads in Proposition 19.3.6(3). In terms
of the descriptions of MCatGst(A) in Theorem 20.3.1 and of MCatG(A) in Theorem
20.4.1, π
S○ A sends an object p(1, a) in MCatG(A) to the object a in MCatGst(A). So
this functor is surjective on object sets.
For each pair of objects p(1, a) and q(1, a′) in MCatG(A), if ∣a∣ /= ∣a′∣, then we
have the empty morphism sets
MCatG(A)(p(1, a); q(1, a′)) = ∅ =MCatGst(A)(a; a′).
On the other hand, if ∣a∣ = ∣a′∣ = n, then both morphism sets are equal to
{(σ;{ fi}ni=1) ∈ G(n)×
n∏
i=1
A(ai, a′σ(i))}
with ΛGA the identity assignment. So the functor Λ
G
A is full and faithful. 
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REMARK 20.4.6. The benefit of the previous proof is that it does not use the
fact from [JS93] (Theorem 1.2) that the strict monoidal functor
MCat(A) ΛPA // MCatst(A) ,
from the free monoidal category generated by A to the free strict monoidal cate-
gory generated by A, is an equivalence of categories. On the other hand, the orig-
inal proof of Theorem 20.2.3 is more conceptual and does not require an explicit
computation ofMCatG(A) andMCatGst(A). ◇
THEOREM 20.4.7 (= Theorem 20.3.6). For each set A of objects, the composite func-
tor
MCatG(A) ΛGA // MCatGst(A) π // MCatGst(∗)
is faithful.
PROOF. Since A is a discrete category, for each pair of objects p(1, a) and
q(1, a′) in MCatG(A)with ∣a∣ = ∣a′∣ = n, there is the morphism set
MCatG(A)(p(1, a); q(1, a′)) = {σ ∈ G(n) ∶ σa = a′}.
Using the description ofMCatGst(∗) in Example 20.3.4, the functor πΛGA sends such
a morphism σ to σ ∈ G(n). So πΛGA is injective on each morphism set. 

CHAPTER 21
Braided and Symmetric Monoidal Categories
Recall from Definition 18.1.1 that a monoidal category is a category equipped
with a multiplication ⊗ and a unit object 1, as well as an associativity isomor-
phism, a left unit isomorphism, and a right unit isomorphism that satisfy the unity
axioms and the pentagon axiom. A braided monoidal category is a monoidal cat-
egory equipped with a natural braiding
X⊗Y ξX,Y
≅
// Y ⊗X
that satisfies some appropriate axioms. Braided monoidal categories arise natu-
rally in the representation theory of quantum groups and in knot invariants; see,
for example, [CP95, Dri88, Kas95, Sav09, Str07]. A symmetric monoidal category
is a braided monoidal category whose braiding is an involution.
In this chapter, we observe that the concept of a G-monoidal category in Def-
inition 19.1.12 restricts to (i) a braided monoidal category when G is the braid
group operad B and (ii) a symmetric monoidal category when G is the symmetric
group operad S. The analogous statements for G-monoidal functors in Definition
19.4.2 are also true. As a result, the coherence results for G-monoidal categories
in Chapter 20 restrict to coherence results for braided monoidal categories and for
symmetric monoidal categories.
In Section 21.1 we show that a B-monoidal category is exactly a small braided
monoidal category with general associativity isomorphism, left/right unit isomor-
phisms, and braiding. The B-monoidal category operad MCatB, whose algebras
are by definition B-monoidal categories, is more general than Fresse’s unitary
parenthesized braid operad, whose algebras are small braided monoidal cate-
gories with a strict monoidal unit. See Remark 21.1.14 for a more detailed dis-
cussion of the relationship between the B-monoidal category operad and Fresse’s
unitary parenthesized braid operad. It is also observed that a strict B-monoidal
category is exactly a small strict braided monoidal category.
In Section 21.2 we observe that a B-monoidal functor is exactly a braided
monoidal functor. We note that our braided monoidal functors are lax in gen-
eral; i.e., their structure morphisms are not required to be isomorphisms. Braided
monoidal functors with invertible structure morphisms are said to be strong; these
are what Joyal and Street [JS93] called braided tensor functors. It is also observed
that a strong/strict B-monoidal functor is exactly a strong/strict braidedmonoidal
functor.
In Section 21.3we recover known coherence results for braidedmonoidal cate-
gories by restricting the coherence results in Chapter 20 to the braid group operad
B. This is possible by the results in Section 21.1 and Section 21.2. The first coher-
ence result says that every small braided monoidal category can be strictified via
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an adjoint equivalence of strong braided monoidal functors. The free analogue
of this coherence result says that the free braided monoidal category generated
by a small category can be strictified to its free strict braided monoidal category
via a strict braided monoidal equivalence. Another coherence result says that,
in the free braided monoidal category generated by a set of objects, a diagram is
commutative if and only if composites with the same (co)domain have the same
underlying braids.
In the remaining sections of this chapter, we obtain analogous results for sym-
metric monoidal categories. In Section 21.4we observe that (strict) S-monoidal cat-
egories, where S is the symmetric group operad, are exactly small (strict) symmet-
ric monoidal categories. In Section 21.5 we show that (strong/strict) S-monoidal
functors are exactly (strong/strict) symmetric monoidal functors. In Section 21.6
we recover known coherence results for symmetric monoidal categories by re-
stricting the coherence results in Chapter 20 to the symmetric group operad S.
21.1. Braided Monoidal Categories are B-Monoidal Categories
The purpose of this section is to observe that for the braid group operad B
in Definition 5.2.6, B-monoidal categories in the sense of Definition 19.1.12 (i.e.,
MCatB-algebras) are exactly small braided monoidal categories in the usual sense.
What we call a braided monoidal category is what Joyal and Street [JS93] called a
braided tensor category.
DEFINITION 21.1.1. A braided monoidal category is a pair (M, ξ) in which:
● (M,⊗,1, α,λ, ρ) is a monoidal category as in Definition 18.1.1.
● ξ is a natural isomorphism
(21.1.2) X⊗Y ξX,Y
≅
// Y ⊗X
for objects X,Y ∈M, called the braiding.
This data is required to satisfy the following axioms.
Unit Axiom: The diagram
(21.1.3) X⊗1
ρ

ξX,1
//
1⊗X
λ

X X
is commutative for all objects X ∈M.
Hexagon Axioms: The following two hexagon diagrams are required to be com-
mutative for objects X,Y,Z ∈M.
(21.1.4) (Y⊗X)⊗Z α // Y ⊗ (X⊗ Z)
IdY⊗ξX,Z
!!❉
❉❉
❉❉
❉❉
❉
(X⊗Y)⊗Z
ξX,Y⊗IdZ
==③③③③③③③③
α
!!❉
❉❉
❉❉
❉❉
❉
Y⊗ (Z⊗X)
X⊗ (Y ⊗Z) ξX,Y⊗Z // (Y ⊗Z)⊗X
α
==③③③③③③③③
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(21.1.5) X⊗ (Z⊗Y) α−1 // (X⊗ Z)⊗Y
ξX,Z⊗IdY
!!❉
❉❉
❉❉
❉❉
❉
X⊗ (Y⊗ Z)
IdX⊗ξY,Z
==③③③③③③③③
α−1 !!❉
❉❉
❉❉
❉❉
❉
(Z⊗X)⊗Y
(X⊗Y)⊗Z ξX⊗Y,Z // Z⊗ (X ⊗Y)α
−1
==③③③③③③③③
A braided monoidal category is said to be strict if the underlying monoidal cate-
gory is strict.
INTERPRETATION 21.1.6. Oneway tomake sense of the two hexagon diagrams
(21.1.4) and (21.1.5) is to interpret them as braids (i.e., elements in the braid group
B3), with the braiding ξ interpreted as the generator s1 in the braid group B2. The
reader may wish to refer to Section 5.1 for a brief discussion of braids.
For example, ignoring the associativity isomorphism α for the moment, the
first hexagon diagram (21.1.4) corresponds to the braid
X Y Z
in B3, in which the two strings labeled by Y and Z cross over the string labeled by
X. Similarly, the second hexagon diagram (21.1.5) corresponds to the braid
X Y Z
in which the string labeled by Z crosses over the two strings labeled by Y and X.◇
Next is the main result of this section, in which B-monoidal categories (i.e.,
MCatB-algebras) are identified with small braided monoidal categories.
THEOREM 21.1.7. For each small category, the following two structures are equiva-
lent:
(i) A B-monoidal category structure for the braid group operad B.
(ii) A braided monoidal category structure.
PROOF. Suppose (A, ξ) is a small braidedmonoidal category with underlying
monoidal category (A,⊗,1, α,λ, ρ) and braiding ξ. To show that (A, ξ) defines a
B-monoidal category, we use Theorem 19.2.1 with G = B. In other words, for each
isomorphism σ ∈MCatB(n)(p, q), we need to
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(1) define the B-monoidal structure isomorphism
p(1, a) = p(1, a1, . . . , an) σ∗≅ // q(1, a1, . . . , an) = q(1, a) ∈ A
in (19.2.2) for objects a1, . . . , an ∈ A, and
(2) check the five conditions there.
In the rest of this proof, we call an isomorphism in A canonical if it is a categor-
ical composite of iterated monoidal products of identity morphisms, α, λ, ρ, ξ,
and their inverses. We will define the B-monoidal structure isomorphism σ∗ as a
canonical isomorphism.
First we claim that there exists at least one canonical isomorphism from the
object p(1, a) to the object q(1, a). To see this, note that the braid σ ∈ Bn satisfies
σ = τqτ−1p as in Definition 19.1.2. This implies the equality
(21.1.8) σ = τqstτ−1pst ∈ Sn,
where pst is the standard non-associative monomial obtained from p by removing
all instances of x0’s and likewise for qst. The braid σ ∈ Bn can be written non-
uniquely as a finite product
(21.1.9) σ = sǫkik ⋯s
ǫ1
i1
∈ Bn
with each si j ∈ Bn a generating braid, 1 ≤ ij ≤ n − 1, and each ǫj ∈ {1,−1}.
We define the B-monoidal structure isomorphism σ∗ as the composite
(21.1.10) p(1, a) σ∗
≅
//
up

q(1, a)
pst(a)
α1

qst(a)
u−1q
OO
p1st(a)
c
ǫ1
i1

p2kst (a)
αk+1
OO
p2st(a) α2 // ⋯
c
ǫk−1
ik−1 // p2k−2st (a) αk // p2k−1st (a)
c
ǫk
ik
OO
of canonical isomorphisms in A defined as follows.
● up and uq are the unique canonical isomorphisms involving only Id, λ,
and ρ that are guaranteed by the Coherence Theorem for monoidal cate-
gories [Mac98] (VII.2 Corollary). Each of these two morphisms removes
all copies of the monoidal unit 1 corresponding to the x0’s.
● p1st is obtained from pst by rearranging the parentheses such that the i1th
and the (i1 + 1)st variables, counting from the left, are within an inner-
most pair of parentheses.
● The isomorphism α1 is the unique canonical isomorphism involving only
Id and α±1 guaranteed by the Coherence Theorem for monoidal cate-
gories.
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● The canonical isomorphism cǫ1
i1
is the monoidal product
(21.1.11) c
ǫ1
i1
= Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i1−1
⊗ξǫ1 ⊗ Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i1−1
corresponding to the braid group generator s
ǫ1
i1
∈ Bn in (21.1.9) with:
– i1 − 1 (resp., n − i1 − 1) instances of the identity morphism to the left
(resp., right) of ξǫ1 ;
– the same parenthesization as p1st(a);
– p2st obtained from p
1
st by switching the i1th and the (i1 + 1)st vari-
ables, counting from the left.
● The canonical isomorphisms
p2st(a) α2 // p3st(a)
c
ǫ2
i2 // p4st(a)
are defined as in the previous case (cǫ1i1 , α1), starting with p2st(a) and using
the index i2 instead of i1. Inductively, this defines αj and c
ǫj
i j
for 1 ≤ j ≤ k.
● Because of (21.1.8), p2kst and qst differ only by the arrangement of the
parentheses. The isomorphism αk+1 is once again the unique canonical
isomorphism involving only Id and α±1 guaranteed by the Coherence
Theorem for monoidal categories.
By construction, σ∗ is a canonical isomorphism, which is natural in the objects
a1, . . . , an.
Next we check that σ∗ is independent of the choices in its construction. For
a given decomposition (21.1.9) of σ ∈ Bn in terms of the braid group generators,
the canonical isomorphism σ∗ in (21.1.10) is unique by the Coherence Theorem
for monoidal categories, the unit axiom for the braiding ξ, and the two hexagon
diagrams (21.1.4) and (21.1.5). It remains to check that, for each braid relation in
Definition 5.1.1, the two sides induce the same canonical isomorphism. For the
same reason as two sentences before, for this part of the proof, we may even (i)
assume that A is a strictmonoidal category and (ii) ignore the monoidal unit.
For the first braid relation, suppose 1 ≤ i, j ≤ n− 1 with ∣i − j∣ ≥ 2. Then both sisj
and sjsi induce the canonical isomorphism
Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
⊗ξ ⊗ Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
j−i−2
⊗ξ ⊗ Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−j−1
if j − i ≥ 2, and similarly if i − j ≥ 2.
The second braid relation says
sisi+1si = si+1sisi+1
for 1 ≤ i ≤ n − 2. In the induced canonical isomorphisms, we are only concerned
about the three consecutive objects starting from the ith object, since the identity
morphisms are used in all other entries. To simplify the diagram below, we call
the three relevant, consecutive objects x, y, and z (with x being the ith object),
respectively, and omit displaying the other objects and their identity morphisms.
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We must show that the outermost diagram in the diagram
x⊗ y⊗ z
Idx⊗ξy,z

ξx,y⊗Idz
//
ξx,y⊗z
&&▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲
y⊗ x⊗ z
Idy⊗ξx,z

x⊗ z⊗ y
ξx,z⊗Idy

ξx,z⊗y
&&▲▲
▲▲▲
▲▲▲
▲▲▲
▲▲▲
▲
y⊗ z⊗ x
ξy,z⊗Idx

z⊗ x ⊗ y Idz⊗ξx,y // z⊗ y⊗ x
is commutative. The two triangles are commutative by the hexagon diagram
(21.1.4). The middle parallelogram is commutative by the naturality of the braid-
ing ξ. We have shown that the canonical isomorphism σ∗ is well-defined.
Next we check the five conditions in Theorem 19.2.1 with G = B.
(i) The axiom (19.2.3) says that the associativity isomorphism in A is (id3)∗
and that the left/right unit isomorphism is (id1)∗. This is true by the
construction of σ∗.
(ii) Similarly, the categorical identity axiom (19.2.4) holds by construction.
(iii) For the categorical composition axiom (19.2.5), as above we may assume
that A is a strict monoidal category and ignore the monoidal unit. With
this reduction, the axiom (19.2.5) holds simply because, if π ∈ Bn admits
a decomposition as
π = sε lml⋯sε1m1 ∈ Bn
with 1 ≤ m1, . . . ,ml ≤ n − 1 and ε1, . . . , ε l ∈ {1,−1}, then πσ admits a de-
composition as
πσ = sε lml⋯sε1m1sǫkik ⋯s
ǫ1
i1
∈ Bn.
(iv) The equivariance condition holds because, for σ ∈ MCatB(n)(p, q) and a
permutation τ ∈ Sn, the morphism στ ∈MCatB(n)(pτ, qτ) is given by the
same braid σ by definition. So σ∗ and (στ)∗ are the same morphism.
(v) For the operadic composition axiom (19.2.6), we once again apply the
same reduction as in case (iii). The ○i-composition of braids (5.2.2) is
given by the product
σ ○i τ = σ⟨1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
,m, 1, . . . , 1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
⟩ ⋅ (id⊕i−11 ⊕ τ ⊕ id⊕n−i1 ) ∈ Bn+m−1
of a block braid induced by σ and a direct sum braid induced by τ. So the
diagram (19.2.6) is commutative by the categorical composition axiom
(19.2.5).
This shows that (A, (−)∗) is a B-monoidal category.
Conversely, suppose A is an B-monoidal category, i.e., an MCatB-algebra. By
Theorem 19.2.1, A has an underlying monoidal category. We define the braiding
(21.1.2) as
(21.1.12) a1 ⊗ a2 ξa1,a2 = (s1)∗ // a2 ⊗ a1 ∈ A
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in which
s1 ∈MCatB(2)(x1x2, x2x1)
with s1 the generating braid in B2. Nowwe check the axioms for a braidedmonoidal
category in Definition 21.1.1.
(i) The unit axiom (21.1.3) is satisfied because B1 is the trivial group, so
MCatB(1)(x1x0, x1) contains a unique morphism.
(ii) The first hexagon diagram (21.1.4) is commutative by:● the equality
(id1 ⊕ s1) ⋅ id3 ⋅ (s1 ⊕ id1) = id3 ⋅ (s1 ○2 id2) ⋅ id3 ∈ B3;
● the axioms (19.2.3), (19.2.5), and (19.2.6) in Theorem 19.2.1.
(iii) The second hexagon diagram (21.1.5) follows similarly from the equality
(s1 ⊕ id1) ⋅ id3 ⋅ (id1 ⊕ s1) = id3 ⋅ (s1 ○1 id2) ⋅ id3 ∈ B3
and Theorem 19.2.1.
Therefore, (A, ξ) is a braided monoidal category. 
REMARK 21.1.13 (Coherence for Braided Monoidal Categories). The proof of
Theorem 21.1.7 above is modelled after the proof of the Coherence Theorem for
symmetric monoidal categories in [Mac98] (XI.1 Theorem 1). Note that the previ-
ous proof did not use the Coherence Theorem for braided monoidal categories in
[JS93] Corollary 2.6. It only uses the Coherence Theorem for monoidal categories.
This is important in Section 21.3 when we recover known coherence results for
braided monoidal categories by applying Theorem 21.1.7 and restricting the co-
herence results in Chapter 20 to the braid group operad B. In other words, there is
no circularity in our claim that coherence results for G-monoidal categories restrict
to coherence results for braided monoidal categories. ◇
REMARK 21.1.14 (Fresse’s Parenthesized BraidOperad). Fresse in [Fre17] (The-
orem 6.2.4) described a 1-colored symmetric operad PaB in Cat, called the paren-
thesized braid operad, whose algebras are small braided monoidal categories with-
out monoidal units. The parenthesized braid operad can be obtained from the
B-monoidal category operadMCatB by forgetting
(i) the 0th levelMCatB(0) and
(ii) all instances of x0’s inMCatB(n) for n ≥ 1.
Fresse proved that the parenthesized braid operad is equivalent to the fundamen-
tal groupoid operad of the little 2-disc operad.
A variation of PaB is the 1-colored symmetric operad PaB+ in Cat, called the
unitary parenthesized braid operad. Its algebras are small braided monoidal cate-
gories whose monoidal units are strict with respect to the monoidal product, the
associativity isomorphism, the left and right unit isomorphisms, and the braiding,
i.e.,
λx = ρx = ξ
1,x = ξx,1 = Idx,
α
1,x,y = αx,1,y = αx,y,1 = Idx⊗y.
This symmetric operad is obtained from the parenthesized braid operad PaB by
adjoining an object at level 0, i.e., PaB+(0) = ∗.
There is a morphism π ∶ MCatB // PaB+ of 1-colored symmetric operads
in Cat that sends each standard non-associative monomial of weight 0 to ∗ in
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PaB+(0). For n ≥ 1, π sends each standard non-associative monomial p of weight
n to the strict non-associative monomial pst, as in Definition 18.2.9, associated to
p. ◇
Next is the strict analogue of Theorem 21.1.7. Wewill use the strict G-monoidal
category operadMCatGst in Definition 19.3.1 when G is the braid group operad B.
COROLLARY 21.1.15. For each small category, the following two structures are
equivalent:
(i) AnMCatBst-algebra structure.
(ii) A strict braided monoidal category structure.
PROOF. By Theorem 19.3.3 applied to G = B, an MCatBst-algebra structure on
A is equal to an MCatB-algebra structure on A whose underlying monoidal cate-
gory is strict. By Theorem 21.1.7, anMCatB-algebra structure is equal to a braided
monoidal category structure. Therefore, an MCatBst-algebra structure is exactly
a braided monoidal category structure whose underlying monoidal category is
strict. 
REMARK 21.1.16 (Earlier and Related Incarnations). The strict B-monoidal cat-
egory operad MCatBst, which encodes small strict braided monoidal categories by
Corollary 21.1.15, has appeared in the literature before.
(1) MCatBst is equal to Fresse’s unitary colored braid operad CoB+. Corollary
21.1.15 is essentially Theorem 6.2.6 in [Fre17].
(2) In Wahl’s thesis [Wah01] the strict B-monoidal category operadMCatBst is
denoted by Cβ, and Corollary 21.1.15 recovers [Wah01] Theorem 1.4.4.
(3) In Remark 19.3.5 we mentioned Gurski’s [Gur∞] categorical Borel con-
struction
Cat ∋ A ✤ // ∐
n≥0
(EG(n)) ×
G(n)
A×n
for an action operad G, in which EG(n) is the translation category of G(n).
Although the categorical Borel construction is technically different from
the strict B-monoidal category operad, they encode the same structure.
Indeed, when G is the braid group operad B, Gurski in [Gur∞] (Example
4.2) observed that the algebras over his categorical Borel construction are
small strict braided monoidal categories. ◇
21.2. BraidedMonoidal Functors are B-Monoidal Functors
The purpose of this section is to observe that, for the braid group operad B, a
B-monoidal functor in the sense of Definition 19.4.2 is exactly a braided monoidal
functor in the usual sense. The strong and strict analogues are also true. As a con-
sequence, the B-monoidal category operad MCatB is the symmetric operad in Cat
that encodes braided monoidal categories and strict braided monoidal functors.
Moreover, the B-monoidal functor operad MFunB is the 2-colored symmetric op-
erad in Cat that encodes general braidedmonoidal functors between small braided
monoidal categories.
Let us first recall the definition of a braided monoidal functor.
DEFINITION 21.2.1. Suppose M and N are braided monoidal categories. A
braided monoidal functor (F, F2, F0) ∶ M // N is a monoidal functor between the
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underlying monoidal categories that is compatible with the braidings, in the sense
that the diagram
(21.2.2) F(X)⊗ F(Y)
F2

ξFX,FY
≅
// F(Y)⊗ F(X)
F2

F(X ⊗Y) FξX,Y
≅
// F(Y⊗X)
is commutative for all objects X,Y ∈ M. A braided monoidal functor is said to be
strong (resp., strict) if the underlying monoidal functor is so.
REMARK 21.2.3. A strong braided monoidal functor–i.e., a braided monoidal
functor in which F2 and F0 are isomorphisms–is what Joyal and Street [JS93] called
a braided tensor functor. ◇
The main result of this section identifies braided monoidal functors with B-
monoidal functors for the braid group operad B.
THEOREM 21.2.4. Suppose F ∶M // N is a functor between small braided monoidal
categories. Then the following two structures on F are equivalent:
(i) A braided monoidal functor structure.
(ii) A B-monoidal functor structure.
PROOF. First note thatM and N, being small braided monoidal categories, are
B-monoidal categories by Theorem 21.1.7. The braidings in bothM andN are given
by (s1)∗ for the isomorphism
s1 ∈MCatB(2)(x1x2, x2x1)
with s1 the generating braid in the braid group B2.
Suppose F is a B-monoidal functor in the sense of Definition 19.4.2. In other
words, (F, F2, F0) ∶ M // N is a monoidal functor such that the diagram (19.4.3)
is commutative for each isomorphism σ ∈ MCatB(n)(p, q). For the isomorphism
s1 ∈ MCatB(2) as in the previous paragraph, the commutative diagram (19.4.3)
for a B-monoidal functor becomes the commutative diagram (21.2.2) for a braided
monoidal functor.
Conversely, suppose (F, F2, F0) ∶ M // N is a braided monoidal functor. For
each isomorphism σ ∈ MCatB(n)(p, q), we need to show that the diagram (19.4.3)
for a B-monoidal functor is commutative. Since F is a monoidal functor that is
compatible with the braidings, the diagram (19.4.3) is commutative when σ is the
isomorphism:
● id3 ∈ MCatB(3)((x1x2)x3, x1(x2x3)), which yields the associativity iso-
morphisms inM and N;
● id1 ∈ MCatB(1)(x0x1, x1), which yields the left unit isomorphisms in M
and N;
● id1 ∈ MCatB(1)(x1x0, x1), which yields the right unit isomorphisms in M
and N;
● s1 ∈MCatB(2)(x1x2, x2x1), which yields the braidings in M and N.
For a general isomorphism σ ∈ MCatB(n)(p, q), in each of M and N, the B-
monoidal structure isomorphism (21.1.10)
p(1, a1, . . . , an) σ∗≅ // q(1, a1, . . . , an)
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is defined as the categorical composition of monoidal products of identity mor-
phisms, the associativity isomorphism, the left unit isomorphism, the right unit
isomorphism, the braiding, and their inverses. Therefore, for each σ, the dia-
gram (19.4.3) for a B-monoidal functor factors into a ladder diagram, in which
each square is commutative by the previous paragraph. 
INTERPRETATION 21.2.5. Theorem 21.2.4 asserts that for a monoidal functor
F ∶ M // N between small braided monoidal categories, in order for the diagram
(19.4.3) to be commutative for each isomorphism in the B-monoidal category op-
erad MCatB, it is necessary and sufficient that the single diagram (21.2.2) be com-
mutative. Therefore, it is a coherence result for braided monoidal functors. ◇
Recall from Definition 19.4.2 that a G-monoidal functor is said to be strong
(resp., strict) if the underlying monoidal functor is so. The next observation is an
immediate consequence of Theorem 21.2.4.
COROLLARY 21.2.6. Suppose F ∶M // N is a functor between small braided monoidal
categories. Then the following two structures on F are equivalent:
(i) A strong (resp., strict) braided monoidal functor structure.
(ii) A strong (resp., strict) B-monoidal functor structure.
We can now identify the algebras and the algebramorphisms of theB-monoidal
category operadMCatB with well-known concepts.
COROLLARY 21.2.7. MCatB is a 1-colored symmetric operad in Cat whose:
● algebras are small braided monoidal categories;
● algebra morphisms are strict braided monoidal functors.
PROOF. This follows from Theorem 21.1.7, the G = B special case of Theorem
19.4.7, and Corollary 21.2.6. 
Next is the strict analogue.
COROLLARY 21.2.8. MCatBst is a 1-colored symmetric operad in Cat whose:
● algebras are small strict braided monoidal categories;
● algebra morphisms are strict braided monoidal functors.
PROOF. This follows from Corollary 21.1.15, the G = B special case of Proposi-
tion 19.4.9, and Corollary 21.2.6. 
For an action operad G, recall from Definition 19.5.1 the G-monoidal functor
operadMFunG.
COROLLARY 21.2.9. AnMFunB-algebra is exactly a triple (A, B, F) such that:
● A and B are small braided monoidal categories.
● F ∶ A // B is a braided monoidal functor.
PROOF. This follows from Theorem 19.5.5 applied to the braid group operad
B, Theorem 21.1.7, and Theorem 21.2.4. 
Next is the strong analogue involving the strong G-monoidal functor operad
MFunGstg in Definition 19.5.6.
COROLLARY 21.2.10. AnMFunBstg-algebra is exactly a triple (A, B, F) such that:
● A and B are small braided monoidal categories.
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● F ∶ A // B is a strong braided monoidal functor.
PROOF. This follows from Theorem 19.5.7 applied to the braid group operad
B, Theorem 21.1.7, and Corollary 21.2.6. 
REMARK 21.2.11 (Idrissi’s Parenthesized Permutations and Braids Operad).
Somewhat analogous to the strong B-monoidal functor operadMFunBstg is Idrissi’s
[Idr17] operad of parenthesized permutations and braids PaPB. It is a 2-colored sym-
metric operad in Cat for which an algebra is a triple (A, B, F) such that:
● A is a small monoidal category without monoidal unit.
● B is a small braided monoidal category without monoidal unit.
● F is a strong braided monoidal functor from B to the Drinfel’d center of
A.
There is also a unitary extension PaPB+ for which an algebra is such a triple in
which:
● A and B have monoidal units that are strict with respect to the monoidal
products, the associativity isomorphisms, the left and right unit isomor-
phisms, and the braiding in B, as in Remark 21.1.14.
● F strictly preserves the monoidal units.
Idrissi proved that the operad of parenthesized permutations and braids is equiva-
lent to the fundamental groupoid operad of Voronov’s Swiss-Cheese operad [Vor99].
The Swiss-Cheese operad is closely related to open-closed homotopy algebras
[Hoe09, KS06]. ◇
21.3. Coherence for Braided Monoidal Categories
The purpose of this section is to record several coherence statements for braided
monoidal categories by restricting the coherence results for G-monoidal categories
in Chapter 20 to the braid group operad B in Definition 5.2.6.
In the previous two sections, we proved the following results.
(1) In Theorem 21.1.7we proved thatB-monoidal categories and small braided
monoidal categories are the same thing. As we pointed out in Remark
21.1.13, the proof of Theorem 21.1.7 only uses the Coherence Theorem for
monoidal categories and not the Coherence Theorem for braidedmonoidal
categories.
(2) The strict version is Corollary 21.1.15, which says that strict B-monoidal
categories and small strict braidedmonoidal categories are the same thing.
(3) Moreover, in Theorem 21.2.4 we established the equivalence between B-
monoidal functors and braided monoidal functors, with the strong/strict
versions in Corollary 21.2.6.
Therefore, the coherence results in Chapter 20 applies to braided monoidal
categories and braided monoidal functors when G is the braid group operad B.
First is the G = B special case of Theorem 20.1.1, which says that braided monoidal
categories can always be strictified.
THEOREM 21.3.1. Suppose A is a small braided monoidal category. Then there exists
an adjoint equivalence
A
L // Ast
R
oo
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in which:
(i) Ast is a strict braided monoidal category.
(ii) Both L and R are strong braided monoidal functors.
Next is the G = B special case of Theorem 20.2.3, which provides a strictifica-
tion of a free braided monoidal category. It is called the Coherence for Braided
Tensor Categories in [JS93] Theorem 2.5.
THEOREM 21.3.2. For each small category A, the strict braided monoidal functor
MCatB(A) ΛBA // MCatBst(A)
in (20.2.2) is an equivalence of categories, whereMCatB(A) (resp.,MCatBst(A)) is the free
(strict) braided monoidal category generated by A.
The following result is the G = B special case of Theorem 20.3.6, which says
that the canonical functor from the free braided monoidal category generated by a
set of objects to the free strict braided monoidal category generated by one object
is faithful.
THEOREM 21.3.3. For each set A of objects, the composite functor
MCatB(A) ΛBA // MCatBst(A) π // MCatBst(∗)
is faithful.
Next is the G = B special case of Corollary 20.3.7, which recovers [JS93] Corol-
lary 2.6.
COROLLARY 21.3.4. For each set A of objects, a diagram in the free braided monoidal
categoryMCatB(A) generated by A is commutative if and only if composites with the same
domain and the same codomain have the same πΛBA-image inMCat
B
st(∗).
INTERPRETATION 21.3.5. Recall from Example 20.3.4, restricted to the braid
group operad B, that the free strict braided monoidal category generated by one
object, MCatBst(∗), has objects the non-negative integers {0, 1, 2, . . .}. With Bn de-
noting the nth braid group, the morphism sets are
MCatBst(∗)(m;n) =
⎧⎪⎪⎨⎪⎪⎩
∅ if m /= n;
Bn if m = n.
Using the explicit description of the composite πΛBA in the proof of Theorem 20.4.7,
it makes sense to call
πΛBA(σ) = σ ∈ Bn =MCatBst(∗)(n;n)
the underlying braid of each morphism σ ∈MCatB(A) for a set A. Therefore, Corol-
lary 21.3.4 says that, in the free braided monoidal category MCatB(A) generated
by a set A of objects, a diagram is commutative if and only if composites with the
same (co)domain have the same underlying braid. ◇
REMARK 21.3.6 (Free Strict Braided Monoidal Categories). An explicit de-
scription of the free strict braided monoidal category MCatBst(A) generated by a
small category A is given in Theorem 20.3.1 by restricting to the case G = B. This
description coincides with the one given in [JS93] Example 2.1 and Proposition
2.2. ◇
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REMARK 21.3.7 (Free Braided Monoidal Categories). Similarly, an explicit de-
scription of the free braided monoidal category MCatB(A) generated by a small
category A is given in Theorem 20.4.1. The B-monoidal category operadMCatB is
called the operad of unital parenthesized braids in [Hor17] Construction 6.3. Citing
the proof in [Fre17] 6.2.7, in [Hor17] Remark 6.5 it is briefly mentioned that the
operad of unital parenthesized braids encodes small braidedmonoidal categories,
i.e., Theorem 21.1.7. ◇
21.4. Symmetric Monoidal Categories are S-Monoidal Categories
The purpose of this section is to observe that for the symmetric group op-
erad S in Example 4.1.6, S-monoidal categories in the sense of Definition 19.1.12
(i.e.,MCatS-algebras) are exactly small symmetric monoidal categories in the usual
sense. Let us first recall the definition of a symmetric monoidal category from
[Mac98] (VII.7).
DEFINITION 21.4.1. A symmetric monoidal category is a pair (M, ξ) in which:
● M = (M,⊗,1, α,λ, ρ) is a monoidal category as in Definition 18.1.1.
● ξ is a natural isomorphism
(21.4.2) X⊗Y ξX,Y
≅
// Y ⊗X
for objects X,Y ∈M, called the symmetry isomorphism.
This data is required to satisfy the following three axioms.
Symmetry Axiom: The diagram
(21.4.3) X ⊗Y ξX,Y //
❑❑❑
❑❑❑
❑❑❑
❑
❑❑❑
❑❑❑
❑❑❑
❑ Y ⊗X
ξY,X

X ⊗Y
is commutative for all objects X,Y ∈M.
Unit Axiom: The diagram
(21.4.4) X⊗1
ρ

ξX,1
//
1⊗X
λ

X X
is commutative for all objects X ∈M.
Hexagon Axiom: The diagram
(21.4.5) X ⊗ (Z⊗Y) IdX⊗ξZ,Y // X⊗ (Y ⊗Z)
α−1
!!❉
❉❉
❉❉
❉❉
❉
(X ⊗Z)⊗Y
α
==③③③③③③③③
ξX⊗Z,Y !!❉
❉❉
❉❉
❉❉
❉
(X ⊗Y)⊗Z
Y ⊗ (X⊗ Z) α−1 // (Y⊗X)⊗Z
ξY,X⊗IdZ
==③③③③③③③③
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is commutative for all objects X,Y,Z ∈M.
REMARK 21.4.6. A symmetric monoidal category is a special kind of a braided
monoidal category. Indeed, if the braiding in a braidedmonoidal category satisfies
the symmetry axiom (21.4.3), ξ−1X,Y = ξY,X, then the first hexagon diagram (21.1.4)
implies the second hexagon diagram (21.1.5), and vice versa. Furthermore, each
of these hexagon diagrams is equivalent to the one in (21.4.5). In other words,
a symmetric monoidal category is a braided monoidal category whose braiding
satisfies the symmetry axiom (21.4.3). ◇
Recall the G-monoidal category operad MCatG from Definition 19.1.8, whose
algebras are defined as G-monoidal categories, for an action operad G. In the
next observation, we restrict to the symmetric group operad S and use the S-
monoidal category operad MCatS, whose algebras are by definition S-monoidal
categories. Theorem 19.2.1, which describes a G-monoidal category structure as a
monoidal category structure together with G-monoidal structure isomorphisms σ∗
in (19.2.2), will be used in the proof below.
THEOREM 21.4.7. For each small category, the following two structures are equiva-
lent:
(i) An S-monoidal category structure for the symmetric group operad S.
(ii) A symmetric monoidal category structure.
PROOF. We recycle the proof of Theorem 21.1.7 and only point out the nec-
essary modifications. In that proof, we first replace the braid group operad B
and the word braided with the symmetric group operad S and the word symmet-
ric, respectively. The decomposition (21.1.9) in the braid group is replaced by a
decomposition
σ = τik⋯τii ∈ Sn
with each τi j = (ij, ij + 1) ∈ Sn an adjacent transposition that permutes the two in-
dicated consecutive objects. This makes sense because the adjacent transpositions{τ1, . . . , τn−1} generate the symmetric group Sn. For each 1 ≤ j ≤ k, the canonical
isomorphism ci j in (21.1.11) now takes the form
ci j = Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i j−1
⊗ξ ⊗ Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i j−1
.
To check that the canonical isomorphism σ∗ is well-defined, we now use the
fact that the symmetric group Sn is generated by {τ1, . . . , τn−1} and is subject to
the braid relations in Definition 5.1.1 and the involution relation, τ2i = id for 1 ≤ i ≤
n− 1, which corresponds to the symmetry axiom (21.4.3).
In the second half of the proof, we replace the braid group generator s1 ∈ B2
with the non-trivial permutation τ1 = (1, 2) ∈ S2, which yields the unique mor-
phism inMCatS(2)(x1x2, x2x1). 
REMARK 21.4.8 (Fresse’s Parenthesized Symmetry Operad). Fresse in [Fre17]
(Theorem 6.3.2) described a 1-colored symmetric operad PaS in Cat, called the
parenthesized symmetry operad, whose algebras are small symmetric monoidal cat-
egories without monoidal units. The parenthesized symmetry operad can be ob-
tained from the S-monoidal category operadMCatS by forgetting
(i) the 0th levelMCatS(0) and
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(ii) all instances of x0’s inMCatS(n) for n ≥ 1.
A variation of PaS is the 1-colored symmetric operad PaS+ in Cat, called the
unitary parenthesized symmetry operad. Its algebras are small symmetric monoidal
categories whose monoidal units are strict with respect to the monoidal product,
the associativity isomorphism, the left and right unit isomorphisms, and the sym-
metry isomorphism, i.e.,
λx = ρx = ξ
1,x = ξx,1 = Idx,
α
1,x,y = αx,1,y = αx,y,1 = Idx⊗y.
This symmetric operad is obtained from the parenthesized symmetry operad PaS
by adjoining an object at level 0, i.e., PaS+(0) = ∗.
There is a morphism π ∶ MCatS // PaS+ of 1-colored symmetric operads
in Cat that sends each standard non-associative monomial of weight 0 to ∗ in
PaS+(0). For n ≥ 1, π sends each standard non-associative monomial p of weight
n to the strict non-associative monomial pst, as in Definition 18.2.9, associated to
p. ◇
We end this section with the strict analogue of Theorem 21.4.7. Recall the strict
G-monoidal category operadMCatGst in Definition 19.3.1. We will useMCat
G
st when
G is the symmetric group operad S in the following result.
COROLLARY 21.4.9. For each small category, the following two structures are equiv-
alent:
(i) AnMCatSst-algebra structure.
(ii) A strict symmetric monoidal category structure.
PROOF. By Theorem 19.3.3 applied to G = S, anMCatSst-algebra structure on A
is equal to anMCatS-algebra structure on A whose underlying monoidal category
is strict. By Theorem 21.4.7, an MCatS-algebra structure is equal to a symmetric
monoidal category structure. Therefore, an MCatSst-algebra structure is exactly a
symmetric monoidal category structure whose underlying monoidal category is
strict. 
REMARK 21.4.10 (Fresse’s Colored Symmetry Operad). Corollary 21.4.9 says
thatMCatSst is the 1-colored symmetric operad in Cat that encodes small strict sym-
metric monoidal categories. The symmetric operadMCatSst is equal to Fresse’s uni-
tary colored symmetry operad in [Fre17] (Theorem 6.3.3), denoted CoS+. ◇
REMARK 21.4.11 (Gurski’s Categorical Borel Construction). In Remark 19.3.5
we mentioned Gurski’s [Gur∞] categorical Borel construction
Cat ∋ A ✤ // ∐
n≥0
(EG(n)) ×
G(n)
A×n
for an action operad G, in which EG(n) is the translation category of G(n). When
G is the symmetric group operad S, Gurski in [Gur∞] (Example 4.1) observed
that the algebras over his categorical Borel construction are small strict symmetric
monoidal categories. ◇
21.5. Symmetric Monoidal Functors are S-Monoidal Functors
The purpose of this section is to observe that, for the symmetric group op-
erad S, an S-monoidal functor in the sense of Definition 19.4.2 is exactly a sym-
metric monoidal functor in the usual sense. The strong and strict analogues are
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also true. As a consequence, the S-monoidal category operad MCatS is the sym-
metric operad in Cat that encodes small symmetric monoidal categories and strict
symmetric monoidal functors. Moreover, the S-monoidal functor operadMFunS is
the 2-colored symmetric operad in Cat that encodes general symmetric monoidal
functors between small symmetric monoidal categories.
Let us first recall the definition of a symmetric monoidal functor.
DEFINITION 21.5.1. Suppose M and N are symmetric monoidal categories.
A symmetric monoidal functor (F, F2, F0) ∶ M // N is a monoidal functor between
the underlying monoidal categories that is compatible with the symmetry isomor-
phisms, in the sense that the diagram
(21.5.2) F(X)⊗ F(Y)
F2

ξFX,FY
≅
// F(Y)⊗ F(X)
F2

F(X ⊗Y) FξX,Y
≅
// F(Y⊗X)
is commutative for all objects X,Y ∈ M. A symmetric monoidal functor is said to
be strong (resp., strict) if the underlying monoidal functor is so.
REMARK 21.5.3. The definition of a symmetric monoidal functor is obtained
from that of a braided monoidal functor in Definition 21.2.1 by replacing the word
braidedwith the word symmetric. ◇
EXAMPLE 21.5.4. Suppose (M,⊗,1) is a symmetric monoidal category with all
set-indexed coproducts. Then the functor
Set
ι // M , ι(X) = ∐
x∈X
1
is a strong symmetric monoidal functor. ◇
EXAMPLE 21.5.5. The singular chain functor
CHau // Chain
Z
is a symmetric monoidal functor [Mas91] (XI.3). ◇
Next is the main result of this section, which identifies symmetric monoidal
functors with S-monoidal functors for the symmetric group operad S.
THEOREM 21.5.6. Suppose F ∶ M // N is a functor between small symmetric
monoidal categories. Then the following two structures on F are equivalent:
(i) A symmetric monoidal functor structure.
(ii) An S-monoidal functor structure.
PROOF. We reuse the proof of Theorem 21.2.4 by replacing:
● the braid group operad B by the symmetric group operad S;
● the words braided and braiding by the words symmetric and symmetry iso-
morphism, respectively;
● the isomorphism s1 ∈MCatB(2) by the isomorphism
(1, 2) ∈MCatS(2)(x1x2, x2x1)
with (1, 2) the non-trivial permutation in S2.
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
INTERPRETATION 21.5.7. Theorem 21.5.6 is a coherence result for symmetric
monoidal functors. Indeed, it asserts that for a monoidal functor F ∶ M // N
between small symmetric monoidal categories, in order for the diagram (19.4.3) to
be commutative for each isomorphism in the S-monoidal category operadMCatS,
it is necessary and sufficient that the single diagram (21.5.2) be commutative. ◇
Recall from Definition 19.4.2 that a G-monoidal functor is said to be strong
(resp., strict) if the underlying monoidal functor is so. The next observation is an
immediate consequence of Theorem 21.5.6.
COROLLARY 21.5.8. Suppose F ∶ M // N is a functor between small symmetric
monoidal categories. Then the following two structures on F are equivalent:
(i) A strong (resp., strict) symmetric monoidal functor structure.
(ii) A strong (resp., strict) S-monoidal functor structure.
We can now identify the algebras and the algebramorphisms of the S-monoidal
category operadMCatS with well-known concepts.
COROLLARY 21.5.9. MCatS is a 1-colored symmetric operad in Cat whose:
● algebras are small symmetric monoidal categories;
● algebra morphisms are strict symmetric monoidal functors.
PROOF. The assertion about algebras is Theorem 21.4.7. The assertion about
algebramorphisms follows from (i) the G = S special case of Theorem 19.4.7, which
says that MCatS-algebra morphisms are strict S-monoidal functors, and (ii) Corol-
lary 21.5.8. 
Next is the strict analogue.
COROLLARY 21.5.10. MCatSst is a 1-colored symmetric operad in Cat whose:
● algebras are small strict symmetric monoidal categories;
● algebra morphisms are strict symmetric monoidal functors.
PROOF. The assertion about algebras is Corollary 21.4.9. The assertion about
algebra morphisms follows from (i) the G = S special case of Proposition 19.4.9,
which says thatMCatSst-algebra morphisms are strict S-monoidal functors, and (ii)
Corollary 21.5.8. 
For an action operad G, recall from Definition 19.5.1 the G-monoidal functor
operadMFunG.
COROLLARY 21.5.11. AnMFunS-algebra is exactly a triple (A, B, F) such that:
● A and B are small symmetric monoidal categories.
● F ∶ A // B is a symmetric monoidal functor.
PROOF. Theorem 19.5.5 applied to the symmetric group operad S says that an
MFunS-algebra is a triple (A, B, F) such that (i) A and B are S-monoidal categories
and (ii) F ∶ A // B is an S-monoidal functor. The assertion now follows from
Theorem 21.4.7 and Theorem 21.5.6. 
Next is the strong analogue involving the strong G-monoidal functor operad
MFunGstg in Definition 19.5.6.
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COROLLARY 21.5.12. AnMFunSstg-algebra is exactly a triple (A, B, F) such that:
● A and B are small symmetric monoidal categories.
● F ∶ A // B is a strong symmetric monoidal functor.
PROOF. Theorem 19.5.7 applied to the symmetric group operad S says that an
MFunSstg-algebra is a triple (A, B, F) such that (i) A and B are S-monoidal categories
and (ii) F ∶ A // B is a strong S-monoidal functor. The assertion now follows from
Theorem 21.4.7 and Corollary 21.5.8. 
21.6. Coherence for Symmetric Monoidal Categories
The purpose of this section is to record various coherence statements for sym-
metric monoidal categories by restricting the results in Chapter 20 to the symmet-
ric group operad S in Example 4.1.6.
Recall the following statements from the previous two sections.
(1) In Theorem 21.4.7 we proved that S-monoidal categories and small sym-
metric monoidal categories are the same thing.
(2) The strict version is Corollary 21.4.9, which says that strict S-monoidal
categories and small strict symmetric monoidal categories are the same
thing.
(3) In Theorem 21.5.6 we established the equivalence between S-monoidal
functors and symmetric monoidal functors, with the strong/strict ver-
sions in Corollary 21.5.8.
Therefore, the coherence results in Chapter 20 applies to symmetric monoidal
categories and symmetric monoidal functors when G is the symmetric group op-
erad S. First is the G = S special case of Theorem 20.1.1, which says that symmetric
monoidal categories can always be strictified. This is the symmetric version of the
Coherence Theorem for monoidal categories in [Mac98] (XI.3 Theorem 1).
THEOREM 21.6.1. Suppose A is a small symmetric monoidal category. Then there
exists an adjoint equivalence
A
L // Ast
R
oo
in which:
(i) Ast is a strict symmetric monoidal category.
(ii) Both L and R are strong symmetric monoidal functors.
Next is theG = S special case of Theorem 20.2.3, which provides a strictification
of a free symmetric monoidal category.
THEOREM 21.6.2. For each small category A, the strict symmetric monoidal functor
MCatS(A) ΛSA // MCatSst(A)
in (20.2.2) is an equivalence of categories, whereMCatS(A) (resp.,MCatSst(A)) is the free
(strict) symmetric monoidal category generated by A.
The following result is the G = S special case of Theorem 20.3.6, which says
that the canonical functor from the free symmetric monoidal category generated
by a set of objects to the free strict symmetric monoidal category generated by one
object is faithful.
21.6. COHERENCE FOR SYMMETRIC MONOIDAL CATEGORIES 373
THEOREM 21.6.3. For each set A, the composite functor
MCatS(A) ΛSA // MCatSst(A) π // MCatSst(∗)
is faithful.
Next is the G = S special case of Corollary 20.3.7.
COROLLARY 21.6.4. For each set A of objects, a diagram in the free symmetric
monoidal category MCatS(A) generated by A is commutative if and only if composites
with the same domain and the same codomain have the same πΛSA-image inMCat
S
st(∗).
INTERPRETATION 21.6.5. Recall from Example 20.3.4, restricted to the sym-
metric group operad S, that the free strict symmetric monoidal category generated
by one object, MCatSst(∗), has objects the non-negative integers {0, 1, 2, . . .}. With
Sn denoting the nth symmetric group, the morphism sets are
MCatSst(∗)(m;n) =
⎧⎪⎪⎨⎪⎪⎩
∅ if m /= n;
Sn if m = n.
Using the explicit description of the composite πΛSA in the proof of Theorem 20.4.7,
it makes sense to call
πΛSA(σ) = σ ∈ Sn =MCatSst(∗)(n;n)
the underlying permutation of each morphism σ ∈ MCatS(A) for a set A. Therefore,
Corollary 21.6.4 says that, in the free symmetric monoidal categoryMCatS(A) gen-
erated by a set A of objects, a diagram is commutative if and only if composites
with the same (co)domain have the same underlying permutation. ◇
REMARK 21.6.6 (Free (Strict) Symmetric Monoidal Categories). Explicit de-
scriptions of the free strict symmetric monoidal category MCatSst(A) and of the
free symmetric monoidal categoryMCatS(A) generated by a small category A are
given in Theorem 20.3.1 and Theorem 20.4.1, respectively, by restricting to the case
G = S. ◇

CHAPTER 22
Ribbon Monoidal Categories
Recall from Definition 21.1.1 that a braided monoidal category is a monoidal
categoryM equipped with a natural braiding
X⊗Y ξX,Y
≅
// Y ⊗X
that is compatible with the associativity isomorphism, the left unit isomorphism,
and the right unit isomorphism, as expressed by the two hexagon axioms and
the unit axiom. This chapter is about ribbon monoidal categories, which are ex-
tensions of braided monoidal categories, and their coherence. Ribbon monoidal
categories are called balanced tensor categories in [JS93] and ribbon braided monoidal
categories in [Wah01]. Just like braided monoidal categories, ribbon monoidal
categories naturally arise in the representation theory of quantum groups; see
[CP95, Kas95, Str07].
A ribbon monoidal category is a braided monoidal category that is furthermore
equipped with a natural isomorphism
X
θX
≅
// X ,
called the twist, that is compatible with the monoidal unit and the braiding. The
compatibility with the monoidal unit says that the twist applied to the monoidal
unit is equal to the identity morphism. The compatibility with the braiding says
that the twist applied to a monoidal product X⊗Y is equal to the composite of the
braiding, the twist on each tensor factor, and the braiding again.
Recall the ribbon group operad R in Definition 6.2.3. Algebras over the R-
monoidal category operad MCatR in Definition 19.1.8 are called R-monoidal cat-
egories. In Section 22.1 we show that an R-monoidal category is exactly a small
ribbon monoidal category with general associativity isomorphism, left/right unit
isomorphisms, braiding, and twist. The strict variant of this result is also true and
has appeared in the literature before. In fact, the strict R-monoidal category op-
erad MCatRst is equal to Wahl’s ribbon categorical operad in [Wah01]; see Remark
22.1.7. Moreover, Gurski’s [Gur∞] categorical Borel construction, when applied to
the ribbon group operadR, has as algebras small strict ribbonmonoidal categories.
In Section 22.2 we observe that an R-monoidal functor is exactly a ribbon
monoidal functor, which is a braided monoidal functor that is compatible with the
twists. The structure morphisms of our ribbon monoidal functors are not invert-
ible in general. Ribbon monoidal functors with invertible structure morphisms
are said to be strong; these are what Joyal and Street [JS93] called balanced ten-
sor functors. We also observe that a strong/strict R-monoidal functor is exactly a
strong/strict ribbon monoidal functor.
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In Section 22.3 we recover known coherence results for ribbon monoidal cate-
gories by restricting the coherence results in Chapter 20 to the ribbon group operad
R. The first coherence result says that every small ribbon monoidal category can
be strictified via an adjoint equivalence of strong ribbon monoidal functors. The
free analogue of this coherence result says that the free ribbon monoidal category
generated by a small category can be strictified to its free strict ribbon monoidal
category via a strict ribbon monoidal equivalence. Another coherence result says
that, in the free ribbon monoidal category generated by a set of objects, a diagram
is commutative if and only if composites with the same (co)domain have the same
underlying ribbon.
22.1. RibbonMonoidal Categories are R-Monoidal Categories
The purpose of this section is to show that for the ribbon group operad R
in Definition 6.2.3, R-monoidal categories as in Definition 19.1.12 (i.e., MCatR-
algebras) are exactly small ribbon monoidal categories. The strict version is also
true. Let us first recall the definition of a ribbon monoidal category, which is what
Joyal and Street [JS93] called a balanced tensor category.
DEFINITION 22.1.1. A ribbon monoidal category is a pair (M, θ) in which:
● (M,⊗,1, α,λ, ρ, ξ) is a braided monoidal category as in Definition 21.1.1.
● θ is a natural isomorphism
(22.1.2) X
θX
≅
// X
for objects X ∈M, called the twist.
This data is required to satisfy the following two axioms.
Identity Axiom: θ
1
= Id
1
∶ 1 ≅ // 1.
Pair Twisting Axiom: The diagram
(22.1.3) X ⊗Y θX⊗Y //
ξX,Y

X⊗Y
Y ⊗X θY⊗θX // Y⊗X
ξY,X
OO
is commutative for all objects X,Y ∈M.
A ribbon monoidal category is strict if the underlying monoidal category is strict.
INTERPRETATION 22.1.4. One may visualize the twist θX as a strip
θX =
X
X
labeled by an object X with a full 2π twist. This twisted strip is the generator r1 in
the first ribbon group R1; see Example 6.1.6.
The pair twisting axiom (22.1.3) may be visualized as the picture below.
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=
X Y
X Y
X Y
X Y
The left-hand side represents the twist θX⊗Y, with two side-by-side strips labeled
by X and Y undergoing a full 2π twist. Considering the effects on the two individ-
ual strips, this can also be achieved as the picture on the right-hand side, which
represents the composite
ξY,X ○ (θY ⊗ θX) ○ ξX,Y
in the pair twisting axiom (22.1.3). ◇
Next is the main result of this section, in which R-monoidal categories (i.e.,
MCatR-algebras) are identified with small ribbon monoidal categories.
THEOREM 22.1.5. For each small category, the following two structures are equiva-
lent:
(i) An R-monoidal category structure for the ribbon group operad R.
(ii) A ribbon monoidal category structure.
PROOF. We recycle the proof of Theorem 21.1.7 and point out the necessary
modifications. First we replace the braid group operad B with the ribbon group
operad R.
In the first half of the proof, we suppose (A, θ) is a ribbon monoidal category,
and we want to define an R-monoidal category structure on it. For each isomor-
phism σ ∈MCatR(n)(p, q), we consider a decomposition
σ = rǫk
ik
⋯rǫ1
i1
∈ Rn
with each ri j ∈ Rn a generating ribbon as in Interpretation 6.1.3, 1 ≤ ij ≤ n, and
each ǫj ∈ {1,−1}. Recall that the generating ribbons {r1, . . . , rn−1} satisfy the braid
relations in Definition 5.1.1. In the rest of the proof, for n ≥ 2 and 1 ≤ i ≤ n − 1, the
generating ribbon ri ∈ Rn plays the role of the generating braid si ∈ Bn in the proof
of Theorem 21.1.7.
A canonical isomorphism is also allowed to involve the twist θ and its inverse.
In the definition of the canonical isomorphism σ∗ in (21.1.10), whenever ij = n in
the above decomposition of σ for some 1 ≤ j ≤ k, we modify its construction as
follows.
● αj ∶ p2j−2st // p2j−1st is the identity morphism.
● cǫj
i j
in (21.1.11) is now the monoidal product
c
ǫj
i j
= Id⊗⋯⊗ Id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−1
⊗θǫ1 .
To check that σ∗ is well-defined, we also need to check that the two sides of the
generating relation (6.1.4)
rn−1rnrn−1rn = rnrn−1rnrn−1 ∈ Rn
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induce the same canonical isomorphism. Since we are only concerned about two
consecutive objects, with the identity morphisms in all other entries, it is sufficient
to show that the outermost diagram in the diagram
x⊗ y
ξx,y

Idx⊗θy
// x⊗ y ξx,y // y⊗ x
Idy⊗θx

y⊗ x
Idy⊗θx

θy⊗θx //
θy⊗Idx❤❤❤❤❤❤❤❤❤
44❤❤❤❤❤❤❤❤❤
y⊗ x
ξy,x

y⊗ x
ξy,x
//
θy⊗Idx❤❤❤❤❤❤❤❤❤
44❤❤❤❤❤❤❤❤❤
x⊗ y
Idx⊗θy
// x⊗ y
is commutative. The upper-left and lower-right triangles are commutative by the
naturality of the braiding ξ. The other two triangles are commutative by the natu-
rality of the monoidal product.
In the second half of the proof, given an R-monoidal category A, we first equip
A with the structure of a braided monoidal category as in the second half of the
proof of Theorem 21.1.7, with the generating ribbon r1 ∈ R2 playing the role of the
generating braid s1 ∈ B2. Next we define the twist in A as the R-monoidal structure
isomorphism
x
θx = (r1)∗ // x ∈ A
in which
r1 ∈MCatR(1)(x1, x1)
with r1 the generating ribbon in R1.
Now we check the axioms of a ribbon monoidal category in A.
● The identity axiom–i.e., θ
1
= Id
1
–is satisfied because the morphism set
MCatR(0)(x0, x0) contains only the identity morphism, since the 0th rib-
bon group R0 is the trivial group.
● The pair twisting axiom (22.1.3) follows from the equality
r1 ○1 id2 = r1 ⋅ (r1 ⊕ r1) ⋅ r1 ∈ R2,
which is true because the two sides are equal as braid on two strips as
explained in Interpretation 22.1.4. In the above equality, in the direct sum
r1 ⊕ r1 and on the left-hand side, each copy of r1 ∈ R1 is the generating
ribbon, which corresponds to the twist in A. The other two r1’s on the
right-hand side are the generating ribbon r1 ∈ R2, which yields the braid-
ing in A.
Therefore, A has the structure of a ribbon monoidal category. 
Next is the strict analogue of Theorem 22.1.5. Wewill use the strict G-monoidal
category operadMCatGst in Definition 19.3.1 when G is the ribbon group operad R.
COROLLARY 22.1.6. For each small category, the following two structures are equiv-
alent:
(i) AnMCatRst-algebra structure.
(ii) A strict ribbon monoidal category structure.
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PROOF. By Theorem 19.3.3 applied to G = R, an MCatRst-algebra structure on
A is equal to an MCatR-algebra structure on A whose underlying monoidal cat-
egory is strict. By Theorem 22.1.5, an MCatR-algebra structure is equal to a rib-
bon monoidal category structure. Therefore, an MCatRst-algebra structure is ex-
actly a ribbon monoidal category structure whose underlying monoidal category
is strict. 
REMARK 22.1.7 (Earlier and Related Incarnations). The strict R-monoidal cate-
gory operadMCatRst in Corollary 22.1.6, which encodes small strict ribbonmonoidal
categories, has appeared in the literature before.
(1) MCatRst is equal toWahl’s ribbon categorical operad CRβ in [Wah01] Example
1.2.9. Corollary 22.1.6 recovers [Wah01] Theorem 1.4.7.
(2) When G is the ribbon group operad R, Gurski in [Gur∞] (Example 4.2)
mentioned that the algebras over his categorical Borel construction are
small strict ribbon monoidal categories. ◇
22.2. RibbonMonoidal Functors are R-Monoidal Functors
The purpose of this section is to observe that, for the ribbon group operadR, an
R-monoidal functor in the sense of Definition 19.4.2 is exactly a ribbon monoidal
functor in the usual sense. The strong and strict analogues are also true. As a
consequence, the R-monoidal category operad MCatR is the symmetric operad in
Cat that encodes ribbon monoidal categories and strict ribbon monoidal functors.
Moreover, the R-monoidal functor operad MFunR is the 2-colored symmetric op-
erad in Cat that encodes general ribbon monoidal functors between small ribbon
monoidal categories.
Let us first recall the definition of a ribbon monoidal functor.
DEFINITION 22.2.1. Suppose M and N are ribbon monoidal categories. A rib-
bon monoidal functor (F, F2, F0) ∶M // N is a monoidal functor between the under-
lying monoidal categories that is compatible with:
(i) the braidings in the sense of (21.2.2);
(ii) the twists in the sense of the equality
F(θX) = θF(X) ∶ F(X) // F(X)
for objects X ∈M.
A ribbon monoidal functor is said to be strong (resp., strict) if the underlying
monoidal functor is so.
REMARK 22.2.2. A ribbon monoidal functor forgets to a braided monoidal
functor between the underlying braided monoidal categories. A strong ribbon
monoidal functor–i.e., a ribbonmonoidal functor with F2 and F0 invertible–is what
Joyal and Street [JS93] called a balanced tensor functor. ◇
The main result of this section identifies ribbon monoidal functors with R-
monoidal functors for the ribbon group operad R.
THEOREM 22.2.3. Suppose F ∶M // N is a functor between small ribbon monoidal
categories. Then the following two structures on F are equivalent:
(i) A ribbon monoidal functor structure.
(ii) An R-monoidal functor structure.
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PROOF. We reuse the proof of Theorem 21.2.4 and point out the necessary
modifications. For an R-monoidal functor F, the commutative diagram (19.4.3) for
the isomorphism
r1 ∈MCatR(2)(x1x2, x2x1)
gives the commutative diagram (21.2.2). On the other hand, for the isomorphism
r1 ∈MCatR(1)(x1, x1),
the commutative diagram (19.4.3) gives the equality F(θX) = θF(X).
In the second half of the proof, we note that each ribbon monoidal functor is
compatible with the associativity isomorphisms, the left/right unit isomorphisms,
the braidings, and the twists. For each isomorphism σ ∈MCatR, by the construction
of σ∗ in the proof of Theorem 22.1.5, the diagram (19.4.3) factors into a ladder
diagram, in which each square is commutative by the previous sentence. 
INTERPRETATION 22.2.4. Theorem 22.2.3 asserts that for a monoidal functor
F ∶ M // N between small ribbon monoidal categories, in order for the diagram
(19.4.3) to be commutative for each isomorphism in the R-monoidal category op-
erad MCatR, it is necessary and sufficient that (i) the diagram (21.2.2) be commu-
tative and (ii) F(θX) = θF(X) for each object X ∈ M. So it is a coherence result for
ribbon monoidal functors. ◇
Recall from Definition 19.4.2 that a G-monoidal functor is said to be strong
(resp., strict) if the underlying monoidal functor is so. The next observation is an
immediate consequence of Theorem 22.2.3.
COROLLARY 22.2.5. For a functor F ∶ M // N between small ribbon monoidal
categories, the following two structures on F are equivalent:
(i) A strong (resp., strict) ribbon monoidal functor structure.
(ii) A strong (resp., strict) R-monoidal functor structure.
We can now identify the algebras and the algebramorphisms of the R-monoidal
category operadMCatR with well-known concepts.
COROLLARY 22.2.6. MCatR is a 1-colored symmetric operad in Cat whose:
● algebras are small ribbon monoidal categories;
● algebra morphisms are strict ribbon monoidal functors.
PROOF. This follows from Theorem 22.1.5, the G = R special case of Theorem
19.4.7, and Corollary 22.2.5. 
Next is the strict analogue.
COROLLARY 22.2.7. MCatRst is a 1-colored symmetric operad in Cat whose:
● algebras are small strict ribbon monoidal categories;
● algebra morphisms are strict ribbon monoidal functors.
PROOF. This follows from Corollary 22.1.6, the G = R special case of Proposi-
tion 19.4.9, and Corollary 22.2.5. 
For an action operad G, recall from Definition 19.5.1 the G-monoidal functor
operadMFunG.
COROLLARY 22.2.8. AnMFunR-algebra is exactly a triple (A, B, F) such that:
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● A and B are small ribbon monoidal categories.
● F ∶ A // B is a ribbon monoidal functor.
PROOF. This follows from Theorem 19.5.5 applied to the ribbon group operad
R, Theorem 22.1.5, and Theorem 22.2.3. 
Next is the strong analogue involving the strong G-monoidal functor operad
MFunGstg in Definition 19.5.6.
COROLLARY 22.2.9. AnMFunRstg-algebra is exactly a triple (A, B, F) such that:
● A and B are small ribbon monoidal categories.
● F ∶ A // B is a strong ribbon monoidal functor.
PROOF. This follows from Theorem 19.5.7 applied to the ribbon group operad
R, Theorem 22.1.5, and Corollary 22.2.5. 
22.3. Coherence for Ribbon Monoidal Categories
The purpose of this section is to record several coherence statements for ribbon
monoidal categories by restricting the coherence results for G-monoidal categories
in Chapter 20 to the ribbon group operad R in Definition 6.2.3.
In the previous two sections, we proved the following results.
(1) In Theorem 22.1.5 we observed that R-monoidal categories and small rib-
bon monoidal categories are the same thing.
(2) The strict version is Corollary 22.1.6, which says that strict R-monoidal
categories and small strict ribbonmonoidal categories are the same thing.
(3) In Theorem 22.2.3 we established the equivalence between R-monoidal
functors and ribbon monoidal functors, with the strong/strict versions in
Corollary 22.2.5.
Therefore, the coherence results in Chapter 20 applies to ribbon monoidal cat-
egories and ribbon monoidal functors when G is the ribbon group operad R. First
is the G = R special case of Theorem 20.1.1, which says that ribbon monoidal cate-
gories can always be strictified.
THEOREM 22.3.1. Suppose A is a small ribbon monoidal category. Then there exists
an adjoint equivalence
A
L // Ast
R
oo
in which:
(i) Ast is a strict ribbon monoidal category.
(ii) Both L and R are strong ribbon monoidal functors.
Next is the G = R special case of Theorem 20.2.3, which provides a strictifica-
tion of a free ribbon monoidal category. It is called the Coherence for Balanced
Tensor Categories in [JS93] Theorem 6.2.
THEOREM 22.3.2. For each small category A, the strict ribbon monoidal functor
MCatR(A) ΛRA // MCatRst(A)
in (20.2.2) is an equivalence of categories, whereMCatR(A) (resp.,MCatRst(A)) is the free
(strict) ribbon monoidal category generated by A.
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The following result is the G = R special case of Theorem 20.3.6, which says
that the canonical functor from the free ribbon monoidal category generated by a
set of objects to the free strict ribbon monoidal category generated by one object is
faithful.
THEOREM 22.3.3. For each set A of objects, the composite functor
MCatR(A) ΛRA // MCatRst(A) π // MCatRst(∗)
is faithful.
Next is the G = R special case of Corollary 20.3.7, which recovers [JS93] Corol-
lary 6.3.
COROLLARY 22.3.4. For each set A of objects, a diagram in the free ribbon monoidal
category MCatR(A) generated by A is commutative if and only if composites with the
same domain and the same codomain have the same πΛRA-image inMCat
R
st(∗).
INTERPRETATION 22.3.5. Recall from Example 20.3.4, restricted to the ribbon
group operad R, that the free strict ribbon monoidal category generated by one
object, MCatRst(∗), has objects the non-negative integers {0, 1, 2, . . .}. With Rn de-
noting the nth ribbon group, the morphism sets are
MCatRst(∗)(m;n) =
⎧⎪⎪⎨⎪⎪⎩
∅ if m /= n;
Rn if m = n.
Using the explicit description of the composite πΛRA in the proof of Theorem 20.4.7,
it makes sense to call
πΛRA(σ) = σ ∈ Rn =MCatRst(∗)(n;n)
the underlying ribbon of eachmorphism σ ∈MCatR(A) for a set A. Therefore, Corol-
lary 22.3.4 says that, in the free ribbon monoidal categoryMCatR(A) generated by
a set A of objects, a diagram is commutative if and only if composites with the
same (co)domain have the same underlying ribbon. ◇
REMARK 22.3.6 (Free (Strict) Ribbon Monoidal Categories). An explicit de-
scription of the free strict ribbon monoidal category MCatRst(A) generated by a
small category A is given in Theorem 20.3.1 by restricting to the case G = R. This
description coincides with the one given in [JS93] Example 6.4 and Proposition 6.1.
Similarly, an explicit description of the free ribbon monoidal category MCatR(A)
generated by a small category A is given in Theorem 20.4.1. ◇
CHAPTER 23
Coboundary Monoidal Categories
This chapter is about another variation of braided monoidal categories called
coboundarymonoidal categories, and their coherence. Whereas a ribbonmonoidal
category is a braided monoidal category with the extra structure of a twist, a
coboundary monoidal category does not have an underlying braided monoidal
category. A coboundary monoidal category is a monoidal category equipped with a
natural isomorphism
X ⊗Y ξX,Y
≅
// Y ⊗X ,
called the commutor, that satisfies the symmetry axiom and the unit axiom of a
symmetric monoidal category, and that is compatible with the associativity iso-
morphism in the form of the cactus axiom (23.1.4).
Coboundary monoidal categories were first introduced by Drinfel’d [Dri90],
who showed that the category of representations of a coboundary Hopf algebra is
a coboundary monoidal category. Furthermore, Henrique and Kamnitzer [HK06]
(Theorem 6) showed that the category of crystals of a finite dimensional complex
reductive Lie algebra is a coboundary monoidal category. The reader is referred
to [Sav09] for a survey of coboundary monoidal categories in the representation
theory of quantum groups and crystals.
In Section 23.1we prove a few preliminary results about coboundarymonoidal
categories that are needed in the subsequent section. These preliminary results say
that each coboundary monoidal category is equipped with natural isomorphisms
acting on multiple monoidal products that behave like the generating cacti in the
cactus groups. In particular, they satisfy categorical analogues of the involution
axiom and the containment axiom in Definition 7.1.5.
Recall from Definition 7.4.5 the cactus group operad Cac. Algebras over the
Cac-monoidal category operad MCatCac are called Cac-monoidal categories. In
Section 23.2 we observe that Cac-monoidal categories are exactly small cobound-
ary monoidal categories with general associativity isomorphism, left/right unit
isomorphisms, and commutor. The strict version is also true. In Section 23.3
we identify (strong/strict) Cac-monoidal functors with (strong/strict) cobound-
ary monoidal functors, which are defined exactly like braided monoidal functors.
In Section 23.4 we obtain several coherence results for coboundary monoidal
categories by restricting the coherence results in Chapter 20 to the cactus group
operad Cac. The first coherence result says that every small coboundary monoidal
category can be strictified via an adjoint equivalence consisting of strong cobound-
arymonoidal functors. The free analogue of this coherence result says that the free
coboundary monoidal category generated by a small category can be strictified
to its free strict coboundary monoidal category via a strict coboundary monoidal
equivalence. Another coherence result says that, in the free coboundary monoidal
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category generated by a set of objects, a diagram is commutative if and only if
composites with the same (co)domain have the same underlying cactus.
23.1. Natural Actions on Coboundary Monoidal Categories
The purposes of this section are (i) to recall the definition of a coboundary
monoidal category and (ii) to obtain some preliminary results about them that are
needed in the proof in the next section that identifies small coboundary monoidal
categories with Cac-monoidal categories. These results, Propositions 23.1.20 and
23.1.23, say that each coboundary monoidal category is equipped with natural
isomorphisms acting on multiple monoidal products that behave like the gener-
ating cacti in the cactus groups. Let us first recall the definition of a coboundary
monoidal category, called a coboundary category in [Dri90, HK06].
DEFINITION 23.1.1. A coboundary monoidal category is a pair (M, ξ) in which:
● (M,⊗,1, α,λ, ρ) is a monoidal category as in Definition 18.1.1.
● θ is a natural isomorphism
(23.1.2) X⊗Y ξX,Y
≅
// Y ⊗X
for objects X,Y ∈M, called the commutor.
This data is required to satisfy the following three axioms.
Symmetry Axiom: The diagram
(23.1.3) X ⊗Y ξX,Y //
❑❑❑
❑❑❑
❑❑❑
❑
❑❑❑
❑❑❑
❑❑❑
❑ Y ⊗X
ξY,X

X ⊗Y
is commutative for all objects X,Y ∈M.
Unit Axiom: The diagram
X⊗1
ρ

ξX,1
//
1⊗X
λ

X X
is commutative for all objects X ∈M.
Cactus Axiom: The diagram
(23.1.4) (X⊗Y)⊗ Z ξX,Y⊗IdZ //
α

(Y⊗X)⊗ Z ξY⊗X,Z // Z⊗ (Y ⊗X)
X⊗ (Y⊗ Z) IdX⊗ξY,Z // X⊗ (Z⊗Y) ξX,Z⊗Y // (Z⊗Y)⊗X
α
OO
is commutative for all objects X,Y,Z ∈M.
A coboundary monoidal category is strict if the underlying monoidal category is
strict.
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INTERPRETATION 23.1.5. Regarding each object as an interval, one can think
of the commutor ξX,Y as permuting two consecutive intervals X and Y. Ignoring
the associativity isomorphism for the moment, the cactus axiom (23.1.4) says that,
to reverse the order of three consecutive intervals X, Y, and Z, one can perform
either one of the following two sequences of moves:
(i) Starting at the back, first permute the intervals Y and Z, and then per-
mute X and the combined interval ZY.
(ii) Starting on the left, first permute the intervals X andY, and then permute
the combined interval YX and Z.
With the associativity isomorphisms taken into account, the cactus axiom says that
moving the parentheses using α and then performing the moves (i) are the same
as performing the moves (ii) and then moving the parentheses using α−1. ◇
To define the cactus group action in a coboundary monoidal category in the
next section, we need a few technical results, for which we first introduce some
notations.
DEFINITION 23.1.6. Suppose A is a monoidal category, and a1, . . . , an are ob-
jects in A.
(1) Define inductively the object
(a1 ⊗⋯⊗ an)l =
⎧⎪⎪⎨⎪⎪⎩
a1 if n = 1,
((a1 ⊗⋯⊗ an−1)l)⊗ an if n ≥ 2,
called a left normalized monoidal product.
(2) Define inductively the object
(a1 ⊗⋯⊗ an)r =
⎧⎪⎪⎨⎪⎪⎩
a1 if n = 1,
a1 ⊗ ((a2 ⊗⋯⊗ an)r) if n ≥ 2,
called a right normalized monoidal product.
Furthermore, we apply the left/right normalized terminology to variables in a
standard non-associative monomial in the obvious way.
EXAMPLE 23.1.7. We have the left normalized monoidal products
(a1 ⊗ a2 ⊗ a3)l = (a1 ⊗ a2)⊗ a3,
(a1 ⊗ a2 ⊗ a3 ⊗ a4)l = ((a1 ⊗ a2)⊗ a3)⊗ a4,
in which every pair of parentheses starts in the front. Similarly, in a right normal-
ized monoidal product, such as
(a1 ⊗ a2 ⊗ a3 ⊗ a4)r = a1 ⊗ (a2 ⊗ (a3 ⊗ a4)),
the right half of every pair of parentheses is at the end. Also note that
(a1 ⊗ a2)l = a1 ⊗ a2 = (a1 ⊗ a2)r.
In the standard non-associative monomial without x0’s,
((x4x1)x2)(x5(x3x6)),
the variables x4, x1, and x2 are in a left normalized form, and the variables x5, x3,
and x6 are in a right normalized form. ◇
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CONVENTION 23.1.8. In the rest of this chapter, to save space we sometimes
omit writing the symbol ⊗ for the monoidal product, so a1a2 means a1 ⊗ a2. ◇
DEFINITION 23.1.9. Suppose (A, ξ) is a coboundary monoidal category, and
k ≥ 2. We define the interval-reversing isomorphism c(k) in A as the composite
(a1a2⋯ak−1ak)r
Idk−2ξak−1,ak

c
(k)
a1,...,ak
≅
// (akak−1⋯a2a1)l
(a1⋯ak−2(akak−1)l)r
Idk−3ξak−2,(akak−1)l

(a1(akak−1⋯a2)l)r
ξa1,(akak−1⋯a2)l
OO
(a1⋯ak−3(akak−1ak−2)l)r
Id
k−4ξak−3,(akak−1ak−2)l
//
(a1a2(akak−1⋯a3)l)r
Ida1ξa2,(akak−1⋯a3)l
OO
⋯ 
Id2ξa3,(akak−1⋯a4)l
OO
for objects a1, . . . , ak ∈ A. Algebraically, c(k) is the composite
(23.1.10) c
(k)
a1,...,ak
=
k◯
j=2
[Idk−j ⊗ ξak−j+1, (ak⋯ak−j+2)l]
with the big circle denoting categorical composition and with the constituents
written from right to left as the index increases. We also define c(1) = Id.
Note that each c(k) is a natural isomorphism.
EXAMPLE 23.1.11. The interval-reversing isomorphism c(5) is the composite
a1(a2(a3(a4a5))) c(5) //
Ida1 Ida2 Ida3 ξa4,a5

(((a5a4)a3)a2)a1
a1(a2(a3(a5a4)))

Ida1 Ida2 ξa3,a5a4
//
a1(((a5a4)a3)a2)
ξa1,((a5a4)a3)a2
OO
a1(a2((a5a4)a3)) 
Ida1ξa2,(a5a4)a3
OO
of four isomorphisms. ◇
INTERPRETATION 23.1.12. The interval-reversing isomorphism c(k) is a cate-
gorical analogue of the generating cactus s
(k)
1,k
in the cactus group Cack in Defini-
tion 7.1.5. Half of Theorem 23.2.1 below involves showing that each coboundary
monoidal category is a Cac-monoidal category. The action of each cactus on it-
erated monoidal products will be defined using these interval-reversing isomor-
phisms. In the rest of this section, we show that the interval-reversing isomor-
phisms satisfy relations similar to the generating relations in the cactus groups.
◇
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CONVENTION 23.1.13. To simplify the presentation, for the rest of this section
only, we consider strict coboundary monoidal categories, in which the associativ-
ity isomorphism α, the left unit isomorphism λ, and the right unit isomorphism ρ
are identity morphisms. With this assumption, we can omit parentheses for multi-
ple monoidal products, except when we want to clarify some expressions. This is
purely for notational convenience, since we can incorporate α, λ, and ρ using the
coboundary monoidal category axioms. ◇
NOTATION 23.1.14. For the rest of this section, suppose a1, a2, . . . are objects in
a strict coboundary monoidal category (A, ξ). For 1 ≤ i, j, we define the objects
a[i,j] =
⎧⎪⎪⎨⎪⎪⎩
aiai+1⋯aj if i ≤ j,
1 if i > j,
a[j,i]↓ =
⎧⎪⎪⎨⎪⎪⎩
ajaj−1⋯ai if j ≥ i,
1 if j < i.
In a[j,i]↓, from left to right, the indices decrease from j down to i if j ≥ i. For
example, we have
a[4,2]↓ = a4a3a2.
We also extend the above notations to subscripts of the interval-reversing isomor-
phisms. For example, for i ≤ j, we have
c
(j−i+1)
a[i,j]
= c(j−i+1)ai,...,aj ∶ a[i,j] ≅ // a[j,i]↓,
c
(j−i+1)
a[j,i]↓
= c(j−i+1)aj,aj−1,...,ai ∶ a[j,i]↓ ≅ // a[i,j].
If we want to use the objects a[i,j] or a[j,i]↓ as a single subscript in c
(k), then we put
a pair of parentheses around it. For example, we have
c
(5)
a1,(a[4,2]↓),a[5,7]
= c(5)
a1,(a4a3a2),a5,a6,a7
∶ a1(a4a3a2)a5a6a7 ≅ // a7a6a5(a4a3a2)a1,
in which the second subscript is the object a[4,2]↓ = a4a3a2. ◇
Our first observation is that the interval-reversing isomorphism c(k) can be
decomposed as c(k−i) at the back followed by c(i+1).
LEMMA 23.1.15. For 1 ≤ i ≤ k − 2, the diagram
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
a[1,i]a[i+1,k]
Idi⊗c(k−i)a[i+1,k]
// a[1,i]a[k,i+1]↓
c
(i+1)
a[1,i],(a[k,i+1]↓)
// a[k,i+1]↓a[i,1]↓
is commutative.
PROOF. We first split the algebraic definition of c(k) in (23.1.10) as the com-
posite
[ k◯
j=k−i+1
Idk−j ⊗ ξak−j+1, (a[k,k−j+2]↓)] ○ [
k−i◯
j=2
Idk−j ⊗ ξak−j+1, (a[k,k−j+2]↓)].
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In the right factor above, we factor out Idi⊗− using the naturality of the monoidal
product. In the left factor above, we shift the index j by k − i − 1. Then the above
decomposition for c(k) becomes
[i+1◯
j=2
Idi+1−j ⊗ ξai+2−j, (a[k,i+3−j]↓)] ○ [Idi ⊗ [
k−i◯
j=2
Idk−i−j ⊗ ξak−j+1, (a[k,k−j+2]↓)]]
= c(i+1)
a[1,i],(a[k,i+1]↓)
○ (Idi ⊗ c(k−i)a[i+1,k]),
where in the last equality we used (23.1.10) twice. 
EXAMPLE 23.1.16. The i = 1 case of Lemma 23.1.15 is the commutative dia-
gram
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
a1a[2,k]
Ida1⊗c
(k−1)
a[2,k]
// a1a[k,2]↓
ξa1,(a[k,2]↓)
// a[k,2]↓a1
that expresses c
(k)
a1,...,ak
as the interval-reversing isomorphism c
(k−1)
a2,...,ak
at the back
followed by the commutor ξa1,(ak⋯a2). ◇
EXAMPLE 23.1.17. The 1 ≤ i = k − 2 case of Lemma 23.1.15 is the commutative
diagram
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
a[1,k−2]ak−1ak
Idk−2⊗ξak−1,ak // a[1,k−2](akak−1)
c
(k−1)
a[1,k−2],(ak ak−1)
// akak−1a[k−2,1]↓
that expresses c
(k)
a1,...,ak
as the commutor ξak−1,ak at the back followed by the interval-
reversing isomorphism c
(k−1)
a1,...,ak−2,(akak−1)
. ◇
The following observation says that the interval-reversing isomorphism c(k)
can also be expressed as the commutor ξ at the front followed by c(k−1). This ob-
servation should be compared with Example 23.1.17.
LEMMA 23.1.18. For k ≥ 3, the diagram
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
(a1a2)a[3,k] ξa1,a2⊗Id
k−2
// (a2a1)a[3,k]
c
(k−1)
(a2a1),a[3,k]
// a[k,3]↓(a2a1)
is commutative.
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PROOF. We proceed by induction on k. The first case k = 3 is the cactus axiom
(23.1.4), since (i) c(2) = ξ and (ii) by definition c(3)a1,a2,a3 is the composite
a1(a2a3)
Ida1⊗ξa2,a3 //
c(3) // a3a2a1
a1(a3a2) 
ξa1,(a3a2)
OO
.
For the induction step with k ≥ 4, we must show that the outermost diagram
in the diagram
a[1,k]

ξa1,a2⊗Id
k−2
//
Idk−2ξak−1,ak
■■
■■
■
$$■
■■
■■
c
(k)
a[1,k]
// a[k,1]↓
a[1,k−2](akak−1)
ξa1,a2 Id
k−2

c(k−1)✉✉✉✉✉✉
::✉✉✉✉✉✉
(a2a1)a[3,k−2](akak−1)
c(k−2)
DD
(a2a1)a[3,k]
Idk−2ξak−1,ak
OO

c
(k−1)
(a2a1),a[3,k]
OO
is commutative, where
c(k−1) = c(k−1)
a[1,k−2],(akak−1)
and c(k−2) = c(k−2)
(a2a1),a[3,k−2],(akak−1)
.
In the above diagram:
● The left trapezoid is commutative by the naturality of the monoidal prod-
uct.
● The right trapezoid and the top triangle are commutative by the decom-
position of c(k) in Example 23.1.17.
● The remaining middle-right sub-diagram is commutative by the induc-
tion hypothesis.
This finishes the induction. 
The next observation says that the interval-reversing isomorphism c(k) can
be expressed as c(k−1) at the front followed by the commutor ξ. This should be
compared with Example 23.1.16.
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LEMMA 23.1.19. For k ≥ 3, the diagram
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
a[1,k−1]ak
c
(k−1)
a[1,k−1]
⊗Idak
// a[k−1,1]↓ak
ξ(a[k−1,1]↓),ak
// aka[k−1,1]↓
is commutative.
PROOF. We proceed by induction on k. The initial case k = 3 is true by the
cactus axiom (23.1.4), the definition of c(3), and the fact that c(2) = ξ.
For the induction step, suppose k ≥ 4. Using the decomposition of c(k) in
Example 23.1.16, we must show that the outermost diagram in the diagram
a[1,k]
c
(k−1)
a[1,k−1]
⊗Idak
//
ξa1,a2 Id
k−2
❚❚❚❚
❚❚
**❚❚❚
❚❚❚
Id2c
(k−2)
a[3,k]
✺✺
✺✺
✺✺
✺

✺✺
✺✺
✺✺
✺
Ida1⊗c
(k−1)
a[2,k]

(a[k−1,1]↓)ak
ξ(a[k−1,1]↓),ak

(a2a1)a[3,k]
Id2c
(k−2)
a[3,k]

c(k−2)Idaksss
99sss
c(k−1)
❑❑❑
❑
%%❑
❑❑❑
(a1a2)a[k,3]↓
Ida1 ξa2,a[k,3]↓
✟✟
✟✟
✟✟
✟
✟✟
✟✟
✟✟
✟
ξa1,a2 Id
k−2
❑❑❑
%%❑❑
❑
a[k,1]↓
(a2a1)a[k,3]↓
ξ(a2a1),(a[k,3]↓)
▲▲▲
%%▲▲
▲
a1a[k,2]↓
ξa1,(a[k,2]↓)
// a[k,1]↓
is commutative, in which
c(k−2) = c(k−2)
(a2a1),a[3,k−1]
and c(k−1) = c(k−1)
(a2a1),a[3,k]
in the upper-right triangle.
● The left triangle and the lower-right parallelogram are commutative by
the decomposition of c(k) in Example 23.1.16, applied to c(k−1) here.
● The bottom triangle is commutative by the cactus axiom (23.1.4).
● The upper-right triangle is commutative by the induction hypothesis.
● The top triangle is commutative by Lemma 23.1.18, applied to c(k−1) here.
● Themiddle quadrilateral is commutative by the naturality of themonoidal
product.
This finishes the induction. 
The following observation says that the interval-reversing isomorphism c(k)
is an involution. It is a categorical analogue of the involution axiom in the cactus
group in Definition 7.1.5.
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PROPOSITION 23.1.20. For k ≥ 2, the composite
a[1,k]
c
(k)
a[1,k]
// a[k,1]↓
c
(k)
a[k,1]↓
// a[1,k]
is the identity morphism.
PROOF. We proceed by induction on k. The initial case k = 2 is true by the
symmetry axiom (23.1.3) and that c(2) = ξ.
For the induction step, suppose k ≥ 3. Using the symmetry axiom (23.1.3), it is
enough to show that the outermost diagram in the diagram
a[1,k]
ξa1,(a[2,k])

Ida1 c
(k−1)
a[2,k]
❏❏
❏❏
$$❏
❏❏
❏
c
(k)
a[1,k]
// a[k,1]↓
c
(k)
a[k,1]↓
// a[1,k]
a1a[k,2]↓
ξa1,(a[k,2]↓)
// a[k,2]↓a1
c
(k−1)
a[k,2]↓
Ida1
❏❏
❏❏
$$❏
❏❏
❏
a[2,k]a1
c
(k−1)
a[2,k]
Ida1❥❥❥❥❥❥❥❥❥
44❥❥❥❥❥❥❥❥❥
a[2,k]a1
ξ(a[2,k]),a1
OO
is commutative.
● The top left trapezoid is commutative by Example 23.1.16.
● The right trapezoid is commutative by Lemma 23.1.19.
● The bottom triangle is commutative by the induction hypothesis.
● The remaining quadrilateral on the left is commutative by the naturality
of the commutor ξ.
This finishes the induction. 
We will also need a categorical analogue of the containment axiom in the cac-
tus group, for which we first need the next two preliminary observations. The next
observation is another redefinition of c(k).
LEMMA 23.1.21. For 1 ≤ i < k, the diagram
a[1,i]a[i+1,k]
c
(k)
a[1,k]
//
c
(i+1)
a[1,i],(a[i+1,k])
//
a[k,i+1]↓a[i,1]↓
a[i+1,k]a[i,1]↓
 c(k−i)a[i+1,k]⊗Idi
OO
is commutative.
392 23. COBOUNDARY MONOIDAL CATEGORIES
PROOF. The diagram in the statement is the outermost diagram below.
a[1,i]a[i+1,k]

c(i+1)
//
Idic(k−i)
●●●
##●
●●
c(k) // a[k,i+1]↓a[i,1]↓
a[1,i](a[k,i+1]↓)
c(i+1)✉✉✉
::✉✉✉
a[i+1,k]a[i,1]↓

c(k−i)Idi
OO
In the diagram above, the triangle is commutative by Lemma 23.1.15. The remain-
ing sub-diagram is commutative by the naturality of c(i+1). 
LEMMA 23.1.22. For 1 ≤ i < j, the diagram
a[1,j+1] = a[1,j]aj+1
ξ(a[1,j]),aj+1

c
(j+1)
a[1,j+1]
// aj+1a[j,1]↓ = a[j+1,1]↓
aj+1a[1,i]a[i+1,j]
Id⊗c(i+1)
a[1,i],(a[i+1,j])
// aj+1a[i+1,j]a[i,1]↓
Id⊗c(j−i)a[i+1,j]⊗Id
i
OO
is commutative.
PROOF. The diagram in the statement is the outermost diagram below.
a[1,j]aj+1
ξ

c
(j)
a[1,j]
Id
❏❏❏
%%❏❏
❏
c(j+1) // aj+1a[j,1]↓
(a[j,1]↓)(aj+1)
ξ
❋❋
❋❋
❋
##❋
❋❋
❋❋
aj+1a[1,i]a[i+1,j]
Id⊗c
(i+1)
//
Id⊗c(j)
// aj+1a[j,1]↓
aj+1a[i+1,j]a[i,1]↓
 Id⊗c
(j−i)⊗Idi
OO
In the diagram above:
● The subscripts for the commutor ξ in the interior are explained by the
parentheses in its domain.
● The upper-right triangle is commutative by Lemma 23.1.19.
● The upper-left triangle is commutative by the naturality of the commutor
ξ.
● The remaining bottom sub-diagram is commutative by Lemma 23.1.21.
This finishes the proof. 
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The next observation is a categorical analogue of the containment axiom in the
cactus group in Definition 7.1.5.
PROPOSITION 23.1.23. For 0 ≤ i ≤ j − 2 ≤ k − 2, the diagram
a[1,k]
Idi⊗c(j−i)a[i+1,j]⊗Id
k−j

c
(k)
a[1,k]
// a[k,1]↓
Idk−j⊗c(j−i)a[j,i+1]↓⊗Id
i

a[1,i]a[j,i+1]↓a[j+1,k]
c
(k)
a[1,i],a[j,i+1]↓,a[j+1,k]
// a[k,j+1]↓a[i+1,j]a[i,1]↓
is commutative.
PROOF. If j = k, then the stated diagram is the outermost diagram below.
a[1,k]
Idi⊗c(k−i)a[i+1,k]

c
(k)
a[1,k]
// a[k,1]↓ a[k,i+1]↓a[i,1]↓
c
(k−i)
a[k,i+1]↓
⊗Idi

a[1,i]a[k,i+1]↓
c
(i+1)
a[1,i],(a[k,i+1]↓)❧❧❧❧❧❧❧❧
55❧❧❧❧❧❧❧❧
c
(k)
a[1,i],a[k,i+1]↓
// a[i+1,k]a[i,1]↓
The upper-left triangle is commutative by Lemma 23.1.15. The lower-right triangle
is commutative by Lemma 23.1.21.
Next suppose j < k. Then the stated diagram is the outermost diagram below.
a[1,k]
Idic(j−i)Idk−j

c(j)Idk−j
✹✹
✹✹
✹✹
✹✹
✹✹
✹✹

✹✹
✹✹
✹✹
✹✹
✹✹
✹✹
Idjc(k−j)
❖❖❖
❖❖
''❖❖
❖❖❖
c(k) // a[k,1]↓
Idk−jc(j−i)Idi

a[1,j]a[k,j+1]↓
c(j)Idk−j
❖❖❖
❖
''❖❖
❖❖
c(j+1)❣❣❣❣❣❣❣❣❣❣❣
33❣❣❣❣❣❣❣❣❣❣❣
a[j,1]↓a[k,j+1]↓
ξ⑧⑧⑧⑧⑧⑧⑧⑧⑧
??⑧⑧⑧⑧⑧⑧⑧⑧⑧
a[j,1]↓a[j+1,k]
Idjc(k−j)♦♦♦♦
77♦♦♦♦
a[k,j+1]↓a[1,i]a[j,i+1]↓
Idk−jc(i+1)✎✎✎✎✎
GG✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎✎
a[1,i]a[j,i+1]↓a[k,j+1]↓
c(i+1)Idk−j✠✠✠✠✠✠✠✠✠✠✠✠
DD✠✠✠✠✠✠✠✠✠✠✠✠
ξ♦♦♦♦♦♦
77♦♦♦♦
c(j+1)
❲❲❲❲❲
❲❲❲❲
++❲❲❲❲
❲❲❲❲❲
a[1,i]a[j,i+1]↓a[j+1,k]
c(i+1)Idk−j✡✡✡✡✡✡✡✡✡✡✡✡
DD✡✡✡✡✡✡✡✡✡✡✡✡
Idjc(k−j)♦♦♦♦
77♦♦♦♦
c(k) // a[k,j+1]↓a[i+1,j]a[i,1]↓
In the above diagram:
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● In the interior, the subscripts of each instance of the commutor ξ are
explained by its domain and codomain. The interval-reversing isomor-
phisms are given by
c(j) = c(j)a[1,j] ,
c(j+1) = c(j+1)
a[1,j],(a[k,j+1]↓)
or c
(j+1)
a[1,i],a[j,i+1]↓,(a[k,j+1]↓)
,
c(i+1) = c(i+1)
a[1,i],(a[j,i+1]↓)
,
c(k−j) = c(k−j)a[j+1,k].
● The top, left, and bottom triangles are commutative by Lemma 23.1.15.
● The right quadrilateral is commutative by Lemma 23.1.22.
● Among the remaining four sub-diagrams in the interior, the triangle and
the parallelogram on the left are commutative by the naturality of the
monoidal product.
● The remaining upper-right triangle is commutative by Lemma 23.1.19.
● The remaining parallelogram on the right is commutative by the natural-
ity of the commutor ξ.
This finishes the proof. 
REMARK 23.1.24. Proposition 23.1.20 and Proposition 23.1.23 are essentially
Lemma 3(iv) and Lemma 4 in [HK06], which are the key results for identifying
the cactus groups as the groups that act naturally on multiple monoidal products
in coboundary monoidal categories. However, our presentation in this section is
more elementary and has more detail, which we hope is useful to the reader. ◇
23.2. Coboundary Monoidal Categories are Cac-Monoidal Categories
The purpose of this section is to show that for the cactus group operad Cac
in Definition 7.4.5, Cac-monoidal categories as in Definition 19.1.12 (i.e., MCatCac-
algebras) are exactly small coboundary monoidal categories. The strict version is
also true. In [HK06] (Theorem 7) Henriques and Kamnitzer proved that the cactus
group Cacn acts on n-fold monoidal products in a coboundary monoidal category,
and that these natural actions are exactly the ones generated by the commutor.
Theorem 23.2.1 below provides another proof of [HK06] (Theorem 7) and also
provides an operadic interpretation.
THEOREM 23.2.1. For each small category, the following two structures are equiva-
lent:
(i) A Cac-monoidal category structure for the cactus group operad Cac.
(ii) A coboundary monoidal category structure.
PROOF. This proof follows the same outline as the proof of Theorem 21.1.7,
but the details are different. Suppose (A, ξ) is a small coboundary monoidal cat-
egory. We must show that this yields an MCatCac-algebra structure on A. Each
isomorphism σ ∈ MCatCac(n)(p, q) is an element in the nth cactus group Cacn in
Definition 7.1.5, such that σ = τqτ−1p as in Definition 19.1.2. There exists a decom-
position
(23.2.2) σ = s(n)pk ,qk⋯s(n)p1,q1 ∈ Cacn
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with each s
(n)
p j,qj ∈ Cacn a generating cactus and 1 ≤ pj < qj ≤ n. We call an isomor-
phism in A canonical if it is a categorical composite of iterated monoidal products
of identity morphisms, α, λ, ρ, ξ, and their inverses.
We define the Cac-monoidal structure isomorphism σ∗ in A as the composite
(23.2.3) p(1, a) σ∗
≅
//
up

q(1, a)
pst(a)
α1

qst(a)
u−1q
OO
p1st(a)
c
(n)
p1,q1

p2kst (a)
αk+1
OO
p2st(a) α2 // ⋯ c
(n)
pk−1,qk−1 // p2k−2st (a) αk // p2k−1st (a)
c
(n)
pk,qk
OO
of canonical isomorphisms defined as follows.
● pst and qst are obtained from p and q, respectively, by removing all in-
stances of x0’s.
● up and uq are the unique canonical isomorphisms involving only Id, λ,
and ρ that are guaranteed by the Coherence Theorem for monoidal cate-
gories [Mac98] (VII.2 Corollary). Each of these two morphisms removes
all copies of the monoidal unit 1 corresponding to the x0’s.
● p1st is obtained from pst by rearranging the parentheses such that the p1th
to the q1th variables, counting from the left, are arranged in right normal-
ized form.
● The isomorphism α1 is the unique canonical isomorphism involving only
Id and α±1 guaranteed by the Coherence Theorem for monoidal cate-
gories.
● The canonical isomorphism c(n)p1,q1 is the monoidal product
c
(n)
p1,q1 = Id⊗p1−1 ⊗ c(q1−p1+1) ⊗ Id⊗n−q1
such that:
– c(q1−p1+1) is the interval-reversing isomorphism in Definition 23.1.9,
applied to the p1th to the q1th tensor factors in p
1
st(a), counting from
the left.
– c
(n)
p1,q1 has the same parenthesization as p
1
st(a).
– p2st is obtained from p
1
st by:∗ rearranging the parentheses such that the p1th to the q1th vari-
ables, counting from the left, are arranged in left normalized
form;
∗ reversing the left-to-right order of these q1 − p1 + 1 variables.
● The next pair of canonical isomorphisms
p2st(a) α2 // p3st(a) c
(n)
p2,q2 // p4st(a)
396 23. COBOUNDARY MONOIDAL CATEGORIES
are defined as in the previous pair (α1, c(n)p1,q1), starting with p2st(a) and
replacing p1 < q1 with p2 < q2. Inductively, this defines αj and c(n)p j,qj for
1 ≤ j ≤ k.
● By construction, p2kst and qst differ only by the arrangement of the paren-
theses. The isomorphism αk+1 is once again the unique canonical isomor-
phism involving only Id and α±1 guaranteed by the Coherence Theorem
for monoidal categories.
By construction, σ∗ is a canonical isomorphism, which is natural in the objects
a1, . . . , an.
To show that σ∗ is well-defined, by the Coherence Theorem for monoidal cat-
egories and the coboundary monoidal category axioms, we may (i) assume that A
is a strict monoidal category and (ii) ignore the monoidal unit. We need to show
that, for each generating axiom in the cactus group Cacn in Definition 7.1.5, the
two sides induce the same canonical isomorphism.
(i) For the involution axiom, it is enough to show that
c(k) ○ c(k) = Id.
This is true by Proposition 23.1.20.
(ii) For the disjointness axiom, suppose p < q and r < t are disjoint. Then both
sides of the disjointness axiom induce the canonical isomorphism
Id⊗p−1 ⊗ c(q−p+1) ⊗ Id⊗r−q−1 ⊗ c(t−r+1)⊗ Id⊗n−t
if q < r, and similarly if t < p.
(iii) For the containment axiom, suppose p < q contains r < t. Then it is
enough to show that
c(q−p+1) ○ (Id⊗r−p ⊗ c(t−r+1)⊗ Id⊗q−t)
= (Id⊗q−t ⊗ c(t−r+1) ⊗ Id⊗r−p) ○ c(q−p+1).
This is trivially true if both p = r and q = t. On the other hand, if either
p < r or t < q, or both, then the above equality holds by Proposition
23.1.23.
The proof that the five conditions in Theorem 19.2.1 with G = Cac are satisfied is
the same as in the proof of Theorem 21.1.7.
Conversely, eachCac-monoidal category A–i.e., anMCatCac-algebra–has an un-
derlying monoidal category by Theorem 19.2.1. We define the commutor ξ as
a1 ⊗ a2
ξa1,a2 = (s
(2)
1,2
)∗
// a2 ⊗ a1 ∈ A
in which
s
(2)
1,2 ∈MCatCac(2)(x1x2, x2x1)
with s
(2)
1,2 ∈ Cac2 the generating cactus. Now we check the coboundary monoidal
category axioms in Definition 23.1.1, for which we use the axioms in the cactus
group in Definition 7.1.5.
(i) The symmetry axiom, ξY,X ○ ξX,Y = IdX⊗Y, is satisfied by the involution
axiom in Cac2, i.e.,
s
(2)
1,2 s
(2)
1,2 = id2.
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(ii) The unit axiom is satisfied because Cac1 is the trivial group.
(iii) The cactus axiom (23.1.4) is satisfied by the equality
s
(2)
1,2 ○1 s(2)1,2 = s(2)1,2 ○2 s(2)1,2 ∈ Cac3,
which follows from the following computation in the cactus group op-
erad Cac:
s
(2)
1,2 ○1 s(2)1,2 = γCac(s(2)1,2 ; s(2)1,2 , id1)
= s(2)1,2 ⟨2, 1⟩ ⋅ (s(2)1,2 ⊕ id1)
= (s(3)1,3 ⋅ s(3)1,2 ) ⋅ s(3)1,2
= s(3)1,3
= (s(3)1,3 ⋅ s(3)2,3 ) ⋅ s(3)2,3
= s(2)1,2 ⟨1, 2⟩ ⋅ (id1 ⊕ s(2)1,2 )
= γCac(s(2)1,2 ; id1, s(2)1,2 )
= s(2)1,2 ○2 s(2)1,2 .
In the above computation, from top to bottom:
● The first equality is the definition of ○1 in terms of the operadic composi-
tion γCac as in (2.2.17).● The second equality is the definition of the operadic composition γCac in
Definition 7.4.2.● The third equality uses Lemma 7.3.6(1) on the block cactus s(2)1,2 ⟨2, 1⟩ and
Definition 7.2.5 on the direct sum cactus s
(2)
1,2 ⊕ id1.● The fourth equality uses the involution axiom in Cac3.● The remaining equalities follow as in the first four equalities in the re-
verse order.
This shows that (A, ξ) is a coboundary monoidal category. 
Next is the strict analogue of Theorem 23.2.1. Wewill use the strict G-monoidal
category operadMCatGst in Definition 19.3.1when G is the cactus group operad Cac.
COROLLARY 23.2.4. For each small category, the following two structures are equiv-
alent:
(i) AnMCatCacst -algebra structure.
(ii) A strict coboundary monoidal category structure.
PROOF. By Theorem 19.3.3 applied to G = Cac, an MCatCacst -algebra structure
on A is equal to an MCatCac-algebra structure on A whose underlying monoidal
category is strict. By Theorem 23.2.1, an MCatCac-algebra structure is equal to a
coboundary monoidal category structure. Therefore, anMCatCacst -algebra structure
is exactly a coboundary monoidal category structure whose underlying monoidal
category is strict. 
REMARK 23.2.5 (Gurski’s Categorical Borel Construction). When G is the cac-
tus group operad Cac, Gurski in [Gur∞] (Corollary 4.14) showed that the algebras
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over his categorical Borel construction are small strict coboundary monoidal cat-
egories. So we may regard the Cac-monoidal category operad MCatCac, whose
algebras have general underlying small monoidal categories, as a generalization
of Gurski’s categorical Borel construction for the cactus group operad Cac. ◇
23.3. Coboundary Monoidal Functors are Cac-Monoidal Functors
The purpose of this section is to observe that, for the cactus group operad
Cac, a Cac-monoidal functor in the sense of Definition 19.4.2 is exactly a cactus
monoidal functor, which is defined exactly like a braided monoidal functor. The
strong and strict analogues are also true. As a consequence, the Cac-monoidal
category operad MCatCac is the symmetric operad in Cat that encodes cobound-
ary monoidal categories and strict coboundary monoidal functors. Moreover, the
Cac-monoidal functor operad MFunCac is the 2-colored symmetric operad in Cat
that encodes general coboundary monoidal functors between small coboundary
monoidal categories.
DEFINITION 23.3.1. Suppose M and N are coboundary monoidal categories.
A coboundary monoidal functor (F, F2, F0) ∶ M // N is a monoidal functor between
the underlying monoidal categories that is compatible with the commutors, in the
sense that the diagram
(23.3.2) F(X)⊗ F(Y)
F2

ξFX,FY
≅
// F(Y)⊗ F(X)
F2

F(X ⊗Y) FξX,Y
≅
// F(Y⊗X)
is commutative for all objects X,Y ∈M. A coboundary monoidal functor is said to
be strong (resp., strict) if the underlying monoidal functor is so.
REMARK 23.3.3. The definition of a coboundary monoidal functor is the same
as that of a braided monoidal functor, except for replacing the words braided and
braidingswith the words coboundary and commutors. ◇
REMARK 23.3.4. What we call a strong coboundary monoidal functor is what
Gurski [Gur∞] called a coboundary functor. This is a strong monoidal functor–i.e.,
a monoidal functor F with invertible structure morphisms F0 and F2–such that the
diagram (23.3.2) is commutative. ◇
The main result of this section identifies coboundary monoidal functors with
Cac-monoidal functors for the cactus group operad Cac.
THEOREM 23.3.5. Suppose F ∶ M // N is a functor between small coboundary
monoidal categories. Then the following two structures on F are equivalent:
(i) A coboundary monoidal functor structure.
(ii) A Cac-monoidal functor structure.
PROOF. We simply recycle the proof of Theorem 21.2.4 by replacing:
● the braid group operad Bwith the cactus group operad Cac;
● the generating braid s1 ∈ B2 with the generating cactus s(2)1,2 ∈ Cac2;
● the words braided and braiding with the words coboundary and commutor,
respectively;
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● Theorem 21.1.7 with Theorem 23.2.1.

INTERPRETATION 23.3.6. Theorem 23.3.5 is a coherence result for cobound-
ary monoidal functors. Indeed, it asserts that for a monoidal functor F ∶ M // N
between small coboundary monoidal categories, in order for the diagram (19.4.3)
to be commutative for each isomorphism in the Cac-monoidal category operad
MCatCac, it is necessary and sufficient that the single diagram (23.3.2) be commuta-
tive. ◇
Recall from Definition 19.4.2 that a G-monoidal functor is said to be strong
(resp., strict) if the underlying monoidal functor is so. The next observation is an
immediate consequence of Theorem 23.3.5.
COROLLARY 23.3.7. Suppose F ∶ M // N is a functor between small coboundary
monoidal categories. Then the following two structures on F are equivalent:
(i) A strong (resp., strict) coboundary monoidal functor structure.
(ii) A strong (resp., strict) Cac-monoidal functor structure.
COROLLARY 23.3.8. MCatCac is a 1-colored symmetric operad in Cat whose:
● algebras are small coboundary monoidal categories;
● algebra morphisms are strict coboundary monoidal functors.
PROOF. This follows fromTheorem 23.2.1, theG = Cac special case of Theorem
19.4.7, and Corollary 23.3.7. 
Next is the strict analogue.
COROLLARY 23.3.9. MCatCacst is a 1-colored symmetric operad in Cat whose:
● algebras are small strict coboundary monoidal categories;
● algebra morphisms are strict coboundary monoidal functors.
PROOF. This follows from Corollary 23.2.4, the G = Cac special case of Propo-
sition 19.4.9, and Corollary 23.3.7. 
For an action operad G, recall from Definition 19.5.1 the G-monoidal functor
operadMFunG.
COROLLARY 23.3.10. AnMFunCac-algebra is exactly a triple (A, B, F) such that:
● A and B are small coboundary monoidal categories.
● F ∶ A // B is a coboundary monoidal functor.
PROOF. This follows from Theorem 19.5.5 applied to the cactus group operad
Cac, Theorem 23.2.1, and Theorem 23.3.5. 
Next is the strong analogue involving the strong G-monoidal functor operad
MFunGstg in Definition 19.5.6.
COROLLARY 23.3.11. AnMFunCacstg-algebra is exactly a triple (A, B, F) such that:
● A and B are small coboundary monoidal categories.
● F ∶ A // B is a strong coboundary monoidal functor.
PROOF. This follows from Theorem 19.5.7 applied to the cactus group operad
Cac, Theorem 23.2.1, and Corollary 23.3.7. 
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23.4. Coherence for Coboundary Monoidal Categories
The purpose of this section is to record several coherence results for cobound-
ary monoidal categories by restricting the coherence results for G-monoidal cate-
gories in Chapter 20 to the cactus group operad Cac in Definition 5.2.6.
In the previous two sections, we proved the following results.
(1) In Theorem 23.2.1 we observed that Cac-monoidal categories and small
coboundary monoidal categories are the same thing.
(2) The strict version is Corollary 23.2.4, which says that strict Cac-monoidal
categories and small strict coboundary monoidal categories are the same
thing.
(3) In Theorem 23.3.5 we established the equivalence between Cac-monoidal
functors and coboundary monoidal functors, with the strong/strict ver-
sions in Corollary 23.3.7.
Therefore, the coherence results in Chapter 20 applies to coboundarymonoidal
categories and coboundary monoidal functors when G is the cactus group operad
Cac. First is theG = Cac special case of Theorem 20.1.1, which says that coboundary
monoidal categories can always be strictified.
THEOREM 23.4.1. Suppose A is a small coboundary monoidal category. Then there
exists an adjoint equivalence
A
L // Ast
R
oo
in which:
(i) Ast is a strict coboundary monoidal category.
(ii) Both L and R are strong coboundary monoidal functors.
REMARK 23.4.2. Theorem 23.4.1 is essentially [Gur∞] Proposition 4.7. ◇
Next is the G = Cac special case of Theorem 20.2.3, which provides a strictifi-
cation of a free coboundary monoidal category.
THEOREM 23.4.3. For each small category A, the strict coboundary monoidal functor
MCatCac(A) Λ
Cac
A // MCatCacst (A)
in (20.2.2) is an equivalence of categories, where MCatCac(A) (resp., MCatCacst (A)) is the
free (strict) coboundary monoidal category generated by A.
The following result is the G = Cac special case of Theorem 20.3.6. It says that
the canonical functor from the free coboundary monoidal category generated by
a set of objects to the free strict coboundary monoidal category generated by one
object is faithful.
THEOREM 23.4.4. For each set A of objects, the composite functor
MCatCac(A) Λ
Cac
A // MCatCacst (A) π // MCatCacst (∗)
is faithful.
Next is the G = Cac special case of Corollary 20.3.7.
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COROLLARY 23.4.5. For each set A of objects, a diagram in the free coboundary
monoidal category MCatCac(A) generated by A is commutative if and only if composites
with the same domain and the same codomain have the same πΛCacA -image inMCat
Cac
st (∗).
INTERPRETATION 23.4.6. Recall from Example 20.3.4, restricted to the cactus
group operad Cac, that the free strict coboundary monoidal category generated
by one object, MCatCacst (∗), has objects the non-negative integers {0, 1, 2, . . .}. The
morphism sets are
MCatCacst (∗)(m;n) =
⎧⎪⎪⎨⎪⎪⎩
∅ if m /= n;
Cacn if m = n.
Using the explicit description of the composite πΛCacA in the proof of Theorem
20.4.7, it makes sense to call
πΛCacA (σ) = σ ∈ Cacn =MCatCacst (∗)(n;n)
the underlying cactus of each morphism σ ∈ MCatCac(A) for a set A. Therefore,
Corollary 23.4.5 says that, in the free coboundary monoidal category MCatCac(A)
generated by a set A of objects, a diagram is commutative if and only if composites
with the same (co)domain have the same underlying cactus. ◇
REMARK 23.4.7 (Free (Strict) Coboundary Monoidal Categories). An explicit
description of the free strict coboundary monoidal categoryMCatCacst (A) generated
by a small category A is given in Theorem 20.3.1 by restricting to the case G =
Cac. Similarly, an explicit description of the free coboundary monoidal category
MCatCac(A) generated by a small category A is given in Theorem 20.4.1. ◇
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Chapter 9
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