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Since the advent of civilization, carbon-based fuel, which harvests energy by oxidizing carbon,
has been the main strategy for energy conversion. However, the harmful byproducts of the carbon
oxidation reaction such as NOx and CO2 gas are inevitable and are becoming a serious problem
threatening the ordinary life of the human being. Thus, low-cost, efficient, and eco-friendly
energy conversion is one of the key future technologies for sustainable development. In this
thesis, we discuss the first-principles calculations of energy conversion materials, including lead
halide perovskite(LHP) solar cell, heterogeneous single atom catalysts (SAC), and graphene/Cu
single photon source using the density functional theory(DFT), wave-function theory(WFT),
and many-body theory. Also we derive the solution of the nonequilibrium steady state Anderson
impurity model in real frequency using the pseudo-particle (slave-boson) method by including
vertex terms beyond the first-order approximation.
Solar energy that converts the photon energy into the electric current has been considered
as the alternative energy harvesting to carbon fuel. In the past five years, lead halide perovskite





2+; X=Cl−, Br− or I−) so-
lar cells(PSCs) has shown great success with the power conversion efficiency(PCE) of 23.7 %
rapidly reaching the Shockley–Queisser limit (∼ 30%). The recent discovery of long life-time of
hot-electrons may even enable LHP solar cells to overcome the Shockley–Queisser limit. Also
LHPs in low dimensions (≤ 2) can be utilized as the light emitting diodes(LED) with the wide
range of wavelengths. Recent experiments have achieved the high luminescence efficiency on
a par with organic LED making LHPs promising as a versatile energy material. We uncover
four intriguing results of theoretical calculations of LHPs: (i) Polaronic nature of lead halide
PSCs and the role of A-site cation for polaron tuning, (ii) Rashba-Dresselhaus spin-orbit effect
at LHP interface with electron transport layers, (iii) Conduction band alignment mechanism of
MAPbI3/La-doped BaSnO3(LBSO) interface, and (iv) Proton-mediated band alignment mech-
anism in TiO2/MAPbI3.
Generally, the electrons in crystals experience a degree of deformation of a surrounding lattice
in addition to the Bloch potential because of the large polarity of the ionic crystal giving rise to
polaron. There has been a critical debate on the main source of electron-phonon coupling(e-ph)
being either optical or acoustic phonon in LHPs. We show that the source of e-ph coupling in
LHPs is the highest LO phonon and investigate the correlation between the polaron and A-site
cations. We show that the coordination of A-site cation to halides is important to determine
the polaron mobility of LHPs.
The spin-orbit coupling(SOC) field, which is odd function in k(momentum) and time rever-
sal symmetric, at the interface of hetero-structures gives rise to the Rashba-Dresselhaus(RD)
splitting of the degenerate bands. We study an elusive part of LHP/graphene and LHP/ETL
interfaces using DFT and ab initio molecular dynamics(AIMD) simulations to account for RD
spin-orbit effect. We carry out the calculations for graphene/cubic-CsPbI3(001) as a prospective
interface for improving carrier transport and for TiO2/cubic-MAPbI3(001) which is a well-known
ETL material for PSC devices.
Anatase and rutile TiO2 has been the most widely used electron transport layer (ETL)
material in lead halide PSC devices. However, the photo-degradation of TiO2 by ultraviolet (UV)
rays gradually deteriorates the device performance. To overcome this obstacle, the development
of efficient and reliable next-generation ETL substances has emerged recently. Metal oxide
materials such as SnO2, ZnO, WO3, ZnSnO4 are drawing attention as the next-generation ETL.
Thus, using DFT at the PBE0+spin–orbit coupling(SOC)+Grimme-D3 van der Waals level of
theory, we study a recently discovered La-doped BaSnO3, which has achieved 22 % PCE, and
discuss the key factor for the optimal band alignment at the MAPbI3/LBSO interface.
Organic cations such as MA in LHPs have the rotational degrees of freedom. However, we
show that the rotational degrees of freedom of MA’s dipole at the TiO2/perovskite interface is
significantly suppressed. We study the interface between rutile TiO2 and cubic MAPbI3 using
DFT and AIMD simulations and show that proton-mediated electron transfer process exists
because of the strong short hydrogen bonding, which is a drastically different picture compared
to the bulk.
The developments of hydrogen-based energy conversion and storage are imperative for the
efficient and environment-friendly future energy fuel. A theoretical understanding of the water
splitting reaction (hydrogen evolution reaction(HER) at the cathode and oxygen evolution re-
action(OER) at the anode) is therefore crucial for the design of artificial HER/OER catalysts.
From the HER experiment of Pt-Graphitic tube-FeCo/Cu system, we provide a mechanism for
the superb HER which showed extremely high turnover frequency(7.2/s), low overpotential(18
meV at 10 mA/cm2), and small Tafel slope(24 mV·dec−1) using ultra-low Pt loading. Though
single Pt-C2N2 in graphitic tube has ideal free energy (∆G ≈ 0) for HER, the conductivity
is very low limiting the steady state mass transfer of electrons inside the cathode. We show
that Pt single atoms in the presence of Pt clusters drastically improves the conductivity of the
graphitic tubes and hence the activity of the Pt single atoms. We also study the core-level X-ray
absorption spectrum of single atom catalyst systems using ab initio methods.
Nonequilibrium quantum mechanics is still a challenging area awaiting for a general theory
like the imaginary-time method of equilibrium quantum mechanics. In a steady state, we need
a general framework of nonequilibrium quantum mechanics instead of the real-time propagation
which is system-dependent and is limited to high-energy regime(or ultra-fast process ∼ fs).
We derive an analytic solution of the nonequilibrium Anderson impurity model on Keldysh
contour(steady state) by including vertex corrections(called one-crossing approximation) in fre-
quency domain using pseudo-particle formalism. We derive the lesser(greater) pseudo-particle
self-energy(empty, singly-occupied, doubly-occupied) and the lesser(greater) impurity Green’s
function to obtain the impurity spectral function and the DC current through the impurity.
We can access to a low energy scale which had been formidable to the real-time propagation
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I Introduction
Solar energy is a very efficient and environment-friendly energy source for the energy harvesting,
which was first introduced as the practical silicon solar cell in 1954.[1] Since the advent of silicon-
based solar cells, various types of solar cells were discovered. Recently, inorganic-organic hybrid
lead halide perovskite solar cells (PSCs) based on ABX3 (A = Cs+, CH3NH+3 (MA), CHN2H
+
4
(FA), N2H+5 (HZ); B = Pb
2+; X = Cl−, Br− or I−) are revealed and are considered as the most
promising large-scale energy source achieving the power conversion efficiency (PCE) of 23.7
%.[2] PSCs possess many interesting physical properties, including giant dielectric constant,[3]
hot-phonon bottleneck,[4] high harmonic generation, anharmonicity,[5] bright triplet emission,[6]
free excitons,[7] Rashba effect,[8] defect tolerance,[9] and polaron state.[10] As the efficiency of
inorganic/organic hybrid PSCs increases, design principles are urgently required for higher PCE.
Generally, the electrons in crystals experience a degree of deformation of a surrounding
lattice in addition to the Bloch potential because of the large polarity of ionic bonds. Then,
charge carriers are described by polaron quasiparticles owing to the coupling between electrons
and lattice phonons. In the case of lead halide PSCs, there has been a critical debate on the
main source of electron-phonon coupling (e-ph) either optical or acoustic. From the temperature
dependence of the mobility µ ∝ T−
3
2 near the room temperature, the acoustic phonons were
considered to be the main source of e-ph coupling.[11] On the other hand, in recent research,
longitudinal optical (LO) phonons are provided as the main source of the polaron state.[12]
Operating temperatures of cubic MAPbI3 (∼ 330 K) is above the Debye temperature of ΘD ∼
175K.[13] Therefore, it is natural that the high energy LO phonon modes are highly populated
at operating temperatures of lead halide PSCs. Thus here, I further investigate the correlation
between the polaron in LHP and A-site cation and show that the coordination of A-site cation
to halides is important to determine the polaron mobility of LHP.
The spin-orbit coupling (SOC) field, which is odd function in k (momentum) and time rever-
sal symmetric, at the interface of hetero-structures gives rise to the Rashba-Dresselhaus (RD)
splitting of the degenerate bands. We can easily derive the effective low order perturbation of
RD Hamiltonian and define the strength of the RD interaction by the constant αRD = ∆E2∆|k|
(eV·Å). Since the interaction of RD is common that many systems like non-centrosymmetric
crystals, hetero-junctions, metal surfaces and graphene show considerable energy splitting. Re-
cently, lead halide PSCs containing heavy elements like Pb and I can exhibit large RD coupling
constants (αRD ∼ 1.6 eV ·Å) in 2D (C6H5C2H4NH3)2PbI4 and αRD ∼ 2.75 − 3.75 (eV·Å) is
MAPbBr3 and 3D CsPbBr3 nanocrystals.[14, 15, 16] I studied an elusive part of LHP/graphene
and LHP/ETL interfaces using the density functional theory and ab initio molecular dynam-
ics (AIMD) simulations to account for RD spin-orbit effect. I carried out the calculations for
graphene/cubic-CsPbI3(001) as a prospective interface for improving carrier transport and for
TiO2/ cubic-MAPbI3(001) as a well-known ETL material for PSC devices. Although we ob-
served RD interactions at both interfaces, their mechanisms are different in intriguing ways.
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Anatase and rutile TiO2 has been the most widely used electron transport layer (ETL)
material in lead halide PSC devices. However, the photo-degradation of TiO2 by ultraviolet
(UV) rays deteriorates the device performance gradually.[17] Direct optical measurements show
that an electron barrier of ∼ 0.1 eV is present at the MAPbI3/TiO2 interface, and such a large
electron barrier can cause I-V hysteresis by the accumulation of iodine defects at MAPbI3/TiO2.
To overcome these obstacles, the development of efficient and reliable next-generation ETL
substances has emerged recently. Metal oxide materials such as SnO2, ZnO, WO3, ZnSnO4 are
drawing attention as the next-generation ETL.[18] Thus, using DFT at the PBE0 + spin–orbit
coupling (SOC) + Grimme-D3 van der Waals level of theory, I studied recently discovered La-
doping on BaSnO3 ETL, which has achieved 22 % PCE,[19] and discuss the key factor for the
optimal band alignment at the MAPbI3/LBSO interface.
Effective low cost hydrogen production is imperative for the future energy industry. Thus,
theoretical understanding of the water splitting process, hydrogen evolution reaction (HER) at
the cathode and oxygen evolution reaction (OER) at the anode, is important. From the HER
experiment with the Pt-Graphitic tube-FeCo/Cu system, I provided a mechanism for the superb
HER which showed extremely high turnover frequency (7.2/s), low overpotential (18 meV at 10
mA/cm2), and small tafel slope (24 mV dec−1) using ultralow Pt loading.[20] Though single
Pt-C2N2 in graphitic tube has ideal free energy (∆G = 0) for HER, the conductivity is very
low, thus limiting the steady state mass transfer of electrons at the cathodes. Thus, we proposed
a model which accounts for the mass transfer of cathodic electrons (or simply conductivity) in
N-doped graphene cathode. I show that Pt single atoms in the presence of Pt clusters drastically
improves the conductivity of the graphitic tubes and hence the activity of the Pt single atoms.
It is well known that the quantum mechanics lacks a complete description of nonequilibrium
dynamics. The non-equilibrium dynamics of quantum mechanics is still uncharted territory. At
this stage, the Keldysh (or Kadanoff-Baym) contour with Green’s function method is the major
theory to understand the nonequilibrium quantum mechanics. Here, I have derived an analytic
solution of the nonequilibrium Anderson impurity model (AIM) on the Keldysh contour by
including vertex self-energy terms in real frequency domain using the pseudo-particle formalism.
Since now the derivation of nonequilibrium AIM in real frequency with higher order terms has
been a formidable task because of its complexity. The real frequency solution can access to a
low energy scale (up to Kondo scale) which is not possible for the real-time propagation. In
the equilibrium limit which satisfies the fluctuation-dissipation theorem, the derived solution
exactly corresponds to the equilibrium solution.[21]
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II Lead halide perovskite solar cells
2.1 A new perspective on the role of A-site cation for steering Frohlich
polaron and its experimental verification
As competition becomes more intensive toward high efficiency of lead halide perovskite solar
cells (PSCs), a design method to minimize carrier transport loss aiming for higher PCE is ur-
gently required. Here, we reveal the role of the A-site cations for the carrier transport, which
was largely ignored up to date, to tune the coupling of Frohlich electronic-phonon (e-ph) inter-
actions with longitudinal optical (LO) phonons. We found that Fröllich polaron interaction is
controlled by the coordination between the proton (or lithium) and halogen ions. The design
principle proposes a route to reduce the e-ph scattering by reducing the Born effective charge
and by reducing the LO motion of Pb and I. This novel principle discloses some of promising
organic cations, including hydrazinium cation (NH3NH+2 ; HZ), Li
+-methylamine (Li+-NH2CH3;
LM), and hydroxyl-ammonium cation (NH3OH+; HA) which is comparable with the methylam-
monium cation.[1]
Based on our prediction, we can replace the organic A-site in the perovskite into N2H5+
(HZ) cation which can control the proton coordination to I. This prediction was experimentally
demonstrated with an optimized perovskite device containing 2% N2H5Cl additive showing 85
% of the fill factor (FF) which is the maximum closest to the Shockley-Queisser limit. With HZ
additive, additional PCE of 2.3% and FF of 14% are improved compared to MAPbI3.[2]
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2.1.1 A new perspective on the role of A-site cation for steering Frohlich polaron
and its experimental verification
Little is known about the A-site cation’s role on the polaron properties of lead halide PSCs until
now. From the retrospective, it is important to find the A-site cation whose size is suitable for




.[3] The size of the
A-site cation also controls the rotation of the octahedron which is related with the band gap of
the lead halide PSCs. One of the most widely used MAPbI3’s instability is partially understood
from the small ionic radius rA with t 0.9 < 1.0. Many researchers tried to circumvent the
problem by adjusting the size of the A-site cation.
In polar semiconductors, a periodic dipole moment is formed by strong ionicity of the crystal.
Since the dipole-dipole interaction decays ∼ r−2, the interaction of long-range phonons (q→ 0)
diverges as ∼ q−1.[4] Only the LO modes at the long-range limit contribute e-ph coupling to
the band edge states. To reduce the e-ph interaction which interferes with the carrier transport
of the semiconductor, the dipole (i.e. the Born effective charge and the vibrational eigenmode
component) of a given unit cell has to be reduced.
Figure 1: (a) Average of I− coordination distance rcoord and the estimated ionic radius rA for
various A-site organic cations. Li∗ refers to LiNH2CH+3 and F
# refers to NH3CF+3 . NH3BH
+
2
does not form a molecular bond according to our DFT calculations. All units are in Å. (b)
Dodeca-coordination of Cs+ (c) tri-coordination of MA (d) tetra-coodination of NH3OH+, HA
(e) penta-coordination of LiNH2CH+3 , LM. Copyright 2018 Wiley.
A simple rule for the better charge carrier transport is to adjust the A-site cation close
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to I and increase the number of coordination site between cation and I. An optimal cation
effectively reduces the e-ph coupling by decreasing the Z∗κ of Pb and I ions and by decreasing
the eigenmodes e(q) of Pb and I with the increased coordination number of cations. The time
scale of the recently measured reorientation of the MA molecule in the pseudo-cubic cage is long
enough (∼ 14ps) to participate in the lattice vibration of the Pb-I frame to form the polaron
state. We have found that CH3 can be converted into Li(NH3Li+), BeH, BH2, NH2 (NH3NH+2 :
hydrazinium; HZ), OH (NH3OH+: hydroxyl-ammonium cation; HA), F (NH3F+ Ammonium
cation, expressed in terms of fA, taking into account that FA is used to represent formamidinium
cation) and we have calculated the average distance and ionic radius. HZ and HA are easily
available from the lab. Though we found the spectra of fA, fA is difficult to synthesize. However,
we calculated the above cations to understand the role of A-site cations on polaronic interactions.
The HZ result is very similar to MA, so HZ’s result is omitted here to reduce the complexity of
comparison focusing on comparison of Cs, MA, HA, and fA. The HZ’s result can be found in
elsewhere. Using the DFT calculation, we can see that the average coordination distance of MA
(2.75 Å) decreases to 2.47 Å for HA and 2.54 Å for fA (Figure 1a). The ionic hydrogen bonds of
HA and fA (0.2 - 0.3 Å decreased with respect to MA) results in smaller Z∗κ(Pb, I) than MA’s.
Another way to achieve our goal is to fluorinate H atoms of CH3 to form NH3CF+3 (tri-
fluoromethylammonium: TA) or to substitute LiNH2CH+3 (lithium-methylamine: LM). LM is
difficult to synthesize again, but its spectrum was indeed observed in the experiment. These
molecules were also investigated to understand what kind of molecular form is useful to reduce
e-ph coupling. Various configurations of A-site cations with surrounding I- ions are observed
using DFT geometry optimization (Figures 1b-e). The inorganic Cs+ is very weakly dodeca-
coordinated by I− and has a relatively large distance (∼ 4.5 Å). Typical A-site cation MA forms
three strong ionic hydrogen bonds between I and H, a tri-coordination (Figure 1c). HA forms
an additional coordination between OH and I− (Figure 1d). In addition, LM being with Li+
instead of a proton can form noncovalent bonding to five I−s (Figure 1e). Examples of these
cations can actually manipulate the coordination number from tri-(Figure 1c), tetra-(Figure
1d) to penta-coordination (Figure 1e) with very strong bonding strength using different organic
cations.
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2.1.2 Effects by organic A-site cation versus inorganic A-site cation
Since the A site cation is not located the low energy spectrum of the electronic structure, it is
expected to be hardly involved in carrier transport. However, it was revealed that selection of
A-site cation is important because of the polar character of lead halide PSCs. We manifest this
difference from the example of two well-known materials: the cubic CsPbI3 and MAPbI3. The
phonon dispersion (Figs. 2a and b) shows large LO (longitudinal optical)-TO (transverse optics)
splitting due to the large Born effective charge of Pb and I. Non-analytic dynamic matrix of
ionic crystal appears from long-range macroscopic Coulomb interactions introducing the LO-TO
splitting called Lynddane-Sachs-Teller (LST) relationship. Though LST is not exactly applicable
for this model, the relationship may be a measure of the polarity of the crystal. Organic cations,
including MA, reduce the LO-TO splitting and show that it can effectively lower the long-range
Coulomb interactions.
Figure 2: (a) CsPbI3 and (b) MAPbI3 with LO1 (red) and LO2 (blue). The schematic for the
eigenmodes of (c) LO1 and (d) LO2 in CsPbI3. (e) Electron-phonon self-energy of VB and CB
at R(0.5, 0.5, 0.5) of BZ of LO1, LO2, and LO3. (f) Scattering rate τ−1 (2Im{Σ(k, ω)}) along
(η, η, η) to R(0.5, 0.5, 0.5) and R(0.5, 0.5, 0.5) to (0.5, η, 0.5) with 0.45 < η < 0.5 at 330 K for
CsPbI3 (blue) and MAPbI3 (green). (g) Fröhlich e-ph coupling constant gmn(m = n) of CsPbI3
(blue) and MAPbI3 (green) for VB (left) and CB (right). Copyright 2018 Wiley.
The energy (ELO1) of the highest LO mode (LO1) of CsPbI3 (17.47 meV) is larger than
MAPbI3 (16.21 meV). A clear separation between heavy Cs+ modes (which are mainly low
energy modes ∼ 5 meV) and PbI3 optical phonon modes (> 5 meV) is observed for CsPbI3
(Figure 2a). In MAPbI3, the rotation and translation modes of MA are mixed with PbI3 LO
modes (Figure 2b). Lighter molecules such as MA interacting with I− by anisotropic directional
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hydrogen bonds destroy the symmetry of the PbI3 lattice and effectively suppresses the PbI3
LO lattice oscillation by linear I-· · ·HN halogen-hydrogen bonding perpendicular to the Pb2+-
I−-Pb2+ perovskite skeleton.
Figure 3: (a) Phonon dispersion of CsPbI3 using DFPT without long-range non-analytical
correction with LO1 (red) and LO2 (blue). (b) Fourier transformed velocity autocorrelation
(VAC) of cubic (2×2×2) supercell from ab initio MD simulation for 10 ps at 600 K. 0K phonon
DOS (black line); LO1 (red line); LO2 (blue line); projected DOS from the VAC of the MD
(gray bar). Copyright 2018 Wiley.
The calculation of e-ph coupling for all modes suggests that most contributions of e-ph
scattering in both CsPbI3 and MAPbI3 at the valence band (VB) and conduction band (CB)
band edges are from the highest LO mode (LO1; red) and the second highest LO mode (LO2;
blue) (Figs. 2a and 2b). Except for LO1 (Figure 2c) and LO2 (Figure 2d), the contribution of
the other 13 modes is nearly negligible (Figure 2e). Therefore, observing these two predominant
modes, it is easy to follow changes in e-ph coupling after substituting MA for other cations at
the A-site. The e-ph scattering is much larger than that of MAPbI3 (Figure 2f), because the
polarization of Pb2+-I− bond is higher in CsPbI3 and the contribution of PbI3 LO oscillation in
the eigenmode is large. Replacement of the cation Cs+ with MA reduces e-ph coupling due to
suppression of PbI3 LO phonon mode. There are concordant results with our design principle
that organic cations such as MA reduce the scattering rate compared to inorganic PSCs (Figure
2f). Fröllich e-ph interactions gmnq(m = n) of LO1 and LO2 of CsPbI3 (blue) and MAPbI3
(green) shows that in addition to the overall decrease in the e-ph coupling of MAPbI3, the long-
range interactions (q → 0) are substantially quenched (Figure 2g). These overall observations
point out that appropriately selected organic cations have better carrier mobility than inorganic
counterpart.
Negative (imaginary) acoustic modes such as at M(tetragonal) and R(orthorhombic) indi-
cate the instability of the cubic structure at 0 K. Since, we are interested in the longitudinal
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optical modes, our calculation is justified unless the LO spectrum significantly changes at high
temperatures. The Fourier transformed velocity autocorrelation function (VAC) MD spectra
from the molecular dynamics (MD) simulation at ∼ 600 K, which is higher than the critical
temperature of the cubic phase, TC (∼ 583 K),[5] coincides with 0 K lattice phonon density of
states (DOS). Thus, we confirm that LO1 and LO2 energy DOS do not change much (Figure 3a
and b).
Figure 4: Phonon dispersion of (a) fAPbI3 (b) HAPbI3 (c) TAPbI3 (d) LMPbI3. (e) A histogram
of the dynamic matrix components of LO eigenmodes of LO1 (red), LO2 (blue), and the average
(yellow). The portion of the A site cationic component in the LO mode increases as the organic
cations are introduced. The eigenmode contribution of A site cation of LO mode is Cs (5.6
%), MA (62.5 %), fA (53.5 %), HA (68.3 %), TA (55.7 %) and LM (77.8 %). The eigenmode
component of Pb-I is absorbed by the organic cations. Copyright 2018 Wiley.
Therefore, we assume that the phonon spectra of the high energy LO modes are not seriously
affected at high temperatures. We choose the most promising cations according to the coordinate
number [MA(3) < HA(4) < LM(5)] and the coordinating distance of the A-site cation: [d(fA),
d(TA), d(HA) < d(MA)]. The Born effective charge Z∗κ of the I atom adjusted by the organic
cation decreases to MA > LM > HA > fA > TA. When being substituted with O, F or
fluorinated, cations acting as buffers can reduce effective Pb-I dipole. In the case of fAPbI3, the
cation coordination can reduce Z∗ by 40 % over non-coordinated one.
The coordination number is important because the Pb2+-I LO eigenmode is absorbed by
the translational organic cation modes through the coordination. Increasing the coordination
number amounts to reduce (ωLOωTO )
2 of HA (1.26) (Figure 4b) and LM (1.33) (Figure 4d) compared
to MA (1.46) (Figure 2b and Table 1). LMPbI3 shows a useful example showing how Pb-I
10
eigenmodes of LO1 and LO2 are reduced as the number of coordination increases. For the LM
cation (Figure 1e), the combination of LO mode with cation and degree of screening is maximized
by halogen-hydrogen bond and directional linear I· · ·LiNH2 halogen-lithium bonding. The tetra-
coordinated HA cation absorbs more Pb-I LO mode than MA cation. (Figure 4e)
Table 1: Electronic and vibrational properties and the Goldschmidt tolerance factor t of cubic
APbI3 with Cs, MA, fA, HA, TA, and LM A-site cations.
t Z∗(Pb) Z∗(I) ϵ∞ ELO1(meV ) (ωLO/ωTO)2
CsPbI3 0.85 4.99 -4.99 6.81 17.47 1.94
MAPbI3 0.92 4.92 -5.58 7.86 16.21 1.46
fAPbI3 0.93 4.70 -4.26 7.24 15.59 1.32
HAPbI3 0.92 4.72 -4.62 7.22 16.65 1.26
TAPbI3 1.09 4.71 -4.11 5.92 11.33 1.68
LMPbI3 1.07 4.83 -5.30 7.10 15.61 1.33
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2.1.3 Perovskite solar cells materials containing prospective organic cations
The overall discussion can be summarized in Figure 4. In VB and CB, we found that TAPbI3,
which was considered to be a promised cation, contains a new LO motion between F and Pb-I. In
this additional LO mode, the e-ph scattering is large. For VB, the scattering rates of HA and LM
Figure 5: (a) Hole and (b) electron scattering rate 2Im{Σ(k, ω} of fAPbI3(orange),
HAPbI3(yellow), TAPbI3(purple), LMPbI3(red), at band extrema of R(0.5,0.5,0.5) to (0.5,η,
0.5) where 0.45 < η < 0.5 at 330 K. Scattering rates for MAPbI3 are green stars. (c)
The electronic spectral function of CsPbI3, MAPbI3, HAPbI3, and LMPbI3 around R(0.5,
0.5, 0.5) with the DFT Kohn-Sham energy (blue circles). (d) Photoluminescence bandwidth
of CsPbI3(blue), MAPbI3 (green), HAPbI3(yellow) and LMPbI3(red), MAPbI3(green), and
fAPbI3(orange). Copyright 2018 Wiley.
are comparable to the that of MA. However, it is interesting to note that the fA, which buffers
the large polarizability between Pb and I, reduces the scattering rate to the half of that of MA
(Figure 5a). For CB, it is clear that the scattering rates are reduced for fA, HA, and LM. In par-
ticular, LM drastically reduces e-ph scattering (Figure 5b) due to the maximum mixing between
Pb-I LO mode and LM (Figure 4e). Electron self-energy of Rayleigh-Schrodinger perturbation
theory for nondegenerate conduction band minimum at Γ of Brillouin Zone (BZ) is given by
Re{Σ(k, ω)} = −αℏωLO at 0 K, where α is polaron coupling constant. Though the relation is
not exactly matched with our model, this still can provide some measure of polaron coupling.
Therefore, the comparison of polaron coupling constants at 0 K [α(CsPbI3) > α(MAPbI3) >
α(HAPbI3) > α(LMPbI3) (Figure 5c)] shows that the prospective organic cations are able to
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reduce the polaron coupling. We observe that from photoluminescence (PL) bandwidths as the
function of temperatures (Figure 5d), HA and fA, which form strong coordination to I, and LM
which makes a large coordination number to I are promising A-site organic cations for highly
efficient PSCs. Finally, we estimate the mobility for the prospective materials at 330 K for elec-
trons, µTA(61.85) < µCs(73.94) < µMA(118.08) < µHA(150.82) < µfA(162.92) < µLM (464.41),
and for holes µTA(57.88) < µCs(98.11) < µHA(102.22) < µMA(108.70) < µLM (110.25) <
µfA(226.77) from the mobility µ = eτm∗ (cm
2V −1s−1).
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Figure 6: (a) MA and (b) HZ with Pb (gray) and I (purple) (c) The electronic band structure
of cubic HZPbI3. (d) The phonon dispersion of cubic HZPbI3. (e) The imaginary part of the
electron phonon self-energy of MAPbI3 (green)[1] and HZPbI3 (red). (f) The spectral function
A(k, ω). Copyright 2018 American Chemical Society.
2.1.4 Novel inorganic cation N2H5
DFT+many-body theory showed long-range LO phonon coupling is quenched by increasing the
number of coordination to I− ions by A-site organic cations.[1] Inorganic N2H5(HZ) forms five
I-H-N hydrogen bonds at a distance of 2.5-2.9 Å (Figure 6 a, b). The contribution of ions (or
vibrations) to static dielectric ϵ0,ionic is reduced by 3 % substituting MA for HZ in the density
functional perturbation theory calculation (Figure 6d). As a result, the Born effective charge of
Pb and I are reduced by 8.5 % and 3 %, respectively. We have also calculated the imaginary
part of the spectral function (Figure 6f) and the bandwidth (Figure 6e). The band width of the
valence band edge decreased by 20 % and that of the conduction band decreased by 48 %. [2]
In order to investigate the characteristics of the PV device, an inverted p-i-n (p-type in-
trinsic n-type) plane perovskite solar cell was fabricated using ITO/PEDOT:PSS/perovskite
layer/PC61BM/Al electrode of pristine MAPbI3 and with 2 %, 5 % and 10 % HZCl additives
(Figure 7). Note that with 2 % of HZCl additive the PCE of the PV device shows the best
performance under 100 mWcm−2AM1.5G irradiation: 16.45 % PCE (2.3 % increase), JSC 20.12
mAcm−2, VOC 0.96 V, and fill-factor (FF) 0.85, which is is close to the Shockley-Queisser limit.
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Figure 7: (a) Voltage-current (JV) characteristics of MAPbI3 perovskite device with and without
HZCl. (b) PCE of the MAPbI3 perovskite device (c) External quantum efficiency (EQE). (d)
Time correlated single photon counting (TCSPC). (e) Device stability of MAPbI3 devices over
300 h. Copyright 2018 American Chemical Society.
The PL decay time of correlated single photon counting (PCSPC) is measured to prove superior
carrier life-time with HZCl additive (Figure 7d). The decay time (τavg) of MAPbI3 with 2 %
HZCl additive is 26.41 ns compared to 8.06 ns of pristine MAPBI3. Long τavg directly supports
good charge dissociation and transport in the device.
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2.1.5 Conclusion
The A-site cation has not been considered as a main factor of carrier transport, except for the
role in the evaluation of structural tolerance of cubic perovskite. Here, we clarified the hidden
role of A-site cation in lead halide PSCs in Fröllich polaron picture. From this point of view, we
have discovered a design principle that selects appropriate cations for better carrier mobility to
boost the efficiency of PSC. The key to steering charge transport is to choose organic cations that
increases the strength of the interaction and the number of coordination to I. It is possible to
quench the e-ph interactions by increasing the directional I− · · ·HN(O) halogen-hydrogen bonds
or I− · · ·Li bonds. The vibration mode of the involved molecular cation causes the deterioration
of the e-ph interaction. From the first-principles calculation, we calculated the polaron properties
of lead iodide PSCs with various kinds of A-site cations.
Organic cations such as HA and LM appear to be very promising for light harvesting as com-
pared to MA and inorganic Cs+, which are most used at the moment. Most of the hole conduc-
tive material (HTM) contains Li+ ions in lithium bis(trifluoromethylsulfonyl) imide (LiTFSI),
so that the LM may form by diffusion of Li ions upon heating. In conclusion, we revealed a new
perspective for the role of molecular A-site cations to reduce Fröhlich e-ph coupling of PbI3 LO
vibrations. The proposed design principle can help to find the new prospective A-site molecular
cations to promote PCE of lead halide perovskites.
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2.2 Rashba-Dresselhaus spin-orbit interactions in LHP interface with graphene
and TiO2
At the interface of non-centrosymmetric crystals or hetero-strucures, the spin-orbit coupling
(SOC) field (odd in k (momentum) and time-reversed symmetric) causes spin splitting so called
Rashba-Dresselhaus (RD) effect. The effective low order perturbation terms of RD interactions
are derived based on the specified symmetry of the model. The lowest order Hamilton in kṗ,[6]





Here, k is the momentum, σi=x,y,z is the Pauli spin matrix and the strength of RD interaction
is defined by the coupling constant αRD(eV · Å) (Eq. 2). The interaction of RD is common
and many systems such as noncentrosymmetric crystal, hetero-junction, metal surfaces, and
even graphene exhibit considerable energy splitting. The RD depends on the systems: 0.067
eV ·Å (InAlAs / InGaAs) or 4.0 eV ·Å (Bi2Se3).[7, 8] Recently, PSC materials containing heavy
elements such as Pb or I have been realized that it can exhibit large RD coupling constants:
αRD ∼ 1.6 (eV ·Å) in 2 D PSC (C6H5C2H4NH3)2PbI4 and αRD ∼ 2.75−3.75eV ·Å (in the original
paper αRD = 2∆E∆k with αR ∼ 7− 11) in MAPbBr3 and 3D CsPbBr3 nanocrystals.[9, 10, 11] In
past studies on PSC on RD SOC focused on inversion symmetric bulk with artificial conditions
such as uniaxial pressure which caused ferroelectricity of PSC. Recent studies revealed the
importance of RD effect in the exciton states of PSC.
On the other hand, an interesting aspect is realized in which dynamic Rashba splitting occurs
in both centerosymmetric I4/mcm simulated by Car-Parrinello molecular dynamics and non-
centrosymmetric I4cm tetragonal phases. It is suggested that the effect of RD may disappear
in large (> 8nm3) with large entropy of MA.[12, 13] Application to spin filter devices that cause
spin precession in PSC is due to RD interaction. The technical effect of RD SOC is to change the
direct band structure to indirect one, suppressing the carrier recombination and promoting the
carrier accumulation in the barrier between PSC and charge transporting layers. Understanding
the interfacial phenomena of solar cell devices is important, but research on the influence of RD
interactions on solar cell performance at the interface of PSC has not been carried out yet.
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interfacing with the graphene (yellow). (c) Schematic for the unit-cell from [001] view. (d) Each
PbI2 layer experiences ferroelectric distortion of Pb (red arrow) and I (green arrow). Copyright
2018 American Chemical Society.
2.2.1 Graphene/CsPbI3 interface
The atomic displacements near the surface are only important [001]. The displacement of the
ferroelectric becomes larger at the interface and becomes larger at the interface. Unless the
bandgap is closed for overall ferroelectricity, the bulk (or inverse symmetry) layer, the fifth and
sixth layers are very important to provide a reasonable band structure.





(CsI-) terminated cubic CsPbI3 with the lattice mismatch of ∼ 1.93 % (Figure 8a, b, and
c). We have confirmed that the surface dipoles do not affect both the relaxed geometry and
the corresponding electronic structure. As reported in the LDA+D2 calculation of the previous
Gr/tetragonal-MAPbI3, we observe the ferroelectric strain driven by the attractive force between
the cation Pb2+ of the PbI2 terminated slab and graphene. The measured distance of the
PbI2 layer and the graphene (Figure 8a) is 3.21 Å at the PBE+D3 level and is 3.28 Å at the
PBE+Tkatchenko-Scheffler(TS) level (LDA+D2 is 3.45 Å).[14] In the case of CsI termination,
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the distance of the CsI layer graphene (Figure 8b) is dPBE−TS ∼ 3.4, which is slightly larger
than the PbI2. Despite ferroelectric distortion, the C4v point symmetry of the cubic structure is
preserved contrast to the TiO2/MAPbI3 interface which is described later. The direction of Pb
and I displacements (Figure 8 d) are opposite in PbI2- and CsI-termination. At PbI2 termination,
displacement is δ(Pb) ∼ +0.4 and δ(I) ∼ −0.6. At the CsI termination, δ(Pb) ∼ −0.5 and
δ(I) ∼ +0.6. The binding energy (BE) of graphene at PbI2 termination is 20.5 meV/atom,
which is 3.3 times larger than that at the CsI termination (Table 2). The PbI2-(CsI-) terminated
Figure 9: Electronic band structures of PbI2-terminated (CsI-terminated) Gr/CsPbI3(001)/Gr-
(1 × 1) system; Pb (red), I (blue), and graphene (green). Copyright 2018 American Chemical
Society.
Gr/CsPbI3(001)/Gr electronic band structure using PBE+TS+SOC (Figure 9) shows some
interesting features. Large Rashba SOC interaction gives rise to a splitting of the surface band
in momentum k and energy E at both the conduction band (CB) and the valence band (VB).
In the case of cube Pm3m (centrosymmetric) CsPbI3, strong SOC splits the conduction band
into one j = 1/2 and one j = 3/2. The valence band has s−orbital character, so there is no
effective splitting at the highest valence band. However, at the Gr/CsPbI3 interface, the value
band at the M of BZ experiences an asymmetric field on the xy plane and its eigenstate becomes
j = 1/2 instead of s = 1/2. The energy barrier between jz = −1/2 and jz = 1/2 is sizable
for CB [∆E(PbI2-termination) ∼ 280 meV]. This large barrier prevents electrons recombining
directly with the VB extremum by overcoming the CB extreme barrier.
Gr/CsPbI3(001)/Gr reveals the gap state which has a particular electronic structure com-
pared to an ordinary semiconductor gap states (Figure 9). While the lowest empty surface state
at the PbI2 termination is CBM, the highest occupied surface state is 1 eV less than VBM. In-
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Table 2: BE and αRD for graphene- and TiO2-interfaced PSCs depending on the terminations,
PbI2 and AI, where A is Cs or MA.
Interface BE (meV/atom) αRD(CB) (eV·Å) αRD(VB) (eV·Å)
Gr/CsPbI3/Gr (PbI2) 20.54 0.42 1.17
Pristine CsPbI3 (PbI2) - 0.18 1.00
Gr/CsPbI3/Gr (CsI) 6.23 0.59 0.50
Pristine CsPbI3 (CsI) - 0.53 0.54
TiO2/MAPbI3 (PbI2) 15.64 0.08 0.17
Pristine MAPbI3 (PbI2) - 0.78 0.81
TiO2/MAPbI3 (MAI) 10.33 0.29 0.58
Pristine MAPbI3 (MAI) - 0.18 0.30
terestingly, the maximum value of VB is made of bulk states without band splitting because of
its centrosymmetry. The surface state shows a trend opposite to the CsI termination. The origin
of the unique energy level of Gr/CsPbI3(001) can be explained by observing the displacement
of ferroelectric distortion on the surface of CsPbI3. It has been found that CsI and the PbI2-
terminated pristine CsPbI3 (001) undergoes similar intrinsic ferroelectric displacements while
the geometry relaxation as the hetero-interface. Comparing the relaxed and unrelaxed CsPbI3
slabs, a significant change in energy levels of the surface state is observed. This natural ferro-
electric surface distortion suggests the origin of the recent observation of the Rashba splitting
of the CsPbBr3 nanocrystals. However, the role of graphene is different for each termination.
At the PbI2 termination, graphene favors ferroelectric distortion and gives αR =1.17 (CB) and
αR = 0.42 (VB). At CsI termination, it suppresses ferroelectric distortion and the RD effect is
equal to or lower (Table 2), αR = 0.18 (VB) and αR =1.00 ( CB).
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2.2.2 TiO2/MAPbI3 interface
The Rashba effect is present in the MAPbI3: MA+ organic cation disrupts the inversion sym-
metry and deforms the PbI subunit. However, this effect is localized by disorientation of MA
cations and αRD was measured to vanish on a scale of about 3 nm in length. Previous studies
of a tetragonal slab of MAPbI3 showed that the surface reconstruction produced a significant
RD effect and that its effect was more pronounced at the PbI2 termination. We calculated
the band structure of the rutile interface TiO2/MAPbI3(001) of the PbI2-(MAI-) termination
(Figure 10a and b) and the original slab of cubic MAPbI3 for comparison purpose. Although
the bare rutile (001) is not stable, this facet is advantageous for the configuration of the device.
As indicated in the MAPbI3 tetragonal slabs, αRD of CB and VB in the cubic MAPbI3 slab
are scaled as less than 2 (Table 2). In addition, our results show that the largest RD of the
PbI2-terminated slab, as evidenced by the distortions of the Pb-I bond along [001] θPb−I−Pb ∼
155.5◦ (PbI2-termination) and θI−Pb−I ∼ 170.4◦ (MAI termination).
At the PbI2 termination, bonding between Pb· · ·O2 (d ∼ 2.44) and Ti· · · I (d ∼ 2.9) was
observed. For MAI-termination, the degree of freedom of orientation of MA was significantly
reduced at the TiO2/MAPbI3 interface due to the presence of short strong hydrogen bonding
(SSHB) between H+ of MA+ and O− of TiO2.[15] In fact, the AIMD simulation shows that
the O-H bond at the interface remains intact even at 330 K in cubic phase. In addition, the
optimized MA orientation at the interface deforms the PbI sub-network by increasing the bond
distance between Pb and the apical I by approximately 0.15 Å. Since the SSHB significantly
reduces the MA degree of freedom at the interface, the Rashba effect at the TiO2/ MAPbI3
interface must be more robust than the bulk one of which is known to be local or sub-local. In
addition, previous DFT/AIMD simulation studies on stable (101) and (001) anatase interfaces
with PSC also confirmed the near-pinning effect of MA orientation at the interface. Therefore,
it is universal for various TiO2/MAPbI3 interface configurations in which a robust RD effect by
SSHB is expected.
The energy splitting in CB is quite significant (Figure 10c). This is expected because
MAPbI3’s CB is dominated by heavy Pb p states compared to the relatively lighter I at the
valence state. On the other hand, at the PbI2 termination interface, the surface is stabilized via
PbO2 and TiI bonds with BE ∼ 15.6 meV/atom and the RD effect is suppressed. We also ob-
served the disappearance of a significant distortion along [001] (θPb−I−Pb ∼ 172.1◦). Therefore,
αRD ∼ 0.08 (VB) and ∼ 0.17 (CB) at the PbI2 termination interface are significantly reduced
compared to the pristine slab (Table 2). In the MAI termination interface, the short strong
hydrogen bonding improves the RD effect, which is ∼ 0.29 (VBM) and 0.58 (CBM). Between
VBM and CBM, there is also a shift in the momentum as shown by different δk for CBM and
VBM, which suppresses recombination and extends the lifetime of the carriers. As in the case of
Gr/CsPbI3, the direct band-to-band recombination of MAPbI3 is considerably attenuated at the
interface with TiO2. (Figure 10b) Direct optical measurement and photoemission studies indi-
21
Figure 10: Geometry of (a) PbI2-terminated (b) MAI-terminated TiO2/cubic MAPbI3-(001)
interface with the presence of SSHB in the MAI2 termination where Pb(bright red)-O (red) ∼
2.44 Å Ti(light blue)-I ∼ 2.90 Å and H(light blue)-O(red) ∼ 1.47 Å. (c) The band structure
of the optimized TiO2/MAPbI3 (001) interface with PBE+TS+SOC functional. The blue(red)
circle represents the contribution of the surface I(Pb) atoms. Copyright 2018 American Chemical
Society.
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Figure 11: (a) Without the RD effect, the large potential barrier between the PSC and the ETM
promotes the rapid electron(red dot)-hole(white dot) recombination process. (b) The RD effect
coupled with the accumulation of electrons enables for electron carriers in PSC to overcome by
the long lifetime. Copyright 2018 American Chemical Society.
cate that a significant electron transfer barrier of ∼ 0.4 eV may be present at the TiO2/MAPbI3
interface. If such a barrier exists, the process of electron transport is strongly inhibited and
electrons should accumulate at the interface. If a charge recombination process is preferred,
this should result in a significant reduction in device performance. However, the presence of
the Rashba SOC at the interface (Figure 10 and Table 2) reduces such a recombination process
(Figure ??) until the potential barrier is overcame. Therefore, the presence of the Rashba ef-
fect at the interface is important to improve the electron transfer process at the TiO2/MAPbI3
interface.
In addition to the result of 0 K DFT, in order to clarify the influence of the thermal fluctua-
tions, we examined RD using the NVT ensemble based on an AIMD simulation around 600 K (in
the case of cubic CsPbI3) and 330 K (in the case of cubic MAPbI3). As the most important case,
we studied the PbI2 termination for Gr/CsPbI3/Gr and the TiO2/MAPbI3 termination. The
results show that the thermal average of the RD splitting is comparable to the 0 K DFT result
(Table 2). The thermal average of αRD (600 K) of PbI2-terminated Gr/CsPbI3 is 0.46 (± 0.15)
eV · Å (VB) and 1.25 (± 0.54) eV · Å (CB). αRD (330 K) of MAI-terminated TiO2/MAPbI3,
where MA alignment at the TiO2 interface is fixed, is 0.26 (± 0.07) eV · Å (VB) and 0.61 (±
0.15) eV · Å . In particular, the configuration of the surface I does not deviate from the 0K
configuration even at 330 K due to the fixed MA’s orientation (Figure 3b). Therefore, VB has
almost the same αRD as 0K DFT and has a slight standard deviation of ∼ 0.07 eV ·Å.
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2.2.3 Conclusion
We show examples of two inorganic/organic perovskite solar cell interfaces, Gr/CsPbI3 which is
a promising interface for efficient carrier transport and water protecting layer and TiO2/MAPbI3
which is a popular electron transport layer interface. In CB [VB] of PbI2-terminated Gr/CsPbI3,
a considerable Rashba SOC αRD (0 K) ∼ 1.17 [0.42] eV ·Å and αRD (600 K) ∼ 1.25 [0.46] eV ·Å.
At the CB [VB] TiO2/MAPbI3 interface, there are significant RD interactions αRD (0 K) ∼ 0.58
[0.29] eV ·Å and αRD (330 K) ∼ 0.61 [0.26] eV ·Å. The placement of MA at the TiO2 interface
gives a strong and robust RD effect, even at high temperatures (> 330 K) with small deviations.
Because of the large SOC nature and the geometric complexity of the PSC, the interface with the
other layers brings many phenomena. Successful manipulation of such interfaces could accelerate
further improvements in the effectiveness of the PSC.
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2.3 Band alignment mechanism of La-doped BaSnO3/MAPbI3 interface
TiO2 is the most popular ETL material for PSC devices. TiO2 anatase and rutile both provide
high PCE. However, photocatalysis of TiO2 induced by ultraviolet (UV) radiation causes degra-
dation of the device and a gradual degradation of performance under prolonged UV exposure.
Direct optical measurements indicate that there may be an electronic barrier of ∼ 0.1 eV at
the interface of MAPbI3/TiO2 and that these large electron barriers accumulate iodine defects
in MAPbI3/TiO2. This can cause I-V hysteresis. In order to overcome these obstacles, the
development of efficient and stable the next generation ETL materials has recently appeared.
Materials based on metal oxides such as SnO2, ZnO, WO3 and ZnSnO4 have attracted attention
as a new generation of ETLs.
BaSnO3 (BSO) is known as an indirect broadband semiconductor (for example > 3.1 eV)
and has a high electric mobility of 21 to 300 cm2V s−1 which may have a polaron state.[16, 17]
Recent measurements of BSO thin films have made it possible to achieve a conductivity of
approximately 104Scm−1 or more at ambient temperature.[18] The band gap (Eg) of BSO can
be easily adjusted by the chemical substitution of Pb, Bi, and La. From the experimental results
of hard X-ray photoelectron spectroscopy, this band gap modulation is induced by the interaction
between the doping cations and extra-free electrons in the conduction band. Therefore, rather
than adjusting the band gap of the PSC by the substitution of cations or halides, BSO can be
used to directly adjust the ETL’s band gap to ensure optimal band alignment. This scenario
is valid for the La-doped BaSnO3 (LBSO) slab as well, as evidenced by the large difference in
energy ∼ 2 and 4eV between the conduction band (Sn-s, O-p states) and La d-state. Since
the crystallization temperature of LBSO is 1000◦C or even higher, it is very difficult to deposit
the LBSO film on a flexible glass substrate. However, recently a new LBSO thin film synthesis
method at 500◦C or less has been discovered. 5 mol% of photostable LBSO in the form of ETL
(MAPbI3/LBSO) has reached PCE of 22 % or more under illumination for 1000 hours.[19]
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2.3.1 PBE0-SOC-D3 functional for bulk MAPbI3 and LBSO
First, bulk cubic MAPbI3 (Figure 12a) and cubic BaSnO3 (Figure 12b) were prepared using
the PBE0+SOC functional to accurately describe the experimental bandgap of MAPbI3 (1.5
- 1.6 eV) and BSO (3.1 - 3.5 eV). We observe that Eg,PBE0+SOC(MAPbI3) = 1.59 eV and
Eg,PBE0+SOC(BSO) = 3.51 (Figure 12a and Figure 12b), thus the PBE0+SOC is the optimal
functional (Figure 12b and Figure 12b). It was found that for both materials HSE06+SOC
underestimates the band gap, Eg,HSE06+SOC(MAPbI3) = 1.03 eV and Eg,HSE06+SOC(BSO) =
2.79 eV. In addition, it can be seen that the BSO band gap is sensitive to the lattice constant
a(BSO) (Figure 12c). Therefore, we confirmed that using the experimental in-plane lattice
constant a(BSO) = 4.09 Å of the thin film BaSnO3 well reproduce the experimental band gap.
Though the conduction band energy level varies considerably by considering the SOC, the energy
shift of the conduction band and the valence band in BSO is almost negligible by the inclusion
of SOC, ∆Eg = 40 meV.
The band level shift is only desirable in the conduction band, unless the hole carriers can be
transported and recombined with electron carriers in the ETL material. In fact, we note that
La doping on BSO shifts the energy of the conduction band and leaves the energy of the valence
band intact (Figure 12c). For example, The band gap varies as x = 0 % (3.51 eV) > x = 3.7 %
(2.91 eV) > x = 7.4 % (2.68 eV) > x = 11.1 % (2.55 eV) due to electrostatic interaction between
La dopant and doped electrons.
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Figure 12: (a) Cubic MAPbI3 perovskite structure and its PBE0+SOC density of states (DOS).
(b) cubic BaSnO3 crystal structure and PBE0+SOC DOS. (c) PBE0+SOC band gap change of
LBSO with La-doping concentrations x = 0.0, 3.7, 7.4 and 11.1 %. The local potential of each
system is set to E = 0 eV as a reference. (d) A diagram of band alignment between MAPbI3
and LxB(1−x)SO. Copyright 2018 Royal Society of Chemistry.
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2.3.2 LBSO/MAPbI3 interface study
In addition to the renormalization of the band gap, we studied the different interface terminations
between LBSO and MAPbI3. Since the bandgap and the band alignment are strongly affected
by the termination of the slab, it is essential to conduct calculations on various terminations for
a complete understanding of the interface.
Figure 13: An example of hetero-structure of LxB(1−x)SO/MAPbI3 (x = 0.0 and 3.7 %) (a),
(d) MAI-SnO2, (b), (e) MAI-BaO, (c), (f) PbI2-BaO. [Pb (gray), I (purple), C (brown) N (sky
blue), Sn (silver) O (red), Ba (green), La (cyan)]. Copyright 2018 Royal Society of Chemistry.
For MAPbI3, experimental and DFT studies have shown that the MAI termination is ther-
modynamically more stable than the PbI2 termination. However, in the PbI2 rich condition, a
MAPbI3 surface terminated with PbI2 can also be formed. In previous DFT studies, it has been
found that the work function of the MAI is 1 eV lower than the work function of the PbI2 termi-
nation, and that the termination of the MAPbI3 slab plays an important role in the determining
of the alignment of the conduction band. The BSO and MAPbI3 interface has four possible
interfacial morphologies. We have studied the minimal energy configuration of the interface and
the corresponding binding energy Eb including MAI-terminated MAPbI3 and SnO2-terminated
BSO (MAI-BaO) (Figure 13a), MAI-terminated MAPbI3 and BaO-terminated BSO (MAI-BaO)
(Figure 13b), and PbI2-terminated MAPbI3 and BaO-terminated BSO (PbI2-BaO) (Figure 13c).
At the PbI2 - SnO2 interface, the PbI2 interface (in perovskite) becomes unstable and plumbic
oxide PbO2 is formed with the oxygen anion of the SnO2 termination of BSO. Therefore, at
the PbI2-SnO2 of LBSO/MAPbI3, the perovskite types of two materials are transformed into
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lead oxide. It can be seen that this instability persists even when La is doped with BSO. The
binding energies per unit cell of MAPbI3/LBSO at all interfaces are large Eb(PbI2-BaO) = 4.38
eV/unit-cell, Eb(MAI-BaO) = 5.15 eV/unit-cell Eb(MAI-SnO2) = 4.49 eV/unit-cell, which are
larger than the MAPbI3/TiO2 interface. A high binding energy shows strong hybridization be-
tween the interface atoms, and therefore LBSO is considered to have better electron injection
property than other ETL materials.
For the MAI termination, the interaction between NH3 of MA and the oxygen anion depends
on the type of LBSO termination. At the SnO2 termination, there is the short strong hydrogen
bond (SSHB) between NH3 and O, where the proton is shuttling back and forth between adjacent
atoms. Since the existence of such strong hydrogen bonds (HB), the interface can further be
stabilized and possibly influence the energy level between the interfaces. At the BaO termination,
the proton transfer from NH3 to the oxygen anion is observed. It was also found that a slight
La (x = 3.7 %) doping for BSO had little effect on the optimized geometry. The optimized
geometry for subsequent doping (x = 7.4, 11.0 %) is almost identical to that of the original case.
Depending on the termination of MAPbI3 and BSO (PbI2, MAI, SnO2, and BaO) interface
morphology, it will impact on the practical performance of the PSC. However, due to strong
hybridization between adjacent interfaces, the original electron densities are rearranged and the
expected large dependence on the termination will be eliminated. From the density of state
(DOS) of LBSO/MAPbI3 at the PBE level, a considerable hybridization of the interface atoms
is observed whatever the type of termination. These hybridizations can also be formed between
the conduction and valence states of each adjacent layer (i.e. Sn(BSO) and I(MAPbI3)) without
affecting the band alignment. A decrease in the energy level of La is observed in the MAI-SnO2
interface, which underlines that it is independent of the CBM energy level. Therefore, scenarios
such as the charge transfer or the energy level shift by induced dipoles are not a dominant factor
in explaining the energy level of LBSO/MAPbI3.
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2.3.3 Conduction band alignment of LBSO/MAPbI3 with respect to La-doping
Considering that the hybridization is strong in MAPbI3/LBSO, it is important to confirm if it
affects the electronic state of La and the minimum of the conduction band (Sn-s state). The
presence of hybridization between the two states results in a significant change in the properties
of the conduction band and its energy level. For example, in conductive oxides such as Sn- or Ge-
doped In2O3, dopant ions significantly alter the CBM state by orbital hybridization, resulting in
complex bandgap modifications.[20] To confirm the mechanism by which the Coulomb interaction
between the La3+ dopant and the free electron of the conduction band lowers the band edge
energy, the partial density of the states (PDOS) was examined. This mechanism has already
been validated explicitly from previous experiments and DFT calculations. We observed that
the La d state does not hybridize with the Sn-s state at the interface, whatever the type of
termination. At x = 3.7 %, the La-d state above the CBM of LBSO is ∼ 4 eV (MAI-SnO2) and
∼ 2 eV above (MA-BaO and PbI2-BaO). This is in agreement with the experiment of the K-edge
x-ray absorption spectrum (XAS) in which the La dopant state only hybridizes to the O state,
which is ∼4 eV higher than the conduction band.[21] The result is in agreement with the other
concentration of La-dopings. Even when the La dopant is on the surface of the LBSO slab, we
do not observe hybridization between the La and Sn states. Therefore, it is concluded that the
downshift of the conduction band energy (renormalization of the band gap) is purely dictated
by the electrostatic interaction between the La3+ dopant and Sn-s conduction band state.
Without doping, there are large electron barriers in three cases: 0.4 eV (MAI-SnO2), 0.1 eV
(MAI-BaO) and 0.45 eV (PbI2-BaO). In the case of MAI-BaO, with doping x = 3.7 %, only the
conduction band level of LBSO is shifted (Figure 14b and f) and the band alignment between
MAPbI3 and LBSO becomes favorable for electron transport to LBSO layer. The energy shift
is more pronounced by subsequent La-doping at x = 7.4 and 11 % (Figure 14c-d and g-h).
For the three interfaces, the band alignment of the band edge state with respect to the La
doping concentration x (%) is summarized in Figure 15. For comparison purposes, the system
vacuum level has been set to 0 eV. In any case, an undesired alignment of the conduction band
between MAPbI3 and BSO can be overcome with a small amount of La-doping. Therefore, as
a function of the La-doping x, the optimal La-doping range will be found in order to maximize
the open-circuit voltage and the corresponding PCE of the device. Therefore, an additional
experimental work will be required to study the optimal La-doping range for the maximum
photovoltaic efficiency in PSCs. Related phenomena, such as I-V hysteresis and the accumulation
of defects at the MAPbI3/LBSO interface as a function of La-doping are also of interest.
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Figure 14: The partial state density (PDOS) of the MAI-SnO2 terminated
LaxB(1−x)SO3/MAPbI3 (x = 0, 3.7, 7.4, 11.1 %) is calculated using PBE0+SOC+D3;
(a) x = 0 % (b) x = 3.7 %, (c) x = 7.4 %, (d) x = 11.1 %. PbI2-BaO terminated
LaxB(1−x)SO3/MAPbI3 with La-doping of (e) x = 0 % (f) x = 3.7 %, (g) x = 7.4 % (h) x =
11.1 %; Pb s, p (red) and Sn s, p (blue) states of the interface. Copyright 2018 Royal Society of
Chemistry.
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Figure 15: The band alignment of LBSO/MAPbI3 in (a) MAI-SnO2, (b) MAI-BaO, and (c)
PbI2-BaO with the PBE0+SOC+D3 Copyright 2018 Royal Society of Chemistry.
2.3.4 Conclusion
We investigated the interface between the La-doped BaSnO3 ETL material and the cubic per-
ovskite MAPbI3 solar cell using DFT with (PBE0-corrected-)PBE+SOC+D3. We found that
(001) MAPbI3/LBSO forms an "all perovskite" stable interface with large binding energy. De-
pending on the type of terminations, the SSHB and proton transfer occurs. Since the LBSO
can selectively adjust the energy of the conduction band by doping La, it is possible to control
the band energy level only through the La-doping without the substitution of halide or organic
cation of the PSC. This demonstrates the advantages of LBSO over other ETL materials, in
addition to high photostability on UV light. We anticipate that the development of new ETL
materials, including LBSO, will further improve the efficiency and stability of lead halide PSC
devices.
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2.4 Proton-mediated band alignment of TiO2/MAPbI3
Electron transport material and hole transport material are utilized for the LHP to facilitate
the separation of charge (electrons and holes) at each interface in the solar cell device. It is well
known that organic cations such as MA in the halide perovskite have the rotational degrees of
freedom in the cubic phase, which is the real phase in actual operating conditions of the solar
cell. In the bulk MAPbI3, the rotational degrees of freedom of MA has a subtle effect on the
electronic structure such as converting the direct band gap into indirect band gap character
thus preventing charge recombination. However, the influence of the change in the MA dipole’s
direction of the TiO2/perovskite interfacial dynamics has not been sufficiently resolved until
now. In particular, it is not yet clear how the interaction with the TiO2 surface affects the
degree of freedom of rotation of MA molecules at the interface. In addition, although the MA
state is sufficiently away from the band edge energy, the influence of the MA orientation on
the interfacial electronic structure would not be negligible. So we have studied the interface
between rutile TiO2 and cubic MAPbI3 using DFT and ab initio molecular dynamics (AIMD)
simulations. In order to solve the problem of MA rotation, we use the edge [011], face [100], and
the diagonal [111] MA configuration from the latest neutron scattering experiment result. We
show that the structural rearrangement of MA at the interface is closely related to the electron
transfer process taking place at the TiO2 / MAPbI3 interface unlike the bulk.
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2.4.1 The short strong hydrogen bonding in TiO2/MAPbI3
Figure 16: The TiO2/MAPbI3 interface with (a) edge [011], (b) face [100], and (c) diagonal [111]
MA orientation; Ti (blue), Pb (black), I (purple), C (brown), N (light blue), H (white), and O
(red). Copyright 2018 Royal Society of Chemistry.
With [011] orientation, the interface has the minimum binding energy suggesting its weak
binding. The maximum binding energy for the interface is [111] orientation of MA. The interface
of the [100] MA is only 0.18 eV stable than [011] orientation. This difference is much more
pronounced for [111] than the comparison of the [100] and [011] interfaces. We note that these
energy differences are much higher than the thermal energy thus we expect that the orientation
degree of freedom which is present in the cubic bulk phase, is significantly reduced at the interface
of TiO2. Specifically, the C-N axis of the MA preferentially aligns in a way that the NH3 group
coordinates to the underlying TiO2 by minimizing the O· · ·H distance at the interface (Figure
16).
Hence, the [011] orientation being the NH3 group completely away from the TiO2 surface is
energetically undesirable despite being a more favorable orientation in the bulk. In addition to
the DFT results, we performed the AIMD calculations with the most stable interface structure
(Figure 16c) to fully account for the MA dynamics in the cubic phase (330 K). Most importantly,
we confirmed that O· · ·H· · ·N hydrogen bonding remains throughout the simulation (the last
15 ps of 30 ps is used for equilibrium analysis). In contrast to the MAPbI3 bulk, the hydrogen
bonding is not fixed in a particular direction, indicating the presence of ordered MA in the
TiO2/MAPbI3 interface (Figure 17).
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Figure 17: Ab initio 2D contour of length d(O· · ·H) and d(N· · ·H) in which the broad distribution
of bond lengths are present with the average distance of d(O· · ·H) =1.47 Å and d(N· · ·H) =
1.15 Å. The binding energy (insertion) for the interaction between the TiO2 surface and MA
represents an anharmonic potential energy surface reflecting the hidden double well minima.
Copyright 2018 Royal Society of Chemistry.
2.4.2 Band alignment of TiO2/MAPbI3
Figure 18 schematically highlights the effect of MA orientation-dependent electronic structure
in the electron transfer process at the TiO2/MAPbI3 interface. The conduction band offset
is calculated by HSE06 with the inclusion of the SOC correction. Generally, as a result of
light absorption, the electrons are excited into the conduction band in the valence band of
MAPbI3. At the TiO2/MAPbI3 interface, electrons migrate from CB of MAPbI3 to CBM of
TiO2. Thus, the electron transfer of TiO2 in MAPbI3 is energetically feasible only if the CBM
of TiO2 does not exist at much higher energy than MAPbI3. For the [011] direction, MAPbI3
CBM is significantly lower than TiO2 (Figure 18a), so electron transfer processes are strongly
inhibited by the presence of the energy barrier at the interface. On the other hand, in the case
of the optimized structure obtained from the initial [111] orientation, CBM is composed of a
mixture of TiO2 and MAPbI3. This suggests that there is practically no barrier at the interface
promoting the electron transfer process (Figure 18c). Therefore, a significant reduction of the
electron transport barrier is observed as a result of the MA orientation changing from [011] to
[111]. As discussed earlier, the protons (H+) in the NH+3 of MA of this structure is slightly
donated to TiO2 thus H+ is actually shared by both TiO2 and MAPbI3. Then, CBM and VBM
of TiO2 are lowered by the proximity of the proton (electropositive H). This gives rise to a
relatively favorable energy level for the electron transfer process at the interface. Therefore,
we emphasize the main qualitative findings of this study. The electron transport barrier at the
interface depends on the MA direction. In particular, the barrier is greatly reduced due to the
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Figure 18: HSE06+SOC total and projected DOS of TiO2/MAPbI3 with (a), (d) face, (b),
(e) edge, and (c), (f) diagonal MA orientation. Note the proximity effect of the proton that
effectively lowers TiO2 CB level is plainly observed as [011] → [100] → [111]. Copyright 2018
Royal Society of Chemistry.
optimal interface of the SSHB drive to promote the electron transfer process, and thus solar
performance, relative to other energetically undesired orientation.
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2.4.3 Conclusion
We found that the orientation degrees of freedom present in the bulk MAPbI3 were significantly
reduced at the interface and that the optimal interfacial geometry corresponded to the NH3 of
MA tilted toward surface oxygen through SSHB. More importantly, proton shuttle or SSHB
in the optimal MA direction will have a significant impact on the interfacial electronic struc-
ture. The energetically optimal interface configuration greatly reduces the energy barrier at
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III Heterogeneous single atom catalysts for water splitting
Natural phenomena, including photosynthesis and metabolism of living organisms are medi-
ated by catalytic reactions associated with electron/proton transfer. In recent years, artificial
catalysts have been developed for photo-electrolysis/synthesis, energy materials/devices (bat-
teries, fuel cells, water splitting reactions), mechanical devices, etc. These chemical reactions
are basically electrochemical reactions involving electron/proton transfer.
In general, as the chemical reaction involves electron transfer, any medium involved in the
reaction acts as an electrochemical catalyst. As a basic example of an electrochemical reaction,
a water splitting is an important reaction to obtain hydrogen energy through water. In a
electrochemical cell, the reaction which occurs at the cathode (Eq. 3) is the hydrogen evolution
reaction (HER) and the reaction that occurs at the anode (Eq. 4) is the oxygen evolution
reaction (OER). And both reactions occur in acid and basic electrolytes.[1]
HER: 2H+ + 2e− → H2. (3)
OER: 2H2O→ O2 + 4H+ + 4e−. (4)
The reactions can be further decomposed into several steps. For instance, in the acid elec-
trolyte, HER is a two electron transfer reaction at the cathode. The first step takes place by
discharging a proton in the solution to form an absorbed neutral hydrogen atom (Habs), called
the Volmer step (Eq. 5 and 6). The second step happens either through the Tafel reaction (Eq.
7) or the Heyrovsky reaction (Eq. 8) depending on catalysts’ configuration, Habs coverage, and
electronic property. One of the deterministic factors for being either reaction is the coverage of
Habs on the cathode surface.
Volmer (acid) : H+ + e− → Habs. (5)
Volmer (basic) : H2O + e− → Habs +OH−. (6)
Tafel : 2Habs → H2. (7)
Heyrovsky : Habs + H+ + e− → H2. (8)
In general, the OER is more complex than the HER because (i) it involves 4 electron transfer
reactions (ii) transition metal oxide containing various dopants with the complex geometry (iii)
polaron formation with strong carrier-lattice interaction.[2, 3] Also, it is considered to be the
bottleneck for the entire water splitting process. For instance, in the acid, the four reaction
steps are as follows,
1(acid) : ∗+ H2O ⇌ OH∗ + H+ + e−. (9)
2(acid) : OH∗ ⇌ O∗ + H+ + e−. (10)
3(acid) : O∗ + H2O ⇌ OOH∗ + H+ + e−. (11)
4(acid) : OOH∗ ⇌ ∗+ O2 + H+ + e−. (12)
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In the basic electrolyte,
1(basic) : ∗+ OH− ⇌ OH∗ + e−. (13)
2(basic) : OH∗ + OH− ⇌ O∗ + H2O + e−. (14)
3(basic) : O∗ + OH− ⇌ OOH∗ + e−. (15)
4(basic) : OOH∗ + OH− ⇌ ∗+ O2 + H2O + e−.. (16)
, where ∗ refers to the active site and OH∗ is the neutral OH absorbed onto the active site.
For efficient water splitting, a cathode material with faster turnover frequency and a low
overpotential is required. In order to maximize the efficiency of the catalyst, it is necessary
to use a precise quantum calculation method in order to enlarge the active surface by making
the catalyst small in the form of nanoparticles or single atoms, and to design the ligand and
template material for the optimal catalytic reaction. To describe the catalytic reaction, it
is necessary to accurately calculate the geometry of the system, the thermodynamic/kinetic
properties (free energy (∆G), acid dissociation constant (pKa), reduction potential), and the
electrical conductivity. Also to identify and elucidate the mechanism of the active sites for the
desired reaction, an accurate first-principles (or ab initio) tool is required.
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3.1 Mass transfer effect of cathodic electrons in Pt-N-Graphitic-tube-Fe/Co-
Cu
Because mass transfer effect of cathodic electrons to the active site (in traditional electrochem-
istry language) or simply put the electronic conductivity (σ) of the cathode surface, is important
for HER activity, we investigate it using both electrochemical impedance spectroscopy (EIS) and
DFT calculations.[4] The resistance of each composite (Nyquist plot in Figure 19) reveals 4.0,
1.8, 2.1, 4.2, and 4.4 Ω, respectively, that GT-1, Pt-GT-1, Pt-GT-2, Pt-GT-4 , and Pt/C. Thus,
Pt-GT-1 is much more conductive than Pt/C and fast electron transfer will help fast HER.
The work function of the Pt (111) surface is 5.9 eV, the work function of pyridine type N-type
doping graphene, graphene, Cu, Co and Fe is 4.5 to 5.0 eV. Thus, the Pt (111) surface tends
to be negatively charged, making it possible for the H+ cations to form H adsorbed on the Pt
cathode. In addition, the Fe-Co/Cu component, which is highly conductive, plays an important
role (H++ e− → H∗) in promoting the electron transfer process for recombination of H+ in the
electrolyte with electrons on the cathode.
Figure 19: Nyquist plots in 0.1 M HClO4 solution at the potential of -0.301 V (versus SCE)
[resistivity ρ: Pt-GT-1 (Cu: Fe3Co7) =1.8 Ω < Pt-GT-2 (Cu: Fe7Co3) =2.1 Ω < GT-1 (Cu:
Fe3Co7) =4.0 Ω ≈ Pt/C =4.4 Ω < Pt-Gt-4 (Fe3Co7 without Cu) =∼16Ω]. Copyright 2018
Nature Publishing Group.
As described above, the high electrical conductivity of Pt-GT-1 assists in the supply of rapid
electron transfer between the electrode and the electrolyte. These negatively charged active
sites readily capture H+ in the electrolyte and rapidly transport electrons through the high
conductivity catalyst at the cathode to form H adsorbed on the active site. To understand
why the electrons are more active, we compare the conductivity of H-absorbed Pt-N2C2/GT,
H-absorbed Pt(111) and their mixture using DFT-based Boltzmann’s theory (Figure 20). The
conductivity of metal H-Pt(111) is calculated to be ∼10 times higher at 298K than for H-(single
Pt)-N2C2/GT, which has only one conduction channel (weakly hybridized Pt and N2C2 around
the Fermi energy (EF = 0). Then, the H of a single Pt atomic site with a low distribution
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and a low conductivity will lead to the Heyrovsky reaction (Tafel slope: ∼50 mV· dec−1 for
10 CV cycles deposition of Pt). In contrast, the Pt (111) surface with H is sufficient to form
H2 following the Tafel reaction (Tafel slope: ∼30 mV· dec−1). Therefore, the Pt (111) surface
Figure 20: The geometry of (a) H-Pt-N2C2/GT, (c) of H-Pt (111), and (e) of H-Pt-N2C2/GT+Pt
(111);C(brown), N(blue), and H(cyan). The band structure of (b) H-Pt-N2C2/GT with a single
Pt (red) and GT (gray line) states hybridized, (d) of H-Pt (111) with many conduction channels
in the vicinity of EF , and (f) of H-Pt-N2C2/GT+Pt (111) where four channels are available at
298 K (within |E| < 25 meV); Pt (111) (blue) and GT (yellow) . We have used the scattering
rate τ ∼ 100 fs for N-doped graphene and ∼ 2.8 fs for Pt metal. The conductivity of H-
Pt(111) and H-Pt-N2C2/GT+Pt (111) is 9.9 and 7.2 times higher than that of H-Pt-N2C2/GT.
Copyright 2018 Nature Publishing Group.
shows a faster reaction than the Pt single atom. As more Pt atoms are provided, they grow
from a single Pt atom into Pt cluster. The Pt-Pt distance between the Pt atoms and Pt clusters
decreases and tends to promote the Tafel reaction. We observe that the number of conductive
channels available energy at the room temperature (298 K), |E −EF | < 25meV , is significantly
increased by the presence of Pt clusters (conductivity seven times greater than the single Pt
atom on GT). Therefore, H+ in the electrolyte readily captures electrons at a single Pt atomic
site (by increasing the conductivity) and forms H∗ bound to the C and (single Pt) site, which
is then easily separated (∆G ∼ 0.04 eV) to bind the other H of the adjacent Pt (111) clusters.
Therefore, we propose that the single Pt atom and the Pt(111) clusters have synergistic effect
to boost the HER.
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3.2 X-ray absorption spectroscopy for identification of heterogeneous single
atom catalyst systems
Although there has been an explosive experimental progress in the development of single-atom
catalyst (SAC) embedded in N-doped graphene supports for HER and ORR, the identification
of detailed geometry configuration of SAC has been hampered by the poor resolution of electron
microscopy. Core level X-ray absorption fine structure is a useful tool to investigate the com-
position of elements and identification of bonds between elements. The core excitation can be
from 1s core electron (K-edge) or 2p core electron (especially for transition metals; L1-, L2-, and
L3-edge).[5] The K(L or M)-edge XPS provides detailed information for the covalency of ligands,
geometry, and composition. For L-edge spectrum, because of strong spin-orbit coupling of core
electrons, the time-dependent density function theory (TDDFT) fails.[6] On the other hands,
the restricted open-shell configuration singles (ROCIS) can easily include SOC contribution thus
appropriate for the high-spin transition metal.[7] Here, we perform TDDFT and DFT/ROCIS
calculations to elucidate some of elusive nature of N-doped graphene SAC systems.
Figure 21: The PBE0-D3/ZORA-def2-TZVP optimized geometry of (a) singly vacant Pt-N2C1
and (b) doubly vacant Pt-N2C2. Pt, gray; C, black; N, blue; H, white.
As one of the examples of heterogeneous SAC, we investigate single Pt embedded N-doped
graphene.[8] Although the planar coordination of Pt by carbon atoms both in single and dou-
ble vacancies are not possible, the introduction of N in the double vacancy site enalbes the
planar coordination because of the shortened C-N bonding around the Pt, which creates more
space for the Pt atom to accomodate. The correct electronic structure of Pt-C-N is a nontriv-
ial problem with various possible oxidation states and the noninnocent behavior of C and N
ligands. In the case of neutral doubly vacant PtC4, the simplified electronic configuration is
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(b2u)2(b3u)2(au)2(b2g)0 and the LUMO is anti-bonding b2g with Pt dxz.
Figure 22: Simplified MO for neutral PtC4 with spin singlet ground state.
The formation energy is favored as the amount of N-doping increases, which supports the
presence of N-metal bondings observed in N-doped graphene SACs.[4] Moreover, we also found
that the acidic condition lowers the formation energy of defects. Previous studies found that the
BH0.58LYP functional matches well with the experimental C, N, and O K-edge XAS. We found
that the BH0.58LYP functional reproduces C-1s → π∗ and σ∗ excitation and pyridinic-N (398.9
eV), pyridinic-oxide- (403.2 eV), and quaternary-N (401.4 eV) well.[8, 9] However, there exists a
discrepancy for pyrrole which is rather overestimated compared to the experiment.
Figure 23: C 1s XAS of doubly vacant Pt with respect to the degree of N-doing at a single Pt
site (PtC(4−x)-Nx), where x = 0(PtC4; blue), 2(PtC2N2; green), and 4(PtN4; red) compared
with the pristine graphitic carbon(dashed black). The core C 1s XAS blueshifts upon N-doping.
We observe that for both singly and doubly vacant PtCxNy Pt-C forms the anti-bonding
state (dπ) and this state is lower than π∗ state in energy. The core excitation of C-1s to Pt-C
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anti-bonding state lowers K-edge peak. On the other hand, Pt-N tends to blue-shift the K-edge
peaks. From the decrease of C K-edge spectrum intensity, we deduce that N-doping tends to
disrupt the covalency with the Pt atom.[8]
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3.3 Conclusion
Although, heterogeneous single atom catalyst is an ideal platform for the low-cost and efficient
water splitting, the reaction mechanism, detailed structure, and design principles are still elusive.
We showed that at the atomic limit of the HER catalyst the mass transfer effect of cathodic
electrons is an important factor. And this has been largely ignored by the community. Theo-
retical study of Pt-N-Graphitic-tube-Fe/Co-Cu system proved that its high catalytic activity is
due to the synergistic effect of the single Pt atom (∆G ≃ 0) and Pt cluster (high σ) on N-doped
graphitic tube. Also we studied the edge core-level spectroscopy of carbon-based single atom
catalyst where transition metal M is coordinated to C and N as MC(3−x)Nx (0 ≤ x ≤ 3) or
MC(4−x)Nx (0 ≤ x ≤ 4). We Used TDDFT and ROCIS for the K- or L-edge XAS spectrum
to elucidate the correspondence between XAS and geometry. We expect that our study will
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IV Graphene/Cu single photon source
Graphene has been extensively studied because of its outstanding electronic properties.[1] How-
ever, since its bandgap is zero, graphene is not considered a useful optical material. This is
because only inter-band transition is important as observed in noble metals.[2] Surprisingly,
the exciton properties of metallic carbon nanotubes were predicted, and the emission enhance-
ment was observed in the experiment.[3] They were explained by the fact that the excitonic
effect is much enhanced for the one-dimensional metals.[4] No sharp luminescence has been
observed for two-dimensional (2D) materials such as graphene. Although excitons of 2D semi-
metallic graphene was predicted, the direct experimental observation was not reported apart
from some evidences. Here, we explicitly show that graphene on a Cu surface, which is quasi-
two-dimensional systems, can emit the excitonic photoluminescence (PL).[5]
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4.1 Identification of strong and sharp excitonic peak from graphene on a Cu
A micro-photoluminescence (µ-PL) spectrum of a graphene sheet synthesized on a Cu(111) sur-
face was measured at an arbitrary position (FIG. 1A). A strong and sharp PL peak near 3.161
eV (the lowest energy emission peak indicated by P) and many peaks around 3.18 eV (indicated
by MP) were observed. PL is not visible in the range of 3.1 to 3.22 eV for the original Cu
(111) surface and the cleaned Cu (111) surface of the CVD chamber (Fig. 1b). Unlike PL of
Figure 24: (a) µ-PL spectra of graphene on a Cu (111) measured at 4.2K. The inset shows a PL
spectrum reconstructed by P emission using two Gaussian functions. (b) µ-PL spectra of clean
Cu(111) surface The inset shows the broad µ-PL spectra. Copyright 2018 American Chemical
Society.
graphene quantum dot (GQD) and graphene oxide (GO) exhibiting broad emission, a very sharp
PL luminescence, which exhibits a half width (FWHM) < 3 meV, was measured. These emis-
sions were not generally observed in graphene and GQD. Asymmetric P-peaks can decompose
into two components by fitting the Gaussian function (Figure 24), where two bright lines are
reconstructed. The lower energy peak may result from a phonon replica of a higher energy peak
involving a phonon energy of ∼ 4 meV (described later). The experimental results are verified
by the calculation of density function theory (DFT) and density functional perturbation theory
(DFPT), vide infra. Apart from the above emissions, additional peaks were observed near 3.135
eV (indicated by P-1st) and 3.109 eV (indicated by P-2nd). These peaks are classified as the
first and second phonon copy of P with phonon energy of ∼ 26 meV.
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4.2 Electronic structure of graphene/Cu
To understand the origin of these peaks, we performed DFT calculations. The geometry opti-
mization of the various stackings show a weak interaction between graphene and Cu, d > 3.0
Å, consistent with the expected very weak interaction according to precise CCSD? calculations.
Here we use the tophcp stacking configurations. The Dirac band (Figure 25) of graphene (black
line) is n-doped (red dot) with a bandgap of 13.5meV DFT (similar to 20meV according to
DFT+U).[6] Copper bands include a dispersive sp conduction band and a flat d-band (blue and
green dots). Graphene interacts weakly with copper, but graphene π∗ bands are largely per-
turbed with Cu px near M of Brillouin zone (BZ). This produces a van Hove singularity (vHs)
with a flattened band near the midpoint of the (M+K) 1.1 eV above the fermi level creating
the enhanced density of states (DOS).
Figure 25: Band structure and projected DOS of graphene/Cu(111); C π-states (red), the 1st
layer Cu(1)d(z2) (green), 2nd layer Cu(2)d(z2) (blue). Pristine graphene (black) Dirac cone for
comparison. An enlarged band structure around 0.525(M+K) of BZ (inset). Copyright 2018
American Chemical Society.
At the valence band, the d(z2) band (near -1.6 eV) significantly hybridizes with the π band
of graphene. The DOS enhancements for these electrons and holes are responsible for the sharp
excitonic emission because of (i) a sizable hybridization between π∗ and Cu d(z2) orbitals; (ii)
optical selection rules; and (iii) no momentum change (direct transition).
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4.3 Phonon replica of graphene/Cu PL and its sizable electron-phonon in-
teractions in graphene/Cu
The possibility of lattice vibration causing asymmetric P-line and P-replica was investigated
using DFPT for the phonon dispersion of graphene on 5 Cu (111) layers. The phonon dispersion
(Figure 26a) shows well-known characteristics of graphene ZO and LO branches with phonon
softening induced by interfacial mixing (charge transfer) of graphene π orbitals and metallic d
orbitals. However, graphene LO mode is very small, the Raman G-band was almost identical to
the original graphene one. Though the orbital hybridization of graphene and Cu causes a finite
Γ-ZA energy, no ZA/ZO splitting in K is observed, thus the adsorption of graphene on the Cu
substrate is not very significant. Because the phonon replica excitation energy is ∼ 10 meV, we
investigated electron-phonon coupling for a low-energy mode with 9 Cu layers. This low energy
mode is mostly occupied by Cu optical mode and graphene acoustic mode. The observed PL
was assumed to be a direct transition. Graphene phonon DOS shows hybridization between the
Cu substrate and the carbon atom of ZA mode near Γ of BZ and has a peak at 3.65 meV (Figure
26b). In addition, the electronic structure calculation shows a large energy change of π∗ due
to the modulation along the ZA mode. Large energy level shifts in DFT calculations represent
large electron-phonon coupling. Therefore, we conclude that the high-density graphene-ZA
mode creates an asymmetric P-line consisting of consecutive overlapping Gaussian peaks with
3.65 meV energy splitting. The coupling of the conduction band and the graphene Γ-ZA mode
shows the origin of the linear increase in FWHM with temperatures. Meanwhile, the Cu layer
atoms of the top layer of the first layer Cu(1) and the second layer Cu(2) in the low energy mode
region (Figure 26) are related to the electronic structure of the system. The Cu(2) out-of-plane
vibrational mode Γ-SV2[7] has an energy of 30 meV and is comparable to the energy change
of 26 meV of P replication. Modulating the mode Γ-SV2 modifies the electron energy level of
Cu(2) dz2 by a significant amount. Thus, the P-1st and P-2nd are probably phonon emissions on
the Cu surface. The thermal dependence of the emission line-width due to the exciton-phonon
interaction is given by:
Γ(T ) = Γ0 + σT + γLOe
−ELO
kBT , (17)
where Γ0 is a temperature independent broadening as T→ 0 K, and for P emission, Γ0 is 2.9 meV.
The last two terms are related to homogeneous broadening due to exciton-phonon interaction,
where σ is the coupling coefficient between the exciton and the acoustic phonon, and γLO is the
coupling coefficient between the exciton and the longitudinal optical (LO) phonon. The fitting
parameters of Eq. 8 give σ = 313.6 µV/K, which is much higher than values commonly reported
for semiconductor materials with similar transition energies, such as InGaN quantum dots (QD)
(1.7 µV/K), CdSe nano-sheets (9.8 µ eV/K), and GaN QD (0.8 µ V/K).[8, 9, 10] This means
that the out-of-plane acoustic phonon is dominating over the optical phonon.
53
Figure 26: (a) Phonon dispersion of 5 layers of Cu(111)-graphene, graphene (red), the 1st Cu
layer (green), 2nd layer Cu (blue), and pristine graphene (black) with the projection of dynamical
matrix. The dotted blue box represents the low-energy mode associated with the electron-phonon
coupling. (b) Phonon dispersion and phonon DOS in low energy graphene modes of 9 layer Cu
(111) graphene. (c) Normalized dynamic matrix projected phonon dispersion of 9-layer Cu (111)
graphene on the 1st (left) and 2nd (right) Cu layers near Γ. The surface Cu phonon is composed
of the shear vertical (SV) and longitudinal (L) modes of the Cu atoms of the 1st and 2nd layer.
Copyright 2018 American Chemical Society.
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4.4 Conclusion
Exciton photoluminescence is reported in the graphene sheet grown on Cu surface. A strong and
sharp bright PL was clearly observed near 3.16 eV (P) and near 3.18 eV (MP). This emission
blue-shifts as the temperature increases, indicating a negative thermal coefficient of graphene.
Orbital hybridization of graphene and a Cu surface d orbitals gives rise to a sharp vHs coupled
to the large optical transition probability at the saddle point of 0.525(M+K) of BZ. The strong
electron-phonon coupling of graphene on Cu (111) is observed with temperature-dependent PL
FWHM and DFT/DFPT calculations.
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V Derivation of nonequilibrium Anderson impurity model on the
Keldysh contour with one crossing approximation
5.1 Green’s functions on the Keldysh contour
We briefly discuss the property of the response and the correlation functions which are naturally










⟨[B(r, t), A(r′, t′)]⟩ (19)
This definition leads to the Kramers-Kronig relation.
χRAB(r, t; r
′, t′) = 2iχ′′BAθ(t− t′) (20)
The symmetry of the χ′′AB is useful to find a simplified analytic property of the correlation
functions. Under the time-reversal symmetry operator K̂ (or the complex conjugate ∗), the
position operator Ô is ⟨K̂ÔK̂⟩ = ⟨Ô†∗⟩ = ϵt ⟨Ô†⟩ where the signature for the time-reversal
ϵt = 1. From the time-reversal symmetry χ′′AiAj (ω) = χ
′′
AjAi






And Eq. (21) will be used for the derivation of the impurity Gimp in Section 5.7.
Because of the breakdown of the Gell-Mann and Low theorem,[1] the usual diagrammatic
treatment of the quantum field theory invented by R. P. Feynmann[2] is no longer applicable.
Later, L. V. Keldysh[3] has popularized the deformed contour (or the Keldysh contour CK)
technique to remedy the problem by introducing an additional branch for time-integration of
the diagram and by expanding the one-particle correlation function (or the Green’s function,
G) in the matrix form (Eq. 32). On CK, the one particle green’s function G can be represented
in the six types of G (Eq. 23-30). However, as becoming apparent in the later discussion, only
three of them are independent and the rest are connected in the analytic form (Eq. 27-30) in
the Keldysh contour.
The definition of G is related to the ordering of the creation(or anhalliation) operator dσ(d†σ)
on the contour. For a specific purpose, here in this thesis, dσ refers to the impurity operator.
A conventional definition of the time-ordered Green’s function Gt which is typically useful for
equilibrium solutions is
Gtσ(τ1 − τ2) = ⟨T̂ dσ(τ1)d†σ(τ2)⟩ . (22)
where τ is the imaginary time it and σ is the fermionic spin.
57
In the steady state, the time integration contour is CK, where CK(−∞,−∞) = C1 + C2
and the imaginary time formalism is no longer applicable, and the time variable becomes real
quantity, τ1 → t1. Also note that the time variables should be ordered not only according to
the time ordering, but also to the branch it sits. Or simply the ordering can be made along the
contour direction (and this is the simplest way to define G through the whole chapter). Thus,
depending on the branch (C1 or C2, which is later than C1) and corresponding order of the time
variables, we can define four different Green’s functions G(t1, t2). The lesser(or greater) G carries
the information on the occupancy of the impurity. Here are the example of the four G for the
fermions(+) and bosons(−).




t1 ∈ C1, t2 ∈ C2 (23)





t1 ∈ C2, t2 ∈ C1 (24)











t1, t2 ∈ C1 (25)











t1, t2 ∈ C2 (26)
And we can easily relate the time-ordered(t), anti-time-ordered(t), greater(>), and lesser(<) G
to the retarded and advanced G,
GR = Gt − G< = G> − Gt (27)
GA = Gt − G> = G< − Gt (28)
GR(12) = θ(12)(G>(12)− G<(12)) (29)
GA(12) = θ(21)(G<(12)− G>(12)) (30)
where we simplified the time notation, t1, t2 → 1, 2. Below table(Table 3) shows some physical
meanings of G. In the equilibrium, Green’s functions are all dependent and fundamentally
Table 3: The definition and physical meaning of Green’s functions G.
G definition physical meaning
G<(t) +i ⟨d†(0)d(t)⟩ occupied state (static)/fluctuation
G>(t) −i ⟨d(t)d†(0)⟩ unoccupied state (static)
GR(t) −iθ(t) ⟨{d(t), d†(0)}⟩ causal dynamic spectrum/dissipation
GA(t) +iθ(−t) ⟨{d(t), d†(0)}⟩ anti-causal dynamic spectrum
connected by a rigid relation called the fluctuation-dissipation relation (Eq. 31). The thermal
fluctuations of a fermionic particle is the result of the dissipation weighted by its distribution.
G>(ω) = 2ℏ[fFD(−ω)]Im{GR(ω)} (31)
58














G̃(x1, x2) = G̃0(x1, x2) +∫
dx3
∫
dx4G̃0(x1, x3)Σ̃(x3, x4)G̃(x4, x2) (33)
Closed Dyson equations for each G in the frequency domain from the above matrix form (Eq.
32) is
GR(ω) = GR0 (ω)[1 + Σ
R(ω)GR(ω)] (34)
GA(ω) = GA0 (ω)[1 + Σ
A(ω)GA(ω)] (35)
G<(ω) = GR(ω)Σ<(ω)GA(ω) (36)
G>(ω) = GR(ω)Σ>(ω)GA(ω) (37)
The matrix form of G drastically simplifies the analytic continuation (or the Langreth theo-
rem) on CK . We can consider the Dyson equation of correlation functions A,B, and C on CK ,
C(1, 2) =
∫
C dτA(1, τ)B(τ, 2), in the matrix product form and a simple matrix algebra yields














AtBt −A<B> −AtB< +A<Bt
A>Bt −AtB> AtBt −A>B<
)











5.2 Pseudoparticle formalism for the two-particle interactions and the non
crossing approximation (NCA) of Anderson impurity model on the Keldysh
contour
The essential result of the Abrikosov’s trick is that the average of any local operator (Q = 1)







where ⟨A⟩ refers to the grand canonical ensemble average of the operator A as the chemical




































































One may deduce from the above equality that limλ→∞ a(ω, iλ) = limλ→∞ f(ω + λ)A(ω) =
e−βω(− 1π )Im[G
R(ω)], where G is a pseudo-particle Green’s function. However one should notice
that this relation is no longer valid out-of-equilibrium.
The Luttinger-Ward(LW) functional diagram (Figure 27) with the lowest approximation (so






dτGb2b1(τ)Gf2f1(β − τ)∆α′α(−τ), (49)





†α)f2b1 . Note at each vertex of the diagram is
represented by coefficient F , where (Fα′)b2f1 = ⟨b2| fα′ |f1⟩ and (F †α)f2b1 = ⟨f2| f
†
α |b1⟩.[8] From
the LW theorem, the functional derivative of either the pseudo-particle G or the physical G of
the LW functional yields the sum of all the self-energy terms that satisfy the conservation law.
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Figure 27: The Luttinger-Ward functional of the Anderson impurity model which contains non-
crossing term (NCA), one-crossing term (OCA), and the higher contributions where the green
dotted line is pseudo-particle G and the red line is the bath electron G.






In nonequilibrium formalism, it is simpler to describe physical quantities by G<,>(ω). The
pseudo-particle self-energies are given as the exactly same integral equation to the equilibrium
solution, which is a fortunate coincidence (This is not the case for the OCA). Here, the chemical
potential µη of left (η = L) and right (η = R) leads is given µL = µ0 + V/2 and µR = µ0− V/2,
where V is source-drain bias voltage. Here, the greater and retarded quantity only differs by




























dξ[1− f(ξ − µη)]G
<







n′nAαβη(−ξ + µη)]. (52)
, where Aαβη(ω) = − 12πi [∆αβη(ω+ i0
+)−∆αβη(ω+ i0−)] and ∆αβη(ω) = π2|V |2Nη(ω). Here, a
simple test is possible from the fact that if ∆αβη(ω) is just a constant then the non-equilibrium










An interesting relation between the pseudo-particle quantities G>(Σ>) and GR(ΣR) emerges
in the limit of λ → ∞. GR(t − t′, iλ) = θ(t − t′)[G>(t − t′, iλ) − G<(t − t′, iλ)] leads to
2iIm[GR(ω, iλ)] = G>(ω, iλ) − G<(ω, iλ) from the famous Kramers-Kronig relation. In the
limit of λ→∞,
2iIm[GR(ω)] = G>(ω) (53)
because G<(ω, iλ) is proportional to e−βλ which vanishes in the limit of λ→∞.[5]
The local Green’s function can be derived in various ways such as the functional derivative
of ΦLW or the equation-of-motion of the Hamiltonian. Here we obtain the local Green’s function
using the functional derivative of the Luttinger-Ward functional Φ with respect to the bath G,








What introduces difficulty in obtaining the local Gd(ω) is that it is in fact the two particle G




. In the NCA








Thus, the spectral function of the impurity or the retarded impurity Green’s function is











































†α)f2b1 {Ab1b2(ξ)af1f2(ξ + ω) + ab1b2(ξ)Af1f2(ξ + ω)}
(54)








loop of the nonequilibrium NCA is then in closed form by Eq. 51, 52, 53, and 54. Note that a
numerical trick due to the exponential factor e−βω of ⟨Q⟩ and the impurity G is not necessary
anymore in the nonequilibrium NCA formalism.
We will generally derive all the quantities related to the current and conductance to overcome
the general assumption of proportionate coupling of two leads ΓL = λΓR. The general form of
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where ΓL(R)(ω) = 2πρ(ω)|V L(R)(ω)|2, ad(ω) = − i2πG
<(ω), and ρ(ω) is DOS of conduction










†α)f2b1 {Ab1b2(ξ)af1f2(ξ + ω)} . (56)
The current through the impurity should conserve the current Id = IL = IR =
(IL+IR)
2 , which
was confirmed from our result.
The longitudinal spin susceptiblity(parallel to magnetic field) is given by two-particle corre-
lation of χ(ω) = ⟨Tτd†σ(τ)σσσ′dσ′(τ)d†σ(0)σσσ′dσ′(0)⟩. In general, in Luttinger-Ward language,
two-particle correlation function requires the vertex term for self-consistency, which is the second





Interestingly, the vertex term of ΦNCA vanishes, ΓNCA = 0. Therefore, χNCA(ω) does not
contain any vertex correction and only consists of pseudo fermion propagators.
χNCA(ω) ∝ Im[Gf2f1(ξ)]Im[Gf1f2(ξ + ω) (58)
However, it is well known that χNCA is not very accurate to the exact solution.
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5.3 Exact derivation of one-crossing approximation (OCA) on the Keldysh
contour
Although, the derivation of the one-crossing approximation (OCA) had been done on the real-
time axis,[9] the derivation in the frequency domain is much more desirable. Since the Kondo
effect appears around the Fermi level or the chemical potential of the each lead(left or right), one
needs a rigorous low energy precision, which is not accessible for the real-time propagation(one
needs a very long time limit result of the real-time solution and this will inevitably introduce a
noise). An addition of the vertex corrections to the bubble NCA diagram corresponds to OCA.
It is beneficial to account these vertex corrections that remedies shortcomings of NCA. Also,
OCA gives quite accurate results compared to the exact limit such as quantum monte-carlo
(QMC).
Figure 28: One-crossing approximation Luttinger-Ward functional.
We can use an advantage that the bath electron (the hybridization function) is noninteracting
and belongs to the subspace of ⟨Q⟩ = 0. The self-energy of bath vanishes as λ→∞ because the
bath self-energy is proportional to ⟨Q⟩ = 1. Therefore, we can observe the analytic relation,
g>kσ(ω) = −e
βωg<kσ(ω). (59)
To confirm the derivation later in Section 5.8, we checked the equilibrium limit of the quan-
tity by substituting nonequilibrium green’s function to equilibrium counterpart according to
the fluctuation-dissipation theorem. In equilibrium, green’s functions, which are independently








and for the physical quantity (i.e. conduction band),














Here, we explicitly derive each OCA pseudo-particle self-energy and the impurity Green’s
function on the Keldysh contour. An important observation was made that the order of e−βλQ
should match between the terms. Unless in the limit of λ→∞, terms that are still proportional
to e−βλQ will vanish. Surprisingly, this greatly simplifies our derivation. Also, note that the
either greater or lesser bath(or hybridization) function belongs to Q = 0 space. The pseudo-
particle self-energies of empty boson, doubly occupied boson, singly occupied fermion, and the
impurity Green’s function are derived as follows.[10]
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5.4 The empty bosonic self-energy Σb
From now on, we simplify our notation: τ1(t1) → 1, τ2(t2) → 2 etc, and ignore pseudo-particle
notations f1, f2, b1, b2, a1, a2, and coefficients for a moment.
Figure 29: The Feynmann diagram of the empty bosonic self-energy at OCA.
The empty bosonic self-energy (Figure 29) is obtained by functional derivative, δΦOCA/δGb1,b2














d3 is along CK , then we need to deform the contour following Langreth
method. (Figure 30a)
Figure 30: (a) The contour deformation of the Keldysh path. After the deformation, distinct
four paths are obtained from CK . (b) The double integral of t2, t3 along the deformed contour is
then decomposed of 16 double integrals. One of the example of four integrals out of 16 integrals
is shown.
5.4.1 Lesser empty pseudoparticle self-energy Σ<b2b1(ω)
For Σ<b2b1(t4−t1), by definition, t4 is always lesser than t1. By deforming the contour CK (Figure

































Now we further break down the integral (Eq. 66). Depending on the contour, the ordering




































































































































































CK(t1) : t4 < t1 < t2, t3.
It is important to remind that the pseudo-particle G,Σ is proportional to ∼ e−βλQ (Q = 0, 1).
Note that Σ<b is ∼ e
−βλ, removing terms that contain terms e−βλQ (Q > 2). Surviving terms
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There are still crucial observations for the derivation. First, in the pseudo-particle method,
because G< vanish in large λ limit,
GR(21) = θ(21)G>(21) (68)
GA(21) = −θ(12)G>(21) (69)
GR(21) = Gt(21) (70)
GA(21) = −Gt(21). (71)
Second, a seemingly nonvanishing term θ(t4 − t2) or θ(t1 − t3) from the above Eq. 68, can



















CK(t4) contour, the time notation t3 is always lesser than t4. Thus,









































































(x+ ω)GAa1a2(x+ y + ω). (72)
where the non-equilibrium NCA term is marked in red.[5]
5.4.2 Greater empty pseudoparticle self-energy Σ>b2b1(ω)
Here, t4 is always later than t1 contrary to Section 5.4.1. We therefore need another contour
that fullfills this condition (Figure 31). Also note that the greater Σ>b2b1(ω) is ∼ O(1) so that
the terms ≥ O(e−βλ) will vanish at λ→∞. The derivations are following.






































































































































































































































































(x+ ω)GRa1a2(x+ y + ω).
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5.5 The sinlgly-occupied fermionic self-energy, Σf (ω)
The singly occupied fermionic self-energy (Figure 32) is obtained by the functional derivative,










Figure 32: The Feynmann diagram of the singley occupied fermionic self-energy at OCA.
5.5.1 Lesser singly-occupied pseudoparticle self-energy Σ<f2f1(ω)





































































































(x− y + ω).
5.5.2 Greater singly-occupied pseudoparticle self-energy Σ>f2f1(ω)





































































































(x− y + ω).
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5.6 Doubly-occupied bosonic self-energy, Σa
The doubly-occupied bosonic self-energy (Figure 33) is obtained by the functional derivative,










Figure 33: The Feynmann diagram of the doubly-occupied bosonic self-energy at OCA.
5.6.1 Lesser doubly-occupied pseudoparticle self-energy Σ<a2a1(ω)
In the course of the derivation, we notice that only bath G (or hybridization) has a different





































































































(ω − x)GAb1b2(ω − x− y).
5.6.2 Greater doubly-occupied pseudoparticle self-energy Σ>a2a1(ω)





































































































(ω − x)GRb1b2(ω − x− y).
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5.7 The impurity spectral function Aimpβ′β
Figure 34: The Feynmann diagram of the impurity Green’s function at OCA, where iωn, ixn,
and iyn are the matsubara frequency indices.
The final step is to calculate the physical impurity spectral function, Aimp(ω), which in turn
allows us to calculate the steady state current through the impurity. The physical quantity in
pseudo-particle approach should belong to Q = 1 space, i.e. GR, G<,> etc. From the definition






The important observation is that G satisfies the hermicity and time-reversal symmetry (Eq.












5.7.1 Lesser impurity Green’s function Gimp,<β′β (ω)






























































































































(x+ y)GAa1a2(x+ y + ω). (91)
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5.7.2 Greater impurity Green’s function Gimp,>β′β (ω)

























only surviving terms are





































































































(x+ y)G>a1a2(x+ y + ω). (92)












5.8 Correspondence between equilibrium and non-equilibrium solution at
the equilibrium limit
Here, the correspondence between the equilibrium OCA solution and the nonequilibriunm deriva-
tion is provided using the fluctuation-dissipation relation (Eq. 31), which is the analytic rela-
tion between equilibrium response (GR,A) and correlation functions (G>,<) (Eq. 18 and Table
4). We present the rigorous proof of several examples of the empty bosonic Σ>,<b2b1(ω), singly-
occupied fermionic Σ>,<f2f1(ω), doubly-occupied bosonic Σ
>,<
a2a1(ω), and the impurity Green’s func-
tion G>,<imp (ω). This proof validates that our derivation is the true solution of the nonequilib-
rium Anderson impurity model, which includes the vertex terms (or one-crossing terms) on the
Keldysh contour in the real frequency domain.
Table 4: The analytic relation between the response and correlation functions in the equilibrium










α (ω) = i/πfFD(−ω)ImGα(ω)
5.8.1 Correspondence of pseudo-particle self-energy
Because, for the pseudo-particle self-energies (Eq. 72, 74, 79, 81, 86, 88), only the hybridization
terms change, the proof for a single type is sufficient for the proof of the whole pseudo-particle
self-energies. We choose, therefore, the empty bosonic self-energy. The imaginary part of empty
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Upon the substitution Σ<b2b1(ω)→ −2ie
−βωIm[GRb2b1(ω)] (in the equilibrium limit) (Table 4),∫
















































a1a2(x+ y + ω),(95)
where ∆αα′(ω) = − iπ Im[Gαα′(ω)], G
R
αβ = GA∗βα , and f(−ω) = eβωf(ω). A further expansion of
Eq. (95) eliminates the imaginary terms and leads the exact match to the equilibrium solution




Basically the same procedure is applied to the rest of pseudo-particle self-energies: Σ>,<f2f1(ω) and
doubly occupied bosonic Σ>,<a2a1(ω).
5.8.2 Correspondence of impurity Green’s function


















































Surprisingly enough, applying the fluctuation-dissipation relation to nonequilibrium Gimp,<β′β (ω)→
if(ω)Aα(ω) and G
imp,>
β′β (ω) → −if(−ω)Aα(ω) gives rise to the exact match to the equilibrium
solution of Eq (96). In conclusion, the whole derivation of Anderson impurity model on Keldysh
contour up to OCA has been proved.
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5.9 Conclusion
We derived the complete real frequency integral equation for the steady state nonequilibrium
Anderson impurity model (AIM) on the Keldysh contour up to the one-crossing approximation
(OCA) which includes the vertex diagrams. Because previous studies had been limited to the
real-time propagation of the Green’s function, the investigation for the low energy regime of
the Kondo temperature (∼ TK) was not possible. This is due to the complex nature of the
nonequilibrium quantum field theory particularly concerning the high order perturbation dia-
gramms. Now, because the real frequency OCA solution of nonequiblirum AIM is available, the
low energy spectrum of the impurity is accesible with high precision through our derivation.[10]
Therefore, the future work will be the numerical implementation of the derivation for the model
study and for the real system.
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