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Abstract 
Finding an optimal hyperparameter configuration for machine learning algorithms is 
challenging due to hyperparameter effects that could vary with algorithms, dataset and 
distribution, as also due to the large combinatorial search space of hyperparameter values 
requiring expensive trials.  Furthermore, extant optimisation procedures that search out 
optima randomly and in a manner non-specific to the optimisation problem, when viewed 
through the "No Free Lunches" theorem, could be considered a priori unjustifiable.  In 
seeking a coevolutionary, adaptive strategy that robustifies the search for optimal 
hyperparameter values, we investigate specifics of the optimisation problem through 'macro-
modelling' that abstracts out the complexity of the algorithm in terms of signal, control 
factors, noise factors and response.  We design and run a budgeted number of 'proportionally 
balanced' trials using a predetermined mix of candidate control factors.  Based on the 
responses from these proportional trials, we conduct 'main effects analysis' of individual 
hyperparameters of the algorithm, in terms of the signal to noise ratio, to derive 
hyperparameter configurations that enhance targeted performance characteristics through 
additivity.  We formulate an iterative Robust Search (iRoSe) hyperparameter optimisation 
framework that leverages these problem-specific insights.  Initialised with a valid 
hyperparameter configuration, iRoSe evidences ability to adaptively converge to a 
configuration that produces effective gain in performance characteristic, through designed 
search trials that are justifiable through extant theory.  We demonstrate the iRoSe 
optimisation framework on a Deep Neural Network and CIFAR-10 dataset, comparing it to 
Bayesian optimisation procedure, to highlight the transformation achieved.  
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Chapter 1  
Introduction 
In this thesis, we propose an iterative robust search (iRoSe) framework for an adaptive 
optimisation for hyperparameters, to produce a combined gainful effect on the performance 
of Machine Learning (ML) algorithms.  As performance characteristics of ML algorithms are 
influenced by the manipulation of hyperparameter values, ML practitioners seek means of 
efficiently arriving at an optimal hyperparameter value configuration that yields the best 
possible performance characteristic (Feurer & Hutter, 2019; Skansi, 2018).  The search for an 
optimal configuration of hyperparameters values for ML algorithms can be manually 
attempted when the number of hyperparameters and their respective possible values are two 
or three.  However, when several hyperparameters that have multiple configuration values, 
the search space of hyperparameter value mix increases combinatorically, rendering a manual 
task unviable (Skansi, 2018). We present how the optimal hyperparameter configuration for 
gain in performance characteristic can be derived practically and adaptively for a large 
combinatorial range of hyperparameter configuration values. 
1.1 Thesis Background 
1.1.1 ML Algorithms, ML Models and Hyperparameters 
ML is being leveraged by practitioners across disciplines to deal with the complexity of their 
problem at hand, without having to write detailed programs with capability akin to, or 
exceeding human ability (Shalev-Shwartz & Ben-David, 2014).  ML algorithms detect 
meaningful patterns in training datasets to build ML models, that can in turn be used for 
extracting information from complex and large datasets to build supervised, unsupervised and 
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semi supervised models for application in prediction, classification or categorization of data 
(Aggarwal, 2018; Shalev-Shwartz & Ben-David, 2014).  The performance characteristics of 
ML algorithms and the model(s) they create, as measured through validation and testing, are 
determined by the quality of the sample, the choice of features used in prediction, values of 
internal model parameters, and the configuration of hyperparameters specific to the ML 
algorithm (Feurer & Hutter, 2019).  Thus hyperparameters, as the configurable elements in an 
algorithm are the practitioner’s means to influence the performance characteristics for a 
model produced by the algorithm using a given sample set 𝒮𝑠𝑎𝑚𝑝𝑙𝑒  on a distribution 𝒟 
(Aggarwal, 2018; Shalev-Shwartz & Ben-David, 2014; Skansi, 2018).  For an 'ensemble', or 
a 'Deep Neural Network' (DNN), the type of ensemble, the number of learners at each level, 
the learning rate, the number of validations to be undertaken, and several other 
hyperparameters together can determine the performance characteristics (Feurer & Hutter, 
2019; Skansi, 2018).   
Consider a supervised ML algorithm 𝒜 for classification, run on a training dataset 
𝒮training that contains a finite sequence of pairs, {(𝑥1, 𝑦1),… , (𝑥𝑛, 𝑦𝑛)} in  𝑋 × 𝑌  drawn from a 
Distribution 𝒟, where 𝑋 is the instances domain set with domain points {𝑥1, 𝑥2, … 𝑥𝑛} , and 𝑌 
is the label set with 𝑦𝑛 taking values from label set of elements {1, 2,…  𝑙}.  The supervised 
ML algorithm produces a hypotheses function 𝒽𝒮 : 𝑋 → 𝑌, that is, the classification model, 
based on the labelled inputs in training data 𝒮training.  𝒽𝒮(𝑥) is utilised to classify domain 
points based on another set of inputs drawn from the same distribution 𝒟.  To measure the 
algorithm’s effectiveness in classifying the data, the output of the classifier or predictor is 
validated with validation data samples from 𝒟.  Once the measure of the effectiveness of the 
algorithm is known through such validation, it is tested with unseen data or test data, again 
from 𝒟.  The values taken on by the internal parameters of the model and the configuration 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
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values of hyperparameters set by practitioners determines the overall effectiveness of the 
created model.   
The performance characteristics are determined by the quality of the sample, the 
choice of features used in prediction, values of internal model parameters and the configured 
hyperparameter values (Aggarwal, 2018; Shalev-Shwartz & Ben-David, 2014; Skansi, 
2018).  The goal of the algorithm 𝒜 is to find 𝒽𝑠: 𝑋 →  𝑌 through generalisation, minimising 
the error with respect to the unknown distribution 𝒟 and its true function 𝑓 : X → Y.   
(Shalev-Shwartz, & Ben-David, 2014, p. 34).  If the data sample used in training is noisy, 
that is, containing domain points, labels or sequence pairs not belonging to 𝒟, the classifier 
produced will be less effective (Aggarwal, 2018).  A model that well fits a noisy data set is 
considered overfit, and will be less effective with classifying unseen data from distribution 𝒟 
(Shalev-Shwartz, & Ben-David, 2014).  The error of 𝒽𝒮: 𝑋 → 𝑌, is the probability of 
choosing a random data instance 𝑥 , such that 𝒽𝒮(𝑥) does not predict the correct label on that 
random data instance 𝑥 generated by the unknown distribution 𝒟, such that 𝒽𝒮(𝑥) ≠ 𝑓(𝑥).  
The "Generalisation Error"  or the "loss" ℒ𝒮 of the predictor 𝒽𝒮 is (Shalev-Shwartz, & Ben-
David, 2014, p. 35, 37) : 
ℒ𝒮(𝒽𝒮) = ℒ𝒟,f (𝒽𝒮)  ≝  ℙ({x ∶  𝒽𝒮(x)  ≠  f(x)} | x~ 𝒟)    ( 1.1 ) 
The internal variables that take on values when a supervised learning algorithm creates a 
predictor function 𝒽𝒮(𝑥) from the training data are parameters that determine the 
effectiveness of the function in representing the training data (Shalev-Shwartz, & Ben-David, 
2014).  ML algorithms obtain these model parameters by an optimisation process, for 
instance, for a linear model 𝑦 = 𝛽1𝑥1 + 𝛽2𝑥2 + 𝛽0 , the 𝛽𝑖
′𝑠 represent model parameters that 
are automatically set during training and represent the learning achieved by the predictor 
function 𝒽𝒮(𝑥) (Shalev-Shwartz, & Ben-David, 2014).  In contrast, hyperparameters are 
external configuration elements in ML algorithms, set by the ML practitioner to effect change 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 4 
in the effectiveness and efficiency of the model produced, while also influencing the duration 
and resources consumed in the process (Feurer & Hutter, 2019; Skansi, 2018). 
1.1.2 Hyperparameters and Optimisation – Current Praxis 
An ML algorithm, say a DNN, can have multiple hyperparameters such as the 'number of 
epochs', 'learning rate', 'filter size', the type of 'training optimiser' used, 'regularization 
weights', that can change with the 'training option' as well as with the overall architecture of 
the DNN.  The choice of the 'training option', the number of 'epochs', the 'filter size' and 
values of other such hyperparameters could have an effect on the performance characteristics 
such as 'accuracy' and 'training time' (Skansi, 2018).  Consider an ML algorithm 𝒜 with 𝑛 
configurable hyperparameters, it has a configuration search space of 𝛬 =  𝛬1 × 𝛬2 × … 𝛬𝑛 , 
where each hyperparameter has values that could be continuous, categorical or binary, 𝜆 =
 {𝜆1,  𝜆2, … 𝜆𝑛}, where 𝜆 ∈ 𝛬  (Feurer & Hutter, 2019).   
We have already noted how decisions on hyperparameter configuration have effects 
on performance characteristics such as 'accuracy', 'prediction speed' and 'training time'.  From 
literature and practice, hyperparameter optimisation is essentially searching out the best value 
of hyperparameters 𝜆∗ that is available from the configuration search space 𝛬 for an ML 
algorithm 𝒜, through the minimisation of the expectation 𝔼 of the validation measure 𝑽 of 
loss ℒ𝒮 in the generation of a model 𝒽𝒮  𝜖 ℋ on training space 𝒮training, validation space 
𝒮validation, drawn from a distribution 𝒟, as represented by (Feurer & Hutter, 2019, p. 5; 
Bergestra and Bengio, 2012, p. 282): 
𝜆∗ ≡ 𝑎𝑟𝑔𝑚𝑖𝑛
𝜆𝜖𝛬
𝔼(𝒮𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔,𝒮𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛)∼𝒟 𝑽(ℒ𝒮 ,𝒜𝜆 ,ℋ, 𝒮𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝒮𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛)  ( 1.2 ) 
Several hyperparameter optimisation services and applications such as HyperTune, 
Spearmint, Vizier, SMAC, HyperOpt, Optuna, GPyOpt are used by ML practitioners to 
achieve objectives of performance that relate to efficient resource usage or effectiveness of 
the generated model, and the optimisation approaches in use are mainly random search, grid 
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search and Bayesian (Aggarwal, 2018; Bergestra and Bengio, 2012; Archetti & Candelieri, 
2019; Feurer & Hutter, 2019).  Random search optimisation searches with random sets of 
hyperparameter values to minimise or maximise the hyperparameter response function over a 
randomly drawn set of hyperparameter mixes over a randomly determined number of trials, 
constrained by considerations of resource cost or time (Bergstra & Bengio, 2012).  Grid 
search optimisation is a popular optimisation approach where the complete set of 
combinations for a set of hyperparameter values are trialled and an optimal combination is 
converged upon (Aggarwal, 2018).  Bayesian optimisation is a scheme based on Bayes’ 
theorem by which the posterior probability of a model M for evidence  E, is proportional to 
the product of the likelihood of E given M and  prior probability of M (Archetti & 
Candelieri, 2019; Mockus, 1975): 
𝑃(𝑀|𝐸)  ∝  𝑃(𝐸|𝑀) 𝑃(𝑀)      ( 1.3 ) 
The combination of  evidence with a prior over an objective function results in a posterior 
function (Archetti & Candelieri, 2019; Mockus, 1975).  Bayesian optimisation uses a 
probabilistic model, and globally evaluates the loss function to minimise it iteratively, and is 
resource expensive (Snoek et al., 2012).  Bayesian optimisation can even work on non-
contiguous, non-differentiable functions, by iteratively evaluating an objective function to 
train an internal Gaussian process model (MathWorks™, 2020; Snoek et al., 2012).   
Bayesian optimisation is useful in expensive, non-convex evaluations, and can arrive at 
optima through efficient function evaluations due to its ability to incorporate prior belief in 
sampling (Archetti & Candelieri, 2019; Mockus, 1975).  In the Bayesian model, 
informative priors describe the most likely locations of the optima without complete 
knowledge of the function itself, with its generalization performance modelled as a sample 
from a Gaussian process, where the covariance or kernel function is employed to detect 
nearness. (Archetti & Candelieri, 2019; Mockus, 1975; Rasmussen & Williams, 2006).  
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Given a bounded set 𝑋 in the distribution 𝒟, the minimum of function 𝑓(𝑥) is found. A 
probabilistic model for 𝑓(𝑥) is used to determine the next 𝑥 for evaluation of 𝑓(𝑥) (Mockus, 
1975): 
𝑦𝑡 = 𝑓(𝑥)     ( 1.4 ) 
The identification of the location of the next sampling is through a utility function 𝓊: 
𝑥𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑥 𝓊(𝑥 |𝒟1:𝑡−1)    ( 1.5 ) 
The expectation of the utility function is optimised relative to the posterior distribution of the 
objective function and thereby, with a few evaluations of the unknown, non-convex 
functions, uncertainty is reduced to converge towards the optima (Archetti & Candelieri, 
2019; Mockus, 1975).  Thus, Bayesian optimisation is not confined to local gradient 
information, and uses information available from previous evaluations of 𝑓(𝑥) to determine 
the next point to try (Snoek et al, 2012).  The selection of the next 𝑥 will have to incorporate 
sampling from areas of high uncertainty to "explore" and detailed sampling of areas likely to 
offer improvement over the current best observation to "exploit" (Archetti & Candelieri, 
2019, p.14).  The objective function is sampled at xt and yt along with the Gaussian noise εt  
is: 
𝑦𝑡 = 𝑓(𝑥) + 𝜀𝑡      ( 1.6 ) 
As observations 𝒟1:𝑡 = { 𝑥1:𝑡 , 𝑦1:𝑡} are collected, the data distribution 𝒟 is augmented and 
the Gaussian Process is updated (Archetti & Candelieri, 2019, p. 6): 
𝒟1:𝑡 = {𝒟1:𝑡−1, (𝑥𝑡 , 𝑦𝑡)}     ( 1.7 ) 
As discussed earlier, combination of  prior distribution P(f)  with the likelihood function 
P(𝒟1:t|f) produces the posterior distribution (Archetti & Candelieri, 2019; Mockus, 1975): 
𝑃(𝑓| 𝒟1:𝑡)  ∝  𝑃(𝒟1:𝑡|𝑓) × 𝑃(𝑓)     ( 1.8 ) 
Although there are many flavours of how Bayesian Optimisation is done, they begin with a 
prior distribution. and converge to the optimum with the utility function minimising expected 
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deviation from the global minimum (Archetti & Candelieri, 2019; Mockus, 1975; 
Rasmussen & Williams, 2006). 
1.2 Research Gap and Motivation 
In identifying the research gap and the motivations for this project, our review of extant 
approaches, the "As Is" state (Coughlan & Coughlan, 2002; McNiff, 2013), points to a gap in 
literature and praxis, presenting the need for an adaptive, hyperparameter optimisation 
method that jointly optimises multiple hyperparameters, without being subject to the 
challenges of factorial combination, a priori unjustifiability (Wolpert & Macready, 1997), 
unmanageable dimensionality and susceptibility to noise (Aggarwal, 2018; Bergestra & 
Bengio, 2012).  Determining the appropriate configuration of hyperparameter values is key to 
determining the efficiency and effectiveness, of ML algorithms and ML models in terms of 
their performance characteristics and business goals (Feurer & Hutter, 2019; Skansi, 2018).  
There is an ongoing search for finding a means of arriving at the right mix of 
hyperparameters for a given ML algorithm and dataset (Bergestra & Bengio, 2012).  Small 
increases in the number of hyperparameters can exponentially increase the search space, as 
also the changing nature of the problem due to the different response functions that 
accompany a change of domain and dataset, or the differing search spaces for different 
learning algorithms (Bergestra and Bengio, 2012).  Also, it is not always clear as to what 
effect the changes to hyperparameter configuration values would have on the overall 
performance characteristic (Feurer & Hutter, 2019).   
When each of the hyperparameters could have multiple configuration values, the 
hyperparameter search space 𝛬 increases combinatorically.  A full-factorial exploration of 4 
hyperparameters, with 5 configuration values each would mean 54 (=625 trials), and 5 
hyperparameters, with 6 configuration values each would mean 65 (= 7776) trials, before a 
reasonable set of configuration values for hyperparameters can be arrived at.  In the case of 
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continuous values, they can be considered represented by discrete values, thereby as multiple 
ordered categorical values. As each one of these trials would involve time and resources in 
training and cross validation, a full exploration could be expensive, and as mentioned earlier, 
a priori unjustifiable (Wolpert & Macready, 1997).   
Grid search optimisation could get confined to local optima and random search 
optimisation strategies could be misled by noise (Bergestra & Bengio, 2012; Archetti & 
Candelieri, 2019; Mockus, 1975).  In random search optimisation, the search space of 
hyperparameter configuration values, and thereby the number of runs, is large for relatively 
few hyperparameters along with the downside of being blind to possibly better optimisation 
mixes available in the neighbourhood (Bergestra & Bengio, 2012).  Furthermore, random 
search could exclude large swathes of the surface, resulting in a response function that should 
optimise globally (Bull, 2011), but does not.  Thus, with extant optimisation approaches,  
there is no adaptation to what could be expected outside of the chosen search space 
(Bergestra & Bengio, 2012; Archetti & Candelieri, 2019; Mockus, 1975).  Grid search 
hyperparameter optimisation, and random search hyperparameter optimisation could waste 
resources, focusing on too many trials in exploring hyperparameter mixes with possibly some 
hyperparameters that are trivial while at the same time missing or not adequately considering 
hyperparameters that are important (Bergestra & Bengio, 2012).  Bergestra and Bengio 
(2012) also point out that random search is advantageous to grid optimisation, but does not 
measure up to the optimisation achieved by a combination of an expert human exercising grid 
search.  In most extant techniques including random search, noise could influence what is 
determined as the best set of hyperparameter configuration (Bergstra & Bengio, 2012). 
Bayesian optimisation has a far more mathematical basis to the search, but subject to 
the boundary values specified for the search,  with the performance that lowers with more 
hyperparameters (Archetti & Candelieri, 2019; Mockus, 1975).  At the end of a set of 
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trials, it is seen how there is no further information available to the practitioner in terms of 
candidate direction to proceed for extending a previously held search (Aggarwal, 2018).  
With all of these approaches there is also a challenge of overfit through optimisation, as also 
the risk of converging on sharp optima versus a stable optima (Feurer & Hutter, 2019).  As 
each ML algorithm has its own set of hyperparameters, the naive method of randomly 
searching through the combination of hyperparameter configuration search space 𝛬 =
𝛬1 × 𝛬2 × …𝛬𝑛 (Feurer & Hutter, 2019), or the slightly more systematic grid search could 
get close to the desired hyperparameter configuration 𝜆∗,  at great expense of resources and 
duration.  In cases where the performance objective is to produce an accurate predictor or 
classifier, practitioners might be willing to commit time and additional parallel computing 
resources.  Even so, there is the possibility that the desired configuration of 𝜆∗, that yields the 
minimum loss at verification, remains elusive and far removed from the obtained 𝜆.  
Although practitioners can choose standard hyperparameter combinations for known, 
standard architectures available freely from github.com or other sources, it would be best to 
tailor hyperparameters for the given domain and problem at hand and adapt to the 
optimisation problem at hand (Smith, 2018).   
Importantly, optimisation approaches with procedures that are non-specific to the 
optimisation, or are random, could work well on average for one problem or type of problems 
that have a certain combination of hyperparameters and datasets, while they would not work 
for other problems or type of problems (Wolpert & Macready, 1997).  Wolpert and 
Macready's (1997) "No Free Lunches" (NFL) theorem asserts how an algorithm that 
performs well on certain problems or class of problems would display the opposite on other 
problems or class of problems.  Thus, expensive trialling in extant optimisation approaches 
could be considered a priori non-justified, as there is no guarantee on optimisation 
performance in altered conditions (Wolpert & Macready,1997).    
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Chapter 2  
Research Methodology 
In this research project,  we adopt the "Action Research Methodology" (ARM), a 
methodology that transforms "deep tacit knowing" or "I-knowing" into "actions in the world" 
or "explicit knowing" (McNiff, 2013, p. 134), to solve a "pressing practical problem" posed 
by the research question (Kothari, 2004, p. 3).  ARM takes an approach to research of taking 
action, as well as creating knowledge or theory about that action (Coughlan & Coughlan, 
2002, p. 220). The methodology seeks to solve a problem in the "As Is" state, while creating 
knowledge within the area of practice (Coughlan & Coughlan, 2002; McNiff, 2013).  ARM is 
also known as "applied research" or "practitioner research" methodology due to its 
orientation towards solving a problem as much as towards "knowledge creation" and "critical 
engagement" (McNiff, 2013, p. 5, 23).   
2.1 Research Design 
The project's research design and the thesis structure are an adaptation of McNiff's 
recommended ARM reporting structure (2016, p. 230) and on Lewin's (1946) "Action 
Reflection" cycle shown in Figure 1. (McNiff, 2013, p. 5-23; 2016, p. 111). 
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We intend the thesis structure, modelled in Figure 2, to be reflective of the research 
design.  McNiff's (2013) ARM reporting structure suggests detailing the answers to questions 
listed herein: i) "What did I wish to investigate in this study?" – this is detailed in the thesis 
as the research question and research objective; ii) "Why did I wish to investigate it?" – this 
is dealt with in the thesis as research gap and motivation;  iii) "How did I gather data to show 
what the situation was like at the time?" – this is detailed in the thesis background and in the 
chapter on 'related work'; iv) "What did I think I could do about it? What did I decide to do 
about it? How did I gather data and generate evidence to show what happened when I 
decided to take action?" – these are detailed in the section on initial experimentation; v) 
"What did I learn?" – this is detailed in the section on reflection on the initial 
experimentation; vi) "How do I evaluate the quality of my influence in other people’s 
learning, and in my own? How do I show how I bring this learning into my new educational 
practices? How has doing the project extended me as a professional? How do I show that I 
have checked that any conclusions I come to are reasonably fair and accurate?" – these are 
dealt with in the formulation of the framework and in the demonstration; vii) "How have I 
modified my present practice in light of past learning?" – this is dealt with in the sections on 
findings in terms of comparative benefits and possible limitations; viii) "How do I 
communicate the significance of what I have done?" – this is detailed in the section on 
contribution, implications and conclusion.   
As part of the research, we examine the possibility of employing extant knowledge in 
ML hyperparameter optimisation.  Discussing an approximate "taxonomy of research 
strategies" in the creation of new scientific knowledge, Foster et al., (2015),  identify an 
interdisciplinary "Bridge" strategy.  When a "critically reflective practitioner" (Cunliffe, 
2004) takes knowledge gained from one knowledge area and adapts it to another, in a way 
that was hitherto unexplored, it can be considered a "new bridge" strategy, and when this is 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 12 
repeated over time, between those two knowledge areas, it can be thought of as a "repeat 
bridge" (Foster et al., 2015, p. 9).  This thesis will present a bridge or "firm bridge" (Kuhn, 
1977, p. 63), between two knowledge areas. 
 
 
Figure 2: The Project's Research Design and Thesis Structure Modelled on ARM. 
2.2 Research Questions 
Based on the motivation and gap observed, our research question is: How can the optimal 
hyperparameter configuration for gain in performance characteristic be arrived at 
practically and adaptively for a large combinatorial range of hyperparameter 
configuration values?  We investigate the sub-questions : a) How can the main effect of each 
hyperparameter on the performance characteristic be estimated? and b) How can the 
combined effect of hyperparameters on the performance characteristic be adaptively 
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2.3 Research Objective 
Based on the Research questions, the objective for the research project is: To develop a 
framework for deriving the optimal hyperparameter configuration from a large 
combinatorial range of  hyperparameter configuration values for effecting gain in 
performance characteristic, in a practical and adaptive manner.  Towards this objective, we 
seek to analyse and estimate the main effect of each hyperparameter and its configuration 
values on performance characteristic.  We also seek to analyse and estimate the combined 
effects of hyperparameter values on the performance characteristic to predict, validate and 
produce overall gain in the performance characteristic. 
2.4 Methods Employed 
Through looking at the vast knowledge available in choosing parameters and minimising loss 
as available in manufacturing, engineering and elsewhere, robustification through "robust 
design" using "macro-modelling", "proportionally balanced trials" and "main effects 
analysis" (Phadke, 1989, p. 233-235; Wu & Wu2000, p. 323), presents a natural choice for 
both practitioners and experimenting scientists that strive to come out of  current limitations 
of large combinatorial search spaces and expensive trialling (Taguchi et al., 2000).  An initial 
simple experimentation is conducted to examine the technique as a bridge from across 
disciplines, and for foregrounding the concept and technique.  We reflect on these initial 
experiments to formulate a framework for hyperparameter optimisation that is non-random, 
adaptive, yet pragmatic.  This thesis chooses the appropriate portions of related work in 
theory and practice that can be employed in an intuitive manner.  The iRoSe optimisation 
framework is demonstrated using a DNN and compared to Bayesian optimisation using an 
example. Through further reflection, we arrive at findings, making conclusions that are 
supported by theory and praxis, while conforming to disciplinary and ethical conventions.  
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Chapter 3  
Related Work 
In this chapter we review works that provide the theoretical basis of, or relate to, our 
approach to  transform the "As Is" state (Coughlan & Coughlan, 2002; McNiff, 2013). 
3.1 Macro-modelling 
In the process of optimising a system, the system under investigation can be micro-modelled 
or macro-modelled (Juran & Gryna, 1993; Phadke, 1989, p. 233-235).  Micro-modelling 
relies on a deep understanding of the system, and assumptions are to be made on the model to 
find a balance between abstraction and realistic depiction.  Macro-modelling does not expect 
a fine-grained representation of the internals and abstracts out details not immediately 
relevant to the optimisation, treating the system as a "black-box", however with some of the 
internal features accessible as required (Phadke, 1989, p. 234).  For a given input of signal 
factors, the factors that influence the response are considered as control factors and noise 
factors (Phadke, p. 30). 
3.1.1 Parametric Diagram 
The system is macro-modelled using a Parametric diagram or P-Diagram, a tool that helps in 
representing a system for problem-solving and analysis, the inputs into it, the desired outputs 
from it along with the control factors and noise factors acting on the system (Juran & Gryna, 
1993).  Although P-Diagrams can depict the system at different levels of detail, the P-
Diagram in macro-modelling is at the system level, abstracting out much of the internals of 
the system.  The P-diagram relates the input or signal factor to the desired response and the 
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related error produced.  The noise factors represent the expected noises from different 
sources (Juran & Gryna, 1993; Phadke, 1989, p. 30. 
 
Figure 3: Macro-modelling using P-Diagram (Juran & Gryna, 1993; Phadke, 1989). 
 
Figure 4: Macro-model of a Typical System Under Investigation 
In considering the ML algorithm as a black box, most of the internal aspects of the workings 
of the Ensemble or DNN can be abstracted to the extent required.  Nevertheless, in our 
demonstration as well as in the Bayesian comparison, we configure the internals of the 
training option as well, as these are seen as practical needs of a practitioner aiming to arrive 
at an optimal hyperparameter configuration of enhanced performance characteristics.  In the 













(In Training and 
Validation)













INPUT SIGNAL AND NOISE FACTORS
RESPONSE
LOSS / ERROR
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 16 
validation dataset is the input signal.  The output from the system is the performance 
characteristic.  In this case, the ML algorithm 𝒜, outputs a classification model 𝒽𝒮: 𝑋 → 𝑌, 
with a certain set of performance characteristics such as 'accuracy' or 'validation error rate'.  
Noise factors exist in the  dataset that is used for training and for validation.  In addition, the 
example used for comparison (MathWorks™, 2020) also includes image augmentation that 
inserts hitherto unseen data into the validation process.  An ideal output from the system 
would be a model with zero validation error rate or 100% accuracy.  In practice, maximising 
a single performance characteristic such as "prediction speed" in isolation could be at the cost 
of other related characteristics such as "accuracy" and "training time"  (Juran & Gryna, 
1993).  We deal with this in our initial experiment.  However, the focus is on converging on a 
particular performance characteristic such as minimal validation error rate. 
3.2 Robust Design 
Engineered systems that convert an input to an output are concerned with efficiency, and  
robust design enables high quality and low cost by seeking the "ideal function" that 
minimises loss in the conversion of input to output (Taguchi et al., 2000, p. 6).  In robust 
design the system is macro-modelled, treating the system as a black-box, with output and 
input.  Factors that influence performance characteristics of the macro-model are viewed as 
control factors and noise factors (Taguchi et al., 2004).  Robust design deals with noise and 
variation, without taking away the causes of noise and variation.  It maximises the SNR in the 
macro-model of a process, product or system by reducing a quadratic loss function (Phadke, 
1989).  Robustness describes the condition when there is limited variability from the desired 
output, even in the presence of noise factors – factors that cannot be controlled in terms of the 
variation they cause in the desired output for a system, process or product (Wu & Wu, 2000, 
p. 323).  SNR is key in robust design for loss minimisation and can be considered as the 
measure of robustness (Taguchi et al., 2000). 
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3.2.1 Loss Minimisation 
In robust design, for a performance characteristic 𝑦, a quadratic loss function ℒ(𝑦) accounts 
for the loss of performance, where 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is a nominal target value and 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + ∆0  and 
𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙 − ∆0 are the tolerance bounds outside of which the product, system or process 
would fail (Phadke,1989, p. 18).  The real-valued function ℒ(y) can be thought of as the 
average loss over t for N instances of a system, where ℒ𝑖 (𝑡, 𝑦) is the actual loss (Taguchi, et 








𝑖=1 (𝑡, 𝑦)𝑑𝑡    ( 3.1 ) 
Approximating it as a continuous function and conducting a Taylor Series Expansion around 
𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙, 
ℒ(𝑦) = ℒ(𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙) +
ℒ′(𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
1!




2 +⋯   ( 3.2 ) 
The scenario when a specified or "nominal" value is sought, it is referred to as the "nominal-
is-best" scenario in robust design (Phadke, 1989, p. 38).  Here, a nominal value is expected, 
where any deviation, more or less, contributes to loss.  When 𝑦 = 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙 the ℒ
′(𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙) 
is zero due to loss being minimal at the target value.  However, when 𝑦 differs from 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙 
by ∆0, the average loss is 𝑎𝑙𝑜𝑠𝑠 .  That is (Phadke, 1989, p. 17):  
ℒ(𝑦) = {
0  𝑤ℎ𝑒𝑛 |𝑦 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙| ≤ ∆0 
𝑎𝑙𝑜𝑠𝑠                 𝑖𝑛 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠 
   ( 3.3 ) 
Thus, when 𝑦 = 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙, this takes on the form: 




2 +⋯  ( 3.4 ) 
Robust design omits the cubic, quartic and the terms above those to approximate the loss 
function (Taguchi et al., 2004).  Approximated loss function for the 'nominal-is-best' scenario 
is: 
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ℒ(𝑦) = 𝑘(𝑦 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2     ( 3.5 ) 
Here, the loss coefficient, 𝑘 =
𝑎𝑙𝑜𝑠𝑠
∆0
2  .  That is,  𝑎𝑙𝑜𝑠𝑠 = 𝑘∆0
2.  In a more specific form, 
performance characteristics in ML, such as classification error and training time are treated as 
having a nominal value of zero, and such scenarios are as "smaller-the-better" in robust 
design (Phadke, 1989, p. 38).  Substituting zero for 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙, the approximated loss function 
for the 'smaller-the-better' scenario is: 
ℒ(𝑦) = 𝑘𝑦2 where 𝑘 =
𝑎𝑙𝑜𝑠𝑠
∆0
2      ( 3.6 ) 
In yet another specific form, performance characteristics in ML, such as accuracy, and 
prediction speed would be worst when their value is zero, and are treated as "larger-the-
better" scenarios in robust design, approximated as the inverse of "smaller-the-better" 
(Phadke, 1989, p. 39): 
ℒ(𝑦) = 𝑘 (
1
𝑦2
)  and 𝑘 = 𝑎𝑙𝑜𝑠𝑠∆0
2    ( 3.7 ) 
Note that the performance characteristics as measured by the accuracy, training time, 
classification error and prediction speed are subject to noise in the real-time environment and 
during the optimisation process from varied characteristics of datasets used in training, 
validation, testing.  It is important to note that the direct minimisation of the loss function 
ℒ(𝑦) is not desirable, given the influence of noise factors on responses and resulting 
variances (Taguchi et al., 2004).  The average quality loss 𝑄𝑙𝑜𝑠𝑠  , over 𝑛 trials that are 









2 + (𝑦2 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2…+ (𝑦𝑛 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2]   ( 3.9 ) 
This approximates to: 
𝑄𝑙𝑜𝑠𝑠 = 𝑘[(𝜇 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2 + 𝜎2]    ( 3.10 ) 
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Here, 𝜇 is the observed mean, and 𝜎2 is the variance of the values of the performance 
characteristic 𝑦 over 𝑛 trials. This implies two parts to the average loss 𝑄𝑙𝑜𝑠𝑠  that is, 
𝑘(𝜇 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2, and k𝜎2.  The first part is the loss from the deviation from the nominal 
value and the second due to deviation of performance characteristic 𝑦 about its mean 
(Taguchi et al., 2004).  To take the quality loss as is would mean that there is an influence 
due to deviation from the mean, (𝜇 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2, and the influence from sensitivity to noise 
shown by the mean squared deviation, 𝜎2.  Robust design suggests "adjustment" in 
calculation of  𝑄𝑙𝑜𝑠𝑠 , that is key to minimise the sensitivity to noise.  For the performance 
characteristic 𝑦, with an observed mean 𝜇, an adjustment of  
𝜇0
𝜇
 is required to be made to get 
the observed mean 𝜇  to the target mean 𝜇0 (Phadke, 1989,p. 100).  The resulting 
𝑄𝑙𝑜𝑠𝑠(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑), is: 






2  [ 
𝜎2
𝜇2
 ]    ( 3.11 ) 
𝑄𝑙𝑜𝑠𝑠(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑) can be minimised by minimizing  
𝜎2
𝜇2
  when the target mean 𝜇0 and loss 
coefficient k can be considered constant across trials in an optimisation.  Ignoring the 
constant k, and other constants, as they do not come into play in the optimisation, quality loss 
minimisation can be achieved by maximising 
𝜇2
𝜎2
  , as 𝜇2 is the desirable portion, or the 
sensitivity to the "signal" and the mean square deviation 𝜎2, is due to noise factors (Phadke, 
1989, p. 100).  That is, quality loss minimisation is effectively dealt through the 







    ( 3.12 ) 
3.2.2 Signal to Noise Ratio 
SNR is a measurement of quality, originally used in the communication industry based on the 
ratio of signal to noise in terms of power, expressed in decibels (dB) (Wu & Wu, 2000).  A 
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larger measure of SNR implies a better quality least affected by noise from anywhere in the 
send-receive flow.  Conceptually, robust design takes on a generalised version on SNR for 
evaluating the quality of systems, processes and products and formulates it as a ratio of 





 𝐸𝑓𝑓𝑒𝑐𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛
 𝑉𝑎𝑟𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑎𝑟𝑜𝑢𝑛𝑑 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛
   ( 3.13 ) 
Sensitivity is the magnitude of output per input, or the slope ß of input vs output (Wu & Wu, 
2000).  Variability is the variation due to noise, causing measurement to change, affecting 
"repeatability", "reproducibility" and "stability" (Taguchi et al., 2004, p. 224).  Noise can be 
due to external cause, variations in units or non -uniform processes and deterioration of the 
product, system or process over time (Phadke, 1989).  In engineered systems, variation 
causes loss, creating unintended or undesired function.  Thus, maximising the SNR 
maximises the efficiency of the conversion of input to output and minimises loss.  Robust 
design maximises the SNR, maximising the sensitivity to the signal, and minimising 
sensitivity of the performance characteristics to the causes of variation (Taguchi et al., 2000).  
It may be noted that in this thesis, sensitivity refers to the sensitivity to signal unless 
otherwise indicated.   
Comparing the performance characteristic directly, as they become available as 
responses from trials, leads to the influence of (𝜇 − 𝑦𝑛𝑜𝑚𝑖𝑛𝑎𝑙)
2 and 𝜎2 on the search or 
optimisation decision.  In contrast, the benefits of maximising SNR to deal with searching out 
extrema leverages the inverse proportionality relationship of SNR to the loss function, where 
𝑄𝑙𝑜𝑠𝑠(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑) is proportional to variance, that is, 𝑄𝑙𝑜𝑠𝑠(𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑) ∝  
𝜇2
𝜎2
 (Wu & Wu, 2000, p. 
20).  The use of SNR brings in linearity into the control and calibration of the search or 
optimisation operation, relating it to the efficient transformation of input signal to output 
signal, and thereby ensuring no wasted expensive trials (Wu & Wu, 2000, p. 21).  The usage 
of SNR allows for maximising robustness by simply selecting the configuration of control 
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factors that yield the largest value of SNR without requiring the each control factor separately 
trialled and calculated in the presence of multiple noise factors (Wu & Wu, 2000 p. 20-21). 
3.3 Main Effects Analysis 
We conduct an analysis of the optimisation model to check for significant relationship 
between the configured hyperparameter values and the SNR. 
3.3.1 Nominal-is-best Scenario 
For scenarios where it is necessary to converge to a nominated best value, or a "nominal-is-
best" scenario, the SNR is taken as a log transform of  
𝜇2
𝜎2
  (Phadke, 1989, p. 101): 
𝜂 = 10 𝑙𝑜𝑔10 [ 
𝜇2
𝜎2
 ]      ( 3.14 ) 
3.3.2 Larger-the-better Scenario 
For optimisation of performance characteristics where "larger-the-better" is intended, such as 
for accuracy and prediction speed, unadjusted quality loss is used, as recommended by robust 
design (Phadke, 1989, p. 131), and SNR is: 








𝑖=1  ]     ( 3.15 ) 
3.3.3 Smaller-the-better Scenario 
For optimisation of performance characteristics where "smaller-the-better" is intended, such 
as for training time and classification error, unadjusted quality loss is used as recommended 
by robust design (Phadke, 1989, p. 131), and SNR is: 





𝑖=1  ]     ( 3.16 ) 
3.3.4 SNR Calculation, SNR Table and Main Effects Plot 
The calculation of SNR is conducted for each combination of control factors in the designed 
trial (Taguchi et al., 2004).  The mean of the SNR for the multiple control factors 
(hyperparameters), at each level (hyperparameter values) is calculated.  Subsequently the 
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difference between the highest and lowest means for each factor is calculated to determine 
the main effect of each hyperparameter and relative ranking of the main effect of each 
hyperparameter.  Based on the ranking and magnitude the main effects analysis provided by 
the SNR, we predict the resultant SNR for a combination of the hyperparameter values with 
best SNR.  We then run the ML algorithm with these hyperparameter values provided by the 
analysis to validate the predicted SNR.  Subsequently we look for candidate hyperparameters 
that contribute most to increased SNR.  From an SNR table that shows the SNR for each 
hyperparameter and each hyperparameter value , the SNR is predicted as the sum of overall 
mean with the difference between the individual SNR and the overall mean.  SNR is always 
sought to be maximised (Taguchi et al., 2004). 
Level Hyperparameter1 Hyperparameter2 Hyperparameter3 Hyperparameter4 Hyperparameter5 
1 39.56 30.17 39.21 30.15 33.23 
2 21.34 30.15 30.24 39.41 33.25 
3 38.81 39.39 30.25 30.15 33.22 
Delta 18.23 9.24 8.97 9.26 0.03 
Rank 1 3 4 2 5 
Table 1: Example SNR Table for 'Smaller-the-better' Scenario 
For example, in Table 1, level 1, level 2, level 3 are the values of each hyperparameter.  The 
level 1 for Hyperparameter1, the level 2 for Hyperparameter4, level 3 for Hyperparameter2 are 
the levels corresponding to the bold underlined SNR values that would yield the best 
"additivity", minimising interaction among factors and enhancing the signal independently 
(Wu & Wu, 2000, p. 317).  Estimated SNR, 𝜂𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 is based on the estimated additivity from 




𝑆𝑁𝑅 )ℎ𝑖=1    ( 3.17 ) 
The performance characteristic corresponding to the maximum SNR provides the best 
hyperparameter configuration.  During optimisation, hyperparameters such as 'maximum 
number of epochs' and 'initial learning rate' in DNNs are, in theory, considered most influential 
(Astakhov, 2016).  However, the main effects analysis seeks to draw out the specific effect of 
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each hyperparameter and its values, as also the combined effect of hyperparameters specific to 
the ML algorithm and the given dataset.   
The relative effect of each hyperparameter and its levels on the SNR, is shown in Figure 5. 
 
Figure 5: Plot of Main Effects 
3.1 Proportionally Balanced Trials 
To find the relationship between the hyperparameter values and the performance 
characteristic 𝑦, running experiments with factors at all possible levels, or full factorial trials, 
can become expensive.  Running trials for say, 9 hyperparameters with 3 hyperparameter 
values each can lead to 39 ( = 19683) trials, the number of trials increasing combinatorically 
with additional hyperparameters or their values.  However, the trials of an experiment can be 
designed to be proportionally representative of the full factorial trials with "proportional 
balancing" through an "orthogonal array" (Kacker et al., 1991; Phadke, 1989, p. 91, 279; 
Plackett & Burman, 1946).  Orthogonal arrays are known to provide for a proportional 
coverage of each level of every factor at a fraction of the number of trials otherwise required 
(Hedayat et al., 1999; Kuhfeld, 2009 ; Plackett & Burman, 1946).  The use of proportionally 
balanced trials allows for the even distribution of any interaction between control factors over 
the trial array, and to check the "reproducibility of conclusions" on the influence from factors 
using confirmatory trials (Taguchi et al., 2004, p. 595).  The number of rows in the array 
represents the number of trials, 𝑇.  In designed experiments, 𝑇 is determined by the number 
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of parameters, or "factors", ℎ, in the experiment and the number of different value settings, or 
"levels", 𝑔 (Phadke, 1989, p. 42).  
Orthogonality of arrays implies that "contrasts" for all columns in the array are 
"orthogonal" to each other (Dean et al., 2015, p. 69; Phadke, 1989, p. 277).  Phadke, (1989, p. 
277) elaborates how a column-wise, "weighted sum" of the nine  
𝜂𝑡 observations forms a "contrast" where weights add up to zero, and how these contrasts are 
considered "orthogonal" to each other when their inner product is zero.  We treat each 
hyperparameter as a factor and each hyperparameter value as a level within that factor.  
Consider a trial array, as in Table 2, adapted from Phadke (1989, p. 43), with factors (In this 




𝐻ℎ  for each 𝐻ℎ.  The observed SNR for each trial is in the column 𝜂𝑡.  Simply 
stated, in an "orthogonal" array or proportionally balanced array, for "every pair of columns in the 
array [Inserted: excluding the trial numbering column and the response column], each of the 
possible ordered pairs of elements appears the same number of times" (Kacker et al., 1991, p. 







𝐻2), are repeated the same number of times in the array. 
Trial 𝑯𝟏 𝑯𝟐 𝑯𝟑 𝑯𝟒 𝜼𝒕 
1 𝜆1












































Table 2: Proportional Balancing in an Experiment's Trial Array 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 25 
  The mathematical construction of orthogonal arrays as extensions of factorial designs 
and Latin Squares is based on R. C. Bose's mathematical theory of factorial designs and 
difference sets described by Kacker et al. (1991).  We have considered these outside the 
scope of the thesis, as these arrays are popular in literature and may easily be generated in 
packages such as RStudio, SPSS or Minitab.  However, it is examined as to how orthogonal 
arrays can be used to create proportionally balanced trials for designed experiments.   
For creating a proportionally balanced trial, with each hyperparameter represented as 
a factor, and each value of a hyperparameter represented as a "level" within that factor, the 
minimum number of trials, 𝑇, to be conducted as part of the experiment is determined 
through the total degrees of freedom (DoF), 𝜈𝑡𝑜𝑡𝑎𝑙 of the system under investigation: 
𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 𝜈𝑜𝑣𝑒𝑟𝑎𝑙𝑙_𝑚𝑒𝑎𝑛   ( 3.18 ) 
The minimum number of trials required is, 𝑇 ≥ 𝜈𝑡𝑜𝑡𝑎𝑙  (Taguchi et al., 2004). 
Maximum number of hyperparameters 


















3 - - - - 3 × (2 − 1) + 1 = 4 L4 
7 - - - - 7 × (2 − 1) + 1 = 8 L8 
- 4 - - - 4 × (3 − 1) + 1 = 9 L9 
11 - - - - 11 × (2 − 1) + 1 = 12 L12 
15 - - - - 15 × (2 − 1) + 1 = 16 L16 
- - 5 - - 5 × (4 − 1) + 1 = 16 L16 
1 7 - - 8 [7 × (3 − 1)] + [1 × (2 − 1)] + 1 = 16 L18 
- - - 6 - 6 × (5 − 1) + 1 = 25 L25 
- 13 - - - 13 × (3 − 1) + 1 = 27 L27 
31 - - - - 31 × (2 − 1) + 1 = 32 L32 
1 - 9 - 10 [9 × (4 − 1)] + [1 × (2 − 1)] + 1 = 29 L32 
11 12 - - 23 [12 × (3 − 1)] + [11 × (2 − 1)] + 1 = 36 L36 
3 13 - - 16 [13 × (3 − 1)] + [3 × (2 − 1)] + 1 = 30 L36 
1 - - 11 13 [11 × (5 − 1)] + [1 × (2 − 1)] + 1 = 46 L50 
1 25 - - 26 [25 × (3 − 1)] + [1 × (2 − 1)] + 1 = 52 L54 
63 - - - - 63 × (2 − 1) + 1 = 64 L64 
- - 21 - - 21 × (4 − 1) + 1 = 64 L64 
- 40 - - - 40 × (3 − 1) + 1 = 81 L81 
Table 3:Standard Array Sizes for Typical Factor-Level Combinations 
As the hyperparameter values are considered an equal number of times for each 
hyperparameter, as well as between any two hyperparameters in the array, the trials are 
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considered to exhibit proportional balancing (Phadke, 1989).  Standard arrays for typical 
factor-level combinations, are in Table 3.  The nomenclature of such arrays starting with L 
followed by the number of trial rows, derives from Latin Squares.  Kacker et al. (1991) 
provide an extended list of such arrays for other combinations.  For example, when the 
number of factors is 3, with each factor having 3 levels, a full factorial experiment would 
mean 33 (= 27).  However, proportional trials using orthogonal array would require fewer 
trials.  The minimum number of trials required to constitute a proportionally balanced trial 
design is  determined by the Degrees of Freedom (DoF), 𝜈𝑡𝑜𝑡𝑎𝑙  for the system with factors 
ℎ = 3 , and each factor with levels 𝑔 = 3 (Phadke, 1989): 
𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 1 =  3 × (3 − 1) + 1 = 7    ( 3.19 ) 
At least 7 trials will be required for proportionally balanced trials and an L9 array is selected 
from standard orthogonal arrays (Kacker et al., 1991; Phadke, 1989).   
3.2 Coevolutionary Free Lunch 
In the section on research gap and motivation, it is seen how optimisation algorithms have to 
transcend the NFL for expensive evaluations of functions to be a priori justified (Wolpert & 
Macready, 1997).  In their "Coevolutionary Free Lunches", Wolpert and Macready (2005) 
point to how some optimisation or search algorithms can have better performance than other 
optimisation or search algorithms regardless of the problem or problem type, using a 
multiplayer, multi-stage game analogy. In this optimisation approach, a "champion" 
generated through a cooperative strategy of multiple players, plays against an "antagonist" 
(Wolpert & Macready, 2005, p. 1-3).  The self-play tournament uses a strategy in selecting 
players moves in "training games", the response for each is used in the selection of the 
champion's move against the antagonist (Wolpert & Macready, 2005, p. 3,4).  
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Chapter 4  
Initial Experimentation and Analysis 
The initial experimentation involves decision tree ensembles for classification.  To 
experiment on maximisation and minimisation of performance characteristics, we undertake a 
structured design of non-random, right sized and proportionally balanced trials (Lee, et al., 
1989).  We run experimental trials on a ML classification algorithm and record responses in 
terms of performance characteristics.  We conduct a statistical analysis on the responses to 
determine optimised hyperparameters.  We then validate the obtained optimised 
hyperparameter mix for the given dataset and ML algorithm, while providing for further 
direction in which further optimisation can be attempted if necessary. 
4.1 Decision Tree Ensembles for Classification 
Classification is supervised ML where a classification model, such as decision tree, built on 
labelled data, classifies unseen data (James et al.,  2013; Shalev-Shwartz & Ben-David, 
2014).  Its effectiveness is measured using validation and subsequent tests on unseen data 
prior to deploying for actual use (Shalev-Shwartz & Ben-David, 2014).  Decision trees are 
"weak learners", implying that their accuracy is relatively low compared to other classifiers, 
and changes in the data set can drastically change the structure of the decision tree, causing 
high variance (James et al., 2013).  Multiple "weak learners" are put together as classification 
ensembles, to form an ensemble with higher performance characteristics (James et al., 2013).  
An ensemble created through, "bagging" or "bootstrap aggregation", aggregates multiple 
weak learners as a "bagged tree ensemble" to form a single consolidated classifier whose 
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collective accuracy is higher than the individual accuracies (James et al., 2013).  The 
prediction 𝑓𝑏𝑎𝑔(𝑥) is the averaged aggregation of the bootstrapped sets 𝑓
∗𝑏(𝑥) (Rokach, 




∑ 𝑓∗𝑏(𝑥)𝐵𝑏=1     ( 4.1 ) 
A tree ensembles such as AdaBoost, improves the performance of weak classifiers through 
boosting or altering the weighting of the training data to make up for skewed distribution of 
classes (Freund & Schapire, 1996).  As an improvement on AdaBoost, random under-
sampling boosting (RUSBoost), randomly removes examples in the dataset from the majority 
class to balance the training.  (Seiffert et al., 2010). 
4.1.1 Dataset in Initial Experimentation 
The experiment on ensembles uses a letter recognition dataset of 20,000 rows that Frey and 
Slate (1991) have created a by randomly distorting alphabet images of twenty fonts.  They 
have extracted 16 numerical (integer) attributes as statistical moments and edge counts from 
the character images and scaled into an integer range of 0 to 15, to predict a target of 26 
classes, English capital alphabets. 
4.2 Macro Modelling for Initial Experimentation 
We begin with the selection of factors and levels for a classification tree ensemble.  The 
configured hyperparameters and the targeted performance characteristics are in Table 4. 
Hyperparameters (Factors) Performance Characteristics 
LE Learning Ensemble Acc Accuracy (%) 
LR Learning Rate PS Prediction Speed 
MNS Maximum Number of Splits TT Training Time 
NL Number of Learners TMC Total Misclassification Cost in units of 
one per misclassification, with uniform 
cost for false positive or false negative 
kXV k-fold cross validation 
Table 4: Decision Tree Ensemble - Hyperparameters and Performance Characteristics 
In our experimentation, we include k-fold cross validation as a control factor, although not 
necessarily a hyperparameter.  Analysis should reveal if this does not influence performance. 
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The levels for each of the factors are in Table 5. 
Levels LE LR MNS NL kXV 
Level 1 Bagged  0.01 1000 100 5-fold 
Level 2 Adaboost  0.10 10000 250 10-fold 
Level 3 RUSBoost  0.50 19000 500 15-fold 
Table 5: Initial Experimentation - Factors and Levels. 
The P-diagram of the system-under-investigation is shown in Figure 6.  
 
Figure 6:Macro-model of System Under Investigation in the Initial Experimentation 
4.3 Proportional trials for Initial Experimentation 
The minimum trial size 𝑇 is driven by DoF, 𝜈𝑡𝑜𝑡𝑎𝑙  for the problem being optimised (Phadke, 
1989).  For the system with factors ℎ = 5 , and each factor with levels 𝑔 = 3 : 
 𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 𝜈𝑜𝑣𝑒𝑟𝑎𝑙𝑙_𝑚𝑒𝑎𝑛 =  5 × (3 − 1) + 1 = 11  ( 4.2 ) 
To design the proportional trial arrays for the initial experiment, we use orthogonal arrays with 
5 factors and 3 levels per factor, and a minimum of 11 trial rows.  We choose a modified L27 
that allows 5 factors with 3 levels each.  The standard L27 allows for up to 13 factors with 3 
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result in loss of balance or orthogonality (Taguchi et al., 2004).  The L27 Array has 27 trial 
rows.  The proportionally balanced trials are equivalent to a full factorial search of an otherwise 
impractical full factorial 3^9 (= 19,683) number of expensive trial runs (Taguchi et al., 2004). 
Trial LE LR MNS NL kXV 
1 Bagged 0.01 1000 100 5 
2 Bagged 0.01 1000 100 10 
3 Bagged 0.01 1000 100 15 
4 Bagged 0.1 10000 250 5 
5 Bagged 0.1 10000 250 10 
6 Bagged 0.1 10000 250 15 
7 Bagged 0.5 19000 500 5 
8 Bagged 0.5 19000 500 10 
9 Bagged 0.5 19000 500 15 
10 AdaBoost 0.01 10000 500 5 
11 AdaBoost 0.01 10000 500 10 
12 AdaBoost 0.01 10000 500 15 
13 AdaBoost 0.1 19000 100 5 
14 AdaBoost 0.1 19000 100 10 
15 AdaBoost 0.1 19000 100 15 
16 AdaBoost 0.5 1000 250 5 
17 AdaBoost 0.5 1000 250 10 
18 AdaBoost 0.5 1000 250 15 
19 RUSBoost 0.01 19000 250 5 
20 RUSBoost 0.01 19000 250 10 
21 RUSBoost 0.01 19000 250 15 
22 RUSBoost 0.1 1000 500 5 
23 RUSBoost 0.1 1000 500 10 
24 RUSBoost 0.1 1000 500 15 
25 RUSBoost 0.5 10000 100 5 
26 RUSBoost 0.5 10000 100 10 
27 RUSBoost 0.5 10000 100 15 
Table 6: Initial Experimentation – Proportional Trial Array Adapted from L27 
4.3.1 Trial Runs of Initial Experimentation 
The classification ensembles are trialled over 27 trials.  In this case, we also trial different 
types of classification ensembles such as 'Bagged', 'AdaBoost' and 'RUSBoost', considering 
them as categorical hyperparameters.  The responses for each trial, in terms of the 
performance characteristics such as 'Acc', 'TMC', PS and TT are recorded.  For 'Bagged', 'LR' 
is not applicable and is ignored.  
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 Hyperparameters Performance Characteristics 








0.01 1000 100 5 93.2 1285 11000 24.12 
2 0.01 1000 100 10 93.2 1294 7500 39.22 
3 0.01 1000 100 15 93.2 1294 5500 57.67 
4 0.1 10000 250 5 95.8 789 4100 64.16 
5 0.1 10000 250 10 96.2 730 2600 117.04 
6 0.1 10000 250 15 96.2 722 1900 171.44 
7 0.5 19000 500 5 95.9 782 2100 125.5 
8 0.5 19000 500 10 96.2 723 1300 231.73 









0.01 10000 500 5 4.1 18230 840000 1.14 
11 0.01 10000 500 10 4.1 18230 440000 2.39 
12 0.01 10000 500 15 4 18232 310000 4.29 
13 0.1 19000 100 5 4.1 18230 890000 0.85 
14 0.1 19000 100 10 4.1 18230 480000 2.27 
15 0.1 19000 100 15 4 18232 350000 4.07 
16 0.5 1000 250 5 95.8 807 5000 98.06 
17 0.5 1000 250 10 96 759 3100 187.73 










0.01 19000 250 5 87.7 2343 4500 118.21 
20 0.01 19000 250 10 88.4 2199 2800 223.06 
21 0.01 19000 250 15 89 2093 2000 328.6 
22 0.1 1000 500 5 85.1 2837 2500 209.36 
23 0.1 1000 500 10 85.1 2832 1600 399.39 
24 0.1 1000 500 15 85.5 2746 1100 596.95 
25 0.5 10000 100 5 87.3 2421 11000 47.37 
26 0.5 10000 100 10 88 2289 7000 89.399 
27 0.5 10000 100 15 88.5 2185 4900 134.98 
Table 7: Initial Experimentation – Performance Characteristics from Trial Runs 
4.4 Main Effects Analysis for Initial Experimentation 
From the performance characteristics for each trial run, we calculate the SNR. In cases where 
performance characteristics, such as 'Acc', are to be maximised, the SNR is calculated using 
the 'larger-the-better' formula.  The SNR is averaged by each factor and ranked by the 
difference in intra-level SNR for each factor.  This statistical analysis can be achieved using 
statistical software such as Minitab.  In cases where performance characteristics, such as 
'TMC', are to be minimised, the SNR is calculated using the 'smaller-the-better' formula. 
4.4.1 Maximisation of Accuracy 
We consider the objective of maximising the performance characteristic, 'Acc'.  We do a 
'larger-the-better' analysis on the values of 'Acc' obtained as responses in the trials. The 
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ranking by delta in the response tables shows that the choice of 'LE', 'NL', 'MNS' and the 'LR' 
influence the maximisation of  'Acc' in that order.  The best SNRs are highlighted in Table 8. 
Level LE LR MNS NL kXV 
1 39.56 30.17 39.21 30.15 33.23 
2 21.34 30.15 30.24 39.41 33.25 
3 38.81 39.39 30.25 30.15 33.22 
Delta 18.23 9.24 8.97 9.26 0.03 
Rank 1 3 4 2 5 
Table 8: Initial Experimentation – SNR Table for Maximising Accuracy 
The relative effect of hyperparameter values are shown in Figure 7. 
 
Figure 7: Initial Experimentation – Main Effects Analysis for Maximising Accuracy 
The additive effect that maximises SNR would be obtained by using the combination of 
hyperparameter levels corresponding to the maximum SNR values, shown in bold underline 
The 'LE' level 1, that is, 'Bagged', with 'NL' set at level 2, that is 250, and 'MNS' at level 1, 
that is 1000, would maximise SNR, thereby maximising the targeted performance 
characteristic.  Altering the 'kXV' is not seen to affect 'Acc'.  Note that 'LR' is ignored for 
'Bagged' as it is not a valid hyperparameter value for this option.  The impact from not 
considering this factor will be discussed in section 4.5.  We run a trial with the chosen 
hyperparameter values, to validate the finding from main effects analysis: 
LE LR MNS NL kXV Acc TMC PS TT 
Bagged 0.01 1000 250 5 93.3 % 1274 2200 138.22 
Table 9:Initial Experimentation – Confirmation Trial for Maximisation of Accuracy 
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The result from the confirmation trial shows 'Acc' value is maximised at 93%.  This however, 
is not as high as some of the 'Acc' values available from the combinations during the trials. 
4.4.2 Maximisation of Prediction Speed 
For maximising 'PS', we conduct a 'larger-the-better' analysis on the 'PS' values: 
Level LE LR MNS NL kXV 
1 69.73 86.93 70.82 89.8 83.65 
2 99.57 82.5 86.54 69.51 79.37 
3 70.27 70.14 82.2 80.26 76.54 
Delta 29.84 16.79 15.71 20.29 7.1 
Rank 1 3 4 2 5 
Table 10: Initial Experimentation – SNR Table for Maximising Prediction Speed 
The relative effect of hyperparameter values is shown in Table 10 and Figure 8. 
 
Figure 8: Initial Experimentation – Main Effects Analysis for Maximising Prediction Speed 
With the hyperparameter values that present the best SNR from the analysis, , a confirmation 
trial run to maximise 'PS', shows that 'PS' is maximised at the cost of other characteristics.  
LE LR MNS NL kXV Acc TMC PS TT 
AdaBoost 0.01 10000 100 5 4.0 % 18232 330000 2.43 
Table 11: Initial Experimentation – Confirmation Trial for Maximisation of Prediction Speed 
4.4.3 Combined Maximisation of Accuracy and Prediction Speed 
Considering the objective of maximising accuracy and prediction speed together, we conduct 
a 'larger-the-better' analysis on the values of 'Acc' and 'PS': 
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Level LE LR MNS NL kXV 
1 42.56 33.17 42.22 33.16 36.24 
2 24.34 33.15 33.25 42.41 36.26 
3 41.81 42.39 33.25 33.15 36.22 
Delta 18.22 9.24 8.97 9.26 0.04 
Rank 1 3 4 2 5 
Table 12: Initial Experimentation – SNR Table Maximising Accuracy and Prediction Speed 
The relative effect of each hyperparameter its value is shown in Figure 9. 
 
Figure 9: Initial Experimentation – Main Effects Analysis for Maximising Accuracy and 
Prediction Speed 
With the hyperparameter values for best SNR, a confirmation trial is run: 
LE LR MNS NL kXV Acc TMC PS TT 
Bagged 0.01 1000 250 5 93.3 % 1278 2100 149.67 
Table 13: Initial Experimentation – Confirmation Trial for Maximisation of Accuracy and 
Prediction Speed 
'Acc' and 'PS' are maximised together. 
4.4.4 Minimisation of Total Misclassification Cost 
We conduct a 'smaller-the-better' analysis on the values of 'TMC', obtained in the trials: 
Level LE LR MNS NL kXV 
1 -59.02 -71.44 -62.99 -71.55 -67.85 
2 -76.08 -70.54 -69.97 -60.72 -67.53 
3 -67.69 -60.8 -69.83 -70.52 -67.4 
Delta 17.06 10.64 6.97 10.84 0.46 
Rank 1 3 4 2 5 
Table 14: Initial Experimentation – SNR Table Minimising Total Misclassification Cost 
The relative effects of hyperparameter value are shown in Figure 10. 
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Figure 10: Initial Experimentation – Main Effects Analysis for Minimising Total 
Misclassification Cost 
With the hyperparameter values for best SNR, a confirmation trial is run: 
LE LR MNS NL kXV Acc TMC PS TT 
Bagged 0.5 1000 250 15 93.4 % 1261 2200 142.63 
Table 15: Initial Experimentation – Confirmation for Minimisation of TMC 
4.4.5 Minimisation of Training Time 
We conduct a 'smaller-the-better' analysis on the values of TT: 
Level LE LR MNS NL kXV 
1 -39.64 -28.33 -42.5 -25.31 -29.64 
2 -19.25 -32.68 -28.75 -43.86 -35.42 
3 -45.32 -43.2 -32.94 -35.02 -39.14 
Delta 26.07 14.87 13.75 18.55 9.5 
Rank 1 3 4 2 5 
Table 16: Initial Experimentation – SNR Table for Minimising Training Time 
 
Figure 11: Initial Experimentation – Main Effects Analysis for Minimising Training Time 
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The relative effects of hyperparameter values are shown in Figure 11.  With the 
hyperparameter values for best SNR, a confirmation trial is run: 
LE LR MNS NL kXV Acc TMC PS TT 
AdaBoost 0.01 10000 100 5 4 .1% 18230 890000 1.31 
Table 17: Initial Experimentation – Validation Trial for Minimisation of Training Time 
Although 'TT' is reduced, it is at the cost of other performance characteristics. 
4.4.6 Multiple Performance Characteristics 
Considering the multiple performance objective of maximising the performance characteristic 
such as 'Acc' and 'PS', while at the same time minimising performance characteristics such as 
'TMC' and 'TT', we conduct a 'larger-the-better' analysis on the values of 'Acc', 'PS', inverse 
of 'TMC' and inverse of 'TT' obtained as responses in the trials of the experiment.  The 
relative effect of each hyperparameter and hyperparameter value is shown in Table 18 and 
Figure 12.  The ranking by delta shows that the choice of 'LE', the 'NL', the 'MNS' and the 
'LR' have most influence on the maximisation of the multiple performance characteristics. 
Level LE LR MNS NL kXV 
1 -53.2 -65.44 -57.1 -65.54 -61.86 
2 -70.15 -64.6 -63.99 -54.85 -61.62 
3 -61.72 -55.03 -63.98 -64.69 -61.59 
Delta 16.95 10.41 6.89 10.69 0.27 
Rank 1 3 4 2 5 
Table 18: Initial Experimentation – SNR Table for Minimising and Maximising Multiple 
Performance Characteristics 
 
Figure 12: Initial Experimentation – Main Effects Analysis for Minimising and Maximising 
Multiple Performance Characteristics 
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The hyperparameter values with best SNR are 'LE' at level 1, that is, 'Bagged', 'NR' set at 
level 2, that is 250, 'LR' set at level 3, and 'MNS' at level 1, that is 1000.  The difference in 
'kXV' levels is not seen to affect performance characteristics.  As 'LR' is not a valid 
hyperparameter value for 'Bagged' its level is ignored for 'Bagged',  and the impact is 
discussed in section 4.5.  A confirmation trial is run for the levels with best SNR: 
LE LR MNS NL kXV Acc TMC PS TT 
Bagged 0.5 1000 250 15 93.4 % 1261 4200 60.792 
Table 19: Initial Experimentation – Confirmation Trial for Multiple Performance 
Characteristics 
4.5 Summary of Initial Experimentation 
We reflect on the macro-modelling, proportionally balanced trials and main effects analysis 
for the initial experimentation. In our attempt at maximising 'Acc', we note that 'Accuracy' is 
enhanced.  However this outcome from the validation trial seems lower than the 'Acc' 
presented by some other combinations in the trials.  In this case, as 'LR' is a factor in the 
analysis, it is possible that the levels of  'LR' being ignored by the trials for 'Bagged', has 
played a part in skewing the analysis.  In the maximisation of 'PS', we note that although 'PS' 
is maximised,  its maximisation in isolation, could be trivial by itself and at the cost of other 
performance characteristics.  In simultaneously maximising 'Acc' and 'PS', the maximisation 
of 'Acc' is dominant.  Similarly, the minimisation of 'TMC' or 'TT' in isolation sacrifices most 
other performance characteristics.  These could be one-sided due to dominant characteristics 
of the algorithm (Deb, 2005; Zitzler & Thiele, 1998).  For the simultaneous minimisation of 
some performance characteristics along with the maximisation of others,  the inverse of 
'smaller-the-better' performance characteristics are grouped with 'larger-the-better' 
performance characteristics and maximised as a group.  However, for such "Pareto-optimal 
solutions" we note that the determination of which performance characteristic to minimise or 
maximise, and what an acceptable trade-off is amongst them, would depend on the domain 
and context in which the ML algorithm operates (Deb, 2005; Zitzler & Thiele, 1998). 
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4.6 Reflections from Initial Experimentation 
From the experiments, the key takeaways are : i) Although we conducted experimental trials 
for multiple performance characteristics in 4.4.6, it would be best to scope out "Pareto 
optimal solutions"  (Deb, 2005; Zitzler & Thiele, 1998) as we reason that targeting a single 
performance characteristic that is key, such as accuracy, would be suited for the purpose of a 
demonstration, which can subsequently be adapted for multiple targets; ii) All considered 
hyperparameters should be valid for all combinations, else the non-applicable hyperparameter 
could be considered in a separately formulated problem.  In this case either 'Bagged' could 
have been excluded from consideration in this problem, or 'LR' could have been removed 
from consideration as a configurable hyperparameter in this problem. Yet another 
workaround could have been to consider levels for a hyperparameter that are specific to 
'Bagged' in place of 'LR' levels 1, 2 and 3 for 'Bagged'.  While these workarounds are 
interesting and important, these scenarios are not attempted in this project; iii) It would 
require a framework and set of instructions for a practitioner; iv) The process would need to 
be iterative in its working such that gains made in converging can be adaptively built upon in 
subsequent iterations; v) The process could benefit from named iterations with a suggested 
number of hyperparameters and their values; v) The process could be demonstrated through a 
slightly more complex problem such as a Neural Network with varied depth, varying epoch 
number, varying filter size and a larger dataset. 
Based on the summary and reflections from the initial experimentation, we formulate a 
framework, examining what elements would be key to it being practical, adaptive and fit for 
purpose as laid out in the research objective.  Chapter 5 deals with the formulation of the 
framework and elements of the framework that takes the above into account. 
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Chapter 5  
iRoSe Optimisation Framework 
5.1 Formulation of the Framework 
In keeping with the objective of the research project and following from the reflections in 4.6 
on initial experimentation in Chapter 4 , we formulate a framework that is based on a search 
for optimum hyperparameter configuration, modelled on robust design principles, and 
worked on iteratively, we refer to it as Iterative Robust Search Optimisation Framework, 
shortened to iRoSe Optimisation Framework. The elements of the framework are laid out. 
5.1.1 Iterations 
We estimate from the initial experiment and reflection that the framework would yield best 
results from at least three iterations, starting with a broad "global" search and narrowing 
down to 'local" search of specific hyperparameters and values (Goldberg & Vössner, 1999, p. 
1-9).  We design the framework to start with an exploratory iteration, followed by a coarse 
search iteration, a fine search iteration and further extensions based on the analysis. 
The exploratory iteration could start with, say, 9 hyperparameters 𝐻1, 𝐻2, … 𝐻9, and a 
large range of valid hyperparameter values 𝜆 
𝐻ℎ  for each of the hyperparameters.  For each 𝐻 , 





𝐻ℎmarks the midpoint of the range and 𝜆1
𝐻ℎ , 𝜆2
𝐻ℎ mark the 
upper and lower extremes of the range.  As it is simpler to design proportional arrays with 3 
values or 2 values for each factor, we use these in the demonstration.  However, Table 3 
provides a list of factor-level combinations to create proportionally balanced trials.   
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Figure 13: Suggested Relative Trial Sizes for Global-Local Hybrid 
For the coarse search iterations, we suggest choosing the top ranked hyperparameters, 




𝐻ℎ, for each hyperparameter 𝐻 .  Here, 𝜆𝑒𝑥𝑝𝑙_𝑜𝑝𝑡𝑖𝑚𝑢𝑚
𝐻ℎ  marks 
the hyperparameter values for each 𝐻  that resulted with the best SNR in the exploratory 
search and analysis, and now marks the midpoint of the coarse search range.  The values 
𝜆3
𝐻ℎ , 𝜆4
𝐻ℎ mark the upper and lower extremes of the range of each hyperparameter 𝐻 , that 
either further converge or explores outside of the range, based on what presents as viable.  
For the fine search iteration, we suggest choosing 2 of the top ranked hyperparameters, and 2 
values within a range for those parameters that either further converge or explore outside of 
the range, based on where the opportunities present themselves during analysis.  
The number of hyperparameters and their values mentioned are indicative.  An 
elaborate optimisation search could have 40 hyperparameters of 3 values each in the 
exploratory search using L81, followed by a coarse search of the top 21 hyperparameters with 
4 values each using L64, followed by a fine search of the top 15 hyperparameters of 2 values 
Exploratory Iteration
Example: 9 hyperparameters 
with 3 values each
DoF= 19
Coarse Search Iteration
Example: 4 hyperparameters 
with 3 values each
DoF= 9
Fine Search Iteration
Example: 2 hyperparameters 
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each using  L16, followed by iterative extensions with progressively "exploitative" ranges 
(Goldberg & Vössner, 1999, 1-9).  Some typical factor-level combinations are listed in Table 
3. 
5.1.2 Macro-modelling 
Each Iteration starts with a macro-modelling.  Graphical representation has been provided in 
the initial experiment as well as in the demonstration to clarify how it is conceptualised.  It 
essentially translates to choosing the configurable hyperparameters and the range of values to 
be searched for each.  For the exploratory iteration, we suggest choosing 9 hyperparameters, 
and 3 values for each hyperparameter representing the edges and middle of the range 
constraints.  It is to be noted that the number of hyperparameters chosen in this exploratory 
iteration could be less or more depending on the specific context of the ML algorithm under 
consideration and the dataset.  The values of the hyperparameters could be discrete, 
continuous or categorical. 
5.1.3 Proportionally Balanced Trials 
Proportional Trial Arrays, for example, the L27 array, can be used to conduct 27 trials that 
would take the place of 19,683 full factorial trials.  The main effects of the hyperparameters 
and their values are rendered open to effects analysis because of the proportional trialling.  
Such analysis is not possible with random trialling. 
5.1.4 Main Effects Analysis 
Due to the Proportional trials, it is possible to find the mean SNR for each hyperparameter 
value, based on the contribution to the response and SNR in each of the trials.  As discussed 
in 3.3, In "smaller the better" scenarios, the performance characteristic is minimised.  In 
'larger-the-better' scenarios, the performance characteristic is maximised.  In "nominal is 
best", a particular value of the performance characteristic is sought.  In all the three cases, the 
SNR is sought to be maximised in a main effects analysis, such that the effect of the signal is 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 42 
accentuated even in the presence of noise.  The main effects analysis also allows for the 
ranking of the contributions available from the varying values of hyperparameters, that can 
contribute to further convergence to the optima. 
5.1.5 Splicing with Other Approaches 
iRoSe optimisation framework can be spliced with other approaches such as random search, 
grid search or Bayesian search optimisation.  Either the results from a previous search can 
serve as the starting point , or the results from the iRoSe optimisation framework can be used 
for drilling down into local optima for a viable range discovered by the framework. 
5.1.6 Estimate of Improved SNR 
Estimating the main effect of each of the hyperparameter values allows for the estimation of 
the overall SNR improvement possible through an additive effect of the main effects of each 
hyperparameter value.   
5.1.7 Confirmation of Improved SNR 
The confirmation of the estimate indicates how close the framework's prediction is to the 
actual behaviour of the hyperparameter combination.  It also provides the point from which 
the iterative framework can seek the next converging optima. 
5.1.8 Adaptive and Coevolutional Strategy 
The overall structuring of the framework reinforces the coevolutional strategy in a self-play 
tournament that Wolpert & Macready describe, that uses "training games" (2005, p. 3,4), 
where the response for each move is used in the selection of the champion's move against the 
antagonist.  In the framework, iterations that consider previous optima render the framework 
adaptive.  The macro-modelling and proportionally balanced trials are structured on the lines 
of training games that extract informative responses from the antagonist.  The main effects 
analysis the strategises for the move of the champion player to extract the best possible SNR 
(Wolpert & Macready, 2005).   
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 43 
5.2 Structure and Flow of iRoSe optimisation framework 
The structure, steps and flow are detailed in Figure 14 and Figure 15, with the working and 
steps demonstrated in 5.3.  The iRoSe optimisation framework, employing a "global-local 
hybrid" search, starts as a "global solver" using an "exploratory" approach, and over three 
iterations, transitions into a local solver employing an "exploitative" approach (Goldberg & 
Vössner, 1999, p. 1-9). 
 
Figure 14: iRoSe optimisation framework – Structure , Steps and Flow 
 
In Figure 15, the number of hyperparameter values  𝑔 is shown as the same across all 
hyperparameters for a designed trial.  However, in practice, the number of hyperparameter 
values could be mixed with for 𝐻1 having 2 values and 𝐻2 having 3 values. 
In the absence of any constraints imposed for a certain number of categorical values for 
hyperparameters, it would best to choose levels-factor combinations that are immediately 
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iRoSe Optimisation Framework 
INPUT 
 Dataset, 𝒮𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝒮𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛, 𝒮𝑡𝑒𝑠𝑡, ⊂ 𝒟 
ML algorithm, 𝒜 | ℎ  hyperparameters of 𝑔 values each 
CONTROL FACTORS 
 ℎ configurable hyperparameters 𝐻 {𝐻1, 𝐻2, 𝐻3  … 𝐻ℎ} 








 Performance characteristic,  𝑦𝑖  {𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙 ,  𝑦𝑡𝑟𝑖𝑎𝑙 ,  𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 , 𝑦𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛} 
Base Trial 
 Run 𝒜 | 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻1 , 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻2 …𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻ℎ  on 𝒮𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝒮𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛, 
Observe performance characteristic 𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙  for base trial 
Iteration 
 Macro-modelling 
  Configure hyperparameters [ 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻1 , 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻2 …  𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻ℎ ,    𝜆1
𝐻1 , 𝜆1
𝐻2… 𝜆1




 Proportional trials 
  Evaluate total DoF, 𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 1 
Determine trial size, 𝑇𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 , ≥ 𝜈𝑡𝑜𝑡𝑎𝑙 , and select standard array for 𝑇𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 , ℎ, 𝑔 
Run Trials 
Run 𝒜 | [ 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙
𝐻1 , 𝜆𝑏𝑎𝑠𝑒𝑡𝑟𝑖𝑎𝑙




𝐻ℎ ,  𝜆2
𝐻1 , 𝜆2
𝐻2 … 𝜆2
𝐻ℎ] on 𝒮𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔, 𝒮𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑖𝑜𝑛 
Observe performance characteristic 𝑦𝑖  for each trial 
 Main Effects Analysis 
  Determine SNR  














 ]  minimise with "smaller the better" 









 ]  maximise with"larger the better"
 
Discover Optimum Configuration  
Rank 𝐻 {𝐻1, 𝐻2, 𝐻3  … 𝐻ℎ} according to the difference in the value of SNR means 
Choose top ranked hyperparameters and their levels with best SNR values, 𝜆∗ 
 [ 𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 
𝐻1 , 𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 
𝐻2 …𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙
𝐻ℎ ] 
























10 ) for maximisation
  
Confirm 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑  for 𝝀
∗ 
Run 𝒜 | 𝜆∗  [ 𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙 
𝐻1 , 𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙
𝐻2 …𝜆𝑜𝑝𝑡𝑖𝑚𝑎𝑙
𝐻ℎ ] on 𝒮training, 𝒮validation 
Observe 𝑦𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 , Compare  𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 , 𝑦𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛  
Prepare Next Iteration 
Choose the top ranked Hyperparameters, ℎ𝑡𝑜𝑝   with levels =𝑔𝑎𝑑𝑎𝑝𝑡𝑒𝑑  , where ℎ
𝑡𝑜𝑝
 < ℎ , and 
𝑔𝑎𝑑𝑎𝑝𝑡𝑒𝑑   
is the new set of hyperparameter value to be explored /exploited. 
Compare  𝑦𝑖𝑛𝑖𝑡𝑖𝑎𝑙 , 𝑦𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛  
Test 𝒜 | 𝜆∗  [ 𝜆 
𝐻1 , 𝜆 
𝐻2 …𝜆 
𝐻ℎ] on 𝒮test 
End if stopping criteria reached 
Repeat 
Figure 15: iRoSe optimisation framework – Structure , Steps and Flow  
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5.3 iRoSe Framework Demonstration 
5.3.1 Context of the Demonstration 
The demonstration of the iRose framework is by comparing the Bayesian optimisation of an 
example DNN (MathWorks™, 2020) on a CIFAR-10 dataset (Krizhevsky, 2009) to the 
optimisation using iRoSe framework, optimising the same DNN on a CIFAR-10 dataset, and 
configuring multiple hyperparameters to achieve the performance objective of least 
classification error rate.  We use the CIFAR-10 dataset with 10 classes and 6000, 32x32 
colour images per class . Of the 50000 training images, we  use 5000 of the test images for 
cross validation at a time.  Final testing is on the 10000 test images supplied by the dataset.  
The ten mutually exclusive classes are: airplane, automobile, bird, cat, deer, dog, frog, horse, 
ship, truck (Krizhevsky, 2009). 
The network architecture of the DNN used in this experiment, and cross-validation 
scripts are from MatLab™ example for Bayesian optimisation (MathWorks™, 2020).  It may 
be noted that the iRoSe is tool agnostic and can be applied to ML algorithms of varying 
architecture or learning strategy, not limited to DNNs and ensembles.  We do not imply this 
is the best network for the CIFAR dataset.  The DNN used is an example and other networks 
could provide better or worse outcomes based on their overall effectiveness for the dataset. 
As DNNs  or other ML algorithms get trained using k-fold cross-validation, the 
training progress is monitored in terms of performance characteristics such as classification 
accuracy, classification error rate or root mean square error (RMSE) in the case of regression.  
In our trials, we record the performance characteristic classification error rate at 
validation, 𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒. 
DNN Hyperparameter Configuration 
We set up variables in the DNN architecture that function as configurable hyperparameters.  
We also create configurable hyperparameters within the training option that is set as "sgdm" 
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(Stochastic Gradient Descent with Momentum).  Although we could optionally demonstrate 
trialling with varying training options such as "Adam" that employs "adaptive estimates of 
lower-order moments" to optimise "stochastic objective functions" (Kingma & Ba, 2015) or 
other training options, we keep the "sgdm" training option throughout the experiment for 
simplicity in demonstrating the framework.  
CIFAR-10 Data is loaded as XTrain, YTrain for training and XTest, YTest for testing.  
Data augmentation introduces new data during verification and validation by randomly 
flipping and translating training data images.   This added previously unseen signal, during 
training and/or validation guards against overfit.  In the DNN definition (MathWorks™, 
2020) configurable hyperparameters are shown in boldtype in Figure 16. 
imageSize = [32 32 3]; %% (MathworksTM, 2020a) 
numClasses = numel(unique(YTrain)); 
numF = round(16/sqrt(SectionDepth));%SectionDepth 










classificationLayer]; %% (MathworksTM, 2020a) 
Figure 16: Configurable Hyperparameters in DNN Definition 
The configurable hyperparameters are listed in Table 20. 
MAXEpo  Maximum Number of Epochs  
ILRate  Initial Learning Rate  
FilterSize  Filter Size  
MBS  Mini Batch Size  
SectionDepth  Depth of the Neural Network  
MPL_PS  maxPooling2dLayer in the Pool Size  
APL_PS  averagePooling2dLayer in the Pool Size  
Momentum  Momentum and L2Regu refers to L2Regularization 
Table 20: Configurable Hyperparameters 
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Variables introduced into the Training Option "sgdm" (Mathworks™, 2020a) to function as 
configurable hyperparameters are shown in boldtype in Figure 17. 
miniBatchSize = MBS; %miniBatchSize %% (MathworksTM, 2020a) 
        validationFrequency = floor(numel(YTrain)/miniBatchSize); 
        options = trainingOptions('sgdm', ... 
            'InitialLearnRate',ILRate, ... %InitialLearnRate, ... 
            'Momentum',Momentum, ... %Momentum, ... 
            'MaxEpochs',MAXEpo, ... %MaxEpochs' 
            'LearnRateSchedule','piecewise', ... 
            'LearnRateDropPeriod',40, ... 
            'LearnRateDropFactor',0.1, ... 
            'MiniBatchSize',miniBatchSize, ... 
            'L2Regularization',L2Regu, ... %L2Regularization, ... 
            'Shuffle','every-epoch', ... 
            'Verbose',false, ... 
            'Plots','training-progress', ... 
            'ValidationData',{XValidation,YValidation}, ... 
            'ValidationFrequency',validationFrequency); 
convBlock function 
function layers = convBlock(filterSize,numFilters,numConvLayers) 
layers = [ 
    convolution2dLayer(filterSize,numFilters,'Padding','same') 
    batchNormalizationLayer 
    reluLayer]; 
layers = repmat(layers,numConvLayers,1); 
end %% (MathworksTM, 2020a) 
Figure 17: Configurable Hyperparameters in Training Option 
5.3.2 Pre-Demonstration Base Trial  
Before we demonstrate the iRoSe optimisation framework, we run the ML algorithm on the 
CIFAR-10 dataset (Krizhevsky, 2009) using hyperparameter configurations that would 
initially be assumed as optimum, as a typical practitioner or expert would.  We note here that 
the ML community is reliant on conjecture and experience in addition to optimisation tools 
that search in random or near-random methods (Feurer & Hutter, 2019).   
Hyperparameter Values for Pre-Demonstration Base Trial 
While the initial values are within the set of valid hyperparameter values for the DNN, it is 
possible that the value of hyperparameters chosen here are not necessarily the values that 
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produce the best response or performance characteristics.  In this case, the values are known 
to be valid and assumed to be good, in the absence of any a priori information.  

















0 15 0.005 4 100 4 2 7 0.88 0.001 
Table 21: Hyperparameter Configuration of Pre-Demonstration Base Trial 
Training Progress of Pre-Demonstration Base Trial 
The Training progress is plotted over time for the Base Trial is shown in Figure 18. 
 
Figure 18: Training Progress for Pre-Demonstration Base Trial 
Performance Characteristic of Pre-Demonstration Base Trial 
The DNN is validated using the portion of the dataset set apart in k-fold validation and 
employing the data augmentation.  The error rate on the validation data, validation error rate 
𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒   is calculated as 0.2616, that is 26.16%.  The accuracy of this DNN with this 
configuration of hyperparameters and for this CIFAR-10 dataset is 73.84%. 
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0 15 0.005 4 100 4 2 7 0.88 0.001 0.2616 28.15 
Table 22: Configuration and Response of Pre-Demonstration Base Trial 
The targeted performance characteristic is error rate at validation,  𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒  for the base 
trial, that is 𝑦𝐵𝑎𝑠𝑒𝑇𝑟𝑖𝑎𝑙 = 0.2616.  In this case, when where 'smaller-the-better' performance 
characteristic is desired, the SNR, from 3.3.3, is: 





𝑖=1  ] = 11.64724   ( 5.1 ) 
5.3.3 Exploratory Iteration for iRoSe Demonstration 
Macro-modelling for Exploratory Iteration 
To determine the range of the search for optimum hyperparameter configuration, the initially 
assumed values are considered along with the upper bound and lower bound of a range for 
each hyperparameter value, within which we may expect to find the optimal configuration. 
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In the exploratory iteration, including a moderately large, but valid range, would 
ensure a more generalised search than if a smaller range were to be considered. For example, 
















Level 1 10 0.001 3 80 3 1 6 0.8 0.0001 
Level 2 15 0.005 4 100 4 2 7 0.88 0.001 
Level 3 20 0.01 5 200 5 3 8 0.92 0.01 
Figure 20: Control Factors and Levels for Exploratory Iteration 
A more general range for the exploratory iteration could be 10 through 50, to 100, if 
considering 3 levels.  If considering 5 levels, the range for 'MaxEpo' could include typical 
equivalent class representatives for a range from 10 to 100, such as say, 10, 20, 50, 85, 100. 
























1 10 0.001 3 80 3 1 6 0.8 0.0001 0.4974 17.00 
2 10 0.001 3 80 4 2 7 0.88 0.001 0.4014 18.50 
3 10 0.001 3 80 5 3 8 0.92 0.01 0.3908 20.50 
4 10 0.005 4 100 3 1 6 0.88 0.001 0.2820 16.50 
5 10 0.005 4 100 4 2 7 0.92 0.01 0.3132 17.00 
6 10 0.005 4 100 5 3 8 0.8 0.0001 0.3746 20.50 
7 10 0.01 5 200 3 1 6 0.92 0.01 0.2876 18.50 
8 10 0.01 5 200 4 2 7 0.8 0.0001 0.3056 19.50 
9 10 0.01 5 200 5 3 8 0.88 0.001 0.3182 23.00 
10 15 0.001 4 200 3 2 8 0.8 0.001 0.4928 22.25 
11 15 0.001 4 200 4 3 6 0.88 0.01 0.4124 23.50 
12 15 0.001 4 200 5 1 7 0.92 0.0001 0.4582 28.00 
13 15 0.005 5 80 3 2 8 0.88 0.01 0.2694 30.00 
14 15 0.005 5 80 4 3 6 0.92 0.0001 0.2378 33.00 
15 15 0.005 5 80 5 1 7 0.8 0.001 0.2762 39.75 
16 15 0.01 3 100 3 2 8 0.92 0.0001 0.2408 24.50 
17 15 0.01 3 100 4 3 6 0.8 0.001 0.275 26.25 
18 15 0.01 3 100 5 1 7 0.88 0.01 0.2776 29.25 
19 20 0.001 5 100 3 3 7 0.8 0.01 0.3084 38.00 
20 20 0.001 5 100 4 1 8 0.88 0.0001 0.3280 39.25 
21 20 0.001 5 100 5 2 6 0.92 0.001 0.3066 54.50 
22 20 0.005 3 200 3 3 7 0.88 0.0001 0.2658 30.75 
23 20 0.005 3 200 4 1 8 0.92 0.001 0.2764 31.50 
24 20 0.005 3 200 5 2 6 0.8 0.01 0.2778 35.50 
25 20 0.01 4 80 3 3 7 0.92 0.001 0.2460 35.75 
26 20 0.01 4 80 4 1 8 0.8 0.01 0.2904 36.75 
27 20 0.01 4 80 5 2 6 0.88 0.0001 0.2402 45.00 
Table 23: Trial Runs and Responses for Exploratory Iteration 
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The designed trial runs and the observed responses, or performance characteristic, in terms of 
𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒 , as also the time required to complete the trial, in minutes, are shown in Table 23. 
To determine the trial size, we calculate the total DoF: 
𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 𝜈𝑜𝑣𝑒𝑟𝑎𝑙𝑙_𝑚𝑒𝑎𝑛 =  9 × (3 − 1) + 1 = 19  ( 5.2 ) 
We choose the L27 orthogonal array.  The L27 Array has 27 trial rows.  This array is 
displayed in A- 5: Standard L27 Array (3 values each for up to 13 hyperparameters).  As 
there are only 9 factors in this problem, we take the first 9 columns and substitute the values 
for each of the levels.  There is no loss of orthogonality from the partial selection of columns. 
For example, level 1 on C1 would be the hyperparameter value 10 of 'MaxEpo'.  
Similarly, level 2 C1 would be value 15 and C2 would be value 20 of MaxEpo.   
















1 9.203 8.105 10.075 10.279 10.189 9.84 10.339 9.501 10.01 
2 10.042 10.939 9.504 10.499 10.143 10.222 10.145 10.296 10.114 
3 11.031 11.232 10.698 9.499 9.945 10.214 9.793 10.479 10.152 
Delta 1.828 3.127 1.194 1 0.244 0.382 0.546 0.978 0.142 
Rank 2 1 3 4 8 7 6 5 9 
Table 24: Exploratory Iteration – SNR Table for Minimising Error Rate 
The relative effect of each hyperparameter and hyperparameter value is shown in Figure 21. 
 
Figure 21: Exploratory Iteration – Main Effects Analysis for Minimising Error Rate. 
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The main effects of the hyperparameters are analysed base on the SNR calculated from the 
responses of the trial runs.  As the trial response or the performance characteristic being 
considered is 𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒  , we seek to find the hyperparameter configuration that can lower it.  
The SNR calculation in this context uses the formula for 'smaller-the-better' as in 3.3.3.  The 
average SNR is calculated for each factor (Hyperparameter ) and each level (value of the 
hyperparameter) as described in as in 3.3.3. 
We now estimate the best SNR available from the exploratory iteration.  In Table 24, based 
on the levels that give the best SNR means, we choose the top 3 levels, shown  in bold 
underline.  The other 6 hyperparameters are kept unchanged from the values configured in 
the Base Trial, shown in bold as they are seen to have a relatively low effect on the additivity 
of SNR, as can be confirmed by their Rank in the last row.  As discussed in 3.3.4, the 
resultant SNR from additivity is estimated as the sum of overall mean SNR with the 








=  [10.0921481 +  0.93885185 +  1.13985185 +  0.60585185 ] 
=  𝟏𝟐. 𝟕𝟕𝟔𝟕𝟎𝟑𝟕     ( 5.3 ) 
Given 𝜂𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑, the corresponding performance characteristic 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 is calculated by: 












= 𝟎. 𝟐𝟐𝟗𝟕𝟎    ( 5.5 ) 
This is, the predicted performance characteristic 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 ,  based on 𝜂𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑  for the best 
combination of hyperparameter values discovered from the exploratory iteration. 
To verify the prediction from the exploratory iteration, we run the network with the 
hyperparameter values suggested by the exploratory Iteration: 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 


















Ver 20 0.01 5 100 4 2 7 0.88 0.001 0.2326 40.00 
Table 25: Exploratory Iteration – Confirmation Trial 
The 𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒   that is the observed value 𝑦𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 =  𝟎. 𝟐𝟑𝟐𝟔 
The SNR corresponding to this 𝑦𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 value is : 





𝑖=1  ] =  𝟏𝟐.𝟔𝟔𝟕𝟖𝟎   ( 5.6 ) 
Here, it is evident through the observed SNR that is quite close to the estimated value, that 
the additivity for 𝜂𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛  is available for the first three top ranked hyperparameters and 
their values , and increase in SNR through additivity is not available for the 6 
hyperparameters that were kept unchanged. 
5.3.4 Coarse Search Iteration for iRoSe Demonstration 
We use the information available from the exploratory iteration to adaptively design the next 
iteration.   We run through the process of macro-modelling, proportional trials and main 
effects analysis, as in the previous iteration.  We narrow down the search for exploitation of 
the most viable areas, while adaptively setting new ranges for the new iteration. 
Macro-modelling for Coarse Search Iteration 
To narrow down the search from the previous iteration for more exploitation of the additivity 
from the top ranked factors, we choose to now search around them.  The other 
hyperparameter values are kept unchanged, as shown in Figure 22. 
We can choose the top 3 or top 4 as they offer the most additivity.  We choose the top 
4 in this case to explore the fourth factor further.  The other hyperparameter values are left 
unchanged from the earlier iteration as shown in Table 26. 
For clarity, the hyperparameters and their values that are being considered in the 
coarse search iteration are laid out as factors and levels in Table 27. 
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Figure 22: Coarse Search Iteration – Macro-model of System Under Investigation 









   90      
20 0.01 5 100 4 2 7 0.88 0.001 
40 0.006 6 110      
60 0.009 7       







Level 1 20 0.01 5 90 
Level 2 40 0.006 6 100 
Level 3 60 0.009 7 110 
Table 27: Control Factors and Levels for Coarse Search Iteration 
Proportionally Balanced Trials for Coarse Search Iteration 
For the number of factors ℎ = 4, and number of levels 𝑔 = 3 per factor, the size of the 
proportional trial is given by total DoE:  
𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 𝜈𝑜𝑣𝑒𝑟𝑎𝑙𝑙𝑚𝑒𝑎𝑛 =  4 × (3 − 1) + 1 = 9 
We choose  A- 3: Standard L9 Array (3 values each for up to 4 hyperparameters) 
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Substituting C1, C2, C3 and C4 for the hyperparameters, and the hyperparameter values for 
each level in the L9 Array, we get the proportional trial runs and related observations for the 
coarse search iteration as shown in Table 28.   
Trial MAXEpo ILRate FilterSize MBS ValError Time 
1 20 0.01 5 90 0.2252 41.25 
2 20 0.006 6 100 0.2302  35  
3 20 0.009 7 110 0.2526  40.75  
4 40 0.01 6 110 0.2024  70.75  
5 40 0.006 7 90 0.2098  76.25  
6 40 0.009 5 100 0.2026  68.5  
7 60 0.01 7 100 0.1874  126  
8 60 0.006 5 110 0.1848  102.75  
9 60 0.009 6 90 0.1760  107.75  
Table 28: Trial Runs and Responses for Coarse Search Iteration 
Main Effects Analysis for Coarse Search Iteration 
Level MAXEpo ILRate FilterSize MBS 
1 12.55 13.66 13.83 13.87 
2 13.77 13.64 13.91 13.72 
3 14.77 13.79 13.35 13.5 
Delta 2.21 0.15 0.55 0.37 
Rank 1 4 2 3 
Table 29: Coarse Search Iteration – SNR Table for Minimising Error Rate 
 
Figure 23: Coarse Search Iteration – Main Effects Analysis for Minimising Error Rate 
The relative effect of each Hyperparameter and hyperparameter value is shown in Figure 23. 
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To estimate the best SNR from the coarse search iteration, we consider the top 3 ranking 
factors and their levels corresponding to the best SNR.  The other hyperparameter values 








= 13.6966 +  1.0733 +  0.2133 + 0.17333 = 𝟏𝟓. 𝟏𝟓𝟔𝟔  ( 5.7 ) 







= 𝟎. 𝟏𝟕𝟒𝟔𝟓   ( 5.8 ) 
This is the predicted performance characteristic,  𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒  for the coarse search iteration, 
for the best combination of hyperparameter values discovered from the coarse search 
iteration.  To verify the prediction from the coarse search iteration, we run the network with 
the hyperparameter values suggested by the coarse search iteration to verify the prediction.  
Note that the value of 'ILRate' remains unchanged as no further SNR additivity was available 
from changing it. 
Trial MAXEpo ILRate FilterSize MBS Val Error Time 
Ver 60 0.01 6 90 0.1742 108.25 
Table 30: Coarse Search Iteration – Confirmation Trial 
The performance characteristic, that is the observed value, 𝑦𝑐𝑜𝑎𝑟𝑠𝑒_𝑠𝑒𝑎𝑟𝑐ℎ =  𝟎. 𝟏𝟕𝟒𝟐 
The SNR corresponding to this 𝑦𝑒𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 value is : 





𝑖=1  ] =  𝟏𝟓. 𝟏𝟕𝟗𝟎𝟑 ( 5.9 )  
5.3.5 Fine Search Iteration for iRoSe Demonstration 
Macro-modelling for Fine Search Iteration 
Based on the ranking in  Table 29, 'MaxEpo' is top ranking , followed by 'FilterSize' and 
'MBS'.  From Figure 21, the best value of FilterSize was determined at 6 for the given set of 
hyperparameters,  with no further betterment opportunity available for it.   
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Figure 24: Fine Search Iteration – Macro-model of System Under Investigation 
We look at the next ranking factor, that is 'MBS' for improving performance characteristics. 






Table 31: Adaptively Setting Factors and Levels for the Fine Search Iteration 
For clarity, the hyperparameters and their values that are being considered in the fine search 





Level 1 60 85 
Level 2 80 90 
Table 32: Control Factors and Levels for Fine Search Iteration 
Proportionally Balanced Trials for Fine Search Iteration 
𝜈𝑡𝑜𝑡𝑎𝑙 = ℎ × (𝑔 − 1) + 𝜈𝑜𝑣𝑒𝑟𝑎𝑙𝑙𝑚𝑒𝑎𝑛 =  2 × (2 − 1) + 1 = 3 
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This orthogonal array is equivalent to a full factorial search of 4 trials runs.  The fine search 
iteration trials and targeted performance characteristic obtained as responses are in Table 33. 
Trial MaxEpo MBS Val Error Time 
1 60 85 0.1742 106.75 
2 60 90 0.1816 103.75 
3 80 85 0.1762 165.75 
4 80 90 0.1762 144.5 
Table 33: Trial Runs and Responses for Fine Search Iteration 
It is noted that the responses are for a full factorial search that can be analysed by a quick 
comparison.  Nevertheless, an analysis may be beneficial. 
Main Effects Analysis for Fine Search Iteration 
Level MaxEpo MBS 
1 15 15.13 
2 15.08 14.95 
Delta 0.08 0.18 
Rank 2 1 
Table 34: Fine Search Iteration – SNR Table for Minimising Error Rate 
The relative effect of each Hyperparameter and value is shown in Figure 25.  
 
Figure 25: Fine Search Iteration – Main Effects Analysis for Minimising Error Rate 
The other hyperparameter values remain unchanged from the coarse search iteration.   
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=  15.04 + 0.04 + 0.09 = 𝟏𝟓.𝟏𝟕    ( 5.10 ) 







= 𝟎. 𝟏𝟕𝟒𝟑𝟖   ( 5.11 ) 
In this case where we have use an L4 array for two factors with two levels each, for 
verification of the prediction from fine search iteration, we do not need to run the network 
with the hyperparameter values suggested by the fine search iteration to verify the prediction, 
as this is available in Table 33, with all four combinations already trialled in a relatively 
simple full factorial manner.  At this point, the optimisation can be a matter of choice from 
the 4 trialled options.  If the expected performance objective is met by one of the above 4 trial 
runs, we could choose to consider the top ranking 'MBS' at 85 and keep the 'MaxEpo' 
unchanged at 60.  This could lead to better SNR of 15.170 and 𝑦𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑑  of 0.1742.  
However, as we want to investigate further opportunities for optimisations,  we choose to opt 
for the combination that the iRoSe optimisation framework suggests as best. 
Trial MAXEpo MBS Val Error Time 
Ver 80 85 0.1762 165.75 
Table 35: Fine Search Iteration – Confirmation Trial 
The SNR corresponding to the observed value, 𝑦𝑓𝑖𝑛𝑒_𝑠𝑒𝑎𝑟𝑐ℎ  = 0.1762. 





𝑖=1  ] = 15.0799  ( 5.12 ) 
It may be noted that 𝜂𝐵𝑎𝑠𝑒𝑇𝑟𝑖𝑎𝑙  was found to be 11.64724 





= 𝟐𝟗. 𝟒𝟕%   ( 5.13 ) 
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5.3.6 Extension Trial for the Demonstration 
We extend the trials, based on the data analysis of previous iRoSe results to examine 
possibilities to arrive at further improved results.  To obtain a possible increase in SNR, we 
choose to increase a single hyperparameter and proceed with extending the MaxEpo as 90, 
maintaining all earlier searched characteristics. 
 MAXEpo MBS Val Error Time 
Extension 90 85 0.1588 166.25 
Table 36: Extension 1 from Fine Search Iteration 
For the observed performance characteristic, the corresponding SNR is: 
 





𝑖=1  ] =  𝟏𝟓. 𝟗𝟖𝟐𝟗   ( 5.14 ) 
It may be noted that 𝜂𝐵𝑎𝑠𝑒𝑇𝑟𝑖𝑎𝑙  was found to be 11.64724 






= 𝟑𝟕.𝟐𝟐%   ( 5.15 ) 
The performance characteristic 𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒    dropped from 0.2616 to 0.1588 , that is, the 
performance characteristic improved by over 39 % from the initial hyperparameter 
configuration.  It may be noted that this is in the presence of data augmentation.  𝑽𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒    
may be expected to be slightly higher in the absence of data augmentation.  We conduct a test 
of the model using unseen test data and the test error rate is 0.1684, that is, an accuracy of 
83.16% in test. 
5.3.7 Summary of iRoSe Optimisation Framework Demonstration 
The iRoSe optimisation framework was demonstrated through an example as a non-random, 
effective and pragmatic means of converging on an optimal hyperparameter configuration.  A 
'Base Trial' was conducted based on an initial set of hyperparameters, not necessarily the 
best.  A macro-model was prepared and an exploratory iteration was conducted using 
proportionally balanced trials, to search in a large range of hyperparameter configurations for 
typically 9 hyperparameters with 3 configuration values each.  This was followed by a coarse 
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search iteration that used knowledge of the hyperparameter behaviour to search away from or 
further within the range.  In this search the number of hyperparameters was reduced to 4 with 
3 configuration values each.  A fine search iteration was used to delve into local optima as 
suggested by the main effects analysis.  All of the runs in the fine search provided options of 
improved accuracy.  We then extended the search with a single hyperparameter being 
reconfigured, converging on an optimum hyperparameter configuration. 
5.1 Comparison of iRoSe Framework with Bayesian Optimisation 
To evaluate relative efficacy of the iRoSe optimisation framework, we conduct a comparison 
with extant hyperparameter optimisation approaches.  The demonstration of the iRose 
framework is compared to the Bayesian optimisation of an example DNN on a CIFAR-10 
dataset.  We configure multiple hyperparameters to achieve the performance objective of least 
classification error rate at validation, in the presence of data augmentation.  The comparison 
is by providing the same conditions on both the optimisation procedures with the same 
datasets and budgeting of time and resources. 
5.1.1 Set 1 Bayesian Trials 
We run  Bayesian Optimisation with a range of hyperparameter configuration values.  
Initially, we run the Bayesian optimisation for 14 hours on the same 9 hyperparameters with 
the range of values discovered by the iRoSe method.  The Bayesian optimisation arrives at 
the minimum value in 1.3 days that took 1.7 days by the iRoSe optimisation framework.  In 
the iRose optimisation framework, the number of trials could be budgeted.   
With the Bayesian Optimisation, the budgeting had to be based on time, and for comparison, 
the total time taken by iRoSe optimisation framework was provided.  Employing MatLabTM, 
we choose the same hyperparameters chosen for the iRoSe optimisation framework 
demonstration and specify the range of hyperparameter values, that were discovered as viable 
by the iRoSe optimisation framework, to compare.  The objective function "ObjFcn" 
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(MathWorks, 2020) used by the "bayesopt" optimiser with hyperparameter ranges specified 
as shown in Figure 26. 
optimVars = [  // (MathworksTM, 2020a) 
   optimizableVariable('MaxEpochs',[10 80],'Type','integer')  
   optimizableVariable('InitialLearnRate',[1e-2 
0.03],'Transform','log') 
   optimizableVariable('filterSize',[3 7],'Type','integer')  
   optimizableVariable('miniBatchSize',[80 200],'Type','integer') 
   optimizableVariable('SectionDepth',[3 5],'Type','integer') 
   optimizableVariable('maxPooling2dLayer',[1 3],'Type','integer')  
   optimizableVariable('averagePooling2dLayer',[6 8],'Type','integer')  
   optimizableVariable('Momentum',[0.8 0.92]) 
   optimizableVariable('L2Regularization',[0.0001 
0.01],'Transform','log')]; 
ObjFcn = makeObjFcn(XTrain,YTrain,XValidation,YValidation); 
BayesObject = bayesopt(ObjFcn,optimVars, ... 
'MaxTime',14*60*60, ... 
'IsObjectiveDeterministic',false, ... 
'UseParallel',false); // (MathworksTM, 2020a) 



























1 29 0.019769 5 192 3 3 7 0.84969 0.00056718 0.2236 2795.4 
2 10 0.019315 4 173 5 2 8 0.82702 0.0031854 0.2934 1035.3 
3 19 0.012637 7 182 4 2 7 0.91202 0.00011771 0.2166 1739.9 
4 64 0.022198 7 184 4 1 8 0.86196 0.0024937 0.1632 6031 
5 46 0.019721 7 192 4 1 8 0.82973 0.0057968 0.176 4608.8 
6 77 0.029635 7 90 4 3 6 0.8746 0.00016005 0.184 8400.8 
7 72 0.015372 5 170 5 2 8 0.91827 0.00028738 0.1836 9379.1 
8 80 0.019266 7 130 3 2 8 0.89882 0.00017802 0.1756 7710.1 
9 22 0.0232 3 169 5 2 8 0.83786 0.0019076 0.2604 2595.2 
10 72 0.013367 7 200 4 2 7 0.86098 0.00078601 0.175 7731 
Table 37: Bayesian Optimisation Trials Set 1 
5.1.2 Set 2 Bayesian Trials 
As constrained Bayesian optimisation does not provide for a clear range within which the 
viability is higher, we initially run iRoSe framework experiment to determine the range of 
hyperparameter values that have higher viability for a convergence on the optima.  We the 
provide the same range to the Bayesian optimisation algorithm.  For a fair comparison, we 
repeat the Bayesian optimisation trials , providing the same number of hours as that 
consumed by the iRoSe method extension 1 and 2.  
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optimVars = [  %% (MathworksTM, 2020a)   
optimizableVariable('MaxEpochs',[10 120],'Type','integer')  
   optimizableVariable('InitialLearnRate',[1e-2 
0.03],'Transform','log') 
   optimizableVariable('filterSize',[3 7],'Type','integer')  
   optimizableVariable('miniBatchSize',[80 200],'Type','integer')  
   optimizableVariable('SectionDepth',[3 5],'Type','integer') 
   optimizableVariable('maxPooling2dLayer',[1 3],'Type','integer')  
   optimizableVariable('averagePooling2dLayer',[6 8],'Type','integer')  
   optimizableVariable('Momentum',[0.8 0.92]) 
   optimizableVariable('L2Regularization',[0.0001 
0.01],'Transform','log')]; 
ObjFcn1 = makeObjFcn(XTrain,YTrain,XValidation,YValidation); 
BayesObject1 = bayesopt(ObjFcn,optimVars, ... 
'MaxTime',40*60*60, ... 
'IsObjectiveDeterministic',false, ... 
'UseParallel',false); %% (MathworksTM, 2020a) 



























1 102 0.011102 3 120 4 1 8 0.8811 0.0013512 0.1746 10550 
2 77 0.026218 3 147 3 2 7 0.90179 0.003785 0.1976 8081 
3 14 0.019613 5 197 4 1 6 0.84263 0.0001643 0.2474 1407.
4 
4 54 0.013138 6 113 3 3 7 0.90935 0.002341 0.1726 5177.
7 
5 115 0.015219 5 80 3 2 6 0.86098 0.00011315 0.1626 13030 
6 22 0.02348 6 80 5 2 7 0.80546 0.0033798 0.2698 2962.
6 
7 119 0.010001 6 192 3 1 8 0.90939 0.00029533 0.1764 11748 
8 17 0.010486 4 194 3 2 6 0.91896 0.00012067 0.235 1596 
9 59 0.015798 4 200 5 3 8 0.80998 0.00011931 0.2086 6638.
4 
10 113 0.028936 3 164 3 2 8 0.82605 0.0012174 0.183 12760 
11 109 0.010664 3 147 5 1 8 0.90702 0.00010607 0.1966 14563 
12 104 0.025731 7 178 3 1 6 0.861 0.0028198 0.1596 11390 
13 103 0.01469 7 93 4 2 6 0.87947 0.0054736 0.1566 12121 
14 96 0.011852 7 126 4 2 6 0.89815 0.00034549 0.1612 10390 
15 106 0.010492 7 142 3 2 6 0.88275 0.00032132 0.1696 13021 
16 101 0.029012 6 167 4 3 8 0.80115 0.00049549 0.1688 11616 
Table 38: Bayesian Optimisation Trials Set 2, with Extension 
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Figure 28: Bayesian Optimisation over 2 Separate Trial Sets 
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Figure 29: iRoSe Optimisation over 3 Iterations and Extension
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5.2 Findings  
In both the Bayesian Optimisation as well as in iRoSe optimisation framework, we aim to 
compare the minimisation of the error rate of the ML Model produced by the ML algorithm 
on the same Distribution.  We look at the findings from the initial experimentation and the 
Demonstration in terms of the comparative benefits and any possible limitations of the iRoSe 
Optimisation framework.  It may be noted that the reflections (4.5)  and key takeaways (4.6) 
from initial experimentation have already been used in formulating the Framework. 
5.2.1 Comparative Benefits of iRose optimisation framework 
In comparing iRose optimisation framework with Bayesian optimisation, we are able to find 
viable optima of hyperparameter configuration value in both the optimisations.  The 
performance characteristics arrived at and the resources consumed are comparable.  We list 
out what we find as the comparative benefits of the iRoSe optimisation framework. 
Budgeted Number of Trials 
In optimising hyperparameters for ML algorithms, the actual time taken for trials can vary 
depending on the size of the dataset, the ML algorithm as also the choice of hyperparameters.  
However, in Bayesian optimisation, the budgeting is for time, and the budget number of trials 
can only be an estimate.  In the iRose optimisation framework, we budget the number of 
trials based on the complexity presented in terms of the number of hyperparameters and the 
range  of their values.  The convergence to optima, seen in the demonstration, happens with 
27+9+4 (= 40) budgeted number of trials and an extension trial for iRoSe optimisation 
framework.   
Bayesian optimisation uses the budgeted time and resources to run as many trials as 
possible.  In contrast, iRoSe optimisation framework budgets the number of trials required for 
each iteration.  Furthermore, each iteration of the iRoSe is equivalent to many times those 
actually run.  In the demonstration's exploratory iteration, the 27 Trials for 9 hyperparameters 
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of 3 values takes the place of a full factorial trial set of 39 or 19683 trials. The coarse search 
trials of 4 hyperparameters with 3 values each takes the place of a full factorial set of 34 or 81 
trials.  The fine search of 2 hyperparameters with 2 values each is by itself a full factorial 
search.  Over the three iterations, the iRoSe can be said to have the results from a search of  
19683 + 81 + 4 (= 19768) trials. 
Coevolutionary Traits 
With a high control over general exploration and more specific exploitation that 
progressively adapts to the problem at hand over each iteration , the iRoSe optimisation could 
be considered as traits of what Wolpert and Macready (2005) considered a coevolutionary 
algorithm of optimisation, with comparative benefits in the context of Bayesian optimisation, 
random search optimisation and grid optimisation.  Once a viable range of values is provided, 
Bayesian is able to find the optima that provide the performance characteristic of error rate 
close to that observed  by the iRoSe Framework.   
Other than observing that the two optimisation approaches have comparable 
performance in the same context, we do not delve into details of the exact values of 
performance characteristic and the exact number of hours taken, as that is obviated through 
the NFL (Wolpert & Macready, 2005).  Our intention is to highlight the procedures and 
adaptive nature of the iRoSe optimisation framework.  It is to be noted however that as 
constrained Bayesian optimisation searches within a set range, we provide the range of viable 
values based on the viability as finally discovered by iRoSe optimisation framework.   
To bring in the analogy ,discussed earlier in this thesis, of cooperating players training 
a "champion" in a multistage game to win against an "antagonist" (Wolpert & Macready, 
2005, p. 1-3), the macro-modelling, proportional trial design and main effects analysis are 
akin to the moves applied in the training games.  So also the trialling within each iteration 
that extracts a response from the antagonist.  The main effects analysis then strategises the 
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move of the champion player to make a move that extracts the best possible SNR.  Further, 
the opportunity to adaptively choose the factor levels for the next iteration, allows the iRoSe 
optimisation framework "problem-specific" adaptivity (Wolpert & Macready, 2005, p. 1). 
Extensibility and Spliceability 
With the iRoSe optimisation framework it was possible to extend the search due to an 
evolved understanding of the behaviour of the multiple hyperparameters and their values 
through main effects analysis.  Extant optimisations that begin with an initial selected point x 
and then specify which unseen x to choose in the next step, based on the priors  offer no 
further understanding of the hyperparameter behaviours at the end of the budgeted time, once 
the optimisation operation is completed.  Any new set of trials will have to begin afresh, and 
perhaps run the same searches that failed in the earlier completed set of trials.  It was noted 
how the budgeting for the first Bayesian trials was based on roughly the same time as that 
taken by the 40 budgeted trials of  IRoSe Framework.   
The budgeting of the second Bayesian trial was based on the total time taken by the 
40 budgeted trials and 2 extensions of the iRoSe Framework, not just the time taken for the 
extra two extensions.  In Bayesian Optimisation, any further exploration in a different set of 
values outside of the range initially specified , would need to start from the beginning.  In a 
manner similar to the extending shown possible, the IRoSe optimisation framework can also 
be spliced with a subsequent set of trials that use Bayesian optimisation, or another set of 
IRoSe optimisation where a new set of hyperparameters are used for the same problem.  As 
such splicing may not be effective in Bayesian optimisation due to no further knowledge of 
hyperparameters being available at the end of the trials other than the best value of 
performance characteristic and the related best set of hyperparameter values. 
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Progressive Simplification  
In iRoSe, a clear benefit was in the progressive convergence to the optima with a lower 
number of hyperparameters in play in each iteration.  It may be noted how the top ranked 
hyperparameters are brought into play in subsequent iterations, with further granularity or 
explorative value.  The 'global-local hybrid' approach for the framework, with suggested 
number of factors at play moving from 9 through 4 to 2 and 1, a convergence to optimal 
hyperparameter configuration values happens within  a budgeted number of trials.  The 
'global-local' search hybridisation was possible to be adaptively applied to the iRoSe 
optimisation framework.   
For Bayesian optimisation, we see that at the end of a first set of trials, an optimal 
hyperparameter configuration became available.  However, as there was no further 
information on the hyperparameter contributions or the viable value range in Bayesian 
optimisation, we were not able to exclude from play what could have been hyperparameters 
or their values that did not have an effect on the performance characteristic. The iRoSe 
optimisation framework obtains responses to a strategically designed set of trials, and at the 
end of the trials determines the best possible combination based on the responses obtained.  
Furthermore, through the ranking of the top hyperparameters, it posits the best set of 
hyperparameters and their values for consideration in the next iteration.  In the sample 
representation of hyperparameters and their values in section 3.3.4, the Hyperparameter5 
shown in Table 1 and in Figure 5 could be least viable for further additivity of the SNR, and 
thus could be kept unchanged for the next iteration. 
Unconstrained on Hyperparameter Value Type 
In iRoSe optimisation framework, we can opt to trial with categorical items such as the 
training optimiser in use, in addition to continuous and discrete values.  Bayesian 
optimisation does not allow for categorical choices in hyperparameter values. 
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Parallel Execution 
iRose optimisation framework can be executed in parallel either on separate machines, and 
separated by time, without losing information or effectiveness. iRoSe optimisation has not 
been experimented on a parallel server. 
Multiple Priors for Estimation 
Bayesian optimisation is seen to use priors sequentially.  The iRoSe optimisation framework 
uses all budgeted priors in the preceding trial set, to estimate relative main effect of 
hyperparameters.  In the line of the coevolutionary analogy discussed section 3.2, the 
multiple trials within an iteration are akin to cooperating players playing against the 
antagonist to find the best game for the champion.   
In iRoSe optimisation framework, the estimation and verification trial held after the 
trials are completed are analogous to the champion player's move based on multiple prior 
inputs available from cooperating co-players in the coevolutionary scenario.  Importantly, the 
multiple priors are not from random trials, rather from designed trials meant to yield 
information on the effect of hyperparameters and their values on the SNR and thereby on the 
targeted performance characteristic. 
5.2.2 Possible Limitations and Recommendations 
Based on the comparison of iRose optimisation framework with Bayesian Optimisation in 
similar contexts, we listed out the comparative benefits of iRoSe optimisation framework in 
the earlier section.  Here, we list out what could possibly be limitations of iRose optimisation 
framework. 
Effort and Time in Design and Analysis 
In random search optimisation,  grid search optimisation and Bayesian optimisation, it is the 
outputs of trials that are directly compared, and the optima of hyperparameter values is based 
on the best value of performance characteristic in that result set. 
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In the iRoSe optimisation framework, the SNR from each of those trials is taken and 
put together to estimate the relative effects of hyperparameters and the hyperparameter values 
that yield the best SNR and thereby the best performance characteristic.  Although this 
additional analysis renders the iRoSe framework adaptive and "coevolutionary" (Wolpert, 
2005), it adds time and effort to each iteration.  This could be mitigated through future 
automation. 
Variance in Confirmatory Trial from Estimate 
In iRoSe Optimisation, the estimated SNR could be slightly better than the SNR in the 
confirmatory trial.  This variance could be, in part, due to "irreducible noise" that is endemic 
to the model (Kuhn & Johnson, 2013).  However, any large variance could mainly relate to 
lowered additivity from "synergistic" and "antisynergistic interactions" (Phadke, 1989; p. 62).  
Although there can be no hard threshold values recommended, a lower variance of the 
responses from the confirmatory trial, can indicate that the modelling of the hyperparameters 
is "adequate" (Phadke, 1989, p. 60) in describing the search space.  While it is possible to 
estimate interactions the requisite application of "linear graphs" and analysis (Taguchi et al., 
2000,  p. 1533-1585), in "fractional factorial" experiments of higher "resolution" (Dean et al., 
2015,  p. 499) could render the optimisation process cumbersome.  When this gap does not 
seem excessively wide, main effects analysis is kept relatively simple in view of maintaining 
practicality and usability.  A simpler mitigation, if found necessary, is the use of fine grained 
values of 5 level per factor, rather than 3 levels per factor, along with larger trial sizes, during 
the exploratory iteration. 
Entrenchment in Local Minima 
We describe in 5.1.1, how it is important to choose a large range in the exploratory iteration.  
Instead if a smaller range is chosen and in subsequent iterations, there is convergence sought 
only within the earlier range, then there is the possibility of being entrenched in local minima.   
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Differing Factor Levels 
iRoSe optimisation framework suggests optimising 9 hyperparameters at a time, considering 
3 levels each.  This could be limiting or vexing in cases where there is the need to optimise 
multiple hyperparameters at the same time.  In other cases there could be multiple discrete or 
categorical levels for some hyperparameters that need to be considered in the exploratory 
iteration.  Although Kacker et al. (1991) provide detailed construction of the orthogonal 
arrays or proportional trial arrays, it would suffice to use an indicative list of trial designs 
available in literature, as also included in Appendix A.  
Stopping Criteria 
With any optimisation for hyperparameter s of ML algorithms,  "When to stop" is a question 
that is predicated on the costs of optimisation trials in terms of budgeted time and resources, 
and on the benefits from obtaining higher performance characteristics.  In large and complex 
problems where realizing the true extrema could be impractical, the objective becomes 
seeking viable hyperparameter configurations ranges, from where reasonable solutions can be 
converged upon (Freuder & Wallace, 2014).   
Although the time required for trials is subject to several factors, random search 
optimisation, grid search optimisation and Bayesian optimisation are mostly time budgeted 
on a random basis.  This can vary based on the size of the dataset, the architecture of the ML 
algorithm, the problem being solved, the budgeted resources,  and the context of the domain 
in which it is being solved.  With iRoSe optimisation framework, the budgeting is based on 
the number of non-random, proportional trial sets, that can increase with the complexity of 
the problem.  The budgeted number of trials is known as the time taken for completion is 
subject to the several factors listed earlier. 
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Chapter 6  
Discussion and Conclusion 
We discuss the contribution of this thesis, implications of the work and the opportunities for 
future work in this direction. 
6.1 Contribution 
Overcoming Full Factorial Challenges 
The iRoSe optimisation framework's approach to achieve desired performance characteristics 
by overcoming the full-factorial challenges, eliminating the need for exhaustive exploration 
of hyperparameter mixes to find an optimal mix. 
Abstraction of Inner Complexities of ML Algorithms 
As iRoSe optimisation framework employs macro-modelling, it does not require a fine-
grained examination of the workings of the ML algorithm and abstracts out details that are 
not immediately relevant to the optimisation, treating the system as a black-box, enabling 
practitioners to optimise the ML algorithm of any type, with the knowledge of and access to 
the valid configurable hyperparameters and valid value ranges for each hyperparameter. 
Gaining Progressive Understanding 
A key contribution of iRoSe optimisation framework is the progressive gain in understanding 
that is available from the iterations.  The effect of multiple hyperparameters such as ensemble 
type, number of learners and learning rate, on the performance characteristic can be estimated 
even with multiple hyperparameters values involved.  
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Coevolutionary Free lunch Optimisation 
In iRoSe optimisation framework, there is the option to explore outside of the given range at 
the beginning of each iteration. The values that were not initially considered can be brought 
up through subsequent iterations  and extensions.  At the end of each iteration, the 
information on what effect each hyperparameter has on the SNR, provides direction in the 
choice of the range and bounds for the next iteration.  Within each iteration, there is a robust 
design of trials that is adhered to, based on the factors chosen and the multiple levels.  
However, at the end of each iteration, there is scope for adaptive choice of factors and levels.  
There is the opportunity to start with explorative search and delve into 'exploitative' search in 
subsequent iterations. 
Working with Noisy Datasets 
As we demonstrate the maximisation and minimisation of performance characteristics 
through iRoSe optimisation framework, the approach to problem definition, trial design and 
effects analysis allows for converging on the  optimum mix of hyperparameters, reducing the 
effect of noise factors by increasing the SNR. 
6.2 Implications and Future Research 
The iRoSe optimisation framework could be developed further to automate the process.   This 
could mean that a slightly more complex framework could be developed, without 
overwhelming the practitioner.  The iRoSe optimisation framework, with its ability to splice 
and extend by taking on a prior range at the exploratory iteration from another optimisation 
approach, or by providing an initiation point to other optimisation approaches, can be adapted 
to complement extant approaches to leverage mutual strengths.  
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6.3 Conclusion 
In this thesis, we examined the 'pressing practical problem' of adaptively and efficiently 
converging towards an optimal hyperparameter configuration for a large combinatorial range 
of hyperparameter configuration values.  We investigated through initial experimentation, as 
to how the main effect of each hyperparameter and their combined effects on the 
performance characteristic could be estimated, harnessed and verified using macro-
modelling, proportionally balanced trials and main effects analysis.  Towards this 
transformation of the 'As Is' state of a priori unjustifiable, expensive optimisation 
approaches, we employed an interdisciplinary 'bridge' and used key elements of robust design 
in formulating the iRoSe optimisation framework to improve a targeted performance 
characteristic.  A demonstration of  iRoSe optimisation framework and a comparison with 
Bayesian Optimisation showed up iRoSe optimisation framework's strengths and limitations.  
Possible limitations of iRose optimisation framework can be the additional effort and time in 
design and analysis and the reality of dealing with differing factor levels that would require 
the practitioner to modify some framework steps as per recommendations provided.  
Nevertheless, the iRoSe optimisation framework's ability to work with noisy datasets, ability 
to splice and complement extant approaches along with its ability to overcome the full-
factorial challenges to find an optimal hyperparameter configuration, can be valuable to ML 
practitioners.  The iRoSe optimisation framework is seen to be coevolutionary, and its 
strength in gaining progressive understanding contributes to its adaptivity.  We foresee the 
iRoSe framework for coevolutionary hyperparameter optimisation and related knowledge 
being useful to the ML practitioner community.  
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 76 
 
References 
Aggarwal, C. (2018). Neural Networks and Deep Learning- A Textbook. (1st ed.) Springer 
International Publishing. https://doi.org/10.1007/978-3-319-94463-0 
Archetti F., & Candelieri A. (2019). Automated Machine Learning and Bayesian 
Optimization. Bayesian Optimization and Data Science. SpringerBriefs in 
Optimization. Springer, Cham. https://doi.org/10.1007/978-3-030-24494-1_1 
Astakhov, V. P. (2016). Screening (Sieve) Design of Experiments in Metal Cutting. J.P. 
Davim (ed.), Design of Experiments in Production Engineering, Management and 
Industrial Engineering. Springer International Publishing, Switzerland. 
https://doi.org/10.1007/978-3-319-23838-8_1 
Bergstra, J., & Bengio, Y. (2012). Random Search for Hyper-Parameter 
Optimisation. Journal of Machine Learning Research, 13(10), 281-305. 
Bull, A. D. (2011). Convergence Rates of Efficient Global Optimization Algorithms. Journal 
of Machine Learning Research, 12(88), 2879–2904. 
Coughlan, P., & Coghlan, D. (2002). Action research for operations management. 
International Journal of Operations & Production Management, 22(2), 220–240. 
https://doi.org/10.1108/01443570210417515 
Cunliffe, A. L. (2004). On Becoming a Critically Reflexive Practitioner. Journal of 
Management Education, 28(4), 407–426. https://doi.org/10.1177/1052562904264440 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 77 
Dean, A., Morris, M., Stufken, J., & Bingham, D. (Eds.). (2015). Handbook of Design and 
Analysis of Experiments. Chapman & Hall/CRC, New York. 
https://doi.org/10.1201/b18619 
Deb, K. (2005). Multi-Objective Optimization. Search Methodologies. Springer, Boston, MA. 
273–316. https://doi.org/10.1007/0-387-28356-0_10 
Feurer M., & Hutter F. (2019). Hyperparameter Optimization. Automated Machine Learning. 
Hutter F., Kotthoff L., Vanschoren J. (eds). The Springer Series on Challenges in 
Machine Learning. Springer, Cham. https://doi.org/10.1007/978-3-030-05318-5_1 
Foster, J. G., Rzhetsky, A., & Evans, J. A. (2015). Tradition and Innovation in Scientists’ 
Research Strategies. American Sociological Review, 80(5), 875–908. 
https://doi.org/10.1177/0003122415601618 
Freuder E.C., & Wallace M. (2014) Constraint Programming. Search Methodologies. Burke 
E., Kendall G. (eds) Springer, Boston, MA, USA. https://doi.org/10.1007/978-1-4614-
6940-7_14 
Freund, Y., & Schapire, R. (1996). Experiments with a new boosting algorithm.  Proceedings 
of the Thirteenth International Conference on International Conference on Machine 
Learning (ICML’96). Morgan Kaufmann Publishers Inc. San Francisco. CA, USA, 
148–156. https://bit.ly/3fQdVn4 
Frey, P. W., & Slate, D. J. (1991). Letter recognition using Holland-style adaptive classifiers. 
Machine Learning, 6(2), 161–182. https://doi.org/10.1007/bf00114162 
Goldberg, D. E., & Vössner, S. (1999). Optimizing Global-Local Search Hybrids. 
GECCO'99: Proceedings of the 1st Annual Conference on Genetic and Evolutionary 
Computation- Volume 1, Morgan Kaufmann Publishers Inc., San Francisco, CA, 
USA, 220–228. https://bit.ly/30LiB9A 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 78 
Hedayat, A. S., Sloane, N. J. A., & Stufken, J. (1999) Orthogonal Arrays: Theory and 
Applications. Springer Series in Statistics. https://doi.org/10.1007/978-1-4612-1478-6 
Horn, D., & Bischl, B. (2016). Multi-objective parameter configuration of machine learning 
algorithms using model-based optimization. 2016 IEEE Symposium Series on 
Computational Intelligence (SSCI). IEEE, Athens, Greece. 
https://doi.org/10.1109/ssci.2016.7850221 
James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). An Introduction to Statistical 
Learning. Springer Texts in Statistics. https://doi.org/10.1007/978-1-4614-7138-7 
Juran, J., & Gryna, F. M. (1993). Quality planning and analysis : From product development 
through use. (3rd ed.). McGraw-Hill series in industrial engineering and management 
science). McGraw-Hill, New York, USA. 
Kacker, R. N., Lagergren, E. S., & Filliben, J. J. (1991). Taguchi's Orthogonal Arrays Are 
Classical Designs of Experiments. Journal of research of the National Institute of 
Standards and Technology, 96(5), 577–591. https://doi.org/10.6028/jres.096.034 
Kingma, D. P., & Ba, J., (2015 May 7-9). Adam: A Method for Stochastic Optimization 
[Poster Presentation, Conference Track Proceedings]. 3rd International Conference on 
Learning Representations (ICLR 2015). San Diego, CA, USA. https://bit.ly/2CiisB5 
Kothari, C.R., (2004). Research methodology methods & techniques (2nd ed.). New Age 
International Publishers, New Delhi, India. 
Krizhevsky, A. (2009) Learning Multiple Layers of Features from Tiny Images. [Ph.D. 
dissertation, University of Toronto]. https://bit.ly/31HBZUh 
Kuhn M., Johnson K. (2013) Measuring Predictor Importance. Applied Predictive Modelling. 
Springer, New York, NY. https://doi.org/10.1007/978-1-4614-6849-3_18 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 79 
Kuhn, T. S. (1977). The Essential Tension: Selected Studies in Scientific Tradition and 
Change, University of Chicago Press. The American Historical Review. 
https://doi.org/10.1086/ahr/83.5.1231 
Lee, N. S., Phadke, M. S., & Keny, R. (1989). An expert system for experimental design in 
off-line quality control. Expert Systems, 6(4), 238–249. 
https://doi.org/10.1111/j.1468-0394.1989.tb00148.x 
Lewin, K. (1946). Action research and minority problems. Journal of Social Issues , 2(4), 34-
46. https://doi.org/10.1111/j.1540-4560.1946.tb02295.x 
MathWorks™. (2020). Deep Learning Toolbox™: User's Guide (R2020a). 
https://bit.ly/3fQmhuW 
McNiff, J. (2013). Action Research (3rd ed.). Routledge, London, UK. 
https://doi.org/10.4324/9780203112755 
McNiff, J. (2016). You and Your Action Research Project. Routledge, London, UK. 
https://doi.org/10.4324/9781315693620 
Mockus, J. (1975). On the Bayes Methods for Seeking the Extremal Point.  IFAC 
Proceedings Volumes, 8(1), 428-431. https://doi.org/10.1016/s1474-
6670(17)67769-3 
Phadke, M. (1989). Quality engineering using robust design. Prentice Hall, N.J, USA 
Plackett R. L. & Burman J. P. (1946). The Design of Optimum Multifactorial Experiments, 
Biometrika, 33(4), 305-325. https://doi.org/10.1093/biomet/33.4.305 
Rasmussen, C. E., & Williams, C. K. I. (2006). Gaussian Processes for Machine Learning. 
MIT Press. https://doi.org/10.7551/mitpress/3206.001.0001 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 80 
Rokach, L. (2009). Pattern Classification Using Ensemble Methods. Series in Machine 
Perception and Artificial Intelligence. Publishing Co Pte Ltd. 
https://doi.org/10.1142/7238 
Seiffert, C., Khoshgoftaar, T.M., Van H. J., & Napolitano, A. (2010). RUSBoost: A Hybrid 
Approach to Alleviating Class Imbalance. IEEE Transactions on Systems, Man, and 
Cybernetics - Part A: Systems and Humans, 40(1), 185-197. 
https://doi.org/10.1109/tsmca.2009.2029559 
Shalev-Shwartz, S., & Ben-David, S., (2014). Understanding machine learning : From 
theory to algorithms. Cambridge University Press, Cambridge. 
https://doi.org/10.1017/CBO9781107298019 
Skansi, S. (2018). Introduction to deep learning : From logical calculus to artificial 
intelligence (Undergraduate topics in computer science). Springer International 
Publishing AG, part of Springer Nature 2018. Springer, Cham. 
https://doi.org/10.1007/978-3-319-73004-2 
Snoek, J., Larochelle, H., & Adams, R. (2012). Practical Bayesian Optimisation of Machine 
Learning Algorithms. Advances in Neural Information Processing Systems, 25(4), 
2951-2959. 
Taguchi, G., Chowdhury, S, & Taguchi, S. (2000). Robust engineering. McGraw-Hill. New 
York, USA.  https://doi.org/10.1115/1.801578 
Taguchi, G., Chowdhury, S., & Wu, Y. (2004). Taguchi's quality engineering handbook. 
Hoboken, New Jersey: Wiley. https://doi.org/10.1002/9780470258354 
Wolpert D. H., & Macready, W. G. (2005). Coevolutionary free lunches, IEEE Transactions 
on Evolutionary Computation, 9(6), 721-735. 
https://doi.org/10.1109/tevc.2005.856205 
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 81 
Wolpert, D. H., & Macready, W. G. (1997) No free lunch theorems for optimization, IEEE 
Transactions on Evolutionary Computation, 1(1), 67-82. 
https://doi.org/10.1109/4235.585893 
Wu, Y., Taguchi, G., & Wu, A. (2000). Taguchi Methods for robust design. ASME Press, 
New York, USA. https://doi.org/10.1115/1.801578 
Zitzler E., & Thiele L. (1998). Multiobjective optimization using evolutionary algorithms - A 
comparative case study. Proc. of 5th Int. Conf. on Parallel Problem Solving from 
Nature. Springer, Berlin, Germany. 292–301. https://doi.org/10.1007/bfb0056872 
  
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 82 
 
Bibliography 
Box, G., & Fung, C. A. (1994). Quality Quandaries: Is Your Robust Design Procedure 
Robust? Quality Engineering, 6(3), 503–514. 
https://doi.org/10.1080/08982119408918744 
Candelieri, A., & Archetti, F. (2018). Global optimization in machine learning: The design of 
a predictive analytics application. Soft Computing, 23(9), 2969-2977. 
https://doi.org/10.1007/s00500-018-3597-8 
Feurer M., Klein A., Eggensperger K., Springenberg J.T., Blum M., Hutter F. (2019). Auto-
sklearn: Efficient and Robust Automated Machine Learning. Automated Machine 
Learning. Hutter, F., Kotthoff, L., & Vanschoren, J. (2019). (eds.),  The Springer 
Series on Challenges in Machine Learning. Springer, Cham. 113–134. 
https://doi.org/10.1007/978-3-030-05318-5_6 
Nair, V. N., Abraham, B., MacKay, J., Nelder, J., Box, G., Phadke, M., . . . Jeff, W. (1992). 
Taguchi's Parameter Design: A Panel Discussion. Technometrics, 34(2), 127-161. 
https://doi.org/10.1080/00401706.1992.10484904 
Velayutham, S. (2020). Handbook of research on applications and implementations of 
machine learning techniques. Advances in Computational Intelligence and Robotics 
(ACIR) book series, IGI Global Online. https://doi.org/10.4018/978-1-5225-9902-9 
Yoo, Y. (2019). Hyperparameter optimization of deep neural network using univariate 
dynamic encoding algorithm for searches. Knowledge-Based Systems, 178, 74-83. 
https://doi.org/10.1016/j.knosys.2019.04.019  
Iterative Robust Search (iRoSe): A framework for coevolutionary hyperparameter optimisation 
Siri Padmanabhan Poti, MRes, SoCDMS, WSU 83 
 
Glossary 
Additivity The effect of independent factors acting together with least 
interaction. 
Control Factor The parameters used to control the system under 
investigation, hyperparameters in this case. 
Factors The columns in proportional trial that represent control 
factors, in this case, hyperparameters. 
Factors in Parametric 
diagram 
The parameters of signal, noise, control and output. 
Larger-the-better Scenario where a larger value of performance 
characteristic is desirable, such as accuracy or prediction 
speed. 
Levels The multiple hyperparameter values within each factor 
Macro-modelling Representation of the system under investigation as a 
black box with all but necessary details abstracted out. 
Main Effects Analysis The analysis of the effects of each hyperparameter on the 
SNR 
Noise Factor Uncontrollable factor that causes variance. 
Nominal-is-best Scenario where a specified value of performance 
characteristic is targeted. 
Performance 
Characteristic 
The measure of performance such as accuracy, prediction 
speed and training time. 
Proportional Trial Design of trials employing an orthogonal array, where 
each row is a trial and each column is a factor, in this case, 
a hyperparameter. 
Robustness The condition of limited variability even in the presence of 
noise. 
Signal to Noise Ratio The ratio of the signal to the noise measured as the ratio of 
mean to the standard deviation, referred to as SNR. 
Smaller-the-better Scenario where a smaller value of performance 
characteristic is desirable, such as training time or error 
rate 
Validation Error Rate The rate of classification errors discovered during 
validation. (Accuracy =1- Validation Error Rate) 
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Appendix A 
An indicative set of trial designs that can be used are shown here: 
Trial C1 C2 C3 
1 1 1 1 
2 1 2 2 
3 2 1 2 
4 2 2 1 
A- 1: Standard L4 Array (2 values each for up to 3 hyperparameters) 
Trial C1 C2 C3 C4 C5 C6 C7 
1 1 1 1 1 1 1 1 
2 1 1 1 2 2 2 2 
3 1 2 2 1 1 2 2 
4 1 2 2 2 2 1 1 
5 2 1 2 1 2 1 2 
6 2 1 2 2 1 2 1 
7 2 2 1 1 2 2 1 
8 2 2 1 2 1 1 2 
A- 2: Standard L8 Array (2 values each for up to 7 hyperparameters) 
Trial C1 C2 C3 C4 
1 1 1 1 1 
2 1 2 2 2 
3 1 3 3 3 
4 2 1 2 3 
5 2 2 3 1 
6 2 3 1 2 
7 3 1 3 2 
8 3 2 1 3 
9 3 3 2 1 
A- 3: Standard L9 Array (3 values each for up to 4 hyperparameters) 
Trial C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 
1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 1 2 2 2 2 2 2 
3 1 1 2 2 2 1 1 1 2 2 2 
4 1 2 1 2 2 1 2 2 1 1 2 
5 1 2 2 1 1 2 1 2 1 2 1 
6 1 2 2 2 2 2 2 1 2 1 1 
7 2 1 2 1 2 1 2 2 1 2 1 
8 2 1 2 2 1 2 2 1 1 1 2 
9 2 1 1 2 2 2 1 2 2 1 1 
10 2 2 2 1 1 1 1 2 2 1 2 
11 2 2 1 2 1 2 1 1 1 2 2 
12 2 2 1 1 2 1 2 1 2 2 1 
A- 4: Standard L12 Array (2 values each for up to 11 hyperparameters) 
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Trial C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 2 2 2 2 2 2 2 2 2 
3 1 1 1 1 3 3 3 3 3 3 3 3 3 
4 1 2 2 2 1 1 1 2 2 2 3 3 3 
5 1 2 2 2 2 2 2 3 3 3 1 1 1 
6 1 2 2 2 3 3 3 1 1 1 2 2 2 
7 1 3 3 3 1 1 1 3 3 3 2 2 2 
8 1 3 3 3 2 2 2 1 1 1 3 3 3 
9 1 3 3 3 3 3 3 2 2 2 1 1 1 
10 2 1 2 3 1 2 3 1 2 3 1 2 3 
11 2 1 2 3 2 3 1 2 3 1 2 3 1 
12 2 1 2 3 3 1 2 3 1 2 3 1 2 
13 2 2 3 1 1 2 3 2 3 1 3 1 2 
14 2 2 3 1 2 3 1 3 1 2 1 2 3 
15 2 2 3 1 3 1 2 1 2 3 2 3 1 
16 2 3 1 2 1 2 3 3 1 2 2 3 1 
17 2 3 1 2 2 3 1 1 2 3 3 1 2 
18 2 3 1 2 3 1 2 2 3 1 1 2 3 
19 3 1 3 2 1 3 2 1 3 2 1 3 2 
20 3 1 3 2 2 1 3 2 1 3 2 1 3 
21 3 1 3 2 3 2 1 3 2 1 3 2 1 
22 3 2 1 3 1 3 2 2 1 3 3 2 1 
23 3 2 1 3 2 1 3 3 2 1 1 3 2 
24 3 2 1 3 3 2 1 1 3 2 2 1 3 
25 3 3 2 1 1 3 2 3 2 1 2 1 3 
26 3 3 2 1 2 1 3 1 3 2 3 2 1 
27 3 3 2 1 3 2 1 2 1 3 1 3 2 
A- 5: Standard L27 Array (3 values each for up to 13 hyperparameters) 
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