The problem of maintaining a valid mesh (triangulation) within a certain domain that deforms over time arises in many applications. During a period for which the underlying mesh topology remains unchanged, the deformation moves vertices of the mesh and thus potentially turns a mesh invalid, or as we call it, tangled. We introduce the notion of locally removable regions, which are certain tangled regions in the mesh that allow for local removal and re-meshing. We present an algorithm that is able to quickly compute, through local explorations, a minimum locally removable region containing a "seed" tangled region in an invalid mesh. By re-meshing within this area, the "seed" tangled region can then be removed from the mesh without introducing any new tangled region. The algorithm is output-sensitive in the sense that it never explores outside the output region.
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Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. SCG'08, June 9-11, 2008 maintain a valid mesh (triangulation) within a certain domain that deforms over time. This problem has attracted much attention in recent years, and several techniques were proposed. For example, the space-time meshing method [9, 17] builds a mesh over the entire space-time domain whose resolution is adaptive to the movement of the underlying space; numerical simulation can then be carried out directly on the space-time mesh. The drawbacks of this method are that one needs to mesh a domain that is one dimension higher than the original space, as well as a priori knowledge on the physical property of the underlying space (e.g., wave speed) in order to determine the domains of influence and of dependence of a point in space-time.
Another approach is to maintain the mesh incrementally, by discretizing the time axis and updating the mesh only at these discrete time instances. For example, the kinetic triangulation method [1, 2, 3] uses an event-driven framework (i.e., the kinetic data structure framework by Basch et al. [5] ) to proactively detect when the mesh will become invalid, and repair it immediately after this occurs, thus maintaining a valid mesh all the time. See also [6, 8] for similar work on dynamic skin triangulations. Such methods usually require accurate knowledge of the deformation of the domain to predict critical events, and a significant amount of extra storage to keep track of these events. A more recent work of Cheng and Dey [7] on maintaining a provably good mesh over a set of sample points from a deforming surface also loosely follows the above approach. Their algorithm assumes weaker knowledge of the motion, specifically, an upper bound on the velocities of the points, to decretize the time appropriately, so that within each time step, the points move at most a fraction of the smallest feature size of the surface. Their algorithm requires the sample points to be sufficiently uniformly dense over the entire deformation process.
A lazy version of the kinetic triangulation method, which is perhaps more popular among practitioners, is to ensure correctness of the mesh only at fixed or adaptive time steps; in between two consecutive time steps, the mesh can be either valid or invalid. Since many numerical algorithms also discretizes the time domain, and computation is done at these discrete time instances, this approach is especially suitable for these algorithms. Between two time steps, the deformation moves vertices of the mesh while the underlying mesh topology remains unchanged, thus potentially turning a mesh invalid, or as we call it, tangled, because elements of the mesh may intersect inadmissibly. When this happens, an "untangling" process needs to be invoked at the next time step to restore the validity of the mesh. Of course one may simply re-mesh the entire domain. However, because of the continuity of the deformation and the fine granularity of the time discretization in most situations, the extent of tangling is rather small compared to the size of the entire mesh. In this case, one may substantially benefit from performing local explorations to quickly detect and remove tangled regions in the invalid mesh, followed by local re-meshing.
Problem statement. In this paper we study local untangling of planar triangulations. Intuitively, a tangled triangulation is the image of a plane triangulation under a continuous map that maps each triangle linearly but is not injective. It is easy to see that these maps precisely arise from moving the vertices of a triangulation freely while retaining the same abstract triangulation. We therefore treat a tangled triangulation as the image of a piecewise linear map that extends a "motion map" defined on the vertex set of a plane triangulation. This is formalized as follows. Let V ⊂ R 2 be a finite set of points (vetices) in general position. Let S be the convex hull of V. Let (V, E, T) be a triangulation of S spanned over V, where E and T denote the set of edges and triangles, respectively, in the triangulation. Let f V : V → R 2 be a motion map that represents the new position of each vertex after a motion period. The map f V extends to a map f : S → R 2 through linear interpolation in the relative interior of edges and triangles of T. Clearly, the map f is continuous. For a subset R ⊆ S, we sometimes refer to f (R) as the shadow of R. Let e V = {f (v) | v ∈ V}, e E = {f (e) | e ∈ E} and e T = {f (T ) | T ∈ T}. We call ( e V, e E, e T) a tangled triangulation of e V. When no confusion arises, we simply call T a triangulation of V and e T a tangled triangulation of e V; the vertex set and the edge set of the triangulation are automatically understood as those of the collection of triangles.
We assume that vertices in e V are in general position: no three vertices are collinear, and no three line segments spanned by different vertices intersect at the same point. We also make the following boundary assumption: (i) f is identity on ∂S, and (ii) f (int S) ⊆ int S. The assumption can be enforced on any mesh by introducing three dummy vertices at infinity. Note that the assumption implies f (S) = S; therefore in the following we use S to denote both the domain and the range of the map f . For the sake of clarity, we will use Roman letters (v, x, y, etc.) to denote points in the domain S, and Greek letters (ξ, η, etc.) to denote points in the range S. For the rest of this paper, we fix T and f , and define subsequent notions relative to them. We emphasize that, for an input tangled triangulation e T, we do not assume its corresponding T and f are given; the use of T and f is only for the clarify of presentation.
We orient the boundary ∂S in counterclockwise order, and extend this orientation to all triangles in T in the standard way. For a triangle T ∈ T with vertices oriented in the order [v1, v2, v3] , we call T as well as its image
is in counterclockwise order, and inverted otherwise. By the above boundary assumption, every triangle T ∈ T adjacent to ∂S and its image f (T ) are upright.
Given a tangled triangulation e T, the goal of untangling is to remove a subset U ⊆ e T of triangles from e T, which includes all inverted triangles (and unavoidably a few upright triangles), and replace U with a new set U of triangles so that ( e T \ U) ∪ U is a valid triangulation of e V. In this paper we mainly consider the following form of the problem: given a "seed" inverted triangle T ∈ e T, compute a subset U ⊆ e T of triangles with T ∈ U and another set U of triangles, so that ( e T \ U) ∪ U is a tangled triangulation of e V in which all triangles in U are upright. An untangling algorithm for this form of problem provides flexibility and compatibility for different applications. For example, many algorithms for local mesh smoothing that work only on valid meshes (e.g., [4, 10, 13] and the Delaunay edge-flip algorithm) can now be extended to tangled meshes as follows: whenever an inverted triangle is encountered during mesh smoothing, the untangling algorithm is invoked to remove that inverted triangle so that smoothing can be continued in that local region.
Related work.
Edge flip is probably the most elegant atomic operation for transforming triangulations; its power is well illustrated in Lawson's celebrated algorithm [15] for converting an arbitrary planar triangulation to the Delaunay triangulation of its vertices, guided only by local geometry. However, it is an open question whether a tangled triangulation can be untangled by a simple edge-flip-based algorithm. On the optimistic side, for every tangled triangulation there exists a sequence of edge flips that converts it into a valid one. However, it is not clear whether this sequence can be found by applying a number of simple guiding rules based on local geometric information of the tangled mesh, in a way similar to Lawson's algorithm. (Note that, however, if the motion map f V is known, then one can find this edge-flip sequence easily.) Shewchuk and Wallace [16] study the problem of untangling triangulations by performing local surgeries to the tangled mesh. The primary local operation used by their algorithm is edge flip. Occasionally their algorithm may perform other more complicated local operations in which vertices defining the triangulation may be moved or deleted, and new vertices may be inserted. They showed that, by repeatedly applying one of these operations, the mesh can be untan-gled monotonically, in the sense that the total area of the inverted triangles never increases as the algorithm proceeds and eventually becomes zero.
Some popular methods for untangling triangulations in scientific computing community are based on optimization techniques [11, 12, 14, 18] . In these approaches, the vertices of the triangulation are allowed to move, and the mesh is untangled by moving vertices to a new configuration that locally optimizes a certain objective function. For example, the algorithm of Freitag and Plassmann [11] untangles the mesh by maximizing the minimum (signed) area of the triangles in the tangled regions of the mesh. The optimization problem can be solved using a technique analogous to gradient descent, which is guaranteed to converge because of the convexity of the level sets of the objective function. Using more complicated objective functions that take into account various parameters of the quality of the mesh (e.g., minimum angle, aspect ratio of the triangles, etc.), their algorithm accomplishes mesh untangling and mesh smoothing simultaneously.
Our results. Our approach for untangling triangulations strictly preserves the vertice set of the triangulation: no vertex in e V is inserted, deleted or moved after untangling. To this end, we introduce a class of regions in T called locally removable regions which, intuitively speaking, can be locally removed from T and re-meshed with a set of upright triangles. Given a "seed" inverted triangle T ∈ T, we show how to find a minimum locally removable region R ⊆ T containing T , that is, for any locally removable region R ⊆ T containing T , R ⊆ R . Our algorithm is output-sensitive in the sense that it never explores beyond the output region R.
As a result of the intricate structure of the tangled mesh, a locally removable region is often induced by a wide collection of inverted triangles rather than just those in the immediate neighborhood of the "seed" triangle. Identifying these inverted triangles through local exploration is not straightforward. Furthermore, during the local exploration process, the region that has been explored up to any stage may have a complicated structure (e.g., the shadow of its boundary may have a large turning number), and it is not always clear how to continue the search until a desired re-meshable region is reached. Our algorithm overcomes these difficulties, by exploiting several interesting observations about the structure of tangled meshes, which we deem as one of the main contributions of the paper.
The rest of the paper is organized as follows. In Section 2 we introduce the notion of conflict sets and primary conflict sets and prove a number of their useful properties. In Section 3 we define locally removable sets that allow for local removal and re-meshing. In Section 4 we make use of primary conflict sets to characterize the structure of locally removable regions, and provide an algorithm for computing these regions. In Section 5 we prove a structural theorem relating untangling the entire mesh to local untanglings studied in Section 4. Some concluding remarks are given in Section 6.
SIGNS, CONFLICT SETS, AND SHADOWS
In the triangulation T, an edge common to two inverted or two upright triangles is called a regular edge. A regular edge between two upright (resp. inverted) triangles is called an upright edge (resp. inverted edge). In contrast, we call an edge common to one upright and one inverted triangle a crease edge. If all the triangles adjacent to a vertex v are upright (resp. inverted), v is called an upright vertex (resp. inverted vertex). If v is upright nor inverted, v is also called a regular vertex; otherwise v is called a crease vertex. A crease vertex must be incident upon at least two crease edges.
Proof. Let x ∈ int R that does not lie on a crease edge. Let T1, · · · , T k ∈ T be the triangles adjacent to x. Either all of them are upright or all of them are inverted. Therefore the union of their shadows form a star-shaped polygon
Hence, x ∈ int f (U ), which completes the proof.
Note that both Q and f −1 (Q) are finite. For technical reasons, we need to exclude Q from the range S and f −1 (Q) from the domain S. For the rest of the paper, we slightly abuse the notation and continue to use S to denote the the domain S \ f −1 (Q) and the range S \ Q.
Signed incidence function.
We define a sign function χ : S → {+1, 0, −1} by letting
+1 if x is an upright vertex or in the interior of an upright edge or triangle, −1 if x is an inverted vertex or in the interior of an inverted edge or triangle, 0 i fx is on a crease edge.
In particular, we refer to x ∈ S as a negative point if χ(x) = −1 and a positive point if χ(x) = +1. If χ(x) = 0, then χ(x) = χ(y) for all points y in a sufficiently small neighborhood of x. Given a set U ⊆ S, we define γU : f (U ) → Z, the signed incidence function relative to U , as
where
If for a set U ⊆ S, there is a constant cU ∈ Z such that γU (ξ) = cU for every regular point ξ ∈ f (U ), we write γU = cU .
Proof. By our boundary assumption, γS(η) = +1 for any point η ∈ ∂S. Let ξ be a point in S. Choose an arbitrary point η ∈ ∂S and take a path Π : [0, 1] → S from η to ξ that does not self-intersect and is entirely contained in S. Clearly, Π can be chosen so that it intersects each edge of e E transversally and avoids e V altogether. We next show that the function γS(Π(t)) does not change as t varies from 0 to 1. Therefore γS(ξ) = γS(η) = +1.
First observe that for any individual triangle T ∈ T, the restricted map f : T → f (T ) is a linear homeomorphism and in particular a bijection. Consider any section Π of Π that does not intersect e E. Every connected component of f −1 (Π ) is contained in a single triangle in T and therefore every such component is a path bijectively mapped to Π by f . Moreover, all the points in such a component have the same sign, thereby implying that the value of the function γS is constant on Π . Now consider any section Π of Π that intersects the image of no edge other than f (e) of some e ∈ E. First consider the case in which e is a regular edge; without loss of generality, assume that e is incident upon two upright triangles T1, T2 ∈ T. The previous argument can be extended to this case by observing that when we look at f −1 (Π ), we can take T1 ∪T2 as one component for which f −1 (Π ) ∩ (T1 ∪ T2) is mapped to Π bijectively. Thus the value of γS cannot change when Π crosses f (e).
Next consider the case in which e is a crease edge. Once again consider the connected components of f −1 (Π ). With the exception of one component, every other component is fully contained in a single triangle and therefore has a fixed sign. The exception is for the component that intersects e. Of the two triangles T1 and T2 incident upon e, one is upright and the other is inverted. Every point of Π has precisely one inverse image in T1 and another in T2. As such, the combined contribution of T1 and T2 to γS of a point in Π is zero. Therefore, this component has no effect on the value of γS in any point of Π . Thus γS is constant on Π .
In summary, γS(Π(t)) does not change as t varies from 0 to 1, thereby implying γS(ξ) = γS(η) = +1.
Inverted components and conflict sets.
It is beneficial to deal with the untangling problem at a coarser granularity than individual triangles. Define the binary relation ∼ between triangles in T by letting T1 ∼ T2 if T1 and T2 share a regular edge, i.e., T1 and T2 are both upright or both inverted. Let * ∼ be the transitive closure of ∼. It can be proved that * ∼ is an equivalence relation. Each equivalence class of * ∼ consists of triangles that are all upright or all inverted, and are connected through edges -or more precisely, their induced dual subgraph is connected. In the sequel, by an inverted component (resp. upright component) we refer to an equivalence class of the * ∼ relation consisting of inverted (resp. upright) triangles. We use I to denote the set of all inverted components.
In the following, it is advantageous to think of f as a continuous map independent of the triangulation based on which it is defined. Indeed, the same map can be defined using several triangulations; in particular, the triangulation in the domain and range of the map can be refined consistently using subdivisions without affecting the map itself. We define the conflict set φ(U ) of a subset U ⊆ S as the preimage of f (U ), i.e., φ(
Note that even if U is connected φ(U ) may be not so. We are particularly interested in the connected components of φ(U ) that intersect U . 1 We defineφ(U ) as the union of these connected components and call it the primary conflict set of U . The following lemma states a few properties of conflict sets.
Lemma 3. For any set U ⊆ S, 
(3) This follows directly from (1) and Lemma 1.
In the rest of the paper, as a convention, for I ⊆ I, f (I) (resp., φ(I),φ(I)) should be interpreted as f ( Proof. Since I ⊆ φ(I), ∂φ(I) ∩ I ⊆ B. B consists of crease edges as I is a collection of inverted components. Let x be a point in the relative interior of an edge e ⊂ B that is incident upon an inverted triangle T1 ∈ I and an upright triangle T2 ∈ I. There is a sufficiently small neighborhood
and that x / ∈ ∂φ(I). Hence, only vertices on B can appear on ∂φ(I), thus proving (1) . (2) can be proved by a similar argument. Proof. Let η and ξ be two points in f (U ). Since f (U ) is connected, we choose a path Π : [0, 1] → f (U ) with Π(0) = η and Π(1) = ξ. We can choose Π such that its interior points int Π = {Π(t) | 0 < t < 1} are contained in the interior of f (I). By Lemma 3 (2), f (∂U) ⊆ ∂f(I) and thus int Π avoids f (∂U). Now following a similar argument given for Lemma 2, it can be shown that the value of γU (Π(t)) does not change when t goes from 0 to 1, implying γU (η) = γU (ξ). This proves the first half of the lemma.
We next prove the second half of the lemma. Suppose ∂U does not intersect the interior of any inverted component, that is, ∂U contains no negative points. Lemma 4 (2) further shows that ∂U cannot entirely consist of points whose signs are 0. Therefore, we can always pick a positive point x ∈ ∂U. Lemma 3 (3) and the fact that ∂U does not intersect the interior of any inverted component imply that, for ξ = f (x), no points in f −1 (ξ) ∩ U are negative. Since x is positive and
At first sight, it seems hard to imagine γU of a connected component U ∈ φ(I), as described in Lemma 5, to be anything other than −1, 0, or +1. However, it happens that γU can indeed be an arbitrarily positive or negative integer. In fact this is true even for primary conflict setφ(I) of a single inverted component I.
Lemma 6. For any integer k ∈ Z, there exists a tangled triangulation and an inverted component I of it, for which
Proof. We only describe a construction for k = +2, which easily extends to other values of k. The stages of the construction are shown in It remains to show that the right figure can indeed be extended to a tangled triangulation conforming to our boundary assumption. Take two copies of the constructed piece, turn one of them upside down (reverse the role of inverted and upright triangles) and glue them together along their boundaries. So, the boundary edges in the right figure will turn out to be crease edges. We have now a topological sphere. Finally, poke a hole in the original inverted component I (which is part of this sphere) and a similar hole in a large plane triangulation and glue the punctured construction to the punctured plane triangulation along the boundaries of these holes.
Shadows and neighborhoods. For x ∈ S and X ⊆ S, the neighborhood of x under shadow X is defined as N(x, X) = {y ∈ S | ∃ a path Π ⊂ S connecting x and y
Intuitively, N(x, X) is the region that can be reached from x without stepping out of X under the map f . Note that for any y ∈ N(x, X), N(y, X) = N(x, X). So, for a connected set R ⊆ S, we can write N(R, X) = N(x, X) for any x ∈ R. If R consists of multiple connected components
The following simple lemma provides a convenient way to characterize conflict sets in terms of their shadows and neighborhoods. 
LOCALLY REMOVABLE REGIONS
We call a region R ⊆ S locally removable if (i) R is a connected, compact set bounded by simple curves; (ii) ∂R does not intersect the interior of any inverted component or the interior of any crease edge; (iii) γR = +1.
Note that (ii) is equivalent to that ∂R consists of positive points (recall that crease vertices have been excluded from the domain). By (ii), if R contains a negative point x ∈ S, then R contains the entire inverted component I ∈ I containing x. A locally removable region R is called canonical if R =φ(I) for some I ⊆ I.
Lemma 8. If R ⊆ S is a locally removable region, then the restriction of f on ∂R is a bijection between ∂R and ∂f(R).
Proof ∈ R or xi ∈ int R, then since N is sufficiently small, it can be shown that γU i ∩R is constant over N . For the sake of contradiction, suppose there exists at least one xi ∈ ∂R. Then xi is positive and in fact every point in Ui is positive, and f is a bijection from Ui to N , since N is sufficiently small. ξ∈N φ(ξ) , which is exactly N \ H, must be a nonempty open set. This contradicts the fact that N is connected. Therefore,
By Lemma 1, for any point ξ ∈ ∂f(R), every point x of the set X = f −1 (ξ) ∩ R is either contained in ∂R or belongs to a crease edge. Since γR(ξ) = +1, there is at least one such point x of the former type in X. Hence the restriction of the map f to ∂R is surjective. Furthermore, since X does not contain any negative point, there is only one positive point in X and every other point in X belongs to crease edges. Thus the considered restriction of f indeed constitutes a bijection between f (∂R) and ∂f(R).
The following lemma suggests that it suffices to focus on canonical locally removable regions.
Lemma 9. Let R ⊆ S be a locally removable region, and let IR ⊆ I be the collection of inverted components contained in R. Then for any I ∈ IR, there exists a canonical locally removable region RI so that I ⊆ RI ⊆ R.
Proof. By Lemma 7,φ(R) = N(R, f (R)). However, Lemma 8 implies N(R, f (R)) = R, because whenever a path Π ⊂ S crosses ∂R (at a positive point), f (Π) also crosses
∂f(R). Henceφ(R) = R. Now since IR ⊆φ(R), we have by Lemma 3 (4) thatφ(IR) ⊆φ(R) = R.
We claim that, for any connected component U ofφ(IR): (a) ∂U does not intersect the interior of any inverted component or the interior of any crease edge; and (b) γU = +1. By Lemma 4 (1), ∂U does not intersect the interior of any inverted component in IR. Since U ⊆ R and there is no other inverted component in R except those in IR, the first half of (a) then follows. Using this and Lemma 4 (2), it follows that ∂U does not intersect the interior of any crease edge either. Thus (a) is proved. For (b), by (a) and Lemma 5, we know that γU = cU for some constant cU > 0. Then for any ξ ∈ f (U ),
implying cU = 1.
In fact, Eqn. (1) implies that shadows of the connected components ofφ(IR) are interiorly disjoint, because otherwise γφ (I R ) (ξ) would be strictly greater than γU (ξ) for any ξ in the interior of the intersection of any two such shadows, leading to a contradiction in Eqn. (1) . As such, by f (φ(IR)) = f (IR), we then have f (U ) = f (IU ) for any connected component U ofφ(IR), where IU ⊆ I is the subset of inverted components in U . (Note that IU ⊆ IR because U ⊆ R.) Hence by Lemma 7, U = N(x, f (U )) = N(x, f (IU )) for any x ∈ U , and in particular, for any x ∈ I ∈ IU . Sincê φ(IU ) = N(IU , f(IU )) by Lemma 7, we have U =φ(IU ).
Let U be the connected component ofφ(IR) containing I. Setting RI =φ(IU ) proves the lemma.
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Lemma 10. Let e T be a tangled triangulation of e V, let R be a locally removable region, and let
K = e T \ {f (T ) | T ∈ R * }.
Then there exists another tangled triangulation e T of e V, such that (i) K ⊆ e T and (ii) all triangles in e T \ K are upright.
Intuitively, the lemma states that one can replace all triangles in a locally re-meshable set R * with upright triangles while keeping triangles outside the region intact, thus removing all inverted components in R * from the triangulation. If all triangles in K are already upright, then e T becomes a plane triangulation of e V.
Proof. Assume without loss of generality that ∂R consists of polygonal curves. We first construct a refined triangulation e T0 and then coarsen it to the desired e T . For each triangle T ∈ T that intersects ∂R, let UT = f (T \ R), and
The region UT consists of a set of simple polygons with vertices from AT . Hence we can triangulate UT on the vertex set AT ; let U ∇ T be the set of triangles in the resulting triangulation. Set U ∇ = S U ∇ T , where the union is taken on all triangles T ∈ T that intersect ∂R. We further triangulate within f (R) on the vertex set
some edge e ∈ E};
let R ∇ denote the set of triangles in the resulting triangu- 
in the above process other than those in e V. Furthermore, using the fact that ∂R consists of positive points, it can be shown that all triangles in e T0 \ K are upright. See Figure 5 for an illustration.
Pick a vertex ξ ∈ V of e T0. Observe that a sufficiently small neighborhood of ξ is completely contained in the upright components of the tangled triangulation e T0, and the star of ξ (the union of the triangles incident upon ξ)is a star-shaped polygon P with ξ in the interior of P . We can re-triangulate P by upright triangles, using only vertices on the boundary of P . We now obtain a tangled triangulation e T1 of e V ∪ (V \ {ξ}) such that all triangles in e T1 \ K are upright. By repeating the above process for each vertex in V , we obtain a tangled triangulation e
T of e V with desired properties.
LOCAL UNTANGLING
In this section we present an algorithm for computing a locally removable region R that contains a given "seed" inverted component I ∈ I. By Lemma 10, we can remove I from the triangulation by re-meshing R * . The region R is minimum in the sense that, for any R ⊆ S that is locally removable and contains I, R ⊆ R . We first present the algorithm at a high level, followed by a more elaborate description of the algorithm.
Ultimately, the algorithm computes a collection I ⊆ I of inverted components, with I ∈ I, such thatφ(I) is locally removable. Let X be the shadow of I. At intermediate stages of the algorithm, an incomplete set I and an incomplete shadow X (not necessarily the shadow of the current I) are maintained. Initially, I is set to {I} and X is set to f (I). At each step, the algorithm either expands the set I or the shadow X. If neither I nor X is expanded, the algorithm declares that the desired I is found and terminates. Extending inverted components. For a set I ⊆ I of inverted components, let E(I) be the set of all inverted components whose interiors intersectφ(I), i.e.,
We call E(I) the extension of I. See Figure 6 . Clearly,
I ⊆ E(I).
Growing shadows. Consider a collection I ⊆ I of inverted components such thatφ(I) is connected and ∂φ(I) does not intersect the interior of any inverted component. Clearly 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 000000000000000000000000 Algorithm. Recall that I ∈ I is the given "seed" inverted component. The following algorithm computes a locally removable region R containing I. As mentioned earlier, we make use of T and f and other relevant notations only for the clarify of the description of the algorithm; T and f are not assumed to be given in association with the input tangled triangulation e T.
X ← G(I) goto step 2 6: else return R At the end of the algorithm, by Lemma 7, we have R = φ(I) and f (R) = X. Next we show that R is indeed a minimum locally removable region containing the "seed" inverted component.
Lemma 11. Let I ⊆ I be a collection of inverted components. For any set I ⊆ I for whichφ(I ) is locally removable and I ⊆φ(I ),φ(E(I)) ⊆φ(I ).
Proof. Since I ⊆φ(I ), it follows from Lemma 3 (4) that φ(I) ⊆φ(I ). For any inverted component I ∈ E(I) \ I, I
intersectsφ(I) and therefore also intersectsφ(I ). But by assumption,φ(I ) is locally removable and therefore ∂φ(I ) does not intersect the interior of any inverted component.
As such, I ⊆φ(I ). Hence, E(I) ⊆φ(I ). By Lemma 3 (4) again, we then haveφ(E(I)) ⊆φ(I ).

Lemma 12. Let I ⊆ I be a collection of inverted components such thatφ(I) is connected and γφ (I) ≥ +2. For any set I ⊆ I for whichφ(I ) is locally removable and I ⊆φ(I ), N(I, G(I)) ⊆φ(I ).
Proof. Clearly f (I) ⊆ f (I ). Fix an arbitrary point ξ ∈ G(I) \ f (I); we next show that ξ ∈ f (I ). Let η and Π[0, 1] be the point and the path that together serve as the witness for ξ ∈ G(I) in the definition of G(I). We claim that Π ⊆ f (I ); since ξ = Π(1), this claim would immediately imply ξ ∈ f (I ) and prove the lemma. Now suppose for the sake of contradiction that Π does not lie completely in f (I ). Observe that Π(0) = η ∈ f (I ), and as such, Π ∩ ∂f(I ) = ∅. Let t ∈ [0, 1] be the smallest value for which Π(t) ∈ ∂f(I ). Therefore, Π[0, t] ⊆ f (I ). It then follows from Lemma 7 that
Consider the connected components in L(Π,φ(I)) that do intersect the interior of any inverted component. Each such component contains a preimage of Π(t) whose sign function evaluates to +1. On the other hand, by Lemma 3 (3) and the fact that ∂φ(I ) does not intersect the interior of any inverted component, f −1 (Π(t)) ∩φ(I ) does not contain any negative point. Therefore γφ (I ) (Π(t)) is at least +2, contradicting the assumption thatφ(I ) is locally removable.
Therefore G(I) ⊆ f (I ). It follows that N(I, G(I)) ⊆ φ(I ). Implementation. There are many ways to implement the above algorithm in an output-sensitive manner. We sketch an implementation that, though by no means the most efficient, is conceptually simple and illustrates that the algorithm never explores beyond the output R * .
Data structure. As mentioned above, the algorithm maintains a shadow X. Instead of maintaining R = N(I, X), we maintain the set R * (recall that R * = {T ∈ T | R ∩ int T = ∅}); when the algorithm stops, R * coincides with the locally re-meshable set induced by R. We identify the "boundary" triangles of R * , i.e., the other triangle adjacent to one of its edges is not in R * . We also mark a subset of inverted triangles in R * as "active"; they correspond to those that were added to R * in the last iteration of the algorithm. We represent X as the union of a family X of planar polygons possibly with holes such that (i) X = S P ∈X P and (ii) each edge of every P ∈ X is a portion of the shadow of a crease edge in E whose endpoints are the vertices of the arrangement of the shadows of crease edges in E. We preprocess each P ∈ X into a data structure D(P ) so that we can quickly determine whether a query segment intersects P . Theoretically, such a query can be answered in logarithmic time using a linear-size data structure, but in real applications we may want to use a more practical data structure. Let τ (|P |) denote the query time of D(P ), and assume D(P ) can be constructed in O(|P | log |P |) time.
Updating R * . Whenever X changes, we need to update R * . Starting from "boundary" triangles in R * , we perform a depth-first search on the dual graph of the triangles in T to search for triangles whose shadow intersects X. At each step we move from one triangle T1 to another triangle T2 in the dual graph if and only if T1 ∈ R * , T2 / ∈ R * , and the shadow of the edge e shared by T1 and T2 intersects X, in which case we then add T2 into R * . To determine whether f (e) intersects X, for each P ∈ X, we test whether f (e) intersects P using D(P ). If the answer is yes for any of them, we conclude that f (e) intersects X. In fact, we only query f (e) against those D(P )'s that have not been queried by f (e) before. During the expansion of R * , we mark newly added inverted triangles as "active" and also update the set of "boundary" triangles.
Extending inverted components. This step is executed if R * has active inverted triangles. For each active triangle T , we compute the inverted component I ∈ I containing T , add I to I and all triangles in I to R * . X now becomes X ∪f (I). We set P = f (I), construct D(P ) and add P to X. We construct f (I) as follows. ∂I consists of a set CI ⊆ E of crease edges. Let Γ = {f (e) | e ∈ CI } be the set of shadows of these edges. We construct the arrangement A(Γ). It can be checked that γI (ξ) is the same for all points ξ in a face z of A(Γ), which we denote by cz. Moreover z ⊆ f (I) if and only if cz < 0, and cz = 0 otherwise. We can compute cz for each face z of A(Γ) by doing a traversal of A(Γ). By identifying the faces z for cz < 0, we can compute f (I). After processing I, we mark all triangles of I inactive in R * .
After processing all active triangles in R * , we update R * as described above.
Growing shadows. This step is executed if R * contains no active triangles. We compute the extended shadow G(I) as follows. Define a graph G in which, each vertex represents a pair {T1, T2} of upright triangles in T with f (T1)∩f (T2) = ∅, and each edge connects two pairs {T1, T2} and {T1, T3} if T2, T3 share a common edge e with f (e) ∩ f (T1) = ∅. We first merge all polygons in X to compute X = S P ∈X P using the same procedure that we used to compute f (I) and set X = {X}. For each connected component of ∂X, We choose an arbitrary point from it, find the subset of triangles in R * whose shadows contain the point (note that these triangles are necessarily upright), and form all pairs of these triangles. Starting from vertices corresponding to these pairs, we perform a depth-first search in G to identify the connected components containing the starting vertices. Then the extended shadow G(I) is the union of the current shadow X and the intersection polygon Δ = f (T1) ∩ f (T2) for each visited pair {T1, T2}. Let Δ1, · · · , Δu be the intersection polygons computed by the depth-first search. We compute
Δi, which is G(I), similarly to the way we compute f (I), and set X = {P }. It can be shown that X satisfies the two conditions mentioned above. Finally, we update R * as described above.
Running time.
Let nR denote the number of triangles in the final output R * . The total time spent in constructing the polygons that ever appear in X is bounded by O(k c R log nR), where k c R is the complexity of the arrangement of the shadows of all the crease edges in the output R * . This follows from property (ii) of X and the observation that once a polygon has been merged in the computation of the extended shadow, it no longer shows up on ∂X. During the expansion of R * , an upright triangle may be queried against O(δR) data structures in total, where δR denotes the number of inverted components in the output R * . We do not perform these queries for inverted triangles encountered during the search as they are directly added to R * . Hence the total time for updating R * is O(n
is the number of upright (resp. inverted) triangles in R * . Finally, when computing extended shadows, for each visited pair of triangles, if the shadows of their boundaries intersect, we charge the cost of visiting the pair to the intersection; otherwise we charge it to the triangle whose shadow is entirely contained in the other. For the latter case, the total number of such charges to a triangle is at most (dR + 1)/2, where dR is the maximum number of preimages a point in X can have in R. As such, the total time for computing extended shadows can be bounded by O((k
R is the complexity of the arrangement of the shadows of all the upright triangles in R * . Overall, the total running time of the algorithm is
Using Lemma 13 and the above algorithm, we obtain the main result of this section. 
GLOBAL UNTANGLING
Using Lemma 2, it is not hard to prove that each connected component of φ(I) is locally removable. Therefore if we wish to untangle the entire mesh, i.e., to remove all inverted components in I, we can simply compute R = φ(I), remove all triangles in R * = {T ∈ T | R ∩ int T = ∅}, and re-mesh R * with upright triangles. The following theorem provides a characterization of φ(I) in terms of the primary conflict sets of a collection of subsets of I. 
In particular, the theorem suggests that the algorithm presented in the previous section can be used to compute φ(I), and furthermore, step 5 can be skipped altogether, as its only purpose there is to ensure the condition γR = +1 which is no longer needed for computing φ(I) by the theorem.
Proof. For every i = 1, . . . , m,φ(Ii) ⊆ φ(I). We thus only need to show that φ(I) ⊆ S m i=1φ (Ii). Since every negative point in φ(I) is contained in some inverted component I and therefore inφ(I) for some I ∈ C, we only need to show for every positive point x ∈ f −1 (I) that x ∈φ(I) for some I ∈ C.
The proof works by induction on the number of inverted components under the map f . If I is the only inverted component, then the theorem is true by the following argument. Take a point ξ ∈ ∂f(I) and consider the set f −1 (ξ). By the choice of ξ, no point in f −1 (ξ) is negative. Since γS(ξ) = +1, the sum of the signs of the points in f −1 (ξ) is +1. Therefore there is precisely one point x ∈ f −1 (ξ) with χ(x) = +1 and for every other point y ∈ f −1 (ξ), χ(y) = 0. Since I is the only inverted component, ∂φ(I) does not intersect the interior of any inverted component and therefore γφ (I) > 0 by Lemma 5. Thus the sum of the signs of the points in f −1 (ξ) ∩φ(I) is at least +1, which implies that x ∈φ(I). Therefore, γφ (I) (ξ) = +1, implying γφ (I) = +1 by Lemma 5. Now, take any arbitrary point ξ ∈ f (I) and let x ∈ f −1 (ξ) be positive, i.e., χ(x ) = +1. We claim that x ∈φ(I). This is because otherwise, since γφ (I) (ξ ) = +1, the sum of the signs of the points in f −1 (ξ ) ∩φ(I) would be +1, and given that there are no other negative points in f −1 (ξ ) than those already in I, the sum of the signs of the points in f −1 (ξ ), i.e., γS(ξ ), would be at least +2 when χ(x ) is accounted for -a contradiction. Now suppose the statement of the theorem is true for any map with m − 1 inverted components and let f be a map with m inverted components I = {I1, . . . , Im}. Note that f (I) = S i f (Ii) = S i f (φ(Ii)). Take an arbitrary point ξ ∈ ∂f(I) and consider the set f −1 (ξ). An argument similar to the above shows that for a unique point x ∈ f −1 (ξ), χ(x) = +1, and for every other y ∈ f −1 (ξ), χ(y) = 0. Now, take an arbitrary inverted component I ∈ I for which ξ ∈ ∂f(I), and a set Ii ∈ C for which I ∈ Ii. Again, a similar argument as in the previous paragraph shows that γφ (I i ) = +1. Let ξ ∈ f (Ii) be a point that is not in f (Ij) for any j = i. We can argue similarly to the previous paragraph that every positive point x ∈ f −1 (ξ ) is inφ(Ii). Therefore,
On the other hand, since γφ (I i ) = +1, Ii is locally removable. By Lemma 8, ∂φ(Ii) is a simple plane polygon possibly with holes whose boundary is mapped identically by f into ∂f(Ii). We can extend the restriction f : ∂φ(Ii) → ∂f(Ii) to a bijection g :φ(Ii) → f (Ii). Define a new map f0 : S → S by letting
x ∈φ(Ii).
Let I0 be the set of inverted components of f0. For any inverted component I ∈ I0, let φ0(I) andφ0(I) respectively be the counterparts of φ(I) andφ(I) only with respect to f0 instead of f . Observe that since ∂φ(Ii) does not intersect the interior of any inverted component of I, the inverted components in I0 are precisely the inverted components in I minus those (fully) contained inφ(Ii). Thus f0 has fewer inverted components than f and therefore by induction, every positive point in φ0(I0) is contained inφ0(I) for some I ∈ I. Observe that for any I ∈ I0 and its counterpart I ∈ I,φ0(I ) ⊆φ(I). Thus every positive point in φ0(I0) is contained inφ(Ii) for some j = i. On the other hand, we showed above that positive points in φ(I)\φ0(I0) are contained inφ(Ii). This proves the theorem.
CONCLUSIONS
Since our untangling algorithm first identifies tangled regions of the mesh and then simply re-meshes these regions, it does not involve any edge-flip operation. As mentioned in the introduction, it is legitimate to ask whether mesh untangling can also be accomplished by a pure edge-flip algorithm.
The locally re-meshable set computed by our algorithm is by no means the smallest subset of triangles that can be removed and replaced with upright triangles to restore the validity of the mesh. A simple, efficient algorithm for computing the smallest such set would be very interesting. The running time of our algorithm depends on the complexity of the overlay of the explored region. This seems to be inherent in steps for maintaining shadows and for computing extended shadows. If one can find a way to get around these steps, then an algorithm with running time (nearly)-linear in the number of output triangles might be possible.
Finally, we do not foresee any diffculty, at least conceptually, in extending the untangling algorithm to three and higher dimensions. However, it is somewhat unclear how to formulate the question in the context of surface triangulations and to extend the untangling algorithm there. We leave all these open questions for future research.
