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From delayed and constrained minimizing movements
to the harmonic map heat equation
Vuk Miliˇsic´ ∗
In the context of cell motility modelling and more particularly related to the Filament Based Lamelipodium
Model 18,10,11, this work deals with a rigorous mathematical proof of convergence between solutions of
two problems : we start from a microscopic description of adhesions using a delayed and constrained vector
valued equation with spacial diffusion and show the convergence towards the corresponding friction limit. The
convergence is performed with respect to the bond characteristic lifetime ε whose inverse is also proportional
to the stifness of the bonds. The originality of this work is the extension of gradient flow techniques to our
setting. Namely, the discrete finite difference term in the gradient flow energy is here replaced by a delay term
which complicates greatly the mathematical analysis. Contrarily to the standard approach 2,19, compactness
in time is not provided by the energy minimization process : a series of past times are taken into account in
our discrete energy. A supplementary equation on the time derivative is obtained requiring uniform estimate
with respect to ε of the Lagrange multiplier and provides compactness. Due to the non-linearity induced
by the constraint, a specific stability estimate useful in our previous works, is not at hand here. Numerical
simulations even showed that this estimate does not hold. Nevertheless, transposing our delay operator, we
succeed in proving convergence under slightly weaker hypotheses. The result relies on a careful initial layer
analysis, extending 15 to the space dependent setting.
Keywords: integral equations, memory effects, cell motility, parabolic equations, non-linear pointwise con-
straint, adhesion, gradient flow, Lagrange multiplier, harmonic map
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1. Introduction
Cell motility is at heart of important biological/medical concerns (cancer metastasis, wound heal-
ing, etc.) 3. Among models describing spontaneous motion of cells, two types appear : those who
heuristically mimic macroscopic features and models based on a microscopic description that are
in some sense homogenized. The Filament Based Lamelipodium Model (FBLM) 18 belongs to the
second category and has reached a certain level of maturity 10,11.
Adhesion mechanisms are some of the pillars of the FBLM and appear as friction terms. In the
pioneering paper 18, they are obtained as formal limits of memory terms inside the Euler-Lagrange
equations associated to a minimization process. This limit is interpreted as quasi-instantaneous with
respect to a dimensionless parameter ε. Our work deals with the rigorous mathematical justification
of this asymptotic.
Previously, we introduced simplifications that allowed to fully understand, from the mathematical
point of view, either the delay model, for fixed ε, or its convergence when ε tends to zero 12,13,14,16.
More specifically in 12 and 13, we studied adhesions of a single point submitted to an external force
and proved convergence. In 14 we proved that a non-linear fully coupled model could either have
global solutions or, if the external load exceeds the microscopic adhesion capacity, blow-up could
occur. More recently 16, we extended these results adding space dependent adhesion and diffusion.
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paris13.fr), Draft version of January 8, 2020.
1
ar
X
iv
:1
90
2.
04
82
1v
2 
 [m
ath
.A
P]
  7
 Ja
n 2
02
0
January 8, 2020 3:12
2 V. Miliˇsic´
In the previous works, Euler-Lagrange equations were considered and in some cases 16 this is
equivalent to the minimization of a convex energy. Here we consider the minimization process for
which the energy functional contains adhesion terms and the Dirichlet energy. But it is set pointwisely
on the sphere almost everywhere, leading to a non-linear saddle point problem at the Euler-Lagrange
level. The mathematical tools previously introduced extend only very partially to this new problem.
Gradient flow techniques provide existence of solutions for complicated possibly non-linear en-
ergies complemented with a finite difference term in time 2,8. Here the delay term in the energy
could be considered as a generalization of such a finite difference. Except that it provides neither
existence of solutions nor compactness in time. Thus we are forced to discretize the energy with
respect to time and age. Here the age accounts for the delay. First, we obtain new energy estimates
similar to the minimization principle in gradient flow theory (cf. Lemma 3.3), but there is then an
extra amount of work in order to prove compactness i.e. boundedness of the time derivative in an
appropriate space (cf. Proposition 3.5). This estimate is made possible thanks to a closed equation
obtained for the discrete time derivative of the position. This equation appears when taking finite
differences with respect to time of the Euler-Lagrange equations of the minimization process. In
16, another estimate of the elongation provided extra compactness useful in the asymptotic of the
variational formulation that is not at hand here. The reason will be made more precise below. Thus,
we were forced to transpose the delay term in the Euler-Lagrange equations on the test function
and the density of population of bonds ρε. This latter unknown is singular : ∂tρε is a measure that
converges, when ε goes to zero, to ∂tρ0, the time derivative of the population of linkages and to a
Dirac mass located near the origin in time for all ages. Since the problem is here space dependent,
these results extend and complete the initial layer analysis performed in 15.
To be more specific, we denote by Ω := (0, 1). The vector position in Rd of the moving binding
site, zε(x, t), minimizes at each time t ≥ 0 an energy functional :
zε(x, t) = arg min
w∈A
Et(w), (1.1)
where the minimization is performed on the set
A := {w ∈ H1(Ω) s.t. |w(x)|2 = 1, a.e. x ∈ Ω} .
The energy is defined for every w ∈ A as
Et(w(·)) := 1
2ε
∫
Ω
∫
R+
|w(x)− zε(x, t− εa)|2
ε
ρε(x, t, a)dadx+
1
2
∫
Ω
|∂xw|2dx. (1.2)
Past positions are given by the function zε(x, t) = zp(x, t) for t < 0. The age distribution ρε =
ρε(x, a, t) is the solution of the structured model :
ε∂tρε + ∂aρε + ζε ρε = 0 , x ∈ Ω, a > 0 , t > 0,
ρε(x, a = 0, t) = βε(x, t) (1− µ0,ε(t, x)) , x ∈ Ω, a = 0, t > 0,
ρε(x, a, t = 0) = ρI(x, a) , x ∈ Ω, a > 0, t = 0,
(1.3)
where µ0,ε(x, t) :=
∫∞
0
ρε(x, a˜, t) da˜ and the on-rate of bonds is a given function βε times a factor,
that takes into account saturation of the moving binding site with linkages. When the off-rate ζε is
a prescribed function, we say that the problem is weakly coupled : first one exhibits ρε solving (1.3)
which then becomes the weight in (1.2).
First, we discretize in time and age the minimization process (1.1) and the age structured system
(1.3). For the transport problem (1.3) we use i) the upwind scheme inside the domain, ii) an implicit
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discretization of the off-rates, iii) the non-local term is discretized using a piecewise constant ap-
proximation. This step provides, as in the gradient flow case (see for instance minimizing movements
chap. 2 2), existence of a discrete pair of solutions ((%nε,j)j∈N,Z
n
ε )n∈N. Then thanks to compactness
arguments, we pass to the limit with respect to the discretization parameter ∆a, and prove that
there exists a unique couple (ρε, zε). The bond population density ρε solves (1.3), whereas zε sat-
isfies, almost everywhere in (0, T ), the weak formulation associated to the Euler-Lagrange equation
: 
Lε − ∂xxzε + λεzε = 0, a.e. (x, t) ∈ Ω× (0, T ),
|zε(x, t)| = 1 a.e.(x, t) ∈ Ω× (0, T ),
∂xzε = 0 ∀(x, t) ∈ {0, 1} × (0, T ),
zε(x, t) = zp(x, t) a.e. (x, t) ∈ Ω× R−,
(1.4)
where Lε(x, t) :=
∫
R+ ρε(x, a, t)(zε(x, t)− zε(x, t− εa))/εda and λε is the Lagrange multiplier asso-
ciated to the constraint |zε(x, t)| = 1. We prove that when ε goes to zero, (ρε, zε) the solutions of
the previous minimization problem converge to (ρ0, z0). These solve the limit problems reading :
• Find z0 ∈ C0t ([0, T ]; H1x(Ω)) ∩H1t ((0, T ); L2x(Ω)) being the weak solution of the problem
µ1,0∂tz0 − ∂xxz0 − |∂xz0|2z0 = 0, a.e. (x, t) ∈ Ω× (0, T ),
|z0(x, t)| = 1 a.e.(x, t) ∈ Ω× (0, T ),
∂xz0 = 0 ∀(x, t) ∈ {0, 1} × (0, T ),
z0(x, 0) = zp(x, 0) a.e. (x, t) ∈ Ω× {0}.
(1.5)
The convergence of zε towards z0 holds strongly in C(Ω× [0, T ]).
• The function µk,0 :=
∫
R+ a
kρ0(x, a, t) da represents the moment of order k of limε→0 ρε =: ρ0
which solves in C([0, T ];L1a(R+;L∞x (Ω))){
∂aρ0 + ζ0 ρ0 = 0 , x ∈ Ω, a > 0, t > 0,
ρ0(x, a = 0, t) = β0(x, t) (1− µ0,0(x, t)) , x ∈ Ω, a = 0, t > 0.
(1.6)
The solution (1 + a)ρε converges to (1 + a)ρ0 in L
1(R+ × (0, T );L∞x (Ω)) strong.
The article is structured as follows. In Section 2, we list the hypotheses used throughout the paper
and set notations. In Section 3, we detail the discrete minimization process in age and time providing
the piecewise solutions ((%nε,j)j∈N,Z
n
ε )n∈N. In the same section, we provide stability estimates in the
appropriate functional spaces. We underline that most of the results obtained therein are uniform
with respect to ε and the discretisation step ∆a : the same properties can be extended to the
continuous model for fixed ε. This leads to study first this latter limit for ε fixed and ∆a going
to 0. This is done in Section 4. Then when ε tends to zero, we prove, in Section 5, that indeed
convergence occurs towards the limit heat harmonic map equation (1.5) . As ∂tzε converges weakly
in L2(Ω × (0, T )) and ρε converges strongly in L1(R+ × (0, T );L∞(Ω)), it is not possible to obtain
directly the convergence of the delay term Lε(x, t) towards µ1,0∂tz0. Instead, as mentioned above,
we transpose the delay operator on a test function and on ρε, and then we pass to the limit with
respect to ε.
2. Notations and hypotheses
We set QT := R∗+ × (0, T ) and QT := R+ × [0, T ]. As stated in the introduction we consider a one
dimensional space domain Ω := (0, 1). We set as well QT := Ω× R+ × (0, T ).
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We define XT := C
0(QT ;L
1(Ω)) to be the Banach space of continuous functions in age and time
whose L1 norm in space goes to zero when a goes to infinity. We endow XT with the norm :
‖f‖XT := sup
(a,t)∈QT
‖f(·, a, t)‖L1(Ω).
XT is a Banach space
20. It is also a closed subspace of ZT := Cb(QT ;L
1(Ω)) which is a non-
separable Banach space. We define YT := L
1(QT ;L
∞(Ω)) which is also a Banach space endowed
with the corresponding norm :
‖f‖YT :=
∫
QT
‖f(·, a, t)‖L∞(Ω)dadt.
We denote the discrete differences as
Dτt f :=
f(x, a, t+ τ)− f(x, a, t)
τ
, Dαaf :=
f(x, a+ α, t)− f(x, a, t)
α
,
and we define the space of Banach valued functions
UT :=
{
f ∈ YT s.t. lim sup
σ→0
(
‖Dσaf‖Y(T−σ) + ‖Dσt f‖Y(T−σ)
)
<∞
}
and one endows UT with the norm :
‖f‖UT := ‖f‖YT + lim sup
σ→0
(
‖Dσaf‖Y(T−σ) + ‖Dσt f‖Y(T−σ)
)
.
If the same space is set on a time interval (t1, t2) then the notation U(t1,t2) is well understood. In the
rest of the paper we abbreviate the notation of function spaces writing the subscripts t for function
spaces on t ∈ [0, T ] and the subscript x for function spaces on x ∈ Ω, for instance CtL1aL∞x denotes
C([0, T ];L1(R+;L∞(Ω))).
One should notice that UT is in fact the space of functions of bounded variation with values in a
Banach space BV (R+ × (0, T );L∞(Ω)). The generic space BV ((0, T );Z∗) is presented and studied
in a very detailed way in 7, where Z∗ is the dual space of a Banach space Z. Since L∞(Ω) is the
dual space of L1(Ω) we are exactly in this framework. The semi norms with the discrete derivatives
coincide with the total variation of the L∞-valued Radon measures corresponding to the time/age
derivative i.e.
|∂tf | := sup
φ∈D(QT ;L1(Ω))
‖φ‖L∞a,tL1x≤1
∫
R+×(0,T )
〈f, ∂tφ〉dadt, |∂af | := sup
φ∈D(QT ;L1(Ω))
‖φ‖L∞a,tL1x≤1
∫
R+×(0,T )
〈f, ∂aφ〉dadt
where the brackets 〈·, ·〉 denote the L∞(Ω), L1(Ω) duality in the space variable. The proof of this
equivalence can be found in 6 p. 12 in the proof of Theorem 1.7.1 and is easily extendable to the
Banach valued case presented in 7.
Assumptions 2.1. The dimensionless parameter ε > 0 is assumed to induce two families of chemical
rate functions that satisfy:
(i) For every ε ≥ 0, the function βε belongs to W 1,∞(QT ) and the off-rate ζε is s.t. ζε ∈W 1,∞(Ω×
R+ × [0, T ]) moreover itr holds that
‖ζε − ζ0‖L∞x,a,t → 0 and ‖βε − β0‖L∞x,t → 0
as ε→ 0.
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(ii) We also assume that there are upper and lower bounds such that
0 < ζmin ≤ ζε(x, a, t) ≤ ζmax and 0 < βmin ≤ βε(x, t) ≤ βmax
for all ε > 0, x ∈ Ω, a ≥ 0 and t > 0.
The initial data for the density model (1.3) satisfies some hypotheses that we sum up here.
Assumptions 2.2. The initial condition ρI ∈ L∞x,a(Ω× R+) satisfies
• positivity and boundedness : there exists M > βmax, s.t.
M ≥ ρI(x, a) ≥ 0 , a.e. (x, a) ∈ Ω× R+ ,
moreover, one has also that the total initial population satisfies
0 <
∫
R+
ρI(x, a)da < 1
for almost every x ∈ Ω.
• boundedness from below of the zero order moment,
0 < µI :=
∫
R+
ρI(x, a) da, for a.e. x ∈ Ω ,
• initial integrability with respect to the limit problem :∫
R+
sup
x∈Ω
ρI(x, a)a
pda <∞, for p ∈ {0, 1, 2} ,
• the derivative with respect to age satisfies as well :
lim sup
σ→0
∫
R+
sup
x∈Ω
|DσaρI(x, a)| da <∞.
Concerning the minimization problem (1.1), we assume
Assumptions 2.3. The past data satisfies :
i) for every time t ≤ 0, we assume that zp(·, t) is in A,
ii) there exists a Lipschitz constant which is L2 in space s.t. :
|zp(x, t2)− zp(x, t1)| ≤ Czp(x)|t2 − t1|, ∀(t2, t1) ∈ (R−)2 (2.1)
for a.e. x ∈ Ω where Czp(x) ∈ L2(Ω).
3. Existence of minimizers and a priori estimates : the discrete scheme
We discretize both (1.3) and the minimization process (1.1) in time and age, but not in space. We
set ∆a a small parameter denoting the age discretization step, while the time step satisfies the CFL
condition ∆t = ε∆a. This provides N := bT/∆tc, the number of times steps. We solve :
• for the ρε model, we use a first order upwind scheme and treat the source term implicitly,
so we define inside the mesh
%n+1ε,i (x) := %
n
ε,i−1(x)/
(
1 +
∆t
ε
ζn+1ε,i (x)
)
, i ∈ N∗, n ∈ N ∪ {−1}, (3.1)
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while on the boundary we set
%n+1ε,0 := %
n+1
ε,b /
(
1 +
∆t
ε
ζn+1ε,0
)
, n ∈ N ∪ {−1}, (3.2)
where
%n+1ε,b := β
n+1
ε (1− µn+1ε ), µn+1ε :=
∞∑
i=0
%n+1ε,i ∆a.
This definition provides explicitly %n+1ε,0 ,
%n+1ε,0 :=
βn+1ε
1 + ∆a(βn+1ε + ζ
n+1
ε,0 )
(
1−
∞∑
i=1
%n+1ε,i ∆a
)
.
The initial condition is defined as
%−1ε,i :=
1
∆a
∫ (i+1)∆a
i∆a
ρI(a)da, ∀i ∈ N.
The zero order moment µn+1ε := ∆a
∑
i∈N %
n+1
ε,i can be expressed in an inductive way :
µn+1ε + ∆a
∞∑
i=0
∆t
ε
ζn+1ε,i %
n+1
ε,i = µ
n
ε + %
n+1
ε,b = µ
n
ε + ∆aβ
n+1
ε (1− µn+1ε ). (3.3)
We define a piecewise constant function
ρε,∆(x, a, t) :=
∑
i,j∈N2
%nε,j(x)χ(i∆a,(i+1)∆a)×(j∆t,(j+1)∆t)(a, t).
• whereas the minimization process is performed for each n ∈ N
Znε := arg min
w∈A
En(w), (3.4)
where the discrete energy functional reads :
En(w) :=1
2
∫
Ω
|∂xw|2dx+ ∆a
4ε
{∫
Ω
(w − Zn−1ε )2%nε,0dx
+
∞∑
j=1
∫
Ω
(
(w − Zn−jε )2 + (w − Zn−j−1ε )2
)
%nε,jdx

for all n ∈ N and Zip :=
∫ (i+1)∆t
i∆t
zp(x, t)dt/∆t for all i ∈ Z, i < 0, and we set Znε = Znp for
every n < 0. We define the piecewise constant function
zε,∆(x, t) :=
∞∑
n=−∞
Znε (x) χ(n∆t,(n+1)∆t)(t).
The piecewise linear extension reads :
z˜ε,∆ :=
∑
n∈N
{
Znε +
(
t
∆t
− n
)
δZ
n+ 12
ε
}
χ(n,(n+1))∆t(t),
where δZ
n+ 12
ε := Zn+1ε −Znε , while in what follows we denote as well δ%nε,i+ 12 := %
n
ε,i+1− %nε,i
an so on.
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3.1. Positivity and convergence of the discrete solution ρε,∆
From Lemma 3.1 to Theorem 3.1, we extend results from previous works 12,16,15 to the discrete case.
When needed, we characterize also some properties of ρε, the continuous solution of (1.3).
Lemma 3.1. For almost every x ∈ Ω, under the CFL condition ∆t = ε∆a, under hypotheses 2.1,
if %−1ε,i ≥ 0 and µ−1ε ≤ 1 then
%nε,i ≥ 0, 0 ≤ µnε ≤ 1, ∀(n, i) ∈ N2.
Moreover if there exists a constant 0 < µ0,min < min(µ
−1
ε , βmin/(βmin + ζmax)), then µ
n
ε > µ0,min for
every n ∈ N,
Proof. The first result is proved by induction : by hypothesis, the claim is true for k = −1. We
assume that for k = n, %nε,i ≥ 0 and µnε ∈ [0, 1]. Since %nε,i ≥ 0 for i ∈ N, it is straightforward that
%n+1ε,i ≥ 0 for all i ∈ N∗. Thanks to (3.3), one writes :
(1− µn+1ε )−∆a
∞∑
i=0
∆t
ε
ζn+1ε,i %
n+1
ε,i = (1− µnε )−∆aβn+1ε (1− µn+1ε )
which gives :
(1 + ∆aβn+1ε )(1− µn+1ε )− (1− µnε ) = ∆a
∞∑
i=0
∆t
ε
ζn+1ε,i %
n+1
ε,i
≥ ∆t
ε
∆aζn+1ε,0 β
n+1
ε (1− µn+1ε )/
(
1 +
∆t
ε
ζn+1ε,0
)
,
which rearranging terms on both sides provides(
1 + ∆aβn+1ε −∆a2βn+1ε ζn+1ε,0 /
(
1 + ∆aζn+1ε,0
))
(1− µn+1ε ) ≥ 1− µnε ≥ 0.
This shows that 1− µn+1ε ≥ 0 since the coefficient in front of (1− µn+1ε ) is always positive definite.
In turn one concludes that %n+1ε,0 ≥ 0.
We prove the last claim by induction, under the hypothesis on µ0,min, the claim is true for k = −1.
We suppose that the claim is true for k = n. Using (3.3) gives
(µn+1ε − µ0,min)(1 + ∆a(ζmax + βn+1ε ))
≥ (µnε − µ0,min) + ∆aβn+1ε (1− µ0,min)− ζmax∆aµ0,min > (µnε − µ0,min),
where the latter inequality holds since µ0,min ≤ βmin/(βmin + ζmax) < 1. Because the right hand side
is strictly positive, so is the left hand side. This shows the statement for k = n+1, and the recursion
is complete.
Using the same Lyapunov functional H[u] := ∫R+ |u(a)|da+ ∣∣∣∫R+ u(a)da∣∣∣, as in 12,16, one proves
that
Proposition 3.1. Under hypotheses 2.1 and 2.2, there exists a unique solution ρε ∈ YT , solving
(1.3). Moreover :
‖Dτt ρε‖YT < C
(
‖DτaρI‖L1aL∞x + ‖βε‖W 1,∞x,t + ‖ζε‖W 1,∞x,a,t + ‖ρI(·, 0)− βε(·, 0)‖L∞(Ω)
)
,
where the constant is independent of ε and on τ .
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Proof. For the existence and uniqueness part, one proceeds as in Theorem 3.1 in 16 : as x is a
mute parameter, for a.e. x ∈ Ω, there exists a solution ρε(x, ·, ·) ∈ Ct([0, T ];L1a(R+)). Then using
Duhamel’s formula in order to commute the supremum with respect to x with the integrals, one
obtains the result in YT . Combining results from the proof of Lemma 5.1. p. 16
16 and from Theorem
3.2 15, one gets :
‖Dτt ρε‖L∞x (Ω;L1a,t(QT )) < C.
Indeed, again, since x is only a mute parameter, one obtains easily that
H[Dτt ρε(x, ·, t)] ≤ C1 exp(−ζmint/ε)/ε+ C2,
which then integrated in time and taking the ess-sup on Ω proves this first step. Then we use the
method of characteristics and write :
Dτt ρε(x, a, t) :=

Dτt ρε(x, 0, t− εa) exp
(
−
∫ 0
−a
ζε(x, a+ s, t+ εs)ds
)
+
+
∫ 0
−a
exp
(
−
∫ 0
τ
ζε(x, a+ s, t+ εs)ds
)
Rτ (x, a+ τ, t+ ετ)dτ
if t ≥ εa,
Dτt ρε(x, a− t/ε, 0) exp
(
−
∫ 0
−t/ε
ζε(x, a+ s, t+ εs)ds
)
+
+
∫ 0
−t/ε
exp
(
−
∫ 0
τ
ζε(x, a+ s, t+ εs)ds
)
Rτ (x, a+ τ, t+ ετ)dτ
if t ≤ εa,
where Rτ (x, a, t) := Dτt ζε(x, a, t)ρε(x, a, t). Now we define q(a, t) := ess sup
x∈Ω
|Dτt ρε(x, a, t)|. One has
∫ t
ε
0
q(a, t)da ≤
∫ t
ε
0
q(0, t− εa)da+ C
∫ t
ε
0
ess sup
x∈Ω
∫ a
0
exp(−ζminτ)ρε(x, a− τ, t− ετ)dτda
=: I1 + I2
then
I2 ≤ 1
ε
∫ t
ε
0
∫ t
t−εa
exp(−ζmin(t− t˜)/ε)ess sup
x∈Ω
ρε(x, a− (t− t˜)/ε, t˜)dt˜da
=
1
ε
∫ t
0
∫ t
ε
t−t˜
ε
exp(−ζmin(t− t˜)/ε)ess sup
x∈Ω
ρε(x, a− (t− t˜)/ε, t˜)dadt˜
=
1
ε
∫ t
0
exp(−ζmin(t− t˜)/ε)
∫ t˜
ε
0
ess sup
x∈Ω
ρε(x, a, t˜)dadt˜ < C.
For the term I1, one has D
τ
t ρε(x, 0, t) = (D
τ
t βε)(1− µ0,ε)− βεDτt µ0,ε which gives
|q(0, s)| ≤ βmaxess sup
x∈Ω
∫
R+
|Dτt ρε(x, a, t)| da+ |Dτt βε| ≤ βmax exp(−ζmint/ε)/ε+ C,
so that
I1 =
1
ε
∫ t
0
q(0, s) exp(−ζmin(t− s)/ε)q(0, s)ds ≤ C + t/ε exp(−ζmint/ε)/ε.
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These two estimates guarantee that
∫ T
0
∫ t
ε
0
q(a, t)dadt < C. In a similar way one writes that∫ ∞
t
ε
q(a, t)da ≤
∫ ∞
t
ε
ess sup
x∈Ω
∣∣∣∣ρε(x, a− t/ε, τ)− ρε(x, a− t/ε, 0)τ
∣∣∣∣ da exp(−ζmint/ε)
+
∫ ∞
t
ε
∫ 0
−t/ε
exp(ζminτ)ess sup
x∈Ω
ρε(x, a+ τ, t+ ετ)dτ
≤
∫ ∞
0
ess sup
x∈Ω
∣∣∣∣ρε(x, a, τ)− ρε(x, a, 0)τ
∣∣∣∣ da exp(−ζmint/ε)
+
∫ t
ε
0
exp(−ζminτ)
∫
R+
ess sup
x∈Ω
ρε(x, a, t− εaτ)dadτ,
the latter term being under control, we focus on the first one, that we denote I3.
I3 = exp(−ζmint/ε)
{(∫ τ/ε
0
+
∫ ∞
τ/ε
)∣∣∣∣ρε(x, a, τ)− ρε(x, a, 0)τ
∣∣∣∣ da
}
=: I3,1 + I3,2.
Since ρε is bounded uniformly in space and with respect to ε, the first term I3,1 is smaller than
exp(−ζmint/ε)M/ε. Then using the method of characteristics, one splits I3,2 in two parts :
I3,2 ≤ exp(−ζmint/ε)
{∫ ∞
τ/ε
ess sup
x∈Ω
|ρI(x, a− τ/ε)− ρI(x, a)|/τda
+
1
τ
∫
τ/ε
ess sup
x∈Ω
ρI(x, a)
∣∣∣∣∣exp
(
−
∫ 0
τ/ε
ζε(x, a+ s, τ + εs)ds
)
− 1
∣∣∣∣∣ da
}
≤ exp(−ζmint/ε)/ε
(
lim sup
h∈R+
∫
R+
ess sup
x∈Ω
∣∣∣∣ρI(x, a+ h)− ρI(x, a)h
∣∣∣∣
+‖ζε‖W 1,∞(QT ;L∞(Ω))
∫
R+
ess sup
x∈Ω
ρI(x, a)dada
)
.
This shows that
∫ T
0
∫∞
t
ε
q(a, t)dadt < C which ends the proof.
Then using standard a priori estimates provides in a similar manner as in the previous proof :
Proposition 3.2. Under the previous hypotheses, one has as well that
lim sup
σ→0
‖Dσaρε‖YT ≤ C,
where the constant is uniform with respect to ε. This result together with the previous proposition
shows that ρε ∈ UT uniformly with respect to ε.
One defines Cnj := (j∆a, (j + 1)∆a)× (n∆t, (n+ 1)∆t), and one sets
%nε,j(x) :=
1
|Cnj |
∫
Cnj
ρε(x, a, t)dadt,
where ρε is the exact solution of (1.3) and
ρε,∆(x, a, t) :=
∑
(j,n)∈N2
%nε,j(x)χ(j∆a,(j+1)∆a)×(n∆t,(n+1)∆t)(a, t).
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in the same way one defines µnε =
∫ (n+1)∆t
n∆t
µ0,ε(x, t)dt/∆t, and so on. With these notations, we
compute error estimates for the upwind scheme :
Lemma 3.2. Under the same hypotheses as above, if ρε ∈ UT solves (1.3), and ρε,∆ is its piecewise
constant approximation computed using the upwind scheme (3.1) with the non-local boundary term
(3.2), then one has ∥∥ρε,∆ − ρε,∆∥∥YT ≤ O(∆a), ∥∥ρε,∆ − ρε∥∥YT ≤ O(∆a).
Proof. Using the method of characteristics one gets :
δ%
n+ 12
ε,j+ 12
+ ∆aζn+1ε,j+1%
n+1
ε,j+1 =: e
n+1
j+1 =
=
1
|Cnj |
∫
Cnj
(
(1 + ζn+1ε,j+1∆a) exp
(
−
∫ ∆a
0
ζε(x, a+ s, t+ εs)ds
)
− 1
)
ρε(x, a, t)dadt
=
1
|Cnj |
∫
Cnj
((
ζn+1ε,j+1 − ζε(x, a, t)
)
∆a+O(∆a2)
)
ρε(x, a, t)dadt ≤ C‖ζε‖W 1,∞x,a,t∆a
2%nε,j ,
for all j ≥ 0. In a similar fashion one derives for n ≥ 1
en0 := |(1 + ∆aζnε,0)%nε,0 − βnε (1− µnε )| ≤ ∆a‖βε‖W 1,∞x,t (1 + ‖ζε‖W 1,∞x,a,t),
while if n = 0,
e00 = |%0ε,0(1 + ∆aζ0ε,0)− β0ε (1− µ0ε)| ≤ ‖ρε‖L∞x,a,t(1 + ∆aζmax) + βmax ≤ C0.
Setting En = ∆a
∑
j∈N |%nε,j − %nε,j |, the previous estimates give for n ≥ 1
En+1 ≤ α(En + C2∆a2)
and
E0 ≤ α(E−1 + C1∆a+ C2∆a2) ≤ C3∆a,
where α := 1/(1 + ∆aζmin) and by definition E
−1 = 0. Combining these estimates leads to
En+1 ≤ C
(
∆a+
α
1− α∆a
2
)
≤ C∆a,
which gives the first result. Using similar arguments as in Lemma Appendix B.2, one can show that∥∥ρε,∆ − ρε∥∥YT . ∆a‖ρε‖UT ,
which gives the second result.
Theorem 3.1. Under hypotheses 2.1 and 2.2, one has
(1 + a)ρε,∆ → (1 + a)ρε
strongly in YT when ∆a goes to zero for ε fixed.
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3.2. Existence, uniqueness and stability of the discrete solution zε,∆
Existence of minimizers relies on the convexity of the Dirichlet norm and is standard as the few
properties listed below (see for instance Lemma 1 and 2, p. 973 17).
Theorem 3.2. Under hypotheses 2.1, 2.2, 2.3, for every n ≥ 0 there exists a minimizer Znε ∈ A of
(3.4), i.e. there exists a minimizing subsequence (Zn,kε )k∈N s.t. as k →∞,
1) Zn,kε ⇀ Z
n
ε weak in H
1(Ω),
2) Zn,kε → Znε strong in L2(Ω),
3) Zn,kε → Znε a.e. x ∈ Ω,
4) Znε ∈ A and thus Znε 6= 0.
A way to insure convergence, when ε or ∆a go to zero, is to obtain some control on a discrete
time derivative of zε,∆, typically an L
2
x,t-bound is obtained in the case of a classical gradient flow
directly from the minimization principle (cf Appendix in 19 and references therein). Here the result
is less immediate : first, in the next lemma, we obtain a dissipation term in the energy estimates.
These estimates provide a uniform bound on the dissipation term. It then appears as a source term
in a closed equation (3.8), on δZ
n+ 12
ε that finally provides these key estimates (cf. Proposition 3.5).
Lemma 3.3. If (%nε,i)(i,n)∈N2 and (Z
n
ε )n∈N, are defined as above, one has :
En+1(Zn+1ε ) +
n∑
m=1
∆tDm ≤ E0(Z0ε) ≤ C, ∀n ∈ N (3.5)
where the dissipation term reads :
Dn := ∆a
2
∫
Ω
∑
j∈N
∣∣Unε,j∣∣2 ζn+1ε,j+1%n+1ε,j+1dx, Unε,j := 1ε
(
Znε −
(Zn−jε + Z
n−j−1
ε )
2
)
,
and we denote by Unε,j the discrete elongation variable for (j, n) ∈ N2. The generic constant C in
(3.5) is independent either of ε or ∆a.
Proof. By definition of the minimization process, one has
En+1(Zn+1ε ) ≤ En+1(Znε ),
since Zn+1ε minimises the energy at time step t = (n+ 1)∆t. This reads
En+1(Zn+1ε ) ≤
∆a
4ε
∫
Ω
∞∑
j=1
(|Znε − Zn+1−jε |2 + |Znε − Zn+1−j−1ε |2)%n+1ε,j dx+
1
2
∫
Ω
|∂xZnε |2dx
≤ ∆a
4ε
∫
Ω
∞∑
j=1
(|Znε − Zn−(j−1)ε |2 + |Znε − Zn−jε |2)
(
%nε,j−1 −
∆t
ε
ζn+1ε,j %
n+1
ε,j
)
dx
+
1
2
∫
Ω
|∂xZnε |2dx.
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Changing the indices in the first summation of the latter right hand side provides
En+1(Zn+1ε ) ≤
∆a
4ε
∫
Ω
∞∑
j=1
(|Znε − Zn−jε |2 + |Znε − Zn−j−1ε |2)%nε,j + %nε,0|Znε − Zn−1ε |2dx−
− ∆a∆t
4ε2
∫
Ω
∞∑
j=1
ζn+1ε,j %
n+1
ε,j (|Znε − Zn+1−jε |2 + |Znε − Zn−jε |2)dx+
+
1
2
∫
Ω
|∂xZnε |2dx
≤En(Znε )−
∆a∆t
2
∫
Ω
∞∑
j=0
|Unε,j |2%n+1ε,j+1ζn+1ε,j+1dx = En(Znε )−∆tDn,
for all n ∈ N. In the last estimates we used the convexity of the square function, writing∣∣Unε,j−1∣∣2 = 1ε2
∣∣∣∣Znε − (Zn−jε + Zn−j+1ε )2
∣∣∣∣2
≤ 1
2ε2
{|Znε − Zn−jε |2 + |Znε − Zn−j+1ε |2} , (3.6)
where j ≥ 1, while for j = 0, one has simply (Unε,0)2 ≤ (δZn− 12ε )2 /(2ε2). For Z0ε, one has simply
that
E0(Z0ε) ≤E0(Z−1ε ) ≤
∥∥Z−1ε ∥∥2H1(Ω) + ∆a4ε
∫
Ω
∞∑
j=1
%0ε,j
(∣∣Z−1ε − Z−jε ∣∣2 + ∣∣Z−1ε − Z−j−1ε ∣∣2) dx.
Using (2.1), one has that for almost every x ∈ Ω and j > 1
|Z−1ε − Z−jε | ≤
Czp(x)
∆t
∫ ∆t
0
|zp(s)− zp(s+ (1− j)∆t)|dt ≤ Czp(x)∆t(j − 1).
Moreover one notices that %0ε,j ≤ %−1ε,j−1 for j ≥ 1. Together these facts allow to give a bound on
E0(Z0ε) uniform with respect to ε and ∆a :
E0(Z0ε) ≤ ε
∥∥(1 + a)2ρI∥∥L1(R+;L∞(Ω))∥∥Czp∥∥2L2(Ω) + ∥∥Z−1ε ∥∥2H1(Ω).
For a.e. x ∈ Ω, we denote by Lnε (x) := ∆a
∑
j∈N %
n
ε,jU
n
ε,j .
Lemma 3.4. For every time tn = n∆t, Znε solves :
(Lnε ,v) +
∫
Ω
λnε Z
n
ε · v dx+ (∂xZnε , ∂xv) = 0, (3.7)
for all v ∈ H1(Ω), and λnε (x) := −Lnε · Znε − |∂xZnε |2, is a L1(Ω) function.
Proof. We take v ∈ H1(Ω), and set
v(τ) :=
Znε + τv
|Znε + τv|
,
because Znε ∈ A for a τ small enough |Znε + τv| is strictly positive and bounded, thus on this interval
v(τ) ∈ A. As Znε minimizes En, i(τ) := En(v(τ)) admits a minimum in τ = 0. This leads to i′(0) = 0,
as ∂τv(0) = (Id − Znε ⊗ Znε )v, this gives
(Lnε , (Id − Znε ⊗ Znε )v) + (∂xZnε , ∂x((Id − Znε ⊗ Znε )v) = 0,
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where the parentheses denote the L2(Ω) scalar product and Id the identity matrix in Rd. As ∂xZnε ·
Znε = 0 for almost every x ∈ Ω, the previous expression transforms into
(Lnε , (Id − Znε ⊗ Znε )v) + (∂xZnε , ∂xv)−
∫
Ω
Znε · v |∂xZnε |2dx = 0,
for all v ∈ H1(Ω). Denoting λnε := −Lnε · Znε − |∂xZnε |2, it is a Lagrange multiplier associated to
the constraint. Thanks to Theorem 3.2 and Lemma 3.3, λn ∈ L1(Ω). Thus, (3.7) together with the
constraint |Znε | = 1 is the Euler-Lagrange system associated to the discrete minimization problem
(3.4).
Proposition 3.3. Under the previous hypotheses, one has the estimate
∀n ∈ {0, . . . , N}, ‖λnε ‖L1(Ω) ≤ C,
where the constant is uniformly bounded with respect to ε,∆a and ∆t.
Proof. As Znε ∈ L∞t H1x uniformly in ε, it is already clear that |∂xZnε |2 belongs to L∞t L1x. It remains
to estimate ‖Lnε · Znε ‖L1(Ω). Since Zn−jε ∈ A for all j ∈ N (this statement uses the first assumption
in hypotheses 2.3, in the case when n− j < 0), a simple computation gives that, for every x ∈ Ω,
(Znε − Zn−jε ) · Znε =
1
2
(
Znε − Zn−jε
)2 ≥ 0, ∀j ∈ N.
This in turn suggests that
1
4ε
∫
Ω

∞∑
j=1
((Znε − Zn−jε )2 + (Znε − Zn−j−1ε )2)%nε,j + (Znε − Zn−1ε )2%nε,0
∆adx
=
∫
Ω
Lnε · Znε dx =
∫
Ω
|Lnε · Znε |dx.
By Lemma 3.3, the first term is bounded for any n ≥ 0. Thanks to the definition of λn, the claim
follows.
Remark 3.1. Proposition 3.3 shows as well that the energy minimization procedure provides a
L∞t L
1
x bound, uniform in ε, on the Lagrange multiplier λε,∆. Direct use of the energy estimates from
Lemma 3.3 and Jensen’s inequality give ‖Lnε ‖L2(Ω) .
√En(Znε )/ε . ε−1/2 which provides only
‖λnε ‖L1(Ω) ≤ C‖Lnε ‖L2(Ω) + ‖∂xZnε ‖2L2(Ω) ≤ O(ε−
1
2 ).
Remark 3.2. The previous result shows that the delay operator Lnε points out of the unit sphere
since by convexity of the square function, Lnε · Znε > 0 for a.e. x ∈ Ω. In the next proposition, we
show that the scalar product is of order ε with respect to the L1x,t norm, which makes sense. Indeed,
when ε is small, Lnε approximates µ1,0∂tz0 which is tangent to the sphere, and thus orthogonal to
z0.
Proposition 3.4. Under hypotheses 2.1, 2.2 and 2.3, one can also show that
‖Lε,∆ · zε,∆‖L1x,t = ∆t
∑
n∈N
∫
Ω
Lnε · Znε dx ≤ εC,
where the constant does not depend on ε.
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Proof. Using again the same idea as in the previous proof, one writes :
∆t
∑
n∈N
∫
Ω
Lnε · Znε dx = ∆t
∆a
ε
∑
n∈N
∫
Ω
∞∑
j=1
ζnε,j
ζnε,j
%nε,j(|Znε − Zn−jε |2 + |Znε − Zn−j−1ε |2)dx ≤
εC
ζmin
,
the latter estimate coming from the dissipation term in the proof of Lemma 3.3.
Here we show one of the key estimates of the paper.
Proposition 3.5. Under hypotheses above, and for ∆t small enough, one has :
N∑
n=1
∆t
{∥∥∥∥Zn+1ε − Znε∆t
∥∥∥∥2
L2(Ω)
+ ε
∥∥∥∥∂xZn+1ε − ∂xZnε∆t
∥∥∥∥2
L2(Ω)
}
≤ C,
where the constant does not depend neither on ε nor on ∆t.
Proof. Recalling the definition of Unε,j one checks easily that
εδU
n+ 12
ε,j + ∆t
δUn
ε,j− 12
∆a
= δZ
n+ 12
ε ∀j ≥ 1,
while Unε,0 = δZ
n− 12
ε /(2ε). Equivalently, because of the specific CFL condition, U
n+1
ε,j+1 = U
n
ε,j +
δZ
n+ 12
ε /ε for all j ≥ 1. Setting Tnε,j = %nε,jUnε,j for j ∈ N, one obtains using (3.1) :
εδT
n+ 12
ε,j + ∆t
δTn
ε,j− 12
∆a
+ ∆tζn+1ε,j T
n+1
ε,j = %
n
ε,j−1δZ
n+ 12
ε ,
which, summing over j ∈ N∗, gives
ε
∑
j≥1
δT
n+ 12
ε,j ∆a− ε∆aTnε,0 + ∆t
∑
j≥1
ζn+1ε,j T
n+1
ε,j ∆a = µ
n
ε δZ
n+ 12
ε .
By definition,
ε∆aTn+1ε,0 ≡ ε∆a%n+1ε,0 Un+1ε,0 = ε∆a
(
%n+1ε,b U
n+1
ε,0 −∆aζn+1ε,0 %n+1ε,0 Un+1ε,0
)
= ε∆a
(
%n+1ε,b
δZ
n+ 12
ε
2ε
− ∆t
ε
ζn+1ε,0 T
n+1
ε,0
)
.
Adding both equations gives :
εδLn+ 12ε + ∆t
∑
j∈N
ζn+1ε,j T
n+1
ε,j ∆a =
(
µnε +
∆a
2
%n+1ε,b
)
δZ
n+ 12
ε ,
since
∑
j∈N T
n
ε,j∆a =
∑
j∈N %
n
ε,jU
n
ε,j∆a = Lnε . Now we make the discrete difference of (3.7) between
steps n+ 1 and n, in order to express δLn+ 12ε as a function of δZn+
1
2
ε . This reads :
(δLn+ 12ε ,v) +
(
∂x
(
δZ
n+ 12
ε
)
, ∂xv
)
+ (δ(λεZε)
n+ 12 ,v) = 0
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We now close the problem solved by δZ
n+ 12
ε :((
µnε +
∆a
2
%n+1ε,b
)
δZ
n+ 12
ε ,v
)
+ ε
(
∂x
(
δZ
n+ 12
ε
)
, ∂xv
)
+ ε
{∫
Ω
λn+1Zn+1ε vdx−
∫
Ω
λnZnεvdx
}
= ∆t
∑
j∈N
ζn+1ε,j T
n+1
ε,j ∆a,v
 . (3.8)
We rewrite the difference
Jn+
1
2 (v) :=
∫
Ω
1
2
{
δλn+
1
2 (Zn+1ε + Z
n
ε ) + (λ
n+1 + λn)(δZ
n+ 12
ε )
}
vdx.
Applying Jn+
1
2 to v = δZ
n+ 12
ε and using that both Zn+1ε and Z
n
ε satisfy the constraint, reduces to :
Jn+
1
2 (δZ
n+ 12
ε ) :=
1
2
∫
Ω
(λn+1 + λn)
∣∣∣δZn+ 12ε ∣∣∣2 dx,
cancelling the term containing the finite differences δλn+
1
2 . Next we use the crucial estimates from
Proposition 3.3, indeed :
Jn+
1
2 (δZ
n+ 12
ε ) ≤
(
‖λn‖L1(Ω) +
∥∥λn+1∥∥
L1(Ω)
)∥∥∥δZn+ 12ε ∥∥∥2
L∞(Ω)
.
In one space dimension, the Gagliardo-Nirenberg estimates (cf. 1, p. 140, Theorem 5.9) provide∥∥∥δZn+ 12ε ∥∥∥2
L∞(Ω)
≤C
∥∥∥δZn+ 12ε ∥∥∥
H1(Ω)
∥∥∥δZn+ 12ε ∥∥∥
L2(Ω)
≤ C
(∥∥∥δZn+ 12ε ∥∥∥2
L2(Ω)
+
∥∥∥∂xδZn+ 12ε ∥∥∥
L2(Ω)
∥∥∥δZn+ 12ε ∥∥∥
L2(Ω)
)
≤ C
(
ε−
1
2
∥∥∥δZn+ 12ε ∥∥∥2
L2(Ω)
+ ε
1
2
∥∥∥∂xδZn+ 12ε ∥∥∥2
L2(Ω)
)
.
Thus setting v = δZ
n+ 12
ε in the weak formulation above and because there is an ε in front of Jn+
1
2
in (3.8) one writes finally :
(µ0,min − 2C
√
ε)
∥∥∥δZn+ 12ε ∥∥∥2
L2(Ω)
+ (ε− Cε 32 )
∥∥∥∂xδZn+ 12ε ∥∥∥2
L2(Ω)
≤ ∆t
∥∥∥∥∥∥
∑
j∈N
ζn+1ε,j T
n+1
ε,j ∆a
∥∥∥∥∥∥
L2(Ω)
∥∥∥δZn+ 12ε ∥∥∥
L2(Ω)
.
Using Young’s inequality on the right hand side above, for ε small enough, one has :
1
∆t
N∑
n=0
∥∥∥δZn+ 12ε ∥∥∥2
L2(Ω)
.
N∑
n=0
∆t
∥∥∥∥∥∥
∑
j∈N
ζn+1ε,j T
n+1
ε,j ∆a
∥∥∥∥∥∥
2
L2(Ω)
. ∆t
N∑
n=0
∫
Ω
∑
j∈N
%nε,j(U
n
ε,j)
2∆a = ∆t
N∑
n=0
Dn ≤ C.
The previous argument provides uniqueness as well :
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Proposition 3.6. Under hypotheses 2.1, 2.2 and 2.3, there exists a unique solution zε,∆ ∈
L∞((0, T ); H1(Ω)) ∩H1((0, T ); L2(Ω)) solving (3.7).
Proof. We use induction arguments to show the claim. We suppose that there exists two solutions
zε,∆,i for i ∈ {1, 2}. We denote by δzk := Zkε,2−Zkε,1, and we write the equation it satisfies for k = 0 : ∞∑
j=1
%0ε,j + %
0
ε,0/2
∆a δz0,v
+ ε(∂xδz0,v) + ε(δλ0zε,2 + λ0ε,1δz0,v) = 0.
Thus choosing v = δz0 and using the same arguments as above implies that δz0 = 0. We suppose
at this point that δzk = 0 for k ≤ n. Then a careful decomposition of Lnε,∆,2 − Lnε,∆,1 leads to
∞∑
j=1
%n+1ε,j + %
n+1
ε,0 /2
∆aδzn+1,v
+ ε(∂xδzn+1,v) + ε(δλn+1zε,2 + λn+1ε,1 δzn+1,v) = 0,
which again, thanks to the lower bound µ0,min established in Lemma (3.1), shows that(µ0,min
2
−√εc1
)∥∥δzn+1∥∥2
L2(Ω)
+ ε(1− c2
√
ε)
∥∥∂xδzn+1∥∥2L2(Ω) ≤ 0,
proving the claim for ε small enough and k = n+ 1. This ends the proof since zε,∆,2 = zε,∆,1.
Proposition 3.7. Under hypotheses 2.1, 2.2 and 2.3, z˜ε,∆, the piecewise linear interpolation of
(Znε )n∈Z satisfies
z˜ε,∆ ∈ C0,
(1−γ)
4 ([0, T ];C0,γ(Ω))
for every γ ∈ (0, 1), the bound is uniform with respect to ∆t and ε. Thus z˜ε,∆ converges strongly in
C0(Ω× [0, T ]) when ∆t goes to zero. Moreover, zε,∆ converges strongly in L∞((0, T );C(Ω)).
Proof. Thanks to Lemma 3.3, z˜ε,∆ belongs to L
∞
t H
1
x uniformly with respect to ε, which shows
weak-? convergence in this space. Weak convergence in H1t L
2
x follows from Proposition 3.5. The
interpolation inequality
‖u‖C0,γ(Ω) ≤ c‖u‖H(γ+1)/2(Ω) ≤ c‖u‖
(1−γ)
2
L2(Ω)‖u‖
(1+γ)
2
H1(Ω)
holds for every u ∈ H1(Ω) and for every γ ∈ (0, 1). Combined with the L∞t H1x bound provided by
Lemma 3.3, this leads to :
‖z˜ε,∆(t2)− z˜ε,∆(t1)‖C0,γ(Ω) ≤ c(t2 − t1)
(1−γ)
4 .
We complete the convergence proof for z˜ε,∆ by an application of the Ascoli-Arzela theorem.
Corollary 3.1. Under the previous hypotheses, the same result can be derived for zε :=
lim∆t→0 zε,∆, i.e.
zε ∈ C0,
(1−γ)
4 ([0, T ];C0,γ(Ω))
for every γ ∈ (0, 1), the bound is uniform with respect to ε. This implies that zε converges to z0
strongly in C0(Ω× [0, T ]) when ε goes to zero.
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Proof. Considering z˜ε,∆, the piecewise continuous function in time, ∂tz˜ε,∆ is bounded in L
2
x,t uni-
formly with respect to ε, thus ∂tz˜ε,∆ ⇀ ∂tzε weakly in L
2
x,t and one has that
‖∂tzε‖L2x,t ≤ lim inf∆→0 ‖∂tz˜ε,∆‖L2x,t = lim inf∆→0
(
∆t
∑
n∈N
∥∥∥δZn+ 12ε /∆t∥∥∥2
L2(Ω)
) 1
2
.
A similar argument provides an L∞t H
1
x bound for zε. One can then follow again the same steps as
in the proof of Proposition 3.7.
4. Convergence when ε is fixed and ∆a goes to 0.
Next, we consider the convergence of Lε,∆(x, t) :=
∑N
n=0 χ(n,n+1)∆t(t)Lnε (x).
Proposition 4.1. Under hypotheses 2.1, 2.2 and 2.3, for every fixed ε > 0, the discrete delay term
converges to the continuous limit when ∆a goes to zero, i.e.∫ T
0
∫
Ω
Lε,∆(x, t)ϕ∆(x, t)dxdt→
∫ T
0
∫
Ω
Lε(x, t)ϕ(x, t)dxdt
for all ϕ ∈ C0([0, T ];L2(Ω)) and ϕ∆(x, t) :=
∑N
n=0 χ(n,n+1)∆t(t)ϕ
n(x) where ϕn(x) :=
∫ (n+1)∆t
n∆t
ϕ(x, t)dt/∆t.
Proof. In what follows the terms that we handle are integrable on the domain Ω× R+ × (0, T ) so
the systematic use of Fubini’s Theorem is implicitly assumed and we freely commute integrals with
respect to space, age and time. We set I∆ :=
∫
Ω
∫ T
0
Lε,∆(x, t) ϕ∆(x, t)dtdx that we split in two
parts :
I∆ :=
1
ε
∫
Ω
∫ T
0
∫
R+
ρε,∆(x, a, t)zε,∆(x, t) ·ϕ∆(x, t)dadtdx
− 1
ε
∫
Ω
∆a
n∑
n=0
∫ (n+1)∆t
n∆t
∞∑
j=0
(
Zn−jε + Z
n−j−1
ε
2
)
·ϕn%nε,jdtdx =:
1
ε
(I1,∆ − I2,∆) .
By Lemma 3.1, µ0,ε,∆ is uniformly bounded with respect to ε, ∆t and ∆a, µ0,ε,∆
?
⇀ µ0,ε in the
weak-? topology in L∞((0, T )× Ω). Moreover since L2((0, T );L2(Ω)) is a separable space, the step
functions in time with values in L2(Ω) are dense. Thus ϕ∆ tends to ϕ strongly in L
2
x,t and the
product zε,∆ϕ∆ converges strongly in L
1(Ω× (0, T )). All this gives :
I1,∆ :=
∫ T
0
∫
Ω
µ0,ε,∆zε,∆ ·ϕ∆dxdt→
∫ T
0
∫
Ω
µ0,εzε ·ϕdxdt.
For the second term, one first defines
C
n
j := {(a, t) ∈ Cnj s.t. t > εa+ (n− j)∆t}, Cnj := {(a, t) ∈ Cnj s.t. t < εa+ (n− j)∆t},
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and then one has :
I2,∆ =
∫
Ω
N∑
n=0
∞∑
j=0
{∫
C
n
j
Zn−jε ·ϕn%nε,jdadt+
∫
Cnj
Zn−j−1ε ·ϕn%nε,jdadt
}
dx
=
∫
Ω
N∑
n=0
∞∑
j=0
∫
Cnj
zε,∆(x, t− εa) ·ϕ∆(x, t)ρε,∆(x, a, t)dadtdx
=
∫
Ω
∫
R+×(0,T )
zε,∆(x, t− εa) ·ϕ∆(x, t)ρε,∆(x, a, t)dadtdx.
We consider the convergence of the term zε,∆(x, t− εa)ϕ∆(x, t) on Ω×{(a, t) ∈ R+× (0, T ) s.t. t >
εa} : ∣∣∣∣∣
∫ T
0
∫
Ω
∫ t
ε
0
(zε,∆(x, t− εa) ·ϕ∆(x, t)− zε(x, t− εa) ·ϕ(x, t)))ρε,∆da dxdt
∣∣∣∣∣ ≤
≤ T
√
T
ε
(
‖ϕ∆‖L∞t L2x‖zε,∆ − zε‖L2x,t + ‖zε‖L∞t L2x‖ϕ∆ −ϕ‖L2x,t
)
∼ o∆a(1)
and thus in a similar manner, as for I1,∆, one proves the convergence of I2,1,∆ :=∫ T
0
∫
Ω
∫ t
ε
0
ρε,∆(x, a, t) zε,∆(x, t−εa)·ϕ∆dadxdt. On the other hand, on Ω×{(a, t) ∈ R+×(0, T ) s.t. t <
εa}, one has that :
I2,2,∆ :=
∫ T
0
∫
Ω
∫ ∞
t
ε
ρε,∆(x, a, t)(zε,∆(x, t− εa)− zε(x, t− εa)) ·ϕ∆(x, t)dadxdt
=
1
ε
∫ T
0
∫
Ω
∫
R−
ρε,∆
(
x,
t− a˜
ε
, t
)
(zp,∆(x, a˜)− zp(x, a˜)) ·ϕ∆(x, t)da˜dxdt
=
1
ε
∫ T
0
∑
n<0
∫ (n+1)∆t
n∆t
ess sup
x∈Ω
ρε,∆
(
·, t− a˜
ε
, t
)∥∥Znp − zp(·, a˜)∥∥L2x‖ϕ∆(·, t)‖L2xda˜dt.
A simple computation shows that if a˜ ∈ (n, n+ 1)∆t then∥∥Znp − zp(·, a˜)∥∥L2x ≤ ∆t‖∂tzp‖L∞t L2x ,
which gives then that
|I2,2,∆| ≤ ∆t‖∂tzp‖L∞(R−;L2(Ω))‖ϕ∆‖L∞t L2x
∫
R+×(0,T )
ess sup
x∈Ω
ρε,∆(x, a, t)dadt
≤ C∆t‖∂tzp‖L∞(R−;L2(Ω))‖ϕ∆‖L∞t L2xT.
In a similar way, one proves, thanks to hypotheses 2.3, that∣∣∣∣∣
∫ T
0
∫
Ω
∫ ∞
t
ε
(ρε,∆(x, a, t)− ρε(x, a, t))zε(x, t− εa) ·ϕ∆(x, t)dadxdt
∣∣∣∣∣
≤ ‖(ρε,∆ − ρε)(1 + a)‖L1a,tL∞x
(
‖zp(·, 0)‖L2x +
∥∥Czp∥∥L2x) ‖ϕ∆‖L∞t L2x ∼ o∆a(1).
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For the last part, on Ω× {(a, t) ∈ R+ × (0, T ) s.t. t < εa}, one has that :
J2,3,∆ :=
∫ T
0
∫
Ω
∫ ∞
t
ε
ρε(x, a, t)zp(x, t− εa)) · (ϕ∆(x, t)−ϕ(x, t))dadxdt
≤ sup
t∈(0,T )
∫
R+
(1 + a)ess sup
x∈Ω
ρε(x, a, t)da
(
‖zp(·, 0)‖L2x +
∥∥Czp∥∥L2x) ‖ϕ∆ −ϕ‖L1tL2x
∼ o∆a(1),
which proves that∫ T
0
∫
Ω
∫
R+
ρε,∆(x, a, t)zε,∆(t− εa) ·ϕ∆(x, t)− ρε(x, a, t)zε(t− εa) ·ϕ(x, t)dx da dt→ 0
and ends the proof.
Theorem 4.1. Under hypotheses above, there exists a unique zε ∈ H1((0, T ); L2(Ω)) ∩ L∞((0, T );
H1(Ω)) solving, for almost every t ∈ (0, T ),
(Lε(·, t),v) + (∂xzε(·, t), ∂xv) +
∫
Ω
λε(x, t)zε(x, t) · v(x)dx = 0, ∀v ∈ H1(Ω), (4.1)
where the brackets denote the L2(Ω) scalar product and the Lagrange multiplier λε = −Lε ·zε−|∂xzε|2
is an L∞((0, T );L1(Ω)) function uniformly with respect to ε. Moreover, for every (x, t) ∈ Ω× [0, T ],
|zε(x, t)| = 1.
Proof. By Proposition 4.1, the convergence of Lε,∆ is proved. Since ∂xzε,∆ ∈ L∞t L2x uniformly with
respect to ε,∆a and ∆t, one has∫ T
0
(∂xzε,∆, ∂xϕ∆)dt→
∫ T
0
(∂xzε, ∂xϕ)dt,
where again ϕ ∈ C0([0, T ]; H1(Ω)) and ϕ∆(x, t) :=
∑N
n=0 χ(n,n+1)∆t(t)ϕ
n(x) where ϕn(x) :=∫ (n+1)∆t
n∆t
ϕ(x, t)dt/∆t. Since L∞t Mx is the dual space of L
1
tCx which is separable, the bounded
sets in L∞t Mx are compact for the weak-? topology σ(L
∞
t Mx, L
1
tCx), we denote by 〈·, ·〉, the duality
brackets associated to this dual paring. Defining Jε to be
Jε :=
∣∣∣∣∣
∫ T
0
∫
Ω
λε,∆zε,∆ ·ϕ∆(x, t)dxdt− 〈λε, zε ·ϕ〉
∣∣∣∣∣ ≤
∫ T
0
∫
Ω
|λε,∆zε,∆||ϕ∆ −ϕ|dxdt
+
∫ T
0
∫
Ω
|λε,∆ϕ||zε,∆ − zε|dxdt+
∣∣∣∣∣
∫ T
0
∫
Ω
λε,∆zε ·ϕdxdt− 〈λε, zε ·ϕ〉
∣∣∣∣∣
≤‖λε,∆‖L∞t L1x‖zε,∆‖L∞x,t‖ϕ∆ −ϕ‖L1tCx + ‖λε,∆‖L∞t L1x‖ϕ∆‖L∞x,t‖zε,∆ − zε‖L∞x,t
+
∣∣∣∣∣
∫ T
0
∫
Ω
λε,∆zε ·ϕdxdt− 〈λε, zε ·ϕ〉
∣∣∣∣∣ .
The first term tends to zero thanks to the density of valued step functions in L1tL
2
x, the second term
is small due to the strong convergence of zε,∆ established above, the last one tends to zero thanks
to the weak-? convergence of λε,∆ in L
∞
t Mx. At that point, the solution pair (zε, λε) solves :∫ T
0
∫
Ω
Lε ·ϕ+ ∂xzε · ∂xϕdxdt+ 〈zε ·ϕ, λε〉 = 0, (4.2)
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for every ϕ ∈ C0([0, T ]; H1(Ω)). Setting ϕ(x, t) = zε(x, t)θ(x, t) with θ ∈ D(Ω × (0, T )), in (4.2),
proves that for almost every (x, t) ∈ Ω× (0, T ), λε = −Lε · zε − |∂xzε|2 < 0 and the right hand side
is a L∞t L
1
x function.
Taking now ϕ(x, t) = v(x)ψ(t) for any v ∈ H1(Ω) and ψ ∈ D(0, T ) shows that (4.1) holds a.e.
t ∈ (0, T ) for any v ∈ H1(Ω).
An easy computation shows that
0 ≤ 1− |z˜ε,∆| ≤
∑
n∈N
χ(n∆t,(n+1)∆t)(t)
(t− n∆t)
∆t
∣∣∣δZn+ 12ε ∣∣∣ ,
which gives that
‖1− |z˜ε,∆|‖2L2x,t ≤ ∆t
N∑
n=0
1
∆t
∥∥∥δZn+ 12ε ∥∥∥2
L2x
. ∆t
thanks to Proposition 3.5. Then a triangular inequality gives :
‖|zε| − 1‖L2x,t ≤ ‖|zε| − |z˜ε,∆|‖L2x,t + ‖1− |z˜ε,∆|‖L2x,t ≤ ‖zε − z˜ε,∆‖L2x,t + ‖1− |z˜ε,∆|‖L2x,t .
As the right hand side is arbitrary small, the left hand side is zero. Thus the constraint is fulfilled
a.e. in Ω× (0, T ). Thanks to Corollary 3.1, zε is a continuous function in time and in space, so the
result holds true everywhere in Ω× (0, T ).
In order to prove uniqueness we assume that there exists two distinct solutions (ziε)i∈{1,2} sharing
the same zp condition for negative times, the same kernel ρε and both solving (4.1) for a.e. t ∈ (0, T ).
We denote by zˆε := z
2
ε − z1ε and it solves :
(Lˆε(·, t),v) + (∂xzˆε(·, t), ∂xv)+
+
1
2
∫
Ω
{
(λ2ε(x, t) + λ
1
ε(x, t))zˆε(x, t) · v + (λ2ε(x, t)− λ1ε(x, t))(z2ε(x, t) + z1ε(x, t)) · v(x)
}
dx = 0
Setting v = zˆε(t) one obtains thanks to the same Gagliardo-Niremberg estimates as in Proposition
3.5 that
(Lˆε, zˆε) + ‖∂xzˆε‖2L2(Ω) ≤
1
2
 ∑
i∈{1,2}
∥∥λiε∥∥L1(Ω)
(ε 12 ‖∂xzˆε‖2L2(Ω) + ε− 12 ‖zˆε‖2L2(Ω))
Making the first term in the left hand side above explicit one writes :
Lˆε(t) · zˆε(t) = 1
ε
(∫
R+
(zˆε(x, t)− zˆε(x, t− εa)) ρε(x, a, t)da
)
· zˆε(x, t)
≥ 1
2ε
(∫
R+
(|zˆε(x, t)|2 − |zˆε(x, t− εa)|2) ρε(x, a, t)da)
=
1
2ε
(
µ0,ε(x, t)|zˆε(x, t)|2 −
∫ t
ε
0
|zˆε(x, t− εa)|2ρε(x, a, t)da
)
In the above equality this contributes to obtain :(µ0,min
2
− ε 12C
)
‖zˆε(·, t)‖2L2(Ω) + (ε− Cε
3
2 )‖∂xzˆε(·, t)‖2L2(Ω)
≤ 1
2
∫ t
ε
0
‖zˆε(·, t− εa)‖2L2(Ω) sup
x∈Ω
ρε(x, a, t)da
January 8, 2020 3:12
From delayed minimizing movements to the harmonic map heat equation 21
since the second term in the left hand side is positive we omit it, setting q(t) := 12‖zˆε(·, t)‖2L2(Ω) and
using that ρε(x, a, t) ≤ βε(x, t) exp(−ζmina), for a.e. x ∈ Ω and t ≥ εa, one obtains that q satisfies :
(µ0,min − ε 12C/2)q(t) ≤ βmax
∫ t
ε
0
exp(−ζmina)q(t− εa)da
which after some easy computations provide that
∫ t
0
exp(ζminτ/ε)q(τ)dτ = 0 which in turn gives
that exp(ζmint)q(t) ≤ 0 and since q(t) is positive by definition this gives that ‖zˆε(·, t)‖L2(Ω) = 0 for
a.e. t, which shows uniqueness.
Proposition 4.2. Under the previous hypotheses, one has
‖Lε · zε‖L1x,t ≤ Cε,
where the constant is independent of ε.
Proof. Using the same arguments as in Proposition 4.1, one shows that Lε,∆ · zε,∆ tends to Lε · zε
in L1x,t as ∆→ 0. Then using the estimate established in Proposition 3.4, one concludes.
5. Convergence when ε goes to zero in the continuous framework
5.1. Convergence of the population of bonds ρε
For sake of conciseness we recall here the main result of Section 5.1 16 in which the convergence of
ρε towards ρ0 solving (1.6) is fully established.
Theorem 5.1. Under assumptions 2.1 and 2.2, one has
H[ρˆε(x, ·, t)] ≤ H[ρε,I(x, ·)− ρ0(x, ·, 0)]e
−ζmint
ε +
2
ζmin
{
‖Rε‖L∞x,a,t + ‖Mε‖L∞x,t
}
with Rε(x, a, t) := −ε∂tρ0(x, a, t) − ρ0(x, a, t)(ζε(x, a, t) − ζ0(x, a, t)) and Mε(x, t) := (βε(x, t) −
β0(x, t))
(
1− ∫∞
0
ρ0(x, a, t) da). These estimates imply supx∈Ω |ρε(x, a, t) − ρ0(x, a, t)| converges
strongly in L1((0, T )×R+, (1 +a)) which give strong convergence in L1(R+× (0, T );L∞(Ω), (1 +a))
when ε goes to zero.
5.2. Study of the initial layer and convergence of continuous and descrete time
derivative of ρε
Here we perform a preliminary analysis in order to obtain limits when ε goes to zero of the transpo-
sition of the delay operator. For this sake we introduce the initial layer and show to what limit ∂tρε
converges in a second step (cf Theorem 5.4). Finally we exhibit the limit to which the delayed part
transfered on ρε of Lε i.e. (ρε(x, a, t+ εa)− ρε(x, a, t))/ε tends as a Banach valued Radon measure
(cf Proposition 5.7).
Proposition 5.1. If f is in UT then its weak derivatives ∂af and ∂tf are in X
′
T . One defines the
corresponding duality brackets as
〈∂af, ϕ〉X′T ,XT := limσ→0
∫
QT
Dσafϕdx da dt
for any ϕ ∈ XT .
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Proposition 5.2. If f is in UT then its weak derivatives ∂af and ∂tf are in Z
′
T . One defines the
corresponding duality brackets as
〈∂af, ϕ〉Z′T ,ZT := limσ→0
∫
QT
Dσafϕdx da dt
for any ϕ ∈ ZT .
For sake of conciseness, the proofs of these propositions are postponed in Appendix B. Using
then these one shows :
Proposition 5.3. Under hypotheses 2.1 and 2.2, the previous convergence result can be extended to
Z ′T where ZT := Cb(QT ;L
1(Ω)). Namely for any ϕ in ZT , there exists a subsequence τk s.t.
〈Dτkt ρε, ϕ〉 → 〈∂tρε, ϕ〉
when k →∞.
In order to identify the limit to which ∂tρε tends when ε goes to zero, (part of the main ingredients
were presented in Proposition 3.2 p. 10, 15, but the space variable was not taken in account), we
define an initial layer, as in 15. Setting t˜ = t/ε, we look for ρ˜0 solution of
∂t˜ρ˜0 + ∂aρ˜0 + ζ0(x, a, 0)ρ˜0 = 0, (x, a, t˜) ∈ Ω× (R+)2,
ρ˜0(x, 0, t˜) = −β0(x, 0)
∫
R+
ρ˜0(x, a, t˜)da, x ∈ Ω, a = 0, t˜ > 0,
ρ˜0(x, a, 0) = ρI(x, a)− ρ0(x, a, 0) =: ρ˜I(x, a), x ∈ Ω, a > 0, t˜ = 0
(5.1)
and we define ρ˜0,ε(x, a, t) := ρ˜0(x, a, t/ε). As in
15, we obtain at the microscopic level global existence
and a priori bounds :
Theorem 5.2. Under hypotheses 2.1 and 2.2, there exists a unique solution ρ˜0 belonging to
C0(R+;L1a(R+;L∞x (Ω)) ∩ L∞(Ω× R+ × R+). Moreover, one has∫
R+
ess sup
x∈Ω
|ρ˜0(x, a, t˜)|da . exp(−ζmint˜), ∀t˜ ∈ R+, (5.2)
sup
τ∈(0,τ0)
∥∥(1 + t˜)Dτt ρ˜0∥∥L1(R+×R+;L∞(Ω)) < C (5.3)
and there exists a subsequence s.t. Dτk
t˜
ρ˜0
?
⇀∂t˜ρ˜0 weak-∗ in the σ(Z ′∞, Z∞) topology.
Proof. The proof of the existence and uniqueness part is easy and follows the same ideas as in 12,15
where one shall only manage the x dependence in addition. A priori estimates on Dτt ρ˜0 are obtained
as in Theorem 2.2 p. 6 15. The last part follows the same ideas as in Propositions 5.1 and 5.2 below.
Corollary 5.1. Under the same hypotheses, one has the scaling
〈∂tρ˜0,ε, ϕ〉Z′T ,ZT = 〈∂tρ˜0, ϕ(·, ·, ε·)〉Z′T/ε,ZT/ε .
Proof. We start from the change of variable t˜ = t/ε, which gives∫
Ω×R+×(0,T )
Dτt ρ˜0,εϕ(x, a, t)dxdadt =
∫
Ω×R+×(0,T/ε)
Dτ˜t ρ˜0(x, a, t˜)ϕ(x, a, εt˜)dxdadt˜,
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where τ˜ = τ/ε, then the right hand side (resp. left hand side) converges up to a subsequence to the
right hand side (resp. left hand side) of the claim by the same arguments as in Propositions 5.1 and
5.2.
Theorem 5.3. Under hypotheses 2.1 and 2.2, one has for any ϕ ∈ Cb(R+;L1x(Ω)),
lim
ε→0
〈∂tρ˜0,ε, ϕ〉Z′T ,ZT = −
∫
Ω×R+
ϕ(x, a) (ρI(x, a)− ρ0(x, a, 0)) dadx,
and we underline that here ϕ does not depend on time.
Proof. Using a priori estimates (5.3), one has
sup
τ∈(0,τ0)
∫ T
ε
0
∣∣∣∣∣Dτt
∫
Ω×R+
ϕ(x, a)ρ˜0(x, a, t)dxda
∣∣∣∣∣ dt ≤ supτ∈(0,τ0)
∫ T
ε
0
∫
Ω×R+
|ϕ(x, a)| |Dτt ρ˜0(x, a, t)| dxdadt
≤ ‖ϕ‖L∞(R+;L1(Ω))‖ρ˜0‖U∞ < C,
where we
recall that U∞ := BV(R+ × R+;L∞(Ω)). This shows that q(t) :=
∫
Ω×R+ ϕ(x, a)ρ˜0(x, a, t)dxda is
a function of bounded variation. Thus there exists a signed Radon measure ν∂tq associated to the
time derivative of q.∫ T/ε
0
dν∂tq = q(T/ε)− q(0) =
∫
Ω×R+
ϕ(x, a)ρ˜0(x, a, T/ε)da−
∫
Ω×R+
ϕ(x, a)ρ˜I(x, a)dxda.
Indeed, the integral
∫ T/ε
0
dν∂tq coincides with the Riemann-Stieltjes integral, thus integration by
parts holds. Moreover one has that∫ T/ε
0
Dτkt q(t)dt→
∫ T/ε
0
dν∂tq
as τ (up to a subsequence) goes to zero. On the other hand∫
QT
Dτt ρ˜0,εϕdxdadt→ 〈∂tρ˜0,ε, ϕ〉Z′T ,ZT
in the weak-? topology σ(Z ′T , ZT ) (as in the proof of Proposition 5.2). Because∫
QT
Dτt ρ˜0,ε(x, a, t)ϕ(x, a)dxdadt =
∫ T/ε
0
D
τ/ε
t q(t˜)dt˜
and the arguments above, one has finally :
〈∂tρ˜0,ε, ϕ〉Z′T ,ZT = q(T/ε)− q(0).
One concludes since |q(T/ε)| . exp(−ζminT/ε) thanks to (5.2).
Proposition 5.4. Under assumptions 2.1 and 2.2, one has
lim sup
τ→0
‖Dτt (ρε − ρ0 − ρ˜0,ε)‖YT ∼ oε(1)
which implies that :
lim
ε→0
∣∣〈∂tρε − ∂tρ0 − ∂tρ˜0,ε, ϕ〉Z′T ,ZT ∣∣ = 0
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for all ϕ ∈ ZT .
Proof. As x is a mute variable in the ρε model, we first establish that :
ess sup
x∈Ω
∫
QT
|Dτt (ρε − ρ0 − ρ˜0,ε)| dadt ∼ oε(1)
using exactly the same arguments as in Proposition 3.2 p.10 15. The method of characteristics gives,
under the hypotheses above :∫
QT
ess sup
x∈Ω
|Dτt (ρε − ρ0 − ρ˜0,ε)| dadt ∼ oε(1)
as the bounds do not depend on τ , the first claim follows. One writes then in the Z ′T , ZT duality
pairing, that
|〈∂tρε − ∂tρ0 − ∂tρ˜0,ε, ϕ〉| ≤ |〈∂tρε −Dτt ρε, ϕ〉|+ |〈∂tρ0 −Dτt ρ0, ϕ〉|
+|〈∂tρ˜0,ε −Dτt ρ˜0,ε, ϕ〉|+ |〈Dτt (ρε − ρ0 − ρ˜0,ε), ϕ〉|.
Thanks to the first statement above, for any fixed δ > 0 and any fixed ϕ ∈ ZT , there exists ε0 s.t.
ε < ε0 implies
|〈Dτt (ρε − ρ0 − ρ˜0,ε), ϕ〉| ≤ ‖Dτt (ρε − ρ0 − ρ˜0,ε)‖YT ‖ϕ‖ZT ≤ δ/2.
By Proposition 5.2, there exists τ0 s.t. τ < τ0 implies
|〈∂tρε −Dτt ρε, ϕ〉|+ |〈∂tρ0 −Dτt ρ0, ϕ〉|+ |〈∂tρ˜0,ε −Dτt ρ˜0,ε, ϕ〉| ≤ δ/2,
which ends the proof.
Proposition 5.5. Under the same hypotheses, there is a limit related to the initial layer : for any
ϕ ∈ ZT ,
lim
ε→0
〈∂tρ˜0,ε, ϕ(·, ·, ·)− ϕ(·, ·, 0)〉Z′T ,ZT = 0.
Proof. We set ψ(x, a, t) := ϕ(x, a, t)− ϕ(x, a, 0), and we use Corollary 5.1, giving that
〈∂tρ˜0,ε, ψ〉Z′T ,ZT = 〈∂tρ˜0, ψ(·, ·, ε·)〉Z′T/ε,ZT/ε .
Next we write :
〈∂tρ˜0,ψ(·, ·, ε·)〉Z′
T/ε
,ZT/ε = 〈∂tρ˜0 −Dτt ρ˜0, ψ(·, ·, ε·)〉Z′T/ε,ZT/ε
+ 〈Dτt ρ˜0, ψ(·, ·, ε·)〉Z′T/ε,ZT/ε =: I1 + I2.
We start with I2 and write :
|I2| ≤
∫
QT
‖ψ(·, a, εt)‖L1(Ω)ess sup
x∈Ω
|Dτt ρ˜0|dadt.
Since ess supx∈Ω |Dτt ρ˜0| is a positive function in L1(QT ), there exists ν a weak-∗ limit in
σ(M1(QT ), C
0(QT )) of the measure ντ associated to it. Because ντ is tight with respect to τ ,
this convergence extends to the weak-∗ topology in σ(Cb(QT )′, Cb(QT )).
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Since ‖ψ(·, a, εt)‖L1(Ω) is a continuous bounded function on QT , converging pointwisely to 0 a.e.
(a, t) ∈ QT , there exists ε0 s.t. for ε < ε0,∫
QT
‖ψ(·, a, εt)‖L1(Ω)dν < δ/3.
From here until the end of the proof, ε is fixed. Thanks to the previous tight convergence result,
there exists a τ0, s.t.∣∣∣∣∫
QT
‖ψ(·, a, εt)‖L1(Ω)dν −
∫
QT
‖ψ(·, a, εt)‖L1(Ω)dντ
∣∣∣∣ ≤ δ/3
and finally there exists τ1 s.t. τ < τ1 implies
|I1| < δ/3
thanks to the weak-∗ convergence in topology σ(Z ′T/ε, ZT/ε). Summing the three terms ends the
proof.
Theorem 5.4. Under hypotheses 2.1 and 2.2, one has
〈∂tρε, ϕ〉Z′T ,ZT →
∫
QT
∂tρ0(x, a, t)ϕ(x, a, t)dxdadt−
∫
Ω×R+
(ρI(x, a)− ρ0(x, a, 0))ϕ(x, a, 0)dxda
for every ϕ ∈ ZT .
Proof. We set
I := 〈∂tρε, ϕ〉 −
∫
QT
∂tρ0ϕdxdadt+
∫
Ω×R+
(ρI(x, a)− ρ0(x, a, 0))ϕ(x, a, 0)dxda
and split this difference adding and subtracting extra terms :
|I| ≤
∣∣∣〈∂tρε − ∂tρ0 − ∂tρ˜0,ε, ϕ〉Z′T ,ZT ∣∣∣+ ∣∣∣〈∂tρ˜0,ε, ϕ− ϕ(·, ·, 0)〉Z′T ,ZT ∣∣∣∣∣∣∣∣〈∂tρ˜0,ε, ϕ(·, ·, 0)〉Z′T ,ZT +
∫
Ω×R+
(ρI(x, a)− ρ0(x, a, 0))ϕ(x, a, 0)dxda
∣∣∣∣∣ =:
3∑
i=1
Ii.
Now for every fixed δ (small), there exists ε0 s.t. ε < ε0 implies I1 < δ/3 thanks to Proposition 5.4,
s.t. I2 < δ/3 thanks to Proposition 5.5, and s.t. I3 < δ/3 thanks to Theorem 5.3, which ends the
proof.
We define
Kε(x, a, t) := aDεat ρε =
ρε(x, a, t+ εa)− ρε(x, a, t)
ε
χPε(a, t),
where Pε := Ω×
{
(a, t) ∈ QT s.t. a < T−tε
}
.
Theorem 5.5. Under hypotheses 2.1 and 2.2, Kε solves the weak problem : for all ψ ∈ ZT∫
QT
ψKεdadtdx = 〈∂tρε, ϕε〉Z′T ,ZT −
∫
QT
ϕε(x, a, t)(a˜D
εa˜
t ζε)ρε(x, a, t)dadtdx, (5.4)
where we set
ϕε(x, a˜, t) := χPε(x, a˜, t)
∫ T−t
ε
a˜
exp
(
−
∫ a
a˜
ζε(x, s, t+ εs)ds
)
ψ(x, a, t)da. (5.5)
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Proof. In order to express the problem solved by Kε, we regularize the data. It gives a pointwise
meaning to an approximation of ∂tρε. For this sake, we regularize the boundary datum and the
off-rate setting :
βδε(x, t) := (1− χδ(t))βε ∗ ωδ,t, ζδε (x, a, t) := ζε ∗ (ωδ,tωδ,a),
where the cut-off function χδ is monotone and C
∞(R+) s.t.
χδ(a) :=
{
1 if a < δ,
0 if a > 2δ,
and ωδ,a and ωδ,t are the standard mollifiers in the a and t variable. For the initial condition we
use as in the Appendix, the specific regularisation of BV functions originally presented in 21,5 for
the real-valued case, and more recently adapted to the vector valued case in Theorem 2.21 7. This
regularisation provides∥∥ρδI − ρI∥∥L1(R+;L∞(Ω)) ≤ δ, ∥∥∂aρδI∥∥L1(R+;L∞(Ω)) ≤ lim supα→0 ‖Dαa ρI‖L1(R+;L∞(Ω)) + δ
One solves (1.3) with initial, boundary and off-rate datum (ρδI , β
δ
ε , ζ
δ
ε ), the solution is denoted ρ
δ
ε.
Together with assumptions 2.1 and 2.2, the time derivative ∂tρ
δ
ε solves :
(ε∂t + ∂a + ζ
δ
ε )∂tρ
δ
ε = ∂tζ
δ
ερ
δ
ε, a > 0, t > 0,
∂tρ
δ
ε(x, 0, t) = ∂tβ
δ
ε(1− µδ0,ε)− βδε∂tµδ0,ε a = 0, t > 0,
ε∂tρ
δ
ε(x, a, 0) = −(∂a + ζδε (x, a, 0))ρδI a >, t = 0,
(5.6)
where µδ0,ε(x, t) =
∫
R+ ρ
δ
ε(x, a, t)da. Since the data of (5.6) is regular, for a fixed x ∈ Ω, existence
results follow from Theorem 2.1 p. 488 12, and thanks to similar arguments as in Proposition 3.1, one
proves as well that ∂tρ
δ
ε is a C
0((0, T );L1(R+;L∞(Ω))) function. One obtains a priori estimates,
uniform in ε, leading to ∂tρ
δ
ε ∈ YT . In the same way as in Propositions 5.1 and 5.2, there is a
limit ∂tρε in the weak-∗ topology σ(Z ′T , ZT ), up to a subsequence. Moreover, using the Lyapunov
functional H[·], one has also that ρδε − ρε ∼ oδ(1) in YT . Now as ∂tρδε is regular enough, one derives
the ODE solved by Kε,{
∂aKδε + ζδε (x, a, t+ εa)Kδε = ∂tρδε − (aDεat ζδε )ρδε, a.e. (x, a, t) ∈ Pε,
Kδε(x, 0, t) = 0, a.e. x ∈ Ω, a = 0, a.e. t > 0.
(5.7)
This can be integrated and gives :
Kδε(x, a, t) := χPε(x, a, t)×
∫ a
0
exp
(
−
∫ a
a˜
ζδε (x, s, t+ εs)ds
){
∂tρ
δ
ε(x, a˜, t)− (a˜Dεa˜t ζδε )ρδε(x, a˜, t)
}
da˜.
Tested against ψ ∈ ZT and integrated on QT , this becomes :∫
QT
ψ(x, a, t)Kδε(x, a, t)dxdadt = −
∫
QT
∫ a
0
exp
(
−
∫ a
a˜
ζδε (s, t+ εs)ds
)
(a˜Dεa˜t ζ
δ
ε )ρ
δ
ε(a˜, t)da˜dadtdx+
+
∫
Ω
∫ T
0
∫ T−t
ε
0
∫ T−t
ε
a˜
exp
(
−
∫ a
a˜
ζδε (x, s, t+ εs)ds
)
ψ(x, a, t)da∂tρ
δ
ε(x, a˜, t)da˜dtdx.
Setting
ϕδε(x, a˜, t) := χPε(x, a˜, t)
∫ T−t
ε
a˜
exp
(
−
∫ a
a˜
ζδε (x, s, t+ εs)ds
)
ψ(x, a, t)da,
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one recovers the regularized version of (5.4). Since ζδε ∈ W 1,∞(QT ), one has ζδε → ζε strongly in
C(K) for any compact K ⊂ QT . Thus one has : ϕδε → ϕε strongly in L∞a,tL1x when δ → 0. Since ϕδε
and ϕε are continuous and compactly supported, the strong convergence occurs as well in ZT . There
exists a subsequence ∂tρ
δ
ε converging in the σ(Z
′
T , ZT ) topology to ∂tρε thus∫
QT
ϕδε∂tρ
δ
εda˜dtdx− 〈∂tρε, ϕε〉Z′T ,ZT
=
∫
QT
(ϕδε − ϕε)∂tρδεda˜dtdx+
∫
QT
ϕε∂tρ
δ
εda˜dtdx− 〈∂tρε, ϕε〉Z′T ,ZT → 0,
when δ goes to zero. Now other arguments using the strong convergence of ρδε justify the claim.
Moreover, ϕε is bounded uniformly with respect to ε. Indeed :
‖ϕε(·, a˜, t)‖L1(Ω) ≤ χPε
∫ T−t
ε
a˜
exp(−ζmin(a− a˜))‖ψ(·, a, t)‖L1(Ω)da,
which gives after taking the sup over QT that
‖ϕε‖ZT ≤ sup
(a˜,t)∈Pε
∫ T−t
ε −a˜
0
exp(−ζmina)da‖ψ‖ZT . ‖ψ‖ZT . (5.8)
Corollary 5.2. Under the previous hypotheses, one has that ‖ϕε(·, a, t)− ϕ0(·, a, t)‖L1x tends to zero
when ε goes to zero, for every fixed (a, t) ∈ QT , where
ϕ0(x, a˜, t) :=
∫ ∞
a˜
ψ(x, a, t) exp
(
−
∫ a
a˜
ζ0(x, s, t)ds
)
da. (5.9)
Proposition 5.6. Under hypotheses 2.1 and 2.2, one has
〈∂tρε, ϕε〉 →
∫
QT
∂tρ0ϕ0dxdadt−
∫
Ω×R+
ϕ0(x, a, 0)(ρI(x, a)− ρ0(x, a, 0))dxda,
where ϕε is defined in (5.5).
Proof. We set ` :=
∫
Ω×R+ ϕ0(x, a, 0)(ρI(x, a)− ρ0(x, a, 0))dxda. As above one has
|〈∂tρε, ϕε〉 − 〈∂tρ0, ϕ0〉+ `| ≤ |〈∂tρε − ∂tρ0 − ∂tρ˜0,ε, ϕε〉|+ |〈∂tρ0, ϕε − ϕ0〉|+
+ |〈∂tρ˜0, ϕε〉+ `| ≤ oε(1) + |〈∂tρ˜0,ε, ϕε〉+ `| =: oε(1) + Jε,
the first term in the right hand side is oε(1) thanks to Proposition 5.4. We focus on the second one :
thanks to Corollary 5.2 and as ess supx∈Ω |∂tρ0(x, a, t)| is an integrable function on QT ,∣∣∣∣∫
QT
(ϕε − ϕ0)∂tρ0dxdadt
∣∣∣∣ ≤ ∫
QT
‖(ϕε − ϕ0) (·, a, t)‖L1(Ω)ess sup
x∈Ω
|∂tρ0(x, a, t)| dadt.
By Lebesgue’s Theorem, the right hand side tends to zero. Using Corollary 5.1, one writes then
Jε =
∣∣∣∣〈∂tρ˜0, ϕε(·, ·, ε·)〉Z′T
ε
,ZT
ε
∣∣∣∣ ≤ ∣∣∣∣〈∂tρ˜0, (ϕε − ϕ0)(·, ·, ε·)〉Z′T
ε
,ZT
ε
∣∣∣∣
+
∣∣∣∣〈∂tρ˜0, ϕ0(·, ·, ε·)− ϕ0(·, ·, 0)〉Z′T
ε
,ZT
ε
∣∣∣∣+ ∣∣∣∣〈∂tρ˜0, ϕ0(·, ·, 0)〉Z′T
ε
,ZT
ε
+ `
∣∣∣∣ = 3∑
i=1
Jε,i.
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Since χ(0,Tε )
(t)‖(ϕε − ϕ0)(·, a, εt)‖L1(Ω) and χ(0,Tε )(t)‖ϕ0(·, a, εt)− ϕ0(·, a, 0)‖L1(Ω) tend to zero for
a.e. (a, t) ∈ (R+)2, by the same arguments as in the proof of Proposition 5.5, one concludes that
Jε,1 and Jε,2 vanish when ε goes to 0. For the last term we use Theorem 5.3, and one concludes.
Now we are in the position to prove
Proposition 5.7. Under hypotheses 2.1 and 2.2, when ε goes to zero,∫
QT
Kε(x, a, t)ψ(x, a, t)dadtdx→
∫
QT
a∂tρ0(x, a, t)ψ(x, a, t)dadtdx−
−
∫
Ω×R+
ϕ0(x, a, 0)(ρI(x, a)− ρ0(x, a, 0))dadx
for all ψ ∈ Cb(QT ) and ϕ0 is defined in (5.9) and depends on ψ.
Proof. Considering the first term in (5.4), Proposition 5.6, shows that :
〈∂tρε, ϕε〉 →
∫
QT
∂tρ0ϕ0dxdadt−
∫
Ω×R+
ϕ0(x, a, 0)(ρI(x, a)− ρ0(x, a, 0))dxda.
On the other hand, hypotheses 2.1, standard arguments and the strong convergence of ρε imply that∫
QT
ϕεa(D
εa
t ζε)ρε(x, a, t)dadtdx→
∫
QT
ϕ0(x, a, t)a∂tζ0(x, a, t)ρ0(x, a, t)dadtdx.
So that finally, one has
lim
ε→0
∫
QT
Kε(x, a, t)ψ(x, a, t)dxdadt =
∫
QT
(∂tρ0 − a∂tζ0ρ0)ϕ0dxdadt−
−
∫
Ω×R+
ϕ0(x, a, 0)(ρI(x, a)− ρ0(x, a, 0))dxda.
As K0(x, a, t) := a∂tρ0(x, a, t) is solving
(∂a + ζ0(x, a, t))K0 = ∂tρ0 − a∂tζ0ρ0, K0(x, 0, t) = 0,
it is explicit and reads :
K0(x, a, t) =
∫ a
0
exp
(
−
∫ a
a˜
ζ0(x, s, t)ds
)
(∂tρ0 − a˜∂tζ0ρ0) da˜.
It is then a matter of check to write∫
QT
K0ψdadtx =
∫
QT
ϕ0 (∂tρ0 − a∂tζ0ρ0) dadtdx,
which ends the proof.
5.3. Convergence of zε
In 16, we derived, uniformly with respect to ε, L∞t L
1
x estimates for ∂tzε. Here we were not able to
obtain this uniformity with respect to ε, and numerical simulations showed that these estimate do
not hold true here. Thus the rest of the paper deals with the asymptotic when ε goes to zero when
only L2x,t compactness for zε is available.
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We consider
Iε(ρε, zε,ψ) := 1
ε
∫
Ω
∫ T
0
∫
R+
ρε(x, a, t) (zε(x, t)− zε(x, t− εa)) daψ(x, t)dtdx
and we want to express the limit of this operator when ε goes to 0.
Theorem 5.6. Under hypotheses 2.1, 2.2 and 2.3, when ε goes to zero, one has that
Iε(ρε, zε,ψ)→
[∫
Ω
ψ(x, t) · z0(x, t)µ1,0(x, t)dx
]t=T
t=0
−
∫
Ω×(0,T )
z0(x, t) · ∂t (µ1,0ψ) dtdx,
where µ1,0(x, t) :=
∫
R+ aρ0(x, a, t)da and for any test function ψ ∈W 1,∞(QT ).
Proof. Splitting the domain of integration,
Iε(ρε, zε,ψ) = 1
ε
∫
Ω
∫ T
0
∫ ∞
T−t
ε
ρε(x, a, t)zε(x, t) ·ψ(x, t)dadtdx
− 1
ε
∫
Ω
∫ T
0
∫ T−t
ε
0
zε(x, t) ·ψ(x, t) (ρε(x, a, t+ εa)− ρε(x, a, t)) dadtdx
− 1
ε
∫
Ω
∫ T
0
∫ T−t
ε
0
zε(x, t) · (ψ(x, t+ εa)−ψ(x, t)) ρε(x, a, t+ εa)dadtdx
− 1
ε
∫
Ω
∫ T
0
∫ ∞
t
ε
ρε(x, a, t)zε(x, t− εa) ·ψ(x, t)dadtdx =: `1 −
∑
i∈{2,3,4}
`i .
Thanks to Appendix A, `1 and `4 tend respectively to
`1 →
∫
Ω
z0(x, T ) ·ψ(x, T )µ1,0(x, T )dx, `4 →
∫
Ω
z0(x, 0) ·
∫
R+
ϕ0(x, a, 0)ρI(x, a)dadx,
where ϕ0(x, a, t) := ψ(x, t)
∫∞
a
exp
(
− ∫ a˜
a
ζ0(x, s, t)ds
)
da˜. By strong convergence established for ρε
and zε, and the Lebesgue’s Theorem, one shows that
`3 →
∫
Ω×R+×(0,T )
z0(x, t) · ∂tψ(x, t)aρ0(x, a, t)dtdadx.
Setting zˆε = zε − z0, and rewriting `2 gives :
`2 =
∫
QT
Kε(x, a, t)zε(x, t) ·ψ(x, t)dadtdx
=
∫
QT
zˆε(x, t) ·ψ(x, t)Kε(x, a, t)dadtdx+
∫
QT
Kε(x, a, t)z0(x, t) ·ψ(x, t)dadtdx.
Thanks to Corollary 3.1 and Proposition 5.7, one concludes that :
`2 →
∫
QT
a∂tρ0(x, a, t)z0(x, t) ·ψ(x, t)dtdadx−
∫
R+
∫
Ω
(ρI(x, a)− ρ0(x, a, 0))z0(x, 0) ·ϕ0(x, a, 0)dadx
then gathering the terms provides that
Iε(ρε, zε,ψ)→
∫
Ω×R+
aρ0(x, a, T )z0(x, T ) ·ψ(x, T )dadx−
∫
QT
a(ρ0z0 · ∂tψ + ∂tρ0z0 ·ψ)dtdadx
−
∫
Ω×R+
ρ0(x, a, 0)ϕ0(x, a, 0)da · z0(x, 0)dx.
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where ϕ0 is defined in (5.9) as a function of ψ. The last term of the previous right hand side can
then be transformed into :∫
Ω
∫
R+
∫ a˜
0
ρ0(x, a, 0) exp
(
−
∫ a˜
a
ζ0(x, s, 0)ds
)
dada˜ψ(x, 0) · z0(x, 0)dx
=
∫
Ω
{∫
R+
aρ0(x, a, 0)da
}
ψ(x, 0) · z0(x, 0)dx =
∫
Ω
ψ(x, 0) · z0(x, 0)µ1,0(x, 0)dx,
since ∂a(aρ0) + ζ0(aρ0) = ρ0, one sees easily that the latter inner integral corresponds exactly to the
integration of the latter ODE.
Theorem 5.7. Under hypotheses 2.1, 2.2 and 2.3, the unique solution zε of the problem 4.1 con-
verges towards the unique solution pair z0 ∈ H1((0, T ); L2(Ω)) ∩ L∞((0, T ); H1(Ω)) satisfying :∫
Ω×(0,T )
µ1,0∂tz0 ·ϕ+ ∂xz0 · ∂xϕ− |∂xz0|2z0 ·ϕ dx dt = 0
for every ϕ ∈ H1((0, T ); L2(Ω)) ∩ L∞((0, T ); H1(Ω)).
Proof. From Theorem 5.6, and stability results above one has that the solution zε satisfy-
ing the weak formulation (4.2) converges strongly in C(Ω × [0, T ]) to z0 ∈ H1((0, T ); L2(Ω)) ∩
L∞((0, T ); H1(Ω)) satisfying :[∫
Ω
ψ(x, t)µ1,0(x, t)z0(x, t)dx
]t=T
t=0
−
∫
QT
z0(x, t)∂t (µ1,0ψ) dtdx
+
∫
Ω×(0,T )
∂xz0 · ∂xϕdx dt+ 〈z0 · ϕ, λ0〉 = 0
together with the constraint |z0| = 1 everywhere in Ω×[0, T ] obtained in the same way as in Theorem
4.1. Then since in the first line of the latter equation all terms are well defined, one can perform an
integration by parts in time and obtain that z0 solves :∫
Ω×(0,T )
µ1,0∂tz0 ·ϕ+ ∂xz0 · ∂xϕ dx dt+ 〈z0 ·ϕ, λ0〉 = 0
again as in Theorem 4.1, choosing the test function to be ϕ = z0θ, with θ ∈ D(Ω × (0, T )), one
proves that for almost every (x, t), λ0 = −|∂xz0|2 which, because z0 belongs to L∞t H1x, is an L1x,t
function. Uniqueness follows the same ideas as in the proof of Theorem 4.1, it is simpler since the
first term is a derivative instead of being a delay term as in (4.1). Indeed, denoting zˆε := z
2
0 − z10,
where (zi0)i∈{1,2} are two distinct solutions, it solves for every v ∈ H1(Ω) and for almost every
t ∈ (0, T ), ∫
Ω
µ1,0∂tzˆε · v + ∂xzˆε · ∂xv + 1
2
{
(λ20 + λ
1
0)zˆε + λˆ0(z
2
0 + z
1
0)
}
· v dx dt = 0
choosing v = zˆε and using Gagliardo-Nirenberg as above, one recovers :
µ0,min
2
d
dt
‖zˆε‖2L2(Ω) + (1− δC)‖∂xzˆε‖2L2(Ω) ≤
C
δ
‖zˆε‖2L2(Ω).
For δ small enough, one neglects the second term in the left hand side. Thanks to Gronwall’s Lemma,
one concludes, since zˆε(x, 0) = 0 for all x ∈ Ω, that ‖zˆε(·, t)‖2L2(Ω) = 0 a.e. t ∈ (0, T ) which shows
the claim.
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Appendix A. Initial and final terms in the weak formulation
Proposition Appendix A.1. Under hypotheses 2.1 and 2.2, one has
`4 =
1
ε
∫
Ω
∫ T
0
∫ ∞
t
ε
ρε(x, a, t)zε(x, t− εa) ·ψ(x, t)dadtdx→
∫
Ω
z0(x, 0) ·
∫
R+
ϕ0(x, a, 0)ρI(x, a)dadx,
where `4 and ϕ0 are defined in the proof of Theorem 5.6
Proof. Using the characteristics, one writes :
`4 =
1
ε
∫
Ω
∫ T
0
∫ ∞
t
ε
ρI(x, a− t/ε) exp
(
−
∫ t
ε
0
ζε
(
x, a+ s− t
ε
, εs
)
ds
)
×
× zp(x, t− εa)ψ(x, t)dadtdx
=
1
ε
∫
Ω
∫ T
0
∫ ∞
0
ρI(x, a˜) exp
(
−
∫ t
ε
0
ζε (x, a˜+ s, εs) ds
)
zp(x,−εa˜)ψ(x, t)da˜dtdx
=
∫
Ω
∫ T/ε
0
∫ ∞
0
ρI(x, a˜) exp
(
−
∫ t˜
0
ζε (x, a˜+ s, εs) ds
)
zp(x,−εa˜)ψ(x, εt˜)da˜dt˜dx.
By the Lebesgue’s Theorem the latter term tends to
lim
ε→0
`4 =
∫
Ω
zp(x, 0)ψ(x, 0)
∫
R+
∫
R+
ρI(x, a)
(
−
∫ t
0
ζ0 (x, a+ s, 0) ds
)
dadtdx
=
∫
Ω
zp(x, 0)
∫
R+
ρI(x, a)ϕ0(x, a, 0)dadx,
where ϕ0(a, t) is defined as
Proposition Appendix A.2. Under hypotheses 2.1 and 2.2, one has
`1 →
∫
Ω
z0(x, T )ψ(x, T )µ1,0(x, T )dx,
where `4 and ϕ0 are defined in the proof of Theorem 5.6.
Proof. Dividing (0, T ) in two equal parts (0, T/2) and (T/2, T ), gives two terms `1,1 and `1,2. For
the first one, we have
`1,1 =
1
ε
∫
Ω×(0,T2 )
∫ ∞
T−t
ε
ρI(x, a− t/ε) exp
(
−
∫ t
ε
0
ζε(x, a− t/ε+ s, εs)ds
)
×
× zε(x, t)ψ(x, t)dadtdx,
=
1
ε
∫
Ω×(0,T2 )
∫ ∞
T−2t
ε
ρI(x, a) exp
(
−
∫ t
ε
0
ζε(x, a+ s, εs)ds
)
zε(x, t)ψ(x, t)dadt dx,
=
∫
Ω×(0, T2ε )
∫ ∞
T
ε −2t
ρI(x, a) exp
(
−
∫ t
0
ζε(x, a+ s, εs)ds
)
zε(x, εt)ψ(x, εt)dadtdx.
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(a, T )
T
2ε
|
Fig. 1. Partition of the age-time domain for the splitting of the `1 terms
Now, we estimate the latter term as
|`1,1| ≤ C
∫
Ω
∫ T
2ε
0
∫ ∞
T
ε −2t
exp(−ζmint)ρI(x, a)dadtdx
=
∫
Ω
∫ T
2ε
0
∫ T
ε
T
ε −2t
exp(−ζmint)ρI(x, a)dadtdx
+
∫
Ω
∫ T
2ε
0
∫ ∞
T
ε
exp(−ζmint)ρI(x, a)dadtdx = `1,1,1 + `1,1,2,
applying Lebesgue’s Theorem shows that `1,1,2 → 0 when ε goes to zero.
`1,1,1 =
∫
Ω
∫ T
ε
0
ρI(x, a)
∫ T
2ε
T
2ε− a2
exp(−ζmint)dtdadx
.
∫
Ω
∫ T
ε
0
ρI(x, a)
(
exp
(
−ζmin
(
T
2ε
− a
2
))
− exp
(
−ζminT
2ε
))
dadx,
. exp
(
−ζminT
2ε
)∫ T
ε
0
‖ρI(·, a)‖L∞x (1 + a)da sup
a∈(0,Tε )
(
exp
(
ζmina
2
)
− 1
)
1 + a
. ε
T
‖(1 + a)ρI‖L1aL∞x .
where in the third line, the function (exp(ζmina/2)−1)/(1+a) is monotone increasing provided that
ζmin > 0, which then gives the result. The term `1,2 can be split in two parts :
`1,2 :=
1
ε
∫
Ω
∫ T
T
2
∫ t
ε
T−t
ε
ρε(x, a, t)zε(x, t)ψ(x, t)dadtdx
+
1
ε
∫
Ω
∫ T
T
2
∫ ∞
t
ε
ρε(x, a, t)zε(x, t)ψ(x, t)dadtdx = `1,2,1 + `1,2,2,
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Using Duhamel’s principle again for t < εa provides :
|`1,2,2| =
∣∣∣∣∣
∫
Ω
∫ T
ε
T
2ε
∫
R+
ρI(x, a) exp
(
−
∫ t
0
ζε(x, a+ s, εs)ds
)
da zε(x, εt)ψ(x, εt)dtdx
∣∣∣∣∣
. exp
(
− T
2ε
)
‖ρI‖L1(R+;L∞(Ω)) → 0.
Finally, we split `1,2,1 in two terms
`1,2,1 =
1
ε
∫
Ω
{(∫ T
T
2
∫ T
2ε
T−t
ε
+
∫ T
T
2
∫ t
ε
T
2ε
)
ρε(x, a, t)zε(x, t)ψ(x, t)dadt
}
dx = `1,2,1,1 + `1,2,1,2.
In a straightforward manner, the latter term goes to zero since
`1,2,1,2 :=
1
ε
∫
Ω
∫ T
T
2
∫ t
ε
T
2ε
ρε(x, a, t)zε(x, t)ψ(x, t)dadtdx
=
1
ε
∫
Ω
∫ T
T
2
∫ t
ε
T
2ε
ρε(x, 0, t− εa) exp
(
−
∫ 0
−a
ζε(x, a+ s, t+ εs)ds
)
zε(x, t)ψ(x, t)dadtdx
≤ βmax
ε
|Ω|‖zεψ‖L∞x,t
∫ T
T
2
∫ t
ε
T
2ε
exp(−ζmina)dadt . exp(−ζminT/(2ε))/ε ∼ oε(1)
where we used that ρε(x, 0, t− εa) is bounded uniformly with respect to ε. The only term remaining
and which should converge to a non-zero limit is
J := `1,2,1,1 :=
1
ε
∫
Ω
∫ T
T
2
∫ T
2ε
T−t
ε
ρε(x, a, t)zε(x, t)ψ(x, t)dadtdx
=
1
ε
∫
Ω
∫ T
2ε
0
∫ T
T−εa
ρε(x, 0, t− εa) exp
(
−
∫ a
0
ζε(x, s, t+ ε(s− a))ds
)
zε(x, t)ψ(x, t)dtdadx.
We denote by ωε := Ω× {(a, t) ∈ R+ × (0, T ) s.t. t ∈ (T/2, T ) and a ∈ ((T − t)/ε, T/ε)}.
J =
1
ε
{∫
ωε
ρˆεzεψdq +
∫
ωε
ρ0zˆεψdq +
∫
ωε
ρ0z0ψdq
}
=
3∑
i=1
Ji,
where ρˆε = ρε − ρ0. Thanks to the Duhamel’s principle applied to ρˆε, one has the estimate |J1| ∼
oε(1). Indeed as in Lemma 5.2
16, when εa < t one can show that |ρˆε(a, t)| . exp(−ζmint/ε) +
(1 + a)2 exp(−ζmina)oε(1), which gives the result. By Lemma 3.4 16, |ρ0(x, a, t)| . exp(−ζmina) and
‖zˆε‖L∞((0,T );L2(Ω)) ∼ oε(1), one has
|J2| .
‖zˆε‖L∞((0,T );L2(Ω))
ε
∫ T
2ε
0
∫ T
T−εa
dt exp(−ζmina)da ∼ oε(1).
In order to prove the limit of J3 we define f(a, t) = a
∫
Ω
ρ0(x, a, t)ψ(x, t)z0(x, t)dx, and write :
|f(a, t)− f(a, T )| ≤a
{
exp(−ζmina)
(
‖z0‖L∞((0,T );L2(Ω)) sup
x∈Ω
|ψ(x, t)−ψ(x, T )|
+‖ψ‖L∞(Ω×(0,T ))‖z0(·, t)− z0(·, T )‖L2(Ω)
)
+‖ψ‖L∞(Ω×(0,T ))‖z0‖L∞((0,T );L2(Ω)) sup
x∈Ω
|ρ0(x, a, t)− ρ0(x, a, T )|
}
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for all a ∈ R+ and all δ > 0 there exists ηi, i ∈ {1, 2, 3} s.t.
∀t ∈ (0, T ) s.t. |t− T | < η1 =⇒ sup
x∈Ω
|ψ(x, t)−ψ(x, T )| < δ
3(1 + a)C exp(−ζmina)‖z0‖L∞t L2x
,
∀t ∈ (0, T ) s.t. |t− T | < η2 =⇒ ‖z0(·, t)− z0(·, T )‖L2(Ω) <
δ
3(1 + a)C exp(−ζmina)‖ψ‖L∞x,t
,
∀t ∈ (0, T ) s.t. |t− T | < η3 =⇒ sup
x∈Ω
|ρ0(x, a, t)− ρ0(x, a, T )| < δ
3(1 + a)‖z0‖L∞t L2x‖ψ‖L∞x,t
,
which means that ∀a ∈ R+, ∀δ > 0 there exists η(a, δ) = mini∈{1,2,3} ηi > 0 s.t.
∀t ∈ (0, T ) s.t. |t− T | < η =⇒ |f(a, t)− f(a, T )| < δ.
Now there exists ε(a, δ) small enough ε < η(a, δ)/(1 + a) s.t. for all t ∈ (T − εa, T ), |t−T | < η, thus∣∣∣∣∣ 1εa
∫ T
T−εa
f(a, t)− f(a, T )dt
∣∣∣∣∣ ≤ 1εa
∫ T
T−εa
|f(a, t)− f(a, T )| dt ≤ δ.
Setting gε(a) =
1
εa
∫ T
T−εa f(a, t)dt and g0(a) = f(a, T ), this shows that there is pointwise convergence
for every fixed a, gε(a)→ g0(a). Moreover,
gε(a) . (1 + a) exp(−ζmina) ∈ L1(R+)
and by the Lebesgue’s Theorem the convergence holds :∫
R+
gε(a)da→
∫
R+
a
∫
Ω
ρ0(x, a, T )z0(x, T ) ·ψ(x, T )dxda =
∫
Ω
µ1,0(x, T )z0(x, T ) ·ψ(x, T )dx
when ε goes to zero.
Appendix B. Functionnal analysis in Banach valued spaces
Proof. [of Proposition 5.1] One has :∣∣∣∣∫
QT
Dσafϕ(x, a, t)dxdadt
∣∣∣∣ ≤ ‖Dσaf‖YT ‖ϕ‖XT
for any ϕ ∈ XT . This proves that Dσaf belongs to X ′T . XT is a separable Banach space. Thus
according to Corollary 3.30 p. 76 4, for any bounded sequence in X ′T there exists a subsequence
converging in the weak-? topology σ(X ′T , XT ). As the bound ‖Dσaf‖YT is uniform with respect to σ,
there exists a weak limit in X ′T denoted g and we define the X
′
T , XT duality pairing as
lim
σk→0
∫
QT
Dσafϕdx da dt = 〈g, ϕ〉X′T ,XT , as τ → 0.
Moreover, g = ∂af in the weak sense i.e. for any ϕ ∈ D(QT ) one has∫
QT
f(x, a, t)∂tϕ(x, a, t)dxdadt = −〈g, ϕ〉X′T ,XT .
The same results hold obviously for ∂tf .
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Proof. [of Proposition 5.2] By Proposition 5.1, there exists a limit ∂af ∈ X ′T and a subsequence
s.t.
Dσka f
?
⇀∂af weak- ? in X
′
T .
First, Dσaf defines a linear continuous functional on ZT :∣∣∣∣∫
QT
Dσafϕ
∣∣∣∣ ≤ ‖Dσaf‖YT ‖ϕ‖ZT . (B.1)
Moreover, one has tightness, for any continuous positive θm(a) s.t. θm ≡ 1 on [0,m] and supp θm ∈
[0,m+ 1]
|〈Dσaf, ϕ(1− θm)〉| ≤
∫
Ω×R+×(0,T )
|Dσaf(x, a, t)ϕ(1− θm)(x, a, t)|dxdadt
≤
∫ T
0
∫
R+
χsuppϕ(1−θm)ess sup
x∈Ω
|Dσaf |dadt‖ϕ(1− θm)‖L∞(QT ;L1(Ω))
≤
∫ T
0
∫ ∞
m
ess sup
x∈Ω
|Dσaf |dadt‖ϕ(1− θm)‖XT ,
the latter term goes to zero as m tends to infinity by the Lebesgue’s Theorem. Now one writes for
any ϕ in ZT
|< Dσja f, ϕ > − < Dσka f, ϕ >| ≤ |< Dσja f, ϕθm > − < Dσka f, ϕθm >|
+ |< Dσja f, ϕ(1− θm) > − < Dσka f, ϕ(1− θm) >| .
For every δ > 0 there exists k0 s.t. for k and j greater than k0 the first term on the right hand side
is smaller than δ/3 by weak-? convergence in σ(X ′T , XT )∗, while the two latter terms can be made
smaller than 2δ/3 due to the tightness proved above. This implies, because R is complete, that there
exists a limit L s.t.
Lj :=< D
σj
a f, ϕ >Z′T ,ZT→ L, when j →∞.
Since for every arbitrary fixed δ there exists j0 s.t. j > j0 implies
|L| ≤ |L− Lj |+ |Lj | ≤ δ + C‖ϕ‖ZT ,
L is also a linear continuous form on ZT thanks to (B.1). By similar arguments as above we identify
this limit with the weak derivative ∂af and we denote < ∂af, ϕ >Z′T ,ZT := L(ϕ) for every ϕ ∈ ZT .
The same proof holds for the time derivative as well.
Lemma Appendix B.1. If f ∈ UT then
sup
(ϕ1,ϕ2)∈D(QT ;L1(Ω))
|ϕi(x,a,t)|≤1, i=1,2
∣∣∣∣∫
QT
f(∂aϕ1 + ∂tϕ2)dx da dt
∣∣∣∣ ≤ ‖f‖YT .
Proof. Taking the test function ϕ ∈ D(QT ;L1(Ω)), one has∣∣∣∣∫
QT
f∂tϕdx da dt
∣∣∣∣ = ∣∣∣∣ limσ→0
∫
QT
f(x, a, t)
ϕ(x, a, t+ σ)− ϕ(x, a, t)
σ
dx da dt
∣∣∣∣
=
∣∣∣∣∣ limσ→0
∫
suppϕ+σet
ϕ(x, a, t+ σ)
f(x, a, t+ σ)− f(x, a, t)
σ
dx da dt
∣∣∣∣∣
≤ lim sup
σ→0
‖Dσt f‖YT ‖ϕ‖XT ≤ ‖f‖UT .
January 8, 2020 3:12
36 V. Miliˇsic´
Lemma Appendix B.2. If f ∈ UT then∫ T−∆t
0
∫
R+
ess sup
x∈Ω
∣∣∣∣f(x, a+ ∆a, t+ ∆t)− ∫ 1
0
f(x, a+ τ∆a, t+ τ∆t)dτ
∣∣∣∣ dsdx da dt
≤ (∆a+ ∆t)‖f‖UT .
Proof. Thanks to Theorem 2.2.1 in 7, since f ∈ UT = BV(R+ × (0, T );L∞(Ω)), there exists a
smooth function fδ ∈ C∞(R+ × (0, T );L∞(Ω)), s.t. for every δ :∥∥f − fδ∥∥
L1(R+×(0,T );L∞(Ω)) ≤ δ,
∥∥∂tfδ∥∥L1(R+×(0,T );L∞(Ω)) +‖∂afδ‖L1(R+×(0,T );L∞(Ω)) ≤ ‖f‖UT + δ
The first estimates imply directly that∫ T−∆t
0
∫
R+
∥∥f(·, a+ ∆a, t+ ∆t)− fδ(·, a+ ∆a, t+ ∆t)∥∥
L∞(Ω)dadt→ 0
as well as∫ T−∆t
0
∫
R+
∥∥∥∥∫ 1
0
f(·, a+ s∆a, t+ s∆t)− fδ(·, a+ s∆a, t+ s∆t)ds
∥∥∥∥
L∞(Ω)
dadt→ 0
as δ → 0. Using that
fδ(x, a+ ∆a, t+ ∆t) = fδ(x, a, t) +
∫ 1
0
∇a,tfδ(x, a+ s∆a, t+ s∆t)ds ·
(
∆a
∆t
)
and∫ 1
0
fδ(x, a+ s∆a, t+ s∆t)ds = fδ(x, a, t) +
∫ 1
0
s
∫ 1
0
∇a,tfδ(x, a+ sτ∆a, t+ sτ∆t)dτds ·
(
∆a
∆t
)
one then writes that
fδ(x, a+ ∆a, t+ ∆t)−
∫ 1
0
fδ(x, a+ s∆a, t+ s∆t)ds
=
(∫ 1
0
{
∇a,tfδ(x, a+ s∆a, t+ s∆t)− s
∫ 1
0
∇a,tfδ(x, a+ ss˜∆a, t+ ss˜∆t)ds˜
}
ds
)
·
(
∆a
∆t
)
.
Setting Jδ(x, a, t) := fδ(x, a+ ∆a, t+ δt)− ∫ 1
0
fδ(x, a+ s∆a, t+ s∆t)ds and integrating in age and
time gives that ∥∥Jδ∥∥
YT
≤ 2(∆a+ ∆t)∥∥|∇a,tfδ|∥∥YT ≤ 2(∆a+ ∆t)(∥∥fδ∥∥UT + δ) ,
One concludes thanks to a triangular inequality.
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