Cancer is a primary cause of morbidity and mortality worldwide. The radiotherapy plays a more and more important role in cancer treatment. In the radiotherapy, the dose distribution maps in patient need to be calculated and evaluated for the purpose of killing tumor and protecting healthy tissue. Monte Carlo (MC) radiation transport calculation is able to account for all aspects of radiological physics within 3D heterogeneous media such as the human body and generate the dose distribution maps accurately. However, an MC calculation for doses in radiotherapy usually takes a great mass of time to achieve acceptable statistical uncertainty, impeding the MC methods from wider clinic applications. Here we introduce a convolutional neural network (CNN), termed as Monte Carlo Denoising Net (MCDNet), to achieve the acceleration of the MC dose calculations in radiotherapy, which is trained to directly predict the high-photon (noise-free) dose maps from the low-photon (noise-much) dose maps. Thirty patients with postoperative rectal cancer who accepted intensity-modulated radiation therapy (IMRT) were enrolled in this study. 3D Gamma Index Passing Rate (GIPR) is used to evaluate the performance of predicted dose maps. The experimental results demonstrate that the MCDNet can improve the GIPR of dose maps of 1×10 7 photons over that of 1×10 8 photons, yielding over 10× speed-up in terms of photon numbers used in the MC simulations of IMRT. It is of great potential to investigate the performance of this method on the other tumor sites and treatment modalities.
Introduction
Cancer is a disease that seriously threatens human health and life. According to the global cancer statistics report in 2018 provided by the International Agency for Research on Cancer, with a focus on geographic variability across 20 world regions, there is 18.1 million new cases of cancer and 9.6 million deaths from cancer in 2018 [1] . Cancer is a primary cause of morbidity and mortality worldwide, in every world region, and irrespective of the level of human development. At present, radiotherapy has been a universal method of cancer treatment. In the radiotherapy, the dose distribution maps in patient need to be calculated and evaluated for the purpose of killing tumor and protecting healthy tissue [2] . Among several methods for dose distribution maps calculation, only "Monte Carlo (MC) radiation transport calculation", a simulation method originally developed and refined for nuclear weapons research in the 1940s at Los Alamos [3] [4] [5] , is able to account for all aspects of radiological physics within 3D heterogeneous media such as the human body. The inherent statistical uncertainty can be controlled to less than 1% which is often more precise than an experimental result. The developments of MC techniques and computers have been closely intertwined, with an exponential increase of the application of MC simulations since digital computers became widely available in the 1950s and 1960s [6] . Today, MC methods are integral to nuclear engineering, radiological medical physics and computational physics owing to powerful and affordable computers [7] [8] [9] . The MC radiation transport community has made available a number of well-tested, large-scale MC code package [10] [11] [12] [13] [14] . However, a mass of photons needs to be simulated for MC dose calculation in radiotherapy to achieve acceptable statistical uncertainty, which can take a long calculation, preventing the MC methods from wider clinic applications [6] . Generally, the MC simulations using fewer photons took less computational time but generated greater statistical noise in the dose maps. If we can remove the noise in the dose maps from fewer photons, it will reduce the MC simulation time and achieve acceleration. Recently, as the development of deep learning, the technique of "image denoising" has been demonstrated as a feasible approach to image quality enhancement [15] [16] [17] , thus opening the door for dose map denoising in the radiotherapy.
In this study, we propose a method to achieve the acceleration of the MC dose calculations in the IMRT using a convolutional neural network (CNN) that is trained to directly predict the high-photon (noise-free) dose maps from the low-photon (noisemuch) dose maps. The core of this method is a Monte Carlo "denoising" CNN algorithmnamed Monte Carlo Denoising Net (MCDNet)that is based on our previous study [16] . Finally, we evaluated the quality of predicted dose distribution maps by comparing voxel-wise dose levels with the high-photon dose maps in terms of Gamma index passing rate. Comparing with the popular accelerated-GPU methods [8, 18] , the advantage of our method is that it can reduce the number of photons while achieving acceptable statistical uncertainty. Therefore, it is also hopeful to combine these two methods in the future.
Material and method

Dataset
Thirty patients with postoperative rectal cancer from between 2015 and 2018 were enrolled in this study. Patients were immobilized with a vacuum bag in the supine position, and the bladder was emptied 1h before the CT scan and then was filled with 500mL of water. Enhanced scanning was performed using a GE CT590 simulated localization machine. The scanning range was from the lower edge of the l-2 vertebra to 5cm below the ischial tubercle with a thickness of 5mm. The CT images were reconstructed to 2.5mm and transmitted to Pinnacle 9.10 planning system (Philips Radiation Oncology Systems, Fitchburg, WI, USA) for the radiotherapy planning design. The clinical target volume (CTV) was delineated by radiation oncologists. A margin of 7 mm was applied around CTV to create the planned target volume (PTV) with consideration of the organ motion and positioning errors. All patients adopted intensity-modulated radiation therapy (IMRT). The delivered plan was generated using equally spaced five fixed coplanar 6 MV photon beams and direct machine parameters optimization (DMPO) technique.
Dose calculation
This study performed radiotherapy dose calculation using a commercial, GPU-accelerated Monte Carlo simulation code ARCHER [19] . The simulation starts at the phase space plane 1 position. ARCHER tracks the particles through patient-dependent components of a built-in Varian Truebeam LINAC head model, including jaws and multi-leaf collimators (MLCs), until the particles arrive at the phase space plane 2 position. A spatial transform ensues to account for the rotation angle of the collimator, gantry, and couch. Once phase space 2 particles emanating from all beams and all control points in a treatment plan are obtained, ARCHER uses the photon-electron transport physics to track them within the patient model constructed from the CT images. Both intensity-modulated radiation therapy (IMRT) simulation and volumetric arc therapy (VMAT) simulation are supported.
ARCHER harnesses multi-GPU acceleration to significantly improve computational performance. The GPU device code is written using the emerging "heterogeneous-compute interface for portability" (HIP) API, so that the source code is capable of being compiled to both Nvidia and AMD GPUs. Low-level optimizations of the ARCHER code ensure the maximal usage of GPU hardware.
In this study, the parameters such as photons energy and beam direction were read from the original DICOM file of the patient. For each patient, the high-photon dose maps and the low-photons dose maps were obtained using 1×10 10 photons and 1×10 7 photons, respectively. To better evaluate the performance of the proposed MCDNet, we also obtained the dose maps using 1×10 8 photons and 1×10 9 photons. Generally, the MC simulations using fewer photons took less computational time but at the cost of increasingly greater statistical noise. Fig. 1 shows the dose maps of varying statistical noise for different photon numbers.
Neural network
To accelerate the Monto Carlo radiation transport simulations, the proposed MCDNet is used to learn the denoising mapping from low-photon-fluence dose maps to high-photon-fluence dose maps. Assuming that and ℎ denote the dose distribution maps from low photons and high photons, respectively, the goal of the denoising process is then to seek a function that can predict a high-photon dose distribution map for a given low-photon dose distribution map:
: → ℎ Fig. 2 illustrates the structure of the proposed MCDNet, which includes an encoder with 5 convolutional layers and a decoder with 5 deconvolutional layers. Each (de)convolutional layer is followed by a ReLU activation function [20] and has 32 filters with the size of 3×3 except for the final layer that has only 1 filter. Four dashed arrow lines in the figure indicate four conveying paths [21, 22] that copy the early feature-maps and concatenate them with the later feature-maps to preserve high-resolution features. A convolutional layer, which has 32 filters with the size of 1×1, is used after the concatenation operation. The solid line in the figure indicates a residual skip connection [23] that sums up the input and output of the MCDNet to reduce the searching space of the network output. The proposed MCDNet is a modified version of the Conveying-Path Convolutional Encoder-decoder (CPCE) used in our previous study for CT image reconstruction denoising [17] . Compared to CPCE, however, MCDNet has two more layers and a residual skip connection from the input to the output for the network to improve the noise distribution in a data-driven manner. With the convolutional network structure, the searching space of the network output is reduced, making the network converge faster. Furthermore, MCDNet is similar to the well-known U-Net for biomedical imaging segmentation [21] but without the down-sampling operation in U-Net that can lead to the loss of details. Such theoretical analysis ensures that the MCDNet is able to achieve the goals.
EXPERIMENT
Data processing
The 3D dose maps of 30 patients are generated by ARCHER. For the dose maps of each patient, we first cropped the area containing body so that we can pay more attention to the dose region of interest, and then we selected the slices whose max doses are more than ten percent of maximum dose of the patient as training and testing data. Last, all dose maps from 30 patients were normalized into the range of [0, 1].
Training and testing
We divided all patients into 5 groups with six patients per group and adopted the 5-fold cross-validation method for training and testing. In this study, the inputs to the network are the low-photon dose maps from MC simulation using 1×10 7 photons, the ground truth are the high-photon dose maps from MC simulation using 1×10 10 photons. At the training stage, we trained our network on patches with a data augmentation technique to get sufficient training data. Specifically, we extracted the patches of size 32×32 from each dose map with a moving stride being 8, and these patches were randomly rotated with 90, 180, and 270 degrees or flipped horizontally and vertically before fed into the network. The initial learning rate is 0.001, and the initial number of training epoch is 500. We adopted the learning rate decay and early stopping strategy which means that the learning rate is reduced by half when the validation loss has stopped improving in 20 consecutive epochs and the training process is terminated when the validation loss has stopped improving in 40 consecutive epochs. In the testing stage, the inputs of the network are the low-photon dose maps with original size from MC simulation using 1×10 7 photons, the output of network are the predicted highphoton dose maps with the same size.
All experiments were performed on a Linux operation system. Keras was used to implement our neural network with TensorFlow being the backend [24] . The training and testing hardware include (1) GPU: Nvidia GeForce Titan X with 12GB memories, and (2) CPU: Intel Xeon X5650 with 16GB memories.
Loss function
The loss function includes Mean Squared Error (MSE) and Structural Similarity (SSIM) [25] between the output of the network and the reference high-photon dose map patches. The parameters in MCDNet are optimized by minimizing the loss function whose formula is as follows:
where is the total number of training samples, is the hyperparameter that is used to adjust the contribution of MSE part and SSIM part to the total loss. The filter size is 5×5 and moving stride is 1×1 in the SSIM. In this study, we first used the MSE part and the SSIM part alone as loss function to train the neural network. Then, according to the values of MSE loss and SSIM loss in the training set, we set to be 0.01 in order to ensure the comparative contribution between MSE part and SSIM part; this is more flexible than the loss used in [26] that empirically fixed the weights between MSE and SSIM. We adopt the Adam algorithm to update the parameters [27] . The gradients of the parameters are computed using a back-propagation algorithm [28] .
Evaluation standard
In the radiation therapy community, the Gamma Test [29] is regarded as a gold standard method to evaluate the accuracy of dose maps. Considering the dose maps from MC simulation with 1×10 10 photons as reference dose maps (i.e., ground truth), we performed a Gamma Test for the predicted dose maps and low-photon dose maps. The distance-to-agreement is 3 mm, and the dose-difference is 3%. The 3D Gamma Index Passing Rate (GIPR) is calculated for the predicted dose maps and low-photon dose maps of each patient.
Results
We used the 5-fold validation method in this study. Table 1 showed the number of dose map patches in each fold. Note that each patch was randomly rotated and flipped in the training stage, which further increases the diversity of training samples. Such a large amount of training data can improve the performance of our network and prevent overfitting. As shown in Fig. 3 , we showed the loss curve in the training and validation sets for one of the models. The training loss and validation loss decrease as the epoch number increases until the 203rd epoch when the training process is stopped. The model which has the lowest loss value in the validation set was saved and used in the later tests. We tested the performance of our proposed method in all 30 patients. The mean GIPRs in different methods were reported in Table 2 . We regarded the dose maps from MC simulation with 1×10 10 photons as the gold standard and calculated the GIPR of input dose maps and predicted dose maps. It can be seen that the GIPR of input dose maps is improved to 0.9820 from 0.7849 after using the MCDNet. To better evaluate the performance of MCDNet, the GIPR of dose maps from MC simulation with 1×10 8 and 1×10 9 photons are also calculated. We can see that the GIPR of predicted dose maps from MCDNet is between MC simulation with 1×10 8 photons and MC simulation with 1×10 9 photons, which indicates that the MCDNet can yield over 10× speed-up in terms of photon numbers used in the MC simulations. In Fig. 4 , we showed two examples of the dose maps predicted by MCDNet and simulated by MC with the different number of photons. The dose map in the first row is from the edge slice in a patient, which belongs to low dose area, and the dose map in the second row is from the center slice in a patient, which belongs to high dose area. It can be seen that there is much noise in the dose map from MC simulation with 1×10 7 photons, and even some dose structures are lost. However, according to such noise-much dose map, the MCDNet produces the predicted dose map which is very similar with ground truth, and the most of fuzzy dose structures are restored in the predicted dose map as indicated by the red arrows. In addition, we can see that the noise in the predicted dose map is also less than that of the dose map from 1×10 8 photons. These results suggested that the MCDNet has the great potential to predict high-photon dose map from low-photon dose map. To highlight the superiority of our proposed loss function, we compared the predicted dose maps from the models trained with MSE loss, SSIM loss, and MSE-SSIM loss (our proposed loss). In Fig. 5 , we showed the predicted dose map from edge slice for these three kinds of loss function. As a reference, the input dose map and ground truth are also showed. We can see that it is hard to be restored depending on MSE loss function if the structure is too fuzzy in the input dose map as indicated by the red arrow. However, using the SSIM, it is easier for the network to infer the structure. The reason may be that the MSE loss function tends to reduce the global error and it usually makes the predictions more smooth due to the squared term. While the SSIM loss function tends to preserve the local structure. Therefore, we combined the advantage of these two loss functions in this study. The Gamma Test suggested that the mean GIPRs for the 30 patients are 0.9807 (MSE), 0.9775 (SSIM), and 0.9820 (MSE-SSIM), respectively. Clearly, the MSE-SSIM loss function achieved the best performance. Figure 5 . The comparison of predicted dose maps with different loss functions
Discussion
In the IMRT, the tumor is irradiated by multiple beams from different directions, the overlaps of these beams generate some dose structures. For example, we can see the contour of the beam and the high dose target area in the dose map. When the number of the photons in the MC simulation is insufficient, there will be a lot of noise in the dose maps, and the level of noise is different in the different dose area. At the same time, some dose structures thus become very fuzzy and even lost. To keep the local dose structure and remove the noise as much as possible in the low-photon dose maps, we combined the SSIM and the MSE as the loss function to guide the optimization of the MCDNet. The results show that MCDNet is able to learn the heterogeneous noise and predict high-photon dose maps from the low-photon dose maps in the radiotherapy. The limitation of this study is that all dose data are from rectum patients IMRT, we need to further research the generalities of this method in other tumor sites and treatment modalities. In addition, the performance of MCDNet relies heavily on the quality of input dose maps. It is hard to be restored if the dose structure is lost due to much noise in the low-photon dose maps, which can lead to a poor GIPR for the predicted dose maps from MCDNet, so the simulated photon number has a minimum limit for the input dose maps to get an acceptable accuracy in the predicted dose maps. In this study, we just used 1×10 7 photons to generate the input dose maps, and fewer photons are not tested. However, we have proved that it is effective to accelerate MC radiation transport simulation in the dose calculation of IMRT. These limitations do not change the conclusion of this study and can be easily remedied in the future.
Conclusion
In this study, we proposed a method for accelerating Monte Carlo radiation transport simulation in IMRT by a denoising network called MCDNet, which can directly predict high-photon dose maps from low-photon dose. The result suggested that the MCDNet can improve the GIPR of dose maps of 1×10 7 photons over that of 1×10 8 photons. It means that MCDNet can yield over 10× speed-up in terms of photon numbers used in the MC simulations of IMRT. Next, we will further research the performance of this method on the other tumor sites and treatment modalities and investigate novel networks such as quadratic autoencoder and generative adversarial networks [30, 31] .
