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THE BOUNDARY OF THE MODULI SPACE OF QUADRATIC
RATIONAL MAPS
LAURA DEMARCO
Abstract. LetM2 be the space of quadratic rational maps f : P
1
→ P
1, modulo
the action by conjugation of the group of Mo¨bius transformations. In this paper a
compactification X of M2 is defined, as a modification of Milnor’s M2 ≃ CP
2, by
choosing representatives of a conjugacy class [f ] ∈ M2 such that the measure of
maximal entropy of f has conformal barycenter at the origin inR3, and taking the
closure in the space of probability measures. It is shown that X is the smallest
compactification of M2 such that all iterate maps [f ] 7→ [f
n] ∈ M2n extend
continuously to X → M2n , where Md is the natural compactification of Md
coming from geometric invariant theory.
1. Introduction
For each d ≥ 2, let Md = Ratd /PSL2C denote the space of degree d rational
maps f : Cˆ → Cˆ, modulo the action by conjugation of the group of Mo¨bius trans-
formations. The moduli space is a complex orbifold of dimension 2d − 2. Iteration
defines a sequence of regular maps
Φn :Md →Mdn ,
given by [f ] 7→ [fn], where [f ] denotes the conjugacy class of f ∈ Ratd.
The aim of this paper is to define a compactification of the moduli space which
is natural from the point of view of dynamics, and in particular, one on which the
iterate maps are well-defined. Two approaches to this end are presented here, one
using results in geometric invariant theory and one in terms of measures of maximal
entropy. In degree d = 2, the two approaches are shown to be equivalent.
A formal solution. In [Si], Silverman studied a compactification Md of Md, for
each d ≥ 2, by computing the stability criteria for the conjugation action of SL2C
on Ratd →֒ P
2d+1, according to Mumford’s geometric invariant theory. The iterate
maps Φn, however, do not define regular maps from Md to Mdn for any d ≥ 2 and
n ≥ 2 (see §10).
It is possible to define a compactification of the moduli space Md on which it-
eration is well-defined, by resolving the indeterminacy of each rational iterate map
Md 99K Mdn and passing to an inverse limit. Namely, we can define Γn to be the
closure of Md as it sits inside the finite product Md×Md2 × · · · ×Mdn via the first
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n iterate maps (Id,Φ2, . . . ,Φn). There is a natural projection from Γn+1 to Γn for
every n, so we may take the inverse limit over n,
Mˆd = lim
←−
Γn.
The moduli spaceMd is a dense open subset of Mˆd, where a conjugacy class [f ] ∈Md
is identified with the sequence ([f ], [f2], [f3], . . .) in Mˆd. The iterate map Φn :Md →
Mdn extends continuously to Mˆd → Mˆdn , by sending the sequence ([f ], [f
2], [f3], . . .)
to the sequence ([fn], [f2n], [f3n], . . .). It remains to understand the structure of this
space and if there exists a concrete model for Mˆd.
Maximal measures and the barycenter. Given a rational map f ∈ Ratd, let µf
denote the unique probability measure on Cˆ of maximal entropy [Ly],[FLM],[Ma1].
The support of µf is equal to the Julia set of f , and the measure is invariant under
iteration, µfn = µf for all n ≥ 1. The conformal barycenter of µf is its hyperbolic
center of mass, where the the unit ball in R3 is chosen as a model for H3, and the
unit sphere S2 is identified with the Riemann sphere Cˆ via stereographic projection
[DE] (see §8).
For each conjugacy class [f ] ∈ Md, we can choose a barycentered representative
f ∈ Ratd, one such that the conformal barycenter of µf is at the origin in R
3.
The representative is unique up to the action of the compact group of rotations
SO(3) ⊂ PSL2C. If BCM denotes the space of barycentered probability measures
on Cˆ (with the weak-∗ topology), then we obtain a continuous map,
BC : Md → BCM/SO(3).
Let BCM denote the closure of BCM in the space of all probability measures, and
consider the closure of the graph of BC,
Xd = Graph(BC) ⊂Md ×BCM/SO(3).
This defines a new compactification of the moduli space Md.
Quadratic rational maps. In degree d = 2, Milnor showed that the moduli space,
M2 = Rat2 /PSL2C, is an orbifold with underlying complex manifold isomorphic
to C2 [Mi, Lemma 3.1]. The compactification M2 ≃ P
2 has a boundary consisting
of the conjugacy classes of degree 1 rational maps and one degree 0 map. It is
isomorphic to the geometric invariant theory compactification in degree 2 [Si, Thm
1.5].
The main theorem of this paper shows that the compactification X2 of M2 by
barycentered measures is an explicit model for the formal construction of Mˆ2 which
resolves the iterate maps.
Theorem 1.1. The compactifications Mˆ2 and X2 = Graph(BC) of M2 are canon-
ically homeomorphic.
In other words, there is a homeomorphism Mˆ2 → X2 which restricts to the identity
on the moduli space M2. It is not true in general that the compactifications Mˆd and
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Xd are homeomorphic for every d ≥ 2. Examples are given in Section 10. However,
for d = 2 we have the following corollary.
Corollary 1.2. The iterate maps Φn :M2 →M2n extend continuously to X2 → X2n
for every n ≥ 1.
Proof. Let {[fk]}
∞
k=0 be a sequence inM2 such that [fk]→ p ∈ ∂M2 ⊂ X2 as k →∞.
By the definition of X2, there exist representatives fk ∈ Rat2 with barycentered
measures of maximal entropy µfk which converge weakly to a probability measure
ν as k → ∞. By Theorem 1.1, the point p is identified with a unique point in
∂M2 ⊂ Mˆ2, and therefore it has well defined iterates p
n ∈M2n for all n ≥ 1. By the
continuity of Φn : Mˆ2 →M2n and the iterate-invariance of the measures, µfnk = µfk ,
the sequence of iterates Φn([fk]) must converge in X2n to the point (p
n, ν). 
The structure of X2 = Mˆ2. As an inverse limit construction, the space Mˆ2 could
have very complicated structure. In fact, the boundary of M2 in this space can
be fully understood. The first result says Mˆ2 can not be embedded into any finite
dimensional projective space.
Theorem 1.3. No finite sequence of blow-ups of M2 ≃ P
2 is enough to resolve all
of the rational iterate maps Φn :M2 99KM 2n simultaneously.
On the other hand, the space Γn, which is the closure of the graph of (Φ2, Φ3,
. . . ,Φn) in M2×M4×· · ·×M2n has a fairly simple structure, described completely
in Section 7. In particular, there are no ideal points in the inverse limit space
Mˆ2 = limΓn:
Theorem 1.4. Every sequence in Mˆ2 ⊂
∏∞
1 M2n is determined by finitely many
entries.
Topologically, the boundary of M2 in Mˆ2 is obtained from the boundary of M2 in
M2 ≃ P
2 by successively attaching 2-spheres at a countable collection of points in
M2, as in Figure 1.
Outline of the paper. The notation is fixed in Section 2, and a summary of
results from [De] is provided. The geometric invariant theory compactification Md
is defined in Section 3. In Section 4, we show that the iterate map Md → Mdn is
proper. Sections 5 and 6 are devoted to the study of iteration in degree 2, and we
give the proof of Theorem 1.3. Section 7 contains a study of the structure of Mˆ2
and the proof of Theorem 1.4. The space of barycentered measures BCM/SO(3) is
studied in Section 8, and the proof of Theorem 1.1 is contained in Section 9. Section
10 is devoted to a study of the iterate map Md → Mdn in general degrees d ≥ 2.
Some concluding remarks about the definitions of Mˆd and Xd are given in Section
11.
Acknowledgements. The analysis of quadratic rational maps used here appeared
first in [Mi] and, in greater detail, in [Ep] where Epstein studied the structure of
hyperbolic components in M2 and gave the first examples of discontinuity of the
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Figure 1. Boundary of M2 in X2 = Mˆ2.
iterate map at the boundary. In fact, as shown in Sections 5 and 6, Epstein’s
examples are the only examples which demonstrate discontinuity in degree 2. The
geometric invariant theory approach relies on the results in [Si]. I am grateful to
A. Epstein, J. Harris, J. Hubbard, C. McMullen, and J. Milnor for helping me
formulate the results in this paper.
2. Ratd and the probability measures at the boundary
In this section, we fix notation and terminology. We state some facts about the
iterate map Ratd → Ratdn and the measures of maximal entropy from [De].
The compactification Ratd. Let Ratd denote the space of holomorphic maps
f : Cˆ→ Cˆ of degree d with the topology of uniform convergence. For each d, Ratd
is naturally identified with the complement of a hypersurface in
Ratd = PH
0(P1 ×P1,O(d, 1)),
by sending f ∈ Ratd to the section which vanishes along the graph of f . The
space of rational maps Ratd is therefore a smooth, affine variety, and we obtain an
isomorphism Ratd ≃ P
2d+1. Alternatively, each point f ∈ Ratd determines a pair
of degree d homogeneous polynomials, unique up to scale,
f(z : w) = (P (z, w) : Q(z, w)),
and the space of such pairs is P2d+1, parametrized by the coefficients of (P,Q). In
particular,
Ratd ≃ P
2d+1 − V (Res),
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where V (Res) = {(P,Q) : Res(P,Q) = 0} is the resultant hypersurface. In Ratd,
the hypersurface V (Res) corresponds to the collection of all sections with reducible
zero locus.
Given a pair (P,Q), the zeroes of the homogeneous polynomial H = gcd(P,Q), as
points in P1, will be called the holes of the associated f ∈ Ratd and the multiplicity
of a zero the depth of the hole. Each f ∈ Ratd determines a holomorphic map
ϕf = (P/H : Q/H) : P
1 → P1
of degree ≤ d. We will often write
f = (P : Q) = Hfϕf
where Hf = gcd(P,Q).
Coordinates on P1. A point (z : w) ∈ P1 will regularly be identified with z/w ∈
Cˆ. Any distances on Cˆ will be measured in the spherical metric. A ball of radius r
about a point p ∈ Cˆ will be denoted B(p, r).
The measure of maximal entropy. Fix d ≥ 2. Given a rational map f ∈ Ratd,
there is a unique (non-exceptional) probability measure µf on Cˆ such that
1
d
f∗µf = µf
[Ly],[FLM],[Ma1]. The measure µf is of maximal entropy (log d) with support equal
to the Julia set of f . Man˜e´ showed that the function f 7→ µf is continuous from
Ratd to the space of probability measures with the weak-∗ topology [Ma2].
Iteration on Ratd. We provide here a summary of relevant definitions and state-
ments from [De]. The main object of study in [De] is the relation between the iterate
maps, f 7→ fn, extended to Ratd and the extension of the map of maximal measures,
f 7→ µf , to Ratd.
The indeterminacy locus I(d) ⊂ Ratd is the collection of f = Hfϕf with
degϕf = 0 and such that the constant value of ϕf is a hole of f . It has codimension
d+ 1 in Ratd. See Figure 2.
Theorem 2.1. [De, Thm 2] The indeterminacy locus of the iterate map Ratd 99K
Ratdn is I(d) for all n ≥ 2.
Consequently, any element f = Hfϕf ∈ Ratd−I(d) has well-defined forward iterates
fn for all n ≥ 2. A direct computation yields the formula,
fn =
(
n−1∏
k=0
(ϕk∗Hf )
dn−k−1
)
ϕnf
[De, Lemma 7].
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(c)(b)(a)
Figure 2. Graphs in P1 × P1 of f ∈ Rat3: (a) f ∈ Rat3, (b)
f = Hfϕf ∈ ∂Rat3 with degϕf = 2, (c) f ∈ I(3).
Atomic probablity measures. For each f = Hfϕf ∈ ∂ Ratd such that degϕf >
0, a purely atomic probability measure µf is defined by the following triple sum,
µf =
∞∑
n=0
1
dn+1
∑
{Hf (h)=0}
∑
{ϕnf (z)=h}
δz,
where the middle sum is over all holes of f , the inner sum is over all preimages of
those holes, and the outer sum is over all iterates of ϕf , all counted with mulitiplicity.
Because the number of holes is d−degϕf , it is easy to check that µf has total mass
one. For degϕf = 0, we define the probability measure by
µf =
1
d
∑
{Hf (h)=0}
δh.
One can define pull-back of measures by any f 6∈ I(d), and the measure µf is the
unique probability measure satisfying f∗µf = d · µf [De, Prop 10].
Theorem 2.2. [De, Thm 1(a)] Given any sequence {fk} in Ratd converging to
f ∈ ∂Ratd−I(d) in Ratd, the measures of maximal entropy µfk converge weakly to
µf .
We will use the following three lemmas throughout this text. The first two follow
directly from a comparison of the formula for an iterate of f ∈ ∂ Ratd with the
definition of µf . For f = Hfϕf ∈ Ratd, let dh(f) denote the depth of h ∈ P
1 as a
hole of f and let mh(ϕf ) be the multiplicity of z = h as a solution to ϕf (z) = ϕf (h).
Note that mh(ϕf ) = 1 if and only if h is not a critical point of ϕf . By convention,
mh(ϕ) = 0 for all h if ϕ is constant, and the 0-th iterate ϕ
0 is the identity map.
Lemma 2.3. [De, Lemma 5] For each f = Hfϕf ∈ Ratd and z ∈ Cˆ, we have
µf ({z}) =
1
d
∞∑
n=0
mz(ϕ
n
f )dϕnf (z)(f)
dn
.
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Lemma 2.4. [De, Cor 8] For each f ∈ ∂Ratd−I(d), the depths of the holes of the
iterates of f are given by
dz(f
n) = dn−1 · dz(f) +
n−1∑
k=1
dn−1−kmz(ϕ
k
f )dϕkf (z)
(f).
Therefore, the sequence {dz(f
n)/dn : n ≥ 1} is non-decreasing, and
µf ({z}) = lim
n→∞
dz(f
n)
dn
.
Lemma 2.5. [De, Lemmas 14, 15] Suppose {fk} is a sequence in Ratd converging
to f = Hfϕf = (P : Q) in Ratd.
(i) The sequence of rational maps fk converges to ϕf locally uniformly on the
complement of the holes of f in Cˆ, and
(ii) if f has a hole at h of depth dh and neither P nor Q is ≡ 0, then any
neighborhood of h contains at least dh zeroes and poles of fk (counted with
multiplicity) for all sufficiently large k.
We also need some more general results on the structure of the composition map.
Recall the notation from Lemma 2.3.
Lemma 2.6. The composition map
Cd,e : Ratd × Rate 99K Ratde,
which sends a pair (f, g) to the composition f ◦ g, is continuous away from
I(d, e) = {(f, g) = (Hfϕf ,Hgϕg) : ϕg ≡ c and Hf (c) = 0}.
Furthermore, for each (f, g) ∈ Ratd × Rate such that degϕg > 0,
dz(f ◦ g) = d · dz(g) +mz(ϕg) · dϕg(z)(f).
Proof. In the coordinates on Ratd and Rate given by the coefficients of f and g,
the composition map is defined by polynomial functions, so it suffices to show that
Cd,e(f, g) is well-defined for each pair (f, g) 6∈ I(d, e). Write f = (HfPf : HfQf ) =
Hfϕf ∈ Ratd and g = (HgPg : HgPg) = Hgϕg ∈ Rate. Let d
′ = degϕf . The
composition f ◦ g can be computed directly by
Cd,e(f, g) = (Hf (HgPg,HgQg)Pf (HgPg,HgQg) :
Hf (HgPg,HgQg)Qf (QgPg,HgQg))
= (Hg)
d−d′Hf (Pg, Qg)(Hg)
d′(Pf (Pg, Qg) : Qf (Pg, Qg))
= (Hg)
dHf (Pg, Qg) ϕf ◦ ϕg.
By hypothesis, neither Hf (Pg, Qg) nor (Hg)
d vanishes identically and ϕf ◦ ϕg is a
well-defined rational map.
The formula for the depth of the holes of the composition f ◦ g follows directly
from the formula for Cd,e(f, g) above. 
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3. The GIT stability conditions
The action of SL2C by conjugation on Ratd extends to Ratd = PH
0(P1 ×
P1, O(d, 1)) by the diagonal action on P1 × P1. In this section we describe the
stability conditions for this action according to geometric invariant theory (GIT),
computed in [Si]. (See also [MFK].) We relate this notion of stability to the atomic
probability measures µf for f ∈ ∂ Ratd, defined in §2.
Silverman showed that the moduli space Md = Ratd /PSL2C exists as a geomet-
ric quotient scheme which is affine, integral, connected, and of finite type over Z.
Furthermore, Md is a geometric quotient for d even and a categorical quotient for
d odd, and it is proper over Z [Si, Thm 2.1]. His computations led to the following
proposition:
Proposition 3.1. [Si, Prop 2.2] A point f ∈ Ratd is stable (respectively, semistable)
for the conjugation action of SL2C if and only if there are no elements in the
conjugacy class of f of the form
(a0z
d + a1z
d−1w + · · ·+ adw
d : b0z
d + b1z
d−1w + · · ·+ bdw
d)
with ai = 0 for all i < (d − 1)/2 (respectively, i ≤ (d − 1)/2) and bj = 0 for all
j < (d+ 1)/2 (respectively, j ≤ (d+ 1)/2).
Denote the set of stable points by Ratsd ⊂ Ratd and the semistable points by Rat
ss
d ,
and note that Ratsd = Rat
ss
d if and only if d is even. Therefore, the compact GIT
quotients are defined by Md = Rat
s
d /PSL2C for d even and Md = Rat
ss
d //PSL2C
for d odd. Roughly speaking, Ratsd is the largest open PSL2C-invariant subset of
Ratd in which all PSL2C-orbits are closed, and so the quotient space Rat
s
d /PSL2C
is Hausdorff. When d is odd, elements of Ratssd represent the same point in Md if
the closures of their orbits intersect in Ratssd .
The stable and semistable points. The following is a reformulation of Propo-
sition 3.1 in the language of this paper. Let f = Hfϕf and g = Hgϕg be two
elements in Ratd. Then f and g are in the same PSL2C-orbit if and only if there
exists A ∈ PSL2C such that ϕg = AϕfA
−1 and the holes of g are the image un-
der A of the holes of f (and of corresponding depths). For even d ≥ 2, a point
f = Hfϕf ∈ Ratd is stable (or semistable) if
(i) the depth of each hole is ≤ d/2, and
(ii) if the depth of h ∈ P1 is d/2 then ϕf (h) 6= h.
For odd d ≥ 3, a point f ∈ Ratd is stable if
(i) the depth of each hole is ≤ (d− 1)/2, and
(ii) if the depth of h ∈ P1 is (d− 1)/2 then ϕf (h) 6= h,
and f ∈ Ratd is semistable if
(i) the depth of each hole is ≤ (d+ 1)/2, and
(ii) if the depth of h ∈ P1 is (d+ 1)/2 then ϕf (h) 6= h.
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Instability of stability. The property of stability is not generally preserved by
iteration. For example, consider the point h = (zw : z2) ∈ Rat2 which is stable
(h has one hole at z = 0 and ϕh(z) = 1/z). This point h does not lie in the
indeterminacy locus I(2) and therefore has a well-defined second iterate, namely,
h2 = (z3w : z2w2) ∈ Rat4.
The second iterate h2 coincides with the identity map away from a hole of depth 2
at z = 0 and a hole of depth 1 at z =∞. Consequently, h2 is not stable.
As another example, note that any degenerate polynomial is either unstable itself
or will eventually be unstable after iteration. That is, for any 0 < k < d, consider
p = (wkQ(z, w) : wd)
where Q is a homogeneous polynomial of degree d−k such that Q(1, 0) 6= 0, so that
ϕp(z) is the polynomial Q(z, 1) and p has a hole of depth k at z =∞. The iterates
of p are of the form,
pn = (wkd
n−1+k(d−k)dn−2+···+k(d−k)n−1Qn(z, w) : wd
n
),
and pn is unstable for all n such that degQn = (d−k)n is less than or equal to dn/2.
For the examples just mentioned, we can compute the associated probability
measures using Lemma 2.3,
µh =
2
3
δ0 +
1
3
δ∞
and µp = δ∞. The following propositions show that we can read from the measures
that some iterate of h and p will be unstable.
Proposition 3.2. Suppose d is even and f 6∈ I(d). Then fn ∈ Ratdn is stable for
all n ≥ 1 if and only if µf ({z}) ≤ 1/2 for all z ∈ P
1.
Proof. Let dz(f
n) denote the depth of z as a hole of fn. Write f = Hfϕf and
note that ϕfn = ϕ
n
f (see §2). From Lemma 2.4, the hypothesis on µf implies that
dz(f
n) ≤ dn/2 for all z and all n ≥ 1. Suppose for some n and z we have dz(f
n) =
dn/2 and ϕnf (z) = z. The depth of z as a hole of the composition f
2n = fn ◦ fn
must satisfy dz(f
2n) ≥ dn(dn/2) + 1 > d2n/2 by Lemma 2.6, since z is also one of
the preimages of the hole at z for fn, providing a contradiction.
Conversely, suppose that fn is stable for all n. Then, in particular, dz(f
n) ≤ dn/2
for all z and so again by Lemma 2.4, µf ({z}) = limn→∞ dz(f
n)/dn cannot exceed
1/2. 
Proposition 3.3. Suppose d is odd and f 6∈ I(d). Then fn ∈ Ratdn is semi-
stable for all n ≥ 1 if and only if µf ({z}) ≤ 1/2 for all z ∈ P
1. Furthermore, if
µf ({z}) < 1/2 for all z ∈ P
1, then fn is stable for all n ≥ 1.
Proof. Let dz(f
n) denote the depth of z as a hole of fn, and write f = Hfϕf . By
Lemma 2.4, µf ({z}) ≤ 1/2 implies that dz(f
n) ≤ (dn − 1)/2 for all n and z. This
gives the second statement immediately: fn is semi-stable for all n. Conversely, if
fn is semi-stable for all n, then dz(f
n) ≤ (dn + 1)/2 for all n. But in the limit, this
implies that µf ({z}) ≤ 1/2.
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To prove the final statement, note again that µf ({z}) < 1/2 implies that dz(f
n) ≤
(dn − 1)/2 for all n. Suppose that for some n, dz(f
n) = (dn − 1)/2 and ϕnf (z) = z.
Then, by Lemma 2.3 applied to fn,
µfn({z}) ≥
1
dn
∞∑
l=0
(dn − 1)/2
dnl
=
1
2
,
which is a contradiction since µfn = µf . 
Note that the converse to the second statement of Proposition 3.3 is false. There
exist odd degrees d and f ∈ Ratd for which f
n is stable for all n ≥ 1 but with
µf ({z}) = 1/2 for some point z ∈ P
1. Consider, for example, f = (z4w : zw4) ∈
Rat5 which has holes at 0 and ∞, each of depth 1, and ϕf (z) = z
3. Using Lemmas
2.3 and 2.4, it is straightforward to compute that µf (0) = µf (∞) = 1/2 while the
depth of each of the two holes for fn is (5n − 3n)/2 < (5n − 1)/2.
4. Properness of the iterate map on Md
The iterate map Ratd → Ratdn , given by f 7→ f
n, is a regular map between
smooth, affine varieties. It is PSL2C-equivariant since (ϕfϕ
−1)n = ϕfnϕ−1 for all
Mo¨bius transformations ϕ and all n ≥ 1. Therefore it descends to a regular map on
the affine moduli spaces,
Φn :Md →Mdn .
Iteration on Ratd is proper (the preimage of any compact set in Ratdn is compact)
if and only if the degree d is at least 2 [De, Cor 3]. This implies the following.
Proposition 4.1. The iterate map Φn : Md → Mdn is proper for every d ≥ 2 and
n ≥ 1.
Proof. If {[fk]}
∞
k=0 is an unbounded sequence in Md, then every sequence of rep-
resentatives fk ∈ Ratd is unbounded. By properness of iteration on Ratd, every
sequence of iterates {(fk)
n}∞k=0 is unbounded in Ratdn [De, Cor 3]. Consequently,
Φn([fk]) = [(fk)
n] is unbounded in Mdn . 
Since Md is an open dense subset of the GIT compactification Md, the map Φn
defines a rational map on the closures,
Φn : Md 99K Mdn .
In Section 10, we prove that Φn is not regular onMd for any d ≥ 2 and n ≥ 2 (Theo-
rem 10.1). We aim to study the indeterminacy of this rational map in the boundary
of Md. The following lemma begins to address the relationship between the indeter-
minacy of Φn on Md, the stability conditions in Ratd, and the indeterminacy locus
I(d) ⊂ ∂Ratd for the general degree d ≥ 2.
Lemma 4.2. Suppose f ∈ Ratd satisfies f 6∈ I(d) and f
n is stable for some n > 1.
Then
(i) f is stable, and
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(ii) the iterate map Φn is continuous at [f ] ∈Md.
Proof. Write f = Hfϕf . For z ∈ P
1, let dz(f
n) denote the depth of z as a hole of
fn. The sequence {dz(f
n)/dn : n ≥ 1} is non-decreasing by Lemma 2.4.
Suppose first that the degree d is even. Stability of fn implies that dz(f
n) ≤ dn/2
for all z, and therefore dz(f
k) ≤ dk/2 for all k ≤ n and all z. If dz(f
n) = dn/2,
then ϕnf (z) 6= z, and therefore ϕf (z) 6= z so we see that f is stable. It therefore
determines a well-defined point [f ] in Md.
If d is odd, stability of fn implies that dz(f
n) ≤ (dn − 1)/2 for all z. Therefore
dz(f)/d ≤ (d
n − 1)/2dn < 1/2 and so dz(f) ≤ (d − 1)/2 for all z. Furthermore, if
we have dz(f) = (d− 1)/2 with ϕf (z) = z, then
dz(f
n) ≥ dn−1
n−1∑
0
d− 1
2dk
=
dn − 1
2
and ϕnf (z) = z, which contradicts stability.
Recalling that stability in Ratd is an open condition, we see that if [ft] is a family
inMd converging to [f ], then there is a family of stable representatives ft converging
to f in Ratd. Since f 6∈ I(d), the iterates (ft)
n converge to fn in Ratdn . Also, (ft)
n
must be stable for all sufficiently small t, and therefore the iterates of [ft] converge
in Mdn to [f
n]. Therefore, Φn is continuous at [f ] ∈Md. 
Question. Is the converse true, in the sense that if f ∈ I(d) is stable, then Φn
is indeterminate at [f ]? And if f 6∈ I(d) is stable but fn is not stable, then is Φn
indeterminate at [f ]?
The answer is yes in degree d = 2, as we shall see in the following sections. What
makes degree 2 particularly easy for computation is the following observation.
Lemma 4.3. The intersection Ratssd ∩ I(d) in Ratd is empty if and only if d = 2.
Proof. The statement is immediate from the definition of I(d) and Proposition 3.1.

5. The moduli space M2 ≃ C
2
In this section, we collect some fundamental facts about the moduli space of
quadratic rational maps, and we describe completely the indeterminacy locus of the
iterate map
Φn :M2 99K M2n
which sends [f ] to [fn]. We give the proof of Theorem 1.3.
The analysis in this section is based on the work of Milnor and Epstein [Mi], [Ep]
and the isomorphism between Milnor’s compactification M2 ≃ P
2 and the geometric
invariant theory compactification of M2 [Si, Thm 1.5].
The compactification M2 ≃ P
2. Every rational map f : Cˆ→ Cˆ of degree 2 has
three fixed points (solutions to f(z) = z), counted with multiplicity. The derivative
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of f evaluated at a fixed point is called the multiplier of the fixed point. The
multipliers of the fixed points are the solutions to a unique monic polynomial,
x3 − σ1x
2 + σ2x− σ3 = 0,
and the residue formula (applied to the form dz/(z − f(z))) implies the relation
σ3 = σ1 − 2. As the multipliers are conjugacy invariant, the σi define functions
on the moduli space M2 = Ratd /PSL2C. Milnor showed that the pair (σ1, σ2)
naturally parametrizes the moduli space, defining an isomorphism M2 ≃ C
2 [Mi,
Lemma 3.1]. Consequently, a sequence {[fk]} is unbounded in M2 if and only if
some fixed point multiplier of fk tends to infinity.
The boundary of M2 in the compactification M2 ≃ P
2, arising naturally from
Milnor’s isomorphism, corresponds to unordered triples of fixed point multipliers of
the form {a, 1/a,∞} for a ∈ Cˆ. These triples can be identified with the conjugacy
classes of degree 1 and constant maps of the form z 7→ az + 1. Indeed, under the
identification of Milnor’sM 2 with the GIT compactification ([Si, Thm 1.5]), the line
at infinity is parametrized in a two-to-one fashion by a 7→ [Λa] = [Λ1/a] where [Λa]
is the class of the following points in Rat2:
(5.1) Λa(z : w) =


(az(z − w) : w(z − w)), for a ∈ Cˆ− {0, 1,∞},
((z + w)(z −w) : w(z − w)), for a = 1,
((z + w)(z −w) : 0), for a =∞, and
(0 : (z + w)(z − w)), for a = 0.
That is, Λ1 is the parabolic Mo¨bius transformation z 7→ z + 1 with a hole at z = 1,
Λ∞ is the constant infinity map with holes at 1 and −1, Λ0 is the constant 0 with
holes at 1 and −1, and for each a 6= 0, 1,∞, Λa is given by z 7→ az with hole
at z = 1. Recall by Lemma 2.5 that any sequence in Rat2 converging to Λa in
Rat2 will converge to the corresponding degree 0 or 1 map, locally uniformly on the
complement of the holes of Λa.
In this section we prove,
Theorem 5.1. For each n ≥ 2, iteration defines a rational map
Φn :M2 99K M2n
with indeterminacy locus given by
I(Φn) = {[Λa] ∈ ∂M2 : a 6= 1 and a
q = 1 for some 1 < q ≤ n}.
In particular, we have I(Φ2) ⊂ I(Φ3) ⊂ I(Φ4) · · · .
Proof of Theorem 1.3. From Theorem 5.1, we know that the indeterminacy set
of Φn : M2 99K M2n is strictly increasing with n. Therefore, no finite sequence of
blow-ups over points in I(Φn) will suffice to resolve the indeterminacy of all iterate
maps simultaneously. 
For a ∈ Cˆ, let Λa ∈ Rat2 be defined by (5.1). Checking the stability conditions
of §3, we see that each of the points Λa is stable, and these elements represent all
of the stable conjugacy classes in Rat2 − Rat2. Note also that Λa 6∈ I(2) for every
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a ∈ Cˆ and therefore all forward iterates Λna ∈ Rat2n are well-defined by Theorem
2.1.
Lemma 5.2. The iterates Λna ∈ Rat2n are stable for all n ≥ 1 if and only if a ∈ Cˆ
is not a primitive q-th root of unity for any q ≥ 2. For any primitive q-th root of
unity ζ, the iterate Λnζ is stable if and only if n < q.
Proof. By the definition of the atomic probability measures µΛa given in Section 2,
we have
µΛ0 = µΛ∞ =
1
2
δ1 +
1
2
δ−1,
µΛ1 =
1
2
∞∑
k=0
1
2k
δ1−k,
and
µΛa =
1
2
∞∑
k=0
1
2k
δ1/ak
for all a 6= 0, 1,∞. We see immediately that µΛa({z}) ≤ 1/2 for all z ∈ P
1 if only if
a is not a root of unity. By Proposition 3.2, all iterates of Λa must then be stable.
Now let ζ be a primitive q-th root of unity for some q > 1. Writing Λζ = Hζϕζ ,
note that ϕkζ (z) = ζ
kz, so that ϕqζ is the identity map. For each n < q and l =
0, 1, . . . , q− 1, it is easy to compute from Lemma 2.4 that the depths of the holes of
Λnζ are given by
d1/ζl(Λ
n
ζ ) = 2
n−1−l ≤ 2n/2,
and 1/ζ l is not fixed by ϕnζ , so that Λ
n
ζ ∈ Rat2n is stable. On the other hand, we
find that d1(Λ
q
ζ) = 2
q−1 with ϕqζ(1) = 1 so that Λ
q
ζ is not stable. For each n > q,
d1(Λ
n
ζ ) > 2
q−1 so that Λnζ is not stable. 
Epstein’s normal forms. We now follow [Ep]. Suppose f ∈ Rat2 has distinct
fixed points at 0, ∞, and 1, with multipliers α, β, and γ = (2 − α − β)/(1 − αβ),
respectively. Then f can be written
(5.2) fα,β(z) = z
(1 − α)z + α(1− β)
β(1 − α)z + (1− β)
.
If the two critical points of f are distinct from the fixed point at 1, then f is
conjugate to
(5.3) Fγ,δ(z) =
γz
z2 + δz + 1
for some δ ∈ C, where F has critical points at 1 and −1 and a fixed point of
multiplier γ at 0. Interchanging the labelling of the critical points replaces δ with
−δ.
Fix a ∈ Cˆ− {0, 1,∞} and any continuous path p : (0, 1] →M2 such that p(t)→
[Λa] in M2 as t → 0. For any representative of p(t) in Rat2, the fixed points are
distinct, so we can label the multipliers continuously so that α(t)→ a, β(t)→ 1/a,
and γ(t)→∞ as t→ 0. Choose a continuous path p˜ : (0, 1] → Rat2 so that [p˜] = p
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and p˜(t) is normalized as in (5.2). Then p˜(t)→ Λa in Rat2 as t→ 0. If we also label
the critical points of p˜(t), then there is a unique Mo¨bius transformation ϕt which
transforms p˜(t) into normalization (5.3). Then ϕt satisfies
(5.4) ϕt(z) = 1 + z
√
ε(t) + o(
√
ε(t)),
for an appropriate choice of the square root of ε(t) := 1−α(t)β(t), locally uniformly
for z ∈ C [Ep, §3]. See Figure 3.
ft
Ft
1
∞∞
0 0
1
ϕt
Figure 3. Normal forms (5.2) and (5.3) and transformation ϕt for
small t.
Iteration on M2. Fix a ∈ Cˆ − {0, 1,∞}, and let {ft ∈ Rat2 : t ∈ (0, 1]} be a
continuous family such that ft → Λa in Rat2 as t → 0. Recall the definition of the
indeterminacy locus I(2) in Rat2 given in §2. By Theorem 2.1, Λa 6∈ I(2) implies
that the iterates fnt converge in Rat2n to
(5.5) Λna =
(
anz
n−1∏
i=0
(z − w/ai)2
n−1−i
: w
n−1∏
i=0
(z − w/ai)2
n−1−i
)
,
by [De, Lemma 7], and therefore
fnt (z)→ a
nz
as t→ 0, locally uniformly on Cˆ− {1, 1/a, 1/a2 , . . . , 1/an−1} by Lemma 2.5.
Suppose further that a = ζ is a primitive q-th root of unity for some q > 1. Then
the family of q-th iterates {f qt } converges to the identity function as t→ 0, locally
uniformly on Cˆ − {1, ζ, . . . , ζq−1}. However, Epstein showed that if we conjugate
this family by a Mo¨bius transformation satisfying (5.4), then the limit of the q-th
iterate is a degree 2 map with a parabolic fixed point:
Proposition 5.3. [Ep, Prop 2] Let ζ be a primitive q-th root of unity for q > 1,
and suppose that {ft : t ∈ (0, 1]} ⊂ Rat2 is a continuous family normalized as in
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(5.2) such that α(t)→ ζ and β(t)→ 1/ζ as t→ 0. Suppose also that as t→ 0,
α(t)q − 1√
ε(t)
→ τ ∈ Cˆ
for some choice of the square root of ε(t) = 1 − α(t)β(t). Let Ft = ϕ
−1
t ftϕt where
ϕt satisfies (5.4) for this same choice of
√
ε(t). Then
F qt (z)→
{
Gτ (z) = z + τ +
1
z for τ ∈ C
∞ for τ =∞
as t→ 0, locally uniformly on C∗.
The τ2-value for embedded disks. In order to fully understand the iterate map,
Φn : M2 99K M2n ,
defined by [f ] 7→ [fn] on M2, we will need to analyse in more detail the behavior of
the iterates near the boundary point Λζ ∈ Rat2, ζ
q = 1.
Fix q ≥ 2 and ζ a primitive q-th root of unity. Let ∆ : D →֒M2 be an embedded
holomorphic disk such that ∆(0) = [Λζ ]. For q ≥ 3 (so that ζ 6= 1/ζ), we can
holomorphically parameterize two of the fixed point multipliers α(t)→ ζ and β(t)→
1/ζ as t→ 0 and set ε(t) = 1−α(t)β(t). We define the value τ2 ∈ Cˆ for the disk ∆
by
τ2(∆) = lim
t→0
(α(t)q − 1)2
ε(t)
Set τ2(∆) = ∞ for any ∆ ⊂ ∂M2, since ε(t) ≡ 0. If we interchange the labeling
of α and β, the τ2 value is unchanged: for any q ≥ 2, the definition of ε = 1 − αβ
implies that
(5.6) τ2(∆) = lim
t→0
(α(t)q − 1)2
ε(t)
= lim
t→0
(β(t)q − 1)2
ε(t)
.
In the case of q = 2, we are not necessarily able to holomorphically label the fixed
multipliers α(t) and β(t), since both tend to −1 = ζ as t→ 0. Nevertheless, we can
compute τ2(∆) independent of any choice because of the equality in (5.6).
Theorem 5.4. Let ζ be a primitive q-th root of unity for some q ≥ 2, and let ∆
and ∆′ be two holomorphic disks in M 2 such that ∆(0) = ∆
′(0) = [Λζ ]. Then for
each n ≥ q, we have
lim
t→0
Φn(∆(t)) = lim
t→0
Φn(∆
′(t))
in M2n if and only if τ
2(∆) = τ2(∆′).
We will give the proof of Theorem 5.4 in the next section. For now, we complete
the proof of Theorem 5.1, which describes the indeterminacy locus of the iterate
map Φn.
Proof of Theorem 5.1. Let I(Φn) denote the indeterminacy locus of the iterate
map Φn : M2 99K M2n , and consider the family Λa ∈ Rat2 for a ∈ Cˆ defined
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by (5.1). Since M2 ≃ P
2 is smooth, it suffices to show that Φn is discontinuous at
[f ] ∈M2 if and only if [f ] = [Λζ ] for a primitive q-th root of unity ζ, with 1 < q ≤ n.
Suppose a ∈ Cˆ is not a primitive q-th root of unity. By Lemma 5.2, Λna ∈ Rat2n
is stable for all n ≥ 1, so that by Lemma 4.2, [Λa] 6∈ I(Φn) for all n ≥ 1.
Fix q ≥ 2 and let ζ be a primitive q-th root of unity. By Lemma 5.2, the iterate
Λnζ ∈ Rat2n is stable if and only if 1 ≤ n < q, and so by Lemma 4.2, [Λζ ] 6∈ I(Φn)
for all n < q.
Now suppose n ≥ q. By Theorem 5.4, it suffices to show there exist holomorphic
disks ∆ and ∆′ in M2 such that ∆(0) = ∆
′(0) = [Λζ ] and τ
2(∆) 6= τ2(∆′). Define
ft ∈ Rat2 by normal form (5.2) with α(t) = ζ + t and β(t) = 1/ζ + 2t. Then it is
easy to compute that τ2(∆) = 0 for ∆(t) = [ft]. On the other hand, τ
2(∆′) = ∞
for any disk ∆′ ⊂ ∂M2. 
6. The iterate map in degree 2
Fix q ≥ 2 and let ζ be a primitive q-th root of unity. Let Λζ ∈ Rat2 be defined
by equation (5.1). In this section, we prove Theorem 5.4, that the limiting values
of the iterate map Φn : M2 99K M 2n on a holomorphic disk passing through [Λζ ]
depends only on the τ2-value of the disk. We treat the cases of τ2 ∈ C and τ2 =∞
separately (Propositions 6.1 and 6.4).
Proposition 6.1. Fix q > 1 and ζ a primitive q-th root of unity. Suppose that
{ft : t ∈ (0, 1]} ⊂ Rat2 is a continuous family, normalized as in (5.2), such that
α(t) → ζ, β(t) → 1/ζ, and (α(t)q − 1)/
√
ε(t) → τ ∈ C, for some choice of
√
ε(t)
as t → 0. Let ϕt ∈ Aut Cˆ satisfy (5.4) for this choice of
√
ε(t). Then the the n-th
iterate of Ft = ϕ
−1
t ftϕt converges in Rat2n as t→ 0 to the following:
Fq,τ,n =


(z2
n−1
w2
n−1
: 0) for 1 ≤ n < q,
(z2
q−1−1w2
q−1−1(z2 + τzw + w2) : z2
q−1
w2
q−1
) for n = q,
Fq,τ,(nmod q) ◦ (Fq,τ,q)
⌊n/q⌋ for n > q,
where Fq,τ,0 is the identity map.
Recall that by Proposition 5.3, the q-th iterate of Ft converges to Gτ (z) = z+τ+1/z,
locally uniformly onC∗. By Proposition 6.1 (together with Lemma 2.5), Fnt (z)→∞
as t → 0 locally uniformly on the complement of a finite set in Cˆ for all n which
are not multiples of q, and for every n = mq, Fmqt (z) → G
m
τ (z) as t → 0 locally
uniformly on the complement of a finite set in Cˆ.
Lemma 6.2. [Ep, §4, (17)] Fix a ∈ Cˆ−{0, 1,∞} and suppose that {ft : t ∈ (0, 1]} ⊂
Rat2 is a continuous family normalized as in (5.2) such that ft → Λa in Rat2 as
t→ 0. Let ε(t) = 1− α(t)β(t) and let z : (0, 1]→ Cˆ be a continuous path. Then
ft(z(t))
z(t)
=
{
α(t) + o(1) if ε(t) = o(z(t)− 1)
α(t) + o(
√
ε(t)) if
√
ε(t) = o(z(t)− 1)
as t→ 0.
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Proof of Proposition 6.1. For each fixed z ∈ C∗, we have ε(t) = o(ϕt(z)−1) and
therefore, by Lemma 6.2,
ft(ϕt(z))/ϕt(z) = α(t) + o(1).
In particular, ft(ϕt(z))→ ζ, locally uniformly on C
∗. Since ζ 6= 1, we obtain
Ft(z) = ϕ
−1
t ftϕt(z)→∞,
locally uniformly in C∗. By induction we find that ε(t) = o(fn−1t (ϕt(z)) − 1) for
each 1 ≤ n ≤ q, so that
(6.7) fnt (ϕt(z)) = α(t)f
n−1
t (ϕt(z)) + o(1)→ ζ
n
as t→ 0. Consequently, Fnt (z)→∞ locally uniformly in C
∗ for each n < q.
It follows that for each n < q, the limit of Fnt exists in Rat2n as t→ 0: by Lemma
2.5(ii) it must be of the form Fq,τ,n = (z
kwl : 0) for non-negative integers k and
l such that k + l = 2n because the convergence of Fnt (z) → ∞ is uniform away
from 0 and ∞. To determine k and l, it suffices (again by Lemma 2.5) to count the
preimages of 0 by Fnt near both 0 and ∞.
Fix n < q. The iterate fnt → Λ
n
ζ in Rat2n as t→ 0, where Λ
n
ζ is given by equation
(5.5), and Lemma 2.5 implies that fnt (z) → ζ
nz as t → 0, locally uniformly on
Cˆ− {1, 1/ζ, . . . , 1/ζn−1}. Therefore, for all sufficiently small t, there is exactly one
preimage by fnt of z = 1 very close to z = 1/ζ
n. Fix small disks D1 ⊂ D2 around
z = 1. Counting the depths of the holes outside the disk D1, Lemma 2.5 implies
that there are exactly 2n−1 preimages of z = 1 by fnt in Cˆ−D1 for sufficiently small
t. Thus, for Fnt = ϕ
−1
t f
n
t ϕt, there are exactly 2
n−1 preimages of 0 in ϕ−1t (Cˆ −D1)
for sufficiently small t. Therefore the depth of z =∞ for Fq,τ,n is at least 2
n−1.
On the other hand, let D0 be any disk around z = 0. As in the argument to show
(6.7), fnt (D1 − ϕt(D0)) ⊂ ζ
nD2 for all sufficiently small t (and n < q). Therefore,
Fnt →∞ uniformly on ϕ
−1
t (D1)−D0, so that F
n
t has at most 2
n−1 preimages of 0
outside D0 for small t. Therefore, the depth of Fq,τ,n at ∞ is exactly 2
n−1, and we
can conclude that
Fq,τ,n = (z
2n−1w2
n−1
: 0).
Now suppose n = q. Since F qt (z) → Gτ (z) = z + τ + 1/z locally uniformly
in C∗ by Proposition 5.3, the limit of F qt must exist in Rat2q and be of the form
Fq,τ,q = (z
kwl(z2 + τzw + w2) : zk+1wl+1) for integers k and l with k + l = 2q − 2.
To compute k and l, we will count preimages of z =∞ near ∞.
Without loss of generality, we may assume that ϕt fixes ∞ for all t. As before,
let D0 be a disk centered at z = 0 and let D1 be a small disk around z = 1. Because
of the depths of the holes of Λqζ , we find that there are exactly 2
q−1 preimages of ∞
by f qt in Cˆ−D1 for all sufficiently small t (2
q−1− 1 of them accumulate on the q-th
roots of unity and one preimage is at ∞). Also, from (6.7) when n = q, there are
no preimages of∞ by f qt in D1−ϕt(D0). Therefore, F
q
t has exactly 2
q−1 preimages
of ∞ in Cˆ−D0 for all sufficiently small t. Consequently, Fq,τ,q has a hole of depth
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exactly 2q−1 − 1 at ∞, and therefore,
Fq,τ,q = (z
2q−1−1w2
q−1−1(z2 + τzw + w2) : z2
q−1
w2
q−1
).
Finally we need to compute the limits of Fnt in Rat2n for every n > q. Write
n = k +mq for integers 0 ≤ k < q and m > 0. For k = 0 the desired form follows
immediately from Theorem 2.1 since Fq,τ,q 6∈ I(2
q). For k > 0, the result follows
from Lemma 2.6, since Fnt = F
k
t ◦ F
mq
t . 
Lemma 6.3. For q ≥ 2 and τ ∈ C, let {Ft} be a family of rational maps as
in Proposition 6.1. Then the measures µFt converge weakly to µFq,τ,q as t → 0.
Furthermore, µFq,τ,q({z}) < 1/2 for all z ∈ Cˆ.
Proof. The convergence of the measures follows immediately from Theorem 2.2 be-
cause Fq,τ,q 6∈ I(2
q). Let µτ = µFq,τ,q as defined in Section 2. By Lemma 2.3, we
can compute the values of µτ ,
µτ ({∞}) = µτ ({0}) =
2q−1 − 1
2q
∞∑
l=0
1
2ql
=
2q−1 − 1
2q − 1
<
1
2
.
Then, for any point p ∈ C∗, we have
µτ ({p}) ≤ 1− µτ ({0}) − µτ ({∞}) =
1
2q − 1
<
1
2
.

Proposition 6.4. Fix q > 1 and ζ a primitive q-th root of unity. Suppose that
{ft : t ∈ (0, 1]} ⊂ Rat2 is a continuous family of rational maps normalized as in
(5.2), such that α(t) → ζ, β(t) → 1/ζ, and (α(t)q − 1)/
√
ε(t) → ∞ as t → 0.
Conjugating by At(z) = 1 + z(α(t)
q − 1) ∈ Aut Cˆ, the iterates of Pt = A
−1
t ftAt
converge in Rat2n as t→ 0 to the following:
Pq,n =


(z2
n−1
w2
n−1
: 0) for 1 ≤ n < q,
(z2
q−1
w2
q−1−1(z + w) : z2
q−1
w2
q−1
) for n = q,
Pq,(nmod q) ◦ (Pq,q)
⌊n/q⌋, for n > q,
where Pq,0 is the identity map.
In particular, Lemma 2.5 implies that Pnt (z) = A
−1
t f
n
t At(z) →∞ as t→ 0, locally
uniformly on the complement of a finite set in Cˆ, for all n which are not multiples of
q, and Pmqt (z)→ z+m as t→ 0, locally uniformly on Cˆ−{0,−1,−2, . . . ,−m+1,∞}
for every m ≥ 1.
Proof. The proof is similar to the proof of Proposition 6.1. For fixed z ∈ C∗, we
have At(z)− 1 = z(α(t)
q − 1), and so
√
ε(t) = o(At(z)− 1). By Lemma 6.2,
ft(At(z))
At(z)
= α(t) + o(
√
ε(t)).
THE BOUNDARY OF THE MODULI SPACE OF QUADRATIC RATIONAL MAPS 19
In particular, ft(At(z))→ ζ, locally uniformly in C
∗. Thus
√
ε(t) = o(ft(At(z))−1)
also and so
f2t (At(z))
ft(At(z))
= α(t) + o(
√
ε(t)).
By induction, we have
(6.8)
f qt (At(z))
At(z)
=
q∏
1
fnt (At(z))
fn−1t (At(z))
= α(t)q + o(
√
ε(t)),
and we conclude that
P qt (z) = A
−1
t f
q
t At(z) =
α(t)q − 1
α(t)q − 1
+
α(t)q(α(t)q − 1)z
α(t)q − 1
+
o(
√
ε(t))
α(t)q − 1
→ z + 1
as t→ 0, and that Pnt (z)→∞ for each n < q as t→ 0, locally uniformly on C
∗.
It remains to determine the limit of the iterates of Pt in Rat2n . Fix n < q. The
proof that Pnt → Pq,n in Rat2n is identical to the proof of Proposition 6.1 in the
case n < q, and we omit it.
Let n = q. Since P qt (z)→ z+1 locally uniformly on C
∗, Lemma 2.5 implies that
the limit of P qt must exist in Rat2q and be of the form Pq,q = (z
kwl(z+w) : zkwl+1)
for integers k and l such that k + l = 2q − 1. As in the proof of Proposition 6.1,
the convergence of f qt → Λ
q
ζ ∈ Rat2q and the estimate on f
q
t (At(z)) in (6.8) imply
that P qt will have exactly 2
q−1 preimages of ∞ near ∞ for all sufficiently small t.
Therefore, l + 1 = 2q−1 and Pq,q will have a hole of depth 2
q−1 − 1 at ∞.
For each n > q, the formula for Pq,n follows from Lemma 2.6. 
Stability of the iterates. Recall the criteria for GIT stability of points in Rat2n
given in Section 3. For each n ≥ 2, define Fq,τ,n and Pq,n in Rat2n as in Propositions
6.1 and 6.4. The following lemma shows that Fq,τ,n and Pq,n define points in M2n
if and only if n ≥ q.
Lemma 6.5. Let ζ be a primitive q-th root of unity for q ≥ 2 and fix τ ∈ C. Then
each of Fq,τ,n and Pq,n ∈ Rat2n is stable if and only if n ≥ q.
Proof. For n < q, Fq,τ,n = Pq,n = (z
2n−1w2
n−1
: 0) has a hole of depth 2n−1 = 2n/2
at ∞, and the associated rational map of lower degree is the constant ∞. Thus,
Fq,τ,n = Pq,n is not stable.
Fix τ ∈ C. Note that Fq,τ,q 6∈ I(2
q), so it has well-defined forward iterates. By
Lemma 6.3, the measure µτ = µFq,τ,q has no atoms of mass ≥ 1/2, and therefore
Fq,τ,q and all its forward iterates Fq,τ,qm are stable by Proposition 3.2.
Fix integers 0 < k < q and m ≥ 1. Lemma 2.4 allows us to compute the depths
of 0 and ∞ as holes of Fq,τ,qm:
d0(Fq,τ,qm) = d∞(Fq,τ,qm) = 2
qm
(
2q−1 − 1
2q
m−1∑
l=0
1
2ql
)
=
2q−1 − 1
2q − 1
(2qm − 1) .
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With Lemma 2.6 we can compute the depths of the holes of Fq,τ,k+mq:
d0(Fq,τ,k+mq) = d∞(Fq,τ,k+mq) = 2
k 2
q−1 − 1
2q − 1
(2qm − 1) + 2k−1
= 2k+qm
(
2q−1 − 1
2q − 1
+
1
2qm
(
1
2
−
2q−1 − 1
2q − 1
))
<
2k+qm
2
,
and therefore for any z 6= 0,∞,
dz(Fq,τ,k+mq) ≤ 2
k+mq − 2d0(Fq,τ,k+mq) ≤ 2
k+mq/(2q − 1).
This implies that Fq,τ,k+mq is stable.
Now consider Pq,q = (z
2q−1w2
q−1−1(z + w) : z2
q−1
w2
q−1
). By the definition of the
measure µPq,q ,
µPq,q =
1
2q
∞∑
k=0
2q−1
2qk
δ−k +
1
2q
∑ 2q−1 − 1
2qk
δ∞ =
1
2
∞∑
k=0
1
2qk
δ−k +
2q−1 − 1
2q − 1
δ∞.
By Proposition 3.2, Pmq is stable for all m ≥ 1.
Fix integers 0 < k < q and m ≥ 1. Lemma 2.4 allows us to compute the depths
of the holes of Pq,qm: d0(Pq,qm) = 2
qm−1, dz(Pq,qm) ≤ 2
qm−2 for all z 6= 0,∞, and
d∞(Pq,qm) =
2qm
2q
m−1∑
l=0
2q−1 − 1
2ql
=
2q−1 − 1
2q − 1
(2qm − 1).
Therefore, by Lemma 2.6,
d∞(Pq,k+qm) = 2
k 2
q−1 − 1
2q − 1
(2qm − 1) + 2k−1 < 2k+qm/2,
d0(Pq,k+qm) = 2
k+qm/2, and dz(Pq,k+qm) ≤ 2
q+km(1/4+1/2qm+1) < 2k+qm/2 for all
z 6= 0,∞. Observing that ϕPq,k+qm(0) 6= 0, we see that Pq,k+qm is stable. 
A non-constant map from Cˆ to the boundary ofM2n. Recall the definitions of
Fq,τ,n and Pq,n from Propositions 6.1 and 6.4. The next two lemmas show that there
are regular maps of degree 2 from P1 to the boundary ofM2n in M2n parameterized
by the families Fq,τ,n for each q ≤ n.
Lemma 6.6. Fix integers n ≥ q ≥ 2 and σ, τ ∈ C. The following are equivalent:
(i) [Fq,τ,n] = [Fq,σ,n] in M2n ,
(ii) µFq,τ,q = A∗µFq,σ,q for some A ∈ Aut Cˆ, and
(iii) σ = ±τ .
Furthermore, [Pq,n] 6= [Fq,τ,n] for all τ ∈ C.
Proof. Write n = k + qm for integers 0 ≤ k < q and m > 0, and let µτ = µFq,τ,q .
Define A ∈ Aut Cˆ by A(z : w) = (−z : w), and note that AFq,τ,qA
−1 = Fq,−τ,q.
Therefore,
AFq,τ,qmA
−1 = A(Fq,τ,q)
mA−1 = Fq,−τ,qm,
THE BOUNDARY OF THE MODULI SPACE OF QUADRATIC RATIONAL MAPS 21
so that [Fq,τ,qm] = [Fq,−τ,qm] and µτ = A∗µ−τ . For k ≥ 1, note that AFq,τ,kA
−1 =
(±z2
k−1
w2
k−1
: 0) = Fq,τ,k and is independent of τ , so that
AFq,τ,k+qmA
−1 = AFq,τ,kFq,τ,mqA
−1 = Fq,τ,kFq,−τ,qm = Fq,−τ,k+qm,
and therefore, [Fq,τ,n] = [Fq,−τ,n]. This proves that (iii) implies both (i) and (ii).
To see that (i) implies (iii), note that for each τ ∈ C and n ≥ q, the points 0
and ∞ in Cˆ are distinguished by their depths as holes of Fq,τ,n: as computed in the
previous lemma, the depth at 0 is the same as the depth at ∞ and greater than
at any other point. The two preimages of 0 by the degree two map z + τ + 1/z
are also distinguished: if n = q, then they are sent to 0 by the dynamics, and if
n > q, they are distinguished by their depths which can be computed with Lemma
2.6. Therefore, if Fq,τ,n and Fq,σ,n are equivalent, the cross-ratio of these four points
must coincide.
The preimages of 0 by z + τ + 1/z lie at the points
p± :=
1
2
(−τ ±
√
τ2 − 4).
We compute the cross ratio χ, normalized so that
χ(0,∞, 1, z) = z.
Then
χ(τ) := χ(0,∞, p+, p−) = p−/p+ =
1
4
(
τ +
√
τ2 − 4
)2
.
Notice that reversing the labeling of p+ and p− or of 0 and∞ gives 1/χ(τ) = χ(−τ),
and so the natural invariant to consider is
χ(τ) + 1/χ(τ),
and this is what we will compute. We find,
χ+ 1/χ = τ2 − 2.
Therefore, if Fq,τ,n and Fq,σ,n are equivalent, we must have τ
2 − 2 = σ2 − 2, and
therefore, σ = ±τ .
The proof that (ii) implies (iii) is similar: the (unordered) pairs of points {0,∞}
and {p+, p−} are distinguished by their masses, as can be computed with Lemma
2.3. If (ii) holds, the cross ratio of these four points must coincide for τ and for σ.
As seen above, this implies that σ = ±τ .
Finally, in the proof Lemma 6.5 we showed that d0(Pq,n) = 2
n−1 which is strictly
greater than the depth of any hole for Fq,τ,n. Therefore, [Fq,τ,n] 6= [Pq,n]. 
Lemma 6.7. For each n ≥ q ≥ 2, [Fq,τ,n]→ [Pq,n] in M2n as τ →∞.
Proof. Write n = k +mq for integers 0 ≤ k < q and m ≥ 1. Recall the definitions,
Fq,τ,q = (z
2q−1−1w2
q−1−1(z2 + τzw + w2) : z2
q−1
w2
q−1
) ∈ Rat2q ,
and
Pq,q = (z
2q−1w2
q−1−1(z + w) : z2
q−1
w2
q−1
) ∈ Rat2q .
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For each τ ∈ C, define Aτ ∈ Aut Cˆ by
Aτ (z : w) = (τ
−1(z +w) : w).
Then
AτFq,τ,qA
−1
τ = (τ
2q−1z2
q−1−1w2
q−1−1(z2 + zw) +O(τ2
q−1−1) : τ2
q−1
z2
q−1
w2
q−1
),
and therefore AτFq,τ,qA
−1
τ → Pq,q in Rat2q as τ → ∞. By the regularity of the
iterate maps near Pq,q, we have also that AτF
m
q,τ,qA
−1
τ → P
m
q,q = Pq,qm in Rat2qm as
τ →∞. Note also that for 1 ≤ k < q,
AτFq,τ,kA
−1
τ = (τ
−1(τz − w)2
k−1
w2
k−1
: 0)→ Pq,k = (z
2k−1w2
k−1
: 0)
in Rat2k as τ → ∞. Therefore, by the continuity of the composition map (Lemma
2.6),
AτFq,τ,nA
−1
τ = AτFq,τ,kFq,τ,qmA
−1
τ → Pq,kPq,qm = Pq,n,
in Rat2n as τ →∞. Since each of these elements in Rat2n is stable by Lemma 6.5,
we can conclude that [Fq,τ,n]→ [Pq,n] in M2n as τ →∞. 
The iterate map Φn. We are now ready to prove Theorem 5.4. However, with all
the notation of this section in place, we can state a more specific result about the
limiting values of the iterate map Φn : M2 → M2n . Recall the definition of the τ
2-
value of a holomorphic disk in M2, given just before the statement of Theorem 5.4.
For integers n ≥ q ≥ 2 and τ ∈ C, let Fq,τ,n ∈ Rat2n be defined as in Proposition
6.1 and let Pq,n ∈ Rat2n be defined as in Proposition 6.4.
Proposition 6.8. Fix integers n ≥ q ≥ 2 and let ζ be a primitive q-th root of unity.
Let ∆ : D →֒ M 2 be a holomorphic disk such that ∆(0) = [Λζ ]. If τ
2(∆) = ∞,
then Φn(∆(t)) → [Pq,n] in M2n as t→ 0. If τ is a square root of τ
2(∆) ∈ C, then
Φn(∆(t))→ [Fq,τ,n] as t→ 0.
Proof. Suppose that ∆ ⊂ ∂M2. Then by definition, τ
2(∆) = ∞. For any real
path p : [0, 1] → D such that p(0) = 0, choose a continuous lift of ∆(p(t)) to
Λa(t) ∈ Rat2 so that ∆(p(t)) = [Λa(t)] and a(t) → ζ as t → 0. Define At ∈ Aut Cˆ
by At(z, w) = ((a(t)
q − 1)z +w : w). Using formula (5.5) for the iterates of Λa(t), it
can be computed directly that Pnt := A
−1
t Λ
n
a(t)At ∈ Rat2n is given by(
z2
n−1
(a(t)n(a(t)q − 1)z + (a(t)n − 1)w)
(∏n−1
i=1 ((a(t)
q − 1)z + w(1− 1/a(t)i))2
n−1−i
)
:
(a(t)q − 1)z2
n−1
w
(∏n−1
i=1 ((a(t)
q − 1)z + w(1− 1/a(t)i))2
n−1−i
))
.
For each n ≤ q, we see immediately that Pnt converges in Rat2n to Pq,n as t → 0,
where Pq,n is defined in Proposition 6.4. Lemma 2.6 then implies that P
n
t → Pq,n
as t→ 0 for all n ≥ q. By Lemma 6.5, the point Pq,n ∈ Rat2n is stable (in the sense
of GIT) and so defines a conjugacy class in M2n . Consequently,
lim
t→0
Φn(∆(t)) = [Pq,n].
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If ∆ 6⊂ ∂M2, but τ
2(∆) =∞, then by Proposition 6.4,
lim
t→0
Φn(∆(t)) = [Pq,n].
For τ2(∆) ∈ C, let τ ∈ C be a square root of τ2(∆). Then by Proposition 6.1,
lim
t→0
Φn(∆(t)) = [Fq,τ,n].

Proof of Theorem 5.4. By Lemma 6.6, the conjugacy classes [Pq,n] and [Fq,τ,n] are
all distinct in M2n when n ≥ q. Therefore, the theorem is an immediate corollary
of Proposition 6.8. 
7. The blow-ups of M2
Let Φn denote the n-th iterate map M2 → M2n , and let Γn denote the clo-
sure of the image of M2 in the product in M2 ×M 4 × · · ·M2n via the embedding
(Id,Φ2, . . . ,Φn). Let πn : Γn → Γn−1 be the projection to the first n− 1 factors. In
this section we study the structure of the pair (Γn, πn) for each n ≥ 2, and we give
the proof of Theorem 1.4.
Note that the composition π2π3 · · · πn : Γn → M2 is an isomorphism away from
the finite indeterminacy set I(Φn) ⊂M2, described explicitly in Theorem 5.1. The
projection of Γn to the n-th factor M2n is a regular extension of Φn.
The model for Γn. First, let p2 : B2 → M2 ≃ P
2 denote the standard blow-
up of P2 at the unique point in I(Φ2). That is, B2 is the closure of the graph of
P2 99K P1 given by (x : y : z) 7→ (x : y), with the coordinates chosen so that
I(Φ2) = {(0 : 0 : 1)}, and p2 is the projection to the first factor. Inductively define
pn : Bn → Bn−1 to be a blow-up of Bn−1 at each point of I(Φn) − I(Φn−1), which
in local coordinates is given by the blow-up of C2 along the ideal (x2, y) where the
axis {y = 0} represents the boundary of M2. That is, Bn is locally isomorphic to
the closure of the graph of the map C2 99K P1 given by (x, y) 7→ (x2 : y), over each
point in I(Φn)− I(Φ2).
We find,
Theorem 7.1. For each n ≥ 2, there is a regular homeomorphism hn : Bn → Γn
such that πn ◦ hn = pn.
In particular, the homeomorphism hn restricts to the identity on the dense open
subsetM2. Note that Bn has a regular double point over each point of I(Φn)−I(Φ2),
and therefore, Γn is singular for all n ≥ 3. It would be interesting to know if Γn and
Bn are in fact isomorphic. This would follow, for example, if Γn were known to be
normal.
Recall that Mˆ2 is defined to be the inverse limit of the system πn : Γn → Γn−1.
The following immediate corollary to Theorem 7.1 implies that the boundary of M2
in Mˆ2 looks (topologically) like the drawing of Figure 1.
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Corollary 7.2. The inverse limit space Mˆ2 is naturally homeomorphic to the inverse
limit Bˆ of the system pn : Bn → Bn−1.
We are now able to prove Theorem 1.4 which states that any sequence in Mˆ2 ⊂∏∞
n=1M2n is determined by finitely many entries.
Proof of Theorem 1.4. Let x = (x1, x2, x2, . . .) denote a sequence in Mˆ2. Suppose
first that x1 6∈ I(Φn) for any n ≥ 2. Then every iterate map Φn is regular at x1 so
that it has well-defined iterates xn ∈M2n for all n. Consequently the sequence x is
determined by the single entry x1.
Now suppose that x1 ∈M2 is in I(Φn) for some n ≥ 2, and let N be the minimal
such n. The claim is that x is determined by (x1, . . . , xN ).
Indeed, let yN be the point in BN identified with (x1, . . . , xN ) ∈ ΓN via the
homeomorphism of Theorem 7.1. By the definition of Bn for each n ≥ N , the
composition of projections pN+1 ◦ · · · ◦ pn : Bn → BN is an isomorphism near yN .
Consequently, for every n ≥ N , there is a unique point yn ∈ Bn associated to yN
such that pn+1(yn+1) = yn. Using again Theorem 7.1, we find that (x1, . . . , xn) is
determined by (x1, . . . , xN ) for every n ≥ N , proving the claim. 
Proof of Theorem 7.1. For each a ∈ Cˆ, let Λa ∈ Rat2 be defined by (5.1). Recall
from Theorem 5.1 that the indeterminacy locus of Φn in M2 is the finite set
I(Φn) = {[Λζ ] : ζ 6= 1 and ζ
q = 1 for some q ≤ n}.
For each q ≤ n and primitive q-th root of unity ζ, There exists a regular homeomor-
phism from P1 to the the fiber of the composition π2 ◦ π3 ◦ · · · πn : Γn → M2 over
[Λζ ]: in local coordinates, the map is given by
τ2 7→ ([Λζ ], [Λ
2
ζ ], . . . , [Λ
q−1
ζ ], [Fq,τ,q], . . . , [Fq,τ,n]) ∈ Γn,
where τ is a square root of τ2 ∈ C, and
∞ 7→ ([Λζ ], [Λ
2
ζ ], . . . , [Λ
q−1
ζ ], [Pq,q], . . . , [Pq,n]) ∈ Γn.
That this map is well-defined follows from Proposition 6.8. Injectivity follows from
Lemma 6.6, and continuity from Lemma 6.7. The fiber is not necessarily isomorphic
to P1, as it might have a singularity at the image of ∞.
To compare Γn with Bn, consider the composition of projections qn = p2◦p3◦· · ·◦
pn : Bn →M2. Observe that the exceptional fiber of qn : Bn → M2 over [Λ−1] is a
P1, corresponding to the family of lines in M2 passing through the point [Λ−1], and
the exceptional fibers over all other points in I(Φn) are each a P
1 in correspondence
with a family of conics in M2 passing through [Λζ ] which are tangent to ∂M2.
Let ζ be a primitive q-th root of unity, q ≥ 2. Suppose that ∆ : D →֒ M2 is a
holomorphic disk in M2 such that ∆(0) = [Λζ ]. From Theorem 5.4, we see that the
limiting value of the iterates, Φn(∆(t)) as t → 0, depends precisely on the limiting
value,
lim
t→0
(α(t)q − 1)2
ε(t)
= τ2(∆) ∈ Cˆ.
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It suffices to put the exceptional fiber of Bn, as a family of lines or conics through
[Λζ ], in correspondence with the parameter τ
2. Indeed, we will consider limits of
the iterate map along a given line or conic passing through [Λζ ] and compute the
corresponding value of τ2. We will treat the cases q = 2 and q > 2 separately.
Coordinates on M2. Choose coordinates (x1 : x2 : x3) on M2 ≃ P
2 so that when
x3 = 1, we have Milnor’s coordinates x1 = σ1 and x2 = σ2 on M2 ≃ C
2. In these
coordinates, the boundary of M2 is parameterized by [Λa] = (1 : a + 1/a : 0) for
a ∈ Cˆ.
Case q = 2. Let ζ = −1, so that [Λζ ] = (1 : −2 : 0) ∈M2. The exceptional fiber of
Bn over [Λζ ] is the fiber of the projectivized tangent bundle of P
2 at [Λζ ], and can
be identified with the family of lines
L(a:b) = {(x1 : x2 : x3) : 2bx1 + bx2 − ax3 = 0},
for (a : b) ∈ P1. Each line can be parametrized near [Λζ ] by
t 7→ (1 : −2 + at : bt) =: ft ∈M2,
for t ∈ D, so that f0 = [Λζ ].
First suppose that b = 0 and set a = 1. Then ft = (1 : −2 + t : 0) is in ∂M2 for
all t ∈ D. By definition, this direction of approach corresponds to the parameter
τ2 =∞.
Now assume that b 6= 0. For each t 6= 0, we can write,
ft = (σ1(t) : σ2(t) : 1) = (1/bt : (−2 + at)/bt : 1),
so that the fixed point multipliers, α = α(a, b, t), β = β(a, b, t), and γ = γ(a, b, t),
are the three roots of the equation,
btx3 − x2 + (at− 2)x+ 2bt− 1 = 0.
By construction, there are exactly two solutions which approach ζ = −1 as t → 0
and one solution tending to ∞. Label them so that γ →∞ and α+β → −2. While
we can’t label α and β individually for all t ∈ D, we aim to find an expression for
(α2 − 1)2 as a function of t, by using the relations,
(i) α+ β + γ = 1bt ,
(ii) αβ + αγ + βγ = ab −
2
bt , and
(iii) αβγ = 1bt − 2.
It follows from the (i) that the meromorphic function γ(t) can be expressed as
γ(t) =
1
bt
+ 2 + c1t+O(t
2),
for some constant c1, and
(α+ β)(t) = −2− c1t+O(t
2).
Expressions (ii) and (iii) allow us to compute all of the coefficients in the expansion
of γ in terms of a and b, but we need only c1.
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Expressing γ−1 as a power series in t, we obtain
γ−1 = bt(1 + 2bt+O(t2))−1 = bt(1− 2bt+O(t2)),
and therefore, (iii) implies that
αβ = −γ−1(2− 1/bt) = 1− 4bt+O(t2).
On the other hand, it follows from (ii) that
αβ = −γ(α+ β) +
a
b
−
2
bt
=
a
b
+
c1
b
+ 4 +O(t),
and we can solve for c1 to obtain c1 = −3b− a. Therefore, we can write,
α+ β = −2 + (3b+ a)t+O(t2).
Let us note that α and β are the roots of the equation
x2 − (α+ β)x+ αβ = x2 − (−2 + (3b+ a)t+O(t2))x+ (1− 4bt+O(t2)) = 0.
According to the quadratic formula, α has the form
α = −1 +
1
2
(a+ 3b)t+O(t2)±
1
2
√
4(b− a)t+O(t2),
and therefore
(α2 − 1)2 = 4(b− a)t+ o(t).
Finally, we are able to compute
τ2 = lim
t→0
(α(t)2 − 1)2
1− α(t)β(t)
=
b− a
b
.
Consequently, the parameter τ2 ∈ Cˆ is in one-to-one correspondence with the family
of lines L(a:b) for (a : b) ∈ P
1. This completes the case of q = 2.
Case q > 2. Let ζ be a primitive q-th root of unity. The exceptional fiber of Bn
over [Λζ ] = (1 : ζ + 1/ζ : 0) can be identified with the family of conics,
C(a2:b2) = {(x1 : x2 : x3) : a
2x1x3 − b
2(x2 − (ζ + 1/ζ)x1)
2 = 0},
parameterized in a two-to-one fashion by (a : b) ∈ P1, each tangent at [Λζ ] to the
boundary ∂M2. The curve C(a2:b2) can be parameterized near [Λζ ] by
t 7→ ft = (1 : (ζ + 1/ζ) + at : b
2t2) ∈M2.
First suppose that b = 0 and set a = 1. Then ft = (1 : ζ + 1/ζ + t : 0) is in ∂M2
for all t ∈ D. This direction of approach corresponds to the parameter τ2 =∞.
Now assume that b 6= 0, so that for each t 6= 0, we can write,
ft = (σ1(t) : σ2(t) : 1) = (1/b
2t2 : (at+ ζ + 1/ζ)/b2t2 : 1).
The fixed point multipliers, α = α(a, b, t), β = β(a, b, t), and γ = γ(a, b, t), are the
three roots of the equation,
b2t2x3 − x2 + (at+ ζ + 1/ζ)x+ 2b2t2 − 1 = 0.
THE BOUNDARY OF THE MODULI SPACE OF QUADRATIC RATIONAL MAPS 27
To compute the value of τ2, we use the same analysis as in the case of q = 2.
The difference is that all three of the multipliers can be labelled as meromorphic
functions of t such that α→ ζ, β → 1/ζ, and γ →∞ as t→ 0. Computing the first
few terms in the power series for α and β leads to
τ2 = lim
t→0
(α(t)2 − 1)2
1− α(t)β(t)
=
−q2a2ζ3
b2(ζ2 − 1)(ζ − 1)2
.
Therefore, the parameter τ2 ∈ Cˆ is in one-to-one correspondence with the family of
conics C(a2:b2), and this completes the proof of Theorem 7.1. 
8. The space of barycentered measures
In this section, we study the space of barycentered probablity measures on the
Riemann sphere and its quotient by the group of rotations SO(3).
Let M1(Cˆ) denote the space of probability measures on the Riemann sphere,
with the weak-∗ topology. Identify Cˆ with the unit sphere in R3 by stereographic
projection, and let the unit ball in R3 be taken as a model for hyperbolic space H3.
Recall that the group of Mo¨bius transformations Aut Cˆ ≃ PSL2C is also the group
of orientation preserving isometries of H3.
The Euclidean center of mass of a probability measure µ on S2 is given by
E(µ) =
∫
S2
ζ dµ(ζ).
Given µ ∈ M1(Cˆ) such that µ({z}) < 1/2 for all z ∈ Cˆ, the conformal barycenter
C(µ) ∈ H3 is uniquely determined by the following two properties [DE]:
1. C(µ) = 0 in R3 if and only if E(µ) = 0, and
2. C(A∗µ) = A(C(µ)) for all A ∈ Aut Cˆ.
The barycenter is a continuous function on the space of probability measures such
that µ({z}) < 1/2 for all z ∈ Cˆ, and it is undefined if µ has an atom of mass ≥ 1/2.
A measure µ is said to be barycentered if C(µ) = 0.
Let BCM ⊂M1(Cˆ) denote the subspace of barycentered measures. It is invariant
under the action of the compact group of rotations SO(3) ⊂ PSL2C. Let BCM
denote the closure of BCM in M1(Cˆ). We will consider the quotient topological
spaces BCM/SO(3) ⊂ BCM/SO(3).
Theorem 8.1. The quotient space BCM/SO(3) is a locally compact Hausdorff
topological space, with the topology induced by the weak topology on M1(Cˆ). The
quotient space BCM/SO(3) is the one-point compactification of BCM/O(3).
This first lemma will imply that the quotient of BCM is Hausdorff.
Lemma 8.2. Suppose {µk} and {νk} are sequences in BCM such that νk = gk∗µk
for a sequence of automorphisms gk ∈ SO(3). If µk → µ and νk → ν weakly, then
ν = g∗µ for some g ∈ SO(3).
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Proof. Let ϕ be a continuous function on Cˆ. Passing to a subsequence if necessary,
we can assume that gk → g in SO(3). Then ϕ ◦ gk converges uniformly to ϕ ◦ g.
Therefore, the quantity ∣∣∣∣
∫
(ϕ ◦ gk)µ −
∫
(ϕ ◦ g)µ
∣∣∣∣
can be made as small as desired for sufficiently large k uniformly over all probability
measures µ. This estimate together with weak convergence of µk → µ shows that∣∣∣∣
∫
(ϕ ◦ gk)µk −
∫
(ϕ ◦ g)µ
∣∣∣∣
can be made arbitrarily small as k →∞. Since this holds for every ϕ, we conclude
that gk∗µk → g∗µ weakly. On the other hand, νk = gk∗µk → ν weakly, so ν =
g∗µ. 
With the identification of Cˆ and the unit sphere in R3, note that the antipode of
a point a ∈ Cˆ is −1/a¯. The following lemma shows what happens to an unbounded
sequence in BCM .
Lemma 8.3. Let µk be a sequence of barycentered measures such that µk → µ
weakly. Then either µ is barycentered, or
µ =
1
2
δa +
1
2
δ−1/a¯.
Proof. Suppose first that µ({z}) < 1/2 for all z ∈ Cˆ. Then the barycenter of µ is
well-defined. It follows from the continuity of the barycenter that µ is barycentered.
Now suppose there is a point a ∈ Cˆ such that µ({a}) ≥ 1/2. Then by weak
convergence, there exists a sequence εk → 0 and rk → 0 such that
µk(B(a, rk)) ≥
1
2
− εk.
Without loss of generality, we may assume that a = (1, 0, 0) in R3. Then −1/a¯ =
(−1, 0, 0). It suffices to show that for each fixed r > 0, there is a sequence δk → 0
so that
µk(B(−1/a¯, r)) ≥ 1/2− δk.
Then the limiting measure µ must satisfy
µ({a}) = µ(B(−1/a¯, r)) = 1/2,
for all r > 0. Letting r → 0, we see that µ({−1/a¯}) = 1/2.
Suppose, upon passing to a subsequence if necessary, that there is a δ > 0 such
that
µk(B(aˆ, r)) ≤ 1/2 − δ
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for all k. Let ζx denote the x-coordinate of a vector ζ ∈ S
2. Since the measures µk
are barycentered, the Euclidean center of mass of µk is at the origin, and therefore,
0 =
∫
Cˆ
ζxµk(ζ) =
∫
B(a,rk)
ζxµk(ζ) +
∫
Cˆ−B(a,rk)∪B(aˆ,r)
ζxµk(ζ) +
∫
B(aˆ,r)
ζxµk(ζ)
≥ (1/2 − εk)(cos πrk) + (δ + εk)(− cos πr)− (1/2 − δ)
= δ(1 − cos πr) + 1/2(cos πrk − 1)− εk(cos πr + cos πrk).
For sufficiently large k, the final line is positive, which is a contradiction. 
Proof of Theorem 8.1. That the quotient BCM/SO(3) is Hausdorff follows from
Lemma 8.2. Local compactness of the metrizable space BCM and the fact that
the SO(3)-orbits are compact implies that BCM/SO(3) is also locally compact.
Suppose µk is an unbounded sequence in BCM such that µk → ν weakly in M
1(Cˆ).
By Lemma 8.3, ν = 12δa +
1
2δ−1/a¯ for an antipodal pair (a,−1/a¯). Under the action
of SO(3) on M1, all such ν are equivalent. 
The point at infinity. We will refer to the point at infinity of BCM/SO(3) simply
by∞. One way to detect if a sequence of probability measures is converging to∞ in
BCM/SO(3) is to find a sequence of “separating annuli”, annuli of growing modulus
such that half of the measure lies on side of the annulus and half on the other. By
classical arguments, at least one complementary component of the annulus must
shrink to a point.
Lemma 8.4. Suppose {µk} is a sequence of barycentered probability measures on Cˆ
such that µk → ν weakly, and Ak a sequence of round annuli such that
(1) modAk →∞ as k →∞, and
(2) there is a sequence εk → 0 such that µk(Dk) ≥ 1/2 − εk for each of the
complementary disks Dk of Ak.
Then ν =∞ in BCM/SO(3).
Proof. By condition (1), some subsequence of the closed disks Dk is converging to
a point in the Hausdorff topology, say Dk → {a}. Then for any r > 0, we have
ν(B(a, r)) ≥ lim
k→∞
µk(Dk) ≥ 1/2.
This holds for all r > 0, and therefore ν({a}) ≥ 1/2, so by Lemma 8.3, µk →∞ in
BCM/SO(3). 
9. The homeomorphism Mˆ2 → X2
In this section we give the proof of Theorem 1.1 which states that the compact-
ification by barycentered measures and the inverse limit space which resolves the
iterate maps are the same in degree 2. We begin by studying the boundary behavior
of the continuous map
M : M2 → BCM/SO(3),
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which sends a conjugacy class [f ] to the maximal measure µf of a barycentered
representative.
Recall that the boundary of M2 in M2 ≃ P
2 is parametrized by the family of
conjugacy classes [Λa] = [Λ1/a] for a ∈ Cˆ, where Λa ∈ Rat2 is defined in (5.1).
Proposition 9.1. Suppose [fk] is a sequence in M2 such that [fk] → [Λa] in M2
as k → ∞, where a is not a root of unity. Then M([fk]) → ∞ in BCM/SO(3) as
k →∞.
Proof. First suppose that a is neither 0 nor∞. There is a sequence of representatives
fk ∈ Rat2 such that fk → Λa in Rat2, so that µfk → µΛa weakly by Theorem 2.2.
Let µa = µΛa. By definition,
µa =
1
2
∞∑
n=0
1
2n
δ1/an .
Since a is not a root of unity, we have µa({z}) ≤ 1/2 for all z ∈ Cˆ, and there exists
a point p ∈ Cˆ such that µa({p}) = 1/2.
Fix ε > 0 and choose r = r(ε) > 0 so that
µa(Cˆ−B(p, r)) ≥ 1/2 − 2ε.
By weak convergence of the measures µk → µa, there exists an integer N(ε) such
that
µk(Cˆ−B(p, r)) ≥ 1/2− ε,
and
µk(B(p, r
2)) ≥ 1/2− ε
for all k ≥ N(ε). We can assume that r(ε)→ 0 and N(ε)→∞ as ε→ 0.
Rephrasing, given k, we can let εk be the smallest ε such that k ≥ N(ε), and
set rk = r(εk). Then as k → ∞, we have rk → 0. Consequently, the annulus
B(p, rk)−B(p, r
2
k) has µk-measure < 2εk and modulus →∞ as k →∞.
Now suppose that gk ∈ Aut Cˆ is chosen so that gk∗µk is barycentered. Let
Ak = gk(B(p, rk)− B(p, r
2
k)), so that modAk →∞. If ν is any subsequential limit
of the measures gk∗µk, then Lemma 8.4 implies that ν =∞ in BCM/SO(3).
Finally, suppose that a = 0 or a = ∞. Then the probability measure associated
to Λa ∈ Rat2 is
µΛa =
1
2
δ1 +
1
2
δ−1,
and µk → µΛa weakly. Therefore, for any r > 0, any annulus of the form Cˆ −
(B(1, r) ∪ B(−1, r)) will have µk-measure tending to 0 as k → ∞. By Lemma 8.4,
the barycentered representatives of [fk] must tend to infinity in BCM/SO(3). 
Let ζ be a primitive q-th root of unity for some q ≥ 2. Recall that by Theorem 5.4,
the limiting value of the iterate map Φn near [Λζ ] ∈ ∂M2 depends on the direction
of approach, and the n-th iterate can be computed in terms of a parameter τ2 ∈ Cˆ.
The limiting barycentered measure depends on the limit of the iterates. The key
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observation is that the measures associated to the stable limits of the q-th iterates (in
Rat2q ) have well-defined barycenters. Recall the definitions of Fq,τ,q and Pq,q ∈ Rat2q
from Propositions 6.1 and 6.4.
Proposition 9.2. Fix q ≥ 2 and ζ a primitive q-th root of unity. Let [fk] be a
sequence in M2 converging to [Λζ ] in M2 as k →∞ such that the q-th iterates [f
q
k ]
converge in M2q to either (i) [Pq,q] or (ii) [Fq,τ,q] for some τ ∈ C. Then in case
(i), M([fk]) → ∞ in BCM/SO(3) as k → ∞. In case (ii), limk→∞M([fk]) is
equivalent (in PSL2C) to the measure µFq,τ,q .
Proof. In case (i), there exist representatives fk ∈ Rat2 such that the iterates f
q
k
converge in Rat2q to Pq,q as k → ∞ Since Pq,q 6∈ I(2
q), Theorem 2.2 implies that
the measures µfk converge weakly to
µPq,q =
1
2q
∞∑
j=0
2q−1
2qj
δ−j +
1
2q
∑ 2q−1 − 1
2qj
δ∞ =
1
2
∞∑
j=0
1
2qj
δ−j +
2q−1 − 1
2q − 1
δ∞
as k →∞. Notice that µPq,q({0}) = 1/2.
Therefore, there exists a family of annuli Ak separating z = 0 from the other
points in the support of µPq,q , such that modAk → ∞ as k → ∞ and the µfk -
measure of each complementary component of Ak tends to 1/2 as k →∞. Choose
a sequence gk ∈ Aut Cˆ so that each gk∗µfk is barycentered. Then gk∗µfk and the
annuli gk(Ak) satisfy the hypotheses of Lemma 8.4 which shows that gk∗µfk → ∞
in BCM/SO(3).
In case (ii), there exist representatives fk ∈ Rat2 such that the iterates f
q
k converge
in Rat2q to Fq,τ,q as k → ∞. Since Fq,τ,q is not in I(2
q), Theorem 2.2 implies that
the measures µfk converge weakly to µFq,τ,q as k →∞. Note that µFq,τ,q({z}) < 1/2
for all z ∈ Cˆ by Lemma 6.3. Therefore, µFq,τ,q has a well-defined barycenter. By
continuity of the barycenter, we can choose a sequence gk ∈ Aut(Cˆ) for such that
gk∗µfk is barycentered for all k and gk → g ∈ Aut(Cˆ) with g∗µFq,τ,q barycentered.
Therefore, M([fk]) converges in BCM/SO(3) to a measure which is equivalent (in
Aut(Cˆ)) to µFq,τ,q as k →∞. 
Proof of Theorem 1.1. We aim to show that the embedding of M2 into M2 ×
BCM/SO(3) via the graph of M([f ]) = µf (for a barycentered representative)
extends to a homeomorphism
h : Mˆ2 → X2 ⊂M2 ×BCM/SO(3).
Since Mˆ2 is compact and X2 is Hausdorff, it suffices to show that h is continuous
and bijective. Furthermore, since its image contains a dense open subset, namely
M2 itself, it suffices to show only continuity and injectivity.
Let x = (x1, x2, . . . ) be a boundary point of M2 in Mˆ2 ⊂
∏∞
n=1M2n . Suppose
first that x1 = [Λa] where a is not a primitive q-th root of unity for any q ≥ 2. Then
by Theorem 5.1, xn = [Λ
n
ζ ] for every n ≥ 2. That is to say, there is a unique point
in Mˆ2 which projects to x1 in M2. By Proposition 9.1, h extends continuously to x
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with h(x) = ([Λa],∞) ∈ M2 × BCM/SO(3), and we see that h(x) ∈ X2 has x as
its unique preimage.
Now suppose that x1 ∈ I(Φn) for some n ≥ 2. Then by Theorem 5.1, there is a
q ≤ n and a primitive q-th root of unity ζ such that x1 = [Λζ ]. From Proposition
6.8, the q-th entry xq in the sequence x must be either (i) [Pq,q], or (ii) of the form
[Fq,τ,q] for some τ ∈ C, and all further entries xn for n > q are determined by
xq. That is to say, there is a unique point in Mˆ2 which projects to (x1, . . . , xq)
under the projection to the first q factors. Let [fk] be any sequence in M2 such that
[fk] → x in Mˆ2 as k → ∞. By Proposition 9.2, h extends continuously to x with
h(x) = ([Λζ ],∞) in case (i) and h(x) = ([Λζ ], g∗µFq,τ,q) for some g ∈ Aut Cˆ in case
(ii). Furthermore, we see that h(x) ∈ X2 has x as its unique preimage by Lemma
6.6. 
10. Higher degrees
In this section, we show that the inverse limit space Mˆd and the compactification
by barycentered measures Xd are not homeomorphic for d ≥ 5. The examples come
from [De, §5]. We also prove the following theorem.
Theorem 10.1. The iterate map Φn : Md → Mdn does not extend continuously to
Md for any d ≥ 2 and n ≥ 2.
The examples used to show discontinuity at the GIT boundary of Md are also
from [De, §5]. In fact, they are a generalization of Epstein’s examples for the proof
of Proposition 5.3 ([Ep, Prop 2]). The idea is to find unbounded families in Ratd
such that the critical points are at 2d− 2 given points for every map in the family,
and such that these critical points are distinct from the holes which develop in the
limit.
The second iterate. We give first a complete proof of Theorem 10.1 for the case
of the second iterate, n = 2.
Fix d ≥ 2. Let P (z, w) be a homogeneous polynomial of degree d − 1 with
distinct roots in P1 which is monic as a polynomial in z and such that P (0, 1) 6= 0
and P (1, 0) 6= 0. Let
g = (wP (z, w) : 0) ∈ Ratd.
Then g has a hole at ∞ of depth 1 and holes of depth 1 at each of the roots of P .
The lower degree map ϕg is the constant∞ map, so we see that g ∈ I(d). The point
g is stable for all d ≥ 4, semistable for d = 3, and unstable for d = 2.
Consider the family of rational maps given by
ga,t = (atz
d + wP (z, w) : tzd),
for a ∈ C and t ∈ D∗. This family converges to g in Ratd as t→ 0 for every a ∈ C.
In [De, §5], it was computed that the second iterates of the family ga,t converge as
t→ 0 to
fa = (w
d−1P d−1(awP + zd) : wdP d) ∈ Ratd2 .
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In the notation fa = Haϕa, we have Ha = w
d−1P d−1 for all a ∈ C and
ϕa = (awP (z, w) + z
d : wP (z, w)) ∈ Ratd .
The point fa has holes at ∞ and the roots of P , each of depth d− 1. Note that fa
is not in I(d2).
Lemma 10.2. For each d ≥ 2, the conjugacy classes [ga,t] converge in Md as t→ 0
to a boundary point independent of a ∈ C.
Proof. For each d > 2, the point g ∈ Ratd is stable or semistable and therefore
determines a unique point [g] ∈ Md. Convergence of ga,t to g in Ratd as t → 0
implies that [ga,t]→ [g] in Md as t→ 0 for every a ∈ C.
For d = 2, however, the point g is unstable, so it does not represent a point in
M2. Conjugating the family ga,t by At(z) = t
1/2z, we obtain new representatives,
Atga,tA
−1
t = (at
1/2z2 + wP (z, t1/2w) : z2),
which converge as t→ 0 to
h = (zw : z2).
This point h is stable, since it agrees with the lower degree map ϕh(z) = 1/z away
from a hole of depth 1 at z = 0 which is not fixed by ϕh. Therefore, [ga,t]→ [h] in
M2 as t→ 0 for every a ∈ C. 
Lemma 10.3. For each d ≥ 2,
(i) fa ∈ Ratd2 is stable for all a ∈ C, and
(ii) the map C→Md2 given by a 7→ [fa] is non-constant.
Proof. From the definition of fa we see that each hole has depth d− 1 and d− 1 =
(d2− 1)/(d+1) < (d2− 1)/2 for all d ≥ 2. This proves (i). Consequently, [fa] = [fb]
in Md2 if and only if fa and fb are conjugate by an element of PSL2C.
Now suppose that d > 2. Any conjugacy between fa and fb for a 6= b must
preserve the holes at ∞ and the roots of P and conjugate ϕa to ϕb. There are at
least three holes since the degree of P is d−1 with distinct roots. On the other hand,
the finite fixed points of ϕa are the d− 1 solutions to z
d − zP (z, 1) + aP (z, 1) = 0,
and so the set of fixed points varies with a ∈ C. The cross-ratio of three of the holes
with a moving fixed point must then vary with a ∈ C, and this proves that not all
fa are conjugate.
For d = 2, note that a conjugacy between fa and fb must preserve the holes and
also send the critical points of ϕa to the critical points of ϕb. It can be computed
directly that if P (z, 1) = z − α, the critical points of ϕa are at z = 0 and z = 2α,
independent of a ∈ C. Together with the root α of P and the point at ∞, there are
four marked points which must be permuted by any conjugacy. Moreover, the finite
fixed point of ϕa is at z = aα/(a + α), so the cross ratio of 0, α, ∞, and the finite
fixed point depends on a ∈ C. We conclude that not all fa are conjugate, and the
lemma is proved. 
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Corollary 10.4. The second iterate map Φ2 : Md →Md2 does not extend continu-
ously to Md.
Proof. This is immediate from Lemmas 10.2 and 10.3. 
Higher iterates of ga,t. We are now ready to complete the proof of Theorem 10.1.
Lemma 10.5. For each d ≥ 2, n ≥ 2, and a ∈ C, the limit of the iterates (ga,t)
n ∈
Ratdn as t→ 0 is stable.
Proof. Let n be an even integer. We have seen that the second iterates of ga,t
converge to fa ∈ Ratd2 as t → 0. The n-th iterates of the family ga,t will converge
to (fa)
n/2 as t → 0 by the continuity of the n/2-th iterate map at fa 6∈ I(d
2). In
[De, §5], it was computed that µfa({∞}) = 1/(d + 1) (or it follows from Lemma
2.3). The roots of P are simple and are each mapped to ∞ by ϕa with multiplicity
1, so Lemma 2.3 implies that µfa({α}) = 1/(d + 1) for each root α of P . Since
µfa is a probability measure, any other point of P
1 must have mass ≤ 1/(d + 1).
By Propositions 3.2 and 3.3, we see that every iterate of fa must be GIT stable.
Therefore, all even iterates of the family ga,t have a stable limit as t→ 0.
Now let n ≥ 3 be an odd integer. Lemma 2.6 implies that the composition map
Cd,dn−1 is continuous at the pair (g, (fa)
(n−1)/2). Consequently, the n-th iterates of
ga,t converge to the point g◦(fa)
(n−1)/2 as t→ 0. The iterate formula of [De, Lemma
7] (see also §2) shows that
(fa)
(n−1)/2 =
n−1
2
−1∏
k=0
(
(ϕka)
∗Ha
)d−k−1+(n−1)/2
(ϕa)
(n−1)/2.
It will be useful to write (ϕa)
(n−1)/2 in terms of its coordinate functions (ϕ
(n−1)/2
az :
ϕ
(n−1)/2
aw ) so that we can compute the composition g ◦ (fa)
(n−1)/2 . Indeed, sub-
stituting the coordinate functions for this iterate of fa into the formula for g, we
obtain
g ◦ (fa)
(n−1)/2 =


n−1
2
−1∏
k=0
(
(ϕka)
∗Ha
)d−k+(n−1)/2
ϕ(n−1)/2aw P (ϕ
(n−1)/2
az , ϕ
(n−1)/2
aw ) : 0

 ,
where we have factored out all appearances of Ha. Notice, in particular, that the ex-
pression involvingHa appears as the d-th power of the same expression in (fa)
(n−1)/2.
The estimates on µfa given in the previous paragraph together with Lemma 2.4 im-
ply that the depth of any point for (fa)
k is no greater than d2k/(d+ 1). Therefore,
the depths of the holes of the composition g ◦ (fa)
(n−1)/2 at ∞ or at the roots of P
will not exceed d(dn−1/(d + 1)) + 1, where the added 1 comes from each of these
holes being a simple zero of ϕ
(n−1)/2
aw . Notice that this bound is < dn/2 for all even
d and < (dn − 1)/2 for all odd d. Therefore the holes at ∞ and the roots of P do
not violate the stability criteria.
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For any other point in P1, we know from the above that its depth as a hole of
(fa)
(n−1)/2 is no more than dn−1/(d + 1); its depth as a hole of this composition
cannot then exceed dn/(d + 1) + d(n−1)/2, where the second term is the degree of
(ϕa)
(n−1)/2. This upper bound on the depth is less than dn/2 except when d = 2
and n = 3. In this special case, it is easy to check that the point g ◦ fa ∈ Rat8 has
holes of depth 3 at ∞ and the root of P , and a hole of depth at most 2 at any other
point. It follows that the composition g ◦ (fa)
(n−1)/2 is always stable. 
Proof of Theorem 10.1. Let fa,n ∈ Ratdn denote the limit of the iterates (ga,t)
n
as t→ 0. By Lemma 10.5, fa,n is stable for all n ≥ 2 and all a ∈ C, and therefore
it determines a unique point [fa,n] in Mdn . Furthermore, stability implies that
[fa,n] = [fb,n] if and only if fa,n and fb,n are conjugate.
From Lemma 10.2, the family [ga,t] converges in Md as t→ 0 to a point indepen-
dent of a ∈ C, for every d ≥ 2. Lemma 10.3 implies that a 7→ [fa,2] is non-constant.
To conclude the proof, we need to show that a 7→ [fa,n] ∈ Mdn is non-constant for
all n ≥ 2.
Suppose first that n is even. Any conjugacy between fa,n and fb,n for a 6= b must
preserve the holes and conjugate ϕ
n/2
a to ϕ
n/2
b . In particular, it must preserve the
critical points of ϕa, located at the 2d−2 solutions to dP (z, 1)z
d−1−P ′(z, 1)zd = 0,
independent of a ∈ C. Together with the hole at∞, these give at least three marked
points to be permuted by a conjugacy. On the other hand, the finite fixed points of
ϕa are the d− 1 solutions to z
d − zP (z, 1) + aP (z, 1) = 0, and the set of these will
vary with a ∈ C. Consequently, the cross-ratio of three of the marked points with
a moving fixed point of ϕa also varies with a ∈ C, so not all fa,n are conjugate.
Now suppose that n ≥ 3 is odd. Any conjugacy between fa,n and fb,n must
preserve holes of the same depth. The formula for fa,n = g ◦ f
(n−1)/2
a , given in the
proof of Lemma 10.5, shows that for each d > 2, there are at least three holes at
∞ and the roots of P which are of the same depth and do not depend on a ∈ C.
If α is a root of P , then the preimages of α by ϕa are also holes of fa,n and do
depend on a ∈ C. Therefore, the cross-ratio of∞ with two roots of P and a moving
preimage of α must vary with a ∈ C, and so not all fa,n are conjugate. For d = 2,
if P (z, 1) = z − α, note that the cross-ratio of the holes at ∞ and α with the pair
of preimages of α by ϕa is given by
χ(a) =
a+ α+
√
(a− α)2 + 4α(a − α)
a+ α−
√
(a− α)2 + 4α(a − α)
,
which depends on a ∈ C. Therefore, not all fa,n are conjugate. 
The spaces Mˆd and Xd. We conclude by demonstrating that there cannot exist
a continuous map Xd → Mˆd which restricts to the identity on Md, for every d ≥ 5.
It is likely that there exists a continuous map in the opposite direction.
The following examples are from [De, §5 Example 2]. Fix d ≥ 5. Let P = P (z, w)
be a homogeneous polynomial of degree d−2 with distinct roots such that P (0, 1) 6=
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0, P (1, 0) 6= 0, and P is monic as a polynomial in z. Let g = (w2P (z, w) : 0). Then
g ∈ I(d) is stable for all d ≥ 6 and semistable for d = 5 since the depth at ∞ is
2 < d/2. Therefore g defines a unique point [g] in Md.
For each a ∈ C and t ∈ [0, 1], consider the family
ha,t = (atz
d + w2P (z, w) : tzd) ∈ Ratd .
Computing second iterates and taking a limit as t→ 0, we obtain,
(ha,t)
2 → ha := (aw
2dP (z, w)d : w2dP (z, w)d) ∈ Ratd2 .
Note that ha is stable for all a ∈ C and all d ≥ 5 since the depth at ∞ is 2d < d
2/2.
Therefore each ha determines a point [ha] ∈Md2 and [ha] = [hb] if and only if they
lie in the same PSL2C-orbit. Write ha = Haϕa. Since P has at least 3 distinct
roots and the constant ϕa ≡ a depends on a, we see that only finitely many of the
conjugacy classes [ha] can coincide.
For each a ∈ C such that P (a, 1) 6= 0, the point ha is not in I(d
2). Therefore, the
measures µha,t converge weakly as t→ 0 to
µha =
2
d
δ∞ +
1
d
∑
P (z,1)=0
δz ,
a measure which is independent of a. The measure µha has no atoms of mass ≥ 1/2,
and so it has a well-defined barycenter. Let µ = g∗µha be a barycentered measure
for some g ∈ PSL2C. Consequently, for every a ∈ C, the family [ha,t] converges in
Xd as t→ 0 to the pair (g, µ) ∈Md ×BCM/SO(3). On the other hand, the limits
of [ha,t] as t→ 0 in Mˆd are distinct since the second iterates have distinct limits in
Md2 .
11. Final remarks
The choices made in the definitions of Mˆd and Xd reflect the following desirable
properties in degree 2. A compactification X of the moduli space of quadratic
rational maps should satisfy:
• iteration is well-defined on X,
• there exists a projection from X to Milnor’s M2 ≃ P
2,
• there exists a projection from X to the space of barycentered measures
BCM/SO(3).
In degree 2, the space Mˆ2 = X2 can be described as the “minimal” compactification
satisfying these properties. The second condition ensures that there is a projection
of the boundary of M2 to the moduli space M1. The third condition about the
barycentered measures is chosen to reflect the geometry of the rational maps. Each
rational map f (together with its measure of maximal entropy) determines a convex
surface (up to scale) in R3, with curvature equal to the distribution 4πµf , and
invariant under conjugation by a Mo¨bius transformation. See, for example, [De,
§6]. Given an unbounded family in M2 and the associated family of surfaces in
R3, the choice of barycentered representatives corresponds to fixing the diameter of
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the surfaces. In this language, it would follow from the propositions of §9 that the
limiting geometry of the boundary points are either compact convex polyhedra (with
countably many vertices) or degenerate needles (where the curvature is concentrated
at two points).
In higher degrees, it is not immediately obvious how to formulate the “desirable”
properties of a compactification, as very little is known about parametrizations of
the space Md.
Finally, much can be said about the dynamical properties of unbounded families
in M2, particularly when restricted to a given hyperbolic component. It would
be interesting to understand better the explicit examples given in Section 6 which
appeared first in [Ep].
Example. Suppose {ft : t ∈ (0, 1]} is a family of quadratic rational maps with
f1(z) = z
2 − 1, and such that
(i) the critical points of ft are at 0 and ∞ for all t ∈ (0, 1],
(ii) the critical point at 0 is in a cycle 0 7→ −1 7→ 0 for all t, and
(iii) there is an attracting fixed point of multiplier α(t)→ −1 as t→ 0.
Then this family is contained in the hyperbolic component of f1. Recall that the
Julia set of f1 is the basilica. The family ft can be expressed as
ft(z) =
z2 − 1
c(t)z2 + 1
,
for a function c with c(1) = 0. It can be computed directly that the triple of fixed
point multipliers of ft tends to {∞,−1,−1} as c(t) descends from 0 to −1. In
the limit, the second iterate of ft converges to −2z
2/(z2 + 1) locally uniformly on
Cˆ − {−1, 1}, which is conjugate to G−1(z) = z − 1 + 1/z and to the polynomial
z2+1/4 with a parabolic fixed point. It follows that the τ2-value (as defined before
the statement of Theorem 5.4) for this family is equal to 1.
The Julia sets of ft appear to converge (in the Hausdorff topology) to the cauliflower
Julia set of z2+1/4. The divergence of this family [ft] in M2 is an illustration of the
obstruction to mating the polynomial f1 with itself (the 1/2-limb of the Mandelbrot
set is its own conjugate).
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