Abstract. We consider the following Gierer-Meinhardt system in R:
Introduction
Since the work of Turing [21] in 1952, many models have been derived and investigated to explore the so-called Turing instability [21] . One of the most famous models in biological pattern formation is the Gierer-Meinhardt system [10] , [15] , [16] , which in one dimension can be stated as follows: In this paper, we consider the steady-state problem of (1.1) and further assume that (p, q, r, s) = (2, 1, 2, 0). Namely we consider the following elliptic system We remark that our results for (1.2) can be easily generalized to more general (p, q, r, s) cases. The main difficulty in studying (1.2) is that there is no variational structure. On the other hand, (1.2) represents a typical activator-inhibitor in biological pattern formation.
Problem (1.2) has been studied by numerous authors. Let us mention several important existence results on multiple spike (also called multiple peak) solutions which are related to our present paper.
1) (Existence of symmetric N −peaked steady-state Solutions)
I. Takagi [20] first established the existence of N -peaked steady-state solutions with peaks centered at
for << 1, √ D << 1. Such solutions are symmetric and they are obtained from a single spike by reflection. We call them symmetric N −peaked solutions since all the peaks have the same heights. Takagi's proof is based on symmetry and the implicit function theorem.
2) (Existence of asymmetric N −peaked solutions)
By using matched asymptotic analysis, M. Ward and the first author in [22] showed by asymptotic expansions that for D < D N , where D N is given explicitly, problem (1.2) has asymmetric N −peaked steady-state solutions. Such asymmetric solutions are generated by two types of peaks -called type A and type B, respectively. Type A and type B peaks have different heights. It shows that the solution structure of (1.2) is much more complicated than one would first expect. The stability of such asymmetric N −peaked solutions is also studied in [22] , through a formal approach. The stability issue of symmetric and asymmetric N -peaked solutions is addressed in [13] and [22] .
We remark that asymmetric patterns can also be obtained for the GiererMeinhardt system on the real line by a dynamical systems approach, see [7] .
In ( [26] ), we gave a rigorous and unified theoretic foundation for the existence and stability of general N −peaked (symmetric or asymmetric) solutions. In particular, the results of [13] and [22] were rigorously established. Moreover, it was shown that if the N peaks are separated, then they are generated by peaks of type A and type B, respectively. This implies that there are only two kinds of N -peaked patterns: the symmetric N −peaked solutions constructed in [20] and the asymmetric N −peaked patterns constructed in [22] .
of the mean curvature of the boundary there exist (multiple) clusters concentrating at these point(s). In [14] for the nonlinear Schrodinger equation an analogous result is proved for (nondegenerate local) maximum points of the potential. To obtain multiple clusters for single equations, we must either have nontrivial geometry of the domain or nontrivial critical points of the potential.
The results in this paper imply that a reaction diffusion system can generate multiple clusters even when the domain is trivial and in the absence of a potential. Moreover, we will show that there are both symmetric and asymmetric multiple clusters. The locations of these clusters are determined by three ingredients: the number of clusters, the number of spikes within each cluster, and the order of clusters.
Before we state our main results in Section 2, we introduce some notation. Let L 2 (−1, 1) and H 2 (−1, 1) be the usual Lebesgue and Sobolev spaces.
With the variable w we denote the unique solution of the following problem:
In fact, it is easy to see that w(y) can be written explicitly:
We can calculate explicitly
where
We decompose G D (x, z) into a singular part and a regular part:
We use the notation e.s.t to denote an exponentially small term of order the O(e −d/ ) for some d > 0 in the corresponding norm. By C we denote a generic constant which may change from line to line. This paper has the following structure: In Section 2 we introduce our three main hypotheses, (H1) -(H3) and state our two main results, Theorem 2.1 and Theorem 2.2. In Section 3, we provide some preliminary results. In Sections 4-6, we construct suitable approximate solutions and give some calulcations for them, namely about the space dependence of the heights (Section 5) and the error terms (Section 6). In Sections 7-9, we prove the existence of multiple-clustered solutions: In Section 7, we use the LiapunovSchmidt method to reduce the existence of solutions to (1.2) to a finite dimensional problem; in Section 8 we solve this finite-dimensional problem and complete the proof of Theorem 2.2. In Section 9, we prove Theorem 2.1.
Main Results: Existence of Symmetric and Asymmetric
Multiple Clusters 1 ) and let w be the unique solution of (1.3).
We introduce several matrices for later use:
Recall that
Let us denote
is a constant and we define
Similarly, we define
Now the derivatives of the matrix G D are defined as follows:
By definition, it is easy to compute that
where 6) and
We now have our first assumption:
Next we introduce the following matrix
Our second assumption is the following: 
We define the following vector field:
Our final assumption concerns the vector field F (x).
(H3) We assume that at
Let us now calculate M(x 0 ): Therefore we first compute the derivatives ofξ. It is easy to see thatξ(x) is C 1 in x and from (2.8) we can calculate:
For i = j, we have
Note that
Therefore, if we denote
then we have
where id is the identity matrix and E is the matrix whose elements are all equal to 1. We can compute M(x 0 ) by using (2.19) and definition (2.2):
Our first result is about the existence of symmetric multiple cluster solution which generalizes the results of I. Takagi [20] .
Theorem 2.1. (Existence of symmetric multiple clusters)
Let N and n be two positive integers and 
23)
Furthermore,
Remark 2.2:
If n = 1, this recovers the results of [20] . Theorem 2.1 also generalizes the results of [2] and [7] to a bounded interval. Our next result concerns the existence of asymmetric multiple clusters. 
Remark 2.3: Equation (2.30) expresses the fact that we have two different scalings in the spike locations: the distance between the centers of clusters which is of the order O(1) and the distance between spikes within each cluster which is of the order O( log 1 ).
Let us now comment on how to check assumptions (H1)-(H3).
It is difficult to check (H1) directly. Instead, we note that G −1 D is a tridiagonal matrix. (See [13] and [22] .) More precisely, we calculate
and θ j is given by
Verifying (2.8) amounts to checking the following identity we see that at x 0 we must solve the following ODE:
The derivation of (2.34) is similar to Section 7 of [26] . 
Step 1: We choose good approximate solutions.
where ξ j,k and x j,k will have to be chosen carefully. More precisely, we first choose x j,k such that
where η > 0 is a suitably chosen small constant.
Next we choose ξ j,k so that they will solve a system of algebraic equations. This is done in Section 4.
Step 2: The error terms.
We then compute the space dependence of the heights,
. This is done in Section 5 and Section 6, respectively.
Step 3: The Liapunov-Schmidt reduction method.
By using the Liapunov-Schmidt reduction method we solve the following equation
where α j,k = α j,k (x) are some scalar functions depending on x.
This is done in Section 7.
Step 4: The reduced problem. Finally, we solve the following reduced problem:
This is done in Section 8.
A natural question is the following: Are all N −cluster solutions generated by two types of clusters as is the case for spikes? We believe that this should be true but the proof may be complicated and is left to a future study.
Some preliminaries
In this section, we consider a system of nonlocal linear operators. We first recall from [26] :
Theorem 3.1. Consider the following nonlocal differential operator
Next, we consider the following system of nonlocal operators
Remark 3.1. The matrix C is the product of a symmetric matrix and a diagonal matrix. It therefore has only real eigenvalues. This can be rewritten as
Lemma 3.2. Suppose that (H2) holds. Then
In the latter case, we then have from (3.4) that λη j,k = 0 and hence λ = 0. In any case, we obtain λ = For later use, we set
The conjugate operator of L under the scalar product in
We obtain the following 
and
Here the number of factors is |n|.
Proof: Let us first prove (3.8). Suppose
Let us diagonalize C such that
where P is an orthogonal matrix and by Remark 3.1 J has diagonal form,
i.e.,
with suitable real numbers σ j , j = 1, 2, . . . , |n|. Defining
For l = 1, 2, . . . , |n| we consider the l-th equation of system (3.10):
By Theorem 3.1, (3.11) tells us that
(since by assumption (H2') we know that σ l = 1/2).
Continuing in the same way for l = 1, . . . , N, we havẽ
To prove (3.9), we proceed similarly for L * .
Using σ(C) = σ(C T ), the l-th equation of the diagonalized system is as
Multiplying (3.14) by w and integrating over the real line, we obtain
Thus all the nonlocal terms vanish and we have
This implies thatΨ l ∈ X 0 for l = 1, . . . , |n|.
As a consequence of Lemma 3.3, we have
Moreover, L −1 is bounded.
Proof: This follows from the Fredholm Alternatives Theorem and Lemma 3.3. In this section, we now construct an approximate solution to (1.2) with N clusters concentrating at these prescribed N points. As we shall see, these approximate solutions are to be valid in O( 3/4 ).
where η > 0 is a small number which will be chosen in Section 7. The reason why we assume (4.2) will become clear in Section 8.
We use Ω η to denote the set of all x = (x 1,1 , . . . , x 1,n 1 , . . . , x N,1 , . . . , x N,n N ) satisfying (4.2) and (4.3). We further denote
and we set
To simplify our notation, for x ∈ Ω η we set
where χ is a smooth cut-off function which satisfies the following conditions: From (4.2), using that w(y) ∼ e −|y| as |y| → ∞, we derive that
where η > 0 is a small number.
where ξ is defined in (2.24) and the numbers ξ j,k > 0 will be chosen at the end of this section. By rescalingÂ = ξ A,Ĥ = ξ H, we obtain that (1.2) is equivalent to the following system for the rescaled functionsÂ,Ĥ: From now on, we shall work with (4.11) and drop the hats. We first rewrite (4.11) as a single equation with a nonlocal term. From (4.12), we have
where I 1 and I 2 are defined by the last equality.
The integral I 2 is easy to compute:
using the estimate (4.8).
For I 1 , we have
Let us now compute
In conclusion, we have
by (4.8).
Combining (4.20) and (4.21), we have 
We now choose ξ j,k such that
To see that (4.24) has a unique solution, we note that in the limit → 0 (4.24) becomes This concludes the construction of our approximate solutions.
Computations II: The space dependence of the heights
In this section, we compute the space dependence of the heights which is given by the difference
δ. This is an important step in determining the spike and cluster locations. To simplify our notation, we let
(5.1)
Let x = x m,s + y. Similar to Section 4, we calculate
where J 1 and J 2 are defined by the last equality.
We first calculate J 2 :
by (4.8). For J 1 , we have
by (4.8) . Note that
is an even function.
Combining (5.3), (5.6), and (5.8), we have
Computations III: The error terms
In this section, we compute the error terms.
Recall from (4.12) that
where T [A] is defined by (4.12). We now compute the error term
By (4.9), (4.26) and (5.9), this implies that
3)
The estimates derived in this section provide an important step that will make our approach work in the rest of the paper.
The Liapunov-Schmidt Reduction Method
In this section, we use the Liapunov-Schmidt reduction method to solve the problem
for real constants β j,k and a function v ∈ H 2 (− 1 , 1 ) which is small in the corresponding norm, where ξ j,k is given by (4.24), w j,k is defined by (4.6), and
To this end, we need to study the linearized operator
We define the approximate kernel and co-kernel, respectively, as follows:
Recall the definition of the following system of linear operators from (3.2):
By Lemma 3.4, we know that
|n| is invertible with a bounded inverse. We also introduce the projection π
is invertible with a bounded inverse provided is small enough. For this we will use the fact that the operator L is the limit of the operator L ,x as → 0.
This statement is contained in the following proposition. 
Furthermore, the map
is surjective.
Proof of Proposition 7.1: This proof follows the method of LiapunovSchmidt reduction which was also used in [1] , [11] , [12] , [9] , [18] , [19] , and [26] .
Suppose that (7.3) is false. Then there exist sequences
We define φ ,j,k , j = 1, 2, . . . , N, l = 1, . . . , n j and φ ,|n|+1 as follows:
At first (after rescaling) φ ,i are only defined on I . However, by a standard result they can be extended to R such that their norm in H 2 (R) is still bounded by a constant independent of k and x k for small enough. In the following, we will study this extension. For simplicity, we keep the same notation for the extension. Since for j = 1, 2, . . . , N, l = 1, . . . , n j each sequence {φ
loc (R), it has a weak limit in H 2 loc (R), and therefore also a strong limit in
. . .
solves the system
⊥ . Together, these two statements give Φ = 0.
By elliptic estimates, we get
Therefore, we conclude that φ |n|+1 = 0 and φ
To complete the proof of Proposition 7.1, we just need to show that the operator which is conjugate to
The proof for L * ,x follows along the same line as the proof for L ,x and is therefore omitted. Now we are in a position to solve the equation 8) where
and the operator M ,x is defined by (7.8) for φ ∈ H 2 (I ). We are going to
show that the operator M ,x is a contraction on
if r 0 and are small enough. We have by (6.3) and Proposition 7.1
where λ > 0 is independent of r 0 > 0, > 0 and c(r 0 ) → 0 as r 0 → 0.
Similarly, we show
where c(r 0 ) → 0 as r 0 → 0. If we choose r 0 = α for α < 1 and small enough, then M ,x is a contraction on B ,r 0 . The existence of a fixed point φ ,x now follows from the standard contraction mapping principle and φ ,x is a solution of (7.8).
We have thus proved such that
Our idea is to find x = (
such that also To this end, we let
Then W (x) is a map which is continuous in x and our problem is reduced to finding a zero of the vector field W (x). We note that
Thus it remains to compute 1
For clarity, we set
We calculate by (5.9) and (6.2)
where E 1 , E 2 , and E 3 are defined by the last equality.
By (5.9), we have
In summary, we obtain the following vector field
Note that when
by assumption (H3). Let
Then we have
We need the following lemma. In this section, we show how Theorem 2.1 can be proved easily without any assumption on D. In fact, by reflection, we may assume that N = 1.
We may further assume that A(−x) = A(x), H(−x) = H(x).
There are two cases to be considered: n is even or n is odd. We choose x 1 < x 2 < . . . < x n to be such that 
