In natural language understanding components, detecting out-of-domain (OOD) inputs is important for dialogue systems since wrongly accepting these OOD utterances that are not currently supported may lead to catastrophic failures of the entire system. Entropy regularization is an effective solution to avoid such failures, however, its computation heavily depends on OOD data, which are expensive to collect. In this paper, we propose a novel text generation model to produce highquality OOD samples and thereby improve the performance of OOD detection. The proposed model can also utilize a set of unlabeled data to improve the effectiveness of these generated OOD samples. Experiments show that our method can effectively improve the OOD detection performance of a NLU module.
Introduction
Natural Language Understanding (NLU) in dialog systems, particularly including task-oriented dialog systems and intelligent personal assistants, is vital for understanding users' inputs and making effective interactions. NLU maps text inputs to structured user intents, and decides the downstream processing pipelines of a dialog system, thereby becoming a precursor for the success of such systems. Recently, various deep neural network (DNN) based NLU models have been proposed and applied in real-world applications Sarikaya, 2017; Yoo et al., 2018) .
Most existing DNN based NLU modules are built by following a closed-world assumption (Fei and Liu, 2016) , i.e, the data used in the training and test phrase are drawn from the same distribution. However, such an assumption is commonly violated in practical systems that are deployed in a dynamic or open environment. Specifically, practical NLU systems often encounter out-of-domain (OOD) inputs that are not supported by the system and thus not observed in the training data. Wrongly accepting these inputs may trigger catastrophic failures, particularly in risk-sensitive applications where safety is the top priority, such as robots or self-driving cars. In order to address this issue, a more realistic assumption of openworld (Scheirer et al., 2013; Fei and Liu, 2016) has been proposed. A NLU system built under this assumption should be able to not only correctly analyze in-domain (IND) samples but also reject OOD samples that are not supported by the system.
Most of recent efforts for OOD detection focus on threshold-based methods: a detection score is computed for each input, and then the inputs whose scores are less than a threshold are rejected.
A simple yet efficient approach is to use the maximum value of the softmax output as the detection score (Hendrycks and Gimpel, 2017) , which has been demonstrated to work surprisingly well without extra computational costs. Various models have been proposed following this idea (Liang et al., 2018; Vyas et al., 2018; Lee et al., 2018b) . Further, some recent developments apply an extra entropy regularization term during training (Lee et al., 2018a) , where significant performance improvement of OOD detection was reported when this term is optimized using a set of OOD data.
However, OOD data are difficult and expensive to collect in many real-world applications, and thus entropy regularization cannot be directly applied. Lee et al. (2018a) proposed to solve this issue by generating OOD samples using a generative adversarial network (GAN) (Goodfellow et al., 2014) for image (i.e., continuous space). However, it is yet to be explored in discrete spaces such as natural language. Moreover, unlabeled data, which can be viewed as a mixture of IND and OOD samples, are usually easier to obtain (e.g., through user logs). Thus, it would be attractive to improve the performance of OOD detection by taking advantage of unlabeled data.
In this paper, we study how generated OOD samples and unlabeled data can facilitate OOD detection. We follow the simple and efficient method, entropy regularization (ER), but focus more on how to generate high-quality OOD samples to evaluate the ER term. To this end, we propose a novel text generation model (see Figure 1 ) which consists of a reconstruction module, an adversarial generation module, and an auxiliary classifier. First of all, in the reconstruction module, an encoder maps a text input into a latent code, and a RNN decoder reconstructs the text from the code. A generator is then trained to produce fake latent codes, and a discriminator is trained to distinguish the fake codes from the real ones with an adversarial training process. To provide more supervision signals, an auxiliary classifier is further introduced to predict the correct labels associated with the reconstructed IND samples and to regularize the generated OOD samples to have indistinguishable labels. Experiments show that the OOD samples generated using our model can effectively improve the performance of OOD detection. We also demonstrate that unlabeled data can be used to train the reconstruction module, which further boosts the effectiveness of the generated OOD samples.
Our contributions are summarized as below:
1. We propose a novel text generation model to produce pseudo OOD samples that can be used in entropy regularization for OOD detection. The generated pseudo samples can effectively improve the OOD detection performance of a NLU module.
2. We demonstrate that unlabeled data can be used to train the reconstruction module, which further improves the effectiveness of generated OOD samples for OOD detection.
Related Work
The problem of OOD detection has been investigated in many contexts (Scheirer et al., 2013; Kliger and Fleishman, 2018) , and significant results have been achieved by conventional methods in low-dimensional spaces (Pimentel et al., 2014; Khan and Madden, 2014) . Some of these methods have also been applied to NLU systems (Lane et al., 2006; Tur et al., 2014) .
Some recent DNN models are proposed for detecting OOD samples only utilizing IND data. Most of these methods are threshold-based, and various kinds of detection scores are used. Popular approaches include modeling the probability density (Nalisnick et al., 2019; Pidhorskyi et al., 2018) , computing reconstruction losses (An and Cho, 2015; Golan and El-Yaniv, 2018; Ryu et al., 2017) , using classifier ensembles (Vyas et al., 2018; Shu et al., 2017) , applying Bayesian models (Malinin and Gales, 2018) , or even explicitly learning a detection score (DeVries and Taylor, 2018) . Some KNN-based methods are also proposed (Oh et al., 2018; Xu et al., 2019) . However, most of these methods are computationally expensive either in training or inference, and cannot take full advantage of OOD data or unlabeled data, which causing their applicability in practical systems is limited. Other DNN based OOD detection models aim to utilize a set of OOD data by adding a special "OOD" class in a binary or multiclass classifier (e.g., ), which is sometimes not feasible since the OOD distribution is hard to model with limited OOD data in the training phrase.
Another branch of studies that are related to our work is the Positive and Unlabeled (PU) learning (Bekker and Davis, 2018) , in which a learning algorithm has only access to positive examples and unlabeled data. The difference between our study and PU learning models is that OOD detection aims to reject all samples that are not from IND classes, whereas the negative distribution considered in PU learning models is assumed to be completely covered by the unlabeled data.
Our study is also related to a large amount of works on controllable text generation (Bowman et al., 2016; Bahuleyan et al., 2019; , some of which also involve an adversarial training process (Subramanian et al., 2018; . However, most previous studies aim to model a smooth representation and produce fluent utterances within the data distribution, whereas our model tries to generate effective OOD samples that are not in the given data distribution.
Another existing work that needs a specific mention is Ryu et al. (2018) , in which a GAN based generator imitates IND samples in continuous feature space rather than produces pseudo utterances in natural language. This makes the model less interpretable and limits the choice of OOD detectors. In fact, the pseudo utterances produced by our model could be used in most of the aforementioned OOD detecting strategies.
Model

Task Definition
We aim at improving the OOD detection performance of a practical NLU system. We focus on the intent classification task since it is the most important role of a NLU system.
The task can be formally defined as below: Given a set of IND data D ind = {(x 1 , y 1 ), · · · , (x n , y n )} ∼ P ind , and a mixture of IND and OOD data D mix = {x 1 , · · · ,x n } ∼ P ind or P ood , where x i andx i are utterances, and y i ∈ {l 1 , · · · , l m } is x i 's label (i.e., intent type). P ind and P ood denotes the IND and OOD distribution, respectively. We aim to build a classifier with the ability to: (1) predict correct intents for samples from P ind , and (2) reject samples from P ood .
Note that in most situations, P ood is not known or its underlying space is too large to explore. We cannot expect to capture the entire P ood with the limited OOD data in D mix . However, we can expect to gain some prior knowledge about the OOD distribution with the help of D mix to improve the performance of OOD detection.
Classifier with Entropy Regularization
We follow the approach introduced by Hendrycks and Gimpel (2017) to use the maximum value of the softmax output as the detection score. Specifically, an intent classifier is built with a softmax output layer to predict an m-dimension distribution P θ (y|x) for each input x. The detection score for x is obtained by
where θ denotes the parameters of the classifier. We here adopt a threshold based OOD detection approach, namely, a threshold t is chosen, and an input x is detected to be OOD if Score(x) ≤ t. In order to facilitate a better performance of OOD detection, higher detection scores are desired for IND inputs, while lower detection scores for OOD inputs.
Usually, the intent classifier is trained using the cross entropy loss:
Minimizing L ce (θ) on D ind enforces the classifier to produce confident predictions on IND samples, which leads to high detection scores for IND inputs. However, if samples from P ood also receive a large probability of belonging to some intent, it will make the detection scores for IND and OOD inputs indistinguishable. To address this issue, a regularization term can be added to enforce a high entropy for samples from P ood :
where H is the Shannon entropy of the predicted distribution. This term is similar to the confidence loss used by Lee et al. (2018a) as it enforces the predicted distribution of OOD inputs closer to the uniform distribution, and thus lower detection scores for OOD inputs are more desirable. The total loss for the intent classifier is
where α is a hyper-parameter to balance the contribution of the entropy regularization term. Note that in the training process, L ent (θ) is optimized with samples from P ood . Ideally, we should sample all types of OOD inputs if we cannot obtain any prior knowledge for P ood . However, this is often infeasible, if not impossible, in practical applications. We thus propose to tackle this issue with a pseudo OOD sample generation module which will be detailed in the next section.
Pseudo OOD Sample Generation Model
In this section, we present a novel pseudo OOD sample generation (POG) model which employs an adversarial generation process. The produced pseudo OOD samples can be used to evaluate the entropy regularization term L ent (θ), thereby improving the performance of OOD detection. The overall architecture of this model is shown in Figure 1 .
Our model includes three major components, the first component is an autoencoder, in which two functions are involved: An encoder Enc φ (parameterized by φ) that maps an input utterance x to a latent code z, i.e., z = Enc φ (x), and an decoder P ψ (x|z) (parameterized by ψ) that reconstructs an utterance x from z. The autoencoder is trained with the reconstruction loss:
In order to smooth the latent space of the autoencoder, we add a Gaussian noise ∼ N (0, I) to the latent code z in the training process.
Enc Dec
Dec AC AC Shared Parameters Shared Parameters Figure 1 : Overall architecture of the pseudo OOD sample generation (POG) model. An encoder Enc φ transforms utterance x to a latent code z. A decoder Dec ψ reconstructs x from z. A generator G ξ is built to map a Gaussian noise toz and a discriminator D η distinguishesz and z with an adversarial training process.An auxiliary classifier AC ω is trained to predict the correct label associated with x , and G ξ is regularized by the gradients derived from AC ω which enforces utterancẽ x generated fromz to possess an uniform distribution.
The second component of our model includes an adversarial training process to approximate the latent codes corresponding to the IND data. Two functions are involved: a generator G ξ which maps a noise ∼ N to a latent codez, i.e., z = G ξ ( ), and a discriminator D η which distinguishes the real latent code z and the generated latent codez. Intuitively, the generator aims to fool the discriminator while the discriminator aims to discriminate real codes from generated codes.
In this study, we train our generator and discriminator by minimizing the Wasserstein-1 distance between the generated distribution and the data distribution. Specifically, the loss for the generator is
whereas the loss for the discriminator is:
(7) We also add a gradient penalty term L gp (η) (as proposed by Gulrajani et al. (2017) ) to L d (η) when training the discriminator to enforce the 1-Lipschitz constraint.
The third component of our model contains an auxiliary classifier (AC) P ω (y|x ) that maps a decoded utterance to an m-dimension probability distribution. Specifically, the parameters ω of the AC are optimized with the cross entropy loss to predict the correct intent label associated with the "real" utterance x (i.e., x is decoded based on a real latent code z, that is, ∃x ∼ P ind , s.t. z = Enc φ (x) and x ∼ P ψ (x|z)):
(8) Furthermore, we use the AC to guide our latent code generator G ξ to produce latent codes that can be decoded into OOD samples. Specifically, we propose the following loss for G ξ to enforce a high entropy for the predicted distribution of the AC on the "fake" utterancex (i.e.x is decoded based on a fake latent code, that is,
Note that the latent code generator G ξ trained using the loss L g (ξ) and L ent (ξ) is trying to accomplish two conflicting targets: First, the adversarial loss L g (ξ) forces the generated latent code to be close to the IND space, and thus makes the decoded utterancex looks similar to utterances in D ind ; Second, the regularization loss L ent (ξ) ensures the intent associated with the decoded utterancex cannot be predicted by the AC. Specifically, L ent (ξ) reaches its minimum when the AC Algorithm 1 Training Procedure of POG 1: for each training iteration do /* (1) Train the autoencoder (φ, ψ) and the auxiliary classifier (ω) */ 2:
Update ω by minimizing L ce (ω) /* (2) Train the discriminator (η) */ 8: 
Update ξ by minimizing L g (ξ)
14:
Decodex i ∼ P ψ (x|z i )
15:
Update ξ by minimizing L ent (ξ) 16: end for produces a uniform distribution, namely,x does not belong to any existing intent labels. It is expected that these losses can guide our model to generate OOD samples near the IND distribution (i.e., look similar to the IND samples), thereby making the model more effective in OOD detection.
The training process of the POG model is detailed in Algorithm 1. Note that the text samplẽ x is discrete and non-differentiable, which hinders the gradients back-propagating from the AC to the generator G ξ . In order to address this issue, we use a continuous approximation approach to replace the token (i.e., one-hot vector) sampled at each time step inx with the probability vector produced by the decoder P ψ (x|z). These "soft" tokens are fed into the AC to make the whole computation process differentiable. Specifically, the word embedding inputted at each time step of the AC is computed as an average over all the word embeddings weighted by the input probability vector.
Moreover, we also found that augmenting the training process of the autoencoder in POG with a mixture of IND and OOD data (namely D mix ) helps to enrich the generated pseudo OOD utterances and thus improves the effectiveness of the these utterances. This requires additional steps in each training iteration to update φ, ψ with the reconstruction loss and to update η with the discriminator loss utilizing the data sampled from D mix . We denote the augmented model as AE-POG.
Experiment
Dataset
We evaluated our method on two datasets: (1) real world data that were collected and annotated from the user logs of Bixby: an intelligent personal assistant (IPA) developed by Samsung electronics; (2) the Facebook multilingual Task Oriented (FTO) dataset (Schuster et al., 2018) . For the first dataset, we collected 1M Chinese user utterances from 20 popular domains as the IND data and 40K utterances from other domains as the OOD data. For the second dataset, we only extracted the English utterances, and regarded utterances from 8 intents as the IND data and utterances for the rest 4 intents 1 as the OOD data 2 . Further, the IND data were divided into the train, validation, and test sets, and the OOD data were only used for validation and test. Besides the labeled data, some unlabeled data (i.e., a mixture of IND and OOD data) D mix were also collected for the AE-POG model. Specifically, for the IPA dataset, 66K unlabeled utterances were extracted from the user logs, and for the FTO dataset, a mixture of 4.5K IND data and 4.5K OOD data were used as D mix . Note that there were no overlap between the labeled data and unlabeled data in both datasets. Statistics of these datasets is shown in Table 1 .
Model Implementation
Our intent classifier was implemented using the CNN architecture (Kim, 2014) . Four kernel sizes (2, 3, 4, 5) were used and each kernel had 128 features. A three-layer MLP was added on top of the CNN. The hidden size of each layer was 512.
For the POG model, the auxiliary classifier was of the same structure and parameter setting with the intent classifier. The encoder and decoder were both implemented using LSTM (Hochreiter and Schmidhuber, 1997) . The hidden size of the LSTM used for the FTO and IPA datasets was 100 and 256, respectively. The generator and discriminator were both four layers MLPs activated with the Leaky ReLU function (Maas et al., 2013) . The hidden size of the MLP was of 512 and 1024, respectively for the FTO and IPA dataset. The vocabulary size used in the intent classifier and the POG model was of 4.6K and 30.0K for the FTO and IPA dataset, respectively.
In the following sections, we use the notation "ER" to denote the intent classifiers that were trained with the entropy regularization term, and the data used to evaluate this term is indicated after the "+" notation. For instance, "ER + POG" 2: Performance of the models when a small set of labeled OOD samples (D ood ) is applied. The notation "T" means a temperature scaling approach is used. Each result is an average of five different runs. The notation ↑ means higher values are better, and ↓ means lower values are better. means an intent classifier trained with the entropy regularization term that was evaluated using utterances generated by the POG model.
Metrics
The OOD detection performance of the proposed method was evaluated using three metrics: FPRN . The false positive rate (FPR) when the true positive rate (TPR) is N %, which estimate the performance at a particular threshold. FPRN is of more practical value in real-world applications since it is evaluting a deployed OOD detection module. Lower FPRN means triggering fewer false alarms when a high performance on the IND data is guaranteed (Hendrycks et al., 2019) .
In this study, we used FPR95. In contrast to FPRN , AUPR and AUROC evaluate the performance across various thresholds. These threshold-independent metrics give us a clue about how the a OOD detection module performs in various of applications as determining an optimal threshold strongly depends on the application scene of the NLU system.
Effects of Entropy Regularization
We first tested the efficiency of entropy regularization when a set of manually labeled OOD data is available. Specifically, a small set of OOD samples D ood were labeled from D mix (i.e., 10.0K for the IPA dataset and 0.1K for the FTO dataset), and used to evaluate L ent (θ) in the training process.
Two baselines were built: (1) SMOL: a softmax classifier with an additional "OOD" label assigned to the OOD data. The predicted probability associated with this label was used as the detection score.
(2) Binary : a binary OOD detector that is jointly trained with an IND classifier. The output probability of the binary detector is used as the detection score. In this experiment, the IND data and the small set of labeled OOD data were used for training.
Results in Table 2 show that: 1). Entropy regularization helps improve the performance of OOD detection ("ER + D ood "), and the temperature scaling approach (Liang et al., 2018) further enhances its performance (i.e, "ER-T + D ood "). 2). The performance of entropy regularization is relatively stable, whereas the baselines may be largely affected by the size of D ood . For instance, a remarkable performance drop of the "Binary" model was observed on the FTO dataset compared to the IPA dataset (for example FPR95 changed from 0.62 to 11.19). This may be because 0.1K OOD samples are not enough to capture P ood on the FTO dataset using a binary classifier. 
Effects of Generated Pseudo OOD Utterances
In order to demonstrate the effectiveness of the generated pseudo OOD utterances, we trained the proposed POG model with the IND data and sampled a set of generated pseudo OOD utterances (with the same size of the IND training data) to evaluate the entropy regularization term L ent (θ) when training the intent classifier. Several baselines were compared:
(1) DOC (Shu et al., 2017) which built m binary classifiers for m intent types. Each binary classifier predicts a probability for the input belonging to the associated intent. The maximum of these probabilities was used as the detection score;
(2) MSP (Hendrycks and Gimpel, 2017) which trained a softmax classifier without L ent (θ). The detection score was calculated using Equation 1.
(3) MSP-T (Liang et al., 2018) which calibrated MSP with the temperature scaling approach. In these baselines, only the IND data were used for training. Note that we did not choose the recently proposed KNN-based model (Xu et al., 2019) as a baseline because the time and memory usage for this model increases dramatically with the size of training data, which is not suitable for large scale real-world NLU systems.
Results are shown in Table 3 . First, our model "ER + POG" significantly outperforms the baselines on both datasets. Then, in order to show that not all the performance improvement of our model was attributed to entropy regularization, we built another baseline "ER + Rand" by evaluating L ent (θ) with randomly collected utterances from other datasets. Specifically, 960.0K Chinese utterances from Weibo were used for the IPA experiment, and 14.4K English utterances from the Mul-tiWOZ dataset (Budzianowski et al., 2018) were used for the FTO experiment. The results in Table 3 show that these extra data help to improve the performance of OOD detection (for instance, the FPR95 on the IPA and FTO dataset was improved from 13.37 to 8.81 and from 20.91 to 8.83, respectively). Nevertheless, our model still surpasses this baseline without utilizing these extra data (the FPR95 on the IPA and FTO dataset was improved from 8.81 to 6.45 and from 8.83 to 6.41, respectively). This further validates that the OOD utterances generated using the POG model are effective on improving the performance of OOD detection. 
Utilizing Unlabeled Data to Improve the Performance of OOD Detection
We also verified that the effectiveness of the generated pseudo OOD utterances can be improved with the proposed AE-POG model utilizing a mixture of IND and OOD data D mix . Specifically, the reconstruction component of the POG model was trained with data D mix . Pseudo OOD utterances generated by the AE-POG model were used to evaluate L ent (θ) when training the intent classifier. We compared this method with a baseline model "ER + D mix " that directly used all the data in D mix as OOD data to evaluate L ent (θ).
The results in Table 3 show that remarkable performance drops are observed in "ER + D mix ". This means that entropy regularization cannot utilize D mix directly. Further, our model "ER + AE-POG" achieved the best performance. This validates that the OOD utterances generated by the AE-POG model are more effective for improving the performance of OOD detection. Figure 2 shows the receiver operating characteristic (ROC) curves obtained from various OOD detection models on the IPA dataset. It can be seen that the proposed model "ER + POG" surpasses all the baselines, and "ER + AE-POG" further improves the performance of OOD detection. Similar results were also obtained on the FTO dataset (see Appendix).
We also analyzed the distribution of the detection scores obtained from different models on the IPA dataset ( Figure 3 ). It shows that our proposed models obtained a better separation of the detection scores between the IND and OOD data compared to the baseline "MSP". This supports our claim that our model can utilize D mix to further improve the performance of OOD detection. Note that the model shown in Figure 3d was obtained utilizing manually labeled OOD data. It serves as an upper-bound for our models. Similar results were also obtained on the FTO dataset (see Appendix).
Features Learnt by the OOD Detector
To further investigate the benefit of the proposed model on OOD detection, we visualized the CNN features learned in different intent classifiers. Specifically, we fed the testing samples of the FTO dataset to each intent classifier and calculated the CNN feature vectors. The MDS algorithm (Borg and Groenen, 2003) was used to map these vectors into 2-dimensional representations. Figure 4 shows that the intent classifiers regularized with samples generated by the POG model learns more distinguishable features for IND and OOD data (Figure 4b) , and samples generated by the AE-POG model help to enhance this distinction (Figure 4c ). This further verifies the effectiveness of our model. Note that the model shown in Figure 4d was obtained utilizing manually labeled OOD data. It serves as an upper-bound for our models. Table 4 shows some pseudo OOD utterances generated by the proposed POG and AE-POG model on the FTO dataset. The POG model learns to combine phrases from the IND data in a grammatical way, and thus makes the produced pseudo OOD utterances look similar to the IND data but possess indistinguishable intents. Moreover, the AE-POG model can make use of phrases from the OOD data, and thus produces more effective utterances that are similar to the OOD data.
Samples of Generated OOD Utterances
Conclusion
In this paper, we propose a novel text generation model to produce pseudo OOD samples that can be used to improve the performance of OOD detection in a NLU module. These generated OOD samples can be used in entropy regularization and their effectiveness can be further improved by utilizing unlabeled data (namely, a mixture of IND and OOD data). Experiments show that our method is superior to the state-of-the-art Table 4 : Utterances sampled from D ind and D ood of the FTO dataset (i.e., human generated utterances), and the pseudo OOD utterances generated using the POG and AE-POG model. baselines. As future works, we will explore this idea in classification problems for longer text since it is more challenging to generate longer documents for OOD detection. Figure 5 : Calibration curves for different models on the IPA dataset. The dashed black line indicates a perfectly calibrated OOD detector, and models closer to this line are better calibrated. The brier score (Brier, 1950) for each model is show in the parentheses. Better calibrated models correspond to lower brier scores. Figure 5 and Figure 6 shows the calibration curves of different models on the IPA and FTO dataset, respectively. It can be seen that entropy regularization helps to calibrate the detection scores predicted by the intent classifier, and Figure 6 : Calibration curves for different models on the FTO dataset. The dashed black line indicates a perfectly calibrated OOD detector, and models closer to this line are better calibrated. The brier score (Brier, 1950) for each model is show in the parentheses. Better calibrated models correspond to lower brier scores. the pseudo OOD utterances generated by our models help to build better calibrated intent classifiers. This further demonstrates the superiority of our method in practical applications.
C Evaluation Figures on the FTO Dataset
Additional evaluation figures on the FTO dataset are shown in this appendix. Specifically, the ROC curves for different models on the FTO dataset are shown in Figure 7 . It can be seen that the model "ER + AE-POG" outperforms all the other models, which demonstrates the effectiveness of the proposed AE-POG model. POG model can be effectively used to improve the performance of OOD detection, and the AE-POG model can further improves the effectiveness of these generated pseudo OOD utterances. Figure 8d shows an upper-bound that is achieved using the manually labeled OOD data.
