Abstract The design of low-thrust-based multitarget interplanetary missions requires a method to quickly and accurately evaluate the low-thrust transfer between any two visiting targets. Complete evaluation of the low-thrust transfer includes not only the estimation of the optimal fuel consumption but also the judgment of transfer feasibility. In this paper, a deep neural network (DNN)-based method is proposed for quickly evaluating low-thrust transfer. An efficient database generation method is developed for obtaining both the infeasible and optimal transfers. A classification DNN and a regression DNN are trained based on the infeasible and optimal transfers to judge the transfer feasibility and estimate the optimal fuel consumption, respectively. The simulation results show that the well-trained DNNs are capable of quickly determining the transfer feasibility with a correct rate of greater than 98% and approximating the optimal transfer fuel consumption with a relative estimation error of less than 0.4%. The tests on two asteroid chains further show the superiority of the DNN-based method for application to the design of low-thrust-based multitarget interplanetary missions.
I. Introduction
Low-thrust-based multitarget interplanetary missions to explore the solar system are of great interest to space agencies because electric propulsion has much higher high 3 target to the next is not always feasible. Consequently, the ability to quickly judge the transfer feasibility is also necessary when evaluating a low-thrust transfer, and the judgment of transfer feasibility must be accomplished before estimating the optimal fuel consumption because estimating the optimal fuel consumption for an infeasible transfer makes no sense.
Several analytical methods for approximating a low-thrust transfer have been
proposed, but few of them are appropriate for the general case of the transfer between orbits of arbitrary eccentricity [3] [4] [5] [6] . The Lambert method is capable of quickly evaluating the low-thrust transfer between any two bodies and is frequently used in GTOC [7] [8] . This method estimates the optimal fuel consumption of a low-thrust transfer according to the velocity increment of the corresponding Lambert (two-impulse) transfer and judges the transfer feasibility by comparing the low-thrust-accumulated velocity increment and the corresponding Lambert velocity increment. Many participants, including the champion team (Jet Propulsion Laboratory, JPL), applied this method to approximate the low-thrust transfer in GTOC-7 [2] . However, the approximating performance of the Lambert method is usually not satisfactory. A more reliable method for quickly judging the transfer feasibility and estimating the optimal fuel consumption is required for the design of the low-thrust-based multitarget interplanetary missions.
Machine learning (ML) has been rapidly developed for decades [9] and widely applied in many fields, including spacecraft trajectory optimization and prediction [10] [11] [12] [13] [14] [15] [16] [17] . To avoid expensive evaluations of the objective function when solving 4 GTOPs, Ampatzis and Izzo [10] tried an ML-based model during the evolutionary optimization process and presented some preliminary but very encouraging results.
These authors opened up the application of learning-based methods for spacecraft trajectory optimization. The related works that have emerged in recent years are noteworthy and can be generally divided into three types. The first type of application is to train an estimator based on a number of optimized solutions to quickly evaluate the optimal velocity increment or fuel consumption for numerous transfers without optimizing them one by one, such as the accessibility assessing for the main-belt asteroids [11] [12] . The attempts by Sá nchez-Sá nchez [13] [14] and Schiavone [15] to apply an ML-based model as an on-board representation for the optimal guidance profile can be classified as the second type. The representative work of the third type is reported by Peng and Bai [16] [17] and shows that an ML-based model can also be combined with physics-based models to improve the orbit prediction accuracy by learning space environment information from large amounts of observed data. This study belongs to the first type. In fact, earlier research on approximating low-thrust transfers was presented in [18] . In this preliminary study, the superiority of applying a learning-based method to estimate the optimal low-thrust fuel consumption was verified. However, the performance was not satisfactory enough because of the inappropriate selection of the learning features and the limited approximation ability of traditional ML models. Moreover, the lack of consideration for the transfer feasibility became the largest issue. As mentioned above, the complete evaluation of a low-thrust transfer includes not only the estimation of the optimal fuel consumption 5 but also the judgment of transfer feasibility. In essence, the judgment of transfer feasibility is a classification problem, and the estimation of the optimal fuel consumption is a regression problem. Both a regressor and a classifier are required to completely evaluate a low-thrust transfer.
A deep neural network (DNN), an important member of the ML family, is a powerful learning model referring to an artificial neural network with more than one hidden layer [19] . A DNN with an appropriate network structure and activation function is expected to have a stronger approximation ability than traditional ML models [20] . The significant achievements of AlphaGo [21] and OpenAI [22] have increasingly attracted attention on DNNs and revealed a promising prospect of DNN-based applications. Owing to its powerful approximation ability, a DNN is applied to evaluate low-thrust transfers in this paper. A classification DNN and a regression DNN are trained to judge the transfer feasibility and estimate the optimal fuel consumption, respectively. The most appropriate learning features and network scale of these DNNs (i.e., the number of nodes and hidden layers) are investigated for both the judgment of transfer feasibility and the estimation of the optimal fuel consumption. The superiority of the DNN-based method for evaluating low-thrust transfers is demonstrated by numerical simulations.
The contributions of this paper are summarized as follows:
1) It is first verified that there exists a boundary between feasible and infeasible low-thrust transfers, and the transfer feasibility can be quickly and accurately determined based on the learning method. 6 2) A DNN-based method is developed for quickly judging the transfer feasibility and estimating the optimal fuel consumption of low-thrust transfers, and this method is verified to be practical for application to the design of low-thrust-based multitarget interplanetary missions.
The remainder of this paper is organized as follows. Section II briefly describes the low-thrust trajectory optimization method. Section III studies the feasibility of low-thrust transfer. Section IV presents the complete process of the DNN-based method for evaluating low-thrust transfers, as well as the configuration and the training method for the classification and regression DNNs. Detailed simulations for determining the most appropriate learning features and network scales of the two learning problems and a demonstration of the superiority of the DNN-based method for evaluating low-thrust transfers are given in Section V. Conclusions are drawn in Section VI.
II. Low-Thrust Trajectory Optimization Method
The motion of a low-thrust-based spacecraft flying around the Sun can be modeled as ,
where r and v are the position and velocity in the heliocentric ecliptic reference frame, respectively; m is the instantaneous mass of the spacecraft; max T refers to the maximal thrust magnitude; u is a control vector, where 
where 0 t and f t are the initial and final transfer times, respectively. The following constraints must be satisfied for the spacecraft:
where 00 cc , rv and A low-thrust trajectory optimization problem is essentially an optimal control problem. Due to the small convergence radius and the sensitivity of the initial guesses, it is difficult to obtain the fuel-optimal solution directly. A homotopy-based indirect method proposed by Jiang et al. [23] is applied to overcome this issue. The energy-optimal solution is first obtained, and the fuel-optimal solution is converted from the energy-optimal solution using the homotopic approach. In this study, an improved differential evolution (DE) algorithm [24] with strong global searching ability is used to find the initial values, and a sequential quadratic programming (SQP) algorithm follows to obtain the convergent fuel-optimal solution.
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III. Feasibility of the Low-Thrust Transfer
Due to the limitations on maneuvering ability, a low-thrust-based spacecraft is not always able to transfer to the expected visiting target within a given flight time. A low-thrust transfer between two central bodies that satisfies the constraints in Eq. (3) is defined as a feasible low-thrust transfer. One that cannot yet satisfy the constraints even if the flight trajectory is optimal (i.e., the spacecraft flies toward the target with optimal thrust direction and maximal thrust magnitude throughout the transfer process)
is defined as an infeasible low-thrust transfer. Domain knowledge suggests that whether a low-thrust transfer is feasible should depend on the initial state of the departure body, the final state of the rendezvous body, the initial mass of the spacecraft and the transfer time. In this section, the influence of the above factors on the transfer feasibility is studied, and a reference feasible low-thrust transfer is used for a better comparison. First, the influence of the initial mass is studied. 0 m is incremented by 2 kg from 1000 kg to 2000 kg with all the other factors fixed. Figure 1 illustrates the transfer feasibilities of these 500 cases and shows that the transfer is infeasible if 0 m is larger than 1514 kg. Then, 0 m is set to 1500 kg, and the influence of the transfer time is studied. T  is incremented by one day from 100 days to 500 days, and the transfer feasibilities of these 400 cases are illustrated in Figure 2 . We find that the transfer is feasible only when T  is longer than 298 days. The similar results in Figures 1 and We randomly sample 3000 points for each of the two conditions and optimize the corresponding low-thrust trajectories. Figure 3 presents the transfer feasibilities of the cases for both conditions. As shown in Figure The above results indicate that there is a boundary between feasible and infeasible low-thrust transfers. Although it is difficult to visualize the boundary in high-dimensional space, from the above results, we can infer that the boundary is a 
IV. DNN-Based Method for Evaluating a Low-Thrust Transfer
Both the ability to quickly estimate the optimal fuel consumption and the ability to quickly judge the transfer feasibility are required when evaluating a low-thrust transfer.
Even though it is almost impossible to analytically determine whether a low-thrust transfer is feasible and calculate the optimal fuel consumption if it is feasible, from the results in Sec. III, we know that the transfer feasibility is expected to be quickly determined with a high correct rate using a learning-based method, as long as the learning model can well approximate the boundary. The previous study [18] shows that the optimal fuel consumption is also expected to be quickly estimated with a small error using a learning-based method. A DNN is thus applied to evaluate low-thrust transfers owing to its powerful approximation ability, and a DNN-based method for judging the transfer feasibility and estimating the optimal fuel consumption is presented in this section.
A. Implementation process
The complete process of the DNN-based method for evaluating a low-thrust transfer is divided into three steps, which are illustrated in Figure 5 .
The first step is to generate the database that contains both infeasible and optimal transfers. The database should be generated according to the working conditions and parameter configurations (e.g., max T and Step 1
Step 2
Step 3 
V. Simulations
The mission proposed in GTOC-7 [2] is exactly a low-thrust-based multitarget interplanetary mission in which the tours of the probes consist of a series of short low-thrust transfers. The demonstration of the DNN-based method for evaluating a low-thrust transfer is thus based on the mission in GTOC-7.
A. Generating the database
Following the configuration in GTOC-7, max T and sp I are set to 0.3 N and 3000 s, respectively. 0 m is limited within [800 kg, 2000 kg], and the maximum of T  is set to 500 days. The orbit elements of the departure and rendezvous asteroids are all within the ranges shown in Table 2 . The acceptable terminal errors are set to 1e6 m and 1 m/s. for the classification and regression problems, respectively. The remaining transfers in the database pool are used as the training samples.
B. Selection of the learning features
An appropriate selection of the learning features is important because the lack of the relevant features and the interference of the redundant features both reduce the approximating performance [29] . A low-thrust transfer is determined by the initial state of the departure body, the final state of the rendezvous body, the initial mass of the spacecraft and the transfer time. Among these properties, the initial mass and the transfer time are two scalars that can be directly used as the learning features. The initial and final states of the transfer, however, can be expressed in different types, such as the orbit elements and the position and velocity. The possible appropriate features for judging the transfer feasibility and estimating the optimal fuel consumption are listed in Table 3 
The number of training samples is set to 5000, and a two-hidden-layer network with 30 nodes is applied to compare the approximating performance of different feature combinations for judging the transfer feasibility. Table 4 C. Determination of the network and training data scales 21 An appropriate scale of the network is necessary to avoid underfitting and overfitting. Different numbers of hidden layers and nodes are tested to determine the most appropriate network scales for both the classification and regression DNNs. Figure 7 illustrates the correct rates of the judgment of transfer feasibility with the network scale varying from two to five hidden layers and 10 to 100 nodes. The results for the networks with more than two hidden layers show similar variation trends with the increase in the node number, where the correct rates of the judgment of transfer feasibility continue to increase before the node number reaches 40 and slowly decrease after that. The highest correct rates of the networks with two and more than three hidden layers are all worse than that of the three-hidden-layer network, and this result indicates that a network with three hidden layers and 40 nodes in each layer should be the best choice for the judgment of transfer feasibility. Based on the above result, the influence of the training data scale is further studied. Figure 9 illustrates the MAEs of the estimation of the optimal fuel consumption with the network scale varying from three to five hidden layers and 20 to 100 nodes.
Apparently, the network with four hidden layers and 70 nodes in each layer should be the best choice. Figure 10 shows the decrease in the MAE as the number of training samples increases from 10 4 to 2×10 5 . An amount of 1.6×10 5 samples is enough for real-world applications because further enlarging the training data scale makes no significant contribution to improvement in the approximating performance and leads to wasting time in generating the database and training the network. From the above results, we can also find that estimating the optimal fuel consumption is more difficult than judging the transfer feasibility because a larger network and training data scale are required. Table 6 , in which Groups 1~4
are single classifiers and Groups 5~9 are tree-based ensemble ones, are first tested for comparison with the classification DNN. These ML models are all trained on scikit-learn [30] . The penalty parameter of the support vector machine (SVM) is set to 100, and the maximum depth of gradient boosted classification trees (GBCT) is set to 8. The numbers of estimators in ensemble classifiers are all consistently set to 100. All
24
of the other parameters are set to their defaults because any change in these parameters will not contribute to the improvement in the approximating performance.
The correct rates of the judgment of transfer feasibility obtained by these classifiers are listed in Table 6 . It can be found that the results obtained by bagging and GBCT classifiers are higher than those obtained by the other ML-based classifiers, while they are all inferior to those obtained by the classification DNN, and this result indicates that the classification DNN is more capable of judging the transfer feasibility. Table 7 show that the DNN-based method can also perform better for estimating the optimal fuel consumption than the traditional ML-based methods, and the average relative error (ARE) can be reduced to no more than 0.4%. The Lambert method is also compared for quickly evaluating low-thrust transfers.
The Lambert method to judge the transfer feasibility is expressed as [9] Table 8 . Figure 13 (a) shows that the spacecraft has propelled with maximum thrust throughout almost the entire transfer process. Table 8 shows that the misjudged infeasible transfer only weakly violates the terminal position and velocity constraints.
These results indicate that both the misjudged feasible and infeasible transfers are very close to the boundary and further show the reliability of the DNN-based method for judging the transfer feasibility.
F. Verification on asteroid transfer chains
To verify the effectiveness of the DNN-based method for real-world applications, the fast evaluation of successive low-thrust transfers is further studied. Two transfer chains that were achieved by the JPL team in GTOC-7 are selected as the test cases [3] , where a total of 12 and 13 asteroids are contained in Chain 1 and Chain 2, respectively. The asteroid name, the rendezvous time and the optimized remaining mass after each transfer are listed in Table 9 . The epoch data of the asteroids can be accessed on JPL's website [31]. The 11 It can be seen from Table 9 and Figures 14 and 15 that the estimation error of the Lambert method keeps increasing transfer by transfer and finally reaches an extreme value of close to 200 kg. The systematic error shown in Figure 12 causes the accumulation of the estimation error and results in a larger and larger deviation between the estimated remaining mass and the true mass. Such an estimation accuracy is unacceptable for real-world applications because there is a risk of losing the best sequence and misjudging the maximum number of accessible asteroids during sequence optimization. The dry mass of the probe is 800 kg in GTOC-7. One or even two more asteroids can be added to the tail of both Chain 1 and Chain 2 according to 30 the estimation result of the Lambert method, while they are actually inaccessible when computing the true optimal fuel consumption. 
VI. Conclusions
Fast evaluation of low-thrust transfers is studied in this paper. The feasibility of low-thrust transfers is first analyzed, showing that a boundary exists between the feasible and infeasible transfers, and the transfer feasibility is expected to be quickly 
