Composite neural networks consist of multilayer networks, in which each layer may use different models of neurons: the classical sigmoidal neuron, the kernel neuron (like radial basis function neurons), the logical neuron, and so on. This section is devoted to supervised composite neural networks and contains three main parts. The first is focused on radial basis function (RBF) networks, as introduced by Poggio and Girosi. The second presents a special class of neural Bayesian classifier based on the kernel density estimator. In the third part, we briefly explain neural tree architectures, and the architecture of the well-known restricted Coulomb energy (RCE) algorithm, stressing their limitations.
C1.6.1 Introduction
Most of the models and algorithms described in this section are constituted of three or four layers (including the input layer). Each layer may use different neuron models, may have different topology, and may be associated with a specialized task.
In neural models described in the previous sections of this chapter, neurons are basically computing units whose output is a sigmoidal function, a Heaviside function, or some other function of its activation. The activation is the inner product between the input vector and the weight vector of the neuron. Other neural models have been proposed, based on another neural model whose output is a nonlinear decreasing function of the distance between the input vector and the weight vector: such a neuron will be called a kernel neuron or a radial basis function (RBF) neuron in this section. Neurons used in RBF neural B1.7.3 networks, in kernel neural networks (KNNs)-also called probabilistic neural networks (PNNs)-and in the famous self-organizing feature maps (SOFMs) belong to this family. C2.1.1 Note that, in both cases, from a statistical point of view, the neuron is nothing other than a particular nonlinear regressor, whose assemblies have the interesting property of being able to model any nonlinear function. The difference and the interest of the two neuron models can be easily explained within the framework of classification. For the sake of simplicity, consider a simple binary classification task. In both cases, (i) the first contains simple neurons which transmit input without distortion, (ii) the second (hidden) layer contains the RBF neurons, (iii) neurons in the output layer are simple linear units.
Each layer is fully-connected to the next one with simple first-order connections (figure C1.6.2).
Basically, the number of input units (output units, respectively) is equal to the dimension n of the input vectors (of the output space, respectively). However, the number of output units can vary according to the coding of the outputs. For instance, for binary classification, we can choose:
(i) 1 output unit which is close to 0 for class 0, and close to 1 for class 1, (ii) 2 output units: unit 0 is close to 1 and unit 1 is close to 0 if class 0 is decided, and vice versa.
Finally, the number N 2 of RBF units is equal to the number of samples, N, in the learning database. The weight vector between the input vector and the j th RBF unit is simply equal to the input vector of the j th samples of the database: w j = x j . The output of the ith neuron of the output layer is then
where φ(·) is a function from R + to R, generally decreasing, x is the input vector, and x j are input examples of the learning database. In equation (C1.6.1), the weights w ij (between RBF units and output units) are tuned during the training, as we will explain in section C1.6.2.5. In what follows, for the sake of simplicity, we always consider 1-output networks, and we omit the index i. Equation (C1.6.1) then becomes:
Finally, we remark that the number of RBF units becomes very large with a huge learning database: practical methods to reduce the number will also appear in section C1.6.2.5.
C1.6.2.4 Choice of function
There now remains an essential question: what radial basis function must we use? Poggio and Girosi (1990) addressed this question in the framework of multivariate interpolation with regularization, for function f from R n to R. In fact, learning consists of designing a mapping f from N empirical input/output examples (x j , d j ), 1 ≤ j ≤ N, which are currently noisy examples. It is thus an ill-posed problem in the Hadamard sense, especially since the same input can produce various outputs, in which case we must exploit other information in order to transform the problem to a well-posed problem. This can be done by looking for the function f minimizing a functional consisting of two terms:
where d j is the (noisy) target output in response to input x j , λ is a scalar parameter (regularization parameter), and P is usually a differential operator. The first term of the functional measures the fitting on data, while the second term imposes smoothing on f . It can be shown that equation (C1.6.3) leads to a Euler-Lagrange partial differential equation, solutions of which involve Green's functions G(x, x j ):
The optimal choice of the Green function depends on the operator P . For instance, for onedimensional data, P can be defined such that
In that case, the Green function is a cubic spline (Haykin 1994, pp 249-50) . Furthermore, if we constrain the operator P to be invariant under rotations and translations, a solution of the Green function leads to the Gaussian RBF (Poggio and Girosi 1990) Supervised composite networks
Finally, the RBF network approximation becomes
that is, a linear superposition of Gaussian RBF, whose centers are samples x j and variances are σ 2 j .
C1.6.2.5 Learning
Three types of parameter are adjusted by training. Weights w j and variances σ 2 j are trained by supervised learning. Finally, to avoid too large a complexity, the number of RBF units may be reduced by selecting, usually unsupervised, a small but representative number of samples in the database. RBF networks being universal approximators, there is no restriction on either inputs or outputs, which may be integer as well as real.
Weight computation without center selection. In the simplest case, all the RBFs have the same width. The location of the RBF and the weight w j must be computed. If the number of samples, N , in the learning database is not too large, one chooses N RBF units, each one being centered on each sample. The N weights w j , 1 ≤ j ≤ N, are solutions of the set of N linear equation:
which can be written: (Light 1992) , the matrix is positive definite if the input vectors x 1 , x 2 , . . . , x N are distinct. If so, the above set of equations has a unique solution. Note that such a set of N equations must be solved for each output unit.
Weight computation with center selection. If N is large, to avoid computation and memory being too large, one selects N 2 N samples in the learning database, which will be associated with N 2 RBF units. Such RBF neural networks are usually called generalized RBF (GRBF) neural networks. The selection of representative samples is usually done by simple vector quantization (VQ) algorithms or Kohonen's C1.1.5, B3.3.5 algorithm, which are unsupervised algorithms. We denote these N 2 new samples, usually different from database samples, by c j . Then, for each output unit, we have a set of N equations with N 2 unknowns:
or again:
The matrix is now rectangular, N × N 2 . An optimal solution, in the mean-square error sense, is then given by w = + y (C1.6.12) where + denotes the pseudo-inverse matrix of . This pseudo-inverse matrix can be computed by direct computation, using the relation Supervised selection of centers. Supervised selection of centers was first proposed by Poggio and Girosi (1990) , and is more efficient than unsupervised selection (Wettschereck and Dietterich 1992) . The idea is based on gradient descent of the cost function:
Gradients of E with respect to w j , c j are easy to compute (see Haykin 1994 for detailed gradient computations) and adaptive algorithms are simply
Adaptation of the radial basis function width. In the most general case, it is interesting to have non-radial basis functions (Poggio and Girosi 1990) . This is equivalent to having a weighted norm and is simply obtained by replacing
where −1 is a positive definite matrix. The weighting matrix can also be adapted by a gradient procedure on the cost E (see Haykin 1994 for details) and the learning rule is:
With radial functions, the covariance matrix reduces to = σ 2 I, and (C1.6.16) adapts only the parameter σ 2 . For RBF classifiers, Musavi et al (1992) proposed another approach to adjust the matrix −1 of an RBF centered on a point c i . We briefly explain the procedure for a 2-class problem. We first assume that the cluster i centered on c i corresponds to class i. The idea is to define the largest cluster possible using a Gram-Schmidt procedure. First, one looks for the nearest input of c i , for instance x i 1 belonging to the opposite class. The vector e 1 = x i 1 − c i determines the least principal axis. Then, one looks for the nearest input, for instance x i 2 , with respect to e 1 , whose projection on e 1 is less than e 1 . The second principal axis is then e 2 = (
2 , and so on. Finally, eigenvalues of are defined from e i , with a correction factor taking into account the empty space phenomenon for high dimensions.
Orthogonal least-square learning. Chen et al (1991) proposed an orthogonal least-square (OLS)-supervised-algorithm to select, one by one, the best centers c i within database samples x j . Assume the best approximation with q RBF units involves the input samples x i , 1 ≤ i ≤ q, as centers:
To improve the approximation, we choose, within the remaining N − q samples of the database, the vector x k which constitutes the best (q + 1)th regressor, that is, minimizing the square error on the whole database. Note that the criterion must be computed for every remaining point! The algorithm is still a variation of the Gram-Schmidt orthonormalization procedure. Its main drawback is computational cost, the main attractions are incrementality and the small size of the network with respect to a random selection.
C1.6.2.6 Related neural network models
Many kernels can be used for multivariate interpolation. In the RBF approach, all RBF units have the same shape with different width (for instance Gaussian shape with different variances). However, similar approaches suggest approximation based on a family of functions.
• Baldi (1991) has shown theoretical results based on Bernstein polynomials of degree n: Supervised composite networks
• The kernel basis function (KBF), introduced by Hlaváčková (1995) , may include various types of classical kernels: Féjer kernel, Dirichlet kernel, Jackson kernel, and so on.
•
Mukherjee and Nayar (1995) designed an RBF network based on wavelets.
Other authors develop spline networks (Friedman 1991, Williamson and Bartlett 1992) or networks using hyperbolic kernels (Jones 1994 ).
C1.6.3 Kernel density estimators

C1.6.3.1 Introduction
These networks were first proposed by Comon (1990) , and Specht (1990) who called them probabilistic neural networks (PNNs). In fact, they are very close to Parzen's windows (Parzen 1962 ). This approach is very interesting for a Bayesian approach to neural classifiers, as proved by the results of the European Esprit project ELENA (Comon et al 1993 , Comon 1995 , but has only been developed by a few other researchers.
C1.6.3.2 Purpose
Kernel density estimators are special RBF neural networks devoted to the estimation of probability density functions (PDFs). They constitute the first step to computing a Bayesian decision. In fact, associated with a winner-take-all (WTA) network, we obtain a complete neural Bayesian classifier.
C1.6.3.3 Topology
The complete network consists of three networks in cascade (figure C1.6.3) (Jutten and Comon 1993) :
(i) the first is the kernel network, very close to the RBF network, but devoted to density estimation, (ii) the second is purely linear, and computes terms −I k (see Bayesian classification below); the sums of these are densities weighted by prior probabilities and decision costs, (iii) the last is a winner-take-all network which computes the largest term −I k (that is, the smallest I k ) and produces an estimate of the Bayesian decision.
All the connections are first-order and direct. Supervised composite networks
Bayesian classification. The classification problem consists of designing a mapping f , from a set of patterns X to a set of classes C. In supervised classification, the mapping is known for N examples (x i , ω j (i) ), where x i (1 ≤ i ≤ N) are the patterns, and ω j (i) , (1 ≤ j (i) ≤ M) are the associated classes. We have assumed that every feature vector belonging to the same class ω j is drawn independently from the same PDF p(x|ω j ). The optimal Bayesian classifier is the mapping which minimizes the Bayesian risk:
where P j is the prior probability of class ω j , C ij is the cost associated with the decision: 'say ω i while ω j is true', and D i is the region, in the feature (pattern) space, in which each point is assigned to the class ω i . If C ij = 1 − δ ij , where δ ij is the Kronecker symbol, the Bayesian risk R reduces to the average error probability of the decision process. Arranging equation (C1.6.19) leads to C1.6.20) where the first term is a constant cost. Then, minimization of equation (C1.6.20) only depends on the second term. Assuming that C jj < C ij , each integrand I i is positive. The risk R will be minimized if and only if we assign to any pattern x the class ω k(x) satisfying
Then the neural Bayesian classifier (figure C1.6.3) is simply computed using the Bayesian decision (C1.6.21).
Kernel density estimators.
Kernel density estimators are well-known tools in statistics, and are longestablished (Rosenblatt 1956 , Parzen 1962 , Cacoulos 1966 , Silverman 1986 , Härdle 1990 ). Let us consider the set X j = {x(t) ∈ R n , 1 ≤ t ≤ N j } of patterns belonging to class ω j . Kernel estimation of the conditional PDF p(x|ω j ) is then
where K(·) is a kernel function and h(t, j ) is the width of the kernel. In the simplest case, kernels have fixed width: h(t, j ) only depends on N j . Then, comparing equations (C1.6.22) and (C1.6.2), a basic kernel estimator can be viewed as a special RBF network whose connections are all equal to 1/N j . Usually, a kernel K(x) is a decreasing function of x . More precisely, it has been proved that p(x|ω j ) is asymptotically an unbiased PDF estimator if K(x) is positive and bounded and satisfies
the convergence is in quadratic mean. However, as h increases, the bias decreases and the variance increases. Usually, one can then choose the width h which minimizes the integrated mean-square error (MISE). Unfortunately, MISE requires knowledge of the Laplacian of the unknown density! This point is essential, because h determines the smoothness of the estimator and avoids overfitting. This parameter should be related to the regularization term in RBF. For n = 1, according to the above conditions, it is easy to define many candidates:
where Rect(u) = 1 if | u |< 1/2, and 0 otherwise. In higher dimensions, one usually used radial kernels with similar shapes. Practical algorithms for choosing a good but suboptimal value of h have been proposed by Comon (1995) , Voz et al (1995) .
C1.6.3.4 Learning
Two parameters must be adapted in kernel networks:
(i) as in RBF networks, the number of kernels must often be reduced, usually using unsupervised procedures, (ii) the width of the kernels.
Reducing the kernel number. The kernel number is basically equal to the number of samples in the database. With large databases, it is essential to select a small subset of samples, leaving the underlying distribution unchanged. This can be roughly done by unsupervised vector quantization (adaptive k-means algorithm) or self-organizing feature maps, as already suggested for reducing the center number in RBF networks.
Another constructive approach (suboptimal) (Comon and Cheneval 1995) , based on non-radial kernels, suggests an algorithm able to design the best network with restricted complexity (number of kernels) and directly maximizing the classification rate.
Finally, if a small number of samples must be canceled, vector quantization gives poor results. In that case, for fixed kernels, Fambon and Jutten (1995) have proposed an efficient method, inspired by optimal brain surgery (OBS) (Hassibi et al 1993) , to prune a few kernels in KNN. The method computes location modifications of remaining kernels, which minimizes the integrated mean-square error between the pruned approximation and the initial approximation. The method can be considered unsupervised, because it uses as a reference the current network approximation.
Computing the kernel width. In the simplest case, all the kernels have the same width. It is easy to show that h opt = O(N −1/(d+4) ), but, as we previously said, the optimal width h opt explicitly contains the unknown density and its second derivative! The problem is well-known in statistics, and Härdle (1990) proposed three approaches: (i) if the unknown density is close to a reference distribution, we can compute these unknown terms and h opt ; (ii) another idea is to directly estimate the second derivative, but the problem of width choice is still encountered; (iii) finally, two cross-validation methods.
For a small sample size variable kernel estimation, first proposed by Silverman (1986) , seems a more reliable method. However, other problems appear. For instance, variable kernel estimation may not integrate to 1, contrary to fixed kernel estimation (with weights equal to 1/N j ). Silverman (1986) simply chooses the width of the Gaussian kernel, proportional to the kth nearest neighbor. Recently, Lowe (1995) suggested a refinement and instead used the average distance of the first k neighbors. Optimization is done again using a cross-validation method, and experimental results point out an excellent performance/complexity ratio.
After a center selection by vector quantization, Voz et al (1995) Supervised composite networks estimation is almost constant between two neighboring kernels (if the number of kernels is large), they show for Gaussian kernels that h mopt = γ 2 3i m /(2n ln 2), where n is the pattern dimension. The factor γ varies from about 0.7 to 2, according to n and the number of initial samples in each cluster. Experimental results show excellent performance. Curves for the choice of γ are given in their paper.
For variable kernels, Comon (1995) suggests estimating the density iteratively. Initially, a rough estimate of the density is obtained using a rough estimateĥ R (t, j ) by a k-nearest-neighbor estimator. Then, a new valueĥ(t, j ) can be computed and used again to refine the density estimator. Experimentally, it seems a two-pass iteration is enough. Details and complete equations are given by Comon (1995) .
C1.6.3.5 Advantages
The kernel classifier method is able to give a very good estimate of conditional density functions provided that we have enough samples (for each class) in the database. The learning is simple, and only one parameter, for the whole network or for each cluster, is awkward to compute. It is then possible to converge toward the optimal Bayesian classifier, and to compute ultimate bounds for a given problem. This is very useful in evaluating the efficiency of any suboptimal algorithm. Moreover, suboptimal algorithms, simple enough and very efficient, may be designed from this approach.
Finally, with good PDF estimates, the neural Bayesian classifier (figure C1.6.3) always remains optimal without retraining because prior probability and cost modifications are canceled by adjusting parameters in the second and third layers, but the kernel estimators are not influenced.
However, a good density estimate is not necessary to achieve a good classifier. In fact, it is enough to have precise estimates near boundaries. Consequently, optimization directly based on classification performance may be very efficient (Comon and Cheneval 1995) .
C1.6.4 Other composite networks for classification
C1.6.4.1 Restricted Coulomb energy neural network
Introduction. This algorithm was proposed by Reilly et al (1982) for classification. It is a very simple constructive procedure, very popular, although the efficiency strongly reduces with pattern overlapping.
Topology. The network consists of three layers: an input layer F which transmits patterns, a prototype layer G which codes classes, and a decision layer H (see figure C1.6.4). Connections are direct from one layer to the next. First and second layers are fully connected, but only one connection starts from each neuron of the second layer.
Neurons G k , 1 ≤ k ≤ N 2 of the prototype layer are special RBF neurons. For the input pattern x, the output of neuron G k is .6.31) where H[·] denotes the Heaviside function (H[u] = 0 if u < 0, and 1 otherwise) and λ k is the radius of influence of the neuron G k . The aim of the neurons of the prototype layer is to approximate the classes ω j , 1 ≤ j ≤ M by a superposition of hypervolumes. In fact, if w k corresponds to a pattern of class ω j , (C1.6.31) defines around the pattern w k a region (hypersphere with Euclidean distance), with a radius λ k , assigned to class ω j in the pattern space.
Then, the output of neuron G k is only connected to the neuron H j , with a weight equal to 1. The output of neuron H j is
(C1.6.32)
The unit H j is then active if and only if at least one of cells G k connected to it is equal to 1. Assuming the input pattern x:
• if only one output cell H j is active, the pattern is assigned to class ω j , • if no output cell is active, the pattern is not classified, Learning. The learning is a very simple one-shot supervised learning. At the beginning, the second and third layers are empty. Assume the first learning sample is the pair pattern/class (x 1 , ω j ). Because the network is empty, the pattern cannot be classified. One then adds a prototype cell G 1 , with a radius λ 1 = λ 0 , and with input connections w 1 = x 1 . The output of G 1 is connected, with a weight equal to 1, to a new neuron H j .
Assume the second sample is (x 2 , ω k ). Four cases may occur:
There is nothing to do. (ii) y G 1 (x 2 ) = 0, consequently y H j (x 2 ) = 0 and ω k = ω j . We must create a new prototype neuron G 2 , with a radius λ 2 = λ 0 , coding the class ω k , whose input weight is w 2 = x 2 . Another decision neuron H k , devoted to class ω k , is created. It is connected to the output of neuron G 2 with a weight equal to 1. (iii) y G 1 (x 2 ) = 0, consequently y H j (x 2 ) = 0 and ω k = ω j . There is no classification. We improve the coding of class ω j by adding one neuron G 2 , whose input weight is w 2 = x 2 , and whose output is connected to the neuron H j . (iv) y G 1 (x 2 ) = 1, consequently y H j (x 2 ) = 1 but ω k = ω j . There is a misclassification. We must code the new class by adding a new prototype neuron G 2 coding the class ω k , whose input weight is w 2 = x 2 . Another decision neuron H k , devoted to class ω k , is also created and connected to the output of neuron G 2 with a weight equal to 1. To avoid future misclassification, radii λ 1 and λ 2 must decrease and satisfy λ 1 = λ 2 < x 1 − x 2 .
And so on.
Advantages. The algorithm is very simple, but also presents two main drawbacks. First, if the initial radius λ 0 is too small, the number of prototype neurons becomes equal to the number of samples in the database! Secondly, if patterns of different classes overlap, the learning leads to overfitting, because the learning imposes that each pattern must be correctly learned. In that case, this algorithm is not recommended because the generalization error rate becomes large. Figure C1 .6.5 explains this overfitting effect for a simple two-class problem by comparing the RCE algorithm boundary with the k-nearest-neighbor boundary, that asymptotically tends towards the Bayesian boundary.
C1.6.4.2 Neural trees
Introduction. Trees, especially binary trees, are very well-known tools in supervised classification. They are easy to use and are efficient. Moreover, a neural implementation of classification binary trees is straightforward. First attempts for neural trees seem to be due to Koutsougeras and Papachristou (1988) , then Sethi (1990) and Sirat and Nadal (1990) . In all these approaches, the network is automatically constructed: at each step, one adds a new cell corresponding to the best hyperplane, which is defined using an entropy measure, and other simple 'AND' neurons to define new regions corresponding to new leaves of the tree, and connections or simple 'OR' neurons to define the class. (ii) neurons of the second layer are binary neurons which define hyperplanes in the pattern space-the number of neurons is then equal to the number of hyperplanes (nodes in the tree);
(iii) units of the third layer are logical AND neurons which share the space in regions by combining outputs of hyperplane layers-the number of AND neurons is equal to the number of leaves of the tree;
(iv) units of the last layer are logical OR neurons which sum together regions belonging to the same classes and gives the final decision-the number of OR neurons is then equal to the number of classes.
Neural trees have direct, first-order connections. Input layer and hyperplane layer are fully-connected with adaptive connections, while connections between other layers are sparse and fixed.
Learning. Learning is supervised and mainly concerns connections between the input layer and the second layer, which determine the hyperplane equations. Neuron weights can be adapted using the backpropagation algorithm, the pocket algorithm (Gallant 1986 ) and so on, in order to minimize the error number. An information-based criterion is usually used (Koutsougeras and Papachristou 1988 , Sethi 1990 , Sirat and Nadal 1990 , Omohundro 1987 , Willshaw et al 1969 to choose the best partition. Sirat and Nadal (1990) have also proposed a class dichotomy based on principal component analysis.
(a) ( b ) Figure C1 .6.7. Improvement of the tree: black node in (a) implies very simple modification on the associated neural tree: black neurons and connections in (b).
Advantages. This method allows one to find very simply a good initial network architecture which can then be refined. As suggested by Sethi, an appropriate architecture can be obtained by training hyperplane neurons on a reduced learning database. Then, to improve generalization, one may replace hard nonlinearities of neurons (logical AND and OR neurons of third and fourth layers) by soft nonlinearities (sigmoid function) and then continue the training on all the connections using a larger database. To avoid overfitting by adding more and more neurons, a stopping criterion based for instance on entropy measure can control the network expansion (Sethi 1990) . Moreover, it is very simple to improve the network: addition of new neurons does not change existing connections' as shown in figure C1 .6.7. Note also that addition of new classes can be easily obtained by only adding new neurons and connections, but without teaching again existing neurons and connections.
