Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
Is there a spatial dimension to the flow of technology across country borders? Our aim is to investigate this question using exploratory spatial data analysis and other spatial econometric techniques. Following Coe and Helpman (1995) , Keller (2001) , Spiegel (1994, 2002) and others we study the effect of knowledge spillovers on Total Factor Productivity (TFP).
There are two broad schools of thought in the literature on the diffusion of technology across countries. The first one emphasizes the importance of absorptive capacity, that is, the ability of nations to adopt foreign technology for use in the domestic market. This view is based on the idea that there is a common pool of knowledge to which all countries have access, so that technology diffusion is constrained only by the receiving country's ability to understand and make use of the new technology. A prominent example of this view is the Nelson and Phelps (1966) model. The rate of adoption of new technology depends on the capacity of individuals and firms to implement new ideas, and on the gap between the technology they are currently using and the state of the art. The determinant of absorptive capacity in this case is the level of education.
Several empirical studies have found evidence in support of the absorptive capacity view. Benhabib and Spiegel (1994) use a growth accounting method to study the effect of human capital on productivity growth, and find that human capital has a positive and statistically significant effect when interacted with the technology gap (as in Nelson and Phelps, 1966) . Eaton and Kortum (1996) find that inward technology flows (measured by patent citations) is increasing in the level of human capital. Xu (2000) finds that richer countries benefit from hosting US multinational subsidiaries while poor countries do not benefit as much, and that the discrepancy can be explained in terms of the level of human capital in the host country.
Absorptive capacity may also depend on the level of domestic R&D, so that domestic innovation must already have reached a critical level before foreign technology can be successfully adopted. Cohen and Levinthal (1989) show that firms need to substantially invest in R&D in order to understand and evaluate new technological trends and innovations. Griffith, Redding and Van Reenen (2000) find that TFP growth is negatively correlated with the productivity gap (to the technology leader), particularly when the productivity gap is interacted with the level of domestic R&D.
Institutions may also influence absorptive capacity, an idea highlighted by the literature on innovation systems (Acs and Varga, 2002) . Government policies to promote research, networks of scientists and and good universities all encourage R&D and the adoption of foreign technology. Parente and Prescott (2000) argue that while technology is global, countries differ in their resistance to adopt new technologies, due to the excessive influence of domestic lobbies and state bureaucracies.
The second view on technology diffusion across countries emphasizes the importance of bilateral ties. Countries have different stocks of knowledge, and diffusion occurs through bilateral channels such as trade and Foreign Direct Investment (FDI). In general two mechanisms have been identified: (1) direct learning about foreign technology, and (2) employing specialised and advanced intermediate products developed abroad.
Direct learning requires a channel of communication between the two parties, especially since some knowledge may be tacit in that it cannot be codified and can only be passed from one person to another (Polanyi, 1958) . There is some evidence that non-codified knowledge has a localised pattern: Feldman and Lichtenberg (1997) construct a measure of the tacitness of knowledge for a study of R&D activities in the EU. They find that the degree of tacitness of knowledge has an effect on the location of R&D activities.
Codified forms of knowledge (patents, blueprints, articles in scientific journals) may also have a localised pattern. Eaton and Kortum (1996) study patenting activity in the OECD, and find that patent citations decline with geographical distance (although this finding may be due to the importance of withincountry citations). Jaffe and Trajtenberg (2000) also find that intra-national spillovers (measured by patent citations) are larger than those between countries. Part of this effect may be due to the sharing of a common language: Keller (2001) finds that bilateral language skills explain about 16% of bilateral technology diffusion.
Direct learning in the form of tacit knowledge or via blueprints and articles can be described as active technology diffusion (Keller, 2002) . The other mechanism, known as passive diffusion, is the purchase and use in production of intermediate goods with embodied foreign knowledge. It is still a form of knowledge transfer, because it allows the buyer to implicitly use foreign technology in production. It may also encourage further domestic innovation through reverse engineering, or because it facilities domestic R&D (e.g. imports of computer equipment).
The empirical literature on technological diffusion has focused on trade and FDI. Coe and Helpman (1995) study the impact of trade on technology diffusion, and find that international R&D spillovers are related to the composition of imports (whether imports originated in high or low technology countries) and that the overall level of imports is also important. Eaton and Kortum (1996) and Keller (1998) provide evidence to suggest that import composition may not matter much once distance has been accounted for. Xu and Wang (1999) show that the import composition effect is robust when one considers trade in capital goods only instead of trade in all manufacturing goods. Keller (2001) finds that 69% of bilateral technology diffusion can be explained by trade patterns (and trade can be shown to be a function of bilateral distance).
In short, the empirical literature has found considerable evidence to suggest that technology diffusion may follow a spatial pattern, and that country characteristics such as the stock of human capital and the level of domestic R&D affect the rate at which a country adopts foreign technology. We commbine the two approaches by modifying the Nelson and Phelps (1966) model to allow for spatial dependence in TFP growth rates. Spatial econometrics techniques allow us to identify the type of spatial dependence present in the model and to estimate it consistently. Moreover, spatial data analysis techniques allow us to identify clusters and other anomalies such as spatial outliers, and to present the results visually in the form of Moran scatterplots and Moran significance maps.
Spatial econometrics has mainly been used in applications at the level of regions, with several authors applying the techniques to income levels and growth rates, mostly in the context of models of income convergence. Rey and Montouri (1999) study income convergence among the states of the US over the period 1929-1994, and find strong patterns of global and local spatial autocorrelation, with some evidence that temporal changes in spatial autocorrelation are associated with changes in regional income dispersion. Mossi et al. (2003) use spatial data analysis techniques and Markov transition matrices to study growth and inequality in the regions of Brazil. They find evidence of the existence of two spatial clusters: a low income one in the Northeast and a high-income one in the Southeast. Lopez-Bazo et al. (1999) , Le Gallo et. al (2003) and Fingleton (1999) apply spatial econometric tools to the analysis of the convergence in the European regions, and find evidence of spatial dependence and clustering.
Studies at the country level are scarce. Moreno and Trehan (1997) use two different measures of distance: geographical distance and trade. They find that a country's growth rate is closely related to that nearby countries, and that trade alone cannot explain the spatial dependence. Ramírez and Loboguerrero (2002) apply spatial data analysis techniques to a sample of 98 countries over three decades (1965-75, 1975-85, 1985-95) and estimate a spatial dependence model that includes a number of political, economic and social variables.
There has, to our knowledge, been no spatial econometric analysis of TFP, either at the regional or country level.
The remainder of the paper is organised as follows. Section 2 describes our data set, and the method used to construct our measure of TFP. In section 3 we apply spatial data analysis techniques to investigate overall spatial patterns in the data, and the presence of clusters and outliers. Section 4 discusses the Nelson and Phelps (1966) model, and alternative specifications that allow for spatial dependence. Section 5 presents our empirical results, and section 6 concludes.
Data
We constructed our measure of TFP using a constant returns to scale Cobb-Douglas production function, with the capital share of income set to 1/3 and the labour share set to 2/3. Gollin (2002) shows that these are reasonable estimates, given that the share of labour lies between 0.65 and 0.85 for a large cross-section of developed and developing countries. We then calculated TFP as a residual:
where Y it is real output in country i and time t; K it is the capital stock and L it is the total number of workers. Our capital stock series was constructed using the perpetual inventory method:
where I it is aggregate investment in physical capital in country i and time t and δ is the rate of depreciation. An estimate of the initial capital stock was obtained from the expression for the capital/output ratio in the steady state:
where Y i0 output in 1960; (I/Y ) i is the investment share of output; γ is the growth rate of output per capita in the steady state and n i is the rate of population growth. Following Mankiw, Romer and Weil (1992) we assume a fixed value of γ + δ, although in our case we assume γ = 0.02 and δ = 0.07, a higher depreciation rate (in line with recent estimates from microeconomic studies). We used 1960-1965 averages of the investment share and the population growth rate. The investment data is taken from PWT 6.1, using the real share of investment in GDP multiplied by GDP in constant PPPs. For robustness we also tried varying the initial capital stock, the rate of depreciation (between 0.03-0.08), and the source of investment data (we also used the gross fixed capital formation series from the WDI 2002), all of which had little effect on the estimates. Our estimates of the capital stock are also highly correlated with more sophisticated series based on disaggregated data such as the PWT 5.6 capital stock series, Scarpetta et. al (2000) and Easterly and Levine (1999) .
Our labour series is taken from PWT 6.1, and consists of the total number of workers. Our human capital data comes from the Barro and Lee (2001) dataset; we use the average years of schooling in the population aged 25 and over.
Our data covers a sample of 73 countries over the period 1960-2000 (see Table  1 in the appendix for a list of countries included in the analysis). Our sample is somewhat restricted for two reasons: (1) only countries whose borders did not change over the period can be included, this is because the weight matrix used in the spatial analysis is exogenously determined, and must remain constant over the whole period, (2) aggregate investment data is only available for a small sample of countries.
In Figure 1 we have plotted the growth rate of TFP over the period 1960-2000 against the logarithm of TFP in 1960. The result is a pattern frequently found in the literature. There is a slight negative correlation, indicating some tendency towards convergence in TFP levels. Figure 2 shows a scatter plot of the growth rate of TFP against the logarithm of schooling in 1960. In this case the correlation is more pronounced and positive, consistent with the hypothesis that higher schooling encourages technology transfer (as measured by TFP).
The spatial distribution of TFP growth rates can also be seen in Figure 3 . Countries with high TFP growth rates over this period are Korea, Thailand, Japan, Ireland, Pakistan, Greece, Gabon, Portugal, Spain and Italy. Note the contrast with the distribution in Figure 4 , showing the logarithm of TFP in 1960. There is some evidence that countries that lagged behind in terms of TFP in 1960 experienced rapid TFP growth over the period 1960-2000.
A similar pattern is apparent when comparing Figure 5 and Figure 6 , showing the spatial distribution of schooling growth rates and schooling in 1960, respectively. There is some evidence of clustering of schooling levels in Figure  6 , particularly in Latin American and in Europe. A rapid improvement in the average years of schooling of the population is particularly visible in Africa, South Asia and South-East Asia.
Exploratory Analysis
Spatial autocorrelation can be defined as the coincidence of value similarity with locational similarity (Anselin, 2001) . There is positive spatial autocorrelation when high or low values of a variable tend to cluster together in space, and negative spatial autocorrelation if high values are surrounded by low values and vice-versa. A standard measure for spatial autocorrelation is the Moran's I statistic. For a variable x and time t it is given by:
where x i,t is the observation for country i and time t; µ t is the mean value of variable x at time t; n is the number of countries and w ij is one element of the spatial weights matrix W and S 0 is a scaling factor equal to the sum of all the elements of W . The spatial weights matrix contains information on the spatial interdependence of the countries in the sample, and in our case has been constructed as follows:
where d ij is the distance between the centroids of countries i and j in miles. The critical cut-off distance of 2000 miles implies that we expect all spatial interactions above this distance to be negligible. Intuitively, our matrix in constructed so that interactions between countries decline with distance. Our cut-off distance of 2000 miles was chosen in order to restrict technology spillovers to countries that are situated fairly close together in space e.g. in the same continent (as a reference, the distance from coast to coast of the US is approximately 2500 miles). Table 2 lists Moran's I statistic and associated z-and p-values for three variables: (1) TFP growth , (2) In all three cases the z-value for Moran's I is positive and significant, indicating the presence of positive spatial autocorrelation. Intuitively, similar values (either high or low) are more spatially clustered than could have been caused by chance. The statistic is higher for TFP in 2000 than in 1960, indicating that TFP levels are becoming more clustered over time (consistent with theories of convergence clubs). Note also that TFP levels are more spatially autocorrelated than TFP growth rates.
These results can also be seen visually by means of a Moran scatterplot (Anselin, 1996) , which plots the spatial lag W z against z, where z is the vector of observations for variable x in deviations from the mean µ. Moran's I is formally equivalent to the slope coefficient of the linear regression of W z on z, using a rowstandardised weights matrix (a matrix is row-standardised when the elements w ij in each row sum to 1). Figure 7 ) most observations are located in the upperright and lower-left quadrants, corresponding to high-high and low-low values, respectively. It is also apparent that the spatial distribution of TFP levels is becoming more polarised over time. While in Figure 8 there are four or five visible groups of countries with similar values, in Figure 9 there appear to be only two clubs at the two extremes of the spatial distribution, with most other countries scattered in between.
Another relevant statistic is the local Moran's I, which gives an indication of significant spatial clustering of similar values around a particular observation. For a row standardised weights matrix, the global Moran's I equals the mean of the local Moran's statistics. Since there is a link between the local indicators and the global statistic, local outliers are also associated with the countries that exert the most influence on the global statistic. Figure 10 is a map showing the countries with significant values of the Local Indicator of Spatial Association (LISA) for TFP growth rates. The colour code also indicates the quadrant in the Moran scatterplot to which these countries belong. There are two clusters of low-low values: one comprises the Andean countries and Central America, the other one several countries of Sub-Saharan Africa. There are also two high-high clusters: one in Europe (including Turkey), and one in South-East Asia. Note in particular that the European and Sub-Sahara African clusters were also visible on the Moran scatterplot of Figure 7 .
4 Model Specification
The Nelson-Phelps Model
In a seminal paper, Nelson and Phelps (1966) argue that the common practice of viewing education as simply another input in the production function should be ammended to take into account the observation that "educated people make good innovators", by which they mean that education affects the speed at which new technologies are adopted. The authors make a distinction between the theoretical level of knowledge, or the cutting edge of technology, and the level of technology that prevails in practice. The theoretical level of knowledge is assumed to grow at a constant and exogenous rate:
where T t is the best attainable level of technology at time t. In this sense their model is equivalent to the standard neoclassical model of growth, where the process creation of knowledge is exogenous, and technology is treated as a public good. The rate at which theoretical knowledge is turned into improved technology in practice depends on the educational attainment of the adopters, and on the gap between the theoretical level of technology and the level of technology in practice:Ȧ
where A t is the level of technology in practice and h is the level of educational attainment. In the long run, the growth rate of technology in practice A(t) is equal to the growth rate of theoretical knowledge T t , with a constant technology gap.
Although the Nelson-Phelps model was developed with a view to explain technology adoption by individuals and firms, there is a suggestion by the authors that the model might be applied to the study of economic growth. Benhabib and Spiegel (1994) adapt the Nelson-Phelps model to study the effect of human capital levels in a growth accounting framework. To the Nelson-Phelps model in (8) the authors add an innovation term, arguing that in addition to the successful adoption of foreign technology education also determines a nation's capacity to develop new ideas. The growth rate of technology is given by:
In order to estimate the model, they approximate the theoretical level of knowledge T t by the level of technology in the technology leader (the maximum level of TFP at time t), and assume that the level of educational attainment is constant over time (they use the average over the period). The level of educational attainment enters the equation in logarithmic form, so that g(h) = c(h) = ln(h). Their results broadly support the Nelson-Phelps model. The logarithm of human capital is found to have a statistically significant positive impact on productivity growth, both on its own and when interacted with the technology gap (Nelson-Phelps term) . The authors also show that while the level of human capital is an important determinant of productivity growth, the growth rate of human capital is not. This result provides some evidence against the Lucas (1988) model of endogenous growth, where growth is driven by the accumulation of human capital.
We extend the Benhabib and Spiegel (1994) model of equation (9) in two ways. First, we allow the innovation term to depend on both the level and the growth rate of human capital, thus nesting the Nelson and Phelps (1966) and Lucas (1988) approaches. This allows us to test both approaches simultaneously. The distinction between the two models is important because they have very different implications for the effectiveness of investment in human capital. In the Lucas (1988) model, an increase in the level of human capital has a level effect on output, and long-run growth is only possible if human capital can grow without bound (for example, through improvements in the quality of schooling). In the Nelson and Phelps (1966) model an increase in the level of human capital increases the rate of innovation, and therefore has a growth effect on output. Our nested specification is the following:
where u ∼ N (0, σ 2 I).
Note that we approximate the level of theoretical knowledge by the maximum level of technology at time t, and that human capital enters in logarithmic form. Second, we consider two types of econometric model to deal with the presence of spatial dependence: the spatial lag (or spatial autoregressive) model, and the spatial error model.
The Spatial Lag Model
In this model, the growth rate of technology in a country depends on several explanatory variables in that country (such as the human capital stock and the Nelson-Phelps term) and on the growth rate of technology in other countries located close to it in space. The extent of the spatial spillovers is given by the exogenously determined weights matrix W . The model in equation (10) becomes:
where u ∼ N (0, σ 2 I) and ρ is the spatial autoregressive parameter indicating the extent of the interaction between observations according to the spatial pattern of the weights matrix W . One important point to note is that this specification implies that the growth rate of technology in one country is affected by the explanatory variables in all other countries related to it by the spatial weights matrix. This can be seen by expressing the model in reduced form:
Rearranging:
(13) Estimation of equation (11) by OLS results in biased and inconsistent estimates, because the spatially lagged dependent variable is correlated with ε. Instead, the model can be estimated using instrumental variables or maximum likelihood (Anselin, 1988 ).
The Spatial Error Model
The spatial error model is a special case of the spatial lag model, with the spatial dependence restricted to the error term. Intuitively, we can think of the spatial dependence working through omitted variables with a spatial dimension (climate, social norms, exogenous shocks), so that the errors from different countries are spatially correlated. Equation (10) becomes:
where λ is a parameter indicating the extent of the spatial correlation between the regression residuals. Note that since ε = (I − λW ) −1 u, the model can be rewritten as follows (compare with equation (13)):
Estimation of this model using OLS results in unbiased estimates of the parameter values, but biased estimates of the paramater variances. This model should therefore be estimated using maximum likelihood or general method of moments.
Empirical Findings

Standard Models
We start by estimating the standard model used by Benhabib and Spiegel (1994) given in equation (9). It has been suggested in the literature Spiegel, 2002 and Engelbrecht, 2003) that the initial level of human capital (in our case ln(schooling) in 1960) may not be an adequate measure of the human capital available to countries in the spirit of the Nelson-Phelps model. The reason is that for a number of countries the stock of human capital increased dramatically over the period 1960-2000, and therefore the initial level does not reflect the amount of human capital available for innovation and adoption of foreign technology. We therefore estimate the model in equation (9) using two different measures of the human capital stock: ln(schooling) in 1960, and ln(schooling) average over the period 1960-2000. Our data on human capital is the average years of schooling in the population aged 25 and over, taken from the Barro and Lee (2001) dataset.
Column (1) in Table 3 shows the results of estimating the standard model, using ln(schooling) in 1960 as the measure of the human capital stock. The coefficient of the Nelson-Phelps term (indicating technological catch-up) is positive as expected, and highly significant, indicating that countries that are further away from the technology leader experience higher productivity growth, given their levels of human capital stock. The effect of initial schooling on productivity growth is also positive, although the estimated coefficient is fairly small (and not statistically significant at the 5% level). Roughly, the effect of a unit increase in ln(schooling) in 1960 (equivalent to about 2.72 years of schooling) results in an extra 0.08% growth in TFP.
Column (2) shows the results using average ln(schooling) over the period 1960-2000. The coefficient of the Nelson-Phelps term is again positive and highly significant, but also larger than in column (1). This could be an indication that the average years of schooling over the whole period are a better measure of the ability of countries to adopt foreign technology. The coefficient of ln(schooling) is again positive, but now also highly significant. The size of the effect of ln(schooling) on productivity growth is also larger, so that a unit increase in ln(schooling) (equivalent to 2.72 years of schooling) results in an extra 0.47% growth in TFP over the period. Our results confirm those of Benhabib and Spiegel (2002) , who also find that using the period average of ln(schooling) results in larger coefficients for ln(schooling) and the Nelson-Phelps term. The fit of the model in column (2) is also an improvement over that in column (1), as indicated by the higher values of the adjusted R-squared and F-statistic.
Column (3) shows the results of estimating model (10) with the restriction β 1 = 0, so that the innovation term is a function of human capital accumulation (as in the Lucas approach). The coefficient of the Nelson-Phelps term remains positive and highly significant, and has a larger value than in columns (1) and (2). The coefficient of schooling growth is also positive and significant at the 5% level. Roughly, an increase of 1% in the growth rate of schooling results in a 0.25% increase in the growth rate of TFP.
Column (4) shows the results of estimating the nested model of equation (10). Our aim with this specification was to test the relative merits of the Nelson and Phelps (1966) and Lucas (1988) approaches. We find that both the growth rate of human capital and its level have a positive and significant impact on the growth rate of productivity. Interestingly, both coefficients are larger and more significant in the nested model than in the models where they appear on their own (columns (1) and (3)). A possible explanation is that the models in columns (1) and (3) suffer from omitted variable bias, since the growth rate and the level of schooling are highly (and negatively) correlated. Both variables have a positive impact on the growth rate of TFP, so omitting one or the other causes the coefficient of the remaining one to fall. It would seem that neither the Nelson and Phelps (1966) model or the Lucas (1988) model can fully explain the growth rate of TFP over the period 1960-2000.
The Jarque-Bera (1987) statistic does not reject normality for any of the models in Table 3 , ensuring the validity of the spatial tests discussed below, and of the maximum likelihood estimation method used in Table 3 . The White (1980) test for generic heteroscedasticity does not reject the null hypothesis of homoscedasticity for any of the models, but the Breusch-Pagan (1979) test is significant at the 5% level in columns (1) and (4), indicating that the residual variance is correlated with one of the explanatory variables (most likely ln(schooling) in 1960). Since the tests for spatial dependence may be flawed in the presence of heteroscedasticity and vice-versa (Anselin and Griffith, 1988) , we estimate a heteroscedatic error version of the model in column (4), using the following variables in the (additive) specification of the error variance: ln(schooling) in 1960, schooling growth, the Nelson-Phelps term, area in sqkm and population. These last two variables have been included because they are often found to be the cause of heteroscedasticity in cross-sectional models in the presence of spatial depedence (Anselin, 1988) . The results are provided in column (1) of Table  4 (estimation is by feasible generalized least squares (FGLS)). The coefficients and standard errors remain mostly unchanged, indicating that the presence of heteroscedasticity had a minimal effect on the OLS results. Of the variables included in the additive error variance function, area in sqkm, population and ln(schooling) in 1960 were significant.
Spatial Diagnostics and Spatial Error Model
We consider five tests for spatial dependence. The test statistics are reported at the end of each column in Table 3 . The first is Moran's I test, adapted to regression residuals (Cliff and Ord, 1981) . It is highly significant for all the models in Table 3 , indicating the presence of spatial dependence. To discriminate between the two forms of spatial dependence outlined above (the spatial lag and spatial error model), we compare the lagrange multiplier (LM) test for spatial error and the LM test for spatial lag. Both are significant for all the models in Table 3 , suggesting that the observed spatial dependence could take either form. The LM statistic for spatial error is larger in columns (1) and (3), while in columns (2) and (4) the LM statistics for spatial error and spatial lag are almost identical.
The robust LM tests for spatial error and spatial lag indicate the extent of spatial dependence of one form in the presence of spatial dependence of the other form. The statistics are very small and in most cases insignificant, reinforcing our previous finding that the spatial dependence could take either form.
Given these results, we decide to focus on the spatial error model of equation (14) for the following reasons: (1) our nested specification seems the most ap-propriate, because it avoids the possibility of omitted variable bias, and allows us to test between the Nelson and Phelps (1966) and Lucas (1988) models; (2) the LM statistic for spatial lag is slightly higher than the LM statistic for spatial error for the model in column (4), but the difference between the two values is very small; (3) the LM tests point to the spatial error model in all the other specifications; (4) the spatial error model is more realistic from a theoretical point of view, since we would not expect TFP growth in one country to be affected by all the explanatory variables in another country.
Column (2) of Table 4 shows the estimation results of the spatial error model of equation (14), corrected for heteroscedasticity using the same specification as in column (1). The spatially adjusted Breusch-Pagan statistic (Anselin, 1988) is not significant, indicating that the all the heteroscedasticity present in the OLS regression has been accounted for. As with the OLS regression in column (4) of Table 3 , the coefficients of both the level and the growth rate of human capital are positive and significant, although their values have dropped slightly. The results now indicate that a 1% increase in the growth rate of schooling leads to a 0.50% increase in the TFP growth rate. The coefficient of the Nelson-Phelps term is positive and highly significant as before, and its value remains relatively unchanged. It should be noted that the estimate of the spatial error coefficient λ is positive and highly significant, indicating the presence of positive spatial autocorrelation. Two additional test statistics are provided. The likelihood ratio test for spatial error dependence is significant at the 5% level, indicating that the spatial error model provides a better fit than the standard regression model with the same set of explanatory variables (i.e. with λ set to zero). The lagrange multiplier test for spatial lag dependence is not significant, indicating that the spatial error model has been correctly specified.
Conclusions
We have shown that TFP growth rates are spatially autocorrelated, so that high or low values tend to be clustered in space. There is also a significant amount of positive spatial autocorrelation in TFP levels, which appears to have increased over the period 1960-2000. We have used exploratory spatial data analysis techniques to investigate the presence of clusters in TFP growth rates, and have found two clusters of high values in Europe and South East Asia and two clusters of low values in the Andean region and Sub-Saharan Africa. Estimation of a standard model of technology diffusion such as the Nelson-Phelps results in autocorrelated residuals, and the standard spatial dependence tests indicate that a spatial error model would be more appropriate. We find that both the growth rate and the level of human capital have significant and positive impacts on the growth rate of TFP, and conclude that the Lucas (1988) and Nelson and Phelps (1966) approaches both contribute to explaining the evolution of productivity levels over time. One possibility that could be explored further is that both approaches might apply, if we were to distinguish between different types of human capital. The Nelson and Phelps (1966) model is related to the notion of absorptive capacity, and it might be more appropriate to consider only tertiary education and specialised training. The Lucas (1988) 
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