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I. Introduction
The location of a radiating source can be determined by measurement of its signal wavefront using an array of spatially distributed sensors/receivers. In many situations of practical interest, the sensor positions are not precisely known. As demonstrated in [1] [2] , uncertainties in the sensor positions may seriously degrade source localization accuracy. In such situations, it has been suggested to use auxiliary sources at known/unknown locations for the purpose of array calibration [2] - [5] . However, most of these studies have concentrated on analyzing the attainable mean square estimation errors without referring to the estimation algorithm that may achieve the indicated performance predictions.
In this report, we develop a computationally efficient iterative scheme for source localization and tracking, based on the Estimate-Maximize (EM) algorithm. We suppose that the available data consist of time delay, or differential time delay, measurements of the signal wavefront across the array. We consider a general senario in which the array uncertainties may be correlated in time and in space. The proposed algorithm is optimal in the sense that it converges monotonically to the Maximum Likelihood (ML) estimate of the source trajectory parameters. In the case of multiple sources, the algorithm makes an essential use of the information available from all sources to reduce the array uncertainties (the so-called calibration effect) and thus to improve the localization accuracy of each signal source. We also derive new expressions for the log-likelihood gradient, the Hessian, and the Fisher's information matrix, that may be used for efficient implementation of gradient-based algorithms, and for assessing the mean square error (m.s.e.) of the resulting ML parameter estimates.
The organization of the paper is as follows: In section II we formulate the problem and indicate the difficulties associated with the direct ML approach. In section III we apply the EM algorithm for iteratively solving the ML problem in the single source case, and in section 3 IV we consider the multiple source case. Section V is devoted to gradient-based algorithms and performance evaluation, and finally in section VI we summarize the study. 4 
II. Problem Formulation
Consider the problem of source localization and tracking using an array of M spatially distributed receivers as illustrated in Figure 1 . Let the radius vector p(t; 0) denote the source location at time t, where 0 is the vector unknown trajectory parameters.
Similarly, let qm(t) denote the location of the m'A receiver, which is composed of a nominally known track 1. (t), and a random displacement 8r(t):
Assuming perfect propagation conditions in the medium, the travel time of the signal from the source to the mth receiver is:
where denotes the magnitude (norm) of the bracketed vector, and c is the propagation velocity in the medium. Using Taylor series expansion about the nominal sensor locations:
Differentiating (4),
where I is the identity matrix. Substituting (4) and (5) We suppose that the sensor displacements are small compared with the spacing between sensors and with the distance to the source. Therefore, ignoring terms of the order of
(1 16 ,,1 / lip-0., 11)2 (that is, the ratio of sensor displacement to source range squared), r, is given to an excellent approximation by: 
Jip(t; 9)-q. (t)lJ
The product dT6m appearing in (7) is, therefore, the projection of 6m in the direction specified by din. Geometrically, this approximation means that the signal wavefront is essentially planar over distances of the order of 1161mi.
Concatenating the equations in (7) for m = 1, 2, ... M, we obtain: r(t; 9) = Or (t; 9) -I Dr (t; 9k)6(t) (10) where r(t; 0) is the vector time delays of the signal wavefront from the source to the actual receiver locations:
ri(t; 9) 
TM (t; 9)
8(t) is the vector array uncertainties:
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(t)
and D(t; 0) is the matrix:
(0) dM(t; 0)
where the notation (0) indicates that all the other components of the matrix are zero.
All the information concerning source location and track is contained in the delays, or differential delays, of the signal wavefront to the various receivers. Therefore, source localization can be performed by first measuring the propagation delays, and then translating to the estimates of the source trajectory parameters. Since the array uncertainties enter only in the transition from the delay measurements to the track estimates, we shall concentrate only on that phase of the problem.
Let the vector delay measurements at time t = t,, be modeled as: 
-1
The dependence of HB on the time index n accounts for situations in which we may want to use different combinations of TOA's or TDOA's at different times (perhaps because of unacceptable SNR conditions at some receiver outputs).
We suppose that the measurement noises vn n = 1,2,... are statistically uncorrelated zero-mean and Gaussian with the covariance matrix R,, depending on the available signalto-noise ratio (SNR) and on the length of the nih observation interval. We note that R is generally a non-diagonal matrix because of the statistical correlation between signal observations at different receiver outputs. A lower bound on R, that can be used to characterize the minimum attainable mean square error (m.s.e.) can be found in (6].
We must now make additional assumptions concerning the array uncertainties 5(tn) n 8 1, 2.
Otherwise, the measurement equation (15) contains too many unknowns, and the problem cannot be solved. We suppose that 8(t) n = 1,2,... satisfy the following stochastic difference equation:
where 6(to) is zero-mean and Gaussian with a pre-specified covariance matrix P 0 , and un n = 1, 2,... are uncorrelated zero-mean and Gaussian with the covariances Qn. This model allows spatial as well as temporal correlation between the array uncertainties. We suppose, without any loss of generality, that 6(to), {un}, and {vn} are mutually independent.
The estimation problem may now be stated as follows: Given the observed data z = {z : n = 1, 2,... N}, find the best possible estimate of the source trajectory parameters 9.
If one interprets "best" in the usual sense of minimizing the mean square error (m.s.e.), the maximum likelihood (ML) estimator has a strong claim to optimality because of its asymptotic efficiency and lack of bias.
Observing the (15) subject to (16) constitutes a stochastic dynamic linear state equation (where 6(t,) n = 0, 1, 2,... are the state variables), the log-likelihood function, that is the logarithm of the probability density of z, is readily available in the literature (e.g.,
where b is a constant independent of 0, and 
where E {./z 1 , Z2, . z,n-1} denotes the conditional expectation given z 1 , Z2, ... Z -1 , computed with respect to the parameter value 0. By applying the Kalman filtering equations,
8,/,-1 and Pn/,-I are computed recursively in n. Now, the ML estimate 6ML is the 0 that maximizes Lz(O):
This is a complicated optimization problem that is very difficult to solve. Of course, brute force approach can always be used, evaluating the objective function on a coarse grid to roughly locate the global maximum, and then applying the Gauss method or the NewtonRaphson or some other gradient-search interative algorithm. However, a grid search involves the computation of the Kalman filtering equation for a dense set of parameter values, and the computation of the gradient requires the differentiation of the Kalman filtering equations.
Therefore, these methods tend to be computationally tedius and time consuming.
In this study we develop a computationally e 9cient iterative algorithm for finding the ML estimate of 0, without the need to solve the complicated optimization indicated above. The key idea is the if that array uncertainties 8(t,) -% = 0,1,2,... were known to the observer, the actual receiver locations were known, aald the estimation problem would significantly simplifies. Since the array uncertainties are unknown, they are iteratively estimated within the algorithm, and used to iteratively improve the estimate of the various source trajectory parameters. Under certain regularity conditions, the proposed algorithm converges monotonically to the desired ML solution.
First, we develop the algorithm for the single source case, and then present the extension to the multiple source case.
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III. Development of the AlgoLithm
In this section we apply the Estimate-Maximize (EM) algorithm [9] to solve the indicated problem. The EM algorithm is basically an iterative method for finding ML parameter estimates. It works with the notion of complete data, and iterates between estimating the log-likelihood of the complete data using the observed (incomplete) data and the current parameter estimate (E-step), and maximizing the estimated log-likelihood function to obtain the new parameter estimate (M-step).
More specifically, let y denote the complete data, that is related to the observed (incomplete) data z by some non-invertible (many-to-one) transformation:
Let P) denote the current estimate of 0 after I iterations of the algorithm. Then, the next iteration cycle is specified in two steps as follows:
0 where Ly(9) = log fy (y; 0) is the log-likelihood of the complete data, and Eq1{./z} denotes the conditional expectation given z evaluated with respect to the parameter value 0'.
The EM algorithm thus iteratively uses the latest parameter estimate 0) to compute the expected value of Ly(f). It then maximizes over 0 to get a better parameter estimate.
On the next iteration cycle, it uses the improved parameter estimate 0+1) to improve the expectation calculation, and thereby to improve the next parameter estimate. It has been shown [9] [10] that if Q(O, P') is continuous in 9 and 9', the EM algorithm always converges to a stationary point of the observed log-likelihood Lz(O), where each iteration cycle increases the value of Lz(f). Of course, as in all "hill climbing" algorithms, the convergence point may not be the global maximum, and thus several starting points or an initial grid search may be needed.
To apply the EM algorithm, we need to specify the complete data y. Clearly, the choice of complete data is not unique (the transformation F(.) relating y to z can be any non-invertible transformation). We want to choose a complete data y so that the iterative expectation and maximization of the associated log-likelihood function Ly (9) is computationally simpler than the direct brute-force maximixation of Lz(9). As pointed out before, if the array uncertainties were known to the observer, the actual receiver locations where known, and we would have 
where fA(6) is the probability density of 6, and fZ,4(z/ 6 ) is the conditional probability density of z given 6. Taking the logarithm on both sides of (27) and involking (15), the log-likelihood of y is given by: where Tr [.] stands for the trace of the bracketed matrix, and where 6()(t.) and P()(tn) are the conditional mean estimate of 6(t.) and its error convariance computed at 9 = 0): are the propagation delays computed with respect to the estimated receiver locations:
3(')(t.) =E (t) {6(t,,)/z} (31)
where 441)(t,) is the current estimate of the mth sensor location at t = t,, which is composed of the nominal location compensated by the current estimate of the sensor displacement:
Recall (33), to compute Q(0, P()) (E-Step) we only need to compute 6(4 (i) n 1, 2,... N.
Therefore, in this setting, the EM algorithm assumes the form:
The algorithm is illustrated in Figure 3 . We note that the minimization in (38) is similar to the ML problem of estimating source trajectory parameters when the array uncertainties
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(sensor locations) are precisely known to the observer. The difference is that in (38) we solve the problem with respect to the estimated sensor locations. Thus, the algorithm iterates back and forth, using the current trajectory estimate P) to improve the estimate of the array uncertainties in the E-Step, and thus to improve the next estimate of the source trajectory parameters. Under the stated regularity condition (that is, the continuity of Q(0, 0') which is clearly satisfied here), the algorithm converges monotonically to the ML estimate of 0 or, at least, to a stationary point of the log-likelihood function L,(O), where each iteration cycle increases the likelihood of the estimated parameters.
The conditional expectations required in (37) can be carried out efficiently using the Kalman smoothing equations. Details are presented in Appendix A for the convenience of the reader. We have therefore substituted the direct ML approach that requires the computation of the Kalman filtering equations at a dense set of paramter values, with an iterative procedure that involves the Kalman smoothing equations.
The computation of S() (t,) simplifies if 6(t,) n = 1,2,.--are statistically independent.
This is a special case of the model in (16) where P, = 0, and it corresponds to a situation in which the time differences (t, -t,,-1 ) exceed the correlation time of the uncertainty process.
Recall (15), if 6(t,) n = 1,2,... are statistically independent then the pair (z,, 6(t)) is statistically independent of z, m 0 n. Therefore, to compute SM(t,,), we only need to compute the conditional expectation of 6(t,) with respect to zn. Since z" and 6(t,) are 
where Qn is the a-priori convariance of 6 (tn). Since 6(I) (tn) depends only on the measurements z, at t = tn, it can be computed recursively in n. There is no need to store past measurements for the purpose of estimating the array uncertainties.
IV. Multiple Sources
We now extend the scope by considering an array of M spatially distributed sensors, receiving signals from K spatially distributed sources, as illustrated in Figure 4 . Let p(t; 8k)
denote the trajectory of the kth signal source. More generally, we could use different functions pk(t; #k) to characterize the different tracks.
Let the delay measurements associated with the kth signal source at t = t, be given by: 
S0KJ
Since the various zn are statistically correlated due to the array uncertainties, the log- We want to apply the EM algorithm to solve the problem. As before, let the complete data y be composed of the delay observations z {Z, I jointly with the array uncertainties = log fA( 6 ) + log f/,A(z/ 6 )
where b contains all the terms that are independent of 0.
Taking the conditional expectation of Ly (8) The algorithm is illustrated in Figure 5 . Once again we note that the minimization in (45) finds the ML location estimate of the kth signal source with respect to the estimated sensor locations. Thus, the algorithm iterates back and forth, using the current estimate b(l) of the various source location parameters to improve the estimate of the array uncertainties and thus to improve the next source location estimates. Since the algorithm is based on the EM method, it is ensured to converge monotonically to the joint ML estimate of all source location parameters, or at least to a stationary point of the joint log-likelihood function.
All the effect of array callibration enters the E-step, where we use the data available from all signal sources to form the best possible estimate of the array uncertainties. We note that if some of the signal sources have known locations, they are still used in the E-step (with their exact locations). In the M-step, of course, we only re-estimate the unknown location parameters.
Perhaps the most striking feature of the algorithm is that it decomposes the multidimensional optimization associated with the direct ML approach into optimizations with 20 respect to each source location parameters separately leading to a considerable simplification in estimator structure and computations. Because of its parallel structure, the algorithm incorporates any pre-specified number of signal sources with only a linear increase in the computational complexity.
To compute 6 (ta), we need to perform the conditional expectation indicated in (44).
For that purpose, we concatenate the various measurement equations in ( 
D(t; 6) = [D(t; OI)D(t; 82) ... D(t; #K)]
(50)
H (2) H. 
where (t,) is the conditional mean estimate of 6(t,):
S(t.) = Eg {6(t.)/z} (63)
The computation of S(tn) can be carried out efficiently using the smoothing equations presented in Appendix A. We have therefore substituted the direct differentiation of (17) that involves the differentiation of the Kalman filtering equations with a much simpler computation that only involves the Kalman smoothing equations.
Taking the second moment (convariance) of the score, the FIM is given by: 
Recursive formulae for calculation E, 9 {'.nr can be found in [141.
To compute the log-likelihood Hessian we must differentiate the expression for the score.
In practice, the Hessian may be approximated by replacing derivatives with finite differences.
To approximate the partial derivatives of the score, we perturb one coordinate of 9 at a time and compute the resulting score according to (62). This approximation requires the computation of the Kalman smoothing equations at closely spaced values of 0, a task that can be simplified by pre-computation of the smoothed error covariance matrices. Another approximation of the Hessian and the FIM, based on score computation, is presented in [14] .
In the multiple source case, the score and the FIM are still given by (62) and (64) s.e. for any pre-specified arraysource geometry and any given delay measurement scheme, and the realizable improvement in localization accuracy obtainable due to the array callibration effect.
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VI. Conclusion
We have developed a computationally efficient iterative algorithm for source localization and tracking using active/passive arrays with uncertainties in sensor locations. We suppose that the available data consist of time delay, or differential time delay, measurements of the signal wavefront across the array. We consider a general senario in which the array uncertainties may be correlated in time and in space. The proposed algorithm is optimal in the sense that it converges montonically to the Maximum Likelihood (ML) estimate of the source trajectory parameters. In the case of multiple sources, the algorithm makes an essential use of the information available from all sources to reduce the array uncertainties (thae so-called array callibration) and thus to improve the localization accuracy of each signal source. We also derived new expressions for the log-likelihood gradient, the Hessian, and the 
