Linear equations over cones and Collatz–Wielandt numbers  by Tam, Bit-Shun & Schneider, Hans
Linear Algebra and its Applications 363 (2003) 295–332
www.elsevier.com/locate/laa
Linear equations over cones
and Collatz–Wielandt numbers
Bit-Shun Tam a,∗,1, Hans Schneider b
aDepartment of Mathematics, Tamkang University, Tamsui, Taipei, Hsien 25137, Taiwan, ROC
bDepartment of Mathematics, University of Wisconsin at Madison, Madison, WI 53706, USA
Received 20 March 2001; accepted 29 October 2001
Submitted by D. Hershkowitz
Abstract
Let K be a proper cone in Rn, let A be an n× n real matrix that satisfies AK ⊆ K , let b
be a given vector of K, and let λ be a given positive real number. The following two linear
equations are considered in this paper: (i) (λIn − A)x = b, x ∈ K , and (ii) (A− λIn)x = b,
x ∈ K . We obtain several equivalent conditions for the solvability of the first equation. For the
second equation we give an equivalent condition for its solvability in case when λ > ρb(A),
and we also find a necessary condition when λ = ρb(A) and also when λ < ρb(A), sufficiently
close to ρb(A), where ρb(A) denotes the local spectral radius of A at b. With λ fixed, we
also consider the questions of when the set (A− λIn)K ∩K equals {0} or K, and what the
face of K generated by the set is. Then we derive some new results about local spectral radii
and Collatz–Wielandt sets (or numbers) associated with a cone-preserving map, and extend a
known characterization of M-matrices among Z-matrices in terms of alternating sequences.
© 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let K be a proper (i.e., closed, pointed, full, convex) cone in Rn. Let A be an
n× n real matrix that satisfies AK ⊆ K . Let b be a nonzero vector of K, and let λ
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be a given positive real number. Also let In denote the n× n identity matrix. In this
paper we shall study the solvability of the following two linear equations:
(λIn − A)x = b, x ∈ K (1.1)
and
(A− λIn)x = b, x ∈ K. (1.2)
Eq. (1.1) has been treated before by a number of people. The study began with the
work of Carlson [3] in 1963 for the special case when K equals Rn+ (the nonnegative
orthant of Rn) and λ equals ρ(A) (the spectral radius of A), and was followed by Nel-
son [22,23], Friedland and Schneider [11], Victory [39], Förster and Nagy [5], and
Jang and Victory [16,17,19]. Indeed, much of the work on Eq. (1.1) has been done
in the infinite-dimensional setting, when A is either a positive eventually compact
linear operator on a Banach lattice, or an eventually compact linear integral operator
with a nonnegative kernel on Lp(µ) with 1  p <∞, or a positive linear operator
on an ordered Banach space (or a Banach lattice). Our contribution here is to provide
a more complete set of equivalent conditions for solvability, and to give simpler and
more elementary proofs for the finite-dimensional case.
The study of Eq. (1.2) is relatively new. A treatment of the equation (by graph-
theoretic arguments) for the special case when λ = ρ(A) and K = Rn+ can be found
in [36]. As we shall see, the solvability of Eq. (1.2) is a more delicate problem.
It depends on whether λ is greater than, equal to, or less than ρb(A). When λ is
fixed, it is clear that the set (A− λIn)K ∩K consists of precisely all vectors b ∈ K
for which Eq. (1.2) has a solution. (A similar remark can also be said for the set
(λIn − A)K ∩K .) For λ  0, in general, the set (A− λIn)K ∩K is not a face of K
(but the set (λIn − A)K ∩K is). So it is natural to consider the face of K generated
by (A− λIn)K ∩K . Such a result yields a necessary condition for Eq. (1.2) to be
solvable. In particular, in the nonnegative matrix case, it leads to a combinatorial
condition. We also consider the two extreme situations for the set (A− λIn)K ∩K ,
namely, when it is equal to {0} or K. As a by-product we obtain a new sufficient
condition for (A− ρ(A)In)K ∩K = {0}, which is also a necessary condition in case
K is polyhedral. Note that the condition (A− ρ(A)In)K ∩K = {0} can be rewritten
as “xK 0 and AxK ρ(A)x imply that Ax=ρ(A)x”. Its dual condition “xK 0
and Ax K ρ(A)x imply Ax = ρ(A)x” and its equivalent conditions (see [31,
Theorem 5.1]) were known and have proved to be useful.
Our work will rely on concepts or results obtained in our recent sequence of
papers on the spectral theory of a cone-preserving map [31,34–36]. (For an overview,
see also [32].) In particular, we frequently make use of a result given in
[35, Theorem 4.7], which is about the representation of a nonzero vector x of K in
terms of the generalized eigenvectors of the cone-preserving map A. We shall refer
to the said representation as the local Perron–Schaefer condition on A at x.
Based on our knowledge of the solvability of Eqs. (1.1) and (1.2) and the local
Perron–Schaefer conditions on a cone-preserving map A, we are able to obtain some
new results about local spectral radii and Collatz–Wielandt sets (or numbers) as-
B.-S. Tam, H. Schneider / Linear Algebra and its Applications 363 (2003) 295–332 297
sociated with A. In particular, we obtain equivalent conditions for RA(x) = ρx(A),
where 0 /= x ∈ K , and then characterize when inf1(= ρ(A)) ∈ 1. For the ques-
tions of when rA(x) = ρx(A) and when sup1 ∈ 1, we give some partial results.
We also extend a known characterization of M-matrices among Z-matrices in terms
of alternating sequences.
It would be of interest to explore to what extent the methods used in this paper
can be carried over to the infinite-dimensional settings.
This paper is based on a talk entitled “Linear equations over cones, Collatz–
Wielandt numbers and local Perron–Schaefer conditions”, given by the first author at
the Oberwolfach Workshop on “Nonnegative matrices, M-matrices and their gener-
alizations” on November 26–December 2, 2000. An initial version of this work was
also presented by him in the talk “Solutions of linear equations over cones” at the
11th Haifa Matrix Conference on June 21–25, 1999.
2. Preliminaries
We shall restrict our attention to finite-dimensional vector spaces and treat linear
equations over proper cones. By a proper cone in a finite-dimensional real vector
space we mean a nonempty subset K which is a convex cone (i.e., αK + βK ⊆ K
for all α, β  0) is pointed (i.e., K ∩ (−K) = {0}), has nonempty interior and is
closed (relative to the usual topology of the underlying space).
Hereafter we always use K to denote a proper cone in the Euclidean space Rn,
and use π(K) to denote the set of all n× n real matrices A that satisfy AK ⊆ K .
(Vectors in Rn are represented by n× 1 column vectors.) Elements of π(K) are
usually referred to as cone-preserving maps (or positive operators) on K. It is clear
that π(Rn+) is the set of all n× n nonnegative matrices.
A familiarity with convex cones, cone-preserving maps, and graph-theoretic prop-
erties of nonnegative matrices is assumed, see [1,2,30]. For convenience and to fix
notation, we collect some of the necessary definitions and known results.
Let K (also K) denote the partial ordering of Rn induced by K, i.e. x K y
(or y K x) if and only if x − y ∈ K . A subset F of K is called a face of K if it is
a convex cone and in addition possesses the property that x K y K 0 and x ∈ F
imply y ∈ F . For any subset S of K, we denote by (S) the face of K generated by
S, that is, the intersection of all faces of K including S. If x ∈ K , we write ({x})
simply as (x).
By the dual cone of K, denoted by K∗, we mean the (proper) cone {z ∈ Rn:
zTx  0 for all x ∈ K}. It is well known that for any n× n real matrix A, A ∈ π(K)
if and only if AT ∈ π(K∗).
The lattice of all faces of K (under inclusion as the partial ordering) is denoted
by F(K). By the duality operator of K, denoted by dK , we mean the mapping from
F(K) to F(K∗) given by dK(F ) = (span F)⊥ ∩K∗. If F is a face of K, we call
dk(F ) the dual face of F. We shall use tacitly the elementary properties of faces and
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of duality operators. In particular, the following fact will be used a number of times:
If S and T are mutually orthogonal nonempty subsets of K and K∗, respectively, then
(T ) ⊆ dK((S)) and (S) ⊆ dK∗((T )).
Let Mn(C) denote the space of all n× n complex matrices, and let A ∈Mn(C).
The range space, nullspace and the spectral radius of A are denoted, respectively,
by R(A),N(A) and ρ(A). Eigenvalues of A with modulus ρ(A) are said to
compose the peripheral spectrum of A. For any eigenvalue λ of A, we use νλ(A) to
denote the index of λ as an eigenvalue of A, i.e., the smallest integer k such that
N((A− λIn)k) =N((A− λIn)k+1). For any vector x ∈ Cn, by the cyclic space
relative to A generated by x, denoted by Wx , we mean the linear subspace
span{x,Ax,A2x, . . .}.
We also use Mn(R) to denote the space of all n× n real matrices. The above
concepts and notation will also apply to the real case. Sometimes we treat an n× n
real matrix A as a complex matrix; in other words, we identify A (as a linear op-
erator) with its complex extension acting in the complexification Cn of Rn. So for
A ∈Mn(R), the symbolN((ρ(A)In − A)n) (also Wx with x ∈ Rn) can represent a
real subspace of Rn or a complex subspace of Cn, as understood from the context.
We need the concept of the local spectral radius of A at x, which is denoted by
ρx(A). If x is the zero vector, take ρx(A) to be 0. Otherwise, define ρx(A) in one of
the following equivalent ways (see [36, Theorem 2.3]):
(i) ρx(A) = lim supm→∞ ‖Amx‖1/m, where ‖ · ‖ is any norm of Cn.
(ii) ρx(A) = ρ(A|Wx ), where A|Wx denotes the restriction of A to the invariant sub-
space Wx .
(iii) Write x uniquely as a sum of generalized eigenvectors of A, say, x = x1 + · · · +
xk , where k  1 and x1, . . . , xk are generalized eigenvectors of A corresponding
to distinct eigenvalues λ1, . . . , λk . Then define ρx(A) to be max1ik |λi |.
It is worth noting that, in the first definition of local spectral radius, we can replace
“lim sup” by “lim”. We shall offer a proof for this assertion in Appendix A to this
paper.
We also need the concept of the order of a vector relative to a square matrix as
introduced in [35]. Let A ∈Mn(C). If x is a generalized eigenvector of A corre-
sponding to the eigenvalue λ, then by the order of x we mean, as usual, the least
positive integer p such that (A− λIn)px = 0. If x is a nonzero vector of Cn, then by
the order of x relative to A, denoted by ordA(x), we mean the maximum of the orders
of the generalized eigenvectors, each corresponding to an eigenvalue of modulus
ρx(A), that appear in the representation of x as a sum of generalized eigenvectors of
A. (If x is the zero vector, we set ordA(x) to be 0.)
It is convenient to introduce the concept of spectral pair here. Following [35], we
denote the ordered pair (ρx(A), ordA(x)) by spA(x) and refer to it as the spectral
pair of x relative to A. We also denote by  the lexicographic ordering between
ordered pairs of real numbers given by
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(ξ1, ξ2)  (η1, η2) if either ξ1 < η1 or ξ1 = η1 and ξ2  η2.
In [35, Theorem 4.7] it is shown that if A ∈ π(K), then for any face F of K, the spec-
tral pair spA(x) is independent of the choice of x from relint F. This common value
is denoted by spA(F ) and is called the spectral pair of F relative to A. The concept
of spectral pair of faces (or vectors) plays an important role in the work of [35].
Let A ∈Mn(R). It is known that a necessary and sufficient condition for the
existence of a proper cone K of Rn such that A ∈ π(K) is that the following set of
conditions is satisfied:
(a) ρ(A) is an eigenvalue of A.
(b) If λ is an eigenvalue in the peripheral spectrum of A, then νλ(A)  νρ(A)(A).
The above set of conditions is now referred to as the Perron–Schaefer condition (see
[29, the paragraph following Theorem 1.1], and also [34, Section 7] for our recent
work involving the condition).
According to [35, Theorem 4.7], if A ∈ π(K), then for any 0 /= x ∈ K , the fol-
lowing condition is always satisfied:
There is a generalized eigenvector y of A corresponding to ρx(A) that appears as
a term in the representation of x as a sum of generalized eigenvectors of A. Further-
more, we have ordA(x) = ordA(y).
By analogy, we shall refer to the preceding condition as the local Perron–Schaefer
condition on A at x. In a forthcoming paper [33] we shall show that A satisfies the
local Perron–Schaefer condition at x if and only if A|Wx satisfies the Perron–Schae-
fer condition. Still another equivalent condition is that, the closure of the convex
cone generated by Aix for i = 0, 1, . . . is pointed. Based on the equivalence of these
conditions and a result of similar kind, in [33] we also rederive certain intrinsic
Perron–Frobenius theorems obtained by Schneider in [29].
If A ∈ π(K) and x ∈ K is an eigenvector (respectively, generalized eigenvec-
tor), then x is called a distinguished eigenvector (respectively, distinguished gen-
eralized eigenvector) of A for K, and the corresponding eigenvalue is known as a
distinguished eigenvalue of A for K. When there is no danger of confusion, we sim-
ply use the terms distinguished eigenvector (respectively, distinguished generalized
eigenvector) and distinguished eigenvalue (of A). It is known that a real number λ is
a distinguished eigenvalue of A if and only if λ = ρx(A) for some 0 /= x ∈ K (see
[36, Theorem 2.4]).
Let A ∈ π(K). A face F of K is said to be A-invariant if AF ⊆ F . The following
result is proved in [35, Lemma 2.1, Corollary 4.5 and Theorem 4.9(ii)(a)].
Lemma 2.1. Let A ∈ π(K) and let x ∈ K. Also let xˆ = (I + A)n−1x. Then (xˆ) is
the smallest A-invariant face of K containing x, and Wx = span(xˆ). Furthermore,
ρx(A) = ρxˆ(A) = ρ(A|span(xˆ)) and ordA(x) = ordA(xˆ).
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Hereafter we use P to denote an n× n nonnegative matrix. The set {1, 2, . . . , n} is
denoted by 〈n〉. For any nonempty subsets I, J of 〈n〉, we usePIJ to denote the subma-
trix of P with rows indexed by I and columns indexed by J. We follow the standard
usage of the concepts of classes of P and of accessibility relation and denote the classes
by greek lettersα, β, etc. (see [26] or [30]). The accessibility relation is usually defined
between the classes of P. For convenience, we also allow the relation be defined in the
natural way between the elements of 〈n〉, between the nonempty subsets of 〈n〉, and
between the elements of 〈n〉 and the nonempty subsets of 〈n〉. For instance, if i ∈ 〈n〉
and ∅ /= J ⊆ 〈n〉, we say i has access to J if there is a path in the directed graph of P
from the vertex i to some vertex in J. If α, β are classes of a nonnegative matrix P, we
write α >= β if α has access to β. We also write α > −β if α >= β but α /= β.
We also need the concept of an initial subset for P as introduced in [35]. A subset
I of 〈n〉 is called an initial subset for P if either I is empty, or I is nonempty and
PI ′I = 0, where I ′ = 〈n〉\I ; equivalently, for every j ∈ 〈n〉, I contains j whenever j
has access to I. It is not difficult to show that a nonempty subset I of 〈n〉 is an initial
subset for P if and only if I is the union of an initial collection of classes of P, where
a nonempty collection of classes of P is said to be initial if whenever it contains a
class α, it also contains every class that has access to α.
We follow the usual definitions of basic (initial, final, distinguished) class of a
nonnegative matrix P. A class α is said to be semi-distinguished if ρ(Pββ)  ρ(Pαα)
for any class β >= α. For convenience, we say a class α is associated with λ if
ρ(Pαα) = λ. If L is a collection of classes of P, then we also say a class α ∈L is
final in (respectively, initial in) L if α has no access to (respectively, access from)
any other class in L.
It is well known that every face of Rn+ is of the form
FI =
{
x ∈ Rn+ : supp(x) ⊆ I
}
,
where I ⊆ 〈n〉, and supp(x) is the support of x, i.e. the set {i ∈ 〈n〉 : ξi /= 0} for
x = (ξ1, . . . , ξn)T.
We need the following result which is proved in [35, Theorem 3.1]:
Theorem 2.2. Let P be an n× n nonnegative matrix. Denote by FP the lattice of
all P-invariant faces of Rn+ and by I the lattice of all initial subsets for P, both
under inclusion as the partial ordering. Then the association I −→ FI induces an
isomorphism from the lattice I onto the lattice FP .
For any A ∈ π(K), the following sets are called the Collatz–Wielandt sets asso-
ciated with A:
(A) = {ω  0 : ∃x ∈ K\{0}, Ax K ωx},
1(A) =
{
ω  0 : ∃x ∈ intK,Ax K ωx},
(A) = {σ  0 : ∃x ∈ K\{0}, Ax K σx},
1(A) =
{
σ  0 : ∃x ∈ intK,Ax K σx}.
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When there is no danger of confusion, we write simply ,1, and 1. If x ∈ K ,
then the lower and upper Collatz–Wielandt numbers of x with respect to A are defined
by
rA(x)=sup
{
ω  0 : Ax K ωx},
RA(x)= inf
{
σ  0 : Ax K σx},
where we write RA(x) = ∞ if no σ exists such that Ax K σx. It is clear that when
Eq. (1.1) is solvable, we have λ ∈  and λ  RA(x) for any solution x. We refer our
reader to [36] for results on the Collatz–Wielandt sets or numbers. (See also [6,7,20]
for results in the infinite-dimensional settings.)
The following known result will be used tacitly.
Remark 2.3. LetA ∈Mn(C). For any eigenvalueλof A, the orthogonal complement
in Cn of the generalized eigenspace of A corresponding to λ is equal to the direct sum
of all generalized eigenspaces of A∗ corresponding to eigenvalues other than λ¯.
To prove this, use the following two facts, valid for anyA ∈Mn(C): (i)N(A)⊥ =
R(A∗); and (ii) Cn is the direct sum of all generalized eigenspaces of A.
3. The equation (In −A)x = b, x ∈ K
Theorem 3.1. Let A ∈ π(K), let 0 /= b ∈ K, and let λ be a positive real number.
The following conditions are equivalent:
(a) There exists a vector x ∈ K such that (λIn − A)x = b.
(b) ρb(A) < λ.
(c) limm→∞
∑m
j=0 λ−jAjb exists.
(d) limm→∞(λ−1A)mb = 0.
(e) 〈z, b〉 = 0 for each generalized eigenvector z of AT corresponding to an eigen-
value with modulus greater than or equal to λ.
(f) 〈z, b〉 = 0 for each generalized eigenvector z of AT corresponding to a distin-
guished eigenvalue of A for K which is greater than or equal to λ.
When the equivalent conditions are satisfied, the vector x0 =∑∞j=0 λ−j−1Ajb is
a solution of the equation (λIn − A)x = b, x ∈ K . Furthermore, if λ is a distin-
guished eigenvalue of A, then the solution set of the equation consists of precisely
all vectors of the form x0 + u, where u is either the zero vector or is a distinguished
eigenvector of A corresponding to λ; otherwise, x0 is the unique solution of the
equation.
Proof. (b) ⇒ (c): Since ρ(A|Wb) = ρb(A) < λ, (λIn − A|Wb)−1 exists and is given
by
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(λIn − A|Wb)−1 = λ−1 lim
j→∞
m∑
j=0
(λ−1A|Wx )j .
Hence (c) follows.
(c) ⇒ (d): Obvious.
(d) ⇒ (b): Condition (d) clearly implies that
lim
m→∞(λ
−1A)m(Aib) = 0 for i = 0, 1, 2, . . . ,
and hence
lim
m→∞(λ
−1A)my = 0 for every y ∈ Wb.
It follows that limm→∞(λ−1A|Wb)m = 0, and hence ρb(A) < λ.
(b) ⇒ (e): Since ρb(A) < λ, b is contained in the direct sum of all generalized
eigenspaces of A corresponding to eigenvalues with moduli less than λ. It follows
that for any generalized eigenvector z of AT corresponding to an eigenvalue with
modulus greater than or equal to λ, we have 〈z, b〉 = 0.
(e) ⇒ (b): Suppose that ρb(A)  λ. Let µ be an eigenvalue of A|Wb such that
|µ| = ρb(A). Since A is a real matrix, µ¯ is also an eigenvalue of A and hence of AT.
According to condition (e), b belongs to, and hence Wb is included in, the A-invariant
subspace (N((µ¯In − AT)n))⊥ of Cn, which is the same as the direct sum of all
generalized eigenspaces of A corresponding to eigenvalues other than µ. Clearly µ
is not an eigenvalue of the restriction of A to the latter subspace. On the other hand,
by our choice, µ is an eigenvalue of A|Wb . So we arrive at a contradiction.
We have just shown that for any A ∈ Mn(R) and 0 /= b ∈ Rn, conditions (b)–(e)
are equivalent.
(c) ⇒ (a): Obvious: put x =∑∞k=0 λ−(k+1)Akb.
(a) ⇒ (c): Suppose that there exists a vector x ∈ K such that (λIn − A)x = b.
Then we have x = λ−1b + λ−1Ax K λ−1b, where the inequality follows from the
assumptions that A ∈ π(K) and x ∈ K . Multiplying both sides of the inequality by
λ−1A, we obtain λ−1Ax K λ−2Ab, and hence x K λ−1b + λ−2Ab. Proceeding
inductively, we show that, for all positive integers m, we have x K ym, where we
denote by ym the vector
∑m
j=0 λ−j−1Ajb. (Actually, as noted in [5, Remark 9], we
have x = λ−mAmx + ym for all positive integers m.) So we have 0 K y1 K y2
K · · · K x, and from this we are going to deduce that lim yn exists. (This is,
undoubtedly, a known fact. See, for instance, [12, p. 355, Problem 20]. For com-
pleteness, we supply a proof here.)
Choose a norm ‖ · ‖ of Rn which is monotonic with respect to K (see [2, p.6]).
Then we have ‖ym‖  ‖x‖ for all m. So (ym) is a bounded sequence of Rn, and we
can choose a convergent subsequence, say, (ykj ) with limit y. Then for any positive
integer m, we have ykj K ym whenever kj  m, and by letting j →∞, we obtain
y K ym. Indeed, we have lim ym = y; this is because for any m  kj , we have
0 K y − ym K y − ykj , and hence ‖y − ym‖  ‖y − ykj ‖. So the desired limit
exists.
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(e) ⇒ (f): Obvious.
(f) ⇒ (b): This follows from the fact that ρb(A) is a distinguished eigenvalue of
A for K as 0 /= b ∈ K (see [36, Theorem 2.4(ii)]) and also that b ∈ (N((ρb(A)In −
AT)n))⊥ (cf. the argument used in the proof of (e) ⇒ (b)).
This proves the equivalences of conditions (a)–(f).
Last part. From the above proof of (a) ⇒ (c), it is clear that, when the equiva-
lent conditions are satisfied, the vector x0 =∑∞j=0 λ−j−1Ajb is a solution of Eq.
(1.1). Moreover, the proof also shows that if x ∈ K satisfies (1.1), then x K ym
for each positive integer m, where ym =∑mj=0 λ−j−1Ajb. But limm→∞ ym = x0,
hence x − x0 = u, where u ∈ K . Since x and x0 both satisfy (1.1), it is clear that
u is either the zero vector or is an eigenvector of A corresponding to λ. Hence, our
assertion follows. 
In the proof of Theorem 3.1, instead of proving the implication (a) ⇒ (c), we can
also proceed by establishing the implication (a) ⇒ (b). (Then we prove the last part
of our theorem by using the argument given in [5, Remark 9].) We have found two
interesting proofs for the implication (a) ⇒ (b). We include them in Appendix B to
this paper.
The following alternative proof of Theorem 3.1, (f) ⇒ (b) that makes use of the
local Perron–Schaefer condition is also of interest.
Suppose condition (b) does not hold, i.e., ρb(A)  λ. Let b = b1 + · · · + bk be
the decomposition of b in terms of generalized eigenvectors of A. By the local Per-
ron–Schaefer condition on A at b, we may assume that the generalized eigenvector
b1 corrresponds to the eigenvalue ρb(A). Choose a generalized eigenvector z of AT
corresponding to ρb(A) such that 〈z, b1〉 /= 0. Then 〈z, b〉 = 〈z, b1〉 /= 0. But ρb(A)
is a distinguished eigenvalue of A for K, hence condition (f) does not hold.
The first half of the proof of Theorem 3.1 actually shows the following.
Remark 3.2. For any A ∈Mn(C), any b ∈ Cn, and any positive real number λ,
conditions (b)–(d) of Theorem 3.1 and the following condition (e)′ are equivalent:
(e)′ 〈z, b〉 = 0 for each generalized eigenvector z of A∗ corresponding to an eigen-
value with modulus greater than or equal to λ.
Moreover, the following condition is always implied by the above equivalent con-
ditions, but is not equivalent to them:
(a)′ There exists a vector x ∈ Cn such that (λIn − A)x = b.
Since condition (a)′ is satisfied whenever λ is not an eigenvalue of A, clearly
condition (a)′ does not imply condition (b) of Theorem 3.1. In fact, even if λ is an
eigenvalue of A, the implication (a)′ ⇒ (b) still does not hold. As a counterexample,
consider A = diag(0, 1, 2), λ = 1 and b = (0, 0, 1)T. In this case, condition (a)′ is
satisfied, but we have λ = 1 < 2 = ρb(A).
If z ∈ Cn, we write |z| to mean the nonnegative vector whose components are the
moduli of the corresponding components of z.
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Corollary 3.3. Let P be an n× n nonnegative matrix, let b ∈ Rn+, and let λ be a
positive real number. To the list of equivalent conditions of Theorem 3.1 (but with A
and K replaced, respectively, by P and Rn+) we can add the following:
(g) For any class α of P having access to supp(b), ρ(Pαα) < λ.
(h) For each distinguished class α of P for which ρ(Pαα)  λ, we have bβ = 0
whenever β is a class that has access from α.
(i) 〈|z|, b〉 = 0 for each generalized eigenvector z of P T corresponding to an eigen-
value with modulus greater than or equal to λ.
(j) 〈|z|, b〉 = 0 for each generalized eigenvector z of P T corresponding to a distin-
guished eigenvalue of P for Rn+ which is greater than or equal to λ.
When the equivalent conditions are satisfied, the vector x0 =∑∞j=0 λ−j−1P jb is
a solution for the given equation and is also the unique solution with the property
that its support is included in (in fact, equal to) the union of all classes of P having
access to supp(b). In this case, if λ is not a distinguished eigenvalue of P, then x0 is
the unique solution, and if λ is a distinguished eigenvalue, then the solutions of the
equation are precisely all the vectors of the form x0 + u, where u is the zero vector
or is a distinguished eigenvector of P corresponding to λ.
Proof. Note that condition (g) can be rewritten as: For each class α of P for which
ρ(Pαα) λ, we have bβ = 0 whenever β is a class that has access from α. So, clearly
we have (g) ⇒ (h). To show the reverse implication, let L denote the collection of
all classes α for which ρ(Pαα)  λ. Consider any α ∈L. Let γ be a class initial
in L such that γ >= α. Then for any class δ > −γ , we have δ /∈L and hence
ρ(Pδδ) < λ. Thus, γ is a distinguished class of P. If β is a class such that α >= β,
then we also have γ >= β and by condition (h) it follows that we have bβ = 0. This
establishes (h) ⇒ (g).
It is clear that condition (g) is equivalent to condition (b) once we prove the fol-
lowing assertion:
ρb(P ) = max
{
ρ(Pαα) : α has access to supp(b)
}
.
According to Lemma 2.1, ρb(P ) is equal to the spectral radius of the restriction of
P to the linear span of the smallest P-invariant face of Rn+ containing b. Let I denote
the smallest initial subset for P including supp(b), i.e., the union of all classes of P
having access to supp(b). By Theorem 2.2 the smallest P-invariant face containing
b is clearly equal to FI . So we have
ρb(P )=ρ(P |spanFI )
=max {ρ(Pαα) : α has access to supp(b)}.
This proves our assertion and hence the equivalence of conditions (g) and (b).
Note that, since b is a nonnegative vector, condition (j) amounts to saying that
supp(b) ∩ supp(z) = ∅, for any vector z with the property described in (j). So it is
clear that we have the implication (j) ⇒ (f).
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Clearly we also have the implication (i) ⇒ (j). It remains to show (g) ⇒ (i). Let C
denote the collection of all classes of P that have access from some class α for which
ρ(Pαα)  λ, and let J denote the union of all classes in C. Let J ′ denote 〈n〉\J . It is
clear that PJJ ′ = 0. Also it is not difficult to see that ρ(PJ ′J ′) < λ. By a permutation
similarity, we may assume that
P =
[
PJJ 0
PJ ′J PJ ′J ′
]
.
Consider any generalized eigenvector z of P T corresponding to an eigenvalue µ with
|µ|  λ. Partition z as [u
v
] in conform with the above partitioning of P. By defini-
tion there exists a positive integer k such that (P T − µIn)kz = 0. A little calculation
shows that ((PJ ′J ′)T − µIn)kv = 0. Since µ cannot be an eigenvalue of (P J ′J ′)T,
it follows that v = 0. This shows that supp(z) ⊆ J . On the other hand, by condition
(g), supp(b) ∩ J = ∅. Hence we have 〈|z|, b〉 = 0.
Last part. In view of the last part of Theorem 3.1, it suffices to show that x0 is
the unique solution of the given equation with the property that supp(x0) equals the
union of all classes of P that have access to supp(b). As in the beginning part of
our proof, let I denote the union of all classes of P that have access to supp(b). As
shown before, we have ρ(P |spanFI ) = ρb(P ) < λ, i.e. λIn − P |spanFI is nonsingu-
lar. Hence, the given equation admits a unique solution in FI . By the definitions of
x0 and I, it is also clear that supp(x0) = I . Thus, our assertion follows. 
Some historical remarks in concern with the conditions of Theorem 3.1 and Cor-
ollary 3.3 are in order.
Remark 3.4. It was Carlson [3] who first considered the solvability of Eq. (1.1)
for the special case when K equals Rn+ and λ = ρ(A) (i.e. when λIn − A is a sin-
gular M-matrix). His work was motivated by the results and technique developed
by Schneider [28]. He gave one equivalent condition, which in modern language is
condition (g) of Corollary 3.3. He also mentioned that when the equation is solvable
there is a unique solution such that its support is precisely the union of all classes
having access to supp(b). Motivated by the needs in some fields of applied mathe-
matics (for instance, radiative transfer, linear kinetic theory; see [21]), but apparently
unaware of Carlson’s work, Nelson [22] also considered the solvability of Eq. (1.1)
in the setting when A is a nonnegative eventually compact linear operator and the
underlying space is a real vector lattice which is a Banach space under a semi-mono-
tonic norm (which is slightly more general than a Banach lattice.) In the theorem
of the paper, he gave one equivalent condition which corresponds to condition (j)
of Corollary 3.3. In his proof he actually showed that condition (c) of Theorem
3.1 is also another equivalent condition. Indeed, Nelson noted that when the equa-
tion is solvable, x0 (of Theorem 3.1) is one solution and this solution is majorized
by every other solution of the equation. The local spectral radius ρb(A) was
act ually involved in his proof, but he did not use the terminology. His proof is
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function-theoretic, making use of the resolvent of A and also certain kind of Prings-
heim’s theorem. In the corollary, Nelson treated the special case when the underlying
space is Lp(µ), 1  p <∞, where the measure µ is totally σ -finite if p = 1. In
the nonnegative matrix case, his condition reduces to condition (h) of Corollary
3.3. The investigation was continued in the subsequent paper [23]. Friedland and
Schneider [11, Theorem 7.1] also considered Eq. (1.1) for the special case when
K = Rn+ and λ = ρ(A), and extended Carlson’s result by adding conditions (c) and
(d) of Theorem 3.1. Their proof is based on an analytic result, Theorem 5.10 of their
paper, about the growth of Am(In + A+ · · · + Aq−1), m = 1, 2, . . . , where A  0
with ρ(A) = 1 and q is a certain positive integer. Victory [39] considered Eq. (1.1)
for the nonnegative matrix case in which λ need not be ρ(A), and established the
equivalences of conditions corresponding to those in [11, Theorem 7.1]. He also gave
an additional equivalent condition, which is condition (j) of Corollary 3.3. Condition
(f) of Theorem 3.1 also appears as a remark at the end of Section 2 of his paper.
The proof given in [39] for his main theorem is somewhat involved. In particular,
the proof of the equivalence of conditions (g) and (j) of Corollary 3.3 relies on a
knowledge of the support structure of the generalized eigenvectors of a nonnegative
matrix. In [15, Theorem 3.11], Hershkowitz and Schneider also treated Eq. (1.1) for
the nonnegative matrix case. They formulated their results in terms of Z-matrices and
provide a proof (in fact, two for the nontrivial direction) for the equivalence of con-
dition (g) of Corollary 3.3 and condition (a) of Theorem 3.1 (with K and A replaced
by Rn+ and P, respectively). They also investigated the case when nonnegativity of
the solution is not required. (See Section 4 of their paper.) About the same time,
Förster and Nagy [5], using the iterated local resolvent as a main tool, also treated
Eq. (1.1) in the setting of a nonnegative linear continuous operator T on an ordered
Banach lattice E, under the assumption that the positive cone of E is normal, or that
the local spectral radius ρx(T ) is a pole of the local resolvent function xT (·) (given
by xT (µ) =∑∞j=0 µ−j−1T jx for |µ| > ρx(T )), or the λ of Eq. (1.1) is greater than
the radius of the essential spectrum of T (see [5, Theorems 6, 10 and 12]). In their
Theorem 12, they gave equivalent conditions for the existence of a solution to Eq.
(1.1), which correspond to conditions (b) and (e) of our Theorem 3.1. (The condition
(iii) in their theorem, which does not involve λ, is a tautology and should be deleted.)
In the early 1990s, the main theorem in [39] was extended by Jang and Victory first
to the setting of an eventually compact linear integral operator with nonnegative
kernel, mapping the Lebesgue space Lp(,, µ), 1  p <∞, into itself, where
(,, µ) denotes a σ -finite measure space (see [16, Theorem 3.6] or [17, Theorem
IV.1]), and then to the setting of a nonnegative eventually compact reducible linear
operator which maps a Banach lattice having order continuous norm into itself (see
[19, Theorem 4.1]). Their work depends on a knowledge of the structure of the gen-
eralized eigenspace corresponding to the spectral radius of a nonnegative reducible
eventually compact linear operator defined on a Banach lattice with order continuous
norm (in particular, a Lebesgue space Lp(,, µ)). (The most difficult part in their
proof involves a condition in their main result which corresponds to condition (f) of
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our Theorem 3.1.) Their investigation is made possible by a decomposition of the
underlying operator in a form generalizing the Frobenius normal form of a nonnega-
tive reducible matrix. (Such decomposition was initiated by Nelson. For the details,
see [16,18,23,37,38].) Since there is no Frobenius normal form extension for a linear
mapping preserving a proper cone (in a finite-dimensional space), in this paper we
need to adopt a different approach. In particular, our treatment of Eq. (1.1) for the
nonnegative matrix case does not rely on a knowledge of the support structure of the
generalized eigenvectors of a nonnegative matrix.
Remark 3.5. LetA ∈ π(K), and let λ be a given positive real number. By the equiv-
alence of conditions (a) and (b) of Theorem 3.1, the set (λIn − A)K ∩K (which con-
sists of all vectors b ∈ K for which Eq. (1.1) admits a solution) is equal to {y ∈ K:
ρy(A) < λ}. The latter set is, in fact, an A-invariant face of K (see [35, the paragraph
following Corollary 4.10]).
Since a real number λ is a distinguished eigenvalue of A for K if and only if
λ = ρb(A) for some 0 /= b ∈ K (see, for instance, [36, Thoerem 2.4(ii)]), the first
part of Remark 3.5 clearly implies the following.
Remark 3.6. Let A ∈ π(K), and let λ be a given real number. Then
(i) (λIn − A)K ∩K = K if and only if λ > ρ(A).
(ii) (λIn − A)K ∩K = {0} if and only if λ is less than or equal to the least distin-
guished eigenvalue of A for K.
It is clear that Remark 3.6(ii), in turn, implies the nontrivial part (i.e., the “only if”
part) of the known result ([31, Theorem 5.1, (a) ⇔ (b)]) that if A ∈ π(K), then ρ(A)
is the only distinguished eigenvalue of A if and only if for any x ∈ K, ρ(A)x K
Ax implies ρ(A)x = Ax.
In [5, Lemma 1(b)] it is shown that if A is a linear continuous operator on a
Banach space E, then for any λ ∈ C, x, b ∈ E, if (λI − A)x = b, then ρb(A) 
ρx(A)  max{|λ|, ρb(A)}. The proof given in [5] relies on a use of the concept of
local resolvent function. In our next remark, we show that in the finite-dimensional
case, we can obtain a slightly stronger conclusion.
Remark 3.7. Let A ∈Mn(C), 0 /= b, x ∈ Cn and λ ∈ C be such that (λIn − A)x
= b. Then we have either ρx(A) > ρb(A) (in which case ρx(A) = |λ|), or ρx(A) =
ρb(A) (in which case ρx(A) may be greater than, less than, or equal to |λ|).
To show this, let x = x1 + · · · + xk be the representation of x as a sum of general-
ized eigenvectors of A, and let λ1, . . . , λk be the corresponding distinct eigenvalues.
Then the representation of b as a sum of generalized eigenvectors of A consists of
the nonzero terms in the sum (λIn − A)x1 + · · · + (λIn − A)xk . Now, for each j =
1, . . . , k, (λIn − A)xj is a generalized eigenvector of A corresponding to λj with
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the same order as xj , unless λ = λj , in which case if it is nonzero then its order
as a generalized eigenvector is one less than that of xj . So, by the definition of
local spectral radius, we have ρb(A) = ρx(A), unless there exists some i such that
λ = λi, xi is an eigenvector, |λi | = ρx(A), and |λj | < ρx(A) for all j /= i. In the
latter case, clearly we have |λ| = ρx(A) > ρb(A).
By the following remark, the solution x0 of Eq. (1.1) (as described in Theorem
3.1) satisfies ρx0(A) = ρb(A), and if x ∈ K is a solution different from x0, then
ρx(A) = λ.
Remark 3.8. Let A ∈Mn(C), 0 /= b ∈ Cn and λ ∈ C. If |λ| > ρb(A), then x0 =∑∞
j=0 λ−j−1Ajb is a solution of the equation (λIn − A)x = b such that ρx0(A) =
ρb(A). In this case, if x is any other solution, then ρx(A) = |λ|.
When |λ| > ρb(A), it is clear that x0 is a solution of the equation (λIn − A)x = b.
Since x0 ∈ Wb, we have ρx0(A)  ρb(A). By Remark 3.7 we also have ρx0(A) 
ρb(A) and hence the equality. If x is another solution of the said equation, then we
have (λI − A)(x − x0) = 0. In this case, we can write x = x0 + (x − x0), where
ρx0(A) < |λ| and x − x0 is an eigenvector of A corresponding to λ. Hence, we have
ρx(A) = |λ|.
We call a proper cone K subpolar if K ⊆ K∗. It is clear that every self-dual cone,
in particular, the nonnegative orthant Rn+ is subpolar. The following is also a corol-
lary of Theorem 3.1.
Corollary 3.9. Let K be a subpolar proper cone. Let A ∈ π(K), and let 0 /= b ∈ K.
For any positive real number λ, the equations
(λIn − A)x = b, x ∈ K
and
(AT − λIn)z = b, z ∈ K∗
cannot be solvable simultaneously. The same is true for the equations
(A− λIn)x = b, x ∈ K
and
(λIn − AT)z = b, z ∈ K∗.
Proof. Consider the first two equations. Assume to the contrary that there exist
x ∈ K and z ∈ K∗ such that (λIn − A)x = b and (AT − λIn)z = b. Then we have
0  −bTx = zT(λIn − A)x = zTb  0,
and hence bTx = 0. On the other hand, by the last part of Theorem 3.1 we can write
x as x0 + u, where x0 =∑∞j=0 λ−j−1Ajb and u is either the zero vector or is a
distinguished eigenvector of A (for K) corresponding to λ. But then we have bTx 
bTx0 > 0, which is a contradiction.
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Now suppose the last two equations are solvable simultaneously. By a similar
argument we can show that zTb (= bTx) = 0. By Theorem 3.1 again we can write
z as z0 + w, where z0 =∑∞j=0 λ−j−1(AT)j b and w is either the zero vector or is
a distinguished eigenvector of AT (for K∗); hence we have zTb > 0, which is a
contradiction. 
4. The equation (A− λIn)x = b, x ∈ K
Given A ∈ π(K) and λ > 0, it is readily checked that the set (A− λIn)K ∩K ,
which consists of all vectors b ∈ K for which Eq. (1.2) is solvable, is an
A-invariant subcone of K. Unlike the cone (λIn − A)K ∩K (for Eq. (1.1)), in gen-
eral, (A− λIn)K ∩K is not a face of K. (For an example of the latter assertion in
the nonnegative matrix case, consider the nonnegative matrix associated with the
singular M-matrix given in [36, Example 4.6].) Moreover, the question of solvability
of Eq. (1.2) is more delicate. As we shall see, it depends on whether λ is greater than,
equal to, or less than ρb(A).
Theorem 4.1. Let A ∈ π(K), let 0 /= b ∈ K, and let λ be a given positive real num-
ber such that λ > ρb(A). Then Eq. (1.2) is solvable if and only if λ is a distinguished
eigenvalue of A for K and b ∈ (N(λIn − A) ∩K). In this case, for any solution x
of (1.2) we have spA(x) = (λ, 1).
Proof. Since λ > ρb(A), the vector
∑∞
k=0 λ−k−1Akb is well-defined. We denote it
by x0. Clearly x0 ∈ K and (λIn − A)x0 = b.
“If” part: Take any vector u ∈ relint(N(λIn − A) ∩K). Then (N(λIn − A) ∩
K) equals (u) and is an A-invariant face, as u is a distinguished eigenvector of A.
But b ∈ (u), by the definition of x0, it follows that we also have x0 ∈ (u) and
hence −x0 ∈ span(u). Choose α > 0 sufficiently large so that αu− x0 ∈ K . Then
(A− λIn)(αu− x0) = (A− λIn)(αu)+ (A− λIn)(−x0) = b.
Hence x = αu− x0 is the desired solution vector for Eq. (1.2).
“Only if” part: Let x satisfy Eq. (1.2). Then we have (A− λIn)(x + x0) = b +
(−b) = 0. Hence λ is a distinguished eigenvalue of A and w = x + x0 is a corre-
sponding distinguished eigenvector. In view of the definition of x0, we have
b ∈ (x0) ⊆ (w) ⊆ (N(λI − A) ∩K),
as desired. Note that by Remark 3.8 we have ρx0(A) = ρb(A). But x = w − x0, w
is an eigenvector of A corresponding to λ, and λ > ρb(A), it follows that we have
ρx(A) = λ and ordA(x) = 1. 
Specialized to the nonnegative matrix case, Theorem 4.1 yields the following:
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Corollary 4.2. Let P be an n× n nonnegative matrix, let 0 /= b ∈ Rn+, and let λ be
a positive real number such that λ > ρb(P ). Then the equation
(P − λIn)x = b, x  0
is solvable if and only if λ is a distinguished eigenvalue of P such that for any class α
of P, if α ∩ supp(b) /= ∅, then α has access to a distinguished class of P associated
with λ.
Proof. “Only if” part: By Theorem 4.1, λ is a distinguished eigenvalue of P and
b ∈ (N(λIn − P) ∩ Rn+). Let α1, . . . , αr be the distinguished classes of P asso-
ciated with λ. By the Frobenius–Victory Theorem (see [30, Theorem 3.1] or [34,
Theorem 2.1]) for each j = 1, . . . , r , there is a (up to multiple) unique nonnegative
eigenvector xj = (ξ1, . . . , ξn)T of P corresponding to λ such that ξi > 0 if and only
if i has access to αj . Furthermore, each vector in the cone N(λIn − P) ∩ Rn+ is a
nonnegative linear combination of the vectors x1, . . . , xr . As a consequence, the P-
invariant face (N(λIn − P) ∩ Rn+) is equal to (x1 + · · · + xr), and hence can
be expressed as FI , where I is the initial subset for P for which the corresponding
initial collection C of classes of P consists of all classes having access to at least one
of the αj ’s, j = 1, . . . , r . Since b ∈ (N(λIn − P) ∩ Rn+), supp(b) is included in
I. If α is a class of P such that α ∩ supp(b) /= ∅, then certainly α has access to a class
final in C. But the classes final in C are precisely α1, . . . , αr . Hence our assertion
follows.
“If” part: Let I still denote the initial subset for P with the same meaning as
introduced above. Then our assumption on supp(b) clearly implies that supp(b) ⊆ I .
Hence, b ∈ FI = (N(λIn − P) ∩ Rn+). By Theorem 4.1, it follows that the equa-
tion (P − λIn)x = b, x  0, is solvable. 
Consider Eq. (1.2) for the case λ > ρ(A). Clearly we have λ > ρb(A), so The-
orem 4.1 is applicable. If the equation is solvable, then necessarily λ is a distin-
guished eigenvalues of A of K, which is a contradiction, as λ > ρ(A). This proves
the following.
Corollary 4.3. Let A ∈ π(K), and let 0 /= b ∈ K. A necessary condition for Eq.
(1.2) to have a solution is that λ  ρ(A).
An alternative way to establish Corollary 4.3 is to make use of the known fact that
sup = ρ(A) (see [36, Theorem 3.1]).
Suppose (A− λIn)x = b, where A ∈Mn(C), 0 /= b, x ∈ Cn and λ ∈ C. Then
we have (λIn − A)x = −b, and by Remark 3.7 we have either ρx(A) > ρb(A) (in
which case ρx(A) = |λ|), or ρx(A) = ρb(A) (in which case ρx(A) may be greater
than, less than, or equal to |λ|). Our next result implies that when A ∈ π(K), 0 /=
b, x ∈ K and λ > 0 satisfy (A− λIn)x = b, the possibility ρx(A) = ρb(A) < λ
cannot occur.
B.-S. Tam, H. Schneider / Linear Algebra and its Applications 363 (2003) 295–332 311
Remark 4.4. Suppose (A− λIn)x = b, where A ∈ π(K), x, b are nonzero
vectors of K and λ > 0. If λ  ρb(A), then ρx(A) = ρb(A). If λ > ρb(A), then
λ = ρx(A).
It suffices to show that only one of the following three possibilities can occur: λ =
ρx(A) = ρb(A) or λ = ρx(A) > ρb(A) or ρx(A) = ρb(A) > λ. Let x = x1 + · · · +
xk be the representation of x as a sum of generalized eigenvectors of A, where
λ1, . . . , λk are the corresponding distinct eigenvalues. Then the representation of
b as a sum of generalized eigenvectors of A consists of the nonzero terms in the
sum (A− λIn)x1 + · · · + (A− λIn)xk , and by the argument given in the paragraph
following Remark 3.7 we see that if λ = ρx(A), then ρb(A)  ρx(A), and if λ /=
ρx(A), then ρb(A) = ρx(A) and ordA(b) = ordA(x). It remains to show that when
λ /= ρx(A) we must have ρx(A) > λ. Since A ∈ π(K) and 0 /= x ∈ K , by the
local Perron–Schaefer condition on A at x, we may assume that λ1 = ρx(A). Denote
the common value of ordA(b) and ordA(x) by m. Applying [35, Corollary 4.8]
to the vectors x and b, respectively, we find that the vectors (A− ρx(A)In)m−1x1
and (A− ρx(A)In)m−1(A− λIn)x1 are both distinguished eigenvectors of A corre-
sponding to ρx(A). But then the latter vector is equal ρx(A)− λ times the former
vector. Hence we have ρx(A) > λ.
Theorem 4.5. Let A ∈ π(K), and let 0 /= b ∈ K. If the linear equation
(A− ρb(A)In)x = b, x ∈ K
is solvable, then b ∈ (A− ρb(A)In)(N((ρb(A)In − A)n) ∩K).
Proof. Suppose that there exists a (nonzero) vector x ∈ K such that
(A− ρb(A)In)x = b. (4.1)
By Remark 4.4 we have ρx(A) = ρb(A). Rewriting (4.1), we obtainAx = ρb(A)x +
b, and so b ∈ (Ax) ⊆ (xˆ), where xˆ = (In + A)n−1x. By Lemma 2.1 (xˆ) is an
A-invariant face, and ρxˆ(A) = ρx(A) = ρb(A). Eq. (4.1) also implies that
(A− ρb(A)In)xˆ = (In + A)n−1b ∈ (xˆ),
i.e., ρb(A) ∈ 1(A|span(xˆ)). But ρb(A) = ρxˆ(A) = ρ(A|span(xˆ)), by [31, Theorem
5.1] it follows that A has a generalized eigenvector y (corresponding to ρb(A)) that
lies in relint (xˆ). Therefore, we have
(xˆ) = (y) ⊆ (N((ρb(A)In − A)n)∩K).
But b = (A− ρb(A)In)x and x ∈ (xˆ), so our assertion follows. 
We can also reformulate our above results in another way.
Theorem 4.6. Let A ∈ π(K), and let λ be a distinguished eigenvalue of A for K.
Then
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(A− λIn)K ∩
{
b ∈ K : ρb(A)  λ
}
= K ∩ (A− λIn)(N((λIn − A)n) ∩K)
⊆ (N((λIn − A)n) ∩K) ∩
{
y ∈ K : spA(y)  (λ,mλ − 1)
}
,
where mλ denotes the maximal order of distinguished generalized eigenvectors of A
corresponding to λ.
Proof. For convenience, denote the sets (A− λIn)K ∩ {b ∈ K : ρb(A)  λ},K ∩
(A− λIn)(N((λIn − A)n) ∩K) and(N((λIn − A)n) ∩K) ∩ {y ∈ K : spA(y)
 (λ,mλ − 1)}, respectively, by S1, S2 and S3.
Let b ∈ (A− λIn)K ∩K . If ρb(A) = λ, then by Theorem 4.5, b ∈ S2. If ρb(A) <
λ, then from the “if” part of the proof of Theorem 4.1, we also have b ∈ (A−
λIn)(N(λIn − A) ∩K) ⊆ S2. This proves S1 ⊆ S2.
Note that the inclusion S2 ⊆ S1 follows from S2 ⊆ S3. It remains to show the lat-
ter inclusion. Let b ∈ S2. Then b ∈ K and there exists some vector x ∈ (N((λIn −
A)n) ∩K) such that (A− λIn)x = b. From the latter equation, we obtain
b ∈ (Ax) ⊆ (xˆ) ⊆ (N((λIn − A)n) ∩K),
where xˆ has the same meaning as given in Lemma 2.1, and the last inclusion holds
because (N((λIn − A)n) ∩K) is an A-invariant face (as N((λIn − A)n) ∩K is
an A-invariant set) that contains x. If ρb(A) < λ, we already have b ∈ S3. So sup-
pose ρb(A)  λ. Since b = (A− λIn)x, we have ρb(A)  ρx(A)  λ, where the
last inequality holds as x ∈ (N((λIn − A)n) ∩K) (see [35, Theorem 4.9(ii)(b)]).
Hence, we have ρb(A) = λ = ρx(A). It follows that we also have ordA(b) =
ordA(x)− 1 (see the paragraph following Remark 4.4). By an argument given in
the proof of Theorem 4.5, we also see that there exists a generalized eigenvector y
(corresponding to λ) that lies in relint (xˆ). Since xˆ and y generate the same face
of K, by [35, Theorem 4.7] and Lemma 2.1 we have ordA(y) = ordA(xˆ) = ordA(x).
But ordA(y)  mλ, so we have ordA(b)  mλ − 1. This proves that b ∈ S3. The
proof is complete. 
We would like to mention that the last of the three sets considered in the preceding
theorem is an A-invariant face (see [35, Corollary 4.10]), and also in general the face
of K generated by the first (and hence also the second) set can be strictly included
in the last set. One can readily find an illustrative example in the nonnegative matrix
case. As for the quantity mλ, we would like to point out the following.
Remark 4.7. Let λ be a distinguished eigenvalue of A for K. Letmλ denote the max-
imal order of distinguished generalized eigenvectors of A corresponding to λ. Also
let Gλ denote the A-invariant face {y ∈ K : ρy(A)  λ} of K. In general, we have
mλ  νλ(A|Gλ)  νλ(A), where both inequalities can be strict. The first inequality
becomes an equality when the cone K is polyhedral, whereas the second inequality
becomes an equality when λ = ρ(A).
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Corollary 4.8. For any A ∈ π(K), we have
((A− ρ(A)In)K ∩K)
= (K ∩ [(A− ρ(A)In)(N((ρ(A)In − A)n) ∩K)])
⊆ (N((ρ(A)In − A)n) ∩K) ∩ dK∗((N(ρ(A)In − AT) ∩K∗))
⊆ (N((ρ(A)In − A)n) ∩K)
∩ {y ∈ K : spA(y)  (ρ(A), νρ(A)(A)− 1)}.
Proof. Applying Theorem 4.6 to the case λ = ρ(A), we readily see that the first
two sets are equal and are included in (N((ρ(A)In − A)n) ∩K). Now consider
any b ∈ (A− ρ(A)In)K ∩K . Then b = (A− ρ(A)In)x for some x ∈ K . Take any
z ∈N(ρ(A)In − AT) ∩K∗. We have
〈b, z〉 = 〈(A− ρ(A)In)x, z〉 = 〈x, (AT − ρ(A)In)x〉 = 0,
hence 〈b′, z′〉 = 0 for any choice of b′ ∈ ((A− ρ(A)In)K ∩K) and z′ ∈
(N(ρ(A)In − AT) ∩K∗). This shows that ((A− ρ(A)In)K ∩K) ⊆ dK∗
((N(ρ(A)In − AT) ∩K∗), and hence the first inclusion.
To establish the second inclusion, it suffices to prove dK∗((N(ρ(A)In − AT) ∩
K∗) ⊆ {y ∈ K : spA(y)  (ρ(A), ν − 1)}, where for convenience we use ν to de-
note νρ(A)(A). Consider any vector x ∈ dK∗((N(ρ(A)In − AT) ∩K∗). Denote by
E
(0)
ρ (A) the projection of Cn onto N((ρ(A)In − A)n) along R((ρ(A)In − A)n).
Then, according to [29, Theorem 5.2], the restriction of (A− ρ(A)In)ν−1E(0)ρ (A)
to Rn is nonzero and belongs to π(K). A similar assertion can be said of (AT −
ρ(A)In)
ν−1E(0)ρ (AT), where E(0)ρ (AT) has a similar meaning. Now take any z ∈
int K∗. Then (AT − ρ(A)In)ν−1E(0)ρ (AT)z ∈ K∗ and is an eigenvector of AT corre-
sponding to ρ(A). By our choice of x, we have
0=〈x, (AT − ρ(A)In)ν−1E(0)ρ (AT)z〉
=〈(E(0)ρ (AT))T(A− ρ(A)In)ν−1x, z〉
=〈(A− ρ(A)In−1)ν−1E(0)ρ (A)x, z〉,
where the last equality follows from the fact that (E(0)ρ (AT))T = E(0)ρ (A), and
(A− ρ(A)In−1)ν−1 and E(0)ρ (A) commute. But z ∈ int K∗, so we have
(A− ρ(A)In−1)ν−1E(0)ρ (A)x = 0, which is equivalent to that spA(x)  (ρ(A),
ν − 1). The proof is complete. 
By applying Corollary 4.8 to A|span F ∈ π(F ), where F = {b ∈ K : ρb(A) 
λ}, one can readily obtain an A-invariant face that includes the second set but is
included in the third set of Theorem 4.6. We leave it to the reader to write out the set.
In words, the third set that appears in Corollary 4.8 is the intersection of the fol-
lowing two A-invariant faces of K: the face generated by the distinguished
314 B.-S. Tam, H. Schneider / Linear Algebra and its Applications 363 (2003) 295–332
generalized eigenvectors of A corresponding to ρ(A), and the dual face of the face
of K∗ generated by the distinguished eigenvectors of AT. As the following example
will show, in general, the third set in Corollary 4.8 can strictly include the second
(and hence also the first) set. The example is borrowed from [36, Example 3.7].
Example 4.9. Let α be a given real number with 0 < α < 1. Let C be the closed
convex set in R2 with extreme points (k, αk−1)T, k = 1, 2, . . . and with recession
cone O+C = {λ(1, 0)T : λ  0}. Let K be the cone in R3 given by
K =
{
λ
(
x
1
)
∈ R3 : x ∈ C, λ  0
}
∪ {λ(1, 0, 0)T : λ  0}.
Also let
A =

1 0 10 α 0
0 1 1

 .
Then K is a proper cone in R3 and we have A ∈ π(K). Clearly, the face
(N((ρ(A)I3 − A)3) ∩K) is equal to the extreme ray ((1, 0, 0)T) of K. By Cor-
ollary 4.8 it follows that ((A− ρ(A)I3)K ∩K) = {0}. (By solving the equation
(A− ρ(A)I3)x = b, x ∈ K , where b ∈ K , one can also readily show that the set
(A− ρ(A)I3)K ∩K equals {0}.) On the other hand, it is not difficult to show that
dK∗((N(ρ(A)I3 − AT) ∩K∗)) = ((1, 0, 0)T). Hence, the third set of Corollary
4.8 equals ((1, 0, 0)T) and strictly includes the first (and hence also the second) set.
Corollary 4.8 also has the following interesting consequence.
Corollary 4.10. Let A ∈ π(K). If A has no distinguished generalized eigenvectors,
other than distinguished eigenvectors, corresponding to ρ(A), and if A has no eigen-
vectors in (N((ρ(A)In − A)n) ∩K) corresponding to an eigenvalue other than
ρ(A), then (A− ρ(A)In)K ∩K = {0}. The converse also holds if the cone K is
polyhedral.
Proof. For convenience, we denote the set N((ρ(A)In − A)n) ∩K by S. By our
assumption, it is clear that S is equal to N(ρ(A)In − A) ∩K . Let b ∈ K ∩ (A−
ρ(A)In)(S). Then there exists x ∈ (S) such that (A− ρ(A)In)x = b. Since(S)
is an A-invariant face, we also have b ∈ K ∩ span (S) = (S). By our assump-
tion, S is equal to N(ρ(A)In − A) ∩K . Hence, we have νρ(A)(A|span (S)) = 1
and so ρb(A) < ρ(A). Moreover, our assumption also implies that ρ(A) is the only
distinguished eigenvalue of A|span (S) for (S). So, necessarily, we have b = 0.
This proves that K ∩ (A− ρ(A)In)(S) = {0}, and by Corollary 4.8 it follows that
((A− ρ(A)In)K ∩K), and hence (A− ρ(A)In)K ∩K equals {0}. [One can also
arrive at (S) ∩ (A− ρ(A)In)(S) = {0} by applying [31, Theorem 5.4, (a) ⇔ (b)]
to A|span (S).]
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Conversely, suppose (A− ρ(A)In)K ∩K = {0}. Assume, in addition, that K is
polyhedral. Let S have the same meaning as before. First, suppose A has a distin-
guished generalized eigenvector other than eigenvector corresponding to ρ(A), or
equivalently, νρ(A)(A|span (S))  2. Since (S) is polyhedral, by [31, Theorem
7.5] there exists a vector y ∈ (S) such that 0 /= (A− ρ(A)In)iy ∈ (S) for i =
1, . . . , νρ(A)(A|span (S))− 1. Then the set (A− ρ(A)In)K ∩K contains the
nonzero vector (A− ρ(A)In)y, which is a contradiction. So we must have S =
N(ρ(A)In − A) ∩K .
Now assume that A has a distinguished eigenvector in(S), say w, corresponding
to an eigenvalue λ, which is different from ρ(A). Choose any u ∈ relint S. Then
there exists α > 0 such that u− αw ∈ (S), and we have (A− ρ(A)In)(u− αw) =
α(ρ(A)− λ)w, which is a nonzero vector in (A− ρ(A)In)K ∩K . So we arrive at a
contradiction. The proof is complete. 
Later, in Section 5, the result of Corollary 4.10 will be superseded by Theorem
5.11.
If the polyhedrality assumption on K is dropped, the converse part of Corollary
4.10 no longer holds. Here is a counterexample, which we borrow from the proof
of [34, Theorem 7.13]. (For an easier counterexample, one may also use A and K of
[31, Example 5.5].)
Example 4.11. Let n  3 be an odd integer, and let λ be a positive real number.
Denote by C the unbounded convex set in Rn−1 with extreme points
xk =
((
k
n− 1
)
,
(
k
n− 2
)
, . . . ,
(
k
1
))T
, k = 0,±1,±2, . . . ,
and recession cone O+C = ray((1, 0, . . . , 0)T). Let K be the proper cone in Rn
given by
K =
{
α
(
x
1
)
: α  0, x ∈ C
}
∪ (O+C × {0}).
Let Jn(λ) denote the n× n (upper triangular) elementary Jordan block correspond-
ing to λ. Then it is not difficult to verify that Jn(λ) ∈ π(K). Note that all vectors in
K, except for those that lie on the extreme ray (e1) (where e1 denotes the vector in
Rn with 1 at its first component and 0 elsewhere), have positive last component. As a
consequence, we have (Jn(λ)− λIn)K ∩K = {0}. However, all vectors in K, except
for those that lie on (e1), are distinguished generalized eigenvectors of Jn(λ), other
than eigenvectors, corresponding to ρ(Jn(λ))(= λ).
The question of when (A− ρ(A)In)K ∩K = {0} is related to the problem of
determining all real numbers λ for which (A− λIn)K ∩K = {0}. Indeed, in view
of the following, the set of all such λ consists of all real numbers greater than ρ(A),
together with or without ρ(A).
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Remark 4.12. Let A ∈ π(K). For any real number λ, we have
λ > ρ(A) ⇒ (A− λIn)K ∩K = {0}
⇒ λ  ρ(A).
The preceding remark follows simply from the definition of (A) and the known
fact that sup (A) = ρ(A).
We have shown that, in general, the first inclusion in Corollary 4.8 can be strict.
However, in the nonnegative matrix case, we always have an equality.
Theorem 4.13. Let P be an n×n nonnegative matrix. Let I denote the union of
all classes α of P such that α > −β for some basic class β of P. Then ((P −
ρ(P )In)R
n+ ∩ Rn+) is equal to the P-invariant face FI of Rn+.
Proof. Let α1, . . . , αq denote the basic classes (of P). By the Nonnegative Basis
theorem (see [30, Theorem 7.1] or [31, Theorem 5.2]), the generalized eigenspace
N((ρ(P )In − P)n) has a basis consisting of nonnegative vectors x1, . . . , xq such
that for j = 1, . . . , q, the ith component of xj is positive if and only if i has access to
αj . Clearly, x1 + · · · + xq ∈ relint(N((ρ(P )In − P)n) ∩ Rn+) and supp(x1 + · · · +
xq) = J , where we use J to denote the initial subset for P which is equal to the
union of all classes having access to one of the αj ’s, j = 1, . . . , q. Hence, we have
(N((ρ(P )In − P)n) ∩ Rn+) = FJ . Similarly, by applying the Frobenius–Victory
theorem (see the proof of the “only if” part of Corollary 4.2), we also have
(N(ρ(P )In − P T) ∩ Rn+) = FL, where L denotes the union of all classes β such
that β has access from some basic class (in the digraph of P) which is at the same time
a distinguished basic class of P T. Then dRn+((N(ρ(P )In − P T) ∩ Rn+) is equal to
FM , where M = 〈n〉\L is an initial subset for P. Denote by CI (respectively, CJ and
CM ) the initial collection of classes associated with the initial set I (respectively, J
and M). Note that the classes that are final inCJ are precisely the basic classes which
are at the same time distinguished basic classes of P T. Using this, it is not difficult
to see that CI = CJ ∩ CM , hence I = J ∩M . Now by Corollary 4.8 and Theorem
2.2, we have
((P − ρ(P )In)Rn+ ∩ Rn+)
⊆ (N((ρ(P )In − P)n) ∩ Rn+) ∩ dRn+(N(ρ(P )In − P T) ∩ Rn+)
= FJ ∩ FM
= FJ∩M
= FI .
To prove the reverse inclusion, we contend that for any distinguished basic class
α of P T, there exists a vector bα ∈ Rn+ such that the equation (P − ρ(P )In)x =
bα, x∈Rn+, is solvable and, for any class β, the subvector (bα)β is nonzero if β>−α
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and is zero, otherwise. Once the contention is proved, we set b =∑ bα , where the
summation runs through all distinguished basic classes α of P T. It is not difficult
to see that the smallest initial subset for P that includes supp(b) is I. By Theorem
2.2 this means that FI is the smallest P-invariant face that contains b. But, by our
choice of b, clearly the equation (P − ρ(P )In)x = b, x ∈ K , is solvable; that is, b
also belongs to the P-invariant face ((P − ρ(P )In)Rn+ ∩ Rn+). Thus the reverse
inclusion FI ⊆ ((P − ρ(P )In)Rn+ ∩ Rn+) also holds.
It remains to prove our contention. Consider any distinguished basic class α of
P T. We are going to find a pair of vectors x, b ∈ Rn+ such that bβ is nonzero, non-
negative if β > − α and is zero, otherwise, and moreover b = (P − ρ(P )In)x.
(Here, for simplicity, we write the above-mentioned vector bα as b.) Note that the
latter equation amounts to
bβ = (Pββ − ρ(P )In)xβ +
∑
β>− γ
Pβγ xγ (4.2)
for all classes β (of P). For any class β that has no access to α, we set xβ = bβ = 0.
It is easy to check that (4.2) is satisfied for all such classes β. Take xα to be a Perron
vector of the irreducible nonnegative matrix Pαα and also set bα = 0. Then (4.2) also
holds for β = α. We now use the trace down method to determine xβ and bβ for the
remaining classes β. At a general step, for a given class β > − α, suppose we have
already determined the subvectors xγ and bγ for all classes γ , β > −γ , in such a
way that xγ is positive if γ >= α, and bγ is nonzero, nonnegative if γ > −α, and xγ
(also bγ ) is zero, otherwise. If β is a basic class, we take xβ to be a Perron vector of
Pββ and bβ to be the nonzero, nonnegative vector
∑
β>− γ Pβγ xγ (noting that there
is at least one γ, β > − γ , such that Pβγ /= 0 and xγ is positive). If β is nonbasic, we
take bβ to be 12
∑
β>− γ Pβγ xγ and xβ to be (ρ(P )I − Pββ)−1( 12
∑
β>− γ Pβγ xγ )
(noting that (ρ(P )I − Pββ)−1 is a positive matrix, as ρ(P ) > ρ(Pββ)). In any case,
we have xβ is positive, bβ is nonzero, nonnegative, and Eq. (4.2) is satisfied. Proceed-
ing in this way, after a finite number of steps, we can construct the desired vector b
(and x). This establishes our contention. The proof is complete. 
We do not know whether the first inclusion in Corollary 4.8 becomes an equality
when the underlying cone K is polyhedral.
Note that Theorem 4.13 tells, in particular, that if P is an n× n nonnegative matrix
and if 0 /= b ∈ Rn+ is such that the equation (P − ρ(P )In)x = b, x  0, is solvable,
then for any class α of P for which α ∩ supp(b) /= ∅, we have α > −β for some
basic class β of P. This strengthens the result of [36, Lemma 4.5], which is for-
mulated in terms of a singular M-matrix, and in which we have α >= β instead of
α > −β in the conclusion.
For the case of a distinguished eigenvalue, we have the following.
Theorem 4.14. Let P be an n× n nonnegative matrix and let λ be a distinguished
eigenvalue of P. Let I denote the union of all classes α of P such that α > −β for
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some semi-distinguished class β of P associated with λ. Then((P − λI)Rn+ ∩ {b ∈
Rn+ : ρb(P )  λ}) is equal to FI .
Proof. Apply Theorem 4.13 to the principal submatrix PJJ of P, where J is the
union of all classes P that have access to some semi-distinguished class of P associ-
ated with λ. 
As can be readily seen, Theorem 4.14 implies that for an n× n nonnegative ma-
trix P and any 0 /= b ∈ Rn+, if the equation (P − ρb(P )In)x = b, x  0, is solvable,
then for any class α of P for which α ∩ supp(b) /= ∅, we have α > −β for some
semi-distinguished class β associated with ρb(P ).
We now consider Eq. (1.2) for λ < ρb(A). As we shall see, in this case, for the
equaton to be solvable it is not necessary that λ be an eigenvalue of A.
We are going to treat the case when A is K-irreducible first. Recall that a matrix
A ∈ π(K) is said to be K-irreducible if A leaves invariant no faces of K other than
{0} and K itself. Also, we call a matrix AK-positive if A(K\{0}) ⊆ int K .
For a square matrix A, we denote by adj A its (classical) adjoint (i.e., the transpose
matrix of cofactors).
The following result is known in the standard case of nonnegative matrices. It
first appeared explicitly in [4, Theorem 3] in the context of an N-matrix. (We call
an n× n matrix A and N-matrix if A is of the form λIn − P , where P  0, and
ρn−1(P ) < λ < ρ(P ), where ρn−1(P ) denotes the maximum of the spectral radii of
the (n− 1)× (n− 1) principal submatrices of P. Note that, in this case, the matrix P
is necessarily irreducible.) The proof is almost the same as in the nonnegative matrix
case. (In fact, parts of the argument can be found in the original papers of Perron
[24,25] and Frobenius [8–10].)
Theorem 4.15. If A ∈ π(K) is K-irreducible, then for λ < ρ(A), sufficiently close
to ρ(A), (A− λIn)−1 and adj(λIn − A) are both K-positive.
Proof. Let A ∈ π(K) be K-irreducible. Then ρ(A) is a simple eigenvalue and by
a standard argument (see, for instance, [2, Corollary 2.2.13]) adj(ρ(A)In − A) is a
rank-one matrix of the form yzT, where y and z are eigenvectors of A and AT, respec-
tively, both corresponding to ρ(A). Here y or −y (respectively, z or −z) belongs to
int K (respectively, int K∗). Hence, we have either adj(ρ(A)In − A) or its negative
is K-positive. But
zTy = tr (yzT) = tr adj(ρ(A)In − A) = ′(ρ(A)) > 0,
where we use (t) to denote the polynomial det(tIn − A), and the last equality fol-
lows from the definition of ρ(A) and the fact that ρ(A) is a simple eigenvalue. Hence,
adj(ρ(A)In − A) must be K-positive.
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[Alternative argument: Note that if λ > ρ(A), then det(λIn − A) > 0 because
the polynomial det(tIn − A) tends to infinity with t and there are no roots larger than
ρ(A). Moreover, for suchλ, (λIn−A)−1 is K-positive. Hence, adj(λIn − A) is K-posi-
tive forλ > ρ(A). Lettingλ→ ρ(A)+, we obtain adj(ρ(A)In−A) ∈ π(K). Together
with the above, we can now conclude that adj(ρ(A)In − A) is K-positive.]
It is not difficult to show that a matrix which is close to a K-positive matrix is
still K-positive. Hence, adj(λIn − A) is K-positive for λ < ρ(A), sufficiently close
to ρ(A). Since ρ(A) is a simple eigenvalue, for λ < ρ(A), sufficiently close to ρ(A),
we have det(λIn − A) < 0. So, for such λ, (A− λIn)−1 is also K-positive. 
The following is an immediate consequence of Theorem 4.15.
Corollary 4.16. If A is K-irreducible, then for λ < ρ(A), sufficiently close to ρ(A),
Eq. (1.2) is solvable for all b ∈ K.
It is not difficult to show the following:
Remark 4.17. Let A ∈ π(K). For any real number λ, the condition that A− λIn is
nonsingular and (A− λIn)−1 ∈ π(K) is equivalent to (A− λIn)K ⊇ K , or equiva-
lently, (A− λIn)K ∩K = K . When the equivalent conditions are satisfied, λ must
be less than the least distinguished eigenvalue of A for K, as well as the least distin-
guished eigenvalue of AT for K∗.
Now we know that if A is K-irreducible, then for λ < ρ(A), sufficiently close to
ρ(A), we have K ⊆ A(−λIn)K . On the other hand, if λ < ρ(A) but is not close to
ρ(A), then this is no longer true. To see this, consider an n× n positive matrix P
and any real number λ less than the minimum of the diagonal entries of P. Then
P − λIn is a positive matrix, so (P − λIn)(Rn+\{0}) ⊆ int Rn+ and hence Rn+ ⊆
(P − λIn)Rn+.
The above example also shows that the converse of the last part of Remark 4.17
is not true. Note, however, that there are examples of A ∈ π(K) for which it is true
that (A− λIn)−1 ∈ π(K) for all real numbers λ less than the least distinguished
eigenvalue of A for K. For instance, take K = R2+ and A = diag(1, 2).
For λ < ρ(A) and a K-irreducible matrix A, in general, the truth is that, we have
((A− λIn)K ∩K) = K . This follows simply from the fact that in this case the set
(A− λIn)K ∩K must contain the Perron vector of A, which necessarily lies in int K.
Corollary 4.16 also yields the following result, true for A that need not be K-
irreducible.
Corollary 4.18. Let A ∈ π(K), and let 0 /= b ∈ K. If ((In + A)n−1b) is a mini-
mal nonzero A-invariant face of K, then for λ < ρb(A), sufficiently close to ρb(A),
Eq. (1.2) has a solution.
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Proof. For convenience, we write (In + A)n−1b as bˆ. By Lemma 2.1, (bˆ) is al-
ways an A-invariant face. Apply Corollary 4.16 to A|
span(bˆ) ∈ π((bˆ)), noting that
A|
span(bˆ) is irreducible with respect to(bˆ), as(bˆ) is minimal nonzero A-invariant
face of K. 
More generally, we have the following:
Theorem 4.19. Let A ∈ π(K). Let r denote the largest real eigenvalue of A less
than ρ(A). (If no such eigenvalues exist, take r = −∞.) Then for any λ, r < λ <
ρ(A), we have
((A− λIn)K ∩K) = (N((ρ(A)In − A)n) ∩K).
Proof. For convenience, denote the A-invariant faces ((A− λIn)K ∩K) and
(N((ρ(A)In − A)n) ∩K) of K, respectively, by C1 and C2. It is easy to see that if
y ∈ K is an eigenvector of A corresponding to ρ(A), then y ∈ (A− λIn)K ∩K;
hence we have, ρ(A)  ρ(A|spanC1)  ρy(A) = ρ(A), i.e., ρ(A|spanC1) = ρ(A).
For i = 1, 2, denote by CDi the dual of Ci in span Ci and by Ad(A|spanCi ) the adjoint
of the linear operater A|spanCi . Suppose Ad(A|spanC1) has a distinguished eigenvalue
for CD1 other than ρ(A), say µ, and let z ∈ CD1 be the corresponding eigenvector. By
our choice of λ, it is clear that µ < λ. Choose any vector b ∈ relint((A− λIn)K ∩
K), and let x ∈ K be a vector such that (A− λIn)x = b. Then, in fact, we have
x ∈ spanC1 ∩K = C1 (see the discussion following Remark 4.13). Also, 〈z, b〉 > 0
as z ∈ CD1 and b ∈ relintC1. On the other hand, we have
〈z, b〉=〈z, (A|spanC1 − λI)x〉
=〈Ad(A|spanC1 − λI)z, x〉
=(µ− λ)〈z, x〉
0,
as µ < λ, z ∈ CD1 and x ∈ C1. So we arrive at a contradiction. This proves that ρ(A)
is the only distinguished eigenvalue of Ad(A|spanC1) (for CD1 ). By [31, Theorem 5.1]
this implies that relintC1 contains a generalized eigenvector of A corresponding to
ρ(A). It follows that we have C1 ⊆ C2.
To prove the reverse inclusion, consider A|spanC2 ∈ π(C2). Clearly, relintC2 con-
tains a generalized eigenvector ofA|spanC2 . By [31, Theorem 5.1] again, ρ(A|spanC2),
which is ρ(A), is the only distinguished eigenvalue of Ad(A|spanC2) for CD2 . But
according to [36, Theorem 3.3], sup1(A|spanC2) is equal to the least distinguished
eigenvalue of Ad(A|spanC2); so we have sup 1(A|spanC2) = ρ(A). Since λ < ρ(A),
we can find a λ′, λ < λ′ < ρ(A), such that λ′ ∈ 1(A|spanC2). Then there exists
u ∈ relintC2 such that (A− λ′In)u ∈ C2. But then
(A− λIn)u = (A− λ′In)u+ (λ′ − λ)u ∈ relintC2.
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Clearly, we also have (A− λIn)u ∈ C1. This means that C1 ∩ relintC2 /= ∅. But C1
and C2 are both faces of K, hence C2 ⊆ C1. The proof is complete. 
By specializing Theorem 4.19 to the nonnegative matrix case, we readily obtain
the following:
Corollary 4.20. Let P be an n×n nonnegative matrix. Let I denote the union of all
classes of P that have access to some basic class. Then for any λ, r < λ < ρ(P ),
where r denotes the largest real eigenvalue of P less than ρ(P ) (and equals −∞ if
there is no such eigenvalue), we have ((P − λIn)Rn+ ∩ Rn+) = FI .
We would like to mention that there is a direct proof of Corollary 4.20 that makes
use of the trace down method and the nonnegative matrix case of Theorem 4.15.
Corollary 4.20, in turn, yields the following:
Corollary 4.21. Let P be an n× n nonnegative matrix, and let 0 /= b ∈ Rn+. For
λ < ρ(P ), sufficiently close to ρ(P ), if the equation (P − λIn)x = b, x  0, is
solvable, then for any class α of P for which α ∩ supp(b) /= ∅, we have α >= β for
some basic class β of P.
5. Collatz–Wielandt numbers and local spectral radii
For any A ∈ π(K) and 0 /= x ∈ K , it is known that the local spectral radius and
the lower and upper Collatz–Wielandt numbers are related by:
rA(x)  ρx(A)  RA(x)
(see, for instance, [36, Theorem 2.4(i)]). Clearly, rA(x) = RA(x) if and only if x is
an eigenvector of A. We are going to characterize when ρx(A) < RA(x) with RA(x)
finite, and when ρx(A) = RA(x).
Remark 5.1. Let A ∈ π(K), and let 0 /= x ∈ K . Then the face (x) is A-invariant
if and only if RA(x) is finite.
The preceding remark is obvious, because (x) is A-invariant if and only if
Ax K σx for some σ > 0.
Theorem 5.2. Let A ∈ π(K), and let 0 /= x ∈ K be such that RA(x) is finite. Let b
denote the vector (RA(x)In − A)x. Then
(i) b belongs to the relative boundary of (x).
(ii) The inequality ρx(A) < RA(x) holds if and only if (x) is the smallest A-
invariant face containing b.
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Proof. First, note that when RA(x) = 0, we have Ax = 0, b = 0 and ρx(A) = 0. In
this case, (i) and (ii) clearly hold. Hereafter, we assume that RA(x) > 0.
(i) By definition of b, we have 0K b K RA(x)x, so b ∈ (x). Indeed, b lies on
the relative boundary of (x), because for any ε > 0, we have, b − εx = ((RA(x)−
ε)In − A)x /∈ K , in view of the definition of RA(x).
(ii) “Only if” part: By the local Perron–Schaefer condition on A at x, there is a gen-
eralized eigenvector y of A corresponding to ρx(A) that appears in the representation
of x as a sum of generalized eigenvectors of A. Since RA(x) > ρx(A), (RA(x)In −
A)y is nonzero and so is also a generalized eigenvector of A corresponding to ρx(A)
that appears in the corresponding representation for b. So we have ρb(A) = ρx(A) <
RA(x), and by Remark 3.8 it follows that we have x = (RA(x))−1∑∞j=0
(RA(x)
−1A)jb, and hence x ∈ (bˆ), where bˆ = (In + A)n−1b. But we also have
bˆ ∈ (x), as b ∈ (x) and (x) is A-invariant (according to Remark 5.1). Thus,
we have (x) = (bˆ) and by Lemma 2.1 (x) is the smallest A-invariant face
containing b.
“If” part: If(x) is the smallest A-invariant face containing b, then by Lemma 2.1
(x) = (bˆ), where bˆ has the same meaning as above. Since (RA(x)In − A)x = b
and b ∈ K , by Theorem 3.1 we have RA(x) > ρb(A) = ρbˆ(A) = ρx(A), where the
first equality holds by Lemma 2.1 and the second equality holds as (bˆ) = (x).
This completes the proof. 
It is clear that by Remark 5.1 and Theorem 5.2 we have the following:
Corollary 5.3. Let A ∈ π(K) and let 0 /= x ∈ K. Then RA(x) = ρx(A) if and only
if (x) is an A-invariant face, but is not the smallest A-invariant face containing the
vector RA(x)x − Ax.
Below we give some more explicit characterizations for when RA(x) = ρx(A).
Theorem 5.4. Let A ∈ π(K), and let 0 /= x ∈ K . The following conditions are
equivalent:
(a) RA(x) = ρx(A).
(b) (ρx(A)In − A)x ∈ K .
(c) x can be written as x1 + x2, where x1, x2 ∈ K such that x1 is an eigenvector of A
corresponding to ρx(A) and x2 satisfies ρx2(A) < ρx(A) and RA(x2)  ρx(A).
Proof. We always have the inequality ρx(A)  RA(x). So by the definition of the
upper Collatz–Wielandt number, the equivalence of (a) and (b) follows.
(b) ⇒ (c): Let b denote the vector (ρx(A)In − A)x. If b is the zero vector,
we are done. So assume that b /= 0. By Theorem 3.1 we have ρx(A) > ρb(A),
and also (ρx(A)In − A)x0 = b, where x0 = ρx(A)−1∑∞j=0(ρx(A)−1A)jb ∈ K .
B.-S. Tam, H. Schneider / Linear Algebra and its Applications 363 (2003) 295–332 323
Furthermore, x − x0 is either the zero vector or is a distinguished eigenvector of
A corresponding to ρx(A). Indeed, the latter must happen, as ρx(A) > ρb(A) =
ρx0(A), where the equality holds by Remark 3.8. Since (ρx(A)In − A)x0 = b K 0,
we also have ρx(A)  RA(x0). Set x1 = x − x0 and x2 = x0. Then x = x1 + x2 is
the desired decomposition for x.
(c) ⇒ (b): Straightforward. 
Corollary 5.5. Let A ∈ π(K). If ρ(A) ∈ 1, then νρ(A)(A) = 1.
Proof. Ifρ(A) ∈ 1, then there existsx ∈ intK such that (ρ(A)In − A)x ∈ K . Since
x∈ intK , by [35, Lemma 4.3] we have ρx(A)=ρ(A) and ordA(x)=νρ(A)(A). By
Theorem 5.4 we can write x as x1 + x2, where x1 is an eigenvector of A corresponding
to ρ(A), and ρx2 <ρ(A); hence ordA(x)=1. So we have νρ(A)(A)=1. 
According to [27, Chapter 1, Proposition 2.8], if P is a nonnegative matrix for
which there exists a positive vector z such that P Tz  ρ(P )z, then ρ(P ) is a simple
pole of the resolvent of P. Clearly this observation also follows from our preceding
corollary.
Using an argument given in the proof of [36, Theorem 5.2] one readily obtains
the following related result.
Remark 5.6. Let A ∈ π(K). Let x ∈ K with ρx(A) > 0. Then x can be written
as x1 + x2, where x1 is an eigenvector of A corresponding to ρx(A) and ρx2(A) <
ρx(A) if and only if limk→∞(A/ρx(A))kx exists.
The values of the greatest lower bound or the least upper bound of the
Collatz–Wielandt sets associated with A (∈ π(K)) are known. Specifically, we have
sup (A) = inf 1(A) = ρ(A), inf (A) is equal to the least distinguished eigen-
value of A for K, and sup 1(A) = inf (AT) and hence is equal to the least dis-
tinguished eigenvalue of AT for K∗ (see [36, Theorems 3.1–3.3]). (See [7] for an
extension of these results to the settings of a Banach space or C∗ algebra.) It is clear
that we always have sup  ∈  and inf  ∈ . However, in general, sup 1 /∈ 1;
but when K is polyhedral, we always have sup 1 ∈ 1 (see [31, Example 5.5 and
Corollary 5.2]). Also, in general, inf1 /∈ 1, not even in the nonnegative matrix
case (see [36, Theorem 5.2] and [31, Corollary 5.3]).
It is easy to show that ρ(A) ∈ 1 if and only if there exists x ∈ intK such that
RA(x) = ρ(A). (Similarly, we also have sup 1 ∈ 1 if and only if there exists x ∈
intK such that rA(x) = sup 1.) But such an observation hardly tells anything new.
Below we give a concrete characterization for when inf 1 ∈ 1.
Theorem 5.7. Let A ∈ π(K) with ρ(A) > 0. Let C denote the set {x ∈ K: ρx(A) <
ρ(A)}. Then ρ(A) ∈ 1 if and only if ((N(ρ(A)In − A) ∩K) ∪ C) = K.
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Proof. “If” part: IfC = {0}, our condition becomes(N(ρ(A)In − A) ∩K) = K .
Then there exists an eigenvector x ∈ intK corresponding to ρ(A), and it is clear that
we have ρ(A) ∈ 1. Hereafter, we assume that C /= {0}.
By Remark 3.5, C is an A-invariant face of K. By [36, Theorem 3.1] we
have inf1(A|spanC) = ρ(A|spanC). By definition of C and an application of the
Perron–Frobenius theorem to A|spanC , we also have ρ(A) > ρ(A|spanC). (In fact,
ρ(A|spanC) is equal to the largest distinguished eigenvalue of A which is less than
ρ(A).) So we can choose a vector x2 from relint C that satisfies ρ(A) > RA(x2) 
ρ(A|spanC). Now choose any vector x1 from relint(N(ρ(A)In − A) ∩K), and let
x = x1 + x2. In view of the condition((N(ρ(A)In − A) ∩K) ∪ C) = K , we have
x ∈ intK . By our choices of x1 and x2, we also have (ρ(A)In − A)x = (ρ(A)In −
A)x2 ∈ K . So we have ρ(A) ∈ 1.
“Only if” part: Let x ∈ intK be such that (ρ(A)In − A)x ∈ K . Since x ∈ intK ,
we have ρx(A) = ρ(A). By Theorem 5.4, x can be written in the form x1 + x2,
where x1, x2 ∈ K, x1 is an eigenvector of A corresponding to ρ(A), and x2 satisfies
ρx2(A) < ρ(A) (and RA(x2)  ρ(A)). But x1 + x2 ∈ ((N(ρ(A)In − A) ∩K) ∪
C), so we have ((N(ρ(A)In − A) ∩K) ∪ C) = K . 
Remark 5.8. In case ρ(A) is the only distinguished eigenvalue of A for K, the equiv-
alent condition given in Theorem 5.7 for ρ(A) ∈ 1 reduces to “A has an eigenvector
in int K (corresponding to ρ(A))”.
For the nilpotent case we have the following obvious result.
Remark 5.9. If A ∈ π(K) is nilpotent, then 0 ∈ 1 if and only if A = 0.
We now rederive the corresponding known result for the nonnegative matrix case
(see [30, Theorem 5.1] or [36, Theorem 5.2]):
Theorem 5.10. Let P be an n× n nonnegative matrix. A necessary and sufficient
condition for ρ(P ) ∈ 1 is that every basic class of P is final.
Proof. If P is nilpotent, then by Remark 5.9 we have ρ(P ) ∈ 1 if and only if P is
the zero matrix. In this case, each class of P is a singleton and is also basic. So it is
clear that the condition “every basic class is final” is equivalent to P being the zero
matrix. This proves our assertion for the nilpotent case.
Suppose that P is nonnilpotent. By Theorem 5.7 and in its notation (but with A
and K replaced by P and Rn+, respectively) we have
ρ(P ) ∈ 1 if and only if ((N(ρ(P )In − P)∩Rn+)∪C) = Rn+.
Note that (N(ρ(P )In − P) ∩ Rn+) and C are both P-invariant faces of Rn+; so by
Theorem 2.2 they can be written as FI1 and FI2 , respectively, where I1 and I2 are
initial subsets for P.
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From the proof of Corollary 4.2, I1 is equal to the union of all classes that have
access to a distinguished basic class.
By the beginning part of the proof of Corollary 3.3, for any vector x ∈ Rn+, we
have ρx(P ) = max{ρ(Pαα) : α has access to supp(x)}. In view of the definition of
C, for any x ∈ K , we have x ∈ C if and only if supp(x) has no access from a basic
class if and only if supp(x) is included in the union of all classes that have no access
from a basic class. So it is clear that I2 is equal to the union of all classes that have
no access from a basic class.
We now have
((N(ρ(P )In − P)∩Rn+)∪C)=(N(ρ(P )In − P)∩Rn+)∨C
=FI1∨FI2
=FI1∪I2 .
So ρ(P ) ∈ 1 if and only if FI1∪I2 = Rn+ if and only if I1 ∪ I2 = 〈n〉.
Suppose that each basic class of P is final. Consider any final class α of P. If
α is basic, then α must be distinguished; otherwise, we would have a basic class
which is not a final class. Hence, α is included in I1. If α is nonbasic, then α cannot
have access from a basic class and so α is included in I2. This shows that each final
class of P is included in I1 ∪ I2. But I1 ∪ I2 is an initial subset for P, it follows that
I1 ∪ I2 = 〈n〉 and hence ρ(P ) ∈ 1.
Conversely, suppose ρ(P ) ∈ 1, or equivalently, I1 ∪ I2 = 〈n〉. Consider any
basic class α of P. If α ∩ I2 /= ∅, then since I2 is an initial subset for P, we would
obtain α ⊆ I2, a contradiction. So α ⊆ I1; hence α is a distinguished basic class, and
moreover α is final in the initial collection of classes corresponding to I1. Suppose
that α is not a final class of P. Then α > −β for some class β. By definition of I2, β
must be disjoint from I2. So β is included in I1. But then α is not final in the initial
collection of classes corresponding to I1, which is a contradiction. Therefore, α must
be a final class of P. The proof is complete. 
We take a digression and return to the question of when K ∩ (A− ρ(A)In)K =
{0}. We have the following result, which contains Corollary 4.10 as well as [31,
Corollary 4.3].
Theorem 5.11. Let A ∈ π(K). Consider the following conditions:
(a) ρ(A) ∈ 1(AT).
(b) N((ρ(A)In − A)n) ∩K =N(ρ(A)In − A) ∩K, and A has no eigenvectors
in (N(ρ(A)In − A) ∩K) corresponding to an eigenvalue other than ρ(A).
(c) K ∩ (A− ρ(A)In)K = {0}.
We always have (a) ⇒ (b) ⇒ (c). When K is polyhedral, conditions (a)–(c) are
equivalent.
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Proof. (a) ⇒ (b): Since ρ(A) ∈ 1(AT), by Theorem 5.7 we have K∗ = ((N
(ρ(A)In − AT) ∩K∗) ∪ F), where we use F to denote the face {z ∈ K∗ : ρz(A) <
ρ(A)} of K∗. In this case, by Corollary 5.5 we also have νρ(A)(A) = 1; hence, the
first part of condition (b) holds. Assume to the contrary that A has an eigenvector
in (N(ρ(A)In − A) ∩K) corresponding to a (distinguished) eigenvalue, say λ,
other than ρ(A). For simplicity, we denote by G the face (N(λIn − A) ∩K) ∩ 
(N(ρ(A)In − A) ∩K). [Note that we need not have G = (N(λIn − A) ∩K).]
Then we have dK((N(ρ(A)In − A) ∩K)) ⊆ dK(G). Clealy, every vector in F
is orthogonal to N(ρ(A)In − A) ∩K . So we must have F ⊆ dK((N(ρ(A)In −
A) ∩K)). Similarly, we also have(N(ρ(A)In − AT) ∩K∗) ⊆ dK(G). Hence, we
have
dK(G) ⊇ ([N(ρ(A)In − AT) ∩K∗]∪F) = K∗,
which is a contradiction, as G is a nonzero face of K.
(b) ⇒ (c): Follows from Corollary 4.10.
If K is polyhedral, the implication (c) ⇒ (a) follows from [31, Corollary 4.3].
Then conditions (a)–(c) are equivalent. 
When K is nonpolyhedral, the missing implications in Theorem 5.11 all do not
hold. For instance, the matrix A considered in Example 4.9 satisfies condition (b),
but it does not satisfy condition (a), in view of Corollary 5.5, as νρ(A)(A) /= 1. So
we have (b) (a). Example 4.11 can also be used to illustrate (c) (b).
For the question of when rA(x) = ρx(A), we have two partial results. First, it is
straightforward to show the following:
Remark 5.12. Let A ∈ π(K), and let 0 /= x ∈ K . Then rA(x) = ρx(A) if and only
if (A− ρx(A)In)x ∈ K .
Theorem 5.13. Let A ∈ π(K), and let 0 /= x ∈ K. Then we have ordA(x) = 1 and
rA(x) = ρx(A) if and only if x can be written as x1 − x2, where x1, x2 ∈ K such that
x1 is an eigenvector of A corresponding to ρx(A) and x2 satisfies ρx2(A) < ρx(A)
and RA(x2)  ρx(A).
Proof. It is straightforward to verify the “if” part, using Remark 5.12.
To prove the “only if” part, suppose that we have ordA(x) = 1 and rA(x) =
ρx(A). By Remark 5.12, the vector (A− ρx(A)In)x, which we denote by b, belongs
to K. Since ordA(x) = 1, by using the local Perron–Schaefer conditions on A at
x and b, respectively, we readily obtain ρb(A) < ρx(A). Let x2 denote the vector∑∞
k=0(ρx(A))−k−1Akb. Also, let x1 = x + x2. By the proof of the “only if” part
of Theorem 4.1 (with ρx(A), x1, x2 in place of λ, w, x0, respectively), we find
that x1, x2 are both vectors of K such that x1 is an eigenvector of A corresponding
to ρx(A) and ρx2(A)=ρb(A)<ρx(A). Since ρx(A)x2−Ax2=(A− ρx(A)In)x∈K ,
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we also have ρx(A)  RA(x2). Thus, x = x1 − x2 is the desired decomposition
for x. 
In case x ∈ K satisfies ordA(x)  2, we do not know when rA(x) = ρx(A) holds.
The question of when sup 1 ∈ 1 seems to be more subtle than that of when
inf 1 ∈ 1. It is easy to see that when ρ(A) (= inf 1) ∈ 1 and x ∈ intK satisfies
ρ(A)x K Ax, necessarily we have ρx(A) = RA(x). This explains why Theorem
5.4 has been useful in proving Theorem 5.7. In contrast, when sup 1 ∈ 1 and x ∈
intK satisfies Ax K (sup 1)x, we only have sup 1 = rA(x)  ρx(A) = ρ(A).
In particular, if sup 1, which is the least distinguished eigenvalue of AT for K∗,
is less than ρ(A), then we cannot expect that a solution for the question of when
rA(x) = ρx(A) is of help in answering when sup 1 ∈ 1. Indeed, in this case we
are faced with Eq. (1.2) (with λ = sup 1 and b = Ax − (sup 1)x) for the case
when λ < ρb(A), which is the case we know not so well.
6. Alternating sequences
Let A ∈Mn(C) and let x ∈ Cn. Following [13], we call the sequence x,Ax, . . . ,
Akx an alternating sequence for A of length k if (−1)kAkx  0 and 0 /= (−1)r
Arx  0 for r = 0, . . . , k − 1. Here  denotes the usual componentwise partial
ordering of Rn. The infinite sequence x,Ax,A2x, . . . is said to be an infinite al-
ternating sequence for A if 0 /= (−1)rArx  0 for r = 0, 1, 2, . . .
Recall that an n× n real matrix is called a Z-matrix if it is of the form λIn −
P , where P is nonnegative. In [13, Corollary 3.5] the following characterization of
M-matrices among Z-matrices is given:
Let A be a Z-matrix. Then A is an M-matrix if and only if every alternating
sequence for A is of finite length.
Using the local Perron–Schaefer conditions on a nonnegative matrix, we can
readily explain why the above result is true. Indeed, we can extend the result to
the setting of a cone-preserving map.
Theorem 6.1. Let A ∈ π(K), let 0 /= x ∈ K, and let x = x1 + · · · + xk be the rep-
resentation of x as a sum of generalized eigenvectors of A, where λ1, . . . , λk are the
corresponding distinct eigenvalues. Let  denote the set {j ∈ 〈k〉 : |λj | = ρx(A) and
λj /= ρx(A)}. Let m be a positive integer and suppose that (A− ρx(A)In)mx ∈ K
and 0 /= (A− ρx(A)In)j x ∈ K for j = 0, . . . , m− 1. If  = ∅, then m  ordA(x).
If  /= ∅, then m  ordA(x)− maxj∈ ordA(xj ).
Proof. By the local Perron–Schaefer condition on A at x there is an index j such that
λj = ρx(A) and ordA(xj ) = ordA(x). Let y denote the vector (A− ρx(A)In)ordA(x)x.
If m > ordA(x), then, by our hypothesis, y is a nonzero vector of K. Clearly, we do
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not have a generalized eigenvector corresponding to ρx(A) that appears in the repre-
sentation of y as a sum of generalized eigenvectors of A. So by the local
Perron–Schaefer condition on A at y, we have ρy(A) < ρx(A). But we also have
ρy(A)  rA(y); hence (A− ρx(A)In)ordA(x)+1x = (A− ρx(A)In)y /∈ K , in contra-
diction to our hypothesis. This proves that we always have m  ordA(x).
It remains to consider the case when  /= ∅. Denote by t the value of maxj∈
ordA(xj ). According to the local Perron–Schaefer condition on A at x, we have t 
ordA(x). Let w denote the vector (A− ρx(A)In)ordA(x)−t+1(x), and consider its rep-
resentation as a sum of generalized eigenvectors of A. Note that in the representation
there is at least a generalized eigenvector of order t corresponding to an eigenvalue
different from ρx(A) but with modulus ρx(A), and also that if t > 1, then the order
of the generalized eigenvector corresponding to ρx(A) that appears in the representa-
tion is t − 1, and if t = 1, then in the representation there does not exist a generalized
eigenvector coresponding to ρx(A). Hence, we have ρw(A) = ρx(A) and the local
Perron–Schaefer condition on A at w is not satisfied. It follows that w /∈ K . So by
our hypothesis, we have m < ordA(x)− t + 1, i.e. m  ordA(x)− t , which is the
desired inequality. 
Corollary 6.2. Let A ∈ π(K), let x ∈ K, and let λ be a real number. In order that
we have 0 /= (A− λIn)j x ∈ K for all positive integers j, it is necessary that λ <
ρx(A).
Proof. Assume that 0 /= (A− λIn)j x ∈ K for j = 0, 1, 2, . . . By the conditions
(A− λIn)x ∈ K and 0 /= x ∈ K , clearly we have λ  rA(x)  ρx(A). If λ = ρx(A),
then by Theorem 6.1 we would have ordA(x)  m for each positive integer m, which
is impossible. So we must have λ < ρx(A). 
Our next result is an extension of [13, Corollary 3.5] (which was mentioned at the
beginning of this section):
Corollary 6.3. Let A ∈ π(K), and let λ be a real number. Then λ < ρ(A) if and
only if there exists a vector x ∈ K such that 0 /= (A− λIn)j x ∈ K for all positive
integers j.
Proof. “If” part: By Corollary 6.2 we have λ < ρx(A)  ρ(A).
“Only if” part: Suppose λ < ρ(A). Let x ∈ K be an eigenvector of A correspond-
ing to ρ(A). Then (A− λIn)j x = (ρ(A)− λ)j x is a nonzero vector of K for all
positive integers j. 
In [13, Theorem 3.4(ii)] it is proved that if A is an M-matrix, then the index of
A is equal to the maximal length of an alternating sequence for A. Making use of
Theorem 6.1, we readily obtain the following partial extension:
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Corollary 6.4. Let A ∈ π(K), let x ∈ K, and let m be a positive integer. If
(A− ρ(A)In)mx ∈ K and 0 /= (A− ρ(A)In)j x ∈ K for j = 0, . . . , m− 1, then
ρx(A) = ρ(A) and m  ordA(x)  νρ(A)(A).
According to [31, Theorem 7.5], if K is a polyhedral cone, then for any A ∈
π(K), there exists a vector x ∈ K such that (A− ρ(A)In)νx = 0 and 0 /= (A−
ρ(A)In)
j x ∈ K for j = 1, . . . , ν − 1, where ν = νρ(A)(A). So in the polyhedral
case, we have a full extension of [13, Theorem 3.4(ii)].
In the nonpolyhedral case, the other extreme can happen. Example 4.11
can be used to show that for any odd integer n  3, there exists a proper cone K
and a matrix A ∈ π(K) such that νρ(A)(A) = n, and for any 0 /= x ∈ K , we
have (A− ρ(A)In)x /∈ K , except when x is an eigenvector of A corresponding to
ρ(A).
Thanks are due to Ludwig Elsner for observing, after the first author’s talk at
Oberwolfach, that (tIn − A)−1 is negative if A is irreducible nonnegative and t
is slightly less than ρ(A), which has aroused further work in the later parts of
Section 4.
Appendix A. A proof for ρx(A) = limm→∞ ‖Amx‖1/m
Proof. To show this, we may assume that Wx = Cn. Let x = x1 + · · · + xk be the
representation of x as a sum of generalized eigenvectors of A corresponding to the
distinct eigenvalues λ1, . . . , λk , respectively. For each i = 1, . . . , k, let ni denote
the order of the generalized eigenvector xi . Let Jq(λ) denote the q × q upper trian-
gular elementary Jordan matrix corresponding to λ. Then the vectors xj , Axj , . . . ,
Anj−1xj , j = 1, . . . , k, constitute a basis for Cn, and we can find a nonsingular
matrix P such that P−1AP = Jn1(λ1)⊕ · · · ⊕ Jnk (λk), and P−1x is the vector of
Cn with 1’s at its n1th, (n1 + n2)th, . . . , and (n1 + · · · + nk)th components and with
0’s elsewhere. Since any two norms on Cn are equivalent, the existence of the limit
limm→∞ ‖Amx‖1/m and also its value are independent of the choice of the norm of
Cn. Here we choose the norm on Cn given by ‖y‖ = ‖P−1y‖1, where ‖ · ‖1 denotes
the l1-norm. For all positive integers m, we have ‖Amx‖ = ‖JmP−1x‖1. Using the
fact that ρx(A) = max1jk |λj |, and after a little calculation, we readily see that for
all positive integers m > n, we have
ρx(A)
m  ‖JmP−1x‖1  nρx(A)m m!
n!(m− n)! .
It follows that we have limm→∞ ‖Amx‖1/m = ρx(A). 
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Appendix B. Two proofs for Theorem 3.1, (a)⇒ (b)
First proof. When condition (a) is fulfilled, it is clear that b ∈ (λIn − A)K ∩K . It is
also clear that A leaves invariant the nonzero, closed pointed cone (λIn − A)K ∩K .
Let ρ denote the spectral radius of the restriction of A to span((λIn − A)K ∩K).
We contend that ρ < λ. Assume to the contrary that the reverse inequality holds.
By the Perron–Frobenius theorem, there exists a nonzero vector y ∈ (λIn − A)K ∩
K such that (ρIn − A)y = 0. Then (λIn − A)x = y for some vector x ∈ K . Note
that the vectors x, y are linearly independent; if not, we have y = (λIn − A)x =
(λ− ρ)x K 0, which is a contradiction. Let C denote the 2-dimensional cone K ∩
span{x, y}. Clearly A leaves C invariant. If ρ = λ, then the spectrum of A|spanC is
{λ} (x being a generalized eigenvector of order 2) and so λ is the only distinguished
eigenvalue ofA|spanC for C. Hence, by [31, Theorem 5.11], the inequality λx C Ax
implies that 0 = λx − Ax = y, which is a contradiction. So we have λ < ρ. But
then, as can be readily checked by direct calculation, (ρ − λ)x + y is an eigenvector
of A corresponding to λ, that lies in relint C. Hence λ = ρ(A|spanC) = ρ, which is
again a contradiction. This proves our contention.
Since b ∈ (λIn − A)K ∩K, ρb(A)  ρ. So we have ρb(A) < λ. 
Second proof. Suppose that there exists a vector x ∈ K such that (λIn − A)x = b.
Multiplying both sides of the equation by (In + A)n−1, we obtain (λIn − A)xˆ = bˆ,
where xˆ = (In + A)n−1x, bˆ = (In + A)n−1b, and xˆ, bˆ ∈ K . The latter equation im-
plies that λ ∈ 1(A|Wx ), noting that A|Wx ∈ π((xˆ)) in view of Lemma 2.1. By
[36, Theorem 3.1] and Lemma 2.1 again, we have λ  inf 1(A|Wx ) = ρ(A|Wx ) =
ρx(A). Since b ∈ Wx , we have Wb ⊆ Wx and hence ρb(A)  ρx(A). So we have
λ  ρb(A).
If λ > ρx(A), we already have λ > ρb(A). Hereafter, we assume that λ = ρx(A).
Let x = x1 + · · · + xk be the representation of x as a sum of generalized eigenvec-
tors of A corresponding to distinct eigenvalues λ1, . . . , λk , respectively. By the local
Perron–Schaefer condition on A at x, we may assume that λ1 = ρx(A); then we have
ordA(x) = ordA(x1). Denote this common value by m.
We contend that m = 1. Suppose that m  2. By [35, Corollary 4.8] or [29, The-
orem 5.2], (A− ρx(A)In)m−1x1 is a distinguished eigenvector of A corresponding
to ρx(A). Note that the representation of b as a sum of generalized eigenvectors of A
is
(ρx(A)In − A)x1 + (ρx(A)In − A)x2 + · · · + (ρx(A)In − A)xk,
and the corresponding eigenvalues are still λ1, . . . , λk . Clearly, we have
ordA((ρx(A)In − A)x1) = ordA(x1)− 1 = m− 1  1.
Since 0 /= b ∈ K , by the local Perron–Schaefer condition on A at b, it follows that we
have ρb(A) = ρx(A) and ordA(b) = m− 1. Applying [35, Corollary 4.8] to the vec-
tor b, we find that (A− ρx(A)In)m−2(ρx(A)In − A)x1 = −(A− ρx(A)In)m−1x1 is
also a distinguished eigenvector of A corresponding to ρx(A). Hence the nonzero
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vector (A− ρx(A)In)m−1x and its negative both belong to K, which is a contradic-
tion. This proves our contention that m = 1.
Note that now in the representation of b as a sum of generalized eigenvectors of
A, we do not have a term which is a generalized eigenvector of A corresponding to
ρx(A). Hence, by the local Perron–Schaefer condition on A at b, ρb(A) /= ρx(A).
But we always have ρb(A)  ρx(A), so we have ρb(A) < ρx(A) = λ. 
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