In this paper, we investigate learning-based MIMO-OFDM symbol detection strategies focusing on a special recurrent neural network (RNN) -reservoir computing (RC). We first introduce the Time-Frequency RC to take advantage of the structural information inherent in OFDM signals. Using the time domain RC and the time-frequency RC as the building blocks, we provide two extensions of the shallow RC to RCNet: 1) Stacking multiple time domain RCs; 2) Stacking multiple time-frequency RCs into a deep structure. The combination of RNN dynamics, the time-frequency structure of MIMO-OFDM signals, and the deep network enables RCNet to handle the interference and nonlinear distortion of MIMO-OFDM signals to outperform existing methods. Unlike most existing NN-based detection strategies, RCNet is also shown to provide a good generalization performance even with a limited training set (i.e, similar amount of reference signals/training as standard model-based approaches).
I. INTRODUCTION
Artificial-intelligence (AI) enabled cellular network is envisioned as the critical path for beyond 5G and 6G networks [2] , [3] . Among the various potential fields of communication systems where AI and its associated machine learning tools can contribute, symbol detection is a very important one in the physical layer. To be specific, symbol detection constitutes a key module within the signal processing chain of modern communication receivers. Assuming the availability of receiver channel state information (CSI), the optimal model-based strategy is to apply the maximum likelihood detector. However, the performance of model-based strategies is sensitive to model inaccuracies and CSI estimation errors. On the other hand, learning-based approaches can provide robust performance without relying on detailed underlying channel models. For example, the method introduced in [4] shows that an unfolding neural network (NN) from the projected gradient descent algorithm can be trained to achieve state-of-the-art performance for MIMO symbol detection tasks. In this paper, we focus on the problem of symbol detection in MIMO-OFDM which is the major radio access technology for 4G/5G systems [5] , [6] . In current 4G/5G systems, symbol detection methods are based on modeling the underlying wireless link and applying associated model-based signal processing techniques [7] . However, in the presence of non-linearities, either due to the underlying wireless channels (e.g. mmWave and Terahertz channels for 5G-Beyond) or device components (e.g. power amplifier), it becomes extremely difficult to analytically model such behaviors in a tractable and accurate manner.
Alternatively, recent work in [8] - [11] demonstrated the effectiveness of using NNs for symbol detection under unknown environments. In the same line of thinking, we consider exploiting the dynamic behaviors of recurrent neural networks (RNNs) for the task of MIMO-OFDM symbol detection. The main motivation of adopting RNNs instead of other NN architectures is based on the fact that under fairly mild and general assumptions, RNNs are universal approximations of dynamic systems [12] . This is extremely important for wireless systems which are highly dynamic over time and frequency. On the other hand, to realize the full potential of RNNs, especially deep RNNs, new research challenges and issues need to be addressed for MIMO-OFDM symbol detection:
• Challenge 1: From a system design perspective, training a NN-based symbol detector using over-the-air feedback -to update layer weights of the underlying NN based on the backpropagation algorithm -is likely prohibitively expensive in terms of control overhead 1 .
Therefore, over-fitting could happen when the selected NN model is too complicated.
• Challenge 2: NNs, especially RNNs, are mainly designed to process time-domain data.
Since data is transmitted in both time and frequency domains in contemporary cellular systems, it is critical to combine RNN with domain knowledge in an organic way to offer reliable and robust performance gains over current communication strategies.
• Challenge 3: The underlying wireless environment changes dynamically over time and frequency. This is especially true for 5G and future 6G systems which mainly use mmWave and Terahertz channels. Accordingly, the underlying NN model needs to be sophisticated enough to capture the time-frequency variation of the channel. Otherwise, under-fitting can result in poor symbol detection performance.
A. Our Contributions
To address these challenges, our approach is based on reservoir computing (RC) [15] which is a special category of RNNs. RC is capable of avoiding the issues of gradient vanishing and exploding which occur during training of conventional RNNs using back-propagation through time (BPTT) [16] . Furthermore, the training of RC is only conducted on the output layer while the hidden layers and the input layers are fixed according to a certain distribution. In this way, the amount of training needed for MIMO-OFDM symbol detection can be significantly reduced making it an operationally feasible solution to address Challenge 1. This benefit can be clearly seen in Section V-D where show a quantitative comparison on the training overhead for various learning-based strategies. The RC architecture makes applying NN techniques in the physical layer of cellular networks possible and feasible. Furthermore, it is shown in [17] that the RCbased symbol detection can significantly improve the underlying energy-efficiency of the system. In this work, rather than directly applying the shallow RC structure, we provide an attempt to address Challenge 2 and Challenge 3 by introducing RCNet through the following extensions to 1 For example, in 3GPP LTE/LTE-Advanced systems, the reference signal overhead is specified and is usually fixed for different MIMO configurations [13] : The training set (demodulation reference signals) for SISO-OFDM is around 5% of all the resource elements. On the other hand, for a 2 × 2 MIMO-OFDM system, the overhead for reference signals is around 10%. In 5G, more flexible reference signal design is designed to reduce the reference signal overhead [14] facilitate deep RC-based symbol detection methods to further improve detection performance:
• Extend the output layer of a shallow RC structure to a multiple-layer network promoting the joint time-frequency processing neuron states. This method can effectively resolve Challenge 2 by incorporating the structural information (time-frequency structure) of MIMO-OFDM signals into the output layer design of RCNet.
• Stack shallow RCs together into a "deep" RC to improve the processing capability of RCNet.
In this way, Challenge 3 can be addressed owing to the boosting mechanism of NNs.
The first extension on deepening the output layer is achieved by replacing the original single layer output of the shallow RC to a three-layer structure: a time-domain layer, a Fourier transform layer, and a frequency-domain layer, namely the "time-frequency RC". The time-domain layer attempts to reconstruct the transmitted time-domain signal. The Fourier transform layer is used to transform the time-domain signal to the frequency-domain. The frequency-domain layer attempts to extract frequency-domain features to further improve the detection performance. The second extension is achieved by concatenating multiple "time-frequency RCs" sequentially. Note that the output weights of each RC layer are trained in a consecutive fashion.
Through extensive experiments, we show that this deep structure of RCNet demonstrates very appealing and robust performance when non-linear effects exist in the end-to-end wireless system.
In other words, it outperforms conventional MIMO symbol detection strategies under channel non-linearities caused by the power amplifier (PA) at the transmitter (Tx) and/or the quantization error due to the low resolution of analog-to-digital converters (ADCs) at the receiver (Rx).
The results suggest that the introduced RCNet MIMO-OFDM symbol detection can be a very promising enabling technology for 5G-Beyond and 6G cellular systems where high-frequency spectrum and low-resolution ADCs will be frequently used.
B. Related Work

1) Deep RNN:
Deep neural networks (DNN) can extract sophisticated features thereby providing improved classification performance over shallow NNs [18] . Hierarchical RNNs are shown to be capable of learning long-term dependencies of signals [19] . In [20] , the deep long short-term memory network was introduced by consecutively stacking the hidden layers of multiple RNNs.
This deep structure is shown to significantly improve the performance in the task of speech recognition. The methods of extending a shallow RNN to deep RNNs have been summarized 5 in [21] : multi-layer RNNs can be constructed by increasing input layers, hidden layers and output layers, as well as stacking multiple shallow RNNs into a deep form. Concatenating echo state networks (ESNs) into a chain by learning readout layers connecting to each ESN layer is introduced in [22] . The follow up work in [23] , [24] extended this structure into a deep version which is demonstrated to be able to achieve a higher memory compared to the shallow one.
However, these extensions are very general without considering specific domain knowledge and structural information for targeted applications.
2) NN based Symbol Detection: Based on the convolution feature of wireless channels, convolutional neural networks (CNNs) is utilized for OFDM symbol detection [8] . The work in [10] combines the CSI and received symbols together as the input of DNNs for MIMO symbol detection. In [9] , it is shown that the NN-based MIMO symbol detection can be generalized under imperfect CSI. Two frameworks, data-driven and model-driven NNs, are introduced in [11] for the design of an OFDM receiver. However, all of these methods are based on general NNs requiring a large amount of training set. Therefore, it is almost impossible to adopt any of these methods in practical cellular networks.
On the other hand, our previous work [25] , [26] showed that shallow RCs can achieve good performance for MIMO-OFDM symbol detection even with very limited training set. In [25] , an ESN, a special case of RC, is introduced as an OFDM symbol detector without relying on obtaining explicit CSI. This scheme is evaluated under relevant scenarios for cellular networks where the training/reference signal overhead is comparable to that of current cellular networks.
In our follow up work, windowed ESN (WESN) is introduced by adding a sliding window to the input of ESN to enhance the short-term memory (STM) [26] . Experimental results show that WESN can provide good performance over standard ESNs using the training/reference signal set adopted in 4G LTE-Advanced [5] . Furthermore, the ESN-based symbol detectors can effectively compensate for the distortion caused by non-linear components of the wireless transmission.
The organization of this paper is as follows. In Sec. II, we briefly describe the transceiver architecture. In Sec. III and IV, we introduce the two extensions incorporated in our proposed RCNet structure and its associated learning algorithms. Sec. V evaluates the performance of RCNet as opposed to existing symbol detection strategies for MIMO-OFDM systems. The conclusion and future work is contained in Sec. VI.
II. OFDM TRANSCEIVER ARCHITECTURE AND STRUCTRUAL INFORMATION
In this section, we briefly introduce the transceiver architecture of a MIMO-OFDM system and illustrate the structural information we are going to utilize for the design of RCNet.
The resource grid of the OFDM can be seen most clearly in Fig. 1 . The total system bandwidth is divided into N sc sub-carriers. In each sub-frame, the first Q OFDM symbols are the reference signals (the training set) and the rest N d OFDM symbols are used to carry data (the testing set).
Therefore, the reference signal overhead (training overhead) is defined as η = Q/(Q + N d ). In 3GPP LTE/LTE-Advanced and 5G systems, Q+N d = 14 for normal sub-frames and the overhead is typically below 20% to improve spectral-efficiency [13] , [14] . For a single MIMO-OFDM 
After the inverse fast Fourier transform (IFFT) operation and addition of the cyclic prefix (CP),
we can obtain the time domain MIMO-OFDM symbol, denoted asX. At the transmitter, the MIMO-OFDM symbol is distorted by a non-linear activation function f (·) due to the inherent non-linearity of transmitter-side radio circuits, such as the PA [27] . At the receiver, a single MIMO-OFDM symbol is expressed as
where
stands for the multi-path channel, such as the 3GPP spatial channel model (SCM) [28] and q(·)
represents the non-linearity at the receiver. . This structural information needs to be explored in the design of RCNet to further improve the detection performance on top of the existing shallow RC-based symbol detection. In the supervised learning framework, the training set is defined as {d q } Q−1 q=0 :
∼ = represents equivalently defined as; The subscript q stands for the qth MIMO-OFDM symbol, i.e, the training set has Q batches in total. The notations are summarized in Table I .
III. TIME-FREQUENCY RC -INCORPORATING STRUCTURAL INFORMATION
To incorporate the time-frequency structural information inherent in the OFDM signal structure, we will introduce the new concept of "time-frequency RC" on top of the shallow RC in this section. For differentiation, the shallow RC is referred as the "time domain RC" in this paper. To provide a systematic view of the RC-based design and to better articulate how the structural information is incorporated, we will first briefly discuss the "time domain RC" used in our previous work [25] , [26] before describing the "time-frequency RC". 
A. Time Domain RC -The Shallow RC
One realization of the time domain RC is illustrated in Fig. 2 , namely an ESN [29] . In the figure, the collection of neurons is denominated as a reservoir. The ESN drives the input signal into a high dimensional dynamic response through a fixed random projection, where the response signal is represented by the trajectory of hidden neuron states. Meanwhile, non-linear activation 9 functions are applied to the neuron states transition. The neurons in the reservoir are sparsely connected with fixed weights to satisfy certain distributions under which the response signals are asymptotically uncorrelated to the initial neuron states [29] . One justification for using fixed hidden states transition is from an experimental fact that the dominant changes of an RNN's weights during training happen at the output layer [30] . Finally, the desired outputs are obtained by learning a combination of the non-linear response signals.
Given the training set {d q } Q−1 q=0 , the states of the reservoir generated by the qth batch are
where s q (t) ∈ C Nn×1 represents the neurons state vector and N n denotes the number of neurons in the reservoir; f is the activation function; W s denotes the state transition weights; W in denotes the weights of input layer; n(t) is an optional noise regularization term; W f b represents the weights on the feedback path which can be removed when teacher forcing is not required [29] .
Correspondingly, the output signal of the time domain RC can be written as
where W tout represents the readout layer.
To drive y q (t) to the desired time domain MIMO-OFDM symbol, we can minimize the l 2
Therefore, the readout weights are updated by the following closed-form expression,
where (S) + is the pseudo-inverse of S, and S q is stacked by the trajectory of the states as
In addition, due to the feedback nature of RC, there exists a lag-effect on the generated state response [15] . A delay parameter can be introduced in the learning process such that the following slightly revised training set is utilized [31] , To achieve these goals, we introduce the time-frequency RC whose structure is shown in , the obtained frequency domain symbols are denoted as {ỹ n (n)} Nsc−1 n=0 . Subsequently, the frequency domain layer output is defined as
where w f out (n) is the weight specified at the nth sub-carrier; diag(w) represents a diagonal matrix which has w as the main diagonal elements. Furthermore, we set the magnitude of each entry of w f out (n) as 1. This allows the introduced frequency domain layer to compensate for the residual phase error after the time domain processing. It is important to note that the frequency domain processing can effectively tune the delay parameter discussed in Section III-A. This is because the FFT layer converts a shift in the time domain to a phase variation in the frequency domain. Accordingly, the added output layers of the time-frequency RC essentially leverage the structural information of the MIMO-OFDM signal.
The learning objective of the time-frequency output layer is
which is equivalent to the time domain objective function defined in (6) . In order to seek a proper solution to the above problem, we resort to alternative least squares (ALS) as the solver to obtain closed-form updating rules for W tout and w f out (n). The detailed derivation can be found in Appendix A with their closed-form updating rules outlined in (17) and (14) respectively.
The learning algorithm of the time-frequency RC is summarized in Algorithm 2.
Algorithm 2 Time-frequency RC based MIMO-OFDM symbol detection
Generate the state matrix {S (p) q } Q−1 q=0 according to the dynamics equation (4) Initialize w f out (n) = 1, ∀n = 1, · · · , N sc while (10) does not converge do Update W tout using (17) Update w f out (n) using (14) end while
Note that there are certain implementation-related issues that need to be clarified when fully connected layers are employed in the frequency domain. In this case, the learning rule of the output layers becomes
Given W tout , the updating rule for W f out (n) is given by
Given a W f out (n), W tout can be updated by solving a Sylvester's equation which can introduce heavy computational load. Meanwhile, this extension brings more parameters to learn which can lead to overfitting since the size of the training set is usually limited in practical systems. 
IV. RCNET -STACKING RCS FOR
where the superscript (l) represents the lth RC; y (l) follows the output equation from the previous layer which is defined in (5) . q (t). The learning algorithm of the deep time RC is summarized in Algorithm 3. Such a learning method can be interpreted through the lens of the boosting framework [32] , which states that by sharing learned features among a set of weak learners, their ensemble can result in a stronger learning ability.
Note that the number of RC components in the RCNet is another tunable parameter. A validation set can be utilized for determining the proper value of L. We can simultaneously test the validation error while increasing L: Once the validation error stops decreasing, we can stop increasing L. Furthermore, the number of neurons in each RC can also be configured differently. How to optimize the number of neurons in each RC to achieve the best generalization Output: {W
for p from 0 to P do Output: {W
Generate the state matrix {S (p) q } Q−1 q=0 according to the state equation (4) Initialize w f out (n) = 1, ∀n = 1, · · · , N sc while (10) does not converge do Update W tout using (17) Update w f out (n) using (14) end while Use the learned W tout and w f out (n) to generate {x The parameters in performance evaluation are configured as the follows: N r = 4, N t = 4, N sc = 1024, N cp = 160, Q = 4, and N d = 13. Note that in this case the training overhead is only 23.5% which is completely different from most other NN-based detection methods that use a prohibitively high training overhead. The channel model adopted in the evaluation is the Winner II channel model defined in [33] , where the transmitter and receiver are configured with uniform linear arrays having half-wavelength antenna spacing. Furthermore, the communication scenario is chosen to be the outdoor-to-indoor case. Fig. 1 that the first Q OFDM symbols are the training set and next N d OFDM symbols are the data symbols. Therefore, the first Q OFDM symbols will be used to train the RCNet while the bit error rate (BER) will be evaluated using the testing set (data symbols). This training and testing procedure will be conducted for 100 consecutive sub-frames. The number of neurons for each layer of the RCNet (the component of the shallow RC) is set as 128. where the length is set as 128. The state transition matrix W s is generated randomly to satisfy the echo state property [29] , where the spectral radius is chosen to be smaller than 1. The input weight W in is generated randomly from a uniform distribution. In our evaluation, adding teacher forcing does not show a difference in performance. Therefore, W f b is set to zero.
Recall from
A. BER Performance under Tx Non-linearity
To evaluate the symbol detection performance, we compare RCNets to shallow RC-based strategies as well as conventional methods. To incorporate the Tx non-linearity in our evaluation, the following RAPP model was adopted for PA, and sphere decoding (SD) [34] , are selected. Since these two methods rely on the knowledge of channel state information (CSI), we utilize LMMSE as the channel estimation strategy based on the Q OFDM symbols of reference signals assuming the perfect knowledge of the noise variance and the linearity of the underlying wireless link.
We first consider the BER performance when the PA input power is in the linear region. In this case, the PA input power is backed off to be far from the PA's saturation region. Accordingly, the input back-off (IBO), which is defined as the ratio between the PA's saturation power to the input power, is chosen to be greater than 8 dB. In Fig. 6 we show the bit error rate (BER) plotted as a function of the received signal to noise ratio (SNR) in dB for various symbol detection schemes. From the results we can observe that all RC-based methods including the shallow structures and the RCNet can perform better than conventional methods when the transmission power is low. This is because the estimated CSI is inaccurate in the low SNR regime resulting in poor performance of the conventional model-based methods. On the other hand, RC-based methods are able to learn the underlying features of the channel without explicitly relying on the underlying CSI. Furthermore, it can seen from the results that the two versions of RCNet provide slightly performance improvement over its shallow counterparts demonstrating the benefits of the deep network structure.
In Fig. 7 , we show the BER performance when the PA input power is close to the saturation region. In this case, the PA's output is distorted due to the compression effects. The distortion occurs when the peak-to-average-power-ratio (PAPR) of the PA input signal is higher than the value of the IBO, where the PAPR of an OFDM signal x(t) is defined as x(t) 2 ∞ / x(t) 2 2 . In our evaluation, the signal's PAPR is controlled in the range from 6 dB to 9 dB. Therefore, in order to investigate the BER performance under PA's compression effects, we evaluate the BER performance by choosing the IBO below 6.5 dB as shown in the figure. From the results we can clearly see that all RC-based methods perform relatively well when the IBO is low, especially when it is lower than 5 dB. Note that the PA efficiency is substantially higher when it is operating at a low IBO. This clearly suggests that RC-based methods can provide an improvement in PA efficiency by compensating for the transmitted waveform distortion at the receiver. Furthermore, the results in Fig. 7 demonstrate the benefits of structural information in the underlying NN design: the Time-Frequency RC performs significantly better than the Time 
B. BER Performance under Rx Non-linearity
The non-linearity in the receiver stems primarily from the quantization of the received signal due to finite resolution analog-to-digital conversion. For a MIMO-OFDM signal, the in-phase and quadrature components are quantized by a pair of analog-to-digital converters (ADCs), where the input-output relation of the ADCs can be defined as
in which x is the ADC's input, · is the ceiling function, ∆ > 0 represents the quantization interval, and A max is the maximal amplitude of ADC such that A max = (2 n − 1)∆/2, where n is the number of quantization bits. To be specific, when ∆ = 2A max , q(x) represents a one-bit ADC. In the state-of-the-art, low-resolution ADCs are often utilized to digitize a signal with large bandwidth at high frequencies (e.g., mmWave bands and Terahertz bands) or to reduce the power consumption of the underlying ADCs.
In Fig. 8 and Fig. 9 , we investigate the BER performance of uncoded MIMO-OFDM signals 
C. Learning Convergence of RCNet
The evaluation results presented in previous sections show that RC-based methods are effective in the low SNR regime and under the effects of transmission and reception non-linearities. In these evaluations, we set L = 3 for RCNet. Intuitively, we can increase L to yield better training performance, however, a higher L may cause over-fitting. Fig. 10 shows the testing BER of RCNet as a function of L considering only the transmit non-linearity. As shown in the figure, increasing L does ensure a decrease in the generalization error.
We now evaluate the convergence behavior of RCNet under transmit non-linearity . The E b /N 0 is set to be 15 dB and we train different RCs under the same channel realization. The objective function used for tracing the number of iterations is defined in (6) for the Time RC and in (10) for the Time-Frequency RC. Fig. 11 shows the learning curve of the time domain RCs where each iteration corresponds a fixed delay parameter. For the delayed training of RCNet, we set 
D. Comparison with Other NNs
In Table II, all three RNN-variants, even a prohibitively large training set of 500 reference OFDM symbols, amounting to a reference signal (training) overhead of η = 97.5%, is not sufficient to achieve an acceptable BER for data transmission. On the other hand, with only 4 reference OFDM symbols, i.e., a reference signal overhead of η = 23.5%, all four RCNet detection methods achieve better BER performance than conventional detection methods (SD and LMMSE) listed in Table II .
Note that SD performs worse than LMMSE since we are operating in the non-linear region of the PA, as can be confirmed from the results in Fig. 7 .
As a benchmark to compare RCNet against, we also evaluate another deep learning-based symbol detection scheme DetNet presented in [4] . An important area of exploration for future research is how to determine the optimal L, that is, the number of RCs in RCNet for MIMO-OFDM symbol detection especially under the receiver non-linearity. Connections to the boosting method may provide insights on designing the number of neurons in each layer. Another interesting direction for future work is how such RC-based detection methods can be combined with transmit-side precoding to jointly optimize the link performance with limited CSI feedback at the transmitter. The full potential of the RCNet symbol detection method is yet to be explored. From a theoretical standpoint, it would also be meaningful to analyze the functionality of each layer in the interference cancellation for a multi-user MIMO network. 28 
APPENDIX
We now consider using alternative least squares to solve the problem (10) . When W tout is given, (10) can be rewritten as wherez j (n) is the jth column ofZ(n), z j (n) is the jth column of Z(n) and w f out,j (n) is the j the entry of w f out (n). In order to minimize the objective function value, we can select ∠w f out,j (n) = −∠(z j (n) Hz j (n))
where ∠ represents the angle of a complex number. When {w f out (n)} Nsc−1 n=0 is fixed in (10),
whereF diag(F , · · · , F ) ∈ C QNsc×QNsc in which F is the Fourier matrix;
in whichẑ q (n) z q (n)diag(w * f out (n)). Therefore, the learning rule of W tout is W tout = S +F HẐ (17) 
