Abstract. The Thue-Siegel method is applied to derive an upper bound for the number of solutions to Thue's equation F (x, y) = 1 where F is a quartic diagonalizable form with negative discriminant. Computation is used in this argument to handle forms whose discriminant is small in absolute value. We then apply our results to bound the number of integral points on a certain family of elliptic curves.
Introduction
Thue proved in [12] that if F (x, y) is an irreducible binary form of degree at least 3 and h ∈ Z is nonzero, then the equation Although Thue proved finiteness, giving bounds on the sizes of the solutions or on the number of solutions is of particular interest. In this paper we pursue the latter. To do this, we use the Thue-Siegel method of approximating binomial functions using Padé approximation. This method was developed by Thue, see for example [13] . The approximating functions were identified by Siegel as hypergeometric functions in [9] . The specifics of our application of this method are derived from the work of Akhtari, Saradha, and Sharma found in [1] and [3] .
A primitive solution to Thue's equation or inequality is a solution (x, y) for which x ≥ 0 and gcd(x, y) = 1. Throughout this paper we only count primitive solutions.
Suppose that F is an integral binary quartic form. The linear group GL 2 (Z) acts on the collection of such quartic forms via linear coordinate substitution. A quartic invariant is a function of the coefficients of F which is invariant under the sub-action of SL 2 (Z). The quartic invariants form a ring which is generated by the algebraically independent invariants I F = a of weight 4 and 6 respectively. In particular, the discriminant ∆ of F can be expressed as 27∆ F = 4I 3 F − J 2 F . A binary form F of degree n is called diagonalizable if F satisfies (1) F (x, y) = u n (x, y) − v n (x, y) where u(x, y) = αx + βy and v(x, y) = γx + δy with j := αδ − βγ = 0.
We also note that for a diagonalizable quartic form,
see equation (17) from [3] for this identity with general n. In the case of quartic forms, diagonalizability is equivalent to J F = 0, see page 29 of [8] for example, or [1] for a more explicit treatment. We use A 0 to refer to the coefficient of x 4 and A 4 the coefficient of y 4 in the Hessian of F . In [1] it was shown that
where ξ 4 and η 4 have coefficients in Q A 0 I F /3 . Furthermore if I F > 0 then ξ and η are complex conjugates.
Akhtari applied the Thue-Siegel method in [1] to show that |F (x, y)| = 1 has at most 12 solutions when F is a diagonalizable quartic form with positive discriminant. Akhtari, Saradha, and Sharma applied similar methods in [3] to give similar bounds on the number of solutions to |F (x, y)| = 1 when F is diagonalizable of degree at least five. Quartic Thue inequalities have been studied by others, notably Wakabayashi in [15] and [16] . This paper concerns the missing case, when F is diagionalizable quartic with negative discriminant. Using gap principles from [3] we prove that 0 < |F (x, y)| ≤ h has at most 2k solutions under roughly the condition h ≪ k 2 −10/7 |j| 10/7 . Theorem 1.1. Let F be a diagonalizable quartic form with negative discriminant, and k an integer satisfying k ≥ 3. Suppose that h < 1 4
, where
and C 2 (2, k, 0) = 2 Θ , where
Given these assumptions on h, the Thue inequality 0 < |F (x, y)| ≤ h has at most 2k primitive solutions.
We refer to the exposition preceeding Lemma 4.1 for the complete definition of C 2 (n, k, g) and E 2 (n, k, g) where n, k, and g are integers satisfying n ≥ 2, k ≥ 3, and g = 0, 1.
Applying Theorem 1.1 in the case when h = 1 and k = 4 yields the following: Theorem 1.2. Let F be a diagonalizable binary quartic form with negative discriminant. The equation |F (x, y)| = 1 has at most eight primitive solutions.
Our method of proof for Theorem 1.2 is to use Theorem 1.1 when h = 1. However this does not apply to forms with small |∆|, so we compute the solutions to |F (x, y)| = 1 for the remaining forms. Using k = 4 instead of k = 3 results in a more feasible computational problem. We refer the reader to Section 6 for the details of the computational methods used and some remarks on the results of these computations.
Diagonalizable forms are useful because if one can give an upper bound on the number of solutions to the Thue equation
when F is diagonalizable, then one can give an upper bound on the number of solutions to the equation
when G is diagonalizable using a reduction of Bombieri and Schmidt found in [6] . See Proposition 8.1 for our specific version of this. If given a diagonal form, that is one of type G(x, y) = ax n − by n , the Bombieri-Schmidt reduction will not necessarily return diagonal forms, but will return diagonalizable forms. Applying the Bombieri-Schmidt reduction to Theorem 1.2 gives the following result: Theorem 1.3. Let G be a diagonalizable quartic form with negative discriminant. Then |G(x, y)| = h has at most 8 · 4 ω(h) primitive solutions.
We finish this paper by applying this result to give an upper bound on the number of integral points on the elliptic curve
where N is a positive integer. We use the reduction found in [14] . In that paper, Tzanakis uses norm-form equations to give a method of finding the integral points on (2) but does not give an explicit upper bound on the number of such points. Tzanakis also gives a reduction for the same family of elliptic curves with N a negative integer (corresponding to a positive discriminant of the resulting forms), which Akhtari applied in [2] using the results from [1] . We have shown the following result using these methods: Reducing questions about integral points on an elliptic curve to solving a number of quartic Thue equations is a classical idea. See [5] for a recent computational example which uses the correspondence between integral points on a Mordell curve and the solutions to certain cubic Thue equations.
Gap Principles
Suppose that F is a binary quartic form which has been diagonalized as
When we are considering multiple solutions (x i , y i ) indexed by i, then for convenience we will frequently use the notation
Furthermore, we will denote the solution to the inequality 0 < |F (x, y)| ≤ h for which ζ is largest by (x 0 , y 0 ). We also treat (x, y) and (−x, −y) as the same solution, because Z only depends on |u| and |v|.
The following is a result from [3] , see the remark in that paper following Definition 5.3. We recall the proof here:
Proof. Suppose to the contrary that (x i , y i ) = (x 0 , y 0 ) is a solution to this equation with ζ i ≥ 1. Then
From this we conclude that
which we can use as follows:
Suppose that ω is a fixed fourth root of unity. We say that the solution (x, y) to 0 < |F (x, y)| ≤ h is related to ω if
Note that we could have replaced ξ(x, y) and η(x, y) with u(x, y) and v(x, y). We also note that since ξ and η have real coefficients, any solution must be related to one of the two real fourth roots of unity. Motivated by the previous lemma, we exclude the solution with largest ζ. We define S ω to be the set of solutions related to ω, and S ′ ω the collection of solutions related to ω, excluding the solution whose ζ-value is largest. We index the elements of S ′ ω as (x 1 , y 1 ), . . . , (x k , y k ) and once again adopt the notation Z i , ζ i , u i , etc. Further, we may order the solutions in S
The following lemma originates in [10] and provides useful gap principles. We use the statements found in [ Z(x, y) ≥ |j| 2h 1/2 . and
Under the assumption h < 1 4 |j| 2 , it follows that all elements of S ′ ω have ζ-value less than 1 by Lemma 2.1, so we used that assumption rather than the assumption ζ i−1 < 1 given in [3] . 2 . Under these assumptions
, where the constants a 1 (k) and a 2 (k) are defined as follows:
Proof. We begin by applying (4) repeatedly to Z k :
Finally, we apply (3) to Z 1 to obtain
Padé Approximations
Suppose that F has been diagonalized as
as in (1). There is a χ such that
where A, B, and C are integral. We use D to denote the discriminant of the binary quadratic form Ax 2 + Bxy + Cy 2 . Following [3] , we define the constants c n,g , c 1 (n, g) and c 2 (n, g) as follows:
The constant c n,g will not be used further in this paper; it's only significance here is for defining c 1 (n, g) and c 2 (n, g). Although we make reference to c 1 (n, g) and c 2 (n.g) frequently, their definitions are also not significant. We state some bounds for them given in [3] which are more convenient to use:
These can be found in equations (60) and (61) in that paper.
We need some further results from [3] which explain the significance of c 1 (n, g) and c 2 (n, g). The following is [3, Lemma 7.3] .
Lemma 3.1. Let F be a diagonalizable binary quartic form. Let (x 1 , y 1 ) and (x 2 , y 2 ) be two solutions related to a fixed fourth root of unity, say ω,
And this is Lemma 7.4 from that paper.
Lemma 3.2. If n ∈ N and I ∈ {0, 1}, then at most one of {Σ n,0 , Σ n+I,1 } can vanish.
Strengthening the Gap Principle
Throughout this section, we assume that S ′ ω has k elements, indexed as (x 1 , y 1 ), . . . , (x k , y k ). Our aim is to show that under certain conditions this is a contradiction, in order to conclude that |S
We begin by defining the constants C i and E i for i = 0, 1, 2. Throughout these definitions, n ≥ 2 and k ≥ 3. The E's are given as follows:
and the C's are given as C i = 2 Θ i , where
Lemma 4.1. Suppose that k ≥ 3 is fixed integer, and that h satisfies
as well as
for all n ≥ 2 and g = 0, 1. Then
Proof. Before beginning the proof proper, we will frequently use Lemma 3.1 applied to Z k−1 and Z k . This Lemma requires the assumption that Z 4 k−1 > 2h. This is always the case, as
using (5) and our assumption in (10) that h < C 0 (k)|j| E 0 (k) . Thus we may freely apply this Lemma to Z k−1 and Z k in this proof.
This argument is a proof by induction. Beginning with the base case, n = 1, we cube (4) and rearrange to fit the first term of the left side of (8):
Now we apply (6) to c 1 (1, g) and (5) to Z k−1 :
where the exponents d 1 , d 2 , and d 3 are given as follows:
Because of our assumption in (10) that h < C 1 (k, g)|j|
25. According to Lemma 3.2, Σ 1,0 and Σ 1,1 cannot both be zero. We choose whichever Σ 1,g is nonzero and apply Lemma 3.1 to Z k and Z k−1 to conclude that
75. Rearranging and applying (7) to c 2 (1, g), we see that
This last inequality required that h ≥ 1, |j| ≥ 1, which follows from h < 1 4 |j| 2 in (10), and Z k−1 ≥ 1, which follows from (3) and h < 1 4 |j| 2 . Since this is (11) with n = 1, this completes the base case. Now for the induction argument. We begin by cubing the induction assumption and rearranging towards the first term of the left side of (8) with n + 1:
The left hand side is now the first term in (8), so we attempt to show that the right hand side is less than 0.25. To do this, we first make use of (6) applied to c 1 (n + 1, g), then (5) applied to Z k−1 . Doing this second step requires the assumption h < c 1 (n + 1, g)hZ
where the exponents d 4 , d 5 , and d 6 are given as follows:
By our assumption (10) that h ≤ C 2 (n, k, g)|j| E 2 (n,k,g) , it follows that
< 0.25.
According to Lemma 3.2, Σ n+1,0 and Σ n+1,1 cannot both be zero. We choose whichever Σ n+1,g is nonzero and apply Lemma 3.1 to Z k and Z k−1 to conclude that
75. Rearranging and applying (7), we see that
Once again, we have used h ≥ 1, |j| ≥ 1 and Z k−1 ≥ 1. These follow from h < 1 4 |j| 2 in (10) and (3). Since this is (11) with n → n + 1, we have completed the induction argument.
Before showing that this strengthened gap principle is a contradiction, we first define two more constants, E 3 (k) given as follows:
and C 3 (k) given as C 3 (k) = 2 Θ 3 where
Lemma 4.2. Suppose that, in addition to (9) and (10), we also assume that
Then then inequality 0 < |F (x, y)| ≤ h has at most 2k solutions.
Proof. It suffices to show that under (12) that Lemma 4.1 leads to a contradiction, as we built that Lemma assuming that |S ′ ω | = k, and S ′ ω contains all solutions related to a particular fourth root of unity except the one with largest ζ-value. As we have noted, solutions can only be related to two of the fourth roots of unity because u and v have real coefficients, as I F < 0.
To derive a contradiction, we will show that the right side of (11) goes to ∞ as n → ∞. To do this, we rearrange (12):
In the right side of (11) this quantity is being raised to the nth power, which will go to ∞.
Reduction of Coefficients
Proof of Theorem 1.1. We complete the proof of Theorem 1.1 by comparing the constants C i and E i . We aim to show that for a fixed k ≥ 3, E 2 (2, k, 0) is minimal among the E i 's and C 2 (2, k, 0) is minimal among the C i 's with i = 0, 1, 2, 3, n ≥ 2, and g = 0, 1. This will show that h < C 2 (2, k, 0)|j| E 2 (2,k,0) is the most restrictive constraint between (10) and (12) , hence the only necessary one.
To do this we need to show several inqualities of the form E i (n 1 , k, g 2 ) < E j (n 2 , k, g 2 ) (and similar with C's). Because of the shape of these constants, this amounts to verifying several inequalities of the form
Where ± is taken to be + for the E's and − for the C's. (Note that we are comparing the exponents of the C's here.) The constants ξ 1 , η 1 , θ 1 , ξ 2 , η 2 , and θ 2 may depend on n or g, but not k. To do this, we clear denominators and organize by the coefficients of 1, a 1 (k − 1), and a 2 (k − 1). Thus, we define Φ as
and check that Φ > 0 because this implies (13) . (Note that the coefficient of a 1 (k − 1)a 2 (k − 1) is always zero). For each of the twelve inequalities to be verified, we give Φ either as coefficients of 1, a 1 (k − 1), a 2 (k − 1), or as coefficients of 1, 3 k , and state why it is positive if it is not clear from these coefficients.
We begin with the E's. First we show that E 1 (k, 1) < E 2 (k, 0):
Next we demonstrate E 2 (n, k, 0) < E 1 (k, 1). This follows from:
provided that n ≥ 2 and k ≥ 3. Next we show that E 2 (n, k, 0) < E 2 (n, k, 1) by noting that
provided that n ≥ 2 and k ≥ 3. Next we show that E 2 (n, k, 0) < E 3 (k) by noting that Φ = (4n + 20) + (8n + 26)a 1 (k − 1) + (16n + 66)a 2 (k − 1) > 0 provided that n ≥ 2 and k ≥ 3. We also need to check that E 2 (2, k, 0) is minimal among E 2 (n, k, 0) with n ≥ 2. To do this, we show that E 2 (n, k, 0) < E 2 (n + 1, k, 0) from which minimality of E 2 (2, k, 0) follows by induction. Once again we compute Φ:
Finally, we show that E 2 (2, k, 0) < E 0 (k) by noting that
This completes the argument that C 2 (2, k, 0) is minimal among C i (n, k, g) with i = 0, 1, 2, 3, g = 0, 1, and n ≥ 2. Now we make similar arguments for the C's. It would be convenient to start with C 2 (n, k, 0) < C 2 (n, k, 1) but it turns out this isn't the case. The comparison here depends on n and k. So instead we start by showing that C 2 (2, k, 0) is minimal among C 2 (n, k, 0) and C 2 (2, k, 1) is minimal among C 2 (n, k, 1). These are done by arguing that C 2 (n, k, 0) < C 2 (n + 1, k, 0) and C 2 (n, k, 1) < C 2 (n + 1, k, 1). We begin by arguing the g = 0 case by computing Φ:
It isn't obvious that this is positive, although it is because 3 k−1 , 3 k−2 > 1 when k ≥ 3, so the positive coefficients of 3 k−1 and 3 k−2 overwhelm the negative constant coefficient. Next we make the argument for g = 1 by computing Φ:
Once again this follows from the fact that 3
It is even less obvious that this is positive. However, we note that this function is increasing in k, so to show this is positive for k ≥ 3 it suffices to compute it for k = 3. Doing this gives Φ = 337 2 − 15 2 log 2 (3) > 0 so Φ > 0 for all values of k ≥ 3. Next we show that C 2 (2, k, 0) < C 0 (k):
which is positive because 3 k−1 , 3 k−2 > 1 when k ≥ 3. Next we show that C 2 (2, k, 0) < C 1 (k, 0):
which is positive for n ≥ 2 and k ≥ 3. Next we show that C 2 (2, k, 0) < C 2 (k, 1):
which is positive because 3 k−1 , 3 k−2 > 1 (the positivity of the coefficients of 3 k−1 and 3 k−2 overwhelm the negativity of the constant coefficient). Finally, we show that C 2 (2, k, 0) < C 3 (k):
which is positive because 3
We remark that it would be nice to show that C 2 (2, k, 0) <
and E 2 (2, k, 0) > 2 to eliminate either the assumption that h < 1 4 |j| 2 or the assumption that h < 1 4 |j| 2 . Unfortunately neither of these are the case. In fact, E 2 (2, k, 0) < 2 and C 2 (2, k, 0) > 1 4 for k ≥ 3, so both of these assumptions are a priori necessary, although for some values of k and h they are not both necessary.
Proof of Theorem 1.2, Forms with Small Discriminant
The method for this proof is to apply Theorem 1.1 with h = 1. The bounds on h in terms of j lead to upper bounds on ∆ using ∆ = −4 4 j 12 . These in turn lead to upper bounds on I F using 27∆ = 4I 3 − J 2 . We then find all forms F with J F = 0 and I F down to this bound and solve |F (x, y)| = 1 for each form.
Unfortunately, using k = 3 requires that we solve |F (x, y)| = 1 for all forms with (approximately)
which far exceeds our computational resources. It is worth noting that we are using a simpler and slower version of this algorithm. However, faster modern versions, as can be found in [7] for example, would still require a very significant amount of computing time. Using k = 4 gives more reasonable bounds, (approximately)
We see no reason why Theorem 1.2 should be false with eight replaced by six, but showing that statement is out of reach of our computational resources using this method. Our presentation of these methods was inspired by [5] .
Proof of Theorem 1.2. Applying Theorem(1.1) with k = 4 and h = 1 shows that |F (x, y)| = 1 has at most eight solutions for forms F with I F < −2593. The remaining forms are handled by direct computation.
To find all such forms, we use an algorithm described by Birch and Swinnerton-Dyer in [11] . This algorithm ignores all forms whose leading coefficient is zero. These forms can be handled separately. If F (x, y) has a leading coefficient of zero, then F (x, y) = yC(x, y), where C(x, y) is a cubic form. The equations yC(x, y) = ± require y = ±1 and C(x, y) = ±1, as these are both integers. Putting these together, we arrive at C(x, ±1) = ±1, for a maximum of six possible solutions.
We now recall the algorithm found in §3 of [11] . To find all forms
with J F = 0 and a given value for I F , we loop on a, b, and c using the bounds for a and b given by
and the bounds on c derived from the definition of the seminvariant H:
2 and the following bounds on H:
These can be found in equations (23), (15), (14), and (22) of [11] respectively. Given a, b, and c one can find the seminvariant H using (14) and the seminvariant R using the syzygy
Then one can calculate d and e using the definition of R:
and the definition of I:
checking for integrality of R, d, and e after calculating each. We further note that this algorithm is simplified by observing that when J = 0 it follows that c and I are each divisible by three. The results of these computations can be found on the author's website:
http://pages.uoregon.edu/cdethier/ The file forms.pdf contains a list of forms with J F = 0 and 0 > I F > −3000, organized in descending order of I F . We claim that the list of forms in this pdf contains at least one form in each SL 2 (Z) orbit, however we do not claim that these forms are distinct up to SL 2 (Z) action. Now that we have obtained a presentation of all forms of interest, we compute the solutions to F (x, y) = 1 and F (x, y) = −1 using PARI. The solutions of each equation are also given in the file forms.pdf. The following table lists the number of forms with J F = 0 and 0 > I F > −3000 with a given number of solutions to F (x, y) = 1 and F (x, y) = −1: 0  0  6828  0  1  995  0  2  100  0  3  6  1  0  995  1  1  146  1  2  4  2  0  100  2  1  4  3 0 6 Crucially, none of these forms have more that eight primitive solutions to |F (x, y)| = 1, which completes the proof.
We continue with some remarks about our computations. None of the forms discovered have more than three solutions. These computations are consistent with observations, for example in [1] , that most upper bounds for the number of solutions to a Thue equation are not sharp. Furthermore, equations where x or y appears with odd exponents had at most two solutions, whereas equations where x and y only appear with even exponents have at most three solutions. We also note that this algorithm appears to prefer presenting these forms as diagonal forms when possible.
This upper bound on the number of solutions with a diagonal form is not unexpected, see [4] for example. However, it is unexpected that this bound would hold for all diagonalizable forms with negative discriminant. We continued these computations out to I = −30, 000 (slightly less precisely to reduce computation time) and this trend continues.
Based on these computations it seems as though forms with many solutions become less common while forms with no solutions become more common. This is not unexpected, but we hestitate to draw many conclusions from these trends. This is because, as noted in the proof of Theorem 1.2, this algorithm does not produce a significant family of diagonalizable forms, those which have leading coefficient zero when reduced.
Reduction of Elliptic Curves
Now we show how to bound the number of integral points on the elliptic curve
by bounding the number of solutions of a certain family of quartic Thue's inequalities. This reduction is due to Tzanakis and can be found in [14] . The case with N < 0 can be found in [3] . We recall it here to establish notation and to be self-contained.
Let N be a positive square-free integer. We consider the integral points on the elliptic curve (2) . As X and X 2 + NX are integers and Y 2 is a square integer, the square-free parts of X and X 2 + N must be the same. Conversely, and X with X and X 2 + N having identical square-free parts will lead to an integral point on (2) . We will use the notation X = dy 2 , and
From their definition x and y satisfy the equation
. We may now focus on the quartic equation
where N and k are positive integers, and d > 1 is a positive square-free integer. Conversely, a solution to (15) also produces an integral point on (2) with N = kd.
Since it was assumed that N is square-free, the integer k is also squarefree and is relatively prime to d. Let U d be the number of solutions to equation (15) . Then the summation
provides an upper bound for the number of solutions to (2) . We calculate these upper bounds by counting integral solutions to the equation
and detect those where Y is a square. We begin by studying the structure of the solutions of this equation. Suppose that (X, Y ) ∈ Z 2 with XY = 0 is a solution to (17) . Define
and for i ∈ Z, define X i , Y i ∈ Z as follows:
That is, the unit of minimal absolute value for which ǫ d = U + T √ d with U and T positive integers. While it is possible that Z[ √ d] may not be the ring of integers of Q( √ d), it is always a ring which is a full rank sublattice of Z[ √ d] which is enough to guarantee the existence of such a unit.
Defined in this way, (X i , Y i ) ∈ Z 2 is also a solution to (17) . We refer to the set of all such (X i , Y i ) as the class of solutions of (17) associated to (X, Y ). Walsh in [17] showed that there are at most 2 ω classes of solutions to (17) under the assumption that k is square-free and D > 0, see Corollary 3.1 in that paper. So we concern ourselves with bounding the number of solutions in a fixed class of solutions, C.
Let Y 0 be the least positive value of Y which occurs in C and let X 0 be the corresponding integer from C so that
Now suppose that (X, Y ) is a solution to (15) , so that (X, Y 2 ) is a solution to (17) . If X 0 + Y 0 √ d is the fundmental solution of the class of
for some i. Then there are integers j, s, t such that
by taking either Multiplying this identity by t, completing the square, and using the fact that s 2 − dt 2 = k, we obtain
The following is [14, Lemma] .
Lemma 7.1. Let a, b, c be nonzero integers with gcd(a, b, c) = 1, and such that the equation
has a solution in integers X, Y, Z not all zero. Then there are integers R 1 , S 1 , T 1 , R 2 , S 2 , T 2 , and z 1 depending only on a, b, c satisfying the relations
and a nonzero integer δ, also depending only on a, b, c such that for every nonzero solution (X, Y, Z) of (21), there exist integers Q, x, y, and a divisor P of δ so that
Moreover if gcd (X, Y, Z) is bounded, then an upper bound for Q can be found.
Furthermore, Walsh showed in [17] that the integers R 1 , T 1 , R 2 , T 2 satisfy R 1 T 2 − R 2 T 1 = 0.
Applying Lemma 7.1 to (20) with a = −1, b = k, and c = t, we conclude that producing a solution to (20) is equivalent to producing a primitive solution to (22) F (u, v) = (P t/Q) 2 ,
4) It follows from 1) that ∆ F < 0, which implies that I F < 0 from the identity 27∆ F = 4I Proof. This is a special case of [6, Lemma 7] . The equation (23) is reduced to some equations of the form (23) by reducing G(x, y) through the action of some matrices from GL 2 (Z). These new forms will have J F = 0 because applying this action to a diagonalized form clearly yields a diagonalized form. Furthermore, the matrix a b c d
will act on a root α by
From this it is clear that real roots will map to real roots and nonreal roots will map to nonreal roots. Thus these new forms will also have I < 0.
9. Proof of Theorem 1.4
Proof of Theorem 1.4. Tracing back through our reduction of the elliptic curve, the number of integral points on (2) is at most
where U d is an upper bound for the number of solutions to the Thue equation (15) . Every two of these solutions is derived from one solution to (17) as Y is squared. The solutions to (17) split into classes of solutions. As k is square-free, Walsh showed in [17] that there are at most 2 ω(k) such classes. The number of solutions in each class is the number of solutions to the quartic Thue equation (22), which is at most 8 · 4 ω(P 2 t 2 /Q 2 ) , applying Theorem 
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