We have used an optical frequency comb referenced to coordinated universal time ͑UTC͒ to perform spectroscopic measurements of the D 1 transition in laser-cooled Rb, between the two apparently most precise measurements. Our transition frequency measurements, which avoid saturated absorption spectroscopy and transfer resonator systematics, help resolve this disagreement.
I. INTRODUCTION
Spectroscopy has traditionally played an important role in stringently testing our understanding of both the microscopic and macroscopic world. As methods of atomic-species manipulation and interaction become more refined, the uncertainty in evaluating transition line centers has improved dramatically. This has led to a number of contemporary tests of fundamental physics through spectroscopic means. For example: ͑i͒ the precision measurements of frequency standards placing constraints on the temporal drift rates of fundamental constants, such as the fine structure constant, ␣ ͓1-4͔, ͑ii͒ the rigorous scrutinizing of quantum electrodynamics ͑QED͒ when ␣ determinations from the measured electron magnetic moment ͓5͔ are compared with QED calculation-free measurements of ␣ ͑the latter involving many branches of laser spectroscopy͒ ͓6-8͔, and ͑iii͒ the increased sensitivity searches for an electron electric dipole moment in pursuit of new physics ͓9͔. In some circumstances laboratory based spectroscopy can play an inadvertent role in testing the fundamentals of physics. While the work here is not specific to this cause, it is prudent that such a commonly studied atom, Rb, be carefully characterized in order to eliminate the possibility of any unforeseen issues.
Recently, several groups have reported measurements of the optical frequencies of the D 1 line in Rb as well as values for the magnetic dipole constant A͑ 2 P 1/2 ͒ which determines the hyperfine splitting within the D 1 manifold ͓10-12͔. There are strong discrepancies in the measurements presented by these groups. For example, the A͑ 2 P 1/2 ͒ measurements of Banerjee et al. ͓11͔ and Das et al. ͓12͔ agree with the long standing measurement by Beacham et al. ͓13͔ , but they are inconsistent with the those of Barwood et al. ͓10͔ . In the particular case of 87 Rb the magnitude of the disagreement is 130 times larger than the combined uncertainty of the two measurements ͓10,12͔. All past spectroscopic measurements of the D 1 line have used room temperature gas cells and saturated absorption spectroscopy ͑SAS͒ as the basis of their approach. Along with possible systematic error sources associated with SAS, the authors of ͓10͔ and ͓11͔ also had to contend with characterizing and calibrating their transfer resonators in order to measure optical frequencies of the transitions involved. In contrast, in this paper we have used a femtosecond-laser based optical frequency comb and a Rb magneto-optical trap ͑MOT͒ in order to perform spectroscopy on the D 1 line of 85 Rb and 87 Rb and measure the optical frequencies of the transitions and their hyperfine intervals. The use of much slower atoms substantially reduces errors associated with Doppler shifts and relative alignment of optical and atomic beams.
II. EXPERIMENTAL SETUP
A schematic of the atomic energy levels and lasers involved in our experiment is shown in Fig. 1 We use three pairs of Helmholtz coils aligned along orthogonal axes to actively compensate for the spurious magnetic fields in the trapping region, of which the Earth's magnetic field dominates. The resolution of the current setting in the coils limits the smallest magnetic field increment to 4.8 mG, which grants a maximum 100-fold reduction of the Earth's magnetic field. When the quadrupole field is switched off and the atoms are transferred into a molasses they are no longer confined to the zero in the magnetic field. In fact, the atoms will be cooled to a finite drift velocity at which the Doppler shift compensates for the energy level shift due to the residual magnetic field ͓14͔. We monitor the atom cloud expansion from two orthogonal directions aiming to ensure a uniform expansion and no translation of the atoms as the MOT magnetic field gradient is switched off, similar to the procedure used by Snadden et al. ͓15͔ . We estimate that the sensitivity of this method allows a factor of 30 reduction in the stray magnetic fields resulting in the residual magnetic field of below 15 mG.
After the cold atom sample is prepared, the MOT fields are terminated and the probe beam is switched on ͑see Fig.  2͒ . This -polarized probe beam is used to deplete atoms from the MOT prepared state, i.e., ͉5 2 S 1/2 , F =3͑2͒͘. The polarization purity of the probe laser is ensured by a GlanTaylor prism mounted at the probe laser input port of the MOT chamber. Our spectroscopic measurement is based on measuring the probe laser frequency dependence of this depletion, similar to the approach described in Ref. ͓16͔ . We use a counterpropagating probe configuration in order to minimize the mechanical effects of the probe on the cold atoms as well as to reduce sensitivity to any asymmetric expansion of the atomic cloud after its release from the MOT. Depending on the probe frequency there will be a reduction in the initial state population via optical pumping to the nonresonant ground state ͉5 2 S 1/2 , F =2͑1͒͘. After a fixed interrogation time ͑ϳ2 ms͒ the probe is switched off. The readout laser then measures the number of atoms that remain in the initial state via the closed cooling transition
The data acquisition system measures this fluorescence using a Hamamatsu R6357 infrared enhanced photomultiplier tube ͑PMT͒. The fluorescent signal shows a rapid increase as the intensity of the readout light is ramped up, followed by a relatively slow exponential decay as the atoms are pumped away via offresonant excitation to ͉5 2 P 3/2 , FЈ =3͑2͒͘ and subsequent decay to ͉5
2 S 1/2 , F =2͑1͒͘ after which they no longer interact with the readout laser ͑see Fig. 2͒ . This signal is integrated in time and the integrated signal is strictly proportional to the number of atoms that remained in the initial state after exposure to the probe light. The raw integration result is also normalized to the initial atom number in the MOT, which is derived from the fluorescence measurement of the MOT prior to atom release. The frequency of the probe laser is then incremented, the MOT is reloaded, and the interrogation sequence is repeated. The advantage of this technique is that while the atoms interact with a very weak probe signal, we are able to measure the outcome of the interaction using a strong and nearly closed transition which amplifies the signal to noise ratio of the measurement. In addition, the final atom number derived from this integrated fluorescence is insensitive to small fluctuations in the power or frequency of the readout laser.
To carry out our frequency measurements we use a femtosecond-laser based self-referenced frequency comb as shown in Fig. 3 . By convention, the frequency of each mode of the comb is expressed as f n = nf rep + f 0 ͓17͔. The comb offset frequency f 0 is stabilized using the standard f-2f interferometer ͓17͔. We count and record f 0 as a consistency check and to ensure that the control system is working properly. The pulse repetition rate f rep is stabilized by phaselocking the 10th harmonic of f rep to a low noise tunable synthesizer ͑Agilent E8257C͒. The frequency accuracy of the whole system is ensured by steering the synthesizer that stabilizes f rep and the f 0 frequency counter with a local H maser. The maser is continually compared by common-view GPS time and frequency transfer to UTC͑AUS͒, Australia's realization of coordinated universal time ͑UTC͒, maintained at the National Measurement Institute ͑NMI͒ in Sydney. Frequency measurements can thus be referenced via the maser and UTC͑AUS͒ to UTC. A more detailed description of our frequency comb is available in Refs. ͓18,19͔.
The probe laser is based around a commercial tunable cw Ti:sapphire system ͑Coherent MBR-110E͒ with a measured frequency instability of 0.5 MHz over time scales of a few seconds ͑see Fig. 4͒ . For these spectroscopic studies we aimed for a fractional uncertainty of 10 −10 and so the freerunning performance of this device was insufficient to meet this goal. In order to improve the precision of the frequency measurement, the laser was stabilized by locking its frequency at a user-defined offset to one of modes in the highly stable frequency comb. The light of the MBR heterodynes with the nearest mode of the frequency comb when the light signals are combined. The resulting beat signal was supplied to a frequency-locked loop ͑FLL͒ circuit ͓20͔ in order to derive a correction signal that can be used to hold this difference frequency constant. We chose to use a FLL for this application, rather than a phase-locked loop ͑PLL͒, because the low bandwidth of the external modulation port of the MBR-110 laser does not allow sufficiently fast feedback to suppress the phase fluctuations of the laser to below 1 rad. In the circumstances of high levels of residual phase noise a PLL cannot be relied upon to provide an appropriate correction signal without the inclusion of additional and more complex electronics ͓20͔. The fractional frequency fluctuations of the probe laser with the FLL in place were around 3 ϫ 10 −12 ͑1 kHz͒ over 0.1-1 s time scales ͑lower trace in Fig. 4͒ . Since the H-maser stabilized comb is predicted to be below this, the residual beat fluctuations determines the instability of the probe laser. At parts in 10 −12 it is not a dominant source of uncertainty in the Rb frequency measurements. The frequency of the probe laser is swept through the atomic resonances by changing f rep through the data acquisition system. Due to the finite gain of the FLL, the beat frequency between the probe and the comb drifts as the f rep is scanned. Therefore throughout the measurement, we count and record both f rep and this beat frequency to guarantee that this long term drift does not affect the accuracy of our frequency measurement.
III. MEASUREMENT AND ANALYSIS
The optical frequency of the probe laser can be expressed as
where n is the comb mode number to which the probe laser has been locked, and the f MBR is the beat frequency between the probe laser and the nearest comb mode. The mode number n is uniquely determined using previous frequency measurements of the optical frequencies in question ͓10,11,21͔. The high f rep of around 1 GHz of our fs laser allows for unambiguous determination of n. The sign in front of the f 0 term is determined by scanning the probe across a line, changing the value of f 0 , and seeing in which direction the atomic line resonance shifts. A similar procedure is used to determine the sign preceding the f MBR term. Typically, the values used to scan the probe across the ͉5 2 S 1/2 , F =3͘ → ͉5 2 P 1/2 , FЈ =3͘ transition in 85 Rb are n = 372 770, f 0 = −184 MHz, f MBR = −7.02 MHz and the f rep is scanned over a 100-Hz interval centered at approximately 1.011 633 078 GHz.
A frequency dependent exponential decay function is fitted to the fluorescence profile produced by scanning the probe laser,
with center frequency ͑ 0 ͒, linewidth ͑⌫͒ and amplitude ͑A͒ as the free parameters. We have verified this expected functional form by a density matrix model of the experimental situation. A trace of the 85 Rb spectra is shown in Fig. 5 . A sequence of measurements at different optical intensities shows that the zero power extrapolated linewidth is 6.5Ϯ 0.3 MHz which is in reasonable agreement with the expected linewidth of 5.7 MHz ͓22͔. We believe that some of this discrepancy is explained by the residual linewidth of the probe laser which is a combination of the free running linewidth of probe laser, reduced by the gain of the FLL with a 1-kHz bandwidth, together with the high frequency noise of the frequency comb that is transferred onto the probe laser via the FLL. The high frequency noise on the frequency comb principally arises from the f rep lock which imposes the microwave synthesizer noise onto the frequency-comb modes in the optical domain. Our conservative estimate of the probe laser linewidth is around 300 kHz and it would appear reasonable to conclude that measured linewidth is to some degree a combination of the probe laser linewidth and the natural linewidth.
A. Uncertainty budget
There are several sources of possible systematic shifts and uncertainties which limit the ultimate precision of the measured atomic line center frequencies, as shown in Table I .
The first item in the error budget is the ac Stark shift due to the off-resonant coupling of the probe light to other hyperfine components of the D 1 line. The hyperfine components of the D 1 line of both isotopes are separated by relatively large amounts which allows the ac Stark shift to be adequately quantified using the expression ͓23͔
where 2⍀ is the Rabi frequency and ⌬ is the frequency separation between the hyperfine components. We calculate the maximum possible size of the ac Stark shift using twice the interrogating power of a single beam in order to account for the counterpropagating probe configuration. The difference in the size of the effect for the two isotopes is due to the larger hyperfine splitting in 87 Rb. The sequence of measurements at different intensities resulted in a frequency shift of 17͑Ϯ170͒ Hz/ ͑W / cm 2 ͒ compared to the expected value of 100 Hz/ ͑W / cm 2 ͒ for 85 Rb and 47 Hz/ ͑W / cm 2 ͒ for 87 Rb. We therefore do not apply the ac Stark shift as a correction, but instead allow an uncertainty of the maximum calculated shift for the experimental conditions. Photon recoil causes two systematic frequency shifts ͓23͔; the first comes from the shift in the atomic absorption line by the recoil energy E r =2បϫ3.6 kHz, and we correct for this by subtracting it from the measured line center frequencies. The second contribution of the photon recoil is associated with the change of atomic velocity after an absorptionemission cycle, which for the D 1 line is about 7.2 kHz for both isotopes. During the interrogation of the cold atom sample we set the probe laser intensity so that the initial MOT population is halved when the probe laser is at the center of resonance as depicted in Fig. 5 . Under such conditions every atom on average interacts with only one photon because they are efficiently optically pumped into the nonresonant ground state. Combined with the use of a retroreflected counterpropagating probe configuration we expect that the recoil shift associated with the atomic velocity redistribution in a absorption-emission cycle is not significant in our experiment. However, we include 10% of one photon recoil worth of uncertainty due to a potentially small imbalance in the intensity of the probe beams. The stray magnetic field of about 15 mG results in the uncertainty of 15 kHz in the optical frequencies of the D 1 lines measured.
We also note that the optical pumping between Zeeman sublevels is not a significant source of frequency shift because there are no cycling transitions interrogated and the atoms are interrogated by the -polarized probe laser. Therefore most atoms leave the atomic population resonant with the probe laser after one or two absorption-emission cycles.
The probe laser frequency measurement error is due to the residual frequency fluctuations of the probe laser with respect to the frequency comb. The fractional frequency instability of 3 ϫ 10 −12 corresponds to approximately 1.1 kHz at the D 1 line frequency. The correction for the rate of the H maser against UTC is calculated from two terms: the maser rate against UTC͑AUS͒, which is obtained from a linear regression to common-view GPS transfer data, and the rate of UTC͑AUS͒ against UTC, published monthly in Circular T by the International Bureau of Weights and Measures ͑BIPM͒. The first term corresponds to a fractional frequency offset of approximately 1 ϫ 10
; the second is of order 10 −14 and therefore negligible. The last item in the error budget is the statistical error in the line fit. It is the result of the achieved signal to noise ratio and it includes all other noise sources such as the noise in the number of trapped atoms, PMT detection, probe laser power fluctuations.
IV. RESULTS
The results of our frequency measurements are collected and compared to values available in literature in Table II and the F =3→ FЈ = 3 and F =2→ FЈ = 2 transitions for 85 Rb and 87 Rb, respectively, are shown graphically in Figs. 6 and 7. Our measurements agree reasonably well with those of ͓10,21,24͔ while there seems to be some significant disagreement with the results reported in ͓11͔. All measurement uncertainties are expressed as 1 − of the mean.
The energy splitting E F due to the magnetic dipole and electric quadrupole interactions between the electrons and the nucleus which give rise to the hyperfine level structure is given by ͓25͔ Rb.
