We introduce an approach for design and optimization of ASIC implementations which realize multiple computational tasks under hard real-time constraints. The approach designs a multitask ASIC by combining techniques from hard real-time scheduling and behavioral synthesis. The key component of the methodology is successive multiresolution synthesis technique. The technique starts from an incompletely specified preliminary solution and uses interchangeably operating systems and behavioral synthesis tools to derive increasingly more detailed and complete design solution. The effectiveness of the optimization algorithms is demonstrated on several multiple task designs.
INTRODUCTION
We have developed behavioral synthesis algorithms for the creation of multi-task application-specific systems. By using information provided by hard-real time scheduling methodologies and VLSI DSP behavioral synthesis tools, we connect the synthesis process to operating systems methodologies and enable efficient sharing of hardware by several tasks.
We target hardware design problem for systems of processes with deadlines is specified as a set of periodic tasks. Each task is defined using control-data flow graph and the set of timing constraints. For each task three timing constraints are imposed: period interval, the start time, and the finish time. In our implementation, we assumed that the end of sampling interval period of each task is its finish time.
The synthesis goal is to partition the set of tasks in an arbitrary number of subsets so that each subset can be implemented on one dedicated multifunctional ASIC. The partitioning is conducted in a such a way that the area of the ASIC is minimized. We developed a search strategy which partitions the tasks into groups. Each partition (subset of tasks) is implemented by a single datapathlcontroller machine; tasks are executed one at a time on the datapath and preemption is not allowed in order to avoid time-conWayne Wolf Dept. of Electrical Engineering Princeton University Princeton, NJ 08540 suming context switching overhead. The search strategy is guided by a simple and fast estimation procedure which predicts the required hardware and corresponding time resources for each task.
PRELIMINARIES
Our task-level computational model assumes that for each task the sampling rate is specified, that the deadline for each task is the end of its sampling period, a single thread of control, and no-preemption is allowed.
We use different techniques as synthesis progresses to obtain progressively more accurate (and expensive) estimates. At the task level, rate-monotonic scheduling is used for estimation purposes. Rate-monotonic scheduling (RMS) theory addresses the problem of ensuring that independent periodic tasks are scheduled without violation of the associated timing constraints. The real-time scheduling basis for our work is found in the following two theorems [Liu73, Sha901.
Feasibility Theorem [Liu73] : A set of n independent periodic tasks scheduled by the rate monotonic algorithm will always meet its deadlines, for all task phasings, if where Ci and I;: are the execution time and period of task ~i respectively.
The feasibility theorem guarantees a sufficient condition for any distribution of start times that can arise when the rate monotonic scheduling policy is applied.
Critical Zone Theorem, revised version [Leh89] : A set of independent periodic tasks scheduled by the rate monotonic algorithm will always meet its deadlines, for all tasks phasings, if and only if 
For area and time estimation for individual tasks, we again use two techniques: fast and elaborated. Both techniques use the Hyper set of estimation tools [Rab91, Cha951. The fast technique predicts the number of instances of hardware primitives at RT-level using min-bound technique. The accurate technique uses the Hyper-LP statistical model to estimate the area of implementation.
MULTIRESOLUTION REFINEMENT
The synthesis problem for hard real-time multitasks DSP
Task-Level Resolution

Operation-Level Resolution Feasibility
Rate Monotonic - Given: A set of M tasks described by their CDFGs and their hard real-time timing constraints (task period, start and finish time). Goal: Partition the set of tasks in N subsets so that for each subset can be implemented on one dedicated chip assuming a single thread of control and no preemption The cost (sum of areas of all chips) must be minimized.
Several of the problems which must be solved during synthesis are NP-hard. To handle the complexity of this problem, we developed a new multiresolution synthesis strategy. The method interchangeably refines an initial solution, by employing increasingly accurate and increasingly slower lower-bound estimations at the task-level and for individual tasks. As soon as one of estimation indicates that the proposed solution is infeasible, the search strategy backtracks to the previous best feasible solution. A new solution is accepted only after its area is obtained using the Hyper high level synthesis system and at the task level nonpreemptive schedule is generated.
OPTIMAL BRANCH-AND-BOUND ALGORITHM
The first synthesis algorithm we present is an optimal branch-and-bound method. Figure 2 illustrates the approach. At each step of the algorithm decision two which group to assign a particular task is made. To each task the task number is assigned. In order to speed-up pruning, the tasks with larger single task areas are assigned smaller numbers. The algorithm first tries to clusters all tasks in two groups, then in three, and so on until it is proven that all solutions which use the larger number of groups are inferior to the current best solution. Each of these attempt we term an epoch. Figure 2a and b shows epochs h which correspond to clustering into 2 and 3 groups respectively. Each node has k children, where k is the number of groups considered in particular epoch. The children are numbered from the left to the right.
The complete tree encodes using paths from the root to any of leaves all possible solutions for a given number of groups in the following way. A particular task (node) is assigned to the group numbered by the number which connects it to its parent. The root is, without loss of generality, assigned to group 1. For example, the bold path in Figure  2a , indicates that tasks 1, 3, and 4 are in group 1, and tasks 2 and 5 in group 2. We compare all paths using the depthfirst search. During the enumeration all paths which corresponds to solutions which either violate timing constraints or are inferior to the current best solution are terminated. The size of solution and feasibility are checked using the strategy provided by the V-chart.
In order to speed-up the B&B approach, the initial solution is generated using the heuristic algorithm presented in the next section. Even then, small instances of the problem require very long run times (several hours on a modern workstation).
HEURISTIC ALGORITHM
Our second synthesis algorithm is heuristic. Figure 3 shows the design flow for the heuristic approach, which combines successively increasingly accurate high level synthesis estimations with increasingly accurate real-time scheduling tests. The final result is schedule for all tasks and multipurpose ASIC for tasks when preemption is not allowed. The search starts with an initial solution where each tasks is assigned to a separate IC. The search iteratively matches tasks as long as the reduction in sum of areas of all IC is achieved at each step. The criteria for guiding the search engine which tasks from which ICs should be merged into a new IC are based on the following four criteria:
Similar bit widths for operations. Hardware is wasted if two processes operate on data of different bit widths. Also, longer bit width implies longer cycle time. If neither process has multiplies, the similarity is quantified using the ratio of the number of bits in the process; otherwise, the similarity measure is the square of the ratio, so that the both increases in the hardware size and the clock cycle time are taken into account.
Similar types of functional units required.
The similarity is quantified as the sum of ratios of the estimated number of execution units for all types of resources.
The sources and sinks of data transfers. Similarly, it is important to match tasks which have similar communication patterns. The Hyper estimation tools are used to obtain this information and the measure is quantified in the same way as for functional units.
A similar number of registers. The required number of registers is estimated using the Hyper estimation tools which calculate the maximum cutset of the dataflow graph [Rab91], as measured by the ratio of the estimated number of registers in the initial designs.
Note that the preference measures based on different observations may be contradictory. In our previous attempt [Pot951 we used a rank-based function of a similar set of observation to guide the search. However, both intuition and experimentation indicates that it is sometimes important to consider all four measure simultaneously in a balanced way. We accomplish this goal by forming a weighted average of the four ratios calculated using the observation presented in this section. Table 1 gives descriptions of 16 tasks used to construct five different task sets, including the number of operations, the word length, and the initial area when each task is implemented on a separate chip. We used these tasks to construct the task sets used for the experiments. Table 2 presents the solutions produced by our rank-order based high level synthesis algorithm. Both the average and the median area reductions are by factors slightly larger than two, clearly indicating advantage of combining several tasks on one ASIC implementation. The comparison with the solutions produced by the optimal branch and bound method indicates that for 8 task examples the optimal solution is generated, The run time for all examples is less than 10 minutes on SUN Sparcstation-5, including the complete synthesis of the final solutions.
EXPERIMENTAL RESULTS
CONCLUSION
We introduced an approach for synthesis of multi-task ASICs. We integrated techniques from hard real-time operating systems and high-level VLSI DSP synthesis. On several examples, both heuristic and optimal techniques achieved a significant area reduction in comparison with the DSP synthesis traditional methods which do not explore task-level hardware sharing. 
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