Purpose Robust and automatic diagnosis of the mechanical dyssynchrony for the left ventricle is essential for the cardiac resynchronization therapy. However, no existing method could meet the desired accuracy yet. In this paper, a new approach is proposed for auto-diagnosis of the intraventricular mechanical dyssynchrony of the left ventricle based on a series of image processing and signal processing techniques. Methods Firstly, the boundary of the left ventricle is identified automatically by the segmentation method. Secondly, the correspondence trajectories are computed based on the tangent field to make sure that they are perpendicular to all the intercepted boundaries. Thirdly, the intercepted points are smoothed by the proposed Fourier shape filter to eliminate noise and increase the diagnosis accuracy. Fourthly, the mechanical dyssynchrony is defined as the lag times between the periodic change of the sampled boundary points and the periodic change of the area of the left ventricle. It is calculated by cross-correlation. Results The segmentation method is trained with 10 cases, the proposed approach is evaluated with other 40 tested cases (20 normal cases and 20 patient cases), and the diagnosis accuracy is 100%. Conclusions Experimental results showed that the proposed approach can accurately diagnose whether the left ventricle has mechanical dyssynchrony or not from the computed lag times. The proposed approach is robust in auto-diagnosis of the mechanical dyssynchrony for the left ventricle in cardiac magnetic resonance images.
Introduction
Cardiac resynchronization therapy (CRT) has been growing dramatically over time ever since its fist introduction in the early 1990s. It has been demonstrated that CRT could significantly improve the symptoms, exercise tolerance and the quality of life. A major predictor of response to CRT is the presence of substantial left ventricular (LV) mechanical dyssynchrony. Unfortunately, there is no method that could measure the LV mechanical dyssynchrony with high accuracy yet [1, 2] . To solve this critical problem, a new approach is proposed in this paper to diagnose the mechanical dyssynchrony of the LV in cardiac magnetic resonance (CMR) images automatically and robustly. Mechanical dyssynchrony occurs when all elements of the ventricular wall do not contract at the same rate due to the cardiac abnormalities. Intraventricular mechanical dyssynchrony refers to delayed activation of one LV region relative to other regions [3] . In this paper, we define the mechanical dyssynchrony of the LV as the normalized cross-correlation between the motion of the heart wall and the change of the volume of the LV blood pool. We define the mechanical dyssynchrony value in the range from 0 to 1. When the mechanical dyssynchrony value is greater than a threshold, e.g., 0.3, the patient might need a cardiac resynchronization therapy (CRT).
Abnormal heart rhythms and their accompanying cardiac symptoms usually occur transiently. Consequently, it might be difficult to detect them. Electrocardiogram measures the heart's activity at one point in time, and thus, the electrical dyssynchrony is not necessarily related to mechanical dyssynchrony as demonstrated in [4] . Echocardiographic approaches are considered to be important for CRT [5] [6] [7] . For tissue Doppler imaging (TDI), cross-correlation delay was used to calculate the temporal delay as the mechanical dyssynchrony between velocity curves of two myocardial regions in [8] and a temporal difference between the septal to lateral wall was defined as mechanical dyssynchrony in [9] . Similar to [8] , the cross-correlation delay was used to measure the mechanical dyssynchrony of the tissue velocity data in phase-contrast magnetic resonance (PCMR) [10] . In [11] , a pattern recognition approach based on the principal component analysis (PCA) and linear discriminant analysis (LDA) trained classifier was used to detect the intraventricular mechanical dyssynchrony in the left ventricle of the MR images. In [12] , a semi-automated feature tracking Cine MR post-processing software is used to measure the radial dyssynchrony. Past trials demonstrate that LV mechanical dyssynchrony has superior accuracy compared with LV electric dyssynchrony to predict response to CRT [13, 14] . However, a recent trial showed that no single LV mechanical dyssynchrony parameter could predict the response to CRT robustly [15, 16] . In [17] , the authors pointed out that "although sophisticated cardiac imaging modalities have been intensively utilized for improving patient outcome, it seems that many mechanical dyssynchrony measures suffer from technical limitations and from difficult interpretation of the complex signals, which lack reproducibility outside highly specialized laboratories." Six parameters related to response to CRT are also discussed in [17] , and the mechanical dyssynchrony is one of them.
To calculate the LV mechanical dyssynchrony automatically and robustly, we propose a new approach in this paper and it consists of four parts: (1) the method to identify the boundary automatically; (2) the method to compute the correspondence trajectories automatically; (3) the method to smooth the interception points automatically; (4) the method to calculate the dyssynchrony automatically. With the strength of these four automated parts, the proposed approach achieved 100% auto-diagnosis accuracy rate for the 20 tested patient cases and 20 tested normal cases.
The paper is organized as follows. Section 2 describes the proposed approach in detail. Section 3 gives the experimental results, and section 4 gives the discussions with the contributions of the this paper summarized. Section 5 concludes the paper.
The proposed approach
In this section, we propose a new approach based on the cross-correlation between the motion of the heart wall and the change of the volume of the LV blood pool to measure the intraventricular mechanical dyssynchrony of the left ventricle in CMR images. The flowchart of the proposed approach is illustrated in Fig. 1 . The components in the ellipse denote the input variables, and the components in the rectangle denote implemented functions. The solid arrows denote the inputs for the functions, and the non-solid arrows denote the outputs of the functions. Firstly, the boundaries of the left ventricle in N images of one slice, from diastole to systole, are identified automatically by the segmentation method. The areas of these identified boundaries are computed, and the normalized area cycle is obtained. From the N identified boundaries, the smallest identified boundary is selected and eroded to compute a center for the left ventricle. From the N identified boundaries, the largest identified boundary is selected and dilated to make sure that its area could cover other boundaries' areas completely. Then a set of points are sampled with equal distances on the dilated boundary. In this study, 100 points are sampled from the dilated boundary. The tangent field from the LV center to the sampled points is computed. Along the tangent field, the correspondence trajectories are obtained. The interception points of these 100 trajectories and these N ventricle's boundaries at different time are calculated based on analytical solutions. For each trajectory, there are N interception points in each slice and the distances between these N interception points and the corresponding sampled point on the dilated boundary are calculated. In each trajectory, the N computed distances form a cycle that reflect the change of the sampled point on the LV boundary. Suppose there is no mechanical dyssynchrony, all the 100 computed distance cycles from these 100 trajectories should match the normalized area cycle well. In reality, the computed distance cycles are by many uncertain factors, e.g., the accuracy of the extracted boundaries and the accuracy of the CMR imaging technique. As a result, noise is prevalent. To reduce the noise, these distance cycles are smoothed by a Fourier transformation-based shape filter with the bandwidth selected as 2. The lag times between the filtered distance cycles and the normalized area cycle are computed by cross-correlation.
When the intraventricular mechanical dyssynchrony occurs at one specific sampled point, there is a time lag relative to the reference time. In this way, the mechanical dyssynchrony of the left ventricle could be measured.
To differentiate the normal cases and the patient cases, we normalize the calculated mechanical dyssynchrony in the range of [0, 1] and set a predefined threshold to distinguish the normal cases and the patient cases. The predefined threshold is selected as 0.3 because even for the normal case, all elements of its ventricular wall do not contract at the same rate strictly. Hence, a small value of the calculated dyssynchrony (smaller than 0.3) for a normal case is also reasonable. For better understanding, a typical normal case and a typical patient case are selected to demonstrate the proposed approach in this section.
Automatic boundary identification
For the CMR datasets, there are 13 slices in each case and each slice contains 20 or 30 frames of images that describe the cycle of the heart. The imaged left ventricles in the images of the middle slices are usually easier for identification, and accordingly, the automatic identification accuracies of these slices are higher than those of the basal slices and apical slices. On the other hand, the boundary identification accuracy is critical for the dyssynchrony diagnosis accuracy. Hence, the fourth, fifth, sixth and seventh slices in the middle are selected to compute the intraventricular mechanical dyssynchrony for the left ventricle in each case. For all the images contained in the selected slices, their boundaries are identified automatically by improving the deformation flow method proposed in [18] . For the images in top and bottom slices, the deformation flow and the optical flow are combined to identify the borders for the left ventricle, which has been addressed in [19] . However, the combined flow method proposed in [19] is time-consuming. Most importantly, the hundred percent diagnosis accuracy of the proposed approach in this paper indicates that the selected four middle slices could reflect the mechanical dyssynchrony of LV adequately, which is an advantage in efficiency over the previous research [20] that utilizes basal, mid and apical segments. In addition, the proposed approach avoids processing the complex basal and apical images (signals) to solve the low reproducibility problem pointed out in [17] .
The deformation flow from the sampled points on input boundary,B in i−1 from the previous (i − 1)th frame to the corresponding points on the deformation boundary, B d i in the current i th frame is defined as:
where j denotes the index of the sampling points on B k i−1 .
and y in i−1 ( j) denote the x component and y component of the point on the input boundary,
denote the x component and y component of the point on the deformation boundary, B d i which is obtained from the edge of the left ventricle in the current i th frame. In [18] , the edge of the LV is extracted from the segmented LV and the LV is segmented by a global threshold computed based on the manually inputted boundary. The big difference from [18] is that the global threshold is computed by the threshold selection method proposed in [21] , which could be summarized as follows.
Step 1 the region of interest (ROI) of the image is modified by rearranging its gray-scale values in the interval [1, 255] .
Step 2 the normalized histogram distribution, P(x), of the modified ROI is computed.
Step 3 after the histogram distribution is normalized, it is then filtered in the frequency domain by a designed low-pass filter with bandwidth, L.
Step 4 for each point on the filtered histogram distribution, P (x), there are two slopes, one on the left side of the point and the other on the right side of the point. They could be computed by a fitted line model with N adjacent points at each side, and the parameter N will also be determined by the calibration process.
Step 5 the slope difference at each point i is computed and forms the slope difference distribution, s(i). Setting its derivative to zero, we could obtain the N v valleys V i ; i = 1, . . . , N v with greatest local variations and N p peaks P i ; i = 1, 2, . . . , N p with greatest local variations of the slope difference distribution.
The slope difference distribution reflects the global variation rate of the histogram distribution, and thus, it does not rely on the distribution model of the histogram. It will work for situations where the distributions of the left ventricle and the background are not Gaussian distributed. This is a big difference with state-of-the-art threshold selection methods because most of them assume Gaussian distributions for the image histograms. In addition, the slope difference distribution has the following property that helps to design the threshold selection process. Property: The valley positions between the background and the object on the slope difference distribution change monotonically with the number of the fitted points N in the line model, while the peak positions are almost the same when the parameter, N is changed gradually. Hence, the parameters L and N need to be determined by training. Besides, the size threshold T s to constrain the deformation flow also needs to be determined by training.
To further refine the output boundary, we make use of the priori knowledge that the left ventricle is usually assumed to be convex and curved by medical experts [22, 23] angulation is calculated. Points corresponding to the outer boundary of this Delaunay triangulation are defined as the vertices of the convex hull, and all other points are removed (i.e., the points forming concavities are removed). The distances between adjacent vertices are then computed. If the distance between two points is smaller than T f pixels, the boundary between these two points is defined as a straight line connecting them. The boundary between these two points is replaced by a second-order curve computed from the eight closest points of these two points. The parameter T f is also determined by training. Figure 2 shows an example of the automatically identified boundaries for the LV in a typical normal case by the improved deformation flow method. The identified boundaries are denoted in red.
Computation of correspondence trajectory
The 20 identified boundaries (denoted by the yellow lines) for the example slice are plotted together and shown in Fig. 3a . The areas of the 20 identified boundaries are calculated and then divided by the largest calculated area to obtain the normalized areas. Figure 3b .
Then the area of A s is computed. If A s > 10, erode the ventricle again by Eqs. (2) and (3) until A s ≤ 10. The remaining bright pixels belong to the center of the left ventricle.
where N c is the number of the remaining bright pixels. x i and y i are the xcoordinate andycoordinate of the bright pixels, respectively. The reason that the ventricle is not eroded until A s = 1 is for the practical reasons that more than one center might be produced due to the irregular shape of the ventricle. The boundary with the largest area is selected to compute the correspondence trajectories with the center of the left ventricle. The area surrounded by the largest boundary A L is dilated by the following equation to make sure that it covers all the other boundaries (areas) completely.
where B s denotes the symmetric or supplement of B. z denotes the set element that satisfies the equation. During the experiments, the largest area is dilated six times based on off-line analysis. In Fig. 3a , the boundary of the dilated area is denoted by the green line. One hundred points are sampled on the dilated boundary, and they are denoted by the red crosses in Fig. 3a . The tangent field of the correspondence trajectories defined in [25] is constructed as follows.
The dilated boundary is the outer boundary, and an inner boundary is constructed by dilating the center of the ventricle three times with the structuring element B = {(0, 0)}. The tangent field of the region R between the inner boundary and the outer boundary is defined as:
where u is the harmonic function over R by solving the Laplace equation:
The correspondence trajectories are defined along the tangent field from the center of the ventricle toward the sampled points on the dilated boundary. As shown in Fig. 3a , the computed correspondence trajectories are denoted by the red dots.
Filtering of the distance cycle
The interception position of each correspondence trajectory and each identified boundary is computed by finding the boundary's point that is nearest to the correspondence trajectory. With 100 sampled points and 20 identified boundaries, the number of the interception points for one slice is 2000. There are 20 interception points on each correspondence trajectory, and their positions reflect the motion of the left Fig. 4 Plot of the 100 distance cycles without filtering ventricle. If there is no mechanical dyssynchrony and abnormality, the motion of these points should match the change of the ventricle's area well. The distances between each sampled point and the corresponding 20 interception points are computed to reflect the motion of the interception points. Accordingly, each set of the 20 interception points form a distance cycle to reflect the boundary change. Figure 4 shows the plot of the 100 distance cycles together for the 100 sampled points, which reflects the motion of 100 sampled points on the left ventricle. As can be seen, their motions match the change of the ventricle's area to some extent, but not well due to the great impact of noise that are caused by the errors of the extracting the LV's boundaries, the errors of calculating the center of the LV, the errors of calculating the trajectories, the errors of calculating the interception points and the system error of the CMR imaging technique. To reduce the noise, we propose a Fourier transformation-based shape filter to smooth these distance cycles in the frequency domain. The proposed shape filter is implemented as follows:
Step 1 For each set of the interception points, P (m, n) , m = 1, 2, . . . , 20; n = 1, 2, . . . , 100, transform it by the discrete Fourier transform (DFT):
Step 2 Choose the first term and the second term of the Fourier transform and eliminate all the other parts: Step 3 Transform from the frequency domain back into spatial domain by the following equation.
(11) Figure 5 shows the smoothed distance cycles, P (m, n); m = 1, 2, . . . , 20; n = 1, 2, . . . , 100. This is the smoothest effect that could be achieved by the designed DFT filter. As can be seen, the noise has been removed significantly while the overall shape of the cycles is maintained well compared to the plotted original points in Fig. 4 .
Dyssynchrony computation
We use the term 'lag' to denote the mechanical dyssynchrony at one point. If there is mechanical dyssynchrony at one point, the value of lag will be greater than 0 and else it will be 0. We use the term 'lag level' (LL) to denote magnitude of the lag at one point and the value of LL reflects the severity of the mechanical dyssynchrony at that point. The lags between the motion of 100 sets of distance cycles and the normalized area (volume) cycle of the left ventricle is computed by the following cross-correlation equation.
where P [m, n] is the periodic signal generated by the 100 sets of smoothed distance cycles, P [m, n]. A [m, n] is the periodic signal generated by the normalized area cycle,
x is the index of sampled points. Figure 6 shows the plot of the total lag times of 400 sampling points from 4 slices of this normal case based on the filtered distance cycles by the proposed shape filter (Fig. 7) . Since the data are obtained from a normal case and the lags (mismatches) are few, the calculated dyssynchrony is reasonable. To quantify the mechanical dyssynchrony, we compute the percentage of the points with lags that are not equal to zero over all the sampled 400 points.
The computed percentage is denoted as the mechanical dyssynchrony level (DL) for the tested case and the computed DL for the normal case in Fig. 6 is 6 .75%. For a more accurate quantitative criteria, we combine the DL and the LL to compute the weighted dyssynchrony level (WDL).
For the tested normal cases in this study, the computed lag level is always 1. As a result, the computed DL for the normal case always equals the computed WDL for the normal case in this study (Fig. 7) .
Diagnosis results of a typical patient case
To compare with the normal case, we show the results of measuring the mechanical dyssynchrony for a patient case in this subsection. Figure 8a shows the identified boundaries denoted by the yellow lines and computed correspondence trajectories denoted by red dots for a middle slice in a typical patient case. Figure 8b shows the plot of its normalized areas. Figure 9 shows the plot of the distance cycles for all the four middle slices after filtering by the proposed shape filter. Figure 10 shows the computed lag times between these 400 distance cycles and the normalized area cycle. Compared to the results of the normal case shown in Fig. 6 , the lag times of a patient case occur significantly more frequently and with greater lag levels. The computed DL and WDL are, respectively, 63.5 and 73.5%. With these quantitative results, it is easy for the automatic diagnosis to differentiate the patient with dyssynchrony from the healthy normal case shown in Fig. 6 with DL value 6.75%.
Results
A large dataset of CMR images was obtained from patients with heart failure and from healthy volunteers with no history of cardiac disease. Steady-state free procession (SSFP) short-axis cine images were acquired during 10-15 s breathholds with a 1.5T Philips Intera scanner using a five-element phased array cardiac coil (Philips Medical Systems, Best, Netherlands). Contiguous 8-10 mm slices were acquired at 20 or 30 frames per cardiac cycle. Acquisition parameters were as follows: acquired matrix size = 192 × 256, reconstructed matrix size = 256 × 256, field of view (FOV) = 370 mm, flip angle = 65 • , TR = 4 ms and TE = 2 ms.
Firstly, the parameters of the segmentation method are trained with the same 10 cases (73 slices and a total of 1660 images) used in [17] . Five normal cases are randomly selected from a large dataset with 50 cases, and five patient cases are randomly selected from a large dataset with 100 Fig. 8 Demonstration of the computed correspondence trajectories for a middle slice in a patient case. a The correspondence trajectories and the identified boundaries; b plot of the normalized areas for one typical patient case from systole to diastole and then back to systole cases. For the qualitative result, three typical normal cases and three typical patient cases are selected from the large data set to evaluate the effectiveness of the proposed dyssynchrony diagnosis approach. Figure 11 shows the computed lag times for three normal cases, and Fig. 12 shows the computed lag times for three patient cases. As can be seen, the normal cases have few or no lags while the patients have significant lags, which could be easily differentiated.
To obtain the quantitative results, we compute the DL and WDL for 20 normal cases and 20 patient cases, which are totally different from the 10 datasets to train the segmentation method. The 20 normal cases had no history of cardiac disease, a normal 12-lead electrocardiogram (ECG) and no abnormal findings on the cardiac MR images. The 20 patient cases had ECG evidence of LV dyssynchrony (QRS> 150 ms, mean QRS duration 193.5 ± 28 ms), decreased ejection fraction (EF < 35%, mean EF = 31.9 ± 5.7%), NYHA Class III or IV heart failure. The computed DL and WDL values are plotted in Fig. 13 . As can be seen, the normal cases and the patient cases could be differentiated robustly. Please note that the computed DL and WDL values for the normal cases are equal. We compute the ROC curve based on these 40 cases and the ROC area is a square, which means that the proposed approach could distinguish the patient from the normal case with 100% accuracy rate.
Discussion
The healthcare systems and technologies are becoming more and more important with the exponential increase of the market for healthcare services. In recent years, a lot of efforts had been put in the auto-diagnosis of cardiac mechanical dyssynchrony [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . However, existing methods lack robustness and no existing LV mechanical dyssynchrony measurement methods could predict the response to CRT robustly [15, 16] . In this paper, an data-driven approach is proposed to measure the mechanical dyssynchrony of the left ventricle automatically by utilizing effective image and signal processing methods.
The major contributions of this study include:
1. An approach for auto-diagnosis of the intraventricular mechanical dyssynchrony based on cross-correlation is proposed in this paper, and its effectiveness is verified by a large dataset. 2. A Fourier transformation-based shape filter is proposed to smooth the distance cycles and remove the noise introduced during automatic image processing and MR imaging. Its effectiveness is verified in this paper. The first term (DC component) and the second term (most global AC component) are used to achieve the smoothest effect. The smoothest cycle will not hide local dyssynchronies because these local dyssynchronies are averaged to be global by the smoothing process. 3. The deformation flow method proposed in [18] is improved by a more robust threshold selection method. Both the parameters of the deformation flow and the parameters of the threshold selection could be trained to obtain the optimal segmentation accuracy, which is critical for the diagnosis accuracy. 4. In [10] , the authors achieved the highest accuracy among the time-to-peak dyssynchrony parameters by cross-correlation (90% sensitivity and 100% specificity). In this paper, the effective image processing techniques help the proposed approach to achieve 100% sensitivity and 100% specificity auto-diagnosis accuracy rate on the same tested dataset (the first 10 normals and the first 10 patients in the used 40 cases). 5. To the extent LVD detection is concerned, the proposed approach in this paper is more efficient than the method in [20] . Although the imaging modality is different, the hundred percent diagnosis accuracy achieved in this paper indicates that all the 13 segments might not be required for the measurement of the mechanical dyssynchrony in LV. Most importantly, the low reproducibility problem of measuring the mechanical dyssynchrony is mainly caused by the complex basal and apical images (signals) [17] . As a result, the proposed approach might be more robust than the proposed method in [20] outside 
Conclusion
In this paper, a data-driven approach is proposed to measure the mechanical dyssynchrony of the left ventricle from cardiac MR images automatically and robustly. The proposed approach utilizes the strength of four image and signal processing techniques: (1) automatic boundary identification by the segmentation method; (2) automatic correspondence trajectory computation from the tangent filed; (3) noise elimination for the distance cycles by the proposed shape filter; (4) mechanical dyssynchrony computation by cross-correlation. We tested the proposed auto-diagnosis approach with 40 cases (20 normals and 20 patients). As it turned out, the proposed approach could distinguish the normal case and patient case robustly from the computed dyssynchrony level. The future work includes, but not limited to: (1) using the proposed approach to measure the intra-dyssynchrony of the right ventricle; (2) using the proposed approach to measure the dyssynchrony of the heart imaged by other imaging techniques, e.g., the ultrasound imaging or CT imaging.
