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Résumé et Mots Clés
Résumé
Les systèmes énergétiques désignent une classe de systèmes dont les spécificités struc-
turelles et fonctionnelles posent la question de la distribution de l’énergie, en temps réel,
pour satisfaire des services. Cette problématique multi-objectifs, nommée énergétique, a
pour solution une stratégie de gestion, dont la conception représente un problème ouvert.
Les verrous étudiés dans cette thèse s’inscrivent dans le cadre d’un partenariat industriel
et en particulier celui des démarches de conception systémique. Trois contributions sont
apportées. La première est une méthodologie de conception modulaire et générique de la
stratégie énergétique, pour les systèmes multi-clients et multi-sources. Elle définit deux
types d’éléments fonctionnels : les clients et les sources, interagissant par le biais d’un
nœud, porteur de la stratégie. La seconde traite la simplification de la stratégie par une
décomposition selon deux problématiques déjà connues de la littérature : l’hybridation
de sources et la concurrence de clients. La troisième porte sur la sélection d’algorithmes
novateurs ou existants, compatibles avec une cible temps réel, pour exécuter la straté-
gie. Enfin, la stratégie énergétique d’un camion frigorifique disposant d’une architecture
énergétique hybride série est conçue par notre approche modulaire, et la faisabilité algo-
rithmique est validée en simulation.
Mots-clés
systèmes énergétiques, stratégie énergétique, conception systémique, commande ro-
buste, commande prédictive
iii
Abstract
The energy systems describe a class of systems whose structural and functional cha-
racteristics raise the problem of the energy distribution to satisfy the services in real
time. The solution of this multi-objectives problem, namely energetics, is the energy ma-
nagement strategy, whose design is still an open problem. The solutions studied in this
thesis are incorporated in the framework of an industrial partnership and particularly
in those systemic design approaches. The first contribution is a methodology of modular
and generic design of the energy management strategy, for the multi-clients and multi-
sources systems. It defines two types of functional elements : the clients and the sources,
interacting through a node, which is the carrier of the strategy. The second contribution
deals with the generic formulation of the strategy and its simplification by means of
decomposition in accordance with two problems : the hybridization of sources and the
competition of clients, which are already known in the literature. The third contribution
is partial to the selection of innovative or existing algorithms, which are compatible with
a real-time target to execute the strategy. Finally, the energy strategy of a refrigerated
truck with a hybrid energy architecture is designed by the proposed modular approach,
and the algorithm feasibility is validated by the simulation.
Keywords
energy systems, energy management strategy, systemic design, robust control, pre-
dictive control
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Introduction Générale
Contexte et Motivation
L’inter-connectivité croissante des objets et l’augmentation du nombre des unités
de calculs embarquées complexifient les systèmes. Ce changement de nature pousse les
méthodologies de conception initialement fondées sur l’analyse des systèmes à évoluer vers
une vision holiste. Ces principes sont définis au travers de paradigmes épistémologiques,
la systématique étant l’un d’entre eux.
L’ingénierie systèmes comprend bien l’enjeu de la complexité des systèmes et construit
ces méthodes de conception autour de la systémique. Son langage le plus connu est très
certainement SysML (Systems Modeling Language), développé comme l’extension d’un
second langage encore plus général UML (Unified Modeling Language). On remarque
qu’une propriété appréciée pour le développement des outils de conception est leur gé-
néricité, c’est-à-dire leur validité pour des classes de systèmes. Un moyen d’y parvenir
est de s’appuyer sur des invariants, e.g. des procédés de communication standardisés, un
contexte formalisé, etc. ; pour décrire le système selon des modules fonctionnels et non
organiques.
Dans le contexte de cette thèse, nous nous intéressons à une classe de systèmes parti-
culière, celle des systèmes complexes intégrant une infrastructure énergétique, aussi cou-
ramment appelés systèmes énergétiques. Ceux-ci se rencontrent à la fois dans le contexte
de l’habitat pour désigner par exemple le raccordement des systèmes de production privés
(éolienne, panneaux solaires, etc.) aux systèmes consommateurs (électroménager, voiture
électrique, etc.) ; ou dans le domaine automobile pour qualifier la conjonction des res-
sources embarquées (batterie, carburants, etc.) et des services consommateurs (mobilité,
auxiliaires de confort, etc.). Qu’ils s’agissent d’enjeux économiques ou écologiques, ces
systèmes posent deux questions, celle de leur dimensionnement, et celle de la distribution
optimisée des flux d’énergie, en temps réel, pour satisfaire des services. Cette probléma-
tique multi-objectifs, nommée énergétique, a pour solution une stratégie de gestion, dont
la conception représente un problème ouvert. Elle est au cœur de ce travail de thèse.
De nombreux projets de recherches et industriels exposent des solutions adaptées aux
cas d’études considérés (voir e.g. a. Sciarretta et al. (2014) pour le domaine automo-
bile). Pourtant, en dépit d’invariants connus des systèmes énergétiques et en partie exploi-
tés par la modélisation multi-physique (Bond Graph (Karnopp et Rosenberg 1983 ;
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Eric Bideaux et al. 2006), Représentation Modulaire Macroscopique (Alain Bouscay-
rol et al. 2000)) les systèmes énergétiques ne disposent pas d’un langage de conception
modulaire suffisamment holiste pour porter à la fois la modélisation du système énergé-
tique et la conception de sa stratégie énergétique. D’autre part, les problématiques sont
le plus souvent étudiées selon un axe unique : hybridation de ressources, ou concurrence
des services consommateurs, ou optimisation énergétique des services, mais rarement les
trois à la fois.
Sherpa Engineering (2013), société experte en modélisation, simulation et concep-
tion de contrôle-commande, souhaite au travers du financement de cette thèse étendre son
champ d’application aux systèmes énergétiques. Plus précisément, elle recherche une mé-
thodologie de conception applicable à une large variété de systèmes énergétiques, produi-
sant des solutions algorithmiques implémentables sur des cibles temps réels, et cohérente
avec leur référentiel systémique.
Face à ces besoins spécifiques, trois problématiques sont identifiées : 1) comment dé-
finir un système énergétiques selon un prisme systémique, c’est-à-dire qui souligne à la
fois la structure, le contexte, la finalité, l’évolution et l’activité du système ; 2) comment
formuler da façon modulaire et générique la stratégie de gestion énergétique ; 3) quels
outils algorithmiques permettent une conception pragmatique de ces stratégies.
Cette thèse aborde ces problématiques dans le contexte des systèmes énergétiques
multi-ressources, multi-services.
Trois contributions méthodologiques et algorithmiques sont présentées : la première
définit un support méthodologique de conception modulaire et générique de la straté-
gie énergétique, pour les systèmes multi-clients et multi-sources. Elle définit deux types
d’éléments fonctionnels : les clients et les sources, interagissant par le biais d’un nœud,
porteur de la stratégie. La seconde traite la simplification de la stratégie par une dé-
composition selon deux problématiques déjà connues de la littérature : l’hybridation de
sources et la concurrence de clients. La troisième porte sur la sélection d’algorithmes,
novateurs ou plus classiques et compatibles avec une cible temps réel, pour exécuter la
stratégie. Les développements et concepts proposés sont mis en œuvre dans le cadre d’un
cas d’étude élaboré par nos soins . Ce dernier traite de la conception et de la déclinai-
son algorithmique de la stratégie énergétique d’un camion frigorifique disposant d’une
architecture énergétique hybride série. Des résultats de simulation illustrent notre propos.
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Plan du Mémoire
Ce mémoire de thèse est organisé en cinq chapitres dont les objectifs et les contribu-
tions clés sont résumés ici.
Le chapitre 1 introduit une définition des systèmes énergétiques selon trois prismes.
Le premier est celui de la systémique, un ensemble de paradigmes qui aborde les sys-
tèmes complexes selon cinq composantes : environnement, activité, finalité, structure et
évolution. Le second, celui de la modélisation multi-physique, et le dernier celui de la
stratégie énergétique. La littérature sur ces sujets est examinée, privilégiant les courants
prépondérants quant aux systèmes énergétiques et à leurs invariants systémiques. L’ob-
jectif in fine est la constitution d’un cadre d’étude formalisé pour la problématique de
gestion énergétique des systèmes multi-clients et multi-sources.
Le chapitre 2 présente la contribution clé de cette thèse, la modélisation des systèmes
énergétiques selon une approche modulaire et générique. Tenant compte du référentiel
de conception propre à la société Sherpa Engineering, nous proposons une description
complète du système énergétique sur la base de son système de mission, et de ses En-
sembles Organico-Fonctionnels (EOF). Cette description nous permet d’identifier deux
types de modules énergétiques, que nous nommons clients et sources, communiquant
selon un protocole que nous définissons. Ce dernier précise les propriétés énergétiques,
les liens fonctionnels, et la causalité de pilotage de ces modules. Enfin, on introduit le
nœud comme un module d’interconnexion énergétique formalisant à les fois les interac-
tions physiques et la stratégie énergétique entre les clients et les sources .
Le chapitre 3 formalise la stratégie d’un nœud dans le cas général, par la définition
d’un problème d’optimisation générique. Les résultats obtenues sont ensuite déclinés pour
deux problématiques considérées au chapitre 1 : l’hybridation de sources, et la concur-
rence de clients. Enfin, nous proposons de simplifier la stratégie du nœud général en la
décomposant en une stratégie d’hybridation et une stratégie de concurrence, résolues sé-
quentiellement . Un exemple présente la mise en œuvre de cette simplification et compare
les résultats d’une stratégie globale avec la stratégie décomposée.
Le chapitre 4 cherche à résoudre les deux problématiques identifiées au chapitre 3,
en ciblant spécifiquement les outils de la commande robuste et de la commande prédic-
tive. Il débute par un rapide état de l’art sur ces sujets. Nous relevons notamment que
le verrou de la complexité numérique, traditionnellement associé à la commande prédic-
tive, tend peu à peu à être levé. Partant de ce constat, une première méthode fondée
sur un contrôle hiérarchique est proposée, mêlant commande robuste et commande pré-
dictive, en réponse à la problématique d’hybridation. Une illustration est donnée sur un
cas simple. Sous l’hypothèse que les clients sont autonomes et disposent en interne de
plusieurs modes de fonctionnement, la problématique de concurrence est reformulée pour
faire apparaître un problème combinatoire. Sa résolution par un algorithme de Branch
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and Bound est détaillée.
Le chapitre 5 fait le bilan des contributions : modélisation modulaire du système
énergétique et conception de la stratégie, au travers de leur instanciation sur l’exemple
d’un camion frigorifique dont l’architecture énergétique est de type hybride série. Les
méthodes présentées au chapitre 4 sont mises en œuvre. La faisabilité globale des contri-
butions est validée en simulation, considérant un scénario de mission donné.
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Chapitre 1
Conception des Systèmes
Energétiques : Etat de l’Art
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1.1 Introduction du Chapitre
En ingénierie système, l’élaboration d’une solution à un problème donné est organisée
autour d’un jeu d’aller-retour entre la démarche de conception et celle d’évaluation. Dans
ce contexte, les tendances actuelles sont de choisir la systémique comme support à la
conception, et la simulation numérique comme moyen d’évaluation.
Dans cette thèse, nos contributions porteront principalement sur la démarche de
conception. L’évaluation interviendra comme un outil de validation dans le dernier cha-
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pitre.
Notre positionnement est celui de la systémique, à savoir le postulat qu’un système
général (i.e. l’objet finalisé dans son environnement) se conçoit au travers de deux élé-
ments : son modèle multi-physique (représentation intelligible de l’objet), et son contrôle
commande (intelligence qui dirige l’objet). Pour cette raison, nous choisissons d’étudier
les systèmes énergétiques, comme une conjonction de trois volets : Système Énergétique
(i.e. notre système d’intérêt), Modélisation Multi-Physique et Stratégie Énergétique. Ce
raisonnement est illustré par la Figure 1.1.
Figure 1.1 – Triptyque de Conception
L’objectif de ce chapitre est de résumer nos connaissances actuelles sur les sys-
tèmes énergétiques et leur conception. Sa structure reflète notre vision en trois champs
( Fig. 1.1) : la section 1.2 dessine un premier contour pour les systèmes énergétiques
selon le paradigme systémique ; la section 1.3 introduit la modélisation multi-physique ;
et enfin la section 1.4 discute la conception et la classification des stratégies énergétiques.
1.2 Les Systèmes Énergétiques
La systémique est un courant épistémologique relativement récent (début 1970, pour
la France) aux champs d’application multiples : biologie (Von Bertalanffy 1956), so-
ciologie (Eriksson 1997), et ingénierie système (Sherpa Engineering 2013), (Moigne
1994). En automatique, son intégration reste singulière mais en forte progression, notam-
ment dans les démarches de conception multi-physiques (cf. livre de Xavier Roboam
(2012)).
Pour cette raison, et conformément à notre idée initiale (voir Fig. 1.1), nous intro-
duisons notre définition des systèmes énergétiques par une brève revue de la systémique,
de ses motivations, et des outils de conception/observation qu’elle apporte.
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1.2.1 Épistémologie Systémique
1.2.1.1 Un peu d’Histoire
L’épistémologie (du grec épistémè : la science ; et logos : le discours) est une science
jeune, dont on trouve une trace dès le début du XVIIe siècle. Plus exactement en 1637,
lorsque René Descartes s’interroge sur l’existence d’une méthode générale pour com-
prendre les objets qui nous entourent. Toutefois, il faudra attendre les travaux de Kant,
exposés dans la Critique de la raison pure (1781), pour que la notion d’épistémologie
soit formulée (en allemand). Elle ne sera traduite et utilisée en français qu’au début du
XXe siècle.
De l’épistémologie, on connaît surtout la première méthode dite cartésienne ou ana-
lyse. Formulée par Descartes (1637), elle expose le regard et l’approche à avoir vis-à-vis
des sciences selon quatre règles : « le précepte d’évidence », « le précepte réductionniste »,
« le précepte causaliste », « le précepte exhaustivité ».
Synthétiquement, l’analyse se résume à la compréhension d’un objet par divisions
successives en sous-parties intelligibles. De ce raisonnement, il découle plusieurs avancés
scientifiques, notamment dans le domaine de la thermodynamique.
Cependant, au milieu du XXe siècle, des scientifiques de plusieurs domaines (Von
Bertalanffy 1956 ; Moigne 1994) démontrent l’insuffisance de cette pratique pour la
conception de systèmes denses en interactions.
Un exemple bien connu décrit par Zobrist (2014), est celui de la nuée d’oiseaux. Son
vol n’est pas un objet dont on peut obtenir une représentation par analyse. Il n’obéit pas
à un schéma type dont il serait possible d’analyser chaque composant (e.g. il est faux de
vouloir comparer la nuée à un système décomposé-hiérarchisé par un maître). La nuée
est un système évolutif, tant dans sa forme que dans la distribution de ses décisions. Elle
communique avec elle-même et son environnement. Cependant, cet objet n’est pas non
plus chaotique, il obéit à des lois comme les principes de la physique (vol de l’oiseau),
mais aussi des heuristiques :
1. Chaque oiseau dès qu’il se trouve en périphérie revient vers le centre, et le nombre
d’oiseaux se recentrant régit le mouvement de l’ensemble, car :
2. Chaque oiseau veille en permanence à ne jamais entrer en collision avec ses voisins
immédiats
1.2.1.2 Motivation : la Complexité
Dans les années vingt, Von Bertalanffy (1956), biologiste autrichien, propose une
nouvelle qualification des systèmes vivants, celle de complexes d’éléments en interactions.
Cette approche dit holiste, en opposition avec le réductionnisme, met en exergue les as-
pects d’organisation dans les systèmes, ainsi que la disparition de certaines propriétés
essentiels lors d’une observation par analyse.
Il en surgit une nouvelle classe de système dont la définition peut se résumer ainsi :
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Définition 1.1 (Système Complexe).
Un système complexe désigne un système dont la densité des liens bidirectionnels, ou
de rétroaction, interdit sa compréhension par un procédé d’analyse.
Un moyen efficace de mémoriser cette distinction est de raisonner à partir du Ta-
bleau 1.1 1.
Pour comprendre...
un système compliqué un système complexe
on peut le simplifier
pour découvrir son
intelligibilité
(explication)
on doit le modéliser
pour construire son
intelligibilité
(compréhension)
Table 1.1 – Comparaison entre Système Complexe et Système Compliqué
La découverte de ces systèmes a motivé les épistémologistes à développer une nouvelle
discipline de recherche, la systémique :
Définition 1.2 (La Systémique (Donnadieu et al. 2003)).
« La systémique est une discipline qui regroupe les démarches théoriques pratiques et
méthodologiques relatives à l’étude de ce qui est reconnu trop complexe pour pouvoir être
abordé de façon réductionniste. »
1.2.1.3 Le Paradigme Systémique de Moigne (1994)
Dans le champ disciplinaire que forme la systémique, Moigne (1994) introduit un
paradigme dans le but d’aider à la compréhension des systèmes complexes. En pratique
cette démarche a principalement été appliquée dans les études sociologiques ou biolo-
giques (voir Eriksson (1997) et références incluses).
Toutefois, comme le remarque Xavier Roboam (2012), son influence est sous-jacente
dans la plupart des travaux modernes de conception, notamment dans les démarches de
modélisation multi-physiques (cf. section 1.3).
Le point fondamental de cette vision est très certainement son positionnement vis-à-
vis de l’objet à observer. De même que dans les approches holistes, l’objet est identifié
au travers d’un prisme ouvert sur l’environnement et organisé autour de cinq axes de
lecture (voir Figure 1.2). La description de l’objet est ainsi résumée :
« un objet qui, dans un environnement, doté de finalités, exerce une ac-
tivité et voit sa structure interne évoluer au fil du temps, sans qu’il perde
pourtant son identité unique.. » (Jean-Louis Le Moigne)
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Figure 1.2 – Le paradigme systémique
Dans sa Théorie des Systèmes Général, Le-Moigne construit un canevas matriciel
pour l’observation en croisant le paradigme systémique avec les trois axes suivants :
• Fonctionnelle : ce que l’objet fait
• Ontologique : ce que l’objet est
• Génétique : ce que l’objet devient
Cette démarche s’avère très fine mais aussi très compliquée. Par la suite (voir sec-
tion 2.2 ), nous opterons pour un référentiel de description plus simple et s’appuyant
sur les propriétés fonctionnelles.
1.2.2 Système Énergétique vue par le prisme Systémique
Les systèmes énergétiques désignent une catégorie de smart-système ayant un rôle
prépondérant dans les échanges d’énergie. Dans cette direction, une première définition
proposée par Xavier Roboam (2012) est :
Définition 1.3 (Système Énergétique (Xavier Roboam 2012)).
Un système énergétique est composé de sous-systèmes organisés en fonction d’un
objectif, qui manipulent et échangent de l’énergie pour atteindre cet objectif.
Cette description est intéressante mais au regard de la systémique n’est pas suffi-
sante. Pour la compléter, nous proposons d’organiser notre raisonnement sur la base du
paradigme systémique (Fig. 1.2).
1. Source : Fiche de Lecture sur Modélisation des systèmes complexes, Réseau Intelligence Complexité,
http ://www.mcxapc.org/
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1.2.2.1 Évolution
Deux phénomènes physiques à caractère universel retiennent notre attention pour
décrire l’évolution des systèmes énergétiques : l’énergie et l’entropie (Source : Techniques
de l’Ingénieurs Experts ETI (2015)).
Énergie
La notion d’énergie (du grec energia, force en action) est introduite par Thomas
Young en 1807. Ce concept universalise les sciences. De part les propriétés conférées
à l’énergie, on est en mesure d’expliquer des phénomènes divers et de solutionner cer-
tains problèmes scientifiques. Mathématiquement l’énergie est un scalaire et se mesure
en Joule [J]. Elle se manifeste de manière macroscopique au travers de la mécanique, la
thermodynamique et l’électronique.
L’une de ses propriétés essentielles, mise en avant par Helbert L Von Helmotz, est sa
conservation pour un système isolé. La thermodynamique révélera qu’elle peut cependant
subir des transformations d’une forme à une autre, ou bien être échangée entre deux
systèmes liés.
Fondamentalement, l’énergie est liée à la notion de puissance, l’un étant l’intégrale de
l’autre. Mathématiquement, considérant deux éléments s’échangeant une puissance Pe(t)
sur l’intervalle [t0; t0 + Tp]. L’énergie Ee(t0) se calcule alors d’après la relation :
Ee(t0) =
∫ t0+Tp
t0
Pe(t)dt (1.1)
Entropie
L’entropie, seconde notion physique importante, caractérise l’évolution d’un système.
Elle est introduite suite à l’expression du second principe de la thermodynamique :
« l’état d’équilibre final d’un système est à l’échelle microscopique le plus désordonné
atteignable. » Cette grandeur se manifeste en pratique par le concept de causalité, et
l’irréversibilité de certaines transformations physiques. Fictivement, cette grandeur est
équivalente à une perte d’information sur le système. Elle se mesure en [J.K−1].
1.2.2.2 Environnement
Les systèmes énergétiques se réalisent dans un contexte particulier, celui des échanges
d’énergie entre ressources (énergie électrique, potentiel) et services.
Ressources
Les ressources correspondent à une énergie brute qu’il faut transformer : e.g. cellule
de batterie, carburant, potentiel hydraulique, . . . Nous choisissons de les spécifier selon
deux propriétés :
• leur réversibilité ; i.e. peut-on inverser ou non le flux d’énergie afin de régénérer de
la ressource
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• leur capacité ; i.e. la ressource est-elle limitée ? Si oui, à quelle quantité ?
Leur comportement vis-à-vis du système énergétique est passif. Ceci signifie que ce dernier
impose le prélèvement ou la génération de ressources. La causalité de pilotage se fait donc
du système énergétique vers la ressource.
Services
Les services désignent des fonctionnalités que le système énergétique doit satisfaire.
Leur exécution est à la charge de systèmes que l’on qualifie de demandeurs d’énergie.
Sous l’action de scénarios (voir définition suivante), les services expriment au travers des
systèmes demandeurs des besoins en énergie. Lorsque le système énergétique est dans
l’incapacité à les satisfaire, le service est opéré selon un mode dégradé. Nous verrons par
la suite que dégrader un service peut s’effectuer progressivement (voir Chapitre 4).
Autre remarque, il n’y a aucune obligation à considérer un système demandeur comme
strictement énergivore. Dans le cas où un procédé du contexte exprime ponctuellement
le besoin de décharger son énergie dans le système énergétique, on le qualifiera le service
de régénérant.
1.2.2.3 Activité
Scénarios
En phase de conception, les scénarios désignent une activité simulée de l’environne-
ment, sous forme déterministe (e.g. profil temporel (Sébastien Delprat 2002 ; Jaafar,
Sareni et X Roboam 2010)) ou probabiliste (e.g. chaîne de Markov (Souffran, Miè-
geville et Guérin 2011)). En phase de vie réelle, nous étendons cette dénomination
à l’activité prédite de l’environnement. Dans un système énergétique, les besoins des
demandeurs s’exprime pour la majorité des cas au travers des scénarios. Lorsque ces
derniers prennent la forme d’une prédiction sur les demandes futures, on est en présence
d’un système énergétique avec prédiction des besoins.
La modélisation d’un scénario, que ce soit pour un système énergétique ou pas, est un
travail particulièrement difficile car il repose exclusivement sur l’expertise du concepteur.
Afin d’éviter les erreurs, plusieurs travaux portent sur la classification de profils fictifs.
Dans le contexte énergétique et pour une mission donnée, Jaafar, Sareni et X Roboam
(2010) s’intéressent aux critères suivant : la puissance maximale demandée, la puissance
moyenne et l’énergie totale utile.
On terminera en notant que les scénarios ne sont pas exclusivement réservés aux
besoins. Les stratégies de commande nécessaires au prélèvement des ressources peuvent
être proposées sous la forme de scénarios décisionnelles (cf. Heuristique à la section 1.4).
1.2.2.4 Structure et Finalité
Le rôle des systèmes énergétiques a été partiellement développé par la Définition 1.3,
il s’agit de la maîtrise des échanges énergétiques en vue de garantir certains objectifs.
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En pratique, cette finalité dépend de la structure du système et se traduit par une stra-
tégie de gestion énergétique.
En toute logique, un moyen d’approfondir la compréhension des systèmes énergétiques
selon leur composante structure et finalité, est d’examiner la littérature concernant les
méthodes de modélisation, et de conception du contrôle commandes, pour en extraire des
invariants. Ce travail est respectivement réalisé dans la section 1.3 et la section 1.4.
1.3 Modélisation Multi-Physiques
La conception par la modélisation est le second volet de notre revue des systèmes
énergétiques. Dans cette section, nous passons en revue les diverses approches de modé-
lisation, utiles dans le cadre des systèmes énergétiques. Puis, nous relevons les apports
de ces méthodes.
1.3.1 Généralités
La complexité des systèmes (énergétique ou non) oblige à développer des méthodes de
modélisation décrivant le système au-delà de son fonctionnement interne. Sous l’impulsion
du mouvement cybernétique, la modélisation mathématique par des outils graphiques se
développe. Elle apporte une clarification quant à la structure des systèmes.
1.3.1.1 Le Schéma-Bloc
Le schéma-bloc est un outil graphique définissant le comportement d’un système au
travers de blocs connectés par des lignes d’actions. Par exemple, dans l’étude dynamique
des systèmes, les blocs sont spécifiés par des fonctions de transfert, et les lignes d’actions
caractérisent des signaux. Ce mode de description est très apprécié dans le domaine de
l’automatique pour l’analyse et la simulation de lois de commande.
Malheureusement, la simplicité des liens (i.e. transport d’une seule nature d’informa-
tion selon une direction unique) limite dans une modélisation plus avancée des systèmes.
Toutefois, on notera que des « surcouches » logiciels (e.g. PhySim, AmeSim, Autono-
mie) ont été développées pour s’interfacer entre la modélisation par schéma-blocs et des
représentations plus générales, qualifiées de multi-physiques.
1.3.1.2 Les Modèles Multi-Physiques
Les formalismes dits « multi-physiques » sont proposés comme une alternative aux
schéma-blocs, pour décrire un système ainsi que ses interactions (physiques ou informa-
tionnelles). Ces langages graphiques font interagir des blocs, dont la particularité est de
porter au minimum deux types d’entrées et de sorties : l’une matérialise les phénomènes
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d’action et de réaction, l’autre les signaux de modulations (commandes) ou de mesures.
Dans ce chapitre, nous discutons trois formalismes remarquables pour leurs apports
au domaine de la conception des systèmes énergétiques : le Bond-Graph (Karnopp et
Rosenberg 1983 ; Geneviève Dauphin-Tanguy 1999), la modélisation par flux de puis-
sance (Perez et al. 2006 ; Eric Bideaux et al. 2006), et la REM (Alain Bouscayrol
et al. 2000). Cet état de l’art s’inspire des ouvrages de Xavier Roboam (2012) et de
Walter Lhomme (2007).
1.3.2 Revue des Formalismes
1.3.2.1 Formalisme Bond Graph (BG)
Le Bond Graph (ou Graphe de liaison) est une modélisation graphique, multi-domaines,
des systèmes physiques dynamiques. Le concept est proposé en 1955 par Henry M. Payn-
ter, chercheur du MIT de Boston. Sa formalisation se concrétisera au travers des travaux
de ses deux doctorants, Karnopp et Rosenberg (1983). De nos jours, le Bond Graph et
ses dérivés sont enseignés dans plusieurs écoles ou universités françaises et déployés dans
certains projets industriels (Geneviève Dauphin-Tanguy 1999 ; Guillemard 1996).
L’universalité du Bond Graph a permis la description de nombreux systèmes dans des
domaines aussi variés que l’automobile, les procédés chimiques ou bien l’électronique de
puissance (cf. Geneviève Dauphin-Tanguy (1999) et références incluses pour une vision
générale de la théorie et des applications).
Deux niveaux de finesse sont envisageables. Le premier est macroscopique. Le sys-
tème est décrit au travers de boîtes noires et de leurs interactions physiques. Les flux
se joignent autour d’éléments de jonction, matérialisant une conversion de la puissance.
Cette représentation se nomme judicieusement « Bond Graph à mot ». Cette vision encap-
sulée apporte un intérêt lorsqu’il s’agit de décrire les concepts généraux, et notamment,
la structure d’un système (e.g. lors des phases initiales de conceptions, ou bien pour une
première observation).
Le second niveau, plus détaillé, conserve les informations structurelles et les complète
par une précision sur la nature des transferts de puissance : gyrateur GY et transfor-
mateur TF . Les phénomènes énergétiques intrinsèques sont aussi représentés : les dissi-
pations, par des éléments R ; les accumulations par induction, par des éléments I et les
accumulations par capacité, par des éléments C.
Le caractère énergétique de la modélisation Bond Graph est acquis par la nature
bidirectionnelle des liens, marquant les interactions entre éléments ou jonctions. Chacun
d’entre eux véhicule deux informations : une variable généralisée d’effort, e, et une variable
généralisée de flux, f . Le produit des deux définit la puissance instantanée circulant entre
deux éléments. En raison de cette relation, ces variables sont aussi appelées variables de
puissance (Geneviève Dauphin-Tanguy 1999).
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On nomme variables généralisées d’énergie le moment p et le déplacement q. Les re-
lations entre variables généralisées (e, f, p, q) et éléments passifs (R,C, I) sont résumées
par le tétraèdre de Paynter (cf. Fig. 1.3).
Figure 1.3 – Tétraèdre de Paynter
L’une des forces du Bond Graph se mesure par la richesse des informations que
l’on peut en extraire. On notera notamment les travaux en synthèse de commande ro-
buste (Sueur et G Dauphin-Tanguy 1991 ; E Bideaux et al. 2003), en dimensionne-
ment (Laffite 2004 ; Fotsu Ngwompo 1997) ou bien en réduction de modèle (Louca
et J. L. Stein 1999) (cf. X. Roboam et al. (2012) ou Geneviève Dauphin-Tanguy
(1999) pour une revue complète). Depuis la forme graphique, il est possible d’obtenir un
modèle d’état du système, créant une passerelle entre les outils graphiques et les outils
analytiques.
Récemment, cette palette d’outils s’est vu complétée par une nouvelle méthode gra-
phique pour la synthèse de régulateur. Il a été démontré que le résultat obtenu était
comparable aux méthodes d’optimisation Lagrangienne type Principe du Maximum de
Pontryagin (Mouhib et al. 2009).
1.3.2.2 Modélisation par Flux de Puissance
La modélisation par flux de puissance est un formalisme dérivé du Bond Graph (Perez
et al. 2006 ; Serrao et Rizzoni 2008 ; Eric Bideaux et al. 2006). L’idée est de mettre
en exergue la structure d’échange d’énergie, à défaut des phénomènes de dissipation.
Chaque élément représente un groupe d’organes, associé à une fonctionnalité (ou sous-
fonctionnalité) du système. On y retrouve ainsi, des éléments réservoir d’énergie, des
éléments de transfert de puissance et des éléments récepteurs d’énergie.
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La modélisation s’effectue sur le principe de transfert d’énergie et de pertes. Les
éléments sont modélisés par des rendements (cartographies ou fonctions), autorisant le
calcul de la puissance de sortie P e_outt suivant la puissance d’entrée P
e_in
t . Dans le cas
général, la relation modélisant le transfert s’écrit :
P
e_in
t (t) = ηt(P
e_out
t (t)) (1.2)
Où ηt décrit le rendement selon la puissance de sortie.
Les éléments peuvent être modulés par des signaux de contrôle ou de perturbation,
attribuant la propriété de « multi-physique » au formalisme.
Cette méthodologie est explicitement ciblée pour l’observation et la représentation des
interactions énergétiques dans les systèmes. La circulation de l’énergie est en particulier
soulignée par des liens de puissance orientés.
Ce formalisme a été exploité dans le cadre du dimensionnement d’un voilier hy-
bride (F. Dupriez-Robin et al. 2009).
1.3.2.3 Représentation Énergétique Macroscopique (REM)
La Représentation Énergétique Macroscopique (REM) est une autre forme de mo-
délisation des systèmes, introduite récemment par Alain Bouscayrol et al. (2000).
Elle est le résultat du croisement entre deux formalismes, le Graphe Informel Causal
(GIC) (Hautier, Faucher et Caron 1999) et le formalisme Système Multi-Machines
Multi-convertisseur (SMM) (A Bouscayrol, Delarue et Guillaud 2005). Sa sym-
bolique s’appuie elle aussi sur des éléments multi-ports. Les échanges, sous la forme de
flèches monodirectionnelles, symbolisent des variables d’effort et des variables de flux.
À la différence du Bond Graph où la finesse du modèle est poussée jusqu’à représen-
tation de sous-éléments phénoménologiques (dissipation et stockage), la REM conserve
une approche macroscopique et met en lien des éléments par le biais de leurs interactions
fonctionnelles. Un exemple concret est celui des phénomènes de dissipation, implicitement
matérialisés par les éléments d’accumulation, sous forme de pertes.
Bien que relativement récent, ce formalisme a été appliqué dans plusieurs cas d’étude.
Notamment pour traiter la modélisation de systèmes énergétiques complexes (Delarue
et al. 2003 ; W Lhomme, A Bouscayrol et Barrade 2004 ; Verhille et al. 2004),
ou bien dans l’élaboration de commande par inversion du système (Alain Bouscayrol
2003).
Cet outil graphique adopte le point de vu de l’électricien et identifie des fonctions
élémentaires liées aux échanges énergétiques du système. Les stockages d’énergies sont
matérialisés par des éléments sources tandis que les couplages énergétiques sont dis-
tingués selon la nature de l’énergie mise en jeu. Les stockages locaux, comme l’inertie
mécanique d’un arbre, sont matérialisés dans les accumulateurs. Cette représentation
souligne à la fois les échanges énergétiques mais aussi les contraintes liées à l’association
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des organes. La distinction entre signaux mesurés et signaux de commande est réalisé
par une symbolique spécifique.
Par ailleurs, le caractère macroscopique de la représentation facilite, par rapport à
une approche Bond Graph, la lecture du graphe, et notamment la compréhension fonc-
tionnelle de la structure du système.
Cette méthode permet entre autres de concevoir la commande du système par in-
version des éléments. Dans leurs travaux A Bouscayrol et Delarue (2002) donnent
des étapes de simplifications dans le but d’obtenir une Structure Pratique de Commande
(SPC). Second point d’intérêt, l’inversion du système dans le but d’obtenir une architec-
ture de commande peut être réalisée graphiquement. Celle-ci peut être optimisée (Alain
Bouscayrol 2003) afin d’aboutir à la Structure Maximale de Commande.
1.3.3 Apports de la Modélisation
1.3.3.1 Lignes de Puissance et Ligne de Modulation
Le Bond Graph est un moyen de lier, dans un système, la cause à l’effet, au travers du
concept de causalité. Cette propriété est d’un intérêt majeur lorsqu’il s’agit d’inverser un
système. Dans le contexte cible des systèmes énergétiques, on s’intéresse à un phénomène
macroscopique, le cheminement de l’énergie.
Un formalisme basé sur l’examen des lignes de puissance est proposé par S.-T. Wu
et Youcef-Toumi (1995). Ce dernier sera repris dans le contexte automobile par Ng-
wompo et E Bideaux (2005), et en Bond Graph par Eric Bideaux et al. (2006). Il pose
les deux définitions suivantes :
• les lignes de puissance : liens de type entrée/sortie, formés entre une source, ou un
stockage d’énergie, et un élément dont l’une des variables d’énergie est associée à
une sortie du système.
• les lignes de modulation : liens de type entrée/sortie, constitués entre un élément
modulé par une commande et un élément dont l’une des variables d’énergie est
associée à une sortie du système.
Ces lignes ont pour avantage de souligner les variables par lesquelles un contrôle des flux
de puissance est envisageable à travers une commande. Elles sont présentes dans les trois
formalismes.
Remarque 1.4.
En REM, l’élaboration de la structure de commande s’appuie sur nombre de ligne de
modulation et donc structurellement ne permet pas de vérifier l’ensemble des propriétés
du système, cf. la notion d’ordre d’essentialité dans Jardin (2010) et El Feki et al.
(2012). Toutefois elle met en évidence l’existence d’une couche décisionnelle supplémen-
taire, nommée stratégie dont l’élaboration est à la charge du concepteur.
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1.3.3.2 Identification des Architectures
En utilisant la notion de ligne de puissance introduite par les formalismes de modélisa-
tion, on est en mesure d’identifier l’architecture énergétique d’un système. Généralement,
on distingue quatre structures ou architectures, décrites dans les paragraphes suivants
par des Bond Graph à mots (Eric Bideaux et al. 2006).
Conventionnelles (Fig. 1.4) Le système énergétique contient des lignes de puissances
découplées, et une ligne de modulation par service. Il s’agit de la structure la plus élé-
mentaire. Chaque service se fournit en énergie auprès d’une ressource et se pilote par
une variable de puissance. Cette structure est décrite par la Figure 1.4, les liens demi-
flèches désignent une interrelation de cause à effet entre les blocs ; les flèches continues
symbolisent les lignes de puissances qui traversent le système ; et les flèches discontinues
désignent les lignes de modélisation.
Figure 1.4 – Schéma d’une Architecture Conventionnelle en Bond Graph à mot
Hybrides (Fig. 1.5)
Le système énergétique contient plusieurs lignes de puissance par service. Le nombre
de lignes de modulation est au minimum égal au nombre de lignes de puissance. Cette
architecture est conçue pour combiner les avantages respectifs de chacune des ressources
et de leur procédé de génération d’énergie. Cette structure est décrite par la Figure 1.5,
les conventions schématiques précédentes sont conservées.
Figure 1.5 – Schéma d’une Architecture Hybride en Bond Graph à mot
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Multi-Services (Fig. 1.6)
Le système énergétique contient un ensemble de services partageant la même ligne
de puissance. Le nombre de lignes de modulation est au minimum égal au nombre de
lignes de besoin. Les architectures multi-services s’apparentent à une structure duale des
architecture hybrides. La Figure 1.6, illustre cette structure en conservant les conventions
schématique précédentes.
Figure 1.6 – Schéma d’une Architecture Multi-Services en Bond Graph à mot
Multi-sources/Multi-services (Fig. 1.7)
Le système énergétique contient plusieurs lignes de puissances atteignant plusieurs
services. On décompte au minimum une ligne de puissance par service et par ligne de
puissance. Cette structure est décrite par la Figure 1.7, les conventions schématiques
précédentes sont conservées.
Figure 1.7 – Schéma d’une Architecture Multi-Source/Multi-Services en Bond Graph à
mot
1.3.4 Résumé
Bond Graph, REM et flux de Puissance, sont trois variantes de formalismes gra-
phiques adaptées aux systèmes énergétiques. Le premier donne la priorité à la descrip-
tion opérationnelle des systèmes (approche structurelle), le second privilégie la fonction,
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tandis que le troisième offre une vision macroscopique du cheminement de l’énergie.
Le Bond Graph est le formalisme historique de la modélisation multi-physiques. Il
est le vecteur de nombreuses contributions dans le registre de la modélisation des sys-
tèmes dynamiques voire de la commande. L’analyse des lignes de puissance donnent des
conditions nécessaires pour la construction de la commande (e.g. platitude). D’autre
part, comme il est précédemment souligné, le Bond Graph dual permet de construire un
modèle de commande optimale (Mouhib et al. 2009).
La modélisation par flux de puissance souligne clairement la structure énergétique des
sources et des consommateurs, en modélisant les relations de transferts et les pertes. Ce
formalisme offre un intérêt pour la gestion de l’énergie lorsque celle-ci se focalise sur la
circulation et la priorité des flux d’énergie. Malheureusement, la synthèse de commande
locale pour par exemple la gestion des dynamiques n’est pas possible.
La Représentation Énergétique Macroscopique représente un compromis entre ces mé-
thodologies, notamment par sa vision fonctionnelle et la possibilité de construire une
architecture de commande structurée en deux niveaux : la commande locale (ou régula-
tion) obtenue par inversion graphique ; et la stratégie globale. Toutefois, aucune méthode
générique n’est proposée pour élaborer une stratégie globale.
Globalement, la causalité, et les lignes de puissance, offrent des informations sur les
directions de circulation de l’énergie, et surtout sur l’activité (ou la passivité) des éléments
sur le système. Ces données seront exploitées dans la formulation de la problématique.
1.4 Stratégie Énergétique
La gestion énergétique est le dernier des prismes de conception pour définir les sys-
tèmes énergétiques. Généralement, on conçoit la gestion énergétique par la formulation
d’une problématique, qui aboutit soit à une intelligence, soit à un dimensionnement par-
ticulier. Dans le cadre de cette thèse, on se limitera à l’élaboration des stratégies. La
définition suivante est alors admise :
Définition 1.5 (Stratégie de Gestion Énergétique).
La stratégie de gestion énergétique, désigne le processus algorithmique contrôlant les
échanges d’énergie dans un système énergétique.
Cette section vise à comprendre les méthodologies et structures de commande em-
ployées pour élaborer une stratégie énergétique. Notre motivation est de relever les inva-
riants et les manques.
Afin de clarifier cette étude, notons qu’il existe deux cadres d’application pour les
stratégies énergétiques :
• Hors-ligne : le système est simulé, les scénarios et les conditions terminales sont
déterminés. Ce mode est principalement réservé au dimensionnement ou bien à la
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calibration des systèmes.
• En-ligne : l’optimisation a lieu en temps réel, à partir des mesures disponibles. Il
existe donc des contraintes sur le temps et la mémoire attribués aux calculs. Dans
certain cas, des informations sur un futur proche (voire une condition terminale)
peuvent être estimées. Ce mode est celui de l’optimisation temps réel.
Les stratégies hors-lignes seront peu étudiées dans cette thèse. Le raisonnement se
portera plus particulièrement sur les stratégies en-ligne.
1.4.1 Revues de la Gestion Énergétique
1.4.1.1 Les Problématiques
On dénombre quatre types de problèmes liés à la gestion de l’énergie.
Dimensionnement
Le dimensionnement d’un système énergétique est une phase de conception majeure.
Elle consiste à trouver la structure, ou le jeu de paramètre qui optimise l’efficience glo-
bale du système (Silvas, Hofman et Steinbuch 2012). Fellini et al. (1999) simulent
l’architecture parallèle d’un véhicule et l’optimisent pour déterminer les puissances des
organes (e.g batterie, moteur électrique et thermique). Dans (Eric Bideaux et al. 2006),
la structure du système est dimensionnée à partir de l’étude des flux de puissance.
Le dimensionnement repose sur des algorithmes d’optimisation globaux tel : la pro-
grammation dynamique (Sinoquet, Rousseau et Milhau 2011 ; Florian Dupriez-
Robin 2010 ; Hofman, Druten et al. 2005), la programmation quadratique séquentielle
(SQP) (Fellini et al. 1999), la programmation par essaims particulaires (PSO) (Gao,
Mi et Emadi 2007).
Cette tâche est intrinsèquement liée à la définition de l’environnement. Lorsque les
scénarios sont diversifiés, elle s’avère compliquée. Une proposition intéressante de Souf-
fran, Miègeville et Guérin (2011) est de s’appuyer sur une définition statistique,
comme les chaînes de Markov, pour décrire l’environnement.
Plannification d’une trajectoire (e.g. Eco-driving) L’objectif est d’élaborer une
trajectoire pour les sorties (et/ou les états) d’un système, tel que ses fonctionnalités
soient respectées tout en minimisant un coût. Dans le cadre des systèmes énergétiques,
la fonction à minimiser correspond le plus souvent au coût de l’énergie (e.g. e/kW) mais
peut aussi intégrer des notions plus générales comme le vieillissement d’organe, les rejets
de polluant, etc.
Un exemple bien connu et emblématique est celui de l’éco-driving. Il consiste à éla-
borer une trajectoire, souvent définies par une vitesse, garantissant confort et sécurité
pour une consommation de carburant, et un rejet de polluants minimisés (voir e.g. (Luu,
Nouveliere etMammar 2010 ; Luu 2011)). Cette problématique pose deux questions :
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comment obtenir et traiter les informations de l’environnement ? Et, à quelle vitesse doit
rouler le véhicule ? Certains s’appuient sur le véhicule précédent (Kamal, Mukai et
Murata 2011), d’autre sur le GPS (Dib et al. 2014) ou encore sur la connaissance du
trafic (Mensing et al. 2013).
La recherche sur cette exemple est maintenant suffisamment avancée pour fournir des
résultats expérimentaux (Dib et al. 2014). Plusieurs stratégies sont envisageables pour
répondre à cette problématique. Les plus fréquentes sont basées sur des techniques de
contrôle optimal, et leurs déclinaisons par horizon glissant (RHC) (Luu, Nouveliere
et Mammar 2010 ; Kamal, Mukai et Murata 2011). Un autre enjeu majeur de ce
problème est la gestion du service lorsque l’énergie vient à manquer. Ce cas particulier
reste peu étudié dans la littérature.
Distribution de ressources (e.g. Véhicule Hybride)
L’hybridation a pour principe de coupler deux ressources pour combiner leur utili-
sation et tirer parti de leur avantages respectifs (coût, puissance, etc.) (Payman 2009).
Les architectures hybrides peuvent varier sensiblement suivant la nature et la position du
couplage (Sébastien Delprat 2002 ; Walter Lhomme 2007), mais l’objectif est identique.
Il s’agit de l’une des problématiques les plus étudiées dans la littérature (cf. les
surveys de (Wirasingha et Emadi 2011 ; Silvas, Hofman et Steinbuch 2012 ; A.
Sciarretta et Guzzella 2007)). Cette problématique est généralement résolue par
une approche type Equivalent Consumption Minimisation Strategy (ECMS), ou bien par
application directe de la théorie de la commande optimale (Voir paragraphe suivant).
Concurrence de services
La gestion de l’énergie pose la question de la distribution d’énergie entre différents
services (e.g. chauffe-eau, chauffage, électroménager, etc.). Cette finalité est un inva-
riant des systèmes énergétiques complexes. On la retrouve par exemple dans le domaine
automobile lorsqu’en supplément de la mobilité, on considère les besoins énergétiques
liés aux auxiliaires (e.g. climatisation, chauffage) (Grossard, Kachroudi et Abroug
2012). Ou bien dans le bâtiment où tous les consommateurs sont reliés à un même réseau
électrique (Abras 2009)
Cette problématique est analogue à celle des systèmes sur-actionné. Un moyen de la
traiter est donc de la formuler comme un problème d’allocation de ressource (Oppen-
heimer, Doman et Bolender 2006 ; Vermillion, Sun et Butts 2007 ; Y. Chen et J.
Wang 2014). Une seconde voie explorée est de modéliser les services comme des joueurs
qui coopèrent dans leurs échangent d’énergie (L. Chen et al. 2010 ; Saad et al. 2012 ;
Stephens, Smith et Mahanti 2015). La résolution de ce problème passe par la théorie
des jeux.
21
CHAPITRE 1. CONCEPTION DES SE : ETAT DE L’ART
1.4.1.2 Structures de Commande
Commande Centralisée
L’approche la plus directe pour formuler la problématique énergétique est de conce-
voir un contrôleur centralisé (Ha et al. 2006 ; Payman 2009) dont le rôle est aussi bien
d’assurer la production d’énergie par les sources, que les fonctionnalités des consomma-
teurs. Cette méthode présente l’avantage de considérer toutes les interactions. Cepen-
dant, lorsque le système à concevoir est complexe, sa mise en œuvre peut se révéler
ardue. De plus, comme le souligne dans sa thèse Zarate Florez (2012), de telles mé-
thodes risquent d’aboutir à une solution trop compliquée pour être calculée dans le temps
imparti.
Il est donc assez fréquent de devoir réaliser un travail de simplification ou bien de
synthèse spécifique au cas d’étude.
Commande Hiérarchisée
Afin de simplifier le problème, l’une des approches préconisée est la structuration de
la commande en niveaux hiérarchisés (Rosario et al. 2007 ; Lefort et al. 2013). Ces
idées s’appuient sur les résultats théoriques, en termes de stabilité et de sous-optimalité,
des travaux sur la commande et la coordination des systèmes dynamiques hiérarchisés
(cf. (Mesarović, Macko et Takahara 1970 ; Findeisen et al. 1980 ; Singh 1980 ;
Siljak 1991)).
Dès les années 60, l’arrivée de la commande prédictive dans le milieu industriel s’ac-
compagne d’une structuration du problème (Richalet 1993). Classiquement, quatre
niveaux de commande sont distingués. La Figure 1.8, présente une déclinaison de cette
décomposition. Les sous-problèmes sont regroupés selon la dynamique des sous-systèmes
considérés. En bas de l’échelle se situe les processus rapides, souvent en grand nombre.
En haut, une instance unique de pilotage lente.
Dans le contexte des systèmes énergétiques, Rosario et al. (2007) proposent une
structure hiérarchique à trois niveaux fondée sur les couches fonctionnelles des sys-
tèmes énergétiques, et leur dynamiques. Le niveau EMS (Energy Management System)
construit une stratégie à long terme (e.g. quelques secondes pour un véhicule hybride)
qui agit sur les systèmes inférieurs en modifiant leurs espaces de contraintes, ou bien leurs
dynamiques. Le niveau PMS (Power Management System) traite les échanges d’énergie
sur des instants rapides (e.g. millisecondes) afin de satisfaire l’équilibre entre demande et
production tout en tenant compte des contraintes pré-calculées. Enfin, le dernier niveau
noté PES (Power Electronic) concerne les ajustements opérés par l’électronique rappro-
chée, afin de garantir la stabilité et le respect des saturations.
Commande Décentralisée-Coordonnée
Dans sa thèse, Zarate Florez (2012) traite le cas très particulier de la produc-
tion d’énergie par une suite de barrages hydrauliques. Ce système énergétique complexe
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(a) Cas Général (Richalet 1993) (b) Système Energétique (Rosario et al. 2007)
Figure 1.8 – Deux exemples de Contrôle Hiérarchique
présente une architecture où chaque ressource a une capacité dépendante des ressources
en amont. Pour le résoudre, l’auteur propose la formulation d’un problème décentralisé-
coordonné. Deux méthodes de coordination sont testées, par les prix et par la prédiction
des interactions. La solution est calculée sur un horizon prédictif glissant, selon une mé-
thode géométrique. L’objectif est ici de garantir une solution faiblement sous-optimale
malgré les forts couplages.
La vision décentralisée est aussi privilégiée dans le domaine de la domotique. Pour la
gestion du chauffage d’une maison, Moroşan et al. (2010) comparent les différentes
formulations (centralisée, décentralisée et distribuée) à un contrôleur type MPC. Ils
constatent que l’emploi d’un contrôle prédictif améliore les performances lors des tran-
sitions entre un espace occupé et vide, mais en contrepartie requiert un coût de calcul
prohibitif. Pour cette raison, ils concluent que dans le cas de système de grande dimen-
sion, il y a un intérêt à s’appuyer sur une structure décentralisée du régulateur, et des
problèmes simplifiés.
Multi-Agent
Un moyen très générique et modulaire d’aborder les problèmes énergétiques, est de
concevoir les sources et les consommateurs comme des agents, reliés à un même bus
d’énergie (Abras 2009 ; Jamont, Mendes et Occello 2011). Pour cela, on suppose
que les consommateurs et les sources sont autonomes du point de vue du « contrôle ».
Il est alors possible de les encapsuler sous forme d’agents, dont les protocoles de com-
munication sont fixés. Dans (Abras 2009) les échanges d’information sont réduits à une
prévision des demandes en énergie, et à la satisfaction de l’agent. Dans cette méthode
le raisonnement est identique, que le groupe de système soit globalement producteur
d’énergie, ou bien consommateur. Cependant, comme le remarque Arnal et Anthie-
rens (2011), les études exposent des résultats intéressants, mais restent limitées à des
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simulations. De plus, à notre connaissance, le cas des systèmes énergétiques contenant
plusieurs bus d’énergie de natures différentes n’a pas été examiné.
1.4.2 Stratégies de Gestion Énergétique
Deux étapes sont nécessaires à la conception d’une stratégie de gestion énergétique :
formaliser les objectifs de contrôle inhérents à l’optimisation des flux énergétiques, déve-
lopper et implémenter une méthode de résolution.
1.4.2.1 Conception des critères
Critère de Minimisation des Pertes
Seiler et Schröder (1998) proposent pour les véhicules hybrides de se focaliser
sur les pertes d’énergie dans la chaîne de traction pour formuler un critère. Celui-ci est
appelé Loss Minimization Strategy (LMS) et permet d’estimer la répartition de puissance
qui minimise les pertes totales. Ce point de vue est intéressant lorsque les ressources à
disposition ont un coût sensiblement équivalent. Afin de tenir compte de l’état de charge
dans les éléments à accumulation, il est cependant nécessaire d’introduire une fonction
de sensibilité qui agit en fonction de la charge ou de la décharge (Scordia 2004).
Critère de Consommation Équivalente
Un second critère très étudié (Paganelli et al. 2000 ; A. Sciarretta et Guzzella
2007) est l’Equivalent Consumption Minimization Strategy (ECMS), ou stratégie de mi-
nimisation de la consommation équivalente. L’idée est simple, considérant une source
primaire et une source réversible (e.g. véhicule hybride parallèle), toute décharge sur la
source réversible devra à un instant donné, être compensée soit par la source primaire,
soit par une régénération d’un des consommateurs.
Cette formulation a l’avantage d’offrir une explication pragmatique du critère opti-
misé. La complexité du paramétrage revient à trouver la valeur d’un unique coefficient
s(t), agissant comme une pondération entre les deux sources. En-ligne, ce dernier peut
être déterminé par une analyse de la trajectoire passée (Koot et al. 2005) ou bien ins-
tantanément d’après l’estimation de l’état de charge (Kleimaier et Schroder 2002).
Dans (Keulen, Jager et Steinbuch 2008), le coefficient est adapté en fonction du
niveau de charge de la batterie et l’énergie cinétique récupérable.
1.4.2.2 Méthodes de résolution
Il est couramment admis (Scordia 2004 ; A. Sciarretta et Guzzella 2007), que
les méthodologies de gestion énergétique sont séparées en deux familles :
• les méthodes exactes, issues de la commande optimale,
• les méthodes heuristiques.
Plusieurs articles traitent de l’état de l’art des stratégies de commande appliquées
aux cas particuliers des véhicules hybrides. Il est intéressant à cet égard de consulter les
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travaux de Wirasingha et Emadi (2011) (et références incluses), pour une revue des
stratégies appliquées aux véhicules hybrides type Plugged (PHEV) ; et Salmasi (2007)
ou A. Sciarretta et Guzzella (2007) pour les véhicules hybrides classique (parallèle
ou série). Une présentation synthétique de ces méthodes est donnée ci-après :
Méthodes exactes
Les méthodes exactes sont en générale les plus compliquées à mettre en œuvre car elles
nécessitent une résolution analytique du problème. Dans le cas où elles sont employées
pour déterminer la commande d’un système dynamique tel qu’un critère soit minimiser,
on parle de commande optimale.
La Programmation Dynamique est un moyen de résolution plébiscité qui s’appuie sur
le principe d’optimalité de Bellman, i.e. la solution optimal d’un problème s’obtient à
partir des solutions optimales des sous-problèmes. Il permet entre autre de résoudre les
problèmes de commande optimale (Borne et al. 1990).
Les approches dites d’Hamilton-Jacobi reposent sur le calcul de l’hamiltonien du
problème, puis sur l’application directe du Principe du Maximum de Pontryagin (Borne
et al. 1990) pour obtenir la solution optimale, sur un intervalle donné.
Dans le domaine automobile, Sébastien Delprat (2002) a démontré son intérêt pour
élaborer la stratégie énergétique d’un véhicule hybride parallèle. Il a été démontré que
la complexité d’un tel problème peut être réduit à la détermination d’un multiplicateur
de Lagrange λ0. Puis dans (S. Delprat et al. 2004), qu’une relation pouvait s’établir
entre l’approche pragmatique ECMS et l’application du Principe du Maximum pour un
certain choix de λ0.
Par ailleurs, plusieurs études (S. Delprat et al. 2004 ; N. Kim, S. Cha et Peng
2010) ont montré que ce coefficient était constant pour un scénario donné. Suite à ce
constat, de nombreuses propositions ont été faites quant à l’obtention de ce paramètre
en-ligne ou hors-ligne. Parmi celles-ci, nous retiendrons l’utilisation de la distribution de
puissance passée (Bernard et al. 2010 ; N. Kim, S. Cha et Peng 2010), ou bien de
cartographie (Kermani 2009).
Heuristiques
Les méthodes heuristiques sont reconnues pour leur pragmatisme et sont, pour cette
raison, privilégiées en contexte industriel. Dans les véhicules hybrides, elles sont notam-
ment employées pour basculer d’un mode de fonctionnement à un autre. Par exemple,
Schouten, Salman et Kheir (2003), emploient de la logique floue pour gérer la répar-
tition d’énergie dans un véhicule hybride. Dans (Lin et al. 2003 ; B. Wu et al. 2004), les
changements de mode sont conditionnés par des zones de puissance calculées hors-ligne
par une programmation dynamique. Cette méthode offre l’avantage d’être optimale pour
un scénario déterminé, mais n’apporte aucune garantie en cycle réel sans possibilité de
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prédiction fiable.
Parmi les stratégies heuristiques, on retiendra aussi celles dites de charge-sustaining/
charge-depleting (CS/CD) (Sébastien Delprat 2002 ; N.Kim, S. W. Cha et Peng 2012)
qui distinguent deux modes de fonctionnement pour les sources réversibles. Le premier
(CS) consiste à réguler son utilisation autour d’une valeur de charge nominale. L’objectif
fonctionnel étant de garantir un certain état de charge en fin d’utilisation. Le second
mode, vise à utiliser la source réversible comme une source classique, c’est à dire sans
contrainte terminale sur son état de charge. Toutes deux peuvent s’appuyer sur la for-
mulation Equivalent Consumption Minimization Strategy pour établir une stratégie de
distribution optimisée.
Enfin, comme le remarquent Hofman, Steinbuch et al. (2007), les approches heuris-
tiques sont très intéressantes pour décrire et piloter les démarrages et arrêts des sources.
Leur combinaison avec une méthode de commande optimale est judicieuse pour traiter
des architectures dont l’état de fonctionnement varie dans le temps, comme c’est le cas
pour un véhicule hybride parallèle, qui régénère l’énergie de freinage.
Ces approches ont souvent le désavantage de nécessiter une étude de calibration re-
lativement complexe, faisant appel à une expertise du système considéré.
1.4.3 Apport de la Stratégie de Commande
1.4.3.1 Invariants des Stratégies
La formulation des problèmes énergétique, notamment par l’approche ECMS, souligne
la nécessité de quantifier le fonctionnement du système au travers d’un coût énergétique.
L’obtention de cette valeur varie d’une étude à l’autre, mais l’idée est qu’elle détermine
l’utilisation d’une ressource, et surtout permette une comparaison entre plusieurs moyens
de production.
Un second invariant concerne la satisfaction des services. Le système énergétique
pourvoit certaines fonctionnalités en énergie, et par conséquent garantit leur opérationna-
lité. Comme dans (Grossard, Kachroudi et Abroug 2012), ces objectifs fonctionnels
doivent être formulés dans la stratégie.
Enfin, bien qu’elle ne soit pas systématique, la présence d’une source réversible
(e.g. une batterie) dans les systèmes énergétiques facilite l’atteinte des objectifs pré-
cédents. Elle complique cependant fortement l’élaboration de la stratégie, en ajoutant
des contraintes supplémentaires, notamment sur l’amplitude de l’état de charge.
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1.4.3.2 Clé de Lecture de la Problématique Énergétique
Les remarques précédentes dégagent deux exigences quant à la gestion des systèmes
énergétiques :
• l’opérationnalité : le système énergétique doit garantir par sa structure et son ac-
tivité le maintien des fonctionnalités.
• l’optimalité énergétique : le coût énergétique associé au système doit être minimisé,
dans la limite de l’opérationnalité.
En croisant les architectures listées au travers de la section 1.3 (sur la modélisa-
tion multi-physique) avec ces exigences, on met en évidence un canevas matriciel, qui
révèle une nouvelle lecture de la bibliographie (cf. Tableau 1.2). A chacune des mailles
correspond au moins un problème, les problèmes les plus complexes étant composés de
plusieurs mailles.
1.5 Conclusion du Chapitre
Dans notre examen de la littérature, nous avons approché la description des systèmes
énergétiques selon trois volets : la vision systémique, la modélisation multi-physique et la
stratégie énergétique.
La systémique se présente comme une démarche innovante pour la description des
systèmes complexes, c’est à dire denses en interactions. Elle préconise une approche des
systèmes selon des voies peu empruntées dans la littérature. On note l’existence de para-
digme, apportant une clarification et une organisation dans la description des systèmes.
Grâce aux connaissances universelles, l’environnement, l’évolution et l’activité des sys-
tèmes énergétiques ont pu être précisés.
La modélisation par élément multi-physiques s’inscrit comme un moyen de représen-
tation incontournable pour décrire les systèmes énergétiques. Elle éclaircit la compréhen-
sion relativement à la structure des systèmes, et à la nature des processus en action. Cet
axe de recherche est relativement riche. On regrettera toutefois, qu’il n’apporte pas une
définition plus précise des frontières du système énergétique.
Enfin, l’étude de la gestion énergétique par la littérature souligne une classification
en quatre problèmes généraux. Pour y répondre, on dénombre plusieurs structures et
solutions de commande, en majorité focalisée sur l’optimalité du système. Toutefois, il
s’agit de méthodes faiblement génériques dont le développement nécessite une expertise
du système dans sa globalité.
De l’étude de la modélisation et des stratégies énergétiques, nous avons extrait une
classification croisant exigences de la stratégie (opérationnalité et optimalité) et architec-
tures. Cette clé de lecture permet d’organiser la réflexion et les travaux bibliographiques
selon le Tableau 1.2). Nous relevons ainsi que la majorité des cas traités concerne l’hybri-
dation de ressources, ou bien l’optimisation d’un service vis-à-vis d’un scénario. Aucune
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Optimalité énergétique Opérationnalité
Conventionnelle Dimensionnement :
• chaine de propulsion : (Silvas, Hofman et Steinbuch 2012 ;
Fellini et al. 1999 ; Sinoquet, Rousseau et Milhau 2011 ;
Florian Dupriez-Robin 2010 ; Hofman, Druten et al. 2005),
(Souffran, Miègeville et Guérin 2011)
Plannification de trajectoire :
• comfort thermique ou optique : (Arnal etAnthierens 2011),
(Moroşan et al. 2010)
• écodriving : (Luu, Nouveliere et Mammar 2010), (Dib
et al. 2014), (Kamal, Mukai et Murata 2011), (Grossard,
Kachroudi et Abroug 2012), (Mensing et al. 2013)
Hybride (Dimensionnement)
(Plannification de trajectoire)
Distribution de ressource :
• hybride série : (Bernard
et al. 2010), (Ripaccioli et al.
2010)
• hybride parallèle : (Sébastien
Delprat 2002), (Paganelli et
al. 2000),
Multi-Services (Dimensionnement)
(Plannification de trajectoire)
Concurrence de services :
• Bâtiment : (Abras 2009),
(Jamont,Mendes et Occello
2011), (Lefort et al. 2013)
• Véhicule : (Kachroudi,
Grossard et Abroug 2012),
(Grossard, Kachroudi et
Abroug 2012), (Y. Chen et
J. Wang 2014)
• Théorie des jeux : (Saad et
al. 2012), (Stephens, Smith et
Mahanti 2015)
Multi-
Source/Multi-
Service
(Dimensionnement)
(Plannification de trajectoire)
(Distribution de ressources)
(Concurrence de services)
Table 1.2 – Clé de lecture de la bibliographie
étude aborde directement le problème général des architectures multi-ressources, multi-
services.
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Finalement, cette synthèse bibliographique nous amène à remarquer que malgré les
invariants structurels et stratégiques, il existe un manque quant-à une vision méthodo-
logique de la formulation des stratégies de gestion pour les systèmes énergétiques. Nous
proposons donc de positionner cette thèse sur la recherche d’une démarche de conception
s’appuyant sur les outils systémiques, qui apportent une formulation générique, et en
particulier modulaire, des systèmes énergétiques. Afin d’aboutir à une solution exploi-
table pour les systèmes embarqués, nous privilégierons la simplification de la formulation
(notamment par une décomposition) à la recherche d’un optimum.
29
CHAPITRE 1. CONCEPTION DES SE : ETAT DE L’ART
30
Chapitre 2
Méthodologie pour une
Représentation Modulaire des
Systèmes Énergétiques
Sommaire
2.1 Introduction du Chapitre . . . . . . . . . . . . . . . . . . . . . . 32
2.2 Le Référentiel Système . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.1 Présentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.2.2 La Représentation par Ensemble Organico-Fonctionnel (EOF) . 34
2.3 Caractérisation du Système Énergétique . . . . . . . . . . . . 36
2.3.1 Les (EOF-Énergie) . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.2 La Chaîne Énergétique . . . . . . . . . . . . . . . . . . . . . . . 36
2.3.3 Le Système Énergétique . . . . . . . . . . . . . . . . . . . . . . 40
2.3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4 Représentation Modulaire du Système Énergétique . . . . . . 43
2.4.1 Hypothèses de Travail et Objectif . . . . . . . . . . . . . . . . . 43
2.4.2 Nomenclature des Modules Énergétiques . . . . . . . . . . . . . 44
2.4.3 Causalité de Pilotage . . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.4 Guide de Conception des Modules Énergétiques . . . . . . . . . 48
2.4.5 Résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.5 Module d’Interconnexion Énergétique : le Nœud . . . . . . . 52
2.5.1 Description du Nœud . . . . . . . . . . . . . . . . . . . . . . . 52
2.5.2 Exemple . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.6 Conclusion du Chapitre . . . . . . . . . . . . . . . . . . . . . . . 56
31
CHAPITRE 2. MÉTHODE REPRÉSENTATION MODULAIRE DES SE
2.1 Introduction du Chapitre
Générique et modulaire sont deux propriétés plébiscitées par les industriels dans leurs
démarches de conception des systèmes. La première rend compte de la capacité d’une
approche fondée sur l’utilisation d’objets ou de problèmes génériques. La seconde qualifie
la capacité d’une approche à dissocier le système considéré en sous-systèmes génériques
dont la conception et le fonctionnement peuvent être réalisés indépendamment.
Comme le souligne notre état de l’art, la systémique et le développement d’outils
de modélisation dédiés aux systèmes énergétiques, suggèrent l’existence d’une généricité
pour ces derniers. Cependant, nous n’avons relevé aucune synergie entre cette propriété
et les conceptions des stratégies énergétiques, telles qu’elles sont actuellement pratiquées.
La modularité est quant-à-elle quasiment inexistante, la gestion énergétique étant le plus
souvent réalisée à partir d’une modélisation globale des problèmes (Fellini et al. 1999 ;
Kachroudi, Grossard et Abroug 2012 ; Luu, Nouveliere et Mammar 2010).
Tenant compte de ces remarques, nous proposons dans ce chapitre une vision, à notre
connaissance originale et pragmatique des systèmes énergétiques. Celle-ci est fondée sur
une approche organico-fonctionnelle, qui enrichit la vision générique des systèmes éner-
gétiques, et offre un support multi-physique propice à une décomposition modulaire.
L’objectif est de formuler deux classes de modules énergétiques : les modules clients et
les modules sources. Ceux-ci sont mis en relation par le biais d’un module d’intercon-
nexion énergétique nommé nœud, porteur de la stratégie énergétique.
Ce chapitre est organisé en trois sections. La section 2.2 introduit succinctement le
référentiel de conception employé par Sherpa Engineering, qui est le point de départ
de notre raisonnement systémique. La section 2.3 caractérise les systèmes énergétiques
par le moyen d’ensembles organico-fonctionnels (voir Définition 2.1). La section 2.4
présente le formalisme modulaire, par la définition des modules énergétiques, de leurs
conventions de communication et de leurs causalités. Enfin, la section 2.5 définit le
module d’interconnexion énergétique.
2.2 Le Référentiel Système
2.2.1 Présentation
En Ingénierie des Systèmes, la conception s’appuie sur des démarches standardisées,
en général propre aux entreprises. Sherpa Engineering, partenaires de ces travaux
de recherche, emploie pour ses propres besoins un référentiel à six niveaux, dérivé des
principes de la systémique de Le-Moigne (voir section 1.2). Cet outil est principalement
dédié à un usage industriel, toutefois, on note son utilisation dans quelques travaux
académiques, par exemple (Arnal 2013), où il est appliqué à la conception du confort
thermique et visuel d’un immeuble.
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Figure 2.1 – Description des six niveaux systèmes (Sherpa Engineering 2013)
Le référentiel considéré ici, et appelé par la suite référentiel système, articule six ni-
veaux de description, représentés sur une échelle verticale (voir Figure 2.1). A chaque
niveau, le point de vue sur le système et la nature de son modèle sont modifiés, tout
en conservant une observation holiste (environnement, structure, finalité, etc.). Il s’agit
là d’un processus d’abstraction/raffinement du système, conforme aux principes systé-
miques. A titre de comparaison, les démarches plus usuelles de Targeting Cascading
(Allison et al. 2006 ; H. M. Kim, Michelena et al. 2003 ; H. M. Kim, Rideout et al.
2003) conservent la nature des systèmes mais affinent la description par un procédé de
réduction, plus proche de l’analyse.
Les niveaux du référentiel, et la nature de leurs informations sont définis ainsi :
• le méta-système contient l’ensemble des règles, telles les normes ou les principes
physiques, auxquels sont sujets le système et son environnement. Il décrit la connais-
sance universelle de l’humain sur le système.
• Le sur-système positionne le système vis-à-vis de son environnement et de l’infra-
structure qui le porte. Par exemple, le sur-système d’un véhicule contient le réseau
routier, la circulation, les points de recharge énergétique, etc. Ce niveau exprime
la raison d’être du système.
• Le Système de missions définit le système considéré au travers des missions qu’il
doit réaliser, et du service final qu’il doit rendre à l’homme.
• Le niveau sous-système décrit les prestations intégrées au système. En pratique, à
chaque sous-système correspond une mission du système de mission.
• Le niveau Ensemble Organico-Fonctionnels modélise un sous-système porteur d’une
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mission selon des ensembles organico-fonctionnels, c’est-à-dire des fonctions ayant
une solution organique (voir définition 2.1).
• Le niveau Équipement Opération est celui de la composition matérielle du système.
Il présente une solution technologique sous la forme, par exemple, d’un schéma
électronique, ou bien d’un dessin technique.
Dans (Arnal 2013), la conception par le référentiel souligne deux finalités pour dé-
crire une habitation : la survivabilité et la vivabilité. Le premier concerne les missions de
sécurité (incendie, intrusion, . . .), le second les missions de confort. Ces définitions sont
illustrés par la Figure 2.2.
Figure 2.2 – Description Niveau Sur-Système d’un Logement Habité (Source : (Arnal
2013))
2.2.2 La Représentation par Ensemble Organico-Fonctionnel (EOF)
Dans le langage du référentiel système, il est défini que :
Définition 2.1 (Ensemble Organico-Fonctionnel (EOF)).
Un Ensemble Organico-Fonctionnel (EOF) identifie une fonctionnalité pour laquelle
une solution organique existe.
Figure 2.3 – Niveau EOF (lien rouge : électrique ; lien orange : mécanique ; lien vert :
informationnel)
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La Figure 2.3 présente la modélisation d’un sous-système de mission, au niveau
(EOF). On distingue trois types d’(EOF), constituant une chaîne d’interaction ordonnée
de la gauche vers la droite :
1. EOF-Gestionnaire d’Entrées (EOF-GE),
2. EOF-Transformateur (EOF-T), et
3. EOF-Effecteur de sortie (EOF-E).
Les interactions entre ces (EOF) sont représentées par des traits pleins. A noter que
dans le cas général la nature de ces interactions est ouverte, et se précise en fonction
du contexte. Il peut s’agir par exemple de liens humain-humains (i.e. sociaux), humain-
machines ou machine-machines (i.e. physique), etc.
Les (EOF) sont sous la supervision ou le contrôle d’une intelligence, par le biais de
liens de communication (lignes discontinues vertes sur les schémas). En général, trois
niveaux d’intelligence suffisent pour modéliser les systèmes complexes :
• Niveau Opérant (EOF-OP) : effectue l’opération,
• Niveau Pilotage (ou information) (EOF-P), et
• Niveau Décisionnel (EOF-D).
Par exemple, pour la conduite d’un véhicule, le niveau opérant regroupe les boucles
de contrôle bas niveau de la propulsion/direction ; le niveau de pilotage, correspond au
« robot » qui accélère, freine, tourne le volant ; le niveau décisionnel établi l’ordre de
dépasser un véhicule, de changer un rapport de boîte, etc.
Dans cette thèse, nous traiterons principalement les intelligences de nature pilotage,
le décisionnel sera secondaire. Par conséquent seuls les (EOF-P) seront présents sur les
prochaines figures.
Pour compléter cette description, on peut distinguer trois modes de contrôle suivant
les liens qui sont définis entre l’intelligence (EOF-P, EOF-D) et les autres (EOF) : poussé,
l’action se fait par l’(EOF-GE) ; tiré, l’action se fait par l’(EOF-E) ; et maîtrisé, l’action
se fait par l’(EOF-T) tout en communiquant avec les autres (EOF). Ces variantes sont
présentées par la Figure 2.4.
Figure 2.4 – Mode de Pilotage des EOF
Enfin, remarquons que les (EOF) sont des entités en-capsulées, à l’image des « pou-
pées gigognes ». Sans changer de nature de modélisation, on affine la description d’un
sous-système en exprimant le contenu de ces (EOF) par une nouvelle chaîne d’(EOF)
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conservant l’organisation de la Figure 2.3. Le passage vers une description type « com-
posant » s’effectue par continuité, en passant au niveau Équipement Opération (EO),
non-décrit ici.
2.3 Caractérisation du Système Énergétique
2.3.1 Les (EOF-Énergie)
Dans cette thèse, nous appelons EOF-énergie un sous-système admettant pour entrée
une ressource brute, et livrant en sortie une énergie utile au service d’une mission. Nous
avons le sentiment qu’un tel sous-système peut être modélisé par une chaîne d’(EOF) dont
les interactions sont uniquement de nature énergétique (voir Figure 2.5). Les relations
fonctionnelles suivantes sont alors définies :
• (EOF-GE) met à disposition une énergie primaire à partir de la ressource
• (EOF-T) transforme l’énergie primaire en une énergie utile
• (EOF-E) livre l’énergie requise au service d’une mission.
Ces trois éléments sont sous la supervision d’un processus de pilotage. Celui-ci centralise
les informations provenant à la fois de l’environnement et des autres sous-systèmes ad-
jacents. Ce canal trans-système est symbolisé par une double ligne verte.
Figure 2.5 – Identification du (EOF-énergie) d’un Sous-Système
Par la suite , nous postulerons que tous les sous-systèmes de mission contiennent ou
sont reliés à un (EOF-énergie). Celui-ci peut être obtenu par réorganisation des (EOF)
initiaux. Un tel procédé est implicitement utilisé dans les travaux de Arnal et Anthie-
rens (2011), dans lesquels le sous-système de mission vivabilité est initialement modélisé
par trois (EOF), avant d’être affiné (voir Figure 2.6). On remarque alors que l’(EOF)-GE
est, dans ce cas particulier, assimilable à un (EOF)-énergie. Les (EOF) complémentaires
(i.e. (EOF)-T et (EOF)-GE) sont mutualisés pour décrire les missions de confort.
2.3.2 La Chaîne Énergétique
Pour un système contenant plusieurs sous-système de missions, il résulte de notre
postulat une série d’(EOF-énergie). Dans certain cas, ces (EOF) ciblent des solutions
organiques communes.
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Figure 2.6 – Caractérisation de l’(EOF-énergie) pour le sous-système vivabilité Arnal
2013
Par exemple, pour un système de mission arbitraire contenant trois sous-systèmes, on
identifie trois (EOF-énergie) (Fig.2.7). Dans ce cas particulier, on observe (Fig. 2.7a et
Fig. 2.7b) que deux services distincts (Service A, et Service B), partagent des (EOF) com-
muns, en l’occurrence l’(EOF-GE)2 et l’(EOF-T)2. Concrètement cela sous-entend que
ces fonctionnalités sont réalisées par un même groupe d’organes. A l’inverse, le service C,
décrit par (Fig.2.7c), présente un cheminement énergétique organiquement indépendant
des deux autres.
Nous proposons de concaténer les (EOF-énergie) contenant des groupes d’organes en
commun, au travers d’un nouvel objet énergétique que nous nommons chaîne énergétique.
Cette idée est résumée par la définition suivante :
Définition 2.2 (Chaîne Énergétique).
L’agrégation d’(EOF-énergie) identifiés au sein de sous-systèmes de mission différents,
mais présentant des organes en communs, forme une chaîne énergétique.
Dans le cas de l’exemple précédent (Fig. 2.7) , les (EOF-énergie) sont mutualisés pour
former deux chaînes énergétiques (Fig. 2.8). Pour terminer, remarquons que deux chaînes
énergétiques ne partagent pas de ressources, de services, ni de systèmes de pilotage, même
si elles sont issues d’un même système.
37
CHAPITRE 2. MÉTHODE REPRÉSENTATION MODULAIRE DES SE
(a) (EOF-énergie) issue du service A
(b) (EOF-énergie) issue du service B
(c) (EOF-énergie) issue du service C
Figure 2.7 – (EOF-énergie) : Exemple trois missions
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(a) Chaîne Énergétique 1
(b) Chaîne Énergétique 2
Figure 2.8 – Chaînes Énergétiques obtenues par regroupement des (EOF)-énergies
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2.3.3 Le Système Énergétique
Dernière étape de la caractérisation systémique, le système énergétique est défini
comme la mutualisation des chaînes énergétiques. On pose la définition suivante :
Définition 2.3 (Système Énergétique).
Le système énergétique d’un système de mission est le complexe des chaînes énergé-
tiques identifiées au sein de chaque sous-systèmes. La mise en commun des ressources et
des services définissent son contexte.
Figure 2.9 – Définition Organico-Fonctionnelle du Système Énergétique (exemple avec
trois missions)
La Figure 2.9 représente une vue synthétique du système énergétique dans le cadre
de l’exemple du système à trois missions considéré jusqu’à présent. Le contexte du sys-
tème énergétique global est défini par agrégation des contextes associés à chacune des
chaînes énergétiques. L’activité future et passée se déduit du scénario (déterministe ou
probabiliste, réel, ou simulé lors d’une phase de conception par exemple). Ces conventions
complètent la description de l’environnement proposée dans la section 1.2.
Le pilotage des éléments est réalisé par un processus centralisé, potentiellement ca-
pable de communiquer avec l’environnement (mesures, prévisions). Il symbolise ce que
l’on nomme couramment stratégie énergétique.
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2.3.4 Discussion
2.3.4.1 Intérêts et Liens avec la Littérature
La démarche de caractérisation, que nous proposons ici, s’appuie sur l’utilisation
d’un support graphique multi-physiques, pour faciliter la compréhension des systèmes
énergétiques et leur intégration dans les systèmes généraux. Son intérêt est double.
Tout d’abord, elle s’inscrit dans la continuité des processus de conception de l’ingénie-
rie système, en s’appuyant notamment sur un référentiel systémique pour la construction
d’un socle organico-fonctionnel, l’(EOF-énergie).
Figure 2.10 – Caractérisation des systèmes énergétiques par continuité du référentiel
système
Par ailleurs, le parcours des étapes de caractérisation : (EOF-énergie), puis chaîne
énergétique, puis système énergétique (Fig. 2.10) clarifie la structure énergétique, tout
en conservant la trace des finalités originelles (services).
Le niveau (EOF) est particulièrement utile, car il isole les groupes organiques par
fonctionnalité, tout en gardant un niveau de détails suffisant pour faire apparaître des
liens physiques génériques. L’intérêt ici est de souligner l’architecture du système, et les
cheminements d’énergie possibles, des ressources jusqu’aux finalités du système.
L’objet chaîne énergétique est le pivot de cette description. Il lie les principes et ou-
tils de modélisation rencontrés dans notre état de l’art (voir chapitre 1). Tout d’abord,
au niveau « haut », en identifiant les éléments de contexte tels les ressources et les ser-
vices (voir section 1.2). Mais aussi, par le « bas », en proposant une trame organico-
fonctionnelle qui vient en surcouche des outils de modélisation multi-physique (e.g. REM,
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Bond Graph).
2.3.4.2 Finalités et Exigences
Les systèmes énergétiques étant construits comme un composé de ces chaînes énergé-
tiques (voir définition 2.3), leur finalité se déduit comme un complexe des vocations des
chaînes énergétiques. Nous posons alors :
Définition 2.4. La mission majeure des systèmes énergétiques est la mise à disposition
intelligente des ressources en vue de garantir un ensemble de fonctionnalités, réalisable
au travers des chaînes énergétiques.
Cette mission principale est complétée de deux exigences, extrapolées de notre revue
sur la gestion énergétique :
• l’optimalité énergétique par :
— la gestion des ressources
— la transformation de l’énergie
— la satisfaction des services
• l’opérationnalité par :
— la sécurité et la robustesse du système et de son environnement
Les éléments ci-dessus précisent le cadre stratégique proposé pour la gestion énergé-
tique. Les problématiques énergétiques rencontrées dans notre état de l’art ont vocation
à être revisitée dans ce cadre.
2.3.4.3 Formulation Synthétique d’un Problème d’Optimisation
Toujours avec la motivation de rester générique, nous proposons de résumer finali-
tés et exigences en formulant un problème d’optimisation multi-sources/multi-services
synthétique, noté POg.
Problème de Gestion Énergétique Multi-Sources/Multi-Services (POg)
critère : 

cout d’utilisation des ressources
perte de transformation
satisfaction des services
sujet : 

au scénario
à la limitation des ressources (réversibilité et capacité)
aux saturations physiques (e.g. amplitude de puissance)
aux dynamiques des composants
aux couplages de puissance (jonction ou disjonction)
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Celui-ci reprend les coûts identifiés dans notre revue en section 1.4 : l’utilisation des
ressources, les pertes de transformation et la satisfaction des services. Cette liste exhaus-
tive nous semble suffisante pour expliciter les problèmes d’optimisation liés à la gestion
énergétique. A l’inverse, la liste des contraintes n’est pas figée à ce stade.
2.4 Représentation Modulaire du Système Énergétique
La méthodologie que nous souhaitons introduire est, dans les grands axes, voisine
des méthodologies de conceptions des gestionnaires énergétiques multi-agents (Abras
2009), à la différence qu’elle distingue deux natures de modules énergétiques, nommés
clients et sources, en lien direct avec les éléments du sur-système : services et ressources.
Dans cette section, nous présentons leur nomenclature, leur protocole de communication,
ainsi qu’un guide de conception. Nous définissons aussi une causalités de pilotage, pour
signifier si le module a ou non la maîtrise directe de ses échanges d’énergie.
2.4.1 Hypothèses de Travail et Objectif
Dans la suite, nous ferons les hypothèses suivantes :
Hypothèse 2.5. Le système étudié est caractérisé au travers de la vision systémique,
dans le cadre du référentiel système.
Autrement dit, le système de missions et ses sous-systèmes porteurs de finalités sont
identifiés, et un modèle (EOF) du système énergétique peut être extrait suivant la mé-
thodologie précédente (définition 2.3).
Hypothèse 2.6. Tous les modules énergétiques disposent (sauf si précisé) d’une connais-
sance de l’environnement suffisante pour prédire le scénario d’activité sur un horizon de
temps Tp glissant.
Cette hypothèse sera symbolisée graphiquement par une double ligne verte et mathé-
matiquement par le signal w(t).
Remarque 2.7. Dans nos figures, le système possède une représentation endogène mais
son ouverture sur son environnement est traitée implicitement au travers des composants
du contexte (i.e. ressources, services, scénarios).
Hypothèse 2.8. Pour chaque interaction service-(EOF-E) et ressource-(EOF-GE), on
peut définir :
• la satisfaction : fonction qualifiant la réalisation du service.
• le coût énergétique : fonction qualifiant la mise à disposition d’une ressource.
Pour rappel, notre objectif est de concevoir une méthodologie de représentation mo-
dulaire, c’est-à-dire, dont l’élaboration ne nécessite pas la connaissance détaillée du fonc-
tionnement des consommateurs et des ressources qui l’environnent. Cette méthode doit
aussi être compatible avec les principes de gestions énergétiques existant.
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2.4.2 Nomenclature des Modules Énergétiques
Pour atteindre les objectifs fixés, les (EOF) de la chaîne énergétique sont réorganisés
de façon à concevoir deux modules énergétiques : le client (définition 2.9) et la source
(définition 2.11). Ceux-ci sont assimilés à des boîtes noires et communiquent à partir de
signaux conventionnés : le besoin (définition 2.10) et la disponibilité (définition 2.12). Le
lien de causalité pour leurs échanges énergétiques est défini à la section 2.4.3 par la
notion de causalités de pilotage.
2.4.2.1 Le Client
Définition 2.9 (Module Énergétique Client).
Le client est un module énergétique assujetti à l’un des services du système de
missions. Son rôle est de maximiser la satisfaction du service en consommant au mieux
une énergie disponible.
Ce module se compose a minima d’un couple formé par un service et l’(EOF-E)
qui le réalise. Il contient potentiellement plusieurs organes transformateurs d’énergie
provenant d’un (EOF-T), à condition que ces derniers ne soient pas séparés par une
jonction énergétique. Pour une plus grande clarté, l’ensemble des organes constituant le
client est nommé Système Opérant (SO) (Fig. 2.11).
Le client i est un élément multi-ports qui possède une connaissance partielle de son en-
vironnement. Lorsqu’il est connecté à un second module m, de type source, il échange par
son port physique de l’énergie, notée P fci (puissance fournie), ou P
c
ci (puissance consom-
mée) suivant la causalité retenue. Il reçoit les disponibilités en énergie (d)cim et commu-
nique en retour un besoin (b)mci dont le contenu est défini ci-après.
Définition 2.10 (Signal de Besoin).
Le besoin (b)mci en provenance d’un client ci et reçu par un module m , concatène
les informations suivantes :
(b)mci :=


Pmaxci (t) : la puissance maximale échangeable,
Pminci (t) : la puissance minimale échangeable,
P bci(t) : la puissance nominale désirée,
Sci
(
P eci
)
: la fonction de satisfaction
Le détail précis de ces signaux est donné en même temps que la présentation des
modules à la section 2.4.4.
2.4.2.2 La source
Définition 2.11 (Module Énergétique Source).
Une source est un module énergétique associé à une ressource du système. Elle a
pour fonction de mettre à disposition une énergie en réponse à une demande, pour un
coût minimal et dans la limite de sa capacité.
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Ce module énergétique est composé d’un couple formé par un (EOF-GE) et la res-
source qu’il exploite. Il contient potentiellement plusieurs organes transformateurs d’éner-
gie provenant d’un (EOF-T), à condition que ces derniers ne soient pas séparés par une
jonction énergétique. Le groupe d’organes ainsi constitué est nommé Système Générateur
(SG) (Fig. 2.11).
La source hérite des propriétés de la ressource exploitée, à savoir une réversibilité po-
tentielle et une capacité, toutes deux pouvant être limitées (cf. section 1.2, chapitre 1).
Comme le client, elle possède aussi une connaissance partielle de son environnement.
Il s’agit d’un élément multi-ports. Lorsqu’elle est reliée à un module m de nature
client, elle échange par son port physique une puissance, notée P fsi ou P
c
si suivant la
causalité. Par son port de communication, elle reçoit un besoin (b)sjm et communique en
retour une disponibilité (d)msj dont le contenu est défini ci-après.
Définition 2.12 (Signal de Disponibilité).
La disponibilité (d)msj reçue par un module m et en provenance d’une source sj ,
concatène les informations suivantes :
(d)msj :=


Pmaxsj (t) : la puissance maximale échangeable
Pminsj (t) : la puissance minimale échangeable
Edsj : l’énergie disponible sur l’horizon
Ecsj
(
P esj
)
: la fonction coût de l’énergie.
(2.1)
Le détail précis de ces signaux est donné en même temps que la présentation des
modules à la section 2.4.4.
2.4.3 Causalité de Pilotage
Source et client sont naturellement compatibles. La normalisation de leurs ports (phy-
siques et de communications) autorise à les connecter directement, à condition de res-
pecter des conventions de causalité pour le contrôle. On distingue deux causalités de
pilotage pour chaque module, schématisées par la Figure 2.11. Sur cette figure, les lé-
gendes suivantes sont adoptées : les signaux sont représentés par des traits verts orientés
et discontinus. Les liens physiques sont des traits pleins noirs, et leur orientation traduit
la causalité ; les modules ont une connaissance individuelle de l’environnement (notam-
ment par les scénarios), cette information est schématisée par une double ligne verte ;
enfin, le module disposant de la causalité de contrôle admet une bordure légèrement plus
épaisse.
Pour comprendre l’origine des causalités de pilotage, il faut lever le voile sur les
modules et détailler les relations (physiques et informationnelles) régissant leur compor-
tement. Pour illustrer, on symbolise l’intelligence interne des modules par un bloc de
contrôle (CTRL), et les groupes d’organes par (SG) ou (SO) définis précédemment.
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(a) Contrôle de la Source (b) Contrôle du Client
Figure 2.11 – Causalité de Pilotage pour le Lien Source-Client
La causalité source correspond au cas où la source détient le contrôle sur son système
générateur (SG), via une variable interne (usg). Celle-ci reçoit un besoin (b)s1c1 . Elle traite
la demande afin d’établir une consigne de commande (usg) pour le système générateur
(SG). Ce dernier impose en sortie de la source l’échange de puissance, nommé puissance
fournie P fsi . Ce cas est représenté par la Figure 2.11a.
Cette causalité est représentée par la relation (2.2), où w formalise l’influence de
l’environnement. Un client connecté directement à une source voit son comportement
décrit par l’équation (2.3), où yso est la sortie physique supportant le service fourni.{
(d)c1s1 = Ξs
(
(b)s1c1 , w
)
P fs1 = Φs
(
usg, w
) (2.2)
{
(b)s1c1 = Ξc
(
(d)c1s1w
)
yso = Φ¯c
(
P fs1 , w
) (2.3)
La seconde causalité, notée causalité client, correspond à un pilotage où la stratégie
est interne au client. Celui-ci reçoit une disponibilité (d)c1s1 , qu’il convertit en une consigne
de commande uso pour le système opérant (SO). Ce dernier impose en sortie du client
l’échange de puissance, nommé puissance consommée P cc1 . Ce cas est schématisé par la
Figure 2.11b.
Cette causalité est formalisée au travers de la relation (2.5), où w formalise l’influence
de l’environnement. Une source connectée directement à un client voit son comportement
décrit par l’équation (2.4), où ysg est la sortie physique impactant la ressource.
{
(d)c1s1 = Ξs
(
(b)s1c1 , w
)
ysg = Φ¯s
(
P cc1 , w
) (2.4)
{
(b)s1c1 = Ξc
(
(d)c1s1 , w
)
P cc1 = Φc
(
uso, w
) (2.5)
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Dans l’esprit la modularité énergétique vise à masquer ces relations. Elles sont pré-
sentées ici dans un but explicatif.
Pour conclure, la causalité des modules est résumée à deux qualificatifs :
Définition 2.13 (Module Actif ou Passif).
On qualifie d’« actif » un client en causalité client et de « passif » un client en causalité
source.
De même, une source est qualifiée d’« active » lorsqu’elle est en causalité source, et
de « passive » sinon.
La connexion des modules énergétiques sera réalisée par un module d’interconnexion
énergétique, nommé nœud et détaillé dans la section 2.5. Notons dès à présent que la
causalité de pilotage des modules énergétiques influera sur la structure et la stratégie du
nœud.
2.4.3.1 Exemple
Pour clarifier les définitions précédentes, et notamment les propriétés de causalités de
pilotage, nous appliquons notre formalisme modulaire pour le cas de la vivabilité d’une
pièce (voir Fig. 2.2), en nous focalisant sur l’aspect chaleur.
Soit une pièce fermée, dont l’évolution de la température est régulée par un système
chauffant relié au réseau électrique de l’habitation. Le système énergétique est décrit par
la Figure 2.12a sous la forme d’un (EOF-énergie), précisant la ressource (ici EDF ), le
service visé (le confort) et un scénario (la température de référence).
(a) Vision (EOF-énergie) (b) Vision Modulaire (Client/Source)
Figure 2.12 – Chaîne Énergétique Exemple : Confort Thermique
Sa description modulaire admet un client et une source, connectés en causalité client.
Elle est représentée par la Figure 2.12b où :
• le client « confort » est le module qui a pour mission d’assurer le confort thermique.
Son système opérant (SO) est composé du radiateur (paroi de transfert thermique),
de la résistance et de son variateur. La variable de contrôle interne régule la puis-
sance résistive. La satisfaction est évaluée par une erreur entre la température de
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la pièce, et une référence préétablie. À tension constante, son besoin est assimilable
à une estimation du courant nécessaire pour maximiser sa satisfaction.
• la « source électrique » est le module qui génère une puissance électrique. Son
système générateur est composé du circuit électrique (e.g. disjoncteur, horloge heure
creuse/pleine, . . .). Sa disponibilité peut être formalisée au travers d’une tension et
d’une intensité maximale.
L’environnement désigne les signaux exogènes mesurables. Le scénario est implicite-
ment contenu dans le client « confort ».
2.4.4 Guide de Conception des Modules Énergétiques
La conception des clients et des sources est un exercice qui s’appuie sur les spécificités
des organes. Ce guide aborde leur formulation selon des relations génériques et macro-
scopiques. L’objectif in fine est de formuler les signaux qui seront communiqués : besoins
et de disponibilités (voir Définitions 2.10 et 2.12).
2.4.4.1 Les Sources
Modèle Processus Interne Soit une source j associée à une ressource disposant d’une
quantité de matière initiale q0ress, et une quantité maximale q
max
ress . La conversion de cette
ressource en énergie primaire est réalisée par le système générateur d’énergie (SG). Ce
procédé est modélisé par fsgj définissant la puissance échangée pour une quantité de
matière prélevée qeress(t) par :
P esj (t) = fsgj
(
qeress(t)
)
(2.6)
Dans le cas où la ressource peut être régénérée, f rsgj définit le procédé inverse :
qeress(t) = f
r
sgj
(
P esj (t)
)
(2.7)
Les limites physiques du processus (SG) supposées statiques sont notées Pminsgj et P
max
sgj .
Le coût de l’énergie est supposé varier en fonction de la quantité de matière restante
qdress(t) et de la puissance échangée. On pose press
(
qdress(t)
)
le prix de la ressource restante
et on définit à partir du modèle de régénération (2.7), le coût de consommation :
csgj
(
P esj , q
d
ress
)
= f rsgj
(
P esj
)
× press
(
qdress
)
(2.8)
Évaluation du Signal de Disponibilité Les sources communiquent vers le module
(dénoté par l’indice m) qui leur est adjoint un signal de disponibilité (d)msj . Ce dernier
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est calculé sur l’intervalle
[
t0, t0+Tp
]
, et pour rappel (voir définition 2.12) doit contenir
les données suivantes :
(d)msj :=


Pmaxsj (t) : Puissance maximale échangeable
Pminsj (t) : Puissance minimale échangeable
Edsj : Énergie Disponible sur l’horizon
Ecsj
(
P esj
)
: Coût de l’énergie.
(2.9)
On déduit des contraintes physiques du processus et de la quantité de matière dispo-
nible, les signaux d’amplitude de puissance échangeables :

Pmaxsj (t) = min
(
Pmaxsgj , fsgj
(
qdress(t)
))
Pminsj (t) = max
(
Pminsgj ,−fsgj
(
qmaxress − q
d
ress(t)
)) (2.10)
Pour construire la fonction coût, Borsenberger et al. (2012) proposent d’associer à
toute source un coût pour l’énergie générée à partir de ses ressources (2.8), éventuellement
complété par un coût de démarrage.
Pour une puissance échangée P esj (t) et une ressource disponible q
d
ress(t), on pose :
Ecsj
(
P esj , q
d
ress(t)
)
= csgj
(
P esj , q
d
ress
)
+ con/off
(
P esj
)
(2.11)
avec con/off
(
P esj
)
le coût de démarrage/arrêt de la source.
Par la suite, nous proposons de simplifier la relation (2.11) en supposant que la
quantité de matière varie très peu sur l’intervalle
[
t0, t0 + Tp
]
. Ainsi :
Ecsj
(
P esj
)
= csgj
(
P esj , q
d
ress
)
+ con/off
(
P esj
)
(2.12)
L’énergie disponible sur l’horizon de temps
[
t0, t0 + Tp
]
s’évalue comme l’intégrale de la
puissance maximale livrable, sous la condition que la quantité de matière restante soit
positive :
Edsj =
∫ t0+Tp
t0
Pmaxsj (t)dt (2.13)
Causalité Source : Source Active D’après la définition 2.11 la vocation d’une
source est la mise à disposition d’une énergie, en réponse à une demande et en tenant
compte de ses propres limites physiques.
Lorsque sa causalité est active, son processus de contrôle interne doit calculer la
quantité de matière échangée qeress(t) en tenant compte des mesures endogènes (e.g. la
quantité de matière restante) et des données exogènes contenues dans un signal de besoin
(b)
sj
m (voir Fig. 2.11a).
Pour un signal de besoin :
(b)
sj
m :=
{
Pmaxm (t), P
min
m (t), P
b
m(t), Sm(P
f
sj )
}
(2.14)
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la stratégie énergétique qui respecte la vocation de la source est la solution au problème
d’optimisation POsj défini par :
qe
∗
ress(t) = argmin
νressj (t)
Ecsj
(
fsgj
(
νressj (t)
))
(2.15)
Sous les contraintes :
t ∈
[
t0, t0 + Tp
]
, (2.15a)
qdress(t0)− q
max
ress ≤ νressj (t) ≤ q
d
ress(t0), (2.15b)
Pminm ≤ fsgj
(
νressj (t)
)
≤ Pmaxm , (2.15c)
Pminsj ≤ fsgj
(
νressj (t)
)
≤ Pmaxsj , (2.15d)
Et, à partir de la relation (2.6), on en déduit la puissance fournie :
P fsj (t) = fsgj
(
qe
∗
ress(t)
)
(2.16)
2.4.4.2 Les Clients
Modèle Physique Interne Soit un client i, réalisant un service particulier dont un
indice de satisfaction Qsci puisse être définit à partir de la puissance qu’il échange P
e
ci(t)
et son activité ws(t) :
Qsci = hci
((
P ei (t)
)
, ws(t)
)
(2.17)
Évaluation du Signal de Besoin Les clients communiquent au module qui leur est
adjoint un signal de besoin (b)mci . Ce dernier est calculé sur l’intervalle
[
t0, t0 + Tp
]
, et
pour rappel (voir définition 2.12) doit contenir les données suivantes :
(b)mci :=


Pmaxci (t) : Puissance maximale échangeable
Pminci (t) : Puissance minimale échangeable
P bci(t) : Puissance Demandée
Sci
(
P eci
)
: Satisfaction du client
(2.18)
Les contraintes sur l’amplitude des puissances échangées sont déduites des contraintes
physiques du système opérant.
La puissance demandée par le client P bci(t) est calculée comme la puissance qui maxi-
mise l’indice de satisfaction du service (2.17), pour un scénario ws(t) et des données
exogènes contenues dans un signal de disponibilité :
(d)cim :=
{
Pmaxm (t), P
min
m (t), E
d
m(t0), Ecm(P
e
ci)
}
, (2.19)
Soit encore,
P bci(t) = argmax
ν(t)
Qsci
(
ν(t), ws(t)
)
(2.20)
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Sous la contrainte :
Pmaxci (t) ≤ ν(t) ≤ P
max
ci (t) (2.20a)
On note que l’énergie disponible et les amplitudes de puissances exogènes ne sont pas
prises en compte à ce niveau de la stratégie.
A partir de la puissance demandée P bci(t) on déduit la satisfaction maximale attei-
gnable comme :
Q¯ci = Q
s
ci
(
fso
(
P bci(t)
)
, ws(t)
)
(2.21)
On construit la fonction de satisfaction qui sera communiquée au travers du signal de
besoin, comme la normalisation de l’indice de satisfaction, par la satisfaction maximale
Q¯ci :
Ssj
(
P eci
)
=
Qsci
(
P eci(t), ws(t)
)
Q¯ci
(2.22)
Remarque 2.14. Par la suite, dans les problèmes d’optimisation où la fonction objectif est
à minimiser, nous utiliserons plutôt le niveau d’insatisfaction, noté S¯ci
(
P eci(t)
)
, et défini
par :
S¯ci
(
P eci
)
=
(
1− Sci
(
P eci
))
(2.23)
Causalité Client : Client Actif D’après la définition 2.9 la vocation d’un client est
de satisfaire au mieux un service donné.
Lorsque sa causalité est active, son processus de contrôle interne doit calculer la puis-
sance consommée P cci(t), tout en tenant compte des données exogènes contenues dans le
signal de disponibilité, notamment les contraintes liées à l’amplitude de puissance (2.25b).
Pour un signal de disponibilité :
(d)cim :=
{
Pmaxm (t), P
max
m (t), E
d
m, Ecm(P
c
ci)
}
, (2.24)
la stratégie énergétique qui respecte la vocation d’un client est modélisée par le problème
d’optimisation POcj défini par :
P cci(t) = argmax
νci (t)
Sci
(
νci(t)
)
(2.25)
Sous les contraintes : ∫ t0+Tp
t0
νci(t)dt ≤ E
d
m(t0) (2.25a)
Pminm ≤ νci(t) ≤ P
max
m (2.25b)
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2.4.5 Résumé
Dans le cas où le système énergétique contient plusieurs sources ou plusieurs clients,
deux possibilités se présentent. Il existe un nombre égal de clients et de sources, et chaque
chaîne énergétique ne contient qu’une seule paire client-source. Tous les modules de même
nature sont donc indépendants les uns des autres. Les causalités de contrôle suffisent pour
connecter les modules entre eux, et le système fonctionne naturellement. Il s’agit d’un
cas trivial, que l’on étudiera tout de même dans le chapitre suivant.
Plus fréquemment, les chaînes énergétiques contiennent plusieurs sources ou plusieurs
clients. Leur connexion est alors portée par un module d’interconnexion énergétique que
nous nommerons nœud.
2.5 Module d’Interconnexion Énergétique : le Nœud
2.5.1 Description du Nœud
2.5.1.1 Caractéristiques
Pour un système énergétique contenant une chaîne énergétique constituée de ntotc
clients et ntots sources, on pose la définition suivante :
Définition 2.15 (Module d’Interconnexion Énergétique : le Nœud).
Le nœud est un module d’interconnexion énergétique situé entre les modules clients
et sources d’une même chaîne énergétique. Il possède des entrées et des sorties multi-
physiques, regroupées par triplets : un lien physique, une entrée et une sortie de commu-
nication (Fig. 2.13).
Suivant le nombre de modules connectés, et leur nature, on choisit de nommer diffé-
remment les nœuds. Ainsi :
• Un nœud d’hybridation est une jonction d’énergie impliquant plusieurs sources et
un client (i.e. ntots > 1 et n
tot
c = 1).
• Un nœud de concurrence est une jonction d’énergie impliquant plusieurs clients et
une source (i.e. ntots = 1 et n
tot
c > 1).
• Un nœud général est une jonction d’énergie impliquant plusieurs clients et plusieurs
sources (i.e. ntots > 1 et n
tot
c > 1).
En plus, de cette catégorisation nous proposons de caractériser le nœud selon trois
attributs :
• le nombre de sources passives, noté n¯s,
• le nombre de clients passifs, noté n¯c,
• le nombre de variables de commandes internes, noté nδ.
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Figure 2.13 – Vision modulaire nœud générique : trois sources et trois clients
Le nœud se compose d’un processus de pilotage, nommé stratégie du nœud, et un
groupe d’organes considéré pour le moment comme une boîte noire. La Figure 2.13 sché-
matise le cas particulier du système énergétique à trois missions issus de notre précédent
travail de caractérisation des systèmes énergétiques (Fig.2.9). Les ports de communica-
tion, symbolisés par des carrés verts, sont les ports de la stratégie du nœud. Les ports
physiques, symbolisés par des carrés noirs, sont les ports du groupe organique (symbo-
lisé par le bloc gris contenant des (EOF-T)). La causalité de pilotage des modules est
exprimée par un contour plus épais.
2.5.1.2 La Stratégie Énergétique du Nœud
La stratégie énergétique centralise les communications ainsi que l’intelligence en
charge de la gestion énergétique. Son rôle est de calculer les signaux de besoins (b)sjN
à communiquer pour chaque source j, les disponibilités (d)ciN pour chaque client i, ainsi
qu’un vecteur de consignes δ(t) pour les organes du nœud. Pour cela, l’intelligence re-
pose sur des informations exogènes en provenance de son contexte, ainsi que les signaux
conventionnels des modules : disponibilités (d)Nsj pour les sources, et besoins (b)
N
ci pour
les clients. La stratégie est formalisée par la relation suivante :((
b
)s
N
,
(
d
)c
N
, δ(t)
)
= Ξ
((
d
)N
s
,
(
b
)N
c
)
(2.26)
où les notations suivantes sont posées :
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• (b)sN , la liste des besoins (b)
sj
N calculés par le nœud et demandés aux sources,
• (d)cN , la liste des disponibilités (d)
ci
N calculées par le nœud et proposées pour les
clients,
• (d)Ns , la liste des disponibilités (d)
N
sj proposées par les sources au nœud,
• (b)Nc , la liste des besoins (b)
N
ci demandés par les clients au nœud.
Les listes étant ordonnées par des indices croissants e.g. :
(d)Nc := {(d)
N
c1 , (d)
N
c2 , . . .} (2.27)
2.5.1.3 Les Organes du Nœud
Le groupe d’organes contenu dans le nœud met en commun les énergies provenant
des modules connectés par le biais de sa structure interne. Sa fonction est d’assurer
physiquement les transferts d’énergie entre les modules. On modélise ses interactions
selon la relation (2.28), où δ(t) est la consigne donnée par la stratégie énergétique. En
entrée on retrouve les puissances physiques provenant des modules en causalité de pilotage
(actifs) : puissance fournie P fsj (t) pour une source j, et puissance consommée P
c
ci(t) pour
un client i. En sortie, on obtient les puissances des modules sans causalité de pilotage
(passifs) : puissance fournie P fci(t) pour un client i, et puissance consommée P
c
sj (t) pour
une source j.
(
P
c
s (t),P
f
c (t)
)
= ΓN
(
P
f
s (t),P
c
c (t), δ(t)
)
(2.28)
Les notations suivantes sont admises :
• P cs (t), la liste des puissances P
c
sj (t) calculées par le nœud et consommées sur les
sources,
• P fc (t), la liste des puissances P
f
ci(t) calculées par le nœud et fournies aux clients,
• P fs (t), la liste des puissances P
f
sj (t) fournies par les sources au nœud,
• P cc (t), la liste des puissances P
c
ci(t) consommées par les clients au nœud.
Les listes étant ordonnées par des indices croissants e.g. :
P
c
c (t) :=
{
P cc1(t), P
c
c2(t), . . .
}
(2.29)
Concrètement, la relation (2.28) traduit trois concepts physiques : l’accumulation, la
perte et la transformation d’énergie. Sur la base de ces principes, nous choisissons de
décomposer l’équation (2.28) un système de trois équations :
ΓN :


xa(t) = ξN
(
P
f
s (t),P
c
c (t), δ(t)
)
κ(t) = ηN
(
P
f
s (t),P
c
c (t), δ(t)
)
(
P cs (t),P
f
c (t)
)
= ΦN
(
P
f
s (t),P
c
c (t), δ(t)
) (2.30)
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dans lesquelles xa(t) modélise l’accumulation temporaire d’énergie dans la structure or-
ganique du nœud , κ(t) désigne l’énergie perdue lors du transfert, et ΦN () désigne une
relation de distribution et de transformation de l’énergie. Les scalaires xa(t) et κ(t) sont
internes aux nœuds et ne sont pas communiqués aux modules.
D’après le principe de conservation de l’énergie, ces données physiques vérifient le
bilan d’énergie du nœud (2.31) à chaque instant t.
∑
j∈S¯N
P csj (t) +
∑
i∈C¯N
P fci(t) + κ(t) =
∑
j∈SN
P fsj (t) +
∑
i∈CN
P cci(t) + xa(t) (2.31)
Remarque 2.16. Concernant xa(t), il est important de bien comprendre qu’il ne s’agit
pas d’une nouvelle source d’énergie, mais d’une donnée physique liée aux caractéristiques
des organes (e.g. une raideur mécanique, une capacité électrique). Par conséquent, elle
n’intervient pas comme une ressource du système énergétique mais permet de vérifier le
bilan d’énergie du nœud.
2.5.2 Exemple
Reprenons l’exemple précédent (paragraphe 2.4.3.1), celui du confort thermique d’une
pièce. Supposons maintenant que l’habitation contienne deux pièces distinctes, contenant
chacune un système de pilotage, et que l’énergie électrique provienne en partie d’un
panneau photovoltaïque. En admettant que le pilotage des radiateurs soit centralisé, le
système énergétique contient deux modules clients confort en causalité source, un module
source photovoltaïque en causalité source, et une source fournisseur d’énergie (e.g. EDF)
en causalité client. Ces quatre modules sont connectés sur un même nœud (Fig. 2.14).
Figure 2.14 – Exemple nœud 2×2 : deux conforts thermiques, une source photovoltaique
(PV) et une source EDF
Les organes du nœud sont composé du réseau électrique et des variateurs. Sa formu-
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lation est donnée par (2.32), dérivé du système d’équation général (2.30).
Γ2×2 :


xa(t) = ξ22
(
P fs1(t), δ(t)
)
κ(t) = η22
(
P fs1(t), δ(t)
)
(
P cs2(t), P
f
c1(t), P
f
c2(t)
)
= Φ22
(
P fs1(t), δ(t)
) (2.32)
La relation d’équilibre énergétique suivante doit par ailleurs être vérifiée :
P cs2(t) + P
f
c1(t) + P
f
c2(t) + κ(t) = P
f
s1(t) + xa(t) (2.33)
La stratégie du nœud pilote les variateurs en tenant compte des disponibilités des
sources, et des besoins des clients. Dans le cadre de l’exemple, il est formalisé par la
relation (2.34) déduite du cas général (2.26).[{
(b)s1N , (b)
s2
N
}
,
{
(d)c1N , (d)
c2
N
}
, δ(t)
]
= Ξ2×2
(
{(d)Ns1 , (d)
N
s2}, {(b)
N
c1 , (b)
N
c2
})
(2.34)
2.6 Conclusion du Chapitre
Le recours au référentiel de conception systémique de Sherpa Engineering permet
de caractériser les systèmes énergétiques selon une représentation par Ensemble Organico-
Fonctionnel. Ce point de vue sur le système met en avant ses frontières, et ses interactions
avec les sous-systèmes de missions. Cette modélisation est aussi le pivot entre le référentiel
système existant, et l’approche modulaire que nous proposons ensuite.
L’approche proposée s’appuie sur la définition de deux types de modules fonctionnels :
les sources et les clients, sur la normalisation de leurs signaux d’entrées et de sorties, et
sur la définition de leur causalité de pilotage. Ainsi, pour une causalité donnée, un client
et une source sont naturellement compatibles.
A l’inverse, lorsque la causalité est opposée, ou lorsque le système est multi-clients
et/ou multi-sources, la présence d’un nœud est nécessaire pour formaliser les interactions
physiques et de communication. La généricité de la méthode repose sur la relation phy-
sique (2.28) propre à représenter un large choix d’architecture. Le nœud est aussi porteur
d’une stratégie énergétique, que nous définirons dans le chapitre suivant.
Le vocabulaire et la représentation graphique supports de la méthodologie modulaire
sont regroupés en annexe A.
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CHAPITRE 3. DÉFINITION ET DÉCOMPOSITION DES NŒUDS
ÉNERGÉTIQUES
3.1 Introduction du Chapitre
Dans le chapitre précédent, nous avons proposé un cadre de modélisation modulaire
pour les systèmes énergétiques. Celui-ci distingue deux modules énergétiques : les sources
et les clients. Lorsqu’une source et un client adoptent une même causalité, ou lorsque
le système énergétique est multi-clients et/ou multi-sources, l’interconnexion est réalisée
par l’entremise d’un module d’interconnexion énergétique, le nœud. Ce dernier modélise
à la fois les interactions physique et la stratégie.
Dans la continuité de cette méthodologie, ce chapitre a pour objectifs de formaliser
génériquement la stratégie d’un nœud général, en s’appuyant sur les signaux de sortie
des modules clients et sources, et de simplifier son élaboration par décomposition. Dans
cette optique un système de notations distinguant variables physiques et variables de
communication pour chaque module est présenté (cf. section 3.2).
La section 3.3 formule mathématiquement la stratégie énergétique selon une archi-
tecture à deux niveaux. Le premier niveau est un problème d’optimisation contraint, dont
l’objectif est de fixer la valeur des flux de puissances qui traversent le nœud en établis-
sant un compromis entre la satisfaction des clients et le coût de l’énergie générée par les
sources. Sa formulation dérive du problème synthétique POg précédemment construit à
partir de la caractérisation des systèmes énergétiques (cf. section 2.3.4.3). Le second
niveau construit les signaux à communiquer aux modules à partir des résultats du pro-
blème d’optimisation.
Les sections 3.4-3.5 déclinent la structure et la stratégie du nœud général selon trois
nœuds usuels (unitaires, concurrentiels et hybrides) correspondant aux problématiques
récurrentes et identifiées dans notre état de l’art (voir Tab. 1.2, chapitre 1). De pre-
miers éléments de simplification sont apportés pour résoudre le problème d’optimisation
inhérent à leur stratégie. Enfin, des exemples illustrent les nœuds d’hybridation (para-
graphe 3.5.4) et de concurrence (paragraphe 3.6.3).
Pour terminer, la section 3.7 propose la décomposition du nœud général en nœuds
d’hybridation et nœuds de concurrence. Les deux stratégies (générale et décomposée)
sont étudiées au travers d’une illustration puis comparées.
3.2 Notations
3.2.1 Ensembles
Pour un nœud d’énergie N , les modules, sources ou clients, qui y sont reliés sont
numérotés et notés s1 pour la source 1, c2 pour le client 2. Leurs indices sont également
partitionnés au travers des notations suivantes :
• sans tenir compte de la Causalité de Pilotage 1 :
1. La causalité de pilotage est définie au paragraphe 2.4.3
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— StotN , l’ensemble des indices des sources liées au nœud N , de cardinal n
tot
s .
— CtotN , l’ensemble des indices des clients liés au nœud N , de cardinal n
tot
c .
• pour la Causalité Source :
— SN , l’ensemble des indices des sources en causalité source du nœud N (donc
actives vis-à-vis du nœud), de cardinal ns.
— C¯N , l’ensemble des indices des clients en causalité source du nœud N (donc
passifs vis-à-vis du nœud), de cardinal n¯c.
• pour la Causalité Client :
— S¯N , l’ensemble des indices des sources en causalité client du nœud N (donc
passives vis-à-vis du nœud), de cardinal n¯s.
— CN , l’ensemble des indices des clients en causalité client du nœud N (donc
actifs vis-à-vis du nœud), de cardinal nc.
Tel que : S¯N ∪SN = StotN couvre l’ensemble des sources et C¯N ∪CN = C
tot
N l’ensemble des
clients, connectés au nœud N .
3.2.2 Variables
Les variables sont continues et définies pour tout t appartenant à l’intervalle [t0, t0+
Tp], avec Tp un entier positif fixé. Les énergies sont calculées selon (1.1), c’est-à-dire par
intégration de la puissance sur l’intervalle de définition.
Les indices c et s spécifient respectivement si la variable est associée à un client ou
bien à une source. L’exposant e symbolise quant-à lui une puissance physique échangée
entre deux modules sans précision sur la causalité qui les lie. Il peut donc figurer une
puissance consommée (exposant c) ou bien une puissance fournie (exposant f ).
Variables Physiques
• Sans tenir compte de la Causalité : ∀i ∈ CtotN et ∀j ∈ S
tot
N
— P eci(t) puissance échangée par le client i à l’instant t.
— P esj (t) puissance échangée par la source j à l’instant t.
• Causalité source : ∀i ∈ C¯N et ∀j ∈ SN
— P fci(t) puissance fournie au client i à l’instant t.
— P fsj (t) puissance fournie par la source j à l’instant t.
• Causalité client : ∀i ∈ CN et ∀j ∈ S¯N
— P cci(t) puissance consommée par le client i à l’instant t.
— P csj (t) puissance consommée sur la source j à l’instant t.
Signaux de Communications et Internes
• Sortant d’une Source : ∀j ∈ StotN
— Edsj énergie disponible sur la source j sur l’intervalle [t0, t0 + Tp].
— Ecsj
(
P esj
)
coût de la source j pour une puissance échangée P esj (t).
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• Sortant d’un Client : ∀i ∈ CtotN
— P bci(t) puissance demandée au client i à l’instant t.
— Sci
(
P eci
)
satisfaction du client i pour une puissance échangée P eci(t)
• Interne au Noeud :
— δ(t) consigne de la stratégie aux organes du nœud.
Variables de Décision (Interne à la Stratégie)
• Scalaires :
— νsj (t) : pour une source
— νci(t) : pour un client
• Ensemble de variables :
— νs(t) :=
({
νsj (t)
}
|j ∈ SN
)
: Ensemble des variables de décision associées
aux sources en causalité active
— νc(t) :=
(
{νci(t)} |i ∈ CN
)
: Ensemble des variables de décision associées aux
clients en causalité active.
3.3 Formulation Générique de la Stratégie Énergétique
3.3.1 Clés de Lecture et Hypothèses de Travail
Dans l’état de l’art (cf. chapitre 1) nous avons constaté que les stratégies énergé-
tiques sont le plus souvent élaborées à partir d’une loi heuristique ou bien par la réso-
lution d’un problème d’optimisation. Dans le chapitre 2 la finalité et le périmètre des
systèmes énergétiques ont été clarifiés, nous permettant ainsi de formuler un problème
d’optimisation synthétique (cf. POg, page 42).
Suite à notre décomposition modulaire et à la définition des standards de communica-
tion, nous souhaitons caractériser ce problème pour en déduire une formulation explicite
de la stratégie énergétique.
Pour mener à bien ce travail, l’architecture de la stratégie est séparée en deux volets.
Le premier, présenté à la section 3.3.2, pose pour un horizon [t0, t0 + Tp], avec Tp
l’horizon de prédiction, un problème d’optimisation multi-objectifs contraints noté (Pn).
Son rôle est de fixer les degrés de libertés de l’infrastructure énergétiques suivant les
besoins et les disponibilités des modules.
Le second volet, présenté à la section 3.3.3, élabore les signaux qui seront mis à
disposition des modules énergétiques.
Enfin, la section 3.3.4 présente une formulation mono-objectif de (Pn) au travers
d’un second problème d’optimisation (P ′n), obtenu à partir de la somme pondérée des
objectifs de (Pn). Ce dernier problème, sera celui que nous retiendrons pour la concep-
tion des stratégies énergétiques de cette thèses.
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Dans tout le chapitre, nous supposerons que :
• le nœud connecte ntotc modules client et n
tot
s modules source,
• la causalité de chaque module énergétique est connue du nœud,
• les clients ont transmis au nœud leur satisfaction au travers d’un signal de besoin(
b
)N
ci
,
• les sources ont transmis au nœud leur coût d’exploitation au travers d’un signal de
disponibilité
(
d
)N
sj
,
• il existe une hiérarchisation imposée par le système ou bien le concepteur entre les
clients (resp. les sources).
3.3.2 Problème multi-objectifs : Pn
Les objectifs et les contraintes du problème (Pn), premier niveau de la stratégie, sont
résumés par le Tableau 3.1. Les paragraphes suivants définissent mathématiquement les
contraintes et objectifs. On notera νci(t), la variable de décision liée au client i, et νsj (t)
la variable de décision liée à la source j.
Problème Optimisation Multi-Objectif du Nœud (Pn)
Fonction Objectifs :

Critère d’Opérationnalité (3.1),
Critère d’Optimalité énergétique (3.2),
Critère de Transformation (3.3)
sujet aux contraintes sur :

la dynamiques des modules (3.4),(3.5),
la structure du nœud (3.7), (3.8),
les limites techniques (3.9),(3.10),
les limites de stockages (3.14)
Table 3.1 – Formulation Synthétique pour la Stratégie Nœud
Pour faciliter l’écriture, les listes de variables sont concaténées et symbolisées par une
police en « gras ». Par exemple : νs(t) :=
{
νsj (t)
}
j∈Stot
N
(cf. section 3.2).
3.3.2.1 Fonction objectif et Critères
Les objectifs du problème (Pn) sont au nombre de trois et chacun d’eux fait écho à
une exigence du système énergétique (cf. chapitre 1, paragraphe 1.4.3.2).
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Critère d’opérationnalité L’exigence d’opérationnalité supposée atteinte parfaite-
ment si le niveau d’insatisfaction des clients est nul. On définit ici le critère d’opéra-
tionnalité Cop à partir des fonctions S¯ci
(
P eci(t)
)
, caractérisant l’insatisfaction d’un client
i, et contenues dans les signaux de besoins (b)Nci . Ces fonctions ne dépendent pas de la
causalité des clients.
On note P ec (t) :=
{
P eci(t)
}
i∈[1,...,ntotc ]
, l’ensemble des puissances échangées par les
clients, le critère d’opérationnalité est défini par :
Cop
(
P
e
c (t)
)
= α1S¯c1
(
P ec1(t)
)
+ · · ·+ αiS¯ci
(
P eci(t)
)
+ · · ·+ αncS¯cntotc
(
P ec
ntotc
(t)
)
=
∑
i∈Ctot
N
αiS¯ci
(
P eci(t)
) (3.1)
où les coefficients {αi}i∈[1,...,ntotc ] pondèrent les clients entre eux, et traduisent une hié-
rarchisation définie par le concepteur.
Critère d’optimalité L’exigence d’optimalité énergétique est supposée atteinte par-
faitement si le coût de production de l’énergie, pour une puissance demandée, est minimal.
On définit ici le critère d’optimalité énergétiques Cce à partir des fonctions Ecsj
(
P esj (t)
)
,
correspondant au coût d’utilisation d’une source j, et contenues dans les signaux de
disponibilités (d)Nsj . Ces fonctions ne dépendent pas de la causalité des sources.
On note P es (t) :=
{
P esj (t)
}
j∈[1,...,ntots ]
, l’ensemble des puissances échangées par les
sources, le critère d’optimalité énergétique est défini par :
Cce
(
P
e
s (t)
)
= β1Ecs1
(
P es1(t)
)
+ · · ·+ βjEcsj
(
P esj (t)
)
+ · · ·+ βnsEcsntots
(
P es
ntots
(t)
)
=
∑
j∈Stot
N
βjEcsj
(
νsj (t)
)
(3.2)
Où les coefficients {βsj}j∈[1,...,ntots ] pondère les sources entre elles, et traduisent une hié-
rarchisation définie par le concepteur.
Critère de Transformation L’exigence d’optimalité pour la transformation de l’éner-
gie se résume par une pénalisation de l’énergie perdue κ(t) ou accumulée xa(t) par les
organes du nœud (2.30), notée
Cp(κ(t), xa(t)) (3.3)
3.3.2.2 Contraintes
Dynamiques des Modules La dynamique et les retards des modules actifs impactent
la stabilité du nœud et doivent être modélisés par un système de ns équations pour les
sources, et nc équations pour les clients, toutes potentiellement non-linéaires.
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Contraintes dynamiques liées aux sources :
P fsj (t) = fsrcj
(
νs(t)
)
:=

 x˙srcj (t) = gsrcj
(
xsrcj (t),νs(t)
)
P fsj (t) = hsrcj
(
xsrcj (t),νs(t)
) (3.4)
avec νs(t) :=
{
νsj (t)
}
j∈SN
les variables de décision associées aux sources actives.
Contraintes dynamiques liées aux clients :
P cci(t) = fclti
(
νc(t)
)
:=

 x˙clti(t) = gclti
(
xclti(t),νc(t)
)
P cci(t) = hclti
(
xclti(t),νc(t)
) (3.5)
avec νc(t) := {νci(t)}i∈CN les variables de décision associées aux clients actifs.
Remarque 3.1. Seuls les modules actifs (définition 2.13) nécessitent d’être modélisés. La
dynamique des modules passifs est liée à la structure du nœud (3.6).
Structure du Nœud Dans le chapitre précédent, les organes du nœud ont été mo-
délisés par un groupe de trois équations (2.30). Celles-ci interviennent dans le problème
PN comme des contraintes :

xa(t) = ξN
(
νs(t),νc(t), δ(t)
)
κ(t) = ηN
(
νs(t),νc(t), δ(t)
)
(
P cs (t),P
f
c (t)
)
= ΦN
(
νs(t),νc(t), δ(t)
) (3.6)
Pour l’écriture de PN , nous précisons la relation de transformation ΦN selon chacune
des sorties du nœud, soit un système de n¯s contraintes égalitaires pour les sources (3.7)
et n¯c contraintes égalitaires pour les clients (3.8).
Contraintes structurelles liées aux sources :

P cs1(t) − Φ
s1
N
(
νs(t),νc(t), δ(t)
)
= 0
...
P csn¯s (t) − Φ
sn¯s
N
(
νs(t),νc(t), δ(t)
)
= 0
(3.7)
Contraintes structurelles liées aux clients :

P fc1(t) − Φ
c1
N
(
νs(t),νc(t), δ(t)
)
= 0
...
P fcn¯c (t) − Φ
cn¯c
N
(
νs(t),νc(t), δ(t)
)
= 0
(3.8)
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Limites Techniques (Puissance) L’exigence d’opérationnalité induit que l’on garan-
tisse la sécurité des modules. Une mesure pratique consiste à intégrer au problème des
bornes sur l’amplitude des puissances. Pour cela, on distingue deux contraintes inégali-
taires, dites contraintes techniques : l’une pour les modules sources (3.9), l’autre pour les
modules clients (3.10). Chacune d’elle est un ensemble d’inéquation respectivement de
dimension ntots et n
tot
c , tel que :
Contraintes Techniques liées aux sources :

−P es1(t) ≤ −P
min
s1 (t)
...
−P es
ntots
(t) ≤ −Pmins
ntots
(t)
P es1(t) ≤ P
max
s1 (t)
...
P es
ntots
(t) ≤ Pmaxs
ntots
(t)
(3.9)
Contraintes Structurelles liées aux clients :

−P ec1(t) ≤ −P
min
c1 (t)
...
−P ec
ntotc
(t) ≤ −P
min(t)
c
ntotc
P ec1(t) ≤ P
max
c1 (t)
...
P ec
ntotc
(t) ≤ P
max(t)
c
ntotc
(3.10)
où
{(
Pminsj (t), P
max
sj (t)
)}
j∈Stot
N
et
{(
Pminci (t), P
max
ci (t)
)}
i∈Ctot
N
sont les amplitudes de puis-
sances communiquées respectivement par la disponibilité (d)Nsj et le besoin (b)
N
ci .
Dans la suite, cet ensemble de contrainte sera décrit par la forme ensembliste (3.11)
pour les sources et (3.12) pour les clients.
P
e
s (t) ∈ Ps (3.11) P
e
c (t) ∈ Pc (3.12)
Contraintes de Stockages Les sources sont par définition des éléments qui provi-
sionnent de l’énergie, sur un terme plus ou moins long, pour la libérer à l’instant voulu.
Elles possèdent une capacité limitée quantifiée dans les signaux de disponibilités (d)Nsj
par une quantité d’énergie Eds1(t0) consommable pour l’horizon d’optimisation.
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On modélise la relation entre l’énergie consommée et la puissance échangée par :
Esj (t) = gstk
(
P esj (t)
)
(3.13)
Avec Eds1(t0) l’énergie disponible pour l’horizon [t0, t0+ Tp], on modélise la contrainte de
stockage par : 

Es1(t) ≤ E
d
s1(t0)
...
Es
ntots
(t) ≤ Eds
ntots
(t0)
(3.14)
Dans la suite, ce système de contraintes sera décrit par la forme ensembliste :.
Es(t) ∈ E
d
s (3.15)
3.3.3 Construction des Signaux de Communications
Le second niveau de la stratégie construit les signaux de communication à transmettre
aux clients et aux sources.
Pour rappel (2.26), les signaux de communications transmis par le nœud aux modules
sont définis par :
(b)sN :=
{
(b)
sj
N
}
j∈[1,...,ntots ]
et (d)cN :=
{
(d)ciN
}
i∈[1,...,ntotc ]
, (3.16)
et contiennent les informations suivantes :
(b)
sj
N :=


PmaxN (t) : Puissance maximale échangeable,
PminN (t) : Puissance minimale échangeable,
SN
(
P eci
)
: Satisfaction du client,
P bsjN (t) : Puissance demandée.
(3.17)
(d)ciN :=


PmaxN (t) : Puissance maximale échangeable
PminN (t) : Puissance minimale échangeable
EdN : Énergie disponible sur l’horizon
[
t0, t0 + Tp
]
EcN
(
P esj
)
: Coût de l’énergie.
(3.18)
Puissance demandée aux sources A partir des solutions du problème d’optimi-
sation PN : δ∗(t), la consigne optimale pour les organes du nœuds, ν∗s (t), la décision
optimale pour les sources et ν∗c (t), la décision optimale pour les clients. On déduit les
puissances demandées aux sources :
P bsj (t) =
{
fsrjj
(
ν∗sj (t)
)
si j ∈ SN
Φ
sj
N
(
ν∗s (t),ν
∗
c (t), δ
∗(t)
)
si j ∈ S¯N
(3.19)
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Amplitude de puissance
Pour déterminer les valeurs des puissances maximales échangeables du nœud vers les
modules, on distingue trois cas de figure :
1. le module est actif alors sa borne est induite par les contraintes physiques des
organes du nœud PmaxNm ,
2. le module est passif et c’est un client alors sa borne est calculée comme la puissance
circulant sur le nœud si les sources produisent leur puissance maximale, et les autres
clients consomment leur puissance minimale,
3. le module est passif et c’est une source alors sa borne est calculée comme la puis-
sance circulant sur le nœud si les autres sources produisent leur puissance minimale,
et les clients consomment leur puissance maximale.
Lorsque les organes du nœud contiennent des degrés de liberté, les cas 2 et 3 dépendent
du choix de δ(t) par (Pn). Concrètement, pour un module quelconque m, ces trois cas
s’écrivent respectivement :
Pmaxm (t) =


PmaxNm , si m ∈ CN ∪ SN
min
(
PmaxNm ,Φ
m
N
(
Pmaxs (t),P
min
c (t), δ
∗(t)
))
, si m ∈ C¯N
min
(
PmaxNm ,Φ
m
N
(
Pmins (t),P
max
c (t), δ
∗(t)
))
, si m ∈ S¯N
(3.20)
avec,
P
max
s (t) :=
{
Pmaxsj (t)
}
j∈SN
(3.21)
P
min
c (t) :=
{
Pminci (t)
}
i∈CN
(3.22)
On pratique le même raisonnement pour la puissance minimale.
Pminm (t) =


PminNm , si m ∈ CN ∪ SN
max
(
PminNm ,Φ
m
N
(
Pmins (t),P
max
c (t), δ
∗(t)
))
, si m ∈ C¯N
max
(
PminNm ,Φ
m
N
(
Pmaxs (t),P
min
c (t), δ
∗(t)
))
, si m ∈ S¯N
(3.23)
avec,
P
max
s (t) :=
{
Pmaxsj (t)
}
j∈SN
(3.24)
P
min
c (t) :=
{
Pminci (t)
}
i∈CN
(3.25)
La Satisfaction On choisit de définir au sein du nœud un niveau d’insatisfaction pour
chaque module source en relation avec la distance entre la puissance échangée P esj (t), et
l’optimalité calculée par Pn. Cette fonction est imposée quadratique et définie par :
S¯N
(
P esj
)
= z2satN (t) (3.26)
où :
z˙satN (t) = P
b
sj (t)− P
e
sj (t) (3.27)
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Remarque 3.2. Dans la pratique le problème d’optimisation énergétique est modélisé
comme un problème de minimisation. En conséquence nous emploierons fréquemment au
cours de cette thèse la fonction d’insatisfaction S¯N
(
P esj
)
déduite de SN
(
P esj
)
par :
S¯N
(
P esj
)
= 1− SN
(
P esj
)
(3.28)
Énergie Disponible L’énergie disponible depuis le nœud est quantifiée comme l’éner-
gie totale restante après optimisation du problème PN . Pour la calculer, on définit P e
∗
ci (t)
la puissance optimisée échangée avec les clients, par :
P e
∗
ci (t) =
{
fclti
(
ν∗ci(t)
)
si i ∈ CN
ΦciN
(
ν∗s (t),ν
∗
c (t), δ
∗(t)
)
si i ∈ C¯N
(3.29)
En tenant compte des pertes et de l’accumulation d’énergie, on déduit l’énergie dis-
ponible sur le nœud :
EdN =
∑
j∈Stot
N
Edsj + xa(t0)−
∫ t0+Tp
t0
(
κ(t) +
∑
i∈Ctot
N
P e
∗
ci (t)
)
dt (3.30)
Coût de l’énergie Enfin, plusieurs moyens existent pour quantifier le coût de l’énergie
au niveau d’un nœud. Ici, nous proposons qu’il soit évalué comme une fonction linéaire
en la puissance échangée par le client. Soit :
EcN
(
P eci
)
=


∑
j∈Stot
N
Ecsj
(
P bsj
)
∑
j∈Stot
N
P bsj (t)

P eci (3.31)
3.3.4 Problème mono-objectif : P ′N
Le problème PN présenté au travers de ses objectifs et de ses contraintes (Tab. 3.1)
est un problème d’optimisation multi-objectifs. Un moyen courant de résoudre cette classe
de problème est de traduire leur formulation comme un problème mono-objectif dont le
critère équivaut à une somme pondérée des objectifs initiaux.
A partir des critères de PN , et sur la base de cette précédente remarque, nous défi-
nissons le critère JN comme une somme pondérée des objectifs de PN , où les coefficients
γk sont fixés par le concepteur, sur la base de connaissances métiers, ou d’un processus
d’optimisation multi-objectifs.
JN =
∫ t0+Tp
t0
(
γ1Cop
(
P
e
c (t)
)
+ γ2Cce
(
P
e
s (t)
)
+ γ3Cp
(
κ(t), xa(t)
))
dt (3.32)
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Dans le cadre de cette thèse, nous proposons que la conception du premier niveau
de la stratégie énergétique d’un nœud consiste à résoudre le problème d’optimisation
mono-objectif P ′N minimisant sur l’horizon [t0, t0 + Tp] la fonction objectif (3.32) sous
les contraintes de PN . Ce problème est génériquement défini par :
Problème P ′N
min
νs(t),νc(t),δ(t)
JN
(
P
e
s (t),P
e
c (t), δ(t)
)
(3.33)
sous les contraintes :
P fsj (t) = fsrcj
(
νsj (t)
)
, ∀j ∈ SN
(3.33a)
P cci(t) = fclti
(
νci(t)
)
, ∀i ∈ CN (3.33b)
Esj (t) = gstkj
(
P esj (t)
)
, ∀j ∈ StotN (3.33c)
κ(t) = ηN
(
νs(t),νc(t), δ(t)
)
, (3.33d)
P esj (t)− Φ
sj
N
(
νs(t),νs(t), δ(t)
)
= 0, ∀j ∈ S¯N (3.33e)
P eci(t)− Φ
ci
N
(
νs(t),νc(t), δ(t)
)
= 0, ∀i ∈ C¯N (3.33f)
P
e
s (t) ∈ Ps, (3.33g)
P
e
c (t) ∈ Pc, (3.33h)
Es(t) ∈ E
d
s , (3.33i)
Les solutions optimales de ce problème sont notées :
δ∗(t), νc(t) =
{
ν∗ci(t)
}
i∈CN
, νs(t) =
{
ν∗sj (t)
}
j∈SN
, (3.34)
et sont transmises vers le second niveau de la stratégie pour construire génériquement
les signaux de communication par application des définitions de la section 3.3.3.((
b
)s
N
,
(
d
)c
N
)
= ΞN
((
d
)N
s
,
(
b
)N
c
)
(3.35)
En résumé, (3.35) précise la stratégie du nœud modélisée par une boite noire (2.26)
dans le chapitre 2. La suite de la thèse, déclinera le problème P ′N pour trois nœuds élé-
mentaires correspondant à des problématiques récurrentes pour les systèmes énergétiques.
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3.4 Définitions des Nœuds Unitaires
3.4.1 Motivations
Dans notre présentation sur les nœuds, et en particulier des causalités de pilotage,
nous avons pu constater qu’un module client et un module source sont naturellement
compatibles, à partir du moment où ils partagent une même causalité. Cependant, on
retient trois cas de figure, où la considération d’un élément de jonction, sous la forme
d’un nœud, est nécessaire :
1. Il existe une perte ou une accumulation entre ces deux modules qui, pour le besoin
de la conception, sont modélisés indépendamment.
2. Les deux modules ont une causalité de pilotage opposée.
Les nœuds qui en résultent sont dits unitaires.
Cette section étudie trois nœuds unitaires particuliers faisant échos à trois fonction-
nalités : la transformation (avec pertes) : UT ; l’accumulation : UA ; et la distribution :
UD. L’objectif est dans un premier temps de décrire les caractéristiques structurelles qui
distinguent ces nœuds (section 3.4.2), puis sur la base de ces connaissances élaborer
leur stratégie (section 3.4.3)
Notons dès-à-présent que ces trois nœuds sont présentés principalement pour deux
raisons :
• leur simplicité, qui nous permet ainsi d’introduire nos notations,
• leur participation à la décomposition de la stratégie (voir section 3.7).
3.4.2 Descriptions
3.4.2.1 Nœud Unitaire de Transformation : UT
On appelle nœud unitaire de transformation (UT ) un nœud dont les deux modules
connectés ont une causalité identique, et pour lequel le phénomène d’accumulation est
négligé. Deux configurations sont alors distinguables :
• Les modules sont en causalité source (Fig. 3.1a) et les flux physiques sont des
puissances fournies P fs1 et P
f
c1 .
• Les modules sont en causalité client (Fig. 3.1b) et les flux physiques sont des puis-
sances consommées P cs1 et P
c
c1 .
Dans ces deux situations, le nœud n’a pas la maitrise de l’énergie et il ne comporte
donc pas de variable interne (i.e. nδ = 0). Sa stratégie s’écrit sous la forme d’une boite
noire : ((
b
)s1
UT
(t),
(
d
)c1
UT
(t)
)
= ΞUT
((
d
)UT
s1
(t),
(
b
)UT
c1
(t)
)
(3.36)
Ces caractéristiques structurelles diffèrent selon la causalité.
69
CHAPITRE 3. DÉFINITION ET DÉCOMPOSITION DES NŒUDS
ÉNERGÉTIQUES
(a) Causalité Source
(b) Causalité Client
Figure 3.1 – Nœuds Unitaires de Transformation (UT )
Causalité Source Les organes du nœud sont modélisés par la relation structurelle :(
P fc1(t), κ(t)
)
= ΓUT
(
P fs1(t)
)
(3.37)
Celle-ci se compose d’une équation de perte ηUT (t) et d’une équation de distribution
ΦUT (t), toutes deux dépendantes du flux d’énergie entrant dans le nœud.
ΓUT :
{
κ(t) = ηUT (P
f
s1(t))
P fc1(t) = ΦUT (P
f
s1(t))
(3.38)
Le bilan d’énergie (2.31) s’écrit :
ΦUT
(
P fs1(t)
)
+ ηUT
(
P fs1(t)
)
= P fs1(t) (3.39)
Causalité Client Les organes du nœud sont modélisés par la relation structurelle :(
P cs1(t), κ(t)
)
= ΓUT
(
P cc1(t)
)
(3.40)
De même que précédemment, la relation ΓUT (t) est composée d’une équation de perte
ηUT (t) et d’une équation de distribution ΦUT (t).
ΓUT :
{
κ(t) = ηUT (P
c
c1(t))
P cs1(t) = ΦUT (P
c
c1(t))
(3.41)
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Le bilan d’énergie (2.31) s’écrit :
ΦUT
(
P cc1(t)
)
+ ηbUT
(
P cc1(t)
)
= P cc1(t) (3.42)
Remarque 3.3. Les deux bilans d’énergie (3.39) et (3.42) montrent qu’en l’absence de
pertes ce nœud ne modifie pas les interactions physiques et correspond donc à une
connexion naturelle entre une source et un client.
Remarque 3.4. Pour rappel, la causalité est indépendante du signe de la puissance échan-
gée.
3.4.2.2 Nœud Unitaire d’Accumulation : UA
On nomme nœud unitaire d’accumulation (UA), un nœud dont les modules sont tous
les deux actifs (voir Fig. 3.2), et qui ne comporte pas de pertes. Les flux physiques échan-
gés sont respectivement P fs1 , la puissance fournie, et P
c
c1 la puissance consommée. Dans
cette situation, le nœud n’a pas la maîtrise de l’énergie et il ne comporte donc pas de
variable interne (i.e. nδ = 0).
Figure 3.2 – Nœud Unitaire d’accumulation UA
Sa stratégie sous la forme boite-noire s’écrit :((
b
)s1
UA
(t),
(
d
)c1
UA
(t)
)
= ΞUA
((
d
)UA
s1
(t),
(
b
)UA
c1
(t)
)
(3.43)
Et on modélise ses organes par une unique relation structurelle :
ΓUA : xUA(t) = ξUA
(
P fs1(t), P
c
c1(t)
)
(3.44)
Le bilan d’énergie (2.31) s’écrit :
xUA(t) = P
c
c1(t) + P
f
s1(t) (3.45)
On en déduit donc :
ξUA
(
P fs1(t), P
c
c1(t)
)
= P cc1(t) + P
f
s1(t) (3.46)
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Remarque 3.5. Physiquement, ce nœud présente un cas singulier, il n’a pas la maitrise
directe de l’énergie qui entre par ses ports physiques, et surtout il n’a aucun moyen
d’évacuer les sur-plus ou de prélever les manques de puissance sur un module passif.
Les transitoires sont amortis par la variable d’accumulation mais sa structure peut être
endommagée si les deux modules ont des actions contradictoires prononcées.
Idéalement, ce cas de figure est donc à éviter lors de la conception, mais nous verrons
à la section 3.7 qu’il peut se montrer utile pour décomposer une stratégie générale.
3.4.2.3 Nœud Unitaire de Distribution : UD
On appelle nœud unitaire de distribution (UD) un nœud dont la source et le client
sont tous les deux passifs (voir Figure 3.3), et dont l’accumulation et les pertes sont
négligées. Ce type de nœud joue le rôle d’un distributeur d’énergie piloté par la consigne
δ(t) calculée par la stratégie. Il maitrise donc à la fois l’énergie fournie au client P fc1(t)
et l’énergie consommée sur la source P cs1(t).
Figure 3.3 – Nœud Unitaire de Distribution : UD
La stratégie du nœud s’écrit sous la forme boite-noire :((
b
)s1
UD
(t),
(
d
)c1
UD
(t), δ(t)
)
= ΞUD
((
d
)UD
s1
(t),
(
b
)UD
c1
(t)
)
(3.47)
La structure des organes est modélisée par :
ΓUD :
{
P cs1(t) = Φ
1
UD
(
δ(t)
)
P fc1(t) = Φ
2
UD
(
δ(t)
) (3.48)
Son bilan d’énergie s’écrit :
P cs1(t) + P
f
c1(t) = 0 (3.49)
Il s’en déduit alors la relation triviale.
Φ1UD
(
δ(t)
)
= −Φ2UD
(
δ(t)
)
(3.50)
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3.4.3 Élaboration des Stratégies
Dans ces trois configurations, la construction des signaux de communication est iden-
tique au cas général (section 3.3.3). Le problème d’optimisation P ′n peut en revanche
être omis pour les nœuds de transfert UT et d’accumulation UA, du fait de nos hypothèses
sur la causalité des modules.
En revanche, ce problème d’optimisation est nécessaire pour concevoir le nœud de
distribution UD est sera détaillé à la section 3.4.3.2.
3.4.3.1 Stratégie Nœuds : UT et UA
Dans l’introduction de notre méthodologie (voir section précédente), nous avons sti-
pulé qu’un module actif consomme (ou fourni) de l’énergie en respectant les contraintes
qui lui sont attribuées. Ceci permet entre autre une connexion naturelle entre deux mo-
dules de même causalité.
Dans le cas des nœuds unitaires UT et UA, plutôt que résoudre P ′n il est préférable de
s’appuyer sur les décisions du module actif pour construire les signaux de communication
suivantes :
{
ν∗s1(t) = P
b
c1(t) + xa(t)
ν∗c1(t) = P
d
s1(t)
(3.51)
3.4.3.2 Stratégie Nœud UD
Dans le contexte du nœud de distribution, nous proposons de concevoir la stratégie
comme la solution du problème d’optimisation PUD déduit de P
′
n (voir section 3.3.4)
par simplification. De part les caractéristiques de ΓUD , l’optimisation se concentre sur
une seule variable δ(t) et s’écrit :
Problème PUD
min
δ(t)
∫ t0+Tp
t0
(
γ1α1S¯c1
(
P fc1(t)
)
+ γ2β1Ecs1
(
P cs1(t)
))
dt (3.52)
sous les contraintes :
Es1(t) = gstk1
(
P cs1(t)
)
, (3.52a)
P cs1(t)− Φ
s1
N
(
δ(t)
)
= 0, (3.52b)
P fc1(t)− Φ
c1
N
(
δ(t)
)
= 0, (3.52c)
P cs1(t) ∈ Ps1 , (3.52d)
P fc1(t) ∈ Pc1 , (3.52e)
Es1(t) ∈ E
d
s1 , (3.52f)
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La stratégie ΞUD (3.47) s’obtient par l’application des règles de construction (cf.
section 3.3.3) et par la résolution de ce problème. Elle recherche l’équilibre entre la sa-
tisfaction du client, et un coût d’énergie, tout en respectant les contraintes d’amplitude
des modules, et la disponibilité de la source.
3.5 Définition du Nœud d’Hybridation : MS_SC
3.5.1 Motivations
Les cas où plusieurs modules de nature identique sont liés à un unique module de na-
ture opposé forme une famille de problème que l’on nomme « Multi-Mono ». La duplicité
d’un module de même nature implique nécessairement une stratégie de pilotage pour le
nœud. Nous étudions cette structure particulière sous les hypothèses suivantes :
Hypothèse 3.6. Les pertes et l’accumulation d’énergie internes aux nœuds « Multi-
Mono » sont négligées.
Hypothèse 3.7. Les modules connectés à la face « multi » du nœud sont en causalité
active.
Dans les deux sections suivantes nous tenterons de souligner les invariants des problé-
matiques d’hybridation de sources (section 3.6) et de concurrence de clients (section 3.6),
par la définition de leur structure et de leur stratégie. Nous verrons à la section 3.7
qu’une telle sélection est suffisante pour exprimer la majorité des problèmes.
3.5.2 Description
Le nœud d’hybridation ou MS_SC (pour Multi-Source Single-Client), décrit une
structure composée de plusieurs sources et un seul client (Fig. 3.4). Sa fonctionnalité
consiste à réunir les puissances provenant des sources, et de la transmettre à un mo-
dule type client. L’objectif de sa stratégie est de générer une disponibilité (d)c1MS pour
le module client et un ensemble de besoin (b)sjMS pour chacune des sources j, de façon
à satisfaire le besoin (b)MSc1 . Pour cela, elle sélectionne la meilleure hybridation entre les
sources, tenant compte de leur disponibilité (d)MCsj .
Soit ntots > 1 et n
tot
c = 1, d’après nos hypothèses le nœud est caractérisé par des
sources actives :
S¯MS = ∅ et StotMS = SMS (3.53)
Par conséquent les organes du nœud n’ont pas besoin d’être pilotés (δ = ∅). A l’inverse,
si on choisit une causalité passive, on crée des degrés de liberté dans la structure du nœud
qu’il faut traiter par la stratégie.
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Figure 3.4 – Nœud d’hybridation (MS_SC) avec deux sources
D’après notre description générique (section 2.5), les relations multi-physiques du
nœud sont de la forme :
P fc1(t) = ΓMS
(
P
f
s (t)
)
((
b
)s
MS
(t),
(
d
)c1
MS
(t)
)
= ΞMS
((
d
)MS
s
(t),
(
b
)MS
c1
(t)
) (3.54)
avec :
P
f
s (t) :=
{
P fsj (t)
}
j∈[1,...,ns]
,
(
d
)MS
s
(t) :=
{(
d
)sj
MS
(t)
}
j∈SMS
,
(
b
)s
MS
(t) :=
{(
b
)sj
MS
(t)
}
j∈SMS
(3.55)
L’hypothèse de non stockage sur le nœud implique un bilan de puissance nulle, donc :
P fc1(t) =
ns∑
j=1
P fsj (t) (3.56)
En l’absence de pertes internes au nœud (Hypothèse 3.6), la relation structurelle ΓMS
et la contrainte (3.56) sont strictement équivalentes. On pose alors :
ΓMS
(
P
f
s (t)
)
=
ns∑
j=1
P fsj (t) (3.57)
3.5.3 Stratégie Multi-Sources : ΞMS
3.5.3.1 Problème d’Optimisation PMS
Pour rappel, le nœud MS_SC, contient ntots sources actives et un seul client passif,
il ne présente ni accumulation, ni perte de transfert. Les signaux de disponibilités
(
d
)MS
sj
des sources j, et le besoin
(
b
)MS
c1
sont supposés connus sur l’horizon [t0, t0 + Tp].
On dérive de P ′N un nouveau problème d’optimisation, que l’on note PMS pour
Problème d’Optimisation Multi-Sources, et dont la variable de décision est νs(t).
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Problème PMS
min
νs(t)
∫ t0+Tp
t0
(
γ1α1S¯c1
(
P fc1(t)
)
+ γ2
∑
j∈SMS
βsjEcsj
(
P fsj (t)
))
dt (3.58)
sous les contraintes :
P fsj (t) = fsrcj
(
νsj (t)
)
, ∀j ∈ SN (3.58a)
Esj (t) = gstkj
(
P fsj (t)
)
, ∀j ∈ SN (3.58b)
P fc1(t)−
∑
j∈SMS
P fsj (t) = 0, (3.58c)
P
f
s (t) ∈ Ps, (3.58d)
P fc1(t) ∈ Pc1 , (3.58e)
Es(t) ∈ E
d
s , (3.58f)
Les solutions optimales de ce problème sont définis par :
νs(t) =
{
ν∗sj (t)
}
j∈SMS
(3.59)
Les pondérations {βj}j∈[1,...,ns] traduisent une hiérarchisation des sources tandis que αc1
normalise la satisfaction. Les coefficients γ1 et γ2 règlent le compromis entre l’exigence
d’optimalité énergétique et l’opérationnalité.
3.5.3.2 Construction des Signaux
Pour construire les signaux de communications, on applique directement les propo-
sitions de la section 3.3.3. En premier lieu, on calcule les puissances demandées aux
sources :
P bsj (t) = fsrcj
(
ν∗sj (t)
)
(3.60)
Puis on en déduit les signaux de besoins et de disponibilités :
(b)
sj
MS :=


PmaxMS (t) = P
max
c1 (t),
PminMS (t) = P
min
c1 (t)
P bMS(t) = P
b
sj (t),
S¯MS
(
P csj
)
= z2satMS (t)


(3.61)
avec
z˙satMS (t) = P
f
sj (t)− P
b
sj (t)
)
(3.62)
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Et,
(d)c1MS :=


PmaxMS (t) =
∑
j∈SMS
Pmaxsj (t),
PmaxMS (t) =
∑
j∈SMS
Pmaxsj (t),
EdMS =
∑
j∈SMS
Edsj −
∫ t0+Tp
t0
P e
∗
c1 (t)dt,
EcMS
(
P cci
)
=
(∑
j∈SMS
Ecsj
(
P bsj
)
∑
j∈SMS
P bsj (t)
)(
P cc1(t)
)2


(3.63)
où
P e
∗
c1 (t) =
∑
j∈SMS
fsrcj
(
ν∗sj (t)
)
(3.64)
3.5.4 Illustration
3.5.4.1 Protocole
La stratégie nœud précédemment proposée est mise en œuvre dans le cas d’une chaîne
énergétique contenant deux sources et un client, en causalité source. Le client suit un scé-
nario alternant des créneaux de puissance de valeurs différentes.
La source 1 correspond à une ressource peu onéreuse et réversible, mais limitée par
une puissance maximale de Pmaxs1 = 20W et une puissance minimale de P
min
s1 = −20W .
Elle est calibrée pour être dans l’incapacité d’assurer la totalité du scénario (capacité
limitée). La source 2 est plus onéreuse et non réversible mais dimensionnée pour assurer
les pics de puissance maximaux du scénario client : Pmins2 = 0W et P
max
s2 = 26W .
Les prix des sources sont fixés 2 : ps1 = 1, ps2 = 8, et le coût de production est
proportionnel au carré de la puissance produite par les sources. Soit :
Ecsj
(
P fsj
)
=
(
psjP
f
sj (t)
)2
(3.65)
La satisfaction est modélisée comme l’intégrale au carrée de l’erreur entre la puissance
totale fournie au client P fc1(t) et la puissance demandée par le client P
b
c (t0) :
S¯c1
(
P
f
s
)
= z2satc(t) (3.66)
2. unités équivalente à e/kW
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avec
z˙satc = P
b
c (t)−
∑
j∈SN
P fsj (t) (3.67)
On privilégie dans la fonction objectif de PMS le critère d’opérationnalité (i.e.
γ1 = 80, et γ2 = 1).
3.5.4.2 Résultats
Le problème d’optimisation PMS est résolu pour un horizon Tp = 10s avec un pas
de temps de 0.1s, par une méthode de recherche du type point-intérieur.
On observe sur les Figures 3.5a et 3.5b, deux phases de fonctionnement. Avant
tlim = 15s, la source 1 assure l’ensemble du scénario dans la limite de sa puissance
maximale. Au-delà de tlim ≈ 14s, un basculement s’opère. La puissance fournie par la
source 2 devient prépondérante, tandis que la source 1 est progressivement éteinte jusqu’à
l’épuisement totale de son énergie disponible (cf. Fig. 3.5b).
3.6 Définition du Nœud de Concurrence : SS_MC
3.6.1 Descriptions
Le nœud de concurrence ou SS_MC (pour Single-Source Multiple-Client) 3, décrit
une structure composée de plusieurs clients et une seule source (cf. Fig. 3.6). Sa fonc-
tionnalité principale consiste à attribuer une énergie disponible (d)ciMC pour chacun des
clients i connectés, au regard de leur besoin respectif (b)MCci et de la disponibilité du
module source (d)MCs1 . D’autres part, lorsque la disponibilité d’énergie est trop faible,
son rôle secondaire est de sélectionner les clients dont les fonctions seront dégradées (i.e.
qui ne recevront pas leur demande en énergie). Enfin elle communique vers la source un
signal de besoin (b)s1MC .
Soit ntots = 1 et n
tot
c > 1, d’après nos hypothèses le nœud est caractérisé par des
clients actifs :
C¯MC = ∅ et CtotMC = CMC (3.68)
Par conséquent les organes du nœud n’ont pas besoin d’être pilotés (δ = ∅). A l’inverse,
si on choisit une causalité passif, on créé des degrés de liberté dans le nœud qu’il faut
traiter par la stratégie.
D’après notre description générique (voir équation (2.5)), les relations multi-physiques
régissant son fonctionnement sont de la forme :
P cs1(t) = ΓMC
(
P
c
c (t)
)
((
b
)s1
MC
(t),
(
d
)c
MC
(t)
)
= ΞMC
((
d
)MC
s1
(t),
(
b
)MC
c
(t)
) (3.69)
3. Abrégé par MC pour les indices et les schémas
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Figure 3.5 – Résultats illustration MS_SC
avec
Pcc(t) :=
{
P cci(t)
}
i∈CMC
,
(
d
)c
MC
(t) :=
{(
d
)ci
MC
(t)
}
i∈CMC
,
(
b
)c
MC
(t) :=
{(
b
)ci
MC
(t)
}
i∈CMC
(3.70)
Selon la propriété d’équilibre énergétique, on sait que :
P cs1(t) =
∑
i∈CMC
P cci(t) (3.71)
En l’absence de pertes (Hypothèse 3.6), la relation structurelle ΓMC et la contrainte
d’équilibre énergétique sont strictement équivalentes :
ΓMC
(
P
c
c (t)
)
=
∑
i∈CMC
P cci(t) (3.72)
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Figure 3.6 – Nœud concurrence (SS_MC) avec deux Clients
3.6.2 Stratégie Multi-Clients : ΞMC
3.6.2.1 Problème d’Optimisation PMC
Pour rappel, le nœud SS_MC, contient ntotc clients actifs et une seule source passive,
il ne présente ni accumulation, ni pertes de transfert. Les signaux de besoins
(
b
)MC
ci
des
clients i, et la disponibilité
(
d
)MC
s1
sont supposés connus sur l’horizon [t0, t0 + Tp].
On dérive de P ′N un nouveau problème d’optimisation, que l’on note PMC pour
Problème d’Optimisation Multi-Clients, dont la variable de décision est νc(t).
Problème PMC
min
νc(t)
∫ t0+Tp
t0
(
γ1
∑
i∈CMC
αiS¯ci
(
P cci(t)
)
+ γ2βs1Ecs1
(
P cs1(t)
))
dt (3.73)
sous les contraintes :
P cci(t) = fclti
(
νci(t)
)
, ∀i ∈ CN (3.73a)
Es1(t) = gstk1
(
νs1(t)
)
, (3.73b)
0 = P cs1(t)−
∑
i∈CMC
P cci(t), (3.73c)
P cs1(t) ∈ Ps1 , (3.73d)
P
c
c (t) ∈ Pc, (3.73e)
Es1(t) ∈ E
d
s , (3.73f)
Les solutions optimales de ce problème sont définis par :
ν
∗
c (t) =
{
ν∗ci(t)
}
i∈CMC
(3.74)
Les pondérations {αi}i∈[1,...,nc] traduisent une hiérarchisation des clients tandis que βs1
normalise le coût de l’énergie. Les coefficients γ1 et γ2 règlent le compromis entre l’exi-
gence d’optimalité énergétique et l’opérationnalité.
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3.6.2.2 Construction des Signaux
Pour construire les signaux de communications, on applique directement les proposi-
tions de la section 3.3.3. En premier lieu, on calcule la puissance demandée à la source :
P bs1(t) =
∑
i∈CMC
fclti
(
ν∗ci(t)
)
(3.75)
Puis on en déduit les signaux de besoins et de disponibilités :
(b)s1MC :=


PmaxMC (t) =
∑
i∈CMC
Pmaxcj (t),
PminMC (t) =
∑
i∈CMC
Pmincj (t)
P bMC(t) = P
b
s1(t),
S¯MC
(
P cs1(t)
)
= z2satMC (t)


(3.76)
avec
z˙satMC (t) = P
c
s1(t)− P
b
s1(t)
)
(3.77)
Et,
(d)ciMC :=


PmaxMC (t) = P
max
s1 (t),
PmaxMC (t) = P
max
s1 (t),
EdMC(t0) = E
d
s1(t0)−
∫ t0+Tp
t0
∑
i∈CMC
P e
∗
ci (t)dt,
EcMC
(
P cci(t)
)
=
(
Ecsj
(
P bs1(t)
)
P bs1(t)
)(
P cci
)2
(t)


(3.78)
où ν∗c (t) sont les solutions de PMC défini dans le paragraphe précédent, et
P e
∗
ci (t) = fclti
(
ν∗ci(t)
)
(3.79)
3.6.2.3 Formulation Simplifiée : Homothétie du Besoin
De part les hypothèses formulées pour la conception de clients actifs (section 2.4.4), la
puissance demandée par chacun d’entre eux correspond déjà à la solution d’un problème
d’optimisation visant une satisfaction maximale sans violer les contraintes de disponibi-
lités. Il est donc judicieux de s’appuyer sur ce signal pour calculer la puissance fournie.
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La première solution, consiste à construire la fonction d’insatisfaction comme une
fonction quadratique construite à partir de l’intégrale de l’écart entre la puissance de-
mandée P bci , et la puissance échangée, soit :
S¯ci
(
P cci(t)
)
= z2satci
(t) (3.80)
avec
z˙satci (t) = P
b
ci(t)− P
c
ci(t)
)
(3.81)
Le critère qui en découle sera alors quadratique, ce qui numériquement facilite l’obtention
d’une solution.
Une seconde proposition est de restreindre l’espace de décision à un ensemble de
solution qui soit une homothétie du profil initialement demandée.
Proposition 3.8. Pour tout t dans [t0, t0 + Tp] et tout client i de CtotMC , la solution
optimale ν∗c(t) vérifie :
ν
∗
c(t) =
{
λ∗ciP
b
ci(t)
}
i∈Ctot
MC
où λ∗ci ∈ [0, 1] (3.82)
Dans ces conditions, le problème d’optimisation revient à chercher ntotc variables pour
l’ensemble de l’intervalle. De part le changement de variable, la nouvelle variable de
décision est λ := {λci}i∈CMC . Ce nouveau problème, noté P
′
MC , s’écrit :
Problème P ′MC
min
λ
∫ t0+Tp
t0
(
γ1
∑
i∈CMC
αiS¯ci
(
P cci(t)
)
+ γ2βs1Ecs1
(
P cs1(t)
))
dt (3.83)
sous les contraintes :
νci(t) = λciP
b
ci(t), ∀i ∈ CMC , λci ∈ [0, 1] (3.83a)
P cci(t) = fclti
(
νc(t)
)
, ∀i ∈ CN (3.83b)
Es1(t) = gstk1
(
νs1(t)
)
, (3.83c)
P cs1(t)−
∑
i∈CMC
P cci(t) = 0, (3.83d)
P cs1(t) ∈ Ps1 , (3.83e)
P
c
c (t) ∈ Pc, (3.83f)
Es1(t) ∈ E
d
s , (3.83g)
Remarque 3.9. Le rapport d’homothétie λ est ici fixe sur l’horizon d’optimisation. On
pourrait cependant enrichir la stratégie en « découpant » l’horizon en sous-intervalle, et
en calculant un rapport d’homothétie pour chacun d’entre eux.
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3.6.3 Illustration
3.6.3.1 Protocole
La stratégie du nœud de concurrence est mise en œuvre dans le cas d’une chaîne
énergétique contenant deux clients actifs et une source passive.
Les clients ont une activité prédéterminée et se distinguent par des priorités diffé-
rentes : α1 = 4 et α2 = 1. Leur satisfaction est calculée selon (3.80)
La source 1 correspond à une ressource peu onéreuse et réversible, mais limitée par
une puissance maximale de Pmaxs1 = 20W et une puissance minimale de P
min
s1 = −20W .
Elle est calibrée pour être dans l’incapacité d’assurer la totalité du scénario (capacité
limitée), et modélisée sans dynamique.
Son coût de production est proportionnel au carré de la puissance produite par les
sources. Soit :
Ecs1
(
P cs1(t)
)
=
(
ps1P
c
s1(t)
)2
(3.84)
avec ps1 = 1.
On privilégie dans la fonction objectif de PMC le critère d’opérationnalité (i.e.
γ1 = 80, et γ2 = 1).
3.6.3.2 Résultats
La stratégie est élaborée sur le principe des homothéties pour un horizon glissant
Tp = 20s. Le scénario est séquencé en trois phases :
Phase 1, de t = 0s à t = 6s le client 1 est le seul client en activité.
Phase 2, de t = 6s à t = 14s le client 1 et 2 sont en activités et saturent la
puissance maximale de la source 1.
Phase 3 : de t = 14s à t = 18s le client 1 et 2 sont en activités, et la source 1
atteint sa capacité limite d’énergie.
Le problème d’optimisation PMC est résolu pour un horizon Tp = 10s avec un pas
de temps de 0.1s, par une méthode de recherche du type point-intérieur.
On observe que dans la phase 1, le client 1 reçoit toute sa demande (Fig. 3.7a).
Dans la phase 2, la source sature (Fig. 3.7c) et la stratégie du nœud dégrade les
clients en cohérence avec nos pondérations αi, c’est-à-dire en défavorisant le client 2
(Fig. 3.7b) .
Dans la phase 3, l’énergie est insuffisante pour maintenir les demandes actuels
(Fig. 3.7c). La stratégie anticipe et dégrade le client 2 jusqu’à son arrêt (Fig. 3.7b).
Grâce à cette dégradation, le client 2 est maintenu actif quelques secondes supplémen-
taires (Fig. 3.7a).
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Figure 3.7 – Résultats illustration SS_MC
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3.7 Décomposition du Nœud Général
3.7.1 Motivation
Dans cette section, nous présentons un moyen pragmatique de diminuer la complexité
de la stratégie du nœud général, par une décomposition sur la base des nœuds élémen-
taires précédemment définis (i.e. nœud d’hybridation, nœud de concurrence et nœuds
unitaires). L’objectif in fine est de pouvoir concevoir la stratégie d’un système énergé-
tique quelconque au moyen d’un ensemble dénombré de stratégies identifiées.
La simulation et l’implémentation d’une stratégie décomposée pose nécessairement
la question de la synchronisation des algorithmes. Ici, nous proposons que les stratégies
soient résolues séquentiellement tel que :
Proposition 3.10. La stratégie ΞMC , du nœud de concurrence est résolue avant la stra-
tégie ΞMS, du nœud de d’hybridation.
Afin de clarifier l’idée, la décomposition est présentée au travers d’un exemple.
3.7.2 Illustration
3.7.2.1 Protocole
On s’intéresse à nouveaux aux exemples de modules sources et de modules clients,
respectivement définis à la section 3.5.4 et à la section 3.6.3. On suppose cette fois-ci
qu’ils sont inter-connectés au travers d’un nœud (Fig. 3.8), dont la stratégie de gestion
énergétique est à concevoir.
Pour rappels, les modules sont définis avec les caractéristiques suivantes :
• Source 1 :
— Réversible
— Amplitude Décharge Max : 20W
— Coût Faible : p1 = 1e/kW
• Source 2 :
— Irréversible
— Amplitude Décharge Max : 26
— Coût Fort : p2 = 8e/kW
• Client 1 :
— Scénario 1 : deux échelon d’amplitude 15W .
— Durée d’activité : 20s
— Priorité Forte : α1 = 4
• Client 2 :
— Scénario 2 : deux échelon d’amplitude 10W et 15W ,
— Durée d’activité : 20s
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— Priorité Faible : α2 = 1
Les fonctions de satisfaction sont définies par (3.80), et les fonctions de coûts énergétiques
par (3.84). Pour rappels, elles sont définies par :
S¯
(
P cc (t)
)
=
(∫ t0+t
t0
(
P bc (τ)− P
c
c (τ)
)
dτ
)2
(3.85)
Ecsj
(
P fsj (t)
)
=
(
psjP
f
sj (t)
)2
(3.86)
Les sources sont dimensionnées telles que l’énergie initiale stockée n’est pas suffisante
pour réaliser l’exigence d’opérationnalité sur l’ensemble du scénario.
La gestion énergétiques est dans un premier temps conçue à partir de la stratégie du
nœud général. Le problème d’optimisation P ′N est formalisé, et résolu en ligne au travers
d’une méthode de recherche type point-intérieur, pour un pas de temps de 0.1s et un
horizon de prédiction Tp = 10s.
Figure 3.8 – Illustration MS_MC Décomposé pour 2 Sources et 2 Clients actifs
Puis, la gestion énergétique est conçue selon le schéma de décomposition introduit par
la Figure 3.8. Notons que le type de nœud unitaire situé entre les deux nœuds mono-multis
dépend des hypothèses de causalités faites lors de la conception des nœuds d’hybridation
et de concurrence. Dans cette thèse, nous avons choisi au travers de l’hypothèse 3.7
d’imposer une causalité active sur la face « multi », le nœud unitaire est alors de type
accumulation.
Les problèmes d’optimisation PMS et PMC sont formulés à partir de nos résultats
précédents. La stratégie du nœud d’accumulation est triviale (voir la section 3.4.3).
Les stratégies liées aux problématiques de concurrence et d’hybridation sont résolues en
ligne au travers d’une méthode de recherche type point-intérieur, pour un pas de temps
de 0.1s et un horizon de prédiction Tp = 10s.
86
3.7. DÉCOMPOSITION DU NŒUD GÉNÉRAL
3.7.2.2 Analyse des Résultats
L’ensemble des résultats est présenté par la Figure 3.9, et distingue les flux de puis-
sance et les signaux de communications principaux, pour chacun des modules, tel que
• Source 1 : Figure 3.9a
• Source 2 : Figure 3.9b
• Accumulation : Figure 3.9c
• Client 1 : Figure 3.9d
• Client 2 : Figure 3.9e
On note que les deux stratégies comparées (générale et décomposée) ont globalement
des résultats similaires et en adéquation avec nos choix de coûts et de priorités pour les
modules. Toutefois, pour le nœud décomposé, le compromis entre satisfaction des clients
et coûts d’énergie est modifié en défaveur des clients (voir Fig. 3.9d-3.9e vs. Fig. 3.9a-
3.9b).
Cette sous-optimalité provient en grande partie de l’approximation réalisée pour cal-
culer le coût de l’énergie en sortie du nœud d’hybridation (3.30), qui sur-évalue le prix
réel. Une correction sur le jeu de pondération (coût, priorité) est supposé rétablir le com-
promis d’origine.
La variation la plus notable entre ces méthodes de gestion énergétique s’observe sur
l’accumulation d’énergie (Fig. 3.9c). Pour la stratégie issue du nœud général, l’équilibre
énergétique est explicite d’où une accumulation nulle.
Pour le nœud décomposé, celle-ci oscille entre [−0.75, 0.75], et est corrélée avec les
instants où des transitoires rapides opèrent. Toutefois, nous pouvons remarquer que lors
des régimes statiques, l’accumulation converge vers son optimum, grâce notamment à
notre conception particulière des signaux de communication.
Un moyen de compenser cette sous-optimalité serait d’inclure directement dans les
problèmes d’optimisation un modèle des retards.
Globalement, la forme décomposée voit son optimum se déplacer vers un équilibre
sous-optimal mais qui conserve une stabilité. L’énergie accumulée varie durant les phases
transitoires selon une amplitude non-négligeable mais maîtrisée. En régime permanent,
elle converge vers une valeur nulle. La décomposition nous semble cependant suffisamment
intéressante pour qu’une approche générique de sa mise en œuvre soit proposée.
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(a) Flux de puissance pour la source 1
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(b) Flux de puissance pour la source 2
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(d) Flux de puissance pour le client 1
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Figure 3.9 – Comparaison des stratégies générale et décomposée pour un système à
deux sources et deux clients
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3.8 Conclusion du Chapitre
Le nœud général, par sa formulation non explicite, peut représenter une large variété
d’architecture de systèmes énergétiques. Nous avons ici réduit la conception de sa stra-
tégie à deux étapes.
La première étape de conception est la modélisation de la problématique de distribu-
tion des flux de puissance entre les modules. Grâce à notre vision modulaire des systèmes
énergétiques, ce travail est systématisée par un problème d’optimisation P ′N , dont le
critère modélise un compromis entre le coût d’exploitation des sources et la satisfaction
des clients.
La seconde étape est le dimensionnement hors-ligne des signaux de communications
à transmettre aux modules. Cette étape est un problème ouvert qui peut reposer sur les
spécificités techniques du nœud, ou bien des choix de conception. Ici, une construction
générique et pertinente est proposée. Celle-ci sera employée dans les chapitres suivants.
Le point fort de cette méthode de conception est de traduire la vision systémique
des systèmes énergétiques (chapitre 1), vers un langage mathématique pouvant être
interpréter directement par des théoriciens, et notamment des automaticiens.
Une seconde voie de recherche explorée par ce chapitre est de diminuer la complexité
du problème d’optimisation en le décentralisant sur des nœuds de plus faibles dimensions,
et identifiés par la littérature.
En contre-partie l’optimalité de la distribution d’énergie n’est plus garantie. Dans
notre exemple, ce fait se constate par l’accumulation d’énergie entre deux nœuds durant
les phases transitoires.
Ce phénomène s’explique par les retards de communications entre les nœuds, et la
résolution séquentielle du problème. A ce sujet, le positionnement de la thèse est de
favoriser l’opérationnalité des clients, face à l’économie d’énergie. Pour cette raison, la
problématique de concurrence est systématiquement posée comme leader.
Une seconde interprétation possible de l’accumulation d’énergie, cette fois-ci fonc-
tionnelle, est que notre formalisme au stade actuel ne modélise pas explicitement le
phénomène d’accumulation temporaire d’énergie dans les sources réversibles. Celui-ci est
implicitement exploité par le nœud général ou d’hybridation, par la réversibilité de la
source.
Nous pensons que ce phénomène, au même titre que le stockage d’énergie dans les
clients, devrait apparaître au travers de ports additionnels sur les modules. Toutefois, la
détection et la représentation de cette fonctionnalité ne sera pas étudiée dans cette thèse
et fera l’office d’une perspective de recherche.
Afin maintenant de rejoindre notre objectif d’une stratégie « temps réel » pour la
gestion énergétique, le chapitre suivant analyse les outils de la commande prédictive
et de la commande optimale, pour répondre aux besoins d’intelligence des nœuds de
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concurrence et d’hybridations. Notons dès maintenant que l’idée d’un contrôle des clients
par homothétie émise dans ce chapitre sera une piste de résolution exploitée.
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4.1 Introduction du Chapitre
Le chapitre précédent a montré que la conception d’une stratégie énergétique dans le
cas général peut être ramenée à la résolution de deux problématiques : l’hybridation de
sources (section 3.5) et la concurrence de clients (section 3.6). Le chapitre 1 relève
pour ces problèmes les voies de résolution les plus usuelles. Une tendance est de réserver
la théorie du contrôle optimale à la problématique d’hybridation (Sébastien Delprat
2002 ; Ripaccioli et al. 2010 ; a. Sciarretta et al. 2014), et la théorie des jeux à la
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problématique de concurrence (Saad et al. 2012 ; Stephens, Smith etMahanti 2015).
Cette distinction s’explique par la localisation des sous-systèmes de missions hors du
périmètre de contrôle du système énergétique (voir section 2.3, chapitre 2).
Ce chapitre a pour objectifs d’apporter deux solutions algorithmiques à chacune des
problématiques désignées ci-dessus, telles qu’elles soient pertinentes vis-à-vis d’un usage
en temps réel (i.e. capacité de calcul/mémoire limitée ; et temps d’actualisation rapide).
Pour limiter notre périmètre d’étude, la position de cette thèse est de modéliser la
problématique P ′N par un système linéaire contraint en l’état et l’entrée de commande,
dont le critère de minimisation est quadratique (4.1).
Pour atteindre ce but, il est supposé que :
Hypothèse 4.1.
1. les modules énergétiques sont modélisés par des fonctions dynamiques et linéaires,
2. les fonctions de satisfactions et de coûts énergétiques sont des critères quadratiques
associées à des fonctions dynamiques et linéaires,
3. les contraintes physiques (amplitude des puissances, énergies disponibles) sont
convexes.
Alors, le problème d’optimisation P ′N se formule génériquement par :
Problème Linéaire Quadratique Contraint
min
u(t)
JLQ =
∫ t
t0
(
x⊺(τ)Qx(τ) + 2x⊺(τ)Su(τ) + u⊺(τ)
)
dτ (4.1)
sous les contraintes :
x˙(t) = F
(
x(t), u(t), wp(t)
)
, (4.1a)
ci ≤Ci(x(t), u(t)) ≤ c¯i, ∀i ∈ J1, 2.n
tot
s + n
tot
c K (4.1b)
où l’état x(t) ∈ Rn est associé aux modèles dynamiques des modules, du stockage, et des
fonctions coûts énergétique et satisfaction ; le vecteur de signaux exogènes wp(t) ∈ Rmw
est associé aux demandes de puissance ; le vecteur up(t) ∈ Rmu est associé aux consignes
de puissance, et consignes interne au nœud (i.e. δ(t)) ; le vecteur de sortie yp(t) ∈ Ry est
associé aux puissances et à l’énergie échangées ; et enfin Ci(x(t), u(t)) désigne les ntots +n
tot
c
contraintes sur la puissance, et les ntots contraintes sur l’énergie disponible.
A cause des contraintes qui interviennent sur la sortie ou l’état du système dyna-
mique, ce problème ne peut se résoudre par les méthodes de synthèses H2/LQ usuelles
(cf. annexe B)
Pour répondre à ce problème générique, ce chapitre débute par une revue des ou-
tils de la commande linéaire quadratique contrainte, et de la commande prédictive (cf.
section 4.2). Notre motivation est de constituer une base de connaissances quant aux so-
lutions compatibles avec des cibles embarquées, et ciblant en particulier la problématique
d’hybridation de sources.
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Puis, la section 4.3 expose une solution algorithmique pour la problématique d’hy-
bridation, architecturée selon deux niveaux. L’idée principale est de satisfaire en temps
réel le compromis énergie/performance, grâce à une loi de commande robuste et para-
métrée, calculée hors-ligne. Puis, une seconde loi de commande, bénéficiant d’une action
prédictive et exécutée à un pas plus lent, adapte en temps réel le contrôleur robuste aux
contraintes sur les états et les signaux d’entrée.
Pour terminer, la section 4.4 considère la problématique de concurrence des clients.
En nous positionnant sur une méthode de contrôle indirecte, la problématique énergé-
tique est formulée comme un problème combinatoire et résolue par un algorithme de
Branch and Bound (Wolsey 1998).
4.2 Contrôle Optimal ou Prédictif des Systèmes Dynamiques
Contraints
Le choix d’une méthode de résolution pour le problème linéaire quadratique contraint (4.1)
dépend de la taille de l’horizon, de la linéarité du système, et de la localisation des
contraintes. Dans le cas présent, et compte tenu des hypothèses 4.1, nous présentons
deux solutions particulières pour lesquelles des outils algorithmiques existent, l’une est
explicite et pré-calculée, l’autre est prédictive.
4.2.1 Synthèse directe d’une solution explicite/pré-calculée
Une première voie pour le contrôle des systèmes linéaires contraints est de résoudre
hors-ligne le problème quadratique sur un horizon fini et d’en dériver une solution expli-
cite.
Dans le cas discret, Bemporad et al. (2002) et Johansen, Petersen et Slup-
phaug (2002) caractérisent la solution comme une fonction affine par morceaux en l’état.
Le processus de résolution du problème (4.1) consiste alors à partitionner l’espace d’état
en région pour lesquelles le régulateur linéaire est unique. Puis à calculer pour chacune
des régions les coefficients des régulateurs. Les résultats sont ensuite organisés dans une
base de donnée avant d’être implantés dans le système réel. Le choix du « bon » jeu de
coefficient est réalisé en temps réel par reconstruction de l’état et recherche dans la base
de donnée.
Bemporad et al. (2002) obtiennent les lois de commandes par résolution d’un pro-
blème quadratique multi-paramétriques (multi-parametric Quadratic Programming(mp-
QP)), tandis que Johansen, Petersen et Slupphaug (2002) raisonnent sur des prin-
cipes géométriques. Globalement, les auteurs conseillent pour des soucis de mémoire, de
réserver ces solutions à des systèmes de taille « moyenne » (Bemporad et al. 2002), ou
bien de relâcher certaines contraintes (Johansen, Petersen et Slupphaug 2002).
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Notons qu’une toolbox MPT (Multi-Parametric Toolbox), développée sur la base des
travaux de Bemporad et al. (2002), existe et est proposée par Kvasnica et al. (2015).
Une alternative lorsque les contraintes sont uniquement situées sur l’entrée de com-
mande, est de calculer les coefficients à l’aide d’une méthode de programmation dyna-
mique (Mare et De Doná 2007).
En résumé, ces approches ont l’avantage de proposer une loi de commande explicite
par retour d’état. En contre-partie, elles obligent à mémoriser dans le contrôleur les
régions et les solutions associées. Bemporad et al. (2002) évalue à 2q la borne supérieure
du nombre de régions, où q est le nombre de contraintes.
Autre limite de ces méthodes, une modification de l’une des bornes de l’espace de
contraintes oblige à réactualiser les régions du contrôleur. Dans des systèmes comme les
systèmes énergétiques, où les contraintes sont définies constantes uniquement pour un
horizon d’optimisation, cela peut s’avérer problématique.
4.2.2 Synthèse prédictive nécessitant une optimisation en-ligne
Le principe de prédiction consiste à simuler pour un état initial x(t0) donné le com-
portement futur du système sur un horizon dit de prédiction Tp. Les algorithmes de
commande s’appuyant sur le concept de prédiction sont couramment désignés comme
des solutions Model Predictive Control (MPC) ou Non-linear Model Predictive Control
(NMPC) (Richalet 1993 ; J M Maciejowski 2002 ; L. Wang 2009). Ces méthodes
ont été largement plébiscitées pour la régulation de processus contraints et lents, no-
tamment en pétrochimie. Dans sa revue, Qin et Badgwell (2003) comparent plusieurs
méthodes industrielles commercialisées entre 1980 et 2000, pour les systèmes linéaires et
non-linéaires.
Depuis 2000, le domaine de recherche lié à la commande Model Predictive Control
suscite un regain d’intérêt, en se focalisant tout particulièrement sur les verrous de mise en
œuvre sur cible embarquée. Des améliorations algorithmiques majeures ont été apportées
pour : assurer l’exécution en temps réel ; adapter la complexité numérique à des cibles
matériels diverses : Processeur DSP à faible coût (Frison et Jørgensen 2015), FPGA
(Jerez et al. 2014) ; et générer par prototypage rapide du code C, C++ performant.
Ces outils de génération de code permettent de transcrire de façon optimisée des
problèmes MPC linéaires ou non-linéaires, depuis différents environnements. Un premier
outils, CVXGEN (Mattingley et Boyd 2012), a été proposé sur la base des travaux de
Y.Wang et Boyd (2010) permettant de traiter des problèmes linéaires discrets de MPC,
en générant du code C optimisé et intégrant un solveur de Quadratic-Programming, (QP).
L’algorithme FiOrdOs développé par Ullmann et Richter (2013) se présente comme
une alternative. Citons aussi les outils développés sous Maple® ou Mathematica® par
Ohtsuka (2015) : AutoGen et AutoGenU couplés au solveur Continuous/GMRES, qui
permettent de manipuler des problèmes de commande pour des systèmes continus, non-
linéaires. Sous l’environnement Matlab®, ACADO (Houska, Ferreau et Diehl 2011)
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traite aussi les problèmes NMPC.
L’évolution des solveurs dédiés à ce type de problème profite aussi au domaine de la
commande. Pour la résolution du problème QP en temps-réel, on peut distinguer d’une
part les algorithmes cherchant l’optimalité du premier ordre (algorithme type gradient)
comme ceux utilisés dans FiOrdOs (Ullmann et Richter 2013). D’autre part, les al-
gorithmes satisfaisant une optimalité du second ordre comme les méthodes de point in-
térieur (interior-point), approches utilisées par e.g. dans (Mattingley et Boyd 2012),
HPMPC (Frison, Sorensen et al. 2014) et FORCES (Domahidi et al. 2012) ; ou les
méthode des contraintes actives (active-set) comme le solver qpOASES (Kufoalar et
al. 2015 ; Ferreau et al. 2014).
Un benchmarking de quelques-uns de ces outils est proposé dans Kufoalar et al.
(2015), semblant montrer la supériorité de qpOASES en termes de temps de calcul et de
capacité mémoire.
En conclusion, les efforts consentis sur la formulation mathématique optimisée des
problèmes (N)MPC et les solveurs supports aboutissent à des temps de calcul en ligne per-
mettant la résolution de problèmes de commande pour des systèmes de taille moyenne (de
l’ordre de la dizaine d’états, et de quelques entrées de commande) de l’ordre de quelques
millisecondes. A titre d’exemple, Y. Wang et Boyd (2010) à l’origine de CVXGEN pré-
sentent un exemple de commande MPC avec 3 entrées de commande, 12 états, et des
contraintes sur les états avec un pas d’échantillonnage tenu de 5 ms, certes implémenté
sur un PC de haute performance. En embarqué, quelques dizaines de ms (30ms) sont né-
cessaires par exemple pour implémenter un MPC pour un système d’ordre 12, 5 entrées
sur un calculateur Cortex A9 cadencé à 1 MHz (Frison et Jørgensen 2015) (calcula-
teur équipant typiquement les téléphones portables ou les cartes de développement type
Beagle-Bone®). Des cadences de l’ordre de la micro-seconde sont même atteintes sur
FPGA standard dans le cadre des travaux de Jerez et al. (2014) (système d’ordre 8).
A première vue, ces performances rendent envisageable la mise-en-œuvre de ces ou-
tils en embarqué. Il faut toutefois noter que le champ d’action des différentes solutions
logicielles citées ci-dessus est en pratique souvent limité et qu’il n’existe pas à ce jour
d’outils de commande prédictive universel.
4.2.3 Stabilité
En considérant les changements de régulateurs suffisamment lents, on peut estimer
les solutions de Bemporad et al. (2002) ou de Johansen, Petersen et Slupphaug
(2002), comme stables.
A l’inverse, les méthodes MPC ne disposent pas spontanément de garanties a priori
sur la stabilité de la solution. Plusieurs moyens existent pour y remédier, notamment par
l’ajout d’un coût terminal qui soit une fonction locale de Lyapunov, et en contraignant
l’état final à rester dans un sous-espace invariant (Michalska et D Q Mayne 1993 ;
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H. Chen et Allgöwer 1998 ; D. Mayne et al. 2000). Usuellement, le coût terminal
apporte un gain de performance, et n’ajoute pas de complexité. Cependant, la présence
de l’espace invariant terminal complique et la conception, et la résolution.
Une voie alternative consiste à omettre la contrainte et le coût terminal, tout en sup-
posant que l’état initial appartient à un sous-espace suffisamment étroit, et que l’horizon
de prédiction est suffisamment grand, pour assurer une stabilité asymptotique du contrô-
leur (Chmielewski et Manousiouthakis 1996 ; Primbs et Nevistić 2000 ; Limon
et al. 2006).
Pour une vision plus générale de la commande MPC, et en particulier des aspects
relatifs à la stabilité et à la robustesse, il est conseillé de se référer à l’ouvrage de Raw-
lings et David Q. Mayne (2009).
4.3 Problématique MS_SC : Résolution par LPV-MPC
4.3.1 Positionnement
En tenant compte des hypothèses 4.1 énoncées en introduction quant à la nature
dynamique et quadratique des fonctions de coûts énergétique et de satisfactions, nous
posons :
Ecsj
(
P bsj (t)
)
= z⊺ecj (t)zecj (t) (4.2)
Sci
(
P dic (t)
)
= z⊺sati(t)zsati(t) (4.3)
avec zsati(t) et zecj (t) des signaux respectivement associées à la satisfaction et au coût
de l’énergie, supposés décrits par les modèles dynamiques :
{
x˙ecj (t) = gecj
(
xecj (t), P
f
sj (t)
)
zecj (t) = hecj
(
xecj (t), P
f
sj (t)
)
(4.4)
{
x˙sati(t) = gsati
(
xsati(t), P
f
ci(t), P
b
ci(t)
)
zsati(t) = hsati
(
xsati(t), P
f
ci(t)
)
(4.5)
Le problème d’hybridation de sources PMS (voir MS_SC section 3.5) est formulé
en considérant la fonction de satisfaction (4.5) et les coûts énergétique (4.4).
Sous cette forme, la problématique de commande est celle de l’optimisation d’un sys-
tème non-homogène (i.e. P bc1(t), (4.6f) est un signal exogène), par un critère quadratique
défini pour un horizon fini (4.6) et en présence de contraintes sur l’état (4.6h), (4.6i),
(4.6j).
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Problème PMS Quadratique
min
νs(t)
JMS =
∫ t0+Tp
t0
(
γ1α1z
⊺
sat1
(t|t0)zsat1(t|t0)
+ γ2
∑
j∈Stot
MS
βsjz
⊺
ecj (t|t0)zecj (t|t0)
)
dt (4.6)
sous les contraintes :
P
f
s (t|t0) = gsrc
(
P
f
s (t0),νs(t|t0)
)
, (4.6a)
Es(t|t0) = gstk
(
Es(t0),νs(t|t0)
)
, (4.6b)
P fc1(t|t0) =
∑
j∈Stot
MS
P fsj (t|t0), (4.6c)
x˙ecj (t|t0) = gecj
(
xecj (t|t0), P
f
sj (t|t0)
)
, (4.6d)
zecj (t|t0) = hecj
(
xecj (t|t0), P
f
sj (t|t0)
)
, (4.6e)
x˙sat1(t|t0) = gsat1
(
xsat1(t|t0), P
f
c1(t|t0), P
b
c1(t)
)
, (4.6f)
zsat1(t|t0) = hsat1(xsat1
(
t|t0), P
f
c1(t|t0)
)
(4.6g)∑
j∈Stot
MS
P fsj (t|t0) ∈ Pc, (4.6h)
P
f
s (t|t0) ∈ Ps, (4.6i)
Es(t|t0) ∈ E
d
s , (4.6j)
Conformément à nos hypothèses, les fonctions gsrc (4.6a) et gstk (4.6b) sont nécessaire-
ment linéaires, et les espaces de contraintes Pc, Ps et Eds sont convexes. Notons aussi
que la notation « P fc1(t|t0) » souligne que le problème est sur un horizon glissant, et se
distingue d’un problème de synthèse hors-ligne.
Ce problème est donc à mettre en relation avec la problématique linéaire quadratique
sous contrainte (4.1). Sous l’hypothèse d’un espace de contraintes invariant, les outils
précédemment présentés (MPC, LQ contraint explicite) peuvent s’appliquer.
Nous avons toutefois cherché à développer notre propre outil fondé sur les théories
de la commande robuste pour plusieurs raisons. Premièrement, pour bénéficier de la li-
sibilité des codes engendrés, et des méthodologies de réglage maintenant bien connues.
Secondement, pour garantir une stabilité et une robustesse du système, sans nécessiter
une synthèse contraignante ou non-standardisée. Et enfin, pour obtenir une solution qui
s’accommode facilement des contraintes d’implémentation en temps réel.
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4.3.2 Principes du LPV-MPC
4.3.2.1 Objectifs
Soit système continu (linéaire ou non-linéaire) représenté par (4.7), avec les vecteurs
x(t) ∈ Rn, u(t) ∈ Rmu , d(t) ∈ Rmd et yp(t) ∈ Rpy désignant respectivement les si-
gnaux d’états, d’entrées de commande, d’entrées de signaux exogènes (perturbations ou
références) et de sorties mesurées.{
x˙(t) = F(x(t), u(t), d(t))
yp(t) = H(x(t), u(t), d(t))
(4.7)
On considère Nc contraintes réparties arbitrairement sur l’entrée ou l’état.
∀i ∈ {1, Nc} , ci ≤ Ci(x(t), u(t)) ≤ c¯i (4.8)
Admettons que : (A1) : Le système défini par (4.7) est contrôlable.
(A2) : Les signaux exogènes sont connus, ou prédits avec une précision « suffisante »,
sur l’horizon de temps glissant [t, t+ Tp].
Pour répondre à la problématique de commande de (4.7) sous les contraintes (4.8),
nous proposons dans (Fauvel, Claveau et Chevrel 2015a) un correcteur architecturé
en deux niveaux (Fig. 4.1b) tel que :
• La « Boucle de Régulation Paramétrée », ou le contrôleur de niveau 1 (L1), qui
assure au nominal, i.e. en dehors du régime des contraintes, stabilité et performance
(e.g. LQ/H2). Elle peut être à temps continu ou à temps discret, le plus important
étant qu’elle autorise une écriture déterministe de la boucle fermée. En conséquence,
il n’est pas nécessaire que les contraintes du processus soient traitées par ce niveau.
• La « boucle d’adaptation aux contraintes », ou contrôleur de niveau 2 (L2) modifie
en temps réel la valeur du paramètre de (L1) pour assurer le respect des diffé-
rentes contraintes. Ce contrôleur exploite les mesures disponibles en provenance
des niveaux inférieurs.
Sous un certain angle, cette approche s’apparente à combiner dans le contrôleur (L2)
les niveaux adaptation et optimisation de l’architecture hiérarchisée classique (Findei-
sen et al. 1980) (Fig.4.1a).
L’idée est de synthétiser un premier niveau de contrôle « rapide » mais non contraint
sous la forme d’un contrôleur Linéaire à Paramètres Variants (LPV). Puis d’ajouter un
niveau supplémentaire pour adapter en temps réel le paramètre.
L’objectif in fine n’est pas d’augmenter la précision ou la performance du système,
mais de modifier le comportement de la boucle fermée lorsqu’une violation de contrainte
est détectée. L’approche est prédictive au sens où le choix du paramètre se fonde sur
l’évaluation des contraintes sur un horizon futur glissant.
En déportant la gestion des contraintes dans une boucle de niveau supérieur, nous
recherchons deux avantages. Le premier est de garantir les propriétés de stabilité et de
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(a) Architecture de contrôle multi-niveaux (b) Architecture de contrôle 2-niveaux
Figure 4.1 – Comparaison de l’architecture LPV-MPC à une architecture hierarchique
robustesse du système, par le régulateur (L1). Le second, est de gérer les contraintes
par actualisation du/des paramètre(s) sur l’horizon et avec un pas adapté. L’idée est de
s’assurer que (L1) stabilise le processus en dépit de l’évolution paramétrique résultante.
4.3.2.2 Méthodologie de Synthèse
Afin de clarifier notre discours, la méthodologie de synthèse du régulateur se fera
sous l’hypothèse que le modèle du système (4.7) peut être ramené sous une forme LTI
ou LFT. Ce problème peut se résumer à la Figure 4.2a pour la synthèse de (L1), et à la
Figure 4.2b pour la synthèse de (L2). P désigne un modèle standard linéaire et invariant
dans le temps (LTI), et la forme LFT ∆k(θ) souligne l’utilisation d’un critère paramé-
tré. z(t) ∈ Rpz regroupe les signaux aux écarts à minimiser et w(t) ∈ Rmw des signaux
exogènes.
Pour construire le contrôleur LPV-MPC, les deux étapes suivantes sont suggérées.
Proposition 4.2 (Fauvel, Claveau et Chevrel (2015a)).
Etape 1 : Hors-ligne, concevoir un contrôleur explicite Σk(θ) défini par (4.9), et
dépendant du vecteur de paramètres θ(t) ∈ Rnθ (voir Figure 4.2a).
Σk(θ) = Fl(Σ¯k,∆k(θ))
= Σ¯11k + Σ¯
12
k ∆k(θ)(I − Σ¯
22
k ∆k(θ))
−1Σ¯21k
(4.9)
Où l’opérateur Fl(.) dénote la boucle LFT basse (Lower Linear Fractional Trans-
formation).
99
CHAPITRE 4. OUTILS DE RÉSOLUTION DES STRATÉGIES ÉNERGÉTIQUES
(a) Conception du contrôleur paramétré (L1) :
Modèle Standard
(b) Conception du contrôleur paramétré (L2) :
NMPC
Figure 4.2 – Schéma de Principe de la Synthèse LPV-MPC
On définit ∆k(θ) et Σ¯k(s) par :
∆k(θ) =


In1θ1
. . .
Innθ θnθ

 (4.10)
Σ¯k(s) =
[
Σ¯11k (s) Σ¯
12
k (s)
Σ¯21k (s) Σ¯
22
k (s)
]
(4.11)
tel que les dimensions des sous-parties de Σ¯k(s) soient appropriées.
Le contrôleur Σk(θ) est conçu tel que :
(a) le contrôleur Σk(0) = Fl(Σ¯k,∆k(0)) soit le « meilleur » (au sens du concep-
teur) régulateur pour (4.7) à l’intérieur de l’espace de contrainte. Il sera qua-
lifié de contrôleur nominal et noté Σk0 .
(b) Σbf (θ), la boucle fermée du système est stable pour tout vecteur θ(t) tel que
θ(t) ∈ [θ; θ¯] (4.12)
Etape 2 : En considérant θ(t) comme la nouvelle variable de contrôle du système
Σbf (θ), calculer en ligne le vecteur de paramètres permettant de rester dans l’es-
pace de contraintes (4.8) en s’appuyant sur la connaissance des signaux prédits
(voir (A2)) .
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Notons qu’il est ici implicitement suggéré de formuler le critère de performance via
une méthodologie H2 / H∞ (i.e. minimisation de ‖Tzw‖2,∞), en supposant au préalable
que le système puissent s’approximer par un modèle LTI ou LPV (Linear Parametric Va-
rying). Cette approche peut bien entendu être généralisée, en impliquant d’autres types
de contrôle.
4.3.3 Conception de la stratégie d’Hybridation
Dans le contexte de la problématique d’hybridation de sources, nous proposons de
résoudre le problème d’optimisation linéaire quadratique contraint (4.6) par application
de la méthodologie LPV-MPC. La conception des deux niveaux de régulation dans ce
contexte est présentée ainsi que la mise en œuvre algorithmique.
4.3.3.1 Conception du contrôleur paramétré L1 : ΣMS(θ) (Etape 1)
La première étape de la méthodologie LPV-MPC consiste donc à poser et résoudre
un problème de commande faisant à la fois « sens », et amenant à la synthèse d’un ré-
gulateur paramétré robuste. Dans le contexte énergétique, une idée est de partir de la
problématique initiale pour constituer un problème LQ paramétré. Le choix du paramètre
doit créer un lien compréhensible entre sa valeur et les variables contraintes (puissances
sources, énergies sources et puissance client).
Posons alors βsj (θsj ) = βsj − θsj , où θ = {θsj}j∈StotMS ∈ R
ntots est notre vecteur de
paramètres, et dérivons du critère initial (4.6) une nouvelle fonction objectif, JMS(θ)
telle que chacun des coefficients θi pénalise une source d’énergie dans le critère.
JMS(θ) =
∫
∞
t0
(
α1z
⊺
sat1
(t)zsat1(t) +
∑
j∈Stot
MS
βsj (θsj )z
⊺
ecj (t)zecj (t)
)
dt (4.13)
A partir de ce nouveau critère, et sur la base des équations d’évolution des modules
énergétiques (4.6a), le problème de synthèse du contrôleur (L1) est défini par :
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Problème PL1MS
min
νs(t)
∫
∞
t0
(
γ1α1z
⊺
sat1
(t)zsat1(t) + γ2
∑
j∈Stot
MS
βsj (θsj )z
⊺
ecj (t)zecj (t)
)
dt (4.14)
sous les contraintes :
x˙ecj (t) = gecj
(
xecj (t), P
f
sj (t)
)
, (4.14a)
zecj (t) = hecj
(
xecj (t), P
f
sj (t)
)
, (4.14b)
x˙sat1(t) = gsat1
(
xsati(t), P
f
c1(t), P
b
c1(t)
)
, (4.14c)
zsat1(t) = hsat1(xsat1
(
t), P fci(t)
)
, (4.14d)
P
f
s (t) = gsrc
(
P
f
s (t0),νs(t)
)
, (4.14e)
P fc1(t) =
∑
j∈Stot
MS
P fsj (t), (4.14f)
Une première idée pour élaborer ce contrôleur est d’appliquer directement une méthode
de synthèse de contrôleur LPV (Linear Parametric Varying) (Shamma 2012 ; Chevrel
2007). Certaines de ces approches étendent le principes de l’optimisation d’un problème
standard H2 / H∞ (Zhou, J.C. Doyle et Glover 1996) au cas des systèmes LPV
(e.g. Apkarian, Gahinet et Becker (1995)).
Une seconde approche consiste à construire le régulateur solution par séquençage puis
interpolation. Ce procédé à l’avantage d’être pragmatique mais nécessite une analyse a
posteriori pour évaluer des conditions sur l’amplitude et la vitesse de variation de θ (cf.
e.g. Bouali, Yagoubi et Chevrel 2008) garantissant stabilité et robustesse.
Remarque 4.3. La conception du régulateur (L1) par résolution d’un problème quadra-
tique paramétré, telle que nous venons de la présenter, correspond à la conception par
modèle standard (Fig. 4.2a), pour w = P bc1(t), u = νs(t), z =
[
zsat(t)
zec(t)
]
, y un retour
d’état, et Fl
(
P,∆P (θ)
)
l’équivalence fréquentielle du problème quadratique.
4.3.3.2 Conception du contrôleur L2 (Etape 2)
Une fois le contrôleur ΣMS(θ) obtenu nous devons concevoir le second niveau de com-
mande dont l’objectif est le contrôle du paramètre θ(t) en temps réel. Comme suggéré
dans la Figure 4.2b, une solution typique est de se référer à un algorithme NMPC (Non-
linear Model Predictive Control). Pour rappel, le contrôler ΣMS(θ) s’écrit sous la forme
LFT Fl
(
Σ¯MS(s),∆MS(θ)
)
(voir (4.10)).
Le comportement en boucle fermé du processus par Σ¯MS est modélisé par le système
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dynamique GbfL1(s) dont l’état X
bf
L1(t) s’écrit :
XbfL1(t) =
[
xsrc(t) xstk(t) xec(t) xsat(t) xMS(t)
]
(4.15)
Avec xMS(t) le vecteur d’états de Σ¯MS , xsrc(t), xstk(t), xec(t) et xsat(t) respectivement
les états des fonctions (4.14a), (4.14c), (4.14e) contenues dans le problème de synthèse
de (L1).
Soit [t0, t0 + Tp] l’intervalle d’optimisation, on pose Y (t|t0) le vecteur contenant les
signaux prédits sur l’horizon d’optimisation, tel que Y (t0) soit une donnée d’entrée du
problème.
Y (t|t0) =
[
P fs (t|t0) Es(t|t0) P
f
c1(t|t0) X
cl
L1(t|t0) yθ(t|t0)
]
(4.16)
Le contrôleur (L2), dans le contexte de la problématique d’hybridation, est défini
comme la solution au problème d’optimisation suivant :
Problème PL2MS
min
θ(t)
Jθ =
t0+Tp∫
t0
θ(t)T θ(t)dt (4.17)
sous les contraintes :
Y (t|t0) = G
bf
L1
(
XbfL1(t0), uθ(t|t0), P
b
c (t)
)
(4.17a)
uθ(t|t0) = ∆MS(θ)yθ(t|t0) (4.17b)
θi ≤θi(t) ≤ θ¯i, ∀i ∈ {1, nθ} , (4.17c)
γ
i
≤θ˙i(t) ≤ γ¯i, ∀i ∈ {1, nθ} , (4.17d)
P fc1(t|t0) ∈ Pc, (4.17e)
P
f
s (t|t0) ∈ Ps, (4.17f)
Es(t|t0) ∈ E
d
s , (4.17g)
Ce problème présente un coût quadratique, et des contraintes non-linéaires, induites
par la forme LPV du contrôleur (L1). Il s’agit donc d’un problème compliqué à résoudre.
Il peut s’analyser de la façon suivante :
GbfL1 prédit le comportement en boucle fermée des sources. (4.17b) est une relation
non-linéaire liant le signal de contrôle du processus, aux sorties mesurées et à la variable de
décision du problème θ(t). Les contraintes sur l’amplitude (4.17c) et la variation (4.17d)
de θ sont ajoutées pour satisfaire les conditions de stabilité et de robustesse exigées
par (L1). Enfin, on retrouve les contraintes énergétiques du problème initiale (4.6h),
(4.6i), (4.6j).
103
CHAPITRE 4. OUTILS DE RÉSOLUTION DES STRATÉGIES ÉNERGÉTIQUES
On note que la solution de ce problème en l’absence de contraintes est bien θ = 0,
nous garantissant ainsi que la stratégie nominale Σ¯MS est opérée à l’intérieur de la zone
de contrainte.
Remarque 4.4. La correspondance entre le schéma de principe de la Figure 4.2b et
le problème d’optimisation de (L2) s’obtient en posant d = ∅, r(t) = P bc1(t), yp =[
P
f
s (t0) Es(t0)
]
et u = νs(t).
Au jour d’aujourd’hui, le contrôleur (L2) a pour vocation à être implémenter en temps
discret (problème NMPC). Afin de simplifier la résolution en ligne du problème (4.17), il
nous parait judicieux de figer θ(t) à une valeur constante par morceaux pour chaque pas
de temps, i.e. pour un échantillonnage Tθ de (L2), on suppose θ(t) = θk pour t = kTθ,
k ∈ N et θk ∈ Rnθ constant. Ainsi, le problème d’optimisation peut se réécrire sous sa
forme discrétisée (voir (4.33)).
4.3.3.3 Vers une mise en œuvre temps réel
On se projette dans le contexte d’une mise en pratique avec contraintes temps réel,
notamment des périodes d’actualisation pour le signal de commande issu de (L1), fixes
et potentiellement rapides.
L’échantillonnage de la commande du processus νs(t) est réalisée avec un pas de
δt tandis que le paramètre θ(t) est actualisé par (L2) tous les Tθ. Les choix de concep-
tion pour (L1) induisent des garanties dont le système bénéficie pour tout pas δt. La
valeur de Tθ est à calibrer suivant l’horizon de prédiction Tp et les capacités de calculs du
processeur embarqué. Pour une actualisation rapide de θ(t) le contrôleur (L2) gagne en
flexibilité pour maintenir le système dans sa zone de contrainte, cependant la complexité
numérique croit. A l’inverse, un pas trop lent, mène vers une sous-optimalité, et un risque
de voir le contrôleur (L2) anticiper le passage d’une contrainte trop tôt.
Pour terminer, nous souhaitons donner une idée de la stratégie algorithmique à em-
barquer.
Algorithme 1 : Principe de Contrôleur Temps Réel
Contrôleur L1 : à t = kδt
Data : P bc1(t), θ
Calculer P bs (t) grâce à Σk(θ)
return P bs (t)
Contrôleur L2 : à t = kTθ
Data : Y (t0), P bc1(t), ∀t ∈ [t0, t0 + Tp]
Optimiser θ selon (4.17)
return θ
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4.3.4 Cas d’étude illustratif
Afin d’aider à la compréhension nous appliquons la stratégie que nous venons de dé-
tailler à l’exemple illustré dans le chapitre précédent (section 3.5.4).
Pour rappel, nous considérons deux sources et un client connectés par le biais d’un
nœud d’hybridation. On approxime le coût de l’énergie par la fonction quadratique (4.18)
où psj d’écrit le « prix du kilowatt ». La satisfaction est modélisée comme l’intégrale
au carrée de l’erreur entre la puissance totale fournie au client P fc1(t) et la puissance
demandée par le client P bc (t0) (4.19).
Ec
(
P fsj (t)
)
= psj
(
P fsj (t)
)2 (4.18)
S
(
P fc1(t)
)
= z2sat(t) (4.19)
avec
z˙sat(t) = P
b
c1(t)−
∑
j∈SN
P fsj (t) (4.20)
Les comportements dynamiques des sources sont modélisés par des premiers ordres (4.21)
avec τs1 = 0.01s et τs2 = 0.001s. Les prix sont fixés : ps1 = 1, ps2 = 8, ainsi que la puis-
sance maximale de production Pmaxs1 = 20W et P
max
s2 = 26W . Le client est modélisé sans
dynamique (i.e. gain unitaire) ni contraintes.
x˙src1(t) =
−1
τ1
xsrc1(t) +
1
τ1
νs1(t), x˙src2(t) =
−1
τ2
xsrc2(t) +
1
τ2
νs2(t), (4.21)
P fs1(t) = xsrc1(t), P
f
s2(t) = xsrc2(t) (4.22)
4.3.4.1 Synthèse de (L1)
Pour la synthèse du correcteur ΣMS
(
θ
)
, on construit le problème d’optimisation pa-
ramétré (4.23) selon la méthode précédemment présentée, tel que θ(t) =
[
θs1(t)
θs2(t)
]
, et en
choisissant pour pondérations : α1 = 80, βsj = 1. Pour simplifier la résolution de (L2),
on diminue le nombre de variable de décision en imposant le changement de variable
θs2(t) = −θs1(t).
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Problème PL1MS : cas d’illustration
min
νs(t)
∫
∞
t0
(
α1z
2
sat1(t) +
∑
j∈Stot
MS
βsj (θsj )psj
(
P fsj (t)
)2)
dt (4.23)
sous les contraintes :
x˙src1(t) =
−1
τ1
xsrc1(t) +
1
τ1
νs1(t), (4.23a)
P fs1(t) = xsrc1(t), (4.23b)
x˙src2(t) =
−1
τ2
xsrc2(t) +
1
τ2
νs2(t), (4.23c)
P fs2(t) = xsrc2(t), (4.23d)
P fc1(t) = P
f
s1(t) + P
f
s2(t), (4.23e)
0 = xecj (t)− P
f
sj (t) (4.23f)
z˙sat1(t) = P
b
c (t)− P
f
c1(t), (4.23g)
(4.24)
ΣMS
(
θ
)
est obtenu par séquençage puis interpolation de la solution du problème
d’optimisation, pour θs1 ∈ [0, 3.8] :
νs(t) =
[
K11
(
θ
)
K12
(
θ
)
K13
(
θ
)
K21
(
θ
)
K22
(
θ
)
K23
(
θ
)]

xsat1(t)xsrc1(t)
xsrc2(t)

 (4.25)
Où
K11
(
θ
)
= 1.253× θ4 −2.854× θ3 +3.359× θ2 −10.083× θ +25.303 (4.26)
K12
(
θ
)
= −0.007× θ4 +0.018× θ3 −0.027× θ2 +0.085× θ −0.224 (4.27)
K13
(
θ
)
= −0.012× θ4 +0.003× θ3 −0.003× θ2 +0.010× θ −0.025 (4.28)
K21
(
θ
)
= −0.001× θ4 +0.002× θ3 −0.093× θ2 +1.115× θ +4.081 (4.29)
K22
(
θ
)
= 0.001× θ2 −0.011× θ −0.033 (4.30)
K33
(
θ
)
= −0.001× θ −0.004 (4.31)
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4.3.4.2 Synthèse de (L2)
Posons GbfL1 le modèle de la boucle fermée constituée par ΣMS
(
θ
)
et le système de
synthèse défini par les relations dynamiques (4.23e)-(4.23f). On a :
XbfL1(t) =
[
xec1(t) xec2(t) xsat1(t) xsrc1(t) xsrc2(t)
]
(4.32)
Le correcteur (L2) est calculé en ligne par optimisation du problème (4.33) formulé à
temps discret. On choisi pour cette illustration θ(t) continu par morceaux avec tk les
instants de saut et Tθ =
Tp
Nθ
une période d’actualisation, tel que tk = t0 + kTθ pour
k ∈ J1;NθK, et θ(τ) = θk pour τ ∈ [tk−1, tk].
Dans le cadre de cette exemple on posera Nθ = 3.
min
θk
Jθ = Tθ
Nθ∑
k=1
θ⊺kθk (4.33)
sous les contraintes :
∀k ∈ J1;NθK, τ ∈ [tk−1; tk] (4.34)
Y (τ |t0) = G
bf
L1
(
XbfL1(t0), uθ(τ |t0), P
b
c1(τ)
)
(4.34a)
uθ(τ |t0) = ∆k
(
θk
)
× yθ(τ |t0) (4.34b)
0 ≤θk1 ≤ 3.8, (4.34c)
P fc1(τ |t0) ∈ Pc, (4.34d)
P fs1(τ |t0) ∈ Ps1 , (4.34e)
P fs2(τ |t0) ∈ Ps2 , (4.34f)
Es1(τ |t0) ∈ E
d
s1 , (4.34g)
Es2(τ |t0) ∈ E
d
s2 , (4.34h)
Ce problème non-linéaire est résolu par une méthode d’optimisation type « point-
intérieur » via la fonction fmincon de Matlab. Dans l’esprit d’une commande sur horizon
glissant (e.g. MPC), seule la première valeur de la solution optimale (i.e. θ(t1)) est ap-
pliquée comme commande sur (L1) pour une durée Tθ.
4.3.4.3 Résultats
Le système avec ses correcteurs est simulé pour un scénario de demande client défini
comme une succession d’échelons.
On compare (Fig. 4.3a) et (Fig. 4.3b) la sortie de chaque source suivant deux stra-
tégies : la nominale, obtenue pour θ = 0 ; et l’optimal, obtenue pour θ calculé à partir
du problème (4.33). On constate que la stratégie nominale exploite la source la moins
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(a) Puissance demandée par le client versus
puissance fournie par la source 1
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puissance fournie par la source 2
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(c) Puissance demandée par le client versus
puissance totale fournie
0 5 10 15 20
0
40
80
120
160
200
Temps [s]
Pu
is
sa
nc
e 
[W
]
 
 
0
3
6
9
12
15
θEs1
d
 nom.
E
s2
d
 nom.
E
s1
d
 pred.
E
s2
d
 pred.
θ
(d) Energie disponible sur les sources
chère pour satisfaire la demande mais viole la contrainte de puissance pour la source 1.
En optimisant θ, le ratio de distribution entre les sources évolue tel que la contrainte
soit validée. Cette modification impacte légèrement le temps de réponse de la puissance
générée (Fig. 4.3c) mais n’induit pas d’erreur statique.
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4.4 Problématique SS_MC : Approche Combinatoire
4.4.1 Positionnement
4.4.1.1 Motivations
Le plus souvent, les clients sont des systèmes matériellement éloignés du système
énergétique, pour lesquels une maitrise directe de leur consommation est parfois impos-
sible. Pour cette raison, il peut être avantageux de laisser une autonomie énergétique aux
clients, et d’influencer indirectement leur consommation par la modulation de signaux
annexes (e.g. le prix de l’énergie dans un Smart-Grid (Saad et al. 2012)).
Dans la lignée de la distribution d’énergie par homothétie des besoins (voir sec-
tion 3.6.2.3), et sur la base de cette réflexion, nous suggérons une approche pragmatique
basée sur un contrôle des clients par configurations.
Définition 4.5 (Configuration).
Pour un client, sa stratégie (heuristique, commande optimale, etc.) et ses paramètres de
réglages internes, ayant un impact sur l’énergie consommée, et sur sa performance, sont
mutualisés sous la dénomination de configuration.
L’intérêt des configurations par rapport à un contrôle directe de la consommation
par le système énergétique est double. Tout d’abord, elle apporte une certaine garantie
quant-à l’efficacité de la commande puisque celle-ci est directement calculée par le client,
et peut donc s’appuyer sur une mesure plus fine des interactions avec l’environnement.
Secondement, ce mode de contrôle offre la possibilité au concepteur d’implémenter
pour un même client plusieurs configurations avec des niveaux de consommation d’énergie
différents, tel que pour chacune d’elles le service est assuré d’un comportement détermi-
niste et pertinent (tout du moins, en l’absence d’une défaillance majeure sur le système).
Ces principes existent déjà en domotique ou bien dans le domaine automobile. Par
exemple, dans une habitation, le système de chauffage est souvent associé à trois états :
« confort », « économique », « hors-gel », et pour des véhicules récents les modes « sport »,
« normal » et « économique » sont parfois disponibles.
L’élaboration d’une telle stratégie de gestion est compatible avec l’architecture des
nœuds mono-source/multi-clients, si l’on suppose que :
Hypothèse 4.6. Chaque client i intègre nCi configurations, classées par niveaux de sa-
tisfaction et d’énergie décroissants, qui génèrent nCi demandes P
b
ci(t) sur un horizon
[t0, t0 + Tp].
On notera Ckci la k
ième configuration.
Par la suite, nous emploierons le vocabulaire suivant :
Définition 4.7 (Vocabulaire lié aux configurations).
• Un jeu de configurations désigne un ensemble dénombrable de configurations non-
similaires conçues pour un même client,
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• deux configurations sont similaires, si leur couple demande d’énergie/satisfaction
sont égaux pour un même scénario,
• une configuration nominale est la configuration qui garantie la satisfaction maxi-
male d’un système, pour un scénario donné.
Pour terminer, l’ensemble des demandes Pbci et l’ensemble des satisfactions Sci mo-
délisés comme des arbres où chaque branche définie un choix de configuration.
Ainsi, le nouveau signal de besoin communiqué au nœud est :
(b)•ci :=
{
Pminci , P
max
ci ,P
b
ci(t),Sci(t)
}
(4.35)
4.4.1.2 Problème Combinatoire
Soit [t0, t0+Tp], l’intervalle d’optimisation de la problématique de concurrence. Sup-
posons tout d’abord que tous les clients du nœud actualisent leur configuration à des
instants tk synchronisés, de période Tλ. L’intervalle d’optimisation est alors segmenté en
Nλ sous-intervalles Tk, de largeur Tλ =
Tp
Nλ
, tel que pour chaque Tk la configuration du
client est fixe.
∀k = J1;NλK, tk = t0 + kTλ et Tk = [tk−1, tk] (4.36)
Soit Ci le jeu de nCi configurations du client i, on pose Λci =
(
{Ckci}J1;NλK|C
k
ci ∈ Ci
)
l’ensemble des séquences de configuration possible sur l’intervalle d’optimisation.
On note g˜clti la relation liant la consommation de puissance d’un client, et le choix
d’une séquence λci ∈ Λci telle que :
P cci(t|t0) = g˜clti
(
(t|t0), λci
)
(4.37)
La fonction coût de l’énergie est modélisée comme pour la problématique d’hybrida-
tion, par une fonction dynamique (voir (4.4)), tandis que la satisfaction Sci
(
(t|t0), λci
)
devient une fonction de la configuration.
En considérant ces notations, les hypothèses du chapitre, et en notant λ et Λ les
listes contenants respectivement les séquences de configurations λci et les ensembles de
séquences possibles Λci , le problème de concurrence de clients (voir SS_MC, section 3.6)
s’énonce :
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Problème PMC
min
λ∈Λ
∫ t0+Tp
t0
(
γ1
∑
i∈Ctot
MC
αiS¯ci
(
λci , (t|t0)
)
+ γ2βs1z
⊺
ec1(t|t0)zec1(t|t0)
)
dt (4.38)
sous les contraintes :
P cs1(t|t0) =
∑
i∈Ctot
MC
P cci(τ |t0), (4.38a)
P
c
c (t|t0) = g˜clt
(
(t|t0),λ
)
, (4.38b)
x˙ec1(t|t0) = gec1
(
xec1(t|t0), P
f
s1(t|t0)
)
, (4.38c)
zec1(t|t0) = hec1
(
xec1(t|t0), P
f
s1(t|t0)
)
, (4.38d)
Es1(t|t0) = gstk1
(
Es1(t0), P
c
s1(t|t0)
)
, (4.38e)
P
c
c (t|t0) ∈ Pc, (4.38f)
P cs1(t|t0) ∈ Ps, (4.38g)
Es1(t|t0) ∈ E
d
s1 , (4.38h)
Sous l’hypothèse 4.6 qui introduit le contrôle des clients par les configurations, on
note que le problème d’optimisation de la stratégie de concurrence change de nature. La
nouvelle variable de décision appartient à un ensemble fini et discret, le problème d’op-
timisation est donc un problème combinatoire. Trouver une solution à un tel problème
est en principe facile, la méthode la plus triviale étant de calculer le coût de chaque so-
lution et de sélectionner la « moins chère » qui satisfait les contraintes. Pour nous aider
à optimiser efficacement ce problème, nous recommandons de se référer à la théorie de
l’optimisation combinatoire (Wolsey 1998).
Ce nouveau problème soulève à notre sens deux questions : 1) Comment construire
génériquement un ensemble de configurations. 2) Comment user au mieux des propriétés
énergétiques du système pour obtenir la meilleure séquence de configurations pour chaque
client.
La notion de configuration est très large, et englobe plusieurs méthodes de synthèse.
Dans le paragraphe 4.4.2, nous proposons deux méthodes de synthèses pour des ensembles
de configurations basés soit sur un suivi de trajectoire, soit sur la minimisation d’un coût
quadratique.
Puis dans le paragraphe 4.4.3, la résolution de la problématique de concurrence par
un algorithme de Branch and Bound est envisagée. Plusieurs propriétés intéressantes sont
mises en avant pour améliorer le calcul des bornes.
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4.4.2 Construction d’un jeu de Configurations
4.4.2.1 Généralités
Soit un système dynamique linéaire (Σp) représenté par le modèle d’état (4.39), où
xp(t) ∈ R
n défini l’état du système, up(t) ∈ Rmu sa commande et yp(t) ∈ Rpy sa sortie
mesurée. (
Σp
){ x˙p(t) = Apxp(t) +Bp2up(t) +Bp1wp(t)
yp(t) = Cpxp(t)
(4.39)
Ce système est soumis à une activité, représentée par un scénario wp(t) connu sur un
horizon de temps [t0, t0 + Tp] glissant.
En général, la construction d’une configuration peut se réaliser sur la base d’un cahier
des charges, ou bien de l’expertise du concepteur. Toutefois, nous présentons ici deux mé-
thodes pour construire génériquement un jeu de configurations, dans le cas des systèmes
linéaires.
4.4.2.2 Sur la base des signaux de référence
En premier lieu, supposons qu’à partir de wp(t), on puisse calculer une trajectoire de
référence yref (t) pour la sortie yp(t), qui maximise les performances du système et est
connue sur l’horizon [t0, t0 + T0].
Puis en second lieu, posons (Σk), le régulateur dynamique linéaire satisfaisant les objectifs
de conception, modélisé par (4.40), où y¯(t) = yref (t) désigne une consigne à suivre.
(
Σk
){ x˙k(t) = Akxk(t) +Bk2u(t) +Bk1y¯(t)
up(t) = Ckxk(t) +Dk2u(t) +Dk1y¯(t)
x(0) = x0 (4.40)
Alors, le contrôleur (Σk) et la consigne y¯(t) forment une configuration de (Σp) notée C0ec.
Pour construire une nouvelle configuration non-similaire, nous proposons de conserver
le régulateur initial et de modifier uniquement le signal de consigne y¯(t).
Proposition 4.8. Soit δy ∈ Rp un vecteur non-nul, alors l’association du régulateur
(Σk) et du signal de référence y¯(t) = yref (t)− δy forme une configuration non-similaire
avec la configuration C0ec.
En générant plusieurs biais de valeurs distinctes, on est en mesure de créer un jeu de
configurations.
Corollaire 4.9. Soit une suite Dy = {δy0, δy1, . . . , δyl}, tel que pour tout δyi de Dy :

δyi ∈ R
p,
δyi 6= δyj , ∀δyj ∈ Dy \ {δyi}
δy0 = O
p
(4.41)
Alors, l’ensemble des l + 1 configurations obtenues par application de la proposition 4.8
pour chacun des éléments de Dy constitue un jeu de configurations pour le système (Σp).
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4.4.2.3 Sur la base d’un Critère Quadratique
Grâce à leur critère explicite, les méthodes de commande optimale offrent un moyen
de conception pragmatique. La formulation LQ notamment, souligne clairement le com-
promis entre l’énergie (au sens H2) réservée à la commande et l’énergie attribuée aux
performance (voir annexes (132)).
Considérons à nouveau le système (Σp) et supposons cette fois-ci qu’une configuration
du système est définie par le régulateur linéaire Klq solution du problème de commande
quadratique suivant :
minimise
up(t)
∫ t0+Tp
t0
x⊺p(t)Q0xp(t) + u
⊺
p(t)R0up(t)dt
sujet à x˙p(t) = Apxp(t) +Bp2up(t) +Bp1wp(t)
(4.42)
Tel que :
Q0 = Q
⊺
0 ≥ 0, R0 = R
⊺
0 > 0 (4.43)
Cette configuration sera notée C0lq.
Sans donner de consigne particulière, on pourra employer la forme standard pour
construire ce problème à partir du modèle (Σp) et d’éventuelles objectifs de performances.
Notons aussi qu’une trajectoire de référence peut être contenue sous la forme d’un modèle
exogène dans le problème.
Pour construire génériquement les autres configurations, nous proposons de conser-
ver la structure du problème linéaire quadratique (4.42) et de moduler uniquement les
pondérations statiques du critère par un vecteur v ∈ Rmu . L’objectif est de conserver un
sens pragmatique, tout en construisant des configurations non-similaires.
Proposition 4.10. Soit v ∈ Rmu un vecteur de paramètres vi non-nul on pose Q = Q0(v)
et R = R0(v) les nouvelles pondérations déduite de Q0 et R0.
Alors, la solution au problème linéaire quadratique (4.10) définie une configuration pour
(Σp) non-similaire avec la configuration C0
minimise
up(t)
∫ t0+Tp
t0
x⊺p(t)Qxp(t) + u
⊺
p(t)Rup(t)dt
sujet à x˙p(t) = Axp(t) +Bp2up(t) +Bp1wp(t)
En itérant la proposition avec des vecteurs v différents, nous sommes en mesure de
générer un jeu de configurations.
Corollaire 4.11.
Soit une suite Dv = {v0, v1, . . . , vl}, tel que pour tout vi de Dv :

vi ∈ R
mu ,
vi 6= vj , ∀vj ∈ Dv \ {vi}
v0 = O
p
(4.44)
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Alors, l’ensemble des l+ 1 configurations obtenues par application de la proposition 4.10
pour chacun des éléments de Dv constitue un jeu de configuration pour le système (Σp).
En raisonnant habilement sur les variations de v, il est possible de construire un jeu
présentant des niveaux d’énergie consommée nettement différents, tout en garantissant
que les fonctionnalités du système sont toujours présentes dans l’objectif de commande.
4.4.3 Optimisation des Configurations (Branch and Bound)
Dans cette section, un algorithme de Branch and Bound est mis en place pour la
résolution de la problématique de concurrence combinatoire. Pour faciliter la lecture,
l’algorithme n’est pas présenté directement pour le problème (4.38) mais pour un pro-
blème combinatoire générique (4.45).
Afin d’aborder progressivement la logique de l’algorithme, la présentation est réalisée
en deux temps. Tout d’abord on modélise et résout le cas d’un seul client, en soulignant
les propriétés d’intérêt pour améliorer la vitesse de convergence. Puis, une extension au
cas multi-clients est proposée.
4.4.3.1 Modèle du Problème
Soit un client disposant d’un jeu de configuration Cci =
{
C1ci , . . . , C
p
ci
}
. Pour un inter-
valle d’optimisation [t0, t0+Tp] segmenté en Nλ sous-intervalles Tk (voir (4.36)), le client
applique une configuration λki pour chacun des Tk. La séquence des configurations sur
l’horizon complet d’optimisation est définie par λ = {λ1, . . . , λNλ} ∈ Λ.
On pose E
(
λ
)
l’évaluation de l’énergie dépensée par le client suivant la séquence λ, et
P
(
λ
)
la puissance consommée. Soit F (λ), une fonction dynamique modélisant l’objectif
de commande, et E¯ et P¯ respectivement l’énergie disponible et la puissance maximale
sur l’intervalle d’optimisation.
Le problème consistant à maximiser F (λ) sous la contrainte d’une puissance et d’une
énergie limitée, est un problème d’optimisation combinatoire noté POc. Sa formulation
est donnée par (4.45).
minimise
λ∈Λ
S(λ) (4.45)
sujet à E(λ) ≤ E¯ (4.45a)
P (λ) ≤ P¯ (4.45b)
(4.46)
Cette classe de problème, très rencontrée en recherche opérationnelle (e.g. problème
du voyageur) peut en principe se résoudre par énumération (Wolsey 1998) . Dans le cas
présent, on dénombre
(
p
)Nλ séquences λ. Donc, pour un jeu avec p = 6 configurations,
et Nλ = 4 sous-intervalles, on compte 1296 séquences à analyser. Devant la croissance
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explosive des possibilités il préférable de recourir à un algorithme de recherche comme le
Branch and Bound.
4.4.3.2 Post-traitement : simplification et analyse des propriétés
Définition 4.12. Soit σ =
{
λ∗1, λ
∗
2, . . . , λ
∗
i
}
une séquence de i configurations prédéfinies.
On note
i) Λσ le sous ensemble de Λ dont les i premières configurations sont données par σ
Λσ =
{
λ ∈ Λ : λ =
{
λ∗1, λ
∗
2, . . . , λ
∗
i , λi+1, . . . , λNa
}}
(4.47)
ii) POσ le problème d’optimisation défini par :
POσ :


zσ = max
λ∈Λσ
S(λ)
sujet à E(λ) ≤ E¯
P (λ) ≤ P¯
iii) PORσ une relaxation de POσ tel que
PORσ :
{
zRσ = max
x∈Λσ
S(λ)
iv) z¯σ une upper bound (UB) de POσ et
¯
zσ une lower bound (LB).
v) Zσ l’ensemble des solutions réalisable de POσ
Zσ =
{
S(λ) : λ ∈ Λσ, E(λ) ≤ E¯ et P (λ) ≤ P¯
}
(4.48)
Des propriétés très intéressantes peuvent être énoncées si le jeu de configuration Cci
est ordonnée par niveaux d’énergie et de satisfaction croissants (e.g. la configuration p
est la configuration nominale).
On pose λnσ =
{
λ∗1, λ
∗
2, . . . , λ
∗
i , C
p
ci , . . . , C
p
ci
}
et λ0σ =
{
λ∗1, λ
∗
2, . . . , λ
∗
i , C
1
ci , . . . , C
1
ci
}
deux
séquences de configurations particulières.
Propriété 4.13. Si Cci est un jeu de configuration ordonnée par niveau d’énergie croissant,
alors λnσ est la solution de PO
R
σ .
Démonstration. Si le jeu est ordonné par énergie et satisfaction croissante alors Cpci est la
configuration apportant une satisfaction maximale pour tout scénario, donc notamment
durant les sous-intervalles Tk.
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Trivialement, on déduit que si E(λnσ) ≤ E¯, et P (λ
n
σ) ≤ P¯ , alors λ
n
σ est une solution
optimale de POσ. Et donc, zσ = z¯σ = S(λ
n
σ).
Propriété 4.14. Si Cci est un jeu de configuration ordonnée par niveau d’énergie croissant
alors POσ admet une solution si et seulement si E(λ0σ) ≤ E¯ et P (λ
0
σ) ≤ P¯ .
Démonstration. λ0σ est inclus dans Λσ, E(λ
0
σ) ≤ E¯ et P (λ
0
σ) ≤ P¯ donc λ
0
σ est une solution
de POσ (i.e. Zσ 6= ∅)
Pour un jeu ordonné λ0σ est la séquence de Λσ consommant le moins d’énergie. Par
conséquent, pour tout λ′σ ∈ Λσ \ {λ
0
σ}, si E(λ
0
σ) > E¯ on a E(λ
′
σ) > E¯, et donc Zσ = ∅
Dans la pratique, vérifier la faisabilité de POσ par la propriété 4.14 est un moyen de
tester une première lower bound zσ = S(λ
0
σ). Cette remarque sera utilisée dans l’heuris-
tique de recherche.
4.4.3.3 Résolution de PO
Pour résoudre le problème PO, nous avons développé une heuristique sur le principe
de Branch and Bound. Pour rappel, il s’agit de progresser vers la solution optimale en
alternant une phase de séparation (Branch), et une phase d’évaluation (Bound). En sub-
stance, la séparation isole un sous-ensemble des solutions et l’évaluation recherche une
lower bound (LB) et une upper bound (UB) sur ce dernier. En fonction des résultats,
l’heuristique marque le sous-problème comme optimal (i.e. on connait la meilleure solu-
tion du sous-ensemble), infaisable (i.e. aucune solution possible), ou bien limite 1 (i.e. ne
peut pas contenir la solution optimale du problème initial). Si aucune conclusion n’est
possible, le problème est conservé en mémoire pour être, dans un second temps, à nou-
veau séparé et évalué.
L’algorithme que nous mettons en avant est présenté en totalité par la Figure 4.4.
Les notations sont définies par la Définition 4.12. La variable L mémorise les problèmes
non marqués. Les étapes notoires sont décrites dans les paragraphes suivants.
Marquage Le statut des problèmes POσ s’obtient en général par l’examen comparatif
des bornes ((LB) et (UB)). Ici, on s’appuie sur les propriétés 4.13-4.14 pour inclure de
nouvelles règles. En posant z la borne inférieur du problème global, on admet que :
• si z¯σ < z, alors POσ est marqué limite
• si E(λnσ) ≤ E¯ et P (λ
n
σ) ≤ P¯ alors POσ est marqué optimal et λ
∗
σ = λ
n
σ
• si E(λ0σ) > E¯ et P (λ
0
σ) > P¯ alors POσ est marqué infaisable et zσ =∞
1. Bound en anglais
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Initialisation
L ← PO
z = −∞
λ∗ = ∅
i = −1
L = ∅ ?
Choix POσ
σ =
{
λ∗1, λ
∗
2, . . . , λ
∗
i
}
L ← L \ {POσ}
E(λ0σ) > E¯ ?
Résoudre PORσ
z¯σ = z
R
σ
z¯σ < z ?
E(λRσ ) ≤ E¯, et
P (λRσ ) ≤ P¯ ?
Séparation
POσ′ tel que
σ′ = {σ, λk}
L ← {POσ′}λk∈Cci
z¯σ = ∞
z = z¯σ
λ∗ =
{
σ, λRσ
}
λ∗ est solution de
PO
(Infaisable)
(Optimum)
(Stop)
Non
Non
Non
Non
Oui
Oui : Bound
Oui
i← i+ 1
Figure 4.4 – Flow Chart de l’heuristique de résolution pour PO
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Choix de POσ Une sélection intelligente de POσ permet de gagner en convergence
vers la solution optimale. La procédure pour déterminer la faisabilité d’un problème est
relativement rapide (voir Lemme 4.14), et permet le cas échéant, une réduction drastique
du nombre de solutions à analyser. Pour cela, nous choisirons toujours le problème dont
la séquence σ dégrade « au plus tard » la satisfaction.
Séparation de POσ Notre méthode de séparation est assez « naïve ». Elle consiste à
créer p nouveaux problèmes, en augmentant la séquence σ d’une nouvelle configuration
prise dans le jeu.
Elle est toutefois compensée par une phase d’évaluation plus rapide (Choix+Marquage).
Résolution de PORσ Il s’agit d’un calcul rapide de la satisfaction maximale du pro-
blème non-contraint (voir Définition 4.12).
4.4.3.4 Extension au cas multi-clients
Le raisonnement précédent est porté dans le cas plus compliqué où l’optimisation
porte sur plusieurs systèmes, consommant une énergie commune. Dans le cas de trois
systèmes, où l’on dispose respectivement d’un jeu de taille p1, p2 et p3, et d’une opti-
misation sur Nλ sous-intervalles, pour i ∈ J1; 3K on note Λci les ensembles de séquences
possibles. Le problème d’optimisation combinatoire étendu POE s’écrit :
POE :


ze = max
λc1∈Λc1 ,
λc2∈Λc2 ,
λc3∈Λc3
α1S1(λc1) + α2S2(λc2) + α3S3(λc2)
sujet à E1(λc1) + E2(λc2) + E3(λc3) ≤ E¯
P1(λc1) + P2(λc2) + P3(λc3) ≤ P¯
Λc1 ⊆
{
C1c1 , . . . , C
p1
c1
}Nλ
Λc2 ⊆
{
C1c2 , . . . , C
p2
c2
}Nλ
Λc3 ⊆
{
C1c3 , . . . , C
p3
c3
}Nλ
Le nombre de solutions à étudier est donc très grand (p1 × p2 × p3)
Nλ .
Pour résoudre ce problème, remarquons tout d’abord que le problème POE est ma-
thématiquement équivalent au problème PO avec p = p1×p2×p3. Par conséquent, notre
heuristique précédente est en mesure de trouver la solution à ce problème.
Secondement, posons p¯ = max(p1, p2, p3), et W un ensemble de séquences de confi-
gurations tel que W ⊆
{
C1c , . . . , C
p¯
c
}Nλ . Pour tout w ∈ W notons wpi la séquence des pi
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premières configurations de w. Nous définissons alors le problème suivant :
POER :


zeR = max
w∈W
α1S˜1(w) + α2S˜2(w) + α3S˜3(w)
sujet à E1(w) + E2(w) + E3(w) ≤ E¯
P1(w) + P2(w) + P3(w) ≤ P¯
W ⊆
{
C1c , . . . , C
p¯
c
}Nλ
Où
∀i ∈ {1, . . . , 3}, S˜i(w) = Si(wpi) (4.49)
Le problème POER est une relaxation de POE très intéressante. Tout d’abord, il
est équivalent à PO pour un nombre de configuration p = p¯, et peut donc être résolu.
Ensuite, en imposant que toutes les séquences des clients soient identiques, l’espace de
décision est fortement réduit, et donc la complexité est moindre.
La solution de POER représente donc une lower bound judicieuse pour initier les
calculs sur POE . Nous pouvons aller encore plus loin en remarquant que la dernière des
upper bound non-optimale de PO pour p = p¯ est aussi une upper bound de POE . Cepen-
dant, la démonstration n’est pas présentée ici.
4.5 Conclusion du Chapitre
Les solutions algorithmiques mises en évidence par l’état de l’art confortent notre
intérêt initial pour une formulation quadratique des fonctions de satisfactions et de coûts
de l’énergie. On note que le verrou historiquement lié à la complexité numérique des mé-
thodes MPC tend à disparaître sous l’influence de nouveaux solveurs. Toutefois, malgré
des perspectives intéressantes, les développements théoriques actuellement disponibles
pour garantir une stabilité a priori du système par un contrôle MPC ne nous semblent
pas convaincants pour un usage industriel.
Pour ces raisons, nous initions dans ce chapitre la méthodologie dite « LPV-MPC »,
qui apporte par la théorie du contrôle robuste des garanties quant à la stabilité et la
robustesse du système en boucle fermée, tout en conservant un moyen d’action sur les
contraintes. Il est cependant noté que la résolution du second problème d’optimisation, lié
au contrôleur (L2), peut s’avérer particulièrement compliquée en raison de non-linéarités
au niveau de certaines contraintes.
Dans le contexte de la problématique d’hybridation, les problèmes d’optimisation
relatifs à la synthèse du contrôleur (L1) et du contrôleur (L2) sont spécifiés tout en laissant
l’opportunité au concepteur de choisir les méthodes de résolution qui lui conviennent le
mieux.
Par la mise en œuvre de l’algorithme au travers d’une illustration, nous souhaitons
témoigner de sa pertinence pour la gestion énergétique des sources.
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Du côté de la problématique de concurrence, les clients sont pilotés indirectement par
un choix en temps réel de leur configuration. Ce chapitre introduit seulement les grandes
lignes pour la conception de ces configurations. Une vision plus précise de leur mise en
œuvre par synthèse H2 est disponible en annexe B, et un travail sur une synthèse H2 uni-
fiée pour des pondérations fréquentielles stables et instables a été proposé dans (Fauvel,
Claveau et Chevrel 2013).
Le choix de la configuration optimale parmi un jeu de configurations se formule comme
un problème d’optimisation combinatoire. Là encore plusieurs méthodes de résolution
sont possibles (Wolsey 1998). Ayant constaté des propriétés intéressantes pour les jeux
de configurations ordonnées par niveaux d’énergie et de satisfaction croissants, il est
proposé d’utiliser un algorithme de Branch and Bound.
Notons que la caractérisation du point d’équilibre atteint par l’algorithme, dans le
cas du problème de concurrence avec configuration, reste une question ouverte. Pour y
répondre il faudra très certainement se tourner vers la théorie des jeux, et notamment
les équilibre de Nash pour les jeux non-coopératifs (Saad et al. 2012).
Les deux solutions algorithmiques présentées ici sont mises en œuvre dans le chapitre
suivant, pour la conception de la stratégie énergétique d’un camion frigorifique hybride
série.
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5.1 Introduction du Chapitre
A titre d’illustration, ce chapitre met en œuvre les outils méthodologiques et algorith-
miques proposés dans les chapitres précédents, pour la conception du système énergétique
d’un camion frigorifique, basé sur une architecture hybride série.
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La démarche débute (section 5.2) par la description du système d’intérêt camion
Frigorifique Hybride Série, abrégé par camion-FHS, au travers du prisme systémique. Le
système de mission et la chaîne énergétique sont identifiés et caractérisés par des solutions
organiques.
A partir du recoupement de travaux académiques, un modèle simplifié de ce système
est proposé. Notons dès à présent que ce cas d’étude est purement académique, et que
par conséquent les dimensions du système sont arbitrairement définis.
Sur la base de cette modélisation, la section 5.3 formule les modules énergétiques
sources et clients, nous permettant à la fois de décrire l’architecture du système énergé-
tiques portée par le module d’interconnexion nœud, et d’adresser le problème énergétique
modélisé par P ′n.
Ce problème d’optimisation est simplifié à la section 5.4 par le schéma de décompo-
sition précédemment introduit (cf. section 3.7), et résolu par application des solutions
algorithmiques du chapitre 4.
Pour terminer, la pertinence des solutions algorithmiques et la faisabilité globale de
notre méthodologie de conception sont testées à la section 5.5 par la simulation du
système d’intérêt camion FHS et sa stratégie énergétique, pour un scénario de livraison
déterministe.
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5.2 Présentation du Modèle Camion-FHS
5.2.1 Système de Mission
La vocation principale du camion-FHS est le transport et la livraison de marchandises
réfrigérées entre deux lieux géographiques distants. Ce système de mission contient donc
deux sous-systèmes de mission :
• la mobilité qui décrit le service de transport d’un bien ou d’une personne, entre
deux lieux géographiques
• le conditionnement qui garantit le stockage de marchandises à une température
constante et régulée.
Les Figures 5.1 et 5.2 modélisent ces sous-systèmes par des ensembles organico-fonctionnels,
et présentent leur architecture.
5.2.1.1 La Mobilité
La mobilité porte le service de transport d’un bien ou d’une personne, entre deux lieux
géographiques. Son activité est modélisée par un profil de vitesse qui dans la pratique
découle du parcours routier du véhicule. La fluctuation de la circulation est elle définie
comme un élément environnemental non déterministe et assimilée à une perturbation.
On caractérise la structure du sous-système de mission à l’aide d’Ensemble Organico-
Fonctionnel (Fig. 5.1). A l’extérieur, on modélise l’action de l’air et des frottements de la
route par un (EOF)-Ambiant situé en entrée, et l’impacte de la mobilité sur l’environne-
ment par un second (EOF)-Ambiant, situé en sortie. La mobilité puise son énergie dans
une chaîne énergétique, que nous détaillerons dans le paragraphe suivant 5.2.2.
Figure 5.1 – Représentation (EOF) du sous-système de mission Mobilité
La structure interne de la mobilité se compose d’un (EOF-GE) électro-moteur, d’un
(EOF-T) chaîne de propulsion et d’un (EOF-E) véhicule, qui se déclinent en cinq solu-
tions organiques : une machine électrique (MEL), une boite de vitesse (BV), des freins
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mécaniques, des roues et un châssis. Ces organes sont physiquement liés par des liens bi-
directionnels. Sur le schéma (Fig. 5.1), les liens rouges désignent des échanges électriques,
et les liens oranges des échanges mécaniques.
L’(EOF) de pilotage matérialise le conducteur qui sera par la suite simplifié par une
loi de contrôle nommée conducteur virtuel (voir (5.15)-(5.18) ci-après). Les (EOF) sous
son contrôle sont pointés par les flèches vertes, en l’occurrence la machine électrique et
les freins. Les échanges d’informations entre organes et des organes vers l’(EOF-P) ne
sont pas schématisés mais existent.
5.2.1.2 Le Conditionnement
Le conditionnement garantit le stockage de marchandises à une température constante
et régulée. Son activité correspond aux scénarios d’ouverture et de fermeture de la porte
durant les périodes de livraison. La température extérieure au véhicule est l’un des élé-
ments majeur de l’environnement et est supposée déterministe.
La structure de ce sous-sytème de mission est détaillée grâce à des ensembles organico-
fonctionnels (Fig. 5.2). La température extérieure est matérialisée par un (EOF)-Ambiant
situé en entrée, et l’impact du conditionnement sur la satisfaction du client (humain) est
modélisé par un second (EOF)-Ambiant placé en sortie. Le conditionnement obtient son
énergie d’une chaîne energétique électrique (voir paragraphe suivant 5.2.2).
Figure 5.2 – Représentation (EOF) du sous-système de mission Conditionnement
En interne, le conditionnement contient un (EOF-GE) boucle de froid, un (EOF-T)
distribution d’air et de froid, et un (EOF-E) stockage de marchandise. Ces trois (EOF)
sont précisés par un second niveau de modélisation qui souligne six solutions organiques :
la boucle de froid, le système de distribution (Distri.), une paroi, un compartiment de
stockage (Comp.), une porte de livraison, et les marchandises. Sur la figure 5.2, les liens
jaunes symbolisent une énergie thermique, les liens bleus une énergie fluidique et les liens
rouges une énergie électrique.
L’(EOF) de pilotage contient le thermostat assurant l’asservissement de la tempéra-
ture du compartiment à une température cible (5.27).
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5.2.2 Chaîne Énergétique
Par notre choix d’architecture, nous imposons de restreindre le contexte énergétique
du camion à deux ressources : le carburant (i.e. diesel), et un potentiel électrique (i.e.
cellule electrochimique).
La compréhension de l’exploitation et de la transformation de ces ressources se réalise
par la construction de la chaînes énergétiques (voir Définition 2.2) dont la première étape
est l’identification des (EOF-énergie), c’est à dire les chaînes d’(EOF) entre une ressource
brute et une énergie utile qui compose notre camion-FHS.
Le processus d’exploitation et de transformation de la ressource électrochimique en
énergie électrique utile est modélisé par l’(EOF-énergie) bloc-batterie (Fig. 5.3). La
puissance primaire est générée par la batterie (Bat) et est transformée en puissance utile
par un convertisseur (DC/DC). Celle-ci est mise à disposition des services sur un bus
électrique (Bus Elec.).
La ressource carburant est de nature chimique, son exploitation comme source élec-
trique requiert l’action d’un générateur de puissance et d’un transformateur. On modélise
ce processus par l’(EOF-énergie) électrogène (Fig. 5.3). La solution organique de généra-
tion de puissance est un moteur thermique (Mth) et l’organe de transformation est une
génératrice (Gen). L’énergie utile est mise à disposition sur le bus électrique commun à
l’(EOF-énergie) bloc-batterie.
Figure 5.3 – Modélisation par (EOF-énergie) de la chaîne énergétique
Finalement, la chaîne énergétique concatène les deux (EOF-énergie) précédents, et
sachant que le camion-FHS ne contient qu’une chaîne énergétique, celle-ci se représente
aussi le système énergétique dans son intégralité.
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5.2.3 Modélisation Organique
5.2.3.1 Sous-Système Mobilité
Le véhicule contient les éléments organiques machine électrique, boite de vitesse,
freins, roues et chassis, ainsi qu’un élément de pilotage, simplifié par le conducteur virtuel.
Nous supposerons dans cet exemple académique que :
• la machine électrique ne contient pas de dynamiques,
• la boite de vitesse est à rapport fixe 1,
• le véhicule peut s’apparenter à un solide ponctuel en translation longitudinal,
• les contacts au sol sont supposés sans glissement
• la totalité de la puissance du groupe motopropulseur est transmise à une seule roue
équivalente virtuelle,
• de même que les freins seront modélisés par un seul frein équivalent,
• le conducteur est paramétré par un signal de restriction P restmel (t) et un signal de ré-
férence vref (t), que l’on définira au travers des configurations (voir section 5.3.1.1).
La modélisation de ces organes s’inspire des travaux académiques deKermani (2009),
A. Sciarretta et Guzzella (2007) et Miro Padovani et al. (2013). Les valeurs des
paramètres utilisés sont regroupées dans le Tableau 4, disponible en annexe C.
Machine électrique La machine électrique et son onduleur sont modélisés que par
leur rendement (Fig. 5.4) et sans dynamique. La consigne de couple Γconsmel (t)(5.15) est
directement donnée par le conducteur virtuel (5.15) (5.16).
Le couple Γmel(t) exercé sur l’axe de la boite de vitesse est donc égale à :
Γmel(t) = Γ
cons
mel (t) (5.1)
La puissance électrique consommée sur le bus électrique (5.28) est calculée à partir des
deux cartographies de rendement (Fig. 5.4a) et (Fig. 5.4b), distinguant respectivement
le mode consommateur (i.e. Γmel(t) ≥ 0) et le mode régénérateur (i.e. Γmel(t) < 0).
Ces deux cartographies sont notées :
η
(
Γmel(t), ωbv(t)
)
(5.2)
avec ωbv(t) la vitesse de rotation de l’axe machine électrique/boite de vitesse (5.4).
On en déduit l’intensité prélevée sur le bus électrique Imel(t) :
Imel(t) =
Γmel(t)ωbv(t)
Vbus(t)η
(
Γmel(t), ωbv(t)
) (5.3)
où Vbus(t) la tension du bus électrique (5.28).
1. Cette hypothèse grossière nous permet ici de s’affranchir des variables discrètes.
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Figure 5.4 – Courbe de rendement de la machine électrique
Boite de Vitesse La boite de vitesse est ici simplifiée. On supposera que son rapport
de réduction Rbv est fixe, et que la transfert de puissance est réalisé sans dynamique ni
pertes.
La relation entre la vitesse angulaire de la machine électrique ωmel(t) et la vitesse
angulaire de l’axe roue ωroue(t), et la relation entre le couple de la boite de vitesse Γbv(t)
et le couple de la machine électrique Γmel sont respectivement modélisés par :
ωmel(t) =
ωroue(t)
Rbv
(5.4)
Γbv(t) = RbvΓmel(t) (5.5)
Frein Mécanique Les freins sont modélisés comme un unique frein équivalent sans
dynamique ni saturation de puissance. La relation entre la consigne de couple de freinage
Γconsfmeca(t) évaluée par le conducteur virtuel (5.18), et le couple de freinage exercé sur la
roue Γfmeca(t) est donné par :
Γfmeca(t) =
Γconsfmeca(t)
r
(5.6)
Roue Équivalente Cet élément a l’unique vocation de faire le lien entre l’arbre de
transmission, et la route. Les glissements sont négligés, de même que la déformation du
pneu. On pose r le rayon de la roue et ωroue(t) sa vitesse angulaire. On distingue une
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force de propulsion positive Fprop(t) et une force de freinage négative Ffrein(t) :
ωroue(t) =
vveh(t)
r
(5.7)
Fprop(t) =
1
r
(
max
(
0,Γbv(t)
))
(5.8)
Ffrein(t) =
1
r
(
min
(
0,Γbv(t)
)
+ Γfmeca(t
)
(5.9)
(5.10)
Avec vveh(t) la vitesse du véhicule (5.14).
Châssis Les actions considérées sur le véhicule sont la force de propulsion Fprop(t) (5.8)
et la force de freinage Ffrein(t) (5.9) exercées sur l’axe roue, la force aérodynamique
(frottement visqueux) Faero(t) et la force de frottements secs Froul supposée statique.
Froul = mveh g fr (5.11)
Faero(t) =
1
2
ρCx Sf vveh(t)
2 (5.12)
Avec mveh la masse du camion, intégrant la marchandise et les autres composants orga-
niques, g la constante de gravité, fr un coefficient statique de résistance entre la roue et
le sol, Cx le coefficient de trainé, Sf la surface frontale, ρ la masse volumique de l’air.
On considère l’inertie de la roue virtuelle Jroues, et l’inertie de la machine électrique
Jmel constante. Leur influence sur le véhicule est modélisée par une masse équivalente
Mtr, tel que :
Mtr =
1
r2
(
Jroues + JthR
)
(5.13)
Enfin, par l’application du principe fondamental de la dynamique sur le chassis, on
déduit le modèle non-linéaire du mouvement longitudinal du camion-FHS :(
mveh +Mtr
)
v˙veh(t) = Fprop(t) + Ffrein(t)− Froul(t)− Faero(t) (5.14)
Ce système dynamique est non linéaire.
Conducteur virtuel Pour notre évaluation par simulation, le conducteur réel et modé-
lisé par un conducteur virtuel dont les objectifs sont d’asservir le véhicule en vitesse selon
les directives de la stratégie énergétique (section 5.3.1.1), et de distribuer la puissance
de freinage entre le frein mécanique et la machine électrique, en favorisant le freinage
électrique.
On suppose connus par le conducteur virtuel les signaux P restmel (t) et vref (t) calculés
par la stratégie énergétique (voir (5.55) et Tab. 5.1), et décrivant respectivement une
puissance de restriction et une vitesse de référence.
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Le couple à la roue nécessaire pour atteindre la vitesse vref (t) est noté Γconsroue , et
évalué par le contrôleur PI suivant :
Γconsroue(t) = Kp
(
vref (t)− vveh(t)
)
+Ki
t∫
0
(
vref (τ)− vveh(τ)
)
dτ (5.15)
où Kp et Ki sont des paramètres de réglage déterminé pour satisfaire au mieux la voca-
tion de la mobilité.
On note
(
Pminmel (t), P
max
mel (t)
)
les limites physiques de la machine électrique. En phase
d’accélération, le couple demandée à la machine électrique correspond à Γconsroue(t) modulé
par le ratio de la boite de vitesse Rbv et saturé par la limite physique haute et la restriction
de puissance.
Γconsmel (t) = min
(
Pmaxmel
ωmel(t)
,
P restmel (t)
ωmel(t)
,
Γconsroue(t)
Rbv
)
(5.16)
En phase de décélération, le couple est distribué entre le frein Γconsfmeca(t) et la machine
électrique, en tenant compte de la limite physique basse de puissance.
Γconsmel (t) = max
(
Pminmel
ωbv(t)
,
Γroue
Rbv
)
(5.17)
Γconsfmeca(t) = min
(
0,Γconsroue(t)− Γ
cons
mel (t)Rbv
)
(5.18)
5.2.3.2 Sous-système conditionnement
Le conditionnement contient les éléments organiques boucle froide, distribution, paroi,
porte, compartiment, marchandise, ainsi qu’un élément de pilotage le thermostat.
On suppose que :
• la boucle froid et la distribution sont modélisées par leurs flux de puissance,
• la marchandise sera modélisé comme un point centrale situé au centre du compar-
timent.
La modélisation de ces organes s’inspire des travaux académiques de Shafiei et
Alleyne (2015). Les valeurs des paramètres utilisés sont regroupées dans le Tableau 5,
disponible en annexe C.
boucle froid et distribution La boucle froid désigne le groupe organique qui trans-
forme l’énergie électrique en énergie thermique, et la distribution désigne le processus
de diffusion du froid dans le compartiment. Ces deux éléments sont approximés par un
seul modèle de puissance supposé sans pertes ni dynamique. On note Pbf (t) la puissance
thermique fournie au compartiment, Ibf (t) le courant électrique consommé.
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Le modèle de puissance s’écrit :
Pbf (t) = P
cons
bf (t) (5.19)
Ibf (t) =
Kbf .P
cons
bf (t)
Vbus
(5.20)
Avec Kbf un coefficient statique de transfert, P consbf (t) la consigne du thermostat (5.27)
et Vbus la tension électrique du réseau (5.28).
La paroi La paroi modélise le transfert thermique entre l’extérieur du camion, et l’in-
térieur du compartiment. On note Q˙paroi le transfert de chaleur, Text la température
extérieure et Tcp(t) la température intérieure du compartiment. Le modèle de la paroi
s’écrit :
Q˙paroi = Dparoi
(
Tcp(t)− Text
)
(5.21)
Avec , et Dparoi le coefficient de diffusion thermique défini par :
Dparoi =
e
λpSparoi
(5.22)
où λp est le coefficient de conductivité thermique de la paroi, e son épaisseur et Sparoi la
surface d’échange.
La porte La porte est modélisée comme une seconde paroi dont le coefficient de diffu-
sion Dporte(ǫporte) varie en fonction de l’état de la porte ǫporte (i.e. ouverte = 1,
fermée = 0) tel que :
Dporte
(
ǫporte
)
=
{
Dparoi si ǫporte = 0
Dair sinon
(5.23)
avec Dair le coefficient de diffusion thermique de l’air :
Dair =
e
λaSporte
(5.24)
où λa est le coefficient de conductivité thermique de l’air, e l’épaisseur de la porte (égale
à l’épaisseur de la paroi) et Sporte la surface de la porte.
On en déduit le transfert de chaleur Q˙porte :
Q˙porte = Dporte(ǫporte)
(
Tcp(t)− Text
)
(5.25)
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Le compartiment et la marchandise Le compartiment est refroidi par la distribu-
tion de froid et subit des pertes thermiques au travers de la porte et de ces parois.
A partir de l’équation de la chaleur, on modélise l’évolution de la température :
∂Tcp(t)
∂t
= Q˙porte + Q˙paroi −
Pbf (t)
ρc
(5.26)
avec ρ la masse volumique de l’air, c la chaleur spécifique de l’air et Pbf (t) la puissance
calorifique de la boucle froid (5.19).
La marchandise La température marchandise est évaluée comme la température de
la paroi, soit Tm(t) = Tcp(t).
Le thermostat L’asservissement en température du compartiment est réalisé par le
thermostat. Ce dernier est modélisé comme un régulateur PI. On pose Tref (t) une
consigne de température pour le compartiment calculée par la stratégie énergétique (sec-
tion 5.3.1.2).
La consigne de puissance pour la boucle froid P consbf (t) est déterminée d’après :
P consbf (t) = Kp2
(
Tref (t)− Tm(t)
)
+Ki2
t∫
0
(
Tref (t)− Tm(t)
)
dτ (5.27)
Avec Kp2 et Ki2 des paramètres de réglage.
5.2.3.3 (EOF)-énergie Bloc-batterie
Cette (EOF-énergie) contient les organes batterie, le convertisseur DC/DC et le bus
électrique. Il possède un organe de pilotage le contrôleur bloc batterie.
Nous supposerons que :
• la batterie peut être approximée par des cellules résistance-capacité (RC),
• le convertisseur est approximé par un modèle de premier ordre,
• la puissance de la batterie P fbat(t) et son courant de sortie Ibat(t) sont de même
signe,
• la batterie se décharge si P fbat(t) < 0,
• la batterie se recharge si P fbat(t) ≥ 0,
• le bus électrique répartie instantanément les flux d’énergie,
• le bus électrique ne possède pas d’accumulateur,
• le bus électrique a une tension fixe.
La modélisation de ces organes s’inspire des travaux académiques de A. Sciarretta
et Guzzella (2007) etMiro Padovani et al. (2013). Les valeurs des paramètres utilisés
sont regroupées dans le Tableau 6, disponible en annexe C.
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Bus électrique Le bus électrique est un organe de connexion pour les sous-systèmes
de mission électrique. Il est partagé entre l’(EOF-énergie) électrogène et l’(EOF-énergie)
bloc-batterie (voir Figure 5.3, section 5.2.3.4). Sa tension est constante, et notée Vbus.
Il ne présente pas d’accumulation, la somme des intensités qui le traverse est donc nulle :
Idc(t) + Igen(t) = Imel(t) + Ihp(t) (5.28)
Avec Idc(t) l’intensité traversant le convertisseur (5.35), Igen(t) l’intensité de la géné-
ratrice (5.43), Imel(t) l’intensité de la machine électrique (5.3), et Ihp(t) l’intensité du
compresseur (5.20).
La batterie Une batterie est un élément non-linéaire très difficile à modéliser. Il est
donc fréquent (A. Sciarretta et Guzzella 2007 ; Miro Padovani et al. 2013) de
l’approximer par des cellules RC (cf. Fig. 5.5) assemblées en parallèle et en série. Le
modèle dynamique de chaque cellule est donné par (5.29), avec Soccell(t) l’état de charge,
et Qcell la charge nominale de la cellule.
Figure 5.5 – Approximation de la batterie :cellule RC élémentaire
Soccell(t) =
−1
Qcell
∫ t
0
Icell(τ)dτ (5.29)
La résistance Rcell(t) et la tension V occell(t) sont déterminées à partir de cartographies
dépendantes de la température T (t) et de l’état de charge Soccell(t). Pour ce modèle
on considérera une température constante Text = 30°C (Fig. 5.6). On distinguera la
résistance en phase de recharge, et la résistance en phase de décharge (Fig. 5.6a).
Le modèle de la cellule est déterminé par la loi de Kirchhoff
Rcell(t)Icell(t) + V
oc
cell(t) = Vcell(t) (5.30)
Finalement, on dimensionne la batterie comme un agencement de nbpcell cellules RC
en parallèle et nbscell cellule RC en série. On a alors :
Ibatt(t) = nb
p
cell ∗ Icell(t), V
oc
bat = nb
s
cell ∗ V
oc
cell(t), Qbat = nb
p
cell ∗Qcell (5.31)
Rbat(t) = nb
s
cell ∗Rcell(t) Vbat(t) = nb
s
cell ∗ Vcell(t) (5.32)
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Figure 5.6 – Courbe d’évolution d’une cellule RC
Et à partir de (5.30) et (5.29) on déduit les équations du modèle batterie
Ibat(t) =
1
Rbat(t)
(
Vbat(t)− V
oc
bat(t)
)
(5.33)
Socbat(t) =
−1
Qbat
∫ t
0
Ibat(τ)dτ (5.34)
Convertisseur DC/DC Notre objectif in fine n’étant pas le contrôle de la stabilité du
réseau électrique, on adopte un modèle simplifié du convertisseur DC/DC, sans pertes ni
accumulation. Celui-ci correspond à une fonction du premier ordre avec pour constante
de temps τdc :
I˙dc(t) =
−1
τdc
Idc(t) + I
cons
dc (t) (5.35)
où Iconsdc (t) est une consigne établie par le contrôleur du batterie (5.42).
On déduit du modèle dynamique la relation effort/flux entre le bus électrique et la
batterie.
Vbat(t) =
Idc(t)Vbus
Ibat(t)
(5.36)
(5.37)
Contrôleur Batterie Le rôle du contrôleur est de calculer la consigne de courant du
convertisseur Iconsdc (t) pour produire une puissance P
cons
bus (t) demandée par le système
énergétique, tout en s’adaptant aux contraintes de sécurité sur la batterie Iminbat et I
max
bat .
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Pour réaliser ce contrôleur, on commence par déterminer l’expression de Ibat(t) en
fonction de V ocbat(t), Rbat(t) et Pbat(t) = Vbat(t) Ibat(t). A partir de (5.33), on déduit :
Rbat(t)I
2
bat(t) + V
oc
bat(t)Ibat(t)− Pbat(t) = 0 (5.38)
Cette équation du second degré possède deux solutions. En croisant notre hypothèse
sur le signe de Ibat(t) et Pbat(t), et le bon sens physique, la solution retenue est :
Ibat(t) =
−V ocbat(t) +
√
V oc
2
bat (t) + 4Rbat(t)Pbat(t)
2Rbat(t)
(5.39)
on déduit des bornes sur l’amplitude de la puissance :
Pminbat (t) =
(
2R(t)Imin + V
oc
bat(t)
)2
− V oc
2
bat (t)
4Rbat(t)
(5.40)
Pmaxbat (t) =
(
2R(t)Imax + V
oc
bat(t)
)2
− V oc
2
bat (t)
4Rbat(t)
(5.41)
On choisit pour piloter le convertisseur (5.35) la loi de commande suivante :
Iconsbus (t) = sat∆
(
P consbus (t)
Vbus
)
(5.42)
Avec ∆ =
(
Pminbat
Vbus
,
Pmaxbat
Vbus
)
la puissance demandée par le contrôleur batterie.
5.2.3.4 (EOF)-énergie électrogène
Cette (EOF)-énergie contient les organes moteur thermique, génératrice et le bus
électrique précédemment modélisé (5.28). Il contient un élément de pilotage le contrôleur
moteur.
Nous supposerons que :
• la génératrice est modélisée sans dynamique, ni pertes.
La modélisation de ces organes s’inspire des travaux académiques de Sébastien Delprat
(2002) et Kermani (2009). Les valeurs des paramètres utilisés sont regroupées dans le
Tableau 7, disponible en annexe C.
Génératrice La génératrice est modélisée avec un rendement égale à 1, l’intensité
transférée vers le bus électrique est noté Igen(t), et le couple imposé sur le moteur ther-
mique Γmth(t). On note Kgen le rapport de transformation constant de la génératrice
entre l’énergie mécanique et électrique. Son modèle est :
Igen(t) = Kgenωmth(t) (5.43)
Γmth(t) = KgenVbus(t) (5.44)
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Avec ωth(t) la vitesse angulaire du moteur thermique et Vbus(t) la tension du bus élec-
trique.
Par la suite, nous supposerons la tension du bus constante. En conséquence, le couple
de la génératrice sera lui aussi constant, et noté Γmth.
Moteur thermique Le moteur est modélisé comme un système dynamique de premier
ordre dont la sortie est son régime ωmth(t).
ω˙mth(t) =
−1
τmth
ωmth(t) +
1
τmth
ωconsmth (t) (5.45)
Avec ωconsmth (t) la consigne du contrôleur (Fig. 5.8b).
Sa consommation en carburant en g/s se détermine à partir d’une cartographie in-
dexée sur le régime ωmth(t) en rad/s et le couple Γconsmth (t) (5.44) en N.m (Fig. 5.7a), que
nous représenterons mathématiquement par la relation :
qcarbu
(
(ωgen,Γgen)
)
(5.46)
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Figure 5.7 – Cartographies du moteur thermique
A partir de ces valeurs, on peut estimer le rendement du moteur (Fig. 5.7b) grâce à
la relation (5.47), et en connaissant la valeur du pouvoir calorifique de combustion LHV
(Low Heat Value). Dans le cas présent, les résultats sont obtenus pour LHV = 44× 103
[Jg−1].
ηmth(ωgen,Γgen) = LHV.
qcarbu(ωgen,Γgen)
ωgen.Γgen
(5.47)
Contrôle Moteur-Génératrice On souhaite réaliser le contrôle du moteur et de sa
génératrice à partir d’un besoin en puissance. Pour cela, on utilise la cartographie de
rendement (Fig. 5.7b) sur laquelle on détermine les points de fonctionnement optimaux.
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Ces derniers sont présentés sous la forme d’une courbe (Fig. 5.8a) avec le régime en
abscisse. Notons tout d’abord que la fonction est strictement monotone sur la plage de
régime
[
0 rad/s; 209 rad/s
]
, et décroit au-delà. Par simplification, l’usage moteur sera
bridé à 209 rad/s.
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Figure 5.8 – Cartographie des points de fonctionnement optimaux du moteur thermique
Dernière étape, on dérive des points de fonctionnement optimaux une relation entre
la puissance désirée et le régime moteur optimal (Fig. 5.8b). Cette courbe définit le
comportement du contrôleur, et permet de calculer ωconsmth (t). Mathématiquement, on la
représente par
ωconsmth (t) = f
∗
mth
(
P consmth (t)
)
(5.48)
Avec P consmth (t) la puissance demandée par la stratégie énergétique (cf. section 5.3.2.1).
On en déduit du couple constant de la génératrice (5.44), de la cartographie de
consommation (5.46) et du contrôleur moteur (5.48) la consommation de carburant selon
la puissance :
q∗carbu(t) = qress
(
P consmth (t)
)
(5.49)
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5.3 Formalisation Modulaire du Système Énergétique
Les organes et les solutions de contrôle que nous venons de décrire sont agencés sous
le formalisme modulaire défini dans le chapitre 2, et résumé dans l’annexe A.
La description débute par le client mobilité (indice mob dans les équations) puis
le client conditionnement (indice cond), la source bloc-batterie (indice bb) et la source
électrogène (indice eg).
Enfin, l’élément central, le module d’interconnexion énergétique (a.k.a. le nœud) est
posé.
5.3.1 Les Clients
Les clients sont composés d’une interface de communication et d’un jeu de configura-
tions déduits de leurs sous-systèmes de mission. Ils reçoivent une disponibilité et émettent
un besoin.
Pour rappel (définition 2.10), le besoin concatène les informations suivantes :
(b)mci :=


Pmaxci (t) : Puissance maximale échangeable
Pminci (t) : Puissance minimale échangeable
P bci(t) : Puissance Demandée
Sci
(
P eci(t)
)
: Satisfaction du client
(5.50)
Dans le cas d’un contrôle par configuration, P bci(t) ne décrit plus un signal vectoriel mais
un arbre de possibilité noté Pci .
5.3.1.1 Client Mobilité
Le client mobilité est un module actif constitué des différents organes précédemment
modélisés (section 5.2.3.1), d’un jeu de configuration Cmob et d’une interface de com-
munication.
On définit P cmob(t) la puissance électrique consommée par le client mobilité avec :
P cmob(t) = Imel(t)× Vbus(t) (5.51)
et,
vveh(t) = fmob
(
P cmob(t)
)
(5.52)
la relation entre la puissance consommée et la vitesse du véhicule.
Celle-ci est estimée par inversion des modèles du sous-système mobilité, en négli-
geant l’action des freins, en linéarisant les coefficients aérodynamiques, et en inversant la
cartographie de rendement selon la méthode décrite pour le contrôle moteur-génératrice
(Fig. 5.8a).
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On peut alors déduire un indice de satisfaction du service de mobilité Qmob, en fonc-
tion de la puissance consommée tel que :
Qmob
(
P cmob(t)
)
=
∫ t
0
(
vveh(τ)− vref (τ)
)2
dτ (5.53)
=
∫ t
0
(
fmob
(
P cmob(τ)
)
− vref (τ)
)2
dτ (5.54)
Où vref (t) est la trajectoire de référence déterminée par la configuration de la mobi-
lité (5.55).
Configurations Les configurations s’interfaçent avec le conducteur virtuel (5.16)(5.17)
au travers des signaux de référence vref (t) (5.55), et P restmel (t), respectivement la vitesse
de référence et une restriction sur la puissance consommée.
Plusieurs travaux traitent l’optimisation du signal vref (t) en temps réel selon les
conditions de route, le confort, ou bien l’énergie disponible (Luu, Nouveliere etMam-
mar 2010 ; Dib et al. 2014).
Dans cette étude, le profil est déterministe et indexé selon la distance (Fig. 5.12). La
cartographie équivalente est modélisée par la fonction froute tel que :
vveh(t) = froute
(
xveh(t)
)
(5.55)
La construction de configuration non-similaire est réalisée à partir de la proposition 4.8,
c’est-à-dire en modulant l’un des signaux de référence, ici P restmel (t).
On synthétise nCmob = 4 configurations non similaires et ordonnées par coût énergé-
tique et satisfaction décroissants, en diminuant progressivement la puissance de restric-
tion. Ces données sont mathématiquement désignées par Cmob = {Cnmob, C
2
mob, C
1
mob, C
0
mob}
et résumées dans le Tableau 5.1 avec Pmaxmel la limite physique de la machine électrique.
Configuration P restmel (t) Contrôleur Vitesse de référence
Cnmob (nominale) P
max
mel (5.16)(5.17) (5.55)
C2mob 60%P
max
mel (5.16)(5.17) (5.55)
C1mob 40%P
max
mel (5.16)(5.17) (5.55)
C0mob 20%P
max
mel (5.16)(5.17) (5.55)
Table 5.1 – Jeu de configurations pour la mobilité
On pose Λmob =
(
{λmobi}J1;NaK|λmobi ∈ Cmob
)
l’ensemble des séquences de confi-
gurations possibles pour un horizon [t0, t0 + Tp], avec Na le nombre de séquences et
λmob ∈ Λmob une séquence particulière.
On notera λnmob = {C
n
mob}J1;NλK la séquence de configuration nominale, et λ
0
mob =
{C0mob}J1;NλK la séquence la plus dégradée.
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Puissance demandée On remarque que pour une séquence λmob ∈ Λ et une mesure
de la position et de la vitesse du véhicule
(
xveh(t0), vveh(t0)
)
données, on peut déduire
par simulation du sous-système mobilité la puissance qui sera consommée par la mobilité
sur l’intervalle [t0, t0 + Tp].
Notons P cmob
(
(t|t0), λmob
)
un tel signal, et :
Pmob =
{
P cmob
(
λmob, (t|t0)
)
: λmob ∈ Λmob
}
(5.56)
l’arbre définissant l’ensemble des profils de puissance possibles suivant les choix de confi-
guration. Cette arbre est identifié comme le signal de puissance demandé par le client
mobilité et transmis au nœud par le signal de besoin.
Satisfaction A partir d’un changement de variable, l’indice de satisfaction (5.54) est
réécrit comme une fonction dépendante de la séquence λmob : Q′mob
(
λmob, (t|t0)
)
.
La satisfaction du client mobilité se déduit comme le ratio entre l’indice de satisfaction
pour une séquence λmob quelconque, et l’indice de satisfaction atteint par la séquence
nominale λnmob :
Smob
(
λmob, (t|t0)
)
=
Q′mob
(
λmob, (t|t0)
)
Q¯′mob
(
λnmob, (t|t0)
) (5.57)
A partir cette relation, et de l’arbre Pmob, on construit un arbre de la satisfaction Smob,
transmis au nœud par le signal de besoin.
Amplitudes de puissance Enfin, la puissance maximale et minimale de la mobilité
découle directement des limitations physiques de la machine électrique, i.e. Pmaxmob (t) =
Pmaxmel et P
min
mob (t) = P
min
mel .
5.3.1.2 Client Conditionnement
Le conditionnement est un client actif constitué des organes précédemment modélisés
(section 5.2.3.2), d’un jeu de configurations Ccond et d’une interface de communication.
On définit P ccond(t) la puissance électrique consommée par le client conditionnement
comme la puissance consommée par la boucle de froid :
P ccond(t) = Php(t) (5.58)
et, :
Tm(t) = fcond
(
P ccond(t), ǫporte(t)
)
(5.59)
la relation entre la puissance consommée, l’état de la porte ǫporte (5.23) et la température
intérieure de la marchandise Tm(t).
La fonction fcond est estimée par inversion des modèles du sous-système conditionne-
ment.
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On peut alors déduire un indice de satisfaction du service de conditionnement Qcond,
en fonction de la puissance consommée, tel que :
Qcond(t) =
∫ t
0
(
Tm(τ)− Tref (τ)
)2
dτ (5.60)
=
∫ t
0
(
fcond
(
P ccond(t), ǫporte(t)
)
− Tref (τ)
)2
dτ (5.61)
Où Tref (t) est une trajectoire de référence pour le conditionnement des marchandises,
déterminée par la configuration.
Configurations Les configurations s’interfaçent avec le contrôleur thermostat (5.27)
au travers du signal de référence Tref (t).
Là encore, plusieurs étude s’intéressent à l’optimisation d’un tel signal, principale-
ment dans le domaine de l’habitation (Moroşan et al. 2010 ; Lamoudi 2012). Ici, nous
nous supposerons une température constante Tref (t) = Tref définie par un cahier des
charges.
On synthétise à nouveau un jeu de configurations non-similaires et ordonnés par coût
énergétique et satisfaction croissants selon la proposition 4.8.
Celui-ci contient nCcond = 4 configurations obtenues en augmentant progressivement
la consigne de température Tref (t) transmise au thermostat. Ces données sont mathéma-
tiquement désignées par Ccond = {C0cond, C
1
cond, C
2
cond} et résumées dans le Tableau 5.2.
Configuration Contrôleur Tref(t)
Cncond (nominale) (5.27) Tref
C2cond (5.27) Tref − 2°C
C1cond (5.27) Tref − 4°C
C0cond (5.27) Tref − 6°C
Table 5.2 – Jeu de configurations pour le conditionnement
On pose Λcond =
(
{λcondi}J1;NaK|λcondi ∈ Ccond
)
l’ensemble des séquences de confi-
gurations possibles, avec Na le nombre de séquences et λcond ∈ Λcond une séquence
particulière, tous les deux définis pour un intervalle [t0, t0 + Tp] fixé.
De même que précédemment, on notera λncond = {C
n
cond}J1;NλK la séquence de configu-
ration nominale, et λ0cond = {C
0
cond}J1;NλK la séquence la plus dégradée.
Puissance demandée Sachant une séquence de configurations λcond ∈ Λ, une mesure
de la température Tm(t0) et de l’état de la porte ǫporte(t0) donnée, on peut déduire
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par simulation du sous-système conditionnement la puissance qui sera consommée sur
l’intervalle [t0, t0 + Tp].
Notons P ccond
(
(t|t0), λcond
)
un tel signal, et
Pcond =
{
P ccond
(
(t|t0), λcond
)
: λmob ∈ Λmob
}
(5.62)
l’arbre définissant l’ensemble des profils de puissance possibles suivant les choix de confi-
guration. Cette arbre est identifié comme la puissance demandée par le client condition-
nement et transmise par le biais du signal de besoin au nœud.
Satisfaction A partir d’un changement de variable, l’indice de satisfaction (5.59) est
réécrit comme une fonction Q′cond dépendante de la séquence λcond :
La satisfaction du client conditionnement se déduit comme le ratio entre l’indice de
satisfaction pour une séquence λcond quelconque, et l’indice de satisfaction atteint par la
séquence λncond :
Scond
(
(t|t0), λcond
)
=
Q′cond
(
(t|t0), λcond
)
Q′cond
(
(t|t0), λncond
) (5.63)
A partir cette relation, et de l’arbre Pcond, on construit un arbre de la satisfaction Scond,
transmis par le signal de besoin.
Amplitudes de puissance Enfin, la puissance maximale et minimale de la mobilité
découle directement des limitations physiques de la boucle de froid, i.e. Pmaxcond (t) = P
max
hp
et Pmincond(t) = P
min
hp .
5.3.2 Les Sources
Pour rappel, les sources sont conçues sur la base de leur (EOF-énergie) et d’une
interface de communication (voir chapitre 2).
Leur disponibilité concatène les informations suivantes (Définition 2.12) :
(d)msj :=


Pmaxsj (t) : Puissance maximale échangeable
Pmaxsj (t) : Puissance minimale échangeable
Edsj (t0) : Énergie Disponible sur l’horizon
[
t0, t0 + Tp
]
Ecsj
(
P esj (t)
)
: Coût de l’énergie,
(5.64)
5.3.2.1 Source Bloc-Batterie
La stratégie énergétique de la source bloc-batterie s’interface entre le signal de besoin
(b)bbN transmis par le nœud (5.74), et la consigne de puissance P
cons
bat (t) attendue par le
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contrôleur batterie (5.40).
Ici nous choisissons de transmettre directement la puissance demandée par le nœud
P bN (t), et laissé le contrôleur gérer les saturations, soit P
cons
bat (t) = P
b
N (t).
Energie disponible Obtenir une mesure fine de l’énergie stockée dans la batterie est
relativement compliqué du fait des non-linéarités. Nous nous appuierons sur l’état de
charge Soc(t) (5.34), la capacité nominale Qbat et un état minimal Socmin équivalent à
40% de la charge totale.
Edbb(t0) = Qbat.
(
Soc(t)− Socmin
)
(5.65)
Coût de l’énergie La source bloc-batterie est pénalisée par un coût constant pbb. La
fonction coût de l’énergie s’écrit alors :
Ecbb(P
f
bb(t)) = pbb.
(
P fbb(t)
)2 (5.66)
Amplitude de puissance Enfin, les amplitudes de puissances sont définies à partir
des limites de puissance de la batterie (5.40), soit :
Pminbb (t) = P
min
bat (t) (5.67)
Pmaxbb (t) = P
max
bat (t) (5.68)
5.3.2.2 Source Électrogène
La stratégie énergétique de la source électrogène s’interface entre le signal de besoin
(b)egN transmis par le nœud (5.74), et la consigne de puissance P
cons
mth (t) attendue par le
contrôleur moteur (5.48).
Ici nous choisissons de transmettre directement la puissance demandée par le nœud
P bN (t), et laissé le contrôleur gérer les saturations, soit P
cons
mth (t) = P
b
mth(t).
Énergie disponible Notons η¯mth, le rendement moyen du moteur thermique, calculé
à partir de la cartographie de rendement (Fig. 5.7b).
On déduit de la consommation optimisée q∗carbu(t) (5.49), du pouvoir calorifique de
combustion LV H et de η¯mth, l’énergie disponible dans la source électrogène :
Edeg(t0) = η¯mth.LV H.
(
q0carbu −
∫ t0
0
q∗carbu
(
P consmth (τdτ)
))
(5.69)
Avec q0carbu le carburant initialement présent.
Coût de l’énergie La source électrogène est pénalisée par un coût constant peg. La
fonction coût de l’énergie s’écrit alors :
Eceg(P
f
eg(t)) = peg.
(
P feg(t)
)2 (5.70)
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Amplitude de puissance Enfin, les amplitudes de puissances sont calculées d’après
les limites physiques du générateur :
Pmineg (t) = P
min
gen (5.71)
Pmaxeg (t) = P
max
gen (5.72)
5.3.3 Le Nœud Global
Figure 5.9 – Vision Modulaire du Camion Frigorifique avec Hybridation Série
Le nœud décrit la jonction entre les deux sources actives et les deux clients actifs.
Sa structure organique dérive du modèle du bus électrique (5.28). Sachant que l’on a
supposé ce dernier sans pertes ni accumulation, le modèle de la structure nœud est dans
ce cas relativement trivial :
ΓN : 0 = P
f
bb(t) + P
f
eg(t)− P
c
mob(t)− P
c
cond(t) (5.73)
La stratégie énergétique est modélisée par :[
(b)bbN , (b)
eg
N , (d)
mob
N , (d)
cond
N
]
= Ξ
(
(d)Nbb, (d)
N
eg, (b)
N
mob, (b)
N
cond
)
(5.74)
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Avec (d)Nsj et (b)
N
ci les signaux de disponibilité et de besoin émis respectivement par les
sources et les clients ; (b)sjN et (d)
ci
N les signaux de besoin et de disponibilité calculés par
le nœud et transmis aux modules.
Comme il a été vu dans le chapitre 3, la conception de sa stratégie repose sur la
construction des signaux de communication, et sur la résolution du problème d’optimi-
sation P ′N (ou son alternative multi-objectifs PN ).
Pour instancier ce problème, il est nécessaire de connaître un modèle dynamiques des
sources et des clients (contraintes (3.4),(3.5)), et un modèle des stockages (contrainte (3.13)).
Dans le cas présent, la source électrogène est modélisée selon la dynamique de son
moteur thermique (5.45), soit un premier ordre de constante de temps τmth. De même,
la source bloc batterie est modélisée selon la dynamique du convertisseur (5.35) soit un
premier ordre de constante de temps τdc. La dynamique du bloc-batterie sera considérée
comme plus rapide que la dynamique de la source électrogène.
P fbb(t) = fbb
(
νbb(t)
)
:=


x˙bb(t) =
−1
τdc
xbb(t) +
1
τdc
νbb(t)
P fbb(t) = xbb(t)
(5.75)
P feg(t) = feg
(
νeg(t)
)
:=


x˙eg(t) =
−1
τmth
xeg(t) +
1
τmth
νeg(t)
P feg(t) = xeg(t)
(5.76)
La dynamique discrète des modules clients est modélisée au travers des deux arbres
Pmob et Pcond. La puissance consommée est obtenue par le parcours de l’arbre selon une
séquence λ donnée. Ce procédé est formulé par les relations (5.77) qui remplacent les
modèles dynamiques (3.5)
P cmob(t) = g˜mob
(
(t|t0), λmob
)
P ccond(t) = g˜cond
(
(t|t0), λcond
)
(5.77)
L’évolution de l’énergie stockée dans les sources est représentée par un intégrateur,
soit :
Efbb(t) = fstkbb
(
νbb(t)
)
:=

 x˙stkbb(t) = νbb(t)Efbb(t) = xstkbb(t) (5.78)
et,
Efeg(t) = fstkeg
(
νeg(t)
)
:=

 x˙stkeg(t) = νeg(t)Efeg(t) = xstkeg(t) (5.79)
A partir de ces modèles, et sur la base des coûts énergétiques de la source bloc-
batterie (5.66) (5.66), de la source électrogène (5.70), et de la satisfaction du client
mobilité (5.57), et du client conditionnement (5.60), on déduit l’expression complète du
problème P ′N adressé au cas du camion FHS.
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Problème P ′N pour le camion FHS
min
νbb(t),νeg(t),
λmob∈Λmob,
λcond∈Λcond
∫ t0+Tp
t0
(
γ1
(
α1S¯mob
(
λmob, (t|t0)
)
+ α2S¯cond
(
λcond, (t|t0)
))
+ γ2
(
β1pbb.
(
P fbb(t)
)2
+ β2peg.
(
P feg(t)
)2)) (5.80)
sous les contraintes
P fbb(t) = fbb
(
νbb(t)
)
(5.80a)
P feg(t) = feg
(
νeg(t)
)
(5.80b)
P cmob = g˜mob
(
(t|t0), λmob
)
(5.80c)
P ccond = g˜cond
(
(t|t0), λcond
)
(5.80d)
Efbb(t) = fstkbb
(
νbb(t)
)
(5.80e)
Efeg(t) = fstkeg
(
νeg(t)
)
(5.80f)
P cbb(t) ∈ Pbb, (5.80g)
P ceg(t) ∈ Peg, (5.80h)
P cmob(t) ∈ Pmob, (5.80i)
P ccond(t) ∈ Pcond, (5.80j)
Ebb(t) ∈ E
d
bb, (5.80k)
Eeg(t) ∈ E
d
eg, (5.80l)
Les solutions optimales de ce problème sont notées :
νc(t) =
{
ν∗mob(t), ν
∗
cond(t)
}
, νs(t) =
{
ν∗bb(t), ν
∗
eg(t)
}
, (5.81)
Elles sont transmises vers le second niveau de la stratégie pour construire génériquement
les signaux de communication par application des définitions de la section 3.3.3.
La résolution du problème P ′N associé au camion est traitée par la décomposition
introduite à la section 3.7 , et grâce aux solutions algorithmiques du chapitre 4.
5.4 Conception de la Stratégie Énergétique
La méthodologie de décomposition introduite à la section 3.7 est appliquée au cas
du camion FHS. Le nœud général est décomposé selon un nœud d’hybridation, un nœud
d’accumulation et un nœud de concurrence, selon la figure 5.10.
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Figure 5.10 – Décomposition modulaire du Camion Frigorifique avec Hybridation Série
5.4.1 Stratégie Nœud d’Accumulation
Le nœud d’accumulation est le module d’interconnexion situé entre les nœud d’hy-
bridation et de concurrence. Son existence est justifiée par les règles de causalité fixées
pour les autres nœuds.
A partir de la définition précédemment donnée (section 3.4.3) on déduit le modèle
de sa structure et de sa stratégie :
xUa(t) = P
f
MS(t) + P
c
MC(t) (5.82)((
b
)MS
Ua
(t),
(
d
)MC
Ua
(t)
)
= ΞUa
((
d
)Ua
MS
,
(
b
)Ua
MC
)
(5.83)
Avec xUa(t) l’accumulation d’énergie, P
f
MS(t) la puissance en sortie du nœud d’hybrida-
tion, P cMC(t) la puissance en sortie du nœud de concurrence,
(
b
)Ua
MC
le besoin et
(
d
)Ua
MS
la
disponibilité, respectivement émis par le nœud d’hybridation et le nœud de concurrence.
La formulation explicite de sa stratégie a déjà été discutée (voir (3.51)). En supposant
les nœuds d’hybridation et de concurrence modélisés sans dynamique, on peut écrire la
relation directe
ν∗MS(t) = P
b
MC(t) + xUa(t) (5.84)
On en déduit alors la puissance demandée à la source :
P bUa(t) = ν
∗
MS(t) (5.85)
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Et de là, la valeur de ses signaux de communications :
(b)MSUa :=


PmaxUa (t) = P
max
MC (t),
PminUa (t) = P
min
MC (t)
P bUa(t) = ν
∗
MS(t),
S¯Ua
(
P fMS(t)
)
= z2satUa(t)


(5.86)
avec
z˙satUa(t) =
(
P fMS(t)− P
b
Ua(t)
)
(5.87)
Et,
(d)MCUa :=


PmaxUa (t) = P
max
MC (t),
PminUa (t) = P
min
MC (t),
EdUa(t0) = E
d
MS(t0) + xUa(t)−
∫ t0+Tp
t0
P bMC(t)dt,
EcUa
(
P cMC(t)
)
=
(
EcMS
(
ν∗Ua(t)
)
ν∗Ua(t)
)(
P cMC
)2
(t)


(5.88)
5.4.2 Stratégie Nœud d’Hybridation
Le nœud d’hybridation est le module d’interconnexion situé entre les modules sources
et le nœud d’accumulation. Sa modélisation dans le cas général est défini à la section 3.5.
Il contient deux relations représentant sa structure interne et sa stratégie :
P fMS(t) = P
f
bat(t) + P
f
eg(t) (5.89)((
b
)bb
MS
(
b
)eg
MS
,
(
d
)Ua
MS
)
= ΞMS
((
d
)MS
bb
,
(
d
)MS
eg
,
(
b
)MS
Ua
)
(5.90)
où P fbat(t) désigne la puissance en sortie de la source batterie, P
f
eg(t) désigne la puissance
de la source électrogène,
(
b
)MS
Ua
est le besoin émis par le nœud d’accumulation, et
(
d
)MS
bb
et
(
d
)MS
eg
les disponibilités respectivement émises par la source bloc-batterie et la source
électrogène.
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Problème PMS pour le camion FHS
min
νbb(t),νeg(t)
∫ t0+Tp
t0
(
γ1α1z
2
satUa
(t)+
γ2
(
β1pbb.
(
P fbb(t)
)2
+ β2peg.
(
P feg(t)
)2))
dt (5.91)
sous les contraintes :
z˙satUa(t) =
1
P bUa(t)
(
P fMS(t)− P
b
Ua(t)
)
(5.91a)
P fbb(t) = fbb
(
νbb(t)
)
(5.91b)
P feg(t) = feg
(
νeg(t)
)
(5.91c)
Efbb(t) = fstkbb
(
νbb(t)
)
(5.91d)
Efeg(t) = fstkeg
(
νeg(t)
)
(5.91e)
P fUa(t) = P
f
bb(t) + P
f
eg(t), (5.91f)
P fbb(t) ∈ Pbb, (5.91g)
P feg(t) ∈ Peg, (5.91h)
P fUa(t) ∈ PUa , (5.91i)
Ebb(t) ∈ E
d
bb, (5.91j)
Eeg(t) ∈ E
d
eg, (5.91k)
Sa stratégie consiste en premier lieu à résoudre un problème d’optimisation de type
PMS .
A partir des solutions optimales ν∗eg(t) et ν
∗
bb(t), on évalue la puissance demandée à
chaque source :
P bbb(t) = fbb
(
ν∗bb(t)
)
P beg(t) = feg
(
ν∗eg(t)
)
(5.92)
5.4.2.1 Synthèse LPV-MPC
Pour résoudre en temps réel le problème PMS présenté ci-dessus, on propose d’utili-
ser ici le régulateur à deux niveaux détaillé dans le chapitre précédent (section 4.3.3).
Contrôleur (L1)
Le premier niveau de synthèse adresse un problème de commande type linéaire qua-
dratique, dont la fonction objectif paramétré par un vecteur θ dérive du critère ini-
tial (5.91).
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On pose ici θ ∈ R scalaire et on définit le critère suivant
JMS(θ) =
∫ t0+Tp
t0
(
γ1α1z
2
sat(t)
+ γ2
(
β1(θ)pbb.
(
P fbb(t)
)2
+ β2(θ)peg.
(
P feg(t)
)2))
dt (5.93)
avec β1(θ) = β1 − θ et β2(θ) = β2 + θ.
Lorsque θ augmente, le coût d’utilisation de la source bloc-batterie augmente, et à
l’inverse, le coût d’utilisation de la source électrogène diminue.
Un θ petit conduit à une stratégie où la source bloc-batterie est utilisée comme la res-
source principale. Il permet aussi une récupération de l’énergie au freinage. Un θ proche
de θmax tend vers l’arrêt de la source bloc-batterie.
Pour la synthèse du correcteur ΣMS
(
θ
)
(cf. section 4.3.3), on construit le problème
d’optimisation paramétré (5.93) selon la méthode précédemment présentée, et en choisis-
sant pour pondérations : α1 = 8, β1 = 4, β2 = 0.1, γ1 = 1 et γ2 = 1, afin de privilégier
le conditionnement face à la mobilité lors des phases de délestage.
Problème PL1MS pour le camion FHS
min
νbb(t),νeg(t)
JMS
(
θ
)
(5.94)
sous les contraintes :
z˙sat(t) =
(
P fMS(t)− P
b
Ua(t)
)
(5.94a)
P fbb(t) = fbb
(
νbb(t)
)
(5.94b)
P feg(t) = feg
(
νeg(t)
)
(5.94c)
Efbb(t) = fstkbb
(
νbb(t)
)
(5.94d)
Efeg(t) = fstkeg
(
νeg(t)
)
(5.94e)
P fUa(t) = P
f
bb(t) + P
f
eg(t), (5.94f)
(5.95)
ΣMS
(
θ
)
est obtenu par une synthèse par séquencement de gains impliquant une
interpolation polynomiale d’ordre 4 , pour θ ∈ [0, 15] :
νs(t) =
[
K11
(
θ
)
K12
(
θ
)
K13
(
θ
)
K21
(
θ
)
K22
(
θ
)
K23
(
θ
)]

zsat(t)xbb(t)
xeg(t)

 (5.96)
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Figure 5.11 – Étude de la réponse indicielle du régulateur paramétré ΣMS
(
θ
)
La Figure 5.11 montre les réponses indicielles obtenues pour plusieurs valeurs de θ. Le
comportement du régulateur correspond à nos attentes : la source bloc-batterie fournie la
quasi totalité de la puissance demandée pour θ → θmin, et inversement quand θ → θmax.
La mise en commun des deux sources (Fig. 5.11c) satisfait la demande pour un temps de
réponse inférieur 0.3s.
Les polynômes du régulateurs sont :
K11
(
θ
)
= 71.6× θ4 +329× θ3 −440× θ2 −3020× θ +5030 (5.97)
K12
(
θ
)
= −1.04× θ4 +1.73× θ3 −1.20× θ2 −434× θ −955 (5.98)
K13
(
θ
)
= −0.155× θ4 −0.128× θ3 +1.52× θ2 +0.66× θ −13.0 (5.99)
K21
(
θ
)
= 101× θ4 −170× θ3 −852× θ2 +247× θ +622 (5.100)
K22
(
θ
)
= −0.08× θ4 −0.06× θ3 +0.76× θ2 −6.51× θ −0.03 (5.101)
K33
(
θ
)
= −8.51× θ4 −13.1× θ3 1.46× θ2 431× θ −768 (5.102)
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Contrôleur (L2)
Le second niveau de la stratégie adresse la problématique de l’optimisation de θ
suivant les contraintes (5.91g)-(5.91k).
Posons GbfL1 le modèle de la boucle fermée constituée par Σ¯MS la composante inva-
riante du régulateur paramétré (cf. forme LFT (4.9)).
On a alors :
XbfL1(t) =
[
zsat(t) xbb(t) xeg(t)
]
(5.103)
Le correcteur (L2) est calculé en ligne par optimisation du problème (5.104) formulé à
temps discret. On choisi pour cette illustration θ(t) continu par morceaux avec tk les
instants de saut et Tθ =
Tp
Nθ
une période d’actualisation, tel que tk = t0 + kTθ pour
k ∈ J1;NθK, et θ(τ) = θk pour τ ∈ [tk−1, tk]. Dans le cadre de cette exemple on posera
Nθ = 4.
Problème PL2MS pour le camion FHS
min
θk
Jθ = Tθ
Nθ∑
k=1
θ2k (5.104)
sous les contraintes :
∀k ∈ J1;NθK, τ ∈ [tk−1; tk], (5.105)
Y (τ |t0) = G
bf
L1
(
XbfL1(t0), uθ(τ |t0), P
b
Ua(τ)
)
(5.105a)
uθ(τ |t0) = ∆k
(
θk
)
× yθ(τ |t0) (5.105b)
0 ≤θk1 ≤ 15, (5.105c)
P fUa(τ |t0) ∈ PUa , (5.105d)
P fbb(τ |t0) ∈ Pbb, (5.105e)
P feg(τ |t0) ∈ Peg, (5.105f)
Ebb(τ |t0) ∈ E
d
bb, (5.105g)
Eeg(τ |t0) ∈ E
d
eg, (5.105h)
Ce problème non-linéaire est résolu par une méthode d’optimisation type « sequential
quadratic programming » via la fonction fmincon de Matlab. Dans l’esprit d’une com-
mande sur horizon glissant (e.g. MPC), seule la première valeur de la solution optimale
(i.e. θ1) est appliquée comme commande sur (L1) pour une durée Tθ.
5.4.3 Stratégie Nœud de Concurrence
Le nœud de concurrence est le module d’interconnexion situé entre les modules clients
et le nœud d’accumulation. A partir de la définition précédemment donnée (section 3.6)
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on déduit le modèle de sa structure :
P cMC(t) = P
c
mob(t) + P
c
cond(t) (5.106)
Avec P cmob(t) la puissance consommée par la mobilité, et P
c
cond(t) la puissance consommée
par le conditionnement (5.77).
Problème PMC pour le camion FHS
min
λmob∈Λmob,
λcond∈Λcond
∫ t0+Tp
t0
(
γ1
(
α1S¯mob
(
λmob, (t|t0)
)
+ α2S¯cond
(
λcond, (t|t0)
))
+
γ2βs1EcUa
(
P cUa(t)
))
dt (5.107)
sous les contraintes :
P cmob(t) = g˜mob
(
(t|t0), λmob
)
(5.107a)
P ccond(t) = g˜cond
(
(t|t0), λcond
)
(5.107b)
P cMC(t) = P
c
mob(t) + P
c
cond(t), (5.107c)
EMC(t) =
∫ t
0
P cUa(τ)dτ, (5.107d)
P cMC(t) ∈ PUa , (5.107e)
P cmob(t) ∈ Pmob, (5.107f)
P ccond(t) ∈ Pcond, (5.107g)
EMC(t) ∈ E
d
Ua , (5.107h)
Les solutions optimales de ce problème sont notées :
λ∗mob =
{
λmobi}J1;NλK, λ
∗
cond =
{
λcondi}J1;NλK, (5.108)
sont transmises vers le second niveau de la stratégie pour construire génériquement les
signaux de communication par application des définitions de la section 3.3.3.
5.5 Simulation et Résultats
5.5.1 Scénario
Le camion FHS et sa stratégie énergétique déduite de la méthodologie de décom-
position, sont simulés pour le scénario de livraison représenté par la Figure 5.12. La
température de référence nominale est Tref = −18°C avec Text = 30°C.
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Figure 5.12 – Scénario de livraison : vitesse de référence et temps de pause ; au second
arrêt la porte du compartiment est ouverte pendant 200s
La source bloc-batterie est initialisée avec un état de charge à 67%, et la source élec-
trogène dispose de 2.9L de carburant. Le problème PL2MS est actualisé selon une période
Tθ = 4s, et est évalué sur un horizon de prédiction TpMS = 10s. Le problème PMC est
actualisé selon une période TpMC = 1000s, et est évalué sur un horizon de prédiction
Tλ = 250s.
Ces données sont résumées dans le tableau 5.3.
Paramètre Description Valeur
dt Pas de simulation 0.05s
Tref Température de référence −18°C
Text Température extérieure 30°C
Soci Etat de charge initial pour la source bloc batterie 67%
q0carbu Quantité de carburant initiale 2.9L
TpMC Horizon de prédiction pour le problème de concurrence 1000s
TpMS Horizon de prédiction pour le problème d’hybridation 20s
Tλ Période d’actualisation pour le problème de concurrence 250s
Tθ Période d’actualisation pour le problème d’hybridation 4s
Table 5.3 – Paramètres de simulation
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5.5.2 Résultats
Les conditions initiales du système et le choix du scénario nous permettent d’illustrer
deux phases distinctes :
Phase 1 (t < 1800s) : L’état de charge de la batterie est supérieur à 40%, limite
imposée lors de la conception du module. La source bloc-batterie intervient comme
une source principale à faible coût.
Phase 2 (t ≥ 1800s) : L’état de charge de la batterie est inférieur à 40% la source
électrogène supporte seule les besoins des clients. Son énergie disponible et son
amplitude maximale, sont les facteurs limitants du problème de concurrence.
Les résultats sont analysés phase par phase.
5.5.2.1 Phase 1 : Déchargement du bloc-batterie(Fig. 5.16)
La coopération des deux sources, par le biais du nœud d’hybridation, apporte une
énergie et une amplitude de puissance suffisante pour maintenir les clients dans leur
configuration nominale (Fig. 5.15), défini sur les figures par l’indice λci = 3.
Les résultats pour le client mobilité (Fig. 5.13a) montrent que la puissance est mise
à profit pour maximiser la satisfaction du service, le suivi de la trajectoire de référence.
La puissance de restriction P restmel (t) (cf. Tab. 5.1) intervient comme une limite à l’accélé-
ration.
Pour le client conditionnement (Fig. 5.13b), la température est régulée par le ther-
mostat pour se maintenir à la température prévue par la configuration Tref = −18°C
(cf. Tab. 5.2).
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Figure 5.13 – Résultats pour les clients pour la phase 1
Du côté des sources, le contrôleur L1 est initialisé à son paramètre nominal θ = 0. Son
comportement se résume alors à prélever sur la source bloc-batterie la puissance totale
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demandée (cf. réponse indicielle, Fig. 5.11). On observe sur la Figure 5.14a que lors des
phases d’accélération la puissance demandée dépasse la limite physique du bloc-batterie,
Pmaxbb = 85kW , par exemple à t = 70s, t = 400s et t = 800s.
Pour prendre en compte cette contrainte, le contrôleur (L2) calcule un nouvel opti-
mum, en l’occurrence θ(t) = 6.24 (Fig. 5.14c). Sous ce paramètre, la stratégie de contrôle
de (L1) repose sur le régulateur LQ défini à partir du critère JMS(θ = 6.24). Il s’agit
alors de distribuer la puissance demandée entre les deux sources tel que la contrainte
d’amplitude du bloc-batterie soit active mais non violée (Fig. 5.14a).
Une fois l’accélération terminée, la puissance en régime établie est inférieure aux
limites du bloc-batterie. Le paramètre θ évolue à nouveau vers sa valeur nominale.
Bien que non-visible sur ces courbes, les évolutions du paramètre sont progressives.
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Figure 5.14 – Résultats pour les sources et paramètre θ
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Figure 5.15 – Résultats pour le scénario 1 : Source bloc-batterie disponible
Sur l’intervalle [970s; 1210s], le camion circule à son allure maximale (25m.s−1). La
puissance en régime établi est supérieure à la limite physique de la source bloc-batterie.
Le contrôleur (L2) calcule un nouvel optimum θ = 4.26, conservé sur la durée de la
période.
Enfin, à t = 1300s, la source bloc-batterie a complètement épuisé son énergie (Fig. 5.15a).
Le paramètre θ est mis à jour à sa valeur maximale (i.e. θ = 15). La totalité de la puis-
sance est alors fournie par la source électrogène.
5.5.2.2 Phase 2 : Délestage des clients (Fig. 5.16)
Dans cette seconde phase la source électrogène supporte seule les demandes (i.e. θ =
θmax). A t = 1800s, la porte du compartiment est ouverte pour simuler une livraison. La
température interne s’élève avant d’être ramenée à son point de consigne par le thermostat
(Fig. 5.16c).
A t = 2000s, en raison de la nouvelle limite de puissance imposée par l’arrêt du
bloc-batterie (i.e. PmaxUa = P
max
gen = 110kW ), la stratégie de concurrence dégrade la confi-
guration de la mobilité à C2mob (Fig. 5.16a). Dans ce mode, l’accélération du camion est
limitée, de même que la vitesse maximale à 22m.s−1. Le camion est donc dans l’incapacité
d’atteindre la vitesse de référence de 25m.s−1, la satisfaction du service diminue.
A t = 2200s la stratégie de concurrence détecte une pénurie d’énergie au terme de sa
prédiction, et dégrade pendant une période le client mobilité à C1mob, avant de revenir à
C1mob. A t = 3000s, la mobilité est dégradée à C
0
mob. Cet acte est assez surprenant étant
donné que le véhicule décélère. A ce jour, nous l’analysons comme une erreur numérique
très certainement liée à une mauvaise estimation de la fin du scénario.
En cohérence avec notre choix de pondération, le conditionnement est maintenu à
sa configuration nominale, et le scénario de livraison se termine avec une quantité de
carburant tout juste positive (Fig. 5.16e).
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Figure 5.16 – Résultats pour la phase 2
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5.6 Conclusion du chapitre
Cette illustration sur un cas d’étude concret met en perspective la méthodologie
de représentation modulaire des systèmes énergétiques. Elle démontre que l’objectif fixé
d’une continuité méthodologique entre les outils de la conception systémique, et les outils
analytiques de la commande optimale, est bien atteint.
La compréhension du système par la systémique, puis sa formalisation par les modules
énergétiques aboutissent à l’élaboration d’une stratégie énergétiques que nous simplifions
par décomposition. Les outils algorithmiques précédemment introduits sont déployés et
nous permettent de traiter simplement les problématiques.
La simulation vérifie la faisabilité numérique de l’approche globale, et souligne la
cohérence des résultats avec ce qui est empiriquement attendu. Face à des situations
complexes, les performances numériques des algorithmiques se montrent honorables.
Le problème PL2MS , résolu par une méthode de sequential quadratic programming,
converge vers une solution dans un temps inférieur à 1s pour 98, 2% de ses occurrences
(Fig. 5.17a). Cela signifie que le calcul se termine bien dans l’intervalle d’actualisation
Tθ.
Les 1.8% d’occurrences restantes (non-visible à l’échelle de l’histogramme) sont ma-
jorées par 10.2s et correspondent aux situations où le solveur nécessite une seconde
exécution avec un point initial différent.
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Figure 5.17 – Distribution des temps de calcul des algorithmes
L’algorithme de Branch and Bound, développé spécifiquement pour le besoin de cette
thèse, converge pour 100% des occurrences sous le seuil de temps Tλ = 250s. De plus,
ces performances peuvent être améliorée, notamment par une meilleure optimisation de
la base de donnée sous-jacente à l’algorithme, ou l’utilisation d’un solveur du commerce.
L’accumulation d’énergie, qui correspond à une forme de sous-optimalité, est maitri-
sée. Sa distribution pour des pics supérieure à 100J est donnée par la Figure 5.18a. Au
total, moins de 4% des occurrences dépassent ce seuil, et la majorité (i.e. les occurrences
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Figure 5.18 – Distribution des facteurs de sous-optimalité
supérieures à 0.28%) est contenue dans l’intervalle [−10kJ ; 10kJ ].
En ce qui concerne la solution LPV-MPC, son rôle de contrôleur robuste s’auto-
ajustant aux contraintes actives est parfaitement rempli, et les performances atteintes
plutôt intéressantes. En revanche, lors de la phase 2, des ajustements sont nécessaires pour
conserver la faisabilité du problème PL2MS . En effet, quelle que soit la valeur des bornes
du paramètre, le contrôleur (L1) est, par sa nature LQ, incapable de reproduire l’arrêt
complet de l’une des sources. Une composante très faible subsiste et suffit à décharger la
batterie. Pour de grands intervalles de temps comme dans notre exemple, cet effet conduit
inexorablement à franchir la contrainte sur l’énergie disponible (5.105g). Le problème
d’optimisation devient alors infaisable.
Une première piste de recherche pour obtenir un arrêt du bloc-batterie net est d’in-
troduire une variable discrète dans le coût de l’énergie, et par conséquent de formuler
le problème PMS comme un problème d’optimisation mixte. Ce type de problème est
délicat à résoudre et nécessiterait de nouveaux outils.
Une seconde idée est de profiter de la fonction coût de l’énergie pour introduire une
contrainte douce sur l’énergie consommée. Cette approche rejoint les approches de gestion
énergétique traditionnelles (Keulen, Jager et Steinbuch 2008 ; a. Sciarretta et al.
2014).
Son principale défaut est qu’elle nécessite l’optimisation en amont d’un niveau d’éner-
gie de référence, qui le plus souvent dépend du scénario.
Plus généralement, cette difficulté pose la question de la modélisation des éléments
fonctionnels de type accumulateur, doivent-ils être traités comme un module énergétique
source, ou bien comme un composite de source et d’un nouveau module qu’il faudrait
introduire ?
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Conclusion Générale
Conclusion
Les systèmes énergétiques forment une classe de systèmes dont les spécificités structu-
relles et fonctionnelles posent la question de la distribution en temps réel de l’énergie pour
satisfaire des services. Leur complexité motive d’une part l’élaboration de méthodologies
systémiques pour définir les stratégies énergétiques qu’ils devront embarquer, et d’autre
part à identifier des solutions algorithmiques pertinentes pour assurer l’implémentation
de ces stratégies.
Le chapitre 1 a été consacré à l’étude de la littérature sur les systèmes énergétiques
selon trois points de vue : la systémique, la modélisation multi-physique et le contrôle
commande. Il a été montré qu’une description générique de ces systèmes pouvait être
réalisée en s’appuyant sur les composantes du paradigme systémique : environnement, ac-
tivité, finalité, structure et évolution. Les systèmes énergétiques peuvent être vus comme
une infrastructure physique mettant en interaction des ressources et des services, et em-
barquant un système décisionnel cherchant à assurer le meilleur compromis entre le coût
énergétique et la satisfaction des services.
Une étude approfondie de la littérature met en lumière une classification des pro-
blématiques selon la nature de l’architecture et de la mission. Il nous est apparu que
les deux problèmes fondamentaux suivants sont traités séparément : l’hybridation des
sources d’une part, et la concurrence énergétique entre plusieurs consommateurs d’autre
part. Ce chapitre conclut ainsi sur le manque d’approches pour traiter la problématique
complète multi-sources multi-clients avec comme objectifs l’optimalité et l’opérationna-
lité.
Dans le chapitre 2, nous avons recourt à un référentiel systémique créé par notre
partenaire industriel Sherpa Engineering, pour caractériser les systèmes énergétiques se-
lon une représentation par des Ensembles Organico-Fonctionnels (EOF). Par ce dernier,
nous soulignons les frontières du système énergétique et posons les bases d’une approche
modulaire, autour des deux modules fondamentaux : que sont le client et la source. Dé-
finis selon une trame précise, leurs échanges physiques et informationnels sont modélisés
selon un formalisme précis. Il est remarqué que leur causalité de pilotage (i.e. la réponse
à la question « contrôlent-ils leur échanges d’énergie ? » ) agit sur leurs compatibilités.
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Dans le contexte multi-clients ou multi-sources, nous proposons de représenter l’interac-
tion de ces modules par le biais de nœuds, formalisant à la fois les interactions physiques
et la mise en œuvre des stratégies énergétiques.
Le chapitre 3 formalise la stratégie énergétique dans le cas général multi-clients
et multi-sources en posant un problème d’optimisation contraint générique qui s’appuie
sur les signaux échangés par les modules. Une seconde contribution de ce chapitre est
de simplifier le problème global en décomposant le nœud général selon les nœuds d’hy-
bridation et de concurrence. Ce procédé permet de faire le lien avec les problématiques
identifiées dans la littérature. Une première analyse de la sous-optimalité engendrée par
cette simplification est proposée sur la base d’un exemple, et l’observation en particulier
de l’accumulation d’énergie entre les deux nouveaux nœuds multi-sources et multi-clients.
Un état de l’art sur les stratégies de commandes optimales et prédictives est réalisé
dans le chapitre 4, en soulignant les solutions algorithmiques pour une résolution en
temps réel. Il conclut que : 1) l’optimisation selon un critère quadratique ouvre l’accès
à plusieurs solutions explicites intéressantes dont un contrôleur linéaire affine par mor-
ceaux, dans le cas contraint ; 2) le verrou historiquement lié à la complexité numérique
des méthodes MPC tend à disparaître sous l’influence en particulier de nouveaux sol-
veurs. Sur ce constat, la satisfaction et le coût des dépenses énergétiques sont spécifiés
par des fonctions quadratiques conduisant ainsi à formuler la stratégie d’hybridation de
source comme un problème linéaire quadratique à horizon fini, et contraint par l’état. Un
principe novateur de contrôle selon deux niveaux est proposé dont l’objectif est de garan-
tir des propriétés de robustesse et de stabilité par un premier régulateur paramétré, puis
de piloter ces paramètres au regard des contraintes à l’aide d’une méthode type MPC.
Sa mise en œuvre sur un premier exemple illustre les intérêts de cette loi. Enfin pour le
problème de concurrence entre services, il est postulé que les clients sont autonomes et
disposent d’un nombre fini de modes de fonctionnement appelés configurations, générant
leur demande en fonctions de leur activité. Le problème d’optimisation qui en résulte est
de nature combinatoire. Une méthode de recherche opérationnel Branch and Bound est
suggérée ainsi que des pistes pour améliorer la recherche de bornes.
Le chapitre 5 valide par la simulation les trois contributions de cette thèse : concep-
tion modulaire de la stratégie ; simplification par décomposition ; résolution par des algo-
rithmes robustes et prédictifs, ou combinatoire. L’exemple multi-clients et multi-sources
traité est celui d’un véhicule frigorifique dont l’architecture énergétique est de nature
hybride série.
Perspectives
Les perspectives de ce travail sont multiples et concernent à la fois les aspects mé-
thodologiques et algorithmiques.
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Premièrement, au-delà des résultats numériques présentés dans les chapitres 3, 4,
et 5 se pose la question de l’optimalité de la décomposition et des solutions algorith-
miques. Notre décomposition introduit retards et contraintes dans les échanges qui se
traduisent a minima par une accumulation transitoire d’énergie entre les nœuds. Il se-
rait intéressant de caractériser cet effet en termes de sous-optimalité et d’instabilité du
système.
Répondre à cette problématique serait un premier pas vers une seconde perspective,
celle de la généralisation de la décomposition de la stratégie énergétique pour des systèmes
très complexes, i.e. présentant plusieurs chaînes énergétiques en interactions. Une pre-
mière recherche dans cette direction est donnée au travers d’une procédure systématique
de décomposition, démontrant les possibilités techniques de ce principe (voir annexe D).
Cependant, elle se heurte à ce jour aux verrous suivants : la sous-optimalité intrinsèque
de la décomposition nous fait craindre qu’accroitre le nombre de sous-problèmes d’op-
timisation interconnectés aboutissent finalement à de piètres performances, voire à une
instabilité du système. Il est donc nécessaire de mieux comprendre et caractériser la sous-
optimalité engendrée par notre méthodologie de décomposition, afin de pouvoir assurer
la stabilité globale par notre loi de commande distribuée. Celle-ci dépendra certainement
de la synchronisation entre les noeuds, et de la pertinence des informations échangées
entre eux. La mise en place d’un superviseur afin de suppléer ces contraintes structurelles
de communication pourrait s’avérer utile.
Une troisième perspective méthodologique concerne la modélisation des sources réver-
sibles (e.g. une batterie) ou des clients avec stockage interne (e.g. la mobilité avec freinage
régénératif). Une piste de recherche est de les modéliser par un module quadripôle aux
propriétés partagées entre sources et clients. Cette représentation devra être accompa-
gnée de règles d’utilisation précises, afin d’éviter d’éventuels problèmes de bouclage sur
l’organe lui-même.
Une dernière perspective importante cible les aspects algorithmiques. Outres certains
outils déjà disponibles dans la littérature pour résoudre le problème d’hybridation, notre
choix s’est porté dans le chapitre 4 vers une architecture à deux niveaux. Les perfor-
mances atteignables par le régulateur bas niveau pourraient être améliorées grâce à une
stratégie Linéaire Quadratique avec anticipation (cf. annexe B). Cela nécessiterait au
préalable d’étendre les résultats connus du LQ avec anticipation au cas d’un critère para-
métré. Une seconde piste d’amélioration concerne le contrôle du niveau supérieur. Il serait
judicieux de confronter certains des outils de commande NMPC à nos propres méthodes.
Concernant la problématique de concurrence inter-clients, un premier algorithme, rudi-
mentaire, de Branch and Bound a été mis-en-œuvre afin de valider la stratégie proposée.
L’emploi d’un outil logiciel expert serait certainement préférable.
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A. RÉSUMÉ DU FORMALISME MODULAIRE
A Résumé du Formalisme Modulaire
Cette annexe résume la méthodologie de formalisation modulaire pour les systèmes
énergétiques décrite dans le chapitre 2.
Source (p. 44)
Module énergétique associé à une ressource du système. Elle a pour fonction de mettre
à disposition une énergie en réponse à une demande, pour un coût minimal et dans la
limite de sa capacité.
Client (p. 44)
Module énergétique assujetti à l’un des services du système de missions. Il a pour
fonction de maximiser la satisfaction de service en consommant au mieux une énergie
disponible.
Signal de Besoin (p. 44)
Concatène les informations suivantes :
(b)mci :=


la puissance max. échangeable,
la puissance min. échangeable,
la puissance nominale désirée,
sa satisfaction
Signal de Disponibilité (p. 45)
Concatène les informations suivantes :
(d)msj :=


Puissance max. échangeable
Puissance mini. échangeable
Énergie disponible
Coût de l’énergie.
(109)
Stratégie énergétique((
b
)s
N
,
(
d
)c
N
, δ(t)
)
= Ξ
((
d
)N
s
,
(
b
)N
c
)
(110)
Avec :
• (b)sN , la liste des besoins (b)
sj
N calculés par le nœud et demandés aux sources,
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Figure 19 – Vision modulaire nœud générique : trois sources et trois clients
• (d)cN , la liste des disponibilités (d)
ci
N calculées par le nœud et proposées pour les
clients,
• (d)Ns , la liste des disponibilités (d)
N
sj proposées par les sources au nœud,
• (b)Nc , la liste des besoins (b)
N
ci demandés par les clients au nœud.
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(111)
décomposé en trois équations :
ΓN :


xa(t) = ξN
(
P
f
s (t),P
c
c (t), δ(t)
)
κ(t) = ηN
(
P
f
s (t),P
c
c (t), δ(t)
)
(
P cs (t),P
f
c (t)
)
= ΦN
(
P
f
s (t),P
c
c (t), δ(t)
) (112)
avec :
• P cs (t), la liste des puissances P
c
sj (t) calculées par le nœud et consommées sur les
sources,
• P fc (t), la liste des puissances P
f
ci(t) calculées par le nœud et fournies aux clients,
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• P fs (t), la liste des puissances P
f
sj (t) fournies par les sources au nœud,
• P cc (t), la liste des puissances P
c
ci(t) consommées par les clients au nœud.
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B État de l’art sur la synthèse H2/LQ
Cette annexe résume des résultats important sur la synthèse H2/LQ, employés dans
les chapitres 4 et 5.
B.1 Rappels Généraux
B.1.1 Norme-2
Soit Ln2 l’espace des signaux de carrée intégrable sur [0,∞] et à valeur dans R
n. Celui-
ci se définit comme un espace d’Hilbert et à ce titre, est pourvu d’un produit scalaire et
d’une norme :
< w, z > =
∫
∞
0
w(t)⊺z(t)dt, ||z||2 =
(∫
∞
0
z(t)⊺z(t)
)1/2
(113)
A l’espace Ln2 , la transformé de Laplace associe un espace de Hardy, noté H
n
2 , conte-
nant des fonctions analytiques dans ℜ(s) ≤ 0 de carrée intégrables. Soit Z(s) ∈ Hn2 , la
transformé de Laplace de z(t), la norme H2 est définie comme :
||Z||2 =
(
1
2π
∫ +∞
−∞
trace
(
Z∗(jω)Z(jω)
)
dω
)1/2
(114)
Le théorème de Parceval fait le lien entre le domaine continu et le domaine fréquentiel.
Entre autre, on en déduit le corollaire suivant :
Corollaire .1. Soit un signal z(t) ∈ Ln2 dont la transformé de Laplace est Z(jω) ∈ H
n
2 .
Alors, le théorème de Parceval démontre que :
||z(t)||2 = ||Z(jω)||2 (115)
On pose Hp×m2 l’espace de Hardy contenant les matrices de transfert à valeur dans
C
p×m
+ . Soit G(s) la matrice de transfert correspondant à un système multivariable, dont
la norme H2 se définit comme :
||G(s)||2 =
(
1
2π
trace
∫ +∞
−∞
GH(jω)G(jω)dω
)1/2
(116)
Il existe une variété de moyen pour le calcul de la norme H2.
Calcul de la Norme H2
Dans le cas où G(s) est une matrice de transfert rationnelle (propre et stable), sa
norme H2 peut se déduire à partir de l’une de ces représentations d’état. Supposons
G(s) = C (sI −A) − 1B + D, avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m et
définissons les signaux d’entrée u(t), l’état x(t) et la sortie z(t) selon :[
x˙(t)
z(t)
]
=
[
A B
C D
] [
x(t)
u(t)
]
(117)
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Dès lors que G(s) est strictement propre, un second moyen de calculer la norme H2
est d’utiliser les gramiens (Larminat 2000 ; Chevrel 2002).
||G(s)||22 = trace
(
BtGo(T )B
)
= trace
(
CGc (T )Ct
)
(118)
Où Go(T ) et Gc(T ) désignent respectivement le gramien d’observabilité et le gramien
de contrôlabilité, tout les deux définis sur l’intervalle 0, T :

Go(T ) =
∫ T
0
eAτBBTeA
Tτ
dτ
Gc(T ) =
∫ T
0
eAτCTCeA
Tτ
dτ
(119)
B.1.2 Le problème H2
En automatique, la norme H2 a une double fonctionnalité, celle d’un outils d’analyse,
e.g. pour évaluer a posteriori la performance d’un asservissement ; et celle d’un outils de
conception pour les régulateurs.
Soit G(s) un quadripôle dont les entrées sont :
• w ∈ Rm1 , un signal exogène impactant le système G(s),
• u ∈ Rm2 un signal de commande,
• z ∈ Rp1 un signal de performance, et
• y ∈ Rp2 une mesure (e.g. états, sortie de processus).
Une représentation d’état est donnée par (120) avec x ∈ Rn l’état.
G(s) =
(
G11(s) G12(s)
G21(s) G22(s)
)
,

 A B1 B2C1 D11 D12
C2 D21 D22

 ⇐⇒

x˙z
y



 A B1 B2C1 D11 D12
C2 D21 D22



xw
u

 (120)
On nomme problème d’asservissement, la problématique consistant à calculer les coeffi-
cients de la rétro-action K(s) (i.e. entre y et u), modélisé par (121), tel que le système
en boucle fermé valide des objectifs de conception (stabilité, robustesse, performance,. . .)
donnés.
K(s) = Dk + Ck (sI −Ak)Bk (121)
On note Tzw la boucle fermé entre l’entrée w et la sortie z, tel que :
Tzw(s) = Fl
(
G(s),K(s)
)
, G11(s) +G12(s)K(s)(I −G22(s))
−1G21(s)
(122)
On appelle communément problème d’optimisation H2, le problème consistant à trouver
KH2 qui assure :
• la stabilité interne du système bouclé Tzw = Fl
(
G(s),K(s)
)
,
• la minimalité, du critère JH2(KH2) = ||Tzw||
172
B. ÉTAT DE L’ART SUR LA SYNTHÈSE H2/LQ
Solution dans le cas d’un retour d’état L’optimum du critère H2 dans le cas du
retour d’état, à la particularité de pouvoir être obtenue par une rétroaction statique :
Théorème .2 (Commande H2 par retour d’état). Soit le système G(s) définit par (120),
tel que C2 = In×n et D21 = D22 = 0 (cas du retour d’état). On suppose que :
• La paire
(
A,B2
)
est stabilisable
• D11 = 0, ce qui assure la stricte propreté de Tzw et donc l’existence de la norme
• D12 doit être de rang plein (par les colonnes) pour assurer l’inversabilité de D
⊺
12D12.
De même que les zéros invariants de G12(s) ne doivent pas se trouver sur l’axe
imaginaire.
Alors, le problème de commande H2 admet une solution donnée par :
KREH2 (s) = Dk = −
(
D⊺12D12
)−1(
B⊺2P +D
⊺
12C1
)
avec :
{
P ≤ 0 (P semi-définie positive)
A⊺P + PA−
(
PB2 + C
⊺
1D12
)(
D⊺12D12
)−1(
B⊺2P +D
⊺
12C1
)
+ C⊺1C1 = 0
(123)
Solution dans le cas Général Le principe de séparation (B. D. O. Anderson et
Moore 1989) offre la possibilité de construire explicitement la solution du problème H2
général comme une mutualisation des résultats obtenus pour le cas d’un retour d’état, et
d’une injection de sortie. Son existence est garantie si :
• (A,B2) stabilisable et (C2, A) détectable
• Tzw doit être strictement propre (i.e. D11 = 0)
• D12 doit être de rang plein par les colonnes et D21 de rang plein par les lignes. De
plus, les zéros invariants de G12(s) et G21(s) ne doivent pas se trouver sur l’axe
imaginaire.
B.1.3 Le problème LQ
Soit un système
(
Σ
)
, et sa condition initial x0 :
(
Σ
)
x˙(t) = Ax(t) +Bu(t)
z2(t) = Czx(t)
y2(t) = x(t)
x(0) = x0 (124)
On appelle communément problème de commande Linéaire Quadratique (LQ) le pro-
blème de commande consistant à trouver un gain de retour d’état Klq ∈ Rm×n pour une
condition initiale x0, qui assure :
• la stabilité interne du système bouclé (valeurs propres de
(
A−BK
)
à partie réelle
négative)
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• la minimalité du critère quadratique JLQ(K) =
∫
∞
0 z
⊺(t)Qz(t) + u⊺(t)Ru(t)dt ou
de manière équivlente
JLQ(K) =
∫
∞
0
x⊺(t)Qxx(t) + u
⊺(t)Ru(t)dt (si u(t) = −Kx(t)) (125)
Les matrices de pondération définissant le critère LQ sont telles que :
Q = Q⊺ ≤ 0 Qx = C
⊺
zQCz, R = R
⊺ (126)
Les résultats suivant ont été obtenus par Kalman au début des années 60. Ils sont
une conséquence directe des résultats de la norme H2.
Lemme .3. On suppose que R > 0 et Qx = Q
⊺
x ≤ 0. L’équation algébrique de Riccati
A⊺P + PA − PBR−1B⊺P + Qx = 0 admet une unique solution P ≤ 0 si le triplet(
Qx, A,B
)
est stabilisable et détectable.
En s’appuyant sur ce lemme, Kalman propose le théorème suivant :
Théorème .4 (Solution du Problème LQ).
Sous les hypothèses du lemme, la loi de commande par retour d’état u(t) = −Kx(t)
solution du problème de commande linéaire quadratique est obtenue pour
K = KLQ = R
−1 (B⊺P + S⊺) (127)
si P obéit à l’équation algébrique de Riccati et P ≤ 0. On a alors :
JLQ
(
KLQ
)
= x⊺0Px0 (128)
B.1.4 Equivalence entre H2 et LQ
Posons G(s) une matrice de transfert rationnelle (propre et stable), définit par G(s) =
C (sI −A)−1B+D, avec A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈ Rp×m et définissons les
signaux d’entrée u(t), l’état x(t) et la sortie z(t) selon :
[
x˙(t)
z(t)
]
=
[
A B
C D
] [
x(t)
u(t)
]
(129)
Un point qui nous intéresse particulièrement concerne les multiples interprétation de
la norme H2 (Chevrel 2002). Dans le domaine fréquentiel, on qualifie le carrée de la
norme-2 d’un système comme la somme de l’énergie de ces réponses impulsionnelles gij(s)
(voir (130)). Dans le domaine temporelle, ce rapprochement s’opère aussi entre l’énergie
d’un signal et sa norme-2.
||G(s)||22 =
∑
i,j
||Gi,j(s)||
2
2 =
∑
i,j
||gi,j(t)||
2
2 (130)
174
B. ÉTAT DE L’ART SUR LA SYNTHÈSE H2/LQ
Une seconde possibilité est d’interpréter la norme-2 comme une fonction quadratique.
Prenons à nouveau le système d’état (129) et posons la fonction quadratique (131) où x0
défini l’état initial de G(s).∫
∞
0
x⊺(t)Qx(t) + 2x⊺(t)Su(t) + u⊺(t)Ru(t) (131)
Sous condition de semi-positivité deQ et de stricte positivité deR, la fonction est convexe.
En automatique, on nomme problème Linéaire Quadratique, le problème correspondant
à trouver la commande u(t) qui minimise (131).
Remarquons alors qu’en posant Q = C⊺C, S = C⊺D et R = D⊺D et en nous
appuyant sur le corollaire .1, on obtient une équivalence entre la norme-2 du système,
et le critère linéaire quadratique :
||G(s)||22 =
∫
∞
0
x⊺(t)C⊺Cx(t) + 2x⊺(t)C⊺Du(t) + u⊺(t)D⊺Du(t) (132)
Cette équivalence est un avantage car elle permet de lier les méthodologies de formu-
lation des problèmes H2 aux outils de résolution des problèmes LQ, que nous présentons
dans les paragraphes suivants.
En Résumé Ces deux approches ont initialement étaient développées pour des ob-
jectifs différents, la première pour répondre à une problématique d’asservissement, la
seconde pour résoudre un problème de condition initiale. Toutefois, dans un contexte
énergétique ces formulations font toutes deux sens pour la construction d’un compromis
énergie/performance.
Enfin, notons que la difficulté de ces formulations réside dans le paramétrage et la trans-
cription « signal » d’une performance. Le paragraphe suivant revoit certaines techniques
pour enrichir cette formulation.
B.2 Etude des méthodes de synthèse pour les problèmes H2/LQ
B.2.1 Formalisation du problème de synthèse
Traduire un cahier des charges sous la forme d’un critère algébrique ou bien d’un sys-
tème dynamique est une tâche laborieuse et parfois peu intuitive. Une première solution
inspirée de la philosophie H∞ est de s’appuyer sur les signaux classiques de l’analyse
(fonction de sensibilité, écart, etc.). Toutefois, pour ne pas restreindre la synthèse à
ces seules informations, plusieurs travaux explorent la voie d’un modèle standard enri-
chi (Larminat 2000).
L’approche dite de pondération en aval (du processus) consiste à composer de nou-
veaux signaux de performance, par le biais de filtres fréquentielles. Par exemple, pour
pénaliser des bandes de fréquences particulière d’un système, ou bien pour réaliser un
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suivi de trajectoire avec une pénalité intégrale de l’erreur (voir synthèse LQI).
Une pondération en amont désigne un dual du principe précédent. Cette fois-ci, on
recherche l’enrichissement du modèle standard par une pénalisation fréquentiel en amont
du processus. La modélisation de signaux exogènes (perturbations, références) par un
système dynamique est un complément d’information utile à la synthèse de commande
(Kwatny et Kalnitsky 1978 ; B. D. O. Anderson et Moore 1989 ; Sievers et Flo-
tow 1989). Dans le contexte H2 ou H∞, cette vision est similaire à une pondération
fréquentielle amont (Chevrel 2002). L’un des avantages notables de ce cas de figure
est la possibilité de synthétiser un observateur non-biaisé, grâce à une reconstruction
simultanée de l’état du processus et du signal exogène.
Attention toutefois, l’inclusion d’état non-contrôlables dans le modèle du problème
n’est pas sans incidence. Spécialement si ces derniers modélisent une perturbation non-
dissipative. Dans ce cas, les signaux associées se doivent d’être inobservable par le critère,
autrement le problème d’optimisation (e.g. LQ H2, H∞) n’admet pas de solution. Concrè-
tement, le problème doit être bien-posé tel qu’il existe un régulateur capable d’occulter
la part incontrôlable du système exogène. Plusieurs travaux traitent d’une généralisa-
tion de l’optimisation H2/H∞ dans le cas d’un modèle standard non stabilisable (Liu,
Zhang etMita 1997 ; Chevrel 2002 ; Feng, Yagoubi et Chevrel 2012). L’idée prin-
cipale est de construire sur la base du modèle exogène une trajectoire de référence pour
l’état et la commande, puis de construire le problème comme un rejet asymptotique de
la perturbation. L’obtention du régulateur est séquentielle, deux équations de Sylvester
sont résolus pour obtenir les trajectoires, puis un régulateur est calculé sur la base d’un
critère LQ. Une généralisation méthodologique, unifiant la conception pour les systèmes
exogènes stables ou instables, est proposée dans (Fauvel, Claveau et Chevrel 2013).
La solution est un régulateur structuré dont les coefficients s’obtiennent la résolution
d’un critère quadratique dit occultant. Cette proposition est mise en œuvre par l’emploi
d’un algorithme non-lisse et est illustrée sur l’exemple d’un suivi de trajectoire.
B.2.2 Stabilité et Robustesse
Le principale avantage, déjà évoqué, est très certainement l’expérience afficher par la
commande LQ et H2. Comme le notent Goodwin, Graebe et Salgado (2001), ce suc-
cès se mesure par plusieurs applications et brevets dans des domaines variés (automobile,
processus industriels, etc.).
Un second point concerne les garanties de stabilité ou robustesse. La commande
LQ permet d’engendrer systématiquement (y compris dans le cas MIMO) des lois de
commande stabilisantes. De plus, il est connu de longue date qu’elle confère au système
bouclé des propriétés de robustesse en entrée enviables (M. Safonov et Michael Athans
1977) 2. Dans le cas général (i.e. LQR ou synthèse H2) ces propriétés peuvent être per-
2. L’extériorité du lieu de Nyquist au cercle de Kalman garantit de bonnes marges de gain, de phase,
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due (voir exemple de J. Doyle (1978). Toutefois, des méthodes comme la technique du
LTR (loop transfert recovery (G. Stein et M. Athans 1987 ; Jan Marian Maciejowski
1989)), permettent de récupérer ces propriétés, notamment par un choix approprié de
pondération.
B.2.3 Commande par Anticipation
Dans le cas des systèmes homogènes continus, la solution au problème LQ à horizon
fini est connue depuis relativement longtemps (B. D. Anderson et Moore 1971 ; Le-
wis 1992). Le cas d’un système non-homogène est résolu plus tardivement, tout d’abord
pour un horizon infini par Hampton, Knospe et Townsend (1996), en supposons les
signaux exogènes bornés, puis, dans le cas d’un horizon fini par Slimen (2011) en s’ap-
puyant sur le raisonnement de Hampton, Knospe et Townsend (1996) et les résultats
préliminaires de Borne et al. (1990).
Un cas d’intérêt majeur est de considéré la connaissance a priori du signal exogène
sur un horizon futur limité mais inférieur à l’horizon d’optimisation. Les problème de
commande qui résultent de cette hypothèse sont couramment appelés problème de com-
mande avec anticipation (optimal preview control problem, (Kojima et Ishijima 1999)).
Dans le contexte d’un problème LQ avec anticipation (LQ-preview), plusieurs voies ont
été explorées. Une contribution pionnière est proposée par Hayase et Ichikawa (1969),
au travers d’une réécriture du problème initial comme un problème de commande déter-
ministe. D’autres approches sont à relever : (Tomizuka et Whitney 1975), pour une
formalisation mixte (stochastique et déterministe) ; (Shaked et Souza 1995), pour une
résolution par la théorie des jeux ; et (Kojima et Ishijima 1999) pour la formulation
d’un problème au écart, puis la résolution d’une équation de Riccati.
Dans le contexte H2 avec anticipation (H2-preview),Marro, Lorenzo Ntogramat-
zidis et Zattoni (2004) résout le problème de découplage pour un système stable par une
approche géométrique. Ferrante, Marro et L. Ntogramatzidis (2007) propose une
solution pour la problématiqueH2 full-information (H2-FI) qui s’obtient par la résolution
d’une équation de Riccati. Grâce à une paramétrisation de l’Hamiltonien il en démontre
l’optimalité. Enfin, Saleh, Chevrel et Lafay (2012) réexamine le problème (H2-FI)
en supposant un modèle des signaux exogènes. La commande optimale qui en résulte se
compose de quatre termes, les trois premiers sont similaires aux résultats de Ferrante,
Marro et L. Ntogramatzidis (2007), le dernier, appelée compensation prédictive as-
sure le rejet asymptotique du signal de perturbation au delà de l’horizon d’anticipation.
Il s’obtient par la résolution d’une équation de Sylvester.
Au lecteur qui souhaiterait approfondir la thématique H2/LQ avec anticipation, il est
conseillé de consulter (Slimen 2011, chap. 2).
ainsi qu’une bonne robustesse vis-à-vis de non-linéarité statiques (M. G. Safonov 1980)
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B.2.4 Restrictions
Malgré ces avantages notoires, ces méthodes sont limitantes vis-à-vis de nos objectif
initiaux. Tout d’abord, elle concerne uniquement les systèmes LTI et ne s’étendent pas
au systèmes non-linéaires ou paramétriques.
Seconde critique,la formulation H2/LQ n’intègre pas la gestion de contraintes sur l’état
ou la sortie.
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C Paramètres du Camion-FHS
Cette annexe résume les paramètres du modèle du camion frigorifique avec une ar-
chitecture hybride série, introduit au chapitre 5.
Paramètre Description Valeur Unité
r Rayon de la roue 0.28 m
mveh Masse camion 20× 103 kg
g Coefficient de gravité 9.81 kg.s−1
fr Coefficient de frottement sec 9× 10−3 −
ρ Masse Volumique de l’air 1.2 kg.m−3
Cx Coefficient de trainée 0.45 −
mveh Masse camion 20× 103 kg
Jroues Inertie roue virtuelle 3.26 kg.m2
Jth Inertie axe moteur électrique 0.19 kg.m2
Rbv Rapport boite de vitesse 6.67 −
vmin Vitesse minimale 0 m.s−1
vmax Vitesse minimale 40 m.s−1
Pminmel Puissance minimale machine
électrique
−89× 103 W
Pmaxmel Puissance maximale machine
électrique
160× 103 W
Table 4 – Sous-Système Mobilité
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Paramètre Description Valeur Unité
Khp Gain de la boucle froid 1 −
Text Température Extérieure 30 °C
Tcible Température ciblé pour le com-
partiment
−18 °C
ρ Masse Volumique de l’air 1.2 kg.m−3
cp Capacité thermique de l’air 1004 J.(kg.K)−1
λparoi Conductivité thermique de la
paroi
0.025 W.(m.K)−1
λair Conductivité thermique de la
paroi
0.026 W.(m.K)−1
Sparoi Surface totale de la paroi 30 m2
Sporte Surface totale de la porte 4 m2
L Largeur du compartiment 2.5 m
l Longueur du compartiment 5 m
H Hauteur du compartiment 2.5 m
e Épaisseur de la paroi/porte 0.12 m
Table 5 – Sous-Système Conditionnement
Paramètre Description Valeur Unité
Icell Charge Nominale 33 A.h
nbpcell Nombre de cellules RC en parallèle 5 −
nbscell Nombre de cellules RC en série 40 −
Imaxbat Intensité maximale décharge 300 A
Iminbat Intensité maximale recharge −117 A
τdc Constante de temps du convertisseur 0.05 s
Table 6 – (EOF-energie) Bloc-batterie
Paramètre Description Valeur Unité
Kgen Charge Nominale 1 −
LHV Pouvoir calorifique 44× 103 J.g−1
τmth Constante de temps moteur 0.1 s
Table 7 – (EOF-energie) Electrogène
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D. APERÇU D’UN PROCÉDÉ DE DÉCOMPOSITION GÉNÉRALISÉ
D Aperçu d’un procédé de décomposition généralisé
Cette annexe explore une généralisation de la méthode de décomposition introduite
au chapitre 3. Ce procédé fait office d’une perspective de recherche.
Les directives de la méthode de décomposition sont résumées en 5 étapes.
Étape 0 : Identification du Système Énergétique
Soit un système dont le système énergétique se compose de ntotc services et n
tot
s res-
sources. Ses interactions sont représentées par des schémas (EOF), faisant apparaître les
chaînes énergétiques (Fig. 20a).
Étape 1 : Représentation Modulaire
Les principes de modélisation exposés dans le chapitre précédent sont appliqués. Les
clients et les sources sont formalisés, tenant compte des causalités de pilotages. Le nœud
est défini dans un premier temps comme une boite noire (Fig. 20b).
Étape 2 : Décomposition du Nœud Général
Le nœud général est détaillé tenant compte de notre connaissance de la structure
énergétique. Dans la continuité du référentiel, on privilégie une décomposition par (EOF-
T). Chaque interaction physique traduit une ligne de puissance partielle. Les points de
jonction et de bifurcation sont désignés par le symbole J.
Étape 3 : Positionnement des Nœuds UT et UD
Les nœuds unitaires ont deux fonctions dans la décomposition : modéliser les trans-
ferts d’énergie et figer la causalité. Dans un premier temps, on cherche uniquement à
identifier les nœuds de transformation et de distribution. On constate qu’un (EOF-T)
portant une entrée de consigne pour l’énergie à échanger aura une influence active sur
ses ports physiques. Nous proposons que :
Proposition .5. Tout (EOF-T) contrôlable en puissance équivaut à un nœud de distri-
bution (UD).
Les (EOF-T) sans entrée de pilotage sont identifiés comme des nœuds de transfert
(UT ). Lorsqu’ils ont une interaction directe avec un module actif, leur causalité est évi-
dente et peut être statuée dès-à-présent (Fig. 20d). Sinon, il faudra attendre l’étape 5.
Remarque .6.
A cette étape, la stratégie est partiellement décentralisée dans les nœuds unitaires.
Cependant, la communication reste centralisée sous la forme d’une stratégie partielle.
Étape 4 : Positionnement des Nœuds Mono/Multi
Dans cette dernière étape, nous allons remplacer les jonctions et les (EOF-T) par les
nœuds mono/multi qui leur correspondent. Cette étape nécessite de comparer des sous-
ensembles de la chaîne énergétique à des modules de nature sources ou clients. On procède
ainsi :
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(a) Vision EOF d’un Système Énergétique
(b) Vision Modulaire du Système Énergétique avec Nœud Général
Figure 20 – Procédure de décomposition générale (1/3)
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(c) Vision Modulaire du Système Énergétique et Structure du Nœud
(d) Placement des Nœuds Unitaires de Distribution (UD)
Figure 20 – Procédure de décomposition générale (2/3)
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(e) Focus sur une jonction d’Hybridation (f) Placement du nœud MS_SC
Figure 20 – Procédure de décomposition générale (3/3)
1. On se focalise sur une jonction et les modules interagissant en ce point (Fig. 20e),
e.g. clients, sources et (EOF-T) .
2. On analyse les (EOF-T) en termes de clients ou de sources. Pour cela, il faut étudier
la partie du système située au-delà de l’(EOF-T) et statuer sur sa nature : source
ou client.
3. La nature des modules étant définie, on remplace la jonction par le nœud corres-
pondant : concurrence, hybride ou général
4. On substitue les nœuds MS_SC aux jonctions d’hybridations, et les nœuds SS_MC
aux jonctions de concurrence (Fig. 20f). On impose la causalité sources.
5. Si la jonction est générale, il faut à nouveau exécuter l’étape 3.
6. On inclut les nœuds unitaires de transfert UT dans la modélisation des nœuds
multi/mono. Cette étape permet de simplifier le nombre de nœuds total. Elle est
réalisable uniquement avec les nœuds de transferts en interaction directe avec la
jonction.
Lorsqu’il y a ambiguïté sur la nature d’un (EOF-T), il est conseillé de s’aider des
lignes de puissances telle qu’elles sont définies en Bond Graph (S.-T. Wu et Youcef-
Toumi 1995 ; Eric Bideaux et al. 2006). Dans le cadre de notre modélisation, nous
proposons :
Proposition .7. Une ligne de puissance entrant dans la jonction provient d’un (EOF-T)
assimilable à une source. A l’inverse, une ligne de puissance sortante de la jonction se
dirigera vers un module analogue à un client.
Étape 5 : Résolution de la Causalité
Dernière étape, la causalité de la chaîne énergétique est à analyser, et les nœuds
d’accumulation sont à placer là où ils sont nécessaires (Fig. 21). On note que les étapes
précédentes, et notamment le choix arbitraire de la causalité source pour les nœuds
multi/mono (Hypothèse 3.7), imposent des contraintes sur la causalité des modules ad-
jacents. Celles-ci se propagent le long des liens de puissances à la manière d’une ligne de
modulation. On analyse deux cas de figures :
1. Un (EOF-T) est lié à deux modules actifs, il est remplacé par un nœud d’accumu-
lation.
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2. Un nœud multi/mono est en conflit de causalité avec l’un des modules (ou des
nœuds) adjacents. Un nœud d’accumulation ou de distribution est simulé entre les
deux parties, pour résoudre le conflit.
Figure 21
En résumé
Ces cinq étapes doivent aboutir à une vision décomposée de la chaîne énergétique,
faisant apparaître uniquement des clients, des sources, et les nœuds présentés en début
de chapitre. Nos conventions sur la causalité des nœuds et l’introduction de nœuds d’ac-
cumulation ou de nœuds de distribution supplémentaires garantissent la continuité de la
causalité sur chacune des lignes de puissance.
De cette décomposition, on peut constater trois règles élémentaires :
1. Un nœud MS_SC et un nœud SS_MC liés par leur face « multi » sont séparés par
un nœud de distribution.
2. Un nœud MS_SC et un nœud SS_MC liés par leur face « mono » sont séparés par
un nœud d’accumulation.
3. Un client passif ou une source passive est séparé d’un nœud SS_MC par un nœud
de distribution.
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Approche modulaire de l’optimisation des flux de puissance multi-sources et
multi-clients, à visée temps réel
Modular approach for real-time optimization of the multi-sources and
multi-clients power flows
Résumé
Les systèmes énergétiques désignent une classe de
systèmes dont les spécificités structurelles et
fonctionnelles posent la question de la distribution de
l’énergie, en temps réel, pour satisfaire des services.
Cette problématique multi-objectifs, nommée
énergétique, a pour solution une stratégie de gestion,
dont la conception représente un problème ouvert.
Les verrous étudiés dans cette thèse s’inscrivent dans
le cadre d’un partenariat industriel et en particulier
celui des démarches de conception systémique. Trois
contributions sont apportées. La première est une
méthodologie de conception modulaire et générique
de la stratégie énergétique, pour les systèmes
multi-clients et multi-sources. Elle définit deux types
d’éléments fonctionnels : les clients et les sources,
interagissant par le biais d’un nœud, porteur de la
stratégie. La seconde traite la simplification de la
stratégie par une décomposition selon deux
problématiques déjà connues de la littérature :
l’hybridation de sources et la concurrence de clients.
La troisième porte sur la sélection d’algorithmes
novateurs ou existants, compatibles avec une cible
temps réel, pour exécuter la stratégie. Enfin, la
stratégie énergétique d’un camion frigorifique
disposant d’une architecture énergétique hybride série
est conçue par notre approche modulaire, et la
faisabilité algorithmique est validée en simulation.
Abstract
The energy systems describe a class of systems
whose from structural and functional characteristics
raise the problem of the energy distribution to satisfy
the services in real time. The solution of this
multi-objectives problem, namely energetic, is the
energy management strategy, whose design is still an
open problem. The solutions studied in this thesis are
incorporated in the framework of an industrial
partnership and particularly in those systemic design
approaches. The first contribution is a methodology of
modular and generic design of the energy
management strategy, for the multi- clients and
multi-sources systems. It defines two types of
functional elements: the clients and the sources,
interacting through a node, which is the carrier of the
strategy. The second contribution deals with the
generic formulation of the strategy and its
simplification by means of decomposition in
accordance with two problems: the hybridization of
sources and the competition of clients, which are
already known in the literature. The third contribution
is partial to the selection of innovative or existing
algorithms, which are compatible with a real-time
target to execute the strategy. Finally, the energy
strategy of a refrigerated truck with a hybrid energy
architecture is designed by the proposed modular
approach, and the algorithm feasibility is validated by
the simulation.
Mots clés
systèmes énergétiques, stratégie énergétique,
conception systémique, commande robuste,
commande prédictive.
Key Words
energy systems, energy management strategy,
systemic design, robust control, predictive
control.
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