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In this paper we show that, for a K3 surface within a certain class
of surfaces and over a number ﬁeld, the orbit of a point under the
group of automorphisms is either ﬁnite or its exponent of growth
is exactly the Hausdorff dimension of a fractal associated to the
ample cone. In particular, the exponent depends on the geometry
of the surface and not its arithmetic. For surfaces in this class, the
exponent is 0.6527± 0.0012.
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0. Introduction
The main result
Let V /K be a Wehler K3 surface deﬁned by the smooth intersection of a (2,2) form and a (1,1)
form in P2 × P2 and deﬁned over a number ﬁeld K . Such a surface generically has Picard number
two and contains no −2 curves. Let us further assume that there exists a point P0 ∈ P2 such that the
intersection of the surface P2 × {P0} with the (1,1) form is a line that lies on V , so is a −2 curve
on V . Such surfaces have Picard number at least three. Let us further assume that the Picard number
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doi:10.1016/j.jnt.2010.09.012
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that paper. Our notation will be, as much as is possible, consistent with the notation of that paper.
Let A = (V /K ) be the group of automorphisms on V . Let hD be a Weil height on V with respect
to an ample divisor D , and deﬁne
NA(P )(t,hD) = #
{
Q ∈ A(P ): hD(Q ) < t
}
.
For a curve C0 on V , let us also deﬁne
NA(C0)(t) = NA(C0)(t, D) = #
{
C ∈ A(C0): C · D < t
}
.
We set
α(C, D) = lim
t→∞
log(NA(C)(t, D))
log t
,
β(P ,hD) = lim
t→∞
log(NA(P )(t,hD))
log t
,
if these limits exist. In [Bar03a], we show α = α(C, D) exists, is independent of C and D , and that
0.6515<α < 0.6538. In this paper, we prove the following:
Theorem 0.1. Let K be a number ﬁeld and let V /K be a Wehler K3 surface in P2 × P2 . Suppose V has Picard
number three and contains a line over a point in one of the copies of P2 . Then there exists at most a ﬁnite
number of K -rational points P for which A(P ) is ﬁnite, and for all other points, we have β(P ,hD) = α.
The ﬁrst part of the result, that there are only a ﬁnite number of points P for which A(P ) is ﬁnite,
will be proved in passing. It is not too diﬃcult to show using a result due to Silverman [Sil91]. This
alternate proof appears near the beginning of Section 2.
Because our main result is to show that an a priori arithmetic quantity is geometric, we will not
need to know any particular example in the class. While this is an attractive feature of the argument,
it has a down side. A generic surface (deﬁned over C) with the prescribed line as deﬁned above has
Picard number three, but it is a priori possible that none are deﬁned over any number ﬁeld, which
would render the result vacuous. The examples described in [Bar03a, p. 120] are not known to all
have Picard number three, as implied there. In fact, ﬁnding meaningful upper bounds on the Picard
number is not an easy question (see, for example, [Ell04,Ter85,vL07]). In an appendix to this paper
[vL10], van Luijk presents an inﬁnite set of examples of these surfaces that are deﬁned over Q, so the
main result of this paper has content.
Let K be the ample cone for V in (V ) ⊗ R. Let Λ(V ) be the set of points that are in the closure
of K, on the plane x · D = 1, and on the cone x · x= 0. The Hausdorff dimension of Λ(V ) is exactly α,
hence the connection between β(P ,hD) and the ample cone K. A hyperbolic representation of K
intersected with x · D = 1 (and hence of Λ(V )) appears in Fig. 1(b).
Height counting functions – a context for the result
The study of height counting functions has a rich history. For a set of points S , a height H , and a
bound t , let us deﬁne
NS(t, H) = #
{
P ∈ S: H(P ) < t}.
The classical quantity one studies is the asymptotic behavior of NV (K )(t, H) for V an algebraic variety
in Pm(K ), K a number ﬁeld, and H the usual exponential height on Pm(K ).
580 A. Baragar / Journal of Number Theory 131 (2011) 578–599Fig. 1. (a) The fundamental domain for G = O+ on H. The line with endpoints B2 and B1 + B2 is the line through which σ ∗3
reﬂects. The line with endpoints Q 0 and Q 1 is the line perpendicular to B1 = D1 − D3. (b) The set K/R+ , the region bounded
by the dark lines. The symmetries of K/R+ generated by O′′ are shown with light lines. The set is also a fundamental domain
for O′ .
For V a curve, we get the following trichotomy of results. If the genus of V is g = 0, then NV (t, H)
grows asymptotically like a constant multiple of t2/d , where d is the degree of V ; if g = 1, then
NV (t, H) grows asymptotically like a constant multiple of log(t)r/2, where r is the rank of the elliptic
curve V (a classical result due to Mordell); and if g  2, then NV (t, H) is uniformly bounded for all t
(that is, V has a ﬁnite number of points) – this is Faltings’ classical result [Fal83].
In higher dimensions, the quantity NV (t, H) may be dominated by a subvariety (e.g. a rational
curve), so would characterize the subvariety rather than V . In such cases, we instead investigate
NU (t, H) for U a non-empty Zariski open subset of V , and in some sense minimize NU (t, H) over all
such U . In [BM90], Batyrev and Manin extract the exponent of growth
α˜U = limsup
t→∞
logNU (t, H)
log t
and make the following trichotomy of conjectures, depending on the canonical divisor on V . If the
canonical divisor is anti-ample (in which case V is called a Fano variety, and is the analog of a rational
curve), then for suﬃciently large K and suﬃciently small U , α˜U becomes a positive constant; if the
canonical divisor is trivial (an analog of elliptic curves; a class that includes K3 surfaces), then for
suﬃciently large K ,
limsup
U
α˜U = 0;
and if the canonical divisor is ample (a variety of general type, the analog of curves of genus g  2)
then there exists a suﬃciently small U so that α˜U = −∞ (that is, all rational points lie on a proper
subvariety of V ).
It is perhaps noteworthy that in all known examples, the asymptotic behavior of NU (t, H) has the
form
NU (t, H) ∼ ctα˜U log(t)β˜U ,
where 2β˜U ∈ Z0 [Pey03].
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A(P ) differs from V (K ) by at most a ﬁnite number of points, so our result can be thought of as an
analog of the classical results for curves. For a K3 surface V , A(P ) is far smaller than V (K ), so in
higher dimensions our analog differs from the traditional analog. We note, though, that if A(P ) is
inﬁnite, then it is Zariski dense [BT00], so may be thought of as a characterization of the surface.
One of the fascinating aspects of our main result is that α is the dimension of a fractal, so pre-
sumably is not rational. It also points to a potentially rich source of such results.
Brief outline of the proof
Let h(P ) be a vector height from V /K to (V ) ⊗ R. Such vector heights have a couple of nice
properties (see [Bar03b]): For any Weil height hD associated to a divisor D , we have hD(P ) = h(P ) ·
D + O (1), and for any σ ∈ A, we have
h(σ P ) = σ∗h(P ) +O(1). (1)
The error terms implied by the big O notations are independent of P , but may depend on D and σ .
If the error term in Eq. (1) is independent of σ , our result would follow trivially. We would also be
able to construct a canonical vector height, which we do not expect to be able to do (see [Bar04,
BvL07]). Our aim is therefore to bound this error term in a signiﬁcant way. We do this by looking at
the error term for generators of A. Here too there are problems, which arise from divisors with self
intersection zero. Such divisors are represented by elliptic curves, which allows us to better describe
the generators and bound the error term for some of them to low dimensional subspaces in (V )⊗R.
With a suﬃciently bounded error term, we can bound the height-zeta function
ζP (s,hD) =
∑
Q ∈A(P )
(
hD(Q )
)−s
,
using some of the arguments articulated in [Bar03a]. In particular, we show that this function has the
same boundary of convergence as the functions investigated in that paper. It is well known that this
implies
Ω
(
tα−
)
< NA(P )(t,hD) < O
(
tα+
)
,
for any  > 0. Here the Ω notation means there is a constant c > 0 such that the quantity is bounded
below by ctα− for an unbounded sequence of values of t . This implies β(P ,hD) = α, provided we
replace the limit with a limit supremum in our deﬁnition of β(P ,hD). However, the same argument
used in [Bar03a] to show that the limit α exists can be used to show that the limit β(P ,hD) exists.
1. The group of automorphisms
The class of K3 surfaces that are generated by a smooth intersection of a (2,2) form and a (1,1)
form in P2 × P2 was ﬁrst investigated by Wehler [Weh88], and such surfaces are sometimes known
as Wehler K3 surfaces. On such a surface V , there are two natural divisors D1 and D2 generated by
the pullback of a line in each copy of P2. A generic Wehler K3 surface has Picard number two; the
set {D1, D2} is a basis for its Picard lattice; and with respect to this basis, the intersection matrix is
J =
[
2 4
4 2
]
.
Since this intersection represents neither 0 nor −2, a generic Wehler K3 surface includes no smooth
elliptic or rational curves. Hutz gives examples of Wehler K3 surfaces deﬁned over Q and with Picard
number two [Hut10].
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which there exists a point P0 ∈ P2 such that the intersection of the surface P2 × {P0} with the (1,1)
form is a curve on V . This curve is a smooth rational curve, so is a −2 curve. We will denote both
the curve and its divisor class by D3. It intersects D1 at exactly one point, and does not intersect D2,
so the intersection matrix for (V ) is
JD =
[2 4 1
4 2 0
1 0 −2
]
.
The set D = {D1, D2, D3} generates a lattice that is, a priori, a sublattice of (V ). If m is the index of
this lattice in (V ), then m2 divides det( JD). Since det( JD) = 22 is square free, we know D is, in fact,
a basis of (V ) over Z.
Let π1 and π2 be the projections of V onto, respectively, the ﬁrst and second copies of P2 in
P2 ×P2. The projection π1 gives a double cover of P2 by V . We deﬁne σ1 to be the map that sends P
to the other element of π−11 (π1P ). The map σ2 is similarly deﬁned for all points not on the −2 curve
D3 = π−12 (P0), and can be extended to an automorphism of V . The deﬁnition of σ2(P ) for P ∈ D3 is
detailed at the beginning of Section 4, and in a different way in [Bar03a].
In the basis D, the pullbacks of σ1 and σ2 are (see [Bar03a])
[
σ ∗1
]
D =
[1 4 1
0 −1 0
0 0 −1
]
, and
[
σ ∗2
]
D =
[−1 0 0
4 1 0
−1 0 1
]
.
Let H be a line in the second copy of P2 and suppose P0 ∈ H . Then D3 is a component of π−12 (H).
Since (D2 − D3)2 = 0, the other component is an elliptic curve. By varying H over all lines containing
P0, we get an elliptic ﬁbration of V . Note that σ1(D3) is a −2 curve, and that σ ∗1 D3 = D1 − D3.
Using notation consistent with [Bar03a], let B1 = σ ∗1 D3 = D1 − D3 and B2 = D2 − D3. Note that
B1 · B2 = (D1 − D3) · (D2 − D3) = 1, so B1 is a section of the elliptic ﬁbration B2. This gives us
another way of generating an automorphism on V : Given P ∈ V , let E be the elliptic curve in B2 that
contains P . Let O E be the intersection of E with the −2 curve B1. Deﬁne σ3(P ) = −P , where −P is
the inverse of P using the group structure on E with zero at O E . Since σ3 is its own inverse and is
locally a morphism, it is an automorphism of V . Note that σ3B1 = B1 and σ3E = E , so σ ∗3 B2 = B2.
Hence B1 and B2 are eigenvectors of σ ∗3 . To complete the derivation of σ ∗3 , we appeal to the geometry
of (V ).
Let D be an ample divisor and deﬁne the light cone to be
L+ = {x ∈ (V ) ⊗ R: x · x> 0, x · D > 0}.
Since the intersection product has signature (1,2), it deﬁnes a Lorentz product, so H = L+/R+ has a
natural hyperbolic structure where the distance |AB| is deﬁned by ‖A‖‖B‖ cosh(|AB|) = A · B . (Here,
‖A‖ = √A · A.)
Since σ ∗3 preserves the intersection product, it is an isometry on H. It ﬁxes the point B2 at inﬁnity
on H, and the line on H deﬁned by B1 · x = 0. Let Q 0 and Q 1 be the endpoints at inﬁnity of this
line. Then σ ∗3 either ﬁxes Q 0 and Q 1, or switches them. These three conditions uniquely deﬁne an
isometry on H. Thus σ ∗3 is either the identity I, which ﬁxes Q 0 and Q 1, or (in the basis D) the
isometry
T3 =
[ 5 4 4
14 15 14
−20 −20 −19
]
,
which switches Q 0 and Q 1.
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Proof. We must show that σ ∗3 is not the identity. Consider the −2 curves C1 = B1, C2 = σ2B1, C3 =
σ1σ2B1, C4 = σ2σ1σ2B1, and C7 = σ1σ2σ1σ2σ1σ2B1. Since the divisors [Ci] are distinct, these curves
are distinct. The set of points Ci ∩ C j is ﬁnite, so there exists an elliptic curve E in the class B2
that does not include any of these points of intersection. Let Si = Ci ∩ E be the set of points in the
intersection of the curves Ci and E , and consider the action of σ3 on this set of points. If σ ∗3 is
the identity, then σ ∗3 [Ci] = [Ci], and since these are divisor classes of −2 curves, each class contains
exactly one curve Ci , so σ3Ci = Ci . Since σ3E = E too, we ﬁnd that σ3 permutes the elements of Si .
Note that |Si | = 1,1,35,35,5579, for i = 1,2,3,4,7, respectively. (We skipped C5 and C6 since |S5| =
|S6| = 430, which is even.) Since σ 23 is the identity, the permutation σ3 induces on Si is a product of
disjoint 2-cycles, so there exists a Pi ∈ Si such that σ3Pi = Pi . But σ3Pi = −Pi , so 2Pi = O E . That is,
we get ﬁve points of order two on E . But E has at most four 2-torsion points (including O E ), giving
us a contradiction. Thus, σ ∗3 = I, so σ ∗3 = T3. 
In the following, we show A˜ = 〈σ1, σ2, σ3〉 has ﬁnite index in A.
Let us deﬁne O to be the group of intersection preserving isomorphisms of (V ); let O+ be the
subgroup that preserves the light cone L+; and let O′′ be the subgroup that preserves the ample
cone K. In the basis D,
O = {T ∈ M3×3(Z): T t JDT = JD},
O+ = {T ∈ O: TL+ = L+},
O′′ = {T ∈ O: TK = K}.
Since σ ∗ preserves K for any σ ∈ A, the pullback map sends A into O′′ . For a suﬃciently large
number ﬁeld K , this map has a ﬁnite kernel and co-kernel [PŠŠ71].
Suppose C ∈ (V ) satisﬁes C · C = −2. Then the map RC deﬁned by
RC (x) = x+ (x · C)C
is in O+ . Note that either C or −C is effective (by Riemann–Roch), but not both. Thus RC cannot
possibly be in O′′ , since RC (C) = −C . Let O′  O+ be the subgroup generated by RC for all such
divisors C ∈ (V ). If T ∈ O+ , then T−1RC T = RTC , so O′ is a normal subgroup of O+ . The quotient
O+/O′ is isomorphic to O′′ .
Let us model H with the Poincaré disc using the following procedure: Diagonalize JD and scale
the axes to send H to the surface x2 + y2 − z2 = −1 with z > 0; apply an isometry to send D1 to
(0,0,1); and project this surface through the point (0,0,−1) and onto the plane z = 0. The result is
a Poincaré disc model of H (see Fig. 1).
Let R = RD3 and consider the group G = 〈σ ∗1 , σ ∗2 , σ ∗3 , R〉. The map σ ∗1 is reﬂection through the line
with endpoints B2 and D2 + D3; σ ∗2 is rotation by π about D1; and σ ∗3 is reﬂection about the line
with endpoints B2 and B1 + B2. The map R is reﬂection through the line D3 · x = 0, which is the
dotted line in Fig. 1(a) with endpoints Q ′0 and Q ′1. The dotted line with endpoints Q 0 and Q 1 is the
line perpendicular to B1.
Let F be the shaded region in Fig. 1(a). It is bounded by the line with endpoints Q ′0 and Q ′1, which
is the line perpendicular to D3; the line with endpoints B2 and D1 + D2, which is the line through
which σ ∗1 reﬂects; the line through D1 with end point B2; and a fourth line, which is the line through
which σ ∗2 σ ∗3 σ ∗2 reﬂects. Thus F is a fundamental domain for G , and since F has ﬁnite area (its area
is π ), G has ﬁnite index in O+ . Furthermore, since F has no symmetries with integer entries (not
too hard to verify), F is a fundamental domain for O+ , so O+ = G , and O′′ = 〈σ ∗1 , σ ∗2 , σ ∗3 〉.
Since no line perpendicular to a −2 curve intersects F , and the ample divisor D1 + D2 is in F , the
image of F under the action of O′′ is a subset of K/R+ . Since this region is bounded by the image of
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is also a fundamental domain for O′ .
The images of the line perpendicular to D3 under the action of elements of O′′ each cut out a
portion of the boundary at inﬁnity of H, producing a Cantor like set on S1. This is the set of points
x ∈ S1 such that for any line l in H that does not include x as an endpoint, there exists a point
y ∈ K/R+ such that x and y are on the same side of l. The set is known as the limit set of O′′ , and is
denoted Λ(O′′). Though a picture of Λ(O′′), such as the one in Fig. 1(b), may depend on the choice
of point at the center of the Poincaré disc (i.e., the choice of perspective), the dimension does not.
The set is also equivalent to the set Λ(V ) described in the introduction. By results of Sullivan [Sul84]
and Lax and Phillips [LP82], the Hausdorff dimension of Λ(O′′) is exactly α, hence the connection
between β and the Hausdorff dimension of a fractal associated to the ample cone.
Since O′′ = 〈σ ∗1 , σ ∗2 , σ ∗3 〉, we know A˜ = 〈σ1, σ2, σ3〉 has ﬁnite index in A. Let us deﬁne
ζ˜P (s,hD) =
∑
Q ∈A˜(P )
(
hD(Q )
)−s
.
Since A˜ has ﬁnite index in A, the two zeta functions ζ˜ and ζ have the same boundary of convergence.
We will study the boundary of convergence for ζ˜P (s,hD).
2. Vector heights
Given a basis D = {D1, D2, . . . , Dn} of (V ), we deﬁne a vector height
h : V → (V ) ⊗ R
by
h(P ) =
n∑
i=1
hDi (P )D
∗
i ,
where hDi is a Weil height with respect to the divisor Di , and D∗ = {D∗1, D∗2, . . . , D∗n} is the dual basis
of D deﬁned by Di · D∗j = δi j . Vector heights have several nice properties (see [Bar03b]):
(a) If h and h′ are two vector heights, then
h(P ) = h′(P ) +O(1),
where the bound on the vector O(1) is independent of P .
(b) If hD is a Weil height with respect to the divisor D , then
hD(P ) = h(P ) · D + O (1),
where the error term is bounded independent of P but depends on D .
(c) If σ ∈ (V ), then
h(σ P ) = σ∗h(P ) +O(1), (2)
where the error term is bounded independent of P , but may depend on σ .
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a hyperbolic automorphism σ . Such heights hˆE are Weil heights with respect to the eigenvector E
associated to the largest eigenvalue ω of σ ∗ , and have the property
hˆE(σ P ) = ωhˆE(P ).
The inverse ω−1 is also an eigenvalue of σ ∗ , with associated eigenvector E ′ . There exists another
canonical height hˆE ′ with the property
hˆE ′(σ P ) = ω−1hˆE ′(P ).
Though neither E nor E ′ are ample (they are the endpoints of the line along which σ ∗ translates),
there is a possibility that a linear combination of E and E ′ is ample. If this is the case, then we get
as a corollary that there exist only a ﬁnite number of K -rational points whose 〈σ 〉-orbit is ﬁnite, and
hence only a ﬁnite number of K -rational points whose A-orbit is ﬁnite.
In our case, the map σ1σ2 is hyperbolic and its pullback σ ∗2 σ ∗1 has eigenvectors E = E ′′ +
√
165D1
and E ′ = E ′′ − √165D1, where E ′′ = 15D1 − 8D2 + 2D3. Since the difference E − E ′ = 2
√
165D1 is
a multiple of D1, which is ample (see Fig. 1), we conclude that there are only a ﬁnite number of
K -rational points on V whose orbit under the action of A is ﬁnite.
It is natural to wonder whether the averaging method can be used to create a canonical vector
height hˆ with the property
hˆ(σ P ) = σ∗hˆ(P ).
Canonical vector heights exist if the Picard number is two [Bar03b], but are not expected to exist if
the Picard number is larger [Bar04,BvL07]. Hence, the error term in Eq. (2) in general is expected to
depend on σ . It is possible, however, to restrict the error term to certain subspaces for the generators
of A˜.
Since B1 is a −2 curve, there exists a rational map φ from B1 to P1. For a point P ∈ V , there exists
a unique elliptic curve E ∈ B2 such that P ∈ E . Let π3(P ) = O E project P to the point of intersection
of E with B1. Let h be the usual logarithmic height on P1 and deﬁne h2 = h ◦ φ ◦ π3. Then h2 is a
Weil height with respect to B2, and since σ3(E) = E , we get
h2(σ3P ) = h2(P ).
There exists a Weil height hB1 associated to B1 such that hB1 (P ) 0 for all P /∈ B1 (see [Lan91]). Let
us set
h1 = 1
2
(hB1 + hB1 ◦ σ3) + h2.
Then h1 is a Weil height with respect to B1 + B2, h1(P ) h2(P ) for all P /∈ B1, and
h1(σ3P ) = h1(P ).
Before we deﬁne h3, let us take a closer look at σ2. As before, for P ∈ V let E ∈ B2 be the elliptic
curve that contains P . The projection π2(E) of E in P2 is a line that contains the point P0. Thus, E is
a double cover of the line and σ2(P ) is again on E . In particular,
h2(σ2P ) = h2(P ).
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Since σ2D3 = D3 and σ1D3 = B1, h3 is a Weil height with respect to 2D3 + B2 = D2 + D3. Note that
h3(P ) h2(P ) for all P /∈ D3, and
h3(σ2P ) = h3(P ).
Let us deﬁne B′ = {B ′1, B ′2, B ′3} where B ′1 = B1 + B2 = D1 + D2 − 2D3, B ′2 = B2 = D2 − D3, and
B ′3 = D2 + D3; and ﬁx a vector height
h(P ) = h1(P )B ′ ∗1 + h2(P )B ′ ∗2 + h3(P )B ′ ∗3 . (3)
Note that B ′1, B ′2, and B ′3 are the endpoints of the lines through which σ ∗2 and σ ∗3 reﬂect, and that B′
is a basis of (V ) ⊗ R, but not of (V ) (over Z).
We have, in the preceding, established the following:
Lemma 2.1. Let h be the vector height deﬁned above in Eq. (3). Then h has the following properties:
h(σ1P ) = σ1∗h(P ) +O(1), (4)
h(σ2P ) = σ2∗h(P ) + O (1)B ′ ∗1 , (5)
h(σ3P ) = σ3∗h(P ) + O (1)B ′ ∗3 . (6)
Furthermore,
h(P ) · (B ′1 − B ′2)= h1(P ) − h2(P ) 0 for all P /∈ B1,
h(P ) · (B ′3 − B ′2) = h3(P ) − h2(P ) 0 for all P /∈ D3.
The change of basis matrix from B′ to D is
S =
[ 1 0 0
1 1 1
−2 −1 1
]
.
Let ti = [σi∗]B′ ∗ be the maps σi∗ in the dual basis of B′ . Then ti = (S−1[σ ∗i ]D S)t , so
t1 =
⎡
⎣3 −6 23 − 112 32
5 − 152 32
⎤
⎦ , t2 =
[−1 112 12
0 1 0
0 0 1
]
, t3 =
[1 0 0
0 1 0
8 22 −1
]
.
Let us introduce the ample divisor DN = (B1 + B2) + (D2 + D3) = D1 + 2D2 − D3. The subscript
“N” is for “new,” and is to distinguish it from DO = B1 + B2 + 2D3 = D1 + D2 (“O ” for “old”), which
is the ample divisor labeled D throughout [Bar03a]. We deﬁne
wi(x) = (x− σi∗x) · DN .
A. Baragar / Journal of Number Theory 131 (2011) 578–599 587Note that
wi
(
h(σi P )
)= wi(σi∗h(P ) +O(1))
= wi
(
σi∗h(P )
)+ wi(O(1))
= −wi
(
h(P )
)+ O (1). (7)
Let us now choose u > 0 so that u bounds the error terms implied by the eight O (1)’s in Eqs. (4)
through (7).
3. The core lemma
The group A˜ ∼= O′′ is freely generated by σi , modulo the relations σ 2i = I. Every element of A˜
therefore has a unique minimal representation of the form σ = σkm · · ·σk1 where ki ∈ {1,2,3} and
ki = ki+1 for all i = 1, . . . ,km−1. Using these unique representations, let us deﬁne
U˜ i = {σ = σkm · · ·σk1 : k1 = i, m 0}.
Let us similarly deﬁne Ui ⊂ O′′:
Ui = {σ∗ = σkm∗ · · ·σk1∗: k1 = i, m 0} = {σ∗: σ ∈ U˜ i}.
Let D be an ample divisor and deﬁne
f +a (s, D) =
∑
σ∗∈Ui
(σ∗a · D)−s,
where i is chosen so that σi∗a · D < a · D (so wi(a) > 0 when D = DN ).
An orbit O′′(x) has a natural binary tree structure with branches induced by the maps σi∗ .
A height x · D gives direction to this tree. For a with positive components and D = DN , descent
(the condition σi∗a · D < a · D) is unique, so the terms in the sum that deﬁnes f +a (s, DN ) are those in
the portion of the tree above a, which is the visual that the superscript + is supposed to invoke.
For large y, let us also deﬁne
f +a (s, D, y) =
∑
σ∗∈Ui(a,y)
(σ∗a · D)−s,
where Ui(a, y) = {σ∗ ∈ Ui: σ∗a · D < y}.
Let us also deﬁne
ζ˜+P (s,hD) =
∑
σ∈U˜ i
(
hD
(
σ(P )
))−s
,
where i is chosen so that σi∗h(P ) · D < h(P ) · D .
Lemma 3.1. Let v2 = (3,1,1) and v3 = (1,1,15). Let u be the bound chosen in Section 2. Suppose hi(P ) >
15u for all i, and that w j(h(P )) > 0 for j = 2 or 3. Then
σ∗
(
h(P ) − uv j
) · DN  hDN (σ P ) σ∗(h(P ) + uv j) · DN
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f +h(P )+uv j (s, DN ) < ζ˜
+
P (s,hDN ) < f
+
h(P )−uv j (s, DN ).
The above result can sort of be explained this way (with omitted caveats): Imagine that DN is at
the center of Fig. 1(b), and that h(P ) is somewhere in the disc. Under the action of the automorphisms
in U j , the point h(P ) marches closer to the boundary. In a race to the boundary, the point h(P )−uv j
is suﬃciently handicapped that it never catches up to h(P ), while h(P ) + uv j has enough of a lead
that it always stays ahead of h(P ).
Proof. Let us begin with the lower bound. Let σ ∈ U˜ j , let Q = σ P , and x = [σ∗(h(P ) − uv j)]B′ ∗ . Let
σ = σin · · ·σi1 be the minimal representation for σ (so i1 = j). We set k = in and induct on the length
n and the statements
hi(Q ) xi + u > u,
wk
(
h(Q )
)
 wk(x) 0.
For reference, we point out that, in the basis B′ ∗ ,
w1(x) = −7x1 + 27
2
x2 − 5
2
x3, (8)
w2(x) = 2x1 − 11
2
x2 − 1
2
x3, (9)
w3(x) = −8x1 − 22x2 + 2x3. (10)
For the base case, we observe that
w j
(
h(P ) − uv j
)= w j(h(P ))− uw j(v j),
and that (by design) w j(v j) = 0. The rest of the conditions to be checked are trivially satisﬁed.
For the induction step, let us ﬁrst assume k = 1, so w1(h(Q ))  w1(x)  0. We must check the
conditions for σ2Q and σ3Q . We begin with σ2Q , and let x′ = t2x:
h1(σ2Q ) = −h1(Q ) + 11
2
h2(Q ) + 1
2
h3(Q ) + O (1)
= 1
7
w1
(
h(Q )
)− 27
14
h2(Q ) + 5
14
h3(Q ) + 11
2
h2(Q ) + 1
2
h3(Q ) + O (1)
= 1
7
w1
(
h(Q )
)+ 25
7
h2(Q ) + 6
7
h3(Q ) + O (1)
 1
7
w1(x) + 25
7
x2 + 6
7
x3 + 31
7
u + O (1)
 x′1 +
31
7
u + O (1) > x′1 + u.
In the above, we used the fact that the function implied by the O (1) is bounded by u. We also observe
that, by the induction hypotheses xi > 0 and w1(x) > 0, we have x′1 = (w1(x) + 25x2 + 6x3)/7 > 0.
Continuing,
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h3(σ2Q ) = h3(Q ) x3 + u = x′3 + u > u,
w2
(
h(σ2Q )
)= −w2(h(Q ))+ O (1)
= −2h1(Q ) + 11
2
h2(Q ) + 1
2
h3(Q ) + O (1)
= 2
7
w1
(
h(Q )
)− 27
7
h2(Q ) + 5
7
h3(Q ) + 11
2
h2(Q ) + 1
2
h3(Q ) + O (1)
 2
7
w1(x) + 23
14
x2 + 17
14
x3 + 20
7
u + O (1) (11)
 w2
(
x′
)+ 20
7
u + O (1) (12)
 w2
(
x′
)
.
Again, the functions implied by the O (1) are bounded by u, and in passing (going from (11) to (12)),
we observe that w2(x′) > 0.
The arguments for σ3Q , and when w2(h(Q )) > 0 and w3(h(Q )) > 0 are similar. The relations
that make the arguments work are the following:
h3(σ3Q ) = 54
5
h1(Q ) + 83
5
h2(Q ) + 2
5
w1
(
h(Q )
)+ O (1),
w3
(
h(σ3Q )
)= 68
5
h1(Q ) + 56
5
h2(Q ) + 4
5
w1
(
h(Q )
)+ O (1),
h1(σ1Q ) = 9
11
h1(Q ) + 28
11
h3(Q ) + 12
11
w2
(
h(Q )
)+ O (1),
h2(σ1Q ) = h1(Q ) + 2h3(Q ) + w2
(
h(Q )
)+ O (1),
h3(σ1Q ) = 25
11
h1(Q ) + 24
11
h3(Q ) + 15
11
w2
(
h(Q )
)+ O (1),
w1
(
h(σ1Q )
)= 23
11
h1(Q ) + 41
11
h3(Q ) + 27
11
w2
(
h(Q )
)+ O (1),
h3(σ3Q ) = 4h1(Q ) + 33h2(Q ) + 2w2
(
h(Q )
)+ O (1),
w3
(
h(σ3Q )
)= 44h2(Q ) + 4w2(h(Q ))+ O (1),
h1(σ1Q ) = 57
11
h1(Q ) + 16
11
h3(Q ) + 3
11
w3
(
h(Q )
)+ O (1),
h2(σ1Q ) = 5h1(Q ) + h3(Q ) + 1
4
w3
(
h(Q )
)+ O (1),
h3(σ1Q ) = 85
11
h1(Q ) + 9
11
h2(Q ) + 15
44
w3
(
h(Q )
)+ O (1),
w1
(
h(σ1Q )
)= 131
11
h1(Q ) + 14
11
h3(Q ) + 27
44
w3
(
h(Q )
)+ O (1),
h1(σ2Q ) = 33
4
h2(Q ) + 1
4
h3(Q ) + 1
8
w3
(
h(Q )
)+ O (1),
w2
(
h(σ2Q )
)= 11h2(Q ) + 1w3(h(Q ))+ O (1).
4
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we have hDN (P ) = h1(P ) + h3(P ). (Using DO , the height has a negative term in it, which we want to
avoid.) We have therefore established that, for any σ ∈ U˜ j ,
hDN (σ P ) σ∗
(
h(P ) − uv j
) · DN ,
and hence
ζ˜+P (s,hDN ) f
+
h(P )−uv j (s, DN ).
The proof of the other two inequalities are similar. 
As mentioned earlier, the choice of ample divisor D in [Bar03a] is ﬁxed with D = DO = B1 + B2 +
2D3, and the dependence on D is suppressed. The main result that we borrow from that paper is the
following [Bar03a, Lemma 3.6]:
Lemma 3.2. Suppose s > 1/2, a · B1  0, a · B2 > 0, a · D3  0, and σ ∗j a · DO < a · DO for j = 2 or 3. Then
f +a (s, DO ) > l j(a, s) f +r (s, DO ),
f +a (s, DO , y) < g j(a, s) f +r (s, DO , y) + O
(
(a · B2)−s
)
,
where r= σ ∗1 B2 , and the functions l j(a, s) and g j(a, s) both converge for s > 1/2 (see [Bar03a, p. 126]).
In [Bar03a], we also show that the boundary of convergence for f +r (s, DO ) is α where 0.6515 <
α < 0.6538, from which we conclude that the boundary of convergence for f +a (s, DO ) is also α (for
a satisfying the conditions of Lemma 3.2).
As a consequence, we have:
Corollary 3.3. Suppose that h1(P ),h3(P )  h2(P ) > 15u and σ ∗j h(P ) · DN < hDN (P ) for j = 2 or 3. Then
the boundary of convergence for ζ˜+P (s,hDN ) is α.
Proof. We ﬁrst note that, for j = 2 or 3,
σ ∗j a · B2 = a · σ j∗B2 = a · σ ∗j B2 = a · B2.
In the above, we used σ j∗ = (σ−1j )∗ = σ ∗j , and that B2 is ﬁxed by both σ2 and σ3. Thus, if σ ∗j a · DN <
a · DN , then
σ ∗j a · DN = σ ∗j a · DO + σ ∗j a · B2 < a · DO + a · B2,
σ ∗j a · DO < a · DO ,
so the choice of j’s (and hence U j) implied by the superscript + in f +a (s, DO ) and f +a (s, DN ) are the
same. We therefore conclude that, for any a for which w j(a) > 0 for j = 2 or 3,
2−s f +a (s, DO ) = f +a (s,2B1 + 2B2 + 4D3)
< f +a (s, B1 + 2B2 + 2D3) = f +a (s, DN )
< f +a (s, B1 + B2 + 2D3) = f +a (s, DO ), (13)
so f +a (s, DO ) and f +a (s, DN ) have the same boundary of convergence.
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suppose that j = 2. Then
(
h(P ) ± uv2
) · B1 = h1(P ) − h2(P ) ± 2u,(
h(P ) ± uv2
) · B2 = h2(P ) ± u,(
h(P ) ± uv2
) · D3 = 1
2
(
h3(P ) − h2(P )
)
.
Since w2(h(P )) = 2h1(P ) − 112 h2(P ) − 12h3(P ) > 0, we have
2
(
h1(P ) − h2(P )
)
>
7
2
h2(P ) + 1
2
h3(P ) > 60u,
so (h(P ) ± uv2) · B1 > 28u > 0. The second and third conditions are clear.
When j = 3,
(
h(P ) ± uv3
) · B1 = h1(P ) − h2(P ),(
h(P ) ± uv3
) · B2 = h2(P ) ± u,(
h(P ) ± uv3
) · D3 = 1
2
(
h3(P ) − h2(P )
)± 7u.
Since w3(h(P )) = −8h1(P ) − 22h2(P ) + 2h3(P ) > 0, we have
h3(P ) − h2(P ) = 4h1(P ) + 10h2(P ) > 14u,
so the third condition becomes (h(P ) ± u) · D3 > 7u ± 7u  0. The ﬁrst and second conditions are
clear.
By Lemma 3.2 and the paragraph that follows it, we conclude that the two functions
f +h(P )±uv j (s,hDN ) in Lemma 3.1 both have a boundary of convergence of α, so the boundary of con-
vergence of ζ˜+P (s,hDN ) is α. 
If A˜(P ) contains any point Q that satisﬁes the conditions of Corollary 3.3, then we immediately
surmise that β(P ,hDN ) α, giving us one side of our main result (for DN ). If A˜(P ) is inﬁnite, then
it is not too diﬃcult to generate such a Q , though there are a few details one must overcome. The
other side of our main result – that β(P ,hD) α, is a little more diﬃcult to obtain. For that reason,
we will have to concentrate a little more on the upper bound of ζ˜P (s,hDN ).
Lemma 3.4. Suppose w1(h(P )) > 0 and h1(P ),h3(P ) h2(P ) > 15u. Then the boundary of convergence for
ζ˜+P (s,hDN ) is α. Furthermore, there exists a function f (s) whose boundary of convergence is α such that
ζ˜+P (s,hDN ) < O
(
h2(P )
−s) f (s).
Proof. Let x= h(σ2P ). Then
w2(x) = −w2
(
h(P )
)+ O (1) = 23h2(P ) + 17h3(P ) + 4w1(h(P ))
14
+ O (1) > 0,
and hence x1 > x2. Note also that h3(σ2P ) = h3(P ) and h2(σ2P ) = h2(P ), so x3 > x2. Thus the con-
ditions of Lemma 3.1 and Corollary 3.3 are satisﬁed. Since ζ˜+P (s,hDN ) > ζ˜
+
σ P (s,hDN ) and the latter2
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second part of the lemma implies the boundary of convergence is exactly α, so let us concentrate on
that. Applying Lemma 3.1, Corollary 3.3, Eq. (13), and letting y go to inﬁnity, we have
ζ˜σ2 P (s,hDN ) < f
+
x−uv2(s, B1 + 2B2 + 2D3)
< f +x−uv2(s, B1 + B2 + 2D3)
< g2(x− uv2, s) f +r (s, DO ) + O
(
(x2 − u)−s
)
.
The function g2, in the basis B∗ = {B1, B2, D3}∗ , is deﬁned in [Bar03a]. In the basis B′ ∗ , we have:
g2(x− uv2, s)
=
∞∑
k=0
((
11(x2 − u)k2 + 8x1 − 11x2 − 2x3 − 11u
4
k + 4x1 − 7x2 + 3x3 − 8u
16
)−s
+
(
11(x2 − u)k2 + 28x1 + 165x2 − 7x3 − 242u
14
k + 11x1 + 18x2 − x3 − 50u
7
)−s)
.
Since w2(x) > 0, we get
8x1 − 11x2 − 2x3 − 11u = 11x2 + 4w2(x) − 11u > 0,
4x1 − 7x2 + 3x3 − 8u = 4x2 + 4x3 + 2w2(x) − 8u > 8(x2 − u),
28x1 + 165x2 − 7x3 − 242u = 242x2 + 14w2(x) − 242u > 0,
11x1 + 18x2 − x3 − 50u = 193x2/4+ 7x3/4+ 11w2(x)/2− 50u > 50(x2 − u).
Thus,
g2(x− uv2, s) < (x2 − u)−s
((
1
2
)−s
+
(
50
7
)−s
+ 2
∞∑
k=1
(
11k2
)−s)
< O 
(
(x2 − u)−s
)
,
for s > 12 +  . Since we are interested in s near α ≈ 0.65, let us pick  small but ﬁxed (e.g.  = 0.1)
so that we can drop the dependence on  . Then
ζ˜+σ2 P (s,hDN ) = O
(
(x2 − u)−s
)
f1(s)
for some function f1(s) that converges for s > α.
Similarly, there exists an f2(s) that converges for s > α such that
ζ˜+σ3 P (s,hDN ) = O
(
(x2 − u)−s
)
f2(s).
Hence, since h2(P ) > 15u, there exists a function f (s) that converges for s > α such that
ζ˜+P (s,hDN ) = hDN (P )−s + ζ˜+σ2 P (s,hDN ) + ζ˜+σ3 P (s,hDN ) = O
((
h2(P )
)−s)
f (s). 
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w1(h(σ1P )) > 0 and
ζ˜+σ1 P (s,hDN ) < O
(
hDN (P )
−s) f (s)
for the function f (s) in Lemma 3.4.
Proof. Recall that hD2(P ) = h1(P ) + h3(P ). Note that
w1
(
h(σ1P )
)= −w1(h(P ))+ O (1)
= 7h1(P ) − (27/2)h2(P ) + (5/2)h3(P ) + O (1)
= (5/2)hDN (P ) + (9/2)h1(P ) − (27/2)h2(P ) + O (1)
> 150u − 9h2(P ) − u
> 5u > 0.
Note also that
h2(σ1P ) = 3h1(P ) − (11/2)h2(P ) + (3/2)h3(P ) + O (1)
= (3/2)hDN (P ) + (3/2)h1(P ) − (11/2)h2(P ) + O (1)
> (3/2)hDN (P ) − 4h2(P ) − u
> (1/4)hDN (P ) + 75u − 60u − u
> (1/4)hDN (P ) + 14u,
from which we conclude that h2(σ1P )  hDN (P ) and h2(σ1P ) > 15u. Thus, by Lemma 3.4, we con-
clude
ζ˜+σ1 P (s,hDN ) < O
(
hDN (P )
−s) f (s). 
4. Points on B1 and D3
In this section, we study the action of A on points on the −2 curves B1 and D3.
Let us ﬁrst ﬁnish the description of σ2. Recall that σ2(P ) is the other point in π
−1
2 (π2P ) for
P /∈ D3. Let us now suppose that P ∈ D3. Since B2 ﬁbers V , there exists an elliptic curve E in B2 such
that P ∈ E . The projection π2E onto P2 is a line H that contains P0. Recall that π−12 P0 = D3. Since
D3 · B2 = 2, there exist two points P E and P ′E in D3 ∩ E , one of which is P . Since σ2 sends points in
a neighborhood of P E to points in a neighborhood of P ′E , we can smoothly complete σ2 by deﬁning
σ2P E = P ′E .
The action of σ2 on E can also be described in terms of the group structure of E . Since σ2 re-
stricted to E is an automorphism of E , we know σ2P = ±P + Q for some Q ∈ E . Since σ 22 P = P , we
get σ2P = −P + Q . Since σ2P E = P ′E , we get Q = P E + P ′E . Thus, σ2P = −P + P E + P ′E .
Now suppose P ∈ B1. Then P = O E for some elliptic curve E in the divisor class B2. Note that
σ3O E = O E . Since σ ∗1 B1 = D3, we know σ1O E = P E ′ for some other elliptic curve E ′ in B2. Hence
σ2P E ′ = P ′E ′ . Finally, reasoning as before, σ1P ′E ′ = O E ′′ . Hence, we have a picture like the following:
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For a point in B1 or D3, let S(P ) = {O E , P E ′ , P ′E ′ , O E ′′ } be the four points in (14) (one of which is P ).
Lemma 4.1. Suppose P ∈ B1 or D3 , and suppose none of the points in S(P ) are in both B1 and D3 . Suppose
also that h2(Q ) > 15u for all Q ∈ S(P ). Then β(P ,hDN ) = α.
Proof. Our plan is to show that the points σ2O E and σ3P E ′ , etc., satisfy the conditions of Corol-
lary 3.3. We exploit σ3O E = O E , from which we get
w3
(
h(O E)
)= −w3(h(σ3O E))+ O (1) = −w3(h(O E))+ O (1),
so w3(h(O E )) = O (1).
We note that
w2
(
h(σ2O E)
)= −w2(h(O E))+ O (1)
= −w2
(
h(O E)
)− 1
4
w3
(
h(O E)
)+ 2O (1)
= 11h2
(
h(O E)
)+ 2O (1)
> 163u > 0.
Note also that h2(σ2O E ) = h2(O E ) > 15u. Finally, we must show h1(σ2O E) and h3(σ2O E ) are no
smaller than h2(O E ). We do this by showing that σ2O E is not on either −2 curve B1 or D3. If
σ2O E ∈ B1, then σ2O E = O E and arguing as before, we have w2(h(σ2O E )) = w2(h(O E )) = O (1). But
we have already shown w2(h(O E )) > 163u, a contradiction. If σ2O E ∈ D3, then σ2O E = P E and hence
O E = σ2P E = P ′E , so O E ∈ B1 ∩ D3, which contradicts our assumption.
For the point P E ′ , we again use w3(h(σ1P E ′ )) = w3(h(O E )) = O (1), so
w3
(
h(σ1P E ′)
)= hDN (σ1P E ′) − hD−n(σ3σ1P E ′)
= −8h1(σ1P E ′) − 22h2(σ1P E ′) + 2h3(σ1P E ′) + O (1)
= −80h1(P E ′) + 154h2(P E ′) − 46h3(P E ′) + 33O (1),
so
−80h1(P E ′) + 154h2(P E ′) − 46h3(P E ′) = 34O (1).
The function implied by the O (1) is, as always, bounded by u (which is why we have not absorbed
the 34 into the big O notation). Thus,
w3
(
h(σ3P E ′)
)= −w3(h(P E ′))+ O (1)
= −w3
(
h(P E ′)
)− 1
23
w3
(
h(σ1P E ′)
)+ 3O (1)
= 264h1(P E ′) + 352h2(P E ′) + 3O (1).23 23
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w3
(
h(σ3P E ′)
)
> 398u > 0.
As before, we must check that σ3P E ′ is not in B1 or D3. If σ3P E ′ ∈ B1, then σ3P E ′ = O E ′ , so
P E ′ = σ3O E ′ = O E ′ , and hence P E ′ ∈ B1 ∩ D3, which contradicts our assumptions. If σ3P E ′ = P E ′ ,
then w3(σ3P E ′ ) = O (1), a contradiction. It seems possible that σ3P E ′ = P ′E ′ , but let us ﬁrst assume
that this is not the case. Then σ3P E ′ satisﬁes the conditions of Corollary 3.3. Combining these results,
we get
ζ˜P (s,hD) = ζ˜+σ2O E (s,hD) + ζ˜+σ3 P E′ (s,hD) + ζ˜
+
σ3 P ′E′
(s,hD) + ζ˜+σ2O E′′ (s,hD) + O (1),
so by Corollary 3.3, β(P ,hD) = α.
Finally, if σ3P E ′ = P ′E ′ , then we get the following picture,
from which we conclude
ζ˜P (s,hD) = ζ˜+σ2O E (s,hD) + ζ˜+σ2O E′′ (s,hD) + O (1),
so again by Corollary 3.3, β(P ,hD) = α. 
5. The main argument
Let
S = S(H) = {Q ∈ V /K : hDN (Q ) < H},
where H is chosen so that it satisﬁes several conditions.
(1) We ﬁrst require that H > 60u.
(2) For the three points P in the intersection of the −2 curves B1 and D3, let us choose H suﬃciently
large so that S(P ) ⊂ S(H).
(3) Let E be an elliptic curve in the divisor class B2, and suppose P , Q ∈ E . Then h2(P ) = h2(Q ),
so we may deﬁne h2(E) to be h2(P ). Note that there exists a ﬁnite number of E ∈ B2 such that
h2(E) < 15u. Let us choose H suﬃciently large so that S(P ) ⊂ S(H) for all P ∈ {O E , P E , P ′E } and
h2(E) < 15u.
Once H is ﬁxed, let SP = S ∩ A˜(P ) and if SP = ∅, deﬁne
∂SP =
{
Q ∈ A(P ): Q /∈ S, σi Q ∈ S for some i
}
.
Let us ﬁrst assume that SP = ∅. If ∂SP = ∅, then A(P ) is ﬁnite, and since S is ﬁnite, there are only
a ﬁnite number of such orbits. Otherwise, ∂SP = ∅. For a point Q ∈ ∂SP , one of the following four
cases hold: Either
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(ii) wi(h(Q )) 0 for the i such that σi Q ∈ S ,
(iii) h2(Q ) < 15u,
or
(iv) Q satisﬁes the conditions of Lemma 3.4.
Suppose ﬁrst that there exists some Q ∈ A˜(P ) such that Q is in B1 or D3 but Q /∈ SP (whether
Q ∈ ∂SP or not). Then by conditions (2) and (3) for S , the conditions of Lemma 4.1 are satisﬁed, and
β(P ,hDN ) = α. So from now on, we may assume that any Q ∈ A˜(P ) that is not in SP is not on either
B1 or D3.
Suppose that Q satisﬁes case (ii), but neither case (iii) nor (iv). Then
0 wi
(
h(Q )
)= hDN (Q ) − σ ∗i h(Q ) · DN = hDN (Q ) − hDN (σi Q ) + O (1) > −u,
where in the last step we noted that hDN (Q ) > hDN (σi Q ). Thus wi(h(Q )) = O (1). We now note that
2w1(x) + 7w2(x) = −23
2
x2 − 17
2
x3,
4w1(x) + 5w3(x) = −68x1 − 56x2,
4w2(x) + w3(x) = −44x2.
Let j = i and note that w j(σ j Q ) = −w j(Q ) + O (1), so from the appropriate relation above, and
because wi(Q ) = O (1), Q is not in B1 or D3, and h2(Q ) 15u, we get w j(σ j Q ) > 0. So to deal with
case (ii), we simply augment SP to include all such Q . Then a point in this new set ∂SP must satisfy
one of cases (iii) or (iv).
For Q ∈ ∂SP with h2(Q ) < 15u (case (iii)), consider the points σ Q where σ ∈ 〈σ2, σ3〉. Note that
Q and σ Q are on the same elliptic curve E in B2, so h2(σ Q ) = h2(Q ). Suppose that σ Q /∈ SP . Then
by Corollary 3.5, w1(h(σ1σ Q )) > 0 so we may deﬁne
EQ (s) =
∑′
σ∈〈σ2,σ3〉
(
hDN (σ Q )
)−s + ζ˜+σ1σ Q (s,hDN ),
where the prime indicates that the sum is taken over only those σ such that σ Q /∈ SP . Furthermore,
also by Corollary 3.5,
EQ (s) <
∑′
σ∈〈σ2,σ3〉
O
((
hDN (σ Q )
)−s)
f (s). (15)
Note that 〈σ2σ3〉 has ﬁnite index in 〈σ2, σ3〉, and that
(σ2σ3)
nQ = Q − [n](P E + P ′E),
where E is the elliptic curve in B2 that contains Q . If P E + P ′E has ﬁnite order, then the sum in
Eq. (15) is ﬁnite and the boundary of convergence for EQ (s) is α. If the order of P E + P ′E is inﬁnite,
then
hDN
(
(σ2σ3)
nQ
)= O (n2),
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EQ (s) < O
( ∞∑
n=1
n−2s
)
f (s).
Since the sum in the big O notation converges for s > 1/2, and the boundary of convergence for f (s)
is α > 1/2, we conclude that the boundary of convergence for EQ (s) is α.
Finally, we put the pieces together. The function ζ˜P (s,hDN ) is the ﬁnite sum of hDN (Q )
−s for
Q ∈ SP , the ﬁnite sum of EQ (s) for some of (but possibly not all of) those Q ∈ ∂SP with h2(Q ) < 15u,
and the ﬁnite sum of ζ˜+Q (s,hDN ) for the rest of the points in ∂SP . Since each of these pieces converge
for s > α, we have ζ˜P (s,hDN ) converges for s >α. Since ∂SP is non-empty, at least one of these terms
diverges for s <α, so the boundary of convergence for ζ˜P (s,hDN ) is α.
There is one last case that we must clear up – the possibility that SP is empty. If we choose H
so that hDN (P ) < H , the rest of the argument follows, provided ∂SP is not empty. To show that this
is the case, we observe that we are done if P is in B1 or B2; that σ1P satisﬁes the conditions of
Lemma 3.4 if h2(P ) < 15u; and that either P or σ1P satisﬁes the conditions of Lemma 3.4 otherwise.
Since the boundary of convergence for ζ˜P (s,hDN ) is α, we conclude
lim sup
t→∞
NA˜(P )(t,hDN )
log t
= α.
Since there exists a Q ∈ ∂SP , we get
ζ˜P (s,hDN )  ζ˜+Q (s,hDN )
 f +r (s, DN )
 f +r (S, DO ),
so the argument that shows that α exists [Bar03a, p. 131] applies to the limit for β .
6. The ﬁnishing touch
In the previous section, we established that for any P ∈ V /K , either A(P ) is ﬁnite (and there are
only a ﬁnite number of those P ), or β(P ,hDN ) = α. Let us now establish that in the latter case, we
also have β(P ,hD) = α for any ample divisor D .
To see this, we note that for any Weil height hD with associated ample divisor D , there exists an
m such that for all P
1
m
hDN (P ) + O (1) < hD(P ) <mhDN (P ) + O (1).
Hence the boundary of convergence for ζP (s,hD) is the same as the boundary of convergence for
ζP (s,hDN ), so β(P ,hD) = β(P ,hDN ) = α.
7. Conclusion
In view of Eq. (1), it is natural to ask, “Is β(P ,hD) equal to α(C, D) in general?” The result in
[Bar04,BvL07] and the ubiquity of parabolic translations in O′′ suggests caution, though the result
of this paper increases our conﬁdence that the answer might be yes. So one might wonder to what
extent can the techniques of this paper be generalized? We close with an attempt to identify those
properties of the Picard lattice that made the calculations of this paper doable:
598 A. Baragar / Journal of Number Theory 131 (2011) 578–599(i) The existence of the parabolic translation σ ∗2 σ ∗3 posed a problem. We were able to overcome
this problem because the ﬁxed point B2, which is a divisor class of elliptic curves, has small
intersections with −2 curves.
(ii) The tree structure of O′′ was used a number of times, including in the proof of Lemma 3.1 from
[Bar03a].
(iii) Lemma 3.1 might be thought of as a uniformity result or self similar result about a fractal – that
the dimension of some sort of uniform subset of the fractal is the same as the dimension of the
whole fractal.
(iv) One might wonder, too, whether a similar result can be obtained without ﬁrst calculating the
Hausdorff dimension of Λ(V ).
(v) The small Picard number no doubt kept the complexity at a lower level. We note that the ques-
tion is known to be true for Picard number two (see [Bar03b]), and is vacuous for Picard number
one.
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