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ABSTRACT

In this paper, we display a family of Gaussian processes, with explicit formulas and transforms. This is presented with the use of
duality tools in such a way that the corresponding path-space measures are mutually singular. We make use of a corresponding
family of representations of the canonical commutation relations (CCR) in an infinite number of degrees of freedom. A key feature of our construction is explicit formulas for associated transforms; these are infinite-dimensional analogs of Fourier transforms.
Our framework is that of Gaussian Hilbert spaces, reproducing kernel Hilbert spaces and Fock spaces. The latter forms the setting for our CCR representations. We further show, with the use of representation theory and infinite-dimensional analysis, that
our pairwise inequivalent probability spaces (for the Gaussian processes) correspond in an explicit manner to pairwise disjoint CCR
representations.
© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0042756

I. INTRODUCTION
Our framework is an infinite-dimensional harmonic analysis and our main aims are fourfold. Starting with certain Gelfand triples,
built over infinite-dimensional Hilbert space, we identify and construct associated indexed families of infinite-dimensional probability spaces
and corresponding stochastic processes. Second, we give conditions for when these stochastic processes are Gaussian. Third, we show that
different values of the index-variable yield mutually singular probability measures. Fourth, we identify associated representations of canonical
commutation relations (CCRs), and we show that pairwise different index values yield mutually inequivalent representations.
Our current focus lies at the crossroads of white noise analysis, Itô calculus, and algebraic quantum physics. While there is a very large
prior literature in the area, we wish here to especially call attention to the papers by Albeverio et al.1–6
Some of the basic concepts that we study here can also be found, in special cases and in one form or the other, with variants of our main
themes, at Refs. 7–10. Our present results go beyond those of earlier papers. This includes (i) making an explicit and direct link between this
wide family of stochastic processes, their harmonic analysis, and the corresponding representations. In addition, (ii) our infinite-dimensional
harmonic analysis and infinite-dimensional transform theory are new. Also new are (iii) our results that identify which of the general stochastic
processes are Gaussian.
Our study of Gelfand triples in the framework of Schwartz tempered distributions is motivated, in part, by Wightman’s framework for
quantum fields, i.e., that of (unbounded) operator valued tempered distributions. For details, see Ref. 11.
We now turn to the study of stochastic processes indexed by an Hilbert space H from a Gelfand triple
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′

S(R) ↪ H ↪ S (R),

side to side with the question of when such processes are Gaussian. Here is a description on how to obtain the Hilbert space H. Consider the
real Schwartz space S ∶= S(R) and a conditional negative definite (CND) function N : S → R that is continuous with respect to the Fréchet
topology and satisfies N(0) = 0. A general theory of Schoenberg then tells us that S can be isometrically embedded into an Hilbert space H
via a mapping s ↦ φs such that
2

N(s) = ∥φs ∥H .

This idea goes back to works of Schoenberg12–14 and von Neumann,15 where the question “when can a metric space be realized in a Hilbert
space with a norm” was considered. The Hilbert space H is taken to be the reproducing kernel Hilbert space (RKHS) with the reproducing
kernel (RK) of the form
φN (s1 , s2 ) = (N(s1 ) + N(s2 ) − N(s1 − s2 ))/2;
for more details and references on how to obtain the Hilbert space H from the CND function N, see Sec. III. It further follows naturally from
the Bochner–Minlos theorem (see, e.g., Ref. 16) applied for the positive definite functions Qλ (s) = exp{−λ2 N(s)/2} with λ > 0, the existence
of a one-parameter family of Gaussian measures {Pλ }λ>0 on S′ , which satisfies
2

EPλ [exp{iXs }] = exp{−λ N(s)/2},

where Xs : S′ → R is given by the duality of the spaces S and S′ , as X s (ω) = ⟨ω, s⟩, and EPλ stands for the expectation with respect to the
measure Pλ .
The stochastic process given by {Xs }s∈S plays a main role in our analysis, as one of the purposes in this paper is to explore its behavior
with respect to different measures [from a family of measures described below, cf. Eq. (4.3)]; in particular, we are interested in the cases where
it is Gaussian. We show that the Gaussian property of that process is equivalent to a scaling assumption on the CND function N, simply saying
that
2

N(αs) = α N(s)

for every s ∈ S and α ∈ R (cf. Proposition 2.3). As our settings are quite general, one can consider many examples for the CND function N,
which provide us with different examples of Gaussian processes. In particular, one can choose the CND function N(s) = ∥s∥2L2 (R) so that we
get the standard Brownian Motion or another function to get the fractional Brownian motion (cf. Examples 2.4–2.7).17–20
There are many dichotomy results regarding Gaussian measures, such as Kakutani’s dichotomy theorem on infinite product measures,21
which states that any two Gelfand triple measures on S′ are either equivalent or mutual singular. In addition, in Ref. 7 (Chap. 5), it is proven
that any two measures, from a given one-parameter family of measures, are mutually singular; this corresponds to the analysis in this paper
with the choice of N(s) = ∥s∥2L2 (R) . Another interesting result in that spirit is presented in Ref. 8, where explicit conditions for two measures
being equivalent or mutually singular are given and the theory of RK Hilbert spaces is heavily used. By using the theory in Ref. 8, we obtain
the first main result in this paper (cf. Theorem 3.10), that is, establishing the crucial fact of the measures {Pλ }λ>0 being mutually singular. To
do so, we explore the covariance function Γλ (s1 , s2 ) of the Gaussian process {Xs }s∈S with respect to the measure Pλ , that is,
Γλ (s1 , s2 ) = λ2 (N(s1 + s2 ) − N(s1 − s2 ))/4,
and compare between such covariance functions for distinct values of λ. Next, we make another important connection between the Hilbert
space H and the family of Gaussian measures {Pλ }λ>0 . For that, we let Hλ be the scaled Hilbert space, that is, the space H with the scaled
norm ∥ ⋅ ∥Hλ = λ∥ ⋅ ∥H , and then present an explicit transform [cf. Eq. (5.1)],
Wλ : Γsym (Hλ ) → L2 (S′ , Pλ )
that is an isometric isomorphism from the symmetric Fock space of Hλ onto L2 (S′ , Pλ ) (cf. Theorem 4.2). By using this transform, we will
be able to move from the notion of equivalence of the Gaussian spaces (or more precisely the Gaussian measures) to the equivalence of
the representations of the CCR algebra on the symmetric Fock spaces; see the proof of Corollary 4.19. Another explicit formula that fits in
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naturally in the analysis presented in this paper is a generalized (infinite dimensional) Fourier transform [cf. Eq. (5.5)], which takes L2 (S′ , Pλ )
onto the RKHS that is given by the RK,
2

Qλ (s1 , s2 ) = exp{−λ N(s1 − s2 )/2}.

The last transform is a generalization of results from Ref. 7 to a wider family of conditional negative definite functions, other than N(s)
= ∥s∥2L2 (R) .
Finally, we present the second main result of this paper (cf. Corollary 4.19), which is an explicit example of unitarily inequivalent representations of the CCR algebra of an infinite dimensional Hilbert space H; for details on the CCRs and representations, see, e.g., Refs. 9, 10,
and 22. This example is built in a natural way from our analysis, while due to the Stone–von Neumann theorem, it is impossible to do so in
the finite dimensional case. In the proof, we use the mutual singularity of the measures from the family {Pλ }λ>0 and the intertwining operator
W λ to deduce that any two representations are disjoint, as the corresponding measures are mutually singular.
The outline of this paper is as follows: Sec. II is devoted to present some preliminaries results and definitions, which include positive
definite kernels, conditional negative definite functions, the Bochner–Minlos theorem, and (symmetric) Fock spaces.
In Sec. III, we lay down our basic setting of this paper; we present in details some of the results by Schoenberg, connect those with the
way we build our associated white noise space from the CND function N we started with, and establish the condition on N that is equivalent
for the studied stochastic process to be Gaussian (Proposition 2.3). Toward the end of Sec. III, we present some examples that fit into our
setting.
In Sec. IV, we then build a family of L2 path spaces that correspond to the family of Gaussian measures {Pλ }λ>0 obtained from Sec. III
after the simple change of multiplication by a scalar λ > 0. Then, in Subsection IV A, we prove the mutual singularity of the measures
(Theorem 3.10) and give another example of a one-parameter family of mutually singular measures that involves the Fourier transform
(Example 3.13).
In Sec. IV, we further study the intertwining operators between the symmetric Fock space and the L2 space from Sec. IV (Theorem 4.2)
while also defining an infinite dimensional generalized Fourier transform and exploring its properties (Lemma 4.7 and Theorem 4.8). Using
these intertwining operators and the mutual singularity of the measures from previous sections, we establish the connection to representations
of the CCR algebra of the (infinite dimensional Hilbert space) H (Corollary 4.19).
II. BACKGROUND AND TOOLS
We begin with presenting some preliminary background and definitions. Let X be a non-empty set. A function φ : X × X → R is called
positive definite (PD) kernel if φ is symmetric [i.e., φ(x, y) = φ(y, x) for all x, y ∈ X] and
n

n

∑ ∑ cj ck φ(xj , xk ) ≥ 0
j=1 k=1

for all n ∈ N, x1 , . . . , xn ∈ X and c1 , . . . , cn ∈ C. A function f : X → R is called positive definite (PD) if the kernel kf (x, y) = f (x − y) is a positive
definite kernel, i.e., if f is odd and
n

n

∑ ∑ cj ck f (xj − xk ) ≥ 0

(2.1)

j=1 k=1

for all n ∈ N, x1 , . . . , xn ∈ X and c1 , . . . , cn ∈ C. A function φ : X × X → R is called a conditional negative definite (CND) kernel if
n

∑ cj ck φ(xj , xk ) ≤ 0

j, k=1

for all n ∈ N, x1 , . . . , xn ∈ X and c1 , . . . , cn ∈ C with ∑nj=1 cj = 0. Similar to the positive definite definition, a function f : X → R is called
conditional negative definite (CND) if φf (x, y) ∶= f (x − y) is a CND kernel. Our conventions regarding CND functions follow.23
The class S ∶= S(R) ⊂ L2 (R) is the Schwartz class of functions on R that are rapidly decreasing, smooth, and C∞ . The dual space of
S is the space S′ ∶= S′ (R) of tempered distributions, while any ω ∈ S′ defines a linear functional ⟨ω, ⋅⟩ : S ↦ R, also called the action of
ω on elements from S, denoted by ω(s) = ⟨ω, s⟩ for s ∈ S. We recall the Bochner–Minlos theorem (associated with Gelfand triples with S
and S′ ) as it appears in Ref. 24 (Appendix A); for a more general framework of the theorem associated with nuclear Gelfand triples, see
Ref. 16.
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Theorem 1.1 (Bochner–Minlos). If g : S → C is continuous with respect to the Fréchet topology, g(0) = 1, and g is positive definite in the
sense of (2.1), then there exists a unique probability measure P on (S′ , B(S′ )) such that
EP [exp{i⟨⋅, s⟩}] ∶= ∫ exp{i⟨ω, s⟩}dP(ω) = g(s),

∀s ∈ S.

S′

We recall that L2 (S′ , P) is the L2 -space for the white noise process.
For every s ∈ S, we define the random variable X s on S′ via the duality of S and S′ , that is, by X s (⋅) = ⟨⋅, s⟩, i.e.,
Xs (ω) = ⟨ω, s⟩ = ω(s)
for every ω ∈ S′ . One of the main studied objects in this paper is stochastic processes {Xs }s∈S of that form and, in particular, the cases where
those processes are Gaussian while noticing that using the Bochner–Minlos theorem, different positive definite functions produce different
probability measures on S′ and, hence, different processes.
Remark 1.2. We use the framework of Gelfand triples that consist of an Hilbert space together with S and S′ (see Ref. 25). There are other
works in infinite dimensional analysis, which use different approaches; one of those is to use B and B′ instead of S and S′ , where B is a Banach
space and B′ is its dual space (see Refs. 26 and 27).
Gaussian processes are one of the main objects in this paper, thereby we recall the explicit definition of a stochastic process being
Gaussian. A stochastic process {Yt }t∈I is called a Gaussian process (with respect to a measure P) if for every t 1 , . . . , t n ∈ I, the random vector
Yt1 ,...,tn = (Yt1 , . . . , Ytn ) is a multivariate Gaussian random variable; sometimes it is called a jointly Gaussian process. This is equivalent to
say that for every α1 , . . . , αn ∈ R and t 1 , . . . , t n ∈ I, the random variable α1 Yt1 + ⋅ ⋅ ⋅ + αn Ytn has a univariate Gaussian distribution. Another
equivalent definition of {Yt }t∈I being a Gaussian process (with respect to P)—using the characteristic function ϑXt1 ,...,Xtn —is that for every
t 1 , . . . , t n ∈ I, there exist σjℓ , μℓ ∈ R with σ jj > 0 such that
⎧
⎫
n
n
⎪
⎪
⎪ n
⎪
ϑXt1 ,...,Xtn (α1 , . . . , αn ) ∶= EP [exp{i∑ αℓ Ytℓ }] = exp⎨i∑ μℓ αℓ − 2−1 ∑ σjℓ αℓ αj ⎬.
⎪
⎪
⎪
⎪
ℓ=1
j,ℓ=1
⎩ ℓ=1
⎭

(2.2)

Here, σ jℓ and μℓ can be shown to be the covariances and means of the variables in the process, and the left-hand side of (2.2) is the characteristic
function of the random vector (Yt1 , . . . , Ytn ).
Recall the definitions of the Hermite polynomials
1 2

hn (x) = (−1)n e 2 x
and the Hermite functions ξn (x) = π−1/4 ((n − 1)!)−1/2 e−x
2
dμ1 (x) = (2π)−1/2 e−x /2 dx, with

2

/2

dn − 12 x2
(e
),
dxn

n ≥ 0,

√
hn−1 ( 2x) for n ≥ 1. The set {hn }n≥1 is an orthogonal basis for L2 (R, μ1 ), where

−1/2
−x
∫ hn (x)hm (x)dμ1 (x) = (2π)
∫ hn (x)hm (x)e
R

Henceforth, the set {(n!)−1/2 hn }

n≥1

(2.3)

R

2

/2

dx = n!δn,m .

is an orthonormal basis of L2 (R, μ1 ). Finally, we adopt the approach and notations as in Ref. 28 to recall

the definition of the symmetric Fock space of an Hilbert space. For an Hibert (separable) space H with an orthonormal basis {ej }j≥1 , let Γ(H)
be the full Fock space over H, given by
∞

Γ(H) ∶= ⊕ H ⊗k = C ⊕ H ⊕ (H ⊗ H) ⊕ ⋅ ⋅ ⋅ ,
k=0

where H ⊗k is the k′ th tensor power of H for k ≥ 1 and H ⊗0 = C; the space H ⊗k has the orthonormal basis {ej1 ⊗ ⋅ ⋅ ⋅ ⊗ ejk }j1 ,...,jk ≥1 and the
union of all such bases form a basis for Γ(H). We are interested in the (boson) symmetric Fock space over H, that is, the subspace Γsym (H)
⊆ Γ(H), which consists of all symmetric tensors. More precisely, let S be the symmetrizer that projects Γ(H) onto Γsym (H), which is given
on H ⊗k by

J. Math. Phys. 63, 042102 (2022); doi: 10.1063/5.0042756
© Author(s) 2022

63, 042102-4

Journal of
Mathematical Physics

ARTICLE

scitation.org/journal/jmp

S(u1 ⊗ ⋅ ⋅ ⋅ ⊗ uk ) = (k!)−1 ∑ uσ(1) ⊗ ⋅ ⋅ ⋅ ⊗ uσ(k) ,
σ∈Sk

where Sk is the permutation group of {1, . . . , k}. Then, Γsym (H) has the orthonormal basis {Eα }α∈ℓN , where
0

Eα ∶= (k!)1/2 (α!)−1/2 S(eα1 1 ⊗ eα2 2 ⊗ ⋅ ⋅ ⋅ ), α = (α1 , α2 , . . .) ∈ ℓN0 ,
N
with ∣α∣ = ∑∞
j=1 αj = k; here, ℓ0 = {α = (α1 , α2 , . . .) : ∃k ∈ N

(2.4)

∀j > k, αj = 0} and α! = ∏∞
j=1 αj !.

III. CONDITIONAL NEGATIVE DEFINITE FUNCTIONS
Let N : S × S → R be a real CND kernel, continuous with respect to the Fréchet topology, such that N(0, 0) = 0. In this paper, we focus
on the case where N is stationary in the sense that N(s1 , s2 ) is a function of s1 − s2 , i.e., for every s1 , s2 , and s3 in S, we have N(s1 + s3 , s2 + s3 )
= N(s1 , s2 ) = N(s2 , s1 ). It is easily seen that all such CND kernels are characterized as
N(s1 , s2 ) = N(s1 − s2 ),

∀s1 , s2 ∈ S,

where N : S → R is a CND function that is continuous with respect to the Fréchet topology, satisfying N(0) = 0. In the later discussions, we
begin from the function N rather than N.
The theory of CND kernels goes back to Schoenberg and von Neumann, where they answered the question of when a metric space can
be realized in a Hilbert space with a norm; see Refs. 12–15. For a better understanding of what CND kernels are, we give a very wide family of
conditional negative definite kernels in the spirit of Ref. 23 (Proposition 3.2), which corresponds well to the full answer given by Schoenberg
and von Neumann.
Proposition 2.1. Let X be a non-empty set. For any vector space V, a mapping Φ : X → V, and a symmetric, bilinear positive semi-definite
form ⟨⋅, ⋅⟩V : V × V → C (not necessarily inner product), the kernel
N(x, y) ∶= ∥Φ(x) − Φ(y)∥2V
is a CND kernel on X × X, where ∥ ⋅ ∥V is the semi-norm induced from ⟨⋅, ⋅⟩V .
Proof. Due to the properties of the product ⟨⋅, ⋅⟩V , for every n ∈ N, x1 , . . . , xn ∈ X and c1 , . . . , cn ∈ C with ∑nj=1 cj = 0, we have
n

n

n

2
2
∑ cj ck N(xj , xk ) = ∑ cj ck ∥Φ(xj ) − Φ(xk )∥ = ∑ cj ck ∥Φ(xj )∥V

j, k=1

j, k=1

j, k=1

n

n

n

n

j, k=1

j, k=1

j=1

k=1

− 2 ∑ cj ck ⟨Φ(xj ), Φ(xk )⟩V + ∑ cj ck ∥Φ(xk )∥2V = −2⟨∑ cj Φ(xj ), ∑ ck Φ(xk )⟩ ≤ 0.
V

◻
12–14

Following the theory by Schoenberg,
while some of his results are well summarized in Ref. 23 (Proposition 3.2), as N is a CND kernel
with N(s, s) = 0 for all s ∈ S, there is an embedding of S into an Hilbert space H (which can be thought as a linear subspace of the space of all
continuous mappings from S to R), i.e., there exists a mapping s ↦ φs from S to H such that
2

2

N(s1 − s2 ) = N(s1 , s2 ) = ∥φs1 − φs2 ∥ = ∥φs1 −s2 ∥H

(3.1)

for any s1 , s2 ∈ S. We give some details on this building: it is an easy exercise to verify that the kernel
φN (s1 , s2 ) = 2−1 [N(s1 , 0) + N(0, s2 ) − N(s1 , s2 )] = 2−1 [N(s1 ) + N(s2 ) − N(s1 − s2 )]
is a positive definite kernel on S × S. Then, for every s ∈ S, define the mapping
φs : S → R, by φs (̃s ) = φN (s,̃s ),
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and let H0 be the linear subspace of RS (the space of all functions from S to R) that is generated by {φs : s ∈ S}. On H0 , we define an inner
product by
n

n

j=1

ℓ=1

n

n

⟨∑ αj φsj , ∑ βℓ φs̃ℓ ⟩ ∶= ∑ ∑ αj βℓ φN (sj , s̃ℓ ),

(3.2)

j=1 ℓ=1

which makes H0 a pre-Hilbert space; hence, there exists a (unique) continuation of H0 to an Hilbert space H, in which H0 is dense, and we
have the equation N(s1 , s2 ) = ∥φs1 − φs2 ∥2H . Note that the Hilbert space H is the reproducing kernel Hilbert space associated with the positive
definite kernel φN (⋅, ⋅) on S × S. The Hilbert space H plays an important role in our analysis, which comes up later, especially when invoking
its symmetric Fock space.
If N is as above, it follows from Ref. 23 (Theorem 2.2) that
Q(s1 , s2 ) = exp{−N(s1 , s2 )/2} = exp{−N(s1 − s2 )/2}
is a PD kernel on S × S.
Remark 2.2. A great contribution by Schoenberg, which is written and proved nicely in (Ref. 23, Theorem 2.2), actually tells us that N is a
CND kernel if and only if Qt (s1 , s2 ) ∶= exp{−tN(s1 , s2 )} is a PD kernel for every t > 0.
Let us then define Q : S → R by
Q(s) ∶= Q(s, 0) = exp{−N(s)/2},

∀s ∈ S.

(3.3)

It is easy to see that Q(⋅) is continuous with respect to the Fréchet topology, with Q(0) = 1, and that Q is a PD function, that is,
n

n

n

n

n

n

∑ ∑ cj ck Q(sj − sk ) = ∑ ∑ cj ck exp{−N(sj − sk , 0)/2} = ∑ ∑ cj ck exp{−N(sj , sk )/2}
j=1 k=1

j=1 k=1

j=1 k=1
n

n

= ∑ ∑ cj ck Q(sj , sk ) ≥ 0
j=1 k=1

for every n ∈ N, c1 , . . . , cn ∈ C, and s1 , . . . , sn ∈ S. The function Q given in (3.3) satisfies the conditions in Theorem 1.1; therefore, there exists
a unique probability measure P on S′ such that
EP [exp{iXs }] = Q(s) = exp{−N(s)/2},

∀s ∈ S,

(3.4)

where for every s ∈ S, the random variable X s on S′ is defined via the duality of S and S′ , given by X s (⋅) = ⟨⋅, s⟩, i.e.,
Xs (ω) = ⟨ω, s⟩ = ω(s)

(3.5)

for every ω ∈ S′ and the notation EP stands for the expectation with respect to P, i.e., EP [ f ] ∶= ∫S′ f (ω)dP(ω) for functions f on the space S′ .
From (3.1), it then follows that
2

EP [exp{iXs }] = exp{−∥φs ∥H /2},

∀s ∈ S.

(3.6)

A main issue of this paper (cf. Subsection IV A) lies on the fact that {Xs }s∈S is a Gaussian process, hence determined by its mean value
and covariance functions, that heavily depended on the measure that we assign to S′ . However, the stochastic process {Xs }s∈S is not always
Gaussian. In the following proposition, we show that the Gaussian property of this process is equivalent to some scaling property of the CND
function N:
Proposition 2.3. Let N : S → R be a CND function that is continuous with respect to the Fréchet topology, with N(0) = 0, and let P be the
corresponding measure on S′ that is defined in (3.4). Then, the stochastic process {Xs }s∈S is a (centered) Gaussian process (with respect to P) if
and only if N satisfies
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(3.7)

In that case, N(s) is the variance of X s (with respect to P).
Proof. First, observe that for every α1 , . . . , αn ∈ R, s1 , . . . , sn ∈ S and ω ∈ S′ , we have
n

n

n

ℓ=1

ℓ=1

ℓ=1

(∑ αℓ Xsℓ )(ω) = ∑ αℓ ω(sℓ ) = ω(∑ αℓ sℓ ) = X∑nℓ=1 αℓ sℓ (ω),
i.e., α1 Xs1 + ⋅ ⋅ ⋅ + αn Xsn = Xα1 s1 +⋅⋅⋅+αn sn . Thus, {Xs }s∈S is (jointly) Gaussian if and only if X s is a Gaussian random variable for every s ∈ S. The
characteristic function of X s is given by ϑXs (α) ∶= EP [exp{iαXs }]; hence, as X αs = αX s ,
ϑXs (α) = EP [exp{iXαs }] = exp{−N(αs)/2}.
Therefore, X s is a Gaussian random variable with covariance N(s) if and only if ϑXs (α) = exp{−α2 N(s)/2}, i.e., if and only if (3.7) holds.
As for the Gaussian process being centered, we need to show that EP [Xs ] = 0 for every s ∈ S. For every α ∈ R and s ∈ S, we have αX s = X αs ;
therefore, by using (3.7), we obtain that
2
∫ ′ exp{iαXs (ω)}dP(ω) = exp{−α N(s)/2},
S

∀α ∈ R.

(3.8)

By invoking the Taylor expansions (as functions of α ∈ R) of both sides of (3.8), together with the fact that on the right-hand side the function
is even, as N(−s) = (−1)2 N(s) = N(s), we get that all the odd coefficients must vanish. However, the coefficient of α1 in the expression on
the left-hand side of (3.8) is equal to iEP [Xs ]; hence, EP [Xs ] = 0.
◻
We finish this section by showing two well-studied examples, which arise naturally from particular choices of N. In all of the cases
mentioned below, we deal with a real CND function that is continuous with respect to the Fréchet topology and satisfies condition (3.7).
To present those examples, one must recall an important family of (tempered) measures on R, which includes the Lebesgue measure that
is defined by
M ∶= {μ : μ is a positive measures on R such that ∫

R

dμ(u)
< ∞}.
u2 + 1

(3.9)

For every μ ∈ M, we get a dual pair of path space measures Pμ and P̂μ on S′ , presented below in Examples 2.4 and 2.5; one we may think of
them as an infinite dimensional Fourier duality (for path-space measures). In many examples, e.g., in financial math, for the corresponding
Gaussian process {Xs }s∈S as part of a given dual pair, we will find that {Xs }s∈S will have fat tail with respect to one of the path-space measures (P̂μ in our case) in a dual pair, as compared to the other. In financial math application, realization of fat tails is important (see, e.g.,
Ref. 29).
Example 2.4. For any measure μ ∈ M, let
2

2

Nμ (s) ∶= ∫ ∣s(u)∣ dμ(u) = ∥s∥μ .

(3.10)

R

This corresponds to Proposition 2.1 by choosing X = S, V = S, Φ : S → S to be the identity mapping and the product ⟨s1 , s2 ⟩μ
:= ∫R s1 (u)s2 (u)dμ(u). In that case, the measure P, obtained from (3.6), is denoted by Pμ and the covariance function of the Gaussian process
{Xs }s∈S (with respect to Pμ ) is given by
EPμ [Xs1 Xs2 ] = ∫ Xs1 (ω)Xs2 (ω)dPμ (w) = ∫ s1 (u)s2 (u)dμ(u),
S′

R

∀s1 , s2 ∈ S.

Then, the Gaussian process can be re-indexed in R+ instead of S by the following rule: for any t 1 , t 2 > 0, let s1 (u) = 1[0,t1 ] (u) and s2 (u)
= 1[0,t2 ] (u), and thus, the covariance function is given by
∫ ′ ⟨w, 1[0,t1 ] ⟩⟨w, 1[0,t2 ] ⟩dPμ (w) = μ([0, min{t1 , t2 }]).

(3.11)

S

See Refs. 30–32 for more details.
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To present the next example, we recall the definition of the Fourier transform,
̂s(t) = ∫

∞

−∞

e−itu s(u)du,

∀s ∈ L2 (R).

(3.12)

Example 2.5. For any measure μ ∈ M, let
2
2
N̂μ (s) ∶= ∫ ∣̂s (u)∣ dμ(u) = ∥̂s ∥μ ,

(3.13)

R

where ̂s is the Fourier transform of s [cf. (3.12)]. This corresponds to Proposition 2.1 by choosing X = S, V = S, Φ : S → S to be the identity
mapping and the product
s2 (u)dμ(u).
⟨s1 , s2 ⟩̂μ := ∫ ŝ1 (u)̂
R

In that case, the measure P is denoted by P̂μ , and the covariance function of the Gaussian process {Xs }s∈S (with respect to P̂μ ) is given by
EP̂μ [Xs1 Xs2 ] = ∫ Xs1 (ω)Xs2 (ω)dP̂μ (w) = ∫ ŝ1 (u)̂
s2 (u)dμ(u),
S′

R

∀s1 , s2 ∈ S.

Then, the Gaussian process can be re-indexed in R+ instead of S by the following rule: for any t 1 , t 2 > 0, let s1 (u) = 1[0,t1 ] (u) and s2 (u)
= 1[0,t2 ] (u), and thus, the covariance function is given by
eit1 u − 1 e−it2 u − 1
dμ(u);
u
u
R

∫ ′ ⟨w, 1[0,t1 ] ⟩⟨w, 1[0,t2 ] ⟩dP̂μ (w) = ∫
S

(3.14)

see Refs. 33 and 34 for more details.
We remind the reader that—in view of the two examples above—for any μ ∈ M, we obtain two stochastic processes that are both given
by the functions {Xs }s∈S ; however, they are taken to be with respect to the different path-space measures Pμ and P̂μ . Note that the latter process
is the generalized Fourier transform of the first process.
Example 2.6. The special case of the fractional Brownian motion—which has stationary independent increments but not independent
increments—is considered if one takes μ(u) = ∣u∣1−2H du for some H ∈ (0, 1), and then (after re-indexing from S to R as in Example 2.5) the
covariance function of the Gaussian process {Xs }s∈S (with respect to P̂μ ) is given by ∣t 1 ∣2H + ∣t 2 ∣2H − ∣t 1 − t 2 ∣2H . For more details, see Refs. 30
and 35.
Example 2.7. The two functions Nμ and N̂μ coincide when μ is taken to be the Lebesgue measure (which is clearly in M). This will
correspond to the classical Brownian motion. For more details, see Ref. 7.
IV. A ONE-PARAMETER FAMILY OF GAUSSIAN MEASURES
In this section, we study some behaviors of what happens when we do a simple scaling by λ ∈ R+ . Let N : S → R be a real CND function
that is continuous with respect to the Fréchet topology, which satisfies condition (3.7), and recall that we obtained the existence of an Hilbert
space H [cf. Eq. (3.1)], with the special property that is N(s) = ∥φs ∥2H for every s ∈ S.
A one-parameter family of Hilbert spaces. For every λ ∈ R+ , we define the (scaled) Hilbert space Hλ = (H, ⟨⋅, ⋅⟩Hλ ), that is, the space H
equipped with the (scaled) inner product,
⟨h1 , h2 ⟩Hλ ∶= λ2 ⟨h1 , h2 ⟩H ,

∀h1 , h2 ∈ H.

(4.1)

A one-parameter family of measures on S′ . For every λ ∈ R+ , define Qλ : S → R by
Qλ (s) ∶= Q(λs) = exp{−N(λs)/2},

which—due to (3.7)—can be written as
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Qλ (s) = exp{−λ N(s)/2}.

(4.2)

Due to Ref. 23 (Theorem 2.2) and as it was explained in Remark 2.2, Qλ is PD; thus, we can apply the Bochner–Minlos theorem for Qλ . By
doing so, we get the existence (and uniqueness) of a probability measure Pλ on S′ such that
2

2

2

EPλ [exp{iXs }] = Qλ (s) = exp{−λ ∥φs ∥H /2} = exp{−∥φs ∥Hλ /2}.

(4.3)

Note that when λ = 1, we have that P1 = P is the measure obtained in (3.4).
Remark 3.1. Since λs ∈ S for every s ∈ S and λ ∈ R+ , we have the following obvious relation between any two measures from {Pλ }λ∈R+ :
2 2

EPλ1 [exp{iλ2 Xs }] = Qλ1 (λ2 s) = exp{−λ1 λ2 N(s)/2} = Qλ2 (λ1 s) = EPλ2 [exp{iλ1 Xs }]

for every λ1 , λ2 ∈ R+ and s ∈ S.
Remark 3.2. It is possible to have corresponding definitions for λ < 0; however, the answers for all the questions we study in this paper
depend only on the value of λ2 .
For every λ ∈ R+ , we define the λ-white noise space
L2 (S′ , Pλ ) ∶= { f : S′ → C ∣ ∫ ∣ f (ω)∣2 dPλ (ω) < ∞},
S′

(4.4)

which is an inner product space with respect to the inner product
⟨ f , g⟩L2 (S′ ,Pλ ) ∶= ∫ f (ω)g(ω)dPλ (ω),
S′

∀ f , g ∈ L2 (S′ , Pλ ).

(4.5)

Lemma 3.3. The space L2 (S′ , Pλ ) contains all the functions {Xs }s∈S , while their moments are given in formulas (4.6) and (4.7).
As {Xs }s∈S is a centered Gaussian process, its odd moments vanish, while its even 2n-moments are equal to (2n − 1)!!σs2n , where
σs = N(λs) is the variance of X s ; for a proof, see e.g., Ref. 36, (Proposition 6.2). Nevertheless, we provide the readers a short proof.
Proof. As X αs = αX s and ∥φαs ∥2Hλ = α2 ∥φs ∥2Hλ for every α ∈ R and s ∈ S, we apply Eq. (4.3) to obtain
exp{−α2 ∥φs ∥2Hλ /2} = Qλ (αs) = EPλ [exp{iXαs }] = ∫ exp{iαXs (ω)}dPλ (ω).
S′

Thus, by invoking the Taylor expansions that correspond to the exponents in both sides, we have
∞ n
(−1)n ∥φs ∥2n
i
Hλ 2n
α = ∑ (∫ Xs (ω)n dPλ (ω))αn ,
n
2 n!
S′
n=0 n!
n=0
∞

∑

so for every n ∈ N0 and s ∈ S, the (2n + 1)-moment of X s with respect to Pλ is given by
2n+1
dPλ (ω) = 0
∫ ′ Xs (ω)

(4.6)

2n
2n
∫ ′ Xs (ω) dPλ (ω) = (2n − 1)‼∥φs ∥Hλ ,

(4.7)

S

and the 2n-moment of X s with respect to Pλ is given by

S

where (2n − 1)!! ∶= 1 ⋅ 3 ⋅ ⋅ ⋅ (2n − 1) =

(2n)!
.
2n n!
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Hλ ,
2

λ

∀n ∈ N0 ,
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s ∈ S.

In particular, for any s ∈ S, we obtained that Xs ∈ L2 (S′ , Pλ ) with
∥Xs ∥L2 (S′ ,Pλ ) = ∥φs ∥Hλ ,

(4.8)

while EPλ [Xs ] = 0 and the variance of X s (with respect to the measure Pλ ) is equal to EPλ [Xs2 ] = ∥Xs ∥2L2 (S′ ,Pλ ) = ∥φs ∥2Hλ = λ2 N(s).

◻

Remark 3.4. As we complete S to the Hilbert space Hλ , we use the Itô isometry to determine that once we index the Gaussian process by
elements h ∈ Hλ , the mapping h ↦ X h is an isometry from the Hilbert space Hλ to L2 (S′ , Pλ ). In other words, the Gaussian process {Xs }s∈S is
now extended to the Gaussian process {Xh }h∈Hλ , with
2
2
EPλ [∣Xh ∣ ] = ∥h∥Hλ ,

which is the extension of (4.8).
Next, we introduce the function Γλ : S × S → R that is defined by
Γλ (s1 , s2 ) ∶= EPλ [Xs1 Xs2 ] = ⟨Xs1 , Xs2 ⟩L2 (S′ ,Pλ )

(4.9)

for every s1 , s2 ∈ S, that is, the covariance function of the Gaussian process {Xs }s∈S with respect to the measure Pλ , so it is obviously PD. Note
that Eq. (4.8) connects the two Hilbert spaces L2 (S′ , Pλ ) and Hλ via the norm preserving mapping X s ↔ φs .
Proposition 3.5. The covariance function of the Gaussian process {Xs }s∈S with respect to the measure Pλ admits the formula
Γλ (s1 , s2 ) = 4−1 λ2 (N(s1 + s2 ) − N(s1 − s2 )),

∀s1 , s2 ∈ S.

(4.10)

The mapping X s → φs [from a subspace of L2 (S′ , Pλ ) into Hλ ] is an isometry if and only if
−1

N(s1 ) + N(s2 ) = 2 (N(s1 + s2 ) + N(s1 − s2 )).

(4.11)

This is an important fact for us, which will come into play in Subsection IV A.
Proof. By using the parallelogram law in L2 (S′ , Pλ ) and the fact that Xs1 +s2 = Xs1 + Xs2 for every s1 , s2 ∈ S, we know that
⟨Xs1 , Xs2 ⟩L2 (S′ ,Pλ ) = 4−1 (∥Xs1 +s2 ∥2L2 (S′ ,Pλ ) − ∥Xs1 −s2 ∥2L2 (S′ ,Pλ ) )
= 4−1 (∥φs1 +s2 ∥2Hλ − ∥φs1 −s2 ∥2Hλ ) = 4−1 λ2 (N(s1 + s2 ) − N(s1 − s2 )).
Therefore, the covariance function of the Gaussian process {Xs }s∈S with respect to the measure Pλ admits the formula in (4.10). Moreover, as
the inner product in Hλ is defined as [cf. Eq. (3.2)]
⟨φs1 , φs2 ⟩Hλ = λ2 φ(s1 , s2 ) = 2−1 λ2 (N(s1 ) + N(s2 ) − N(s1 − s2 )),
we obtain that ⟨Xs1 , Xs2 ⟩L2 (S′ ,Pλ ) = ⟨φs1 , φs2 ⟩Hλ if and only if the function N meets condition (4.11). Hence, the mapping X s → φs is always
norm preserving [as ∥Xs ∥2L2 (S′ ,Pλ ) = ∥φs ∥2Hλ = λ2 N(s)], however, it is isometry if and only if N satisfies (4.11).
◻
Finally, we recall a general formula for the joint distribution of Xξ1 , . . . , Xξn , where ξ1 , . . . , ξn ∈ S are linearly independent, which holds as
the process {Xs }s∈S is Gaussian.
(λ)

Lemma 3.6. Let n ∈ N and ξ1 , . . . , ξn ∈ S be linearly independent. Define the (truncated covariance) matrix Cn
= Γλ (ξi , ξj ) = EPλ [Xξi Xξj ]. Then, the joint distribution of Xξ1 , . . . , Xξn with respect to Pλ is given by the function
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(λ) −1

(λ)

gn (x) ∶= (det Cn )−1/2 exp{x T (Cn ) x},

(4.12)

(λ)

where x = (x1 , . . . , xn ), i.e., for every f ∈ L1 (Rn , gn (x)dx), we have
(λ)

EPλ [ f (Xξ1 , . . . , Xξn )] = ∫ f (x)gn (x)dx.
Rn

It is easily seen from (4.10) that for any λ1 , λ2 ∈ R+ , we have the following relation between the covariance functions:
−2
λ−2
1 Γλ1 (s1 , s2 ) = λ2 Γλ2 (s1 , s2 ),
(λ )

(λ )

1
2
which implies the following relation between the covariance matrices λ−2
= λ−2
. The last equality implies that the way that the
1 Cn
2 Cn
(λ)
covariance matrix Cn depends on λ is just by a diagonal matrix and also that the joint distributions of the Gaussian processes (with respect
to Pλ1 and Pλ2 ) admit the following relation:

(λ1 )

λn1 gn

(λ2 )

(λ1 x1 , . . . , λ1 xn ) = λn2 gn

(λ2 x1 , . . . , λ2 xn ).

(λ)

(λ)

(λ)

Remark 3.7. It is obvious from formula (4.12) that if Cn is a diagonal matrix, then the function gn is of the special form gn (x)
= α0,λ exp{α1,λ x12 } ⋅ ⋅ ⋅ exp{αn,λ xn2 }, where α0,λ , α1,λ , . . . , αn,λ ∈ R. This will allow us to provide an easy way to build an orthonormal basis for the
(λ)
space L2 (S′ , Pλ ). However, in order for Cn to be diagonal, we need to choose ξ1 , . . . , ξn ∈ S such that
Γλ (ξi , ξj ) = 0, i.e., N(ξi + ξj ) = N(ξi − ξj ),

∀i ≠ j.

(4.13)

In general, we know that Γλ (s1 , s2 ) is a symmetric, positive semi-definite bilinear mapping on S × S; therefore, we might use the Gram–Schmidt
algorithm to get a set {ξi }ni=1 in S such that Γλ (ξ i , ξ j ) = δij .

A. Mutual singularity of the measures
In Ref. 7 (Chap. 3), the author studied the behavior of the space L2 (S′ , μλ ), where the measure μλ is the one obtained from the
Bochner–Minlos theorem applied to the PD function,
exp{−λ2 ∥s∥2 /2} = Eμλ [exp{iXs }].
Here, ∥s∥ stands for the L2 (R) norm, that is, ∥s∥2 = ∫R s(u)2 du. In particular, it is shown (see Ref. 7, Proposition 3.1) that whenever λ1 , λ2 ∈ R+
and λ1 ≠ λ2 , the measures μλ1 and μλ2 are mutually singular. This fits exactly into our settings simply by choosing the CND function N(s)
= ∥s∥2L2 (R) ; thus, the measure μλ , which appears in Ref. 7 (Chap. 3), coincides with the measure Pλ introduced earlier [in (4.3)].
The purpose of this subsection is to generalize (Ref. 7, Proposition 3.1) to the case where the measures {Pλ }λ∈R+ correspond to a function
N : S → R, which is a CND function, continuous with respect to the Fréchet topology, and satisfies condition (3.7). To do so, we will use the
results from Ref. 8, which highly depend on the theory of RKHSs, whereas the leading idea is to compare between the covariance functions of
a Gaussian process with respect to two different measures and establish a condition that determines whether the measures are equivalent or
singular.
For the convenience of the reader, we first recall the settings from Ref. 8. Let (Ω, F) be a measurable space, where F is the σ-algebra
generated by a class of random variables {X(t) : t ∈ T} and T is assumed to be an interval or, more generally, a separable metric space.
̃ (t) and
Assume that ̃
P and P are probability measures on (Ω, F) such that {X(t) : t ∈ T} are Gaussian processes with mean value functions m
0 and covariance functions ̃
Γ(s, t) and Γ(s, t), respectively. Then, as they are PD kernels, the covariance functions ̃
Γ(s, t) and Γ(s, t) generate
RKHSs H(̃
Γ) and H(Γ), with the RK ̃
Γ(s, t) and Γ(s, t), respectively. If {gk }∞
k=1 is a complete orthonormal system in H(Γ), then the RK has
the following form:
∞

Γ(s, t) = ∑ gk (s)gk (t)
k=1
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[for a proof, see, e.g., Ref. 8 (Proposition 3.8)]. For a more elegant and general presentation of the RKHSs H(Γ), see Ref. 25, where Hilbert
spaces of tempered distributions are discussed as well. We will use the following two results from Ref. 8:
Theorem 3.8 (Theorem 4.3 in Ref. 8). The measures ̃
P and P are either equivalent or singular. There are equivalent if and only if the
following conditions are in force:
(1)
(2)

̃ (⋅) ∈ H(Γ).
m
There exist strictly positive constants a and b such that
aΓ(s, t) ≤ ̃
Γ(s, t) ≤ bΓ(s, t),

(3)

(4.14)

where the inequalities are in the sense of positive definite functions.
The operator S defined by
S(̃
Γ(s, t)) = Γ(s, t)

(4.15)

has a pure point spectrum, and its eigenvalues λ1 , λ2 , . . . of S satisfy
∞

2
∑ (1 − λk ) < ∞.

(4.16)

k=1

Theorem 3.9 (Theorem 4.4 in Ref. 8). The measures ̃
P and P are mutually equivalent if and only if the following hold:
̃ (⋅) ∈ H(Γ).
(1) m
(2) ̃
Γ has a representation
∞

̃
Γ(s, t) = ∑ βk gk (s)gk (t),

(4.17)

k=1

where {g k } is a complete orthonormal system in H(Γ), with
∞

2
∑ (1 − βk ) < ∞ and βk > 0

for all k.

(4.18)

k=1

Our interpretation of the results from Ref. 8 is well summarized in the proof of the following theorem, where we consider the Gaussian
process {Xs }s∈S , and the distinct path-space measures are any pair of measures from the family {Pλ }λ∈R+ , introduced in (4.3).
Theorem 3.10. Let N : S → R be a CND function that is continuous with respect to the Fréchet topology and satisfies condition (3.7).
Then, the measures Pλ1 and Pλ2 are mutually singular for every λ1 , λ2 ∈ R+ with λ1 ≠ λ2 .
Proof. Fix λ1 , λ2 ∈ R+ . Let our measurable space (Ω, F) be given by Ω = S′ and F = B(S′ ), while the probability measures be ̃
P = Pλ1
and P = Pλ2 , as obtained in (4.3), hence the dependence in N. Let T = S, which is a separable metric space, and consider the random variables
X(s) = X s for every s ∈ S. The stochastic process {Xs }s∈S is Gaussian with respect to both Pλ1 and Pλ2 due to Proposition 2.3. Then, using (4.6)
and (4.7), the mean value functions are given by
̃ (s) = EPλ1 [Xs ] = 0 = EPλ2 [Xs ] = m(s),
m

∀s ∈ S,

while from (4.10), the covariance functions are given by
̃
Γ(s1 , s2 ) = Γλ1 (s1 , s2 ) = 4−1 λ21 (N(s1 + s2 ) − N(s1 − s2 )),
Γ(s1 , s2 ) = Γλ2 (s1 , s2 ) = 4−1 λ22 (N(s1 + s2 ) − N(s1 − s2 )),
and therefore,
̃
Γ(s1 , s2 ) = λ21 λ−2
2 Γ(s1 , s2 ).
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Note that the space H(Γ) consists of real functions on S, which are continuous with respect to the Fréchet topology and S is a separable
metric space; thus, we can use Ref. 37 (Lemma 4.10) to justify the fact that H(Γ) is separable as well. Then, by letting {gk }∞
k=1 be a complete
orthonormal system in H(Γ), one can write
∞

∞

k=1

k=1

Γ(s1 , s2 ) = ∑ gk (s1 )gk (s2 ) ⇒ ̃
Γ(s1 , s2 ) = ∑ βk gk (s1 )gk (s2 ),
where βk = λ21 λ−2
2 > 0 for all k ≥ 1. Finally, we apply Theorem 3.9 to conclude that the measures Pλ1 and Pλ2 are equivalent if and only if
∞

∞

k=1

k=1

2
2 −2
∑ (1 − βk ) = ∑ (1 − λ1 λ2 ) < ∞,
2

i.e., if and only if λ1 = λ2 . Thus, whenever λ1 ≠ λ2 , the measures Pλ1 and Pλ2 are not equivalent; however, due to Ref. 8 (Theorem 4.3), it means
they are mutually singular.
◻
Remark 3.11. In the proof, we use the same ideas as the first and second authors used in the proof of Ref. 38 (Corollary 7.5).

Remark 3.12. In Ref. 39, the authors studied a question that is quite different than our question, yet their condition for having a noise signal
being detected or not is very similar to the condition we have; they use classical ideas on convergence of measures and some analysis involved with
the Radon–Nikodym derivative (see, for example, Ref. 39, Lemma 3.3). For related results on Radon–Nikodym–Girsanov for Gaussian Hilbert
spaces, see, e.g., Refs. 40 and 41.
Our present framework is motivated by applications. Indeed, a variety of families of mutually singular systems of path-space measures
and associated RKHSs (see Theorems 3.10 and 4.8) arise in diverse applications. The following includes a number of such distinct contexts: stochastic analysis, stochastic differential equations, analysis on fractals with scaling symmetry, and learning theory models; see e.g.,
Refs. 33 and 42–45. To finish this section, we present another interesting one-parameter family of CND functions on S, which reproduces a
one-parameter family of mutually singular measures on S′ , using the same machinery as in Theorem 3.10.
Example 3.13. Fix a tempered measure μ ∈ M such that S ⊂ L2 (μ) ⊂ S′ . For every u ∈ [0, 1], we adapt the notations from Examples 2.4
and 2.5 to define Nμ,u : S → R by
2

2

Nμ,u (s) = uNμ (s) + (1 − u)N̂μ (s) = u∥s∥μ + (1 − u)∥̂s ∥μ ,

(4.19)

which is a convex combination of Nμ,1 = Nμ and Nμ,0 = N̂μ . It is easily seen that Nμ,u is a CND function that is continuous with respect to the
(u)
Fréchet topology and satisfies condition (3.7), so there exists a probability measure Pμ on S′ such that EP(u) [exp{iXs }] = exp{−Nμ,u (s)/2} for
μ

(u)

every s ∈ S. With respect to the measure Pμ , the stochastic process {Xs }s∈S is Gaussian (due to Proposition 2.3) with the covariance function
being equal to
Γμ,u (s1 , s2 ) = EP(u) [Xs1 Xs2 ] = 4−1 (Nμ,u (s1 + s2 ) − Nμ,u (s1 − s2 ))
μ

= u∫ s1 (t)s2 (t)dμ(t) + (1 − u)∫ ŝ1 (t)̂
s2 (t)dμ(t),
R

R

as it follows from formula (4.10) with λ = 1. Let {hn }n≥1 be an orthonormal basis of L2 (μ); therefore, it is readily checked that
∞

∞

n=1

n=1

Γμ,u (s1 , s2 ) = u ∑ gn (s1 )gn (s2 ) + (1 − u) ∑ ĝn (s1 )ĝn (s2 ),

(4.20)

where gn (s) = ∫R s(t)hn (t)dμ(t) and ĝn (s) = ∫R̂s(t)hn (t)dμ(t) for every s ∈ S and n ≥ 1. Under the assumption (which fails for μ being the
Lebesgue measure on R) that the system {u1/2 gn }n≥1 ∪ {(1 − u)1/2 ĝn }n≥1 is a Parseval frame (not necessarily orthogonal) in H(Γμ,u ), we get that
∞

∞

n=1

n=1

Γμ,v (s1 , s2 ) = vu−1 ∑ u1/2 gn (s1 )u1/2 gn (s2 ) + (1 − v)(1 − u)−1 ∑ (1 − u)1/2 ĝn (s1 )(1 − u)1/2 ĝn (s2 )
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(u)

for every v ∈ [0, 1] and u ∈ (0, 1) such that v ≠ u; hence, Theorem 3.9 yields that the measures Pμ
∞

scitation.org/journal/jmp

(v)

and Pμ

are mutually singular as

∞

2 −2
2
−2
∑ (1 − u v ) + ∑ (1 − (1 − v) (1 − u) ) = ∞.

n=1

In conclusion, we obtain the one-parameter family

n=1

(u)
{Pμ }0≤u≤1

of mutually singular measures on S′ .

Remark 3.14. We used Theorem 3.9 (that is Theorem 4.4 in Ref. 8) under the assumption that our system is only a Parseval frame system and
not necessarily orthogonal complete system, as stated in the theorem itself. Note that the time of Jorsboe’s paper predates much later systematic
studies of frame systems, i.e., the study of varieties of non-orthogonal expansions, which play an important role in signal processing, spectral
theory, and wavelets theory; see Refs. 46–48. The formulation for Parseval frames is precisely the same as for orthonomal basis and will be left to
the reader.
̂ μ (s)/2} and in view of (4.3), one can think of the space
Remark 3.15. As exp{−Nμ,u (s)/2} = exp{−uNμ (s)/2} exp{−(1 − u)N
(u)
L2 (S , Pμ ) as the tensor product
′

′
′
√
√
Ls (S′ , P(u)
μ ) ≅ L2 (S , Pμ, u ) ⊗ L2 (S , P̂
μ, 1−u ),

where Pμ,√u and P̂μ,√1−u are the probability measures on S′ obtained from (4.3) by considering the initial measures Pμ and P̂μ (instead of P),
√
√
with the scalars λ = u and λ = 1 − u, respectively.

V. ISOMETRIC ISOMORPHISMS AND INTERTWINING OPERATORS
A. The symmetric Fock space
In view of (4.1) and (4.8), the mapping ψ on H0 that is defined by ψ(φs ) = X s , satisfies
∥ψ(φs )∥2L2 (S′ ,Pλ ) = λ2 N(s) = λ2 ∥φs ∥2H = ∥φs ∥2Hλ
for every λ ∈ R+ , and hence—as H0 is a pre Hilbert space with respect to the inner product given in (3.2), which is completed to the Hilbert
space H—can be (uniquely) extended to an isometry between the Hilbert spaces,
ψλ : Hλ → L2 (S′ , Pλ ),
such that ∥ψλ (h)∥L2 (S′ ,Pλ ) = ∥h∥Hλ for every h ∈ Hλ . We proceed by showing that the Hilbert space Hλ has an important role in our analysis of
the λ-white noise space, that is that Γsym (Hλ ) is isometrically isomorphic to L2 (S′ , Pλ ) by an explicit transformation given below. To do that,
we have to use the following lemma, which generalizes a result from Hida’s book7 and will be used again later in the Proof of Theorem 4.8.
Lemma 4.1. Let N : S → R be a CND function that is continuous with respect to the Fréchet topology and satisfies condition (3.7). Then,
the set span(exp{Xs } : s ∈ S) is dense in L2 (S′ , Pλ ) for every λ ∈ R+ .
A closer analysis on L2 (S′ , Pλ ), which includes the proof of the lemma, requires the Hermite polynomials; see (2.3) for their precise
definition and Refs. 32, 33, 36, and 42 for more details.
Theorem 4.2. For every λ ∈ R+ , the spaces L2 (S′ , Pλ ) and Γsym (Hλ ) are isometrically isomorphic. Moreover, an explicit isomorphism
Wλ : Γsym (Hλ ) → L2 (S′ , Pλ )

(5.1)

is presented in the proof in (5.3).
Before the proof, we recall some facts on the symmetric Fock space (cf. Sec. II); for more supplementary facts, see (Ref. 49, Chaps. 3–4).
It is well known that the symmetric Fock space Γsym (Hλ ) is generated by the set span(ε(h) : h ∈ H), where
∞
h⊗n
ε(h) ∶= ∑ √ .
n!
n=0

J. Math. Phys. 63, 042102 (2022); doi: 10.1063/5.0042756
© Author(s) 2022

63, 042102-14

Journal of
Mathematical Physics

ARTICLE

scitation.org/journal/jmp

Moreover, exp{⟨h1 , h2 ⟩Hλ } = ⟨ε(h1 ), ε(h2 )⟩Γsym (Hλ ) for every h1 , h2 ∈ H and, in particular,
∥ε(h)∥2Γsym (Hλ ) = exp{∥h∥2Hλ },

∀h ∈ Hλ .

(5.2)

Proof. The space H0 = span(φs : s ∈ S) is dense in (H and hence in) Hλ , and by the second quantization (see Ref. 50, Sec. 2.3), the unitary
map, which to φs associates X s , extends to a unitary map W λ from the symmetric Fock space Γsym (Hλ ) into L2 (S′ , Pλ ).
We can express the isomorphism explicitely as follows: Note that span(ε(φs ) : s ∈ S) is dense in span(ε(h) : h ∈ Hλ ), and hence, the
symmetric Fock space Γsym (Hλ ) is generated by span(ε(φs ) : s ∈ S). Therefore, in order to define a mapping on Γsym (Hλ ), it is enough to
define the mapping on these generators from {ε(φs ) : s ∈ S}. For any s ∈ S, define
∞
√
Wλ (ε(φs )) = ∑ (n!)−1 2−n/2 Xsn = exp{Xs / 2}.

(5.3)

n=0

Thus, we have
√
√
∥Wλ (ε(φs ))∥2L2 (S′ ,Pλ ) = ⟨exp{Xs / 2}, exp{Xs / 2}⟩

L2 (S′ ,Pλ )

∞

√
= ∫ exp{ 2Xs (ω)}dPλ (ω)
S′

∞

= ∑ (n!)−1 2n/2 ∫ Xs (ω)n dPλ (ω) = ∑ ((2m)!)−1 2m ∫ Xs (ω)2m dPλ (ω)
′
′
S

n=0

S

m=0

∞

+ ∑ ((2m + 1)!)−1 2m+1/2 ∫ Xs (ω)2m+1 dPλ (ω),
′
S

m=0

and by applying Eqs. (4.6) and (4.7), we get
∞

∞

−1
2m
∥Wλ (ε(φs ))∥2L2 (S′ ,Pλ ) = ∑ ((2m)!)−1 2m (2m − 1)‼∥φs ∥2m
Hλ = ∑ (m!) ∥φs ∥Hλ
m=0

m=0

= exp{∥φs ∥2Hλ } = ∥ε(φs )∥2Γsym (Hλ ) ,
when the last equality is due to (4.2). Therefore, for every s ∈ S, we have
Wλ (ε(φs )) ∈ L2 (S′ , Pλ ) and ∥Wλ (ε(φs ))∥L2 (S′ ,Pλ ) = ∥ε(φs )∥Γsym (Hλ ) .
The mapping is onto L2 (S′ , Pλ ), as we know from Lemma 4.1 that the set span(exp{Xs/√2 } : s ∈ S) = span(exp{Xs } : s ∈ S) generates the
space L2 (S′ , Pλ ).
◻
Remark 4.3. Another way to obtain an isometric isomorphism between Γsym (Hλ ) and L2 (S′ , Pλ ), as in Ref. 51, is by considering the
mapping
̃ λ (ε(φs )) := exp{Xs − ∥φs ∥2H /2},
W
λ
̃ λ (ε(φs ))∥ ′
while it is easily seen that ∥W
= ∥ε(φs )∥Γsym (Hλ ) for every s ∈ S.
L (S ,P )
2

λ

Not only that we have an isometric isomorphism W λ between Γsym (Hλ ) and L2 (S′ , Pλ ) for each λ ∈ R+ , but we can also learn that some
operators on one side become interesting operators on the other side. The annihilation and creation operators on the symmetric Fock space
(of Hλ ) are well studied and their relations and connections to physics, as well as their geometric description, are well known; see, for example,
Ref. 52, (Chap. 6.3) and Ref. 28. On the other hand, we can understand what they become after we use the intertwining mapping W λ , and then
get a corresponding system of operators on L2 (S′ , Pλ ). The following proposition admits a nice relation between the stochastic properties in
L2 (S′ , Pλ ) and the operator theoretic properties in Γsym (Hλ ):
Proposition 4.4. The operator W λ intertwines the pair of operators (aλ , a∗λ ) on Γsym (Hλ ) and the pair of operators (dλ , mλ ) on
L2 (S , Pλ ), i.e.,
′

J. Math. Phys. 63, 042102 (2022); doi: 10.1063/5.0042756
© Author(s) 2022

63, 042102-15

Journal of
Mathematical Physics

ARTICLE

∗

∗

∗

dλ (h) = Wλ aλ (h)Wλ and mλ (h) = Wλ aλ (h) Wλ ,

scitation.org/journal/jmp

∀h ∈ Hλ .

(5.4)

Here, {aλ (h), a∗λ (h)}h∈Hλ is the Fock representation of annihilation and creations operators on Γsym (Hλ ), while mλ (h) stands for the
multiplication operator by X h and dλ (h) = m∗λ (h) stands for the abstract infinite dimensional Malliavin derivative operator, both on the space
L2 (S′ , Pλ ). For a proof, see Ref. 51 (Theorem 3.30 and Sec. 4).
Remark 4.5. The intertwining operator W λ is important because it makes the connection between two problems we study in this paper. The
first problem is the mutual singularity of the Gaussian measures {Pλ }λ∈R+ (cf. Subsection IV A), while the second is on representations of the CCR
algebra being disjoint (cf. Subsection V C). The link between these two problems is the intertwining operator W λ (cf. the Proof of Corollary 4.19).

Remark 4.6. There is a functor for symmetric Fock spaces in the sense that every operator on a one-particle Hilbert space,can be lifted to the
symmetric Fock space of that Hilbert space. Moreover, if the operator (on the one-particle) is contractive, then the corresponding lifted operator,
called the second quantization, is a bounded operator on the symmetric Fock space.
This is applicable for us only when λ ≤ 1 when we let S : Hλ → Hλ be the operator defined as multiplication by λ—which is now a
contraction; thus, the second quantization operator Γ(S) : Γsym (Hsym ) → Γsym (Hsym ), given by Γ(S)(ε(h)) ∶= ε(S(h)), is a bounded operator.

B. Generalized infinite Fourier transform
In Ref. 7 (Chap. 4.3), the author presented an infinite dimensional generalized Fourier transform on the space L2 (S′ , ̃
P), where ̃
P is
the measure obtained from the Bochner–Minlos theorem that corresponds in our settings to the case we choose the CND function to be
N(s) = ∥s∥2L2 . In this subsection, we will follow the ideas from Ref. 7 and generalize some of the results to our case, in which N : S → R is
a real CND function that is continuous with respect to the Fréchet topology and satisfies condition (3.7); by doing so, we cover a much
bigger family of Gaussian processes. Another difference between our approach and the one in Ref. 7 is that we define our generalized Fourier
transform in a more direct way [cf. Eq. (5.5)], which is connected to the way we achieved the Gaussian process from an application of a
Gelfand triple and the Bochner–Minlos theorem.
Areproducing kernel Hilbert space. For every λ ∈ R+ , recall that
2

Qλ (s) = exp{−λ N(s)/2}

is a positive definite function on S, which corresponds to the positive definite kernel Qλ (s1 , s2 ) = Qλ (s1 − s2 ) on S × S. There exists a (unique)
RKHS, denoted H(Qλ ), which consists of real functions on S, where Qλ (⋅, ⋅) is its RK. For every s ∈ S, define the function Qλ,s ∈ H(Qλ ) by
Qλ,s (̃s) ∶= Qλ (s,̃s ) = Qλ (s −̃s ) = exp{−λ2 N(s −̃s )/2},

∀̃s ∈ S,

and note that H(Qλ ) is generated by the subspace
⎫
⎧
⎪
⎪
⎪n
⎪
⎨∑ cj Qλ,sj : n ∈ N, c1 , . . . , cn ∈ R, s1 , . . . , sn ∈ S⎬.
⎪
⎪
⎪
⎪
j=1
⎩
⎭
Then, for every f ∈ H(Qλ ), we know that ⟨ f , Qλ,s ⟩H(Qλ ) = f (s); in particular,
⟨Qλ,s , Qλ,̃s ⟩H(Qλ ) = Qλ,s (̃s) = Qλ,̃s (s) = Qλ (s −̃s).
A generalized Fourier transform. For every F ∈ L2 (S′ , Pλ ), we define a real function Tλ (F) on S by the following rule:
(Tλ F)(s) ∶= EPλ [F exp{iXs }] = ∫ F(ω) exp{iXs (ω)}dPλ (ω) = ⟨F, exp{iXs }⟩L2 (S′ ,Pλ ) .
S′

(5.5)

The transform Tλ is our analog of the classical Fourier transform in infinite dimensions.
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Lemma 4.7. For every F ∈ L2 (S′ , Pλ ), we have Tλ (F) ∈ H(Qλ ).
To prove the lemma, we use the following general fact (see Ref. 53): If H is a RKHS of functions on a set X, with the RK K(⋅, ⋅), then
f : X → R belongs to H if and only if there exists Cf > 0 such that for every n ∈ N, c1 , . . . , cn ∈ R and x1 , . . . , xn ∈ X, we have
2
RRR n
R2
X
X
n
X
X
X
RRR c f (x )RRRRR ≤ C X
X
X
X
X
X
c
,
∑
j R
j Kxj X
f
RRR∑ j
X
X
RRR
X
X
X
X
RR j=1
X
X
R
X j=1
XH

where K x ∈ H is defined by K x (⋅) = K(x, ⋅).
Proof. Let F ∈ L2 (S′ , Pλ ), then for every n ∈ N, c1 , . . . , cn ∈ R and s1 , . . . , sn ∈ S, we have
⎤RRR2
RRR n
R2 R n
R2 RR ⎡ n
⎥RR
RRR c (T (F))(s )RRRRR = RRRRR c E [F exp{iX }]RRRRR = RRRRE ⎢
⎥R
⎢
F
c
exp{iX
}
∑
∑
∑
j
j
j
P
s
j
s
P
R
λ
j
j ⎥R
λ
RRR RRR
RRR RR λ ⎢
RRRR j=1
⎥RRRR
RR RR j=1
RR RRR ⎢
R
⎦R
⎣ j=1
RRR
RRR2
2
X
X
n
n
X
X
R
RRR
X
X
X
X
X
= RRRRR⟨F, ∑ cj exp{iXsj }⟩
RRR ≤ CF X
X
c
∑
j exp{iXsj }X
X
X
X
X
RRR j=1
R
X
X
X
X
X j=1
XL2 (S′ ,Pλ )
L2 (S′ ,Pλ ) RRR
R
by the Cauchy–Schwarz inequality, where CF = ∥F∥2L2 (S′ ,Pλ ) < ∞. Hence,
RRR n
R2
n
n
RRR c (T (F))(s )RRRRR ≤ C
j R
F ∑ cj ck EPλ [exp{iXsj −sk }] = CF ∑ cj ck Qλ (sj − sk )
RRR∑ j λ
RRR
RR j=1
j, k=1
j, k=1
R
2
X
X
n
n
X
X
X
X
X
X
X
= CF ∑ cj ck ⟨Qλ,sj , Qλ,sk ⟩H(Qλ ) = CF X
X
c
Q
X
,
∑ j λ,sj X
X
X
X
X
X
X j=1
XH(Qλ )
j, k=1
X
X
as needed, concluding Tλ (F) ∈ H(Qλ ).

◻

In view of Lemma 4.7, the image of Tλ is contained in H(Qλ ). We next establish several further properties of the operator Tλ :
L2 (S′ , Pλ ) → H(Qλ ) and its adjoint T ∗λ : H(Qλ ) → L2 (S′ , Pλ ), which lead to the conclusion that Tλ is an isometric isomorphism.
Theorem 4.8. Fix λ ∈ R+ .
(1)
(2)
(3)

For every s ∈ S, we have T ∗λ (Qλ,s ) = exp{−iXs } and Tλ (exp{−iXs }) = Qλ,s .
T ∗λ is an isometry, i.e., ∥T ∗λ (ψ)∥L2 (S′ ,Pλ ) = ∥ψ∥H(Qλ ) for every ψ ∈ H(Qλ ).
Tλ is onto H(Qλ ), with ker(Tλ ) = {0}.
As both T and T ∗ are isomorphic, we say that T defines an isometric isomorphism from L2 (S′ , Pλ ) onto H(Qλ ).
Proof.

1.

Fix s ∈ S. For every F ∈ L2 (S′ , Pλ ), we have
⟨Tλ (F), Qλ,s ⟩H(Qλ ) = (Tλ (F))(s) = EPλ [F exp{iXs }] = ⟨F, exp {−iXs }⟩L2 (S′ ,Pλ ) ,
which means that T

∗
λ (Qλ,s )

= exp{−iXs }. In addition, by the definition of Tλ , for everỹs ∈ S, we have
(Tλ (exp{−iXs }))(̃s ) = EPλ [exp{iX̃s−s }] = Qλ (̃s − s) = Qλ,s (̃s ),

2.

i.e., Tλ (exp{−iXs }) = Qλ,s .
For every n ∈ N, c1 , . . . , cn ∈ R and s1 , . . . , sn ∈ S, we have
2
2
2
X
X
X
X
X
n
n
n
n
X
X
X
X
X
X
X
X
X
⎞X
X
X
X
X
X
X
X
X
X
∗⎛
X
X
X
X
X
X
X
;
c
Q
X
=
X
c
exp{iX
}
X
=
c
c
Q
(s
−
s
)
=
X
c
Q
X
T
∑
∑
∑
∑
j
j
s
j
j
j
λ
λ,s
λ,s
k
k
λ
j X
X
X
X
jX
j X
X
X
X
X
X
⎝ j=1
⎠X
X
X
X
X
X
X
X
X
X
X
X
X j=1
XH(Qλ )
X
XL2 (S′ ,Pλ ) X
X j=1
XL2 (S′ ,Pλ ) j, k=1

however, the subspace {∑nj=1 cj Qλ,sj : n ∈ N, c1 , . . . , cn ∈ R, s1 , . . . , sn ∈ S} is dense in the Hilbert space H(Qλ ), and hence, we get that
∥T ∗λ (ψ)∥L2 (S′ ,Pλ ) = ∥ψ∥H(Qλ ) for every ψ ∈ H(Qλ ). That is, of course, equivalent to say that Tλ T ∗λ = IH(Qλ ) .
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Suppose that ψ ∈ H(Qλ ) is orthogonal to the image of Tλ on L2 (S′ , Pλ ). Then, 0 = ⟨ψ, Tλ (exp{−iXs })⟩H(Qλ ) = ⟨ψ, Qλ,s ⟩H(Qλ ) = ψ(s) for
every s ∈ S, i.e., ψ = 0, which means that the image of Tλ on L2 (S′ , Pλ ) is equal to H(Qλ ).

Finally, let F ∈ ker(Tλ ), then ⟨F, exp{iXs }⟩L2 (S′ ,Pλ ) = (Tλ (F))(s) = 0 for any s ∈ S, i.e., F is orthogonal to the subspace {exp{iXs } : s ∈ S}
of L2 (S′ , Pλ ). However, it follows from Lemma 4.1 that this subspace is dense in L2 (S′ , Pλ ), and thus, F = 0.
◻
Remark 4.9. Some of the results in this subsection, such as the formula for the Fourier transform and its being isometrically isomorphism,
can be obtained from Ref. 36 (Sec. 3.4) as well.
Remark 4.10. This kind of infinite dimensional Fourier transform is used in applications to statistics as well (see, e.g., Refs. 54 and 55)
where the studied transform is the Esscher transform.
We built two isometric isomorphisms
Wλ : Γsym (Hλ ) → L2 (S′ , Pλ ) and Tλ : L2 (S′ , Pλ ) → H(Qλ ),
both involving the Gaussian measure Pλ . However, it is only natural to take the composition of these two isometric isomorphisms, that is,
Rλ : Γsym (Hλ ) → H(Qλ ), Rλ ∶= Tλ ○ Wλ ,

(5.6)

which is an isometric isomorphism by itself.
Remark 4.11. Both the symmetric Fock space Γsym (Hλ ) and the RKHS H(Qλ ) are obtained directly from the CND function N : S → R that
we start from, independently of the measure Pλ . Hence, this mapping Rλ described below appears more naturally in the context of Ref. 8.
Corollary 4.12. The spaces Γsym (Hλ ) and H(Qλ ) are isometrically isomorphic via the explicit isometric isomorphism Rλ between the two,
which is given in (5.7).
In the proof, we get an explicit formula for the mapping, while using the complexification of the Schwartz class S—which follows the
same ideas as in (Ref. 7, Chap. 6.2) and is possible due to (3.5)—and, in particular, the relation X s+is′ ∶= X s + iX s′ for every s, s′ ∈ S.
Proof. Clearly, Rλ ∶= Tλ ○ Wλ is an isometric isomorphism, as both W λ and Tλ are. Moreover, we have the following explicit way to write
its formula. For every s ∈ S, the function
Rλ (ε(φs )) = Tλ (Wλ (ε(φs )) ∈ H(Qλ )
satisfies
√
√
(Rλ (ε(φs )))(s′ ) = (Tλ (exp{Xs / 2}))(s′ ) = ∫ exp{Xs / 2} exp{iXs′ }dPλ
S′
√
= ∫ exp{iXs′ −is/√2 }dPλ = Qλ (s′ − is/ 2) = Qλ,is/√2 (s′ )
′
S

′

for every s ∈ S. Thus, we have the explicit formula (on basis elements), which is
Rλ (ε(φs )) = Qλ,is/√2 .

(5.7)
◻

C. The canonical commutation relations
Let L be a Hilbert space. The algebra CCR(L) is generated axiomatically by a system {a(ℓ), a∗ (ℓ)}ℓ∈L , whereas a(ℓ), a∗ (k) are operators
(on an Hilbert space), subject to
[a(ℓ), a(k)] = 0, ∀ℓ, k ∈ L,
(5.8)
and
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(5.9)

A system {a(ℓ), a∗ (ℓ)}ℓ∈L that satisfies (5.8) and (5.9) is called a representations of the CCR algebra CCR(L). Some representations, such as
the Fock representations, might be realized in the symmetric Fock space Γsym (L) (e.g., see Example 4.18).
Definition 4.13. Let {a(ℓ), a∗ (ℓ)}ℓ∈L and {b(ℓ), b∗ (ℓ)}ℓ∈L be two representations of CCR(L) with respect to the Hilbert spaces L1 , L2
[i.e., a(ℓ) : L1 → L1 and b(ℓ) : L2 → L2 for every ℓ ∈ L]. We say that the representations are unitarily equivalent if there exists a unitary
operator U : L1 → L2 such that U a(ℓ)U −1 = b(ℓ) for every ℓ ∈ L.
The work of Segal (Refs. 9, 10, and 56) was motivated by quantum mechanics, while Bargmann motivation for the case of finite number
of degrees of freedom was in complex analysis (of multivariable complex functions). The result by Stone and von Neumann (see Refs. 57–60)
treats this case of a finite number of degrees of freedom, that is, the uniqueness—up to unitarily equivalence—of families of unitary operators
that are irreducible and satisfy the Weyl commutation relations.
Theorem 4.14 (Stone–non Neumann). If L is a finite dimensional Hilbert space, then any two representations of the CCR algebra CCR(L)
are unitarily equivalent.
In his book,7 Hida gives a nice survey proof for this fact and an explantation to what happens when going to an infinite number of degrees
of freedom. The question of how bad can it be when one goes to an infinite dimensional Hilbert space arises. It turns out that in addition to
the case of equivalent representations, there is one (and only one) more option and that is that the representations are disjoint.
Definition 4.15. Two representations of the CCR algebra are said to be disjoint if the only operator that intertwines one with the other
is zero. In other words, two representations of CCR(L), say, {a(ℓ), a∗ (ℓ)}ℓ∈L and {b(ℓ), b∗ (ℓ)}ℓ∈L , are disjoint if for every unitary operator
U : L1 → L2 such that U a(ℓ) = b(ℓ)U for every ℓ ∈ L; we must have U = 0.
Theorem 4.16. If L is infinite dimensional, then any two irreducible representations of the CCR algebra CCR(L) are either equivalent or
disjoint.
Remark 4.17. The Stone–von Neumann theorem (cf. Theorem 4.14) and Theorem 4.16 illustrate one difference between the finite and
infinite dimensional cases. So is the result in Theorem 3.10, regarding the mutual singularity of the measures, which is true only in the infinite
dimensional case. Another difference is that the group of unitary operators on the Hilbert space L induces a group of measure preserving transformations on L2 space of a Gaussian and that action is ergodic if and only if L is of infinite dimension. This is explained in Refs. 61 and 62 and
goes back to ideas of Segal in Refs. 9 and 10.
There are many ways to construct unitarily inequivalent representations of the CCR (with respect to an infinite dimensional Hilbert
space). One example of an explicit way of finding infinitely many unitarily inequivalent representations is given in Refs. 9 and 10 and presented
(shortly) here.
Example 4.18. On the symmetric Fock space Γsym (H), we define the operators
Aj : Γsym (H) → Γsym (H), Aj (Eα ) =

√
αj Eα−1j ,

∀α ∈ ℓN0 ,

and
A∗j : Γsym (H) → Γsym (H), A∗j (Eα ) =

√
αj + 1Eα+1j ,

∀α ∈ ℓN0 ,

where the basis elements {Eα }α∈ℓN are defined in (2.4). The family {Aj , A∗j }∞
j=1 is a representation of the CCR algebra, and for any j ≥ 1, the
0

operators Aj and A∗j are adjoints in Γsym (H). Using the family {Aj , A∗j }∞
j=1 , we can build another family of operators depending on a scalar
λ ∈ R+ in the following way. Let
√
Aj,λ : Γsym (H) → Γsym (H), Aj,λ (Eα ) = λ αj Eα−1j ,

∀α ∈ ℓN0 ,

and
A∗j,λ

: Γsym (H) → Γsym (H),
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which are actually given by Aj,λ = λAj and A∗j,λ = λ−1 A∗j . The family {Aj,λ , A∗j,λ }∞
j=1 is also a representation of the CCR algebra and in the papers
of Segal, it is shown that this representation is unitarily inequivalent to the representation {Aj , A∗j }∞
j=1 , as long as λ ≠ 1.
In many works, the connections between the equivalence of the symmetric Fock spaces and the equivalence of the prospective measures
are stressed out. We finish this paper by presenting a family of unitarily inequivalent representations of the CCR, which follows from the
influence of the simple operation of multiplication by λ on our white noise space, symmetric Fock space, and the corresponding RKHS, which
appear in earlier stages of this paper.
Corollary 4.19. Let π = {a(h), a∗ (h)}h∈H be a Fock representation of the CCR over H. For every λ ∈ R+ , define the λ-Fock representation
πλ ∶= {aλ (h), aλ (h)∗ }h∈Hλ , with aλ (h) = λa(h) and a∗λ (h) = λ−1 a∗ (h).

(5.10)

Then, any two representations from the family {πλ : λ ∈ R+ } are disjoint, i.e., πλ and πλ′ are disjoint (irreducible) representations for every
λ, λ′ ∈ R+ with λ ≠ λ′ .
The idea of the proof is that there are two notions of equivalence; one is equivalence of Gaussian measures and another is equivalence of
irreducible representations. There is a non-trivial theorem saying that the two notions of equivalence are equivalent. It is hinted (not explicitly)
in several places in Refs. 7, 49, 51, 52, 63, and 64, so we only sketch some of the ideas of the Proof of Corollary 4.19.
Proof. Let λ, λ′ ∈ R+ be such that λ ≠ λ′ . Suppose that the representations πλ and πλ′ are unitarily equivalent, i.e., suppose there exists a
unitary mapping
U : Γsym (Hλ ) → Γsym (Hλ′ )

(5.11)

such that
U aλ (h) = aλ′ (h)U and U a∗λ (h) = a∗λ′ (h)U,

∀h ∈ H.

(5.12)

Step 1: Obtain a family of representations [of operators on L2 (S′ )]: Recall the mapping
Wλ : Γsym (Hλ ) → L2 (S′ , Pλ )
that is an isometric isomorphism (cf. Theorem 4.2), with
Wλ aλ (h) = dλ (h)Wλ and Wλ a∗λ (h) = mλ (h)Wλ ,
where dλ and mλ are given in (5.4). Define the mapping
V = Wλ′ UWλ∗ : Ls (S′ , Pλ ) → L2 (S′ , Pλ′ ).

(5.13)

Then, V is unitary and satisfies the intertwining relations
V mλ (h) = mλ′ (h)V and V dλ (h) = dλ′ (h)V,

∀h ∈ h ∈ H.

(5.14)

The justification for (5.14) is because
V mλ (h) = (Wλ′ UWλ∗ )mλ (h)Wλ Wλ∗ = Wλ′ U(Wλ∗ mλ (h)Wλ )Wλ∗ = Wλ′ (U a∗λ (h))Wλ∗
= Wλ′ (a∗λ′ (h)U)Wλ∗ = Wλ′ (Wλ∗′ mλ′ (h)Wλ′ )UWλ∗ = mλ′ (h)V,
and thus, by taking the adjoints and then multiplying by V on both sides, we get
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mλ (h) V = V mλ′ (h) ⇒ V mλ (h) = mλ′ (h)V ⇒ V dλ (h) = dλ′ (h)V.

Thus, instead of looking at the intertwining operator U and the representations πλ and πλ′ , we can consider the intertwining operator V
and the representations Πλ and Πλ′ , which are given by
Πλ = {dλ (h), mλ (h)}h∈Hλ , where dλ (h) = Wλ aλ (h)Wλ∗ and mλ (h) = Wλ a∗λ (h)Wλ∗ ,

(5.15)

Πλ′ = {dλ′ (h), mλ′ (h)}h∈Hλ′ , where dλ′ (h) = Wλ′ aλ′ (h)Wλ∗′ and mλ′ (h) = Wλ′ a∗λ′ (h)Wλ∗′ .

(5.16)

and

Note that dλ (h) and mλ (h) are operators on the space L2 (S′ , Pλ ).
Step 2: We obtained that the multiplication operators {mλ (h)}h∈Hλ on the space L2 (S′ , Pλ ) are equivalent to the multiplication operators
{mλ′ (h)}h∈Hλ′ on the space L2 (S′ , Pλ′ ) in the sense of the existence of an intertwining operator between these families. This implies that
the measures Pλ and Pλ′ must have a Radon–Nikodym derivative [see, for example, Ref. 63 (Chap. 6)]. However, the two measures Pλ
and Pλ′ on S′ are singular, as λ ≠ λ′ (cf. Theorem 3.10); therefore, we obtained a contradiction, as needed.
Step 3: From steps 1 and 2, it follows that the representations πλ and πλ′ are unitarily inequivalent whenever λ ≠ λ′ . To conclude that the
two representations are disjoint, we will show they are both irreducible and then use Theorem 4.16. The proof of the irreducibility of
the representation πλ can be obtained by repeating steps 1 and 2 for the case where λ = λ′ and eventually use the fact that the dual pair
combined system {mλ (h), dλ (h)}h∈Hλ is irreducible and so any operator that commutes with the combined system of multiplication
operators and their duals must be a scalar operator (the system {mλ (h)}h∈Hλ is a maximal Abelian algebra of multiplication operators,
and hence, the only operator that commutes with those multiplication operators must be a multiplication operator by itself, but then as
it also commutes with the system of derivatives {dλ (h)}h∈Hλ , it must be a scalar operator).
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