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SYNCHRONIZATION FOR KPZ
TOMMASO CORNELIS ROSATI
Abstract. We study the large-times behavior of the KPZ equation:
Bthpt, xq “ ∆xhpt, xq ` |∇xhpt, xq|
2 ` ηpt, xq, hp0, xq “ h0pxq, pt, xq P r0,8q ˆ T
d
,
on the d´dimensional torus Td driven by some ergodic noise η (e.g. space-time white or frac-
tional in time). We use infinite-dimensional extensions of well known results for positive
randommatrices to show that solutions to such equation with different initial conditions syn-
chronize at an exponential rate. Furthermore, we establish a one force, one solution principle
for t P R. In particular, these results imply ergodicity of the solution to the equation.
Introduction
In this short work we present an elementary approach to study the large-times behavior
of solutions h : Rě ˆ Td Ñ R to KPZ-like equations:
(1) pBt´∆xqhpt, xq “ |∇xh|2pt, xq ` ηpt, xq, hp0, xq “ h0pxq, pt, xq P Rě ˆ Td,
where η is a random forcing, Td is the d-dimensional torus and Rě “ r0,8q. This equation
is linked to the linear heat equation with multiplicative noise:
(2) pBt´∆xqupt, xq “ ηpt, xq ¨ upt, xq, up0, xq “ u0pxq, pt, xq P Rě ˆ Td
via the Cole-Hopf transform u “ expphq. In particular, since the latter equation is linear,
the KPZ equation is shift invariant, so most results hold “modulo constants”, that is for the
solution v “ ∇xh to Burgers’ equation:
(3) pBt´∆xqvpt, xq “ ∇x|v|2pt, xq `∇xηpt, xq, vp0, xq “ v0pxq, pt, xq P Rě ˆ Td.
These equations have obtained much interest in past. For example, Burgers’ equation is
a toy model for fluid dynamics and the KPZ equation (with η being space-time white noise)
arises as a weak scaling limit in many asymmetric growing interface models. Particular
interest lies in the large times behavior of the equation. Here one should distinguish two
lines of literature. In the first one η is chosen “rough”, namely space-time white noise, which
makes the solution theory for the equation considerably more intricate (see [17, 18, 14] for
celebrated results). The ergodic behavior of this equation was analyzed by Hairer and Mat-
tingly, who proved convergence to the invariant measure “modulo constants” by means of a
strong Feller property [19], which has a much broader applicability than just the equations
considered here. Funaki and Quastel [13] moreover identify the invariant measure as the
Brownian bridge, up to a constant shift. In addition, Gubinelli and Perkowski prove the
existence of a spectral gap for Burgers’ equation [16], implying exponential convergence to
the invariant measure.
On the other side, a vast literature studied the case of smooth noise, e.g. ηpt, xq “ V pxqdβt
for V P C8pTdq and a Brownian motion β, establishing further properties deeply inter-
twined with the structure of the equation. In this direction, a seminal work by Sinai [25]
Humboldt-Universität zu Berlin
2010Mathematics Subject Classification. 60H15; 37L55.
Key words and phrases. KPZ Equation; Burgers’ Equation; Random dynamical systems; Krein-Rutman
theorem; One force one solution; Ergodicity.
This paper was developed within the scope of the IRTG 1740 / TRP 2015/50122-0, funded by the DFG /
FAPESP.
1
2 SYNCHRONIZATION FOR KPZ
proved synchronization for (3). Namely, there exists a function vpt, xq, defined for all times
t P R, such that for a large class of initial conditions v0:
lim
tÑ8
vpt, xq ´ vpt, xq “ 0.
If one starts Burgers’ equation at time ´n with v´np´n, xq “ v0pxq a similar law holds
(called a one force, one solution principle), namely:
lim
nÑ8
v´npt, xq “ vpt, xq, @pt, xq P p´8,8q ˆ Td.
This implies that v is the unique solution to (3) on R. Results of this kind have subsequently
been generalized in many directions, most notably to the inviscid case by Weinan, Khanin,
Mazel and Sinai [26] or to the non-compact setting, for example by Bakhtin, Cator and
Khanin [5].
At this point we should observe that the latter extensions lie beyond the capacities of the
approachwe use here, since both the compactness of the space and the smoothing property of
the Laplacian play a crucial role, as they in turn guarantee compactness in certain function
spaces. We instead present here a general approach to study the two properties above in
the compact setting, allowing any dimension and any reasonable choice of noise (including
the “rough” case, or non-Markovian noises).
Our methods are directly inspired by the work of Sinai [25], where the solution u to (2)
is represented by up1, xq “ Au0pxq for a compact strictly positive operator A, although we
do not make use of the representation of A via the Feynman-Kac formula. If η were a time-
independent (static) noise, the synchronization of the solution v to (3) would amount to the
convergence, upon rescaling, of u to the (random) eigenfunction ofA associated to its largest
eigenvalue: An instance of the Krein-Rutman Theorem. The main observation in this work
is that such convergence can be lifted directly to the non-static case as an application of the
theory of random dynamical systems. This follows by a well-known contraction principle
for positive operators in projective spaces under Hilbert’s projective metric (see [6] for an
overview). Indeed such method was already developed by Arnold, Demetrius and Gundlach
[3] and later refined by Hennion [20] for random matrices. Their proofs naturally extend
to the infinite-dimensional case, giving rise to an ergodic version of the Krein-Rutman the-
orem (see Theorem 3.2). We can embed this theorem (which provides convergence only in
weak topologies) in our PDE setting, to obtain convergences in appropriate Hölder spaces,
depending on the regularity of the driving noise (see Theorem 4.3).
It is notable that we can immediately deduce almost sure exponential rates of conver-
gence, cf. [16]. Moreover, we study the convergences at the level of the KPZ Equation (1)
instead of only for Burgers’ Equation (3) and provide some results concerning the normal-
ization constants, at least for smooth noise: see Corollary 5.7.
Albeit within the restrictions we already addressed, the power of the random dynamical
systems approach lies in the capacity of treating almost every reasonable choice of driving
noise, namely such that:
(1) The noise η is ergodic (see Proposition 5.8 for a classical condition if η is Gaussian).
(2) Equation (2) is almost surely well-posed (there exists a unique, global in time solu-
tion for every u0 P CpTdq), the solution map being a linear, compact, strictly positive
operator on CpTdq.
As an example we treat the case of η being space-time white noise and ηpt, xq “ V pxqdβHt
for βH a fractional Brownian motion of Hurst parameter H and V P C8pTq. In the latter
case the solution is not Markovian, and ergodic results are rare, see for example a work by
Maslowski and Pospíšil [21] for ergodicity of linear SPDEs with additive fractional noise.
Finally, let us remark that there are several instances of applications of the theory of
random dynamical systems to stochastic PDEs. Particularly related to our work is the
study of order-preserving systems which admit some random attractor, first addressed by
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Arnold and Chueshov [2], then by Flandoli, Gess and Scheutzow [11] and very recently
by Butkovsky and Scheutzow [7]. The spirit of these results is much similar to ours, but
although the linearity of (2) on one hand guarantees order preservation, on the other hand
it does not allow the existence of a random attractor. In this sense our, essentially linear,
case appears to be a degenerate example of the synchronization addressed in the just quoted
works.
Acknowledgements. The author is very grateful to Nicolas Perkowski for inspiring this work
and providing numerous insights and helpful comments. Many thanks also to Benjamin
Gess for several interesting discussions.
1. Notations
Let N “ t1, 2, . . . u, N0 “ N Y t0u, Rě “ r0,`8q and ι “
?´1. Furthermore, for d P N let
T
d be the torus Td “ r´1{2, 1{2sd {„ , where „ is the equivalence relation which glues two
opposite edges. The case d “ 1 is of particular interest, so we write T “ T1.
For a general set X and functions f, g : X Ñ R we write f À g is fpxq ď Cgpxq for all x P X
and a constant C independent of x. To clarify on which parameters C is allowed to depend
we might add them as subscripts to the “À” sign.
For α ą 0 let tαu be the smallest integer beneath α and for a multiindex k P Nd write |k| “řd
i“1 ki. Denote withCpTdq the space of continuous real-valued functions on Td, and, for α ą
0, with CαpTq the space of tαu´ differentiable functions f such that Bkf is pα´tαuq´Hölder
continuous for everymultiindex k P Nd such that |k| “ tαu, ifα´tαu ą 0, or simply continuous
if α P N0. For α P RězN0 we obtain the seminorms on CαpTdq:
rf sα “ max
|k|“tαu
}Bkf}81t|k|ą0u ` sup
x,yPTd
|Bkfpxq´Bkfpyq|
|x´y|α´tαu .
Now, let X be a Banach space. We denote with BpXq the Borel σ´algebra on X. Fur-
thermore, let ra, bs Ď R be an interval, then we define Cpra, bs;Xq the space of continuous
functions f : ra, bs Ñ X. We write Clocpp´8, bs,Xq for the space of continuous functions with
the topology of uniform convergence on compact sets (similarly if b “ 8).
Finally, let us introduce a more sophisticated family of space (resp. space-time) distri-
butions: Besov spaces. Following [4, Section 2.2] choose a smooth dyadic partition of the
unity on Rd (resp. Rd`1) pχ, t̺jujě0q and define ̺´1 “ χ. We define the Fourier transforms
for f : Td Ñ R and g : R ˆ Td Ñ R - these definitions extend naturally to spatial (resp.
space-time) tempered distributions S 1pTdq (resp. S 1pR ˆ Tdq):
FTdfpkq “
ż
Td
e´2πιxk,xyfpxqdx, k P Zd,
FRˆTdgpτ, kq “
ż
RˆTd
e´2πιpτt`xk,xyqgpt, xqdt dx, pτ, kq P Rˆ Zd.
And similarly its well-known inverses. We then define the space (resp. space-time) Paley
blocks:
∆jfpxq “ F´1Td r̺j ¨ FTdf spxq, ∆jgpt, xq “ F´1RˆTdr̺j ¨ FRˆTdgspt, xq.
Then we can define the spaces Bαp,qpTdq and Bα,ap,q pR ˆ Tdq of tempered distributions with,
respectively, the following norms:
}f}Bαp,qpTdq “ }p2jα}∆jf}LppTqqjě´1}ℓq , }g}Bα,ap,q pRˆTdq “ }p2jα}∆jfp¨q{x¨ya}LppRˆTdqqjě´1}ℓq ,
where we define the weight xpt, xqy “ 1`|t|. We can thus define the following Hilbert spaces:
HαpTdq “ Bα2,2pTdq and Hαa pRˆ Tdq “ Bα,a2,2 pRˆ Tdq.
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2. Setting
We follow closely the work of Bushell [6]. Let X be a Banach space and K Ď X a closed
cone such that K X p´Kq “ t0u. Denote with K˚ the interior of K and write K` “ Kzt0u.
Such cone induces a partial order in X by defining for x, y P X:
x ď y ðñ y´x P K and x ă y ðñ y´x P K˚.
We furthermore define for x, y P K`:
Mpx, yq “ inftλ ě 0: x ď λyu, mpx, yq “ suptµ ě 0: µy ď xu,
with the convention infH “ 8. Then Mpx, yq P p0,8s and mpx, yq P r0,8q so that we can
define Hilbert’s projective distance:
dHpx, yq “ log pMpx, yqq´ log pmpx, yqq P r0,8s, @ x, y P K`.
This metric is only semidefinite positive on K`, and may be infinite. A remedy for the first
issue is to consider a linear space U Ď X which intersects transversely K`, that is:
@x P K`, D!λ ą 0 s.t. λx P U.
Wewrite λpxq for the normalization constant above. As for the second issue, one can observe
that the distance is finite on the interior of K, cf. [6, Theorem 2.1] and thus, defining
E “ K˚ XU one has that pE, dHq is a metric space. Consider LpXq the set of linear bounded
operators on X. We use the following definitions of positive operators:
ApKq Ď K ñ A nonnegative.
ApK˚q Ď K˚ ñ A positive.
ApK`q Ď K˚ ñ A strictly positive.
The projective action of a positive operator A onX is then defined by: A ¨x “ Ax{λpAxq. We
denote with τpAq the projective norm:
(4) τpAq “ sup
x,yPE
x‰y
dHpA ¨ x,A ¨ yq
dHpx, yq .
The backbone of our approach is Birkhoff’s theorem for positive operators [6, Theorem 3.2]:
τpAq “ tanh
´1
4
∆pA ¨Eq
¯
ď 1, where ∆pF q “ sup
x,yPF
tdHpx, yqu.
We denote with LcppXq the space of positive operators A which are contractive in pE, dH q:
A P LcppXq ðñ τpAq ă 1.
Example 2.1. The only example considered in this work is X “ CpTdq the space of real-
valued continuous functions on the torus. Here K is the cone of nonnegative functions,
and:
U “
!
f P X :
ż
Td
fpxqdx “ 1
)
.
It is easy to see that in this setting the projective distance is bounded by:
(5) } log pfq´ log pgq}8 ď dHpf, gq ď 2} log pfq´ log pgq}8, @f, g P E.
In particular, this inequality implies that pE, dH q is a complete metric space. Moreover
strictly positive kernels are contractions on E (cf. [6, Section 6]), i.e. if for some 0 ă α ď
β ă 8:
(6) A P LpXq, Apfqpxq “
ż
Td
Kpy, xqfpyqdy, 0 ă α ď Kpy, xq ď β, ñ A P LcppXq.
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Remark 2.2. For the sake of simplicity and concreteness we did not address the general
question of completeness of the space pE, dHq, since in the case of interest to us it follows from
Equation (5). There are known criteria for completeness, cf. [6, Section 4] and the references
therein.
Remark 2.3. In view of (4), an application of Banach’s fixed point theorem in pE, dH q to
operators satisfying (6) delivers the existence of a unique positive eigenfunction. This is a
variant of the Krein-Rutman theorem. The formulation we propose here is convenient because
of its natural extension to random dynamical systems.
3. A Random Krein-Rutman Theorem
In this section we reformulate the results of [3, 20] for positive operators on Banach
spaces.
An invertible metric discrete dynamical system (IDS) pΩ,F ,P, ϑq is a probability space
pΩ,F ,Pq together with a measurable map ϑ : Z ˆ Ω Ñ Ω such that ϑpz`z1, ¨q “ ϑpz, ϑpz1, ¨qq
and ϑp0, ωq “ ω for all ω P Ω, and such that P is invariant under ϑpz, ¨q for z P Z. For brevity
we write ϑzp¨q for the map ϑpz, ¨q. A set rΩ Ď Ω is said to be invariant for ϑ if ϑzrΩ “ rΩ, for
all z P Z and an IDS is said to be ergodic if any invariant set rΩ satisfies PprΩq P t0, 1u (cf. [1,
Appendix A]).
Consider X,E as in the previous section and, for a given IDS, a random variable A : ΩÑ
LpXq. This generates a measurable, linear, discrete random dynamical system (RDS) (see
[1, Definition 1.1.1]) ϕ on X by defining A0pωq “ ω and Anpωq “ Apϑnωq, n P N and letting:
ϕnpωqx “ Anpωq ¨ ¨ ¨A0pωqx, n P N0.
If Apωq is in addition positive for every ω P Ω (we then simply say that A is positive), we can
interpret ϕ as an RDS on E via the projective action:
ϕnpωq ¨ x “ Anpωq ¨ ¨ ¨ ¨ ¨A0pωq ¨ x, n P N0.
Assumption 3.1. Assume we are givenX,K,U,E as in the previous section and that pE, dH q
is a complete metric space. Assume in addition that there exists an ergodic IDS ϑ. Let ϕn be
a RDS defined via a random positive operator A as above, such that:
P
´
A P LcppXq
¯
ą 0.
In this setting the following is a random version of the Krein-Rutman theorem.
Theorem 3.2. Under Assumption 3.1 there exists a ϑ´invariant set rΩ Ď Ω of full P´measure
and a random variable u : ΩÑ K˚ such that:
(1) For all ω P rΩ and f, g P E:
lim sup
nÑ8
1
n
sup
f,gPE
log dHpϕnpωq ¨ f, ϕnpωq ¨ gq ď E log
`
τpAq˘ ă 0.
(2) u is measurable w.r.t. to the σ´field F´ “ σppApϑ´n¨qqnPNq and:
ϕnpωq ¨ upωq “ upϑnωq.
(3) For all ω P rΩ:
lim sup
nÑ8
1
n
sup
fPE
log dHpϕnpϑ´nωq ¨ f, upωqq ď E log
`
τpAq˘ ă 0
as well as:
lim sup
nÑ8
1
n
sup
fPE
log dHpϕnpωq ¨ f, upϑnωqq ď E log
`
τpAq˘ ă 0.
(4) The measure δupωq on E is the unique invariant measure for the RDS ϕ on E.
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Notation 3.3. We refer to the first property as asymptotic synchronization and to the third
property as one force, one solution principle.
Proof. As for the first property, we can compute:
dHpϕnpωq ¨ f, ϕnpωq ¨ gq ďτpAnpωqqdHpϕn´1pωq ¨ f, ϕn´1pωq ¨ gq ď ¨ ¨ ¨
ď
nź
i“0
τpApϑiωqqdHpf, gq.
Then, applying the logarithm and Birkhoff’s ergodic theorem we find:
lim sup
nÑ8
1
n
log pτpϕnpωqqq ď E log pτpAqq ă 0.
Note that if E log
`
τpAq˘ “ ´8 we can instead use the previous computation with τpApϑiωqq
replaced by τpApϑiωqq ^ e´M and eventually pass to the limitM Ñ8. To obtain the result
uniformly over f, g we simply apply a Taylor expansion to:
∆pϕn ¨Eq “ 4 arctanh pτpϕnpωqqq.
The second point as well as the first property of p3q follow from Lemma 3.4 below. The
invariant sets in all points can be chosen to be equal to the same rΩ up to taking intersections
of invariant sets, which are still invariant. Point p4q and the last point of p3q follow the from
the previous properties.

Lemma 3.4. There exists a ϑ´invariant set rΩ Ď Ω of full P´measure and an F´´adapted
random variable u : ΩÑ K˚ such that:
ϕnpωqupωq “ upϑnωq, @ω P rΩ, n P N.
Moreover for all ω P rΩ:
lim sup
nÑ8
1
n
sup
fPE
log dHpϕnpϑ´nωq ¨ f, upωqq ď E log
`
τpAq˘ P r´8, 0q.
Proof. We start by observing (as in [20, Proof of Lemma 3.3]) that the sequence of sets
Fnpωq “ ϕnpϑ´nωq ¨ E is decreasing, i.e. Fn`1 Ď Fn. Let us write F pωq “
Ş
ně1 Fnpωq. It is
possible to estimate:
∆pF q ď lim
nÑ8
∆pFnq “ lim
nÑ8
4 arctanh pτpϕnpϑ´nωqqq.
Now, there exists a ϑ´invariant set rΩ of full P´measure such that for all ω P rΩ:
(7) lim
nÑ8
1
n
log
´
τpϕnpϑ´nωqq
¯
ď lim
n
1
n
nÿ
i“0
log τpApϑ´iωqq “ E log `τpAq˘ ă 0.
In particular ∆pF q “ 0. By completeness of E it follows that F is a singleton. Let us write
F pωq “ tupωqu and extend u trivially outside of rΩ: it is clear that u is adapted to F´. Since
for k P N and n ě k
ϕnpϑ´nϑkωq “ ϕkpωq ¨ ϕn´kpϑ´pn´kqωq,
passing to the limit we have: upϑkωq “ ϕkpωqupωq.
Finally, a Taylor expansion guarantees that:
∆pϕnpϑ´nωq ¨Eq “ 4 arctanh pτpϕnpϑ´nωqqq ď τpϕnpϑ´nωqqp4`Op1qq.
This estimate, combined with the fact that
sup
fPE
dHpϕnpϑ´nωq ¨ f, upωqq “ sup
fPE
dHpϕnpϑ´nq ¨ f, ϕnpϑ´nωq ¨ upϑ´nωqq ď ∆pϕnpϑ´nωq ¨Eq
and (7) provides the required convergence result.

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4. Application to SPDEs
In this section we discuss how to apply the previous results to stochastic PDEs. Concrete
examples will be covered in the next section. For clarity, nonetheless, the reader should
keep in mind that we want to study ergodic properties of solutions to Equation (1). Since
the associated heat equation with multiplicate noise (2) is linear and the solution map is ex-
pected to be strictly positive, we may assume that such solution map generates a continuous
random dynamical system ϕ.
In general it is not trivial to prove that a stochastic system generates a continuous-time
random dynamical system over a continuous dynamical system ϑ (the problem is known
as perfection, cf. [1, Section 1.3]). Since we want to use the solution theory for (2) with η
space-time white noise as a black box, we want to assume only that we are guaranteed the
existence of a solution outside of a null-set N0 depending on the initial time t “ 0. In this
case the system satisfies only what is known as a crude cocycle property. To avoid the issue
of continuous perfection we then restrict our attention to continuous RDS over discrete IDS
ϑ, as described below.
Definition 4.1. A continuous RDS over a discrete IDS pΩ,F ,P, ϑq and on a measure space
pX,Bq is a map
ϕ : Rě ˆ ΩˆX Ñ X
such that the following two properties hold:
(1) Measurability: ϕ is BpRěq b F b B´ measurable.
(2) Cocycle property: ϕp0, ωq “ IdX , for all ω P Ω and:
ϕpt`n, ωq “ ϕpt, ϑnωq ˝ ϕpn, ωq, @t P Rě, n P N0, ω P Ω.
We then formulate the following assumptions, under which our main result will hold.
Assumption 4.2. Let d P N and β ą 0. Let pΩkpz,F ,P, ϑq be a discrete ergodic IDS, over
which is defined a continuous RDS ϕ:
ϕ : Rě ˆ Ωkpz Ñ LpCpTdqq.
There exists a ϑ´invariant set rΩ Ď Ωkpz of full P´measure such that following properties are
satisfied for all ω P rΩ and any T ą S ą 0:
(1) There exists a kernel K : Ωkpz Ñ CprS, T s;CpTd ˆ Tdqq such that for all S ď t ď T :
ϕtpωqfpxq “
ż
Td
Kpω, t, x, yqfpyqdy, @f P CpTdq, x P Td.
(2) There exist 0 ă γpω, S, T q ď δpω, S, T q such that:
γpω, S, T q ď Kpω, t, x, yq ď δpω, S, T q, @x, y P Td, S ď t ď T,
which implies that P
`
ϕt P LcppCpTdqq,@t P p0,8q
˘ “ 1.
(3) There exists a constant Cpβ, ω, S, T q such that:
}ϕtf}β ď Cpβ, ω, S, T q}f}8, @f P CpTdq, S ď t ď T.
(4) The following moment estimates are satisfied for any f P CpTdq:
E log
`
Cpβ, S, T q˘ ` E sup
SďtďT
dHpϕt ¨ f, fq ă `8.
The first two assumptions essentially imply that we can use the results from the previous
section. The last two will allow us to lift the convergence From CpTdq to CβpTdq. We now
state the main result of this section. In view of the motivating example and in the setting
of the previous assumption, we say that for z P Z the map
rz,`8q ˆ Td Q pt, xq ÞÑ hzpω, t, xq, hzpω, z, xq “ h0pxq
solves Equation (1) if hzpω, tq “ log `ϕtpϑzωq expph0q˘ for ϕt as in the previous assumption.
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Theorem 4.3. Under Assumption 4.2, for h10, h
2
0 P CpTdq, n P N, i P t1, 2u, let hiptq P CpTdq
be the random solution to Equation (1) started at time 0 in hi0 and evaluated at time t ě 0.
Similarly, let h´ni ptq P CpTdq be the solution started in´n in hi0 and evaluated at time t ě ´n.
There exists an invariant set rΩ Ď Ωkpz of full P´measure such that for any α ă β, α R N:
(1) For any hi0 P CpTdq, i P t1, 2u there exists a map cph10, h20q : Ωkpz ˆ Rě Ñ R such that
for any T ą 0, ω P rΩ:
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
}h1pω, tq ´ h2pω, tq´cpω, t, h10, h20q}CαpTdq ă 0,
as well as:
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
rhipω, tqsα ď 0.
(2) There exists a random function h8 : Ωkpz Ñ Clocpp´8,8q; CαpTdqq such that for any
T ą 0, ω P rΩ as well as h10 P CpTdq, there exists a sequence of maps c´nph10q : Ωkpz ˆ
Rě Ñ R for which:
lim sup
nÑ8
1
n
sup
h10PCpT
dq
log sup
tPrp´T q_p´nq,T s
}h´n1 pω, tq ´ h8pω, tq ´ c´npω, t, h10q}CαpTdq ă 0.
Passing to the gradient we can omit the constants and find the following principles for
Burgers’ Equation (3).
Corollary 4.4. In the same setting as before, it immediately follows that also:
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
}∇xh1pω, tq ´∇xh2pω, tq}Cα´1pTdq ă 0,
lim sup
nÑ8
1
n
sup
h10PCpT
dq
log sup
tPrp´T q_p´nq,T s
}∇xh´n1 pω, tq ´∇xh8pω, tq}Cα´1pTdq ă 0,
where the space Cα´1pTdq has to be interpreted as the Besov space Bα´18,8pTdq for α P p0, 1q.
Proof of Theorem 4.3. Step 1. Define:
ui0 “ expphi0q{} expphi0q}L1 P E,
so that hipω, tq “ log
´
ϕtpωq ¨ ui0
¯
`cipω, tq, where cipω, tq P R is the normalization constant:
cipω, tq “ log
ˆż
Td
´
ϕtpωqui0
¯
pxqdx
˙
` log
ˆż
Td
expphi0qpxqdx
˙
.
Let us write cpω, t, h10, h20q “ c1pω, tq´c2pω, tq. Similarly, for ´n ď t ď 0 we have
h´ni pω, tq “ log
´
ϕn`tpϑ´nωq ¨ ui0
¯
`c´ni pω, tq “ hipϑ´nω, n`tq,
where c´ni pω, tq “ cipϑ´nω, n`tq. We also write c´npω, t, h10, h20q “ c´n1 pω, tq´c´n2 pω, tq. Now
we prove the following simpler version of the required result:
(8)
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
}h1pω, tq´h2pω, tq´cpω, t, h10, h20q}8 ă 0
lim sup
nÑ8
1
n
sup
h10,h
2
0PCpT
dq
log sup
tPrp´T q_p´nq,T s
}h´n1 pω, tq´h´n2 pω, tq´c´npω, t, h10, h20q}8 ă 0.
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First we eliminate the time supremum. Indeed we have, in view of Inequality (5):
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
}h1pω, tq´h2pω, tq´cpω, t, h10, h20q}8
ď lim sup
nÑ8
1
n
log sup
tPrn,n`T s
dHpϕtpωq ¨ u10, ϕtpωq ¨ u20q ď lim sup
nÑ8
1
n
log dHpϕnpωq ¨ u10, ϕnpωq ¨ u20q
since one can estimate
sup
tPrn,n`T s
dHpϕtpωq ¨ u10, ϕtpωq ¨ u20q ď sup
tPrn,n`T s
τpϕt´npϑnωqq ¨ dHpϕnpωq ¨ u10, ϕnpωq ¨ u20q
and τpϕt´npϑnωqq ď 1. Similarly, also for the backwards case. At this point, in view of
Assumption 4.2, we can apply Theorem 3.2 in the setting of Example 2.1 with Apωq “ ϕ1pωq
to see that there exists a u8 “ expph8q : Ωkpz Ñ CpTdq such that:
lim sup
nÑ8
1
n
log dHpϕnpωq ¨ u10, ϕnpωq ¨ u20q ă 0,
lim sup
nÑ8
1
n
sup
u10PE
log dHpϕnpϑ´nωq ¨ u10, u8pωqq ă 0,
which via the previous calculation implies (8).
Step 2. We now prove convergence in CαpTdq for α ă β, α R N. Since the same arguments
extend to the more general case, we may assume that β P p0, 1q. Thus fix α and define
θ P p0, 1q by α “ βθ. Since we already proved convergence in } ¨ }8, to prove convergence in
CαpTdq we only have to control the α´seminorm r¨sα. We treat the forwards and backwards
in time cases differently. Let us start with the first case. We bound the Hölder seminorm
via:
(9)
rh1pω, tq´h2pω, tq´cpω, t, h10, h20qsα
ď
´
2}h1pω, tq´h2pω, tq´cpω, t, h10, h20q}8
¯1´θ´rlog pϕtpωq ¨ u10qsβ`rlog pϕtpωq ¨ u20qsβ¯θ
Then fix n, T and t P rn, n`T s, denote t “ n´1`τ and rewrite the last terms as:
rlog pϕtpωq ¨ u10qsβ ď
1
mpϕtpωq ¨ u10q
rϕtpωq ¨ u10sβ “
1
mpϕtpωq ¨ u10q
rϕτ pϑn´1ωqϕn´1pωq ¨ u10sβ
ď Cpβ, ϑ
n´1ω, 1, T`1q
mpϕtpωq ¨ u10q
}ϕn´1pωq ¨ u10}8
where mp¨q indicates the minimum of a function. Then estimate:
log }h1pω, tq´h2pω, tq´cpω, t, h10, h20q}α ďp1´θq log 2}h1pω, tq´h2pω, tq´cpω, t, h10, h20q}8
`θ log
´ ÿ
i“1,2
Cpβ, ϑn´1ω, 1, T`1q
mpϕtpωq ¨ ui0q
}ϕn´1pωq ¨ ui0}8
¯
.
To conclude, in view of the result from the previous step, we have to prove that:
lim sup
nÑ8
sup
nďtďn`T
1
n
log
´ ÿ
i“1,2
Cpβ, ϑn´1ω, 1, T`1q
mpϕtpωq ¨ ui0q
}ϕn´1pωq ¨ ui0}8
¯
ď 0.
By the means of considerations on the line of log maxi xi “ maxi log xi it is sufficient to prove
that for any f P CpTdq:
lim sup
nÑ8
sup
nďtďn`T
1
n
„
log
´
Cpβ, ϑn´1ω, 1, T`1q
¯
` log
´
}ϕn´1pωq ¨ f}8
¯
´ log
´
m
`
ϕtpωq ¨ f
˘¯ ď 0,
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which is once more equivalent to the following:
(10) lim sup
nÑ8
1
n
„
log
´
Cpβ, ϑn´1ω, 1, T`1q
¯
` sup
1ďτďT`1
dHpϕn´1`τ pωqf, fq

ď 0.
Let us start with the last term. We can bound:
dHpϕn´1`τ pωq ¨ f, fq ď τpϕτ pϑn´1ωqqdHpϕn´1pωq ¨ f, fq ` dHpϕτ pϑn´1ωq ¨ f, fq ď . . .
ď
n´1ÿ
i“0
n´1ź
j“i`1
τpϕ1pϑjωqqdHpϕ1pϑiωq ¨ f, fq ` sup
1ďτďT`1
dHpϕτ pϑn´1ωq ¨ f, fq.
By Assumption 4.2 sup1ďτďT`1 dHpϕτ pωq ¨ f, fq P L1, hence:
lim
nÑ8
1
n
sup
1ďτďT`1
dHpϕτ pϑn´1ωq ¨ f, fq “ 0
by the ergodic theorem. Nownote that byLebesgue dominated convergence, since dHpϕ1f, fq P
L1, it holds that:
lim
cÑ8
E
„ cź
j“1
τpϕ1pϑjωqqdHpϕ1f, fq

“ 0.
Hence fix ε ą 0 and choose c P N so that the average above is bounded by ε. We can then
estimate once more via the ergodic theorem:
lim sup
nÑ8
1
n
sup
1ďτďT`1
dHpϕn´1`τ pωq ¨ f, fq
ď lim sup
nÑ8
1
n
n´1´cÿ
i“1
i`cź
j“i`1
τpϕ1pϑjωqqdHpϕ1pϑiωq ¨ f, fq ď ε.
This delivers the required result. To deduce (10) we are left with the term containing
Cpβ, ϑnωq. Once more the ergodic theorem and Assumption 4.2 we immediately have that :
lim
nÑ8
1
n
logCpβ, ϑnω, 1, T`1q “ 0.
This concludes the proof of (10).
We pass to the bound backwards in time. Up to replacing T with rT s assume T P N. We
find for T ă n´1 and ´T ď t ď T so that t “ ´T´1`τ with 1 ď τ ď 2T`1:
rh´n1 pω,tq´h8pω, tq´c´npω, t, h10, h20qsα “
“
”
log
´
ϕτ pϑ´T´1ωq
`
ϕn´T´1pϑ´nωq ¨ u10
˘¯´ log ´ϕτ pϑ´T´1ωq`u8pω,´T´1q˘¯ı
α
.
Now since ϕn´T´1pϑ´nωq ¨u10 Ñ u8pω,´T´1q in CpTdq uniformly over u10 there exists a c ą 0
such that
`
ϕnpωq ¨ u10
˘pxq ě c, @x P Td, n P N, u10 P CpTdq. By Assumption 4.2 this implies
that:
inf
u10PCpT
dq
inf
nąT`1
inf
1ďτďT`1
xPTd
ϕτ pϑ´Tωq
`
ϕn´1pϑ´nωq ¨ u10
˘pxq ě cγpϑ´Tω, 1, 2T`1q.
With the above estimate we can follow the interpolation bound (9) and a simpler version of
the steps that follow (indeed, we do not need to apply the ergodic theorem in this case) to
conclude the proof.

5. Examples
We treat two prototypical examples, which show the range of applicability of the previous
results. First, we treat the KPZ equation driven by space-time white noise. In the second
example the noise is taken to be smooth in space (only for simplicity) but fractional in time.
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5.1. KPZ driven by space-timewhite noise. Let the random force η in (1) be space-time
white noise ξ in one spatial dimension. That is, a Gaussian processes indexed by functions
in L2pR ˆ Tq such that:
E
”
ξpfqξpgq
ı
“
ż
RˆT
fpt, xqgpt, xqdt dx.
Then we consider h, u the respective solutions to the equations:
pBt´B2xqh “ pBxhq2`ξ´8, hp0, xq “ h0pxq, pt, xq P Rě ˆ T(11)
pBt´B2xqu “ u ¨ pξ´8q, up0, xq “ u0pxq, pt, xq P Rě ˆ T(12)
where the presence of the infinity “8” indicates the necessity of renormalization. The solu-
tion theory for this equation has been a celebrated result [17, 18, 14] and requires tools as
regularity structures or paracontrolled distributions. We shall use this theory as a black
box, via Lemma 5.1 below. First, let us rigorously define the IDS associated to the equation.
Lemma 5.1. Let Ωkpz “ Hαa pR ˆ Tq for α ă ´1, a ą 12 , F “ BpHαa pR ˆ Tqq and let P be the
law of space-time white noise ξ on Ωkpz. The space pΩkpz,F ,Pq is extended to an ergodic IDS
via the translation group (in the sense of distributions) tϑzuzPZ, which acts by:
ϑzωpt, xq “ ωpt`z, xq, @ω P Ωkpz, t P R, x P T.
There exists a null-set N0 Ď Ωkpz such that Equation (12) admits a solution
Rě Q t ÞÑ ψtpωqu0, @ ω P N c0 , u0 P CpTq
in the sense of [15, Theorem 6.15]. There furthermore exists a continuous RDS ϕ such that:
@ω P Ωkpz, ϕtpωq P LpCpTqq and P
´
ϕtu0 “ ψtu0, @t ě 0, u0 P CpTq
¯
“ 1.
Proof. The fact that space-time white noise ξ lives in Ωkpz as defined above, as well as the
fact that translations induce an ergodic dynamical system is explained in Corollary 5.9. The
path-wise well-posedness of the equation outside of a null-set N0 is proved (among others)
in [15, Theorem 6.15]. Up to enhancing N0 to N0 “
Ť
zPZ ϑ
zN0 we may assume that N0 is
ϑ´invariant. Then we can define ϕpωq “ ψpωq on N c0 and extend it trivially on N0.

The RDS ϕ introduced in the previous lemma falls into the framework of the preceding
sections.
Corollary 5.2. Let ϕ be defined as in Lemma 5.1. Then ϕ satisfies Assumption 4.2 in di-
mension d “ 1 for any β ă 1
2
. In particular, the results of Theorem 4.3 apply.
Since it is slightly technical, we postpone a rigorous proof to the appendix. Here we just
address the main ideas at work.
Remark 5.3. The proof of the previous lemma works as follows. The first property of As-
sumption 4.2 is a consequence of the linearity of the equation, while the second one is a
consequence of a strong maximum principle satisfied by the SPDE [22, 8]. The third prop-
erty is a consequence of the smoothing effect of the Laplacian (the condition β ă 1
2
is due
to the irregularity of space-time white noise). It is straightforward to make this smoothing
effect quantitative and obtain the first average bound appearing in the fourth property. The
last bound requires a quantitative lower bound to (12), which was developed in [23].
Remark 5.4. In the previous lemma we have proven that we can apply Theorem 4.3. The
latter guarantees synchronization up to subtracting constants cpω, tq. In fact it is possible
to choose cpω, tq ” cpωq for a time-independent cpωq. For fractional noise this is proved in
Corollary 5.7 below, where wemake use of the spatial smoothness of the noise to write anODE
for the constant cpω, tq: Equation (15). Backwards in time the same approach guarantees that
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h8 is the unique solution to the KPZ Equation for t P R, up to constant (in time and space)
shifts.
The approach of Corollary 5.7 can be lifted to the space-time white noise setting by defining
the product which appears in the ODE for example in a paracontrolled way. To complete the
argument one then needs to control the paracontrolled, and not only the Hölder norms in
Theorem 4.3. This program appears feasible, but behind the technical scopes of this paper.
5.2. KPZ driven by fractional noise. We now consider fractional noise in time. Let
H P p0, 1q. Formally the noise is given by ηpt, xq “ ξHptq ¨ V pxq for some V P C8pTq and
ξHptq “ BtβHptq for a fractional Brownian motion of parameter H. For convenience, we in-
stead define the noise via its spectral covariance function, see [24, Section 3], namely ξH
is a Gaussian process indexed by functions f : R Ñ R such that ş
R
|τ |1´2H |fˆpτq|2 dτ (with fˆ
being the temporal Fourier transform) with covariance:
E
”
ξHpfqξHpgq
ı
“ cH
ż
R
|τ |1´2H fˆpτqgˆpτq dτ, cH “ Γp2H`1q sin pπHq
2π
.
We can recover the fractional Brownian motion by:
(13) βHt :“
ż t
0
ξHpdsq “ ξHp1r0,tsq in L2pΩkpz;Rq.
Analogously to the previous result we can construct an ergodic IDS associated to ξH , as well
as solve Equation (2) driven by such noise:
(14) pBt´B2xqupt, xq “ ξHptqV pxq ¨ upt, xq, up0, xq “ u0pxq, pt, xq P Rě ˆ T.
We consider mild solutions to this equation, namely u such that:
upω, t, xq “
ż t
0
Pt´srupω, s, ¨qV p¨qspxqξH pω, dsq,
where Pt is the heat semigroup: Ptfpxq “ p4πtq´ d2
ş
Td
fpyqe´ |x´y|
2
4t dy.
Remark 5.5. The motivation behind this example is to prove the concept that the presented
techniques apply also in a non-Markovian setting. In particular, one can easily generalize
this setting to a much wider class of fractional noises, possibly giving rise to a singular
SPDE, as long as there exists a solution theory.
We can now prove that Equation (14) falls in the framework of the theory in the previous
sections.
Lemma 5.6. Let Ωkpz “ Hαa pRq for α ă H´1, a ą 12 , F “ BpHαa pRqq and let P be the law of
the fractional noise ξH on Ωkpz. The space pΩkpz,F ,Pq is extended to an ergodic IDS via the
integer translation group (in the sense of distributions) tϑzuzPZ, which acts by:
ϑzωptq “ ωpt`zq, @ω P Ωkpz, t P R.
Moreover, there exists a null-setN0 such that for every ω P N c0 Equation (12) admits a solution:
Rě Q t ÞÑ ψtpωqu0, @ u0 P CpTq.
There furthermore exists a continuous RDS ϕ such that:
@ω P Ωkpz, ϕtpωq P LpCpTqq and P
´
ϕtu0 “ ψtu0, @t ě 0, u0 P CpTq
¯
“ 1.
Finally, ϕ satisfies Assumption 4.2 in d “ 1 for any β ą 0.
Proof. The fact that ξH takes values in Ωkpz and that pΩkpz,F ,P, ϑq generates an ergodic dy-
namical system follows from Corollary 5.9. Let us pass to the well-posedness of the system.
To solve the equation above, consider the field Xpω, t, xq solving
pBt´B2xqXpω, t, xq “ ξHpω, tqV pxq, Xpω, 0, xq “ 0, @pt, xq P Rě ˆ T.
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and let us prove that there exists a ϑ´invariant null-set N0 such that for all ω P N c0 the
process pt, xq ÞÑ Xpω, t, xq lies inClocpr0,8q;CγpTqq for any γ ą 0. Indeed, by the construction
in Equation (13) and the Kolmogorov continuity criterion we can find a ϑ´invariant null-
set N0 such that for ω P N c0 there exists a process t ÞÑ βHpω, tq P Clocpp´8,8q;Rq such that
ξHpωq “ BtβHpωq in the sense of distributions. Then we write, by integration by parts:
Xpt, xq “
ż t
0
Pt´sV pxqξHpdsq “
ż t
0
βHpsqpPt´sB2xV qpxqds` V pxqβHptq ´ pPtV qpxqβH p0q.
Hence the result concerningX is proved. Now, the solution u to Equation (14) can bewritten
as u “ eXw, with w solving:
pBt´B2xqwpω, t, xq “ 2BxXpω, t, xqBxwpω, t, xq ` pBxXq2pω, t, xqwpω, t, xq, wpω, 0, xq “ u0pxq.
In view of the smoothness of Xpωq for ω P N c0 the above random PDE can be solved on N c0
with classical results from PDE theory. Moreover the solution w lives in Clocpr0,8q;CγpTqq
for any γ ą 0. Since the null-set N0 is ϑ´invariant and does not depend on the initial time
t “ 0 we can construct ϕ on Ωkpz by setting it to zero on N0.
The fact that ϕ satisfies Assumption 4.2 is simpler than and follows similarly to the proof
of Corollary 5.2, so we refer to the latter. 
Corollary 5.7. The results of Theorem 4.3 hold for ϕ defined as above. Moreover, for any
h10, h
2
0 P CpTq the constant cpω, t, h10, h20q in the theorem can be chosen independent of time.
Similarly, h8pωq is the unique solution to Equation (14) for times t P R, up to a constant
(random) shift.
Proof. By the previous lemma it is clear that we can apply Theorem 4.3. Let us discuss
the constants cpω, t, h10, h20q. For the first point, it is sufficient to prove that there exists a
constant cpω, h10, h20q such that for every ω P rΩ (for an invariant set rΩ of full P´measure) and
any T ą 0:
lim sup
nÑ8
1
n
log sup
tPrn,n`T s
|cpω, t, h10, h20q´cpω, h10, h20q| ă 0.
Note that the theorem implies the convergence:
lim sup
nÑ8
1
n
sup
tPrn,n`T s
log }Πˆph1pω, tq´h2pω, tqq}α ă 0,
for any α ą 0, where Πˆ is defined for f P CpTq as Πˆf “ f´
ş
T
fpxqdx, so that we can
actually choose the constants to be:
cpω, t, h10, h20q “
ż
T
h1pω, t, xq´h2pω, t, xqdx.
Since hi is a solution to the KPZ Equation one has:
(15) Btcpω, t, h10, h20q “
ż
T
Bxph1´h2qBxph1`h2qpω, t, xqdx.
Now, in view of the result p1q of Theorem 4.3 we find that:
lim sup
nÑ8
1
n
sup
tPrn,n`1s
log |Btcpω, t, h10, h20q| ă 0.
In particular this implies that there exists a constant cpω, h10, h20q :“ limtÑ8 cpω, t, h10, h20q and
in addition
|cpω, h10, h20q´cpω, t, h10, h20q| ď
ż 8
t
|Bscpω, s, h10, h20q|ds À e´dpωqt,
for some dpωq ą 0, which proves the required result.
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We pass to the last statement. Let h8 be the solution to the KPZ equation for t P
R obtained from Theorem 4.3. Suppose h8 is a second solution. The uniform depen-
dence on h10 in Point p2q of Theorem 4.3 guarantees that there exists c8pω, tq such that
h8pω, t, xq´h8pω, t, xq “ c8pω, tq. Since t ÞÑ c8pω, tq solves the same ODE as above with
h1, h2 replaced by h8, h8 we have that cpω, tq ” cpωq is time-independent.

5.3. Mixing of Gaussian fields. Let us state a general criterion which ensures that a
possibly infinite-dimensional Gaussian field is mixing (and hence ergodic). This is a simple
generalization of a classical result for one-dimensional processes, cf. [9, Chapter 14]. We
indicate with B˚ the dual of a Banach space B and write x¨, ¨y for the dual pairing.
Proposition 5.8. Let B be a separable Banach space. Let µ be a Gaussian measure on
pB,BpBqq and ϑ : N0 ˆB Ñ B a dynamical system which leaves µ invariant. Denote with ξ
the canonical process on B under µ. The following condition
lim
nÑ8
Covpxξ, ϕy, xϑnξ, ϕ1yq “ 0, @ϕ,ϕ1 P B˚
implies that the system is mixing, that is for all A,B P BpBq:
lim
nÑ8
µpAX ϑ´nBq “ µpAqµpBq.
Proof. First, we reduce ourselves to the finite-dimensional case. Indeed, note that the se-
quence pξ, ϑnξq is tight in B ˆ B, because ϑ leaves µ invariant. Furthermore, tightness
implies that the sequence is flatly concentrated (cf. [10, Definition 2.1]), that is for every
ε ą 0 there exists a finite-dimensional linear space Sε Ď BˆB such that:
P
`pξ, ϑnξq P Sε˘ ě 1´ε.
Hence, it is sufficient to check the mixing property for A,B P BpSεq.
This means that there exists an n P N and ϕi P B˚ for i “ 1, . . . , n such that we have to
check the mixing property for the vector:
ppxξ, ϕiyqi“1,...,n, pxϑnξ, ϕiyqi“1,...,nq.
In this setting and in view of our assumptions the result follows from [12, Theorem 2.3].

Corollary 5.9. Let ξ be space-time white noise on Rˆ T. Then ξ is supported in Hαa pRˆ Tq
for any α ă ´1 and a ą 1{2 and its law P induces a mixing IDS pHαa pR ˆ Tq,BpHαa q,P, ϑq,
with
ϑzξpt, xq “ ξpt`z, xq,
in the sense of distributions.
Similarly, let ξH be fractional noise on R. Then ξH is supported inHαa pRq for any α ă H´1
and a ą 1{2 and its law PH induces a mixing IDS pHαa pTq,BpHαa q,PH , ϑq, with
ϑzξHptq “ ξHpt`zq
in the sense of distributions.
Proof. Let us start with space-time white noise. The regularity result is actually sub-
optimal and well understood, so we leave it as an exercise to the reader. We have to check
the condition on the covariances. Here it is sufficient to observe that for ϕ,ϕ1 P C8c pR ˆ Tq:
Covpxξ, ϕy, xξ, ϕ1yq “ 0 by independence in time and compact support, as soon as n is large
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enough. Let us pass to the fractional noise. For clarity we prove also the regularity result.
Here one can estimate:
E
”
}∆jξHp¨q{x¨ya}2L2
ı
“
ż
R
1
p1`|t|q2aE
“|∆jξHptq|2‰ dt Àa sup
tPR
E
“|∆jξHptq|2‰
“ cH
ż
R
|τ |1´2H̺2j pτqdτ À 2jp2´2Hq,
where we used that 2a ą 1 and that for j ě 0 ̺jp¨q “ ̺p2´j¨q for a function ̺ with support in
an annulus. As for the covariance condition, we have for ϕ,ϕ1 P C8c pTq:
CovpxξH , ϕy, xϑnξH , ϕ1yq »
ż
R
|τ |1´2Heinτ ϕˆpτqϕˆ1pτqdτ “ pψH ˚ ϕ ˚ ϕ1qpnq Ñ 0 for nÑ8.
with ψHptq “ pF´1r| ¨ |1´2Hsqptq. This concludes the proof.

Appendix A. Proof of Corollary 5.2
In the following we will prove that the required assumptions are satisfied for all ω P N c0 for
a null-set N0. We can make this set ϑ´invariant by defining N “
Ť
zPZ ϑ
zN0.
Property 1. We can formally define the kernel by Kpω, t, x, yq “ ϕtpωqpδyqpxq, where δy
indicates a Dirac δ centered at y. This can be given rigorous meaning to, for example in [15,
Section 6], where the authors prove that there exists an ε ą 0 such that for almost all ω, for
any choice of 0 ă S ă T and all t P rS, T s the function ϕt can be extended to a map:
(16)
ϕtpωq : Bζp,8pTq Ñ CβpTq such that
sup
SďtďT
}ϕtpωqu0}CβpTq À Cpω, β, ζ, p, S, T q}u0}Bζp,8 ,
for any β ă 1
2
, ζ ą ´ε and any p ě 1 (note that the target space of ϕt is at first just Bβp,8pTq:
by repeatedly applying this result together with Besov embeddings, since we look at t ą S
and do not require uniform bounds in t near to zero the here claimed result follows). We
can thus conclude the continuity of the kernel K if we can prove that tδyuyPT Ď B´γ1,8 for any
γ ą 0, together with the continuity: limxÑy δx “ δy in B´γ1,8pTq. In particular, we shall prove
the following:
}δx ´ δy}B´γ1,8pTq ď L|x´ y|
γ , @x, y P T,
for some L ą 0. We divide the proof in two steps. Recall that by definition we have to
bound supjě´1 2
´γj}∆jpδx ´ δyq}L1 . Hence we choose j0 as the smallest integer such that
2´j0 ď |x ´ y|. We first look at small scales j ě j0 and then at large scales j ă j0. For
small scales, by the Poisson summation formula, since ̺jpkq “ ̺0p2´jkq, and by defining
Kjpxq “ F´1R ̺jpxq “ 2jKp2jxq for some K P SpRq (the space of tempered distributions):
2´γj
››∆jpδx ´ δyq››L1 ď |x´ y|γ
ż
R
2j |Kp2jpz ´ xqq ´Kp2jpz ´ yqq|dz
À |x´ y|γ
ż
R
2j |Kp2jzq|dz À |x´ y|γ .
While for large scales, since we have |2jpx´yq| ď 1, applying the Poisson summation for-
mula, by the mean value theorem and since K P SpRq (the Schwartz space of functions):
2´γj
››∆jpδx ´ δyq››L1 ď 2´γj
ż
|Kpzq ´Kpz ` 2jpx´yqq|dz
ď |x´ y|γ
ż
max
|ξ´z|ď1
|Kpξq ´Kpzq|
|ξ ´ z|α dz À |x´ y|
γ .
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Hence the result follows.
Property 2. The upper bound δpω, S, T q is a simple consequence of the continuity of the
kernelK and Equation (16). The lower bound γpω, S, T q is instead a consequence of a strong
maximum principle which is satisfied almost surely by the equation. Such property is the
consequence of Müller’s principle [22], see also [8, Theorem 5.1].
Property 3. This property is implied by Equation (16), observing that CαpTq “ Bα8,8pTq
for any α P RězN0.
Property 4. Let us start with the average bound for Cpω, β, S, T q (which without loss
of generality we can consider equal to Cpω, β,´ ε
2
,8, S, T q in the notation of (16)). Note
that such constant is derived from Schauder estimates by a Gronwall-type argument and
is formally of the form
Cpω, β, S, T q “ Apβ, S, T qeApβ,S,T q}ξpωq}q
for some q ě 1, some appropriate norm of ξ and a deterministic constant A. Since the
equation is singular, the norm of ξ has to be replaced with the norm of an enhanced version
of the noise, see [15, Definition 4.1]. We thus find (a rigorous proof is provided by [23,
Theorem 5.5 and Section 5.2]) for some some Apβ, S, T q, q ą 0:
sup
tPrS,T s
}ϕtpωqf}β ď Apβ, S, T qeApβ,S,T q}Ypωq}
q
Ykpz }f}8.
Then we have E log
`
Cpβ, S, T q˘ ÀS,T 1 ` E“}Y}qYkpz‰ ă 8. Indeed the different norms ap-
pearing in Y lie essentially in some Wiener-Itô chaos and thus have bounded polynomial
moments of any order, cf. [15, Section 9].
We then pass to the second bound. Since by the triangle inequality the bound does not
depend on the choice of f , set f “ 1. It is thus enough to prove that:
E sup
SďtďT
} log pϕtpωq1q}8 ă 8.
Here the problem is the lower bound to the logarithm (an estimate for the upper bound
follows as in the previous case). We already established that the norm above is almost
surely finite via Property 1, where we used a strong maximum principle as in [22, 8], but
these provide no quantitative lower bound for the solution, so we cannot use their results
to derive the required conditions. Instead the result follows by [23, lemma 3.10]. Although
there the equation is considered on the entire real line (and thus weights are present) the
same arguments apply on the torus and it is possible to bound:
´ log pϕtpωq1q ď Zpω, tq` log pupω, tqq,
where Zpω, tq is a process whose supremum norm can be bounded by a random variable
which lives in some finite Wiener-Itô chaos (and thus has finite expectation) and u solves a
linear equation similar to the stochastic heat equation. Thus the average bound follows as
in the first part, rigorously by applying [23, Theorem 5.5] to u.
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