This paper assesses the East African Community's (EAC) effectiveness in integrating member countries by lowering total bilateral trade costs. First, information is provided on the size and distribution of bilateral trade costs among 16 manufacturing industries over the period 1990~2012 for a sample comprising five EAC countries and 87 of their trade partners. The estimates indicate that it costs on average three times more for an EAC country to trade manufactured goods with another EAC country than to trade those goods domestically. The estimates also indicate that it costs on average eight times more for an EAC country to trade manufactured goods with a non-EAC country than to trade those goods domestically. This paper then shows the importance of natural and policyrelated factors in determining the trade costs.
I. Introduction
There is little information in the empirical literature on trade in Africa that considers the size and distribution of cross-border trade costs among manufacturing industries. Yet this information is essential for micro-level analysis of trade policy effects. This paper fills this information gap in the empirical literature by focusing on these aspects of trade in East African countries.
This paper uses the total bilateral trade costs measure, which captures all the costs of trading a good between two countries relative to the cost of trading it domestically in each of the trading countries. Fully integrated trading partners would have a total bilateral trade costs value of 1, meaning that the cost of international trade would be equal to the cost of domestic trade. The total bilateral trade costs are estimated using the inverse-gravity method developed in Chen and Novy (2011) , which is based on the theoretical framework for the gravity equation presented in van Wincoop (2003, 2004) .
Total bilateral trade cost estimates at a disaggregated level of production for advanced economies have been analyzed in the empirical literature (Chen and Novy 2011 , Jacks et al. 2010 , 2011 , Novy 2013 . Analysis of trade costs for developing economies (including those in Africa) is limited to an aggregated level of production, that is, at the International Standard Industrial Classification (ISIC) one-digit level (Arvis et al. 2016 ). The present paper extends the literature by estimating and analyzing the total bilateral trade costs related to manufactured goods at the ISIC Revision (Rev.) 3 two-digit level of production for East African countries.
This paper first presents estimates of total bilateral trade costs for member countries of the East African Community (EAC) with respect to each other and 87 of their trade partners. The paper then assesses the effectiveness of EAC membership in integrating member countries by way of lowering the total bilateral trade costs.
Trade policies have been implemented by EAC governments to lower the cost of crossborder trade among member countries. Among these policy measures is elimination of import tariffs, reforms to customs procedures, and infrastructure upgrades. The extent to which these policies have lowered the total cost of engaging in cross-border trade for manufacturing industries in the region remains to be determined. To determine this, industry-level total bilateral trade cost estimates for the EAC are required, but there is a lack of these in the empirical literature.
The purpose of this paper is to estimate the total bilateral trade costs of EAC countries for 16 industries in the manufacturing sector. The paper focuses on the industry-level because working with disaggregated data paints a more accurate picture of trade costs. The paper answers the question: How high are the total bilateral trade costs facing manufacturing industries in the EAC? Credible estimates of total bilateral trade costs would have the expected relationship with known proxies of trade costs as established in the gravity literature.
Practical methods to derive comprehensive measures of cross-border trade costs have been developed based on the gravity equation (Jacks et al. 2010 , 2011 , Chen and Novy 2011 , Novy Vol.34 No.1, March, 2019 .1 038~085 Sheila Mwendwa Kaminchia http://dx.doi. org/10.11130/jei.2019.34.1.038 jei 40 2013). "Practical" is in the sense that not all trade costs can be observed to be captured in data, and not all trade costs are the same for every cross-border transaction so collating and aggregating data on individual transactions would be necessary (Jacks et al. 2011) . One such method of doing so is the inverse-gravity framework presented in Chen and Novy (2011) . The framework adopts a broad definition of trade costs as all the "costs incurred in getting a good to a final user other than the marginal cost of producing the good itself" (Anderson and van Wincoop 2004, p. 691) . This definition permits a wide range of determining factors of trade frictions, including marketing and sales-related costs, taxes, transportation, customs procedures, payments, financing and insurance, language differences, exchange rate arrangements, and trade agreements (Jacks et al. 2011, Anderson and van Wincoop 2004) .
The framework of Chen and Novy (2011) infers a single measure of all these trade costs from observed production and trade flow data. This is done by combining four unidirectional, industry-level gravity equations to obtain an expression that defines the ratio of bilateral to domestic trade costs in terms of the ratio of domestic to bilateral trade flows, which is scaled by an industry-specific elasticity of substitution parameter. The single measure is specific to a country-pair and industry, and it gives the size of all the costs of trading a good between two countries relative to the cost of trading the good domestically in each country. Studies that have applied this method to data for advanced economies find the total bilateral trade costs estimates have the expected relationship with known proxies for trade frictions among those countries (Jacks et al. 2010 , 2011 , Novy 2013 ).
The method is particularly useful to the present study because it permits the total bilateral trade costs to be calculated from disaggregated data on production and bilateral trade flows. The estimates derived from EAC data will therefore vary each year by country-pair at the industry level. The estimates can then be used to analyze trade policy effects over time across industries and by trade partner. One issue with the inverse-gravity method of Chen and Novy (2011) , however, is that the total bilateral trade costs estimates depend on assumptions made about the elasticity of substitution parameter. This paper exploits the availability of data on production and export values for manufactured goods classified at the ISIC Rev.3 two-digit level for five EAC countries: Burundi, Kenya, Rwanda, Tanzania, and Uganda. Estimates of total bilateral trade costs are calculated for 16 industries and for trade between the five EAC countries and 87 of their trade partners in each year of period 1990~2012. Elasticity of substitution estimates are first calculated following the method in Feenstra (1994) , which are then used to calculate total bilateral trade costs following the method of Chen and Novy (2011) . The resulting elasticity of substitution estimates for the 16 industries range from 3 to 14 and average 7. The estimates vary across industries and are assumed to be the same for the entire EAC market. The total bilateral trade costs estimates average eight (excluding outliers for two industries: nonmetallic mineral products and coke manufacturing, and refined petroleum products). This means that it costs an EAC country on average eight times more to trade manufactured goods with another country than to trade the goods domestically.
In terms of the distribution of total bilateral trade costs across country-pairs, the trade costs estimates are larger with respect to trade partners located farther away from the EAC The Determinants of Trade Costs in the East African Community jei 41 and are smaller with respect to coastal partners as well as with EAC countries that share a trade agreement and colonial history. Regression results show that for EAC countries, trade agreements are an important determinant of total bilateral trade costs even after controlling for geographical distance. Additionally, higher responses of total bilateral trade costs to the determinants are obtained from industry-level total bilateral trade costs as compared with responses estimated from sector-level total bilateral trade costs (that is, total manufacturing). In terms of trends over time, the total bilateral trade costs estimates for intra-EAC trade turn downwards after 1999 from an average of three to two, which coincides with the enforcement of the EAC Treaty in 2000. Total bilateral trade costs for extra-EAC trade, however, shows an upward trend from an average of seven to 10. Subsequent Ordinary Least Squares (OLS) regressions show EAC trade agreement to be an important determinant of total bilateral trade costs.
In terms of the distribution of total bilateral trade costs estimates across industries, industries producing goods characterized by higher weight-to-value ratios and higher import tariff rates have higher total bilateral trade costs. Regression results also show heterogeneous influences of the determinants on total bilateral trade costs across industries. The EAC trade agreement is found to have a weaker influence on the total bilateral trade costs of industries that predominantly trade outside the region.
Robustness checks are conducted to assess how the total bilateral trade costs estimates change with the choice of elasticity of substitution parameter. The checks reveal that total bilateral trade costs calculated using an industry-specific elasticity of substitution parameter are larger in size and variance compared to estimates derived using an elasticity of substitution parameter that is common across industries. Chen and Novy (2011) find it suitable to estimate total bilateral trade costs using an elasticity of substitution parameter that is measured at the same level of disaggregation to adequately capture industry-level effects.
This paper is related to the literature that estimates and analyzes total bilateral trade costs (Jacks et al. 2010 , 2011 , Chen and Novy 2011 , Novy 2013 . This literature has identified geographical distance, transportation costs, technical barriers to trade, and public bureaucracy as important contributors to total bilateral trade costs. The estimated total bilateral trade costs are found to be lower in the presence of a common border, language, colonial ties, and religion as well as membership in a regional trade agreement, higher level of industrialization, and a fixed exchange rate regime. The studies also find a negative relationship between cross-border trade costs and cross-border trade flows, with the strength of the relationship dependent on whether disaggregated production data is used, and on the import content of traded goods (Milner and McGowan 2013) . Specific to EAC countries, there are total bilateral trade costs estimates derived using the Chen and Novy (2011) method at an aggregated level of production published in the ESCAP-World Bank trade costs database. These estimates for the period 1996~2010 are analyzed in Arvis et al. (2016) . The present study contributes to this literature total bilateral trade costs estimates at the two-digit level of production for EAC countries and evidence on the determinants thereof.
The rest of this paper is organized as follows: an overview of the pattern of production and trade in manufactured goods in the EAC is provided in Section 2. Section 3 provides During the period 1990~2012, food and beverages made up most of the manufactured output of EAC countries (see Figure 2 and Panel A of Appendix 1). Other notable industries were those producing chemicals and chemical products, non-metallic mineral products, basic metals, and rubber and plastics products. Over time, the composition of EAC manufactured output did not change significantly. (1990~2012) (Source) Author's calculations based on data from INDSTAT2 online database Little of this output was traded within the EAC and in general. About 1% of Kenya's manufactured food and beverages was exported within the EAC while Tanzania exported 2%, compared with 7% of manufactured food and beverages exported outside the EAC by each country (see Panels B and C of Appendix 1).
Figure 2. Composition of manufactured output of EAC countries
1 Kenya, however, exported a larger share of its output of chemicals and chemical products, basic metals, and rubber and plastics products within the EAC. Tanzania exported a larger share of its output of refined petroleum products within the EAC while Uganda exported a comparably larger share of basic metals, chemicals (1990~2012) (Source) Author's calculations based on data from COMTRADE online database.
Figure 3. Composition of trade in manufactured goods by EAC countries
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The list of trade partners sampled in this study is provided in Appendix 2. 
III. Data Description
Sample: The sample for this study comprises annual data for the period 1990~2012 for five EAC countries, namely Burundi, Kenya, Rwanda, Tanzania, and Uganda, and 87 non-EAC countries. In total, the sample has 260 country-pairs, with 10 comprising an EAC exporter and an EAC importer (representing intra-EAC trade) and 250 comprising an EAC exporter and a non-EAC importer (representing extra-EAC trade). See Appendix 2 for the list of countries and territories included in the sample. Sixteen ISIC Rev.3 categories at the two-digit level are sampled; this list is provided in Appendix 3. The panel is not balanced and reflects the availability of data on domestic production and two-way export flow values in manufactured goods for a country-pair.
Domestic production: Data on domestic production is comprised of the output values for the 16 manufactured product groups measured in current US dollars. The data is sourced from the United Nations Industrial Development Organization's Industrial Statistics (INDSTAT2) 2015 online database. Data is available for all countries in the sample until 2012 but with gaps. Data gaps for Egypt, Kenya, South Africa, Tunisia, Uganda, and Zambia are filled by extrapolation using indices of industrial production from INDSTAT2 and inflating the indices using the gross domestic product (GDP) deflator for each country. Data on the GDP deflator is sourced from the World Bank's World Development Indicators (WDI).
Data for Tanzania for the period 2008~2012 comprises the gross output of industrial establishments with 10 or more workers measured in millions of Tanzania shillings. The data is published by the Tanzania National Bureau of Statistics in the Statistical Abstract. The data captures about 99% of total output from the manufacturing sector in Tanzania. The data is converted to current US dollars using the annual average exchange rate between the Tanzania shilling and the US dollar, which is obtained from WDI. The output data is then extrapolated backward to 2000 using indices of industrial production (obtained from INDSTAT2) and then inflated using the GDP deflator for Tanzania. From 1994 to 1999, the data is output values reported in INDSTAT2.
Domestic production data for Rwanda during the period 1999~2012 is GDP measured at current prices in billions of Rwandan francs, converted to US dollars using the annual average exchange rate between the Rwandan franc and the US dollar. Production data is sourced from the GDP-National Accounts, 2015 Statistical Report of the National Institute of Statistics of Rwanda (NISR). This data is grouped into eight broad product categories, which were split into 16 ISIC groups using the product line weights used to construct Rwanda's producer price index that are published in the Statistical Yearbook 2015 of the NISR. The exchange rate data for Rwanda is from WDI.
Trade flows: Trade flow data is bilateral export and import volume (measured in kilograms) and export and import values (measured in US dollars) sourced from the United Nations Commodity Trade Statistics (COMTRADE) online database. For each country-pair in the sample, each ISIC category, and each year from 1990 to 2012, I collect data on the 
IV. Theoretical Background of the Estimation of Total Bilateral
Trade Costs
A. The gravity equation
Estimates of total bilateral trade costs are derived from data on production and exports of manufactured goods based on the theoretical framework developed in Anderson and van Wincoop (2003) . In this framework, trade of goods between two countries is assumed to be demand-driven. The utility that consumers derive from consumption is defined in terms of a constant elasticity of substitution function that sums up expenditure on consumed goods weighted by the degree of substitutability among goods that are available for consumption. Demand in country j for goods produced in country i is expressed in the form of a gravity equation defined as follows: Cost, insurance, and freight valuation. Anderson and van Wincoop (2003) . In this framework, trade of goods between two countries is assumed to be demand-driven. The utility that consumers derive from consumption is defined in terms of a constant elasticity of substitution function that sums up expenditure on consumed goods weighted by the degree of substitutability among goods that are available for consumption. Demand in country j for goods produced in country i is expressed in the form of a gravity equation defined as follows:
where x ij denotes exports from country i to country j, y i denotes GDP of country i, y j denotes GDP of country j, y W is world GDP, t ij denotes the trade cost factor between countries i and j, P i and P j are the consumer price indices of country i and j, respectively, and σ denotes the elasticity of substitution between goods. The trade cost factor t ij captures all the costs of exporting goods from country i to country j such as transportation and information costs. The consumer price indices P i and P j are defined in terms of t ij as follows:
where x ij denotes exports from country i to country j, y i denotes GDP of country i, y j denotes GDP of country j, y W is world GDP, t ij denotes the trade cost factor between countries i and j, P i, and P j are the consumer price indices of country i and j, respectively, and σ denotes the elasticity of substitution between goods. The trade cost factor t ij captures all the costs of exporting goods from country i to country j such as transportation and information costs. The consumer price indices P i and P j are defined in terms of t ij as follows:
where β i is a positive distribution parameter, p i is country i's export price net of crossborder trade costs, and θ j is country j's share in world GDP, that is � � = � � � � . Lower price indices imply lower trade costs with all countries. P i and P j therefore measure multilateral resistance as they capture how easily country i and country j trade with all countries. The price indices introduce substitutability in bilateral trade as they capture developments in the world market that affect bilateral trade between country i and country j. Not accounting for third party trade developments would lead to erroneous attribution of all the effect of a trade barrier on bilateral trade, to developments between countries i and j. Equation (1) states that exports from country i to country j increase with an increase in total production of country i (proxied by y i ) and with an increase in the total expenditure of country j (proxied by y j ). The flow of goods from country i to country j is however moderated by a higher value of world output (proxied by y W)
. On the other hand, the bilateral trade flow declines with an increase in bilateral trade costs t ij , a reduction in the multilateral resistance of the two countries (proxied by P i P j ), and with an increase in the sensitivity of consumers to the relative price of goods (captured by σ).
A merit of this framework is that it accounts for pure trade costs separately from production and consumption patterns of goods. However, there are practical challenges with implementing equation (1) empirically. First, the bilateral trade costs term (t ij ) is
where β i is a positive distribution parameter, p i is country i's export price net of cross-border trade costs, and θ j is country j's share in world GDP, that is where x ij denotes exports from country i to country j, y i denotes GDP of country i, y j denotes GDP of country j, y W is world GDP, t ij denotes the trade cost factor between countries i and j, P i, and P j are the consumer price indices of country i and j, respectively, and σ denotes the elasticity of substitution between goods. The trade cost factor t ij captures all the costs of exporting goods from country i to country j such as transportation and information costs. The consumer price indices P i and P j are defined in terms of t ij as follows:
A merit of this framework is that it accounts for pure trade costs separately from production and consumption patterns of goods. However, there are practical challenges with implementing equation (1) empirically. First, the bilateral trade costs term (t ij ) is . Lower price indices imply lower trade costs with all countries. P i and P j therefore measure multilateral resistance as they capture how easily country i and country j trade with all countries. The price indices introduce substitutability in bilateral trade as they capture developments in the world market that affect bilateral trade between country i and country j. Not accounting for third party trade developments would lead to erroneous attribution of all the effect of a trade barrier on bilateral trade, to developments between countries i and j. Equation (1) states that exports from country i to country j increase with an increase in total production of country i (proxied by y i ) and with an increase in the total expenditure of country j (proxied by y j ). The flow of goods from country i to country j is however moderated by a higher value of world output (proxied by y W ). On the other hand, the bilateral trade flow declines with an increase in bilateral trade costs t ij , a reduction in the multilateral resistance of the two countries (proxied by P i P j ), and with an increase in the sensitivity of consumers to the relative price of goods (captured by σ).
A merit of this framework is that it accounts for pure trade costs separately from production and consumption patterns of goods. However, there are practical challenges with implementing Equation (1) empirically. First, the bilateral trade costs term (t ij ) is not readily measurable since not all trade costs can be observed and those that are observable have data limitations. The multilateral resistance terms are also difficult to measure as price indices only reflect costs that are paid for using money (Anderson and van Wincoop 2003) . Third, estimates of elasticity of substitution (σ) are sensitive to the level of aggregation of trade flows. The practice in the literature is to use time-varying, country-specific fixed effects to Vol.34 No.1, March, 2019 .34.1 038~085 Sheila Mwendwa Kaminchia http://dx.doi.org/10.11130/jei.2019 jei 48 proxy the multilateral resistance terms (Feenstra 2004) or to reorganize the gravity equation and replace the terms with more readily measurable controls. The latter approach is the one adopted in Chen and Novy (2011) . Chen and Novy (2011) explore the size and sources of bilateral trade costs across countrypairs and industries of the European Union (EU) using a single measure of trade costs. The single measure of trade costs captures external trade costs relative to domestic trade costs. This measure is derived from the gravity model of Anderson and van Wincoop (2004) , which is the industry-level version of the gravity model (Equation (1)) presented in Anderson and van Wincoop (2003) . The move from the aggregate to the disaggregated gravity equation is permitted by "trade separability," meaning that an industry's production of and expenditure on a good can be determined independently of the prices of goods from other industries (Anderson and van Wincoop 2004) . The method used to calculate the industry-specific elasticity of substitution parameter that is required in the gravity equation follows Imbs and Mejean (2009), Feenstra (1994) , and Broda and Weinstein (2006) .
To obtain the formula for calculating the single trade costs measure, Chen and Novy (2011) multiply an industry-level version of Equation (1) with a corresponding equation for the exports of industry k goods from country j to country i to get the following equation:
level of aggregation of trade flows. The practice in the literature is to use time-varying, country-specific fixed effects to proxy the multilateral resistance terms (see for instance Feenstra 2004) or to reorganize the gravity equation and replace the terms with more readily measurable controls. The latter approach is the one adopted in Chen and Novy (2011) . Chen and Novy (2011) explore the size and sources of bilateral trade costs across country-pairs and industries of the European Union (EU) using a single measure of trade costs. The single measure of trade costs captures external trade costs relative to domestic trade costs. This measure is derived from the gravity model of Anderson and van Wincoop (2004) , which is the industry-level version of the gravity model (Equation (1)) presented in Anderson and van Wincoop (2003) . The move from the aggregate to the disaggregated gravity equation is permitted by "trade separability," meaning that an industry's production of and expenditure on a good can be determined independently of the prices of goods from other industries (Anderson and van Wincoop 2004) . The method used to calculate the industry-specific elasticity of substitution parameter that is required in the gravity equation follows Imbs and Mejean (20090, Feenstra (1994) , and Broda and Weinstein (2006) .
To obtain the formula for calculating the single trade costs measure, Chen and Novy (2011) multiply an industry-level version of equation (1) with a corresponding equation for the exports of industry k goods from country j to country i to get the following equation: The gravity equation for domestic trade in country i in industry k goods is defined as follows:
where t k ii denotes the cost of trading in industry k goods within country i. Equation (2.2a) is rearranged to obtain the following expression:
In equation (2.2b), the difficult to measure multilateral resistance terms P i k and P j k , are expressed as a function of expenditure shares and trade costs. This is because domestic trade increases with multilateral resistance. Equation (2.2b) and the analogous one for country j are substituted into equation (2) to obtain the following expression:
In Equation (2.2b), the difficult to measure multilateral resistance terms P i k and P j k , are expressed as a function of expenditure shares and trade costs. This is because domestic trade increases with multilateral resistance. Equation (2.2b) and the analogous one for country j are substituted into Equation (2) to obtain the following expression:
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To avoid making assumptions about whether or not trade cost factors t k ij and t k ji are asymmetric (Chen and Novy 2011 p. 208) , the square root of equation (2.2c) is taken to obtain a measure of average bilateral relative trade barrier (or the inverse of bilateral trade integration) between country i and country j for industry k, denoted by
as follows:
The total bilateral trade costs measure � �� � is higher if the value of domestic trade in industry k goods in either country i or j is larger than the value of trade in the goods between the two countries, which implies that cross-border trade costs are higher than domestic trade costs. Additionally, the less sensitive consumers are to the relative prices of industry k goods (σ k is low), the higher the cross-border trade costs are likely to be. Equation (3) is used in this paper to estimate total bilateral trade costs between EAC countries and their trade partners for 16 manufacturing industries over the period 1990~2012. The method is appealing because it permits the use of disaggregated data on production and exports and is easy to implement. (Chen and Novy 2011, p. 208) , the square root of Equation (2.2c) is taken to obtain a measure of average bilateral relative trade barrier (or the inverse of bilateral trade integration) between country i and country j for industry k, denoted by domestic trade increases with multilate one for country j are substituted into e
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The total bilateral trade costs me in industry k goods in either country i between the two countries, which imp domestic trade costs. Additionally, t prices of industry k goods (σ k is low), to be. Equation (3) is used in this pap EAC countries and their trade partner 1990~2012. The method is appealing on production and exports and is easy , as follows:
domestic trade increases with multilateral resistance. Equation (2.2b) and the analogous one for country j are substituted into equation (2) to obtain the following expression:
The total bilateral trade costs measure � �� � is higher if the value of domestic trade in industry k goods in either country i or j is larger than the value of trade in the goods between the two countries, which implies that cross-border trade costs are higher than domestic trade costs. Additionally, the less sensitive consumers are to the relative prices of industry k goods (σ k is low), the higher the cross-border trade costs are likely to be. Equation (3) is used in this paper to estimate total bilateral trade costs between EAC countries and their trade partners for 16 manufacturing industries over the period 1990~2012. The method is appealing because it permits the use of disaggregated data on production and exports and is easy to implement.
(3)
The total bilateral trade costs measure
In equation (2.2b), the difficult to measure multilateral resis are expressed as a function of expenditure shares and trade domestic trade increases with multilateral resistance. Equation (2 one for country j are substituted into equation (2) To avoid making assumptions about whether or not trade are asymmetric (Chen and Novy 2011 p. 208) , the square roo taken to obtain a measure of average bilateral relative trade ba bilateral trade integration) between country i and country j for
The total bilateral trade costs measure � �� � is higher if the v in industry k goods in either country i or j is larger than the valu between the two countries, which implies that cross-border trad domestic trade costs. Additionally, the less sensitive consum prices of industry k goods (σ k is low), the higher the cross-bord to be. Equation (3) is used in this paper to estimate total bilate EAC countries and their trade partners for 16 manufacturing ind 1990~2012. The method is appealing because it permits the us on production and exports and is easy to implement. is higher if the value of domestic trade in industry k goods in either country i or j is larger than the value of trade in the goods between the two countries, which implies that cross-border trade costs are higher than domestic trade costs. Additionally, the less sensitive consumers are to the relative prices of industry k goods (σ k is low), the higher the cross-border trade costs are likely to be. Equation (3) is used in this paper to estimate total bilateral trade costs between EAC countries and their trade partners for 16 manufacturing industries over the period 1990~2012. The method is appealing because it permits the use of disaggregated data on production and exports and is easy to implement.
In this paper, Equation (3) The geometric mean of the ratio between the domestic and international trade variables is then calculated, weighted by the elasticity of substitution parameter σ k , according to Equation (3). The derivation of the elasticity of substitution parameter is outlined in the following subsection.
B. Estimating the elasticity of substitution parameter
In this paper, the elasticity of substitution parameter σ k in Equation (3) is estimated from data on imports of manufactured goods into EAC countries using the method developed in Feenstra (1994) . The method considers that a change in the availability of varieties of goods may upwardly bias price elasticities estimated from supply-demand equations by overstating Vol.34 No.1, March, 2019 .34.1 038~085 Sheila Mwendwa Kaminchia http://dx.doi.org/10.11130/jei.2019 jei 50 the share of expenditure on any variety. The price of a variety of a good is expected to be lower in a market that has a wider range of similar varieties. The method accounts for the disappearing of old and the supply of new varieties that are imported into a market by incorporating their appearance and disappearance directly into the import price index.
The formula for estimating the elasticity of substitution parameter from data on imports in Feenstra (1994) is derived by the minimum cost of acquiring one unit of services from a set of varieties i, denoted by c which is defined as follows:
In this paper, the elasticity of substitution parameter σ k in equation (3) is estimated from data on imports of manufactured goods into EAC countries using the method developed in Feenstra (1994) . The method considers that a change in the availability of varieties of goods may upwardly bias price elasticities estimated from supply-demand equations by overstating the share of expenditure on any variety. The price of a variety of a good is expected to be lower in a market that has a wider range of similar varieties. The method accounts for the disappearing of old and the supply of new varieties that are imported into a market by incorporating their appearance and disappearance directly into the import price index.
The formula for estimating the elasticity of substitution parameter from data on imports in Feenstra (1994) is derived by the minimum cost of acquiring one unit of services from a set of varieties i, denoted by c which is defined as follows: (4) (4) where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
where x t−1 and x t are cost-minimizing quantity vectors given prices p t−1 and p t .
In the case of a change in the set of available varieties I t and a change in the taste parameters b i,t between periods t−1 and t, the conventional price index �(•), which is measured on observed prices and quantities, may be adjusted to obtain the exact price index which is now denoted by �(•) as follows:
where
and I denotes the set of varieties that is available in periods t − 1 and t.
From equation (6), an increase in the share of expenditure on newly available varieties will lower λ t and lower the exact price index �(•) relative to the conventional price index �(•). However, an increase in σ will lower
indicating a smaller impact of new varieties on unit costs.
For the case of imports from a country i in which a number of varieties are produced, the cost of obtaining a unit of import services is defined as follows:
In the case of a change in the set of available varieties I t and a change in the taste parameters b i,t between periods t−1 and t, the conventional price index where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
, which is measured on observed prices and quantities, may be adjusted to obtain the exact price index which is now denoted by where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
where where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
From equation (6), an increase in the share of expenditure on newly available varieties will lower λ t and lower the exact price index �(•) relative to the conventional price index �(•). However, an increase in σ will lower For the case of imports from a country i in which a number of varieties are produced, the cost of obtaining a unit of import services is defined as follows:
and I denotes the set of varieties that is available in periods t − 1 and t. From Equation (6), an increase in the share of expenditure on newly available varieties will lower λ t and lower the exact price index where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
relative to the conventional price index t, I t is the set of varieties that variety i, σ is the elasticity of the vector of taste parameters he same in periods t−1 and t t price index may be defined
en prices p t−1 and p t . s I t and a change in the taste al price index �(•), which is sted to obtain the exact price
. However, an increase in σ will lower where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
and bring where p i,t is the price of variety i that is available in period t, I t is the set of varie is available in period t, b i,t is a positive taste parameter for variety i, σ is the elas substitution, p t is the vector of prices in period t, and b t is the vector of taste par in period t. Assuming the set of available varieties I t is the same in periods t− and the taste parameters b i,t are constant for i∈I, the exact price index may be as follows:
In the case of a change in the set of available varieties I t and a change in t parameters b i,t between periods t−1 and t, the conventional price index �(•), w measured on observed prices and quantities, may be adjusted to obtain the exa index which is now denoted by �(•) as follows:
where closer to where p i,t is the price of variety i that is available in period t, I t is the set of varieties that is available in period t, b i,t is a positive taste parameter for variety i, σ is the elasticity of substitution, p t is the vector of prices in period t, and b t is the vector of taste parameters in period t. Assuming the set of available varieties I t is the same in periods t−1 and t and the taste parameters b i,t are constant for i∈I, the exact price index may be defined as follows:
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where π i,t is the exact price index of varieties imported from country i defined as π i,t =P i,t (λ i,t /λ i,t−1 ) 1/(σ−1) according to equation (6), and b i,t is the taste parameter for the imports from country i. The share of expenditure on imports from country i, denoted by s i,t , (or the demand curve for the variety) is then defined as follows:
where s i,t increases with the number of varieties available from country i, which in turn would be reflected in a lower value of λ i,t . Equation (8) may be written in firstdifferenced log form as:
The supply curve for the imports from country i is given as:
where the quantity of imports from country i (in terms of expenditure share) x i,t ≡ s i,t E t /P i,t, E t is expenditure on an imported product, ω≥0 is the inverse supply elasticity (assumed to be the same for all supplying countries), and ξ i,t does not depend on � i,t .
The equilibrium price, derived by combining the supply and demand curves of the imports from country i, is:
where 0≤ρ<1.
Equations (9) and (11) are differenced relative to a reference supplier country k to eliminate φ t and ψ t and obtain equations:
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which are then multiplied together and divided by (1 − ρ)(σ − 1)>0 to get: 
which are then multiplied together and divided by (1 − ρ)(σ − 1)>0 to get:
Variables X 1i,t and X 2i,t are endogenous in equation (14). This problem is addressed by averaging Y i,t , X 1i,t, and X 2i,t over the sample period so that the equation estimated for each imported variety i is:
The constant term θ 0 is included in equation (15) to capture the variance of the measurement error, which arises from the use of unit values instead of actual import prices. The estimated coefficients � � � and � � � are used to calculate the elasticity of substitution σ using the following formula (derived from equations (14d) and (14e)):
and
Variables X 1i,t and X 2i,t are endogenous in Equation (14). This problem is addressed by averaging Y i,t , X 1i,t , and X 2i,t over the sample period so that the equation estimated for each imported variety i is:
The constant term θ 0 is included in Equation (15) to capture the variance of the measurement error, which arises from the use of unit values instead of actual import prices. The estimated coefficients and
and and
are used to calculate the elasticity of substitution σ using the following formula (derived from Equations (14d) and (14e)):
If � � � < 0, estimates will fall out of the ranges � � > 1 and 0 ≤ � � < 1.
Equation (15) is implemented in this paper using import data for each of the 16 industries separately. I use data on the value of imports into five EAC countries (Burundi, Kenya, Rwanda, Tanzania, and Uganda) from 196 countries and territories (also including EAC countries to capture intra-EAC trade) for the period 1990~2012. The 196 countries and territories exported manufactured goods to at least one of the EAC countries, which is reported in COMTRADE. Weighted least squares is applied with 1/T as weights. T is the total number of years that a good was traded between two countries over the sample period. Price and expenditure shares that are averaged over a longer period of time are assigned larger weights (Feenstra 1991) .
Unit values of imported goods are used to calculate price differentials according to equation (14a). The US dollar C.I.F values of imported goods are used to calculate expenditure share differentials according to equation (14b). For each EAC country, the dominant (or reference) supplier per ISIC category is identified as the country that exported the most to the EAC country in US dollar value terms in all years of the study period. For instance, Kenya and Tanzania imported food and beverages predominantly from Indonesia, while China was the dominant supplier of textiles and furniture to Burundi, Rwanda, Tanzania, and Uganda. India was the dominant supplier of chemicals and chemical products to all EAC countries while Japan supplied most motor vehicles
Unit values of imported goods are used to calculate price differentials according to equation (14a). The US dollar C.I.F values of imported goods are used to calculate expenditure share differentials according to equation (14b). For each EAC country, the dominant (or reference) supplier per ISIC category is identified as the country that exported the most to the EAC country in US dollar value terms in all years of the study period. For instance, Kenya and Tanzania imported food and beverages predominantly from Indonesia, while China was the dominant supplier of textiles and furniture to Burundi, Rwanda, Tanzania, and Uganda. India was the dominant supplier of chemicals and chemical products to all EAC countries while Japan supplied most motor vehicles < 0, estimates will fall out of the ranges
Unit values of imported goods are used to calculate price differentials according to equation (14a). The US dollar C.I.F values of imported goods are used to calculate expenditure share differentials according to equation (14b). For each EAC country, the dominant (or reference) supplier per ISIC category is identified as the country that exported the most to the EAC country in US dollar value terms in all years of the study period. For instance, Kenya and Tanzania imported food and beverages predominantly from Indonesia, while China was the dominant supplier of textiles and furniture to Burundi, Rwanda, Tanzania, and Uganda. India was the dominant supplier of chemicals and chemical products to all EAC countries while Japan supplied most motor vehicles < 1. Equation (15) is implemented in this paper using import data for each of the 16 industries separately. I use data on the value of imports into five EAC countries (Burundi, Kenya, Rwanda, Tanzania, and Uganda) from 196 countries and territories (also including EAC countries to capture intra-EAC trade) for the period 1990~2012. The 196 countries and territories exported manufactured goods to at least one of the EAC countries, which is reported in COMTRADE. Weighted least squares is applied with 1/T as weights. T is the total number of years that a good was traded between two countries over the sample period. Price and expenditure shares that are averaged over a longer period of time are assigned larger weights (Feenstra 1991) .
Unit values of imported goods are used to calculate price differentials according to Equation (14a). The US dollar C.I.F values of imported goods are used to calculate expenditure share differentials according to Equation (14b). For each EAC country, the dominant (or reference) supplier per ISIC category is identified as the country that exported the most to the EAC country in US dollar value terms in all years of the study period. For instance, Kenya and Tanzania imported food and beverages predominantly from Indonesia, while China was the dominant supplier of textiles and furniture to Burundi, Rwanda, Tanzania, and Uganda. India was the dominant supplier of chemicals and chemical products to all EAC countries while Japan supplied most motor vehicles and trailers to the region. The full list of dominant suppliers by EAC country and ISIC category is provided in Appendix 4.
The price and expenditure share differentials for each of the EAC countries in each industry are pooled when estimating Equation (15) to obtain average elasticity of substitution estimates for each of the 16 industries for the entire EAC market. It is shown in Section 7 of this paper that the total bilateral trade costs estimates become too large when the elasticity of substitution parameter can vary by both industry and country. I therefore opt to derive the elasticities for each industry separately but common for all EAC countries. The estimated coefficients ll list of dominant suppliers by EAC country and ISIC 4. share differentials for each of the EAC countries in stimating equation (15) to obtain average elasticity of of the 16 industries for the entire EAC market. It is that the total bilateral trade costs estimates become too bstitution parameter can vary by both industry and ive the elasticities for each industry separately but The estimated coefficients and are then used to itution for each industry using equation (16). I do not tution when < 0 since would fall out of the range of substitution for each industry (ISIC category) are es range from 3 to 14 with a mean of 7 and a standard Chen and Novy (2011) for the EU also average to 7. 4, p. 716) suggest, based on evidence in the literature, parameter would be between 5 and 10, implying an and ull list of dominant suppliers by EAC country and ISIC ix 4. share differentials for each of the EAC countries in estimating equation (15) to obtain average elasticity of of the 16 industries for the entire EAC market. It is r that the total bilateral trade costs estimates become too ubstitution parameter can vary by both industry and rive the elasticities for each industry separately but . The estimated coefficients and are then used to titution for each industry using equation (16). I do not itution when < 0 since would fall out of the range of substitution for each industry (ISIC category) are tes range from 3 to 14 with a mean of 7 and a standard Chen and Novy (2011) for the EU also average to 7. 04, p. 716) suggest, based on evidence in the literature, n parameter would be between 5 and 10, implying an are then used to calculate the elasticities of substitution for each industry using Equation (16). I do not calculate the elasticity of substitution when and trailers to the region. The full list of dominant suppliers by EAC country and I category is provided in Appendix 4.
The price and expenditure share differentials for each of the EAC countrie each industry are pooled when estimating equation (15) to obtain average elasticit substitution estimates for each of the 16 industries for the entire EAC market. shown in Section 7 of this paper that the total bilateral trade costs estimates become large when the elasticity of substitution parameter can vary by both industry country. I therefore opt to derive the elasticities for each industry separately common for all EAC countries. The estimated coefficients and are then use calculate the elasticities of substitution for each industry using equation (16). I do calculate the elasticity of substitution when < 0 since would fall out of the ra (0,1) and < 1. The elasticity of substitution for each industry (ISIC category) reported in Table 1 . The estimates range from 3 to 14 with a mean of 7 and a stand deviation of 3. The estimates in Chen and Novy (2011) for the EU also average t Anderson and van Wincoop (2004, p. 716) suggest, based on evidence in the literat that the elasticity of substitution parameter would be between 5 and 10, implying average of 7.5. (15) to obtain aver substitution estimates for each of the 16 industries for the entire EA shown in Section 7 of this paper that the total bilateral trade costs estim large when the elasticity of substitution parameter can vary by bo country. I therefore opt to derive the elasticities for each industry common for all EAC countries. The estimated coefficients and a calculate the elasticities of substitution for each industry using equatio calculate the elasticity of substitution when < 0 since would fall o (0,1) and < 1. The elasticity of substitution for each industry (ISI reported in Table 1 . The estimates range from 3 to 14 with a mean of 7 deviation of 3. The estimates in Chen and Novy (2011) for the EU al Anderson and van Wincoop (2004, p. 716) suggest, based on evidence that the elasticity of substitution parameter would be between 5 and average of 7.5. < 1. The elasticity of substitution for each industry (ISIC category) are reported in Table 1 . The estimates range from 3 to 14 with a mean of 7 and a standard deviation of 3. The estimates in Chen and Novy (2011) for the EU also average to 7. Anderson and van Wincoop (2004, p. 716) suggest, based on evidence in the literature, that the elasticity of substitution parameter would be between 5 and 10, implying an average of 7.5. Non-metallic mineral products (ISIC 26) and fuel products (ISIC 23) have the lowest elasticity of substitution of three, implying that they are the least price-sensitive of the manufactured products traded by the EAC (Table 1 ). Paper and wood products have an elasticity of substitution of four while furniture, leather products and motor vehicles and trailers have an elasticity of substitution of five. Goods classified as food and beverages, chemicals, rubber, plastics, textiles and basic metals have relatively higher elasticities ranging from six to nine. Goods categorized under printing and publishing, tobacco products, and machinery and equipment are the most substitutable of the imported goods with elasticity of substitution estimates that are higher than 10.
The estimates of Spearman's rank correlation coefficient between EAC and EU estimates 0.20 (Note) I report the Spearman's rank correlation coefficient because it is not sensitive to outliers. Standard Errors are in Parentheses (Source) Author's calculations based on data from COMTRADE online database.
Non-metallic mineral products (ISIC 26) and fuel products (ISIC 23) have the lowest elasticity of substitution of three, implying that they are the least price-sensitive of the manufactured products traded by the EAC (Table 1 ). Paper and wood products have an elasticity of substitution of four while furniture, leather products and motor vehicles and trailers have an elasticity of substitution of five. Goods classified as food and beverages, chemicals, rubber, plastics, textiles and basic metals have relatively higher elasticities ranging from six to nine. Goods categorized under printing and publishing, tobacco products, and machinery and equipment are the most substitutable of the imported goods with elasticity of substitution estimates that are higher than 10.
The estimates of and in Table 1 imply that price differentials respond negatively to an increase in expenditure share differentials for non-metallic mineral products and fuel products, meaning that a supplier increasing their import share relative to the dominant supplier has slower price adjustment relative to the dominant and 36 Furniture; manufacturing n.e.c. Spearman's rank correlation coefficient between EAC and EU estimates 0.20 (Note) I report the Spearman's rank correlation coefficient because it is not sensitive to outliers. Standard Errors are in Parentheses (Source) Author's calculations based on data from COMTRADE online database.
The estimates of and in Table 1 imply that price differentials respond negatively to an increase in expenditure share differentials for non-metallic mineral products and fuel products, meaning that a supplier increasing their import share relative to the dominant supplier has slower price adjustment relative to the dominant in Table 1 imply that price differentials respond negatively to an increase in expenditure share differentials for non-metallic mineral products and fuel products, meaning that a supplier increasing their import share relative to the dominant supplier has slower price adjustment relative to the dominant supplier. The relationship between price and expenditure share differentials is positive for the other industries, and strongest for machinery and equipment, leather products, and printing and publishing. Measurement errors are important for all ISIC categories as the constant term is statistically significant.
The last column of Table 1 shows simple averages of elasticity of substitution estimates for 11 countries of the EU, which are reported in Chen and Novy (2011) . The EAC and EU estimates are in the range of 3 to 14 but are poorly correlated (the Spearman's rank correlation coefficient is 0.20). Consumers in the EAC market are comparably more sensitive to the relative prices of tobacco products, printing and publishing, and basic metals, and comparably less sensitive to the relative prices of motor vehicles and leather products. This points to a difference in consumer expenditure patterns in the two markets, and indicates the appropriateness of estimating, for the purposes of this study, the elasticity of substitution parameter for the EAC.
V. Estimates of Total Bilateral Trade Costs
For the remainder of this paper and for ease of exposition, I refer to an EAC country as "exporter" and their trade partner as "importer," where the importer can either be an EAC country or a non-EAC country. Note however that the total bilateral trade costs are estimated from two-way trade flow data.
For each year in the period 1990~2012, total bilateral trade costs with respect to each exporter-importer-industry triple are calculated using Equation (3) (Note) Total bilateral trade costs indicate the total cost of trading a good between two countries relative to the cost of trading the good domestically in each of the two countries. For example, it costs 11 times more for Burundi to trade food and beverages products across its borders than to trade the products locally in Burundi. It however costs Burundi 3 times more to trade textile products across its borders than to trade the products locally in Burundi. The Spearman's rank correlation coefficient is calculated with respect to the EU estimates. I report the Spearman's rank correlation coefficient because it is not sensitive to outliers.
Due to small sample size, the coefficient for Burundi cannot be calculated.
(Source) Author's calculations based on data from INDSTAT2 and COMTRADE online databases.
Vol. To see the distribution of total bilateral trade costs across country-pairs, I average the estimates across industries and across the exporters for each importer and map this in Figure  4 . The map shows that total bilateral trade costs are lowest with respect to importers that are located closer to the EAC and those along the rim of the Indian Ocean. Total bilateral trade costs are also lower with respect to the former EAC colonizer, the United Kingdom. These geographical characteristics are potential determinants of EAC total bilateral trade costs. Comparing trends across importers, it costs on average about three times more to trade manufactured goods between EAC and non-EAC countries than to trade manufactured goods within the EAC (shown in Figure 5 ). Over time, intra-EAC total bilateral trade costs show a downward trend while extra-EAC total bilateral trade costs show an upward trend. The divergence in the trends starts in 2000, which is the year after the EAC Treaty was signed. Trade policy measures implemented under the EAC Treaty are therefore potential determinants of the total bilateral trade costs. Aside from changes in international trade costs, it is possible that the time trend in the total bilateral trade costs estimates reflects changes in domestic trade costs both within and outside the EAC. In terms of the distribution of the estimates across industries, the total bilateral trade costs are on average lower for machinery and equipment, tobacco products, printing and publishing, basic metals, textiles, and rubber and plastics products. It costs between two to four times more to trade these products across EAC country borders than to trade the products within each EAC country (see Table 2 ). External bilateral trade costs are on average 20 times more than domestic trade costs for paper products, wood products, and furniture. More restrictive external bilateral trade costs are implied for non-metallic mineral products and fuel products. By definition, these estimates correlate negatively with the corresponding elasticity of substitution estimates.
A difference across the industries, which matters for trade costs and for which data is available, is import tariff rates. The import tariff rates for the exporters are averaged across country-pairs and years and then related to the similarly averaged logarithm of total bilateral trade costs in a scatterplot shown in the left panel of Figure 6 . The median import tariff rate is 18.6. Figure 6 shows that industries facing tariff rates above 18.6 also tend to have comparably higher total bilateral trade costs. This indicates that the import tariff rate is one of the determinants of the distribution of total bilateral trade costs across industries. Vol
Another distinguishing characteristic of industries that is observable and easily measurable is the weight-to-value ratio of goods. The weight of goods matters for the cost of transporting them over distance (Chen 2004, Head and Mayer 2002) . For each industry, weight-to-value ratios are calculated from imports data that has been averaged across country-pairs and years in the sample. The ratios are then related to the logarithm of total bilateral trade costs, which is also averaged across country-pairs and time, in a scatterplot shown in the right panel of Figure 6 . The scatterplot shows that non-metallic mineral products (ISIC code 26) have the highest weight-to-value ratio at 6.5 compared with the median of 0.5 for all industries. This industry also has the highest total bilateral trade costs. Generally, there is a positive correlation between the weight-to-value ratios of industries and their total bilateral trade costs. Given this positive correlation, a potential determining factor of EAC total bilateral trade costs would be the quality of transportation infrastructure, which would determine the cost of transporting goods over distance. That the positive correlation between total bilateral trade costs and weight-to-value ratios appears to be stronger than the correlation between the trade costs and import tariff rates indicates a larger role for transportation infrastructure in determining the distribution of trade costs across industries.
Figure 6. Scatter plot of total bilateral trade costs versus import tariff rates and weight-to-value ratios
(averages across country-pairs and time)
(Note) The numbers in the scatter plots indicate the ISIC codes of each industry. Total bilateral trade costs indicate the total cost of trading a good between two countries relative to the cost of trading the good domestically in each of the two countries. For each industry, import tariff rate is the simple average of the effectively applied tariff rates at the product level. For each industry, weight-to-value ratio is import volume divided by import value. (Source) Author's calculations based on data from INDSTAT2, COMTRADE and WITS/TRAINS online databases.
The last column of Table 2 shows the simple averages of total bilateral trade costs for 11 countries of the EU, which are reported in Chen and Novy (2011) . The EAC estimates are within range of the EU estimates but are weakly correlated as indicated by the Spearman's
The Determinants of Trade Costs in the East African Community jei 61 rank correlation coefficient. In comparison, both sets of estimates indicate costly external trade for non-metallic mineral products. However, it is comparably more expensive to trade paper products, wood products, and motor vehicles across EAC country borders than across EU country borders, and less expensive to trade furniture, basic metals, and print products across EAC country borders than across EU country borders. The differences between the EAC and EU estimates of total bilateral trade costs reflect the different elasticity of substitution parameters and may also reflect the comparably wider geographical distribution of non-EAC trade partners. The differences in the two sets of estimates could also reflect differences in trade policies pursued by the two trade blocs. The total bilateral trade costs estimates comprise both external and internal trade costs; it is not immediately known which of the two components drives the differences between the EAC and EU estimates.
In summary, this section presents estimates of total bilateral trade costs for the five EAC countries of interest in 16 industries, with respect to themselves and other 87 trade partners over the period 1990~2012. In terms of size, the estimates indicate that cross-border trade costs are on average 56 times larger than domestic trade costs (eight excluding two outlier industries), and that external trade costs increase with geographical distance from the EAC and being landlocked. The analysis in this section also suggests that trade policy may be a determinant of the trade costs. This is indicated by the coincidental decline in intra-EAC trade costs beginning in 2000 when the EAC Treaty came into force, as well as the positive correlation between the trade costs estimates and import tariff rates and product weight-tovalue ratios. The latter points to transportation costs and implies a role for the quality of transportation infrastructure in determining the distribution of total bilateral trade costs across industries.
VI. Determinants of Total Bilateral Trade Costs
In this section, the estimates of total bilateral trade costs presented in Section 5 are analyzed in relation to a set of proxy variables for trade costs that is standard in the literature that uses the gravity equation.
5 These proxy variables contain information about the potential determinants of total bilateral trade costs for the EAC, which are highlighted in the previous section (that is, geographical location, colonial history, and tariff and non-tariff policy measures). The model used in the analysis is of the following form:
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These proxy variables contain information about the potential determinants of total bilateral trade costs for the EAC, which are highlighted in the previous section (that is, geographical location, colonial history, and tariff and non-tariff policy measures). The model used in the analysis is of the following form: (17) where the natural logarithm of total bilateral trade costs between exporter i and importer j for industry k at time t is regressed on a constant, α, a set of trade cost proxy variables,
, exporter-year fixed effects, , importer-year fixed effects, and industry-year fixed effects, . is the error term. To account for correlation of errors within country groups, I cluster and report standard errors at the country-pair level.
The trade cost proxy variables are the natural logarithm of the geographical distance between country-pair ij, and indicator variables for a common border, same official language, common colonizer, landlocked countries, and existence of a trade agreement between the countries in the pair. These variables give indication of how (17) where the natural logarithm of total bilateral trade costs between exporter i and importer j for industry k at time t is regressed on a constant, α, a set of trade cost proxy variables,
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Determinants of Total Bilateral Trade Costs
In this section, the estimates of total bilateral trade costs presented in Section 5 are yzed in relation to a set of proxy variables for trade costs that is standard in the ture that uses the gravity equation.
5
These proxy variables contain information t the potential determinants of total bilateral trade costs for the EAC, which are lighted in the previous section (that is, geographical location, colonial history, and f and non-tariff policy measures). The model used in the analysis is of the wing form: (17) re the natural logarithm of total bilateral trade costs between exporter i and rter j for industry k at time t is regressed on a constant, α, a set of trade cost proxy bles, , exporter-year fixed effects, , importer-year fixed effects, and stry-year fixed effects, . is the error term. To account for correlation of s within country groups, I cluster and report standard errors at the country-pair l. The trade cost proxy variables are the natural logarithm of the geographical nce between country-pair ij, and indicator variables for a common border, same ial language, common colonizer, landlocked countries, and existence of a trade ement between the countries in the pair. These variables give indication of how is the error term. To account for correlation of errors within country 5 For example French (2016) , Bergstrand et al. (2015) , Egger and Sergey (2015) , Chen and Novy (2011 ), Jacks et al. (2011 ), Vicard (2011 ), Baier and Bergstrand (2009 ), Helpman et al. (2008 , Silva and Tenreyro (2006) , Rose (2004) . The trade cost proxy variables are the natural logarithm of the geographical distance between country-pair ij, and indicator variables for a common border, same official language, common colonizer, landlocked countries, and existence of a trade agreement between the countries in the pair. These variables give indication of how close the trading pair is in geographical, cultural, and political terms. Total bilateral trade costs are expected to be lower for a country-pair that is geographically closer and are more familiar with each other. The trade cost proxy variables included in Equation (17) are as described in Table 3 . The set of fixed effects included in Equation (17) control for omitted variables that determine total bilateral trade costs and which may also be correlated with the explanatory variables included in the equation. These omitted variables would therefore bias the estimated coefficients on the trade cost proxy variables of interest. The exporter-year and importer-year fixed effects control for time-varying country-specific economic characteristics and policy changes that affect domestic trade costs over time. Most notable among these is the quality of regulatory institutions which determine the ease of doing business domestically. The quality of regulatory institutions would also determine the effectiveness of trade policy measures in enhancing cross-border trade flows (Francois and Manchin 2013 , Iwanow and Kirkpatrick 2009 , Esfahania and Ram´ırez 2003 . The exporter-year and importer-year fixed effects also control for changes in multilateral resistance (Mayer and Thoenig 2016) , but controlling for multilateral resistance is not necessary since these have been netted out of the total bilateral trade costs estimates (Novy 2013) . The industry-year fixed effects control for time-varying differences in production and transportation technologies. These affect the cost of producing goods depending on reliance on imported intermediates and the cost thereof (Milner and McGowan 2013) , as well as the cost of transporting goods depending on their weight and/or perishability (Chen and Novy 2011) .
The analysis in this section also considers total bilateral trade costs at a more aggregated level of production (that is, total manufacturing). For each country-pair and year in the sample, I derive total bilateral trade costs from production and export data that has been summed up across the 16 industries and use 8 as the elasticity of substitution.
7 In doing so, I
try to show the benefit of disaggregating the data. Equation (17) is estimated using OLS regression and the results are reported in Table  4 . Columns (1) and (2) show results relating to total bilateral trade costs derived from data that is aggregated across the 16 industries, for each country-pair and year in the sample. The number of observations subsequently falls to 2,480. The average of the total bilateral trade costs estimates inferred from the aggregated data is 4.9 compared with 8.0 when disaggregated data is used (see the second to last row of Table 4 ). The trade cost estimates from the disaggregated data are larger reflecting the distribution of the elasticity of substitution parameters across industries; about half of the industry parameters are below the average of 7 as shown in Table 1 . By the definition of equation (3), the lower the elasticity of substitution parameter, the higher will be the total bilateral trade costs estimate. Vol.34 No.1, March, 2019 .34.1 038~085 Sheila Mwendwa Kaminchia http://dx.doi.org/10.11130/jei.2019 jei 64 (Note) Table 4 shows OLS estimates of Equation (17). The dependent variable for columns (1) and (2) is the natural logarithm of total bilateral trade costs derived from production and trade data that is aggregated across industries. The dependent variable for columns (3) to (5) is the natural logarithm of total bilateral trade costs derived from industry-level production and trade data. Bilateral distance is measured in kilometres. The constant term is not shown in all cases. The standard errors in parentheses are clustered at the country-pair level. Significance levels: * p<0.10, ** p<0.05, *** p<0.01.
The results in the first column of Table 4 exclude the set of fixed effects. These results indicate that the total bilateral trade costs estimates have the expected relationship with the standard proxies for trade costs. Total bilateral trade costs are higher for country-pairs that are geographically farther apart and for country-pairs that are landlocked, but they are lower for country-pairs that share a common official language, were colonized by the same third country, and are parties to a trade agreement. For the case of aggregated data, I am not able to control for industry-specific effects. The results in column (2) include only exporter-year and importer-year fixed effects, which control for changes in domestic trade costs in the exporter and importer. These fixed effects sweep away the explanatory power of the EAC and COMESA membership variables. The coefficient on EAC membership variable also takes on an unexpected sign. The results in column (2) suggest that EAC total bilateral trade costs are determined by domestic trade costs and the geographical location of trade partners, with no role for the regional trade agreements.
Columns (3) to (5) of Table 4 show total bilateral trade costs results that are derived from industry-level data. Without adding any fixed effects (column 3) and comparing with the results in column (1), the disaggregated data yields larger coefficients (when significant). This means that aggregation bias would be in the downward direction, due to the smaller variance in the aggregated data. I am now also able to control for industry-specific effects. Most of the variation in the total bilateral trade costs estimates occurs at the industry level as indicated by the increase in the R 2 upon including industry fixed effects (column 4). After averaging out industry-specific characteristics also, membership in the WTO becomes a significant determinant of EAC total bilateral trade costs. Unlike in the case of the sector-level data, the EAC membership variable retains its explanatory power after inclusion of exporter-year and importer-year fixed effects (column 5), as does the presence of a common border and language between a trading pair. The results in column (5) of Table 4 indicate that the average bilateral distance adds 38% 7 to total bilateral trade costs. The coefficient on the EAC membership variable indicates that intra-EAC total bilateral trade costs are lower than extra-EAC total bilateral trade costs by about 25% ((e −0.291 −1)×100). This means that the EAC trade agreement almost has the equivalent effect as the average bilateral distance on total bilateral trade costs, but in the opposite direction.
The coefficient on bilateral distance reported in column (5) of Table 4 is in the range of estimates reported in literature. The estimated coefficient on bilateral distance is 0.471 in Chen and Novy (2011) based on industry-level data, and 0.313 in Novy (2013) and 0.355 in Arvis et al. (2016) both based on sector-level data for advanced and developing countries, respectively. The estimated coefficients on the other indicator variables are however comparably lower in the literature; the estimated coefficient on the common border variable is −0.077 in Chen and Novy (2011), −0.154 in Novy (2013) and −0.214 in Arvis et al. (2016) . The estimated coefficient on the common language variable is −0.149 in Chen and Novy (2011), −0.027 in Novy (2013) , and −0.108 in Arvis et al. (2016) . The estimated coefficient 7 This is calculated as ln(5,470) × 0.356/8.0, where 5,470 is the average bilateral distance (in kilometres) between two countries in the sample, and 8.0 is the average total bilateral trade costs between two countries in the sample (see Engel and Rogers 1996) . Vol.34 No.1, March, 2019 .34.1 038~085 Sheila Mwendwa Kaminchia http://dx.doi.org/10.11130/jei.2019 jei 66 on the indicator variable for the presence of a trade agreement is −0.068 in Novy (2013) and −0.171 in Arvis et al. (2016) . The estimates from the present study thus give a larger role to trade policy measures in determining total bilateral trade costs.
I now turn to the heterogeneity of effects across industries. The analysis in Section 5 showed that total bilateral trade costs correlate positively with the weight-to-value ratio of traded goods and import tariff rates faced by industries. I do not in this paper estimate the impact of these factors on total bilateral trade costs. Regressing trade costs on weightto-value ratio and import tariff rates would give coefficients that reflect the information already given by Figure 6 . It would be more informative to determine how industries, given their characteristic differences, respond to the various determinants of trade costs and more importantly to EAC membership. Therefore, I instead group industries by type, according to the amount of technology (measured by R&D expenditure) used in the production of goods. This categorization also distinguishes the industry groups according to the weight-to-value ratio of traded goods and import tariff rates. The effect of EAC membership on each group is then estimated using Equation (17). The estimated coefficients will indicate how different types of industries respond to the trade cost proxy variables.
The 16 industries are categorized into two groups as follows: 8 low-technology products (food and beverages; tobacco products; textiles; apparel, fur; leather, leather products, and footwear; wood products (excl. furniture); paper and paper products; basic metals) and medium-to high-technology (printing and publishing; coke, refined petroleum products, nuclear fuel; chemicals and chemical products; rubber and plastics products; non-metallic mineral products; machinery and equipment; motor vehicles, trailers, semi-trailers; furniture; manufacturing n.e.c.). Industries with medium-to high-technology products have a median weight-to-value ratio of 0.4, and industries with low-technology products have a median weight-to-value ratio of 1.2. Medium-to high-technology products face a median import tariff rate of 14.4 while low-technology products face a median tariff rate of 23.4. Equation (17) is estimated using OLS regression separately for the two industry groups and the results are reported in Table 5 . Columns (1) and (2) show results for industries classified as being medium to high, and low in technology, respectively. In terms of cultural and political ties, the coefficients indicate that a country-pair that shares a common official language has lower trade costs by 20% ((e −0.222 − 1)×100) for low-technology industries as compared with country-pairs that do not share a common official language. The coefficient on the common colonizer variable is not statistically significant for low-technology industries and is wrongly signed for medium-to high-technology industries indicating that a common colonial history does not mitigate EAC trade costs, all other factors considered. Whether country-pairs are landlocked also does not seem to add to EAC trade costs. This result is obtained only after inclusion of exporter-year and importer-year fixed effects. Total bilateral trade costs are lower by 54% ((e −0.787 − 1) × 100) for medium-to hightechnology industries when the pair of countries are members of the EAC, whereas total bilateral trade costs among members of COMESA are lower by 19% for low-technology 8 This grouping follows the classification of products used by the Organization for Economic Co-operation and Development (OECD). The classification is explained in Hatzichronoglou (1997) . industries. These effects compare with the effect of distance on total bilateral trade costs of 23% (ln(5,454) × 0.257/9.6) for medium-to high-technology industries and 42% (ln(5,488) × 0.314/6.5) for low-technology industries. A common border between a country-pair has a comparable smaller negative impact on the trade costs of low-technology industries. It is noteworthy that low-technology manufactured goods are more predominantly traded with non-EAC partners. For these industries, therefore, transport-related trade costs and a trade agreement with wider membership are more important in determining cross-border trade costs. The results reported in this section show that the total bilateral trade costs estimates are reasonably related to known proxies of trade costs. The results also show the EAC trade agreement to be an important determinant of the trade costs. The closing analysis suggests that the EAC trade agreement is more relevant in influencing the total bilateral trade costs of some industries more than others. This motivates further inquiry into the effect of EAC trade policies on total bilateral trade costs and the distribution thereof across the various industries in the manufacturing sector. Table 5 shows OLS estimates of Equation (17). The dependent variable is the natural logarithm of total bilateral trade costs derived from industry-level data. The medium-to high-technology industries of column (1) are printing and publishing; coke, refined petroleum products, nuclear fuel; chemicals and chemical products; rubber and plastics products; non-metallic mineral products; machinery and equipment; motor vehicles, trailers, semi-trailers; furniture; manufacturing n.e.c. The low-technology industries of column (2) are food and beverages; tobacco products; textiles; wearing apparel, fur; leather, leather products and footwear; wood products (excl. furniture); paper and paper products; basic metals. Weight-to-value ratio is calculated from import data averaged across country-pairs. The import tariff rate is the effectively applied rate of the exporter. The constant term is not shown in all cases. The standard errors in parentheses are clustered at the country-pair level. Significance levels: * p<0.10, ** p<0.05, *** p<0.01.
VII. Robustness Checks
In this section, the baseline results reported in Table 4 , column (5) are assessed for endogeneity biases coming from mismeasurement of the total bilateral trade costs. Mismeasurement errors may arise from estimating a common elasticity of substitution parameter for the EAC market as opposed to each EAC country.
To determine the effect of the choice of elasticity of substitution parameter on the total bilateral trade costs estimates, two other sets of total bilateral trade costs estimates are calculated; one where the elasticity of substitution parameter varies by EAC country and by industry, and another where the elasticity of substitution parameter is set at 8 for all EAC countries and all industries. Figure 7 plots the baseline and the other two sets of total bilateral trade costs estimates for each industry, averaged across country-pairs and time.
In Figure 7 , the grey dots represent the average total bilateral trade costs for each industry, which are derived assuming an elasticity of substitution parameter of 8 for all industries and countries. These estimates average to 3.8 and do not exceed 5. The black dots represent the average of the baseline total bilateral trade costs for each industry, which are derived assuming that the elasticity of substitution parameter varies across industries but not across EAC countries. The highest of these estimates is 93 for ISIC Code 23 (fuel products) and 542 for ISIC Code 26 (non-metallic mineral products). The white dots represent trade costs estimates calculated using an elasticity of substitution parameter that varies by industry and EAC country. The average of these estimates is well over 1000 (most observations are off the chart). Therefore, the more the elasticity of substitution parameter varies by industry and country, the more likely larger total bilateral trade costs estimates are obtained. Restricting the variability of the elasticity of substitution parameter therefore puts an upper limit on the total bilateral trade costs estimates. Further, the variance in the trade costs estimates also depends on the variability of elasticity of substitution parameter as shown in Figure 8 . The more variable is the elasticity of substitution parameter across industries and EAC countries, the higher is the variance in the trade costs estimates.
The implication is that the size of OLS estimates from regressions of total bilateral trade costs will increase with variability of the elasticity of substitution parameter. Or, the more the data is disaggregated, the larger will be the estimated coefficients. Since the level and variance in trade costs estimates are sensitive to the elasticity of substitution estimate, I think it better to derive the elasticities from the same data (and disaggregation level) from which the total bilateral trade costs are derived.
Further robustness checks on the baseline results are presented in Appendix 6. These relate to the use of mirror trade data for Kenya instead of data reported by Kenya, which has gaps. The tests show that the baseline results are robust to the use of mirror trade data for Kenya. Appendix 6 also includes a comparison of the total bilateral trade costs estimates and the residuals from a general gravity model as a way of gauging the validity of the estimates. In this regard, the total bilateral trade costs estimates are found to be reliable. 
VIII. Conclusions
The objective of this study is to estimate total bilateral trade costs for manufacturing industries of the EAC. Total bilateral trade cost is a single measure that captures all the costs of engaging in cross-border trade relative to the cost of engaging in domestic trade. The measure is estimated from production and bilateral trade data using the inverse-gravity method of Chen and Novy (2011) . The total bilateral trade costs estimates may serve as the basis for evaluating trade policy measures associated with EAC membership. The estimates are useful for policy evaluation exercises because they capture a wide range of trade-related costs and thus allow for comprehensive analysis of various trade policy measures.
This study uses data on production and exports of manufactured goods in 16 industries for five members of the EAC and 87 trade partners over the period 1990~2012. The largest among the industries in terms of the value of output and cross-border trade are those manufacturing food and beverages, chemicals and chemical products, and non-metallic mineral products. A wider range of goods is produced and traded by Kenya and Tanzania as compared with the other EAC countries. The elasticities of substitution among the goods, which are needed to calculate the total bilateral trade costs, are estimated using the method in Feenstra (1994) . The elasticity of substitution parameters for the dominant industries average to 7 compared with the range of elasticity of substitution parameters for all industries of 3 to 14. The total bilateral trade costs estimates generated using these parameters average to 8 (excluding outliers) and range from 1 to 14,826. This means that for EAC countries, crossborder trade costs are on average 8 times higher than domestic trade costs. Robustness checks confirm the total bilateral trade costs estimates to be reliable albeit sensitive to the elasticity of substitution parameter. It is therefore appropriate that both the total bilateral trade costs and elasticity of substitution parameters are estimated at the same level of disaggregation.
Simple comparative analysis shows that EAC total bilateral trade costs are lower with respect to coastal trade partners located closer to the region. The analysis also shows that intra-EAC total bilateral trade costs trended downwards after 1999, coinciding with the coming into effect of the EAC Treaty. In terms of the distribution of estimates across industries, the comparative analysis shows that industries with higher total bilateral trade costs also tend to have higher product weight-to-value ratios and face higher import tariff rates. These findings indicate geographical location and trade policy measures to be determinants of the total bilateral trade costs.
More formally, results from OLS regressions indicate that total bilateral trade costs of EAC countries increase with geographical distance and decrease with trade agreements. The EAC trade agreement is found to be particularly important in determining the total bilateral trade costs, suggesting that the costs are amenable to policy intervention. Further regression results show that the influence of the EAC trade agreement on trade costs varies across industries.
The findings of this paper motivate further study of the relationship between the total bilateral trade costs estimates and specific policy measures implemented under the EAC Treaty. Of interest is the effect on total bilateral trade costs of the removal of import tariffs and the upgrading of transportation infrastructure. This is because the removal of import tariffs is the longest standing, having been completed in 2009, while the ongoing upgrading of transportation infrastructure is the most expensive venture yet.
IX. Policy Implications
This study finds that the EAC trade agreement has achieved some level of integration among member countries through lowering cross-border trade barriers. However, the uneven distribution of the cost-cutting effects of the agreement implies that within the manufacturing sector there may be a limit to the gains from EAC membership. This finding points to the need for a strategy to rope in industries that may gain less from co-operation among only EAC countries. The need for such a strategy lends some importance to initiatives such as the COMESA-EAC-SADC Tripartite Free Trade Area Agreement, which seeks to enhance trade among members of the EAC, COMESA, and Southern African Development Community (SADC) trading blocs. The Tripartite agreement would be particularly useful for the group of industries whose international trade costs are mitigated more by a trade agreement with wider This appendix provides an assessment of the baseline results reported in Table 4 , column (5), for endogeneity biases coming from mismeasurement of the total bilateral trade costs due to the use of mirror trade data for Kenya instead of data reported by Kenya, which has gaps. A comparison of the total bilateral trade costs estimates and the residuals from a general gravity model is also presented in this Appendix.
A. Effect of using mirror trade data for Kenya
Due to large gaps in the trade data reported by Kenya in COMTRADE, mirror data (or data reported by Kenya's trade partners) was used to estimate total bilateral trade costs between Kenya and its trade partners. A concern with using mirror data is that the missing export values that would have been reported by Kenya would be valued on a free on board (F.O.B.) basis (that is, not including freight and insurance charges) whereas data on values imported from Kenya as reported by partners are reported on a C.I.F. basis. The implication is that total bilateral trade costs estimates derived using data with C.I.F. valuation would be lower since the calculated value for domestic trade (the x k ii term in Equation (3)) would be lower.
9 To see whether total bilateral trade costs estimates based on mirror trade data are significantly lower than estimates based on data as reported by Kenya, the two sets of estimates are subjected to the t-test. The test results are reported in Table A1 . The results show that for EAC trade partners, the means of the two sets of trade costs estimates are not significantly different from each other. However, for non-EAC partners, there is a statistically significant difference in the means of the two sets of estimates for five industries. The use of mirror trade data is therefore a potential source of bias and it would be appropriate to conduct robustness checks on analyses using these estimates.
9
Domestic trade is calculated as domestic production minus total exports to the rest of the world. (Note) The null hypothesis under the t test is that the difference between the means of the two data sets is zero. Table A2 shows the baseline estimates of Equation (17), which are based on total bilateral trade costs estimates that incorporate mirror trade data for Kenya (column 1). The results reported in column (2) are obtained after restricting the sample for the baseline estimates to the years when Kenya reported data. Column (3) shows results based on total bilateral trade costs estimates that incorporate trade data reported by Kenya. The data that is reported by Kenya has gaps in years 1993~1996 and 2011~2012. I restrict the sample to the years when data reported by Kenya is available and remain with 7,388 observations. The baseline estimates (columns 1 and 2) are marginally greater than the estimates reported in column (3) but the difference is not significant. The baseline results are therefore not significantly biased by using mirror trade data for Kenya. (Note) Table A2 shows OLS estimates of Equation (17). Results in columns (1) and (2) are estimated using mirror trade data for Kenya. Results in column (3) are estimated using trade data reported by Kenya, which has gaps in 1993~1996 and 2011~2012. In all cases, the data for all other countries is unchanged. The constant term is not shown in all cases. The standard errors in parentheses are clustered at the country-pair level. Significance levels: * p<0.10, ** p<0.05, *** p<0.01.
B. Correlation with residuals from a general gravity model
Following Jacks et al. (2011) , the total bilateral trade costs estimates are evaluated against the residuals from a general gravity model. According to the gravity equation, any changes in bilateral trade are due to changes in the GDPs of the trading countries and the world and/ or changes in the bilateral trade costs between the two countries and multilateral resistance (MLR). Once changes to the GDPs and MLR are controlled for, the residuals from a general gravity equation should give an indication of the bilateral trade costs of the country-pair. The residuals arising from a change in bilateral trade flows should correlate negatively with total any changes in bilateral trade are due to changes in the GDPs of the trading countries and the world and/or changes in the bilateral trade costs between the two countries and multilateral resistance (MLR). Once changes to the GDPs and MLR are controlled for, the residuals from a general gravity equation should give an indication of the bilateral trade costs of the country-pair. The residuals arising from a change in bilateral trade flows should correlate negatively with total bilateral trade costs since higher trade values (holding GDP and MLR constant) imply lower bilateral trade costs. The estimated general gravity equation is of the following form: ln( ) = δ t + δ i,t + δ j,t + ε ijk,t (A1) where the logarithm of the product of the value of industry k exports from exporter i to importer j at time t and the value of industry k exports from importer j to exporter i at time t, denoted by ln( ), is regressed on year fixed effects, δ t , exporter-year fixed effects, δ i,t , and importer-year fixed effects δ j,t . The year fixed effects control for macroeconomic shocks that affect all countries. The exporter-year and importer-year fixed effects control for MLR as well as time-varying differences in the supply of and demand for goods across countries that influence their external trade. The error term ε ijk,t captures residual determinants of bilateral trade including bilateral trade costs.
Equation (A1) is estimated using OLS and data for each industry separately and using data that is pooled across the industries (that is, using all the industries' data at once). The residuals obtained from the regressions are then correlated with the natural logarithm of total bilateral trade costs estimates and the results presented in Table A3 . The correlation coefficients between the model residuals and the total bilateral trade costs estimates are negative, indicating that the total bilateral trade costs estimates are reliable.
( A1) where the logarithm of the product of the value of industry k exports from exporter i to importer j at time t and the value of industry k exports from importer j to exporter i at time t, denoted by ln( any changes in bilateral trade are due to changes in the GDPs of the trading countries and the world and/or changes in the bilateral trade costs between the two countries and multilateral resistance (MLR). Once changes to the GDPs and MLR are controlled for, the residuals from a general gravity equation should give an indication of the bilateral trade costs of the country-pair. The residuals arising from a change in bilateral trade flows should correlate negatively with total bilateral trade costs since higher trade values (holding GDP and MLR constant) imply lower bilateral trade costs. The estimated general gravity equation is of the following form: ln( ) = δ t + δ i,t + δ j,t + ε ijk,t (A1) where the logarithm of the product of the value of industry k exports from exporter i to importer j at time t and the value of industry k exports from importer j to exporter i at time t, denoted by ln( ), is regressed on year fixed effects, δ t , exporter-year fixed effects, δ i,t , and importer-year fixed effects δ j,t . The year fixed effects control for macroeconomic shocks that affect all countries. The exporter-year and importer-year fixed effects control for MLR as well as time-varying differences in the supply of and demand for goods across countries that influence their external trade. The error term ε ijk,t captures residual determinants of bilateral trade including bilateral trade costs.
), is regressed on year fixed effects, δ t , exporter-year fixed effects, δ i,t , and importer-year fixed effects δ j,t . The year fixed effects control for macroeconomic shocks that affect all countries. The exporter-year and importer-year fixed effects control for MLR as well as time-varying differences in the supply of and demand for goods across countries that influence their external trade. The error term ε ijk,t captures residual determinants of bilateral trade including bilateral trade costs.
Equation (A1) is estimated using OLS and data for each industry separately and using data that is pooled across the industries (that is, using all the industries' data at once). The residuals obtained from the regressions are then correlated with the natural logarithm of total bilateral trade costs estimates and the results presented in Table A3 . The correlation coefficients between the model residuals and the total bilateral trade costs estimates are negative, indicating that the total bilateral trade costs estimates are reliable. (1) shows correlation coefficients between the natural logarithm of total bilateral trade costs and the residuals from estimation of Equation (A1) using data of each ISIC group separately. Column (2) shows correlation coefficients between the natural logarithm of total bilateral trade costs and the residuals from Estimation of equation (A1) using data that is pooled across ISIC groups.
Although this method of inferring trade costs from the residuals of a general gravity model is simpler, I prefer the inverse-gravity method because it uses observed production and trade data and considers the substitutability of goods. Besides, the baseline total bilateral trade costs estimates are less strongly correlated with the residuals from industryspecific regressions of Equation (A1) (see column (1), Table A3 ), perhaps indicating missing industry-specific information from the latter estimates.
