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1 Einführung 
1.1 Motivation und Problemstellung 
Die effiziente Nutzung beschränkter Kapazitäten (z.B. Flugzeugsitzplätze, Hotelzimmer, Fertigungs-
maschinen), die Anbieter zur Leistungserstellung heranziehen, gilt als ein kritischer Erfolgsfaktor (vgl. 
PAK (2005), S. 20). Durch die Beteiligung des Kunden ergibt sich für den Anbieter generell ein äußerst 
unsicherer Einflussfaktor sowohl in Bezug auf Umfang, Wert und Eintreffenszeitpunkt der Nachfrage 
als auch bezüglich möglicher Kunden(re)aktionen und bedingt eine nicht‐triviale Entscheidung über die 
Annahme oder Ablehnung von Buchungsanfragen bzw. die festzulegende Preishöhe der angefragten 
Leistungen (vgl. KLEIN & STEINHARDT (2008), S. 6f.). Im Rahmen des Revenue Managements wird 
versucht, der Zielstellung einer erlösoptimalen Allokation mit ausgeklügelten und komplexen 
Steuerungsmethoden zu begegnen (vgl. TALLURI & VAN RYZIN (2004), S. 27ff.). 
Allerdings kann das traditionelle, transaktionsorientierte Revenue Management (langfristige) Fehlent-
scheidungen wie die Ablehnung wertvoller Kundengruppen zur Folge haben, wenn die zur Beurteilung 
herangezogene Preisbereitschaft vom eigentlichen Wert des Nachfragers für den Anbieter (d.h. Kunden-
wert) abweicht, da zusätzliche Einflussgrößen wie zukünftige und indirekte Nutzenbeiträge unberück-
sichtigt bleiben (vgl. MARTENS (2009), S. 28f.). So leisten Nachfrager niederwertiger Angebote zwar 
aktuell nur einen geringen Gewinnbeitrag (oder sind ggf. sogar verlustbringend), können aber in Zukunft 
durch ihr Entwicklungspotenzial durchaus positiv zum Unternehmenserfolg beitragen (vgl. RUDOLF‐
SIPÖTZ (2001), S. 98), während Nachfrager höherwertiger Angebote nicht notwendigerweise die loyal-
sten Kunden sein müssen (vgl. WIRTZ ET AL. (2003), S. 218; MARTENS (2009), S. 29). Auch indirekte 
Beiträge wie z.B. das Weiterempfehlungspotenzial von Referenzkunden sind langfristig bedeutsam (vgl. 
RUDOLF‐SIPÖTZ (2001), S. 111). Das kundenzentrierte Revenue Management als Verbindung der 
beiden Forschungsdomänen „Kapazitätssteuerung“ und „Kundenbeziehungsmanagement“ kann dazu 
beitragen, wertvolle Kunden auch vor dem Hintergrund begrenzter Kapazitätsressourcen an das 
Unternehmen zu binden (vgl. CROSS ET AL. (2009), S. 64ff.; MARTENS (2009), S. 33ff.). So wird durch 
eine zielgerichtete Differenzierung der Unternehmensaktivitäten versucht, der Vielschichtigkeit der 
(langfristigen) Wertbeiträge der Kunden nachzukommen (vgl. LISSAUTZKI (2007), S. 3). 
Allerdings geht die Fokuserweiterung von der alleinigen Ertragsperspektive hin zur Kundenbeziehung, 
die durch den Einfluss der vorökonomischen Erfolgsgrößen auf den langfristigen Unternehmenserfolg 
begründet ist (vgl. WACHTER (2006), S. 280), aufgrund von Unsicherheiten mit erhöhten Anforderungen 
an die Informationsverarbeitung einher. So tritt durch die Berücksichtigung von kundenzentrierten Ein-
flussgrößen (wie Kundenwertigkeit und Effekte auf zukünftiges Kundenverhalten) in den Steuerungs-
entscheidungen des Anbieters über das bereits vorhandene Maß an Unsicherheitseinflüssen im trans-
aktionsorientierten Revenue Management (vgl. CLEOPHAS ET AL. (2013), S. 1) noch die Schwierigkeit 
hinzu, dass die dafür benötigten Informationen oftmals selbst unsicherheitsbehaftet (z.B. ungenau, un-
vollständig, obsolet) sind. Exemplarisch sei hier die herausfordernde Zuordnung von anfragenden Kun-
den zu einem wertbezogenen Kundensegment anhand (weniger) verfügbarer Indikatoren als auch die 
unsichere Bewertung der Kundensegmente angeführt (vgl. FREILING (2006), S. 99; MARTENS (2009), 
S. 161f.). Insbesondere die Existenz mangelbehafteter Informationen lässt die Unsicherheit so zu einem 
ständigen Begleiter im Umgang mit realen Problemen werden (vgl. ZIMMERMANN (1991), S. 3f.). Aller-
dings könne der Gewinn und Verlust einer Unternehmung erst als Folge von Risiko und Unsicherheit 
auftreten. Profit sei somit die Belohnung für den Umgang mit Unsicherheit (vgl. KNIGHT (1921), S. 232; 
LEHNEIS (1970), S. 18). Eine systematische Berücksichtigung und Verminderung von Unsicherheiten 
(möglicherweise als größte Herausforderung des Managements) wird daher auch die Chancen eines 
Wirtschaftsteilnehmers im Wettbewerb verbessern (vgl. ebd., S. 2; LEHNER (1996), S. 107). 
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Fundamentale Grundlage dafür ist grundsätzlich eine umfassende Unsicherheitsanalyse zur detaillierten 
Charakterisierung und Bewertung unsicherer Situationen im Anwendungskontext (vgl. MORGAN & 
HENRION (1992), S. 44; MCCOLL ET AL. (2000), S. 50; HUIJBREGTS (2011), S. 1; INSTITUTE OF 
MEDICINE (2013), S. 38). Zwar wird in der Literatur – wenn auch eher intuitiv – auf verschiedene 
Unsicherheiten im Rahmen der Kundenbewertung und Kapazitätssteuerung hingewiesen, allerdings 
erfolgt dies weder strukturiert noch in der nötigen Detaillierung. Damit wird es zur Zielsetzung des 
vorliegenden Beitrags (Forschungsziel), ein Rahmenwerk aufzuspannen, das es erlaubt, die bei der 
umfassenden Systematisierung zu berücksichtigenden Dimensionen und Merkmale aufzuzeigen, 
geeignete Problemfelder herauszuarbeiten, Aussagen zum vorliegenden Unsicherheitsausmaß zu treffen 
und zu einem integrierten, ganzheitlichen Orientierungs- und Denkmuster zu verknüpfen (vgl. ROWE 
(1994), S 743; WOLF (2011), S. 37). Dabei soll insbesondere auf die Unsicherheiten bei den Steuerungs-
entscheidungen im Rahmen des kundenzentrierten Revenue Managements Bezug genommen werden. 
1.2 Forschungsdesign 
Der Konzeption des Forschungsdesigns muss eine hohe Sorgfalt beigemessen werden, gerade weil eine 
unzureichende Darstellung zu unerwünschten Effekten bei der Zielstellung, Nachvollziehbarkeit und 
Gültigkeit der Forschungsergebnisse führen kann (vgl. ESSWEIN & BRAUN (2006), S. 143; MOHAUPT 
& HILBERT (2011), S. 1). Diese Arbeit legt Annahmen des gemäßigten Konstruktivismus zugrunde und 
bezieht eine ontologisch offene wissenschaftstheoretische Position bezüglich des Informationssystems 
(als Erkenntnisobjekt in der Wirtschaftsinformatik; vgl. BRAUN (2007), S. 62), d.h. es wird keine 
Aussage hinsichtlich der Existenz einer objektiven Realwelt getroffen. Das Forschungsvorhaben folgt 
zudem der Konsenstheorie, die eine Aussage genau dann als wahr erachtet, wenn die am Erkenntnis-
vorgang beteiligten Subjekte der Aussage zustimmen (vgl. BECKER & NIEHAVES (2007), S. 202). 
Das Forschungsziel präzisiert sich in den ausformulierten Forschungsfragen. Diese unterliegen 
formellen und inhaltlichen Anforderungen und die ihnen zugesprochene Relevanz bedarf einer 
Begründung. So soll ausgehend vom Motivationsgedanken im Rahmen dieser Arbeit folgenden 
Forschungsfragen nachgegangen werden: 
1) Wie lassen sich die Unsicherheiten im Rahmen des kundenzentrierten Revenue Managements 
geeignet systematisieren? 
Die erste Forschungsfrage resultiert aus dem schmalen Forschungsstand bezüglich der grundlegenden 
und strukturierten Erfassung der Unsicherheitsproblematik im (kundenzentrierten) Revenue 
Management. Das Forschungsvorhaben weist daher zunächst einen deskriptiv‐explorativen Charakter 
auf und zielt damit auf das Verständnis gegebener Sachverhalte (vgl. BECKER ET AL. (2003), S. 314f.). 
Im Rahmen dieses Erkenntniszieles gilt es, geeignete Systematisierungskriterien als auch Ursachen zu 
identifizieren. Auf Basis dieser neu geschaffenen Strukturierung im Forschungsumfeld sollen dann 
Aussagen zum vorliegenden Grad des Unsicherheitsausmaßes getroffen werden. Jene Rückschlüsse und 
Bewertungen werden in diesem Zusammenhang entlang des Kontinuums relevanter Merkmals-
ausprägungen erfolgen. Dies führt zur Formulierung der zweiten Forschungsfrage: 
2) Wie ist auf Basis der gewählten Kriterien und Ausprägungswerte das vorliegende 
Unsicherheitsausmaß im Anwendungsfeld einzuschätzen? 
Aus Forschungsziel und -fragen leiten sich die Forschungsmethoden ab (vgl. ESSWEIN & BRAUN 
(2006), S. 146). Als speziell auf Forschungsprobleme hin ausgerichtete Verfahren und Instrumente 
sollen sie dazu beitragen, Erkenntnisse zu gewinnen und zu prüfen (vgl. HEINRICH ET AL. (2007), S. 91). 
Vor dem Hintergrund des reichhaltigen Forschungsstandes zum (transaktionsorientierten) Revenue 
Management, Kundenbeziehungsmanagement und zur Unsicherheit im Allgemeinen ist eine deduktive 
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Forschungsmethode, d.h. die Verknüpfung aus Sachverhalten aller Themenbereiche zur Erkenntnis-
gewinnung bei der Systematisierung der Unsicherheiten im kundenzentrierten Revenue Management, 
sinnvoll (vgl. BROTHERTON & TURNER (2006), S. 36; BECKER & NIEHAVES (2007), S. 202). Diese 
bisher sehr heterogenen Erkenntnisse in der Literatur sollen durch einen konzeptionellen Bezugs-
rahmen in einen homogenen Kontext gebracht und so der Stand der Forschung strukturiert aufgearbeitet 
werden (vgl. WOLF (2011), S. 37). Als forschungsleitende Ordnungsgerüste verbessern sie die 
Orientierung im Forschungsprozess und sind damit in besonderem Maße für vielschichtige und 
facettenreiche Forschungsprobleme verwendbar, indem sie diese in überschaubare Teilprobleme 
zerlegen und sonst isoliert stehende Einfluss‐ und Wirkungsfaktoren in einen Gesamtzusammenhang 
stellen (vgl. KUBICEK (1977), S. 17ff.). Im Rahmen einer systematischen Literaturanalyse sollen die 
in der Forschungsgemeinde und Praxis vorhandenen Perspektiven herausgearbeitet und mit der eigenen 
in Beziehung gesetzt werden. Die durchgeführte Analyse in Anlehnung an WEBSTER & WATSON 
(2002), FETTKE (2006), KITCHENHAM (2007) und FINK (2013) erlaubt somit die Identifikation, 
Bewertung und Synthese existierender Forschungsbeiträge, die bezüglich der ersten Forschungsfrage 
als relevant ausgemacht wurden. Die so gewonnenen Erkenntnisse dienen der Definition geeigneter 
Dimensionen zur weiteren Detaillierung des Bezugsrahmens (vgl. KUBICEK (1977), S. 6ff.). Folglich 
kann dem Anliegen des Forschers nach einer geistigen Durchdringung der Problematik und intersubjek-
tiven Nachvollziehbarkeit nachgekommen werden. Praktiker sollen hingegen Unterstützung erfahren, 
das eigene Unternehmen in das skizzierte Spannungsgefüge einordnen, anhand der anbieterspezifischen 
Merkmalsausprägungen der Dimensionen und Umfeldfaktoren einen Überblick über die vorherrschende 
Unsicherheitsproblematik gewinnen und zudem Rückschlüsse über den vorliegenden Grad des Un-
sicherheitsausmaßes vornehmen zu können (vgl. Forschungsfrage 2). Der langfristige Betrachtungshori-
zont im kundenzentrierten Revenue Management und die Berücksichtigung von Unsicherheiten als auch 
kundenwertorientierten Informationen setzen zudem die Integration von Erkenntnissen anderer Wissen-
schaftsdisziplinen, wie z.B. Marketing, Controlling, Mathematik und Operations Research voraus. 
In den beiden nächsten Kapiteln wird zunächst das (kundenzentrierte) Revenue Management vorgestellt 
und ein detailliertes Begriffsverständnis zur Unsicherheit herausgearbeitet. Im vierten Kapitel wird dann 
der konzeptionelle Bezugsrahmen als Forschungsinstrument zur Systematisierung der Unsicherheiten, 
die Ergebnisse der Literaturanalyse und die genaue Vorgehensweise zur Detaillierung des Bezugs-
rahmens vorgestellt. Darauf aufbauend wird in den drei anschließenden Kapiteln eine strukturierte 
Auseinandersetzung und Analyse der Unsicherheiten vorangetrieben. Das Ergebnis dieser Forschungs-
bemühungen ist Gegenstand des achten Kapitels. Einer Zusammenfassung und Diskussion sowie einem 
Ausblick auf weiteren Forschungsbedarf wird sich letztlich im neunten Kapitel gewidmet. 
2 Grundlagen kundenzentrierten Revenue Managements 
Während viele Unternehmen ihre Ausgaben durch geeignete Maßnahmen bereits optimiert haben, 
erweisen sich die eingehenden Zahlungsströme durch die Kunden als überaus entscheidend in der 
Steigerung des Unternehmenswertes (vgl. BUHL ET AL. (2011), S. 188). Das (traditionelle) Revenue 
Management bietet hier zahlreiche Ansatzpunkte, um die operativ unflexible Kapazität zur Leistungs-
erstellung gewinnmaximal zu nutzen (vgl. TSCHEULIN & LINDENMEIER (2003), S. 630; LITTLEWOOD 
(2005), S. 118). So soll verhindert werden, dass ein Großteil der Kapazität für frühe, niederwertige 
Buchungsanfragen reserviert, die verfügbare Kapazität überbucht wird oder nicht in Anspruch 
genommene Reservierungen Leerkosten verursachen (vgl. GOSAVI ET AL. (2007), S. 22f.; MARTENS 
(2009), S. 2). Durch die teils beachtlichen Erlössteigerungen ist die Übertragung vom traditionellen 
Passagierflugbereich auf andere Branchen wie Hotellerie, Automobilvermietungen, Auftragsfertigung, 
Medienwirtschaft und Transportwesen daher nicht verwunderlich (vgl. TALLURI & VAN RYZIN (2004), 
S. 515ff.; KLEIN & STEINHARDT (2008), S. 4). 
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Allerdings können sich durch den Einsatz des Revenue Managements neben der kurzfristigen Erlös-
steigerung auch konterkarierende Effekte auf die Kundenbeziehungen ergeben, die jedoch in Zeiten 
hoher Wettbewerbsintensität wachsende Bedeutung gewinnen (vgl. DILLER (2006), S. 102; MARTENS 
(2009), S. 24ff.). So kann sich bspw. die Ablehnung einer Kundenanfrage negativ auf die Loyalität und 
damit auf die zukünftige Intensität der Geschäftsbeziehung auswirken (vgl. WIRTZ ET AL. (2003), S. 
218f.). Mit Blick auf ein wertorientiertes Management sind die resultierenden Ergebnisse damit nicht 
zufriedenstellend. Die Wichtigkeit der Integration des Kundenbeziehungs- und Revenue Managements 
ist daher von einer Reihe von Autoren betont worden und die Forschungsbemühungen zum kunden-
zentrierten Revenue Management befinden sich bis dato in vollem Gange (vgl. u.a. XYLANDER (2003), 
S. 175; LINDENMEIER (2005), S. 76; CROSS ET AL. (2009), S. 64; MARTENS (2009), S. 65ff.; BUHL ET 
AL. (2011), S. 191ff.). Mit Blick auf ein ganzheitlich erfolgreiches Revenue Management, das auch die 
Kundenwertigkeit und die Effekte auf das zukünftige Kundenverhalten in den Steuerungsentschei-
dungen des Anbieters berücksichtigt, sprechen sich die Arbeiten für ein essentielles Verständnis um den 
„Faktor Kunden“ aus. Dabei bildet der Kundenwert eine wichtige Bezugsgröße, der hier als der 
potenzielle Nutzen des Kunden für den Anbieter über einen definierten zeitlichen Betrachtungshorizont 
verstanden werden soll (vgl. BAUER ET AL. (2003), S. 49f.; GUPTA ET AL. (2006), S. 141). Bedingt durch 
die variierende Ausprägung direkter und indirekter Nutzenbeiträge konkurrieren demnach Kunden 
unterschiedlicher Wertigkeit um die knappen Ressourcen des Anbieters. 
Mit dem Anspruch an eine bewusste(re) Kundenorientierung und deren Integration entlang des 
gesamten Revenue-Management-Prozesses sieht sich der Anbieter allerdings auch entsprechenden 
Herausforderungen gegenüber. So wird die Berücksichtigung und Prognose der Kundenwertigkeit durch 
unzureichende und mangelbehaftete Informationen erschwert (vgl. MARTENS (2009), S. 266f.). 
Grundsätzlich beschäftigt das Problem imperfekter Informationen als Entscheidungsgrundlage seit 
langem Philosophen, Logiker und Mathematiker (vgl. RUSSEL (1923), S. 84ff.; BLACK (1937), S. 427ff.) 
und erfuhr insbesondere im Hinblick auf Wissensrepräsentation und Schlussfolgerungen unter 
Unsicherheit eine wachsende Beachtung (vgl. GRZYMALA-BUSSE (1988), S. 3). So ist man auch im 
Customer Relationship Management dazu übergegangen, unsichere Informationen zur Kunden-
bewertung heranzuziehen. So werden Überlegungen zur Kundenwertbestimmung (wie Prognose der 
Bestandswahrscheinlichkeit, Kundeneinzahlungen, ‐kosten und ‐risiken) unter Berücksichtigung von 
Unsicherheit angestellt (vgl. LISSAUTZKI (2007), S. 117ff.), unsicherheitsbasierte Ansätze im Rahmen 
der Kundensegmentierung und zur Vorhersage des Kundenverhaltens integriert (vgl. KOWALCZYK & 
SLISSER (1997), S. 4ff.; LAW & AU (2000), S. 245ff.) und bei der Zuordnung der Nachfrager zu 
Segmenten ggf. auf trennscharfe Grenzen zwischen diesen verzichtet (vgl. WERRO ET AL. (2006), S. 
256ff.; LIOU (2009), S. 4375ff.). Auch im (traditionellen) Revenue Management sind entsprechende 
Forschungsbemühungen zu konstatieren, welche jedoch durch spezifisch gewählte Anwendungs-
bereiche (vgl. u.a. WANG & KAO (2008), S. 2668ff.) bzw. den bloßen Verweis auf die grundsätzlichen 
Unsicherheiten (vgl. u.a. BECHER (2008), S. 11ff.), die das Anwendungsterrain der Kapazitätssteuerung 
an sich ausmachen, der Problematik nur unzureichend gerecht werden. Eine systematische Benennung 
und Strukturierung der Unsicherheiten insbesondere für den integrierten Bereich des kundenzentrierten 
Revenue Managements ist daher nicht anzutreffen. Dies ist verwunderlich, betonen doch viele Autoren 
die Wichtigkeit einer fundierten Auseinandersetzung mit Unsicherheit (vgl. Kapitel 3.2; MORGAN & 
HENRION (1992), S. 44). Die angestrebte Systematisierung erscheint daher sinnvoll und wird mit einem 
Nutzen sowohl für die Forschung als auch Praxis verbunden sein. 
3 Grundlagen der Unsicherheitsproblematik 
Um eine angemessene Beleuchtung der Unsicherheiten im kundenzentrierten Revenue Management zu 
gewährleisten, wird eine systematische Vorgehensweise verfolgt. So werden ausgehend von einer ersten 
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Annäherung und den allgemeinen Beweggründen zur Unsicherheitsberücksichtigung die verschiedenen 
Blickwinkel und Taxonomieansätze strukturiert, eine Arbeitsdefinition mit Blick auf den Unter-
suchungsgegenstand geschaffen und wichtige Positionierungen im Umgang mit Unsicherheit dargelegt 
und bezogen. Damit können die notwendigen Entscheidungen zur Anpassung an die Revenue‐
Management‐Problematik aufgezeigt und die Nachvollziehbarkeit dieser Arbeit sichergestellt werden. 
3.1 Erste Annäherung zur Unsicherheitsproblematik 
Nicht wenige Autoren stimmen überein, dass Unsicherheit allgegenwärtig ist und unser Leben 
durchdringt (vgl. ZIMMERMANN (1991), S. 3; KLIR & WIERMAN (1998), S. 2; BAMMER & SMITHSON 
(2008b), S. 3f.). Sie lasse sich daher im Umgang mit realen Problemen wie z.B. Planung, Schluss-
folgerung, Entscheidung, Klassifikation und weiteren Aufgaben, die einen Umgang mit realen Entitäten 
und Informationen erfordern, nicht vermeiden (vgl. KRAUSE & CLARK (1993), S. 1). Weniger Einigkeit 
besteht jedoch darüber, wie Unsicherheit zu charakterisieren, quantifizieren und zu verstehen ist (vgl. 
WALLSTEN (1990), S. 378). So bedingen die Heterogenität des Begriffs, die unterschiedlichen Blick-
winkel der Wissenschaftsdisziplinen und der Anwendungskontext (vgl. KRAUSE & CLARK (1993), S. 3; 
ASCOUGH II ET AL. (2008), S. 387; BAMMER & SMITHSON (2008a), S. 1) eine Vielfalt im Verständnis, 
der semantischen Interpretation gleicher Begriffe und der Methoden zur Modellierung und Verarbeitung 
von Unsicherheit (vgl. ZIMMERMANN (1999), S. 288; JOUSSELME ET AL. (2003), S. 1208). Da die weit 
gestreute Literatur eine einheitliche Nomenklatur vermissen lässt (vgl. SMITHSON (2008), S. 14; HAYES 
(2011), S. 23), fällt es schwer, eine angemessene und allgemeingültige Definition von Unsicherheit 
auszumachen (vgl. ZIMMERMANN (1999), S. 288). So reicht das Unsicherheitsverständnis in 
verschiedenen Beiträgen von einem Grad der Unwissenheit, einem Zustand unvollständigen Wissens, 
unzureichender Information bis hin zu einer Abweichung vom unerreichbaren Zustand vollständiger 
Determiniertheit (vgl. HAYES (2011), S. 21). Die simple Negativdefinition 
Unsicherheit ist die Abwesenheit von Sicherheit 
führte bei Annahme einer inhärenten Unsicherheit in der Welt (vgl. Diskussion in Kapitel 3.2 und 3.6) 
jedoch dazu, dass jede realistische Situation unsicher wäre und der Begriff damit ohne Nutzwert bliebe 
(vgl. LEHNER (1996), S. 107). Da Unsicherheit auch in Situationen mit umfassender Informationslage 
auftreten und durch zusätzliche Informationen sowohl verringert als auch erhöht werden kann (vgl. 
WALKER ET AL. (2003), S. 8), wird sie häufig als mehr als nur ein Mangel an sicherem Wissen begriffen 
(vgl. SMITHSON (2008), S. 14). Auffällig ist in diesem Zusammenhang die enge Verknüpfung des 
Konzepts der Unsicherheit mit dem der Information. So wird Unsicherheit oft als Resultat der 
Unvollkommenheit von Information beschrieben (vgl. MOTRO (1997), S. 10; KLIR & WIERMAN (1998), 
S. 5f.; JOUSSELME ET AL. (2003), S. 1209). Die informationellen Mängel wie z.B. unvollständig, 
unzuverlässig, vage und widersprüchlich sind dann in der Folge für die Definition von verschiedenen 
Unsicherheitstypen herangezogen worden (vgl. Kapitel 3.4; KLIR & WIERMAN (1998), S. 5). 
3.2 Beweggründe zur Unsicherheitsauseinandersetzung 
In der Literatur finden sich verschiedene Anhaltspunkte für die Sinnhaftigkeit einer Auseinandersetzung 
mit Unsicherheiten (vgl. MOHAUPT & HILBERT (2011), S. 6). Die häufigsten Beweggründe zur 
Unsicherheitsberücksichtigung sollen nun näher ausgeführt werden. 
(1) Unsicherheit ist der realen Welt inhärent und daher nicht vermeidbar. 
In vielen Beiträgen wird die Auffassung vertreten, Unsicherheit durchdringe die reale Welt. So stellt 
bereits RUSSELL (1923), S. 88f. die unzureichende Anwendbarkeit von präzisen Symbolen zur 
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Beschreibung der Wirklichkeit fest. Die Existenz unvollkommener Information lässt die Unsicherheit 
zu einem ständigen Begleiter im Umgang mit realen Problemen und Entscheidungen werden (vgl. 
BAMMER & SMITHSON (2008b), S. 3f.; SKINNER ET AL. (2014a), S. 608). Ihre Berücksichtigung ist daher 
für eine angemessene Abbildung auf Modellebene unabdingbar (vgl. SMETS (1997), S. 225). Auch KLIR 
& WIERMAN (1998), S. 2 führen in einer dreigliedrigen Ebenenunterteilung die Unvermeidbarkeit von 
Unsicherheit aus. So geht auf empirischer Ebene jede Messung aufgrund von Messfehlern und der 
eingeschränkten Granularität der Messgeräte mit untrennbarer Unsicherheit einher. Auf kognitiver 
Ebene resultiert sie aus der innewohnenden Vagheit und Mehrdeutigkeit der natürlichen Sprache. 
Hingegen werde Unsicherheit auf sozialer Ebene sogar für strategische Zwecke (wie Privatsphäre, 
Verschwiegenheit) erzeugt und benutzt. Die notwendige Positionierung in dieser Arbeit zur Inhärenz 
der Unsicherheit wird in Kapitel 3.6 vollzogen. 
(2) Die Berücksichtigung von Unsicherheit hat wirtschaftliche Überlegungen. 
KNIGHT (1921), S. 36f. hat als einer der ersten auf die zentrale Bedeutung der unvollkommenen 
Information für das wirtschaftliche Handeln hingewiesen. So könne der Gewinn und Verlust einer 
Unternehmung erst als Folge von Risiko und Unsicherheit auftreten (vgl. LEHNEIS (1970), S. 18). Der 
notwendige Informationsgrad für eine Gewinnerzielung muss demnach zwischen den beiden Extremen 
(Fehlen jeglichen Wissens vs. vollkommene Information) liegen. Durch eine strukturierte Auseinander-
setzung und angestrebte Verringerung der Unsicherheiten können somit die Chancen des Unternehmens 
im Wettbewerb verbessert werden (vgl. ebd., S. 2). Des Weiteren kann es unter dem Gesichtspunkt der 
Wirtschaftlichkeit unökonomisch sein, auf sichere Informationen zu beharren (vgl. KWAN ET AL. (1997), 
S. 128). In vielen Fällen sind auch unsichere Informationen ausreichend, um bspw. zwischen alter-
nativen Handlungen zu entscheiden. In diesem Zusammenhang spielt auch die Berücksichtigung von 
Unsicherheit bei der Entscheidung, weitere Ressourcen aufzuwenden, um zusätzliche Informationen 
einzuholen, eine wichtige Rolle (vgl. MORGAN & HENRION (1992), S. 43). Im Allgemeinen vergrößert 
sich dabei der zu erwartende Wert zusätzlicher Information mit ansteigender Unsicherheit. 
(3) Die Unsicherheitsberücksichtigung ist der Verbesserung von Modellen dienlich. 
Eine grundsätzliche Schwierigkeit bei der (modellhaften) Abstraktion eines betrachteten Realitäts-
ausschnitts besteht darin, dass wegen der Komplexität und beschränkten Manipulierbarkeit des Modells 
oftmals erhebliche Idealisierungen notwendig sind (vgl. ZIMMERMANN (1991), S. 3; KRUSE ET AL. 
(1993), S. 1). Eine Vorgehensweise, der Komplexität zu begegnen, besteht in der Tolerierung eines 
gewissen Grads an Ungenauigkeit und Vagheit, wie z.B. bei der Modellierung der Unvollkommenheit 
von Expertenwissen in wissensbasierten Systemen (vgl. LEHNEIS (1970), S. 27; KRUSE ET AL. (1993), 
S. 1f.). Da sich die Modellgüte nicht am Präzisionsgrad der eingehenden Informationen festmachen 
lasse, könne ein Modell, das eine explizite Berücksichtigung von imperfekten Informationen vorsieht, 
bezüglich der Gütekriterien wie Adäquatheit, Effizienz und Benutzerfreundlichkeit demnach „objektiv 
durchaus besser sein als ein Modell, das schwieriger zu handhaben ist, weil es generell nur präzise 
Informationen zulässt“ (ebd., S. 2). Bei der tolerierten Vernachlässigung von realen Aspekten wirkt 
allerdings erschwerend, dass genau jene Aspekte vorherzusehen wären, um sie wegen der fehlenden 
Wichtigkeit außer Acht lassen zu können (vgl. MORGENSTERN (1935), S. 342). Grundsätzlich kann aber 
die Analyse der Ursachen von Unsicherheit die iterativ durchlaufenden Phasen der Modellentwicklung 
und ‐verbesserung als auch die Festlegung der angemessenen Detailstufe für jede Komponente 
unterstützen (vgl. MORGAN & HENRION (1992), S. 44). Zusätzlich kann ein Modell durch die Berück-
sichtigung von Unsicherheit von einer bestehenden Stabilität auch nach einer geringfügigen Variation 
der zugrundeliegenden Annahmen profitieren (vgl. ZIMMERMANN (1991), S. 3). 
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(4) Die Unsicherheitsberücksichtigung ermöglicht Austauschbeziehungen. 
Eine Reihe von Autoren betont die Wichtigkeit der Unsicherheit im Modellierungsprozess und verweist 
auf unsicherheitsbezogene Zusammenhänge im Austausch mit anderen Merkmalen. So spiele Unsicher-
heit nach KLIR & WIERMAN (1998), S. 4 eine zentrale Bedeutung in allen Bemühungen, den Nutzen 
eines Modells zu maximieren. Ein geringfügiger Anstieg von Unsicherheit könne demnach die 
Komplexität oftmals signifikant reduzieren und zugleich die Glaubwürdigkeit des Modells erhöhen. Mit 
Blick auf die Komplexitätsreduktion konstatieren MORGAN & HENRION (1992), S. 56 und ZIMÀNYI & 
PIROTTE (1997), S. 36 eine vorteilhafte Austauschbeziehung zwischen der Reichhaltigkeit der Reprä-
sentation der realen Welt und der Effizienz der Manipulation bzw. Berechnungskomplexität. Unter dem 
Information Maximality Principle wird ein weiterer Zusammenhang subsumiert, dass eine weniger 
präzise (präzisere) Information oftmals mit höherer (geringerer) Sicherheit angegeben werden kann (vgl. 
SMETS (1997), S. 227). Es sagt demnach aus, dass das „Produkt“ aus Präzision und Sicherheit nicht über 
ein bestimmtes kritisches Niveau hinausgehen kann und jeglicher Anstieg in einem der beiden sich durch 
die Verringerung des anderen wieder ausgleichen wird. 
3.3 Abgrenzung des Unsicherheitsbegriffs 
Wie viele andere Begriffe auch, ist Unsicherheit nicht selbstexplikativ, sondern der Sinn wird sich erst 
durch die Einbettung in einen übergreifenden Zusammenhang erschließen (vgl. BONß (1995), S. 35). In 
der Entscheidungslehre, in der der Unsicherheitsaspekt einen breiten Raum einnimmt, bedient man sich 
hierzu einer Abgrenzung von Sicherheit, Risiko und Ungewissheit (vgl. NEUNER (2009), S. 141). Auch 
wenn sich in der betriebswirtschaftlichen Literatur viele, teils überlappende Definitionen zu Unsicher-
heit und Risiko (vgl. HAYES (2011), S. 14f.) als auch unterschiedliche Akzentuierungen zur Aufteilung 
von Unsicherheit und Ungewissheit (vgl. BONß (1995), S. 35f.) finden, so wird häufig auf das Begriffs-
verständnis von KNIGHT (1921), S. 233 Bezug genommen (vgl. LISSAUTZKI (2007), S. 126; GILBOA ET 
AL. (2008), S. 173). Im Rahmen seiner Unterscheidung zwischen Informationszuständen der Sicherheit 
und Unsicherheit bezeichne Risiko dabei den Zustand der messbaren Unsicherheit (vgl. hierzu auch 
Kritik bei ELLSBERG (1961), S. 643; HIRSHLEIFER & RILEY (1992), S. 10). Zur weiteren Abgrenzung 
dieser drei charakteristischen Entscheidungssituationen wird in der Entscheidungslehre üblicherweise 
auf ein Entscheidungsfeld abgehoben. Es handelt sich dabei um die zur Auswahl stehenden Alternativen 
(Aktionenraum A), die möglichen Umweltlagen (Zustandsraum Z) sowie die zu berücksichtigenden 
Wirkungszusammenhänge (vgl. KLEIN & SCHOLL (2011), S. 42f.). Letztere werden durch die 
Ergebnisfunktion g(a,z) beschrieben, die für jede Aktion a aus A und jeden Zustand z aus Z die 
Konsequenzen x = g(a,z) angibt, die mit dem Zusammentreffen der Aktion a und dem Zustand z 
verknüpft sind (vgl. BAMBERG & COENENBERG (2002), S. 15). Es werden folgende Situationen 
unterschieden (vgl. ROSENKRANZ & MISSLER-BEHR (2005), S. 56): 
(1) Im Falle der Sicherheit ist der eintretende Zustand zj der Umwelt bekannt, auf den mit der 
Aktion ai reagiert wird. Als Handlungskonsequenz ergibt sich der ökonomische Wert xi,j. 
(2) In einer Risikosituation sieht sich der Entscheidungsträger einer zufällig reagierenden Umwelt 
gegenüber, wobei die Eintrittswahrscheinlichkeiten p1, p2, …, pn (mit ∑pj=1) der Zustände 
bekannt sind (sog. objektive Wahrscheinlichkeiten, z.B. aus historischem Zahlenmaterial) oder 
(durch a priori Kenntnisse, Meinungen, Glaubensgrade) subjektiv geschätzt werden können. 
(3) Eine Ungewissheitssituation liegt vor, wenn sich der Entscheider einer Umwelt gegenüber 
sieht, deren (zukünftige) Zustände weder deterministisch noch stochastisch beschrieben werden 
können. Von numerischer Ungewissheit (vgl. ROSENKRANZ & MISSLER-BEHR (2005), S. 56) 
bzw. Unsicherheit im engeren Sinne (vgl. LAUX (2007), S. 106) wird gesprochen, wenn die n 
Zustände der Umwelt bekannt sind. Zwar kann der Entscheider sich ein Urteil darüber bilden, 
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welche Zustände eine Eintrittswahrscheinlichkeit größer Null haben, aber eine weitergehende 
Spezifizierung der Wahrscheinlichkeiten ist nicht möglich. Hingegen wird vom gravierenderen 
Umstand struktureller Ungewissheit bzw. Unsicherheit im weiteren Sinne gesprochen, wenn 
nicht einmal die Anzahl der Zustände bekannt ist, die die Umwelt einnehmen kann. 
Auch die Kritik, die definierten Ungewissheitssituationen seien in der Praxis selten oder nie anzutreffen 
und damit mangelhaft, konnte an dieser Aufteilung nichts ändern (vgl. ZIMMERMANN (1999), S. 288). 
Zudem wird bemängelt, dass sich reale Entscheidungssituationen grundsätzlich besser durch Risiko- als 
durch Unsicherheitssituationen (im engeren Sinne) repräsentieren ließen (vgl. LAUX (2007), S. 117). 
Gerade durch die Einführung subjektiver Wahrscheinlichkeiten (als Ersatz für fehlende objektive 
Wahrscheinlichkeiten) könnten Entscheidungsprobleme unter Unsicherheit auf Entscheidungen unter 
Risiko reduziert werden (vgl. GILBOA ET AL. (2008), S. 173). Zusammenfassend lässt sich zum jetzigen 
Zeitpunkt festhalten, dass Risiko als spezieller und einfacher Unterfall der Unsicherheit gilt (vgl. BONß 
(1995), S. 36). Gemeinsam ist allen bisher genannten Autoren der Fokus auf die Ursachen zur Definition 
des Unsicherheitsbegriffs (vgl. LISSAUTZKI (2007), S. 127) und betrifft den unvollkommenen Informa-
tionsstand des Entscheidungsträgers, der als „Verhältnis von tatsächlich vorhandener zu sachlich not-
wendiger Information in Bezug auf ein konkretes Entscheidungsproblem“ (KOCH (1994), S. 8) definiert 
ist. Unsicherheit besitzt aber neben einer Ursachen‐ auch eine Wirkungskomponente (vgl. HAX (1949), 
S. 18), die eine zweite Autorengruppe zur Begriffsannäherung heranzieht. Als Wirkung der Unsicherheit 
kann demnach nur das relevant sein, was für das jeweilige Entscheidungsfeld Konsequenzen besitzt. 
Diese Wirkungen beziehen sich auf Zielwerte und werden als Risiko (bzw. Chance) und damit als 
negative (bzw. positive) Abweichung von einem (ökonomischen) Ziel begriffen (vgl. KOCH (1994), S. 
10f.). Risiko bildet somit das Resultat von Unsicherheit. Nur weil Unsicherheit existiert, muss sich 
daraus noch kein Risiko ergeben (vgl. MUN (2004), S. 13). Allerdings ist Unsicherheit eine notwendige 
Bedingung für Risiko, da ein sicherer Verlust noch kein Risiko birgt (vgl. KOCH (1994), S. 11). 
3.4 Typologie der Unsicherheit 
Unsicherheitstypologien spielen eine entscheidende Bedeutung im Rahmen der Unsicherheitsanalyse 
(vgl. SKINNER ET AL. (2014a), S. 608), da der weitergehende Umgang mit den Unsicherheiten einge-
schränkt ist, wenn diese zuvor nicht eindeutig bestimmt wurden bzw. ihre umfassende Identifikation 
daran scheitert, dass die (potenziellen) Typen von Unsicherheit nicht verstanden oder unvollständig sind 
(vgl. SKINNER ET AL. (2014b), S. 196). Grundsätzlich kann die Analyse von Unsicherheiten von der 
Bereitstellung relevanter, vollständiger und zuverlässiger Kategorisierungen mit entsprechenden 
Definitionen profitieren. Allerdings wurden bisher viele Typologien für die unterschiedlichsten Zwecke 
und Anwendungsbereiche entwickelt (vgl. WALKER ET AL. (2003), S. 8). Die durch die verschiedenen 
Domänen und Zielstellungen getriebenen Unterschiede zwischen den Disziplinen führten zu einer 
heterogenen, überlappenden und auch widersprüchlichen Nomenklatur (vgl. ASCOUGH II ET AL. (2008), 
S. 387; HAYES (2011), S. 23). Dieser Umstand lässt sich sehr gut in Tabelle 1, S. 9ff. nachvollziehen, 
in der eine Auswahl der wichtigsten und am häufigsten zitierten Klassifizierungen von Unsicherheit der 
letzten 25 Jahre über verschiedene Wissenschaftsdisziplinen zusammengetragen wurde. Die verschie-
denen Ansätze beruhen dabei auf eng fokussierten Literaturüberblicken, der Vereinigung existierender 
Frameworks oder den Meinungen der jeweiligen Autoren (vgl. SKINNER ET AL. (2014a), S. 618). 
Da es einerseits an einer generischen und allgemein anerkannten Kategorisierung von Unsicherheit 
mangelt (vgl. ASCOUGH II ET AL. (2008), S. 387) und zum anderen die Anwendbarkeit im 
Untersuchungsgegenstand sichergestellt sein sollte (vgl. SKINNER ET AL. (2014b), S. 196), ist es 
sinnvoll, für den weiteren Verlauf (auch mit Blick auf die Arbeitsdefinition in Kapitel 3.5) das eigene 
Typologieverständnis für den Revenue-Management-Bereich darzustellen. Dieses ist den verschiedenen 
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Leitgedanken der Arbeiten aus Tabelle 1, hauptsächlich von KLIR & WIERMAN (1998), WALKER ET AL. 
(2003), HAYES (2011) und SKINNER ET AL. (2014b), entlehnt. Zunächst ist dabei die von KLIR & 
WIERMAN (1998), S. 5 herausgestellte, enge Verknüpfung des Konzepts der Unsicherheit mit dem der 
Information von grundlegender Bedeutung, wobei Unsicherheit als Folge von mangelbehafteter Infor-
mation zu begreifen ist. Da sich die Unsicherheiten im Revenue Management durch verschiedene 
Aspekte auszeichnen (vgl. CLEOPHAS ET AL. (2013), S. 1), wird auf die Charakterisierung der möglichen 
Dimensionen von Unsicherheit nach WALKER ET AL. (2003), S. 8f. und SKINNER ET AL. (2014b), S. 
197ff. zurückgegriffen. Die dreigliedrige Einteilung wird dabei in der späteren Detaillierung des 
Bezugsrahmens zur Systematisierung gute Dienste leisten. So werden zunächst Art bzw. Ursprung der 
Unsicherheit als erste Dimension herausgearbeitet und sich der Frage gewidmet, wie die Unsicherheit 
entstanden ist, d.h. entweder epistemischen (Imperfektion im Wissen) oder aleatorischen Ursprungs 
(Zufälligkeit des betrachteten Systems). Der Ort der Unsicherheit klärt als nächste Dimension darüber 
auf, wo sich diese genau manifestiert, z.B. in den gespeicherten Daten, den zugrundeliegenden Modellen 
oder zu treffenden Entscheidungen. Als letztes wird das Unsicherheitsausmaß beschrieben, das 
zwischen deterministischem Kenntnisstand und totaler Unkenntnis angesiedelt ist. Bezüglich der Arten 
von Unsicherheit soll jedoch auf die spezifischere Unterteilung von HAYES (2011), S. 22 zurück-
gegriffen werden, der versucht hat, die verschiedenen Begrifflichkeiten in der Literatur in vier Unsicher-
heitstypen zusammenzufassen. Neben der abermaligen Abgrenzung der inhärenten, nicht eliminierbaren 
Variabilität ggü. epistemischer Unsicherheit (vgl. REGAN ET AL. (2002), S. 625) wird auch auf die oft 
unberücksichtigte linguistische Unsicherheit, die u.a. aus der Ungenauigkeit und Kontextabhängigkeit 
der Sprache hervorgeht, hingewiesen. Als letzter Typ wird zudem Entscheidungsunsicherheit 
ausgemacht, die durch die Mehrdeutigkeit und ungeeignete Definition im Zusammenhang mit Ziel-
stellungen, Akzeptanzkriterien und Nutzenfunktionen entsteht (vgl. FINKEL (1990), S. 6ff.; HAYES 
(2011), S. 21). Da allerdings die Informationsmängel (als Ursache) für die Definition der Unsicherheits-
typen herangezogen werden (vgl. KLIR & WIERMAN (1998), S. 5) und letztere nicht immer trennscharf 
sind (vgl. HAYES (2011), S. 23), sollen schließlich die möglichen Unsicherheitsursachen zur weiteren 
Detaillierung des Bezugsrahmens Verwendung finden (vgl. Kapitel 4.3.5). 
Tabelle 1: Überblick verschiedener Unsicherheitstypologien in der Literatur (in Anlehnung an JOUSSELME ET AL. 
(2003), S. 1209ff.; ASCOUGH II ET AL. (2008), S. 387; SKINNER ET AL. (2014b), S. 198ff.) 
Beitrag Unsicherheitstypologie Anmerkung 
SMITHSON 
(1989), S. 9 
vagueness: fuzziness vs. non-specifity 
probability 
ambiguity 
Unsicherheitsver-
ortung in Taxono-
mie der Unkenntnis 
FINKEL (1990), 
S. 6ff. 
parameter uncertainty, model uncertainty, decision-rule 
uncertainty, variability (temporal, spatial, interindividal) 
 
FUNTOWICZ & 
RAVETZ (1990), 
S. 21f. 
data uncertainty, model uncertainty, completeness 
uncertainty 
Forschungsfeld 
Wissenschafts-
politik 
MORGAN & 
HERION (1992), 
S. 56ff. 
statistical variation, subjective judgment, linguistic 
imprecision, variability, inherent randomness, 
disagreement, approximation 
Unsicherheitsbezug 
auf empirisch 
quantitative Größen 
KRAUSE & 
CLARK (1993), 
S. 7 
unary: ignorance (indeterminate vs. partial knowledge), 
conflict (equivocation, ambiguity, error) 
set theoretic: conflict (error, inconsistency), ignorance 
(incompleteness, irrelevance) 
 
ROWE (1994), 
S. 743ff. 
temporal (past vs. future states), structural (complexity), 
metrical (measurement), translational (explaining 
uncertain results) 
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SMETS (1997), 
S. 246f. 
imprecision: data without error (vagueness, missing), data 
with error 
inconsistency 
uncertainty: objective (propensity, disposition), subjective 
Typologie der 
Imperfektion von 
Information 
KLIR & 
WIERMAN 
(1998), S. 103 
fuzziness 
ambiguity: discord vs. non-specificity 
Bezug auf 
Informations-
mängel 
BEDFORD & 
COOKE (2001), 
S. 33ff. 
aleatory vs. epistemic uncertainty, parameter uncertainty, 
model uncertainty, volitional uncertainty 
 
HUIJBREGTS ET 
AL. (2001), S. 
128ff. 
lack of data: data gaps, lack of representative data 
(temporal variability, spatial variability, variability 
between sources and objects) 
data inaccuracy 
Bezug auf 
Datenunsicherheit 
BEVINGTON & 
ROBINSON 
(2002), S. 2ff. 
systematic errors 
random errors 
Bezug auf 
Unsicherheit durch 
Messfehler  
REGAN ET AL. 
(2002), S. 625 
epistemic uncertainty: measurement error, systematic 
error, natural variation, inherent randomness, model 
uncertainty, subjective judgment 
linguistic uncertainty: vagueness, context dependence, 
ambiguity, underspecificity, indeterminacy of theoretical 
terms 
Forschungsfeld 
Ökologie 
WALKER ET AL. 
(2003), S. 15 
location: context uncertainty, model uncertainty (input, 
structure, technical, parameter, outcome) 
level: statistical uncertainty, scenario uncertainty, 
recognized ignorance, total ignorance 
nature: epistemic uncertainty, variability uncertainty 
Forschungsfeld 
modellbasierte 
Entscheidungs-
unterstützung 
ASCOUGH II ET 
AL. (2008), S. 
388 
knowledge uncertainty: process understanding, model 
uncertainty (parametric/data, structure, technical, model 
output) 
variability uncertainty: natural, human, institutional, 
technological 
linguistic uncertainty: vagueness, ambiguity, 
underspecificity 
decision-making uncertainty: goals/objectives, assessment 
criteria/performance measures 
Forschungsfeld 
Ökologie 
MAIER ET AL. 
(2008), S. 74 
data uncertainty: z.B. measurement error, type, length, 
presentation of data 
model uncertainty: z.B. modelling, calibration, validation 
method, input variability 
human uncertainty: z.B. knowledge, experience, attitudes 
Forschungsfeld 
modellbasierte 
Entscheidungs-
unterstützung 
HAYES (2011), 
S. 22 
epistemic uncertainty, variability, linguistic uncertainty, 
decision uncertainty 
Review von 29 
Typologien 
U.S. ENVIRON-
MENTAL 
PROTECTION 
AGENCY (2011), 
S. 120f. 
scenario uncertainty: descriptive errors, aggregation 
errors, errors in professional judgment, incomplete 
analysis 
parameter uncertainty: z.B. measurement errors (random 
vs. systematic), misclassification, random sampling error, 
non-representativeness 
model uncertainty: z.B. relationship errors, oversimplified 
representations of reality, incompleteness 
Abgrenzung 
zwischen 
Variabilität und 
Unsicherheit 
(Forschungsfeld 
Exposure Analysis) 
INSTITUTE OF 
MEDICINE 
(2013), S. 38ff. 
statistical variability and heterogeneity 
model and parameter uncertainty 
Forschungsfeld 
Gesundheit und 
Ökologie 
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deep uncertainty: uncertainty about the fundamental 
processes or assumptions underlying a risk assessment 
SKINNER ET AL. 
(2014a), S. 614 
epistemic uncertainty: data (availability, precision, 
reliability), language (ambiguity, vagueness, 
underspecificity), system (cause, effect, process) 
aleatory uncertainty: variability (human, natural), 
extrapolation 
combined uncertainty: model (structure, output), decision 
Review von 171 
Beiträgen 
SKINNER ET AL. 
(2014b), S. 
198ff. 
nature: epistemic, aleatory 
location: system processes, data (measurement, 
systematic, availability, analysis, interpretation), model 
(parameter, structure, technical), human (disagreement, 
subjectivity, value diversity), language (ambiguous, 
underspecific, vague, contextual, terms), variability 
(natural, human, technological, institutional), decision 
level: determinacy, statistical, scenario, ignorance, 
indeterminacy 
Review von 30 
Typologien 
3.5 Arbeitsdefinition der Unsicherheit 
Die Erkenntnisse aus den vorherigen Kapiteln zeigen die Heterogenität und den Facettenreichtum des 
Unsicherheitsbegriffs deutlich auf (vgl. JOUSSELME ET AL. (2003), S. 1211; ASCOUGH II ET AL. (2008), 
S. 387). Nichtsdestotrotz ist für den weiteren Verlauf ein gemeinsames Verständnis zur Unsicherheit 
unabdingbar (vgl. auch Positionierungen in Kapitel 3.6; KYBURG (1991), S. 439), auch weil ihre 
Charakterisierung als einer der wichtigsten (wenn auch schwierigsten) Schritte im Umgang mit ihr gilt 
(vgl. JOUSSELME ET AL. (2003), S. 1214). Es wird daher nun der Versuch einer arbeitstauglichen 
Definition von Unsicherheit unternommen. Jenes Begriffsverständnis soll dabei aussagekräftig und 
allgemeingültig genug sein, um nicht nur für spezielle Wissensgebiete zu gelten, andererseits dennoch 
definierter Untersuchungsgegenstand sein (vgl. MOHAUPT & HILBERT (2011), S. 6). In Anlehnung an 
die Definition und Erläuterungen von ZIMMERMANN (1999), S. 290 soll im Rahmen dieser Arbeit unter 
Unsicherheit folgendes verstanden werden: 
Unsicherheit liegt vor, wenn ein Betrachter nicht über die adäquate Information über ein System 
verfügt, um dieses, sein Verhalten oder andere seiner Eigenschaften deterministisch 
beschreiben oder voraussagen zu können. 
Unter System kann hierbei sowohl ein Ausschnitt aus der Realität als auch ein sozioökonomisches oder 
technisches, von Menschen erschaffenes System subsumiert werden. Dadurch ist sowohl ein expliziter 
Bezug auf die reale, unsicherheitsbehaftete Entscheidungssituation im Revenue-Management-Umfeld, 
das verwendete Revenue-Management-System selbst als auch auf die dafür zugrundeliegenden Modelle 
(wie z.B. Kundenwertmodell; vgl. MARTENS (2009), S. 243f.) möglich. Durch den Verweis auf einen 
deterministischen Idealzustand (vgl. WALKER ET AL. (2003), S. 12) soll der Begriff der Unsicherheit 
möglichst umfassend und im Umkehrschluss jener der Sicherheit möglichst eng verstanden werden. 
Somit kann bewusst auf etwaige Kalküle verzichtet werden, die bereits bestimmte Maße für die weiter-
gehende (mathematische) Modellierung der Unsicherheit vorschlagen. Die Charakterisierung unsicherer 
Situationen erfolgt wissentlich über die Abwesenheit adäquater, also vollkommener Informationen. 
Auch hier soll zunächst keine Aussage darüber getroffen werden, in welcher Form (quantitativ, 
qualitativ) sich diese Imperfektion äußert, welche Ursachen dafür verantwortlich sind und welche 
Unsicherheitswirkung sich dadurch einzustellen vermag. Eine diesbezügliche Spezifizierung kann dann 
im Bezugsrahmen (vgl. Kapitel 4) erfolgen. Generell sind bezüglich jener Unvollkommenheit und der 
daraus resultierenden Unsicherheit zwei Begriffsdeutungen auszumachen (vgl. JOUSSELME ET AL. 
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(2003), S. 1209). Erstere begreift Unsicherheit als einen Geisteszustand eines Agenten, der nicht über 
die notwendige Information für eine Entscheidung verfügt. Entscheider leiden demnach unter dem 
Zustand der Konfusion, wenn sie Situationen mit unsicherem Ausgang gegenüber stehen (vgl. 
HIRSHLEIFER & RILEY (1992), S. 7). Eine zweite Sicht betont hingegen die unsichere (physische) 
Eigenschaft von Informationen, die unabhängig von jeglicher Art eines Geisteszustandes ist. Auch wenn 
unsichere Informationen (im Sinne der zweiten Bedeutung) Unsicherheit im Geist hervorrufen können 
(vgl. JOUSSELME ET AL. (2003), S. 1209), soll der vorrangige Fokus dieser Arbeit auf jene zweite Sicht 
gerichtet sein. Dennoch wird durch die zur Definition herangezogene Berücksichtigung des Betrachters 
(vornehmlich der Revenue Manager als Entscheider) versucht, auch seine Einstellung zur Unsicherheit 
aufgrund möglicher Effekte auf den Geisteszustand in die Analyse einfließen zu lassen (vgl. Präferenz-
relationen in Kapitel 5.2). Großer Wert wurde darauf gelegt, dass die Definition frei von Annahmen 
über die konkrete (mathematische) Modellierung der Unsicherheit bleibt, da dies nicht direkt der 
Charakterisierung des unsicheren Phänomens, sondern alleinig der (mathematischen) Abbildung 
dienlich ist. So spielt es zur Systematisierung der Unsicherheiten zunächst keine Rolle, ob und wie diese 
intern durch Wahrscheinlichkeiten, Erwartungswerte, Varianzen, Zugehörigkeitsgrade oder Ununter-
scheidbarkeitsmaße repräsentiert werden (vgl. ZIMMERMANN (1999), S. 290; JOUSSELME ET AL. (2003), 
S. 1213). Da die unvollkommene Information nicht nur zukünftige Ereignisse sondern auch die Aus-
gangssituation selbst betreffen kann, bezieht der letzte Teil der Definition explizit die Beschreibung und 
die Prognose des betrachteten Systems, seines Verhaltens und Eigenschaften mit ein. So kann es sogar 
für vergangene Ereignisse oder das gegenwärtige Bedingungsumfeld enorm schwierig bis hin zu 
unmöglich sein, einen vollkommenen Informationsstand zu erlangen (vgl. KOCH (1994), S. 10). 
Zusammenfassend wird Unsicherheit damit als eine kontextabhängige Eigenschaft eines Systems 
(Phänomen) erachtet, die verschiedenen Ursachen unterliegt und zudem von der vorhandenen und der 
gewünschten Information beeinflusst wird (vgl. ZIMMERMANN (1999), S. 298f.; MOHAUPT & HILBERT 
(2011), S. 6). Eine Beschränkung auf nur unbeeinflussbare Umweltzustände wie in der Entscheidungs-
lehre (vgl. BAMBERG & COENENBERG (2002), S. 18) wird demnach nicht vorgenommen, da insbeson-
dere durch die Betrachtung verschiedener Revenue-Management-Anwendungsfelder ein Merkmals-
kontinuum bei der Charakteristika der Umweltzustände zu erwarten ist und sich durch Wechsel-
wirkungen der Marktteilnehmer im jeweiligen Marktumfeld durchaus Einflussmöglichkeiten ergeben 
können (vgl. BONß (1995), S. 36). 
3.6 Generelle Positionierungen 
Nach der (definitorischen) Abgrenzung des Unsicherheitsbegriffs sollen nun abschließend das 
Kontinuum möglicher Ansichten bezüglich verschiedener Aspekte im Umgang mit Unsicherheit und 
die jeweilige Positionierung des Autors dargestellt werden. 
(1) Inhärenz der Unsicherheit in der realen Wirklichkeit 
Ausprägungen: inhärent | nicht inhärent | offene Position 
Wie bereits in Kapitel 3.2 aufgezeigt, begreifen viele Autoren die Unsicherheit als der realen Welt 
innewohnend. Hingegen bezieht MOTRO (1997), S. 12 die Durchdringung der Unvollkommenheit aber 
nur auf die geschaffenen Modelle der Wirklichkeit und nicht auf die reale Welt selbst. Der 
zugrundeliegenden Annahme folgend existiere demnach eine perfekte Beschreibung der Realität, auch 
wenn sie nicht (immer) verfügbar sei. 
Positionierung: Die Frage, ob die reale Welt an sich unpräzise und unsicher sei, bedarf im Rahmen dieser 
Arbeit, ähnlich dem Gedankengang von SMETS (1997), S. 225, keiner endgültigen Antwort. Allerdings 
werden das Abbild der Realität und damit die verfügbaren Informationen nicht wie gewünscht 
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vollkommen sein. Insgesamt wird somit dem im Forschungsdesign geäußerten Tenor der ontologisch 
offenen Position gefolgt. 
(2) Nichtreduzierbarkeit der Unsicherheit 
Ausprägungen: generell nicht reduzierbar | differenziert zu betrachten | generell reduzierbar 
Die Diskussion um die Irreduzibilität von Unsicherheit hat schon immer einen bipolaren Charakter 
besessen. Zum einen gibt es Befürworter, die die Unsicherheit als fundamental nicht reduzierbar und 
andererseits solche, die ihre „Zähmung“ für möglich hielten (vgl. QUIGGIN (2008), S. 195). Damit wird 
auch auf die zuvor angesprochene Inhärenz Bezug genommen und der Blick auf Allokations-
bemühungen gelenkt, ob man ihr nachgeben oder sie bewältigen solle (vgl. BAMMER & SMITHSON 
(2008a), S. 2). Während sich also in einigen Wissenschaftsdisziplinen (wie z.B. der Quantenphysik) 
eine Akzeptanz zu „unausrottbaren“ Unsicherheiten eingestellt hat, hält die Debatte in der Wirtschafts‐ 
und Geschichtswissenschaft noch an, ob sicheres Wissen möglich wäre, wenn nur ausreichend 
Informationen, Zeit, Ressourcen und Auffassungsgabe gegeben seien (vgl. ebd., S. 1). So hätten sich 
Wirtschaftswissenschaftler bspw. durch die Entwicklung der Equilibrium Theory, Cost‐Benefit‐
Analysis und der Expected Utility Theory um eine „Bändigung“ der Unsicherheit bemüht (vgl. QUIGGIN 
(2008), S. 195). Dennoch ist in der Diskussion um die Nichtreduzierbarkeit festzuhalten, dass deren 
genaue Spezifikation ausbleibt, da nicht explizit zwischen einer teilweisen Verringerung und einer 
vollständigen Beseitigung der Unsicherheit unterschieden wird. 
Positionierung: In Übereinstimmung mit der zuvor getroffenen Positionierung zur Inhärenz, dass stets 
nur ein unvollkommenes Abbild der Realität und damit folgerichtig auch nur imperfekte Informationen 
vorliegen, unterliegt diese Arbeit der Annahme, dass keine vollständige Auslöschung der Unsicherheit 
möglich ist. Im Rahmen der weiteren Analyse und Systematisierung der Unsicherheiten im Revenue 
Management wird jedoch angestrebt, aufzuzeigen, dass das Ausmaß der Unsicherheit durch die Fest-
legungen bzw. Charakteristika verschiedener Faktoren beeinflussbar ist. 
(3) Haltung gegenüber Unsicherheit 
Ausprägungen: positiv | negativ 
Grundsätzlich kann die Sicht auf Unsicherheit sowohl negativ (z.B. Kontrollverlust und Angst in 
Psychologie, Verzögerungstaktik in Politik) als auch positiv (z.B. Inspiration, Freiheit, Kreativität) sein 
(vgl. SMITHSON & BAMMER (2008), S. 327). Allerdings betonen die meisten „Metaphern“ zur 
Unsicherheit negative Aspekte (vgl. SMITHSON (2008), S. 18). 
Positionierung: Die Motivation dieser Arbeit gründet auf den unsicherheitsinduzierten Schwierigkeiten 
im Rahmen des kundenzentrierten Revenue Managements. Der Blickwinkel liegt damit auf den als 
negativ herausgestellten Aspekten der Unsicherheit, da die zielführende Berücksichtigung kunden-
bezogener Größen im Anwendungsfeld trotz erschwerender Unsicherheitsproblematik zu erfolgen hat. 
(4) Dringlichkeit der Unsicherheit 
Ausprägungen: dringlich | nicht dringlich 
Als weiteren signifikanten Unterschied im Umgang mit Unsicherheit ist die mit ihr verbundene 
Dringlichkeit festzuhalten (vgl. BAMMER & SMITHSON (2008a), S. 1). So reicht das diesbezügliche 
Kontinuum von einer geringen Dringlichkeit bis hin zu einer schnellen Bewertung und Erwiderung. 
Positionierung: Es ist dem hohen Anspruch an den Zeitverbrauch bzw. die Geschwindigkeit (als ein 
Kriterium der Steuerungsmethoden des Revenue‐Management‐Systems; vgl. TALLURI & VAN RYZIN 
(2004), S. 433) geschuldet, dass der Dringlichkeit im Rahmen dieser Arbeit eine ungleich kleine 
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Bedeutung beigemessen wird. Das oftmals begrenzte Zeitkontingent zur Entscheidungsfindung unter 
Unsicherheit bedingt demnach eine vordringliche Auseinandersetzung mit der vorherrschenden 
Unsicherheitsproblematik. 
4 Konzeptioneller Bezugsrahmen zur Systematisierung 
4.1 Forschungsinstrument 
Konzeptionelle Bezugsrahmen als Forschungsinstrumente dienen der Systematisierung, Ordnung und 
geistigen Durchdringung der den wissenschaftlichen Untersuchungsbereich charakterisierenden Inhalte 
und Zusammenhänge und erleichtern die Kommunikation der Forschungsbemühungen und -ergebnisse 
(vgl. WOLF (2011), S. 37). Solch forschungsleitende Ordnungsgerüste verbessern die Orientierung im 
Forschungsprozess und sind damit in besonderem Maße für vielschichtige und facettenreiche For-
schungsprobleme verwendbar, indem sie diese in überschaubare Teilprobleme zerlegen, im Sinne eines 
Lernprozesses inkrementell bearbeiten und durch die neu gewonnenen Erkenntnisse eine Anpassung des 
Bezugsrahmens bewirken (vgl. KUBICEK (1977), S. 17ff.). Ausgangspunkt zur Entwicklung eines kon-
zeptionellen Bezugsrahmens zur Systematisierung der Unsicherheiten im Revenue Management ist die 
Explikation jener theoretischen Perspektive, unter der der Forscher die Realität betrachten kann und die 
es ihm erlaubt, das Forschungsproblem gedanklich-sprachlich zu fassen. Durch die Offenlegung dieser 
das Vorverständnis charakterisierenden Perspektive wird der Forschungsprozess intersubjektiv nach-
vollziehbar und kritisierbar (vgl. RÖSSL (1990), S. 101). Das Vorverständnis betrifft neben den Vor-
kenntnissen aus Standardwerken im Forschungsfeld und bisherigen Beiträgen des Autors vor allem die 
Festlegungen bei den Positionierungen zur Unsicherheitsproblematik (vgl. Kapitel 3.6; Abbildung 1). 
 
Abbildung 1: Vorgehen zur Entwicklung des konzeptionellen Bezugsrahmens (in Anlehnung an RÖSSL (1990), S. 
101ff.; NEUNER (2009), S. 68; WOLF (2011), S. 40) 
Auf dieser Basis werden mit Blick auf die beurteilte Relevanz für das Forschungsziel Analyseeinheiten 
gewählt, die im Laufe des weiteren Erkenntnisprozesses näher betrachtet werden sollen. Dabei hat es 
sich im Wissenschaftsbetrieb eingebürgert, eine Strukturierung des Untersuchungsfeldes aus überge-
ordneten, in der jeweiligen Disziplin allgemein anerkannten Ordnungsrahmen abzuleiten. Üblicherweise 
werden die als relevant befundenen Kategorien daher in Gestaltungs-, Kontext‐ und Erfolgsvariablen 
unterschieden (vgl. WOLF (2011), S. 38f.). Die Gestaltungsvariable bildet den Themenbereich der 
Untersuchung ab und bezieht sich auf das Revenue-Management-System, das durch den Beziehungstyp 
Aufgabe-Mensch-Maschine gekennzeichnet ist (vgl. SINZ (2010), S. 31). Kontextvariablen beeinflussen 
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den erforschten Gestaltungsbereich bzw. sind bei der Entscheidung über die Ausprägung der Gestal-
tungsvariablen zu berücksichtigen. Im Rahmen der Untersuchung stellt dies das Revenue-Management-
Umfeld dar. Erfolgsvariablen sind prozess- und ergebnisbezogene Erfolgsgrößen, die erheblich von der 
Ausprägung der Gestaltungsvariablen sowie vom Zusammenspiel von Kontext- und Gestaltungs-
variablen abhängen (vgl. WOLF (2011), S. 38f.). Hier sollen unternehmens- und kundenbezogene 
Erfolgsgrößen (z.B. Erlösumfang, Wert des Kundenstamms) herausgearbeitet werden, die bezüglich 
ihrer Werteausprägung einem Unsicherheitseinfluss unterliegen. Für jede herangezogene Analyse-
einheit werden im Anschluss einzelne Problemfelder deklariert (vgl. KUBICEK (1977), S. 19), die in 
der Forschungsgemeinde wiederholt mit einer Unsicherheitsproblematik in Zusammenhang gebracht 
werden (z.B. unscharfe Kundenklassifikation) und im Rahmen einer systematischen Literaturanalyse 
herausgearbeitet wurden (vgl. Kapitel 4.2). Diese dienen gleichzeitig als Gliederungspunkte in den 
nachfolgenden Hauptkapiteln (vgl. WOLF (2011), S. 41). Jedes dieser Problemfelder zeichnet sich durch 
spezifische Ausprägungswerte bezüglich unsicherheitsbezogener Dimensionen aus (z.B. Unsicherheits-
ursachen), die in einem nächsten Schritt zur weiteren Konkretisierung des Bezugsrahmens formuliert 
werden (vgl. KUBICEK (1977), S. 18) und als wichtige Systematisierungskriterien zur umfassenden 
Analyse der Unsicherheiten im Revenue Management dienen (vgl. Kapitel 4.3). 
Die heterogenen und aus verschiedenen Wissenschaftsdisziplinen stammenden Aussagen und Erkennt-
nisse der Forschungsgemeinde werden dabei durch Homogenisierung zu einem integrierten, ganzheit-
lichen Orientierungs- und Denkmuster verknüpft. Die systemische Sichtweise soll die Überbewertung 
von einzelnen Aspekten verhindern, die einer ausgewogenen Begegnung der unsicherheitsbezogenen 
Problemfelder entgegenstehen. Der Bezugsrahmen dient damit auch der Strukturierung und Dokumenta-
tion bisheriger Forschung und wird dabei gleichzeitig detailliert (vgl. NEUNER (2009), S. 76). Bei der 
Analyse der jeweiligen Problemfelder werden auch diejenigen Merkmale des Unternehmens und seiner 
(externen) Umgebung identifiziert (Umfeldfaktoren; vgl. MARTENS (2009) S. 45) und bezüglich ihrer 
Ausprägungswerte bewertet, die einen maßgeblichen Einfluss auf das vorherrschende Unsicherheits-
ausmaß für das zugrundeliegende Revenue-Management-System haben (vgl. Forschungsfrage 2). 
Für die den einzelnen Analyseeinheiten zugeordneten Problemfelder (mit ihren spezifischen 
Dimensionsmerkmalsausprägungen) können in einem letzten Schritt teils gewisse Relationen mit 
anderen Elementen des Bezugsrahmens formuliert werden. Diese Verbundenheitsannahmen können 
sich auf funktionale, zeitlich-sequenzielle, Ursache-Wirkungs- oder auf wechselseitige Beeinflussungs-
beziehungen erstrecken (vgl. KUBICEK (1977), S. 18). Zur Erhöhung der Übersichtlichkeit kann der 
Bezugsrahmen graphisch dargestellt werden. Dabei werden die Analyseeinheiten und die dazugehörigen 
Problemfelder mit jeweiligen Dimensionsausprägungen durch Kästchen repräsentiert, wobei die 
Beziehungsannahmen durch Kanten oder Pfeile zwischen den Kästchen dargestellt werden (vgl. WOLF 
(2011), S. 37). Der Ausgangsrahmen zur iterativen Weiterentwicklung der jeweiligen Dimensionen ist 
in Abbildung 1, S. 14 visualisiert. 
Der Bezugsrahmen ermöglicht es dem Forscher, sonst isoliert stehende Einfluss- und Wirkungsfaktoren 
in einen Gesamtzusammenhang zu stellen, hilft die in der Literatur und Praxis vorhandenen Perspektiven 
zu identifizieren und mit der eigenen in Beziehung zu setzen, ist der Selektion relevanter Dimensionen 
dienlich und steuert den Forschungsprozess (vgl. KUBICEK (1977), S. 6ff.). Dem Praktiker liefert der 
Bezugsrahmen Orientierungshilfe bei der Gestaltung, indem er Problemdefinitionen bereitstellt, den 
Problemkomplex in Teilbereiche zerlegt und bei der Generierung von Lösungsalternativen unterstützt 
(vgl. SCHWARZER ET AL. (1995), S. 11). Konkret sollen Revenue Manager unterstützt werden, das 
eigene Unternehmen in das skizzierte Spannungsgefüge einordnen, anhand der anbieterspezifischen 
Merkmalsausprägungen der Dimensionen und Umfeldfaktoren einen Überblick über die vorherrschende 
Unsicherheitsproblematik gewinnen und zudem Rückschlüsse über den vorliegenden Grad des 
Unsicherheitsausmaßes vornehmen zu können. 
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4.2 Literaturanalyse 
Um diesem Erkenntnisziel zur Systematisierung und Analyse der Unsicherheiten im (kundenzentrierten) 
Revenue Management in einer sorgfältigen und umfassenden Weise nachzukommen, wurde eingebettet 
in den konzeptionellen Bezugsrahmen eine systematische Literaturanalyse durchgeführt (vgl. KITCHEN-
HAM (2007), S. 7). Sie zielt darauf ab, die für die Forschungsfrage(n) relevanten Beiträge zu identifi-
zieren, analysieren, bewerten, synthetisieren und zu interpretieren (vgl. FETTKE (2006), S. 258, 
KITCHENHAM ET AL. (2009), S. 8). Die zugrunde gelegte Methodologie soll dabei einen objektiven, 
strukturierten, nachvollziehbaren und (zu einem gewissen Grad) wiederholbaren Literaturreview sicher-
stellen (vgl. KITCHENHAM ET AL. (2011), S. 638; FINK (2013), S. 3) und ist vor allem an die Empfeh-
lungen von WEBSTER & WATSON (2002), FETTKE (2006), KITCHENHAM (2007) und FINK (2013) ange-
lehnt. Die genaue Vorgehensweise und nötigen Anpassungen an die besonderen Herausforderungen, die 
sich wie bereits eingangs angeführt durch die Integration verschiedener Disziplinen und für verschie-
denste Anwendungsbereiche ergeben, werden nun nachfolgend ausführlich beschrieben. Die vier Auf-
gaben der Planung, Literatursuche, Beitragsanalyse, Synthese und Präsentation bilden dabei das Funda-
ment und sind als die wichtigen, aufeinander aufbauenden Schritte in Abbildung 2, S. 18 hervorgehoben. 
4.2.1 Planung 
Systematische Literaturanalysen beginnen mit der Aufstellung des Reviewprotokolls, das die 
adressierten Forschungsfragen und die verwendete Methodologie spezifiziert (vgl. TORRACO (2005), S. 
360; KITCHENHAM (2007), S. 4). Da die Forschungsfragen den gesamten Review leiten, kommt ihrer 
Aufstellung ein besonderer Stellenwert zu (vgl. FINK (2013), S. 3). Ihre Formulierung und Darlegung 
der Motivation ist bereits in Kapitel 1.2 erfolgt. Die angestrebte Systematisierung erfordert zudem einen 
konzeptbezogenen Ansatz, auch weil die Synthese dieses umfassenden Forschungsbereichs durch eine 
autorenbezogene Vorgehensweise nicht möglich ist (vgl. WEBSTER & WATSON (2002), S. XVI). Um 
die Rigorosität der Literaturanalyse zu erhöhen, wurde sich bei der Definition der dafür nötigen Such-
strategie um möglichst hohe Transparenz und Nachvollziehbarkeit bemüht. Die Festlegungen stützen 
sich dabei auf erste Erkenntnisse im Studium identifizierter Grundlagenliteratur des Forschungs-
bereiches und einer durchgeführten Vorstudie, um mögliche Probleme frühzeitig aufzudecken und die 
Suchbegriffe zielführend einzugrenzen (vgl. Abbildung 2, S. 18; KITCHENHAM (2007), S. 14). 
Um insbesondere in einem interdisziplinären Forschungsfeld der Empfehlung nach einer umfassenden 
Auswahl der Datenquellen nachzukommen (vgl. WEBSTER & WATSON (2002), S. XVI; KITCHENHAM 
(2007), S. 17), wurde in einem ersten Schritt auf eine Vielzahl elektronischer Datenbanken zurück-
gegriffen (vgl. FINK (2013), S. 36). Es handelt sich um Academic Search Complete und Business Source 
Complete von EBSCO, SpringerLink, EmeraldInsight und ScienceDirect. Sie decken zum einem die 
wichtigen Disziplinen Business & Management, Information Systems und Operations Research ab. Zum 
anderen sind die wichtigen Publikationsformen Journal- und Konferenzbeitrag (vgl. WEBSTER & 
WATSON (2002), S. XVI), aber auch Monographien bzw. deren Kapitel, Beiträge in Sammelwerken und 
aktuelle Arbeitspapiere indiziert und damit auffindbar (vgl. KITCHENHAM (2007), S. 15). Die Daten-
banken erlauben zudem eine Eingrenzung der Textfelder, auf die sich die Suchwörter beziehen. 
Um bei der Schlüsselwort-basierten Suche eine nötige Breite sicherzustellen, wurden für die in den 
Forschungsfragen enthaltenden Konzepte Revenue Management, Customer Relationship Management 
und Unsicherheit stellvertretende Begriffe formuliert und in der Vorstudie evaluiert (vgl. KITCHENHAM 
(2007), S. 14; FINK (2013), S. 3). Dabei wurden auch Synonyme berücksichtigt, die einerseits in der 
Grundlagenliteratur Verwendung fanden und andererseits durch Verwendung von Wörterbüchern, Test-
suchläufen aber auch – falls vorhanden – durch die entsprechenden deutschen Übersetzung der Begriffe 
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identifiziert werden konnten (vgl. KITCHENHAM (2007), S. 14). Die verwendeten Suchbegriffe lauten 
„revenue management“, „yield management“, „customer relationship management“, Kundenbezie-
hungsmanagement, „customer value“, „customer lifetime value“, Kundenwert, uncertain, uncertainty, 
risk, unsicher, Unsicherheit und Risiko. Da die Erkenntnisse aus der Vorstudie offenbarten, dass eine 
Fokussierung auf den minimalen Wortstamm zum Ausschluss von Beiträgen führen kann, wurde neben 
uncertain und unsicher auch nach uncertainty und Unsicherheit gesucht. Durch die Kombination der 
Suchbegriffe kann sowohl der thematische Bezug gewährleistet als auch die Anzahl der Beiträge redu-
ziert werden (vgl. FINK (2013), S. 24). Die in der Vorstudie ermittelten Treffer sind für alle relevanten 
Kombinationen und teils für einzelne Suchbegriffe in Abbildung 2, S. 18 hinterlegt. Die jeweils linke 
Zahl repräsentiert dabei die Anzahl der Treffer (mit möglichen Duplikaten), bei denen die Suchbegriffe 
jeweils im Titel, Abstract oder Keywords enthalten waren. Lediglich bei SpringerLink ist auch noch der 
Beitragstext durchsucht worden. Da die Reihenfolge der Suchbegriffe in der jeweiligen Anfrage keine 
Rolle spielt, sind die entsprechenden Felder von den identischen Werten befreit worden. Aufgrund der 
hohen Gesamtanzahl von 32.851 Treffern wurden im weiteren Verlauf nur Kombinationen aus beiden 
Disziplinen (z.B. „revenue management“ AND Kundenwert) oder einer Disziplin und Unsicherheits-
bezug (z.B. „customer value“ AND risk) weiter betrachtet (siehe grau hinterlegte Felder in Abbildung 
2, S. 18). Damit ist grundsätzlich auch die unsicherheitsbezogene Analyse der traditionellen Kapazitäts-
steuerung (z.B. „yield management“ AND Risiko) im Augenmerk der Literaturanalyse enthalten. Die 
Kombination der verschiedenen Suchbegriffe wird dabei durch die Boolean-Operatoren AND und OR 
vollzogen und ist für jede Datenbank spezifisch angepasst worden (vgl. KITCHENHAM (2007), S. 14; 
FINK (2013), S. 24f.). Zur Nachvollziehbarkeit sind daher in der angefügten Excel-Datei (vgl. Anhang) 
für jeden Treffer die Datenquelle, die Suchwörter und die spezifische Datenbankanfrage angegeben. 
Die Beschreibung der Literaturauswahl durch Festlegung von Inklusions- und Exklusionskriterien 
(vgl. TORRACO (2005), S. 360f.; FINK (2013), S. 5) kann einen wichtigen Beitrag leisten, die Ergebnisse 
des Reviews zu objektivieren (vgl. FETTKE (2006), S. 264). Zunächst wurden alle gefundenen Treffer 
zur Nachvollziehbarkeit und (möglicherweise) späteren Analyse ungefiltert dokumentiert (vgl. 
KITCHENHAM (2007), S. 16). Um einen möglichst umfassenden Überblick über die Unsicherheiten zu 
erhalten, wurde keine Einschränkung bezüglich Forschungsziel und -methoden, Anwendungsbereich 
und Publikationszeitpunkt erhoben. Grundsätzlich wurden die Beiträge aber nur der Analyse zugeführt, 
wenn der Volltext (durch den Bibliothekszugang oder nach weiteren Recherchen) verfügbar war und 
dieser in deutscher oder englischer Sprache vorlag. Damit letztlich nur die relevanten Forschungs-
beiträge Berücksichtigung finden, wurden die Treffer im Laufe des Reviews nach und nach aufgrund 
verschiedener Kriterien ausgeschlossen (vgl. Ablauf in Abbildung 2, S. 18; ebd., S. 42). Auf inhaltlicher 
Basis müssen die Arbeiten natürlich einen direkten Beitrag zur Beantwortung der Forschungsfragen 
leisten können (vgl. ebd., S. 18). Dafür muss zunächst im Abstract ein eindeutiger Bezug zum 
Forschungsfeld des Revenue Managements oder Customer Relationship Managements feststellbar sein. 
Um hier auch eine rein zufällige bzw. beiläufige Erwähnung einer Unsicherheitsproblematik auszu-
schließen, wurden bei Bedarf auch die Einleitung bzw. Problemstellung und die Zusammenfassung 
hinzugezogen (vgl. BRERETON ET AL. (2007), S. 579). Um die Gefahr eines vorschnellen Ausschlusses 
von relevanten Beiträgen zu verringern, wurden (weiterhin) fragliche und mit Zweifel behaftete 
Arbeiten explizit fortgeführt und ggf. erst im nächsten Schritt verworfen. Alle potentiell relevanten Bei-
träge sind dann einer intensiven Volltextanalyse zugeführt worden (vgl. Kapitel 4.2.3; TORRACO (2005), 
S. 361). Der Ausschluss von Duplikaten bei den vielen Suchtreffern richtet sich nach der Reihenfolge 
in der Abarbeitung der Suchbegriffskombinationen und Datenbanken. Sind Beiträge durch verschiedene 
Suchwörter identifiziert worden, entscheidet der Begriff der ersten erfolgreichen Suchanfrage über den 
Originalitätsstatus. Die Chronologie wird dabei durch folgende Kombinationsreihenfolge bestimmt (vgl. 
Ergebnistabelle der Vorstudie in Abbildung 2, S. 18): nach zeilenweiser Wahl des ersten Suchbegriffs 
wird dieser nacheinander mit einem Unsicherheitsbegriff (Spalte 9 bis 14) oder abschließend ggf. mit 
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dem anderen Managementkonzept (Spalte 4 bis 8) gepaart. Die Suchanfragen reichen damit beginnend 
mit „revenue management“ AND uncertain, über „revenue management“ AND „customer value“ bis 
letztlich hin zu Kundenwert AND Risiko. Für Treffer aus verschiedenen Datenbanken ist der Fund in 
der ersten Datenquelle aus nachfolgender Reihenfolge ausschlaggebend für die Duplikatsbeurteilung: 
Academic Search Complete (EBSCO), Business Source Complete (EBSCO), SpringerLink, 
EmeraldInsight und ScienceDirect. Alle aufgeführten Kriterien sollen letztlich sicherstellen, dass zu 
berücksichtigende Arbeiten vollständig verfügbar und von entsprechender Qualität sind, relevante Infor-
mationen und keine Merkmale besitzen, die einen Ausschluss rechtfertigen (vgl. FINK (2013), S. 151). 
 
Abbildung 2: Vorgehen und Details zur Literaturanalyse 
4.2.2 Literatursuche 
Die Literatursuche wurde im Sommer 2011 erstmals durchgeführt. Um regelmäßig neu veröffentlichte 
Literatur zu identifizieren und einen Rahmen für mögliche Überarbeitungen und Anpassungen zu 
schaffen (vgl. Kapitel 4.2.3 und 4.2.4), wurde der Review halbjährlich wiederholt und zuletzt 
entsprechend der Planung vollständig im August bis Oktober 2014 vollzogen. Der finale Stand ist in 
Abbildung 2 dargestellt. Insgesamt wurden 4.791 Treffer identifiziert. Die Fülle der Treffer zeugt von 
einer hohen Arbeitsleistung, ist aber für eine umfassende Systematisierung von entscheidender 
Bedeutung (vgl. FINK (2013), S. 24). Nach der Entfernung von Duplikaten kann die Anzahl auf 2.791 
originale Arbeiten reduziert werden (vgl. Abbildung 2). Für jeden Beitrag wurde neben Autor(en), Jahr, 
Titel, Publikationsorgan, Kurzname, Suchwörter, konkrete Suchanfrage und Datenquelle auch der 
Abstract archiviert und die Publikationsform kategorisiert (vgl. KITCHENHAM (2007), S. 16). 
4.2.3 Beitragsanalyse 
Der nächste Schritt zielt darauf ab, die identifizierten Originalbeiträge im Hinblick auf ihre inhaltliche 
Relevanz zu beurteilen (vgl. FETTKE (2006), S. 260). Entsprechend der Planungsvorgaben wurden 
zunächst die Abstracts und ggf. Einleitung und Zusammenfassung evaluiert. Diese 490 potentiell 
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relevanten Beiträge reduzierten sich nach der Lektüre des verfügbaren und zusätzlich archivierten 
Volltextes auf 454 relevante und letztlich analysierte Forschungsarbeiten. In Abbildung 2, S. 18 gibt die 
rechte Zahl in der Tabelle Aufschluss über die Verteilung der jeweiligen Kombinationen der 
Suchwörter. Unter Berücksichtigung der Abarbeitung der verschiedenen Datenquellen wurde der größte 
Teil der inhaltlich tatsächlich relevanten Beiträge (auch aufgrund der inhärenten Einbeziehung des 
Volltextes bei der Suche) über SpringerLink (57%) gefunden, gefolgt von EBSCO Business Source 
Complete (33%), EBSCO Academic Search Complete (5%), ScienceDirect (5%) und EmeraldInsight 
(1%). Um nicht identifizierte aber wichtige Beiträge auch systematisch in die Analyse aufzunehmen, 
wurden neben der automatischen Suche noch zwei manuelle Methoden angewendet (vgl. TORRACO 
(2005), S. 360; KITCHENHAM (2007), S. 16). Im Rahmen einer Rückwärtssuche (vgl. Abbildung 2, S. 
18; WEBSTER & WATSON (2002), S. XVI; FINK (2013), S. 28) wurden der Analyse insgesamt noch 120 
Beiträge zugeführt, deren Titel bei der Untersuchung der Quellenverzeichnisse der bisher gefundenen 
Beiträge ein Schlüsselwort enthielten bzw. eine Problemrelevanz versprechen ließen oder auf die in den 
relevanten Textabschnitten der Originalbeiträge verwiesen wurde (vgl. COOPER (1998), S. 56). 
Zusätzlich wurde eine Vorwärtssuche durchgeführt (vgl. WEBSTER & WATSON (2002), S. XVI; 
TORRACO (2005), S. 360). Hierbei wurde die Möglichkeit bei den Datenbanken genutzt, dass sowohl 
inhaltlich ähnliche Arbeiten als auch aktuelle(re) Beiträge, die den momentan identifizierten Beitrag 
zitieren, empfohlen wurden. Die Evaluation dieser Funde mündete schließlich in 36 weiteren relevanten 
Arbeiten (vgl. Abbildung 2, S. 18). Damit wurden für die manuellen Methoden die beiden Schritte der 
Literatursuche (mit Volltextrecherche) und anschließenden Analyse für jene Beiträge nochmals 
durchlaufen. Die jährliche Verteilung aller 631 analysierten Forschungsarbeiten ist in Abbildung 3 
dargestellt. Grundsätzlich sind mit 75% sehr viele Journalbeiträge vertreten. Durch bereits acht Journale 
sind über 26% aller Arbeiten abgedeckt. Beiträge von Konferenzen und in Sammelwerken tragen hier 
mit 15 bzw. 5% bei. Danach schließen sich die Publikationsformen Dissertationen und Arbeitspapiere 
mit je 2% und vollständige Monographien bzw. deren einzelne Kapitel mit je 1% an. 
 
Abbildung 3: Jährliche Verteilung aller relevanten Forschungsbeiträge 
4.2.4 Synthese und Präsentation 
Der sich anschließende Schritt der Synthese (vgl. FINK (2013), S. 5) geht über die reine Zusammen-
fassung der identifizierten Literatur hinaus. Vor dem Hintergrund der aufgeworfenen Problem-
formulierung sollen die relevanten Beiträge untersucht und bewertet werden und dadurch neues Wissen 
und Perspektiven eröffnen (vgl. TORRACO (2005), S.362; FETTKE (2006), S. 260). Mithilfe des 
konzeptionellen Bezugsrahmens soll der Strukturierung der relevanten Beiträge (entsprechend 
Forschungsfrage 1) nachgekommen werden (vgl. WEBSTER & WATSON (2002), S. XIV). Anhand der 
konzeptbezogenen Definition von Problemfeldern, deren weitere Charakterisierung im nachfolgenden 
Kapitel 4.3 durch Dimensionen vorangetrieben wird, können alle Forschungsarbeiten klassifiziert 
werden (vgl. TORRACO (2005), S.362f.). Zunächst wurde auf Basis der Vorarbeit und Grundlagen-
literatur ein erstes Systematisierungsschema erstellt. Für jeden im Rahmen der Literaturanalyse 
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identifizierten und als relevant erachteten Beitrag wurde eine Zuordnung zum entsprechenden 
Problemfeld vorgenommen. Wenn nötig wurden Problemfelder und -aspekte hinzugefügt, erweitert oder 
überarbeitet, auch wenn dafür alle bereits zugeordneten Arbeiten nochmals auf ihre Gültigkeit im 
angepassten Schema hin überprüft werden mussten (vgl. Abbildung 2, S. 18; COOPER (1998), S. 14). 
Generell kann jeder einzelne Beitrag auch mehreren unsicherheitsbezogenen Problemfeldern zugeordnet 
werden. Zur Einschätzung des Unsicherheitsausmaßes innerhalb der identifizierten Aspekte der 
Problemfelder (vgl. Forschungsfrage 2) können sowohl die aufgedeckten und unterschiedlichen 
(Modell-)Annahmen als auch die vielfältigen Anwendungsbeispiele aus den verschiedenen Branchen 
beitragen. Hierbei sind auch solche Abschnitte aus Beiträgen berücksichtigt, die eine entsprechende 
Problemstellung unter Sicherheit betrachten, da auch sichere Situationen zum Wertekontinuum des 
Unsicherheitsausmaßes gehören (vgl. WALKER ET AL. (2003), S. 11ff.). Die Präsentation der Ergebnisse 
der Literaturanalyse erfolgt in den Kapiteln 5 bis 7 durch eine ausführliche Beschreibung der Problem-
felder und der Bewertung des Unsicherheitsausmaßes und schließt mit einer Auswertung der Beitrags-
zuordnungen im finalen Systematisierungsschema in Kapitel 8. 
4.3 Dimensionen 
Wie bereits dargelegt, existieren vielfältige Ansatzpunkte und Perspektiven, sich einer Unsicherheits-
problematik anzunähern. Allerdings herrscht bisher aber keine durchweg akzeptierte Struktur vor, in der 
eine solche ausführlich diskutiert werden sollte (vgl. BAMMER & SMITHSON (2008c), S. 302). Lediglich 
die Aufteilung in kleinere, besser handhabbare Themenkomplexe wird empfohlen (vgl. NATIONAL 
RESEARCH COUNCIL (1994), S. 162). Zur weiteren Charakterisierung sind daher unsicherheitsbezogene 
Dimensionen ausgemacht worden. Da jedoch von der Aufgliederung nur einer einzelnen Dimension 
nicht zu erwarten ist, dass sie der nötigen Detailtiefe und den verschiedenen Facetten der Unsicherheit 
ausreichend Rechnung tragen werden kann, wird zur Konkretisierung der Problemfelder eine 
Kombination aus verschiedenen Dimensionen mit jeweiligen Ausprägungswerten angestrebt. Die 
herangezogenen Dimensionen spiegeln den gewünschten Informationsbezug wider und werden nun 
einzeln vorgestellt (vgl. Abbildung 4). 
 
Abbildung 4: Dimensionen zur Systematisierung der Unsicherheitsproblematik im Revenue Management (in 
Anlehnung an MARTENS (2009), S. 136) 
4.3.1 Aufgabenbezug 
Auf operativer Ebene sollen die vor oder während einer Buchungsperiode anstehenden Aufgaben der 
Prognose, Optimierung und Transaktionssteuerung unterschieden werden (vgl. TALLURI & VAN 
RYZIN (2004), S. 18f.; PHILLIPS (2005), S. 134). Diese richten sich dabei nach den strategisch-taktischen 
Vorgaben (vgl. MARTENS (2009), S. 40f.). Die aufeinander aufbauende Struktur der Aufgaben auf 
operativer Planungsebene lässt dabei zyklische Beziehungen erkennen (vgl. YEOMAN & WATSON 
(1997), S. 80). So gelten Zielgrößen der vorgelagerten Aufgabe (größtenteils) als Informationsbedarf 
der nachgelagerten Aufgabe (vgl. Abbildung 4; MARTENS (2009), S. 136). Da durch diese Zyklus-
beziehungen eine Anpassung der Kapazitätssteuerung auf Basis der Transaktionssteuerung bzw. des 
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aktuellen Buchungsverlaufs als auch eine Überwachung und Beurteilung des Buchungsverlaufs 
abgebildet werden können, wird eine explizite Abgrenzung der Adaption bzw. Analyse als eigenständige 
Aufgabe im Rahmen dieser Aufteilung nicht erfolgen (vgl. SPECHT & GRUß (2005), S. 58; MARTENS 
(2009), S. 230ff.). Durch die prozessbezogene Perspektive dieser Dimension (vgl. NEUNER (2009), S. 
71) kann der Auftretenszeitbezug der unsicherheitsbehafteten Problemfelder als erstes Differenzierungs-
merkmal fungieren. So lassen sich diese während einzelner Aufgaben in der aktuellen Buchungsperiode 
(zeitpunktbezogen) aber auch als Folge der Optimierung über mehrere zusammenhängende Buchungs-
perioden (d.h. mehrfacher Zyklusdurchlauf; zeitraumbezogen) ausmachen (vgl. Abbildung 4, S. 20). 
4.3.2 Problemart 
Bei der Dimension Problemart lässt sich eine Aufteilung nach Repräsentations- und Prognose-
problematik vollziehen, die sich aus der Integration von Aspekten des (transaktionsorientierten) 
Revenue Managements und des Customer Relationship Managements ergeben (vgl. MORGAN & 
HENRION (1992), S. 67; MOHAUPT & HILBERT (2011), S. 8f.). So können einerseits durch Abbildungs-
probleme im zugrundeliegenden Modell der entsprechenden Revenue-Management-Aufgabe Unsicher-
heiten resultieren (vgl. Abbildung 4, S. 20; MORGAN & HENRION (1992), S. 68; GILBOA ET AL. (2008), 
S. 182). Dafür können bspw. bei den Festlegungen zur Kundenbewertung und der Kundensegmentzuge-
hörigkeit (vgl. RUDOLF-SIPÖTZ (2001), S. 94f.; SILICIA & GARCIA (2003), S. 2ff.) fehlerhafte 
Annahmen oder die unzureichende Berücksichtigung von Informationen und Abhängigkeiten in der 
Modellstruktur verantwortlich sein. Andererseits kann sich aber auch eine Prognoseproblematik in der 
Bestimmung und Vorhersage von konkreten Modellparametern ergeben (vgl. U.S. ENVIRONMENTAL 
PROTECTION AGENCY (2011), S. 120f.; CLEOPHAS ET AL. (2013), S. 5ff.). So können bspw. durch die 
Prognose der Ausprägungen bestimmter Kundenmerkmale (vgl. GOSAVI (2004), S. 14; BERGER ET AL. 
(2006), S. 160; MARTENS (2009), S. 159ff.) spezifische Unsicherheiten resultieren, die auf fehlerhafte 
oder abweichende Parameterwerte zurückzuführen sind. Die Beleuchtung der Problemart ist damit eng 
mit dem zuvor dargelegten Unsicherheitsverständnis (vgl. Kapitel 3.5) verbunden, da die Problematik 
bei der Beschreibung und Vorhersage eines Systems, seines Verhaltens oder andere seiner Eigen-
schaften aufgegriffen wird (vgl. ZIMMERMANN (1999), S. 290). Selbstverständlich kann eine Prognose-
problematik erst dann auftreten, wenn die entsprechenden Größen im Modell vorgesehen sind (also 
benötigt) und nicht eineindeutig beobachtet werden können. Es sei noch auf den generellen Umstand 
(mit bivalentem Informationsstand) hingewiesen, dass sich der Anbieter sowohl bei unzureichender 
Modellierung (d.h. mangelnder Berücksichtigung einflussreicher Faktoren im entsprechenden Modell; 
vgl. HAYES (2011), S. 23) als auch im Falle vieler zu berücksichtigender Modellparameter, die 
allerdings schwierig zu quantifizieren sein können, einer erhöhten Unsicherheit gegenüber sehen wird 
(vgl. SKINNER ET AL. (2014a), S. 623). Mit anderen Worten können sowohl aus der Ignoranz von 
vorhandenen Größen und Effekten, die in der Folge auch nicht prognostiziert werden müssen vs. dem 
Versuch (möglichst) alle Einflussfaktoren abzubilden und damit auch vorherzusagen, Unsicherheiten 
resultieren. Diese sich bedingenden Zusammenhänge und Verbundenheitsrelationen werden dann bei 
den jeweiligen Problemfeldern näher erläutert. 
4.3.3 Informationsbedarf 
Entscheidung setzt immer Informationen voraus. Diese sind als in den Kontext eines Problem-
zusammenhangs gestellte Daten zu betrachten (vgl. REHÄUSER & KRCMAR (1996), S. 5; HINRICHS 
(2002), S. 27). Daten sind dabei zur (maschinellen) Verarbeitung zusammengefasste Zeichen ohne 
Verwendungshinweise. Aus Daten werden Informationen, wenn sie in einen Problembezug eingeordnet 
und für die Erreichung eines Zieles verwendet werden (vgl. REHÄUSER & KRCMAR (1996), S. 4f.). 
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Grundsätzlich zeichnet sich jedes Problemfeld mit speziellem Aufgabenbezug durch einen charakteris-
tischen Bedarf an notwendigen Informationen (z.B. Klassifikationsmodell zur Kundensegment-
festlegung in der Transaktionssteuerung) und zu dessen Deckung verfügbaren Informationsquellen aus 
(vgl. Abbildung 4, S. 20; MARTENS (2009), S. 137f.). Da Unsicherheit auch von der vorhandenen und 
der gewünschten Information beeinflusst wird (vgl. ZIMMERMANN (1999), S. 298f.), soll der 
Informationsbedarf als weiteres Differenzierungsmerkmal in Betracht gezogen werden. Damit wird 
bezugnehmend auf den herausgearbeiteten Fokus der Imperfektion von Informationen in der Definition 
des Unsicherheitsbegriffs (vgl. Kapitel 3.5) auch berücksichtigt, dass die zur Deckung des Informations-
bedarfs herangezogenen Informationsquellen selbst mit gewissen Unsicherheitsursachen behaftet sein 
können (vgl. Abbildung 4, S. 20; Kapitel 4.3.5).  
4.3.4 Informationsoperation 
Ebenfalls mit Blick auf die Informationssicht spielt der Informationsverarbeitungsschritt, in der eine 
informationsbezogene Unsicherheit zum Tragen kommt, eine wichtige Rolle zur weitergehenden 
Systematisierung (vgl. NATIONAL RESEARCH COUNCIL (1994), S. 162; HINRICHS (2002), S. 32). Die 
entsprechende Zuordnung soll dabei in Anlehnung an KWAN ET AL. (1997), S. 128ff., die die 
Unsicherheitsursachen (vgl. Kapitel 4.3.5) entlang von Informationsverarbeitungsoperationen in 
Informationssystemen systematisieren, erfolgen. Abbildung 5 visualisiert eine Anpassung an ein auf die 
entsprechenden Informationsverarbeitungsschritte reduziertes Revenue‐Management‐System (vgl. 
TALLURI & VAN RYZIN (2004), S. 19; MARTENS (2009), S. 41). 
 
Abbildung 5: Unsicherheitsbehaftete Informationsoperationen im Revenue‐Management‐System (in Anlehnung an 
KWAN ET AL. (1997), S. 128ff.; TALLURI & VAN RYZIN (2004), S. 19; MARTENS (2009), S. 41) 
So können bspw. schon bei der imperfekten Beobachtung bzw. Messung eines realen Phänomens (z.B. 
Kundenverhalten) durch den Entscheider (oder automatisiert über Systemschnittstellen), bei der ggf. 
anschließenden Speicherung in der Datenbasis und bei der Abfrage der Werte (z.B. Wahl der 
Aggregationsebene) Unsicherheiten resultieren und sich in der Folge eine inadäquate Handlung bzw. 
Handlungsempfehlung ergeben. Da der Informationsoperation des Modellierens zugleich hohe 
Bedeutung und hoher Umfang zugesprochen wird (vgl. KWAN ET AL. (1997), S. 134f.) und die einzelnen 
Aufgaben auf bereits entwickelte Modelle (wie Prognose‐ und Optimierungsmodelle) zurückgreifen 
(vgl. MARTENS (2009), S. 137), erscheint auch hier – nach einer Aufteilung der Modelldomäne in 
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Modellbildung und -anwendung – eine nähere Untersuchung der Problemfelder auf diesbezügliche 
Unsicherheitseinflüsse als sinnvoll (vgl. ASCOUGH II ET AL. (2008), S. 388ff.). Die Modellanwendung 
spiegelt hierbei die Phase der Entscheidung wider (vgl. Abbildung 5, S. 22; HAYES (2011), S. 21f.). Das 
Manipulieren, (wiederholte) Aktualisieren der Informationen bzw. das Anstoßen des Zyklus begleitet 
alle bereits zuvor genannten Informationsoperationen und soll ebenfalls Berücksichtigung finden (vgl. 
MOTRO (1997), S. 10f.; PIATETSKY-SHAPIRO (1997), S. 181f.). 
4.3.5 Unsicherheitsursachen 
Die Identifikation und Unterscheidung der Ursachen von Unsicherheit ist ein wichtiger Schritt in der 
Unsicherheitsanalyse (vgl. FIJNVANDRAAT & BOUWMAN (2010), S. 6; U.S. ENVIRONMENTAL 
PROTECTION AGENCY (2011), S. 121) und soll als weitere Dimension zur Charakterisierung dienen. Der 
starke Fokus auf die unterste, ursachenbezogene Ebene ist deshalb so entscheidend, weil eine Ursache 
unterschiedliche Unsicherheitstypen bedingen kann (vgl. KLIR & WIERMAN (1998), S. 5; HAYES (2011), 
S. 23). Demnach ist ein klares Verständnis hierbei von essentieller Bedeutung (vgl. SKINNER ET AL. 
(2014a), S. 608). Die nachfolgende Auflistung und Definition der Unsicherheitsursachen greift vor 
allem auf unsicherheitsbedingte Probleme bezüglich der Qualitätsanforderungen bei Daten und damit 
auch kontext- und nutzenbezogen bei Informationen (vgl. WANG & STRONG (1996), S. 20; HINRICHS 
(2002), S. 30) und gängigen (Modell)-Gütekriterien (vgl. BRUHN (2009), S. 94) zurück: 
 Unkorrektheit: Die Daten zur Abbildung der Diskurswelt weisen Fehler auf (vgl. PIATETSKY-
SHAPIRO (1997), S. 178f.; HINRICHS (2002), S. 30). Die geringe Abbildungstreue kann u.a. auf 
Mess-, Eingabe- und Verarbeitungsfehler zurückgehen (vgl. BAUER & GÜNZEL (2004), S. 40). 
 Unvollständigkeit: Eine Information gilt als unvollständig, fehlend oder nicht verfügbar, wenn 
– unter der Annahme, der wahre Wert existiere – ein Teil oder die gesamte Information, mit der 
ein Modell ein Objekt beschreibt, unbekannt ist (vgl. MOTRO (1997), S. 15; BAUER & GÜNZEL 
(2004), S. 44). Auf Modellebene ist diesbezüglich auch häufig von Approximationsunsicherheit 
die Rede, da Modelle stets nur eine Vereinfachung der Realität darstellen und somit nicht alle 
Einflussfaktoren und Interaktionen vollständig abbilden werden können (vgl. MORGAN & 
HENRION (1992), S. 67; SKINNER ET AL. (2014a), S. 623). 
 Ungenauigkeit: Die Informationen liegen – abhängig vom jeweiligen Anwendungskontext – 
nicht im ausreichenden Detaillierungsgrad vor (vgl. HINRICHS (2002), S. 30). 
 Inkonsistenz (auch Konflikt, Uneinigkeit): Die Unsicherheit entsteht in diesem Fall aus 
mehreren möglichen wahren Aussagen (aus verschiedenen Datenquellen), die aber nicht 
übereinstimmen, also in einem logischen Widerspruch zueinander stehen (vgl. BOSC & PRADE 
(1997), S. 290; KLIR & WIERMAN (1998), S. 85f.). 
 Irrelevanz: Der Informationsgehalt deckt sich nicht mit dem für den Anwendungskontext 
nötigen Informationsbedarf (vgl. BAUER & GÜNZEL (2004), S. 44). Da redundante und 
irrelevante Informationen nicht dem vorgesehenen Zweck dienen, können sie sich negativ auf 
die Performanz bezüglich der Verarbeitungsgeschwindigkeit (aufgrund der hohen 
Dimensionalität) und Prognosegenauigkeit auswirken (vgl. KIRA & RENDELL (1992), S. 129). 
 Komplexität: Unsicherheit resultiert hier aus dem Umstand, (zu) große Datenmengen simultan 
aufnehmen und verarbeiten zu müssen (vgl. PIATETSKY-SHAPIRO (1997), S. 171; 
ZIMMERMANN (1999), S. 291f.). Die Effizienz der Manipulation hängt somit von der 
Reichhaltigkeit der Repräsentation der realen Welt ab (vgl. ZIMÀNYI & PIROTTE (1997), S. 36). 
 Unschärfe (auch Vagheit): Es gibt Elemente, für die es unmöglich ist, zu entscheiden, ob sie zu 
einer Menge gehören oder nicht (vgl. KLIR & WIERMAN (1998), S. 100ff.). Die unscharfe 
Menge hat somit keine eindeutig definierten Grenzen (vgl. JOUSSELME ET AL. (2003), S. 1212). 
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Linguistische Informationen sind oft von dieser Mehrdeutigkeit betroffen (vgl. ZIMMERMANN 
(1999), S. 292; HINRICHS (2002), S. 31). 
 Subjektivität: Den Daten mangelt es einer externen objektiven Überprüfbarkeit, d.h. sie 
unterliegen subjektiven Meinungen, Glaubensgraden, Annahmen, Präferenzen, Gewichtungen 
und Schätzungen eines Bewerters (vgl. MORGAN & HENRION (1992), S. 57ff.; CORNELSEN 
(2000), S. 28; ROSENKRANZ & MISSLER-BEHR (2005), S. 56; HAYES (2011), S. 38ff.).  
 Unzuverlässigkeit: Den Daten wird aufgrund nicht nachvollziehbarer Entstehung, subjektiven 
Ermessensspielräumen, Fehlern in der Verarbeitung oder nicht vertrauenswürdiger Daten-
quellen nur eine geringe Glaubwürdigkeit beigemessen (vgl. HINRICHS (2002), S. 30; BAUER 
& GÜNZEL (2004), S. 44 KLEIN & SCHOLL (2011), S. 451; SKINNER ET AL. (2014a), S. 621). 
 Nichtvalidität: Die Gültigkeit der Daten über den Realitätsausschnitt, der zu erfassen und 
wiederzugeben beabsichtigt war, ist aufgrund von zu strengen Definitions-, 
Operationalisierungs- oder Messvorschriften eingeschränkt (vgl. DOMOLOMBE (1997), S. 90; 
BORTZ & DÖRING (2006), S. 32; MEFFERT ET AL. (2008), S. 146; BRUHN (2009), S. 94).  
 Variabilität: Die (inhärente) Zufälligkeit des realen Untersuchungsgegenstands (wie System-
zustand, Wertevielfalt) behindert dessen eindeutige Beschreibung und Vorhersage (vgl. 
JOUSSELME ET AL. (2003), S. 1212f.; HAYES (2011), S. 25; SKINNER ET AL. (2014a), S. 620). 
 Unvorhersagbarkeit: Die Unsicherheit ergibt sich durch die Unkenntnis über den zukünftigen 
Zustand oder Verhalten eines Systems (vgl. auch Bezug in Unsicherheitsdefinition in Kapitel 
3.5; MORGAN & HENRION (1992), S. 63f.). Die Prognoseunsicherheit wird dabei maßgeblich 
durch den Zeithorizont bestimmt (vgl. LISSAUTZKI (2007), S. 131). 
 Obsoleszenz: Die Informationen spiegeln nicht den aktuellen Diskursweltzustand wider, d.h. sie 
sind aufgrund von Zeitdifferenzen zwischen Auftreten, Erfassen und Anwenden veraltet (vgl. 
WANG & STRONG (1996), S. 32; KWAN ET AL. (1997), S. 133; HINRICHS (2002), S. 31). 
4.4 Detaillierung des Bezugsrahmens 
Die Erkenntnisse aus der Literaturanalyse offenbaren, dass sich viele der bisherigen Arbeiten im 
Revenue Management einseitig auf bestimmte unsicherheitsbezogene Aspekte beschränken bzw. nur 
einzelne Zusammenhänge berücksichtigen. Die nachfolgende Detaillierung des Bezugsrahmens zielt 
daher auf ein systematisches und mehrstufiges Vorgehen zur umfassenden Strukturierung und 
Beschreibung der Unsicherheiten im kundenzentrierten Revenue Management ab (vgl. WOLF (2011), S. 
41). So werden entlang der drei Analyseeinheiten Erfolgsgrößen, Revenue-Management-System und 
Umfeld (als jeweils eigenständige Kapitel) zunächst geeignete Problemfelder abgegrenzt. Diese werden 
dann anhand der zuvor definierten und kontextbezogenen Dimensionen (Aufgabenbezug, Problemart, 
Informationsbedarf, -operation und Unsicherheitsursachen) weiter charakterisiert (vgl. SKINNER ET AL. 
(2014b), S. 196). Bezugnehmend auf die verschiedenen Aspekte der Unsicherheitsdefinition (vgl. 
Kapitel 3.5) wurde für die Beschreibung des Revenue-Management-Systems und seines Umfelds vor 
allem auf Merkmale des Unternehmens und seiner (externen) Umgebung (Umfeldfaktoren) und für 
deren Vorhersage auf die umfangreichen Analysen und Empfehlungen im Rahmen einer Prognose-
problematik von ARMSTRONG (2001), S. 679ff. zurückgegriffen. Die so vollzogene Systematisierung 
der facettenreichen Unsicherheitsproblematik im Revenue Management stellt damit eine konsistente 
Aggregation und Synthese der bisher vorgelegten Forschungsbeiträge mit notwendiger Detailtiefe sicher 
(vgl. Forschungsfrage 1). Die zur Strukturierung in Betracht gezogenen Merkmale werden letztlich auch 
bezüglich ihrer Ausprägungswerte und Abhängigkeiten bewertet. Je nach Ausprägung können diese 
einen maßgeblichen Einfluss auf das vorherrschende Unsicherheitsausmaß für das zugrundeliegende 
Revenue-Management-System haben (vgl. Forschungsfrage 2). Der Beschreibung der Effekte der 
identifizierten Einflussgrößen (auch mit Blick auf den Anspruch an die Informationsverarbeitung) 
kommt damit eine besondere Bedeutung zu (vgl. BUNDESINSTITUT FÜR RISIKOBEWERTUNG (2014), S. 
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15). Grundsätzlich bewegt sich das Unsicherheitsausmaß auf einem Kontinuum zwischen determinis-
tischem Kenntnisstand und totaler Unkenntnis (vgl. WALKER ET AL. (2003), S. 11ff.). Neben der Art 
bzw. dem Ursprung der Unsicherheiten und dem Ort ihrer Manifestierung wird zur Charakterisierung 
der unsicheren Situationen im Revenue Management demnach auch das Ausmaß der Unsicherheit in 
Abhängigkeit der Ausprägungen identifizierter Merkmale herangezogen. Dabei gehen sowohl ein 
sinkender, bezüglich der zu treffenden Steuerungsentscheidungen zur Verfügung stehender Informa-
tionsumfang und dessen Güte als auch die (potentiell) negativen Auswirkungen auf die Erfolgsgrößen 
mit einem wachsenden Unsicherheitsausmaß einher. Für jedes Problemfeld werden die Merkmalsaus-
prägungen bezüglich ihres Unsicherheitsniveaus genau beschrieben und in der zusammenfassenden 
Abbildung (am Anfang jeden Kapitels) auf einem Spektrum (gering, mittel, hoch) abgegrenzt (vgl. 
MEIJER ET AL. (2005), S. 9). Dabei können sich durch das Zusammenspiel von Merkmalen und ihren 
Ausprägungswerten weitere Einflussfaktoren ergeben (vgl. BUNDESINSTITUT FÜR RISIKOBEWERTUNG 
(2014), S. 14). Diese Abhängigkeiten sind dann im Text erläutert und in den Abbildungen als 
unsicherheitsverstärkend (+) bzw. unsicherheitsverringernd (-) gekennzeichnet oder werden je nach 
Teilaspekt differenziert (+/-) beleuchtet. Bedingt durch das vielfältige Wechselspiel zwischen den 
Merkmalen kann damit unter Umständen auch die Situation eintreten, dass die zusätzlichen Faktoren 
einen gegenläufigen Einfluss auf den identifizierten Zusammenhang bezüglich des Unsicherheits-
ausmaßes ausüben. Das beschriebene Vorgehen und Grundverständnis dient nun als geeignete 
Ausgangsbasis für die Systematisierung der Unsicherheiten je Analyseeinheit und dem Einschätzen des 
vorherrschenden Unsicherheitsausmaßes im jeweils behandelten Problemfeld. 
5 Erfolgsgrößenbezogene Unsicherheiten 
Erfolgsvariablen bilden als erste Analyseeinheit im Bezugsrahmen den Ausgangspunkt der Unter-
suchung der Unsicherheiten im kundenzentrierten Revenue Management. Hierunter werden prozess- 
und ergebnisbezogene Erfolgsgrößen subsumiert, die erheblich von der Ausprägung der Gestaltungs-
variablen sowie vom Zusammenspiel von Kontext- und Gestaltungsvariablen abhängen (vgl. WOLF 
(2011), S. 38f.). Von den identifizierten unternehmens- und kundenbezogenen Erfolgsgrößen (z.B. 
Erlösumfang, Wert des Kundenstamms) wird angenommen, dass sie bezüglich ihrer Werteausprägung 
einem Unsicherheitseinfluss unterliegen. Grundsätzlich muss der Entscheidungsträger zur Bestimmung 
einer optimalen Handlung(salternative) zunächst ein Zielsystem spezifizieren (vgl. SCHNEIDER (2007), 
S. 23; KLEIN & SCHOLL (2011), S. 44f.). Die Ergebnisdefinition (Zielgrößen) und Präferenzrelationen 
sind dabei notwendige Bestandteile jedes operablen Zielsystems (vgl. BAMBERG & COENENBERG 
(2002), S 28; NEUNER (2009), S. 73). Zielgrößen beschreiben einen entscheidungsrelevanten Aspekt 
des angestrebten Zustands (vgl. KLEIN & SCHOLL (2011), S. 91ff.) und geben an, welche Handlungs-
konsequenzen der Aktionenbewertung zugrunde gelegt werden sollen und dementsprechend bei der 
Beschreibung der Handlungsalternative zu erfassen sind (vgl. BAMBERG & COENENBERG (2002), S 28f.; 
LISSAUTZKI (2007), S. 76f.). Die Präferenzrelation drückt dabei ganz allgemein die Einstellung des 
Entscheiders zu den Ergebnissen von Handlungsalternativen aus (vgl. KLEIN & SCHOLL (2011), S. 44). 
Aus dem (mehrstufigen) Zielsystem im kundenzentrierten Revenue Management geht hervor, dass 
kapazitäts- und kundenbeziehungsorientierte Ziele gleichermaßen zu den übergeordneten Ziel-
setzungen, der Maximierung von Erfolg (mit Liquidität) und Erfolgspotenzial, beitragen können (vgl. 
MARTENS (2009), S. 79). Die kurzfristige Gewinnmaximierung als Ziel der (transaktionsorientierten) 
Kapazitätssteuerung lässt sich der Zielgröße Erfolg zuordnen und wird auf operativer Ebene gesteuert 
(vgl. MARMORSTEIN ET AL. (2003), S. 148). Langfristiges Erfolgspotenzial wird hingegen durch die 
Entwicklung profitabler Kundenbeziehungen als Ziel des Customer Relationship Managements 
aufgebaut (vgl. MARTENS (2009), S. 79). Im Rahmen der Zielbildung unter Unsicherheit können neben 
Extremierungszielen in Bezug auf die Zielgrößen auch andere Zielstellungen, wie bspw. die 
Minimierung der erwarteten absoluten Abweichungen von Zielvorgaben oder die Maximierung der 
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Wahrscheinlichkeit, eine bestimmte Erlösuntergrenze zu überschreiten, zur Anwendung kommen (vgl. 
WEATHERFORD (2004), S. 282; MARTENS (2009), S. 66; KLEIN & SCHOLL (2011), S. 101f.). Die ver-
schiedenen (subjektiven) Festlegungen und Gewichtungen im Zielsystem werden dann in einem diver-
gierenden Unsicherheits- bzw. Risikoausmaß resultieren (vgl. ASCOUGH II ET AL. (2008), S. 387; KLEIN 
& SCHOLL (2011), S. 94). Die unsicherheitsbehafteten Problemfelder der Zielgrößen (vgl. Kapitel 5.1) 
und Präferenzrelationen (vgl. Kapitel 5.2) sollen nun mit besonderem Fokus auf die Kundenbewertung 
entsprechend der im vorherigen Kapitel erläuterten Vorgehensweise detailliert werden. 
5.1 Zielgrößen zur Kundenbewertung 
Um die Wertigkeit einer Buchungsanfrage feststellen und damit eine Entscheidung über deren Annahme 
oder Ablehnung bzw. die Höhe des dynamischen Angebotspreises fällen zu können, ist im kundenzen-
trierten Revenue Management die Verwendung eines Kundenwertmodells vorgesehen (vgl. MARTENS 
& HILBERT (2009), S. 384). Modelldomänenparameter spezifizieren dabei die Domäne bzw. den 
Anwendungsbereich (vgl. MOHAUPT & HILBERT (2011), S. 10). Obwohl jene Parameter einen beacht-
lichen Einfluss besitzen und deren Determinierung aufgrund des resultierenden, endlichen Analyse-
bereichs und begrenzten Detaillierungsgrads zu einer Approximationsunsicherheit führen kann, werden 
sie oft während einer Unsicherheitsanalyse außer Acht gelassen (vgl. MORGAN & HENRION (1992), S. 
55). Die Wahl dieser Parameter ist daher eine der wichtigsten und schwierigsten Aspekte in der Modell-
designphase, da sie das Ausmaß der gegenläufigen Kriterien der Repräsentationspräzision und 
Berechnungskomplexität bestimmen. Im Rahmen der Festlegungen zur Kundenbewertung wird vorder-
gründig über folgende Dimensionen befunden (vgl. HELM & GÜNTER (2006), S. 10): hinsichtlich den 
Bestimmungsgrößen des Kundenwertes (Sachdimension), des Zeitbezugs (Zeitdimension) und der 
Aggregationsebene (Objektdimension). Nachfolgend werden die Ausprägungen der einzelnen Dimen-
sionen und die darauf aufbauende Kundensegmentbildung näher beleuchtet und ihr Einfluss auf das 
resultierende Unsicherheitsausmaß untersucht (vgl. Abbildung 6). Die Modellfestlegungen nehmen 
damit einen entscheidenden Einfluss auf das Verständnis und die Entwicklung profitabler Kunden-
beziehungen als Erfolgsgröße im kundenzentrierten Revenue Management (vgl. MARTENS (2009), S. 
67). Durch den engen Bezug zur Modellbildung und zu treffenden Abbildungsentscheidungen soll das 
Problemfeld der Kundenbewertung primär als Repräsentationsproblem verstanden werden, auch wenn 
sich dadurch naturgemäß ebenfalls eine Prognoseproblematik der benötigten Größen ergeben wird. 
 
Abbildung 6: Unsicherheitsbehaftetes Problemfeld der Zielgrößen zur Kundenbewertung 
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5.1.1 Sachdimension 
Der Wert einer Buchungsanfrage wird in Abhängigkeit von der gewählten Strategie, den Zielen und 
Umfeldfaktoren sowohl von zeitpunktbezogenen (d.h. direkte und indirekte Größen) als auch von 
zeitraumbezogenen Nutzenbeiträgen (d.h. kurz- und langfristige Größen) beeinflusst (vgl. Abbildung 6, 
S. 26; MARTENS (2009), S. 97). Im Rahmen des Kundenbeziehungsmanagements unterscheiden sich 
die Kundenwertkonzepte dabei in der Gewichtung dieser Größen. Da ein Modell stets nur eine verein-
fachte Version eines (realen) Systems ist, wird auch die Modellierung der Kundenwertigkeit immer mit 
Approximationsunsicherheit verbunden sein (vgl. MORGAN & HENRION (1992), S. 67). Jedes (reale) 
System wird aber Phänomene und Verhaltensweisen enthalten, die selbst durch das detaillierteste 
Modell nicht abgebildet werden können. Die Approximation erlaubt hierbei den Ausgleich zwischen 
der Abbildungsgenauigkeit und der Berechnungseffizienz des Modells (vgl. ZIMÀNYI & PIROTTE 
(1997), S. 36). Trotz dieses Mangels in der Abbildung der Diskurswelt mögen einige Modelle bessere 
Vorhersagen liefern als andere, daher ist eine Auseinandersetzung mit der Art bzw. Struktur eines 
Modells und die damit verbundene Unsicherheit bezüglich einer angemessenen Systemabbildung, die 
zusammen einen substantiellen Einfluss auf die Ergebnisse zu haben scheinen, sinnvoll (vgl. MORGAN 
& HENRION (1992), S. 68). Allerdings habe sich bezüglich des Kundenwertes bisher keine einheitliche 
Modellierung bzw. konsensfähige Auffassung herausgebildet (vgl. WÜNSCHMANN (2007), S. 6). Die 
verschiedenen Ansätze lassen eine abschließende Klarheit bezüglich des Kundenwertbegriffes 
vermissen (vgl. RUDOLF-SIPÖTZ (2001), S. 22). Problematisch ist hierbei, dass sich der Kundenwert 
größtenteils nicht direkt erfassen lässt, weil es keine objektiv messbaren Kriterien gibt, die allein den 
Wert eines Kunden ausmachen (vgl. MOHAUPT & HILBERT (2011), S. 10). So fließen neben direkten 
Beiträgen zum Unternehmenserfolg, wie z.B. (prognostizierter) Umsatz, auch vermehrt indirekte, 
subjektive Größen ein (vgl. BOYCE (2000), S. 653; WÜNSCHMANN (2007), S. 30). Die Subjektivität 
ergibt sich aus dem Umstand, dass in die „Ermittlung von Kundenwerten u.a. Gewichtungen und Schät-
zungen des Bewerters einfließen, denen subjektive Zielvorstellungen zugrunde liegen“ (CORNELSEN 
(2000), S. 28). Die Objektivität als zweite Komponente resultiert aus der Notwendigkeit der externen 
Überprüfbarkeit, sodass der ermittelte Wert auch für Dritte Aussagekraft besitzt und zu einem Vergleich 
mit anderen Kundenwerten herangezogen werden kann (vgl. RUDOLF‐SIPÖTZ (2001), S. 13). Die 
Schwierigkeit im Umgang mit dem theoretischen Konstrukt des Kundenwertes (vgl. WÜNSCHMANN 
(2007), S. 30) besteht nach RUDOLF-SIPÖTZ (2001), S. 22 darin, dass es keine absolute Größe darstelle 
und damit keine Allgemeingültigkeit besitze. Im Sinne eines ressourcenorientierten Ansatzes, bei dem 
der Wert einer Ressource (d.h. Wert der „Ressource Kunde“) als ihr Beitrag zur Zielerreichung (d.h. 
Unternehmenserfolg und -erfolgspotenzial; vgl. MARTENS (2009), S. 67ff.) begriffen wird, könne der 
Kundenwert nur eine relative Maßgröße darstellen, weil ein und derselbe Kunde für verschiedene 
Unternehmen (mit jeweils spezifischer Zielfunktion) unterschiedliche Kundenwerte haben könne (vgl. 
RUDOLF‐SIPÖTZ (2001), S. 22). In der Folge ergibt sich durch die fehlende Allgemeingültigkeit und 
Unternehmensspezifika subjektiver Entscheidungsspielraum. 
Weitgehend Konsens besteht darüber, dass der Kundenwert nicht als eindimensionales, sondern als 
mehrdimensionales Konstrukt konzipiert werden sollte, auch wenn vielfältige Vorschläge zur genauen 
Ausgestaltung der Komponenten existieren (vgl. CORNELSEN (2000), S. 30; WÜNSCHMANN (2007), S. 
33ff.; MOHAUPT & HILBERT (2011), S. 10f.). Für eine umfassende Bewertung sind die direkten ökono-
mischen und vorherrschend quantitativen Kriterien allein nicht hinreichend, weil der Kunde noch eine 
zusätzliche Wertkomponente innehat (vgl. RUDOLF-SIPÖTZ (2001), S. 93f.; HIPPNER (2006), S. 27). So 
sieht RUDOLF-SIPÖTZ (2001), S. 94f. den Gesamtwert eines Kunden als Resultat von direkten (Markt-
potenzial) und indirekten Beiträgen (Ressourcenpotenzial) und identifiziert für diese beiden Dimen-
sionen geeignete Bestimmungsgrößen (vgl. Abbildung 7, S. 28). 
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Abbildung 7: Bestimmungsgrößen eines mehrdimensionalen Kundenwertkonzepts (in Anlehnung an RUDOLF‐SIPÖTZ 
(2001), S. 176) 
Auch wenn diese Mehrdimensionalität in einer beinahe unüberbrückbaren Komplexität resultieren kann, 
dürfe dies nicht dazu führen, dass die indirekten Wertbeiträge eines Kunden vernachlässigt würden (vgl. 
ebd., S. 22). Zwar ergibt sich für den Anbieter im Zusammenhang mit den indirekten Größen zunächst 
das Problem ihrer Beobachtbarkeit (vgl. Abbildung 6, S. 26) und daran anschließenden Quantifizierung 
bzw. Monetarisierung (vgl. HIPPNER (2006), S. 27; WÜNSCHMANN (2007), S. 30; BUHL ET AL. (2011), 
S. 197), dennoch kann die „Fokussierung auf einzelne Bestimmungsfaktoren des Kundenwertes ver-
heerende Folgen haben, da wichtige Ertrags‐ und Wachstumspotenziale verschenkt“ würden (RUDOLF‐
SIPÖTZ (2001), S. 222). Aus einer solchen Nichtbeachtung von Kundenwertkomponenten bzw. dessen 
erachtete Irrelevanz (vgl. NEUNER (2009), S. 88) können demnach Unsicherheiten bezüglich einer 
adäquaten Systemabbildung resultieren, WÜNSCHMANN (2007), S. 65f. sieht darin sogar eine Ursache 
für den unerklärten Anteil des Unternehmenserfolgs. Diese unvollständige Abbildung (Ignoranz) schlägt 
sich damit auch in einer mangelhaften Güte des Modells nieder und liefert in der Folge invalide 
Informationen, die wiederum in einer unsicheren Entscheidungsgrundlage resultieren (vgl. SMITHSON 
(1989), S. 7). Unternehmen versuchen daher, die oftmals schlecht beobachtbaren Handlungen, die nicht 
in direktem Zusammenhang mit der eigentlichen Kaufaktion stehen (vgl. Abbildung 6, S. 26), durch das 
Anbieten von Kundenvorteilen anzuregen und durch technische Hilfsmittel nachvollziehbar zu machen. 
So wird bspw. die Kennung des werbenden Kunden im Rahmen von Kundenwerbeprogrammen 
(Weiterempfehlungen) und im Affiliate Marketing (Newsletter, Produktempfehlungen) im Online-
bereich automatisiert übermittelt (vgl. KUMAR ET AL. (2014), S. 143ff.). In der Literatur finden sich aber 
auch Modelle und Empfehlungen, die sich nur für eine Berücksichtigung direkter Nutzenbeiträge der 
Kunden (vgl. GUPTA ET AL. (2004), S. 7ff.) bzw. für unterschiedliche Bewertungsmodelle für einzelne 
Kundensegmente aussprechen (vgl. MARTENS (2009), S. 156). So könne es bspw. im Privatkunden-
bereich ausreichend sein, nur das Marktpotenzial in die Ermittlung des Kundenwertes einzubeziehen 
(vgl. Abbildung 6, S. 26), während im Geschäftskundenbereich auch das Ressourcenpotenzial eine 
wesentliche Bedeutung habe. Letzteres ist durch die Ausstrahlungswirkung von Referenzkunden für die 
Akquisition anderer Kunden zu erklären (vgl. RUDOLF-SIPÖTZ (2001), S. 111). Naturgemäß sind multi-
kriterielle Verfahren besser geeignet, die Mehrdimensionalität des Kundenwertes abzubilden (vgl. 
WÜNSCHMANN (2007), S. 49). Durch die alleinige Berücksichtigung nur direkter Größen wird allerdings 
die häufige Problematik der schwierigen Beobachtung indirekter Größen und das mögliche Risiko 
fehlerhaften Annahmen bezüglich ihrer Bewertung umgangen (vgl. Abbildung 6, S. 26). Nach RUDOLF-
SIPÖTZ (2001), S. 32 besteht der Vorteil von monokriteriellen Verfahren damit vor allem in der direkten 
Verfügbarkeit der Informationen aus dem Rechnungswesen. Sie verweist in diesem Zusammenhang auf 
verschiedene Untersuchungen, die aufdecken, dass bei der Allokation von Ressourcen in der Unter-
nehmenspraxis oftmals (einseitig) mit Umsatzzahlen argumentiert wird (vgl. ebd., S. 96). Allerdings 
kann sich hier eine gravierende Fehlbewertung ergeben, da die Kostenseite völlig vernachlässigt und als 
irrelevant erachtet wird. Zur Abbildung des Ertragspotenzials ist daher der Deckungsbeitrag eines 
Kunden geeigneter, auch weil vielfältige Gründe für Kosten‐ und Erlösunterschiede bei den Nachfragern 
existieren (vgl. WÜNSCHMANN (2007), S. 48). Die unterschiedliche Bedeutung von (indirekten) 
sekundären Erlösen, d.h. Nutzenbeiträge der Kunden, die nicht unmittelbar mit dem Preis des 
angefragten Angebots zusammenhängen, wird im Kapitel 6.2.3 diskutiert. 
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Während also das Unsicherheitsausmaß bei den zeitpunktbezogenen Nutzenbeiträgen vor allem durch 
die (Nicht)-Beobachtbarkeit der indirekten Größen beeinflusst wird, ist bei den zeitraumbezogenen 
Nutzenbeiträgen die Festlegung des zeitlichen Betrachtungshorizontes für das Ausmaß der Prognose-
unsicherheit (vgl. auch Prognosehorizont in Kapitel 7.3) bzw. die (Un)-Vollständigkeit der Abbildung 
eines mehrdimensionalen Kundenwertes ausschlaggebend. Die Wahl zwischen kurzfristigem Erfolg und 
langfristigem Erfolgspotenzial hänge nach MARTENS (2009), S. 259 demnach davon ab, welche 
Bedeutung die langfristigen Erlöse der Kundenbeziehung im Verhältnis zu den transaktionsbezogenen 
Erlösen haben. So wird der kurzfristige Erfolg im Anwendungsumfeld mit kurzfristigen, eher 
standardisierten Kundenbeziehungen, wie z. B. dem Low-Cost-Carrier-Bereich im Passagierflugverkehr 
(vgl. BURGER & FUCHS (2005), S. 40; MARTENS (2009), S. 259), in Branchen mit langen Kaufzyklen 
bzw. geringer Anzahl von Wiederholungskäufen (z.B. Automobil-, Fahrschulbranche; vgl. TOMCZAK 
ET AL. (2009), S. 111) und in Märkten, in denen das Bedürfnis nach Abwechslung (Variety Seeking) 
stark ausgeprägt ist (z. B. im Modebereich) oft in den Vordergrund gestellt (vgl. Abbildung 6, S. 26). In 
Anwendungsbereichen, wie z. B. dem Geschäftskundenbereich (insbesondere im Luftfrachtverkehr und 
im Konferenzbereich), die sich durch langfristige und individuelle Kundenbeziehungen auszeichnen, 
kann hingegen eine stärkere Berücksichtigung des langfristigen Erfolgspotenzials sinnvoller sein (vgl. 
MARTENS (2009), S. 259). Wird jedoch in diesem Marktumfeld die traditionelle (vereinfachende) 
Annahme vertreten, dass höherwertige Buchungsklassen auch durch die höherwertigen Kunden-
segmente nachgefragt werden, d.h. ein direkter Bezug zwischen den Angeboten und der Nachfrage bzw. 
deren Wert unterstellt wird (vgl. LINDENMEIER (2005), S. 162; MARTENS (2009), S. 36), kann es zu 
einer unvollständigen Abbildung der ganzheitlichen Kundenwertigkeit aus gegenwärtigem und 
zukünftigem Marktpotenzial (vgl. RUDOLF-SIPÖTZ (2001), S. 94f.) führen. Die fehlende Akzentuierung 
der langfristigen Entwicklungsmöglichkeiten ggü. einer mehrperiodischen Betrachtung kann dann eine 
mangelnde Entscheidungsgüte zur Folge haben (vgl. Abbildung 6, S. 26; HELM & GÜNTER (2006), S. 
9). Werden andererseits ausschließlich zukünftige Größen, die erwartungsgemäß nur näherungsweise 
prognostiziert werden können (vgl. WÜNSCHMANN (2007), S. 65f.), als Entscheidungsgrundlage heran-
gezogen (vgl. MARTENS (2009), S. 243), ist das Unsicherheitsausmaß durch den kompletten Verzicht 
auf die gegenwärtigen und damit sicheren Buchungsinformationen als sehr hoch zu beurteilen (vgl. 
Abbildung 6, S. 26). Insbesondere kann sich durch die alleinige langfristige Fokussierung das Risiko 
ergeben, dass die Mindesterlöse in der aktuellen Buchungsperiode (auch mit Blick auf die Aufrecht-
erhaltung der Liquidität des Anbieters) nicht erzielt werden können (vgl. BUHL ET AL. (2011), S. 195). 
Grundsätzlich muss für die verschiedenen Bestimmungsgrößen des Kundenwerts ein reliables und 
valides Messinstrument vorliegen, um die vorwiegend praxisorientierten Fragestellungen der Behand-
lung von dynamischen und unsicheren Beiträgen und deren Monetarisierung beantworten zu können 
(vgl. WÜNSCHMANN (2007), S. 51). Es ist wohl dem problembehafteten Außenkriterium „Unter-
nehmenserfolg“, der sich zum einen erst zeitversetzt feststellen und andererseits aufgrund bestehender 
Verbundwirkungen nur schwerlich einzelnen Kunden zurechnen lässt, zuzuschreiben, dass den 
Gütekriterien Realibilität und Validität bisher nur ungenügende Beachtung von Kundenwertforschern 
geschenkt wurde (vgl. RUDOLF-SIPÖTZ (2001), S. 177; WÜNSCHMANN (2007), S. 58ff.). Im Rahmen 
der Operationalisierung des Kundenwerts ist dabei insbesondere eine Klärung bezüglich einer 
reflektiven oder formativen Modellstruktur vorzunehmen (vgl. CHRISTOPHERSEN & GRAPE (2007), S. 
104ff.). Generell ist die betrachtete theoretische Größe mit empirischen Variablen verbunden (vgl. 
BAGOZZI (1996), S. 3f.). Demnach sind Indikatoren für die verschiedenen Wertekomponenten des 
Kundenwerts einzubringen. Dabei kann es sich sowohl um direkt beobachtbare Größen als auch erneut 
um theoretische Konstrukte handeln, die wiederum auf eigenen Indikatoren beruhen (vgl. WÜNSCH-
MANN (2007), S. 52). Im Rahmen der Prognose auf operativer Ebene wird in der kundenwertorientierten 
Kapazitätssteuerung ein formatives Bewertungsmodell benötigt, welches anhand verfügbarer 
gegenwarts‐ und zukunftsbezogener Bestimmungsfaktoren (Determinanten), wie z.B. prognostizierte 
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Deckungsbeiträge und Weiterempfehlungen, den Wert eines Kunden ermittelt (vgl. MARTENS (2009), 
S. 156). Diese formativen Indikatoren sind nicht austauschbar und gehen – vereinfacht formuliert – in 
einen Index zur Kundenwertermittlung ein. Die Kausalität ist hierbei als „Indikator → Konstrukt“ zu 
verstehen (vgl. DIAMANTOPOULOS & WINKLHOFER (2001), S. 269f.). Als (gewichtete) Summanden im 
Index wird sich demnach der Wert des Konstrukts bei Fehlen einer Variablen ändern. Es kann daher nur 
von einer vollständigen Abbildung ausgegangen werden, wenn alle formativen Messgrößen einge-
schlossen sind (vgl. WÜNSCHMANN (2007), S. 53). Deren Auswahl und Gewichtung im Steuerungs-
modell auf taktischer Ebene (vgl. MARTENS (2009), S. 156) unterliegt damit dem unsicherheits-
behaftetem Problem der Subjektivität (vgl. MORGAN & HENRION (1992), S. 57; RUDOLF‐SIPÖTZ (2001), 
S. 196). Durch die vollzogene Verdichtung zu einer Kennzahl verliert der Kundenwert zudem an 
Aussagekraft (vgl. ebd., S. 178). So ist trotz unterschiedlicher Zusammensetzung der einzelnen 
Bestimmungsfaktoren die gleiche Kundenwerthöhe denkbar. Neben den formativen Messgrößen 
werden bei den indirekten Komponenten verhaltenswissenschaftliche Konstrukte herangezogen, da sich 
die verschiedenen Potenzialgrößen nicht ausschließlich mit Hilfe objektiver Merkmale messen lassen. 
Derartige Variablen werden dann für gewöhnlich reflektiv anhand ihrer Verhaltenskonsequenzen 
gemessen. Der Kundenwert wird daher nicht vollständig formativ operationalisiert, sondern schließt 
auch reflektiv gemessene Konstrukte ein (vgl. Abbildung 8; WÜNSCHMANN (2007), S. 56). 
 
Abbildung 8: Begriffsverständnis zu reflektiven und formativen Messmodellen (in Anlehnung an CHISTOPHERSEN & 
GRAPE (2007), S. 104ff.; MARTENS (2009), S. 36) 
Die Determinanten können dabei durch reflektive Prognosemodelle anhand gegenwarts‐ und vergangen-
heitsbezogener demographischer und kaufverhaltensrelevanter Merkmale, wie z.B. Bildungsstand, 
genutzter Vertriebskanal und historisches Kaufverhalten (vgl. Indikatoren in Abbildung 8; KUMAR & 
GEORGE (2007), S. 164), geschätzt werden (vgl. GUPTA ET AL. (2006), S. 148; MARTENS (2009), S. 
35f.). Während Fehlervarianzen bei formativer Modellstruktur a priori ausgeschlossen sind, können bei 
reflektiven Indikatoren sogenannte Erklärungsfehler durch fehlende Indikatoren und systematische 
Messfehler (d.h. Unterschied zwischen gemessener und gewünschter Größe) auftreten (vgl. MORGAN & 
HENRION (1992), S. 59; WÜNSCHMANN (2007), S. 54). Dabei ist das Problem der Mindestanzahl an 
Indikatoren, die ein Element des Konstrukts erklären, in der Literatur noch nicht abschließend behandelt 
worden (vgl. Faktor bei RUDOLF-SIPÖTZ (2001), S. 162; WÜNSCHMANN (2007), S. 52). Somit ist fest-
zuhalten, dass die Anwendung des korrekten Messmodells je Komponente des Kundenwerts von grund-
legender Bedeutung ist. Fehlspezifikationen beim Messmodell können durch die auftretenden Verzer-
rungen in den Parameterschätzungen zu falschen Interpretationen und Schlussfolgerungen bezüglich der 
postulierten Konstruktbeziehungen führen (vgl. CHRISTOPHERSEN & GRAPE (2007), S. 115). In diesem 
Zusammenhang ist auch zu klären, ob der Kundenwert als endogene (d.h. beeinflussbare) oder exogene 
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Größe zu verstehen ist (vgl. MARTENS (2009), S. 68). Letzteres schließe eine Maximierung des Kunden-
werts durch den Anbieter aus, lediglich dessen Ausschöpfung könne beeinflusst werden (vgl. WÜNSCH-
MANN (2007), S. 31f.). Eine genaue Analyse der möglichen Konsequenzen erfolgt in Kapitel 7.4. 
5.1.2 Zeitdimension 
Während die Verfügbarkeit bzw. der Preis von Angeboten im transaktionsorientierten Revenue 
Management auf Basis von gegenwartsbezogenen Größen (wie z.B. Preisbereitschaft) bestimmt werden, 
bedient sich die kundenwertorientierte Kapazitätssteuerung auch zukunftsbezogener Größen (vgl. 
MARTENS (2009), S. 37f.). Im Rahmen einer solchen Zukunftsorientierung wird die Kundenbeziehung 
als ein Investitionsobjekt im Sinne einer Potenzialgröße betrachtet, bei dem der Anbieter den Wert des 
Kunden erst in Erfolg umsetzen muss (vgl. RUDOLF-SIPÖTZ (2001), S. 30; WÜNSCHMANN (2007), S. 
26). Erst die Einbeziehung der langfristigen Perspektive ermöglicht bspw. die Ablehnung von 
Perspektivkunden mit geringen aktuellen aber hohen zukünftigen Nutzenbeiträgen zu verhindern (vgl. 
MARTENS (2009), S. 27f.). Neben diesen zukünftigen Erwartungsgrößen ist auch die Berücksichtigung 
bereits realisierter Größen denkbar (vgl. HELM & GÜNTER (2006), S. 8). Eine rückblickende Ermittlung 
von Ist‐Informationen bezüglich der vergangenheitsbezogenen Kundenprofitabilität betrachtet damit 
nur die in der Vergangenheit abgeschöpften Anteile des Kundenwerts (vgl. BOYCE (2000), S. 652; HELM 
& GÜNTER (2006), S. 22). Durch diese retrospektive Sichtweise liegen die zur Kundenbewertung 
benötigten Informationen bereits in realisierter Form vor und sind als nahezu sicher anzusehen (vgl. 
mögliche unsicherheitsbehaftete Probleme in Kapitel 6.3 und 7.2), allerdings sind diese für die 
zukünftige Fortführung und Gestaltung der Kundenbeziehung nicht mehr entscheidungsrelevant (vgl. 
Abbildung 6, S. 26; WORATSCHEK & ROTH (2006), S. 371). 
Der prospektive Kundenwert fokussiert hingegen den zukünftigen Wert der Kundenbeziehung. Hierzu 
finden sich in der Literatur zahlreiche Diskussionen bezüglich der angemessenen Länge des Prognose-
zeitraums (vgl. BERGER & NASR (1998), S. 21; GUPTA ET AL. (2004), S. 9). Im Extremfall zähle dabei 
zum Kundenwert, was der Kunde im Verlauf seiner gesamten verbleibenden Konsumlebensdauer 
beisteuern kann. Der (maximale) Zeitraum reicht so von der Gegenwart bis zum Ausscheiden des 
jeweiligen Nachfragers aus der Zielgruppe des Unternehmens (vgl. PITT ET AL. (2000), S. 14f.). Ein 
solch infiniter Zeithorizont (vgl. Abbildung 6, S. 26; GUPTA ET AL. (2004), S. 9) wird jedoch beachtliche 
Prognoseprobleme mit sich führen. Grundsätzlich ist die Berücksichtigung von zukunftsbezogenen 
Größen im Gegensatz zu transaktionsbezogenen Größen wie dem Angebotserlös mit Unsicherheit 
behaftet (vgl. BERGER ET AL. (2006), S. 160). Je weiter die kundenbezogenen Beiträge dabei in der 
Zukunft liegen, desto höher wird die Ungenauigkeit der prognostizierten Informationen ausfallen (vgl. 
WÜNSCHMANN (2007), S. 62). Auch die Zuverlässigkeit der Vorhersage des vom Anbieter beeinfluss-
baren Kundenverhaltens als endogener Faktor (z.B. Loyalität des Kunden ggü. dem Unternehmen) wird 
sich verringern (vgl. auch Kapitel 7.1 und 7.4; MOHAUPT & HILBERT (2011), S. 17f.). In der Folge sind 
die voraussagenden Aspekte von Kundenwertmodellen im Sinne von unsicherheitsbehafteten Erwar-
tungswerten immer mit zahlreichen Schätzungen und anderen subjektiven Quantifizierungen verbunden 
(vgl. BERGER ET AL. (2003), S. 47; PFEIFER ET AL. (2005), S. 19). Da keine Messgröße auf etwas noch 
nicht Eingetretenes angewendet werden kann, betont BOYCE (2000), S. 653 die unmögliche Objektivität 
bei der Vorhersage der Zukunft. Auch benennt er etliche zukunftsbezogene und erlösbeeinflussende 
Faktoren im Unternehmen, die häufig subjektiven Abschätzungen unterliegen, u.a. zukünftiges Ausmaß 
von Einnahmen, Marketingaufwand, Abwanderungsrate und Marktzinsniveau. Auch in der oft zitierten 
und häufig als Argumentationsgrundlage herangezogenen Arbeit von REICHHELD & SASSER (1990), S. 
108 finden sich verschiedenste, teils gegensätzliche Annahmen, die zusammengenommen davon 
ausgehen, dass die Profitabilität eines Kunden mit zunehmender Beziehungsdauer ansteige (vgl. BOYCE 
(2000), S. 680; HIPPNER (2006), S. 26). Kritiker sehen eine inadäquate Kundenbewertung als Folge 
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dieser (subjektiven) Annahmen und verweisen sogar auf einen gegensätzlichen Wirkungs-
zusammenhang (vgl. CARROLL & ROSE (1993), S. 10; RUDOLF-SIPÖTZ (2001), S. 24). So müssen 
Kunden nicht notwendigerweise langfristig immer profitabler werden, sondern eher zeichneten sich 
profitable Kunden durch eine lange Geschäftsbeziehung aus. Die (teils realitätsfernen) Annahmen und 
Vereinfachungen wie z.B. einheitliche Einzahlungs- und Auszahlungsströme werden getroffen, um der 
inhärenten Prognoseunsicherheit zu begegnen (vgl. ebd., S. 62). Allerdings wird dabei nur selten die 
Qualität und der Aussagegehalt der durch diese (vereinfachenden) Annahmen entstandenen 
Informationen in Frage gestellt (vgl. BOYCE (2000), S. 653). Um der Unsicherheit in der Kundenbe-
wertung Rechnung zu tragen, werden die zukunftsbezogenen Größen bspw. diskontiert oder der Prog-
nosezeitraum zeitlich beschränkt (vgl. Abbildung 6, S. 26; WÜNSCHMANN (2007), S. 62f.; MARTENS 
(2009), S. 99). Im Rahmen des Limitierens erachten BERGER & NASR (1998), S. 21 einen Prognose-
horizont von bis zu fünf Jahren als relativ verlässlich, für JACKSON (1989), S. 60 könne dieser auch dem 
Planungshorizont des Anbieters (z.B. 10 Jahre) entsprechen. Später auftretende Beiträge des Kunden 
bleiben demnach unberücksichtigt, auch wenn diese Ein‐ und Auszahlungen (gerade bei vorsichtigen 
bzw. pessimistischen Prognosen mit hohem Diskontierungssatz von z.B. 20%) nur noch marginal zum 
Kundenwert beitragen würden (vgl. WÜNSCHMANN (2007), S. 63). Einige Autoren bedienen sich auch 
einer Simplifizierung, die eine Berechnung der Profitabilität in der aktuellen Periode (vgl. MULHERN 
(1999), S. 30ff.) bzw. Vergangenheit (vgl. NIRAJ ET AL. (2001) S. 7ff.) vorsieht, da die langfristige 
Prognose aufgrund ihrer Unvorhersehbarkeit für gänzlich unzuverlässig gehalten wird (vgl. Abbildung 
6, S. 26; WÜNSCHMANN (2007), S. 63). Auch KOLB (2012), S. 560f. bezieht sich bei der Bestimmung 
der Wiederkaufwahrscheinlichkeit der Kunden (infolge der Anbieterentscheidungen) nur auf die nächst-
folgende Periode. Allerdings wird bei solch kurzen Betrachtungszeiträumen der Kundenwert zu stark 
vereinfacht, gegen das Konzept der langfristigen Potenzialgröße verstoßen und eine umfassende Abbil-
dung im Rahmen der Kundenentwicklung (z.B. Phasenwechsel im Kundenlebenszyklus) nicht möglich 
sein (vgl. Kapitel 5.1.4; WÜNSCHMANN (2007), S. 64). Bei der Strategie des Adaptierens wird der 
Kundenwert hingegen in jeder Periode neu berechnet und damit dem jeweils aktuellen Informations-
stand angepasst (vgl. HOEKSTRA & HUIZINGH (1999), S. 264). Da gerade in der kundenzentrierten 
Kapazitätssteuerung die strategische Festlegung zum Grad der Kundendifferenzierung und die 
differenzierte Kundenbehandlung eine entscheidende Rolle spielen (vgl. MARTENS (2009), S. 89), sei 
dieser kontinuierlich adaptierte Kundenwert jedoch aufgrund der unzureichenden Möglichkeit zur 
Ableitung von strategischen Maßnahmen nach WÜNSCHMANN (2007), S. 64 wenig hilfreich. 
5.1.3 Objektdimension 
Im Zusammenhang mit dem Kundenwert ist vor allem das Bewertungsobjekt von entscheidendem 
Interesse (vgl. BERGER ET AL. (2006), S. 160; TOMCZAK & RUDOLF-SIPÖTZ (2006), S. 147). Auf 
Grundlage der (auf strategischer Ebene festgelegten) Form der Bewertungsebene ist demnach zu 
differenzieren, ob die Gesamtheit der Kundenbeziehungen des Unternehmens zu bewerten ist (Kunden-
stammwert bzw. Customer Equity), oder eine Bewertung hinsichtlich verschiedener Kundensegmente 
oder sogar individueller Beziehungen vorangetrieben wird (vgl. HELM & GÜNTHER (2006), S. 7; 
KUMAR & GEORGE (2007), S. 158ff). Die Wahl der Aggregationsebene wird dabei von der unter-
nehmerischen Zielsetzung, dem Geschäftsbereich, situativen Faktoren und der Verfügbarkeit von Infor-
mationen beeinflusst (vgl. Kapitel 7.2; MULHERN (1999), S. 27; RUDOLF-SIPÖTZ (2001), S. 32). Grund-
sätzlich ist die Bewertung auf individueller Ebene für eine differenzierte Kundenbehandlung wün-
schenswert (vgl. KUMAR & GEORGE (2007), S. 165) und wird in entsprechenden Unternehmensbefra-
gungen aufgrund des höchsten Informationsgehalts als am sinnvollsten und aussagekräftigsten erachtet 
(Abbildung 6, S. 26; TOMCZAK & RUDOLF-SIPÖTZ (2006), S. 147). Insbesondere im Dienstleistungs-
sektor weist der individuelle Bewertungsansatz die höchste Akzeptanz auf (vgl. RUDOLF‐SIPÖTZ (2001), 
S. 66) und im Direktmarketing hat sich der individuelle Kundenwert als Entscheidungskriterium 
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etabliert (vgl. WÜNSCHMANN (2007), S. 24). So erlaubt bspw. das Aufkommen von Kundenkarten dem 
Handel, individuelle Kundeninformationen zu speichern (vgl. TOMCZAK & RUDOLF-SIPÖTZ (2006), S. 
147). Da im (kundenzentrierten) Revenue Management grundsätzlich Entscheidungen mit kunden-
individueller Tragweite (d.h. Befinden über Angebotspreis bzw. Anfragenannahme) zu treffen sind, 
scheint eine Betrachtungsweise mit kundenindividuell herangezogenen Informationen als erstrebens-
wert. Folglich wird dann versucht, den maximalen Wert der Kundenbasis durch die Maximierung der 
kundenbezogenen Kundenwerte bzw. deren Ausschöpfung zu realisieren (vgl. MARTENS (2009), S. 
68ff.). Aufgrund des dafür oftmals notwendigen Rückgriffs auf eine Kundenhistorie und der gestiegenen 
Berechnungskomplexität eines Optimierungsmodells auf Kundenebene werden hohe Anforderungen an 
die Leistungsfähigkeit der (integrierten) Informationssysteme gestellt (vgl. Kapitel 6.4). Oftmals lassen 
sich aber kundenindividuelle Merkmale, wie z.B. die individuelle Preisbereitschaft, aufgrund ökono-
mischer Zwänge (wie bspw. Kosten der Datenbeschaffung) nur schwer bestimmen bzw. vorhersagen 
(vgl. BOYCE (2000), S. 652; KRAFFT & RUTSATZ (2006), S. 284). Diese Unvollständigkeit notwendiger 
Informationen auf individueller Ebene führt eine Segmentbildung mit ggf. vereinfachenden Pauschal-
annahmen (vgl. Abbildung 6, S. 26; MOHAUPT & HILBERT (2011), S. 13) nach sich. So schlägt PHILLIPS 
(2005), S. 77 vor, nur segmentbezogene Größen wie bspw. die mittlere Preisbereitschaft je Segment zu 
bestimmen. Die Festlegung jener Annahmen ist damit wiederum mit einer gewissen subjektiven Willkür 
verbunden (vgl. BERGER ET AL. (2006), S. 165; RUDOLF-SIPÖTZ (2001), S. 196). Zudem wird durch die 
Aggregation die spezifische Charakteristik des einzelnen Kunden missachtet (vgl. HELM & GÜNTER 
(2006), S. 7). Auch unter der Problemstellung beschränkter Informationsverfügbarkeit und Komplexi-
tätszwängen stelle diese nach TIRENNI ET AL. (2007), S. 131f. einen ernsthaften Rückschritt dar, weil 
die Profitabilität zwischen Kunden für gewöhnlich nicht gleichverteilt sei und es oberstes Ziel sein 
müsse, hochwertige Kunden zu identifizieren, sie zu halten und andere (hochwertige) Nachfrager anzu-
ziehen. Zudem sind die aggregierten Daten auch mit einer unsicherheitsverursachenden Ungenauigkeit 
behaftet (vgl. PIATETSKY-SHAPIRO (1997), S. 179). So lassen sich die Nachfrager eines Segments durch 
die gleiche Wertzuweisung nicht mehr voneinander unterscheiden und durch die Aggregation zu 
Kundengruppen werden individuelle Kundengrößen und ‐elastizitäten geglättet (vgl. auch Unschärfe im 
Kapitel 6.5; KRAFFT & RUTSATZ (2006), S. 283f.; MOHAUPT & HILBERT (2011), S. 13). Zwar sind 
kundenindividuelle Beitragsgrößen, die zu einer weitergehenden Differenzierung beitragen, wünschens-
wert, jedoch sind teils auch segmentspezifische Strategien und Gestaltungsmaßnahmen ausreichend. So 
kann durch eine einfache Gewichtung zwischen einzelnen Kundengruppen im Hotelbereich erreicht 
werden, dass z.B. bestehende Gäste, die ihren Aufenthalt verlängern möchten, gegenüber Gästen ohne 
Reservierung priorisiert werden (vgl. MARTENS (2009), S. 89). Für die Kundenbewertung sind in diesem 
Fall weniger die (monetären) Absolutwerte als vielmehr die Relation der Kunden zueinander entschei-
dend (vgl. RUDOLF-SIPÖTZ (2001), S. 62). So scheint immer dann, wenn von der Steuerungsentschei-
dung des Anbieters nicht einzelne Nachfrager sondern jeweils alle Kunden, deren Buchungsanfragen 
bis dato bestätigt wurden, tangiert werden, eine Entscheidung, die auf einer Präferenzordnung aller 
Kunden basiert, ausreichend (vgl. MOHAUPT & HILBERT (2011), S. 42). Dies ist bspw. dann der Fall, 
wenn es im Rahmen der Überbuchung zu einem Überverkauf von Sitzen eines Flugzeugs gekommen ist 
(vgl. Kapitel 7.4.4). Dann muss aus allen bisher zugesagten Buchungen über diejenigen Kunden mit den 
geringsten Kundenwerten bzw. minimalen Abweisungskosten (z.B. Kompensationszahlungen, alterna-
tive Leistungserstellung) befunden werden, die prioritär abzuweisen sind (vgl. MARTENS (2009), S. 194; 
KLEIN & STEINHARDT (2008), S. 152). Das gleiche Auswahlproblem ergibt sich, wenn die Flugsitze 
teilweise flexibel, d.h. konvertibel sowohl für Economy als auch Business Class nutzbar sind (vgl. PAK 
(2005), S. 80ff.). Als Beispiel für eine minimale bzw. gar keine Kundensegmentierung lassen sich sog. 
Billigfluggesellschaften anführen (vgl. LIEBERMAN (2004), S. 97). Auf höchster Aggregationsebene (als 
letzter Ausprägungswert) erfolgt zum Zweck der Unternehmensbewertung schließlich eine Beurteilung 
des Wertes des gesamten Kundenstamms (vgl. Abbildung 6, S. 26; RUDOLF-SIPÖTZ (2001), S. 32). 
Dieser ist im Rahmen der Kapazitätssteuerung ohne Bezug für die einzelne Steuerungsentscheidung und 
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besitzt demnach den geringsten Informationsgehalt. Er ist nur als finale Erfolgsgröße relevant, wenn es 
auf strategischer Ebene festzustellen gilt, wie sich die Kundenbasis infolge der bisherigen Anbieter-
entscheidungen über einen längeren Zeitraum entwickelt hat bzw. entwickeln wird. 
5.1.4 Kundensegmentbildung 
Auch wenn die Bewertung auf kundenindividueller Ebene die höchste Aussagekraft für die Entschei-
dungen im Rahmen des Revenue Managements hat, wird aufgrund ökonomischer Zwänge (wie bspw. 
Kosten der Datenbeschaffung) in der Praxis oftmals auf eine Segmentaggregation zurückgegriffen (vgl. 
Aggregationsebenen in Kapitel 5.1.3). Die so gebildeten Kundengruppen weisen jeweils homogene 
Determinanten auf, sind jedoch untereinander möglichst heterogen. Dies ermöglicht es, Kontingente, 
verfügbare Angebote und deren Preise segmentbezogen in der Optimierung und Transaktionssteuerung 
zu bestimmen (vgl. MARTENS (2009), S. 157). Bei Existenz einer Kundenbasis mit aufgezeichneten 
historischen Indikatoren und Determinanten ergeben sich dabei verschiedene Segmentierungsansätze 
(vgl. Abbildung 9). Diese unterscheiden sich durch die zugrunde liegenden Annahmen im Grad der 
Realitätsvereinfachung und dem damit jeweils verbundenen Ausmaß an Unsicherheitsberücksichtigung 
bezüglich zukunftsbezogener Größen (vgl. MOHAUPT & HILBERT (2011), S. 12). Der Fokus liegt hierbei 
auf der Modellbildung. Eine Analyse der Unsicherheiten im Rahmen der Zuordnung der anfragenden 
Kunden zu den bereits definierten Segmenten erfolgt im Kapitel 6.5. Die Eignung bzw. Auswahl der 
Segmentierungsansätze hängt dabei wesentlich von der Stabilität der Kundenmerkmale, insbesondere 
den Indikatoren und Determinanten ab (vgl. WÜNSCHMANN (2007), S. 31). 
 
Abbildung 9: Begriffsverständnis zu Indikatoren und Determinanten sowie verschiedenen Segmentierungsansätzen 
(in Anlehnung an MARTENS (2009), S. 157f.) 
Erweisen sich die für die Segmentierung herangezogenen Merkmale als stabil im Zeitverlauf (vgl. 
Abbildung 6, S. 26), können die Kunden anhand der in der Datenbasis vorhandenen (historischen) Deter-
minanten gruppiert werden (vgl. MARTENS (2009), S. 158). Beim ersten Ansatz wird demnach eine 
Übertragung der Zusammenhänge aus der Vergangenheit in die Zukunft angenommen (vgl. Abbildung 
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9, S. 34). Die zuvor festgelegten Kundensegmente würden damit auch zukünftig bestehen. Durch diese 
Vergangenheitsorientierung ergibt sich zwar keine Vorhersageproblematik, jedoch werden dadurch 
Veränderungen in den Zielgrößen aufgrund von Variabilitäten (vgl. MORGAN & HENRION (1992), S. 
62f.) ausgeschlossen (vgl. Abbildung 6, S. 26). Treten diese allerdings in Form von z.B. ansteigenden 
oder fallenden vs. als zeitlich konstant angenommenen Umsätzen je Kunde auf (vgl. PITT ET AL. (2000), 
S. 14; WÜNSCHMANN (2007), S. 60), kann eine Kundenwertentwicklung durch jene Vereinfachung nicht 
abgebildet werden (vgl. KUMAR & GEORGE (2007), S. 166). Abschöpfungskunden mit hochwertigen 
historischen, aber geringwertigen zukünftigen Determinanten (vgl. RUDOLF-SIPÖTZ (2001), S. 193ff.) 
würden auf alleiniger Basis historischer Determinanten demnach überbewertet, Perspektivkunden mit 
ansteigenden Umsätzen hingegen unterbewertet (vgl. MARTENS (2009), S. 159; MOHAUPT & HILBERT 
(2011), S. 12). Im zweiten Segmentierungsansatz werden daher die (zukunftsbezogenen) Determinanten 
zunächst anhand der (gegenwarts‐ und vergangenheitsbezogenen) Indikatoren geschätzt und die Nach-
frager auf Basis jener Determinanten segmentiert (vgl. Abbildung 9, S. 34). Damit folgt man der An-
nahme, dass Zusammenhänge aus der Vergangenheit nicht in die Zukunft übertragbar seien (z.B. starke 
Einkommensveränderung bei Studenten nach Berufseinstieg), aber dafür könne man die in der (gegen-
wärtigen) Datenbasis enthaltenen Indikatoren zur Vorhersage der (zukunftsbezogenen) Determinanten 
heranziehen (vgl. WÜNSCHMANN (2007), S. 44; MARTENS (2009), S. 158). Haben die zukünftig zu 
erwartenden Kunden allerdings vollkommen andere bzw. sogar unbekannte Charakteristika (Indika-
toren) als die in der Datenbasis enthaltenen Nachfrager (vgl. Abbildung 6, S. 26), müsse man sich des 
dritten Ansatzes bedienen. Jedoch sind hier zunächst auch noch die Indikatoren hervorzusagen, bevor 
sich die Prozedur des zweiten Ansatzes anschließt (vgl. MOHAUPT & HILBERT (2011), S. 13). Dieses in 
Periode t notwendige Schätzen der Indikatoren von Nachfragern, die erst in Periode t + 1 erwartet 
werden, weist ein hohes Maß an Prognoseunsicherheit auf und muss ggf. auch wieder auf historische 
Transaktionsdaten zurückgreifen (vgl. MARTENS (2009), S. 159). 
Grundsätzlich sei für einige Autoren sogar der Analogieschluss als Vereinfachung vertretbar, bei dem 
neue Kunden anhand von ähnlichen Abnehmern, für die bereits Informationen aus der Vergangenheit 
vorliegen, beurteilt werden (vgl. MULHERN (1999), S. 28). Dafür sei nach LEHNEIS (1970), S. 41ff. aber 
die eingehende Untersuchung der Struktur der beiden betrachteten Systeme (hier: bekannte und neue 
(potentielle) Kunden) notwendig. Da sich jedoch die Analyse neuer (potentieller) Abnehmer schwierig 
gestaltet, sind die Ergebnisse dieser Methode als sehr spekulativ zu bewerten. Ob sich die per Analogie-
schluss übertragenen Charakteristika der neuen Kunden tatsächlich als realitätsnah bzw. wahr erweisen 
(werden), berührt damit die Unsicherheit bezüglich der Validität und Zuverlässigkeit einer Information 
(vgl. DOMOLOMBE (1997), S. 90). Zusammenfassend lässt sich festhalten, dass die unsicherheitsbehafte-
te Unvorhersagbarkeit, die in Prognosefehlern münden kann, mit zunehmender, realitätsannähernder 
Abbildung ansteigt. Die vorgestellten, vereinfachenden Annahmen können diese zwar einerseits redu-
zieren, indem vermehrt auf sichere historische Informationen bzw. einen geringeren Anteil an prognosti-
zierten Informationen vertraut wird. In der Folge sinkt dann auch die Ungenauigkeit und Unzuverlässig-
keit der verwendeten Informationsbasis (vgl. WÜNSCHMANN (2007), S. 62). Allerdings wird dadurch 
aber andererseits die Vollständigkeit der Informationen zur Berücksichtigung aller möglichen Kunden-
segmententwicklungen eingeschränkt, die wie aufgezeigt zu möglichen Über‐ bzw. Unterbewertungen 
in der Segmentbildung führen kann. 
5.2 Präferenzrelationen 
Zur Beschreibung eines konsistenten und operablen Zielsystems reicht die Definition der verfolgten 
Zielgrößen nicht aus, sondern es sind zusätzlich Präferenzrelationen zu definieren (vgl. NEUNER (2009), 
S. 88). Diese beschreiben die Intensität des Strebens nach den mit der Ergebnisdefinition festgelegten 
Zielgrößen (vgl. BAMBERG & COENENBERG (2002), S. 28f.). Ihre Notwendigkeit begründet sich daraus, 
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dass in der Praxis (z.B. bei den Steuerungsentscheidungen ggü. dem Kundenanfragestrom) stets mehrere 
Handlungsalternativen in unterschiedlichem Ausmaß zu zielrelevanten Ergebnissen führen werden. 
Oftmals kommt hinzu, dass der Entscheidungsträger gleichzeitig mehrere Zielgrößen (d.h. kurzfristige 
Gewinnmaximierung und langfristige Kundenwerte) anstrebt, die Ergebnisse zu verschiedenen 
Zeitpunkten anfallen und keine vollkommenen Informationen über die zu erwartenden Ergebnisse 
vorliegen. Demnach sollten im Zielsystem grundsätzlich Präferenzrelationen bezüglich der Ausprägun-
gen aller genannten Ergebnismerkmale, also eine Höhen-, Arten-, Zeit- sowie Risiko- und Unsicher-
heitspräferenzrelation verankert sein (vgl. ebd., S. 29; NEUNER (2009), S. 88f.). Nachfolgend werden 
für die möglichen Ausprägungen der Höhen- und Risikopräferenz im Umfeld des Revenue Manage-
ments die Auswirkungen auf das Unsicherheitsausmaß untersucht (vgl. Abbildung 10). Die unsicher-
heitsbezogenen Auswirkungen der Arten- und Zeitpräferenz sind bereits in Kapitel 5.1.1 und 5.1.2 
behandelt worden. Dabei sind Artenpräferenzen für mehrkriterielle Entscheidungen von Bedeutung, 
wenn unterschiedliche und gleichzeitig verfolgte Erfolgspotenziale zu operationalisieren und die 
Zielgrößen zumindest teilweise konfliktär sind (vgl. ADAM (1996), S. 105). Eine häufig anzutreffende 
Form der Artenpräferenzrelation stellt hierbei die Zielgewichtung dar (vgl. MARTENS (2009), S. 262), 
wobei im Rahmen einer übergeordneten Nutzenfunktion versucht wird, den Zielkonflikt zum Ausgleich 
zu bringen (vgl. BAMBERG & COENENBERG (2002), S. 29). Zeitpräferenzen spielen hingegen für die 
Zielbildung eine Rolle, wenn von dynamischen, mehrperiodischen Entscheidungen ausgegangen wird 
und die Ergebnisse der Handlungsalternativen demnach nicht alle zu einem einheitlichen Zeitpunkt 
anfallen (vgl. ADAM (1996), S. 105). Die Zeitpräferenz fixiert somit eine Vorschrift über die 
Vorziehenswürdigkeit der Ergebnisse verschiedener Zeitdimensionen (vgl. BAMBERG & COENENBERG 
(2002), S. 29). Grundsätzlich sind die Präferenzfestlegungen im Rahmen der Bildung des Zielsystems 
zu treffen. Mit Fokus auf die Erstellung eines Entscheidungsmodells handelt es sich demnach um ein 
Repräsentationsproblem (d.h. Phase der Modellbildung). Von den Vorgaben auf strategischer Ebene 
sind dann natürlich alle operativen Revenue-Management-Aufgaben betroffen. 
 
Abbildung 10: Unsicherheitsbehaftetes Problemfeld der Präferenzrelationen 
5.2.1 Höhenpräferenz 
Bei der Höhenpräferenz wird eine Vorschrift über das erstrebte Ausmaß der Zielgröße festgelegt (vgl. 
BAMBERG & COENENBERG (2002), S. 29). Dafür unterscheidet man zwischen zwei Basisoptionen, d.h. 
zwischen satisfiszierendem und optimierendem Zielstreben (vgl. NEUNER (2009), S. 89). Während das 
optimierende Zielstreben zwischen Minimierung oder Maximierung von Zielsetzungen differenziert, 
beschreibt das satisfiszierende Lösungsstreben die Erreichung eines bestimmten Anspruchsniveaus. 
Dabei gelten Ergebnisse ab einer bestimmten Ergebnishöhe als zufriedenstellend (vgl. CHEN (1989), S. 
26). Eine anspruchsniveaubezogene Ergebnisbewertung ist im Revenue Management dann sinnvoll, 
wenn der Angebotszyklus wie z.B. in der Eventorganisation eher unregelmäßig ist (vgl. BARLOW 
(2005), S. 308; CLEOPHAS ET AL. (2013), S. 15). Um den starken Nachfrage- und damit 
Erlösschwankungen entgegenzuwirken und das finanzielle Risiko des Nichteinhaltens der notwendigen 
Mindesterlöse zur Gewährleistung der Liquidität einzudämmen, wird der Fokus hier auf sichere (wenn 
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auch ggf. niedrigere) Erlöse gesetzt (vgl. Abbildung 10, S. 36; KOENIG & MEISSNER (2010), S. 1). Die 
Revenue Manager sind demnach bereit, auf einen Teil der erwarteten Erlöse zu verzichten, um so das 
Erzielen der Mindesterlöse mit höherer Wahrscheinlichkeit zu erreichen (vgl. LEVIN ET AL. (2008), S. 
326f.). Ist das einzuhaltende Erlösanspruchsniveau allerdings zu extrem gewählt (d.h. sehr hohe Erlöse), 
geht der Fokus schnell in ein optimierendes Zielstreben über. Grundsätzlich tangiert das Sicherstellen 
von Mindesterlösen in jeder Buchungsperiode damit auch die (averse) Unsicherheitspräferenz. Zudem 
reduzieren sich auch die Komplexität in der Optimierung und der nötige Berechnungszeitaufwand, da 
die Suche nach Lösungen dann als erfolgreich angesehen und eingestellt wird, wenn eine Lösung 
gefunden ist, bei der die Zielgröße das Anspruchsniveau überschreitet oder gerade erreicht (vgl. CHEN 
(1989), S. 26). Die Ermittlung einer Lösung des Entscheidungsproblems muss also nicht so lange 
fortgesetzt werden, bis das Maximum der Zielgröße erreicht ist. Demnach steigt aufgrund der 
Berechnungskomplexität und den möglichen Erlösschwankungen das Unsicherheitsausmaß in der 
traditionellen Sichtweise des Revenue Managements, das eine solche Maximierung der direkten und 
kurzfristigen Erlöse vorsieht (vgl. Abbildung 10, S. 36; MARTENS (2009), S. 34f.). Langfristig kann sich 
durch diese kurzfristige Orientierung (insbesondere durch Effekte auf das Kundenverhalten; vgl. Kapitel 
7.4) auch ein erhöhtes Risiko auf das Erlöspotenzial ergeben (vgl. LIEBERMAN (2011), S. 42). Eine 
besonders hohe Prognoseunsicherheit ergibt sich bei der kundenwertorientierten Kapazitätssteuerung, 
wenn neben schwierig zu quantifizierenden indirekten Erfolgsgrößen auch langfriste Nutzenbeiträge der 
Kunden maximiert werden (vgl. Abbildung 10, S. 36) – in abgeschwächter Form natürlich, wenn kurz- 
und langfristige Ergebnisgrößen entsprechend der Artenpräferenz gewichtet eingehen. Die zeitlich 
vertikalen (intertemporalen) Interdependenzen der Steuerungsentscheidungen üben hierbei einen 
besonders unsicheren Einfluss aus (vgl. ADAM (1996), S. 290; BAMBERG & COENENBERG (2002), S. 
270). Darunter werden Konstellationen verstanden, bei denen der Erfolgsbeitrag einer Entscheidung von 
den Entscheidungen zu einem früheren oder späteren Zeitpunkt abhängt (vgl. NEUNER (2009), S. 143). 
So kann die gegenwärtige Ablehnung der Kundenanfrage durch den Anbieter in Abhängigkeit der 
bereits zuvor getroffenen Historie aus Annahmen und Ablehnungen über die weitere Loyalitäts-
entwicklung dieses Kunden (bis hin zur Abwanderung) entscheiden (vgl. Kapitel 7.4.1; WIRTZ ET AL. 
(2003), S. 218f.). Aber auch die Annahme der Buchungsanfrage kann durch die spätere Stornierung 
durch den Kunden (vgl. Kapitel 7.4.3) oder im Rahmen einer Überbuchung durch den Anbieter (vgl. 
Kapitel 7.4.4) beeinflusst werden. Die Schwierigkeit ergibt sich also durch die Zusammenhänge 
zwischen den Entscheidungen über ggf. mehrere Buchungsperioden hinweg. 
5.2.2 Risikopräferenz 
Für die Abbildung des Unsicherheitsaspekts innerhalb der Zielsetzungen ist die Definition von Risiko-
präferenzen notwendig, um eine Auswahl zwischen Alternativen mit unvollkommener Information über 
deren tatsächliche Konsequenzen und mit unterschiedlichem Ausmaß der Unsicherheit vornehmen zu 
können (vgl. BAMBERG & COENENBERG (2002), S. 30; NEUNER (2009), S. 147f.). Demnach hat der 
Entscheidungsträger eine Abwägung zu treffen, in welchem Umfang Unsicherheit für eine (ggf. höhere) 
Aussicht auf Erreichung der Zielsetzungen akzeptiert wird. Dabei kann die unsichere Entscheidung 
durch eine Maßgröße für Erfolge (z.B. Gewinnerwartungswert) und eine zweite Maßgröße für das 
Risiko (z.B. Standardabweichung der Gewinne) bewertet werden (vgl. ADAM (1996), S. 105). Da 
zwischen den beiden Zielen, einen hohen Gewinn zu erzielen und Risiken möglichst zu vermeiden, ein 
Zielkonflikt besteht, handelt es sich bei der Risikopräferenz um eine spezielle Art einer Artenpräferenz. 
Um diesen Konflikt zu überwinden, muss der Entscheidungsträger eine Nutzenfunktion festlegen, d.h. 
Austauschraten zwischen den beiden Zielgrößen fixieren. Bei neutraler Risikopräferenz wird er daher 
bei der Auswahl zwischen zwei Alternativen grundsätzlich diejenige wählen, die eine höhere Ziel-
erreichung verspricht (vgl. NEUNER (2009), S. 148). Bei Risikoaversion (Risikofreude) zieht er bei 
gleicher Zielerreichung hingegen diejenige vor, mit der eine geringere (höhere) Unsicherheit einhergeht. 
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In der Folge geht die Risikopräferenz demnach erwartungsgemäß mit einem entsprechend spiegel-
bildlichen Unsicherheitsausmaß einher (vgl. Abbildung 10, S. 36). Im Revenue Management entsteht 
das Risiko durch das Zurückhalten eines Teils der Kapazitätsressourcen für zahlungskräftige Kunden 
obwohl Kunden (mit niedrigerer Zahlungsbereitschaft) gegenwärtig vorhanden sind (vgl. LANCASTER 
(2003), S. 158f.). Höhere Erlöse sind dabei auch mit erhöhtem Risiko verbunden, welches vornehmlich 
durch die Faktoren Preisgestaltung, Nachfrage- und Kundencharakteristik beeinflusst wird (vgl. HUANG 
& CHANG (2011), S. 164). Die (subjektive) Risikoeinstellung des Revenue-Management-Analysten 
spielt demnach eine bedeutende Rolle, auch weil dieser durch seine Interaktion und Entscheidungs-
spielraum einen signifikanten Einfluss auf die Erlöse hat (vgl. ZENI (2003), S. 45; ROSENKRANZ & 
MISSLER-BEHR (2005), S. 26). Eine verbreitete Annahme ist dabei die eines risikoneutralen 
Entscheiders (vgl. Abbildung 10, S. 36; BITRAN & CALDENTEY (2003), S. 211; TALLURI & VAN RYZIN 
(2004), S. 35). Hierzu werden die Erlöse als erwartete Größe modelliert (vgl. BARZ & WALDMANN 
(2007), S. 566). Das Risikoverhalten berücksichtigt demnach auch, dass die Integration von zukunfts-
bezogenen Größen (z.B. Kundenwert) im Gegensatz zu transaktionsbezogenen Größen (z.B. Angebots-
erlös) mit Unsicherheit behaftet ist (vgl. MARTENS (2009), S. 99). Grundsätzlich herrscht sowohl im 
transaktions- als auch im kundenwertorientieren Revenue Management Unsicherheit bezüglich des 
genauen zeitlichen Eintreffens der Anfragen und ihrer (erwarteten) Wertigkeit. Während jedoch bei 
ersterem der Wert der Kundenanfrage nach deren Eintreffen in der aktuellen Buchungsperiode in seiner 
Höhe sicher feststeht, muss dieser beim langfristig orientierten Pendant aufgrund des erheblich längeren 
Betrachtungszeitraums bis zur tatsächlichen Realisierung bzw. Abschöpfung des Kundenwerts unter 
hoher Prognoseunsicherheit geschätzt werden. Der Sensibilität dieses Risikos wird häufig durch eine 
entsprechende Abzinsung der unsicheren, zukunftsbezogenen Größen nachgekommen (vgl. Kapitel 
5.1.2; BERGER & NASR (1998), S. 21; MARTENS (2009), S. 99). Es finden sich aber auch (weitere) 
Anzeichen dafür, dass die Entscheidungsträger ebenso risikoaverse Verhaltensformen zeigen (vgl. 
Abbildung 10, S. 36; BARZ & WALDMANN (2007), S. 566). So kommt der Stabilität der Erlöse durch 
das frühzeitige Bestätigen von Wartelisten (vgl. WEATHERFORD (2004), S. 279; MARTENS (2009), S. 
99), das rechtzeitige Sicherstellen eines minimalen Auslastungsgrads der Kapazitätsressourcen (vgl. 
CLEOPHAS ET AL. (2013), S. 15) und das Erreichen bestimmter (minimaler) Erlösziele im Rahmen der 
Bonuszahlungen bei der Anreizgestaltung (vgl. BARZ (2007), S. 9) eine wachsende Bedeutung zu. Aber 
auch Bereiche mit hoher Marktdynamik (vgl. MARTENS (2009), S. 105), geringen Preismargen (z.B. bei 
Fluggesellschaften; vgl. LANCASTER (2003), S. 165) oder geringer Anzahl an Transaktionen (z.B. 
Eventorganisation; vgl. LEVIN ET AL. (2008), S. 326) begünstigen dieses Verhalten. Während bei 
absoluter Risikoneutralität die Wahl der Handlungsalternative ausschließlich vom Erfüllungsgrad aller 
anderen Präferenzrelationen abhängig ist, werden durch die Formulierung (unternehmensindividueller) 
Risikopräferenzen auch unsicherheitsabbildende Verfahren notwendig (vgl. NEUNER (2009), S. 233). 
Diese müssen in der Lage sein, Unsicherheiten systematisch bewerten und vergleichen, d.h. die Ziel-
größen ins Verhältnis zu dem Grad ihrer Unsicherheit stellen zu können. Durch die Berücksichtigung 
des Risikos im Entscheidungsmodell (vgl. LEVIN ET AL. (2008), S. 327ff.; MARTENS (2009), S. 182), 
die Entwicklung von unsicherheitsbezogenen Vergleichsmaßen (vgl. LANCASTER (2003), S. 160ff.), die 
Durchführung von Simulationen (vgl. VAN RYZIN (2005), S. 209) und die Erweiterung der 
(langfristigen) Zahlungsströme um deren Streuung (vgl. BUHL ET AL. (2011), S. 197) wird u.a. versucht, 
die finanzielle Ertragskraft aus der Nutzung der Kapazitätsressourcen zu stabilisieren. Durch die 
Möglichkeit einer situativen Anpassung eines Risikofaktors (vgl. CLEOPHAS ET AL. (2013), S. 16) kann 
auch einem risikofreudigen Verhalten nachgegangen werden (vgl. Abbildung 10, S. 36). So kann sich 
durch eine entsprechende Modellberücksichtigung (z.B. Risikobelohnung; vgl. FENG & XIAO (1999), S. 
340) oder aufgrund von Besonderheiten im Buchungsverlauf (vgl. GAO ET AL. (2010), S. 349) eine 
aggressivere Form der Kapazitätssteuerung ergeben. Dies ist aber eher selten im Revenue Management 
anzutreffen, da stabilen ggü. erhöhten aber stark schwankenden Erlösen vermehrt der Vorzug gegeben 
wird (vgl. HUANG & CHANG (2011), S. 170). 
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6 Revenue-Management-systembezogene Unsicherheiten 
Für die zweite Analyseeinheit „Revenue-Management-System“, das als Gestaltungsvariable den eigent-
lichen Themenbereich der Untersuchung abbildet (vgl. WOLF (2011), S. 38), wurden in Anlehnung an 
die Anwendungsvoraussetzungen der Kapazitätssteuerung verschiedene Problemfelder identifiziert und 
die Detaillierung des Bezugsrahmens diesbezüglich vorangetrieben. Mit Blick auf die Bereiche Unter-
nehmen, Leistung und Technologie (vgl. MARTENS (2009), S. 47) können durch die Erkenntnisse aus 
der Literaturanalyse über die charakteristischen Merkmale verschiedener Anwendungsfelder des 
Revenue Managements Unterschiede festgestellt werden, die einen Einfluss auf den nutzbaren Informa-
tionsumfang bzw. das vorherrschende Unsicherheitsausmaß ausüben. Dabei sollen vor allem die spezi-
fischen leistungs- (vgl. Leistungscharakteristik in Kapitel 6.2) aber auch organisationsbezogenen Merk-
male (z.B. Leistungsfähigkeit der Informationssysteme in Kapitel 6.3 und 6.4) näher beleuchtet werden. 
Wegen ihrer essentiellen Bedeutung werden auch kapazitätsbezogene Merkmale im Einflussbereich des 
Anbieters Berücksichtigung finden (vgl. Kapitel 6.1; BITRAN & CALDENTEY (2003), S. 206; MARTENS 
(2009), S. 48). Es sind aber auch Problemfelder auszumachen, bei denen sich durch die möglichen 
Modellfestlegungen auf Entscheidungsebene, wie z.B. beim Optimierungsmodell in Kapitel 6.4 oder 
Klassifikationsmodell in Kapitel 6.5, ein unterschiedliches Unsicherheitsausmaß ergeben kann. 
6.1 Kapazitätscharakteristik 
In der Kapazitätssteuerung erweist sich die Charakteristik der verfügbaren Ressourcen und wie diese 
zur Erstellung der finalen Angebote genutzt werden können als kritisch (vgl. BITRAN & CALDENTEY 
(2003), S. 206). Insbesondere wenn die Kapazität nicht fix ist, muss diese durch den Anbieter auf Basis 
von Erfahrungswerten und durch Beobachten der bisher eingetroffenen Anfragen (regelmäßig) 
prognostiziert werden. Sie geht dann als eine unsichere Eingangsgröße (Ressourcenmodell) in die Preis-
Mengen-Steuerung ein. Dieser Modellbezug und die Schätzung des Kapazitätsumfangs bewirken eine 
Einteilung sowohl als Repräsentations‐ als auch Prognoseproblem. Die im Zusammenhang mit dem 
jeweiligen Geschäftsmodell des Anbieters stehenden Ausprägungen in der Kapazitätscharakteristik 
können dann in einem variierenden Unsicherheitsausmaß münden (vgl. Abbildung 11). 
 
Abbildung 11: Unsicherheitsbehaftetes Problemfeld der Kapazitätscharakteristik 
6.1.1 Umfang der Kapazität 
Auf der Planungsebene erweist sich die Festlegung der zur Leistungserstellung zur Verfügung stehenden 
Kapazitätsressourcen als große Herausforderung (vgl. CLEOPHAS ET AL. (2013), S. 16). So muss bspw. 
eine Fluggesellschaft im Rahmen des vorgegebenen Flugplans über die Zuteilung der Flugzeuge aus der 
eigenen Flotte zu den jeweiligen Flügen unterschiedlicher Nachfrage entscheiden. Je besser diese initiale 
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Allokation gelingt, desto geringer der Unsicherheitseinfluss. Natürlich kann diesbezüglich die Möglich-
keit zur Anpassung des Kapazitätsumfangs (in einem bestimmten Zeitraum) helfen, um unterschied-
liche Nachfragebedingungen (wie Nachfrageschwankungen, Fehlprognosen) abzufangen (vgl. 
Abbildung 11, S. 39; MARTENS (2009), S. 48). Während Hotels aufgrund der baubedingten Festlegung 
von Luxus-, Suite- und Standardzimmern keine Kapazitätsflexibilität haben (vgl. BITRAN & CALDEN-
TEY (2003), S. 206), können Airlines zumindest durch den kurzfristigen Austausch von Flugzeugtypen 
im Rahmen des Flottenmanagements (vgl. MARTENS (2009), S. 229) und Autovermieter durch das 
Rotieren der Fahrzeuge zwischen den einzelnen Standorten des Anbieters (vgl. KLEIN & STEINHARDT 
(2008), S. 35f.) den Kapazitätsumfang beeinflussen. Reiseveranstalter können je nach Vertragsgestal-
tung mit den Leistungsträgern ggf. reservierte Kapazitätseinheiten bis zu einem bestimmten Zeitpunkt 
wieder zurückgeben (vgl. HODEL (2011), S. 84f.). Eine hohe Flexibilität weisen bspw. Museen im 
Hinblick auf die gut anpassbare Anzahl von gering qualifiziertem Personal auf (vgl. MARTENS (2009), 
S. 48). Erleichternd wirkt in diesem Zusammenhang auch der mögliche Rückgriff auf Fremdkapazität. 
So stehen bspw. Fluggesellschaften Sitzplätze von Partnern innerhalb einer Allianz zur Verfügung (vgl. 
GERLACH ET AL. (2013), S. 147). Hingegen wirken sich im Allgemeinen technische Defekte, Personal-
ausfälle und Kundenhandlungen, wie z.B. vorzeitige, verspätete oder spontan verlängerte Fahrzeugrück-
gaben, teils auch an anderen Standorten bei Autovermietern (vgl. Kapitel 7.1; CLEOPHAS ET AL. (2013), 
S. 17; KLEIN & STEINHARDT (2008), S. 36) aufgrund der Unvorhersagbarkeit als verstärkender Faktor 
auf das Unsicherheitsausmaß bezüglich des Kapazitätsumfangs als Eingangsparameter aus. 
Als weitere Einflussgröße lässt sich die Determiniertheit des Kapazitätsumfangs festhalten (vgl. 
Abbildung 11, S. 39; MARTENS (2009), S. 48): je später die tatsächliche Menge der nutzbaren 
Ressourcen verbindlich feststeht, desto länger unterliegen die bisher vorgenommenen Berechnungen 
und Entscheidungen einer Prognoseunsicherheit. Während die Zimmerkapazität bei Hotels bereits vor 
Beginn der Buchungsperiode feststeht, ist die nutzbare Kapazität bei Frachtflugzeugen aufgrund von 
Wettereinflüssen und benötigtem Treibstoff erst während der Buchungsperiode feststellbar (vgl. PAK 
(2005), S. 114). Besonders spät, d.h. erst kurz vor Abflug, wird die genaue Volumen‐ und 
Gewichtskapazität für Frachtgüter bei Passagierflugzeugen bekannt, da sie stark von der letztlichen 
Anzahl der zu transportierenden Passagiere und deren Gepäck abhängt. 
6.1.2 Flexibilität der Kapazitätsnutzung 
Je vielfältiger die Kapazitätsressourcen einsetzbar sind, desto besser kann auf Nachfrageschwankungen 
reagiert werden. Eine in ihrer Verwendbarkeit flexible Kapazität ermöglicht daher im Extremfall 
sogar eine Ressourcenzuordnung auf Basis der tatsächlich realisierten Nachfrage anstelle nur einer mit 
Unsicherheiten behafteten Prognose des erwarteten Bedarfs (vgl. BITRAN & CALDENTEY (2003), S. 
206). Die geringste Flexibilität und damit das höchste Unsicherheitsausmaß bestehen bei einer stark 
zweckbestimmten Kapazitätsverwendung, z.B. im öffentlichen Personennahverkehr ohne unterschied-
liche Beförderungsklassen (vgl. Abbildung 11, S. 39). Die Kapazität gewinnt an Flexibilität, wenn zur 
Erstellung eines Produkts oder Leistung unterschiedliche Ressourcen (z.B. Flüge mit gleichen Start und 
Ziel) bzw. gleiche Kapazitätsressourcen zur Erstellung unterschiedlicher Angebote (z.B. gleiches 
Hotelzimmer für Geschäfts- oder Urlaubsreisende; Frachttransport auf Passagierflügen) genutzt werden 
können (vgl. MARTENS (2009), S. 48f.). So kann auch bei Fluggesellschaften im Rahmen von Upgrades 
und konvertibler Kapazität das gleiche physische Platzangebot sowohl für Business- als auch Economy-
Kunden genutzt werden (vgl. PAK (2005), S. 80ff.). Eine besonders hohe Flexibilität weist die von 
Internetanbietern verwendete Leitungskapazität auf, d.h. für verschiedenste Verwendungsmöglichkeiten 
wie eMails, Videokonferenzen, Datentransfer (vgl. BITRAN & CALDENTEY (2003), S. 206; MARTENS 
(2009), S. 49). Allerdings steigt mit zunehmender Flexibilität auch die Berechnungskomplexität, um die 
verschiedenen Verwendungsmöglichkeiten der Kapazität zu berücksichtigen. Dies erschwert in der 
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Folge die Berechnung der entstehenden Opportunitätskosten (vgl. BITRAN & CALDENTEY (2003), S. 
206). Für eine sich daraus ergebende Unsicherheitsproblematik sei auf das Kapitel 6.4 auch mit Blick 
auf die Wirkung von Netzwerkeffekten bei der Kapazitätsverwendung verwiesen. Andererseits können 
mögliche Vorschriften und Restriktionen die Nutzbarkeit der Kapazität einschränken (vgl. MARTENS 
(2009), S. 49). So wird bspw. beim Frachttransport oftmals geprüft, ob eine Sendung mit einem 
bestimmten Flugzeug (Verladbarkeitsprüfung) und gemeinsam mit anderen Sendungen (Zusammen-
ladbarkeitsprüfung) transportiert werden kann (vgl. KLEIN & STEINHARDT (2008), S. 31). 
6.2 Leistungscharakteristik 
Neben der Charakteristik der Kapazitätsressourcen wird die Kapazitätssteuerung auch von den 
leistungsbezogenen Merkmalen beeinflusst (vgl. MARTENS (2009), S. 50). Die Vorgaben von 
strategisch-taktischer Ebene bestimmen hierbei die genaue Ausgestaltung des Angebotsmodells (d.h. 
Leistungsbeschreibung und Preisgestaltung), welches als Grundlage in den Aufgaben der Prognose, 
Optimierung und Transaktionssteuerung dient. Die spezifischen, im Rahmen der Modellbildung 
getroffenen Ausprägungen üben dabei auch einen Einfluss auf das resultierende Unsicherheitsausmaß 
aus (vgl. Abbildung 12). Für die darauf aufbauenden Größen müssen dann in der Modellanwendung 
oftmals verschiedene Informationen vorhergesagt werden. Das Problemfeld soll daher sowohl als 
Repräsentations- als auch Prognoseproblem verstanden werden. 
 
Abbildung 12: Unsicherheitsbehaftetes Problemfeld der Leistungscharakteristik 
6.2.1 Reservierbarkeit des Angebots 
Die Reservierbarkeit gibt an, inwiefern der Konsum des Angebots eine vorherige Buchung durch den 
Kunden voraussetzt (vgl. MARTENS (2009), S. 207). Der Verkauf eines Anrechts auf die spätere 
Leistung ermöglicht es dem Anbieter, die Integration des externen Faktors bei der Endkombination zu 
planen. Hierbei kann es sich um den Nachfrager selbst (z.B. bei einem Flug), ein Objekt (z.B. Waren 
beim Frachttransport) oder immaterielle Güter (z.B. Informationen bei der Auftragsfertigung) handeln 
(vgl. KIMMS & KLEIN (2005), S. 6). Ist eine Reservierung wie z.B. im Luftfrachtverkehr notwendig, 
erhöht sich für den Anbieter die Planungssicherheit, da auf Basis der Nutzungsvormerkungen der 
Kunden eine Vorwegnahme der zu erwartenden Leistungsinanspruchnahme vollzogen und so die 
Prognoseunsicherheit bezüglich Umfangs, Wertes und Eintreffenszeitpunkts der zukünftigen Nachfrage 
minimiert werden kann (vgl. Abbildung 12; XYLANDER (2003), S. 125f.; KLEIN & STEINHARDT (2008), 
S. 6f.; MARTENS (2009), S. 14). Das Unsicherheitsausmaß ist hier somit am geringsten, auch weil so 
schon während der Buchungsperiode Zeit für die (erneute) Durchführung der oftmals komplexen 
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Optimierungsprobleme im Vergleich zu einer einmaligen, zeitkritischen und ggf. nur heuristisch 
vollzogenen Lösung zum Zeitpunkt der Leistungserstellung zur Verfügung steht (vgl. Kapitel 6.4; 
MARTENS (2009), S. 207). Nehmen Kunden ihre Reservierung zurück (Stornierung) oder nutzen diese 
nicht (No-Show; KLEIN & STEINHARDT (2008), S. 149f.), wird zwar der Informationsgehalt geschmälert 
(vgl. Kapitel 7.1), d.h. die Zuverlässigkeit des Tatbestands der Reservierung ist eingeschränkt, dennoch 
fällt der für die Kapazitätssteuerung nutzbare Informationsumfang höher aus im Vergleich zur 
unvollständigen Informationslage, wenn alle Kunden erst kurz vor Leistungserstellung eintreffen 
würden. Dieser Fall einer nicht möglichen Reservierung ist bspw. im öffentlichen Personennahverkehr 
anzutreffen (vgl. MARTENS (2009), S. 50). Von einem mittleren Unsicherheitsausmaß ist demnach 
auszugehen, wenn die Inanspruchnahme der Leistung sowohl mit als auch ohne Reservierung möglich 
ist (vgl. Abbildung 12, S. 41). Als Beispiele lassen sich hier Go-Shows im Passagierflugverkehr und 
Walk-Ins im Hotelgewerbe anführen (vgl. PHILLIPS (2005), S. 232f.). 
6.2.2 Repetivität des Angebotszyklus 
In den verschiedenen Anwendungsbereichen des Revenue Managements variiert die Anzahl der Durch-
läufe des typischen Angebotszyklus (Phasen des Angebots, Verkaufs, Konsums). So können bspw. im 
Transportwesen (z.B. Flugzeuge, Fähren) oftmals täglich Routen mit identischem Start und Ziel 
angeboten werden (vgl. MARTENS (2009), S. 50; KOENIG & MEISSNER (2010), S. 1). Die Anbieter 
können durch die hohe Zahl an wiederkehrenden Transaktionen daher bei der Prognose auf umfang-
reiche Vergangenheitswerte zurückgreifen (vgl. Kapitel 7.3). In kleineren Branchen wie z.B. der Event-
organisation mit eher unregelmäßigem Angebotszyklus erhöht sich jedoch die Prognoseunsicherheit 
bezüglich der zu erwartenden Nachfrage (vgl. Abbildung 12, S. 41; BARLOW (2005), S. 308; CLEOPHAS 
ET AL. (2013), S. 15). Aufgrund der starken Nachfrage- und damit Erlösschwankungen sieht sich der 
Anbieter auch einem finanziellen Risiko wie Liquiditätsengpässen gegenüber (vgl. KOENIG & MEISSNER 
(2010), S. 1). Beachtliche Unsicherheit herrscht aufgrund fehlender Erfahrungswerte insbesondere bei 
Einführung neuer Angebote, z.B. neuer Sport- und Kulturaufführungen, Flugrouten oder Hotels (vgl. 
TALLURI & VAN RYZIN (2004), S. 567; LAN ET AL. (2008), S. 1594; CLEOPHAS ET AL. (2013), S. 5). 
6.2.3 Erlöse der Angebote 
Für gewöhnlich ist dem Anbieter die genaue Höhe der Angebotspreise bekannt, z.B. bei mengen-
basierter Kapazitätssteuerung mit einem genau definierten Leistungsangebot und entsprechenden 
Buchungsklassen, welches im Direktvertrieb veräußert wird. Von dieser Grundannahme ohne Unsicher-
heitseinfluss gehen auch viele Autoren bei der Entwicklung ihrer Optimierungsmodelle aus (vgl. 
Abbildung 12, S. 41; WEATHERFORD & BELOBABA (2002), S. 814). Es kann aber auch Fälle geben, in 
denen nur unzureichende Kenntnis über die aktuellen Angebotspreise im Sinne von Ungenauigkeit und 
Unvollständigkeit herrscht. So ist aufgrund komplexer Vertriebskanäle im Passagierflugverkehr (z.B. 
bei Reisebüros mit vorab verhandelten Kontingenten oder Name-your-own-price-Verkaufskanälen) der 
vom Nachfrager tatsächlich bezahlte Angebotspreis oftmals nicht bekannt (vgl. PHILLIPS (2005), S. 20; 
WANG ET AL. (2009), S. 970). Auch kann sich bspw. bei Anbietern von Kreuzfahrten die Wertigkeit der 
Buchungsanfragen innerhalb einer Buchungsklasse aufgrund der vorherigen Zusammenfassung 
mehrerer Angebote erheblich unterscheiden (vgl. WEATHERFORD (2002), S. 39). Der aktuelle Erlös der 
Buchungsklasse ist damit kein einzelner Wert, sondern folgt einer unsicheren Werteverteilung. Zudem 
können die Erlöse insbesondere bei schnellen und wettbewerbsgetriebenen Preisänderungen zeitab-
hängig und unsicher sein (vgl. MARTENS (2009), S. 139). Dann weitet sich die Unsicherheit aufgrund 
Variabilität und Unvorhersagbarkeit auch auf die zukünftigen, ebenfalls als Eingangsgrößen im 
Optimierungsmodell eingehenden Preise, zu denen die Leistungen künftig angeboten werden, aus (vgl. 
TALLURI & VAN RYZIN (2004), S. 411). 
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Des Weiteren kann sich die Zusammensetzung der Angebotserlöse auf das Unsicherheitsausmaß beim 
Anbieter auswirken. Bei einer Dominanz des Kerngeschäfts wird der Erlös mit dem Angebotspreis der 
verkauften Leistung korrespondieren. Können allerdings noch zusätzliche Erlöse generiert werden, 
sollten diese für eine holistische Erlösbetrachtung auch berücksichtigt werden. Während sekundäre 
Erlöse durch den Getränke- und Duty-free-Verkauf für Fluggesellschaften noch eine geringe Bedeutung 
haben, erhöht sich diese für das Hotel- (Minibar, Roomservice, Telefongebühren) und Eventgewerbe 
(Essen, Merchandising; vgl. PHILLIPS (2005), S. 138f.; MARTENS (2009), S. 50). Besonders wichtig 
(aber aufgrund der Komplexität umso schwieriger) ist deren Schätzung, wenn die Erlöse sogar unter-
nehmens(bereichs)übergreifend generiert werden (vgl. Abbildung 12, S. 41). Insbesondere Hotels mit 
angeschlossenem Restaurant- und Casinobereich sind hier anzuführen (vgl. PHILLIPS (2005), S. 138f.). 
Grundsätzlich wirkt sich bei der Zusammensetzung der Erlöse auch die Kostenstruktur als 
Einflussfaktor auf das Unsicherheitsausmaß aus. Insbesondere bei hohen variablen Kosten der 
Kapazitätsinanspruchnahme kann sich deren genaue Abschätzung für die Berücksichtigung im 
Optimierungsmodell als Problem erweisen (vgl. MARTENS (2009), S. 139). 
6.2.4 Angebotsbeschreibung 
Die Anwendung der Verfahren des Revenue Managements lässt sich sowohl im Sach- als auch im 
Dienstleistungsbereich finden. Während bei Sachleistungen die Herstellung der zuvor eindeutig festge-
legten Angebote (z.B. im Einzelhandel) nur anhand allgemein zu erwartender Trends erfolgt und die 
Erlösmaximierung durch eine Anpassung der Preise forciert wird (vgl. TALLURI & VAN RYZIN (2004), 
S. 533ff.), wird im Dienstleistungsbereich zwingend die Integration des externen Faktors benötigt (vgl. 
KLEIN & STEINHARDT (2008), S. 10ff.). So lässt sich bei kundenindividueller Angebotserstellung (wie 
z.B. der Auftragsfertigung) das höchste Unsicherheitsausmaß feststellen (vgl. Abbildung 12, S. 41). 
Neben der großen Schwankungsbreite im Kontinuum möglicher Angebotsparameterkombinationen des 
Kunden bleiben diese auch bis zur stets spezifischen Auftragserteilung unbekannt (vgl. PAK (2005), S. 
113f.; HINTSCHES ET AL. (2010), S. 175f.). Zwischen diesen beiden Extremen lässt sich ein Bereich 
ausmachen, bei dem die Leistungsbeschreibung nicht vollständig determiniert ist, d.h. die Vorgaben des 
Kunden lassen eine gewisse Flexibilität in der finalen Erstellung der Leistung durch den Anbieter zu. 
So werden im Frachtbereich durch den Nachfrager häufig nur Start, Ziel und Zeitfenster festgelegt. Die 
finale Transportroute und genauer Lieferungszeitpunkt kann die Fluggesellschaft innerhalb dieser 
Vorgaben frei wählen (vgl. KLEIN & STEINHARDT (2008), S. 31). In der Werbeindustrie können die 
Anbieter aufgrund der oftmals nur groben Vorgaben von einer ähnlichen Flexibilität bei der Einplanung 
der Werbeanzeigen profitieren (vgl. MÜLLER-BUNGART (2007), S. 114). Eine weitergehende Spezifi-
zierung der Kundenwünsche (wie z.B. Präferenzen für bestimmte Werbeblöcke) schränkt diese natürlich 
wieder ein und erhöht damit die Unsicherheit (vgl. TALLURI & VAN RYZIN (2004), S. 543). In ähnlichen 
Varianten solcher flexiblen Angebote erhält der Kunde die Garantie, eine spezifizierte Leistung (z.B. 
Urlaubsreise) aus einer Menge von Alternativen (typischerweise Substitute, z.B. verschiedene 
Hotelanlagen) zu erhalten. Während der Anbieter durch diese finale Entscheidung von einem Ausgleich 
möglicher Nachfrageschwankungen profitiert, erhält der Kunde für die in Kauf zu nehmende 
Unsicherheit häufig einen Rabatt (vgl. JERATH ET AL. (2010), S. 431f.). 
6.3 Datenbasis 
Die Datenbasis nimmt im Revenue Management eine wichtige Funktion ein, da das Sammeln und 
Speichern der richtigen Informationen und deren Verfügbarkeit an Entscheidungspunkten eine 
essenzielle Voraussetzung für ein erfolgreiches Kundenwertmanagement darstellen (vgl. RUDOLF-
SIPÖTZ (2001), S. 191; TSCHEULIN & LINDENMEIER (2003), S. 630; MOHAUPT & HILBERT (2011), S. 
14ff.). Basierend auf in der Datenbasis identifizierten Zusammenhängen oder Mustern werden dann 
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Modelle entwickelt, die zur Schätzung der Zielgrößen der Prognose eingesetzt werden (vgl. MARTENS 
(2009), S. 155). Dieser Modellbezug und die Schätzung der für die Optimierung benötigten Informa-
tionen bewirken eine Einteilung sowohl als Repräsentations‐ als auch Prognoseproblem. Die weitere 
Analyse der Informationsoperationen wird zeigen, dass die möglichen, an die Datenvorverarbeitung 
(Selektion, Aufbereitung und Transformation) im KDD‐Prozess (Knowledge Discovery in Databases; 
vgl. FAYYAD ET AL. (1996), S. 41) angelehnten Ausprägungsmerkmale einen großen Einfluss auf das 
jeweilige Unsicherheitsausmaß haben (vgl. Abbildung 13). 
 
Abbildung 13: Unsicherheitsbehaftetes Problemfeld der Datenbasis 
6.3.1 Selektion der Informationen 
Oftmals zeichnen sich die Transaktionen im Revenue Management sowohl durch eine hohe Anzahl als 
auch durch einen umfassenden Informationsgehalt aus (vgl. TALLURI & VAN RYZIN (2004), S. 594; 
PHILLIPS (2005), S. 161). Allerdings sind viele Prognose‐ und Segmentierungsverfahren in ihrer 
Einsatzfähigkeit und Aussagekraft bezüglich der zu verarbeitenden Informationsmenge beschränkt. So 
können sich redundante Attribute negativ auf die Performanz bezüglich Verarbeitungsgeschwindigkeit 
(aufgrund hoher Dimensionalität) und Prognosegenauigkeit (aufgrund irrelevanter Daten) auswirken 
(vgl. MOHAUPT & HILBERT (2011), S. 38). Als exemplarischen Problemfall lassen sich die über 200 
Attribute in den sogenannten Passenger Name Records im Passagierflugverkehr anführen (vgl. NEULING 
ET AL. (2004), S. 67). Eine (zu) große Datenmenge bzw. Informationsüberfluss stelle nach PIATETSKY-
SHAPIRO (1997), S. 171 demnach eine Ursache für Imperfektion bei Informationen dar, die einerseits 
einfachere Muster und damit erhöhte Ungenauigkeit oder andererseits approximative Algorithmen oder 
Stichproben verlange, die die Unsicherheit in den identifizierten Zusammenhängen erhöhe (vgl. 
Abbildung 13). So kann sich bei der durch eine Stichprobe einhergehenden Unvollständigkeit die Gefahr 
ergeben, dass Muster, die nur für einen kleinen Teil der Originaldaten valide sind, übersehen würden. 
Da sich die Relevanz der Attribute ex ante nur schwer bestimmen lässt, widerspricht die vorgelagerte 
manuelle Attributauswahl dem Grundansatz der explorativ datengetriebenen Analyse (vgl. ebd., S. 181). 
Die Daten selbst sollten hervorbringen, was wichtig sei – ohne eine (subjektive) Begrenzung des 
Suchraums. Die in der Auswahl vom Entscheider als irrelevant erachteten Attribute enthalten ggf. 
entscheidende Informationen, die durch ihren Ausschluss in der Folge keinen Beitrag mehr in der 
Aufdeckung von Mustern leisten können (vgl. NECKEL & KNOBLOCH (2005), S. 104f.; MOHAUPT & 
HILBERT (2011), S. 14). Die aus der subjektiven Einschätzung zur Reduktion der Merkmale 
erwachsende Unsicherheit führt zu einem erhöhten Unsicherheitsausmaß (vgl. Abbildung 13; MORGAN 
& HENRION (1992), S. 57). 
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6.3.2 Anreicherung / Data-Matching 
Die Analyse der Datenbasis wird insbesondere dann zu aussagefähigen Ergebnissen führen, wenn viele 
unterschiedliche Themengebiete wie Kunden‐, Angebots‐, Transaktions‐ und Steuerungsdaten 
einfließen (vgl. MARTENS (2009), S. 151f.). Das Informationsinteresse liegt hier aufgrund der Kunden-
orientierung auch auf zusätzlichen, individuellen Kundendaten, die über die reine Geschäftstransaktion 
in der Beziehung zwischen Anbieter und Nachfrager hinausgehen (vgl. MOHAUPT & HILBERT (2011), 
S. 15). So möchten Anbieter die Verhaltensweisen, d.h. Kaufverhalten wie z.B. Kundenanteil (share of 
customer), Konsumgewohnheiten, Mediennutzung, und die sozial-psychologischen Verhaltenshinter-
gründe (Motive, Einstellungen, Lifestyle), wenn möglich auch von potentiell, bisher nicht erfassten 
Kunden in Erfahrung bringen. Neben der Ergänzung der Kundeninformationen aus Loyalitäts-
programmen und externen Statistiken erhofft man sich durch das Hinzufügen von in Befragungen mit 
fiktiven Angebotsalternativen angegebenen Präferenzen eine verbesserte Abbildung des Kunden-
auswahlverhaltens und Schätzung der Preisbereitschaft (vgl. VAN RYZIN (2005), S. 208; KUMAR & 
GEORGE (2007), S. 169; MARTENS (2009), S. 167). Liegen diese zusätzlichen Informationen allerdings 
nur in anonymer, aggregierter Form vor, wird die Verknüpfung mit den personalisierten Kundendaten 
und die Verdichtung zu einer einheitlichen Datenbasis erschwert (vgl. Abbildung 13, S. 44). Die 
Unsicherheit erwächst hier aus der Ungenauigkeit aggregierter Daten (vgl. PIATETSKY-SHAPIRO (1997), 
S. 179). Zwar treffen die Marktdaten durch diese Projizierung i.d.R. mit für Praxiszwecke ausreichender 
Wahrscheinlichkeit zu, allerdings geht die Anreicherung individueller mit aggregierten Informationen 
nur durch Inkaufnahme einer gewissen Unschärfe einher (vgl. HIESTERMANN (2008), S. 201). Grund-
sätzlich ist die Zusammenführung mehrerer Informationsquellen mit Unsicherheiten verbunden (vgl. 
MORGAN & HENRION (1992), S. 43). So kann die Information jeder einzelnen Quelle unvollständig und 
die zusammengeführten Informationen aufgrund widersprüchlicher Aussagen in den einzelnen Quellen 
teilweise inkonsistent sein, selbst wenn jede Quelle für sich konsistente Informationen enthält (vgl. 
Abbildung 13, S. 44; DUBOIS ET AL. (1992), S. 38; MOHAUPT & HILBERT (2011), S. 15). Dies verhindert 
erkenntnisreiche Schlussfolgerungen (vgl. SMETS (1997), S. 229). 
6.3.3 Umgang mit falschen und fehlenden Informationen 
Im Revenue Management sind nicht selten Situationen mit einem hohen Unsicherheitsausmaß anzu-
treffen, weil der Anbieter nur unvollständigen Zugang zu Informationen hat (vgl. Abbildung 13, S. 44; 
PIATETSKY-SHAPIRO (1997), S. 174). So sind bestimmte Kontextinformationen im Passagierflug-
verkehr (z.B. Ticketrückgabe, Umbuchung, Verspätung von Zubringerflügen), die Rückschlüsse auf den 
Anlass von Stornierungen und No-Shows zuließen, aber teils auch vom Kunden tatsächlich bezahlte 
Angebotspreise aufgrund komplexer Vertriebskanäle nicht immer bekannt (vgl. NEULING ET AL. (2004), 
S. 65; PHILLIPS (2005), S. 20). Zudem mangelt es oftmals an Informationen zu den Geschäftsvorgängen 
der Kunden mit Wettbewerbern (vgl. BERGER ET AL. (2006), S. 163). Da sich der Umgang mit fehlenden 
Werten als kritisch erweist, werden diese entweder entfernt, mit Dummywerten gefüllt, durch Standard-
werte (z.B. Mittelwert) ersetzt oder durch identifizierte Korrelationen mit anderen Attributen ergänzt 
(vgl. KWAN ET AL. (1997), S. 146; PIATETSKY-SHAPIRO (1997), S. 176). Da aber dennoch die Gefahr 
besteht, dass sich die (neuen) Werte als falsch erweisen, kann die mit ihnen verbundene Unsicherheit 
nie ganz ausgeräumt werden (vgl. HIESTERMANN (2008), S. 198). Neben dieser nachträglichen Bear-
beitung können aber auch eine zuvor inadäquate Beobachtung, Mess‐, Eingabe‐ und Verarbeitungsfehler 
(z.B. Tippfehler beim Check‐In durch Hotelpersonal) oder falsche Kundenangaben aufgrund strate-
gischen Kundenverhaltens (vgl. Kapitel 7.1.4) zu unkorrekten Informationen in der Datenbasis führen 
(vgl. VAN RYZIN (2005), S. 207; MOHAUPT & HILBERT (2011), S. 15f.). Das Problem fehlender 
Informationen kann aber durch den Anbieter auch selbst hervorgerufen sein. Häufig wird nach dem 
Schließen einer Buchungsklasse die Überwachung der dazugehörigen Nachfrage (d.h. abgelehnter 
46 
Anfragen) eingestellt, da die Reservierungssysteme nur aktuelle und keine „versuchten“ Buchungen 
aufzeichnen (vgl. TALLURI & VAN RYZIN (2004), S. 473; BECHER (2008), S. 43). Wird die Buchungs-
klasse später wieder geöffnet, ist zunächst davon auszugehen, dass die Nachfrage laut Vergangenheits-
daten weiterhin bei null liege. Die wahre Nachfrage und Transaktionsstruktur wird somit nicht 
angemessen abgebildet und es können sich Verzerrungen in den Prognosen ergeben. Ebenso ziehen 
kleine und mittelständische Unternehmen (z.B. im Hotelbereich) nicht alle intern generierten Informa-
tionen bzw. nur selten externe Quellen in die Analyse ein (vgl. MAIN (2005), S. 166; VAN RYZIN (2005), 
S. 204). Das Unsicherheitsausmaß fällt hier im Gegensatz zum zuvor angeführten Extrem jedoch 
geringer aus, da die Informationen prinzipiell verfügbar sind und für deren Berücksichtigung nur eine 
Umstellung der Abläufe beim Anbieter zu vollziehen ist (vgl. Abbildung 13, S. 44). 
6.3.4 Diskretisierung 
Im Rahmen der Modellbildung werden unterschiedliche Anforderungen an das Skalenniveau, mit dem 
die Indikatoren und Determinanten vorliegen (sollen), gestellt. Häufig bedient man sich daher einer 
Diskretisierung (vgl. MOHAUPT & HILBERT (2011), S. 16). Dabei werden die kontinuierlichen Werte 
eines reellwertigen Attributs durch Aufteilung des Wertebereichs in eine (endliche) Anzahl Intervalle in 
diskrete Werte umgewandelt. Die aktuellen Datenwerte werden dann durch die Benennung der Inter-
valle ersetzt. Allerdings ist dieses Verfahren mit Informationsverlust und Ungenauigkeit verbunden, da 
eine Rückrechnung der diskretisierten Werte in die ursprünglichen reellen Werte nicht möglich ist (vgl. 
NGUYEN (2006), S. 402). Auch kann es bei einer scharfen Abgrenzung der Intervallschachtelungen zu 
Verfälschungen, insbesondere bei Werten nahe den Grenzbereichen, kommen (vgl. ebd., S. 338). So 
kann ein Wert bei nur geringfügiger Verschiebung der Intervallgrenze plötzlich dem benachbarten 
Bereich angehören. Für ein ähnliches Problem dieser Unschärfe sei auf Kapitel 6.5 verwiesen. In der 
Folge ist das Unsicherheitsausmaß am geringsten, wenn eine Diskretisierung erst gar nicht notwendig 
wird (vgl. Abbildung 13, S. 44). Dennoch kann die Verwendung von diskreten Werten die Komplexität 
aufgrund des höheren Abstraktionsniveaus verringern, das Verständnis erleichtern und die Anwendung 
einiger Analyseverfahren (z.B. Entscheidungsbäume, regelbasierte Systeme) ermöglichen (vgl. 
MOHAUPT & HILBERT (2011), S. 16). So werden einige Merkmale oft nur in diskreter Form erfasst (z.B. 
nur großzügige Intervallbereiche in Befragungen zum Kundeneinkommen) oder verarbeitet (z.B. das 
Alter in ganzen Jahren; vgl. TALLURI & VAN RYZIN (2004), S. 581f.). Im angebotsbezogenen Bereich 
wird häufig der Buchungszeitraum diskretisiert (vgl. PAK (2005), S. 74). Damit fällt der kontinuierliche 
Wert des Anfragezeitpunktes eines Kunden in eines der definierten Intervalle. Im Rahmen der Kunden-
bewertung findet die Diskretisierung auch bei Scoringmodellen Anwendung (vgl. CORNELSEN (2000), 
S. 149ff.). Grundsätzlich übt dabei die Wahl des Diskretisierungsalgorithmus (in der Phase der Vor-
verarbeitung) noch mehr Einfluss auf die Qualität der Datenanalyse aus als die Wahl der eigentlichen 
Methode zur letztlichen Musteridentifikation (vgl. HIESTERMANN (2008), S. 226). NGUYEN (2006), S. 
399ff. empfiehlt daher einen datengetriebenen Ansatz zur Einteilung der Intervalle. Hingegen wird eine 
intuitiv manuelle Herangehensweise zwar in relativ gleichverteilten und einfach zu lesenden Intervallen 
münden, jedoch wird sich durch diese subjektive Willkür das Unsicherheitsausmaß weiter erhöhen (vgl. 
Abbildung 13, S. 44 und ähnliche Problematik in Kapitel 6.3.1; MOHAUPT & HILBERT (2011), S. 16). 
6.3.5 Aktualisierung der Informationen 
Grundsätzlich unterliegen die Zielgrößen der Prognose Veränderungen im Zeitverlauf (vgl. MARTENS 
(2009), S. 155). So ergeben sich bspw. Änderungen in der Preiselastizität der Kunden oder in den 
segmentbezogenen Kundenwerten (vgl. Kundenentwicklung in KUMAR & GEORGE (2007), S. 166). 
Ursächlich können dafür sowohl strukturelle Veränderungen wie Übergänge von Kunden in eine andere 
Lebenszyklusphase (z.B. Eintritt ins Berufsleben, Änderung des Familienstandes) aber auch 
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erfolgreiche Marketingmaßnahmen des Anbieters oder der Wettbewerber sein (vgl. BERGER ET AL. 
(2006), S. 164; MARTENS (2009), S. 172). Damit die in die Prognose eingehenden Informationen der 
Qualitätsanforderung der Zeitnähe entsprechen und sich demnach die Veränderungen in der (System)-
Diskurswelt auch in der zugrundeliegenden Datenbasis widerspiegeln (vgl. BAUER & GÜNZEL (2004), 
S. 44), sollte die Modellbildung einer periodischen Evaluierung unterzogen werden (vgl. MARTENS 
(2009), S. 155). Auch weil die (besten) Modelle nicht zu jedem Zeitpunkt die (besten) Ergebnisse 
liefern. Ohne regelmäßige Aktualisierung steigt das Unsicherheitsmaß aufgrund der drohenden Obsoles-
zenz an. Während der Buchungsperiode sollte daher auch der aktuelle Buchungsverlauf Berück-
sichtigung finden (vgl. ebd., S. 170). Der Aktualitätsverlust der Informationen bedingt insbesondere bei 
periodischen oder saisonalen Variationen eine Anpassung, Löschung oder Archivierung mit Zeitbezug 
(vgl. KWAN ET AL. (1997), S. 133). Das Heranziehen von historischen Daten zur Prognose in der 
Kapazitätssteuerung ist demnach nur dann angebracht, wenn die Nachfrage sich wiederholende Muster 
aufweist und eine grundsätzliche Kontinuität im Leistungsprogramm besteht (vgl. Abbildung 13, S. 44; 
LIEBERMAN (2004), S. 96; KLEIN & STEINHARDT (2008), S. 17). Entgegen wirken hier eine hohe 
Marktdynamik und Branchen mit Produktangeboten, die sich häufig ändern (vgl. MOHAUPT & HILBERT 
(2011), S. 16f.), wie z.B. überarbeitete Flugzeiten, ‐routen und neue Programmsendungen bei 
Medienunternehmen (vgl. TALLURI & VAN RYZIN (2004), S. 412; BECHER (2008), S. 25f.). 
6.4 Optimierung 
Die erforderlichen Informationen bezieht die Optimierung neben dem in der taktischen Planung fest-
gelegten Steuerungsmodell vor allem aus der Prognose (vgl. MARTENS (2009), S. 175). Die Zielgrößen 
der Optimierung (Kontingente, Bid-Preise, Angebots-Sets, -preise) werden hingegen durch die in der 
Transaktionssteuerung eingesetzten Buchungsmechanismen bestimmt (vgl. MOHAUPT & HILBERT 
(2011), S. 19ff.). Die verschiedenen Festlegungen im Prozess zur Entwicklung eines Optimierungs-
modells, d.h. die zu treffenden Entscheidungsoptionen und die genaue Abbildung des Kundenwertes, 
haben dabei maßgeblichen Einfluss auf das Unsicherheitsausmaß (vgl. Abbildung 14). Der starke Fokus 
auf die Modellbildung bedingt eine Zuordnung zur Problemart der Repräsentation. In der Folge wirken 
sich diese Festlegungen dann auch auf die Berechnungskomplexität in der Modellanwendung aus. 
 
Abbildung 14: Unsicherheitsbehaftetes Problemfeld der Optimierung 
6.4.1 Komplexität der Optimierung 
Die zu lösenden Optimierungsprobleme im Rahmen des Revenue Managements erfüllen i.d.R. die von 
LASSMANN (2006), S. 419 aufgezeigten Merkmale optimierungswürdiger Entscheidungsprobleme: 
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hinreichend komplizierte, datenintensive und schnell zu entscheidende Probleme. So sehen sich bspw. 
Fluggesellschaften äußerst komplexen Verflechtungen aus oft hunderten Kombinationen von Ankunfts-
ort, Abflugsort und Buchungsklassen gegenüber (vgl. PHILLIPS (2005), S. 161). Für eine umfassende 
Abbildung des Optimierungsproblems in der kundenzentrierten Kapazitätssteuerung (vgl. Optimalität 
in Abbildung 14, S. 47) sind im Gegensatz zum transaktionsorientierten Pendant segmentspezifische 
Nachfrageprognosen, Kundenwerte, ausgeweitete Betrachtungszeiträume und mögliche Kunden-
reaktionen (vgl. Kapitel 7.4) zu berücksichtigen (vgl. MOHAUPT & HILBERT (2011), S. 21). Grundsätz-
lich muss entschieden werden, ob eine optimale Lösung erzeugt werden soll, die aber eine hohe 
Leistungsfähigkeit der zugrundeliegenden Systeme erfordert oder ob man sich stattdessen mit einer 
Annäherung mit vertretbaren Aufwand durch heuristische Ansätze zufrieden gibt (vgl. MARTENS 
(2009), S. 178). So ist die optimale Allokation der Kapazität auf die Kombinationen aus Angeboten und 
Kundensegmenten mit umso höherem Berechnungsaufwand verbunden, je mehr (wertbezogene) 
Segmente zu berücksichtigen sind (vgl. ebd., S. 198). Bei genügend hoher Segmentanzahl ist es dann 
nicht mehr möglich, jedes Element zu jedem anderen in Beziehung zu setzen (vgl. KOCH (1994), S. 
119f.). Die Wahl eines geeigneten Komplexitätsgrads ist daher ein besonderes Problem in der Modell-
bildung. Bedient man sich nun zur Lösbarkeit des Optimierungsmodells einer Komplexitätsreduktion, 
wird diese mit den Kriterien der Vollständigkeit und Zuverlässigkeit konkurrieren (vgl. ebd., S. 120), 
d.h. bezüglich dieser Kriterien steigt dann das Unsicherheitsausmaß. Entweder reduziert man dabei die 
Segmente auf eine vertretbare Anzahl und nimmt damit aber einen Verlust an realem Probleminhalt 
aufgrund der Unvollständigkeit in Kauf und/oder man vergrößert die Abstände zwischen den Neu-
berechnungen (vgl. TALLURI & VAN RYZIN (2004), S. 594f.). Während statische Ansätze die Kapazitäts-
allokation auf verschiedene Angebote meist zu Beginn der Buchungsperiode berechnen, berücksichtigen 
dynamische Ansätze die tatsächliche Nachfrage bzw. Restkapazität und passen die Kapazitätssteuerung 
während der Buchungsperiode entweder bei jeder Anfrage (d.h. fortlaufend) oder zu ausgewählten 
Zeitpunkten (d.h. Batch-Betrieb) entsprechend an (vgl. Zeitbezug in Abbildung 14, S. 47; PAK & 
PIERSMA (2002), S. 482; TALLURI & VAN RYZIN (2004), S. 50). Allerdings wird erst die häufige Reopti-
mierung ermöglichen, der Variabilität, die mit den Buchungen der Kunden einhergehe, gerecht zu 
werden (vgl. CHANDLER ET AL. (2004), S. 255). Durch den Batch-Betrieb können die herangezogenen 
Informationen nicht immer zeitnah berücksichtigt werden (vgl. PHILLIPS (2005), S. 165) und können 
sogar obsolet geworden sein (vgl. KWAN ET AL. (1997), S. 133). Die sich ergebende Unsicherheit kann 
dann ggf. zu fehlerhaften Entscheidungen führen. Generell ist eine Kapazitätssteuerung mit einem hohen 
Grad an Kundendifferenzierung demnach nur dann realisierbar, wenn die Modelllösung durch leistungs-
fähige Anwendungssysteme bzw. effiziente Lösungsverfahren praktisch umsetzbar (vgl. KOCH (1994), 
S. 121) oder eine geringe Anzahl von Anpassungsdurchläufen während der Buchungsperiode 
ausreichend ist (vgl. MARTENS (2009), S. 199; MOHAUPT & HILBERT (2011), S. 22). 
6.4.2 Entwicklungsprozess von Optimierungsmodellen 
Bei der Entscheidung bezüglich der Stufen der Optimierung wird darüber befunden, inwieweit vorhan-
dene Netzwerkeffekte bei der Leistungserstellung berücksichtigt werden (vgl. MARTENS (2009), S. 
178). Liegen solche Effekte nicht vor, ist also die Kapazität stark zweckbestimmt, dann beeinflusst der 
Verkauf eines Angebots nicht die Verfügbarkeit eines anderen Angebots, z.B. Sitzplätze unter-
schiedlicher Kategorien im Theater (vgl. PHILLIPS (2005), S. 176). Ist die Kapazität hingegen flexibel 
einsetzbar (vgl. Kapitel 6.1.2), wird sich die Komplexität in der Berechnung der Opportunitätskosten 
durch die Abhängigkeit der Ressourcen erhöhen (vgl. BITRAN & CALDENTEY (2003), S. 206). In diesem 
Fall lässt sich eine Differenzierung des somit erhöhten Unsicherheitsausmaßes bezüglich der Dimen-
sionalität der Netzwerkeffekte vollziehen (vgl. Abbildung 14, S. 47). So ist bspw. bei Routen aus mehre-
ren Teilstrecken im Passagierflugverkehr nur ein Merkmal der Kapazitätsressourcen (d.h. Sitzplatz) zu 
berücksichtigen (vgl. MARTENS (2009), S. 50). Hingegen liegen bei Pauschalreisen (Transport und 
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Übernachtung), Frachtflugverkehr (Volumen und Gewicht) und im Cloud Computing (CPU, 
Arbeitsspeicher, Speicherplatz und Bandbreite) mehrdimensionale Effekte in der Leistungserstellung 
vor (vgl. PAK (2005), S. 114; MARTENS (2009), S. 178; ANANDASIVAM & WEINHARDT (2010), S. 3). 
Die Annahme, alle Ressourcen seien unabhängig voneinander, ist bei solchen Abhängigkeiten nicht 
mehr zielführend. So sollte einem Kunden mit Wunsch eines Fluges von A nach C über B trotz geringe-
rer Transaktionserlöse (verglichen mit zwei Kunden mit jeweils höherer Preisbereitschaft für die Einzel-
flüge A-B und B-C) aber langfristig sehr hohem Erlöspotenzial differenziert entgegen getreten werden 
(vgl. MOHAUPT & HILBERT (2011), S. 20). Komme es dennoch nur zu einer einstufigen Betrachtung, so 
ist durch die unvollständige Abbildung bzw. Nichtbeachtung (Ignoranz) eine mangelhafte Güte des 
Optimierungsmodells zu erwarten (vgl. PHILLIPS (2005), S. 176). Die ggf. invaliden Informationen 
können dann in einer unsicheren Entscheidungsbasis im Rahmen der Transaktionssteuerung münden. 
Auch die im kundenzentrierten Revenue Management geforderte Integration des Kundenwertes in die 
operativen Aufgaben der Optimierung ist mit gewissen Anforderungen an dessen Abbildung verbunden 
(vgl. MARTENS (2009), S. 180). Als Skalenniveaus mit steigendem Informationsgehalt kommen prinzi-
piell ordinale Messskalen (vgl. Segmente von hoher vs. niedriger Kundenwertigkeit im Hotelwesen bei 
BECHER (2008), S. 106), Kundenwert-Scores und monetäre Kundenwerte in Frage (vgl. Abbildung 14, 
S. 47). Letztere sind dabei als verhältnisskalierte Größen nicht nur relativ im Kundenvergleich, sondern 
auch in ihrer absoluten Höhe interpretierbar (vgl. CORNELSEN (2000), S. 57). Da die Möglichkeit einer 
Präzisierung der Zielgrößen der Optimierung (z.B. Bid-Preise) im Sinne einer differenzierten Kunden-
behandlung wesentlich durch die Genauigkeit der Eingangsinformationen determiniert wird (vgl. KOCH 
(1994), S. 106), sollte für den Kundenwert als Teil dieses Inputs das höchstmögliche, wirtschaftlich 
vertretbare Skalenniveau angestrebt werden (vgl. MOHAUPT & HILBERT (2011), S. 20). Monetäre Kun-
denwerte mit höchstem Informationsgehalt (vgl. wertorientierte Erlöse bei MARTENS (2009), S. 181f.) 
bieten jedoch die geringste Sicherheit bei der Informationsqualität und sind am schwierigsten zu prog-
nostizieren (vgl. CORNELSEN (2000), S. 57). Zudem steigt die Gefahr von Inkonsistenzen, je höher das 
Skalenniveau und damit die geforderte Präzision an die getroffenen Aussagen sind (vgl. HELM ET AL. 
(2008), S. 10). Während sich die Reihung von Kunden noch relativ einfach im Sinne einer Vermeidung 
von Intransitivität gestaltet (z.B. Rangfolge der Kunden zur Minimierung der Abweisungskosten bei der 
Überbuchung in Kapitel 7.4.4), so erweist es sich i.d.R. weitaus schwieriger, konsistente Aussagen über 
die Ausmaße bei den unterschiedlichen Merkmalsausprägungen der Kunden zu treffen. Daher seien bei 
der Kundenbewertung weniger die (monetären) Absolutwerte als vielmehr die Relation der Kunden 
zueinander entscheidend (vgl. Kapitel 5.1.3; RUDOLF-SIPÖTZ (2001), S. 62). Lässt sich also die Wertig-
keit der Kunden aufgrund unvollständiger Informationen nicht monetär abbilden, so ist auch eine multi-
plikative Verknüpfung des Angebotserlöses mit einem Loyalitätsfaktor (z.B. intervallskalierter Scoring-
wert) denkbar (vgl. LINDENMEIER (2005), S. 163; GUPTA ET AL. (2006), S. 142). Damit unterliegt die 
subjektive Festlegung des Skalenniveaus den einflussnehmenden Parametern der ausreichenden Verfüg-
barkeit von Informationen zur Kundenbeurteilung (vgl. Kapitel 7.2), der beigemessenen (Un)-Sicherheit 
bezüglich der Informationsqualität und Wahl des Ansatzes zur Kundenwertintegration (vgl. Abbildung 
14, S. 47; CORNELSEN (2000), S. 57; RUDOLF-SIPÖTZ (2001), S. 196; MARTENS (2009), S. 180). 
6.5 Kundenklassifikation 
Die kundenwertorientierte Transaktionssteuerung beruht auf einer Zuordnung der anfragenden Kunden 
zu den in der Prognose gebildeten (wertbezogenen) Kundensegmenten (vgl. MARTENS (2009), S. 211f.). 
Auf Basis der im Interaktionsprozess beobachtbaren Indikatoren werden die Nachfrager zunächst einem 
indikatorenbezogenen Segment zugewiesen (vgl. Kapitel 7.2). Die vom anfragenden Kunden häufig 
nicht beobachtbaren Determinanten des Kundenwerts werden dann anhand ggf. segmentspezifischer 
Prognosemodelle geschätzt, um abschließend eine wertbezogene Segmentklassifikation durchzuführen. 
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Der Modellbildungsbereich der Transaktionssteuerung muss demnach sowohl ein indikatoren- als auch 
ein wertbezogenes Klassifikationsmodell vorhalten (vgl. ebd., S. 212f.). Die Charakteristik der 
Klassifikationsmodelle und die verfügbaren Indikatoren sind dabei maßgebend für die entsprechende 
Kundensegmentzuordnung und das resultierende Unsicherheitsausmaß (vgl. Abbildung 15; WIRTZ ET 
AL. (2003), S. 218; MOHAUPT & HILBERT (2011), S. 32ff.). 
 
Abbildung 15: Unsicherheitsbehaftetes Problemfeld der Kundenklassifikation 
Der tatsächliche Informationsgehalt der Indikatoren wird dabei vom Anwendungsbereich und der Struk-
tur des Interaktionsprozesses und den Möglichkeiten des Informationszugangs des Anbieters beeinflusst 
(vgl. Kapitel 7.2). Ist dieser gering, z.B. wenn nur wenige bzw. unvollständige Indikatoren bei der 
Transaktionssteuerung zur Verfügung stehen, weist MARTENS (2009), S. 161 auf die hohe Unsicherheit 
im Rahmen der Klassifikation hin und empfiehlt, den Umfang der verfügbaren Indikatoren bereits bei 
der Bildung der Segmente in der Prognose und der Ausgestaltung des Kundenwertmodells (vgl. Kapitel 
5.1) zu berücksichtigen. 
Eine (nahezu) sichere und eindeutige Zuordnung scheint hingegen möglich, wenn zum Zeitpunkt der 
Segmentfestlegung in ausreichendem Ausmaß anfragebezogene (z.B. Anfragezeitpunkt, Vertriebskanal, 
gewählte Angebotsmerkmale) und kundenbezogene Indikatoren (z.B. verfügbare demographische, 
kaufverhaltensrelevante Merkmale durch eine per Kundennummer zugeordnete Kundenhistorie) 
vorliegen bzw. die Entscheidung zur Segmentzuweisung zu einem späteren Zeitpunkt mit 
angereicherten Informationen ggf. aktualisiert werden kann (vgl. Verbindlichkeit in Kapitel 7.2.2; 
Abbildung 15). So werden bspw. im Kreditgewerbe umfangreiche Kundeninformationen (z.B. Name, 
Alter, Anschrift, Beruf, Einkommen, Ausgaben, andere Kredite) als Entscheidungsgrundlage für 
Kreditanfragen und die endgültigen Finanzierungskonditionen erhoben (vgl. PHILLIPS (2005), S. 266f.). 
Allerdings ist die Segmentzugehörigkeit gerade bei Verwendung vereinfachender Kriterien wie auf 
Basis weniger beobachtbarer Indikatoren (z.B. Anfragezeitpunkt) oftmals nicht eindeutig feststellbar 
(vgl. MARTENS (2009), S. 213). So haben Fluggesellschaften in praxi kein zuverlässiges, objektives 
Trennkriterium, um zu entscheiden, ob die Kundenanfrage von einem Geschäfts‐ oder Urlaubsreisenden 
stammt. Daher ist die Klassifikation dann mit einer gewissen Mehrdeutigkeit verbunden (vgl. PHILLIPS 
(2005), S. 85). Stattdessen müssen sich diese auf das unvollkommene Entscheidungskriterium verlassen, 
ob ein Kunde früh buchen kann oder nicht. Auch Hotels sehen sich aufgrund der wenigen, beobacht-
baren Indikatoren (z.B. Wochentag, Anzahl Übernachtungen, Vertriebskanal) einer mit Unsicherheit 
verbundenen Zuordnung gegenüber, versuchen aber durch deren Kombination dennoch eine Trennung 
der Anfragen in die Kundengruppen Geschäfts‐ und Urlaubsgäste vorzunehmen (vgl. TALLURI & VAN 
RYZIN (2004), S. 581). In der Folge kann sich eine Fehlklassifikation ergeben, die zu einer Kannibali-
sierung der Segmente führen und sich in Umsatzverdrängung niederschlagen kann (vgl. XYLANDER 
(2003), S. 166; PHILLIPS (2005), S. 85). Dabei unterscheiden sich die fehlerhaften Zuordnungen auf-
grund der ungleichen Wertigkeit der Segmente auch in ihren Effekten. So wiegt bei Zielsetzung der 
langfristigen Bindung wertvoller Kunden die Fehlentscheidung, einen höherwertigen Kunden (fälsch-
51 
licherweise) dem niederwertigen Segment zuzuordnen und damit schlimmstenfalls dessen Abwande-
rung herbeizuführen (vgl. PAK (2005), S. 19), schwerer als die Fehlentscheidung, einen niederwertigen 
Kunden (fälschlicherweise) als höherwertig zu klassifizieren (vgl. MOHAUPT & HILBERT (2011), S. 33). 
Durch die Berücksichtigung von Fehlklassifikationskosten kann der unterschiedlichen Bedeutung der 
beiden Risikoarten entsprochen werden (vgl. RAMBOLD (1999), S. 352ff.). In diesem Zusammenhang 
werden oftmals auch die Schwierigkeiten der eineindeutigen Zuordnung zu genau einem Kunden-
segment angeführt. So könne keine scharfe und klare Grenze zwischen wertvollen und nicht wertvollen 
Kunden gezogen werden und vielmehr sei eine Angehörigkeit der Kunden zu mehreren Segmenten 
(jeweils zu einem gewissen Grad) anzunehmen (vgl. SILICIA & GARCIA (2003), S. 2). Ähnlich der 
Diskretisierung im Kapitel 6.3.4 können sich durch die scharfe Kundensegmentzuordnung vor allem bei 
Nachfragern nahe den Segmentgrenzen Probleme in der weiteren differenzierten Kundenbehandlung 
ergeben (vgl. SILICIA & GARCIA (2003), S. 6; MOHAUPT & HILBERT (2011), S. 46ff.). So haben die 
Kunden A und B in Abbildung 16 nahezu identische Ausprägungen in den zur Bewertung gewählten 
Merkmalen, scharfe Intervallgrenzen veranlassen jedoch eine unterschiedliche Segmentzuordnung. 
Unter der propagierten Annahme, Kunden entsprechend der Zugehörigkeit zu wertbezogenen 
Segmenten differenziert zu behandeln (vgl. MARTENS (2009), S. 181) und einer unterstellten identischen 
Buchungsanfrage beider Kunden im Rahmen der Transaktionssteuerung, ist eine für Kunde A prioritäre 
Behandlung (z.B. Verfügbarkeit) trotz vergleichbarer Kundenwertigkeit des Kunden B zu erwarten (vgl. 
WERRO ET AL. (2006), S. 259). Hingegen werden sich die Behandlungen bezüglich Kunde A und C bzw. 
Kunde B und D entgegen paarweise erheblich abweichender Wertigkeit nicht unterscheiden (vgl. 
Abbildung 16). Aufgrund dieser Unschärfeproblematik wird man sich bei trennscharfen Zuordnungen 
ggf. der Gefahr einer inadäquaten Segmentklassifikation gegenübersehen (vgl. NGUYEN (2006), S. 338). 
 
Abbildung 16: Problematik der scharfen Kundensegmentzuordnung (in Anlehnung an WERRO ET AL. (2006), S. 259) 
Die wahllose bzw. zufällige Zuordnung zu genau einem Segment ohne weitergehende Analyse einer 
möglichen Zugehörigkeit zu ggf. mehreren Segmenten (insbesondere mit Fokus auf Spezialfälle nahe 
den Segmentgrenzen), ohne Reflexion der unterschiedlichen Wirkungen der Steuerungsentscheidungen 
und ohne Einbeziehen möglicher Fehlklassifikationskosten weist damit das höchste Unsicherheitsmaß 
auf (vgl. Abbildung 15, S. 50). Da der Ablauf und die genauen Festlegungen zur Kundensegment-
ermittlung in der Modellbildung getroffen werden, soll das Problemfeld der Kundenklassifikation 
zunächst als Repräsentationsproblem verstanden werden. Gleichzeitig soll aber auch eine Einstufung als 
Prognoseproblem erfolgen, da die letztlich immer wieder kehrende Kundensegmentzuordnung der 
Anfragen auch auf eine Prognoseleistung aufgrund oftmals unzureichender Indikatoren abstellt. 
7 Revenue-Management-umfeldbezogene Unsicherheiten 
Abschließend sollen nun unsicherheitsbezogene Problemfelder im Revenue-Management-Umfeld als 
letzte Analyseeinheit im Bezugsrahmen herausgearbeitet werden. Als Kontextvariable beeinflusst sie 
dabei den erforschten Gestaltungsbereich (vgl. WOLF (2011), S. 38). Die detaillierte Analyse des 
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Marktumfeldes orientiert sich an der klassischen Systematisierung in Mikro- und Makroumwelt (vgl. 
MEFFERT ET AL. (2008), S. 45; KOTLER & ARMSTRONG (2011), S. 66ff.). Neben dem Unternehmen 
selbst (vgl. Kapitel 6) wird der Fokus in der Mikroumwelt wegen der starken Kundenzentrierung vor 
allem auf die Nachfrager und Wettbewerber gelegt (vgl. MARTENS (2009), S. 47). Für den Erfolg eines 
Revenue-Management-Systems ist es hierbei unerlässlich, schnell und flexibel auf Veränderungen im 
Kunden- und Wettbewerberverhalten reagieren zu können (vgl. HODEL (2011), S. 76). So sollen 
zunächst die Problemfelder der Modellierung des Kundenverhaltens (vgl. Kapitel 7.1), des Interaktions-
prozesses zwischen Anbieter und Kunde (vgl. Kapitel 7.2) und der notwendigen Nachfrageprognose 
(vgl. Kapitel 7.3) näher beleuchtet werden. Da sich die einzelnen Bestandteile des Marktumfeldes häufig 
gegenseitig beeinflussen und demnach eine Trennung zwischen Gestaltungs- und Kontextvariablen 
nicht immer eindeutig möglich ist (vgl. WOLF (2011), S. 38), werden die Wirkungen der Kapazitäts-
steuerungsmaßnahmen des Anbieters auf die Kunden und Konkurrenten (vgl. Kapitel 7.4) im Rahmen 
dieser Analyseeinheit thematisiert. Bezüglich der Makroumwelt wird vor allem auf gesellschaftliche 
(z.B. Kundenakzeptanz der Kapazitätssteuerung in Kapitel 7.4.5) und rechtliche Rahmenbedingungen 
(z.B. gesetzliche Vorgaben bei der Überbuchung in Kapitel 7.4.4) eingegangen. Zusammenfassend 
werden die zuvor als Anwendungsvoraussetzungen des Revenue Managements betrachteten Einfluss-
faktoren in den Bereichen Unternehmen, Leistung und Technologie (vgl. Kapitel 6) um die noch 
ausstehenden Bereiche Nachfrage und Wettbewerb ergänzt (vgl. MARTENS (2009), S. 47). Letztlich soll 
die nachfolgende Analyse aufzeigen, dass das Kontinuum der möglichen Ausprägungswerte innerhalb 
dieser Problemfelder einen Einfluss auf das resultierende Unsicherheitsausmaß hat. 
7.1 Modellierung des Kundenverhaltens 
In der Anwendung des Revenue Managements nehmen das Verständnis und die Analyse des Kunden-
verhaltens eine bedeutende Rolle ein (vgl. VAN RYZIN (2005), S. 206), wobei heterogenes Nachfrager-
verhalten hierbei als wesentliche Anwendungsvoraussetzung gilt (vgl. KLEIN & STEINHARDT (2008), S. 
14). Beim Kundenverhalten handelt es sich um alle (beobachtbaren) Handlungen, die im Zusammen-
hang mit dem Kauf oder Konsum der Angebote des Anbieters stehen (vgl. HOMBURG & KROHMER 
(2006), S. 27). Insbesondere im kundenzentrierten Revenue Management soll eine zusätzliche Wert-
komponente (Ressourcenpotenzial) Berücksichtigung finden, die oftmals nicht über monetäre Kriterien 
erfassbar aber gleichwohl dem Kundenwert zuzurechnen ist (vgl. RUDOLF-SIPÖTZ (2001), S. 108ff.; 
MARTENS (2009), S. 37). Da diese Potenzialgröße ursächlich auf bestimmte Verhaltensweisen des 
Nachfragers zurückzuführen ist, bedarf es einer Erweiterung der herkömmlichen (direkten, monetären) 
Größen mit Reaktions‐ und Nutzungsdaten sowie Informationen zum Kundenverhalten (vgl. RUDOLF-
SIPÖTZ (2001), S. 94). So plädiert auch FRETER (2001), S. 288 dafür, dass die gewählten Merkmale im 
Rahmen der Kundensegmentierung ebenfalls dem Kriterium der Kaufverhaltensrelevanz genügen 
sollten. Grundsätzlich bestimmen die Modellierungsansätze und Annahmen zur Abbildung des Kunden-
verhaltens maßgeblich das Unsicherheitsausmaß für den Anbieter (vgl. Abbildung 17, S. 53). Es soll 
daher eine Zuordnung als Repräsentationsproblem erfolgen.  
In der Praxis wird das Kundenverhalten allzu oft als exogen charakterisiert (vgl. SHEN & SU (2007), S. 
713). So wird der Marktumfang häufig durch eine Nachfrageverteilung, die Preissensitivität durch eine 
Nachfragekurve und die Kundenanfragen durch stochastische Prozesse repräsentiert. Bei all diesen 
Modellierungsansätzen werden die Kunden vereinfachend als passiv angesehen, d.h. sie vollziehen 
keinen eigenen Entscheidungsprozess und können einfach über das festgelegte Nachfrageprofil gesteu-
ert werden. Die Festlegung solcher Annahmen ist der Vereinfachung der Komplexität des Kunden-
verhaltens geschuldet (vgl. VAN RYZIN (2005), S. 208), geht jedoch mit einem gewissen subjektiven 
Ermessensspielraum in der Auswahl der Parameter und deren möglichen Ausprägungen zur Modellie-
rung des Kundenverhaltens einher (vgl. MORGAN & HENRION (1992), S. 57). Nachfolgend sollen die 
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häufigsten Aspekte im Kundenverhalten näher beleuchtet werden, bei denen die Abbildungsgrade 
zwischen einem Anspruch an Realitätsnähe und stark vereinfachenden Annahmen variieren: Ankunft 
der Anfragen, Abhängigkeit der Nachfrage, Gruppenbuchungen, strategisches Verhalten und 
Stornierungen, No-Shows und Überbuchung (vgl. PAK (2005), S. 18f.; MARTENS (2009), S. 141f.; 
CLEOPHAS ET AL. (2013), S. 11ff.). Letztere drei werden ausführlich im Kapitel 7.4 diskutiert. 
 
Abbildung 17: Unsicherheitsbehaftetes Problemfeld des Kundenverhaltens 
7.1.1 Ankunft der Anfragen 
In der Literatur finden sich unterschiedliche Ansätze zur Modellierung der Ankunft von Buchungs-
anfragen. In der einfachsten Form wird von einer monotonen Ankunftsreihenfolge der Anfragen zu 
verschiedenen Angeboten ausgegangen, d.h. Anfragen nach niederwertigen Buchungsklassen treffen 
stets vor Anfragen nach höherwertigen Buchungsklassen ein (vgl. TALLURI & VAN RYZIN (2004), S. 
45). So ist bei einfachen Steuerungsmethoden (z.B. EMSR‐Heuristik) nicht der eigentliche Prozess des 
Eintreffens der Anfragen sondern lediglich die angebotsbezogene Gesamtnachfrage entscheidend (vgl. 
KIMMS & MÜLLER-BUNGART (2007), S. 10). Schätzt LITTLEWOOD (2005), S. 118 dies im Passagier-
flugverkehr als noch vertretbar ein, lehnen andere diese Annahme als nicht immer gültig bzw. unrealis-
tisch ab (vgl. Abbildung 17; GOSAVI (2004), S. 14; PAK (2005), S. 23) und erachten eine Festlegung 
von Ankunftsraten für einzelne Kundensegmente bzw. Angebote und Intervalle in der Buchungsperiode 
als sinnvoll. Hierbei lassen sich im Zeitverlauf konstante und dynamische Ankunftsraten unterscheiden 
(vgl. BERTSIMAS & POPESCU (2003), S. 270). Letztere weisen das geringste Unsicherheitsausmaß auf, 
da sie die höchste Granularität in der Abbildung des Kundenverhaltens erlauben. Dieser Realitätsnähe 
stehen allerdings rechenintensive Optimierungsaufgaben gegenüber (vgl. Kapitel 6.4). 
7.1.2 Abhängigkeit der Nachfrage 
Die Annahme unabhängiger Nachfrage hat eine lange Tradition im Revenue Management (vgl. 
CLEOPHAS ET AL. (2013), S. 12). Das Verhalten der Kunden sei demnach unabhängig von der verwende-
ten Kapazitätssteuerung, d.h. der Kunde ist ausschließlich an dem von ihm unmittelbar nachgefragten 
Produkt interessiert (vgl. PAK (2005), S. 19). Ist dieses nicht verfügbar, verbleibt somit das Verlassen 
des Marktes als einzig mögliche Kundenreaktion und es werden in der Folge keine vergleichbaren 
Leistungen (zu evtl. anderen Preisen) als Ersatz gewählt (vgl. KIMMS & MÜLLER-BUNGART (2006), S. 
434). Im Rahmen von sog. Kundenwahlmodellen wird die Nachfrage hingegen realitätsnäher in Abhän-
gigkeit von den jeweils verfügbaren Angeboten bzw. deren Preis dargestellt (vgl. VAN RYZIN (2005), S. 
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205). So zeigt sich die Abhängigkeit der Nachfrage bspw. daran, dass sich die Nachfrage nach höher-
wertigen Buchungsklassen beim Schließen einer niederwertigen Buchungsklasse i.d.R. erhöht (vgl. 
MARTENS (2009), S. 141). Jene Abhängigkeiten werden durch Übergangswahrscheinlichkeiten 
zwischen den Angeboten (mengenbasierter Ansatz) und über die Kreuzpreiselastizität (preisbasierter 
Ansatz) modelliert. Das Verständnis und die Berücksichtigung des Entscheidungsprozesses beim Kun-
den führt durch die a priori Unsicherheitsreduzierung zu einer stabileren Lösung (vgl. Abbildung 17, S. 
53; CLEOPHAS ET AL. (2013), S. 12). Auch wenn es durch die Abbildung eines differenzierten Auswahl-
verhaltens zu sehr komplexen Steuerungsentscheidungen in der Optimierung kommt, die in der Praxis 
wegen des damit verbundenen Aufwands (teilweise) nicht umsetzbar sind (vgl. ZHANG & COOPER 
(2005), S. 419; KLEIN & STEINHARDT (2008), S. 85), werden diese Modelle ggü. den einfacheren 
Ansätzen (Independent Demand Models) meist als überlegen angesehen (vgl. TALLURI & VAN RYZIN 
(2004), S. 75). Eine besonders gravierende Wirkung bei der Annahme einer unabhängigen Nachfrage 
kann sich durch den sog. Spiral-Down-Effekt einstellen (vgl. BURGER & FUCHS (2005), S. 40; 
CLEOPHAS ET AL. (2013), S. 12). Da bei gleichzeitigem Angebot niederwertiger Buchungsklassen 
üblicherweise Substitutionseffekte auftreten, wird dabei fortschreitend die zukünftig zu erwartende 
Nachfrage nach höherwertigen Buchungsklassen i.d.R. unterschätzt und gleichzeitig die Anzahl nach 
niederwertigen Angeboten überschätzt. Eine weitere Unterscheidung in der Modellierung der Nachfrage 
betrifft den Fall, dass das eigentlich vom Kunden präferierte Angebot verfügbar ist, dieses aber wegen 
eines günstigeren Angebots ausschlägt (priceable demand) oder mit vereinfachender Annahme dennoch 
in Anspruch nimmt (yieldable demand; vgl. Abbildung 17, S. 53; BOYD & KALLESEN (2004), S. 172f.). 
Bei der Nichtverfügbarkeit des präferierten Angebots sind vielfältige Kundenreaktionen denkbar (vgl. 
MARTENS (2009), S. 57): Wahl einer anderen Buchungsklasse (vertikale Verschiebung), eines anderen 
Produktes (horizontale Verschiebung), Bezug eines Wettbewerberangebotes, eines Substituts im 
weiteren Sinne (z.B. Bahn statt Flug) oder der Verzicht. Eine Beleuchtung der langfristigen Effekte auf 
das Kundenverhalten aufgrund der Nichtverfügbarkeit des Angebots wird im Kapitel 7.4.1 vollzogen. 
7.1.3 Gruppenbuchungen 
Oftmals wird vereinfachend davon ausgegangen, dass die Kapazitätseinheiten des Anbieters einzeln, 
also nicht gebündelt im Rahmen von Gruppenbuchungen, angefragt werden, auch weil sich deren 
Vorhersage zum Eintreffen und zur Wertigkeit schwierig gestaltet (vgl. AZIZ ET AL. (2008), S. 24; 
MARTENS (2009), S. 139). Die Buchung der Gruppe wird dann lediglich als eine Folge von Einzel-
reservierungen aufgefasst (vgl. KLEIN & STEINHARDT (2008), S. 77). Von besonderer Tragweite ist 
diese spezielle Form des Kundenverhaltens, wenn es zu einer kurzfristigen Stornierung der gesamten 
Gruppenreservierung bzw. Teilnehmerreduktion kommt und der Anbieter die umfangreiche Anzahl an 
frei werdenden Kapazitätsressourcen nicht schnell genug wieder veräußern kann. Die komplette 
Stornierung bei Verhinderung einzelner Gruppenmitglieder ist aufgrund des Zusammengehörigkeits-
gefühls und des Gemeinschaftserlebnisses nicht selten (vgl. TALLURI & VAN RYZIN (2004), S. 150; 
BOELLA (2005), S. 42). Aufgrund ihres potenziellen Einflusses auf die Kapazitätsauslastung und dem 
erhöhten Risiko einer Stornierung aller reservierten Kapazitätsressourcen (vgl. Kapitel 7.4.3), werden 
Gruppenbuchungen oft mit gewissen Vorausbuchungsfristen belegt und an spezialisierte Analysten 
ausgelagert (vgl. TALLURI & VAN RYZIN (2004), S. 503). Das Unsicherheitsausmaß für den Anbieter ist 
demnach bei einer hohen Bedeutung von Gruppenbuchungen wie im Veranstaltungs- und Reisegewerbe 
am höchsten (vgl. Abbildung 17, S. 53). So stammen im Passagierflugverkehr über die Hälfte aller 
Reservierungen aus Gruppen mit mehr als 2 Reisenden und immerhin ein Fünftel davon aus Gruppen 
mit mehr als 8 Passagieren (vgl. ebd., S. 150). Während Gruppenbuchungen auch bei Hotels und 
Restaurants einen hohen Stellenwert einnehmen (vgl. AZIZ ET AL. (2008), S. 24; KIMES (2011), S. 246), 
sind diese bei gängigen Einzelverträgen, z.B. im Einzelhandel und bei Energieversorgern (vgl. TALLURI 
& VAN RYZIN (2004), S. 533ff.) nicht möglich bzw. üblich. 
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7.1.4 Strategisches Kundenverhalten 
Als weiterer, besonders gewichtiger Aspekt lässt sich das strategische Kundenverhalten beschreiben, 
d.h. ein Nachfrager verhält sich zur Maximierung seines eigenen Nutzens entgegen seiner ursprüng-
lichen Absicht (vgl. VAN RYZIN (2005), S. 207). Der Nutzen aus Sicht des Kunden wird dabei häufig 
aus der Differenz der Preisbereitschaft des Kunden und des Angebotspreises gebildet (vgl. MARTENS 
(2009), S. 219). So versucht der Nachfrager ungeachtet seiner eigentlichen Präferenz, den Anfragezeit-
punkt, Vertriebskanal, die angegebenen (Kunden)‐Merkmale und Angebote so zu wählen, dass eine 
Erhöhung des Kundennutzens zu erwarten ist (vgl. PHILLIPS (2005), S. 246; MARTENS (2009), S. 220f.; 
JERATH ET AL. (2010), S. 431). Die zur Steuerung der Buchungsanfragen vom Anbieter herangezogenen 
Indikatoren im Interaktionsprozess weisen sich im Falle strategischen Kundenverhaltens durch fehlende 
Korrektheit und Zuverlässigkeit aus, da sie wissentlich von der ursprünglichen Präferenz abweichen 
(z.B. zeitlich verschobener Anfragezeitpunkt) und damit nicht die (verdeckte) Kundenintention wider-
spiegeln (vgl. BAUER & GÜNZEL (2004), S. 43f.). Demzufolge fällt das Unsicherheitsausmaß am 
geringsten aus, wenn jenes Verhalten von den Kunden nicht ausgeübt wird, z.B. wenn die Nachfrager 
die spätere Verfügbarkeit des präferierten Angebots zu einem geringeren Preis aufgrund stark begrenzter 
Kapazitäten als äußerst gering einschätzen (vgl. Abbildung 17, S. 53; GÖNSCH ET AL. (2013), S. 516). 
Kann der Kunde hingegen die Wirkung seines Verhaltens unmittelbar nachvollziehen, z.B. in netz-
basierten Vertriebskanälen mit häufig hoher Transparenz (durch Preishistorie und Preisalarm), erhöht 
sich der Anreiz zu strategischem Verhalten und damit auch die Schwierigkeit für den Anbieter, uner-
wünschtes Verhalten einzuschränken und das letztlich zu erwartende Kundenverhalten vorherzusagen 
(vgl. KUHLMANN (2004), S. 382; PHILLIPS (2005), S. 143; GÖNSCH ET AL. (2013), S. 507). Insbesondere 
bei preisintensiven Angeboten kann das strategische Verhalten stark ausgeprägt sein (vgl. Abbildung 
17, S. 53; TALLURI & VAN RYZIN (2004), S. 183). Ist andererseits das vorhandene Kundenwissen über 
die Prozesse der Kapazitätssteuerung eingeschränkt, dann wird aufgrund der Intransparenz ein 
strategisches Vorgehen seitens der Kunden erschwert und das Unsicherheitsausmaß für den Anbieter 
abgemildert (vgl. ANDERSON & WILSON (2003), S. 302). So versuchen Unternehmen bspw. über einen 
Intermediär, flexible Produkte zu vertreiben, bei denen der Kunde zum Buchungszeitpunkt keine voll-
ständige Kenntnis über alle Leistungseigenschaften (z.B. ausführende Organisation, Leistungszeitraum) 
verfügt (vgl. JERATH ET AL. (2010), S. 431). Grundsätzlich können das Ignorieren strategischen 
Kundenverhaltens und vereinfachende Modellannahmen die Erlösmaximierung ernsthaft gefährden 
(vgl. BESANKO & WINSTON (1990), S. 563; LIEBERMAN (2004), S. 97). So kann bspw. die Vermutung 
geringerer Preisbereitschaft beim anfragenden Kunden in der Folge die Ausnutzung höherwertiger 
Nachfrage verhindern (vgl. MARTENS (2009), S. 219f.). In einem Literaturüberblick beziffern GÖNSCH 
ET AL. (2013), S. 507 diese Erlösverluste auf 7 bis sogar 50%. 
7.2 Interaktionsprozess und Informationszugang 
Die Beobachtung bzw. Nutzbarmachung anfrage- und kundenbezogener Indikatoren zur Identifikation 
bzw. Klassifikation der Nachfrager hängt von der Struktur des Interaktionsprozesses, d.h. die durch die 
Merkmale des Anwendungsbereiches charakterisierten Buchungsszenarien, und den Möglichkeiten des 
Informationszugangs beim Anbieter ab (vgl. MARTENS (2009), S. 202). Letzterer soll ebenfalls mit 
einbezogen werden, da z.B. eine ggf. existierende Kundenhistorie bei identischer Interaktionsprozess-
struktur ceteris paribus den für die Transaktionssteuerung heranziehbaren Informationsumfang 
entscheidend erhöht (vgl. auch Kapitel 6.3; MOHAUPT & HILBERT (2011), S. 22). Da die Determinanten 
für die Zuordnung der anfragenden Kunden zu einem wertbezogenen Segment anhand der beobachteten 
Indikatoren geschätzt werden müssen, wird das Problemfeld der Problemart der Prognose zugewiesen. 
Abbildung 18, S. 56 zeigt, wie sich dabei die Verfügbarkeit bzw. der Umfang der beobachteten 
Informationen auf das Unsicherheitsausmaß beim Anbieter auswirken. 
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Abbildung 18: Unsicherheitsbehaftetes Problemfeld des Interaktionsprozesses und Informationszugangs 
7.2.1 Entscheidungszeitpunkt 
So ist zum einen ausschlaggebend, wann genau der Anbieter darüber entscheiden muss, wie hoch der 
Angebotspreis ausfallen soll (preisbasierte Steuerung) bzw. welche Angebote dem anfragenden Kunden 
zur Verfügung gestellt werden und ob die Buchungsanfrage letztlich angenommen wird (mengen-
basierte Steuerung; vgl. TALLURI & VAN RYZIN (2004), S. 176f.). So erfolgt bspw. beim katalog-
basierten Vertrieb von Pauschalreisen die Ermittlung der Angebotspreise bereits vor Beginn der 
Buchungsperiode (vgl. Abbildung 18). Um möglichst viele Kunden mit unterschiedlichen Bedürfnissen 
anzusprechen, enthalten Reisekataloge i.d.R. eher allgemein gehaltene Angebotsmerkmale (wie z.B. nur 
grobe Splittung in Haupt‐ bzw. Nebensaison), die für die gesamte Buchungsperiode konstant und für 
den Kunden transparent sind (vgl. MARTENS (2009), S. 205f.). Neben dem längeren Zeitraum zwischen 
Anfragephase (z.B. Bestellung des Katalogs) und Angebotsphase mangelt es an genauen angebots‐ und 
kundenbezogenen Informationen bezüglich der Kundenanfrage. Bei der Schätzung der Determinanten 
des anfragenden Kunden zur Kundenbewertung ist daher mit einer erhöhten Prognoseunsicherheit zu 
rechnen (vgl. BERGER ET AL. (2006), S. 160). Hingegen wird die Angebotsauswahl bzw. der 
Angebotspreis bei internetbasierten Buchungen während des Buchungszeitraums auf eine konkrete 
Kundenanfrage hin bestimmt (vgl. MARTENS (2009), S. 206). Durch die vom Kunden genauer 
spezifizierten Reisedaten (wie z.B. Abflughafen, Reisedauer, ‐ort, Personenzahl, Zusatzleistungen) fällt 
der Granularitäts‐ bzw. Detaillierungsgrad der Informationen demnach feiner aus (vgl. BAUER & 
GÜNZEL (2004), S. 44) und wird folglich die Informationsgenauigkeit zur differenzierten Kunden-
behandlung im Rahmen der Kapazitätssteuerung erhöhen. 
7.2.2 Verbindlichkeit 
Des Weiteren kann das Merkmal der Verbindlichkeit bezüglich der in der Angebotsphase ermittelten 
Verfügbarkeiten bzw. Preise Einfluss auf den Informationsumfang nehmen. Bei der uneingeschränkten 
Verbindlichkeit geht das vom Nachfrager ausgewählte Angebot unverändert in die Buchung ein. So 
wird bei (internetbasierten) Flugbuchungen das vom Anbieter ermittelte und vom Kunden ausgewählte 
Angebot zum zuvor angegebenen Preis gebucht (vgl. MARTENS (2009), S. 206f.). Die nach der 
Angebotsphase verfügbar werdenden Informationen (z.B. demographische, kaufverhaltensrelevante 
Merkmale durch Angabe der Kundennummer bei der Buchung) können nur bei entsprechend 
eingeschränkter Verbindlichkeit Berücksichtigung finden. Im Rahmen von Standby‐Buchungen im 
Flugverkehr oder katalogbasierten Buchungen werden die Angebote vorbehaltlich ihrer Verfügbarkeit 
bzw. mit einem vorläufigen Angebotspreis bekannt gegeben und sind bis zum Abschluss der Buchung 
nicht verbindlich (vgl. PHILLIPS (2005), S. 235, 267). Durch diesen potenziellen Informationszuwachs 
fällt der zur Verfügung stehende Informationsumfang hier höher aus (vgl. Abbildung 18). 
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7.2.3 Kundenidentifikation und Kundenhistorie 
Als letztes sei auf die unterschiedlichen Merkmalsausprägungen des Informationszugangs beim Anbie-
ter hingewiesen. Dies betrifft das Vorhandensein einer Kundenhistorie und den Zeitpunkt der Kunden-
identifikation (vgl. MARTENS (2009), S. 208ff.). Der geringste für die Kapazitätssteuerung nutzbare 
Informationsumfang und damit die höchste Prognoseunsicherheit des Kundenwertes auf Basis der bei 
der Anfrage verfügbaren Indikatoren liegt vor, wenn eine eindeutige Identifikation der Kunden nicht 
möglich ist (vgl. Abbildung 18, S. 56). So können die Kunden beim Kauf von Eintritts- oder Fahrkarten 
oft nicht identifiziert noch können die ggf. neu gewonnenen Indikatoren zu einer Ergänzung der 
Kundenhistorie führen. Ähnlich erschwerend ist es, wenn eine solche Kundenhistorie aufgrund fehlen-
dem, vorherigem Kontakt zwischen Anbieter und Kunde, ausgebliebener Transaktionsaufzeichnungen 
oder fehlender Anreicherung durch externe Quellen erst gar nicht existiert (vgl. MAIN (2005), S. 166). 
Ist diese hingegen vorhanden und zum Zeitpunkt der Anfrage mit dem Kunden verknüpfbar, so kann 
der verfügbare Kundenwert bereits in der Angebotsphase Berücksichtigung finden (vgl. Kapitel 6.5; 
MARTENS (2009), S. 209f.). Identifiziert sich der Kunde jedoch erst bei Abschluss der Buchung (vgl. 
NEULING ET AL. (2004), S. 67), so sind die ggü. der Angebotsermittlung zusätzlich vorhandenen 
Informationen (z.B. Alter, Zahlungsweise, Kundennummer) bei Annahme einer uneingeschränkten 
Verbindlichkeit nicht zeitnah verfügbar gewesen, können aber für eine erneute Bewertung der Anfrage 
herangezogen werden (vgl. MOHAUPT & HILBERT (2011), S. 23). Dies kann dann ggf. zu einer 
Zuordnung des Kunden (Buchung) zu einem anderen Segment (Angebot) oder nachträglichen 
Abweisung von Kunden führen (vgl. PAK (2005), S. 83; MARTENS (2009), S. 227f.). Kann der Kunde 
allerdings erst zur Leistungserstellung (z.B. durch die Kundenkarte eines Vielfliegers beim Check-In) 
identifiziert werden (vgl. NEULING ET AL. (2004), S. 67), ist eine Beeinflussung der bereits abgelaufenen 
Phase der Angebotsbestimmung durch den Kundenwert auf Basis der Kundenhistorie nicht mehr 
möglich. Jedoch kann im Rahmen sequenzieller Kundenbedienung, z.B. im Reparaturgewerbe (vgl. 
MARTENS (2009), S. 208), die Kapazitätsanpassung dergestalt realisiert werden, dass bspw. weitere 
Aufträge des nun eindeutig identifizierten Kunden mit Blick auf die Reihenfolge nachgeordneter 
Transaktionen von anderen Kunden prioritär behandelt werden.  
7.3 Nachfrageprognose 
Neben der Schwierigkeit der Kundenbewertung (vgl. Kapitel 5.1) ergibt sich (auch) für das kunden-
zentrierte Revenue Management das Problem der (unsicheren) Nachfrageprognose (vgl. Abbildung 19). 
 
Abbildung 19: Unsicherheitsbehaftetes Problemfeld der Nachfrageprognose 
58 
Dies betrifft insbesondere die Bestimmung der Gesamtnachfrage nach den einzelnen Leistungen sowie 
die zeitliche Verteilung der eintreffenden Anfragen (vgl. KLEIN & STEINHARDT (2008), S. 15). Anders 
als beim transaktionsorientierten Pendant ist das Prognoseproblem aber auch auf wertbezogene 
Kundensegmente und das Kundenverhalten ausgerichtet (vgl. MARTENS (2009), S. 172; MOHAUPT & 
HILBERT (2011), S. 18). Das Ausmaß der auftretenden Unsicherheiten hängt dabei maßgeblich von den 
in der Modellbildung getroffenen Annahmen (vgl. Kapitel 7.1) als auch von den branchenspezifischen 
Rahmenbedingungen der Prognose ab (vgl. Abbildung 19, S. 57; KLEIN & STEINHARDT (2008), S. 139). 
7.3.1 Prognosegrundlage 
Ein Revenue-Management-System benötigt Prognosen über verschiedenste Größen (vgl. TALLURI & 
VAN RYZIN (2004), S. 407; MARTENS (2009), S. 138ff.). Dabei besitzt die Güte der Vorhersagen einen 
wesentlichen Einfluss auf den Erfolg der Kapazitätssteuerung, auch weil es durch Prognosefehler zu 
einer stark verringerten Ausschöpfung der Erlöspotenziale kommen kann (vgl. WEATHERFORD & 
BELOBABA (2002), S. 819; KLEIN & STEINHARDT (2008), S. 138). Die Prognoseunsicherheit ist dann 
am geringsten, wenn sich die Nachfrage uneingeschränkt beobachten lässt und auf dieser Basis 
(vordergründig aus historischen Transaktions-, Kunden- und Steuerungsdaten) aussagekräftige 
Nachfragemuster ableitbar sind (vgl. Abbildung 19, S. 57; MARTENS (2009), S. 151f.). So lässt sich die 
tatsächliche Höhe der Nachfrage im Rahmen der Annahme- und Einplanungspolitik von Werbeauf-
trägen aufgrund der branchentypischen Vertragsaushandlung meist ohne größere Probleme beobachten 
(vgl. BOLLAPRAGADA ET AL. (2002), S. 47; TALLURI & VAN RYZIN (2004), S. 508; KLEIN & 
STEINHARDT (2008), S. 139). In aller Regel ist aber die Kenntnis über nachfragerelevante Faktoren für 
den Anbieter eingeschränkt (vgl. Abbildung 19, S. 57; ARAMAN & CALDENTEY (2011), S. 5). Dies ist 
vor allem im Rahmen einer holistischen Prognose durch die Vielzahl der Aspekte, die aufgrund der 
Zukunftsbezogenheit allesamt mit Prognoseunsicherheit behaftet sind (vgl. MORGAN & HENRION 
(1992), S. 63), begründet. So sollte u.a. eine Schätzung der Ankunftsraten und Anfragezeitpunkte der 
Kunden, der Stornierungen und No-Shows (als Grundlage der Überbuchung) und die Anzahl von 
Nachfragern, die die Leistung ggf. ohne vorherige Reservierung wahrnehmen möchten (z.B. Walk‐In 
bzw. Go‐Show bei Hotels, Autovermietungen), vorangetrieben werden (vgl. GOSAVI ET AL. (2007), S. 
22; MOHAUPT & HILBERT (2011), S. 18). Allerdings wird dieses Vorgehen durch die erhöhte Komplexi-
tät und weitere unsicherheitsbehaftete Probleme erschwert. So ist der tatsächliche Bedarf der Kunden 
im Hotelgewerbe und Passagierflugverkehr nicht direkt beobachtbar (vgl. RAJOPADHYE ET AL. (2001), 
S. 2; KLEIN & STEINHARDT (2008), S. 139). Durch die Erfassung und Analyse der vom Anbieter 
abgelehnten und von den Kunden zurückgezogenen Anfragen wird daher versucht, die nicht unmittelbar 
beobachtbare, unrestringierte (wahre) Nachfrage, die nicht durch die Kapazitätssteuerung beeinflusst 
wird, zu bestimmen (vgl. sog. Spill und Recapture; TALLURI & VAN RYZIN (2004), S. 411; CLEOPHAS 
ET AL. (2013), S. 7). Dieser unvollständige Informationsstand bei den Beobachtungen äußert sich auch 
in oftmals nicht bekannten Kontextinformationen (z.B. Ticketrückgabe, Umbuchung, Verspätung von 
Zubringerflügen, Verhalten bei Wettbewerbern), die zur einer (unerwarteten) Kundenreaktion geführt 
haben (vgl. Kapitel 7.1.2; MARTENS (2009), S. 147). Handelt es sich wie bei einer Pauschalreise um 
eine vernetzte Leistungserstellung erstrecken sich die zu berücksichtigenden Kundenreaktionen sogar 
über den Einzugsbereich eines einzelnen Unternehmens hinaus (vgl. DESINANO ET AL. (2006), S. 65). 
Zudem können Kunden mehrere, kontextabhängige Profile aufweisen, die dann die Vorhersage der 
Nachfrage aus den entsprechenden Kundensegmenten erschweren. So kann ein Geschäftsreisender in 
der Ferienzeit oder am Wochenende auch die Rolle eines Urlaubsreisenden einnehmen und möchte 
damit einen Flug üblicherweise früh reservieren und ggf. in einer Gruppe reisen (vgl. MOHAUPT & 
HILBERT (2011), S. 17). Eine besonders schlechte Qualität der Prognose ist dann zu erwarten, wenn erst 
gar keine Informationen zur bisherigen Nachfrage vorliegen (vgl. Abbildung 19, S. 57). Die 
Nichtverfügbarkeit der zur Abschätzung der Nachfrageparameter benötigten Informationen lässt das 
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Unsicherheitsausmaß zum Höchstwert ansteigen (vgl. CLEOPHAS ET AL. (2013), S. 5). Neben 
vermeidbaren Kommunikationsfehlern wie Datenverlust und fehlendes Sichern der Buchungsdaten (vgl. 
BECHER (2008), S. 43) sind hier vor allem fehlende Erfahrungswerte bei der Einführung neuer Angebote 
(z.B. neue Flugrouten) und deren Bewertung durch die Kunden (z.B. neue Sendungen in der 
Werbeindustrie) anzuführen (vgl. Kapitel 6.2; TALLURI & VAN RYZIN (2004), S. 412). 
7.3.2 Nachfrageschwankungen 
Schwankungen in der Nachfrage werden zugleich als Anwendungsvoraussetzung des Revenue Manage-
ments und als eine der größten Herausforderungen in der Prognose angesehen (vgl. BECHER (2008), S. 
11; KLEIN & STEINHARDT (2008), S. 138). Grundsätzlich ergeben sich nach RAESIDE & WINDLE (2005), 
S. 46 zwei Möglichkeiten, dieser Problemstellung entgegenzutreten: entweder unternehme man eine 
bestmögliche Schätzung der Nachfrage und bediene sich Managementstrategien, um die unvermeidbare 
Unsicherheit zu bewältigen oder verbessere andererseits die Schätzung durch bessere Prognose-
verfahren. Das Kontinuum zur Erklärung der Nachfrageschwankungen reicht in der Literatur dabei von 
grundsätzlich zufällig bis hin zu einer differenzierten Zerlegung in spezifische Nachfragekomponenten 
(vgl. TALLURI & VAN RYZIN (2004), S. 33f.; NG (2008), S. 118). So habe die Nachfrage laut NG (2008), 
S. 105 zunächst einen deterministischen Bestandteil, der durch identifizierte Abhängigkeiten zwischen 
der Preisgestaltung durch den Anbieter und dem Verhalten der Kunden (z.B. Wahl des Vertriebskanals) 
bestimmt ist. Zudem existiere auch ein stochastischer (zufälliger) Aspekt der Nachfrage, da der Anbieter 
nicht zuverlässig vorhersagen kann, wann welche Anfragen während der Buchungsperiode eintreffen 
werden. Damit sind die prognostizierten Werte vage und stets mit einem Unsicherheitsfaktor belegt (vgl. 
BAUER & GÜNZEL (2004), S. 44). Schließlich gebe es noch einen dritten wahrscheinlichkeitstheore-
tischen Nachfrageaspekt an, bei dem sich Kunden zu einem bestimmten Zeitpunkt zwar für das Angebot 
des Anbieters interessieren, aber (unvorhersehbar) darüber entscheiden, ob sie tatsächlich kaufen, nicht 
kaufen oder wegen verschiedener Wahrnehmungsfaktoren noch länger abwarten werden. In der verbrei-
teten Zeitreihenprognose wird die Nachfrage hingegen in eine Trendkomponente (zusammen mit einem 
konstanten Niveau), eine Saison- und eine nicht erklärbare Restkomponente zerlegt (vgl. TALLURI & 
VAN RYZIN (2004), S. 434). Letztere bezeichnet das statistische Rauschen und kann nie vollumfänglich 
vorhergesagt werden (vgl. CLEOPHAS ET AL. (2013), S. 6). Der Anbieter kann daher nur durch Flexibili-
tät in der Leistungsbeschreibung und Kapazitätsverwendung versuchen, diesem residualen Risiko entge-
genzuwirken (vgl. Kapitel 6.1 und 6.2). Die Prognose einer nicht-deterministischen Nachfrage kann 
daher grundsätzlich nicht vollständig fehlerfrei sein. Dieser inhärente Prognosefehler bestimmt demnach 
das minimale Unsicherheitsausmaß (vgl. Abbildung 19, S. 57). Zusätzlich können saisonale Effekte 
erschwerend auf die Nachfrageprognose wirken (vgl. TALLURI & VAN RYZIN (2004), S. 13). Während 
sich diese im Lebensmittelhandel aufgrund der regelmäßigen Kauffrequenz meist nur auf saisonale 
Produkte und Feiertage bezieht (vgl. Abbildung 19, S. 57; ebd., S. 537), sehen sich Händler von Beklei-
dung, Sportartikeln und Hightech-Produkten starken saisonalen Schwankungen gegenüber (vgl. BITRAN 
& MONDSCHEIN (1997), S. 64f.). Auch der Energiebedarf der Kunden von Versorgungsanbietern weist 
eine hohe Variabilität in Bezug auf Tageszeit, Wochentag und Außentemperatur auf (vgl. TALLURI & 
VAN RYZIN (2004), S. 552). Einen besonders hohen Einfluss haben saisonale Effekte zudem bei Reise- 
und Tourismusunternehmen (vgl. Abbildung 19, S. 57; HODEL (2011), S. 61f.). So können u.a. Wochen-
tag, Ferienzeiten und Wetterbedingungen einen maßgeblichen Einfluss auf die Auslastung bei Hotels, 
Restaurants und Passagierflügen haben (vgl. TALLURI & VAN RYZIN (2004), S. 14). Des Weiteren beein-
flussen auch die Substitutangebote und die Reaktivität des Wettbewerbs in Form von Preis- und Verfüg-
barkeitsanpassungen sowohl den Umfang der Nachfrage beim Anbieter als auch das Wahlverhalten der 
Kunden (vgl. Kapitel 7.1 und 7.4.2; MARTENS (2009), S. 60). Eine besondere Schwierigkeit im Rahmen 
der Nachfrageprognose kann sich durch unregelmäßig auftretende Einflüsse ergeben (vgl. Abbildung 
19, S. 57). Hier lassen sich saisonale Umfeldbedingungen, wie z.B. Nebelfelder als Ursache für das 
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Auftreten von No-Shows bei Anschlussflügen, Streiks bei einem Konkurrenten und Veranstaltungen in 
der näheren Umgebung von Hotels anführen (vgl. NEULING ET AL. (2004), S. 65; PAK (2005), S. 81; 
KLEIN & STEINHARDT (2008), S. 28f.; MARTENS (2009), S. 149). Sie können die Integration von subjek-
tiver Beurteilung in den Prognoseprozess bedingen und eine vollkommene Automatisierung verhindern 
(vgl. MORGAN & HENRION (1992), S. 57; RAJOPADHYE ET AL. (2001), S. 9). Auch wenn die Einführung 
von Expertenwissen (als zusätzliche Informationsquelle) und das manuelle Eingreifen der Analysten die 
Prognosequalität erhöhen könne (vgl. SCHWARTZ & COHEN (2004), S. 86f.; MUKHOPADHYAY ET AL. 
(2007), S. 321ff.), so müsse durch den subjektiven Ermessensspielraum dennoch Zweifel an der 
Zuverlässigkeit und Genauigkeit der Aussagen bestehen (vgl. BAUER & GÜNZEL (2004), S. 44). 
7.3.3 Art der Prognosedurchführung 
Je nach (branchenabhängiger) Nachfragecharakteristik und den Möglichkeiten zu deren Beobachtung 
und Ableitung von Zusammenhängen und Mustern (vgl. auch Kapitel 7.3.1) kann sich die Art der 
Prognosedurchführung unterscheiden. Handelt es sich in der Anbieter-Kunde-Interaktion tatsächlich um 
eine deterministische Nachfrage (vgl. Abbildung 19, S. 57), so kann die Vorhersage auf ein Minimum 
(z.B. für etwaige Änderungen im Leistungsprogramm) beschränkt werden. Dies ist bspw. in Branchen 
anzutreffen, in denen die angebotenen Dienstleistungen (noch) Wesenszüge einer Zwangsnachfrage 
aufweisen, z.B. öffentliche Müllbeseitigung und Energieversorger (vgl. LINDENMEIER & TSCHEULIN 
(2007), S. 278). Auch in der Werbeindustrie ist aufgrund der branchentypischen Vertragsaushandlung 
oftmals der gesamte Umfang an Werbeaufträgen vor der Einplanung in das Sendeprogramm bekannt 
(vgl. KLEIN & STEINHARDT (2008), S. 139). In aller Regel kann jedoch die Nachfrage nicht sicher 
hervorgesagt werden. Dann entscheidet die Frequenz der Prognose über Aktualität und Güte der 
Eingangsinformationen in die anschließende Optimierung (vgl. MARTENS (2009), S. 155). Während 
statische Ansätze typischerweise auf einer Nachfrageprognose zu Beginn der Buchungsperiode 
basieren, berücksichtigen dynamische Ansätze die tatsächliche Nachfrage und passen die Kapazitäts-
steuerung während der Buchungsperiode entsprechend an (vgl. Kapitel 6.4; PAK & PIERSMA (2002), S. 
482). Dieses Adaptieren, d.h. die kontinuierliche Anpassung der Prognosen, erlaubt die Reaktion auf 
neue Informationen und wirkt damit der Optimierung auf einer ggf. veralteten Entscheidungsgrundlage 
entgegen (vgl. ADAM (1996), S. 220; MARTENS (2009), S. 99; CLEOPHAS ET AL. (2013), S. 8). Durch 
die regelmäßige Anpassung an den aktuellen Buchungsverlauf kann das Risiko der Obsoleszenz ver-
ringert werden (vgl. Abbildung 19, S. 57). In Abhängigkeit des Automatisierungsgrades und der Markt-
dynamik können dabei ereignisgetriebene Anpassungen (durch das Schließen von Buchungsklassen 
oder Kapazitätsänderungen), manuelle Adaptionen (aufgrund von Wettbewerberaktivitäten oder 
Preisänderungen) und periodische Anpassungen unterschieden werden (vgl. PHILLIPS (2005), S. 135f.; 
MARTENS (2009), S. 225). Während also die automatisierte Anpassung einerseits an einer ständigen 
Überwachung von möglichen Abweichungen zwischen erwarteter und tatsächlicher Nachfrage zur 
Eingrenzung der resultierenden Unsicherheit aus Prognosefehlern interessiert ist (vgl. CLEOPHAS ET AL. 
(2013), S. 8), kann diese andererseits auch zu festen Zeitpunkten erfolgen. Branchenabhängig sind dabei 
zu Beginn der Buchungsperiode mit geringer Nachfrage oftmals noch mehrere Tage als Abschnittslänge 
ausreichend, während sich die Intervalllänge in Spitzenzeiten auf nur wenige Minuten verkürzen kann 
(vgl. TALLURI & VAN RYZIN (2004), S. 58). So findet die periodische Adaption im Hotelgewerbe oftmals 
täglich bzw. etwa alle 15 Buchungen, im Passagierflugverkehr dagegen bei mehr als 60 Tagen vor 
Abflug alle 2 Wochen und dann täglich statt (vgl. MARTENS (2009), S. 226f.). Auch können geänderte 
Stornierungs- und No-Show-Wahrscheinlichkeiten aufgrund zusätzlich verfügbar gewordener Informa-
tionen im Interaktionsprozess eine Neuberechnung der Überbuchungsraten anstoßen. Grundsätzlich ist 
nach der Anpassung der Prognose eine erneute Optimierung sinnvoll, allerdings kann die resultierende 
Berechnungskomplexität dem entgegenstehen (vgl. Kapitel 6.4). Nicht selten wird die Nachfrage aber 
in der Praxis auch (stark) vereinfachend als deterministisch angenommen und mit der durchschnittlichen 
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Nachfrage gleichgesetzt (vgl. Abbildung 19, S. 57; DEMIGUEL & MISHRA (2008), S. 1). Aufgrund feh-
lender Realitätsnähe sind aber hier deutliche Erlösverschlechterungen hinzunehmen (vgl. ebd., S. 21). 
7.3.4 Prognosehorizont 
Die Prognoseunsicherheit bei den für die Nachfrageschätzung benötigten Informationen hängt 
vornehmlich von der Länge des Prognosehorizonts ab (vgl. BECHER (2008), S. 5). So ist die Nachfrage-
prognose in Restaurants oftmals nur sehr rudimentär ausgeprägt und durch einen sehr kurzen Betrach-
tungszeitraum charakterisiert (vgl. Abbildung 19, S. 57; MOLOSE (2012), S. 56), bei dem lediglich die 
aktuelle Tagesauslastung (häufig auch nur auf Basis unangemeldet eintreffender Gäste) geschätzt wird 
(vgl. MCGUIRE & KIMES (2006), S. 122). Auch bei Anbietern von Cloud-Diensten ist der Vorhersage-
zeitraum für die eintreffenden Anfragen aufgrund der sich schnell ändernden Kundenanforderungen in 
diesem sehr agilen Geschäftsumfeld vergleichsweise kurz (vgl. ANANDASIVAM & WEINHARDT (2010), 
S. 4). Hingegen müssen Fluggesellschaften und Hotels sehr lange Prognosezeiträume von bis zu einem 
Jahr abdecken (vgl. TALLURI & VAN RYZIN (2004), S. 415). Während allerdings die Nachfrageschätzung 
für jeden Flug nach dem Abheben endet und damit einen festgelegten Entscheidungszeitraum hat (vgl. 
Abbildung 19, S. 57), sehen sich Hotels aufgrund ggf. überlappender Hotelübernachtungen von unter-
schiedlichen Kunden mit verschiedensten gewünschten Leistungszeiträumen einem fortwährend 
rollierendem Prognosehorizont gegenüber (vgl. auch Netzwerkeffekte in Kapitel 6.4; PAK (2005), S. 47; 
MARTENS (2009), S. 49). Ähnlich verhält es sich im Produktionsbereich (vgl. HINTSCHES ET AL. (2010), 
S. 177). Durch die erhöhten Anforderungen einer fortlaufenden Nachfrageprognose zeichnen sich auch 
die Optimierungsmodelle durch eine gesteigerte Berechnungskomplexität aus (vgl. ebd., S. 184f.). Es 
sei abschließend noch darauf hingewiesen, dass sich die Vorhersage der Nachfrage in diesem Kapitel 
auf die tatsächlich eintreffenden Kundenanfragen bezieht. Die noch längerfristigen Zeiträume im Rah-
men der Kundenwertorientierung zur Bewertung der Nachfrager und zur Analyse der langfristigen Ef-
fekte der Anbieterentscheidungen auf das Kundenverhalten sind in den Kapiteln 5.1 und 7.4 beleuchtet. 
7.4 Wirkung der Kapazitätssteuerungsmaßnahmen des Anbieters 
In diesem Kapitel soll das Unsicherheitsausmaß im Zusammenhang mit den Wirkungen der 
Kapazitätssteuerungsmaßnahmen des Anbieters näher beleuchtet werden (vgl. Abbildung 20). 
 
Abbildung 20: Unsicherheitsbehaftetes Problemfeld der Wirkung der Kapazitätssteuerungsmaßnahmen des Anbieters 
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Für eine holistische Abbildung des (zukünftigen) Kundenverhaltens sollten grundsätzlich auch endo-
gene (also beeinflussbare) Faktoren berücksichtigt werden (vgl. MOHAUPT & HILBERT (2011), S. 17). 
Erschwerend wirkt hierbei eine Marktunsicherheit, die durch das Verhalten der Marktteilnehmer – also 
auch durch die (Re)-Aktionen des Anbieters selbst – determiniert wird (vgl. EISEND (2003), S. 27f.). 
Das Verhalten der Kunden aber auch Wettbewerber wird demnach auch direkt durch die Kapazitäts-
steuerungsmaßnahmen des Anbieters, d.h. Preisgestaltung und Angebotsverfügbarkeit, beeinflusst (vgl. 
KOLB (2012), S. 559). Der Kundenwert wird daher nicht als vollständig exogene, nur dem Kunden 
zugeordnete und vom Anbieter unabhängige Größe verstanden (vgl. MARTENS (2009), S. 35). 
Nachfolgend werden daher die Wirkungen der Steuerungsentscheidungen durch den Anbieter auch auf 
die Kundenwertigkeit genauer analysiert. Das Ausmaß der damit in Zusammenhang stehenden 
Unsicherheiten hängt dabei maßgeblich von den spezifischen, im Rahmen der Modellbildung 
getroffenen Ausprägungen als auch von den branchenspezifischen Rahmenbedingungen ab (vgl. 
Abbildung 20, S. 61). Es soll daher eine Zuordnung als Repräsentationsproblem erfolgen. 
7.4.1 Loyalitätswirkung der Steuerungsentscheidung 
Im Rahmen der Transaktionssteuerung entscheidet der Anbieter über die Verfügbarkeit einzelner Ange-
bote zu einer Anfrage bzw. über deren Annahme (mengenbasierter Ansatz) oder bestimmt den Preis für 
das angefragte Angebot (preisbasierter Ansatz; vgl. MARTENS (2009), S. 204f.). Diese Steuerungs-
entscheidungen des Anbieters können dabei unterschiedliche Reaktionen beim Kunden hervorrufen. So 
sind bspw. bei Nichtverfügbarkeit des präferierten Angebots vielfältige Kundenreaktionen, wie Anfrage 
eines höherwertigen Angebots oder Substitutleistung des Anbieters, Wechsel zum Wettbewerber oder 
Verzicht, denkbar (vgl. MOHAUPT & HILBERT (2011), S. 17). Es können sich aber auch langfristige 
Veränderungen im Kundenverhalten ergeben, die in der Loyalitätswirkung der Steuerungsentscheidung 
begründet sind. Die (Un)-Zufriedenheit des Kunden (als Antezedenz der Loyalität) übt hier einen direk-
ten Einfluss aus (vgl. HIPPNER (2006), S. 31). So kann die Annahme der Buchungsanfrage bzw. das 
Anbieten einer Buchungsklasse zu dem vom Kunden präferierten Preis einen positiven Einfluss auf die 
Kundenloyalität haben (vgl. MARTENS (2009), S. 57). In der Folge kann sich eine erhöhte Kauffrequenz 
oder Nachfrage nach höherwertigen Angeboten beim Kunden ergeben (vgl. KOLB (2012), S. 560). 
Andererseits ist durch die Ablehnung der Anfrage bzw. das Angebot einer Buchungsklasse zu einem 
höheren als dem vom Kunden präferierten Preis eine Gefährdung der Loyalität nicht ausgeschlossen 
(vgl. WIRTZ ET AL. (2003), S. 218f.; LINDENMEIER (2005), S. 140ff.; MARTENS (2009), S. 58). Diese 
Loyalitätsveränderungen werden sich dann auf den zukünftigen Umfang der Transaktionen und das 
Cross Selling niederschlagen und demnach eine Änderung des Kundenwerts bewirken (vgl. GUPTA ET 
AL. (2006), S. 146). Die Loyalitätswirkung ist dabei u.a. vom Anwendungsbereich abhängig (vgl. 
MARTENS (2009), S. 58). Je intensiver die Geschäftsbeziehung, d.h. abnehmende Anzahl der Anbieter, 
mit denen der Kunde gleichzeitig eine Beziehung pflegt, desto größer ist die zu erwartende Loyalitäts-
veränderung infolge der Steuerungsentscheidung (vgl. Abbildung 20, S. 61). Insbesondere in Anwen-
dungsfeldern wie dem Geschäftskundenbereich (z.B. beim Bezug von IT-Diensten; vgl. DUBE ET AL. 
(2005), S. 25ff.), in denen die angefragten Angebote des Anbieters kritisch für den Geschäftsbetrieb des 
Kunden und eigene Leistungen sind, wird deren nahezu ständige Verfügbarkeit vom Kunden erwartet. 
Jedoch mündet der Ausverkauf der Kapazität als auch die Ablehnung der Buchungsanfrage für den 
Nachfrager in faktischer Verwehrung der Leistungsinanspruchnahme, wobei letzteres bei gegenteiliger 
Entscheidung durch den Anbieter (d.h. Annahme der Anfrage) vermeidbar ist. Aus Sicht des Anbieters 
erhöht allerdings eine entsprechende Berücksichtigung der zu erwartenden Loyalitätsveränderungen die 
Komplexität des Optimierungsmodells und wirft aufgrund der Prognoseunsicherheit Fragen zu deren 
genauen Quantifizierung auf (vgl. BUHL ET AL. (2011), S. 197). RUDOLF‐SIPÖTZ (2001), S. 47 zufolge 
müssten dafür streng genommen Kundenreaktionsfunktionen in das Prognosemodell integriert werden, 
sie stuft aber eine konkrete Ursache‐Wirkungs‐Analyse oftmals als nicht realisierbar ein. Durch 
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Beobachtungen der Entwicklung des Kundenverhaltens infolge unterschiedlicher Steuerungsentschei-
dungen bei ausgewählten und ggf. auch befragten Kunden können zwar erste Zusammenhänge identifi-
ziert werden, allerdings kann die Übertragung auf den gesamten Kundenstamm, d.h. die Anreicherung 
individueller mit aggregierten Informationen, mit einer gewissen Unschärfe einhergehen (vgl. Kapitel 
6.3.2). Werden hingegen die Loyalitätswirkungen als stark vereinfacht angenommen (vgl. MARTENS 
(2009), S. 246) oder gar als irrelevant erachtet, ist durch die unzureichende bzw. fehlende Modell-
berücksichtigung von einer unvollständigen Abbildung und in der Folge von einer ungenügenden 
Informationsbasis im Rahmen der Festlegung der Steuerungsentscheidung auszugehen. Von besonderer 
Tragweite – da durch fehlende Berücksichtigung unerwartet – ist es, wenn durch die (wiederholte) 
Ablehnung der Anfrage des Kunden sogar dessen Abwanderung droht und damit zum Verlust des 
gesamten Kundenwerts führen kann (vgl. Abbildung 20, S. 61). Andererseits ist das Unsicher-
heitsausmaß am geringsten, falls die Kundenloyalität unabhängig von den aufgezeigten Kapazitäts-
steuerungsmaßnahmen des Anbieters ist (vgl. Abbildung 20, S. 61). So kann der letztendliche Einfluss 
auf die Kundenbindung (trotz möglicher Unzufriedenheit des Kunden) bspw. aufgrund vertraglicher 
Vereinbarungen (vgl. MARTENS (2009), S. 57) verschwindend gering ausfallen. 
In der Summe entscheiden die vom Anbieter sukzessiv getroffenen Annahmen und Ablehnungen der 
Anfragen (neben möglichen Stornierungen seitens der Kunden) schließlich über die Auslastung der 
Kapazitätsressourcen. Diese wird i.d.R. am sog. Ladefaktor, d.h. dem Verhältnis von verkauften zu 
verfügbaren Kapazitätseinheiten, gemessen (vgl. TALLURI & VAN RYZIN (2004), S. 612; MARTENS 
(2009), S. 11). Dabei kann die Auslastung sowohl einen positiven als auch negativen Einfluss auf die 
Dienstleistungsqualität und wahrgenommenen Kundennutzen haben, der als Einflussfaktor auf die 
Kundenloyalität und den Kundenwert gilt (vgl. WIRTZ ET AL. (2003), S. 220; MARTENS (2009), S. 73). 
Je nach Anwendungsbereich kann der vom Anbieter gewählte Grad der Kapazitätsauslastung damit 
einen verstärkenden oder verringernden Einfluss auf die unsicheren Kundenreaktionen ausüben (vgl. 
Abbildung 20, S. 61). So wird das Kundenerlebnis im Veranstaltungs- und Casinobereich erst durch die 
Anwesenheit anderer Kunden erhöht (vgl. MARMORSTEIN ET AL. (2003), S. 166; MARTENS (2009), S. 
70). Andererseits kann die Dienstleistungsqualität durch eine zu geringe Auslastung (z. B. durch fehlen-
de Atmosphäre) oder zu hohe Auslastung (z. B. durch wahrgenommene Enge im Transport- oder Hotel-
wesen) geschmälert werden (vgl. NG ET AL. (1999), S. 213; MARTENS (2009), S. 50). Die Problematik 
einer zu hohen Auslastung ist damit auch dem Steuerungsinstrument der Überbuchung, die an einer 
Vermeidung ungenutzter Kapazitäten und damit möglichst hoher Auslastung interessiert ist, inhärent. 
Eine weitergehende Beleuchtung mit Unsicherheitsbezug wird hierzu in Kapitel 7.4.4 vollzogen. 
7.4.2 Reaktivität des Wettbewerbs 
Die Kapazitätssteuerungsmaßnahmen des Anbieters können nicht nur Reaktionen bei den Kunden 
sondern auch bei den Wettbewerbern, wie z.B. kurzfristige Preis- oder Verfügbarkeitsanpassungen, 
hervorrufen (vgl. VAN RYZIN (2005), S. 209; MARTENS (2009), S. 60). Die Berücksichtigung dieser 
Reaktivität des Wettbewerbs wird zu einem starken Komplexitätsanstieg des Optimierungsmodells 
führen (vgl. auch Kapitel 6.4). Da bspw. eine große Fluggesellschaft täglich mehrere tausend Flüge mit 
verschiedenen Buchungsklassen zwischen hunderten von Zielen anbietet (vgl. TALLURI & VAN RYZIN 
(2004), S. 5), kann die regelmäßige Überwachung und Integration der entsprechenden Preise der 
Konkurrenten schnell an die Grenzen des Revenue-Management-Systems stoßen (vgl. KLEIN & 
STEINHARDT (2008), S. 58). Zusätzlich erschwerend wirkt die Prognoseunsicherheit bei der Vorhersage 
möglicher Wettbewerberreaktionen infolge der Anbieterentscheidungen. Grundsätzlich entscheiden das 
Marktumfeld und die Dynamik über das Ausmaß der Reaktivität des Wettbewerbs. Die Unsicherheits-
problematik in der Abbildung und Vorhersage des Wettbewerbsverhaltens entfällt, wenn bspw. auf 
bestimmten Flugstrecken gar kein Wettbewerb existiert und es demnach nicht zur Abwanderung 
(Zuwanderung) von Nachfragern zu (von) Wettbewerbern kommen kann (vgl. Abbildung 20, S. 61; 
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ebd., S. 85). Gleichzeitig ist auch die Revenue-Management-Praxis der Konkurrenten relevant, weil sie 
entscheidend ist für die Reaktionsfähigkeit des Wettbewerbs (vgl. HODEL (2011), S. 84). Von einem 
geringen Unsicherheitsausmaß ist daher auszugehen, wenn diese nicht über ein eigenes System zur 
Kapazitätssteuerung verfügen (vgl. BELOBABA & WILSON (1997), S. 7) oder sich nur selten bzw. nur 
saisonal und unregelmäßig an den Handlungen des Anbieters orientieren (vgl. MARTENS (2009), S. 60). 
Die Unsicherheitsproblematik aufgrund potentiell zu erwartender Wettbewerbsreaktionen erhöht sich 
mit zunehmender Standardisierung und Austauschbarkeit der Leistungen des Anbieters (vgl. auch 
Kapitel 6.2) und wenn dessen Preisänderungen durch die Konkurrenten leicht zu beobachten sind, wie 
z.B. durch öffentlich zugängliche Preislisten oder Vergleichsportale im Internet (vgl. Abbildung 20, S. 
61; MARMORSTEIN ET AL. (2003), S. 163). Da die Preise im Geschäftskundenbereich vermehrt erst auf 
konkrete Kundenanfrage mitgeteilt werden, tritt dieser Umstand daher eher im Privatkundenbereich auf, 
wie z.B. bei Fluggesellschaften mit hoher Wettbewerbsintensität und im Einzelhandel (vgl. TALLURI & 
VAN RYZIN (2004), S. 5; NETESSINE & SHUMSKY (2005), S. 814; KLEIN & STEINHARDT (2008), S. 24). 
Zusammenfassend ist es für den Erfolg des Revenue-Management-Systems daher unerlässlich, schnell 
und flexibel auf die mitunter selbst verursachten Reaktionen des Wettbewerbs zu reagieren bzw. diese 
bereits in der Optimierung antizipiert zu haben (vgl. HODEL (2011), S. 76). Dennoch wird dieses 
Zusammenspiel der Marktteilnehmer aufgrund der Komplexität nur selten einbezogen und als relevant 
erachtet (vgl. MARTENS (2009), S. 142). Durch diese Vereinfachung ist das Feld möglicher Reaktionen 
in der Folge nicht vollständig abgebildet und kann in einer mangelhaften Ausschöpfung des 
Erlöspotenzials durch den Anbieter münden (vgl. NETESSINE & SHUMSKY (2005), S. 827f.). 
7.4.3 Nichtinanspruchnahme der Leistung durch Kunden 
Auch wenn der Anbieter durch die Reservierbarkeit von Leistungen eine Erleichterung bei der Planung 
der Integration des Kunden (als externen Faktor) erfährt, erlaubt diese den Nachfragern prinzipiell, ihre 
Reservierung bis zum Zeitpunkt der Leistungserstellung zurückzunehmen (Stornierung) oder gar nicht 
zu nutzen (No-Show; vgl. KLEIN & STEINHARDT (2008), S. 149f.; MARTENS (2009), S. 14). Auch eine 
Verkürzung der ursprünglich reservierten Nutzungsdauer (wie z.B. vorgezogene Hotelabreise oder 
Mietwagenrückgabe) kann als Stornierung (eines Teils) der Reservierung angesehen werden (vgl. 
PHILLIPS (2005), S. 210; MARTENS (2009), S. 14). Dieses Risiko der Nichtinanspruchnahme der Leis-
tungen kann sich durch mögliche Rückerstattungen des Kaufpreises an die Kunden in (vollständigen) 
Erlösausfällen für den Anbieter aber auch in entgangenen potenziellen Erlösen (als Opportunitätskosten) 
für die ungenutzten Kapazitätseinheiten äußern (vgl. TALLURI & VAN RYZIN (2004), S. 130f.; KLEIN & 
STEINHARDT (2008), S. 150). Zusätzlich müssen eventuell Anfragen während des Buchungszeitraumes 
(unnötig) abgelehnt werden (sog. Spill), für die zum Zeitpunkt der Leistungserstellung aufgrund von 
Stornierungen und No‐Shows noch ausreichend Kapazität verfügbar gewesen wäre. Diese beiden 
Formen der Kundenabsage haben in vielen Anwendungsbereichen eine große Relevanz. So können im 
Passagierflugverkehr ca. 50 % aller Buchungen in einer Nichtinanspruchnahme des Fluges resultieren 
(vgl. TALLURI & VAN RYZIN (2004), S. 129). In der Folge könnten ca. 15% der Flugsitze ohne entspre-
chende Gegenmaßnahmen der Fluggesellschaft ungenutzt bleiben. Aber auch bei Geschäftshotels (mit 
bis zu 20% No-Shows), im Mietwagenverleih und bei Restaurants haben die Kundenabsagen eine große 
Bedeutung (vgl. TALLURI & VAN RYZIN (2004), S. 529; MARTENS (2009), S. 17; KIMES (2011), S. 246). 
Deren Vorhersage unterliegt allerdings großer Prognoseunsicherheit. In Bezug auf die noch zu 
erwartenden Buchungen werden daher u.a. Zeitreihenanalysen auf Basis historischer Transaktionen 
angewendet, allerdings können die Stornierungsraten dabei erschwerend auch Schwankungen in Abhän-
gigkeit vom Zeitpunkt in der Buchungsperiode unterliegen (vgl. MARTENS (2009), S. 169). Für die 
bereits vorgenommenen Buchungen wird durch das Heranziehen von vorhandenen Merkmalen der 
Buchung und Kontextinformationen (wie z.B. Ticket-Status, Vertriebskanal, Sitzplatzreservierung, 
spezielle Essenswünsche, Vielfliegerstatus) sogar auf kundenindividueller Ebene eine Schätzung 
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vorangetrieben (vgl. KLEIN & STEINHARDT (2008), S. 168f.). Die regelmäßige Anpassung der 
Stornierungs- und No-Show-Raten wirkt sich dann auch komplexitätssteigernd aus, weil die wiederholte 
Prognose üblicherweise eine erneute Durchführung der Optimierung erfordert (vgl. Kapitel 6.4; 
MARTENS (2009), S. 226f.). Ein besonders hohes Unsicherheitsausmaß liegt demzufolge dann vor, wenn 
die Kunden häufig von der Rücknahme der Reservierung bzw. dem Leistungsverzicht Gebrauch machen 
und die Ursachen dafür außerhalb des Einflussbereichs des Anbieters liegen (vgl. Abbildung 20, S. 61). 
So können bspw. eine hohe Auslastung der Abfertigungskapazität im Flughafen und Verspätungen bei 
Anschlussflügen durch schlechtes Wetter (erzwungene) No-Shows verursachen (vgl. NEULING ET AL. 
(2004), S. 65; KLEIN & STEINHARDT (2008), S. 155; MARTENS (2009), S. 65). Aber auch die Markt-
region (z.B. Asien) und die Anzahl der gebuchten Leistungseinheiten (aufgrund des Gruppenerleb-
nisses) können eine vom Anbieter nicht beeinflussbare Wirkung auf erhöhte No-Show-Raten haben (vgl. 
TALLURI & VAN RYZIN (2004), S. 529; MARTENS (2009), S. 170). Trotz ihrer Bedeutung werden 
Stornierungen und No-Shows bei der Entwicklung von Optimierungsmethoden oftmals nicht berück-
sichtigt bzw. als irrelevant für die Modellierung erachtet (vgl. PAK (2005), S. 18; KLEIN & STEINHARDT 
(2008), S. 85). Auch die vereinfachte Annahme, dass No-Shows unabhängig voneinander seien, kann 
zu Verzerrungen führen. So werden sich die Angehörigen einer Gruppe z.B. im Falle einer Verhinderung 
eines Mitglieds oftmals gemeinsam für oder gegen den Leistungskonsum entscheiden (vgl. PHILLIPS 
(2005), S. 221). Kann der Anbieter jedoch Einfluss auf die Kundenabsagen nehmen, so wird sich das 
Unsicherheitsausmaß verringern (vgl. Abbildung 20, S. 61). So können diese durch die Absicherung der 
Reservierungen mithilfe von Kreditkartengarantien im Hotelbereich, die Einschränkung der Flexibilität 
im Leistungsbezug (z.B. geringerer Frequenz von alternativen Flügen beim Anbieter) und entsprechende 
Stornierungsgebühren gesenkt werden (vgl. TALLURI & VAN RYZIN (2004), S. 529; MARTENS (2009), 
S. 170). Andererseits kann die Stornierungswahrscheinlichkeit der Kunden auch direkt mit der jeweili-
gen Kapazitätszuweisung des Anbieters (als endogener Faktor auf das Kundenverhalten; vgl. SHEN & 
SU (2007), S. 714) zusammenhängen. So kann das Missachten der Kundenpräferenzen (z.B. Uhrzeit, 
Wochentag) bei der Allokation von Werbeaufträgen zu den verschiedenen Werbeblöcken in der TV-
Werbeindustrie in einem veränderten Stornierungsverhalten münden (vgl. MARTIN (2004), S. 3). 
Hingegen wird das Ausmaß an Unsicherheit bezüglich der unsicheren Kundenreaktion am geringsten 
ausfallen, wenn diese vertraglich ausgeschlossen ist (z.B. nicht stornierbare Veranstaltungstickets) bzw. 
nicht praktiziert wird (vgl. Abbildung 20, S. 61; MARTENS (2009), S. 17). Dies ist bspw. auch der Fall, 
wenn Buchung und Konsum der Leistung zeitlich zusammenfallen und eine vorherige Reservierung 
entbehrlich machen (vgl. ebd., S. 207f.). Dies ist vor allem im Passagierflugverkehr (Go-Shows), im 
Hotelbereich (Walk-Ins) aber auch im öffentlichen Personennahverkehr anzutreffen (vgl. TALLURI & 
VAN RYZIN (2004), S. 499f.; KLEIN & STEINHARDT (2008), S. 32). Durch diese plötzlich auftauchenden 
Kunden kann auch das Risiko ungenutzter Kapazität aufgrund unerwarteter Stornierungen und No-
Shows entgegengewirkt werden (vgl. PHILLIPS (2005), S. 232). Grundsätzlich ist dabei die No-Show-
Situation für den Anbieter (auch bei seltener Praktizierung durch die Kunden) mit höherer Unsicherheit 
verbunden (vgl. Abbildung 20, S. 61), da kurz vor Leistungserstellung kaum noch Reaktionsmöglich-
keiten für den Anbieter bestehen. Hingegen können die negativen, erlösrelevanten Auswirkungen 
eingehender Stornierungen während der Buchungsperiode noch durch die (erneute) Vergabe dieser 
wieder verfügbar gewordenen Ressourcen ausgeglichen werden. 
7.4.4 Folgen der Leistungsverwehrung (insbesondere im Rahmen der Überbuchung) 
Im Rahmen der Kapazitätssteuerung kann es auch zur Leistungsverwehrung durch den Anbieter 
kommen. Neben der Anfragenablehnung tritt dies insbesondere bei der Überbuchung auf. Dabei werden 
mit der Zielstellung der Vermeidung ungenutzter Kapazitäten mehr Reservierungen angenommen, als 
tatsächlich bedient werden können – unter der Annahme, dass ein Teil dieser Reservierungen aufgrund 
von Stornierungen und No-Shows nicht in Anspruch genommen wird (vgl. MARTENS (2009), S. 14). So 
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muss laut Aussagen der Lufthansa AG nur jedem tausendsten Passagier der Flug verwehrt werden (sog. 
Denied Boarding), dafür können aber 20 zusätzliche Gäste befördert werden (vgl. KLEIN & STEINHARDT 
(2008), S. 150f.). Das grundsätzliche Risiko eines Überverkaufs kann dabei aufgrund verschiedener 
Situationen auftreten: unabsichtlich, falls der Umfang der Stornierungen bzw. No‐Shows überschätzt 
wurde, aber auch wissentlich, wenn (nachträglich) niederwertige zugunsten von höherwertigen Reser-
vierungen abgewiesen werden (vgl. PAK (2005), S. 91; MARTENS (2009), S. 15f.). Aber auch unsicher-
heitsbedingte Fehleinschätzungen bezüglich des nutzbaren Kapazitätsumfangs beim Anbieter (vgl. 
Kapitel 6.1) und kurzfristige Kapazitätsänderungen (z.B. Flugzeugtausch) können in einer faktischen 
Überbuchung resultieren (vgl. Abbildung 20, S. 61; KLEIN & STEINHARDT (2008), S. 139; PAK (2005), 
S. 114). Selbst wenn gar keine Stornierungen bzw. No-Shows erwartet werden, kann es im Rahmen des 
sog. opportunistischen Überverkaufs zu einer Überbuchung der Ressourcen kommen (vgl. BIYALO-
GORSKY ET AL. (1999), S. 606f.). Maßgeblich ist in diesem Fall die Unsicherheit des Anbieters über den 
Umfang der kurzfristigen, höherwertigen Nachfrage gegen Ende der Buchungsperiode (vgl. MARTENS 
(2009), S. 106). Den potenziellen Mehrerlösen aus der Überbuchung können allerdings sowohl direkte 
(z.B. Kompensationszahlungen, alternative Leistungserstellung) als auch indirekte Abweisungskosten 
(z.B. entgangene zukünftige Geschäfte durch Loyalitätsverringerung oder sogar Abwanderung des 
Kunden) gegenüber stehen (vgl. KLEIN & STEINHARDT (2008), S. 150; MARTENS (2009), S. 142). Da 
diese Abweisungskosten i.d.R. höher ausfallen als die Kosten ungenutzter Kapazität (als Leerkosten; 
vgl. MORALES & WANG (2010), S. 561), unterliegt die nötige Abwägung bezüglich der direkten Abwei-
sungskosten keiner Unsicherheit, wenn diese erst gar nicht entstehen (z.B. bei Standby-Flugtickets mit 
Leistungsinanspruchnahme nur bei Kapazitätsverfügbarkeit) oder durch gesetzliche Regelungen oder 
vertragliche Vereinbarungen im Vorhinein in ihrer genauen Höhe feststehen (vgl. Abbildung 20, S. 61; 
BIYALOGORSKY ET AL. (1999), S. 606; TALLURI & VAN RYZIN (2004), S. 134; PHILLIPS (2005), S. 235). 
Hingegen entscheidet bspw. bei der Suche nach Reisenden, die freiwillig auf ihren Sitzplatz eines 
überbuchten Flugs verzichten, das Auktionsverfahren und die Bereitschaft der Kunden über die letzt-
liche Höhe der Kompensationszahlung (vgl. TALLURI & VAN RYZIN (2004), S. 136f.; PHILLIPS (2005), 
S. 236). Auch bei überbuchten Hotels sind die Kosten für eine alternative Unterbringung der Kunden 
beim Wettbewerb im Vorhinein unbekannt und unterliegen Schwankungen (vgl. Abbildung 20, S. 61; 
DESINANO ET AL. (2006), S. 69). Die größere Herausforderung ergibt sich jedoch durch die erhöhte 
Prognoseunsicherheit bei den indirekten Abweisungskosten, die aufgrund ihrer Intransparenz oft ver-
einfachend nicht berücksichtigt bzw. als relevant erachtet werden (vgl. PAK (2005), S. 17). Als primäre 
Quelle für Unzufriedenheit kann sich durch die Leistungsverwehrung im Rahmen der Überbuchung 
auch eine Auswirkung auf die Kundenloyalität einstellen (vgl. Kapitel 7.4.1; TALLURI & VAN RYZIN 
(2004), S. 138). Erschwerend sind bei hochwertigen Kundengruppen diesbezüglich sogar größere Nega-
tivwirkungen zu erwarten (vgl. Abbildung 20, S. 61; WANGENHEIM & BAYÓN (2007), S. 36). Hierbei 
erlaubt die wertorientierte Überbuchung (im Gegensatz zum transaktionsorientierten Pendant) zumin-
dest eine unterschiedliche Behandlung der Kundensegmente, d.h. eine differenzierte Festlegung der 
(segmentspezifischen) Überbuchungsraten und Durchführung der Abweisungen (vgl. MARTENS (2009), 
S. 189f.). So ist das Abweisen von Kunden mit Verfügbarkeitsgarantie und Perspektiv‐ oder Referenz-
kunden mit hohem Kundenwert schwerwiegend, falls damit zu rechnen ist, dass diese Nachfrager in der 
Folge zukünftig dauerhaft auf Wettbewerber ausweichen (vgl. PAK (2005), S. 19; MARTENS (2009), S. 
195). Aber auch der Zeitpunkt der Leistungsverwehrung kann Einfluss auf den Informationsumfang als 
Grundlage zur Auswahl der abzuweisenden Kunden nehmen. So können sich Fluggesellschaften auf-
grund des parallelen Leistungskonsums zunächst einen Überblick über die kurz vor Abflug feststehende 
Menge aller anwesenden Kunden verschaffen und (unter Beachtung rechtlicher Vorgaben) kunden-
individuell über die Abweisung bzw. Suche nach Freiwilligen (z.B. Studenten) befinden (vgl. TALLURI 
& VAN RYZIN (2004), S. 136). Auch der weitere Reiseverlauf kann hier berücksichtigt werden, wie z.B. 
das gezielte Befördern eines Passagiers auf einem Kurzstreckenflug, der andernfalls einen sich anschlie-
ßenden Langstreckenflug verpassen würde (vgl. KLEIN & STEINHARDT (2008), S. 152). Hingegen 
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müssen Hoteliers aufgrund der unterschiedlichen Checkin-Zeiten der Gäste einen möglichen 
Überverkauf antizipieren und entsprechend früher Anreisende auf umliegende Hotels umbuchen, um 
die erlösträchtige Abweisung von oftmals spät eintreffenden und hochwertigen Businesskunden zu 
vermeiden (vgl. Abbildung 20, S. 61; TALLURI & VAN RYZIN (2004), S. 135f.). Abschließend lässt sich 
festhalten, dass sich die unsicheren, negativen Effekte auf das Kundenverhalten im Rahmen der 
Überbuchung als Kompromiss zwischen ökonomischer Effizienz und Servicequalität mit sinkender 
Kundenakzeptanz im Anwendungsbereich verstärken werden (vgl. Abbildung 20, S. 61 und Kapitel 
7.4.5; TALLURI & VAN RYZIN (2004), S. 138; MARTENS (2009), S. 106f.). 
7.4.5 Katalysatorwirkung von Umfeldfaktoren 
Die zuvor aufgezeigten Wirkungen der Kapazitätssteuerungsmaßnahmen durch den Anbieter können 
durch bestimmte Umfeldfaktoren noch weiter verstärkt werden. So spielt die Kundenakzeptanz der 
Kapazitätssteuerung für deren (langfristigen) Erfolg neben einer geeigneten Kapazitätsplanung und 
angemessenen Preispolitik eine entscheidende Rolle (vgl. KIMES (2002), S. 23; KUHLMANN (2004), S. 
380; MARTENS (2009), S. 13). Bereits im transaktionsorientierten Revenue Management werden aus 
Kundensicht ähnliche Leistungen zu verschiedenen Preisen mit im Zeitverlauf dynamischer Verfüg-
barkeit angeboten (vgl. ebd., S. 218). Es können daher Probleme von wahrgenommener Unfairness und 
mangelnder Akzeptanz auftreten (vgl. WIRTZ ET AL. (2003), S. 220). Neben diesen zeit- und angebots-
bezogenen Merkmalen berücksichtigt das kundenzentrierte Revenue Management auch kundenbezo-
gene Größen in der Kapazitätssteuerung. Da die Unterschiede des Kundenwerts, die eine differenzierte 
Behandlung der Nachfrager aus Anbietersicht rechtfertigen, aus Sicht der Kunden oft kaum wahrnehm-
bar sind, kann es ggf. sogar zu größeren Akzeptanzproblemen führen (vgl. MARTENS (2009), S. 218). 
Folglich können sich die unsicherheitsbehafteten Probleme, wie die unsicheren Unzufriedenheitsreak-
tionen mit möglicher Wirkung auf die Kundenloyalität (vgl. Kapitel 7.4.1), weiter potenzieren und sogar 
in verlorengegangenen Geschäftstransaktionen münden (vgl. CHOI & MATTILA (2004), S. 312). Der 
Grad der Kundenakzeptanz ist dabei vom Anwendungsbereich und den bisherigen Erfahrungen und der 
Vertrautheit der Kunden mit der Anbieterpraktik abhängig (vgl. MARMORSTEIN ET AL. (2003), S. 151). 
So schätzen die Kunden im Passagierflugverkehr die Preis- und Kapazitätssteuerung zwar nicht 
unbedingt als fair aber aufgrund der langen Tradition als gang und gebe ein (vgl. KIMES (2002), S. 27; 
MARMORSTEIN ET AL. (2003), S. 151; LINDENMEIER (2005), S. 143ff.). Eine vergleichbare Akzeptanz 
lässt sich im Hotelgewerbe konstatieren (vgl. Abbildung 20, S. 61; CHOI & MATTILA (2004), S. 310ff.). 
Der Restaurantbereich ist hingegen durch eine weniger hohe Akzeptanz gekennzeichnet (vgl. KIMES 
(2011), S. 259). Beschwerden im Kreuzfahrtbereich haben hier sogar zur Abschaffung bestimmter 
Instrumente der Preissteuerung geführt (vgl. Abbildung 20, S. 61; MARMORSTEIN ET AL. (2003), S. 151; 
TALLURI & VAN RYZIN (2004), S. 618; PHILLIPS (2005), S. 313). Mit Blick auf die (langfristige) 
Kundenwertigkeit ist vor allem die Berücksichtigung kundenbezogener Unterschiede vor dem Hinter-
grund geringer Akzeptanz problematisch. Zwar lässt sich die bevorzugte Behandlung mit historischem 
Kaufverhalten, z.B. durch den Einsatz von Bonuskarten, Vielflieger- und Stammkundenrabatten, 
begründen (vgl. MARTENS (2009), S. 218), der Kundenwert bezieht sich jedoch auf das zukünftige 
Wertpotenzial der Kunden und leitet sich nicht notwendigerweise aus dem historischen Kaufverhalten 
ab. Interpersonelle, für den Nachfrager nicht nachvollziehbare Unterschiede in der Kundenbehandlung 
können dann zu unerwarteten Kundenreaktionen infolge der Kapazitätssteuerung führen, die großer 
Prognoseunsicherheit unterliegen. 
Neben der Akzeptanz einer differenzierten Behandlung der Kunden kann auch die Interaktion der 
Kunden untereinander die Anwendung einer differenzierten Kapazitätssteuerung beeinflussen (vgl. 
MARTENS (2009), S. 92f.). Die Interaktion der Kunden legt dabei fest, inwieweit die Unterschiede in 
der Kundenbehandlung durch die Nachfrager überhaupt wahrgenommen werden. Im Rahmen des 
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Austauschs der Kunden kann es demnach zur Thematisierung von Abweichungen in der gebuchten 
Leistungscharakteristik (allem voran der bezahlte Preis) aber auch zur Äußerung über unfair empfunde-
nes Anbieterverhalten kommen (vgl. PHILLIPS (2005), S. 313). Grundsätzlich können sich damit die 
bereits aufgezeigten unsicherheitsbehafteten Probleme als Folge der Kapazitätssteuerungsmaßnahmen 
durch den Anbieter noch potenzieren, da die kundenindividuelle Steuerungsentscheidung des Anbieters 
aber auch deren Wirkung beim betroffenen Kunden publik gemacht werden und somit ggf. auch 
Auswirkungen bei anderen Nachfrager haben können. Besonders schwierig gestaltet sich hierbei die 
Abbildung, Prognose und weitere Quantifizierung dieser (Übertragungs)-Effekte. Während die Kunden-
interaktion im Geschäftskundenbereich (z.B. Frachtflugverkehr, Werbemedien, Businesshotels) 
aufgrund geringeren Kundenkontakts untereinander gering ausfällt (vgl. CHOI & MATTILA (2004), S. 
313; MARTENS (2009), S. 59), kann diese in anderen Anwendungsfeldern durch die gleichzeitige Leis-
tungsinanspruchnahme (d.h. parallele Kundenbedienung), die räumliche Nähe und vielfältige Kontakt-
möglichkeiten wiederum hoch ausfallen (vgl. Abbildung 20, S. 61; TALLURI & VAN RYZIN (2004), S. 
618; PHILLIPS (2005), S. 313; MARTENS (2009), S. 208). Als Beispiele lassen sich hier der Passagier-
flugverkehr und Kreuzfahrten anführen. Die alleinige Preisdifferenzierung mit Verzicht auf eine Ange-
botsdifferenzierung gestaltet sich hier als besonders problematisch, wenn diese nur wenig akzeptiert 
aber (durch eine hohe Interaktion) stark wahrgenommen wird (vgl. ebd, S. 115). Internetbasierte 
Kommunikationsmöglichkeiten können dabei sowohl einen verringernden als auch verstärkenden 
Einfluss haben (vgl. MARMORSTEIN ET AL. (2003), S. 159f.). So kann mit Hilfe von individualisierten 
E-Mails, Webseiten mit begrenztem Zugang und Nutzung von (elektronischen) Coupons der Preis-
vergleich zwischen den Kunden erschwert werden (vgl. MARTENS (2009), S. 219). Andererseits können 
sich die Kunden dank des Internets aber auch leichter über die Praktiken des Anbieters, z.B. in Foren 
und Bewertungsportalen, austauschen. 
8 Aktualisierung Bezugsrahmen 
Da (konzeptionelle) Bezugsrahmen stets etwas Vorläufiges an sich haben, ist es wenig verwunderlich, 
dass auch der in Abbildung 21 visualisierte Bezugsrahmen im Zuge der Forschungsbemühungen eine 
regelmäßige Überarbeitung, Veränderung und Verfeinerung erfahren hat (vgl. WOLF (2011), S. 42). 
 
Abbildung 21: Aktualisierung des Bezugsrahmens 
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Im Rahmen der (weiterhin) als sinnvoll erachteten Dreiteilung in Gestaltungs-, Kontext- und Erfolgs-
variable sind jeweils die finalen Problemfelder mit ihren charakteristischen Merkmalen dargestellt. Die 
umfangreichen, zuvor im Text identifizierten Zusammenhänge zwischen diesen und die detaillierten 
Dimensionsausprägungen sind zugunsten der Übersichtlichkeit nicht abgebildet worden. Die Zuordnung 
jedes einzelnen relevanten Beitrags aus der Literaturanalyse zu einem oder mehreren Problemfeldern ist 
im angefügten Excel-Sheet (vgl. Anhang) dokumentiert. Die Zahlen in den rechts angeordneten Kreisen 
geben Aufschluss über die Auftretenshäufigkeit der Problemfelder (vgl. Abbildung 21, S. 68). 
9 Zusammenfassung, Diskussion und Ausblick 
Das kundenzentrierte Revenue Management als Verbindung der beiden Forschungsdomänen der Kapa-
zitätssteuerung und des Kundenbeziehungsmanagements kann dazu beitragen, wertvolle Kunden auch 
vor dem Hintergrund begrenzter Kapazitätsressourcen an den Anbieter zu binden. Da hierbei gewisse 
Unsicherheiten auftreten, die in der Folge die Güte der Steuerungsentscheidungen beeinflussen und 
damit auch Erlösrelevanz besitzen, und diese bisher nur unzureichend beleuchtet wurden, ist eine 
umfassende Unsicherheitsanalyse vorangetrieben worden. Nach Darlegung des aufgrund der Heteroge-
nität nötigen Begriffsverständnisses zur Unsicherheit sind die unsicheren Situationen im Anwendungs-
kontext mit Hilfe eines konzeptionellen Bezugsrahmens einer detaillierten Charakterisierung und 
Bewertung unterzogen worden. Unterstützt durch die Erkenntnisse einer systematischen Literatur-
analyse wurden dafür elf Problemfelder (mit insgesamt 36 Teilaspekten) herausgearbeitet, die in der 
Forschungsgemeinde wiederholt mit einer Unsicherheitsproblematik in Zusammenhang gebracht 
werden. Jedes dieser Problemfelder zeichnet sich durch spezifische Ausprägungswerte bezüglich 
unsicherheitsbezogener Dimensionen aus, die zur weiteren Konkretisierung des Bezugsrahmens formu-
liert wurden und als wichtige Systematisierungskriterien zur umfassenden Analyse der Unsicherheiten 
im Revenue Management dienen. So sind je Teilaspekt spezielle Informationsbedürfnisse ausgemacht 
worden, die wiederum durch – wenn auch unsicherheitsbehaftete – Informationsquellen gedeckt werden 
müssen. Diese Unsicherheiten sind dabei auf bestimmte Ursachen zurückgeführt und einem oder 
mehreren Informationsverarbeitungsschritten zugeordnet worden. Die vorliegende Systematisierung 
kann Revenue Manager dabei unterstützen, das eigene Unternehmen in das Spannungsgefüge 
einzuordnen, anhand der anbieterspezifischen Merkmalsausprägungen der Dimensionen und Umfeld-
faktoren einen Überblick über die vorherrschende Unsicherheitsproblematik zu gewinnen und zudem 
Rückschlüsse über den vorliegenden Grad des Unsicherheitsausmaßes vornehmen zu können. 
Da das kundenzentrierte Revenue Management durch die Fokuserweiterung von der Transaktions- hin 
zur Beziehungsorientierung naturgemäß auf der traditionellen Kapazitätssteuerung aufbaut, kann 
letztere auch von der Systematisierung und Definition der grundlegenden, unsicherheitsbehafteten 
Problemfelder und Teilaspekte profitieren. Grundsätzlich unterliegen die Ergebnisse aufgrund der 
nötigen Festlegung der Suchquellen und Stichwörter im Rahmen der Literaturanalyse allerdings einer 
Einschränkung bei den Publikationsorganen und der Begriffsvielfalt (vgl. KITCHENHAM ET AL. (2009), 
S. 12). Trotz Durchführung einer Rückwärts- und Vorwärtssuche und umfangreicher, zugrunde gelegter 
Grundlagenliteratur kann keine Vollständigkeit und Objektivität sichergestellt werden (vgl. SKINNER ET 
AL. (2014a), S. 619). Gleichzeitig erlaubt der Facettenreichtum des Unsicherheitsbegriffs durch die 
Betonung bestimmter Perspektiven auch das Heranziehen weiterer Kriterien zur Strukturierung. So 
unterscheidet KADATZ (2013), S. 10f. mit Blick auf den Aufgabenzyklus Unsicherheiten mit 
selbstverstärkender Wirkung und solche, die vom Revenue-Management-System kompensiert werden 
können. Da dem Bezugsrahmen eine stetige Überarbeitung und Anpassung innewohnt (vgl. WOLF 
(2011), S. 42), steht in diesem Zusammenhang einer späteren Erweiterung bzw. Austausch der 
Dimensionen aber nichts im Wege. 
70 
Die vorliegende Arbeit unterstützt einerseits den Forscher im Verständnis um die sehr heterogene 
Literatur, bringt diese in einen homogenen Kontext (vgl. TORRACO (2005), S. 364) und dient 
andererseits dem Praktiker als Orientierungshilfe bei der Gestaltung und Möglichkeit zur Einschätzung 
des anbieterspezifischen Unsicherheitsgrades. Die strukturierte Unsicherheitsanalyse stellt damit einen 
essentiellen Grundstein für das nachgelagerte Management der Unsicherheiten dar (vgl. SKINNER ET AL. 
(2014a), S. 635f.), da erst deren Identifikation und Priorisierung eine entsprechende Adressierung 
ermöglicht (vgl. SKINNER ET AL. (2014b), S. 196). Sie trägt somit dazu bei, sach- und zielgerechte 
Entscheidungen auch unter Unsicherheit zu treffen. Das Bewusstsein um die Existenz und Relevanz 
jener Unsicherheiten stellt damit einen wichtigen Schritt zur Steigerung der Wettbewerbsfähigkeit von 
Unternehmen, die die Bedeutung des „Faktors Kunden“ im Revenue Management erkannt haben, dar. 
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Anhang 
Interessierte Leser können die digitale und detaillierte Fassung der Literaturanalyse als Excel-Datei am Lehrstuhl 
für Wirtschaftsinformatik – Business Intelligence Research anfordern. Wenden Sie sich dazu bitte mit dem 
Vermerk „Literaturanalyse zur Unsicherheitsproblematik im kundenzentrierten Revenue Management“ per E-Mail 
an Prof. Dr. Andreas Hilbert (andreas.hilbert@tu-dresden.de). 
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