Abstract. In the paper we examine the finite case of Grassmannian geometries arising from vector spaces and quadrics. Such geometries are configurations, whose detailed parameters we present.
Introduction
In the literature various models of the Grassmannian geometry are discussed. The underlying pointset of the Grassmannian geometry is a set of fc-subspaces of a given space. Lines may be represented by k + 1-subspaces or pencils of subspaces. In both cases we obtain partial line spaces. Accordingly, we distinguish between two classes of Grassmannian geometries, namely, Grassmannians and spaces of pencils. The axiomatic system of a space of pencils and its analytic representation in a projective space can be found in [2] . A space of pencils represented in a vector space is defined in [1] . It seems, however, that Grassmannian geometries may be also represented in modular lower bounded lattices with the height of their elements defined, or equivalently, with the direct successor and predecessor defined.
Grassmannians and spaces of pencils over finite vector spaces turn out to be configurations. It is also interesting to investigate Grassmannian geometries with the pointset consisting of subspaces on a quadric. Such geometries strictly depend on the correlations applied. It is known that projective correlations are induced by symmetric or symplectic sesqui-linear forms. In the paper, however, we confine ourselves to bilinear forms. Since there is only one non-degenerate symplectic form, classification of reflexive forms reduces to symmetric case.
Classification of quadratic forms depends very strongly on the nature of the underlying domain of coefficients. In the case of real numbers classification is well known, in the case of complex numbers it is trivial -there is
Preliminaries
Let V be a vector space over an arbitrary field F. By the notation U C V we mean that U is a subspace of V. Throughout the paper Sub(V) stands for the set of all subspaces of V, and Subfc(V) for those of dimension k, or shortly fc-subspaces. The set Sub(F) can be ordered by the relation C so that the lattice £(V) = (Sub(F), C) arises. The join operation in £(V) is the linear sum and meet is the intersection.
With a semi-linear map <p of V to another vector space W we associate a map <p* defined as follows Following the notation and terminology of [5] we prove some auxiliary properties of finite fields. Only fields of characteristic not 2 are of our interest, so assume that henceforth q is odd. The multiplicative group of non-zero elements of the field F, denoted by F*, is cyclic in view of [5] . Squares of F form a subgroup F 2 in F*. Since the product of two non-squares in F* is a square, the mapping x '
• F* -* {-1,1} defined by is a quadratic character of the field F, i.e. a multiplicative homomorphism of F* to a group of complex numbers of modulus 1 (cf. [5] ). Such a character will be called standard. Assuming x(0) := 0 we extend the standard quadratic character on F.
The value x(-1) has critical meaning for investigation of quadrics over finite fields. It is given as follows (cf. [ 
Grassmannian geometries over vector spaces
Let S be a set whose elements will be called points, £ be a set whose elements will be called lines and |C S x C be relation called an incidence relation. A triple (S, £, |) is called a partial line space, or shortly PLS, if any two distinct points incide with at most one line, and every line incide with at least two points. PLS is non-trivial if there exist a point and a line not incident with each other. In contrast to the definition of a PLS in [2] we do not require the set of lines to cover the set of points. We call a PLS irreducible if all of its chains are at least 3-element. A PLS is said to be a configuration, provided that all its chains and all bundles have the same finite cardinality. With every configuration 21 we associate: v a -the number of its points, b a -the number of lines, k a -the cardinality of a chain, and r® -the cardinality of a bundle.
Consider a vector space V over any field and let 1 < k < m < dimV. A geometry Gk, m (V) := (Subfc(V),Sub m (F),C), with fc-subspaces as its points, m-subspaces as its lines, and relation C as its incidence relation is called Grassmannian. In general Grassmannian need not to be a PLS. It is an irreducible Vebleian PLS with no isolated points if m = k + 1, and if additionally 3 < dim V, it is non-trivial. Clearly, Gi,2 (V) is a projective space. The next proposition is clear by Lemma 1.2. Note that two distinct elements of a pencil determine its vertex and the base uniquely. Therefore, two pencils p(H\, B\), p(ii2, £2) are equal iff Hi = H2 and Bi -B^. The family of all /c-pencils in V will be denoted by r k (v) .
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Now, let 1 <k< dim V\ A geometry P fe (F) := (Sub fc (y),7
? fc (F), e) with A;-subspaces as its points, fc-pencils as its lines and the membership relation as the incidence relation will be called a space of pencils of index k. By [2] a space of pencils is an irreducible Vebleian partial line space with no isolated points. It is non-trivial if 3 < dim V. Evidently, Pi (V) is a projective space. The pair of maps
is an isomorphism between Gi^CV) and Pi(V). With the help of Lemma 1.2 we can establish the parameters of a finite space of pencils in a slightly different way than in [4] .
PROPOSITION 2.3. A space of pencils Pfc(V) over V(n,q) is a configuration with the following parameters:
(i) v Pfc(v) = Q , (iii) k Pjk(v) = g + l, w *><">-(*-i) f M f -
Classification of quadratic forms
The literature comprises classification of quadratic forms in finite-dimensional vector spaces over real fields. Thorough classification can be found in [7] . The case of finite fields is also presented in [5] and [3] . We try to solve the case of finite fields of odd characteristic, in a new way.
Let V be an n-dimensional vector space over a finite field F of odd characteristic and let £ be a bilinear form on V. Consider a basis B :
]l<iJ<n is a matrix associated with the form relative to the basis B. If B' is another basis in V and S is the matrix that carries the basis B to B', then Ms'{Cj = S t M b {£)S (cf. [7] ). Evidently, det(M B ,(£)) = det(M B (0)det 2 (5), so we can assign -1, 0 or 1 to a bilinear form with a map discr : £ i-» x(det M B (Q), X being the standard quadratic character of the field F. Following [7] we call such a map a discriminant of a form.
M. Zynel
There is a unique correspondence between all symmetric bilinear forms and all quadratic forms (cf. [7] ). Therefore, we will sometimes identify a symmetric bilinear form with the corresponding quadratic form.
Let £ and 77 be quadratic forms on V. We say that £ is linearly equivalent to 77 if there exists a linear automorphism h of V such that = r)(h(v)). In this way we obtained an equivalence relation in the set of quadratic forms. Our main purpose is to specify representatives of equivalence classes in this relation. Note that the linear automorphism h simply carries one basis to another. So two equivalent forms are in fact one form relative to different bases, and each equivalence class consists of one form.
Suppose that the form £ is non-degenerate. With respect to the orthogonal basis B = {ei, e2,..., e n } relative to the form the associated matrix of £ is diagonal, namely: I T being a unitary matrix of rank r. Now, we are able to formulate a sufficient condition that forms £ and rj might be equivalent. We have obtained a result similar as in the case of real fields. Pseudonegative 6 from a finite field plays the same role as -1 does in real fields. The assumptions of Proposition 3.1, however, can be weakened. It appears that the number of squares in the diagonal matrix of a quadratic form may differ relative to different bases.
Suppose that there are at least two non-squares in -Mb<(£), i.e. 2 < n -k. Consider the matrix:
of rank either, n -k if n -k is even, or n -k -1 otherwise, and let / be a linear map given by the matrix, respectively:
A trivial verification shows that / is a linear automorphism of V, and hence the composition h = / o g sets an equivalence between the form £ and the form rj represented by the matrix:
where o = lora = <5as the number of non-squares in Mb{£) was even or odd. The algorithm presented let us assign to each form £ such a matrix, called a normalized matrix of Note that discr r) = x( a )-Now, let us formulate the sufficient and necessary condition that two quadratic forms might be equivalent. 
Accordingly, there are only two linearly non-equivalent quadratic forms over a field of odd characteristic. The case where a field has characteristic 2 is much the same. If the dimension of V is even, then there are two quadratic forms, otherwise there is only one (cf. [5] ).
During investigations with orthogonality and quadrics involved proportional forms are identified, and sometimes those are considered equivalent (cf. [8] ). We call forms £ and rj projectively equivalent if they are linearly equivalent or proportional, in other words, equivalent under projectivities. In the terminology of [4] the invaiant chr£ is the character of the form £, and £ is parabolic, hyperbolic or elliptic according as chr £ = 1, 2 or 0.
Correlated spaces
Let V be a vector space over an arbitrary field F. Following the terminology of [8] , we call a bilinear form £ on V reflexive provided that £(u, w) -0 iff £(tu, u) = 0 for any u, w € V. It is known that reflexive bilinear forms are symmetric or symplectic (anti-symmetric). Further, let £ be a reflexive bilinear form on V. The orthogonal complement of a subspace U in V relative to a bilinear form £ is, by definition, the subspace £(u,w) for w € V. We obtain a correlated space (V,ij)) defined in [8] . Note that, regardles the kind of correlation used, our notion of isotrophy and the equation of the quadric agrees with those in [8] . Moreover, Qi(£) is a projective quadric in Pi(V), and Qfc(£) is a quadric Grassmannian in the sense of [8] .
Let us recall some properties of the orthogonality.
In the above, if we additionally assume that U is isotropic, then we obtain the inclusion W C U C U 1 * C W 1 *.
FACT 4.2. All subspaces of an isotropic subspace are isotropic.
This fact yields the necessary condition of being isotropic. Next, we give some sufficient ones. Proof. Consider mutually distinct, isotropic fc-subspaces U\,U2, U3 of U. Then W := U\ CI U2 has dimension k -1. There exist linearly independent ui,u 2 
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For isotropic U, according to Proposition 1.1, the quotient space U^/U represents the family of subspaces which, in geometrical vein, pass through U and lay on the tangent space UJ-« of U. We now introduce a reflexive bilinear form on U^/U. Consider a map 
Isotropic subspaces in finite correlated spaces
Assume that V is a n-space over, not necessarily finite field F with char F ^ 2, and let x be the standard quadratic character of F. 
Quadric Grassmannian geometries
Consider a reflexive correlated space (V, £). Let 1 < k < m < dim V. We call a geometry G k ,m(£) '•= (Q k {£)> Qm(0> with isotropic fc-subspaces as its points, isotropic m-subspaces as its lines, and relation C as the incidence relation, a quadric Grassmannian according to [8] . 
