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Abstract
This paper deals with sufﬁcient conditions for the existence of at least two positive solutions for a class of integral inclusions arising
in the trafﬁc theory. To show our main results, we apply a norm-type expansion and compression ﬁxed point theorem for multivalued
map due to Agarwal and O’Regan [A note on the existence of multiple ﬁxed points for multivalued maps with applications, J.
Differential Equation 160 (2000) 389–403].
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1. Introduction
The use of the norm-type expansion and compression ﬁxed point theorem in the study of the existence andmultiplicity
of positive solutions for differential and integral equations has recently been quite extensive. We refer to [10,13,5,9,11]
and the references therein. For instance, the Fredholm-type equation x(t)=∫ b
a
g(t, s, x(s)) ds was considered in [10] and
the existence of positive solutions for the fourth-order ordinary differential equation u(4)(t)+u′′(t)−u(t)=g(t, u(t))
was proved in [13]. In these cited papers, the function g was usually assumed to be either superlinear (i.e., g0 = 0 and
g∞ = ∞) or sublinear (i.e., g∞ = 0 and g0 = ∞) or at least one of the following two assumptions holds:
g0 = lim
x→0
min
t∈[0,1]
g(t, x)
x
∈ (0,∞) and/or g∞ = lim
x→∞ maxt∈[0,1]
g(t, x)
x
∈ (0,∞), or
g∞ = lim
x→∞
min
t∈[0,1]
g(t, x)
x
∈ (0,∞) and/or g0 = lim
x→0 maxt∈[0,1]
g(t, x)
x
∈ (0,∞).
In [1],Agarwal andO’Regan proved the expansion and compression ﬁxed point theorem formultivaluedmapping and
established existence principles for Hammerstein integral inclusions. Neither hypotheses of superlinear (or sublinear)
growth nor the above assumptions were used in [1].
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This paper is concerned with the multiplicity of positive solutions for the following integral inclusion:
x(t) ∈ f (t, x(t))
∫ 1
0
k(s)U(t, s, x(s)) ds, t ∈ [0, 1], (1)
where the mappings f maps [0, 1]×E into E, U mapsH ×E into 2E and k maps [0,1] intoR+.R+ = [0,+∞),Rn=E,
H = [0, 1] × [0, 1].
Some problems considered in the vehicular trafﬁc theory, biology and queuing theory lead to the following nonlinear
functional-integral equation:
x(t) = f (t, x(t))
∫ 1
0
u(t, s, x(s)) ds, t ∈ [0, 1].
(cf. [6]). This equation creates also an example of the so-called quadratic integral equation [2]. TheVolterra counterpart
of the above equation on unbounded interval
x(t) = f (t, x(t))
∫ t
0
u(t, s, x(s)) ds, t0
was ﬁrst studied by Banas´ and Rzepka [3] by using the technique associated with measures of noncompactness. When
u(t, s, x) in the above equation is a multivalued map, Hong and Wang [12] proved the existence of its solutions via a
ﬁxed point theorem due to Martelli [14].
In this paper we will present sufﬁcient conditions for the existence of at least two positive solutions to (1). Our
results are obtained via expansion and compression ﬁxed point theorems for multivalued mapping due to Agarwal and
O’Regan [1]. Moreover, instead of the assumptions used in other papers (such as superlinear growth or the hypotheses
mentioned before) we will apply suitable growth and limit conditions (see assumptions (H1)–(H4)).
2. Preliminaries
In this section, we introduce notations, deﬁnitions, and preliminary facts frommultivalued analysis [7,8,16,15] which
are used throughout this paper.
Let us introduce a partial order in E by xy iff xiyi for i = 1, 2, . . . , n, where x = (x1, x2, . . . , xn) and y =
(y1, y2, . . . , yn). Deﬁne xy = (x1y1, x2y2, . . . , xnyn).
By C([0, 1], E), BC := BC([0, 1], E) we mean the Banach space, Banach algebra, respectively, consisting of all
continuous functions on [0, 1] with the norm
‖x‖ = sup{|x(t)| : t ∈ [0, 1]}.
For any x, y ∈ BC, deﬁne xy if and only if x(t)y(t) for each t ∈ [0, 1].
Let L1([0, 1], E) denote the Banach space of measurable functions x : [0, 1] → E which are Lebesgue integrable
with norm ‖x‖1 =
∫ 1
0 |x(t)| dt .
For C ⊂ E, we denote by CK(C) the set of all convex, compact, and nonempty subsets of C.
A multivalued map A : E → 2E is said to be convex-valued (closed) if A(x) is convex (closed) for all x ∈ E. A is
bounded on bounded sets if A(B)=⋃x∈BA(x) is bounded in E for any bounded set B of E (i.e., supx∈B{sup{|y| : y ∈
A(x)}}<∞).
A is called upper semi-continuous (u.s.c.) on E if for each u ∈ E the set A(u) is a nonempty closed subset of E, and
if for each open set B of E containing A(u), there exists an open neighborhood V of u such that A(V ) ⊆ B.
Let B be the family of bounded subsets of E.  : B→ R+, deﬁned by
(B) = inf{> 0 : B admits a ﬁnite cover by sets of diameter},
is called the Kuratowski’s measure of noncompactness, and  : B→ R+, deﬁned by
(B) = inf{> 0 : B can be covered by ﬁnitely many balls of radius },
is called ball measure of noncompactness.
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Let Z be a nonempty subset of E. A u.s.c. map A : Z → 2E is said to be a k-set contraction on Z if for any bounded
subset D ⊂ Z with (D) 
= 0, we have (A(D))k(D) and A(Z) is bounded.
Consider Hd : CK(E) × CK(E) → R+ ∪ {∞} given by
Hd(C,D) = max
{
sup
a∈C
d(a,D), sup
b∈D
d(C, b)
}
,
where d(C, b) = infa∈C |a − b|, d(a,D) = infb∈D|a − b|. Let us deﬁne that a multivalued operator A : E → CK(E)
is said to beHk-contraction if and only if
Hd(A(x),A(y))k|x − y| for each x, y ∈ E.
A is said to have a ﬁxed point if there is x ∈ E such that x ∈ A(x).
A multivalued function U : R+ → CK(E) is said to be measurable if for each x ∈ E the distance between x and
U(t) is a measurable function on R+.
For the multivalued function U : H × E → E, by ‖U(t, s, x)‖ we mean the sup{|y| : y ∈ U(t, s, x)}.
A multivalued function U : H × E → E is said to be L1-Carathéodory if
(i) (t, s, x) → U(t, s, x) is measurable with respect to s for each x ∈ E and t ∈ [0, 1],
(ii) (t, s, x) → U(t, s, x) is u.s.c. with respect to x for each (t, s) ∈ H .
For each x ∈ C([0, 1], E), the set of L1-selections SU,x of the multivalued map U is deﬁned by
SU,x = {fx : fx(t, s) ∈ U(t, s, x(s)) and fx(t, ·) ∈ L1([0, 1], E) a.e. for t ∈ [0, 1]}.
Throughout this paper we always assume that the multivalued function U has nonempty, convex, compact values
and SU,x is nonempty.
In what follows, P ⊂ E will be a cone. Let > 0 with
 = {x ∈ E : |x|< },  = {x ∈ E : |x| = },
 = {x ∈ E : |x|}.
As a matter of convenience we recall the expansion and compression ﬁxed point theorem for multivalued maps (see
[1, Theorems 2.4, 2.8]).
Lemma 1. Let X= (X, | · |) be a Banach space, P ⊂ X a cone and let | · | be increasing with respect to P. Also r, R are
constants with 0<r <R. Suppose A : R ∩ P → CK(P ) be a u.s.c., k-contractive (here 0k < 1) map and assume
one of the following conditions holds:
(C1) (i) |y| |x| for all y ∈ A(x) and x ∈ R ∩ P ,
(ii) |y|> |x| for all y ∈ A(x) and x ∈ r ∩ P .
(C2) (i) |y|> |x| for all y ∈ A(x) and x ∈ R ∩ P ,
(ii) |y| |x| for all y ∈ A(x) and x ∈ r ∩ P .
Then A has a ﬁxed point in P ∩ {x ∈ E : r |x|R}.
3. Main result
In this section we consider the existence of positive solutions for (1). Let us start by deﬁning that a function
x ∈ C([0, 1], E) is said to be a solution of (1) if it satisﬁes (1).
Throughout this paper, |x| = max1 in|xi | stands for the norm of E. Deﬁne a cone P1 in E by
P1 = {x ∈ E : x0}.
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Let [	, 
] ⊂ (0, 1) be a given interval, we shall impose the following assumptions on f and U:
(H1) f = (f1, f2, . . . , fn) : [0, 1] × P1 → P1 is a continuous function and there exists a continuous function
C : [0, 1] → R+ such that
|f (t, x)|C(t) for all t ∈ [0, 1], x ∈ P1. (2)
There exists a positive constant c such that
|fi(t, x)|c for t ∈ [	, 
], i = 1, 2, . . . , n. (3)
There exists a nondecreasing function  : R+ → R+ satisfying (z)z (∀z> 0) such that
|f (t, x) − f (t, y)|(|x − y|) for any t ∈ [0, 1] and x, y ∈ E. (4)
(H2) k : (0, 1) → R+ is continuous (i.e., k may be singular at t = 0 and/or t = 1).
(H3) U = (U1, U2, . . . , Un) : H × P1 → CK(P1) is L1-Carathe´odory and set SU,x is nonempty for each ﬁxed
x ∈ C([0, 1], E).
(H4) There exist positive numbers c1, c2, a continuous functionG : H → R+ and anonincreasingnontrivial continuous
function  : R+ → R+ such that
∫ 

	
k(s)G(s, s) ds > 0,
∫ 1
0
k(s)G(s, s) ds < + ∞. (5)
G(t, s)c1G(s, s), |uix(t, s)|c2G(t, s)(|x(s)|) (6)
for x ∈ C([0, 1], P1), uix ∈ SUi,x, (t, s) ∈ [	, 
] × [0, 1] and i = 1, 2, . . . , n.
G(t, s)G(s, s), ‖U(t, s, x)‖G(t, s) for any x ∈ E, (t, s) ∈ H . (7)
Hd(U(t, s, x), U(t, s, y))G(t, s)(|x − y|) (8)
for any for any x, y ∈ P1, (t, s) ∈ H and  given in (H1).
We are now in a position to state the ﬁrst main result of this paper.
Theorem 1. Assume that the conditions (H1)–(H4) hold. If there exists a constant  ∈ (0, 12 ) such that
[K + 1]
∫ 1
0
k(s)G(s, s) ds, (9)
where K = max{C(t) : t ∈ [0, 1]}, then (1) has at least one positive solution.
Let us deﬁne the multivalued map A on the space BC([0, 1], P1) by the formula
(Ax)(t) =
{
f (t, x(t))
∫ 1
0
k(s)ux(t, s) ds : ux ∈ SU,x, t ∈ [0, 1]
}
. (10)
In order to verify Theorem 1, we have to prove several lemmas.
Lemma 2. Let us denote
() = sup
x∈∩P1
sup
ux∈SU,x
max
t∈[0,1]C(t)
∫ 1
0
k(s)|ux(t, s)| ds,
then one has lim→∞()/= 0. Therefore, there exists a large enough positive number R such that
() for each R. (11)
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Proof. For any x ∈  ∩ P1 and t ∈ [0, 1], from the continuity of C(t) it follows that
max{C(t) : t ∈ [0, 1]} =: K <∞. (12)
By (12) and (7) we deduce that
C(t)
∫ 1
0
k(s)|ux(t, s)| dsK
∫ 1
0
k(s)G(t, s) ds
K
∫ 1
0
k(s)G(s, s) ds =: N < + ∞.
Consequently,
lim
→∞
()

 lim
→∞
N

= 0.
This implies that there exists a large enough positive number such that (11) is true.
We deﬁne another cone by
P = {x ∈ C([0, 1], E) : x(t) ∈ P1 for t ∈ [0, 1], min
t∈[	,
]
xi(t)M‖x‖, i = 1, 2 . . . n},
where M = cc1c2(R)/K with R given in Lemma 2. 
Lemma 3. A( ∩ P) ⊂ P for any  ∈ (0, R], where R is given in Lemma 2 and A is given in (10).
Proof. For any x ∈  ∩ P and u ∈ Ax, there exists ux ∈ SU,x with u(t) = f (t, x(t))
∫ t
0 k(s)ux(t, s) ds. Now our
assumptions imply u(t)0 for t ∈ [0, 1]. (7) and (12) guarantee
|u(t)|K
∫ 1
0
k(s)|ux(t, s)| dsK
∫ 1
0
k(s)G(t, s) ds
K
∫ 1
0
k(s)G(s, s) ds, t ∈ [0, 1]
and so
‖u‖K
∫ 1
0
k(s)G(s, s) ds. (13)
In addition (3), (6) and (13) imply
min
t∈[	,
]
ui(t) = min
t∈[	,
]
fi(t, x(t))
∫ 1
0
k(s)uix(t, s) ds
cc2
∫ 1
0
k(s)G(t, s)(|x(s)|) dscc1c2(R)
∫ 1
0
k(s)G(s, s) ds
 cc1c2(R)
K
‖u‖ = M‖u‖ for i = 1, 2, . . . , n.
Thus, for any x ∈  ∩ P and u ∈ Ax we have u ∈ P . Consequently, A( ∩ P) ⊂ P . 
Remark 1. From Lemma 3 it follows that M < 1.
Lemma 4. Let us denote
() = inf
x∈∩P
inf
ux∈SU,x
max
t∈[	,
]
∫ 1
0
k(s)|ux(t, s)| ds,
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then one has
lim
→0+
()

= +∞. (14)
Proof. From (H4) the function  : R+ → R+ is continuous and nonincreasing , then (0)> 0, so we have
lim|x|→0
(|x|)
|x| = +∞. (15)
By (15), for any natural number m, there exists εm > 0 such that εm → 0 when m → ∞ and
(|x|)m|x|, x ∈ E with 0< |x|εm.
For any x ∈ P with 0< ‖x‖εm, the deﬁnition of P guarantees
0<xi(t)εm, t ∈ [	, 
], i = 1, 2, . . . , n.
Hence we infer
(xi(t))
xi(t)
m, 0< ‖x‖εm, t ∈ [	, 
] and i = 1, 2, . . . , n.
In view of this, together with (6), for any  ∈ (0, εm), we have
()

= 1

inf
x∈∩P
inf
ux∈SU,x
max
t∈[	,
]
∫ 1
0
k(s)|ux(t, s)| ds
 1

inf
x∈∩P
inf
ux∈SU,x
max
t∈[	,
]
∫ 

	
k(s)|ux(t, s)| ds
 1

inf
x∈∩P
max
t∈[	,
]
∫ 

	
c2k(s)G(t, s)(|x(s)|) ds
 c1c2

inf
x∈∩P
min
s∈[	,
]
min
1 in
xi(s)
∫ 

	
k(s)G(s, s)(|x(s)|)
|x(s)| ds
 c1c2

inf
x∈∩P
M‖x‖
∫ 

	
k(s)G(s, s)(|x(s)|)
|x(s)| ds
= c1c2M inf
x∈∩P
∫ 

	
k(s)G(s, s)(|x(s)|)
|x(s)| ds
c1c2Mm
∫ 

	
k(s)G(s, s) ds.
This obviously implies (14) when m → ∞. 
Proof of Theorem 1. To prove that the result of Theorem 1 is true, it is sufﬁcient to show that A has at least one
ﬁxed point in P. To this purpose, we seek that all conditions of Lemma 1 are fulﬁlled. Lemma 3 shows A(x) ∈ P
for all x ∈ R ∩ P . In [12] we have proved that A : P → CK(P ) is a u.s.c. mapping. We are to prove that A is a
H-contraction. In order to do this, let us choose functions x, y ∈ P with x 
= y and take (t, s) ∈ H . For any u1 ∈ Ax,
there exist vx ∈ SU,x with u1(t) = f (t, x)
∫ 1
0 k(s)vx(t, s) ds. From (8) it follows that
Hd(U(t, s, x), U(t, s, y))G(t, s)(‖x − y‖).
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Hence, there exists wy ∈ U(t, s, y) such that
|vx(t, s) − wy(t, s)|G(t, s)(‖x − y‖).
From [4] there exists vy ∈ SU,y such that, for each (t, s) ∈ H ,
|vx(t, s) − vy(t, s)|G(t, s)(‖x − y‖).
Let us deﬁne, for each (t, s) ∈ H ,
u2(t) = f (t, y)
∫ 1
0
k(s)vy(t, s) ds,
then u2 ∈ Ay. We have
|u1(t) − u2(t)|
∣∣∣∣f (t, x(t))
∫ 1
0
k()vx(t, ) d− f (t, x(t))
∫ 1
0
k()vy(t, ) d
∣∣∣∣
+
∣∣∣∣f (t, x(t))
∫ 1
0
k()vy(t, ) d− f (t, y(t))
∫ 1
0
k()vy(t, ) d
∣∣∣∣
 |f (t, x(t))|
∫ 1
0
k()|vx(t, ) − vy(t, )| d+ |f (t, x(t)) − f (t, y(t))|
∫ 1
0
k()|vy(t, )| d.
In view of the hypotheses (H1), (H4) and (9), it follows that
|u1(t) − u2(t)|K(‖x − y‖)
∫ 1
0
k()G(t, ) d+ (‖x − y‖)
∫ 1
0
k(s)G(t, ) d
(‖x − y‖)[K + 1]
∫ 1
0
k()G(, ) d
(‖x − y‖).
By the arbitrariness of t ∈ [0, 1], it is easy to see
‖u1 − u2‖(‖x − y‖).
By an analogous relation, obtained by interchanging the roles of x and y, it follows that
Hd(Ax,Ay)(‖x − y‖)‖x − y‖.
This implies that A isH-contractive.
In what follows we shall show that A is 2-contractive. For any bounded D ⊂ P and any given ε > 0, there exist
ﬁnite many balls, say, Bε(xi) = {x : ‖x − xi‖ε} for i = 1, 2 · · · ,m, such that D ⊂ ⋃mi=1 Bε(xi). This implies
A(D) ⊂
m⋃
i=1
A(xi) + εB1(0),
Since A(xi) is compact and (B1(0)) = 1, it yields
(A(D))ε.
From the arbitrariness of ε it follows that (A(D))(D).Moreover, the relations of  and  show (A(D))2(D).
It remains to prove that the condition (C1) in Lemma 1 holds. We ﬁrst show
‖y‖‖x‖ for all y ∈ Ax and x ∈ R ∩ P , (16)
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where R is given in Lemma 2. For any given x ∈ R ∩ P and any y ∈ Ax, there exists ux ∈ SU,x such that
y(t) = f (t, x) ∫ 10 k(s)ux(t, s) ds. By means of our assumptions, we have
‖y‖ = max
t∈[0,1]
∣∣∣∣f (t, x)
∫ 1
0
k(s)ux(t, s) ds
∣∣∣∣
 max
t∈[0,1]C(t)
∫ 1
0
k(s)|ux(t, s)| ds(R) for x ∈ R ∩ P .
Hence, from (11) we infer
‖y‖(R)R = ‖x‖ for x ∈ R ∩ P .
The arbitrariness of y shows that (16) is true. Now we show
‖y‖> ‖x‖ for all y ∈ Ax and x ∈ r ∩ P , (17)
where r ∈ (0, R) is small enough so that c()>  for 0< r (in virtue of Lemma 4). For any given x ∈ r ∩ P
and any y ∈ Ax, there exists ux ∈ SU,x such that y(t) = f (t, x)
∫ 1
0 k(s)ux(t, s) ds. By means of our assumptions, we
have
‖y‖ = max
t∈[0,1]
∣∣∣∣f (t, x)
∫ 1
0
k(s)ux(t, s) ds
∣∣∣∣  max
t∈[	,
]
fi(t, x)
∫ 1
0
k(s)uix(t, s) ds
c max
t∈[	,
]
∫ 1
0
k(s)uix(t, s) ds for x ∈ r ∩ P, i = 1, 2, . . . , n.
Therefore,
‖y‖c max
t∈[	,
]
∫ 1
0
k(s)|ux(t, s)| dsc(r)> r = ‖x‖.
(17) holds. Summarizing the conclusionsweobtain that (1) has at least a solution inP∩{x ∈ C([0, 1], E) : r‖x‖R}.
The proof is completed. 
In what follows, we deal with the existence of two positive solutions. The following hypotheses will be used.
(S1) f = (f1, f2, . . . , fn) : [0, 1]×P1 → P1 is a continuous function and satisﬁes conditions (3) and (4). In addition,
f maps bounded sets into bounded sets, i.e., there exists a function C : R+ → R+ with C(q)> 0 whenever q > 0
such that
|f (t, x)|C(q)
for all t ∈ [0, 1] and x ∈ P1 with |x|q.
(S2) Condition (H4) is satisﬁed with a = infR>0(R)/C(R) ∈ (0, 1/cc1c2). In addition, there exists R> 1 such that
x
(x)
< cc1c2M1
∫ 

	
k(s)G(s, s) ds,
where |x| = R and M1 = acc1c2.
Deﬁne another cone by
P ′ = {x ∈ C([0, 1], E) : x(t) ∈ P1 for t ∈ [0, 1], min
t∈[	,
]
xi(t)M1‖x‖, i = 1, 2 · · · n}.
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Similarly to Lemma 3, we can infer that
Lemma 5. A(R ∩ P ′) ⊂ P ′ with any R> 0 and A given in (10).
The second main result of this paper is
Theorem 2. Let the conditions (S1), (S2), (H2), and (H3) hold. In addition, assume
[C(q) + 1]
∫ 1
0
k(s)G(s, s) ds for some q1, 0< 1
2
. (18)
Then (1) has at least two positive solutions x1, x2 ∈ C([0, 1], E) with 0< ‖x1‖<q‖x2‖R.
Proof. Let the multivalued map A be deﬁned as in (10). In the same way as in Theorem 1, we can prove that A maps
P ′ into CK(P ′) and is u.s.c. andH-contractive with 0< 1. Lemma 4 guarantees that (17) is true with r < q and
x ∈ r ∩ P ′ instead of x ∈ r ∩ P .
Let x ∈ P ′ with ‖x‖ = q, in virtue of (18) we obtain
C(q)
∫ 1
0
k(s)G(s, s) ds < 1.
For any y ∈ Ax, there exists ux ∈ SU,x such that y(t)= f (t, x)
∫ 1
0 k(s)ux(t, s) ds. For each t ∈ [0, 1], conditions (S1)
and (S2) guarantee
|y(t)|C(q)
∫ 1
0
k(s)G(s, s) ds.
This implies
‖y‖C(q)
∫ 1
0
k(s)G(s, s) ds < 1q = ‖x‖. (19)
In view of (C1) in Lemma 1 we obtain that (1) has a solution y1 with r‖y1‖q. It is clear that ‖y1‖ 
= q.
Next we show
‖y‖> ‖x‖ for all y ∈ Ax and x ∈ R ∩ P ′, (20)
where R> 1 is given in (S2). To see this let x ∈ R ∩P ′ so ‖x‖=R and from x ∈ P ′ it follows that x(t) ∈ [M1R,R]
for each t ∈ [	, 
]. Let y ∈ Ax, there exists ux ∈ SU,x such that y(t) = f (t, x)
∫ 1
0 k(s)ux(t, s) ds. For each t ∈ [0, 1],
conditions (S1) and (S2) guarantee
‖y‖‖yi‖ = max
t∈[0,1]
∣∣∣∣fi(t, x(t))
∫ 1
0
k(s)uix(t, s) ds
∣∣∣∣
 max
t∈[	,
]
∣∣∣∣∣fi(t, x(t))
∫ 

	
k(s)uix(t, s) ds
∣∣∣∣∣ c
∫ 

	
k(s)c1c2G(s, s)(|x(s)|) ds
>
1
M1
∫ 

	 k(s)G(s, s) ds
∫ 

	
k(s)G(s, s)|x(s)| ds
 1
M1
∫ 

	 k(s)G(s, s) ds
∫ 

	
k(s)G(s, s)xi(s) ds
M1R
M1
= ‖x‖.
(19)and (20) yield (C2), by Lemma 1we conclude that (1) has a solution y2 ∈ C([0, 1], E)with y20 and q‖y2‖R.
The proof of Theorem 2 is completed. 
28 S.H. Hong / Journal of Computational and Applied Mathematics 214 (2008) 19–29
Example 1. Let E = R, H = {(t, s) : 0 ts1} and P = {x ∈ E : x0}. Let us introduce the multivalued map
V1 := R+ × R+ × R → R by the law
V1(t, s, x) =
[
t (t + s)
2
1(x), t (t + s)1(x)
]
with
1(x) =
⎧⎪⎨
⎪⎩
1
x + 1 x0,
1
x − 1 x < 0
and introduce functions
k(t) = 1
8t
, h1(t, x) = e−t
(
1 + 1
2
sin tx
)
for t ∈ [0, 1].
Let G(t, s) = t (t + s), C(t) = 32 e−t , (q) = q. It is easy to see that K = 32 and (9) is satisﬁed with  = 58 . Take
	 = 13 , 
 = 23 , c = 1/2e, c1 = 118 , c2 = 12 . It is easy to see that h1, k and V1 satisfy all conditions of Theorem 1. As a
result, by Theorem 1 we can get the existence of one positive solution of the following integral inclusion:
x(t) = h1(t, x)
∫ 1
0
k(s)vx(t, s) ds
for vx ∈ SV1,x .
Example 2. Let E = R, H = {(t, s) : 0 ts1} and P = {x ∈ E : x0}. Let us introduce the multivalued map
V2 := R+ × R+ × R → R by the law
V2(t, s, x) =
[
t (t + s)
2
2(x), t (t + s)2(x)
]
,
with
2(x) =
⎧⎪⎨
⎪⎩
b
x + 1 + 80, x0,
b
x − 1 + 80, x < 0,
with b> 361665 , and introduce functions
k(t) = 1
8t
, h2(t, x) = 1 + 12 sin tx for t ∈ [0, 1].
LetG(t, s)= t (t+s),C(q)= 32 ,(q)=q. It is easy to see that a= 1603 and (18) is satisﬁed with = 58 . Take 	= 13 , 
= 23 ,
c = 1, c1 = 118 , c2 = 13 . Choose R = 2, b = 7500, then it is not hard to validate
2
2(2)
= 6
7740
<
(
1
18
)2
·
(
1
3
)2
· 160
3
∫ 2/3
1/3
2s
8
ds = cc1c2M1
∫ 

	
k(s)G(s, s) ds.
Hence, h2, k and V2 satisfy all conditions of Theorem 2. As a result, by Theorem 2 we can get the existence of two
positive solutions of the following integral inclusion:
x(t) = h2(t, x)
∫ 1
0
k(s)vx(t, s) ds
for vx ∈ SV2,x .
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