In many numerical examples it has been demonstrated that the saddlepoint approximation for the cumulative distribution function of a general normalised statistic behaves better in comparison with the third order Edgeworth expansion. The e ect is especially pronounced in the tails. Here we are dealing with the inverse problem of quantile evaluation. The inversion 1 of the Lugannani-Rice approximation is compared with the Cornish-Fisher expansion both theoretically and numerically. We show in a very general setting that the expansion of the inversion of the Lugannani-Rice approximation up to third order coincides with the Cornish-Fisher expansion. Based on this, an explanation of the superiority of the former in comparison with the latter in the tails and for small samples is given. An explicit approximation of the inversion of the Lugannani-Rice formula is suggested that utilizes the information in the cumulant generating function and improves upon the Cornish-Fisher formula.
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1 Introduction.
The Cornish-Fisher expansion for quantile evaluation is a well established tool in statistical inference. It is based on the inversion of the Edgeworth expansion of the distribution of a statistic of interest. Recent theoretical and numerical work indicates that tail-probability approximations for standardized statistics by the Lugannani-Rice formula (or its asymptotic equivalents) perform better than the third order Edgeworth expansion. This gives a reason to believe that exact inversion of the Lugannani-Rice formula would give a better approximation to the corresponding quantile in comparison to the Cornish-Fisher formula which is the inversion of the Edgeworth expansion. Inversions of the Lugannani-Rice formula (or of its asymptotic equivalents) have been proposed earlier in the literature. The paper Robinson (1982) suggests a linear extrapolation of the exact inversion. But such linear extrapolation seems to be more di cult to study analytically. In Tingley & Field (1990) the exact numerical inversion has been suggested as a practical method to be utilized in con dence interval construction. But the paper does not theoretically study the closeness of the inversion and the true quantile. In this paper we study the behaviour of the exact inversion of the LugannaniRice formula both theoretically and numerically. Besides, since it is very seldom possible to analytically invert the Lugannani-Rice formula, we suggest an easy-to-use explicit approximation formula for the above inversion.
In this paper we discuss the Cornish-Fisher expansion, the inversion of the Lugannani-Rice formula and an approximation to it in a much more general than the i.i.d. setting. Expanding the saddlepoint around the -quantile of the normal distribution, we will obtain the explicit approximation. We also show that the Cornish-Fisher expansion with remainder term O Using these expressions of the cumulants, we can obtain an approximation of the characteristic function '(t) of S n as '(t) = e ?t 2 =2 1 + f 
2 ) 
(assuming that besides (1) also the condition 5 = O(n ?3=2 ) holds). The Lugannani-Rice formula is given by Q n (x;t) = ( (t)) ? ( (t))( 1
where
andt is the saddlepoint which satis es
So we have
(10) Thus Q n (x;t) depends on x only throught. When we discuss the approximation of Q n (x;t) later, we will consider Q n (x;t) as a function oft. Lugannani & Rice (1980) proved that P fS n xg = Q n (x;t) + ( (t))O(n ?3=2 ):
Since the error of the above equation is a relative one, the Lugannani-Rice approximation is especially better than the Edgeworth expansion in the tail area.
Let us consider the approximation of the saddlepointt. Since 
This approximation is rst step Newton-Raphson one of the saddlepointt. More explicitly, since Using the perturbation method, Kakizawa & Taniguchi (1994) obtained the same approximation. They also showed that the third order Edgeworth expansion P n (x) is obtained by expanding the saddlepoint approximation Q n (x;t). They proved Q n (x;t) = P n (x) + O(n ?3=2 ): Applying these to an estimator of the Gaussian AR(1) process, they discussed the accuracy of the both approximations and showed that the LugannaniRice formula gives a better approximation.
3 Inversion Formulae.
The inversion of the Edgeworth expansion is well discussed and is known as the Cornish-Fisher expansion. Let be a xed probability and s be the -quantile of S n ; that is, = P fS n s g. Let In the Appendix, we will prove s = s n + O(n ?3=2 ): (19) The Cornish-Fisher expansion is commonly used to improve the approximation of the -quantile. But as pointed out by Barndor -Nielsen & Cox (1989), the Cornish-Fisher approximation s n is not good in the lower tail when the sample size n is small. In that case, the theoretical and numerical studies indicate that the saddlepoint approximation is better than the Edgeworth. So we may believe that the inversion of the Lugannani-Rice formula would give a better approximation to the -quantile in comparison to the Cornish-Fisher. But it is seldom possible to obtain analytical inversion of the Lugannani-Rice formula. Hence, it seems to be worthwhile trying to obtain an accurate approximation for the above inversion. Here we will discuss such an approximation. Let us consider the saddlepointû which satis es (23) So expanding around v , we can obtain an approximationt oft 
In the Appendix we will show that
Using the fact K (1) (t) = n ?1=2 s, we have the approximation of the inversion of the Lugannani-Rice formula
As shown in the Appendix, we have s = s n + O(n ?3=2 ): Using the evaluations (13) and (14), and the relation (21) of v and u , we can analytically show that
(see Appendix). Thus the Cornish-Fisher expansion is an approximation of the inversion of the Lugannani-Rice formula. It is possible to replace v by u in the equations (24) and (27), and we can show a similar relation to (28). This approximation is numerically worse than s n or s n , so we will consider the inversion s n .
It has been reported that the saddlepoint approximation Q n (x;t) is more accurate than the Edgeworth P n (x) when the sample size is small or in the tail area. Here we will discuss the accuracy of the Cornish-Fisher expansions and the inversions of the saddlepoint approximation. First we consider an estimator of the coe cient of the Gaussian AR (1) Then, as shown in Ochi (1983), we get P fS n xg = P fR 1 0g = P fR 2 xg:
Since R 1 is a quadratic form of normal random variables, we can obtain the moment generating function of R 2 (see Ochi (1983) ) and hence we can get Thus substituting these values, we can obtain the expressions of (t) = 2sgn(t) v u u tt x Lugannani-Rice formula is uniformly better than Cornish-Fisher. Similar results are to be expected for n > 2, but explicit calculations can be tractably performed not on the exact function K(t) but on its equivalent up to exponential order. Since in the above discussion K(t) includes the -quantile x, to obtain the approximation s n is rather messy. This will be discussed elsewhere.
For more detailed comparisons, we will consider the case of the mean of an i.i.d. sample. Let X 1 ; : : : ; X n be i.i.d. random variables with 2 -distribution with two degrees of freedom. Since E(X 1 ) = 2 and V ar(X 1 ) = 4, the standardized sample mean is given by
The function K(t) is K(t) = ?t ? log(1 ? t); and 3 = 2n ?1=2 and 4 = 6n ?1 . Thus we can obtain the approximations s n and s n . Table 1 provides the exact -quantile (exact), the exact inversion of the Lugannani-Rice formula (L-R) and values of the approximations (s n , s n ). Thus we can obtain Table 2 . Tables 1 and 2 , it is clear that the exact inversions of Lugannani-Rice's formula are always better than the others and the Cornish-Fisher approximations are relatively good. Our new approximation s n is comparable to the Cornish-Fisher and better than the Cornish-Fisher in the lower tail area when the sample size is small. But in the upper tail area, it sometimes takes negative values or it is not available. Further e orts are necessary to improve the approximation in the upper tail area.
Appendix.
Proof of (18) 
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