Series solution of seventh order boundry value problems by Iftikhar, Muzammil
SERIES SOLUTIONS OF SEVENTH ORDER
BOUNDARY VALUE PROBLEMS
By
Muzammal Iftikhar
A THESIS
SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
DOCTOR OF PHILOSOPHY
IN
MATHEMATICS
Supervised By
Prof. Dr. Shahid S. Siddiqi
UNIVERSITY OF THE PUNJAB
QUAID-E-AZAM CAMPUS, LAHORE
SEPTEMBER, 2013
CERTIFICATE
I certify that the research work presented in this thesis is the
original work of Mr. Muzammal Iftikhar S/O Iftikhar Ahmad
and is carried out under my supervision. I endorse its evaluation for the
award of Ph.D. degree through the official procedure of University
of the Punjab.
Prof. Dr. Shahid S. Siddiqi
(Supervisor)
ii
DECLARATION
I, Mr. Muzammal Iftikhar S/O Iftikhar Ahmad, hereby
declare that the matter printed in this thesis is my original work. This
thesis does not contain any material that has been submitted for the
award of any other degree in any university and to the best of my
knowledge, neither does this thesis contain any material published or
written previously by any other person, except due reference is made
in the text of this thesis.
Muzammal Iftikhar
iii
Dedicated
To
My Loving Parents, Wife
and Children
iv
Table of Contents
Table of Contents v
Abstract xi
Acknowledgements xii
1 Introduction 1
1.1 Differential Equations . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Applications of Differential Equations . . . . . . . . . . . . . 3
1.1.2 Differential Equations and Mathematical Modelling . . . . . 6
1.2 Solution of Differential Equation . . . . . . . . . . . . . . . . . . . . 7
1.3 Initial Value Problems and Boundary Value Problems . . . . . . . . 7
1.3.1 Initial Value Problem . . . . . . . . . . . . . . . . . . . . . . 8
1.3.2 Boundary Value Problem . . . . . . . . . . . . . . . . . . . . 8
1.4 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.1 Classification of the methods solving the BVPs . . . . . . . 9
1.4.2 Differential Equation . . . . . . . . . . . . . . . . . . . . . . 11
1.4.3 Ordinary Differential Equation . . . . . . . . . . . . . . . . 11
1.4.4 Partial Differential Equation . . . . . . . . . . . . . . . . . . 11
1.4.5 Linear Differential Equations and Non-linear Differential Equa-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.6 Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.7 Relative Error . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4.8 Mean Square Error . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.9 Vector Norm . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.10 l2 and l∞ Norms . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.11 Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.12 Convergence of two-point BVPs . . . . . . . . . . . . . . . . 14
1.4.13 Banach Fixed Point Theorem . . . . . . . . . . . . . . . . . 14
1.5 Literature Survey . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.6 Seventh Order Boundary Value Problems . . . . . . . . . . . . . . . 22
1.7 Introduction to Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 23
2 Series Solutions using Homotopy Methods 24
2.1 Homotopy Analysis Method . . . . . . . . . . . . . . . . . . . . . . 24
2.1.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 27
v
2.2 Homotopy Perturbation Method . . . . . . . . . . . . . . . . . . . . 42
2.2.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 44
2.3 Optimal Homotopy Asymptotic Method . . . . . . . . . . . . . . . 56
2.3.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 58
3 Series Solutions using Variational Iteration Methods 68
3.1 Introduction to Variational Iteration Method . . . . . . . . . . . . . 68
3.1.1 Analysis of the Method . . . . . . . . . . . . . . . . . . . . 69
3.1.2 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 71
3.2 Variational Iteration Homotopy Perturbation Method . . . . . . . . 94
3.2.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . 96
3.3 Method of Variation of Parameters . . . . . . . . . . . . . . . . . . 109
3.3.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 109
4 Series Solutions using Decomposition Methods 122
4.1 Adomian Decomposition Method . . . . . . . . . . . . . . . . . . . 122
4.1.1 Analysis of the Method . . . . . . . . . . . . . . . . . . . . . 123
4.1.2 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Analysis of the Modified Adomian Decomposition Method . . . . . 138
4.2.1 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 140
5 Series Solutions using Differential Transformation Method 147
5.1 Differential Transformation Method . . . . . . . . . . . . . . . . . . 148
5.1.1 Analysis of the Method . . . . . . . . . . . . . . . . . . . . . 151
5.1.2 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . 152
6 Summary and Conclusion 159
References 163
Appendix 172
vi
List of Figures
1.1 Induction motor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2 Rotor (lower left) and stator (upper right) . . . . . . . . . . . . . . 22
2.1 Comparison between the exact solution (solid line) with the approx-
imate solution (dotted line) for Example 2.1. . . . . . . . . . . . . . 31
2.2 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Comparison between the exact solution (solid line) with the approx-
imate solution (dotted line) for Example 2.2. . . . . . . . . . . . . . 36
2.4 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Comparison between the exact solution (solid line) with the approx-
imate solution (dotted line) for Example 2.3. . . . . . . . . . . . . . 41
2.6 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.7 Comparison of the approximate solution (solid line) with the exact
solution (dotted line) for Example 2.4. . . . . . . . . . . . . . . . . 47
2.8 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.9 Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.5. . . . . . . . . . . . . . . . . . 52
2.10 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.11 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.12 Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.7. . . . . . . . . . . . . . . . . . 63
2.13 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.14 Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.8. . . . . . . . . . . . . . . . . . 67
2.15 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.1 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.1. . . . . . . . . . . . . 78
vii
viii
3.2 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.2. . . . . . . . . . . . . 85
3.4 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.5 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.3. . . . . . . . . . . . . 93
3.6 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.7 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.4. . . . . . . . . . . . . 99
3.8 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
3.9 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.5. . . . . . . . . . . . . 102
3.10 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.11 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.6. . . . . . . . . . . . . 105
3.12 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
3.13 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.8. . . . . . . . . . . . . 113
3.14 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.15 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.9. . . . . . . . . . . . . 117
3.16 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
3.17 Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.10. . . . . . . . . . . . . 121
3.18 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
4.1 Comparison between the approximate solution (dotted line) with
the exact solution (solid line) for Example 4.1. . . . . . . . . . . . 129
4.2 Comparison between the approximate solution (dotted line) with
the exact solution (solid line) for Example 4.2. . . . . . . . . . . . . 133
4.3 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
4.4 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4.5 Comparison between the approximate solution (dotted line) with
the exact solution (solid line) for Example 4.5. . . . . . . . . . . . . 143
4.6 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
ix
4.7 Comparison between the approximate solution (dotted line) with
the exact solution (solid line) for Example 4.6. . . . . . . . . . . . . 146
4.8 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.1 Comparison between the exact solution (solid line) and the approx-
imate solution (dotted line) for Example 5.1. . . . . . . . . . . . . . 155
5.2 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
5.3 Comparison between the exact solution (solid line) and the approx-
imate solution (dotted line) for Example 5.2. . . . . . . . . . . . . . 158
5.4 Absolute errors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
List of Tables
2.1 Numerical results for Example 2.1 . . . . . . . . . . . . . . . . . . . 31
2.2 Numerical results for Example 2.2 . . . . . . . . . . . . . . . . . . . 36
2.3 Numerical results for Example 2.3. . . . . . . . . . . . . . . . . . . 41
2.4 Numerical results for Example 2.4 . . . . . . . . . . . . . . . . . . . 47
2.5 Numerical results for Example 2.5 . . . . . . . . . . . . . . . . . . . 52
2.6 Numerical results for Example 2.6. . . . . . . . . . . . . . . . . . . 55
2.7 Numerical results for Example 2.7 . . . . . . . . . . . . . . . . . . . 63
2.8 Numerical results for Example 2.8 . . . . . . . . . . . . . . . . . . . 67
3.1 Numerical results for Example 3.1 . . . . . . . . . . . . . . . . . . . 78
3.2 Numerical results for Example 3.2 . . . . . . . . . . . . . . . . . . . 85
3.3 Numerical results for Example 3.3 . . . . . . . . . . . . . . . . . . . 93
3.4 Numerical results for Example 3.4 . . . . . . . . . . . . . . . . . . . 99
3.5 Numerical results for Example 3.5 . . . . . . . . . . . . . . . . . . . 102
3.6 Numerical results for Example 3.6 . . . . . . . . . . . . . . . . . . . 105
3.7 Numerical results for Example 3.7 . . . . . . . . . . . . . . . . . . . 108
3.8 Numerical results for Example 3.8 . . . . . . . . . . . . . . . . . . . 113
3.9 Numerical results for Example 3.9 . . . . . . . . . . . . . . . . . . . 117
3.10 Numerical results for Example 3.10 . . . . . . . . . . . . . . . . . . 121
4.1 Numerical results for Example 4.1 . . . . . . . . . . . . . . . . . . . 129
4.2 Numerical results for Example 4.2 . . . . . . . . . . . . . . . . . . . 133
4.3 Numerical results for Example 4.3 . . . . . . . . . . . . . . . . . . . 135
4.4 Numerical results for Example 4.4 . . . . . . . . . . . . . . . . . . . 137
4.5 Numerical results for Example 4.5 . . . . . . . . . . . . . . . . . . . 143
4.6 Numerical results for Example 4.6 . . . . . . . . . . . . . . . . . . . 146
5.1 Numerical results for Example 5.1 . . . . . . . . . . . . . . . . . . . 155
5.2 Numerical results for Example 5.2 . . . . . . . . . . . . . . . . . . . 158
x
Abstract
The boundary value problems play an important role in many fields. The seventh
order boundary value problems generally arise in modelling induction motors. The
objective of this dissertation is to find the series solutions of seventh order boundary
value problems. For solving both linear and non-linear seventh order boundary
value problems, homotopy methods, variational iteration methods, decomposition
methods and differential transformation method are used. The methods provide
the solutions in terms of a convergent series. Several examples are given which
reveal the efficiency and accuracy of the methods.
xi
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Chapter 1
Introduction
1.1 Differential Equations
The laws of the universe are written in mathematical language. Many static prob-
lems are solved by algebra, but for the most part natural phenomena involves
change and are depicted by equations that relate varying quantities.
“The words differential and equations clearly indicate some kind of equation
involving derivatives. Differential equations are interesting and important because
they express relationships involving rates of change. Such relationship forms the
basis for developing ideas and studying phenomenon in the sciences, economics,
engineering, finance, medicine and, in short, without any exaggeration, every as-
pect of human knowledge” [68].
“It is natural that the equations involving derivatives are frequently used to de-
scribe the changing universe. An equation describing an unknown function and
one or more of its derivatives is known as a differential equation” [27].
The physical situations that occur in nature can be described with an appropriate
differential equation. Since physics, mainly, deals with the way quantities change
1
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and progress over time, and the rate of change over time, “time derivative”, is nec-
essary for the particular definition of several important concepts. The differential
equation may be, easy or difficult, depending on the situations and the assump-
tions that are made about the situations and one may not yet be able to solve it,
however it will exist.
It should not be surprised that differential equations have had a major impact on
the history of science and represent one of the main avenues by which mathemat-
ical methods are applied to the real world. Moreover, many fundamental laws of
physics, biology, chemistry, economics and engineering can be formulated in the
form of differential equations. They express the relationship involving the rates
of change of continuous varying quantities modeled by the functions and are used
when a rate of change (derivative) is known.
“The study of differential equations originated in the investigation of laws that
govern the physical world and were first solved by Sir Isaac Newton in the seven-
teenth century (1642-1727), who referred to them as fluxional equations. The
term differential equation was introduced by Gottfried Leibnitz, who was a con-
temporary of Newton. Both are credited with inventing the calculus. Many of
the techniques for solving differential equations were known to mathematicians of
this century, but a general theory of differential equations was only developed by
Augustin-Louis Cauchy (1789-1857). Applications to stock markets and problems
related to finance and legal profession can be found in the work of Scholes and
Merton” [68].
Mathematicians are researching solutions to resolve various technical challenges
of these days. Numerical methods are used to solve the mathematical models in
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diverse scientific problems. A number of mathematical models of physics, biol-
ogy, economics and engineering problems are formulated in terms of differential
equations. These equations are used to model the behaviour of complex systems.
1.1.1 Applications of Differential Equations
Differential equations’ applications are nearly limitless and differential equations
play a crucial part in modern technology. The plant’s growth, the rise and fall of
stock exchange, increase in diseases and some physical forces acting on an object,
deal with derivatives.
• Differential Equations in Astronomy
Differential equations not only described the orbits along which the planets moved
around the Sun, but also provided a direction to observe them more closely. At one
stage, the progress in astronomy was stopped, but the invention of the telescope
made this knowledge endless. Newton invented reflecting telescope for which each
cross-section takes the shape of a parabola.
• Differential Equations in Shock Wave
When an airplane crashes through sound barrier or there is an explosion, then
shock wave occurs. The partial differential equation giving such a wave is
∂u
∂t
+ u
∂u
∂x
= 0.
• Differential Equations in Climate Change
Differential equations have been used in climate change. Today the worlds’ biggest
problem is, the rapid melting of Arctic ice cap and its consequences in future are
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severe. Using mathematical modelling, one can predict how much longer the ice
will be around and can be assessed the impact of an ice free Arctic on the rest of
the planet.
• Differential Equations to Overcome Diseases
Using differential equations, the spread of disease can be understood and can also
predict important public health questions, e.g., “a drug is infused into a patient’s
blood stream at a constant rate r g/s. Simultaneously, the drug is removed at
a rate proportional to the amount x(t) of the drug present at any time t. The
differential equation governing the amount x(t) is
dx
dt
= r − kx(t), k > 0” [68].
• Differential Equations in Fluid
Newton’s second law of motion/conservation of linear momentum can be considered
as a differential equation and it can be related to fluid mechanics, i.e.,
F =
dP
dt
=
dv
dt
.
• Differential Equations in Solar Dynamics
The Sun emits light from across the electromagnetic spectrum and the understand-
ing of its radiation is essential for the understanding of the solar dynamics. Wave
equation can be used for this purpose, i.e.,
∂u2
∂t2
=
∂u2
∂x2
.
• Differential Equations used to overcome Traffic Jams
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Traffic jams often occur for seemingly no reason, especially when a person is going
somewhere in a hurry. Mathematicians suggested a traffic model and further work
on this article to make our life free from traffic jams. The traffic flow model can
be formulated as
∂v
∂t
+
∂P (v)
∂x
= 0,
where, v= traffic density and P (v)= traffic flux.
• Differential Equations in Economics and Finance
To understand the behaviour of financial markets is a difficult task. Though, there
are mathematical models of financial procedure, which, when applied with great
accuracy, obtained remarkably effective results. The complicated mathematical
models of supply, demand and compounding interest have been provided by many
Mathematicians, and “described how changing markets need the mathematics of
change”. The differential equations help to understand these matters.
For example, the supply, demand and price of the product are related by the
following differential equation
dP
dt
= k(D − S),
where P is the price, D represents the demand of the product at any time t, S
denotes the supply and k is a constant of proportionality.
• Differential Equations in Computer Games
In real life, water splashes and balls bounce due to the laws of physics in which
differential equations are used. For computer games, a game engine guarantees the
virtual world behaves realistic. The differential equations are required to make the
computer games.
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1.1.2 Differential Equations and Mathematical Modelling
Mathematics provides a precise language for the description of the physical laws
and real-world processes. Representation of natural laws and physical world prob-
lems in terms of mathematical idea is called a mathematical model.
The steps of modelling process are as
1. The formulation of real world problems in mathematical terms, i.e., the con-
struction of mathematical model.
2. The solution of the resulting mathematical problem.
3. The interpretation of the mathematical results in the context of the original real
world problem, e.g., answering the question originally posed.
Some of the mathematical models involving derivatives, i.e., the formulation of
real-world problems in terms of ODEs are listed below.
◦ Logistic model of population growth
◦ Carbon dating
◦ The Chemical reaction and mixture
◦ Supply, demand and interest
◦ Law of heating and cooling
◦ The spread of disease
◦ Falling body
◦ Draining a tank
◦ Circuits
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1.2 Solution of Differential Equation
A solution of a differential equation
F (x, y,
dy
dx
,
d2y
dx2
, · · · , d
ny
dx(n)
) = 0 (1.2.1)
of order n on an interval I, is an arbitrary function possessing all derivatives
y, y′, y′′, · · · , y(n), which when substituted in the given differential equation reduces
the order of differential equation to an identity or it satisfies the equation.
Many methods exist to solve the differential equations, but these methods are ap-
plied to the type of differential equation being solved. The solution of a differential
equation contains as many arbitrary parameters as the order of the differential
equation. The question is that why do one get so many solutions which satisfy the
same differential equation? To get the answer of this question, the next section
deals with the initial and boundary value problems.
1.3 Initial Value Problems and Boundary Value
Problems
A solution of the differential equation contains the arbitrary constants. To find
out the unique solution, it is essential to determine the values of these constants.
For this, certain conditions are imposed at the initial and at boundaries of the
domain. These conditions are termed as the initial conditions and the boundary
conditions.
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1.3.1 Initial Value Problem
An ordinary differential equation together with initial conditions of the unknown
function at a given point in the domain of the solution is called the initial value
problem (IVP). The nth order differential equation can be considered, as
F (x,w,
dw
dx
,
d2w
dx2
, · · · , d
nw
dxn
) = 0, x ∈ I = [x0, xn]. (1.3.1)
The differential equation (1.3.1) is an initial value problem with the associated n
initial conditions given below
w(x0) = w0,
dw(x0)
dx
= w1,
...
dn−1w(x0)
dx(n−1)
= wn−1,
where x0 ∈ [x0, xn] and w0, w1, · · · , wn−1 are given constants.
IVP tells the behaviour of the function and all the derivatives of the function at
one variable location. If the associated conditions related to one value of x, the
conditions are said to be initial conditions (ICs). The differential equation together
with an initial condition is known as an initial value problem (IVP).
1.3.2 Boundary Value Problem
A boundary value problem is a differential equation together with the boundary
conditions (BCs) of the unknown function at the boundary points of the domain.
The solution of the differential equation will not only satisfy the differential equa-
tion everywhere within its borders, but also the boundary conditions must be
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satisfied. Boundary value problems can be posed for ordinary and partial differen-
tial equations.
The problem consists of solving a differential equation of order two or greater in
which the dependent variable w or its derivatives are specified at different points.
A problem such as
γ2(x)
d2y
dx2
+ γ1(x)
dy
dx
+ γ0(x)y = g(x),
with the associated boundary conditions,
y(x0) = y0, y(xn) = y1,
is known as a two-point BVP or simply a boundary value problem. The specified
values y(x0) = y0 and y(xn) = y1 are called boundary conditions. It is important
to notice that BVP tells the behaviour of the solution at more than one variable
locations.
If boundary value problems are subjected to conditions that are given at more than
two points. These conditions are referred to the multi-point boundary conditions
and the associated problem is said to be multi-point boundary value problems.
1.4 Preliminaries
1.4.1 Classification of the methods solving the BVPs
Numerical techniques for two-point BVP may be classified as
• Shooting Method
The method is used to resolve two-point BVPs into two IVPs.
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• Series Method
Using the series method, the solution of a BVP is presented by an infinite
series. The coefficients, a finite number of terms, are then determined nu-
merically to produce an approximate solution.
• Function Space Method
In this method, an approximate solution is considered in the function space
of finite dimension. The approximation solution is then determined by min-
imising either some measure of error in satisfying the BVP over selected
function space, or a certain function related to the problem.
• Analytical Methods
Such methods include approaches that replace the BVP given by an equiva-
lent analytical mathematical problem which is then solved numerically.
• Collocation Method
In this method, the provided interval is divided into sub-intervals and the
differential equation is estimated with reference to these segments. Depend-
ing on the size of the segments and approximation process for the solution,
various different methods that can be categorised in this class.
• Spline Method
Using this method, the solution to two-point BVP is approximated by spline
functions (piecewise defined functions ) by dividing the given interval into
a finite number of subintervals over which the splines are defined and their
derivatives are continuous up to at least one order less than the order of the
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spline under consideration. The ending conditions are also derived to com-
plete the definition of the spline. To derive the ending conditions, boundary
conditions are also used.
1.4.2 Differential Equation
“An equation containing the derivatives of one or more dependent variables, with
respect to one or more independent variables, is said to be a differential equation”
[68].
1.4.3 Ordinary Differential Equation
“A differential equation is said to be an ordinary differential equation if it contains
only ordinary derivatives of one or more dependent variables, with respect to a
single independent variables” [68].
1.4.4 Partial Differential Equation
“An equation involving the partial derivatives of one or more dependent variables
of two or more independent variables is called a partial differential equation” [68].
1.4.5 Linear Differential Equations and Non-linear Differ-
ential Equations
“An nth order ordinary differential equation is said to be linear in y if it can be
written in the form
an(x)y
(n) + an−1(x)y(n−1) + · · ·+ a1(x)y(1) + a0(x)y = f(x), (1.4.1)
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where a0, a1, · · · , an and f are functions of x on some interval I, and an(x) 6= 0
on that interval. The functions ak(x), k = 0, 1, 2, · · · , n are called the coefficient
functions. A differential equation that is not linear is called non-linear.
An ordinary differential equation is linear if the following conditions are satisfied
(i) The unknown function and its derivatives occur in the first degree only.
(ii) There are no products involving either the unknown function and its derivatives
or two or more derivatives.
(ii) There are no transcendental functions involving the unknown function or any
of its derivatives” [68].
1.4.6 Error
Numerical errors arise from the use of approximations to represent exact mathe-
matical operations and quantities. For such errors, the relationship between the
exact, or true, results and the approximation can be formulated as
true value = approximation+ error.
By rearranging above equation, one can find that the numerical error is equal to
the discrepancy between the truth and approximation as in
error = true value− approximation.
1.4.7 Relative Error
The relative error is defined as
relative error =
true value− approximation
true value
.
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1.4.8 Mean Square Error
“The mean square error is a way to assess the difference between an estimator
and the actual value of the quantity estimated. Mean square error measures the
average of the square of the error. The error is the amount by which the estimator
differs from the quantity to be estimated” [49].
1.4.9 Vector Norm
“A vector norm on Rn is a function ‖ · ‖, from Rn into R with the following
properties
(i) ‖x‖ ≥ 0 for all x ∈ Rn,
(ii) ‖x‖ = 0 if and only if x = 0,
(iii) ‖αx‖ = |α|‖x‖ for all α ∈ R and x ∈ Rn,
(iv) ‖x+ y‖ ≤ ‖x‖+ ‖y‖for all x, y ∈ Rn” [21].
1.4.10 l2 and l∞ Norms
“The l2 and l∞ norms for the vector x = (x1, x2, · · · , xn)t are defined by
‖x‖2 =
{
n∑
i=1
x2i
} 1
2
,
and
‖x‖∞ = max
1≤i≤n
|xi|” [21].
1.4.11 Stability
“A method is said to be stable when the obtained solution undergoes small vari-
ations as there are slight variations in inputs and parameters and when probable
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perturbations in parameters that are effective in equations and conditions prevail-
ing them do not introduce, in comparison to the physical reality of the problem,
any perturbations in what is returned” [95].
1.4.12 Convergence of two-point BVPs
Consider the solution of nth-order ordinary differential equation of as
F (x, v,
dv
dx
,
d2v
dx2
, · · · , d
nv
dx(n)
) = 0,
with the prescribed BCs. Let the error between the approximate and exact solu-
tions be denoted by
ei = vi − v(xi), i = 0, 1, 2, · · · , n.
A numerical procedure is said to be convergent if
‖ei‖∞ → 0.
1.4.13 Banach Fixed Point Theorem
“Assume that Y be a Banach space and H : Y −→ Y is a non-linear mapping,
and suppose that
‖H[v]−H[w]‖ ≤ θ‖v − w‖, v, w ∈ Y,
for some constant θ < 1. Then Y has a unique fixed point. Furthermore, the
sequence
vn+1 = H[vn],
with an arbitrary choice of v0 ∈ Y , converges to the fixed point of H” [88].
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1.5 Literature Survey
In 1978, Usmani [89] derived numerical methods of order two, four and six to solve
the fourth order linear ordinary differential equation. A priori error bound has
been determined to prove the convergence of the finite difference method for the
fourth order method. The sufficient condition, guaranteeing the uniqueness of the
solution, has also been determined.
In 1981, Chandrasekhar [24] considered if an infinite horizontal fluid (liquid) layer
is heated from below and is rotated, instability sets in. If this instability arise as
overstability, it may be expressed as a differential equation of order eight. If an
infinite horizontal fluid (liquid) is heated from below, with the assumption that a
uniform magnetic field is applied through the liquid, in the same direction as the
gravity and the liquid subjected to a rotation, the instability arises. When this
instability arises as ordinary convection, it is formulated as a tenth order BVP
[24].
In 1984, Usmani and Sakai [91] used quartic spline for the solution of third-order
BVPs.
In 1984 and 1988, Adomian [3, 4] proposed a decomposition method for solving
a large class of problems in physics, biology and chemistry. The method provides
the solution in terms of a rapidly convergent series.
In 1986, Zhou [96] established the theory of differential transform. The author
solved linear and non-linear IVPs arising in circuit analysis. Pukhov [63] also the
studied differential transform method at the same time.
In 1989, Adomian [5] established the convergence of the Adomian’s decomposition
method.
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In 1989, Bishop et al. [19] examined an eighth-order differential equation arising
in torsional vibration of uniform beams.
In 1992, Usmani [90] derived quartic polynomial spline for solving linear fourth
order BVPs and developed new consistency relations.
In 1993, Cherruault and Adomian [25] developed a test for the convergence of the
Adomian method using the properties of convergent series, and some results of the
Convergence rate are deduced.
In 1993, Boutayeb and Twizell [20] used the finite-difference method to find the
solution of eighth-order BVPs.
In 1994, Richards and Sarma [64] discussed that the seventh order differential
equations are generally arise in modelling induction motors with two rotor circuits.
In 1994, Abbaoui and Cherruault [1] discussed the convergence of the Adomian
method for non-linear differential equations.
In 1995, Abbaoui and Cherruault [2] gave a formulae which calculates, easily, the
Adomian’s polynomials used in Adomian decomposition method.
In 1996, following Usmani [90], Siddiqi and Twizell [84] derived uniform sextic
polynomial splines, consistency relations connecting the spline function values at
mid-knots and the corresponding values of the second, fourth and sixth derivatives,
respectively, for the solution of a linear sixth order BVPs.
In 1996, Siddiqi and Twizell [83] presented the solution of eighth-order BVP using
octic spline.
In 1996, Sallam and Karaballi [65] introduced and analyzed a technique for solving
special 2nd order, periodic and non-periodic, IVP in ODEs and the technique based
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on quartic C3-spline as an approximation to the true solution of the following IVP,
v′′(x) = f(x, v), v(0) = v0, v′(0) = v′0.
In 1997, Siddiqi and Twizell [85] presented the solution of linear twelfth-order BVP
using twelfth degree spline.
In 1999, Caglar et al. [23, 22] proposed the numerical solution of the third order
BVPs with fourth-degree B-spline functions and the solution of fifth order BVPs
with B-spline functions of degree six respectively.
In 2000, Wazwaz [93] presented a numerical algorithm using Adomian decomposi-
tion method for the solutions of special eighth order BVP.
In 2000, J. He [35] proposed a technique to solve autonomous ordinary differential
systems. For the construction of correction functionals, the Lagrange multipliers
are introduced in the method. The multipliers in the functionals can be identified
by the variational theory.
In 2000 and 2001, Wazwaz [92, 94] applied the modified form of the Adomian’s de-
composition method for solving the linear and non-linear sixth, tenth and twelfth
order BVPs.
In 2001, Sheng et al. [67] constructed numerical scheme, through semidiscretiza-
tion and using quartic spline approximation. The method provided solution for
the generalized non-linear Schro¨dinger equation ivt + vxx + f(|v|2)v = 0.
In 2001, Al-Said [14] used cubic polynomial splines to develop a few consistency
relations which have been used to work out a method for computing smooth ap-
proximations to the solution and its derivatives for a system of second order BVPs
associated with obstacle, unilateral, and contact problems.
In 2002, Liu and Wu [52] developed the differential quadrature rule to solve eighth
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order ordinary differential equations. Explicit weighting coefficients were formu-
lated to execute the proposed rule for eighth order ordinary differential equations.
In 2003, Khan and Aziz [47] presented a method of order four founded on quintic
spline to solve third order linear and non-linear BVPs.
In 2004, Inc and Evans [44] developed the solutions of eighth order BVPs by Ado-
mian decomposition method (ADM). The authors verified that the method was
reasonably efficient to find out the solution in the closed form. The decomposition
method avoids the difficulties and massive computational work, which usually re-
sult from the finite difference method and spline method.
In 2004, J. He [37] developed homotopy perturbation (HPM) method for the non-
linear oscillators with discontinuities, providing an effective mathematical tool for
non-linear equations. The discontinuous function has no effect on the effectiveness
and feasibility of the method.
In 2005, Akram and Siddiqi [11] defined septic spline solution for interpolation at
equidistant knots along as well as the ending conditions to complete the definition
of the spline. The aim of establishing the ending conditions for septic spline is to
use the septic spline for the solutions of sixth order BVPs.
In 2006, Tatari and Dehghan [87] presented the solution of third and fourth order
multi-point boundary value problems using the Adomian decomposition method.
The procedure does not result in any large system of linear or non-linear equations.
Thus, it is not affected by rounding errors found by the calculation and the solu-
tion is found without taking much time and a large amount of computer memory.
In 2006, J. He [39] used the homotopy perturbation method which is proved to be
very efficint, easy, and convenient for non-linear BVPs. The process does not need
Ch 1: Introduction 19
to calculate Adomian polynomials and is applied in a direct way.
In 2006 and 2007, Siddiqi and Akram derived a non-polynomial spline technique
[70] and nonic spline solutions [12] to obtain the numerical solution of special
eighth order linear BVPs. The methods are shown to be second order convergent.
Moreover, authors presented the solutions of fifth and sixth order BVPs by non-
polynomial spline technique [69, 13].
In 2007, J. He and Wu [42] applied variational iteration method (VIM) to var-
ious kinds of non-linear problems. The autors investigated key applications to
non-linear wave equation, non-linear fractional differential equations, non-linear
oscillations and non-linear problems arising in various engineering applications.
Authors outline the basic conceptual framework of the method with application to
non-linear problems.
In 2007, Noor and Mohyud-Din [60, 58] used Variational iteration technique for
solving fourth order and higher order BVPs. In the same year, Noor and Mohyud-
Din [59] also proposed the variational iteration decomposition method for solving
the eighth-order BVPs. The method is a combination of variational iteration tech-
nique and Adomian decomposition method. The results are determined in terms
of convergent series .
In 2007 and 2008, Noor and Mohyud-Din [57, 61] used HPM to solve the fifth-order
and the sixth-order BVPs. Using a suitable transformation, the BVPs were refor-
mulated as an equivalent system of integral equations. The approximate results of
the integral equations were obtained in terms of convergent series.
In 2008, Arikoglu and Ozkol [16] applied the differential transformation method
(DTM) to solve the integro-differential and integral equation systems. In 2008,
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Lamnii et al. [48] proposed the spline collocation method based on spline inter-
polants and with the help of the proposed method the approximate solutions of
8th order, 10th order and 12th order linear BVPs were obtained.
In 2008 and 2009, Marinca et al. [43, 53, 55, 54] introduced optimal homotopy
asymptotic method (OHAM) for the approximate solution of non-linear problems
of thin film flow of a fourth-grade fluid down a vertical cylinder. The method was
used to analyze the behavior of non-linear mechanical vibration of an electrical
machine. The procedure was also used to solve the non-linear equations arising
in the steady state flow of a fourth-grade fluid past a porous plate and to solve a
non-linear equation originating in heat transfer.
In 2009, Domairry and Fazeli [26] used homotopy analysis method (HAM) to iden-
tify the fin effectiveness of convective fins with thermal conductivity.
In 2009, Geng and Li [29] constructed a reproducing kernel space and solved a
class of tenth order linear BVPs with the help of reproducing kernel method.
In 2009, Siddiqi et al. [75, 76] developed the variational iteration technique to
solve eighth and tenth order BVPs.
In 2009, Siddiqi et al. [71, 72] presented a variational iteration method for the
solution of eleventh and twelfth order BVPs.
In 2009, Biazar and Ghazvini [18] developed the sufficient condition for conver-
gence of the homotopy perturbation method, and examined the condition for the
three well known problems of Burgers’ equation, Schro¨dinger equation and fourth
order parabolic PDEs.
In 2009, Noor and Mohyud-Din [62] applied modified variational iteration method
for solving the boundary layer problem in unbounded domain.
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In 2010, Ali et al. [15] presented the solution of multi-point BVPs using the opti-
mal homotopy asymptotic method. The method provides the conditions to control
the convergence region of approximating solution series.
In 2010, Kazemipour and Neyrameh [46] used homotopy analysis method to con-
struct analatical solutions of Goursat problems. The linear and non-linear struc-
tures are handled in a like manner without any need to restrictive assumptions.
In 2011, Akram and Rehman [8] presented the approximate solutions to the fifth
order BVPs using the reproducing kernel method (RKM) along with searching
least value (SLV) method.
In 2011, Batiha and Batiha [17] presented the the numerical solution of the linear
ordinary differential equations, homogeneous or inhomogeneous using differential
transformation method.
In 2012, Akram and Rehman [9] proposed the solutions of fourth order singularly
perturbed BVPs using reproducing kernel space.
In 2013, Akram and Rehman [10] presented the numerical solutions of linear and
non-linear eighth-order BVPs using the reproducing kernel space method.
In 2013, Shaban et al. [66] presented modified the HAM for solving non-linear
BVPs.
In 2013, Akram and Naheed [7] presented the solution of fourth order singularly
perturbed boundary value problem is solved using septic spline. The proposed
method is proved to be fourth order convergent.
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Figure 1.1: Induction motor
Figure 1.2: Rotor (lower left) and sta-
tor (upper right)
A brief introduction to the seventh order BVPs is presented in the next section.
1.6 Seventh Order Boundary Value Problems
Currently, the literature on the numerical solutions of seventh order BVPs is not
much available. These problems generally arise in modelling induction motors with
two rotor circuits. The induction motor behavior is represented by a fifth order
differential equation model. The model contains two stator state variables, two
rotor state variables and one shaft speed. Normally, two more variables must be
added to account for the effects of a second rotor circuit representing deep bars,
a starting cage or rotor distributed parameters. To avoid the computational bur-
den of additional state variables when additional rotor circuits are required, model
is often limited to the fifth order and rotor impedance is algebraically altered as
function of rotor speed. This is done under the assumption that the frequency of
rotor currents depends on rotor speed. This approach is efficient for the steady
state response with sinusoidal voltage, but it does not hold up during the transient
conditions, when rotor frequency is not a single value. So, the behaviour of such
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models show up in the seventh order boundary value problems [64]. The mathe-
matical model of synchronous generator can be represented with model of seventh
order. This model is complex and it describes the generator accurately [28, 86].
The following seventh-order BVPs are considered
v(7)(x) = f(x, v(x), v′(x)), a ≤ x ≤ b,
v(i)(a) = Ai,
v(j)(b) = Bj,
 (1.6.1)
where, i = 0, 1, 2, 3, j = 0, 1, 2, Ai’s and Bj’s are finite real constants. Also,
f(x, v(x), v′(x)) is a continuous function on [a, b].
1.7 Introduction to Thesis
The dissertation is organized as follows
Chapter 2 has been devoted to solve seventh order BVPs using homotopy analysis
method (HAM), homotopy perturbation method (HPM) and optimal homotopy
asymptotic method (OHAM).
Chapter 3 has been assigned to find the series solutions of seventh order BVPs us-
ing variational iteration method (VIM), variational homotopy perturbation method
(HPM) and method of variation of parameters (MVP).
Chapter 4 has been designed to find the series solutions of linear and non-linear
seventh order BVPs using Adomian decomposition method (ADM) and modified
Adomian decomposition method (MADM).
Chapter 5 has been dedicated to develop differential transformation method
(DTM) for the series solutions of seventh order BVPs.
Finally, the summary and conclusions are presented in chapter 6.
Chapter 2
Series Solutions using Homotopy
Methods
In this chapter the series solutions, for the seventh order BVPs, have been de-
termined using three homotopy methods, i.e. homotopy analysis method (HAM),
homotopy perturbation method (HPM) and optimal homotopy asymptotic method
(OHAM).
In the first section of the chapter the series solutions using the homotopy analy-
sis method (HAM) are presented. This is a general semi analytic approach to get
series solutions of linear and non-linear equations.
The contents of this chapter have been compiled in the form of three
papers in which one paper has been published [81], one paper has been
accepted for publication [79] and the other is submitted for publication
[78]. In paper [81], eighth and tenth order BVPs have also been solved with the
help of HAM.
2.1 Homotopy Analysis Method
For a given BVP
N [v(x)] = 0, x ∈ Θ, (2.1.1)
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where N is a non-linear operator and v(x) is an unknown function. A one pa-
rameter family of equations in the embedding parameter q ∈ [0, 1], called the
zeroth-order deformation equation, is constructed as
(1− q)L[ψ(x, q)− v0(x)]− qhH(x)N [ψ(x, q)] = 0, x ∈ Θ, q ∈ [0, 1],
(2.1.2)
where H(x) is an auxiliary function, ψ(x, q) is an unknown function, L is an
auxiliary linear operator, h is a non-zero auxiliary parameter and v0(x) is an initial
guess. The homotopy provides larger freedom to choose both of the auxiliary linear
operator L and the initial guess than the traditional non-perturbation methods
[50, 51]. For q = 0 the solution of zeroth order deformation Eq. (2.1.2) is
ψ(x, 0) = v0(x),
and for q = 1, since H(x) 6= 0, h 6= 0, zeroth order deformation Eq. (2.1.2) can be
written as
N [ψ(x, q)] = 0,
which is same as Eq. (2.1.1), provided that
ψ(x, 1) = v(x).
Thus, as q increases from 0 to 1, the solution ψ(x, q) varies from the initial guess
v0(x) to the solution v(x). Expanding ψ(x, q) by Taylor series with respect to q,
ψ(x, q) = v0(x) +
∞∑
m=1
vm(x)q
m, (2.1.3)
where
vm(x) =
1
m!
∂mψ(x, q)
∂qm
∣∣∣∣
q=0
. (2.1.4)
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If the the auxiliary function, the auxiliary parameter h, the auxiliary linear opera-
tor and the initial guess are properly chosen, the series (2.1.3) converges at q = 1,
then the series solution is
v(x) = v0 +
∞∑
m=1
vm(x), (2.1.5)
which must be one of solutions of N [v(x)] = 0.
Define the vector
−→vn(x) = {v0(x), v1(x), · · · , vn(x)}. (2.1.6)
According to Eq. (2.1.5), the governing equation can be deduced from the zeroth-
order deformation Eq. (2.1.2). Differentiating the zeroth order deformation Eq.
(2.1.2) m times with respect to the parameter q and setting q = 0, then finally
dividing them by m!, the mth-order deformation equation is determined as
L[vm(x)− χmvm−1(x)]− hH(x)Rm(−→v m−1) = 0, x ∈ Θ, q ∈ [0, 1],
(2.1.7)
where
Rm(
−→v m−1) = 1
(m− 1)!
∂m−1N(ψ(x, q))
∂qm−1
∣∣∣∣
q=0
(2.1.8)
and
χm =
{
0, m ≤ 1,
1, m > 1.
(2.1.9)
Solving the linear deformation Eq. (2.1.7), the values of v0(x), v1(x), ..., vn(x) can
be determined one after the other in order. Finally, an nth order approximate
series solution is given by
v(x) =
n∑
k=0
vk(x).
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2.1.1 Numerical Examples
To implement the method, three numerical examples are considered in this section.
Example 2.1 The seventh order BVP is considered as
v(7)(x) = −v(x)− ex(35 + 12x+ 2x2), 0 ≤ x ≤ 1,
v(0) = 0, v(1) = 0,
v(1)(0) = 1, v(1)(1) = −e,
v(2)(0) = 0, v(2)(1) = −4e,
v(3)(0) = −3.

(2.1.10)
The exact solution of the problem is v(x) = x(1− x)ex, [81].
With the help of HAM, the zeroth order deformation equation is constructed as
(1− q)L[ψ(x, q)− v0(x)] = qhH(x)
(
∂7ψ(x, q)
∂q7
+ ψ(x, q) + ex(35 + 12x+ 2x2)
)
.
(2.1.11)
The initial approximation, v0(x), is the solution of
∂7
∂x7
v = 0 subject to boundary
conditions in problem, i.e.,
v0(x) = x− x
3
2
+
1
2
(−17 + 6e)x4 + 1
2
(27− 10e)x5 + 1
2
(−11 + 4e)x6. (2.1.12)
The linear operator L normally consists of the homogeneous part of non-linear
operator N where as parameter h and function H(x) are introduced in order to
optimize the initial guess. Here, the h is chosen in such a way that the convergent
series is obtained. Under the solution expression (2.1.3), the auxiliary function
H(x) can be chosen as H(x) = 1. In this way good approximations of such
problems can be obtained without having to go up to high order of approximation
and without requiring a small parameter.
Hence, the mth-order deformation can be written as
L[vm(x)− χmvm−1(x)] = hH(x)Rm(−→v m−1), (2.1.13)
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where
R1(
−→v 0) = ∂
7vm−1(x, q)
∂q7
+ vm−1(x, q) + ex(35 + 12x+ 2x2), (2.1.14)
Rm(
−→v m−1) = ∂
7vm−1(x, q)
∂q7
+ vm−1(x, q), m ≥ 2. (2.1.15)
The solution of the mth-order deformation Eqs. (2.1.14)-(2.1.15) for m ≥ 1 be-
comes
vm(x) = χmvm−1(x) + hL−1[Rm(
−→v m−1)], (2.1.16)
Hence, the first few approximations can be determined as
v0(x) = x− x
3
2
+
1
2
(−17 + 6e)x4 + 1
2
(27− 10e)x5 + 1
2
(−11 + 4e)x6,
(2.1.17)
v1(x) =
h
518918400
(−32691859200 + 32691859200ex − 24389164800x
−8302694400exx− 9081072000x2 + 1037836800exx2 − 2335132800x3
+795242426295x4 − 292929440550ex4 − 1230096003906x5
+452496853920ex5 + 502831877247x6 − 184994415376ex6
+12870x8 − 429x10 − 2652x11 + 936ex11 + 1755x12
−650ex12 − 330x13 + 120ex13), (2.1.18)
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v2(x) =
1
2899208226410496000
(h(2899208226410496000ex(63− 16x+ 2x2
+h(350− 60x+ 4x2)) + 4ex4(2793510720(−146464720275
+226248426960x− 92497207688x2 + 468x7 − 325x8 + 60x9) +
h(−2391120788452987410516 + 3679092359889762186597x
−1501063259102477456972x2 − 244694781156930x7
+157428299816840x8 − 29708987440024x9 + 8151x14 − 3575x15
+429x16))− (−1 + x)3(16761064320(−10897286400− 40821580800x
−92799907200x2 − 167610643200x3 − 7385x4 − 1057x5 + 1533x6
+385x7 − 211x8 − 255x9 + 110x10) + h(−1014722879243673600000
−3884939023390064640000x− 8955654211382022144000x2
−16320609509206818816000x3 + 35112586142264589x4
−3396629633808852x5 − 3323886655442213x6 − 909287752766694x7
+539538641308905x8 + 742962103712584 x9 − 322985687533257x10
−5699694x11 − 1626625x12 + 312312x13 + 117117x14 + 4862x15
−24453x16 + 4719x17)))). (2.1.19)
The 2nd order approximation of u(x) can be written as
v(x) = v0(x) + v1(x) + v2(x). (2.1.20)
The series (2.1.20) is a family of the approximate solutions to Example 2.1 in terms
of the parameter h.
To ensure that the solution series converges, the value of auxiliary parameter h
is chosen to be −1. The absolute errors, obtained with the help of the proposed
method, are compared with those obtained with the help of the method of variation
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of parameter [82] for Example 2.1 are given in Table 2.1, which shows that the
proposed method give much better approximations than method of variation of
paramters and approximations converges to the exact solution quit fast. Figure
2.1 and 2.2 show the comparison of exact solution with approximate solution and
absolute errors for Example 2.1 respectively.
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Figure 2.1: Comparison between the exact solution (solid line) with the approxi-
mate solution (dotted line) for Example 2.1.
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Figure 2.2: Absolute errors
Table 2.1: Numerical results for Example 2.1
x Exact App. Absolute Error Absolute Error
solution solution present method Siddiqi and Iftikhar [82]
0.0 0.0000 0.0000 0.0000 0.0000
0.1 0.9946 0.9946 5.39291 E-14 8.55607 E-13
0.2 0.1954 0.1954 4.85167 E-14 9.94041 E-12
0.3 0.2835 0.2835 3.92464 E-14 3.52244 E-11
0.4 0.3580 0.3580 2.21489 E-14 7.3224 E-10
0.5 0.4122 0.4122 3.84137 E-14 1.08769 E-10
0.6 0.4373 0.4373 2.10831 E-13 1.29035 E-10
0.7 0.4229 0.4229 1.99785 E-13 1.51466 E-10
0.8 0.3561 0.3561 3.29736 E-13 2.717974 E-10
0.9 0.2214 0.2214 1.77622 E-12 7.48179 E-10
1.0 0.0000 -1.65159 E-12 1.65159 E-12 2.1729 E-09
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In the following, the theorem regarding the convergence of Example 2.1 is
proved.
Theorem 2.1.1. If the series solution (2.1.20) of the problem (2.1.10) obtained
from the HAM is convergent then it converges to the exact solution of the problem
(2.1.10).
Proof. Let the series
∞∑
m=0
vm(x),
be convergent. It is assumed that
v(x) =
∞∑
m=0
vm(x) (2.1.21)
and
lim
n→∞
vn(x) = 0.
Using the definition (2.1.13)
n∑
m=1
[vm(x)− χmvm−1(x)] = v1 + (v2 − v1) + (v3 − v2) + ...+ (vn − vn−1)
= vn(x).
Using the Eq. (2.1.21), it can be written as
∞∑
m=1
[vm(x)− χmvm−1(x)] = lim
n→∞
vn(x)
= 0.
Applying the operator L, the above expression can be rewritten as
L
∞∑
m=1
[vm(x)− χmvm−1(x)] =
∞∑
m=1
L[vm(x)− χmvm−1(x)]
= 0.
Using the definition (2.1.13)
∞∑
m=1
L[vm(x)− χmvm−1(x)] = hH(x)
∞∑
m=1
Rm(
−→v m−1). (2.1.22)
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Since h 6= 0, H(x) 6= 0, it yields
∞∑
m=1
Rm(
−→v m−1) = 0. (2.1.23)
From Eqs. (2.1.14)-(2.1.15), it holds
∞∑
m=1
Rm(
−→v m−1) =
∞∑
m=1
(
∂7vm−1(x, q)
∂q7
+ um−1(x, q)
+(1− χm)ex(35 + 12x+ 2x2)
)
=
∞∑
m=1
(
∂7vm−1(x, q)
∂q7
)
+
∞∑
m=1
vm−1(x, q)
+
∞∑
m=1
(1− χm)ex(35 + 12x+ 2x2)
= v(7)(x) + v(x) + ex(35 + 12x+ 2x2). (2.1.24)
Using (2.1.23), the expression (2.1.24) can be written as
v(7)(x) + v(x) + ex(35 + 12x+ 2x2) = 0. (2.1.25)
Example 2.2 The seventh order non-linear BVP is considered as
v(7)(x) = v(x)v′(x) + e−2x(2 + ex(x− 8)− 3x+ x2), 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = −2, v(1)(1) = −1/e,
v(2)(0) = 3, v(2)(1) = 2/e,
v(3)(0) = −4.

(2.1.26)
The exact solution of the problem is v(x) = (1− x)e−x.
With the help of HAM, the zeroth order deformation Eq. is constructed as
(1− q)L[ψ(x, q)− v0(x)] = qhH(x)
(
∂7ψ(x, q)
∂q7
+ ψ(x, q)
∂ψ(x, q)
∂q
+e−2x(2 + ex(−8 + x)− 3x+ x2)) . (2.1.27)
The initial approximation, u0(x), is the solution of
∂7
∂x7
v = 0 subject to boundary
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conditions in (2.1.26), i.e,
v0(x) = 1− 2x+ 3x
2
2
− 2x
3
3
+
(36− 12e)x4
6e
+
(−66 + 24e)x5
6e
+
(30− 11e)x6
6e
.
(2.1.28)
The linear operator L normally consists of the homogeneous part of non-linear
operator N whereas parameter h and function H(x) are introduced in order to
optimize the initial guess. Here, the h is chosen in such a way that the convergent
series is obtained. Under the solution expression (2.1.3), the auxiliary function
H(x) can be chosen as H(x) = 1.
The mth-order deformation can be obtained as
L[vm(x)− χmvm−1(x)] = hH(x)Rm(−→v m−1), (2.1.29)
where
R1(
−→v 0) = ∂
7vm−1(x, q)
∂q7
+ vm−1(x, q)
∂vm−1(x, q)
∂q
+ e−2x(2 + ex(−8 + x)
−3x+ x2), (2.1.30)
Rm(
−→v m−1) = ∂
7vm−1(x, q)
∂q7
+ vm−1(x, q)
∂vm−1(x, q)
∂q
, m ≥ 2. (2.1.31)
The solution of the mth-order deformation Eqs. (2.1.29)-(2.1.31) for m ≥ 1 be-
comes
vm(x) = χmvm−1(x) + hL−1[Rm(
−→v m−1)], (2.1.32)
Hence, the first few terms of the series solution are as follows
v0(x) = 1− 2x+ 3x
2
2
− 2x
3
3
+
(36− 12e)x4
6e
+
(−66 + 24e)x5
6e
+
(30− 11e)x6
6e
,
(2.1.33)
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v1(x) =
he−2−2x
52929676800
(2274322050e2 − 52929676800e2+x + 50655354750e2+2x
+1654052400e2x+ 52929676800e2+xx− 102964761900e2+2xx
+413513100e2x2 + 77740462800e2+2xx2 − 34735100400e2+2xx3
−100276694820e2xx4 + 317578525200e1+2xx4 − 92426387280e2+2xx4
+168299259192e2xx5 − 582227931918e1+2xx5 + 188997561564e2+2xx5
−72364427100e2xx6 + 264649706520e1+2xx6 − 87281523925e2+2xx6
+21003840e2+2xx7 − 9189180e2+2xx8 + 3208920e2+2xx9
−2100384e1+2xx10 + 160446e2+2xx10 + 3659760e1+2xx11
−1113840e2+2xx11 − 2864160e1+2xx12 + 1003340e2+2xx12
+1306620e1+2xx13 − 471240e2+2xx13 − 440640e2xx14 − 69360e1+2xx14
+83640e2+2xx14 + 969408e2xx15 − 626688e1+2xx15 + 99552e2+2xx15
−830790e2xx16 + 596700e1+2xx16 − 107100e2+2xx16 + 326700e2xx17
−238590e1+2xx17 + 43560e2+2xx17 − 49500e2xx18 + 36300e1+2xx18
−6655e2+2xx18. (2.1.34)
The first order approximation can be expressed as
v(x) = v0(x) + v1(x). (2.1.35)
The series (2.1.35) is a family of the approximate solutions to Example 2.2 in
terms of the parameter h. To ensure that the solution series converges, the value
of auxiliary parameter h is chosen to −1. In Table 2.2, the series solution and the
exact solution are compared, which shows that the method is quite reliable and
accurate. Figure 2.3 shows the comparison of exact with approximate solution and
in Figure 2.4, absolute errors are plotted.
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Figure 2.3: Comparison between the exact solution (solid
line) with the approximate solution (dotted line) for Ex-
ample 2.2.
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Figure 2.4: Absolute errors
Table 2.2: Numerical results for Example 2.2
x Exact App. Absolute
solution solution Error
0.0 1.0000 1.0000 0.0000
0.1 0.814354 0.814354 4.15223 E-14
0.2 0.654985 0.654985 4.18332 E-13
0.3 0.518573 0.518573 1.21736 E-12
0.4 0.402192 0.402192 1.95471 E-12
0.5 0.303265 0.303265 2.03731 E-12
0.6 0.219525 0.219525 1.37063 E-12
0.7 0.148976 0.148976 4.66988 E-13
0.8 0.0898658 0.0898658 4.8378 E-14
0.9 0.040657 0.040657 6.00561 E-14
1.0 0.0000 1.29172 E-15 1.29172 E-15
Ch 2: Series Solutions using Homotopy Methods 37
Example 2.3 The seventh order linear BVP is considered as
v(7)(x) = xv(x) + ex(x2 − 2x− 6), 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(2.1.36)
The exact solution of the problem is v(x) = (1− x)ex .
According to the HAM (2.1.2), the zeroth order deformation Eq. is obtained as
(1− q)L[ψ(x, q)− v0(x)] = qhH(x)
(
∂7ψ(x, q)
∂q7
− xψ(x, q)− ex(x2 − 2x− 6)
)
.
(2.1.37)
The initial approximation, u0(x), is the solution of
∂7
∂x7
v = 0 subject to boundary
conditions in problem, i.e.,
v0(x) =
1
6
(
6− 3x2 − 2x3 − 66x4 + 24ex4 + 114x5 − 42ex5 − 49x6 + 18ex6) .
(2.1.38)
The linear operator L normally consists of the homogeneous part of non-linear
operator N whereas parameter h and function H(x) are introduced in order to
optimize the initial guess. Here, the h is chosen in such a way that the convergent
series is obtained. Under the solution expression (2.1.3), the auxiliary function
H(x) can be chosen as H(x) = 1.
Hence, the mth-order deformation Eq. can be wriiten as
L[vm(x)− χmvm−1(x)] = hH(x)Rm(−→v m−1), (2.1.39)
where
R1(
−→v 0) = ∂
7um−1(x, q)
∂q7
− xvm−1(x, q)− ex(x2 − 2x− 6), (2.1.40)
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Rm(
−→v m−1) = ∂
7vm−1(x, q)
∂q7
− xvm−1(x, q), m ≥ 2. (2.1.41)
The solution of the mth-order deformation Eqs. (2.1.40)-(2.1.41) for m ≥ 1 be-
comes
vm(x) = χmvm−1(x) + hL−1[Rm(
−→v m−1)], (2.1.42)
Consequently, the first few terms of the series solution are as follows
v0(x) =
1
6
(6− 3x2 − 2x3 − 66x4 + 24ex4 + 114x5 − 42ex5 − 49x6 + 18ex6),
(2.1.43)
v1(x) = − h
518918400
(−33210777600 + 33210777600ex − 24908083200x
−8302694400exx− 8821612800x2 + 518918400exx2 − 1902700800x3
+805880249370x4 − 296561868000ex4 − 1246960842596x5
+458723871300ex5 + 509923755824x6 − 187589005090ex6 + 12870x8
−429x10 − 104x11 − 1430x12 + 520ex12 + 1140x13 − 420ex13 − 245x14
+90ex14), (2.1.44)
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v2(x) =
1
5798416452820992000
(h(5798416452820992000ex(−(−8 + x)2
+h(−1912 + 472x− 38x2 + x3)) + 2ex4(−55870214400(−29656186800
+45872387130 x− 18758900509x2 + 52x8 − 42x9 + 9x10)
+h(49690982010702100504260− 76814528092960429985076x
+31405676813071555170669x2 − 417993012392800x8
+298682169864600x9 − 61094080573670x10 + 7436x16 − 4004x17
+585x18))− (−1 + x)3(−11174042880(−33210777600− 124540416000x
−282810528000x2 − 509923814400x3 − 25830x4 − 4886x5 + 4256x6
+1596x7 + 4x8 − 520x9 − 405x10 + 245x11) + h(11086572257793736704000
+41609436465443438592000x+ 94595366011321663488000x2
+170738238064282656768000x3 + 24802352660012134x4
+5736217326678258x5 − 3258730796920746x6 − 2182491710784878x7
−382710986178138x8 + 606638770333074x9 + 627366633696598x10
−332148400682766x11 − 6750198x12 − 2022930x13 + 266942x14
+119418x15 + 28704x16 − 5200x17 − 12181x18 + 3185x19)))). (2.1.45)
The 2nd order approximation of u(x) can be expressed as
v(x) = v0(x) + v1(x) + v2(x). (2.1.46)
The series (2.1.46) is a family of the approximate solutions to Example 2.3 in terms
of the parameter h.
To ensure that the solution series converges, the value of auxiliary parameter h is
chosen to be −1. The comparison of the absolute errors, obtained with the help of
the proposed method and obtained with the help of the method in [73] are given in
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Table 2.3, which show that the proposed method give much better approximations
than the method in [73] and approximations converges to the exact solution quit
fast. In Figure 2.5, the comparison of approximate series solution with exact
solution is shown and in Figure 2.6, absolute errors for Example 2.3 is shown.
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Figure 2.5: Comparison between the exact solution (solid line) with the approxi-
mate solution (dotted line) for Example 2.3.
0.2 0.4 0.6 0.8 1
2·10-12
4·10-12
6·10-12
8·10-12
Figure 2.6: Absolute errors
Table 2.3: Numerical results for Example 2.3.
x Exact solution Approximate Absolute Error Absolute Error
series solution Present method Siddiqi et al. [73]
0.0 1.0000 1.0000 0.0000 0.0000
0.1 0.0994 0.0994 3.41727 E-13 4.6585 E-13
0.2 0.9771 0.9771 6.25056 E-14 5.7126 E-12
0.3 0.9449 0.9449 1.42442 E-13 2.1299 E-11
0.4 0.8950 0.8950 8.83738 E-14 4.6995 E-11
0.5 0.8243 0.8243 6.43929 E-14 7.4307 E-11
0.6 0.7288 0.7288 1.51812 E-12 8.9219 E-11
0.7 0.6041 0.6041 1.47904 E-12 7.9767 E-11
0.8 0.4451 0.4451 4.94338 E-12 4.6686 E-11
0.9 0.2459 0.2459 5.3817 E-12 1.0960 E-11
1.0 0.0000 1.20811 E-11 1.20811 E-11 6.9252 E-16
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In the following section, the homotopy perturbation method (HPM) is used to
obtian the series solutions of seventh-order BVPs. The method provides a rapid
convergent series solution.
2.2 Homotopy Perturbation Method
If L, N are linear and non-linear operators respectively then the non-linear differ-
ential equation can be considered as
L(v) +N(v) = g(s), s ∈ Θ, (2.2.1)
with the boundary conditions
B(v,
∂v
∂n
) = 0, s ∈ Φ, (2.2.2)
where B is a boundary operator, g(s) is a known analytic function, Φ is the bound-
ary of the domain Θ.
A homotopy u(r, c) : Ω× [0, 1] −→ R is defined using HPM [32] that satisfies
F (u, c) = (1− c)[L(u)− L(v0)] + c[L(u) +N(u)− g(s)] = 0 (2.2.3)
or
F (u, c) = L(u)− L(v0) + cL(v0) + c[N(u)− g(s)] = 0, (2.2.4)
where s ∈ Θ, c ∈ [0, 1] is an embedding parameter and an initial approximation of
Eq. (2.2.1) is v0 which satisfies the boundary conditions (2.2.2).
Clearly,
F (u, 0) = L(u)− L(v0) = 0, (2.2.5)
F (u, 1) = L(u) +N(u)− g(s) = 0 (2.2.6)
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u(s, c) moves from v0(s) to v(s) as c moves from 0 to 1 which is a deformation and
L(u) − L(v0), L(u) + N(u) − g(s) are called the homotopic in topological sense.
Using HPM, the embedding parameter c is used as a small parameter and the
solution of the Eq. (2.2.3) or the Eq. (2.2.4) can be expressed in terms of a power
series in c as
u = u0 + cu1 + c
2u2 + · · · . (2.2.7)
The approximate series solution of the Eq. (2.2.1) can be written as
v = lim
c→1
u = u0 + u1 + u2 + · · · . (2.2.8)
The series (2.2.8) is convergent in most cases and the convergence rate of the series
depends on the non-linear operator N(v). Moreover,
• The second order derivative of N(v) with respect to v must be small as the
parameter may be reasonably large, i.e., c→ 1.
• ‖L−1 (∂N
∂v
) ‖ must be smaller than one, so that, the series converges.
It is to be mentioned that the major advantage of HPM is that the homotopy
equation can be freely constructed in many ways and the initial approximation
can also be chosen freely.
To implement the method, three examples are considered in the following section.
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2.2.1 Numerical Examples
Example 2.4 The linear seventh order BVP is considered as
u(7)(x) = −v(x)− ex(35 + 12x+ 2x2), 0 ≤ x ≤ 1,
v(0) = 0, v(1) = 0,
v(1)(0) = 1, v(4)(0) = −8,
v(2)(0) = 0, v(1
2
) = e
1
2
4
,
v(3)(0) = −3.

(2.2.9)
The exact solution of the problem is v(x) = x(1− x)ex.
To solve the considered problem (2.2.9), the following homotopy is constructed
v(7) = −ex(35 + 12x+ 2x2)− c[v], (2.2.10)
where c ∈ [0, 1] is the embedding parameter. The solution of the Eq. (2.2.10) is
assumed to be
v = v0 + cv1 + c
2v2 + · · · . (2.2.11)
Substituting the Eq. (2.2.11) in the Eq. (2.2.10) and equating the coefficients of
like powers of c, gives the following system of differential equations
c0 : v
(7)
0 = −ex(35 + 12x+ 2x2), v0(0) = 0, v(1)0 (0) = 1, v(2)0 (0) = 0,
v
(3)
0 (0) = −3, v(4)0 (0) = −8, v(5)0 (0) = A, v(6)0 (0) = B,
c1 : v
(7)
1 = −v0, v1(0) = 0, v(1)1 (0) = 0, v(2)1 (0) = 0, v(3)1 (0) = 0,
v
(4)
1 (0) = 0, v
(5)
1 (0) = 0, v
(6)
1 (0) = 0,
c2 : v
(7)
2 = −v1, v2(0) = 0, v(1)2 (0) = 0, v(2)2 (0) = 0, v(3)2 (0) = 0,
v
(4)
2 (0) = 0, v
(5)
2 (0) = 0, v
(6)
2 (0) = 0,
...
Ch 2: Series Solutions using Homotopy Methods 45
where A and B are unknown constants to be determined. The corresponding
solutions for the above system of equations are the series solution given as
v0(x) = 63 + 48x+
35x2
2
+ 4x3 +
1
120
(23 + A)x5 +
1
720
(27 +B)x6
+ex(−63 + 16x− 2x2),
v1(x) = −287− 243x− 203x
2
2
− 167x
3
6
− 45x
4
8
− 107x
5
20
− 83x
6
720
− x
8
840
− x
9
10368
− x
10
151200
− x
11
2661120
− (A+ 23)x
12
479001600
− (B + 27)x
13
6227020800
+ex(2x2 − 44x+ 287),
...
Using only two term approximation, leads to
v(x) = v0(x) + v1(x) (2.2.12)
= 483 + 440x+
399x2
2
+ 60x3 +
323x4
24
+
1
120
(A+ 303)x5
+
1
720
(B + 279)x6 +
2x7
45
+
13x8
2688
+
x9
2160
+
143x10
3628800
+
x11
332640
−(A− 84)x
12
479001600
− (B − 56)x
13
6227020800
+
x14
1383782400
+
x15
27243216000
+
x16
597793996800
+
x17
14820309504000
+
x18
426824913715200
+
(A+ 23)x19
121645100408832000
+
(B + 27)x20
2432902008176640000
+ ex(−483 + 44x− 2x2).
(2.2.13)
Imposing the boundary conditions of the problem (2.2.9) at x = 1 on Eq. (2.2.11),
the values of the constants A and B can be obtained as
A = −15.000000000428576, B = −23.999999997446498.
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The series solution can, thus, be expressed as
v(x) = x− 0.5x2 − 0.333333x4 − 0.125x5 − 0.0333333x6 − 0.00694444x7
−0.00119048x8 − 0.000173611x9 − 0.0000220459x10 − 2.48016× 10−6x11
−(2.50521× 10−7)x12 +O(x13). (2.2.14)
The results for Example 2.4 are summarized in Table 2.4. These results are also
expressed graphically in Figure 2.7 and Figure 2.8.
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Figure 2.7: Comparison of the approximate solution (solid line) with the exact
solution (dotted line) for Example 2.4.
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Figure 2.8: Absolute errors
Table 2.4: Numerical results for Example 2.4
x Exact Approximate Absolute Error
solution series solution present method
0.0 0.0000 0.0000 0.0000
0.1 0.0994 0.0994 5.69961 E-14
0.2 0.1954 0.1954 8.9373 E-15
0.3 0.2834 0.2834 4.05231 E-15
0.4 0.3580 0.3580 1.54876 E-14
0.5 0.4121 0.4121 1.4555 E-13
0.6 0.4373 0.4373 1.03195 E-13
0.7 0.4228 0.4228 4.16889 E-14
0.8 0.3560 0.3560 2.33036 E-13
0.9 0.2213 0.2213 2.39697 E-13
1.0 0.0000 2.12607 E-13 2.12607 E-13
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Example 2.5 The seventh order non-linear with three points conditions is con-
sidered as
v(7)(x)− e−xv2(x) = 0, 0 < x < 1,
v(0) = v(1)(0) = v2(0) = v(3)(0) = v(4)(0) = 1,
v(1
2
) = e
1
2 , v(1) = e.
 (2.2.15)
The exact solution of the problem is v(x) = ex.
Using the homotopy perturbation method, the following homotopy for the problem
(2.2.15) is constructed as
v(7) = c[e−xv2], (2.2.16)
where c ∈ [0, 1] is the embedding parameter. The solution of the Eq. (2.2.16) is
assumed to be
v = v0 + cv1 + c
2v2 + · · · . (2.2.17)
The non-linear term N(v) in the Eq. (2.2.16) can be expressed as
N(v) = N(v0) + cN(v0, v1) + c
2N(v0, v1, v2) + · · · , (2.2.18)
where
N(v0, v1, v2, . . . , vn) =
1
n!
dn
dcn
[
N
(
n∑
k=0
ckvk
)]
c=0
, n = 0, 1, 2, · · · (2.2.19)
is called He’s polynomial [30]. Substituting the value of v from Eq. (2.2.17) and
the value of v2 from Eq. (2.2.19) in the Eq. (2.2.16) and equating the coefficients
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of like powers of c, gives the following system of differential equations
c0 : v
(7)
0 = 0, v0(0) = 1, v
(1)
0 (0) = 1, v
(2)
0 (0) = 1, v
(3)
0 (0) = 1, v
(4)
0 (0) = 1,
v
(5)
0 (0) = A, v
(6)
0 (0) = B,
c1 : v
(7)
1 = e
−xv20, v1(0) = 0, v
(1)
1 (0) = 0, v
(2)
1 (0) = 0, v
(3)
1 (0) = 0,
v
(4)
1 (0) = 0, v
(5)
1 (0) = 0, v
(6)
1 (0) = 0,
c2 : v
(7)
2 = e
−x(2v0v1), v2(0) = 0, v
(1)
2 (0) = 0, v
(2)
2 (0) = 0, v
(3)
2 (0) = 0,
v
(4)
2 (0) = 0, v
(5)
2 (0) = 0, v
(6)
2 (0) = 0,
...
where A and B are unknown constants to be determined. The corresponding
solutions for the above system of equations are determined as
v0(x) = 1 + x+
x2
2
+
x3
6
+
x4
24
+
Ax5
120
+
Bx6
720
,
v1(x) =
1
518400
(e−x(B2(−8892185702400− 5928123801600x− 1917922406400x2
−399567168000x3 − 59935075200x4 − 6849722880x5 − 614718720x6
−43908480x7 − 2494800x8 − 110880x9 − 3696x10 − 84x11 − x12
+665280ex(13366080− 4455360x+ 655200x2 − 54600x3 + 2730x4
−78x5 + x6)) + 36A2(−29059430400− 18162144000x− 5448643200x2
−1037836800x3 − 139708800x4 − 13970880x5 − 1058400x6 − 60480x7
−2520x8 − 70x9 − x10 + 5040ex(5765760− 2162160x+ 360360x2
−34320x3 + 1980x4 − 66x5 + x6)) + 60B(−38000793600
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−23471078400x− 6947337600x2 − 1303102080x3 − 172327680x4
−16878960x5 − 1247760x6 − 69240x7 − 2784x8 − 74x9 − x10
+720ex(52778880− 20180160x+ 3439800x2 − 336336x3 + 20020x4
−693x5 + 11x6)) + 180(4ex(284075280− 128700720x+ 26460360x2
−3191880x3 + 241530x4 − 11094x5 + 251x6)− 5(227260224
+124299648x+ 31837824x2 + 5011200x3 + 532944x4 + 39456 x5
+2000x6 + 64x7 + x8)) + 12A(B(−494010316800− 319653734400x
−99891792000x2 − 19978358400x3 − 2854051200x4 − 307359360x5
−25613280x6 − 1663200x7 − 83160x8 − 3080x9 − 77x10 − x11
+55440ex(8910720− 3144960x+ 491400x2 − 43680x3 + 2340x4
−72x5 + x6)) + 30(−2421619200− 1430956800x− 401768640x2
−70674240x3 − 8629320x4 − 763080x5 − 49220x6 − 2252x7 − 67x8
−x9 + 120ex(20180160− 8255520x+ 1513512x2 − 160160x3
+10395x4 − 396x5 + 7x6))))),
...
Using the three term approximation, leads to
v(x) = v0(x) + v1(x) + v2(x).
Imposing the boundary conditions of the problem (2.2.15) at x = 1 on above
equation, the values of the constants A and B can be determined as
A = 0.9999999900381032, B = 1.00000012810776.
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The series solution can, thus, be expressed as
v(x) = 0.999998 + x+ 0.499998x2 + 0.166668x3 + 0.0416661x4 +
+0.00833367x5 + 0.00138876x6 + 0.000198417x7 + 0.0000248361x8
+2.72677× 10−6x9 + 2.89152× 10−7x10 + 2.14384× 10−8x11 + 2.0249
×10−9x12 +O(x13).
The comparison of the exact solution with the series solution of Example 2.5 is
given in Table 2.5, which shows that the method is reliable and accurate. Figure
2.9 also endorses the efficiency of the method. In Figure 2.10, absolute errors are
plotted.
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Figure 2.9: Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.5.
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Figure 2.10: Absolute errors
Table 2.5: Numerical results for Example 2.5
x Exact Approximate Absolute Error
solution series solution present method
0.0 1.00000 1.00000 7.5352 E-09
0.1 1.10517 1.10517 5.25698 E-07
0.2 1.2214 1.2214 6.7014 E-07
0.3 1.34986 1.34986 1.66395 E-06
0.4 1.49182 1.49182 1.38077 E-07
0.5 1.64872 1.64872 1.15557 E-07
0.6 1.82212 1.82212 4.62997 E-07
0.7 2.01375 2.01375 3.98414 E-07
0.8 2.22554 2.22554 7.00576 E-06
0.9 2.4596 2.4596 2.48422 E-07
1.0 2.71828 2.71828 6.29186 E-07
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Example 2.6 The seventh order non-linear BVP is considered as
v(7)(x)− v2(x) = −ex[8(x− 1) cos x+ 8(x+ 6) sin x+ ex(x− 1)2 cos2 x],
0 < x < 1, (2.2.20)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e cos(1),
v(2)(0) = −2, v(2)(1) = −2e cos(1) + 2e sin(1),
v(3)(0) = −2.

(2.2.21)
The exact solution of the problem is v(x) = ex(1− x)Cosx.
Using HPM, the following homotopy for the problem (2.2.20) is constructed
v(7) = c[v2]− ex[8(x− 1) cos x+ 8(x+ 6) sinx+ ex(x− 1)2 cos2 x],
(2.2.22)
where c ∈ [0, 1] is the embedding parameter. Assume that the solution of Eq.
(2.2.22) is
v = v0 + cv1 + c
2v2 + · · · (2.2.23)
The non-linear term N(v) = v2 in Eq. (2.2.22) can be expressed as
N(v) = N(v0) + cN(v0, v1) + c
2N(v0, v1, v2) + · · · , (2.2.24)
where
N(v0, v1, v2, . . . , vn) =
1
n!
dn
dcn
[
N
(
n∑
k=0
pkvk
)
−N
(
n−1∑
k=0
ckvk
)]
c=0
, n ≥ 0
(2.2.25)
are the modified He’s polynomials. Substituting the value of v from Eq. (2.2.23)
and value of N(v) from Eq. (2.2.24) in Eq. (2.2.22) and equating the coefficients
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of like powers of c, gives the following set of differential equations
c0 : v
(7)
0 = e
x[8(x− 1) cos x+ 8(x+ 6) sin x+ ex(x− 1)2 cos2 x], v0(0) = 1,
v
(1)
0 (0) = 0, v
(2)
0 (0) = −2, v(3)0 (0) = −2, v(4)0 (0) = A, v(5)0 (0) = B,
v
(6)
0 (0) = C,
c1 : v
(7)
1 = v
2
0, v1(0) = 0, v
(1)
1 (0) = 0, v
(2)
1 (0) = 0, v
(3)
1 (0) = 0, v
(4)
1 (0) = 0,
v
(5)
1 (0) = 0, v
(6)
1 (0) = 0,
c2 : v
(7)
2 = (2v0v1), v2(0) = 0, v
(1)
2 (0) = 0, v
(2)
2 (0) = 0, v
(3)
2 (0) = 0,
v
(4)
2 (0) = 0, v
(5)
2 (0) = 0, v
(6)
2 (0) = 0,
...
where A, B and C are unknown constants to be determined. Following Example
2.5, the approximate solution with two iterations can be determined as
v(x) = 1.− (7.68097× 10−13)x− (1.)x2 − 0.333333x3 + 0.166667x4 + 0.133333x5
+0.0333337x6 + 0.0015873x7 − 0.00119048x8 − 0.000352734x9
−0.0000440917x10 − (8.01667× 10−7)x11 + (6.68056× 10−7)x12
+(1.23333× 10−7)x13 + (1.02548× 10−8)x14 +O(x15).
The comparison of the exact solution with the series solution of Example 2.6 is
given in Table 2.6, which shows that the method is reliable and accurate. In Figure
2.11, absolute errors are plotted.
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Figure 2.11: Absolute errors
Table 2.6: Numerical results for Example 2.6.
x Exact Approximate Absolute
solution series solution Error
0.1 0.9897 0.9897 1.6346 E-11
0.2 0.9576 0.9576 1.8364 E-10
0.3 0.9027 0.9027 6.0881 E-10
0.4 0.8244 0.8244 1.0988 E-09
0.5 0.7234 0.7234 1.1136 E-09
0.6 0.6015 0.6015 1.1860 E-11
0.7 0.4621 0.4621 2.600 E-09
0.8 0.3101 0.3101 5.8922 E-09
0.9 0.1529 0.1529 7.0699 E-09
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In the following section, the optimal homotopy asymptotic method (OHAM)
is developed to obtain the series solutions of seventh-order BVPs.
2.3 Optimal Homotopy Asymptotic Method
The following BVP is considered
L(v(x)) + f(x) +N(v(x)) = 0, B(v,
dv
dx
) = 0, (2.3.1)
where L is the linear operator, N is the non-linear operator, x denotes an inde-
pendent variable, v(x) is an unknown function, f(x) is a known analytic function
and B is a boundary operator. To determine the solution of the problem (2.3.1),
the following homotopy [54] is defined
h(u(x, p), p) : R× [0, 1] −→ R,
which satisfies
(1− p)[L(u(x, p)) + f(x)] = H(p)[L(u(x, p)) + f(x) +N(u(x, p))],
B
(
u(x, p),
∂u(x, p)
∂x
)
= 0, (2.3.2)
where x ∈ R, p ∈ [0, 1] is an embedding parameter, H(p) is a non-zero auxiliary
function for p 6= 0, H(0) = 0 and u(x, p) is an unknown function.
Clearly, for p = 0, u(x, 0) = v0(x) and for p = 1, u(x, 1) = v(x). That means, as p
moves from 0 to 1, u(x, p) moves from v0(x) to v(x). The auxiliary function H(p)
is taken in the following form
H(p) = pC1 + p
2C2 + · · · , (2.3.3)
where C1, C2, · · · are constants to be determined. H(p) can be expressed in many
forms as mentioned by Marinca et al. [53, 54, 55].
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Expanding u(x, p, Ci) in Taylor’s series about p, gives
u(x, p, Ci) = v0(x) +
∑
k≥1
vk(x,Ci)p
k, i = 1, 2, · · · . (2.3.4)
Substituting u(x, p, Ci) from above into Eq. (2.3.2) and equating the coefficient of
like powers of p, the following linear equations for zeroth and first order problems
are obtained as
L(v0(x)) + f(x) = 0, B(v0,
dv0
dx
) = 0 (2.3.5)
and
L(v1(x)) + f(x) = C1N0(v0(x)), B
(
v1,
dv1
dx
)
= 0, (2.3.6)
respectively.
Similarly, the kth order problem can be written as
L(vk(x))− L(vk−1(x)) = CkN0(v0(x))+
∑k−1
i=1 Ci [L(vk−i(x)) +Nk−i(v0(x),
v1(x), v2(x), · · · , vk−1(x))],
B
(
vk,
dvk
dx
)
= 0, k = 2, 3, · · · , (2.3.7)
where Nl(v0, v1, · · · , vl) is the coefficients of pl in the expansion of N(u(x, p, Ci))
in series with respect to p.
Hence, it can be written as
N(v0, v1, · · · , vl) = N0(v0) + pN1(v0, v1) + p2N2(v0, v1, v2) + · · · .
(2.3.8)
The convergence of the series (2.3.4) depends upon the auxiliary constants Ci,
i = 1, 2, · · · . If the series is convergent for p = 1, then
u(x,Ci) = v0(x) +
∑
k≥1
vk(x,Ci)). (2.3.9)
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The solution of the mth order approximation is determined as
v˜(x,Ci) = v0(x) +
m∑
k=1
vk(x,Ci). (2.3.10)
Substituting v˜(x,Ci) from above into Eq. (2.3.1), leads to the following residual
R(x,Ci) = L(v˜(x,Ci)) + f(x) +N(v˜(x,Ci). (2.3.11)
If R(x,Ci) = 0, then v˜(x,Ci) will be the exact solution. It is to be mentioned,
generally it does not happen, especially in non-linear problems. In order to find
the optimal values of Ci(i = 1, 2, · · · ,m), the following functional is constructed
J(x,C1, C2, . . . , Cm) =
∫ b
a
R2(x,C1, C2, · · · , Cm)dx, (2.3.12)
which leads to the following minimizing conditions of J(x,C1, C2, . . . , Cm)
∂J
∂C1
=
∂J
∂C2
= · · · = ∂J
∂Cm
= 0, (2.3.13)
where, a and b are the values in the domain of the problem. Using the constants
C1, C2, · · · , Cm, the solution of the mth order approximation (2.3.10) is well de-
termined.
To implement the method, two numerical examples are considered in the following
section.
2.3.1 Numerical Examples
Example 2.7 The linear seventh order BVP is considered as
v(7)(x) = xv(x) + ex(x2 − 2x− 6), 0 ≤ x ≤ 1, (2.3.14)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(2.3.15)
Ch 2: Series Solutions using Homotopy Methods 59
The exact solution of the problem is v(x) = (1− x)ex.
Applying the optimal homotopy asymptotic method, the following zeroth order,
first order and second order problems can be written as
Zeroth Order Problem
v
(7)
0 (x) = e
x(x2 − 2x− 6), (2.3.16)
with the boundary conditions
u0(0) = 1, v
(1)
0 (0) = 0, v
(2)
0 (0) = −1, v(3)0 (0) = −2,
v0(1) = 0, v
(1)
0 (1) = −e, v(2)0 (1) = −2e.
}
(2.3.17)
First Order Problem
v
(7)
1 (x) = −(1 + C1)ex(x2 − 2x− 6)− C1xv0(x) + (1 + C1)v(7)0 (x), (2.3.18)
with the boundary conditions
v1(0) = v
(1)
1 (0) = v
(2)
1 (0) = v
(3)
1 (0) = v1(1) = v
(1)
1 (1) = v
(2)
1 (1) = 0.
Second Order Problem
v
(7)
2 (x) = −C2ex(x2 − 2x− 6)− C2xv0(x) + (1 + C1)v(7)1 (x)− C1xv1(x)
+C2v
(7)
0 (x), (2.3.19)
with the boundary conditions
v2(0) = v
(1)
2 (0) = v
(2)
2 (0) = v
(3)
2 (0) = v2(1) = v
(1)
2 (1) = v
(2)
2 (1) = 0.
The solution of these problems can be determined as
v0(x) =
1
2
(−126 + 128ex) + 1
2
(−96− 32ex)x+ 1
2
(−35 + 2ex)x2 − 4x3
+
1
2
(3084− 1135e)x4 + 1
2
(−4768 + 1754e)x5 + 1
2
(1949− 717e)x6,
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v1(x,C1) = −
(
C1
518918400
)
(958961203200− 958961203200ex + 722334412800x
+236626790400exx+ 262053792000x2 − 19199980800exx2
+60194534400x3 + 518918400exx3 − 23360666363220x4
+8597440514295ex4 + 36127093007640x5 − 13290020228940ex5
−14769969709122x6 + 5433595221755ex6 − 810810x8 − 137280x9
−15015x10 − 1248x11 + 200460x12 − 73775ex12 − 143040x13
+52620ex13 + 29235x14 − 10755ex14) (2.3.20)
and
v2(x,C1, C2) = (1.72461× 10−19)(−1.07155× 1022C1 + 1.07155× 1022exC1
−3.71145× 1023C21 + 3.71145× 1023exC21 − 1.07155× 1022C2
+1.07155× 1022exC2 − 8.0714× 1021C1x
−2.6440779024863724×21 exC1x− 2.73036× 1023C21x
−9.81092× 1022exC21x− 8.0714× 1021C2x
−2.64408× 1021exC2x− 2.9282× 1021C1x2
+2.14541× 1020exC1x2 − 9.67756× 1022C21x2
+9.31226× 1021exC21x2 − 2.9282× 1021C2x2
+2.14541× 1020exC2x2 − 6.72616× 1020C1x3 − 5.79842
×1018exC1x3 − 2.17325× 1022C21x3 − 3.82695× 1020exC21x3
−6.72616× 1020C2x3 − 5.79842× 1018exC2x3 − 1.0727
×1020C1x4 − 3.39207× 1021C21x4 + 5.79842× 1018exC21x4
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−1.0727× 1020C2x4 − 1.19844× 1019C1x5 − 3.71486
×1020C21x5 − 1.19844× 1019C2x5 − 8.20682× 1017C1x6
−2.50291× 1019C21x6 − 8.20682× 1017C2x6 + 9.06003× 1015C1x8
+2.74821× 1017C21x8 + 9.06003 +×1015C2x8 + 1.53397
×1015C1x9 + 4.60192× 1016C21x9 + 1.53397× 1015C2x9
+1.67778× 1014C1x10 + 5.00938× 1015C21x10 + 1.67778
×1014C2x10 + 1.39452× 1013C1x11 + 4.18356× 1014C21x11
+1.39452× 1013C2x11 + 9.078× 1011C1x12 + 2.77813× 1013C21x12
+9.078× 1011C2x12 + 4.481× 1010C1x13 + 1.43051× 1012C21x13
+4.481× 1010C2x13 + 1.35279× 109C1x14 + 4.87985× 1010C21x14
+1.35279× 109C2x14 + 1.57135× 108C21x16 − 1.56499× 107C21x17
−1.04605× 106C21x18 − 54912.C21x19 − 2323.52C21x20 − 76.4609C21x21
−1.57385C21x22), (2.3.21)
respectively.
The second order approximate solution using OHAM is
v˜(x,C1, C2) = v0(x) + v1(x,C1) + v2(x,C1, C2). (2.3.22)
The residual is obtained as
R = v˜(7)(x,C1)− xv˜(x,C1, C2)− ex(x2 − 2x− 6). (2.3.23)
The minimizing conditions (2.3.13) along with a = 0 and b = 1, give
C1 = 0 and C2 = −0.999999430677044.
Using the values of C1 and C2, the second order approximate solution takes the
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form
v˜(x) = 1− 0.5x2 − 0.333333x3 − 0.125x4 − 0.0333333x5 − 0.00694444x6
−0.00119048x7 − 0.000173611x8 − 0.0000220459x9
−(2.48016× 10−6)x10 − (2.50521× 10−7)x11 − (2.29488× 10−8)x12
−(1.94671× 10−9)x13 − (1.41537× 10−10)x14 − (1.0706× 10−11)x15
+O(x16).
The comparison of the numerical results of Example 2.7, obtained using OHAM,
with the numerical results of the ADM are presented in Table 2.7. Figure 2.12
shows the comparison between the approximate solution (dotted line) obtained
with the help of OHAM and the exact solution (solid line). In Figure 2.13, absolute
errors are plotted. It has been observed that the solution obtained with the help
of OHAM is nearly identical with the exact solution.
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Figure 2.12: Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.7.
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Figure 2.13: Absolute errors
Table 2.7: Numerical results for Example 2.7
x Exact Approximate Absolute Error Absolute Error
solution solution Present method by ADM
0.1 0.0994 0.0994 5.31797 E-14 4.6585 E-13
0.2 0.9771 0.9771 1.84408 E-13 5.7126 E-12
0.3 0.9449 0.9449 1.10134 E-13 2.1299 E-11
0.4 0.8950 0.8950 8.62643 E-14 4.6995 E-11
0.5 0.8243 0.8243 6.24278 E-13 7.4307 E-11
0.6 0.7288 0.7288 2.5735 E-12 8.9219 E-11
0.7 0.6041 0.6041 1.86673 E-12 7.9767 E-11
0.8 0.4451 0.4451 4.67271 E-12 4.6686 E-11
0.9 0.2459 0.2459 3.32423 E-12 1.0960 E-11
Ch 2: Series Solutions using Homotopy Methods 64
Example 2.8 The seventh order non-linear BVP is considered as
v(7)(x) = e−xv2(x), 0 < x < 1,
v(0) = v(1)(0) = v(2)(0) = v(3)(0) = 1,
v(1) = v(1)(1) = v(2)(1) = e.
 (2.3.24)
The exact solution of the problem is v(x) = ex.
Applying the OHAM, the following zeroth order, first order and second order
problems can be written as
Zeroth Order Problem
v
(7)
0 (x) = 0, (2.3.25)
with the boundary conditions
v0(0) = v
(1)
0 (0) = v
(2)
0 (0) = v
(3)
0 (0) = 1, v0(1) = v
(1)
0 (1) = v
(2)
0 (1) = e. (2.3.26)
First Order Problem
v
(7)
1 (x) = −C1e−xv20(x) + (1 + C1)v(7)0 (x), (2.3.27)
with the boundary conditions
v1(0) = v
(1)
1 (0) = v
(2)
1 (0) = v
(3)
1 (0) = v1(1) = v
(1)
1 (1) = v
(2)
1 (1) = 0. (2.3.28)
The solution of these problems can be determined as
v0(x) =
1
6
(6 + 6x+ 3x2 + x3 − 171x4 + 63ex4 + 261x5 − 96ex5 − 106x6
+39ex6) (2.3.29)
and
v1(x,C1) =
(
C1e
−1−x
36
)
(75452062580398764e− 55524474150163200e2
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+10214986593651840e3 − 75452062580398764e1+x
+55524474150163200e2+x − 10214986593651840e3+x
+50721469027333848ex− 37325373779925504e2x
+6866833487754240e3x+ 24730593553064916e1+x
−18199100370237696e2+x + 3348153105897600e3+x
+16563939522257304ex2 − 12189191017377024e2x2
+2242467401771520e3x2 − 3568501785122838e1+xx2
+2626054312533120e2+xx2 − 483127210843200e3+xx2
+3487506620267340ex3 − 2566404318027312e2x3
+472144704071040e3x3 + 291042151722834e1+xx3
−214178834414160e2+xx3 + 39403719432000e3+xx3
+529477231168899ex4 − 389633224047984e2x4
+71681103718560e3x4 − 2460118680975135600exx4
+2715389526968717526e1+xx4 − 999049396589256978e2+xx4
+122523819952564800e3+xx4 + 61358863321596ex5
−45152780464656e2x5 + 8306760724416e3x5
+3989257665707946240exx5 − 4403220327004392486e1+xx5
+1620046535513276376e2+xx5 − 198684188187629760e3+xx5
+5596471610515ex6 − 4118317396800e2x6 + 757644251616e3x6
−1675960827318887760exx6 + 1849874394379870956e1+xx6
−680611624397664354e2+xx6 + 83470925214230400e3+xx6
+407461229400ex7 − 299840226990e2x7 + 55161175608e3x7
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+23687575905ex8 − 17430990276e2x8 + 3206738241e3x8
+1082641756ex9 − 796679664e2x9 + 146562444e3x9
+37372065ex10 − 27500664e2x10 + 5059170e3x10 + 888492ex11
−653802e2x11 + 120276e3x11 + 11236ex12 − 8268e2x12 + 1521e3x12).
The approximate series solution using OHAM, two term approximations, is
v˜(x,C1) = v0(x) + v1(x,C1). (2.3.30)
Residual is obtained as
R = v˜(7)(x,C1)− e−xv˜2(x,C1). (2.3.31)
The constant C1 is obtained, from the minimizing condition (2.3.13) for a = 0,
b = 1, as C1 = 7.252690× 10−17.
Using this value, the approximate series solution, thus, takes the form
v˜(x) = 1.+ 4.94308× 10−9e−x + (1.+ 3.23138× 10−9e−x)x+ (0.5 + 1.02307
×10−9e−x)x2 + (0.166667 + 2.08089× 10−10e−x)x3 + (0.0419592
+3.03909× 10−11e−x)x4 + (0.00749074 + 3.37094× 10−12e−x)x5
+(0.00216522 + 2.92505× 10−13e−x)x6 + 2.01112× 10−14e−xx7
+1.09402× 10−15e−xx8 + 4.62527× 10−17e−xx9 + 1.45511×
10−18e−xx10 + 3.09142× 10−20e−xx11 + 3.40018× 10−22e−xx12.
The comparison of the exact solution with the approximate solution of the Example
2.8 obtained by OHAM is given in Table 2.8, which shows that the method is very
effective. Figure 2.14 also supports the effectiveness of the method. Absolute
errors are plotted in Figure 2.15.
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Figure 2.14: Comparison of the approximate solution (dotted line) with the exact
solution (solid line) for Example 2.8.
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Figure 2.15: Absolute errors
Table 2.8: Numerical results for Example 2.8
x Exact Approximate Absolute Error
solution solution Present method
0.1 1.1051 1.1051 2.1583 E-8
0.2 1.2214 1.2214 2.4550 E-7
0.3 1.3498 1.3498 8.4288 E-7
0.4 1.4918 1.4918 1.6984 E-6
0.5 1.6487 1.6487 2.4298 E-6
0.6 1.8221 1.8221 2.6125 E-6
0.7 2.0137 2.0137 2.0680 E-6
0.8 2.2255 2.2255 1.0588 E-6
0.9 2.4596 2.4596 2.1478 E-7
1.0 2.7182 2.7182 0.0000
Chapter 3
Series Solutions using Variational
Iteration Methods
This chapter presents the series solutions of seventh order BVPs using the varia-
tional iteration methods. In first section the variational iteration method (VIM) is
presented. It has been shown that seventh order BVPs can be transformed into a
system of integral equations, that can be solved using variational iteration method
(VIM). Section 2 is belonged to the variational iteration homotopy perturbation
method (VIHPM). Section 3 is designated for the series solutions of the seventh
order BVPs using the method of variation of parameters.
The contents of this chapter have been compiled in the form of three
papers in which two papers have been published [74, 82] and one is
submitted for publication [80].
3.1 Introduction to Variational Iteration Method
Variational iteration method has been positively applied to linear and non-linear
boundary value problems. The most important feature of the method lies in its
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flexibility and ability to solve non-linear equations accurately and easily. The con-
fluence of modern mathematics and symbolic computation has provided a chal-
lenge for the development of technologies capable of handling strongly non-linear
equations which can not be treated successfully by classical methods. Variational
iteration method is qualified to address this challenge. The variational iteration
method is an effective method to solve the various non-linear problems with usual
assumption. The method, widely developed by many authors, has been matur-
ing into full fledged theory, increasingly merits have been discovered. Generally,
few iterations lead to highly accurate solution. Method is very effective for find-
ing solutions of wave equations, including periodic solutions, compacton solutions,
solitons without discretization or weak non-linearity assumptions.
3.1.1 Analysis of the Method
Consider the differential equation
(L+N)v(x) = f(x), (3.1.1)
where L and N are linear and non-linear operators respectively and f(x) is a
forcing term. Following the variational iteration technique used in [31, 33, 35, 36,
38, 71, 72, 75, 76], where a correct functional for (3.1.1) can be expressed as
vn+1(x) = vn(x) +
∫ x
0
λ(Lvn(s)) +Nv˜n(s)− f(s))ds, (3.1.2)
where λ is a Lagrange multiplier, that can be identified optimally via variational
iteration method. In vn, n denotes the nth approximation and v˜n is considered to
be a restricted variation which means that δv˜n = 0.
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By the Lagrange multiplier, the solution of the linear problems can be deter-
mined in a single iteration step. To understand the variation iterational method
the following system of differential equations helps
v
′
i(s) = gi(s, xi), i = 1, 2, 3, · · · , n, (3.1.3)
with boundary conditions xi(0) = ci, i = 1, 2, 3, · · · , n. The system (3.1.3) can be
rewritten as
v
′
i(s) = gi(s) + fi(s), i = 1, 2, 3, · · · , n. (3.1.4)
The correct functional for the system (3.1.4) can be approximated as
x
(k+1)
1 (s) = x
(0)
1 (s) +
∫ s
x0
λ1(x
′(k)
1 (S), g1(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S)
−f1(S))dS,
x
(k+1)
2 (s) = x
(0)
2 (s) +
∫ s
x0
λ2(x
′(k)
2 (S), g2(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S)
−f2(S))dS,
...
x
(k+1)
n (s) = x
(0)
n (s) +
∫ s
x0
λn(x
′(k)
n (S), gn(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S))
−fn(S))dS,

(3.1.5)
where λi = ±1, i = 1, 2, 3, · · · , n are Lagrange multipliers, while x˜1, x˜2, · · · , x˜n
denote the restricted variations.
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For λi = −1, i = 1, 2, 3, · · · , n, the system (3.1.5) can be rewritten as
x
(k+1)
1 (s) = x
(0)
1 (s)−
∫ s
x0
(x
′(k)
1 (S), g1(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S))
−f1(S))dS,
x
(k+1)
2 (s) = x
(0)
2 (s)−
∫ s
x0
(x
′(k)
2 (S), g2(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S))
−f2(S))dS,
...
x
(k+1)
n (s) = x
(0)
n (s)−
∫ s
x0
(x
′(k)
n (S), gn(x˜
(k)
1 (S), x˜
(k)
2 (S), · · · , x˜(k)n (S))
−fn(S))dS.

(3.1.6)
Considering the initial approximate values to be xi(0) = ci, i = 1, 2, 3, · · · , n,
the final approximate solution can be written as, xi(s) = limk→∞ xki (s) and can be
terminated after suitable number of iterations.
To illustrate applicability and implementation of the method, three numerical
examples are discussed in the following section.
3.1.2 Numerical Examples
Example 3.1 The seventh order BVP is considered as
v(7)(x) = v(x)− 7ex, 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(3.1.7)
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The exact solution of the problem under discussion is v(x) = (1− x)ex.
The given seventh order BVP can be transformed to the following system
dv
dx
= p(x),
dp
dx
= q(x),
dq
dx
= r(x),
dr
dx
= s(x),
ds
dx
= u(x),
du
dx
= y(x),
dy
dx
= v(x)− 7ex,
with
u(0) = 1, p(0) = 0, q(0) = −1, r(0) = −2,
s(0) = A, u(0) = B, y(0) = C.

(3.1.8)
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The system of differential equations (3.1.8) can be rewritten in the following system
of integral equations with Lagrange multipliers λi = +1, i = 1, 2, 3, · · · , 7, as
v(m+1)(x) = 1 +
∫ x
0
p(m)(t)dt,
p(m+1)(x) = 0 +
∫ x
0
q(m)(t)dt,
q(m+1)(x) = −1 + ∫ x
0
r(m)(t)dt,
r(m+1)(x) = −2 + ∫ x
0
s(m)(t)dt,
s(m+1)(x) = A+
∫ x
0
u(m)(t)dt,
u(m+1)(x) = B +
∫ x
0
y(m)(t)dt,
y(m+1)(x) = C +
∫ x
0
(v(t)− 7et)dt,
with
u(0)(0) = 1, p(0)(0) = 1, q(0)(0) = 1, r(0)(0) = 1,
s(0)(0) = A, u(0)(0) = B, y(0)(0) = C.

(3.1.9)
The system (3.1.9), yields the following approximations
v(1)(x) = 1,
p(1)(x) = −x,
q(1)(x) = −1− 2x,
r(1)(x) = −2 + Ax,
s(1)(x) = A+Bx,
u(1)(x) = B + Cx,
y(1)(x) = 7 + C − 7ex + x,
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v(2)(x) = 1− x2
2
,
p(2)(x) = −x− x2,
q(2)(x) = −1− 2x+ Ax2
2
,
r(2)(x) = −2 + Ax+ Bx2
2
,
u(2)(x) = 7 +B − 7ex + (7 + C)x+ x2
2
,
y(2)(x) = 7 + C − 7ex + x,
v(3)(x) = 1− x2
2
− x3
3
,
p(3)(x) = −x− x2 + Ax3
6
,
q(3)(x) = −1− 2x+ Ax2
2
+ Bx
3
6
,
r(3)(x) = −2 + Ax+ Bx2
2
+ Cx
3
6
,
u(3)(x) = 7 +B − 7ex + (7 + C)x+ x2
2
,
y(3)(x) = 7 + C − 7ex + x− x3
6
,
v(4)(x) = 1− x2
2
− x3
3
+ Ax
4
24
,
p(4)(x) = −x− x2 + Ax3
6
+ Bx
4
24
,
q(4)(x) = −1− 2x+ Ax2
2
+ Bx
3
6
+ Cx
4
24
,
r(4)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
,
s(4)(x) = A− 7ex + 1
6
(42 + 6(7 +B)x+ 3(7 + C)x2 + x3),
u(4)(x) = 7 +B − 7ex + (7 + C)x+ x2
2
− x4
24
,
y(4)(x) = 7 + C − 7ex + x− x3
6
− x4
12
,
v(5)(x) = 1− x2
2
− x3
3
+ Ax
4
24
+ Bx
5
120
,
p(5)(x) = −x− x2 + Ax3
6
+ Bx
4
24
+ Cx
5
120
,
q(5)(x) = −1 + 1
120
(840− 840ex + 600x+ 60(7 + A)x2 + 20(7 + B)x3
+ 5(7 + C)x4 + x5),
r(5)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
,
s(5)(x) = 7 + A− 7ex + (7 + B)x+ 1
2
(7 + C)x2 + x
3
6
− x5
120
,
u(5)(x) = 7 +B − 7ex + (7 + C)x+ x2
2
− x4
24
− x5
60
,
y(5)(x) = 7 + C − 7ex + x− x3
6
− x4
12
+ Ax
5
120
,
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v(6)(x) = 1− x2
2
− x3
3
+ Ax
4
24
+ Bx
5
120
+ Cx
6
720
,
p(6)(x) = 1
720
(5040− 5040ex + 4320x+ 1800x2 + 120(7 + A)x3 + 30(7 + B)x4
+6(7 + C)x5 + x6),
q(6)(x) = −1 + 1
120
(840− 840ex + 600x+ 60(7 + A)x2 + 20(7 + B)x3
+5(7 + C)x4 + x5),
r(6)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
,
s(6)(x) = 7 + A− 7ex + (7 + B)x+ 1
2
(7 + C)x2 + x
3
6
− x5
120
− x6
360
,
u(6)(x) = 7 + B − 7ex + (7 + C)x+ x2
2
− x4
24
− x5
60
+ Ax
6
720
,
y(6)(x) = 7 + C − 7ex + x− x3
6
− x4
12
+ Ax
5
120
+ Bx
6
720
,
v(7)(x) = 1− 7ex + 1
5040
(35280 + 35280x+ 15120x2 + 4200x3
+210(7 + A)x4 + 42(7 + B)x5 + 7(7 + C)x6 + x7),
p(7)(x) = 1
720
(5040− 5040ex + 4320x+ 1800x2 + 120(7 + A)x3
+30(7 +B)x4 + 6(7 + C)x5 + x6),
q(7)(x) = 6− 7ex + 5x+ 1
2
(7 + A)x2 + 1
6
(7 +B)x3 + 1
24
(7 + C)x4 + x
5
120
− x7
5040
,
r(7)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
− x6
720
− x7
2520
,
s(7)(x) = 7 + A− 7ex + (7 + B)x+ 1
2
(7 + C)x2 + x
3
6
− x5
120
− x6
360
+ Ax
7
5040
,
u(7)(x) = 7 + B − 7ex + (7 + C)x+ x2
2
− x4
24
− x5
60
+ Ax
6
720
+ Bx
7
5040
,
y(7)(x) = 7 + C − 7ex + x− x3
6
− x4
12
+ Ax
5
120
+ Bx
6
720
+ Cx
7
5040
,
v(8)(x) = 1− 7ex + 1
5040
(35280 + 35280x+ 15120x2 + 4200x3 + 210(7 + A)x4
+42(7 +B)x5 + 7(7 + C)x6 + x7),
p(8)(x) = 7− 7ex + 6x+ 5x2
2
+ 1
6
(7 + A)x3 + 1
24
(7 +B)x4 + 1
120
(7 + C)x5 + x
6
720
− x8
40320
,
q(8)(x) = 6− 7ex + 5x+ 1
2
(7 + A)x2 + 1
6
(7 +B)x3 + 1
24
(7 + C)x4 + x
5
120
− x7
5040
− x8
20160
,
r(8)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
− x6
720
− x7
2520
+ Ax
8
40320
,
s(8)(x) = 7 + A− 7ex + (7 + B)x+ 1
2
(7 + C)x2 + x
3
6
− x5
120
− x6
360
+ Ax
7
5040
+ Bx
8
40320
,
u(8)(x) = 7 + B − 7ex + (7 + C)x+ x2
2
− x4
24
− x5
60
+ Ax
6
720
+ Bx
7
5040
+ Cx
8
40320
,
y(8)(x) = 14 + C − 14ex + 8x+ 7x2
2
− x3 + 5x4
24
+ (7+A)x
5
120
+ (7+B)x
6
720
+ (7+C)x
7
5040
+ x
8
40320
,
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v(9)(x) = 8− 7ex + 7x+ 3x2 + 5x3
6
+ 1
24
(7 + A)x4 + 1
120
(7 +B)x5
+ 1
720
(7 + C)x6 + x
7
5040
− x9
362880
,
p(9)(x) = 7− 7ex + 6x+ 5x2
2
+ 1
6
(7 + A)x3 + 1
24
(7 +B)x4 + 1
120
(7 + C)x5 + x
6
720
− x8
40320
+ x
9
181440
,
q(9)(x) = 6− 7ex + 5x+ 1
2
(7 + A)x2 + 1
6
(7 +B)x3 + 1
24
(7 + C)x4 + x
5
120
− x7
5040
− x8
20160
+ x
9
362880
,
r(9)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
− x6
720
− x7
2520
+ Ax
8
40320
+ Bx
9
362880
,
s(9)(x) = 7 + A− 7ex + (7 + B)x+ 1
2
(7 + C)x2 + x
3
6
− x5
120
− x6
360
+ Ax
7
5040
+ Bx
8
40320
+ Cx
9
362880
,
u(9)(x) = 14 + B − 14ex + (14 + C)x+ 4x2 + 7x3
6
+ x
4
4
+ x
5
24
+ (7+A)x
6
720
+ (7+B)x
7
5040
+ (7+C)x
8
40320
+ x
9
362880
,
y(9)(x) = 14 + C − 14ex + 8x+ 7x2
2
+ x3 + 5x
4
24
+ (7+A)x
5
120
+ (7+B)x
6
720
+ (7+C)x
7
5040
+ x
8
40320
,
v(10)(x) = 8− 7ex + 7x+ 3x2 + 5x3
6
+ 1
24
(7 + A)x4 + 1
120
(7 +B)x5
+ 1
720
(7 + C)x6 + x
7
5040
− x9
362880
− x10
1814400
,
p(10)(x) = 7− 7ex + 6x+ 5x2
2
+ 1
6
(7 + A)x3 + 1
24
(7 +B)x4 + 1
120
(7 + C)x5 + x
6
720
− x8
40320
+ x
9
181440
Ax10
3628800
,
q(10)(x) = 6− 7ex + 5x+ 1
2
(7 + A)x2 + 1
6
(7 +B)x3 + 1
24
(7 + C)x4 + x
5
120
− x7
5040
− x8
20160
+ Ax
9
362880
+ Bx
10
3628800
,
r(10)(x) = 5− 7ex + (7 + A)x+ (7+B)x2
2
+ (7+C)x
3
6
+ x
4
24
− x6
720
− x7
2520
+ Ax
8
40320
+ Bx
9
362880
+ Cx
10
3628800
,
s(10)(x) = 14 + A− 14ex + (14 +B)x+ 1
2
(14 + C)x2 + 4x
3
3
− x5
20
− x6
144
+ (7+A)x
7
5040
+ (7+B)x
8
40320
+ (7+C)x
9
362880
+ x
10
3628800
,
u(10)(x) = 14 + B − 14ex + (14 + C)x+ 4x2 + 7x3
6
+ x
4
4
+ x
5
24
+ (7+A)x
6
720
+ (7+B)x
7
5040
+ (7+C)x
8
40320
+ x
9
362880
,
y(10)(x) = 14 + C − 14ex + 8x+ 7x2
2
+ x3 + 5x
4
24
+ (7+A)x
5
120
+ (7+B)x
6
720
+ (7+C)x
7
5040
+ x
8
40320
− x9
3628800
,
...
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Consequently, the variational iteration method leads to the following approxima-
tions
v(1)(x) = 1,
v(2)(x) = 1− x2
2
,
v(3)(x) = 1− x2
2
− x3
3
,
...
The series solution can be obtained as
v(x) = 1− x
2
2
− x
3
3
+
Ax4
24
+
Bx5
120
+
Cx6
720
− x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
+
(A− 7)x11
39916800
+
(B − 7)x12
479001600
+
(C − 7)x13
6227020800
+O(x14).
Using the boundary conditions at x = 1, the coefficients A, B and C can be
determined as
A = −3.0000000000125264,
B = −3.999999999873768,
C = −5.000000000395227.
Finally, the series solution can be written as
v(x) = 1− x
2
2
− x
3
3
− 3x
4
24
− 3.99999x
5
120
− 5x
6
720
− x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
− (10)x
11
39916800
− (10.99999)x
12
479001600
− (12.)x
13
6227020800
+O(x14).
Table 3.1 exhibits the comparison between exact solution and approximate series
solution of the problem (3.1.7) and it also shows that the absolute errors obtained
with the help of VIM. Examining Table 3.1, it is clear that the absolute errors in
the function values are seen to be small. Figure 3.1 also endorses the efficiency of
the method. In Figure 3.2, absolute errors are plotted.
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Figure 3.1: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.1.
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Figure 3.2: Absolute errors
Table 3.1: Numerical results for Example 3.1
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 0.0000
0.1 0.9946 0.9946 1.2212 E-15
0.2 0.9771 0.9771 4.4408 E-16
0.3 0.9449 0.9449 9.9920 E-16
0.4 0.8950 0.8950 4.5519 E-15
0.5 0.8243 0.8243 7.3274 E-15
0.6 0.7288 0.7288 1.0214 E-14
0.7 0.6041 0.6041 1.2212 E-14
0.8 0.4451 0.4451 1.5099 E-14
0.9 0.2459 0.2459 1.0658 E-14
1.0 0.0000 -1.1722 E-14 1.1722 E-14
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Example 3.2 The seventh order non-linear BVP is considered as
v(7)(x) = e−xv2(x), 0 < x < 1,
v(0) = v(1)(0) = v(2)(0) = v(3)(0) = 1,
v(1) = v(1)(1) = v(2)(1) = e.
 (3.1.10)
The exact solution of the problem is v(x) = ex.
The given seventh order BVP can be transformed to the following system
dv
dx
= p(x),
dp
dx
= q(x),
dq
dx
= r(x),
dr
dx
= s(x),
ds
dx
= u(x),
du
dx
= y(x),
dy
dx
= e−xv2(x),
with
u(0) = 1, p(0) = 1, q(0) = 1, r(0) = 1,
s(0) = A, u(0) = B, y(0) = C.

(3.1.11)
The system (3.1.11) can be rewritten in the system of integral equations with
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Lagrange multipliers λi = +1, i = 1, 2, 3, · · · , 7, as
v(k+1)(x) = 1 +
∫ x
0
p(k)(t)dt,
p(k+1)(x) = 1 +
∫ x
0
q(k)(t)dt,
q(k+1)(x) = 1 +
∫ x
0
r(k)(t)dt,
r(k+1)(x) = 1 +
∫ x
0
s(k)(t)dt,
s(k+1)(x) = A+
∫ x
0
u(k)(t)dt,
u(k+1)(x) = B +
∫ x
0
y(k)(t)dt,
y(k+1)(x) = C +
∫ x
0
e−tu2(t)dt,
with
u(0)(0) = 1, p(0)(0) = 1, q(0)(0) = 1, r(0)(0) = 1,
s(0)(0) = A, u(0)(0) = B, y(0)(0) = C.

(3.1.12)
The system (3.1.12) yields the following approximations
v(1)(x) = 1 + x,
p(1)(x) = 1 + x,
q(1)(x) = 1 + x,
r(1)(x) = 1 + Ax,
s(1)(x) = A+Bx,
u(1)(x) = B + Cx,
y(1)(x) = 1 + C − e−x,
v(2)(x) = 1 + x+ x
2
2
,
p(2)(x) = 1 + x+ x
2
2
,
q(2)(x) = 1 + x+ Ax
2
2
,
r(2)(x) = 1 + Ax+ Bx
2
2
,
s(2)(x) = A+Bx+ Cx
2
2
,
u(2)(x) = −1 +B + e−x + x+ Cx,
y(2)(x) = 5 + C − e−x(5 + 4x+ x2),
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v(3)(x) = 1 + x+ x
2
2
+ x
3
6
,
p(3)(x) = 1 + x+ x
2
2
+ Ax
3
6
,
q(3)(x) = 1 + x+ Ax
2
2
+ Bx
3
6
,
r(3)(x) = 1 + Ax+ Bx
2
2
+ Cx
3
6
,
s(3)(x) = A+ 1
2
(2− 2e−x + 2(−1 +B)x+ (1 + C)x2),
u(3)(x) = −11 +B + (5 + C)x+ e−x(11 + x(6 + x)),
y(3)(x) = 19 + C − 1
4
e−x(76 + 72x+ 32x2 + 8x3 + x4),
v(4)(x) = 1 + x+ x
2
2
+ x
3
6
+ Ax
4
24
,
p(4)(x) = 1 + x+ x
2
2
+ Ax
3
6
+ Bx
4
24
,
q(4)(x) = 1 + x+ Ax
2
2
+ Bx
3
6
+ Cx
4
24
,
r(4)(x) = 1 + 1
6
e−x(6 + ex(−6 + x(−6 + x(6 + 6A+ x(−3 + 3B + x+ Cx)))),
s(4)(x) = A+ 1
6
e−x(−2(19 + 8x+ x2) + ex(38 + 2(−11 +B)x+ (5 + C)x2)),
u(4)(x) = −71 +B + (19 + C)x+ 1
4
e−x(284 + x(208 + x(68 + x(12 + x)))),
y(4)(x) = 69 + C + 1
36
e−x(−2484− x(2448 + x(1188 + x(372 + x(81 + x(12
+ x)))))),
v(5)(x) = 1 + x+ x
2
2
+ x
3
6
+ Ax
4
24
+ Bx
5
120
,
p(5)(x) = 1 + x+ x
2
2
+ Ax
3
6
+ Bx
4
24
+ Cx
5
120
,
q(5)(x) = 1 + 1
24
e−x(−24 + ex(24 + x2(12 + 12A+ x(−4 + 4B + x+ Cx)))),
r(5)(x) = 1 + 1
6
e−x(6(29 + x(10 + x)) + ex(−174 + x(114 + 6A+ x(−33 + 3B
+ (5 + C)x)))),
s(5)(x) = A+ 1
4
e−x(−724 + 2ex(362 + 2(−71 +B)x+ (19 + C)x2)− x(440
+ x(116 + x(16 + x)))),
u(5)(x) = −379 +B + (69 + C)x+ e−x(379 + 310x+ 121x2 + 88x3
3
+ 19x
4
4
+ x
5
2
+ x
6
36
),
y(5)(x) = C + 1
576
e−x((576(−69 + 69ex − 68x)− 16x2(1188 + x(372 + x(81
+ x(12 + x)))) + 8A(−8064 + 8064ex − x(8064 + x(4032 + x(1344
+ x(336 + x(66 + x(10 + x)))))))) + A2(−40320 + 40320ex − x(40320
+ x(20160 + x(6720 + x(1680 + x(336 + x(56 + x(8 + x))))))))),
v(6)(x) = 1 + x+ x
2
2
+ x
3
6
+ Ax
4
24
+ Bx
5
120
+ Cx
6
720
,
p(6)(x) = 1 + 1
120
e−x(120 + ex(−120 + 240x+ 20(1 + A)x3 + 5(−1 + B)x4
+ (1 + C)x5)),
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q(6)(x) = 1 + 1
24
e−x(−24(41 + x(12 + x)) + ex(984 + x(−672 + x(228 + 12A
+ x(−44 + 4B + (5 + C)x))))),
r(6)(x) = 1 + 1
12
e−x(2ex(−2274 + 6(181 + A)x+ 3(−71 +B)x2 + (19 + C)x3)
+ 3(1516 + x(792 + x(176 + x(20 + x))))),
s(6)(x) = A+ 1
36
e−x(−46836 + 18ex(2602 + x(−758 + 2B + (69 + C)x))
− x(33192 + x(11016 + x(2220 + x(291 + x(24 + x)))))),
u(6)(x) = B + Cx+ 1
576
e−x(16(13644 + 36ex(−379 + 69x) + x(11160 + x(4356
+ x(1056 + x(171 + x(18 + x))))))) + A2(40320ex(−9 + x) + 40320(9
+ 8x) + x2(141120 + x(40320 + x(8400 + x(1344 + x(168 + x(16
+ x))))))) + 8A(60480 + 4032ex(−15 + 2x) + x(52416 + x(22176
+ x(6048 + x(1176 + x(168 + x(17 + x))))))),
y(6)(x) = 69 + 112A+ 70A2 + 168B + 252AB + 252B2 + C + e−x(−69− 112A
− 70A2 − 168B − 252AB − 252B2 − 2(34 + 35A2 + 84B + 126B2
+ 14A(4 + 9B))x− (33 + 35A2 + 84B + 126B2 + 14A(4 + 9B))x2
− 1
3
(31 + 35A2 + 84B + 126B2 + 14A(4 + 9B))x3 − 1
12
(35A2 + 14A(4
+ 9B) + 3(9 + 28B + 42B2))x4 − 1
60
(20 + 35A2 + 84B + 126B2
+ A(55 + 126B))x5 − 1
360
(10 + 35A2 + 83B + 126B2 + 2A(25
+ 63B2))x6 − 1
360
(5A2 + A(5A62 + A(5 + 18B)) +B(11 + 18B))x7
− 1
2880
(5A2 + 18AB + 2B(4 + 9B))x8 − 1
1440
(B(A+B)x9)− B2x10
14400
),
v(7)(x) = 1 + 1
720
e−x(−720 + ex(720 + 720x2 + 30(1 + A)x4 + 6(−1 +B)x5
+ (1 + C)x6)),
p(7)(x) = 1 + 1
120
e−x(120 + ex(120(55 + x(14 + x)) + ex(−6600 + x(5040
+ x(−1680 + x(−55 + 5B + (5 + C)x)))))),
q(7)(x) = 1 + 1
24
e−x(ex(16824 + x(−9072 + 12(181 + A)x+ 4(−71 +B)x2
+ (19 + C)x3))− 6(2804 + x(1288 + x(248 + x(24 + x)),
r(7)(x) = 1 + 1
36
e−x(125964 + 6ex(−20994 + x(7806 + 6A+ 3(−379 +B)x
+ (69 + C)x2)) + x(79128 + x(22968 + x(3984 + x(441
+ x(30 + x)))))),
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s(7)(x) = A+Bx+ Cx
2
2
+ 1
576
e−x(288ex(2602 + x(−758 + 69x))− 16(46836
+x(33192 + x(11016 + x(2220 + x(291 + x(24 + x))))))
+8A(−8640(30 + 23x) + 576ex(450 + 7(−15 + x)x)− x2(73152
+x(16992 + x(2736 + x(312 + x(24 + x)))))) + (A2(−362880(5
+4x) + 20160ex(90 + (−18 + x)x)− x2(564480 + x(141120
+x(25200 + x(3360 + x(336 + x(24 + x))))))))),
u(7)(x) = −379− 840A− 630A2 − 1439B − 2520AB − 2772B2 + 69x
+112Ax+ 70A2x+ 168Bx+ 252ABx+ 252B2x+ Cx
+e−x(379 + 840A+ 630A2 + 1440B + 2520AB + 2772B2
+2(155 + 280A2 + 636B + 1260B2 + 14A(26 + 81B))x+ (121
+245A2 + 552B + 1134B2 + 28A(11 + 36B))x2 + 2
3
(44 + 105A2
+234B + 504B2 + 63A(2 + 7B))x3 + 1
12
(57 + 175A2 + 384B
+882B2 + 28A(7 + 27B))x4 + 1
30
(70A2 + 35A(2 + 9B) + 3(5
+50B + 126B2))x5 + 1
360
(10 + 105A2 + 216B + 630B2 + A(85
+504B))x6 + 1
360
(10A2 + A(5 + 54B) +B(19 + 72B))x7
+ 1
2880
(5A2 + 36AB + 2B(4 + 27B))x8 + 1
1440
(B(A+ 2B)x9)
+B
2x10
14400
),
y(7)(x) = 69 + 112A+ 70A2 + 168B + 252AB + 252B2 + 241C + 420AC
+924BC + 924C2 + e−x(−69− 112A− 70A2 − 168B − 252AB
−252B2 − 240C − 420AC − 924BC − 924C2 − 2(35A2 + 14A(4
+9B + 15C) + 2(17 + 63B2 + 60C + 231C2 + 21B(2 + 11C)))x
−2(35A2 + 14A(4 + 9B + 15C) + 3(11 + 42B2 + 40C + 154C2
+14B(2 + 11C)))x2 − 1
3
(31 + 35A2 + 126B2 + 120C + 462C2
+42B(2 + 11C) + 14A(4 + 9B + 15C))x3 − 1
12
(35A2 + 14A(4
+9B + 15C) + 3(9 + 42B2 + 40C + 154C2 + 14B(2 + 11C)))x4
− 1
60
(35A2 + A(55 + 126B + 210C) + 2(10 + 63B2 + 60C + 231C2
+21B(2 + 11C)))x5 − 1
360
(10 + 35A2 + 83B + 126B2 + 120C
+462BC + 462C2 + 2A(25 + 63B + 105C))x6 − 1
360
(5A2 + 18B2
+11B(1 + 6C) + A(5 + 18B + 30C) + C(17 + 66C))x7
− 1
2880
(5A2 + 6A(3B + 5C) + 2(9B2 +B(4 + 33C) + C(8
+33C)))x8 − 1
4320
(3B2 + 11BC + A(3B + 5C) + C(2 + 11C))x9
− 1
43200
(3B2 + 11BC + C(5A+ 11C))x10− C(B+C)x11
43200
− C2x12
518400
),
...
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Consequently, the method leads to the following approximations
v(1)(x) = 1 + x,
v(2)(x) = 1 + x+ x
2
2
,
v(3)(x) = 1 + x+ x
2
2
+ x
3
6
,
...
The series solution can be obtained as
v(x) = 1 + x+
x2
2
+
x3
6
+
Ax4
24
+
Bx5
120
+
Cx6
720
+
x7
5040
+
x8
40320
+
x9
362880
+
x10
3628800
+
(2A− 1)x11
39916800
− x
12
479001600
− x
13
6227020800
+O(x14).
Using the boundary conditions at x = 1, the coefficients A, B and C can be
determined as
A = 1.0000023410747971,
B = 0.9999732900859826,
C = 1.0000932820081587.
Finally, the series solution can be written as
v(x) = 1 + x+
x2
2
+
x3
6
+
(1.000002)x4
24
+
(0.999973)x5
120
+
(1.000093)x6
720
+
x7
5040
+
x8
40320
+
x9
362880
+
x10
3628800
+
(1.000004)x11
39916800
− x
12
479001600
− x
13
6227020800
+O(x14).
The comparison of the exact solution with the approximate solution of Example
3.2 is shown in Table 3.2 and it also shows that the absolute errors obtained with
the help of VIM. Examining Table 3.2, it is clear that the absolute errors in the
function values are seen to be small. The results are also expressed graphically in
Figure 3.3 and Figure 3.4.
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Figure 3.3: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.2.
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Figure 3.4: Absolute errors
Table 3.2: Numerical results for Example 3.2
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 0.0000
0.1 1.1051 1.1051 3.8478 E-12
0.2 1.2214 1.2214 1.2366 E-10
0.3 1.3498 1.3498 2.7788 E-10
0.4 1.4918 1.4918 7.5864 E-10
0.5 1.6487 1.6487 1.1571 E-09
0.6 1.8221 1.8221 1.3132 E-09
0.7 2.0137 2.0137 1.2228 E-09
0.8 2.2255 2.2255 6.6023 E-10
0.9 2.4596 2.4596 1.6534 E-10
1.0 2.7182 2.7182 1.3265 E-11
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Example 3.3 The seventh order BVP is considered as
v(8)(x) = v(x)− 8x((x− 1)cos(x) + 8(6 + x)sin(x)), 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −ecos(1),
v(2)(0) = −2, v(2)(1) = −2e(cos(1) + sin(1)),
v(3)(0) = −2.

(3.1.13)
The exact solution of the problem is v(x) = ex(1− x)cos(x).
The given seventh order BVP can be transformed to the following system
dv
dx
= p(x),
dp
dx
= q(x),
dq
dx
= r(x),
dr
dx
= s(x),
ds
dx
= u(x),
du
dx
= y(x),
dy
dx
= v(x)− 8x((x− 1)cos(x) + 8(6 + x)sin(x)),
with
u(0) = 1, p(0) = 0, q(0) = −2, r(0) = −2,
s(0) = A, u(0) = B, y(0) = C.

(3.1.14)
The system (3.1.14) can be rewritten into the following system of integral equations
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with Lagrange multipliers λi = 1, i = 1, 2, 3, · · · , 7, as
v(m+1)(x) = 1 +
∫ x
0
p(m)(t)dt,
p(m+1)(x) = 0 +
∫ x
0
q(m)(t)dt,
q(m+1)(x) = −2 + ∫ x
0
r(m)(t)dt,
r(m+1)(x) = −2 + ∫ x
0
s(m)(t)dt,
s(m+1)(x) = A+
∫ x
0
u(m)(t)dt,
u(m+1)(x) = B +
∫ x
0
y(m)(t)dt,
y(m+1)(x) = C +
∫ x
0
{v(t)− 8t((t− 1)cos(t) + 8(6 + t)sin(t))}dt,
with
u(0)(0) = 1, p(0)(0) = 0, q(0)(0) = 1− 2, r(0)(0) = −2,
s(0)(0) = A, u(0)(0) = B, y(0)(0) = C.

(3.1.15)
The system yields the following approximations
v(1)(x) = 1,
p(1)(x) = −2x,
q(1)(x) = −2− 2x,
r(1)(x) = −2 + Ax,
s(1)(x) = A+Bx,
u(1)(x) = B + Cx,
y(1)(x) = 120 + C + x+ 8(−15 + 46x+ 8x2)Cosx− 8(46 + 15x+ x2)Sinx,
v(2)(x) = 1− x2,
p(2)(x) = −2x− x2,
q(2)(x) = −2− 2x+ Ax2
2
,
r(2)(x) = −2 + Ax+ Bx2
2
,
s(2)(x) = A+Bx+ Cx
2
2
,
u(2)(x) = −720 +B + 120x+ Cx+ x2
2
+ 8(90 + 31x+ x2)Cosx+ 16(−23
+ 22x+ 4x2)Sinx,
y(2)(x) = 120 + C + x+ 8(−15 + 46x+ 8x2)Cosx− 8(46 + 15x+ x2)Sinx,
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v(3)(x) = 1− x2 − x3
3
,
p(3)(x) = −2x− x2 + Ax3
6
,
q(3)(x) = −2− 2x+ Ax2
2
+ Bx
3
6
,
r(3)(x) = −2 + Ax+ Bx2
2
+ Cx
3
6
,
s(3)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− 8(−93 + 42x+ 8x2)Cosx
+ 8(132 + 47x+ x2)Sinx,
u(3)(x) = −720 +B + 120x+ Cx+ x2
2
+ 8(90 + 31x+ x2)Cosx+ 16(−23 + 22x
+ 4x2)Sinx,
y(3)(x) = 120 + C + x− x3
3
+ 8(−15 + 46x+ 8x2)Cosx− 8(46 + 15x+ x2)Sinx,
v(4)(x) = 1− x2 − x3
3
+ Ax
4
24
,
p(4)(x) = −2x− x2 + Ax3
6
+ Bx
4
24
,
q(4)(x) = −2− 2x+ Ax2
2
+ Bx
3
6
+ Cx
4
24
,
r(4)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− 8(172 + 63x
+ x2)Cosx− 32(−39 + 10x+ 2x2)Sinx,
s(4)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− 8(−93 + 42x+ 8x2)Cosx
+ 8(132 + 47x+ x2)Sinx,
u(4)(x) = −720 +B + 120x+ Cx+ x2
2
− x4
12
+ 8(90 + 31x+ x2)Cosx+ 16(−23
+ 22x+ 4x2)Sinx,
y(4)(x) = 120 + C + x− x3
3
− x4
12
+ 8(−15 + 46x+ 8x2)Cosx− 8(46 + 15x
+ x2)Sinx,
v(5)(x) = 1− x2 − x3
3
+ Ax
4
24
+ Bx
5
120
,
p(5)(x) = −2x− x2 + Ax3
6
+ Bx
4
24
+ Cx
5
120
,
q(5)(x) = 1878 + 1374x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
+ 8(−235
+ 38x+ 8x2)Cosx− 8(210 + 79x+ x2)Sinx,
r(5)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− 8(172 + 63x
+ x2)Cosx− 32(−39 + 10x+ 2x2)Sinx,
s(5)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− 8(−93 + 42x
+ 8x2)Cosx+ 8(132 + 47x+ x2)Sinx,
u(5)(x) = −720 +B + 120x+ Cx+ x2
2
− x4
12
− x5
60
+ 8(90 + 31x+ x2)Cosx
+ 16(−23 + 22x+ 4x2)Sinx,
y(5)(x) = 120 + C + x− x3
3
− x4
12
+ Ax
5
120
+ 8(−15 + 46x+ 8x2)Cosx− 8(46
+ 15x+ x2)Sinx,
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v(6)(x) = 1− x2 − x3
3
+ Ax
4
24
+ Bx
5
120
+ Cx
6
720
,
p(6)(x) = −1968 + 1878x+ 687x2 − 124x3 + Ax3
6
− 30x4 + Bx4
24
+ x5 + Cx
5
120
+ x
6
720
+ 8(246 + 95x+ x2)Cosx+ 1(−165 + 18x+ 4x2)Sinx,
q(6)(x) = 1878 + 1374x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
+ 8(−235
+38x+ 8x2)Cosx− 8(210 + 79x+ x2)Sinx,
r(6)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− x6
360
− 8(172
+63x+ x2)Cosx− 32(−39 + 10x+ 2x2)Sinx,
s(6)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− x6
360
− 8(−93
+42x+ 8x2)Cosx+ 8(132 + 47x+ x2)Sinx,
u(6)(x) = −720 +B + 120x+ Cx+ x2
2
− x4
12
+ Ax
6
720
+ 8(90 + 31x+ x2)Cosx
+16(−23 + 22x+ 4x2)Sinx,
y(6)(x) = 120 + C + x− x3
3
− x4
12
+ Bx
6
720
+ 8(−15 + 46x+ 8x2)Cosx− 8(46
+15x+ x2)Sinx,
v(7)(x) = −3527− 1968x+ 939x2 + 229x3 − 31x4 + Ax4
24
− 6x5 + Bx5
120
+ x
6
6
+Cx
6
720
+ x
7
5040
− 8(−441 + 34x+ 8x2)Cosx+ 8(280 + 111x
+x2)Sinx,
p(7)(x) = −1968 + 1878x+ 687x2 − 124x3 + Ax3
6
− 30x4 + Bx4
24
+ x5 + Cx
5
120
+ x
6
720
+ 8(246 + 95x+ x2)Cosx+ 16(−165 + 18x+ 4x2)Sinx
q(7)(x) = −1878 + 1734x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
+ x
7
2520
+ 8(−235 + 38x+ 8x2)Cosx− 8(210 + 79x+ x2)Sinx,
r(7)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− x6
360
− x7
2520
−8(172 + 63x+ x2)Cosx− 32(−39 + 10x+ 2x2)Sinx,
s(7)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− x6
360
− Ax7
5040
−8(−93 + 42x+ 8x2)Cosx+ 8(132 + 47x+ x2)Sinx,
u(7)(x) = −720 +B + 120x+ Cx+ x2
2
− x4
12
+ Ax
6
720
+ Bx
7
5040
+ 8(90 + 31x
+x2)Cosx+ 16(−23 + 22x+ 4x2)Sinx,
y(7)(x) = 120 + C + x− x3
3
− x4
12
+ Ax
5
120
+ Bx
6
720
+ Cx
7
5040
+ 8(−15 + 46x
+8x2)Cosx− 8(46 + 15x+ x2)Sinx,
v(8)(x) = −3527− 1968x+ 939x2 + 229x3 − 31x4 + Ax4
24
− 6x5 + Bx5
120
+ x
6
6
+Cx
6
720
+ x
7
5040
− 8(−441 + 34x+ 8x2)Cosx+ 8(280 + 111x
+x2)Sinx,
p(8)(x) = −1968 + 1878x+ 687x2 − 124x3 + Ax3
6
− 30x4 + Bx4
24
+ x5 + Cx
5
120
+ x
6
720
− x8
20160
++8(246 + 95x+ x2)Cosx+ 16(−165 + 18x
+4x2)Sinx,
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q(8)(x) = 1878 + 1734x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
− x7
2520
− x8
20160
+ 8(−235 + 38x+ 8x2)Cosx− 8(210 + 79x
+x2)Sinx,
r(8)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− x6
360
− x7
2520
+ Ax
8
40320
− 8(172 + 63x+ x2)Cosx− 32(−39 + 10x+ 2x2)Sinx,
s(8)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− x6
360
− Ax7
5040
+ Bx
8
40320
− 8(−93 + 42x+ 8x2)Cosx+ 8(132 + 47x+ x2)Sinx,
u(8)(x) = −720 +B + 120x+ Cx+ x2
2
− x4
12
− x5
60
+ Ax
6
720
+ Bx
7
5040
+ Bx
8
40320
+8(90 + 31x+ x2)Cosx+ 16(−23 + 22x+ 4x2)Sinx,
y(8)(x) = 2616 + C − 3527x− 984x2 + 313x3 + 229x4
4
− 31x5
5
+ Ax
5
120
− x6 + Bx6
720
+ Cx
7
5040
+ x
8
40320
+ 8(−327− 81x+ 7x2)Cosx− 8(−522 + 47x
+9x2)Sinx,
v(9)(x) = −3527− 1968x+ 939x2 + 229x3 − 31x4 + Ax4
24
− 6x5 + Bx5
120
+ x
6
6
+Cx
6
720
+ x
7
5040
− x9
181440
− 8(−441 + 34x+ 8x2)Cosx+ 8(280 + 111x
+x2)Sinx,
p(9)(x) = −1968 + 1878x+ 687x2 − 124x3 + Ax3
6
− 30x4 + Bx4
24
+ x5 + Cx
5
120
+ x
6
720
− x8
20160
− x9
181440
+ 8(246 + 95x+ x2)Cosx+ 16(−165 + 18x
+4x2)Sinx,
q(9)(x) = 1878 + 1734x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
− x7
2520
− x8
20160
+ Ax
9
362880
+ 8(−235 + 38x+ 8x2)Cosx− 8(210 + 79x
+x2)Sinx,
r(9)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− x6
360
− x7
2520
+ Ax
8
40320
+ Bx
9
362880
− 8(172 + 63x+ x2)Cosx− 32(−39 + 10x
+2x2)Sinx,
s(9)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− x6
360
− Ax7
5040
+ Bx
8
40320
+− Cx9
362880
− 8(−93 + 42x+ 8x2)Cosx+ 8(132 + 47x
+x2)Sinx,
u(9)(x) = 4968 + B + 2616x+ Cx− 3527x2
2
− 328x3 + 313x4
4
+ 229x
5
20
− 31x6
30
−x7
7
+ Bx
7
5040
+ x
8
336
+ Cx
8
40320
+ x
9
362880
+ 8(−621 + 61x+ 9x2)Cosx
+8(−388− 99x+ 7x2)Sinx,
y(9)(x) = 2616 + C − 3527x− 984x2 + 313x3 + 229x4
4
− 31x5
5
+ Ax
5
120
− x6 + Bx6
720
+x
7
42
+ Cx
7
5040
+ x
8
40320
+ 8(−327− 81x+ 7x2)Cosx− 8(−522 + 47x
+9x2)Sinx,
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v(10)(x) = −3527− 1968x+ 939x2 + 229x3 − 31x4 + Ax4
24
− 6x5 + Bx5
120
+ x
6
6
+Cx
6
720
+ x
7
5040
− x9
181440
− x10
1814400
− 8(−441 + 34x+ 8x2)Cosx
+8(280 + 111x+ x2)Sinx,
p(10)(x) = −1968 + 1878x+ 687x2 − 124x3 + Ax3
6
− 30x4 + Bx4
24
+ x5 + Cx
5
120
+ x
6
720
− x8
20160
− x9
181440
+ Ax
10
3628800
+ 8(246 + 95x+ x2)Cosx+
16(−165 + 18x+ 4x2)Sinx,
q(10)(x) = 1878 + 1734x− 372x2 + Ax2
2
− 120x3 + Bx3
6
+ 5x4 + Cx
4
24
+ x
5
120
− x7
2520
− x8
20160
+ Ax
9
362880
+ Bx
10
3628800
+ 8(−235 + 38x+ 8x2)Cosx
−8(210 + 79x+ x2)Sinx,
r(10)(x) = 1374− 744x+ Ax− 360x2 + Bx2
2
+ 20x3 + Cx
3
6
+ x
4
24
− x6
360
− x7
2520
+ Ax
8
40320
+ Bx
9
362880
+ Cx
10
3628800
− 8(172 + 63x+ x2)Cosx
−32(−39 + 10x+ 2x2)Sinx,
s(10)(x) = −744 + A− 720x+Bx+ 60x2 + Cx2
2
+ x
3
6
− x5
60
− x6
360
− Ax7
5040
+ Bx
8
40320
+− Cx9
362880
− 8(−93 + 42x+ 8x2)Cosx+ 8(132 + 47x
+x2)Sinx,
u(10)(x) = −3704 + A+ 4968x+Bx+ 1308x2 + Cx2
2
− 3527x3
6
− 82x4 + 313x5
20
+229x
6
120
− 31x7
210
+ Ax
7
5040
− x8
56
+ Bx
8
40320
+ x
9
3024
+ Cx
9
362880
+ x
10
3628800
+(3704 + 936x− 56x2)Cosx+ 24(−246 + 25x+ 3x2)Sinx,
y(10)(x) = 4968 + B + 2616x+ Cx− 3527x2
2
− 328x3 + 313x4
4
+ 229x
5
20
− 31x6
30
+Ax
6
720
− x7
7
+ Bx
7
5040
+ x
8
336
+ Cx
8
40320
+ x9
362880
+ 8(−621 + 61x+ 9x2)Cosx
+8(−388− 99x+ 7x2)Sinx,
...
Consequently, the variational iteration technique obtains the following approxima-
tions
v(1)(x) = 1,
v(2)(x) = 1− x2,
v(3)(x) = 1− x2 − x3
3
,
...
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The solution can be obtained as
v(x) = 1− x2 − x
3
3
+
Ax4
24
+
Bx5
120
+
Cx6
720
+
x7
5040
+
x8
5040
− 131x
9
60480
− 41x
10
362880
+
(A+ 1632)x11
39916800
+
(B + 1320)x12
479001600
+
(C − 2544)x13
6227020800
+O(x14).
Using the boundary conditions at x = 1, the coefficients A, B and C can be
determined as
A = 4.194748849843982, B = 13.55897828887624, C = 34.127616894309334.
The series solution can, thus, be written as
v(x) = 1− x2 − x
3
3
+
4.194748x4
24
+
13.558978x5
120
+
Cx6
720
+
x7
5040
+
x8
5040
− 131x
9
60480
− 41x
10
362880
+
(1636.19)x11
39916800
+
(1333.56)x12
479001600
+
(−2509.87)x13
6227020800
+O(x14).
Table 3.3 shows the comparison of the exact solution with the series solution for
Example 3.3 obtained using the VIM. In Figure 3.5, comparison of approximate
solution and exact solution is given, while absolute errors are plotted in Figure 3.6.
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Figure 3.5: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.3.
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Figure 3.6: Absolute errors
Table 3.3: Numerical results for Example 3.3
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 0.0000
0.1 0.9897 0.9897 6.2197 E-07
0.2 0.9576 0.9576 7.3589 E-06
0.3 0.9027 0.9027 2.6302 E-05
0.4 0.8244 0.8244 5.5200 E-05
0.5 0.7235 0.7234 8.2245 E-05
0.6 0.6015 0.6016 9.2044 E-05
0.7 0.4620 0.4621 7.573 E-05
0.8 0.3101 0.3101 40129 E-05
0.9 0.1528 0.1529 8.2289 E-06
1.0 0.0000 0.0000 0.0000
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In the next section, the variational iteration homotopy perturbation method
(VIHPM) is presented to find the series solutions of the seventh order BVPs.
3.2 Variational Iteration Homotopy Perturbation
Method
Variational iteration homotopy perturbation method is formulated by the coupling
of variational iteration method and homotopy perturbation method. The boundary
value problem is considered as under
(L+N)[v(x)] = g(x), (3.2.1)
where L andN are linear and non-linear operators respectively and g(x) is a forcing
term. The correct functional [35, 40, 41, 42, 56] for the problem (3.2.1) can be
written as
vn+1(x) = vn(x) +
∫ x
0
λ(t){L(vn(t)) +N(v˜n(t))− g(t)}dt, (3.2.2)
where λ is a Lagrange multiplier [35, 40, 41, 42, 45, 56], that can be identified
optimally via variational iteration method. Here, v˜n is considered to be a re-
stricted variation which shows that δv˜n = 0. Making the correct functional (3.2.2)
stationary, yields
δvn+1(x) = δvn(x) + δ
∫ x
0
λ(t){L(vn(t)) +N(v˜n(t))− g(t)}dt
= δvn(x) +
∫ x
0
δ{λ(t)L(vn(t))}dt. (3.2.3)
Its stationary conditions can be obtained using integration by parts in Eq. (3.2.3).
Therefore, the Lagrange multiplier can be written as
λ =
(−1)m(t− x)m−1
(m− 1)! . (3.2.4)
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Applying the homotopy perturbation method, the following relation is obtained as
∞∑
i=0
pivi(x) = v0(x) +
∫ x
0
λ(t)
{
L
( ∞∑
i=0
pivi
)
+N
( ∞∑
i=0
piv˜i
)}
dt−
∫ x
0
λ(t)g(t)dt.
(3.2.5)
Equating the like powers of p gives v0, v1, · · · . The embedding parameter p ∈ [0, 1]
can be used as an expanding parameter. The approximate solution of Eq. (3.2.1),
therefore, can be expressed as
v = lim
p→1
∞∑
i=0
pivi = v0 + v1 + v2 + · · · . (3.2.6)
The series (3.2.6) is convergent for the linear case and the rate of convergence
depends on N(v) [34]. It is assumed that the series (3.2.6) has a unique solution.
In fact, the solution of the problem (3.2.1) is considered as the fixed point of the
following functional under the suitable choice of the initial term v0(x).
vn+1(x) = vn(x) +
∫ x
0
λ(t){L(vn(t)) +N(vn(t))− g(t)}dt, (3.2.7)
According to Banach’s fixed point theorem in section 1.4.13, for the non-linear
mapping
H[v(x)] = v(x) +
∫ x
0
λ(t){L(v(t)) +N(v(t))− g(t)}dt, (3.2.8)
a sufficient condition for convergence of the method is strictly contraction of H.
Moreover, the sequence (3.2.7) converges to the fixed point of H which is also the
solution of problem (3.2.1).
To describe the impact and implementation of the method, some numerical exam-
ples are constructed in the following section.
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3.2.1 Numerical Examples
Example 3.4 The seventh order linear BVP is considered as
v(7)(x) = v(x)− 7ex, 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(3.2.9)
The exact solution of the problem is v(x) = (1− x)ex.
The correct functional for the problem (3.2.9) can be written as
vn+1(x) = vn(x) +
∫ x
0
λ(t){v(7)n (t))− vn(t) + 7et}dt, (3.2.10)
Making the correct functional (3.2.10) stationary, yields
δvn+1(x) = δvn(x) + δ
∫ x
0
λ(t){v(7)n (t))− vn(t) + 7et}dt
= δvn(x) +
∫ x
0
δ{λ(t)v(7)n (t))t}dt, (3.2.11)
Hence, the following stationary conditions can be determined
λ(7)(t) = 0,
λ(t)|t=x = 0,
λ′(t)|t=x = 0,
...
λ(5)(t)|t=x = 0,
1 + λ(6)(t)|t=x = 0,
which yields
λ =
(−1)7(t− x)6
(6)!
. (3.2.12)
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Then, according to Eq. (3.2.5), the following iteration formulation is obtained
∞∑
i=0
pivi(x) = v0(x) +
∫ x
0
(−1)7(t− x)6
6!

( ∞∑
i=0
pivi
)(7)
−
∞∑
i=0
pivi + 7e
t
 dt.
(3.2.13)
Moreover, it is assumed that an initial approximation has the form
v0(x) = 1− x
2
2
− x
3
6
+ Ax4 +Bx5 + Cx6. (3.2.14)
Equating the coefficient of like powers of p, gives
p0 : v0(x) = 1− x
2
2
− x
3
6
+ Ax4 +Bx5 + Cx6,
p1 : v1(x) = − x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
+
( −1
5702400
+
A
1663200
)
x11
+
( −1
68428800
+
B
3991680
)
x12 +O(x)13,
...
where A, B and C are the unknown constants and are to be determined.
Using the first two approximations the series solution can be written as
v(x) = 1− x
2
2
− x
3
6
+ Ax4 +Bx5 + Cx6 − x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
+
( −1
5702400
+
A
1663200
)
x11 +
( −1
68428800
+
B
3991680
)
x12 +O(x)13.
Using the boundary conditions (3.2.9), the values of the unknown constants can
be determined as follows
A = −0.12500000274140102,
B = −0.03333332724764014,
C = −0.006944447863322915.
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The series solution can, thus, be written as
v(x) = 1.− (0.5)x2 − 0.333333x3 − 0.125x4 − 0.0333333x5 − 0.00694445x6
−0.00119048x7 − 0.000173611x8 − 0.0000220459x9 − (2.48016× 10−6)x10
−(2.50521× 10−7)x11 − (2.29644× 10−8)x12 +O(x)13.
The numerical results for Example 3.4 are summarized in Table 3.4. The results
are also expressed graphically in Figures 3.7 and 3.8.
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Figure 3.7: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.4.
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Figure 3.8: Absolute errors
Table 3.4: Numerical results for Example 3.4
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 0.0000
0.1 0.9946 0.9946 2.17937 E-13
0.2 0.9771 0.9771 2.65776 E-12
0.3 0.9449 0.9449 9.90952 E-12
0.4 0.8950 0.8950 2.18652 E-11
0.5 0.8243 0.8243 3.45749 E-11
0.6 0.7288 0.7288 4.15167 E-11
0.7 0.6041 0.6041 3.71222 E-11
0.8 0.4451 0.4451 2.17331 E-11
0.9 0.2459 0.2459 5.10172 E-12
1.0 0.0000 -1.63281 E-16 1.63281 E-16
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Example 3.5 The seventh order non-linear BVP is considered as
v(7)(x) = e−xv2(x), 0 < x < 1,
v(0) = v(1)(0) = v(2)(0) = v(3)(0) = 1,
v(1) = v(1)(1) = v(2)(1) = e.
(3.2.15)
The exact solution of the problem is v(x) = ex.
The Lagrange multiplier can be obtained as
λ =
(−1)7(t− x)6
(6)!
. (3.2.16)
According to Eq. (3.2.5), the following iteration formulation is obtained
∞∑
i=0
pivi(x) = v0(x) +
∫ x
0
(−1)7(t− x)6
6!

( ∞∑
i=0
pivi
)(7)
−
( ∞∑
i=0
pivi
)2
e−t
 dt.
(3.2.17)
Moreover, it is assumed that an initial approximation has the form
v0(x) = 1 + x+
x2
2
+
x3
6
+ Ax4 +Bx5 + Cx6. (3.2.18)
Equating the coefficient of like powers of p
p0 : v0(x) = 1 + x+
x2
2
+
x3
6
+ Ax4 +Bx5 + Cx6,
p1 : v1(x) =
x7
5040
+
x8
40320
+
x9
362880
+
x10
3628800
+
( −1
39916800
+
A
831600
)
x11
+
( −1
479001600
+
B
1995840
)
x12 +O(x)13,
...
where A, B and C are the unknown constants, and are to be determined.
Using the first two approximations, the series solution can be written as
v(x) = 1 + x+
x2
2
+
x3
6
+ Ax4 +Bx5 + Cx6 +
x7
5040
+
x8
40320
+
x9
362880
+
x10
3628800
+
( −1
39916800
+
A
831600
)
x11 +
( −1
479001600
+
B
1995840
)
x12 +O(x)13.
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Using the boundary conditions (3.2.15), the values of the unknown constants can
be determined as follows
A = 0.041666667529862395,
B = 0.008333331197193119,
C = 0.001388890268167299.
The series solution can, thus, be written as
v(x) = 1.+ x+ (0.5)x2 + 0.166667x3 + 0.0416667x4 + 0.00833333x5
+0.00138889x6 + 0.000198413x7 + 0.0000248016x8
+(2.75573× 10−6)x9 + (2.75573× 10−7)x10 + (2.50521× 10−8)x11
+(2.08768× 10−9)x12 +O(x)13.
The comparison between the exact solution and the series solution of Example 3.5
is given in Table 3.5. Figure 3.9 shows the comparison of exact and approximate
solutions and absolute errors are plotted in Figure 3.10.
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Figure 3.9: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.5.
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Figure 3.10: Absolute errors
Table 3.5: Numerical results for Example 3.5
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 1.32455 E-09
0.1 1.1051 1.1051 5.26137 E-10
0.2 1.2214 1.2214 1.64015 E-09
0.3 1.3498 1.3498 4.56139 E-09
0.4 1.4918 1.4918 2.9619 E-09
0.5 1.6487 1.6487 7.54889 E-10
0.6 1.8221 1.8221 2.67612 E-09
0.7 2.0137 2.0137 8.42306 E-10
0.8 2.2255 2.2255 1.16866 E-09
0.9 2.4596 2.4596 4.4716 E-09
1.0 2.7183 2.7183 1.02746 E-09
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Example 3.6 The seventh order non-linear BVP is considered as
v(7)(x) = −v(x)v′(x) + g(x), 0 ≤ x ≤ 1,
v(0) = 0, v(1) = 0,
v(1)(0) = 1, v(1)(1) = −e,
v(2)(0) = 0, v(2)(1) = −4e,
v(3)(0) = −3,

(3.2.19)
where, g(x) = ex(−35 + (−13 + ex)x− (1 + 2ex)x2 + exx4).
The exact solution of the problem is v(x) = x(1− x)ex.
The Lagrange multiplier can be determined as follows
λ =
(−1)7(t− x)6
(6)!
. (3.2.20)
According to Eq. (3.2.5), the following iteration formulation is obtained
∞∑
i=0
pivi(x) = v0(x) +
∫ x
0
(−1)7(t− x)6
6!
( ∞∑
i=0
pivi
)(7)
+
( ∞∑
i=0
pivi
)( ∞∑
i=0
pivi
)′
−g(t)] dt. (3.2.21)
Moreover, it is assumed that an initial approximation has the form
v0(x) = x− x
3
2
+ Ax4 +Bx5 + Cx6. (3.2.22)
Comparing the coefficient of like powers of p
p0 : v0(x) = x− x
3
2
+ Ax4 +Bx5 + Cx6,
p1 : v1(x) = − x
7
144
− x
8
840
− x
9
5760
− x
10
45360
+
(
− 139
39916800
− A
332640
)
x11
+
(
− 1
2280960
− B
665280
)
x12 +O(x)13,
...
where A, B and C are the unknown constants, and are to be determined.
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Using the first two approximations the series solution can be written as
v(x) = x− x
3
2
+ Ax4 +Bx5 + Cx6 +
x7
5040
+− x
7
144
− x
8
840
− x
9
5760
− x
10
45360
+
(
− 139
39916800
− A
332640
)
x11 +
(
− 1
2280960
− B
665280
)
x12 +O(x)13.
Using the boundary conditions (3.2.19), the values of the unknown constants can
be determined as follows
A = −0.33333326608435015,
B = −0.12500015232503325,
C = −0.03333324573519827.
The series solution can, thus, be written as
v(x) = x− (0.5)x3 − 0.333333x4 − 0.125x5 − 0.0333332x6 − 0.00694444x7
−0.00119048x8 − 0.000173611x9 − 0.0000220459x10 − (2.48016× 10−6)x11
−(2.50521× 10−7)x12 +O(x)13.
The comparison of the exact solution with the series solution of Example 3.6 is
given in Table 3.6. In Figure 3.11, absolute errors are plotted.
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Figure 3.11: Comparison of the exact solution (solid line)
with the approximate series solution (dotted line) for Ex-
ample 3.6.
Table 3.6: Numerical results for Example 3.6
x Exact solution Approximate Absolute Error
series solution
0.0 0.0000 0.0000 0.00000
0.1 0.0994654 0.0994654 5.28944 E-12
0.2 0.195424 0.195424 6.44606 E-11
0.3 0.28347 0.28347 2.38427 E-10
0.4 0.358038 0.358038 5.20559 E-10
0.5 0.41218 0.41218 8.11431 E-10
0.6 0.437309 0.437309 9.55209 E-10
0.7 0.422888 0.422888 8.30543 E-10
0.8 0.356087 0.356087 4.67351 E-10
0.9 0.221364 0.221364 1.04882 E-10
1.0 0.0000 3.90259 E-12 3.90259 E-12
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Example 3.7 The seventh order non-linear three point BVP is considered as
v(7)(x) = v(x)v′(x)− ex(6 + x− exx+ exx2), 0 ≤ x ≤ 1,
v(0) = 1, v(1
2
) = e
1
2
2
,
v(1)(0) = 0, v(1)(1
2
) = − e
1
2
2
,
v(2)(0) = −1, v(2)(1) = −2e,
v(1) = 0.

(3.2.23)
The exact solution of the problem is v(x) = (1− x)ex.
The Lagrange multiplier can be identified as follows
λ =
(−1)7(t− x)6
(6)!
. (3.2.24)
According to Eq. (3.2.5), the following iteration formulation is obtained
∞∑
i=0
pivi(x) = v0(x) +
∫ x
0
(−1)7(t− x)6
6!

( ∞∑
i=0
pivi
)(7)
−
( ∞∑
i=0
pivi
)( ∞∑
i=0
pivi
)′
+ et(6 + t− ett+ ett2)} dt. (3.2.25)
Moreover, it is assumed that an initial approximation has the form
v0(x) = 1− x
2
2
+ Ax3 +Bx4 + Cx5 +Dx6. (3.2.26)
Comparing the coefficient of like powers of p
p0 : v0(x) = 1− x
2
2
+ Ax3 +Bx4 + Cx5 +Dx6,
p1 : v1(x) = − x
7
840
− x
8
5760
+
(
− 1
60480
+
A
60480
)
x9 +
(
− 1
604800
+
B
151200
)
x10 +
(
− 13
19958400
− A
665280
+
A
332640
)
x11
+
(
− 13
68428800
+
A2
1330560
− B
1330560
+
D
665280
)
x12
+O(x)13,
...
where A, B, C and D are the unknown constants, and are to be determined.
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Using the first two approximations the series solution can be written as
v(x) = 1− x
2
2
+ Ax3 +Bx4 + Cx5 +Dx6 − x
7
840
− x
8
5760
+
(
− 1
60480
+
A
60480
)
x9 +
(
− 1
604800
+
B
151200
)
x10 +
(
− 13
19958400
− A
665280
+
A
332640
)
x11 +
(
− 13
68428800
+
A2
1330560
− B
1330560
+
D
665280
)
x12
+O(x)13.
Using the boundary conditions (3.2.23), the values of the unknown constants can
be determined as follows
A = −0.3333331659844275, B = −0.1250008628985956,
C = −0.03333187150174753, D = −0.0069452605389613295.
The series solution can, thus, be written as
v(x) = 1.− (0.5)x2 − 0.333333x3 − 0.125001x4 − 0.0333319x5 − 0.00694445x6
−0.00119048x7 − 0.000173611x8 − 0.0000220459x9 − (2.48016× 10−6)x10
−(2.50517× 10−7)x11 − (2.29651× 10−8)x12 +O(x)13.
The comparison of the exact solution with the series solution of Example 3.7 is
given in Table 3.7. Absolute errors are plotted in Figure 3.12.
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Figure 3.12: Absolute errors
Table 3.7: Numerical results for Example 3.7
x Exact solution Approximate Absolute Error
series solution
0.0 1.0000 1.0000 0.0000
0.1 0.9946 0.9946 9.48615 E-11
0.2 0.9771 0.9771 3.7371 E-10
0.3 0.9449 0.9449 4.8626 E-10
0.4 0.8950 0.8950 2.46565 E-10
0.5 0.8243 0.8243 8.16711 E-11
0.6 0.7288 0.7288 8.67514 E-11
0.7 0.6041 0.6041 9.51461 E-11
0.8 0.4451 0.4451 2.63398 E-09
0.9 0.2459 0.2459 1.44494 E-08
1.0 0.0000 -4.90417 E-08 4.90417 E-08
Ch 3: Series Solutions using Variational Iteration Methods 109
3.3 Method of Variation of Parameters
In this Section, the method of variation of parameters (MVP) is presented for the
solution of seventh order BVPs. The method is employed without using lineariza-
tion, perturbation and discritization. The method does not require the Lagrange
multipliers.
The method of variation of parameters provides the solution of the problem (1.6.1)
as
v(x) =
n−1∑
i=0
αix
i
i!
+
∫ x
a
γ(x, t)f(t, v)dt, (3.3.1)
where, n is the order of the problem and αis are unknown constants and γ(x, t) is
a multiplier which is determined using Wronskian technique, as
γ(x, t) =
n∑
k=1
tk−1xn−k(−1)k−1
(k − 1)!(n− k)! . (3.3.2)
Hence, using (3.3.1) along with the boundary conditions of (1.6.1), the following
relation is obtained
vn+1(x) = w(x) +
∫ b
a
f(t, vn)h(b, t)dt+
∫ x
a
f(t, vn)g(x, y)dt, (3.3.3)
where, the initial approximation v0(x) = w(x).
In the following section three examples are considered to illustrate the applica-
bility and effectiveness of the method.
3.3.1 Numerical Examples
Example 3.8 The seventh order BVP is considered as
v(7)(x) = v(x)− 7ex, 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(3.3.4)
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The exact solution of the problem is v(x) = (1− x)ex.
Using the method of variation of parameters, the solution of the problem is deter-
mined as
vn+1(x) = A1 + A2x+ A3
x2
2!
+ A4
x3
3!
+ A5
x4
4!
+ A6
x5
5!
+ A7
x6
6!
+
∫ x
0
(
t6
720
− xt
5
120
+
x2t4
48
− x
3t3
36
+
x4t2
48
− x
5t
120
+
x6
720
)(−7et + vn(t))dt.
Applying the boundary conditions, yields
A1 = 1,
A2 =
1
720
(−513 + 184e− 14
∫ 1
0
(
1
2
− t+ t
2
2
)(−7et + vn(t))dt
+120
∫ 1
0
(
1
24
− t
6
+
t2
4
− t
3
6
+
t4
24
)(−7et + vn(t))dt
+720
∫ 1
0
(
1
720
− t
120
+
t2
48
− t
3
36
+
t4
48
− t
5
120
+
t6
720
)(−7et + vn(t))dt),
A3 = −1,
A4 =
1
24
(43− 32e+ 4
∫ 1
0
(
1
2
− t+ t
2
2
)(−7et + vn(t))dt
−24
∫ 1
0
(
1
24
− t
6
+
t2
4
− t
3
6
+
t4
24
)(−7et + vn(t))dt),
A5 = −3,
A6 =
11
2
− 4e−
∫ 1
0
(
1
2
− t+ t
2
2
)(−7et + vn(t))dt,
A7 = −5.
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The approximations can be determined as
v0(x) =
1
720
(720− 513x+ 184ex− 360x2 + 215x3 − 160ex3 − 90x4 + 33x5
−24ex5 − 5x6),
v1(x) =
1
37362124800
(298896998400− 261534873600ex − 370668383029x
+112086374400x2 − 45055023377x3 + 6227020800x4 − 1597436841x5
+103783680x6 + 7413120x7 − 660231x8 − 102960x9 + 18447x10
−2808x11 + 429x12 − 30x13 − 312ex(−745431677− 89835328x2
−2985081x4 − 759x7 + 44x9 + x11)),
v2(x) =
1
7298706024529920000
(109480590367948800000
−102181884343418880000ex − 21319274720358921600x
+47441589159444480000x2 − 286359810088060800x3
+3345240261242880000x4 + 113697925566825600x5
+91233825306624000x6 + 11585247657984000x7
−1795888315775505x8 + 120679663104000x9 − 14552772550771x10
+731391897600x11 − 78177590855x12 + 2344204800x13
+83721600x14 − 3976776x15 − 348840x16 + 36765x17 − 3420x18
+330x19 − 15x20 − 24ex(−1893064891570070400
−228141774366105600x2 − 7580777975971200x4
−46951014175845x7 − 377218542272x9
−1899144715x11 − 59432x14 + 1140x16 + 10x18)),
...
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The series solution can, thus, be written as
v(x) = v3(x) = 1 + 7.4551× 10−6x− 0.5x2 − 0.333345x3 − 0.125x4
−0.0333288x5 − 0.00694444x6 − 0.00119048x7 − 0.000173611x8
−0.0000220459x9 − 2.48018× 10−6x10 − 2.50521× 10−7x11
−2.29633× 10−8x12 − 1.92709× 10−9x13 − 8.02952× 10−11x14
−5.35301× 10−12x15 − 3.34563× 10−13x16 +O(x17).
The comparison of the exact solution with the series solution of Example 3.8 is
given in Table 3.8. The results are also expressed graphically in Figure 3.13. The
dotted line represents the curve corresponding to the approximate solution whereas
the solid line corresponds to the exact solution. In Figure 3.14, absolute errors are
plotted.
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Figure 3.13: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.8.
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Figure 3.14: Absolute errors
Table 3.8: Numerical results for Example 3.8
x Exact solution Approximate series solution Absolute Error
0.0 1.0000 1.0000 0.0000
0.1 0.9946 0.9946 7.33977 E-07
0.2 0.9771 0.9771 1.39984 E-06
0.3 0.9449 0.9449 1.9349 E-06
0.4 0.8950 0.8950 2.28731 E-06
0.5 0.8243 0.8243 2.42154 E-06
0.6 0.7288 0.7288 2.32373 E-06
0.7 0.6041 0.6041 2.00718 E-06
0.8 0.4451 0.4451 1.51774 E-06
0.9 0.2459 0.2459 9.39274 E-07
1.0 0.0000 3.99095 E-07 3.99095 E-07
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Example 3.9 The seventh order BVP is considered as
v(7)(x) = −v(x)− ex(35 + 12x+ 2x2), 0 ≤ x ≤ 1,
v(0) = 0, v(1) = 0,
v(1)(0) = 1, v(1)(1) = −e,
v(2)(0) = 0, v(2)(1) = −4e,
v(3)(0) = −3.

(3.3.5)
The exact solution of the problem is v(x) = x(1− x)ex.
The given seventh order BVP gives the solution as
vn+1(x) = A1 + A2x+ A3
x2
2!
+ A4
x3
3!
+ A5
x4
4!
+ A6
x5
5!
+ A7
x6
6!
+
∫ x
0
(
t6
720
− xt
5
120
+
x2t4
48
− x
3t3
36
+
x4t2
48
− x
5t
120
+
x6
720
)(−vn(t)
−et(35 + 12t+ 2t2))dt.
Applying the boundary conditions yields
A1 = 0,
A2 = 1,
A3 = 0,
A4 = −3,
A5 = 12(−17− 6e−
∫ 1
0
(
−1
24
(−1 + t)4(et(35 + 12t+ 2t2) + vn(t)))dt
+10
∫ 1
0
(
1
120
(−1 + t)5(et(35 + 12t+ 2t2) + vn(t)))dt
−30
∫ 1
0
(
−1
720
(−1 + t)6(et(35 + 12t+ 2t2) + un(t)))dt),
A6 = −60(−27 + 10e− 2
∫ 1
0
(
−1
24
(−1 + t)4(et(35 + 12t+ 2t2) + vn(t)))dt
+18
∫ 1
0
(
1
120
(−1 + t)5(et(35 + 12t+ 2t2) + vn(t)))dt
−48
∫ 1
0
(
−1
720
(−1 + t)6(et(35 + 12t+ 2t2) + vn(t)))dt),
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A7 = 360(−11 + 4e−
∫ 1
0
(
−1
24
(−1 + t)4(et(35 + 12t+ 2t2) + vn(t)))dt
+8
∫ 1
0
(
1
120
(−1 + t)5(et(35 + 12t+ 2t2) + vn(t)))dt
−20
∫ 1
0
(
−1
720
(−1 + t)6(et(35 + 12t+ 2t2) + un(t)))dt).
The approximations can be obtained as
v0(x) =
1
2
(2x− x3 − 17x4 + 6ex4 + 27x5 − 10ex5 − 11x6 + 4ex6),
v1(x) =
1
518918400
(−518918400ex(63− 16x+ 2x2)− 2ex4(−147243097875
+227545722960x− 93016126088x2 + 468x7 − 325x8 + 60x9)
+3(−1 + x)3(−10897286400− 40994553600x− 93318825600x2
−168561993600x3 − 7385x4 − 1057x5 + 1533x6 + 385x7
−211x8 − 255x9 + 110x10)),
v2(x) = −224− 28ex(−8 + x)− 195x− 84x2 − 143x
3
6
− 7648486349x
4
4942080
+
2676707143x5
1123200
− 8027710289x
6
8236800
− x
7
80
− x
8
840
− x
9
10368
− x
10
151200
+
7620687149x11
8219667456000
− 382529809x
12
40493568000
+
2675586923x13
23745705984000
+
x15
1307674368000
− x
17
118562476032000
− x
18
1384184832000
+
x19
75089568153600
− x
20
614369193984000
+
ex4
724802056602624000
(11325172359821720000
−635651416378910131200x+ 259841545359699663360x2
−247309507190850x7 + 159244081784840x8 − 30044208726424x9
+8151x14 − 3575x15 + 429x16),
...
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The series solution can, thus, be written as
v(x) = v3(x) = x− 0.5x3 − 0.333333x4 − 0.125x5 − 0.0333334x6
−0.00694444x7 − 0.00119048x8 − 0.000173611x9 − 0.0000220459x10
−2.48016× 10−6x11 − 2.50521× 10−7x12 − 2.29644× 10−8x13
−2.32856× 10−9x14 − 1.85826× 10−11x15 − 1.37171× 10−12x16
−9.41838× 10−13x17 +O(x18).
The comparison of the exact solution with the series solution of Example 3.9 is
given in Table 3.9, which shows that the method is quite efficient. The results
are also expressed graphically in Figure 3.15. The dotted line represents the curve
corresponding to the approximate solution whereas the solid line corresponds to
the exact solution. In Figure 3.16, absolute errors are plotted.
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Figure 3.15: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.9.
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Figure 3.16: Absolute errors
Table 3.9: Numerical results for Example 3.9
x Exact solution Approximate series solution Absolute Error
0.0 0.00000 0.00000 0.00000
0.1 0..0994654 0.0994654 8.55607 E-13
0.2 0.195424 0.195424 9.94041 E-12
0.3 0.28347 0.28347 3.52244 E-11
0.4 0.358038 0.358038 7.3224 E-10
0.5 0.41218 0.41218 1.08769 E-10
0.6 0.437309 0.437309 1.29035 E-10
0.7 0.422888 0.422888 1.51466 E-10
0.8 0.356087 0.356087 2.71797 E-10
0.9 0.221364 0.221364 7.48179 E-10
1.0 0.00000 -2.17292 E-09 2.17292 E-09
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Example 3.10 The seventh order non-linear BVP is considered as
v(7)(x) = e−xv2(x), 0 < x < 1,
v(0) = v(2)(0) = v(4)(0) = v(6)(0) = 1,
v(1) = v(2)(1) = v(4)(1) = e.
 (3.3.6)
The exact solution of the problem is v(x) = ex.
The given seventh order BVP gives the solution as
vn+1(x) = A1 + A2x+ A3
x2
2!
+ A4
x3
3!
+ A5
x4
4!
+ A6
x5
5!
+ A7
x6
6!
+
∫ x
0
(
t6
720
− xt
5
120
+
x2t4
48
− x
3t3
36
+
x4t2
48
− x
5t
120
+
x6
720
)e−t(vn(t))2dt
Applying the boundary conditions yields
A1 = 1,
A2 =
1
720
(−947 + 614e− 14
∫ 1
0
(
1
2
− t+ t
2
2
)e−t(vn(t))2dt
+120
∫ 1
0
(
1
24
− t
6
+
t2
4
− t
3
6
+
t4
24
)e−t(vn(t))2dt
+720
∫ 1
0
(
1
720
− t
120
+
t2
48
− t
3
36
+
t4
48
−+ t
5
120
+
t6
720
)e−t(vn(t))2dt),
A3 = 1,
A4 =
1
24
(43− 20e+ 4
∫ 1
0
(
1
2
− t+ t
2
2
)e−t(vn(t))2dt
−24
∫ 1
0
(
1
24
− t
6
+
t2
4
− t
3
6
+
t4
24
)e−t(y0(t))2dt),
A5 = 1,
A6 =
3
2
+ e−
∫ 1
0
(
1
2
− t+ t
2
2
)e−t(v0(t))2dt,
A7 = 1.
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The approximations can be obtained as
v0(x) =
1
720
(720− 947x+ 614ex+ 360x2 − 155x3 + 100ex3 + 30x4 − 9x5
+6ex5 + x6),
v1(x) =
1
186624000
(e−1−x((12exx(173866003271557 + 2660178641540x2
+6035130183x4) + 4e2+x(308952235690560− 124768325861481x
+15576541223400x2 − 598204154665x3 + 64626174180x4
+6009912915x5 + 21191731x6) + 4e3+x(108326812789440
−113031324808683x+ 7090252752600x2 − 2419286465515x3
+41993173620x4 − 8471844831x5 + 24403369x6)
+e1+x(1068937049845440 + 1234841770391685x
+44795098704600x2 + 28083817520645x3 + 151628758020x4
+91323988161x5 + 42553369x6)− 1440e3(300907813304
+185723565566x+ 54964805449x2 + 10316550160x3
+1366897180x4 + 134387484x5 + 10000342x6 + 561120x7
+22980x8 + 630x9 + 9x10)− 1440e2(858200654696
+567409350194x+ 181577192911x2 + 37285022820x3
+5485807935x4 + 610808574x5 + 52883469x6 + 3590527x7
+189345x8 + 7490x9 + 204x10 + 3x11)− 360e((2969269064504
+2049328162046x+ 689124200329x2 + 149921301800x3
+23615520350x4 + 2853558978x5 + 273041445x6 + 21014246x7
+1304100x8 + 64460x9 + 2451x10 + 66x11 + x12))),
...
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The series solution can, thus, be written as
v(x) = v3(x) = 1 + 0.999998x+ 0.5x
2 + 0.16667x3 + 0.0416667x4 + 0.0083319x5
+0.00138889x6 + 0.000198413x7 + 0.0000248015x8 + 2.9904× 10−6x9
+3.2234× 10−8x10 + 1.1742× 10−7x11 − 1.43111× 10−8x12
−7.38378× 10−10x13 + 1.52458× 109x14 − 4.55048× 10−10x15
+3.92152× 10−11x16 + 2.0304× 10−11x17 +O(x18).
The comparison of the exact solution with the series solution of Example 3.10 is
given in Table 3.10, which shows that the method is quite efficient. The results
are also expressed graphically in Figure 3.17 and Figure 3.18.
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Figure 3.17: Comparison of the exact solution (solid line) with the approximate
series solution (dotted line) for Example 3.10.
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Figure 3.18: Absolute errors
Table 3.10: Numerical results for Example 3.10
x Exact solution Approximate series solution Absolute Error
0.0 1.0000 1.0000 0.0000
0.1 1.1051 1.1051 2.26257 E-07
0.2 1.2214 1.2214 4.38942 E-07
0.3 1.3498 1.3498 6.1274 E-07
0.4 1.4918 1.4918 7.10188 E-07
0.5 1.6487 1.6487 7.71759 E-07
0.6 1.8221 1.8221 7.37682 E-07
0.7 2.0137 2.0137 6.25932 E-07
0.8 2.2255 2.2255 4.68244 E-07
0.9 2.4596 2.4596 2.95852 E-07
1.0 2.7182 2.7182 1.25922 E-07
Chapter 4
Series Solutions using
Decomposition Methods
In this chapter, the series solutions for the seventh order BVPs have been deter-
mined using Adomian decomposition method and modified Adomian decomposi-
tion methods.
The contents of this chapter have been compiled in the form of a
paper which is submitted for publication [77].
In the following section Adomian decomposition method (ADM) has been ex-
tended to linear and non-linear seventh order BVPs.
4.1 Adomian Decomposition Method
The operator form of any differential equation can be written as
Lv +Rv +Nv = f, (4.1.1)
where L is the highest order linear derivative operator with the assumption that
L−1 exists, R is a linear derivative operator of order less than L, Nv is the non-
linear term and f is the source term. Applying the inverse operator L−1 to the
122
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both sides of Eq. (4.1.1), yields the following
v = g − L−1(Rv)− L−1(Nv), (4.1.2)
where the function g represents the term determined after integrating the source
term f using the given conditions. The solution v(x) can, thus, be defined as
v(x) =
∞∑
n=0
vn(x), (4.1.3)
where the components v0, v1, v2, · · · , are determined by the following recursive
relation
v0(x) = g,
vk+1(x) = −L−1R(vk)− L−1N(vk), k ≥ 0.
}
(4.1.4)
The non-linear term Nv is expressed in terms of an infinite series of the Adomian
polynomials as
Nv =
∞∑
n=0
An, (4.1.5)
where An are Adomian polynomials [6] defined as
An =
1
n!
dn
dpn
[
N
( ∞∑
k=0
pkvk
)]
p=0
, n = 0, 1, 2, · · · . (4.1.6)
4.1.1 Analysis of the Method
The following seventh order BVP is considered
v(7)(x) = φ(x)v + ψ(x) + f(x, v, v′), 0 ≤ x ≤ b, (4.1.7)
with boundary conditions
v(i)(0) = αi, i = 0, 1, 2, 3,
v(j)(b) = βj, j = 0, 1, 2,
}
(4.1.8)
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where αi, i = 0, 1, 2, 3 and βj, j = 0, 1, 2 are finite real constants and the function
f is continuous on [0, b].
The problem (4.1.7), in operator form, can be rewritten as
Lv = φ(x)v + ψ(x) + f(x, v, v′), (4.1.9)
where the derivative operator L is given by
L =
d7
dx7
. (4.1.10)
The inverse operator L−1 is, therefore, defined as
L−1(.) =
∫ x
0
∫ x
0
∫ x
0
∫ x
0
∫ x
0
∫ x
0
∫ x
0
(.) dx dx dx dx dx dx dx. (4.1.11)
Operating L−1 to Eq. (4.1.9), gives
v(x) = α0 + α1x+
1
2!
α2x
2 +
1
3!
α3x
3 +
1
4!
α4x
4 +
1
5!
α5x
5 +
1
6!
α6x
6
+L−1(φ(x)v) + L−1(ψ(x)) + L−1(f(x, v, v′)), (4.1.12)
using the boundary conditions (4.1.8), at x = 0, yields
v(x) = α0 + α1x+
1
2!
α2x
2 +
1
3!
α3x
3 +
1
4!
Ax4 +
1
5!
Bx5 +
1
6!
Cx6 +
+L−1(φ(x)v) + L−1(ψ(x)) + L−1(f(x, v, v′)), (4.1.13)
where the constants
A = v(4)(0), B = v(5)(0), C = v(6)(0), (4.1.14)
will be determined using boundary conditions at x = b.
The Adomian method determines the solution v(x) in terms of the following de-
composition series
v(x) =
∞∑
n=0
vn(x). (4.1.15)
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Substituting v(x) from above into Eq. (4.1.13), leads to
∞∑
n=0
vn(x) = α0 + α1x+
1
2!
α2x
2 +
1
3!
α3x
3 +
1
4!
Ax4 +
1
5!
Bx5 +
1
6!
Cx6
+L−1
(
φ(x)
∞∑
n=0
vn(x)
)
+ L−1 (ψ(x)) + L−1(f(x, v, v′)),
(4.1.16)
where the function f(x, v, v′) can be decomposed into an infinite series of Adomian
polynomials as
f(x, v, v′) =
∞∑
k=0
Ak, (4.1.17)
where Ak are Adomian polynomials [6] defined by
Ak =
1
k!
dk
dpk
[
N
( ∞∑
j=0
pjvj
)]
p=0
, k = 0, 1, 2, · · · . (4.1.18)
To determine the components vn(x), n ≥ 0, the following recurrence relation will
be used
v0(x) = α0 + α1x+
1
2!
α2x
2 + 1
3!
α3x
3 + 1
4!
Ax4 + 1
5!
Bx5 + 1
6!
Cx6
+L−1 (ψ(x)) ,
vk+1(x) = L
−1 (φ(x)
∑∞
k=0 vk(x)) + L
−1 (
∑∞
k=0Ak) , k ≥ 0.
(4.1.19)
By the Adomian method the solution can, thus, be constructed as
v = lim
n→∞
ϕn,
where the n-term approximant is defined by
ϕn =
n−1∑
i=0
vi.
Applying the boundary conditions at x = b to the approximant ϕn, the resulting
algebraic system in A, B and C can be solved to produce approximations to the
constants A, B and C. Finally, the approximated solution of the seventh order
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BVP will be obtained.
To describe the impact and implementation of the method developed, four exam-
ples are considered in the following section.
4.1.2 Numerical Examples
Example 4.1 The linear seventh order BVP is considered as
v(7)(x) = xv(x) + ex(x2 − 2x− 6), 0 ≤ x ≤ 1, (4.1.20)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(4.1.21)
The exact solution of the problem is v(x) = (1− x)ex.
The problem (4.1.20), in operator form, can be rewritten as
Lv = xv(x) + ex(x2 − 2x− 6). (4.1.22)
Operating L−1 to the Eq. (4.1.22) and using the boundary conditions (4.1.21) at
x = 0 gives
v(x) = −63− 48x− 35
2!
x2 − 4x3 +
(
−1
2
+
A
24
)
x4 +
(
− 1
30
+
B
120
)
x5
+
1
360
(2 + C)x6 + ex(−8 + x)2 + L−1(xv(x)), (4.1.23)
where the constants
A = v(4)(0), B = v(5)(0), C = v(6)(0) (4.1.24)
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are to be determined. Substituting v(x) from the decomposition series (4.1.3) in
the Eq. (4.1.23), yields
∞∑
n=0
vn(x) = −63− 48x− 35
2!
x2 − 4x3 +
(
−1
2
+
A
24
)
x4 +
(
− 1
30
+
B
120
)
x5
+
1
360
(2 + C)x6 + ex(−8 + x)2 + L−1
(
x
∞∑
n=0
vn(x)
)
. (4.1.25)
Using the recurrence algorithm (4.1.19) the following relations are obtained
v0(x) = −63− 48x− 352! x2 − 4x3 +
(−1
2
+ A
24
)
x4 +
(− 1
30
+ B
120
)
x5 + 1
360
(2 + C)x6 + ex(−8 + x)2,
vk+1(x) = L
−1 (xvk(x)) , k ≥ 0.
 (4.1.26)
Eq. (4.1.26), gives
v0(x) = −63− 48x− 35
2!
x2 − 4x3 +
(
−1
2
+
A
24
)
x4 +
(
− 1
30
+
B
120
)
Bx5
+
1
360
(2 + C)x6 + ex(−8 + x)2,
v1(x) = L
−1 (xv0(x))
= 1848 + 1392x+ 505x2 + 116x3 +
37
2
x4 +
31
15
x5 +
17
120
x6 − x
8
640
− x
9
3780
− x
10
34560
− x
11
415800
+
(−12 + A)x12
95800320
+
(−4 +B)x13
1037836800
+
(2 + C)x14
12454041600
+ex(−1848 + 456x− 37x2 + x3),
v2(x) = L
−1 (xv1(x))
= −62160− 45696x− 16185x2 − 3632x3 − 1133
2
x4 − 62x5 − 167
40
x6
+
11
240
x8 +
29
3780
x9 +
101
120960
x10 +
29
415800
x11 +
37
7983360
x12
+
31
129729600
x13 +
17
2075673600
x14 − x
16
36900864000
− x
17
370507737600
− x
18
5543180697600
− x
19
105594705216000
+
(−12 + A)x20
37429261664256000
+
(−4 +B)x21
608225502044160000
+
(2 + C)x22
10704768835977216000
+ex(62160− 16464x+ 1569x2 − 65x3 + x4),
...
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The series solution of v(x) is found to be an approximation with four components
v(x) = v0(x) + v1(x) + v2(x) + v3(x). (4.1.27)
The unknown constants A, B and C can be obtained, by imposing the boundary
conditions at x = 1 on the four-term approximant ϕ4 defined by Eq. (4.1.27), as
A = −3.0000001004600083,
B = −3.9999991664171546,
C = −5.000002140841064.
The series solution can, thus, be determined as
v(x) = 1− x
2
2
− x
3
3
− 0.125x4 − 0.0333333x5 − 0.00694445x6 − x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
− x
11
3991680
− (2.29644× 10−8)x12
−(1.60591× 10−10)x13 +O(x14). (4.1.28)
The comparison of the exact solution with the approximate series solution of Ex-
ample 4.1 is given in Table 4.1. The results are also expressed graphically in Figure
4.1. It has been observed from numerical results that the approximate solution is
in excellent agreement with exact solution, which shows that the method provides
accurate approximations of the solution.
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Figure 4.1: Comparison between the approximate solution (dotted line) with the
exact solution (solid line) for Example 4.1.
Table 4.1: Numerical results for Example 4.1
x Exact Approximate Absolute
solution series solution Error
0.0 1.0000 1.0000 0.0000
0.1 0.0994 0.0994 4.3972 E-10
0.2 0.9771 0.9771 4.9251 E-10
0.3 0.9449 0.9449 7.4067 E-10
0.4 0.8950 0.8950 6.6537 E-10
0.5 0.8243 0.8243 3.0059 E-11
0.6 0.7288 0.7288 4.3591 E-10
0.7 0.6041 0.6041 3.6735 E-10
0.8 0.4451 0.4451 7.2753 E-10
0.9 0.2459 0.2459 7.0036 E-10
1.0 0.0000 2.2191 E-10 2.2191 E-10
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Example 4.2 The seventh order non-linear BVP is considered as
v(7)(x) = −exv2(x), 0 < x < 1, (4.1.29)
subject to the boundary conditions
v(0) = 1, v(1) = e−1,
v(1)(0) = −1, v(1)(1) = −e−1,
v(2)(0) = 1, v(2)(1) = e−1,
v(3)(0) = −1.

(4.1.30)
The exact solution of the problem is v(x) = e−x.
The problem (4.1.29), in operator form, can be rewritten as
Lv = exv2(x). (4.1.31)
Operating L−1 to Eq. (4.1.31) and using the boundary conditions (4.1.30) at x = 0,
gives
v(x) = 1− x+ 1
2!
x2 − 1
3!
x3 +
1
4!
Ax4 +
1
5!
Bx5 +
1
6!
Cx6 + L−1(−exv2(x)),
(4.1.32)
where the constants
A = v(4)(0), B = v(5)(0), C = v(6)(0) (4.1.33)
are to be determined. Substituting v(x) from the decomposition series (4.1.3) and
the series of polynomials (4.1.5) for v2(x) in the Eq. (4.1.32), yields
∞∑
n=0
vn(x) = 1− x+ 1
2!
x2 − 1
3!
x3 +
1
4!
Ax4 +
1
5!
Bx5 +
1
6!
Cx6
+L−1
(
−ex
∞∑
n=0
An
)
, (4.1.34)
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where An are the Adomian polynomials for the non-linear term Nv = v
2(x), thus,
given by
A0 = N(v0) = v
2
0(x),
A1 = v1(x)N
′(v0) = 2v0(x)v1(x),
A2 = v2(x)N
′(v0) +
v21(x)
2!
N ′′(v0) = 2v0(x)v2(x) + v21(x),
...

(4.1.35)
Using the recurrence algorithm (4.1.19), yields
v0(x) = 1− x+ 12!x2 − 13!x3 + 14!Ax4 + 15!Bx5 + 16!Cx6,
vk+1(x) = L
−1(−exAk), k ≥ 0,
}
(4.1.36)
Using the values of Ak (k = 0, 1, · · · ) from (4.1.35) in (4.1.36), the following ap-
proximations can be determined
v0(x) = 1− x+ 1
2!
x2 − 1
3!
x3 +
1
4!
Ax4 +
1
5!
Bx5 +
1
6!
Cx6,
v1(x) = L
−1(−exA0),
= − x
7
5040
+
x8
40320
− x
9
362880
+
x10
3628800
+
(
1
39916800
− A
19958400
)
x11
−
(
1
479001600
+
B
239500800
)
x12 +
(
1
6227020800
− C
3113510400
)
x13
+O(x14),
...
The series solution of v(x) is found to be an approximation with two components
v(x) = φ2 = v0(x) + v1(x). (4.1.37)
The unknown constant A, B, and C can be obtained, by imposing the boundary
conditions at x = 1 on the two-term approximant ϕ2 defined by Eq. (4.1.37), as
A = 1.0000000197456873, B = −1.000000228700079, C = 1.0000008112153262.
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The series solution can, thus, be determined as
v(x) = 1− x+ 0.5x2 − 0.166667x3 + 0.0416667x4 − 0.00833334x5
+0.00138889x6 − 0.000198413x7 + 0.0000248016x8 − (2.75573× 10−6)x9
+(2.75573× 10−7)x10 − (2.50521× 10−8)x11 + (2.08768× 10−9)x12
−(1.60591× 10−10)x13 +O(x14). (4.1.38)
The comparison between the exact solution and the approximate series solution
of Example 4.2 is given in Table 4.2. The results are also expressed graphically
in Figure 4.2. It has been observed from numerical results that the approximate
solution is in excellent agreement with exact solution, which shows that the method
provides accurate approximations of the solution.
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Figure 4.2: Comparison between the approximate solution (dotted line) with the
exact solution (solid line) for Example 4.2.
Table 4.2: Numerical results for Example 4.2
x Exact Approximate Absolute
solution series solution Error
0.0 1.0000 1.0000 0.0000
0.1 0.9048 0.9048 1.5676 E-9
0.2 0.8187 0.8187 1.6418 E-9
0.3 0.7408 0.7408 4.9680 E-9
0.4 0.6703 0.6703 1.5514 E-9
0.5 0.6065 0.6065 1.5274 E-9
0.6 0.5488 0.5488 2.4958 E-9
0.7 0.4965 0.4965 1.3993 E-8
0.8 0.4493 0.4493 2.5593 E-9
0.9 0.4065 0.4065 5.4089 E-9
1.0 0.3678 0.3678 1.1034 E-9
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Example 4.3 The linear seventh order BVP is considered as
v(7)(x) = −v(x)− ex(35 + 12x+ 2x2), 0 ≤ x ≤ 1,
v(0) = 0, v(1) = 0,
v(1)(0) = 1, v(1)(1) = −e,
v(2)(0) = 0, v(2)(1) = −4e,
v(3)(0) = −3.

(4.1.39)
The exact solution of the problem is v(x) = x(1− x)ex [82].
Following the procedure of Example 4.1, the problem (4.1.39) is solved. The ap-
proximate series solution using 4-term approximant can be determined as
v(x) = x− x
3
2
− 0.333333333x4 − 0.125x5 − x
8
840
− x
9
5760
− x
10
45360
+(2.48016× 10−6)x11 − (2.50521× 10−7)x12 − (2.29644× 10−8)x13
−
14
518918400
−
15
6706022400
−
16
93405312000
−
17
1394852659200
−(4.49833× 10−14)x18 − (2.65527× 10−15)x19
−(1.47971× 10−16)x20 +O(x21). (4.1.40)
The numerical results are summarized in Table 4.3. It has been observed that
the results obtained with the help of ADM are better than the results obtianed
using the method of Siddiqi and Iftikhar [82], as shown in Table 4.3. In Figure 4.3,
absolute errors are plotted.
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Figure 4.3: Absolute errors
Table 4.3: Numerical results for Example 4.3
x Exact Approximate Absolute Error Absolute Error
solution series solution present method Siddiqi and Iftikhar
[82]
0.0 0.00000 0.00000 0.00000 0.00000
0.1 0.99465 0.99465 1.23082 E-13 8.55607 E-13
0.2 0.19542 0.19542 3.7792 E-13 9.94041 E-12
0.3 0.28347 0.28347 2.37421 E-13 3.52244 E-11
0.4 0.35804 0.35804 3.62099 E-13 7.3224 E-10
0.5 0.41218 0.41218 9.39249 E-14 1.08769 E-10
0.6 0.43731 0.43731 4.82947 E-13 1.29035 E-10
0.7 0.42289 0.42289 1.09135 E-13 1.51466 E-10
0.8 0.35609 0.35609 1.64868 E-14 2.717974 E-10
0.9 0.22136 0.22136 7.25975 E-13 7.48179 E-10
1.0 0.00000 -4.54747 E-13 4.54747 E-13 2.1729 E-09
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Example 4.4 The seventh order non-linear BVP is considered as
v(7)(x) = v(x)v′(x) + e−2x(2 + ex(x− 8)− 3x+ x2), 0 ≤ x ≤ 1,
v(0) = 1, v(1) = 0,
v(1)(0) = −2, v(1)(1) = −1/e,
v(2)(0) = 3, v(2)(1) = 2/e,
v(3)(0) = −4.

(4.1.41)
The exact solution of the problem is v(x) = (1− x)e−x.
Following the procedure of the previous Example 4.2, the problem (4.1.41) is solved.
The approximate series solution using 2-term approximant can be determined as
v(x) = 1− 2x+ 1.5x2 − 0.6666667x3 + 0.20833333x4 − 0.05x5 + 0.0097222x6
−0.0015873x7 + 0.000223214x8 − 0.0000275573x9 + (3.03132× 10−6)x10
−(3.00639× 10−7)x11 + (2.71486× 10−8)x12 − (1.93179× 10−9)x13
−(2.73405×)10−10x14 − (2.65716× 10−10)x15 − (1.14486× 10−10)x16
+(3.7132×)10−11x17 − (1.01131× 10−11)x18 + (2.44448× 10−12)x19
−(5.4315× 10−13)x20 +O(x21).
The numerical results are summarized in Table 4.4. The results for Example 4.4
are also expressed graphically in Figure 4.4.
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Table 4.4: Numerical results for Example 4.4
x Exact Approximate Absolute
solution series solution Error
0.0 1.0000 1.0000 1.67932 E-12
0.1 0.814354 1.1051 2.96696 E-12
0.2 0.654985 0.654985 1.26055 E-12
0.3 0.518573 0.518573 2.10898 E-12
0.4 0.402192 0.402192 6.68926 E-12
0.5 0.303265 0.303265 7.21923 E-12
0.6 0.219525 0.219525 9.75339 E-12
0.7 0.148976 0.148976 2.19552 E-12
0.8 0.0898658 0.0898658 4.24917 E-12
0.9 0.040657 0.040657 2.27311 E-13
1.0 0.0000 4.42298 E-12 4.42298 E-12
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In the following section modified Adomian decomposition method (MADM)
has been applied to linear and non-linear seventh order BVPs.
4.2 Analysis of the Modified Adomian Decom-
position Method
The following seventh order BVP is considered
v(7)(x) = g(x, v) + f(x), a ≤ x ≤ b, (4.2.1)
with boundary conditions
v(i)(a) = αi, i = 0, 1, 2, 3,
v(j)(b) = βj, j = 0, 1, 2,
}
(4.2.2)
where g(x, v) is a linear or non-linear function of v, f(x) is a continuous function
defined on the interval [a, b] and αi, i = 0, 1, 2, 3 and βj, j = 0, 1, 2 are finite real
constants.
In operator form the problem (4.2.1) can be rewritten as
Lv = f(x) +Mv +Nv, (4.2.3)
where L = d
7
dx7
is the linear operator,Mv is the linear term and Nv is the non-linear
term. Consequently,
v(x) = w(x) +
∫ b
a
G(x, ξ)f(ξ)dξ +
∫ b
a
G(x, ξ)Mvdξ +
∫ b
a
G(x, ξ)Nvdξ,
(4.2.4)
where w(x) is the solution of Lv = 0 subject to boundary conditions (4.2.2) and
G(x, ξ) is Green’s function defined as
G(x, ξ) =
{
g1(x, ξ), a ≤ ξ ≤ x ≤ b,
g2(x, ξ), a ≤ x ≤ ξ ≤ b.
(4.2.5)
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According to method, the solution of (4.2.1) is approximated as an infinite series
v(x) =
∞∑
n=0
vn(x) (4.2.6)
and the non-linear term decomposed as
Nv =
∞∑
n=0
An, (4.2.7)
where An are the modified Adomian polynomials defined by
An =
1
n!
dn
dpn
[
N
(
n∑
k=0
pkvk
)
−N
(
n−1∑
k=0
pkvk
)]
p=0
, n = 0, 1, 2, · · · . (4.2.8)
Using the values of v(x) and Nu in Eq. (4.2.4), it follows that
∞∑
n=0
vn(x) = w(x) +
∫ b
a
G(x, ξ)f(ξ)dξ +
∫ b
a
G(x, ξ)M(
∞∑
n=0
vn(ξ))dξ
+
∫ b
a
G(x, ξ)
∞∑
n=0
Andξ. (4.2.9)
To determine the term vn(x), n ≥ 0, the following recurrence relation will be used
v0(x) = w(x) +
∫ b
a
G(x, ξ)f(ξ)dξ, (4.2.10)
vk+1(x) =
∫ b
a
G(x, ξ)M(
∞∑
n=0
vn(ξ))dξ +
∫ b
a
G(x, ξ)Akdξ, k ≥ 0.
(4.2.11)
The solution can be constructed as
v = lim
n→∞
ϕn,
where the n-term approximant is defined by
ϕn =
n−1∑
i=0
vi.
To illustrate the applicability and effectiveness of the method developed, two
numerical examples are constructed in the next section.
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4.2.1 Numerical Examples
Example 4.5 The seventh order BVP is considered
v(7)(x) = v(x)− 7ex, 0 ≤ x ≤ 1, (4.2.12)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(4.2.13)
The exact solution of the problem is v(x) = (1− x)ex.
The given problem, in operator form, can be rewritten as
Lv = v(x)− 7ex, (4.2.14)
where L = d
7
dx7
is the linear operator. Consequently,
v(x) = w(x)−
∫ 1
0
G(x, ξ)(7eξ)dξ +
∫ 1
0
G(x, ξ)v(x)dξ, (4.2.15)
where w(x) is the solution of Lv = 0 with the boundary conditions (4.2.13) given
by
w(x) = 1− x
2
2
− x
3
3
+
1
6
(−66 + 24e)x4 + 1
6
(114− 42e)x5 + 1
6
(−49 + 18e)x6,
and G(x, ξ) is Green’s function given as
G(x, ξ) =
{
g1(x, ξ), 0 ≤ ξ ≤ x ≤ 1,
g2(x, ξ), 0 ≤ x ≤ ξ ≤ 1,
(4.2.16)
where
g1(x, ξ) = (
x2
48
− x4
8
+ x
5
6
− x6
16
) ξ4 + ( 1
720
− x4
48
+ x
5
30
− x6
72
) ξ6
+(−x3
36
+ x
4
12
− x5
12
+ x
6
36
) ξ3 + (− x
120
+ x
4
12
− x5
8
+ x
6
20
) ξ5,
g2(x, ξ) =
1
48
(−ξ2 + 4ξ3 − 6ξ4 + 4ξ5 − ξ6)x4 + 1
120
(ξ − 10ξ3 + 20ξ4
−15ξ5 + 4ξ6)x5 + 1
720
(−1 + 20ξ3 − 45ξ4 + 36ξ5 − 10ξ6)x6.

(4.2.17)
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Using the value of v(x) from Eq. (4.2.6) in Eq. (4.2.15), yields
∞∑
n=0
wn(x) = w(x)−
∫ 1
0
G(x, ξ)(7eξ)dξ +
∫ 1
0
G(x, ξ)
∞∑
n=0
vn(ξ)dξ.
(4.2.18)
From Eq. (4.2.18), the following recurrence relation can be obtained
v0(x) = w(x)−
∫ 1
0
G(x, ξ)(7eξ)dξ,
vk+1(x) =
∫ 1
0
G(x, ξ)v(ξ)dξ, k ≥ 0.
}
(4.2.19)
Using the above relations, the following approximations can be determined
v0(x) = 1− x
2
2
− x
3
3
+
1
6
(−66 + 24e)x4 + 1
6
(114− 42e)x5 + 1
6
(−49 + 18e)x6,
v1(x) =
(
−2962182889
14826240
+
1271346103e
17297280
)
x4 +
(
752299723
2471040
− 276755113e
2471040
)
x5
+
(
−9168653647
4131200
− 1180530391e
25945920
)
x6 +
x7
5040
− x
9
362880
− x
10
1814400
+
(
− 5059
39916800
+
21e
665280
)
x11 +
(
38813
479001600
− 17e
570240
)
x12
+O(x13),
...
The series solution of v(x) is found to be an approximation with three components
v(x) = φ3 = v0(x) + v1(x) + v2(x). (4.2.20)
The series solution can, thus, be determined as
v(x) = 1− 0.5x2 − 0.33333x3 − 0.125x4 − 0.333333x5
−0.00694444x6 − 0.00119048x7 − 0.000173611x8 − 0.0000220459x9
−(.48016× 10−6)x10 − (2.50521× 10−7)x11 − (2.29644× 10−8)x12
−(1.92709× 10−9)x13 +O(x14). (4.2.21)
The comparison of the numerical results, obtained using the Adomian decompo-
sition method and homotopy perturbation method, is given in Table 4.5, which
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shows that the modified Adomian decomposition method is more accurate. The
results are also expressed graphically in Figure 4.5. The dotted line represents the
curve corresponding to the approximate solution whereas the solid line corresponds
to the exact solution. Absolute errors are plotted in Figure 4.6.
Ch 4: Series Solutions using Decomposition Methods 143
0.2 0.4 0.6 0.8 1
0.2
0.4
0.6
0.8
1
Figure 4.5: Comparison between the approximate solution (dotted line) with the
exact solution (solid line) for Example 4.5.
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Figure 4.6: Absolute errors
Table 4.5: Numerical results for Example 4.5
x Exact Approximate Absolute Error, Absolute Error,
solution series MADM HPM
solution
0.1 0.0994 0.0994 1.4433 E-15 3.0975 E-14
0.2 0.9771 0.9771 1.5543 E-15 3.9835 E-13
0.3 0.9449 0.9449 1.2212 E-15 1.4801 E-12
0.4 0.8950 0.8950 1.1102 E-15 3.2636 E-12
0.5 0.8243 0.8243 4.996 E-15 5.1577 E-12
0.6 0.7288 0.7288 1.1102 E-15 6.1879 E-12
0.7 0.6041 0.6041 1.0214 E-14 5.5262 E-12
0.8 0.4451 0.4451 2.6090 E-15 3.2260 E-12
0.9 0.2459 0.2459 5.2236 E-14 7.5911 E-13
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Example 4.6 The seventh order non-linear BVP is considered as
v(7)(x)− v2(x) = −ex[8(x− 1) cos x+ 8(x+ 6) sin x+ ex(x− 1)2 cos2 x],
0 < x < 1, (4.2.22)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e cos(1),
v(2)(0) = −2, v(2)(1) = −2e cos(1) + 2e sin(1),
v(3)(0) = −2.

(4.2.23)
The exact solution of the problem is v(x) = ex(1− x)Cosx.
The problem (4.2.22), in operator form, can be rewritten as
Lv = Nv − ex[8(x− 1) cos x+ 8(x+ 6) sin x+ ex(x− 1)2 cos2 x],
(4.2.24)
where L = d
7
dx7
is the linear operator and Nv = v2 is the non-linear term. Conse-
quently,
v(x) = w(x)−
∫ 1
0
G(x, ξ)(ex[8(x− 1) cos x+ 8(x+ 6) sin x
+ex(x− 1)2 cos2 x])dξ +
∫ 1
0
G(x, ξ)Nvdξ, (4.2.25)
where w(x) is the solution of Lv = 0 with the boundary conditions (4.2.23) given
by
w(x) = 1− x2 − x
3
3
+
1
3
x4(−24 + 12eCos(1) + 3eSin(1)) + 1
3
x6(−20
+9eCos(1) + 3eSin(1)) +
1
3
x5(45− 21eCos(1)− 6eSin(1)),
and G(x, ξ) is Green’s function given in Example 4.5.
Using the value of v(x) from Eq. (4.2.6) and value of Nv from Eq. (4.2.7) in Eq.
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(4.2.25), yields
∞∑
n=0
vn(x) = w(x)−
∫ 1
0
G(x, ξ)(ex[8(x− 1) cos x+ 8(x+ 6) sin x
+ex(x− 1)2 cos2 x])dξ +
∫ 1
0
G(x, ξ)
∞∑
n=0
Andξ. (4.2.26)
According to the method the following recurrence relation can be written
v0(x) = w(x)−
∫ 1
0
G(x, ξ)(ex[8(x− 1) cos x+ 8(x+ 6) sin x
+ex(x− 1)2 cos2 x])dξ, (4.2.27)
vn+1(x) =
∫ 1
0
G(x, ξ)Andξ, n ≥ 0, (4.2.28)
where An are the modified Adomian polynomials (4.2.8) for the non-linear term
Nv = v2(x), thus, given by
A0 = N(v0) = v
2
0(x),
A1 = v1(x)N
′(v0) = 2v0(x)v1(x),
...
 (4.2.29)
Using the values of An (n = 0, 1, · · · ) from (4.2.29) in relations (4.2.27)-(4.2.27),
the approximations v0(x), v1(x), · · · can be determined. The series solution of
v(x) is found to be an approximation with two components
v(x) = φ2 = v0(x) + v1(x). (4.2.30)
The numerical results obtained using the Adomian decomposition method and
homotopy perturbation method for the Example 4.6 are compared in Table 4.6,
which shows that the Adomian decomposition method is much accurate. The
results are also expressed graphically in Figure 4.7. The dotted line represents the
curve corresponding to the approximate solution whereas the solid line corresponds
to the exact solution. In Figure 4.8, absolute errors are plotted.
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Figure 4.7: Comparison between the approximate solution (dotted line) with the
exact solution (solid line) for Example 4.6.
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Figure 4.8: Absolute errors
Table 4.6: Numerical results for Example 4.6
x Exact Approximate Absolute Error, Absolute Error,
solution series MADM HPM
solution
0.1 0.9897 0.9897 9.3274 E-12 1.6346 E-11
0.2 0.9576 0.9576 3.4294 E-11 1.8364 E-10
0.3 0.9027 0.9027 2.3402 E-11 6.0881 E-10
0.4 0.8244 0.8244 1.5514 E-11 1.0988 E-09
0.5 0.7234 0.7234 5.2709 E-11 1.1136 E-09
0.6 0.6015 0.6015 6.3460 E-10 1.1860 E-11
0.7 0.4621 0.4621 6.1875 E-10 2.600 E-09
0.8 0.3101 0.3101 2.9352 E-09 5.8922 E-09
0.9 0.1529 0.1529 6.7804 E-10 7.0699 E-09
Chapter 5
Series Solutions using Differential
Transformation Method
This chapter presents the series solutions of seventh order BVPs using differential
transformation method (DTM). The theory of differential transformation was es-
tablished by Zhou [96]. The author solved linear and non-linear IVPs arising in
circuit analysis. Pukhov [63] also studied differential transformation method at
the same time. The method constructs an analytical solution for differential equa-
tions in the form of a series. It is a semi-numerical and semi-analytic technique
that formulizes the Taylor series in a totally different manner. It differs from the
traditional higher order Taylor series method, which computationally, takes more
time for higher orders BVPs. The DTM transforms the given BVP into a recur-
rence relation that finally leads to the solution of a system of algebraic equations
as coefficients of a power series solution. The method is useful to obtain both exact
and approximate solutions of linear and non-linear BVPs. There is no need to dis-
cretization, linearization or perturbation, large computational work and round-off
errors are avoided.
The contents of this chapter have been published in the form of a
research paper [73].
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In the following section the differential transformation method is discussed.
5.1 Differential Transformation Method
The differential transformation of the kth derivative of a function f(x), at x = x0,
is defined as
F (k) =
1
k!
[
dkf(x)
dxk
]
x=x0
(5.1.1)
and the inverse differential transformation of F (k) is defined by
f(x) =
∞∑
k=0
F (k)(x− x0)k. (5.1.2)
In real applications, the function f(x) can be expressed as a finite series and Eq.
(5.1.2) can be written as
f(x) =
N∑
k=0
F (k)(x− x0)k. (5.1.3)
Substituting F (k) from Eq. (5.1.1) into Eq. (5.1.2), gives
f(x) =
∞∑
k=0
(x− x0)k 1
k!
[
dkf(x)
dxk
]
x=x0
, (5.1.4)
which is the Taylor series for f(x) at x = x0. From Eq. (5.1.1) and Eq. (5.1.2),
the following theorems can be proved.
Theorem 5.1.1. If f(x) = g(x)± h(x), then F (k) = G(k)±H(k).
Proof. Using the definition (5.1.1), yields
G(k) =
1
k!
[
dkg(x)
dxk
]
x=0
, (5.1.5)
H(k) =
1
k!
[
dkh(x)
dxk
]
x=0
, (5.1.6)
F (k) =
1
k!
[
dk
dxk
[g(x) + h(x)]
]
x=0
. (5.1.7)
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Using Eqs. (5.1.5) - (5.1.7), yields
F (k) = G(k) +H(k). (5.1.8)
Similarly, it can be proved that
F (k) = G(k)−H(k). (5.1.9)
Theorem 5.1.2. If f(x) = cg(x), then F (k) = cG(k), where c is a constant.
Proof. Using the definition (5.1.5),
G(k) =
1
k!
[
dkg(x)
dxk
]
x=0
, (5.1.10)
F (k) =
1
k!
[
dk
dxk
[cg(x)]
]
x=0
= c
1
k!
[
dkg(x)
dxk
]
x=0
. (5.1.11)
Using Eqs. (5.1.10) and (5.1.11), gives
F (k) = cG(k). (5.1.12)
Theorem 5.1.3. If f(x) = d
mg(x)
dxm
, then F (k) = (k +m)G(k +m).
Proof. By definition (5.1.5),
F (k) =
1
k!
[
dk
dxk
[
dmg(x)
dxm
]]
x=0
=
(k + 1)(k + 2) · · · (k +m)
(k +m)!
[
dk+mg(x)
dxk+m
]
x=0
, (5.1.13)
then
F (k) =
(k +m)!
k!
G(k +m). (5.1.14)
Theorem 5.1.4. If f(x) = g(x)h(x), then F (k) =
∑k
k1=0
G(k1)H(k − k1).
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Proof. By definition (5.1.5),
F (0) =
1
0!
[g(x)h(x)]x=0 = G(0)H(0), (5.1.15)
F (1) =
1
1!
[
d
dx
[g(x)h(x)]
]
x=0
=
[
dg(x)
dx
h(x) + g(x)
dh(x)
dx
]
x=0
= G(1)H(0) +G(0)H(1), (5.1.16)
F (2) =
1
2!
[
d2
dx2
[g(x)h(x)]
]
x=0
= G(2)H(0) +G(1)H(1) +G(0)H(2). (5.1.17)
In general, it can be written as
F (k) =
k∑
k2=0
k2∑
k1=0
G(k1)H(k2 − k1)L(k − k2). (5.1.18)
Theorem 5.1.5. If f(x) = eλx, then F (k) = λ
k
k!
.
Proof. Using definition (5.1.5), gives
F (k) =
1
k!
[
dk
dxk
eλx
]
x=0
=
λk
k!
. (5.1.19)
Theorem 5.1.6. If f(x) = xn, then F (k) = δ(k−n), where δ(k−n) =
 1, k = n,0, k 6= n.
Proof. As
[
dkf(x)
dxk
]
x=0
=
 k!, k = n,0, k 6= n. (5.1.20)
Therefore,
F (k) =
1
k!
[
dkf(x)
dxk
]
x=0
= δ(k − n), (5.1.21)
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where
δ(k − n) =
 1, k = n,0, k 6= n.
Theorem 5.1.7. If f(x) = g(x)h(x)l(x), then
F (k) =
∑k
k2=0
∑k2
k1=0
G(k1)H(k2 − k1)L(k − k2).
Proof. By definition (5.1.5),
F (0) =
1
0!
[g(x)h(x)l(x)]x=0 = G(0)H(0)L(0), (5.1.22)
F (1) =
1
1!
[
d
dx
[g(x)h(x)l(x)]
]
x=0
=
[
dg(x)
dx
h(x)l(x) + g(x)
dh(x)
dx
l(x) + g(x)h(x)
dl(x)
dx
]
x=0
= G(1)H(0)L(0) +G(0)H(1)L(0) +G(0)H(0)L(1), (5.1.23)
F (2) =
1
2!
[
d2
dx2
[g(x)h(x)l(x)]
]
x=0
= G(2)H(0)L(0) +G(1)H(1)L(0) +G(1)H(0)L(1)
+G(1)H(1)L(0) +G(0)H(2)L(0) +G(0)H(1)L(1)
+G(1)H(0)L(1) +G(0)H(1)L(1) +G(0)H(0)L(2). (5.1.24)
In general, it can be written as
F (k) =
k∑
k2=0
k2∑
k1=0
G(k1)H(k2 − k1)L(k − k2). (5.1.25)
Theorem 5.1.8. If f(x) = g1(x)g2(x) · · · gn(x), then
F (k) =
k∑
kn−1=0
kn−1∑
kn−2=0
· · ·
k2∑
k1=0
G1(k1)G2(k2 − k1) · · ·Gn(k − kn−1).
Proof. The theorem can be proved following the theorems 5.1.4 and 5.1.8.
5.1.1 Analysis of the Method
The following nth order BVP is considered
v(n) = f(x, v, v′, v′′, · · · , v(n−1)), a ≤ x ≤ b, (5.1.26)
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with the boundary conditions
B
(
v,
dv
dx
,
d2v
dx2
, · · · , d
(n−1)v
dx(n−1)
)
. (5.1.27)
The differential transformation of the problem (5.1.26) is
V (k + n) =
F (k)
(k + n)!
, (5.1.28)
where F (k) is the differential transformation of f(x, v, v′, v′′, · · · , v(n−1)).
The transformed boundary conditions can be written as
V (k) = A, V (m) =
N∑
k=0
m−1∏
i=1
(k − i)V (k) = Bm, (m < n), (5.1.29)
where m is the order of the derivative in the boundary conditions and A, Bm are
real constants.
Using Eqs. (5.1.28) and (5.1.29), the values of U(i), i = 1, 2, 3, · · · can be deter-
mined and then using the inverse differential transformation, the following approx-
imate solution upto O(xN+1) can be determined
v˜ =
N∑
k=0
xkV (k). (5.1.30)
To illustrate the applicability and effectiveness of the method, two numerical ex-
amples are considered in the following section.
5.1.2 Numerical Examples
Example 5.1 The linear seventh order BVP, is considered as
v(7)(x) = xv(x) + ex(x2 − 2x− 6), 0 ≤ x ≤ 1, (5.1.31)
subject to the boundary conditions
v(0) = 1, v(1) = 0,
v(1)(0) = 0, v(1)(1) = −e,
v(2)(0) = −1, v(2)(1) = −2e,
v(3)(0) = −2.

(5.1.32)
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The exact solution of the problem is v(x) = (1− x)ex.
Applying the theorems (5.1.1) - (5.1.6), the differential transformation of the prob-
lem (5.1.31) can be determined as
V (k + 7) =
k!
(k + 7)!
[
k∑
k1=0
δ(k1 − 1)V (k − k1) +
k∑
k1=0
δ(k1 − 2)
(k − k1)! − 2
k∑
k1=0
δ(k1 − 1)
(k − k1)!
− 6
k!
]
, (5.1.33)
Using the Eq. (5.1.1), the boundary conditions (5.1.32), at x0 = 0, can be trans-
formed as
V (0) = 1, V (1) = 0, V (2) =
−1
2!
, V (3) =
−2
3!
, (5.1.34)
n∑
k=0
V (k) = 0,
n∑
k=0
kV (k) = −e,
n∑
k=0
k(k − 1)V (k) = −2e, (5.1.35)
where n is a sufficiently large integer. Using the recurrence relation (5.1.33), the
transformed boundary conditions (5.1.34) and the inverse differential transforma-
tion (5.1.3), the following series solution for n = 13, can be written
v(x) = 1− x
2
2
− x
3
3
+ Ax4 +Bx5 + Cx6 − x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
− x
11
3991680
+
( 1
30
+ A)
3991680
x12 +
( 1
60
+B)
8648640
x13
+O(x14), (5.1.36)
where, according to the definition (5.1.1)
A =
v(4)(0)
4!
= V (4), B =
v(5)(0)
5!
= V (5), C =
v(6)(0)
6!
= V (6). (5.1.37)
From the transformed boundary conditions (5.1.35), the following system of linear
equations in terms of A, B and C can be determined
6597361
39916800
+ A+
( 1
30
+A)
3991680
+B +
( 1
60
+B)
8648640
+ C = 0,
−72937
36288
+ 4A+
( 1
30
+A)
332640
+ 5B +
( 1
60
+B)
665280
+ 6C = −e,
−1110979
362880
+ 12A+
( 1
30
+A)
30240
+ 20B +
( 1
60
+B)
55440
+ 30C = −2e.
 (5.1.38)
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The solution of the above system, yields
A = −0.1250000058927127, B = −0.033333320250896525,
C = −0.006944451794759032.
The series solution can, thus, be written as
v(x) = 1− x
2
2
− x
3
3
− 0.125x4 − 0.0333333x5 − 0.00694445x6 − x
7
840
− x
8
5760
− x
9
45360
− x
10
403200
− x
11
3991680
− (2.29644× 10−8)x12
−(1.92708× 10−9)x13 +O(x14). (5.1.39)
The comparison of the approximate solution of Example 5.1 obtained with the
help of differential transformation method and Adomian decomposition method is
given in Table 5.1. From the numerical results, it is clear that the DTM is more
efficient and accurate. By increasing the order of approximation more accuracy
can be obtained. The results are also expressed graphically in Figure 5.1. The solid
line represents the curve corresponding to the exact solution whereas the dotted
line corresponds to the approximate solution. In Figure 5.2, absolute errors are
plotted.
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Figure 5.1: Comparison between the exact solution (solid line) and the approximate
solution (dotted line) for Example 5.1.
0.2 0.4 0.6 0.8 1
2·10-11
4·10-11
6·10-11
8·10-11
Figure 5.2: Absolute errors
Table 5.1: Numerical results for Example 5.1
x Exact App. Abs. Error Abs. Error
solution solution DTM by ADM
0.0 1.0000 1.0000 0.0000 0.0000
0.1 0.0994 0.0994 4.6585 E-13 4.3972 E-10
0.2 0.9771 0.9771 5.7126 E-12 4.9251 E-10
0.3 0.9449 0.9449 2.1299 E-11 7.4067 E-10
0.4 0.8950 0.8950 4.6995 E-11 6.6537 E-10
0.5 0.8243 0.8243 7.4307 E-11 3.0059 E-11
0.6 0.7288 0.7288 8.9219 E-11 4.3591 E-10
0.7 0.6041 0.6041 7.9767 E-11 3.6735 E-10
0.8 0.4451 0.4451 4.6686 E-11 7.2753 E-10
0.9 0.2459 0.2459 1.0960 E-11 7.0036 E-10
1.0 0.0000 6.9252 E-16 6.9252 E-16 2.2191 E-10
Ch 5: Series Solutions using Differential Transformation Method 156
Example 5.2 The seventh order non-linear BVP is considered as
v(7)(x) = −exv2(x), 0 ≤ x ≤ 1, (5.1.40)
subject to the boundary conditions
v(0) = 1, v(1) = e−1,
v(1)(0) = −1, v(1)(1) = −e−1,
v(2)(0) = 1, v(2)(1) = e−1,
v(3)(0) = −1.

(5.1.41)
The exact solution of the problem is v(x) = e−x.
Applying the theorems 5.1.3, 5.1.5, 5.1.7, the differential transformation of the
problem (5.1.40) can be determined as
V (k + 7) = − k!
(k + 7)!
k∑
k2=0
k2∑
k1=0
V (k − k2)V (k2 − k1)
k1!
. (5.1.42)
Using Eq. (5.1.1) the boundary conditions (5.1.41), at x0 = 0, can be transformed
as
V (0) = 1, V (1) = −1, V (2) = −1
2!
, V (3) =
−1
3!
, (5.1.43)
n∑
k=0
V (k) = e−1,
n∑
k=1
kV (k) = −e−1,
n∑
k=2
k(k − 1)V (k) = e−1. (5.1.44)
where n is a sufficiently large integer. Using the recurrence relation (5.1.42), the
transformed boundary conditions (5.1.43) and the inverse differential transforma-
tion (5.1.3), the following series solution upto O(x14) can be determined
v(x) = 1− x+ x
2
2
− x
3
6
+ Ax4 +Bx5 + Cx6 − x
7
5040
+
x8
40320
− x
9
362880
+
x10
3628800
− (−1 + 48A)
39916800
x11 − (1 + 240B)
479001600
x12 +
( 1
720
− 2C)
8648640
x13
+O(x14), (5.1.45)
where, according to the definition (5.1.1)
A =
v(4)(0)
4!
= V (4), B =
v(5)(0)
5!
= V (5), C =
v(6)(0)
6!
= V (6). (5.1.46)
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From the transformed boundary conditions (5.1.44), the following system of linear
equations in terms of A, B and C can be determined
134329
403200
+
( 1
24
−2A)
1663200
+ A+
(− 1
120
−2B)
3991680
+B +
( 1
720
−2C)
8648640
+ C = 1
e
,
−4547
9072
+
( 1
24
−2A)
151200
+ 4A+
(− 1
120
−2B)
332640
+ 5B +
( 1
720
−2C)
665280
+ 6C = −1
e
,
− 41
5760
+
1
24
−2A)
15120
+ 12A+
(− 1
120
−2B)
30240
+ 20B +
( 1
720
−2C)
55440
+ 30C = 1
e
.
(5.1.47)
The solution of the above system, yields
A = 0.04166666704765717, B = −0.008333334180647071,
C = 0.001388889365963449.
The series solution can, thus, be written as
v(x) = 1− x+ x
2
2
− x
3
6
+ 0.0416667x4 − 0.00833333x5 + 0.00138889x6
− x
7
5040
+
x8
40320
− x
9
362880
+
x10
3628800
− (2.50521× 10−8)x11
+(2.08768× 10−9)x12 − (1.60591× 10−10)x13 +O(x14). (5.1.48)
The comparison of the approximate solutions of Example 5.2 obtained with the
help of differential transformation method and Adomian decomposition method is
shown in Table 5.2. From the numerical results, it is clear that the DTM is more
efficient and accurate. By increasing the order of approximation more accuracy
can be obtained. The graphical comparison of exact and approximate solutions
is shown in Figure 5.3. The solid line represents the curve corresponding to the
exact solution whereas the dotted line corresponds to the approximate solution.
In Figure 5.4, absolute errors are plotted.
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Figure 5.3: Comparison between the exact solution (solid line) and the approximate
solution (dotted line) for Example 5.2.
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Table 5.2: Numerical results for Example 5.2
x Exact App. Abs. Error Abs. Error
solution solution Present method by ADM
0.0 1.0000 1.0000 0.0000 0.0000
0.1 0.9048 0.9048 3.0198 E-14 1.5676 E-9
0.2 0.8187 0.8187 3.6903 E-13 1.6418 E-9
0.3 0.7408 0.7408 1.3749 E-12 4.9680 E-9
0.4 0.6703 0.6703 3.0308 E-12 1.5514 E-9
0.5 0.6065 0.6065 4.7868 E-12 1.5274 E-9
0.6 0.5488 0.5488 5.7388 E-12 2.4958 E-9
0.7 0.4965 0.4965 5.1207 E-12 1.3993 E-8
0.8 0.4493 0.4493 2.9893 E-12 2.5593 E-9
0.9 0.4065 0.4065 6.9944 E-13 5.4089 E-9
1.0 0.3678 0.3678 1.66533 E-16 1.1034 E-9
Chapter 6
Summary and Conclusion
This chapter has been furnished with the summary of series solutions of seventh
order boundary value problems in this dissertation. Presently, the literature on
the numerical solutions of seventh order boundary value problems is not much
available.
In chapter 2, three methods are developed, i.e., homotopy analysis method, ho-
motopy perturbation method and optimal homotopy asymptotic method. To solve
a given problem, the HAM defines a one parameter family of deformation equa-
tions, as defined in Eq. (2.1.2). The method provides greater freedom to choose
both the auxiliary linear operator and the initial guess. Consequently, one can
obtain the kth order deformation equations as defined in Eq. (2.1.7). Solving the
deformation equations the values of v0, v1, · · · can be determined recursively and,
thus, an nth order approximate series solution can be determined. The numerical
results determined with the help of homotopy analysis method (HAM) show that
only a few numbers of approximations can be used for numerical purpose with a
high degree of accuracy. It has been observed that the absolute errors are bet-
ter than those discussed in [73, 82]. It has also been observed that the proposed
method is well suited for the solution of eighth and tenth order BVPs [81] and
159
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reduces the computational cost. HAM converges to exact solutions more rapidly
as compared to the other method and, hence, HAM is an accurate and reliable
analytical technique for BVPs.
To investigate the given seventh order BVP with the help of homotopy perturba-
tion method (HPM), firstly a homotopy equation is constructed. It is assumed
that the solution of the problem is v =
∑∞
i=0 vic
i. Substituting the value of u in
the homotopy equation and equating the like powers of c, a system of differential
equations is obtained. The corresponding solution of the system provides a series
solution. It is clearly seen from the results that the homotopy perturbation method
(HPM) is a powerful and accurate method for finding solutions for BVPs in the
form of analytical expressions and presents a rapid convergence for the solutions.
The numerical results showed that the method can solve the BVPs effectively.
To apply the optimal homotopy asymptotic method (OHAM) for the solution of the
given problem, a homotopy is defined consistent with the relation (2.3.2) and the
auxiliary function defined in (2.3.3) has been chosen. Then, the kth order problem
can be obtained containing the unknown constants that can be determined using
the minimizing conditions (2.3.13) of the functional (2.3.12). Consequently, the
series solutions can be determined. The method provides highly accurate results
even by lower order approximation. The method is simple in application as it does
not require dicretization like other numerical methods. The results of the method
show excellent agreement with the exact solution and are better than the results
in [73]. The method is fast converging to the exact solution and requires less com-
putational cost.
In chapter 3, the variational iteration method, variational iterational homotopy
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perturbation method and the method of variation of parameters have been ap-
plied to obtain the series solutions of linear and non-linear seventh order BVPs.
The given problem can be transformed into system of first order differential equa-
tions, which can be solved with the help of VIM which provides solution in terms
of convergent series. The variational iteration homotopy perturbation method
solves non-linear problems without using Adomian’s polynomials and the method
of variation of parameters is applied directly without using any linearization, dis-
cretization or perturbation assumptions. It has been observed from the results
of that the absolute errors in the function value were very small. Moreover, high
accuracy can be obtained by evaluating more components of v(x).
In chapter 4, the series solutions, for the seventh order BVPs, have been deter-
mined using Adomian decomposition method and modified Adomian decomposi-
tion method. The Adomian decomposition method defines the solution v(x) as the
series v(x) =
∑∞
n=0 vn, where the components v0, v1, · · · are determined recursively
using the relation as defined in (4.1.19). The non-linear term can be decomposed
using the Adomian polynomials and, hence, the series solutions can be determined.
The numerical results show that the method is valuable for solving higher order
BVPs arising in various fields of engineering and science.
To solve the given problem, the modified Adomian decomposition method defines
the recurrence relations (4.2.10) with Green’s function. The non-linear term can
be expressed in terms of the Adomian polynomials and, hence, the series solutions
can be determined. The modified Adomian decomposition method provides the
approximate series solutions of the problems with a less computational cost. It
is to be mentioned that if a non-linear term is included in the process, then the
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modified Adomian polynomials are used. As a major advantage of decomposition
methods over the traditional methods, the decomposition methods do not require
discretization of the solution. Therefore, decomposition methods do not result in
any large system of linear or non-linear equations. Thus, these are not affected
by computational round off errors and the solutions are determined with less com-
putational cost. Moreover, the numerical solution is defined for every point in
the domain. The very good accuracy of the proposed method have been shown
on some linear and non-linear problems. The numerical results of the modified
Adomian decomposition method are compared with those using HPM which show
that errors in absolute values are less than those of HPM.
In chapter 5, the differential transformation method has been extended to obtain
the series solution of linear and non-linear seventh order BVPs. It reduces the given
problem to recurrence relations and related boundary conditions are transformed
into a set of algebraic equations. The solutions are subsequently determined by
a process of inverse differential transformation. The method does not involve dis-
cretization, linearization, or perturbation. The method reduces the computational
cost. Comparison of the numerical results with the ADM shows that the DTM is
more accurate. It can be concluded that the method is very effective in finding
analytical as well as numerical solutions of linear and non-linear BVPs.
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