Abstract. In the past ten years, the ideas of supersymmetry have been profitably applied to many nonrelativistic quantum mechanical problems. In particular, there is now a much deeper understanding of why certain potentials are analytically solvable. In this lecture I review the theoretical formulation of supersymmetric quantum mechanics and discuss many of its applications. I show that the well-known exactly solvable potentials can be understood in terms of a few basic ideas which include supersymmelric partner potentials and shape invariance. The connection between inverse scattering, isospectral potentials and supersymmetric quantum mechanics is discussed and multi-soliton solutions of the KdV equation are constructed. Further, it is pointed out that the connection between the solutions of the Dirac equation and the Schr6dinger equation is exactly same as between the solutions of the MKdV and the KdV equations.
Physicists have long strived to obtain a unified description of all basic interactions of nature, i.e. strong, electroweak, and gravitational interactions. Several ambitious attempts have been made in the last two decades, and it is now widely felt that supersymmetry (SUSY) is a necessary ingredient in any unifying approach. SUSY relates bosonic and fermionic degrees of freedom and has the virtue of taming ultraviolet divergences. One of the important predictions of SUSY theories is the existence of SUSY partners of quarks, leptons and gauge bosons. Despite the beauty of all these unified theories, there has so far been no experimental evidence of SUSY being realized in nature.
However, over the last 10 years, the ideas of SUSY have stimulated new approaches to other branches of physics [ 1 ] like nuclear, atomic, condensed matter, statistical physics as well as in quantum mechanics (QM). I have been fortunate to be involved in some of these developments in the area of supersymmetric quantum mechanics [2, 3] . Recently, Cooper, Sukhatme and myself have written an exhaustive Physics Reports on this topic where we have discussed many of these developments at length [4] . Today I would like to raise some of the issues in which SUSY has given us new insight in QM and discuss few of them in some detail.
1. It is well known that the infinite square well is one of the simplest exactly solvable problem in nonrelativistic QM and the energy eigenvalues are given by E~ = c(n + 1) 2 where c is constant. Are there other potentials for which the energy eigenvalues have a similar form and is there a simple way of obtaining these potentials? Avinash Khare 2. Free particle is obviously the simplest example in QM with no bound states, no reflection and transmission probability being unity. Are there other (nontrivial) potentials for which also there is no reflection and is it possible to easily construct such potentials? 3. Why is Schr6dinger equation analytically solvable in the case of few potentials?
Another question is if the one dimensional harmonic oscillator the only potential which can be solved by operator method? In this context, recall that the operator method of solving the one dimensional problem is in fact the whole basis of quantum field theory as well as many body theory. 4. It is well known that given a potential V(x), the corresponding energy eigenvalues En, and the scattering matrix (the reflection and transmission coefficients R(k) and T(k) in the one dimensional case or phase shifts in the three dimensional case) are unique. Is the converse also true i.e. given En, R(k) and T(k) is the corresponding potential unique? If not then how does one construct the various potentials with the same En, R and T? 5. A related question is about the construction of the soliton solutions of the KdV and other nonlinear equations. Can these be easily constructed from the formalism of SUSY QM? 6. What is the connection between the Dirac and the Schr6dinger equations? In particular, knowing the solution of the Schr6dinger problem does there always exist a corresponding exactly solvable Dirac problem and what is the precise connection between the two? 7. Is there a unified treatment for constructing the bound states in the (classical) continuum? 8. Are there semiclassical approximations which do even better than the usual WKB approximation? For example is there an approximation scheme for which the lowest order is exact while all higher order corrections are zero? 9. Finally, can one also analytically solve few noncentral potentials by using operator method alone?
Before I discuss in some detail as to what SUSY QM has to say about these questions, I shall briefly discuss the formalism of SUSY QM and show that because of the underline SUSY, the energy eigenvalues, the eigenfunctions and the S-matrix of the two partner potentials are related in a very definite way.
Formalism
One of the key ingredients in solving exactly for the spectrum of one dimensional potential problems is the connection between the bound state wave functions and the potential. It is not usually appreciated that once one knows the ground state wave function (or any other bound state wave function) then one knows exactly the potential (up to a constant). Let us choose the ground state energy for the moment to be zero. Then one has from the Schr6dinger equation that the ground state wave function ~b0(x) obeys [4] h 2 d2~bo
so that
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This allows a global reconstruction of the potential Vl (x) from a knowledge of its ground state wave function which has no nodes. Once we realize this, it is now very simple to factorize the Hamiltonian using the following ansatz:
where 
This solution is obtained by recognizing that once we satisfy A~b0 = 0, we automatically have a solution to H:;b0 = AtA~bo = O.
The next step in constructing the SUSY theory related to the original Hamiltonian Hi is to define the operator/-/2 = AAt obtained by reversing the order of A and At. A little simplification shows that the operator/-/2 is in fact a Hamiltonian corresponding to a new
The potentials V1 (x) and V2(x) are known as supersymmetric partner potentials. As we shall see, the energy eigenvalues, the wave functions and the S-matrices of Hi and/-/2 are related. To that end notice that the energy eigenvalues of both HI and//2 are positive semi-definite (E(n 1'2) > 0). For n > 0, the Schrtdinger equation for H1
Similarly, the Schrfidinger equation for//2 43 Avinash Khare implies Hi (atop(2)) = AtAAt~b~2) : E(2)(At~b(2)).
( 1 11 From eqs (8)- (11) and the fact that E0(0= 0, it is clear that the eigenvalues and eigenfunctions of the two Hamiltonians H1 and//2 are related by (n : 0, 1, 2,...)
= ~n+l ~b(, 2) r~'(l) 1-1/2A~/'(1) (13) (2) ." ( 
14) n+l
Notice that if ~/,0) (~b(~ 2)) of H1 (/-/2) is normalized then the wave function ~b(~ 2) Wn+l (~/,(0 ~ in eqs (13) and (14) is also normalized. Further, the operator A (At) not only Wn+ 1J converts an eigenfunction of H1 (H2) into an eigenfunction of H2(HI) with the same energy, but it also destroys (creates) an extra node in the eigenfunction. Since the ground state wave function of H1 is annihilated by the operator A, this state has no SUSY partner. Thus the picture we get is that knowing all the eigenfunctions of H1 we can determine the eigenfunctions of HE using the operator A, and vice versa using Af we can reconstruct all the eigenfunctions of H1 from those of HE except for the ground state.
The underlying reason for the degeneracy of the spectra of HI and //2 can be understood most easily from the properties of the SUSY algebra. That is we can consider a matrix SUSY Hamiltonian of the form which contains both n I and H2. This matrix Hamiltonian is part of a closed algebra which contains both bosonic and fermionic operators with commutation and anti-commutation relations. We consider the operators 
The fact that the supercharges Q and Qt commute with H is responsible for the degeneracy. Supersymmetry also allows one to relate the reflection and transmission coefficients in situations where the two partner potentials have continuum spectra. In order for scattering
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to take place in both of the partner potentials, it is necessary that the potentials V 1,2 are finite as x --, -oo or as x --, +oo or both. Define Then W(x--~ ±c~) = W±. (19) V!,2 ~ W 2 as x ---+ -t-oo.
Let us consider an incident plane wave e i~ of energy E coming from the direction x---+-o0. As a result of scattering from the potentials V1,2(x) one would obtain transmitted waves T1,2(k)e ik'x and reflected waves R1,2(k)e -ik~. Thus we have ~b(l'2)(k,x ~ -oo) ~ e ikx + R1,2 e-ikx, 
where N is an overall normalization constant. On equating terms with the same exponent and eliminating N, we find (23) where k and k ~ are given by k = (E -W2) U2, k' = (E -W2+) U2. (24) A few remarks are now in order at this stage.
(1) Clearly IRI[ 2 = Ig212 and ITll 2 = iT212, that is the partner potentials have identical reflection and transmission probabilities. 
SUSY partner of the infinite square well
Let us look at a well known potential, namely the infinite square well and determine its SUSY partner potential. Consider a particle of mass rn in an infinite square well potential Pramana -J. Phys., Vol. 49 
The ground state wave function is known to be
and the ground state energy is Eo = h27r2/2mL 2. Subtracting off the ground state energy so that we can factorize the Hamiltonian we have for/-/1 = H -E0 that the energy eigenvalues are EO ) = n(n + 2) ~i27r2 (27) 2mL 2 and the eigenfunctions are
The superpotential for this problem is readily obtained using eq. (6) W
and hence the supersymmetric partner potential V2 is
V2(x) =
The wave functions for H2 are obtained by applying the operator A to the wave functions of HI. In particular we find that
Thus we have shown using SUSY that two rather different potentials corresponding to H1 and H2 have exactly the same spectra except for the fact that/-/2 has one fewer bound state.
Reflectionless potentials
It is clear from the discussion in § 2 that if one of the partner potentials is a constant potential (i.e. a free particle), then the other partner will be of necessity reflectionless. In this way we can understand the reflectionless potentials of the form V(x) = A sech2ax which play a critical role in understanding the soliton solutions of the KdV hierarchy. Let us consider the superpotential
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The two partner potentials are
We see that for A = a(h/x/2-m), VE(X) corresponds to a constant potential so that the corresponding Vl is a reflectionless potential. It is worth noting that VI is h-dependent.
One can in fact rigorously show, though it is not mentioned in most text books, that the reflectionless potentials are necessarily h-dependent. Proceeding in the same way one can obtain reflectionless potentials with n bound states in case A = na(h/v/-fm),
(n = 2, 3,...; note that II1 has precisely one bound state).
Recently we [5, 6] have also shown how to construct reflectionless potentials with infinite number of bound states.
It is worth mentioning here that these reflectionless potentials are intimately related with the soliton solutions of the KdV equation ut = 6uux -ux~. (34) We shall have something more to say about this question in a later section.
Shape invariance and solvable potentials
Most text books on quantum mechanics describe how the one dimensional harmonic oscillator problem can be elegantly solved using the raising and lowering operator method. Using the ideas of SUSY QM developed in § 2 and an integrability condition called the shape invariance condition [8] , we now show that the operator method for the harmonic oscillator can be generalized to the whole class of shape invariant potentials (SIP) which include all the popular, analytically solvable potentials. Indeed, we shall see that for such potentials, the generalized operator method quickly yields all the bound state energy eigenvalues, eigenfunctions as well as the scattering matrix. It turns out that this approach is essentially equivalent to Schr6dinger's method of factorization [7] although the language of SUSY is more appealing.
Let us now explain precisely what one means by shape invariance. If the pair of SUSY partner potentials Vl,2(x) defined in §2 are similar in shape and differ only in the parameters that appear in them, then they are said to be shape invariant. More precisely, if the partner potentials V1,2(x; al) satisfy the condition V2(x; al ) = Vl (x; a2) + R(al), (35) where al is a set of parameters, a2 is a function of al (say a2 = f(al)) and the remainder R(al) is independent of x, then Vl (x; al) and V2(x; al) are said to be shape invariant. The shape invariance condition (35) is an integrability condition.
Let us start from the SUSY partner Hamiltonians H1 and//2 whose eigenvalues and eigenfunctions are related by SUSY. Further, since SUSY is unbroken we know that E(01)(al) = 0, ~(ol)(x;al)=Nexp [-fxWl(y;al) dy]. (36) We now show that the entire spectrum of H1 can be very easily obtained algebraically by using the shape invariance condition (35) . To that purpose, let us construct a series of Hamiltonians Hs, s = 1,2, 3 .... In particular, following the discussion of the last section it is clear that if H1 has p bound states then one can construct p such Hamiltonians HI, H2,..., H e and the nth Hamiltonian Hn will have the same spectrum as H1 except that the first n -1 levels of HI will be absent in Hn. On repeatedly using the shape invariance condition (35) , it is clear that
k=l where as =fs-l(al) i.e. the function f applied s -1 times. Let us compare the spectrum of H~ and Hs+l. In view of eqs (35) and (37) 
E(oS) = E R(a,).
(39) k=l This follows from eq. (37) and the fact that E(0 ~) = 0. On going back from Hs to H,-i etc, we would eventually reach H2 and Hi whose ground state energy is zero and whose n th level is coincident with the ground state of the Hamiltonian H,. Hence the complete eigenvalue spectrum of Hi is given by n E~-(at) = ZR(ak);
k=l We now show that, similar to the case of the one dimensional harmonic oscillator, the 0) bound state wave functions ~bn (x; al ) for any shape invariant potential can also be easily 0) obtained from its ground state wave function ~b 0 (x; al) which in turn is known in terms of the superpotential. This is possible because the operators A and A t link up the eigenfunctions of the same energy for the SUSY partner Hamiltonians HI,2. Let us start from the Hamiltonian H~ as given by eq. (37) whose ground state eigenfunction is then given by ~b~l) (x; as). On going from Hs to Hs-1 to/-/2 to H1 and using eq. (14) we then find (1) that the nth state unnormalized, energy eigenfunction ~bn (x;al) for the original Hamiltonian H1 (x; al) is given by ~p~.~) (x; al) ~ At(x; al)at(x; a2)." .at(x; an)~p~)(x; an+l), (41) which is clearly a generalization of the operator method of constructing the energy eigenfunctions for the one dimensional harmonic oscillator.
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Finally, it is worth noting that in view of the shape invariance condition (35) , the relation (23) between scattering amplitudes takes a particularly simple form
thereby relating the reflection and transmission coefficients of the same Hamiltonian H1 at al and a2(=f(al)).
Let us now discuss the interesting question of the classification of various solutions to the shape invariance condition (35) . This is clearly an important problem because once such a classification is available, then one can discover new SIPs which are solvable by purely algebraic methods. Although the general problem is still unsolved, two classes of solutions have been found and discussed. In the first class, the parameters al and a2 are related to each other by translation (a2 = al + a) [9] . Remarkably enough, all well known analytically solvable potentials found in most textbooks on nonrelativistic quantum mechanics belong to this class. In table 1, we give expressions for the various shape invariant potentials VI (x), superpotentials W(x), parameters al and a2 and the corresponding energy eigenvalues E~ (l) and eigenfunctions ~b(~ 1) [10, 11] .
As an illustration, let us consider the superpotential (/i = 2m = 1)
W(x;A,B) =Atanax-Bcotax; A,B > O. (44)
The corresponding partner potentials are
V1(x;A,B) = -(,4 +
B) 2 + A(A -c~)sec2ax + B(B -t~)cosec2ax,
V2(x;A,B) = -(A + B)2 + a(A + a)sec2ax + B(B + a)cosec2ax.
Vl and V2 are often called P0schl-Teller I potentials in the literature. They are shape invariant partner potentials since 
V2(x;A,B) = VI(x;A + ~,B + a) + (A + B + 2t~)2 -(A + B) 2 (46)
¢~ Table 1 . All known shape invariant potentials in which the parameters a2 and al are related by ta'anslation (a2 = al + a). Unless stated otherwise, all constants like A, B, a,w etc are all taken t>0 while h and 2m are taken to be 1. 
The requirement of A,B > 0 that we have assumed in eq. (44) guarantees that ~b(01) (x; A, B) is well behaved and hence acceptable as x----*0, Ir/2t~. Using this expression for the ground state wave function one can also obtain explicit expressions for the bound state eigenfunctions ~b (1) (x; A, B) [ 12] . Thus what we have shown here is that shape invariance is a sufficient condition for exact solvability. But is it also a necessary condition? This question has been discussed in detail in ref. [9] where it has been shown that the answer to the question is no.
For the SIPs (with translation) given in table 1, the reflection and transmission amplitudes R1 (k) and/'1 (k) (or phase shift 61 (k) for the three-dimensional case) can also be calculated by operator methods. Let us first notice that since for all the cases a2 = al + a, hence RI (k; al) and Tl (k; al) are determined for all values of al from eqs (42) and (43) provided they are known in a finite strip. For example, let us consider the shape invariant superpotential W = n t.anhx,
where n is positive integer (1,2, 3 ,...). The two partner potentials V1 (x; n) = n 2 -n(n + 1)sech2x,
are clearly shape invariant with al=n, a2=n-1.
On going from VI to V2 to V3 etc., we will finally reach the free particle potential which is reflectionless and for which T = 1. Thus we immediately conclude that the series of potentials VI, V2,... are all reflectionless and the transmission coefficient of the reflectionless potential VI (x; n) is given by
The scattering amplitudes of the Coulomb and the potential corresponding to W = A tanh x + B sech x have also been obtained in this way. There is, however, a straightforward method [13] for calculating the scattering amplitudes by making use of the nth state wave functions as given in table 1. In order to impose boundary conditions appropriate to the scattering problem, two modifications of the bound state wave functions have to be made: (i) instead of the parameter n labelling the number of nodes, one must use the wave number k' so that the asymptotic behaviour is exp(ik'x) as x --* oo, (ii) the second solution of the Schrtdinger equation must be kept (it had been discarded for bound state problems since it diverged asymptotically). 
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In this way the scattering amplitude of all the SIPs of table 1 have been calculated in ref. [13] .
For almost nine years, it was believed that the only shape invariant potentials are those given in table 1 and that there were no more shape invariant potentials. However, very recently we have been able to discover a huge class of new shape invariant potentials [5, 6] . It turns out that for many of these new shape invariant potentials, the parameters aE and al are related by scaling (a2 = qal,0 < q < l) rather than by translation, a choice motivated by the recent interest in q-deformed Lie algebras. We shall see that many of these potentials are reflectionless and have an infinite number of bound states. So far none of these potentials have been obtained in a closed form but are obtained only in a series form.
Shape invariance and noneentral solvable potentials
We have seen that using the ideas of SUSY and shape invariance, a number of potential problems can be solved algebraically. Most of these potentials are either one dimensional or are central potentials which are again essentially one dimensional but on the half line. It may be worthwhile to enquire if one can also algebraically solve some noncentral but separable potential problems. As has been shown recently [14] , the answer to the question is yes. It turns out that the problem is algebraically solvable so long as the separated problems for each of the coordinates belong to the class of SIP. As an illustration, let us discuss noncentral separable potentials in spherical polar coordinates.
In spherical polar coordinates the most general potential for which the Schr6dinger equation is separable is given by 
It is convenient to write ~p(r, 0, ~b) as
Substituting eq. (57) in eq. (56) and using the standard separation of variables procedure, one obtains the following equations for the functions K(~b), H(O) and R(r): 
Avinash Khare -dr----T + V(r) + R(r) = ER(r),
where m 2 and l 2 are separation constants. As has been shown in ref. [14] , the three Schr6dinger equations given by (58), (59) and (60) may be solved algebraically by choosing appropriate SIPs for V(~b), V(O) and V(r). Details can be found in ref. [14] .
Generalization of this technique to noncentral but separable potentials in other orthogonal curvilinear coordinate systems as well as in other dimensions is quite straightforward. Further, as we show now, one could use this trick to discover a number of new exactly solvable three-body potentials in one dimension.
Many years ago, in a classic paper, Calogero [15] gave the complete solution of the Schrtdinger equation for three particles in one dimension, interacting via two-body harmonic and inverse-square potentials. Attention then shifted to the exact solutions of the many-body problem and the general question of integrability. Recently, there has been renewed interest in the one-dimensional many-body problem in connection with the physics of spin chains. Also, there has been a recent generalization of Calogero's potential for N-particles to SUSY QM. In fact one now believes that the CalogeroSutherland model represents an example of ideal gas in one dimension with fractional statistics [16] .
The important point to note is that three particles in one dimension, after the center of mass motion is eliminated, have two degrees of freedom. This may therefore be mapped on to a one-body problem in two dimensions. Calogero [15] considered the case where the two dimensional potential is noncentral but separable in polar coordinates r, ~b. From the above discussion, it is clear that if the potentials in each of the coordinates r and 4~ are chosen to be shape invariant, then the whole problem can be solved algebraically. Calogero's [15] solution of the three-body problem is for the potential
i<j i<j where g > -1/2 to avoid a collapse of the system. To see why potential given by eq. (61) is solvable, define the Jacobi coordinates
After elimination of the center of mass part from the Hamiltonian, only the x-and ydegrees of freedom remain, which may be mapped into pol~ coordinates x = r sin q~, y = r cos ~b.
In the above equation, 
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Obviously, the variables r, ~b have ranges 0 < r < c~ and 0_< ~b_< 27r. It is straightforward to show that (xl -x2) = x/2rsin ~b, (x2 -x3) = v~ r sin(~b + 27r/3), (x3 -Xl) = x/2r sin(~b + 4~'/3).
It turns out that Vc is a noncentral but separable potential in the polar coordinates r,~b. As a result, the Schr6dinger equation separates cleanly in the radial and angular variables so that if the potentials in the radial and angular variables are again SIP then their eigenvalues and eigenfunctions are easily obtained from table 1. Using this idea, we have recently discovered several new exactly solvable three body problems where one has combined the SIP in the angular variable with the harmonic confinement [17] . The three body scattering problem has also been studied in these cases after dropping the harmonic term [17] . The possibility of replacing the harmonic confinement term with the attractive 1/r type interaction has also been considered. Note that in this case one has both discrete and continuous spectra.
Isospectral Hamiltonians
In this section, we will describe how one can start from any given one-dimensional potential VI (x) with atleast one bound state and construct a one parameter family of strictly isospectral potentials [18] . The generalization to obtain an n-parameter family is straight forward [19] . When applied to a reflectionless potential, the n-parameter families provide surprisingly simple expressions for the pure multi-soliton solutions [20] of the Korteweg-de Vries (KdV) and other nonlinear evolution equations. The fact that such families exist has been known for a long time from the inverse scattering approach, but the Gelfand-Levitan approach to finding them is technically much more complicated than the supersymmetry approach described here. Indeed, the advent of SUSY QM has produced a revival of interest in the determination of isospectral potentials.
In the SUSY QM approach, the isospectral families follow when one asks the following question: Suppose V2(x) is the SUSY partner potential of the original potential Vl(x), and let W(x) be the superpotential such that V2(x)= W2+W ' and I/1 (x) = W E -W'. Then, given V2(x), is the original potential V1 (x) unique i.e., for a given V2(x), what are the various possible superpotentials l~(x) and corresponding potentials 1~'1(x)= I~ 2-I~'? Let us assume [21] that there exists a more general superpotential which satisfies
Clearly, 1~ r = W is one of the solutions to eq. (67). To find the most general solution, let US set 
~V(x) = W(x) + O(x)
Using eq. (71) it is now straightforward to compute the corresponding 2"l(X). We get
In this way one obtains the one parameter family of isospectral potentials and the corresponding wave functions. In figures 1 and 2 we have plotted some of the potentials and the wave functions for the case w = 2. We see that as A1 decreases from oo to 0, ~'t starts developing a minimum which shifts towards x = -oo. Note that as A1 finally becomes zero this attractive potential well is lost and we lose a bound state. The remaining potential is called the Pursey potential Vp(x) [22] . An analogous situation occurs in the limit Al = -1, the remaining potential being the Abraham-Moses potential [23] . 
A1 is a constant of integration and ~bl (x) is the normalized ground state wave function of
. Thus the most general ff'(x) satisfying eq. (67) is given by
so that the one parameter family of potentials
have the same SUSY partner V2(x). One can show that this whole family of potentials are strictly isospectral to Vi (x) (i.e. have same spectrum and same S-matrix) provided that A1 does not lie in the interval -1 < Al < O.
To elucidate this discussion, it may be worthwhile to explicitly construct the oneparameter family of strictly isospectral potentials corresponding to the one dimensional harmonic oscillator [18] . In this case 
SUSY and the Dirac equation
There have been many applications of SUSY QM in the context of the Dirac equation. In view of the limitations of space, we shall concentrate here on only one application [24, 4] . 
The scalar potential ~b(x) can be looked upon as the static, finite energy, kink solution corresponding to the scalar field Lagrangian
Such models have proved quite useful in the context of the phenomenon of fermion number fractionalization which has been seen in certain polymers like polyacetylene.
Further, a variant of this model is also relevant in the context of supersymmetric field theories in 1 + 1 dimensions. Note that the coupling constant in eqs (78) and (79) has been absorbed in 4' and V(~b) respectively. The Dirac equation following from eq. (78) is
so that the Dirac equation reduces to
We choose We can now easily decouple these equations. We get AtA~bl = W2~l,AAt~) 2 = ~d2~32 .
(8o)
On comparing with the formalism of § 2, we see that there is a supersymmetry in the problem and 4~(x) is just the superpotential of the Schrtdinger formalism. Further ~bl and ~P2 are the eigenfunctions of the Hamiltonians H_ -A+A and/4+ = AAt respectively with the corresponding potentials being V~(x) =--~2(x) :q7 •(x). The spectrum of the two Hamiltonians is thus degenerate except that H_(H+) has an exlra state at zero energy so long as ~(x --* +oc) have opposite signs and ~(x ~ +o~) > 0(< 0). We thus find a remarkable connection between the scalar Dirac problem and the Schrtdinger problem. This connection is very similar to the one between the KdV (89)
Supersymmetric WKB approximation
The semiclassical WKB method is one of the most useful approximations for computing the energy eigenvalues of the Schr6dinger equation. It has a wider range of applicability than standard perturbation theory which is restricted to perturbing potentials with small coupling constants. The purpose of this section is to describe and give applications of the supersymmetric WKB method (henceforth called SWKB) [25, 26] which has been inspired by supersymmetric quantum mechanics.
As we have seen in previous sections, for quantum mechanical problems, the main implication of SUSY is that it relates the energy eigenvalues, eigenfunctions and phase shifts of two supersymmetric partner potentials Vt (x) and V2(x). Combining the ideas of SUSY with the lowest order WKB method, Comtet, Bandrauk and Campbell [25] obtained the lowest order SWKB quantization condition in case SUSY is unbroken and showed that it yields energy eigenvalues which are not only exact for large quantum numbers n (as any WKB approximation scheme should in the semiclassical limit) but which are also exact for the ground state (n = 0). We shall now show this in detail.
In lowest order, the WKB quantization condition for the one dimensional potential 
For this case, the O(h) term in (93) exactly gives h~r/2, so that to leading order in h the SWKB quantization condition when SUSY is unbroken is [25, 26] (ii) On comparing eqs (95) and (96), it follows that the lowest order SWKB quantization condition preserves the SUSY level degeneracy i.e. the approximate energy eigenvalues computed from the SWKB quantization conditions for Vl(x) and V2(x) satisfy the exact degeneracy relation ~(1) E(2). ~n+l (iii) Since the lowest order SWKB approximation is not only exact as expected for large n, but is also exact by construction for n = 0, hence, unlike the ordinary WKB approach, the SWKB eigenvalues are constrained to be accurate at both ends of allowed values of n at least when the spectrum is purely discrete. One can thus reasonably expect better results than the WKB scheme. This is born out by several calculations. (iv) It has been proved that the lowest order SWKB approximation reproduces the exact bound state spectrum of any SIP as given in table 1 [27] . This is in contrast to the lowest order WKB which is exact for only one potential i.e. the one dimensional harmonic oscillator. (v) Further it has been explicitly checked for all SIPs of table 1 that up to O(h6), there are indeed no corrections to the lowest order exact result [28] . These results can be extended to all orders in h. (vi) It has recently been shown [29] that the lowest order SWKB is not exact for the newly discovered class [5, 6] of SIPs for which the parameters a2 and al are related by scaling a2 = qal. 
Supersymmetry in quantum mechanics
(vii) Recently, quantization condition has also been obtained in the case of broken SUSY [30, 32] and it has been proved that even here the lowest order condition gives exact spectra in the case of the three SIP with broken SUSY [31] and all higher order corrections are zero [30, 32, 33] .
Bound states in the continuum
In 1929, von Neumann and Wigner [34] realized that it was possible to construct potentials which have quantum mechanical bound states embedded in the classical energy continuum (BICs). Further developments, by many authors have produced more examples and a better understanding of the kind of potential that can have such bound states, although there is not as yet a fully systematic approach. Capasso et al [35] have recently reported direct evidence for BICs by constructing suitable potentials using semiconductor heterostructures grown by molecular beam epitaxy. Finally, it is interesting to note that BICs have found their way into a recently written text [36] .
In this section, we show how one can start from a potential with a continuum of energy eigenstates, and use the methods of SUSY QM to generate families of potentials with bound states in the continuum [BICs] [37] . Basically, one is using the technique of generating isospectral potentials (discussed in § 7) but this time starting from states in the continuum. The method preserves the spectrum of the original potential except it adds these discrete BICs at selected energies.
Consider any spherically symmetric potential V(r) which vanishes as r ~ oo. The radial s-wave Schr6dinger equation for the reduced wave function u(r) (in units where fi = 2m = 1) is -u" + V(r)u(r) = E u(r),
where we have scaled the energy and radial variables such that all quantities are dimensionless. Equation (97) has a classical continuum of positive energy solutions which are clearly not normalizable.
As we have seen in § 7, the isospectral potential 1)'(r; A) is given in terms of the original potential V(r) and the original ground state wave function u0(r) by [21, 18, 19] Example. Free particle on the half line. Consider a free particle on the half line (V -0 for 0 <_ r < oc). We choose uo = sin kr, the spherical wave solution, corresponding to energy E0 = k 2 > 0, which vanishes at r = 0. The integral I0 given in eq. (99) becomes
Io = [2kr -sin( Ekr ) ] / ( 4k ) .
We observe that Io --* r/2 as r --~ cx~. The potential family (z, defined in eq. (98) For special values of the parameters k and A, the potential f' and its BIC wave functions are shown in figures 3 and 4. The original null potential has now become an oscillatory potential which asymptotically has a 1/r envelope. The new wave function at E0 = k 2 also has an additional damping factor of 1/r which makes it square integrable. The parameter A which appears in the denominator function D0(r; A) plays the role of a damping distance; its magnitude indicates the value of r at which the monotonically growing integral Io becomes a significant damping factor, both for the new potential and for the new wave function. The parameter A must be restricted to values greater than zero in order to avoid infinities in (z and in the wave functions. In the limit A --* oo, f" becomes identical to V.
