Representation theory of N=2 super Virasoro algebra: twisted sector  by Iohara, Kenji & Koga, Yoshiyuki
Journal of Functional Analysis 214 (2004) 450–518
Representation theory of N ¼ 2 super Virasoro
algebra: twisted sector
Kenji Ioharaa, and Yoshiyuki Kogab
aDepartment of Mathematics, Faculty of Science, Kobe University, Kobe 657-8501, Japan
bDepartment of Applied Physics, Faculty of Engineering, Fukui University, Fukui 910-8507, Japan
Received 20 January 2003; accepted 21 July 2003
Communicated by M. Vergne
Dedicated to Professor Tetsuji Miwa on his 55th birthday
Abstract
In this article, we study the structure of Verma modules and Fock modules over the twisted
sector of the N ¼ 2 super Virasoro algebras.
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1. Introduction
The N ¼ 2 super Virasoro algebras have three sectors, Neveu–Schwarz sector,
Ramond sector and the twisted sector. In [10], Schwimmer and Seiberg showed that
Neveu–Schwarz sector and Ramond sector are actually isomorphic, and they are
sometimes called the untwisted sector. Hence, there are essentially two different
sectors. In [6], Kazama and Suzuki realize the untwisted sector via coset
construction. This is a very important tool for studying representation theory of
the untwisted sector of the N ¼ 2 super Virasoro algebras. Indeed, in [11],
Semikhatov and Tipunin determined the structures of Verma modules over the
untwisted sector of the N ¼ 2 super Virasoro algebras with the aid of its coset
construction. Because of lack of coset construction of the twisted sector, their
methods are not applicable in the twisted case.
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In this article, we study the structures of both Verma modules and Fock modules
over the twisted sector of the N ¼ 2 super Virasoro algebras.
It is mysterious that there are several similarities between Ramond sector of the
N ¼ 1 super Virasoro algebras and the twisted sector of the N ¼ 2 super Virasoro
algebras. It seems to the authors that this phenomenon predicts something
signiﬁcant in superstring theory.
This article is organized as follows: In Section 2, we deﬁne and recall several
objects treated in the later sections. In Section 3, we compute determinants formulae
for Verma modules and Fock modules. Section 4 deals with Verma modules, and
Section 5 deals with Fock modules.
2. Deﬁnitions
In this section, we collect the deﬁnitions of our main ingredients, the N ¼ 2 super
Virasoro algebras (the twisted sector), Verma-type modules and Fock modules.
Through this paper, we use the following conventions: For a Z2-graded vector
space V ; we denote its even (resp. odd) subspace by V
%0 (resp. V
%1). We regard C as a
one-dimensional even vector space, and denote HomCðV ;CÞ by V : For a
homogeneous element xAV t (tAZ2), deg x signiﬁes its parity t:
2.1. N ¼ 2 super Virasoro algebras (the twisted sector)
We start with the deﬁnition of the N ¼ 2 super Virasoro algebras (the twisted
sector).
Deﬁnition 1. The N ¼ 2 super Virasoro algebras fVirEðEAf12; 0gÞ are the Lie
superalgebras
fVirE :¼ M
nAZ
CLn"
M
mA1
2
þZ
CIm"
M2
i¼1
M
kiA
1þð1Þi
4 þEþZ
CGiki"Cc;
whose generators satisfy
deg Ln ¼ deg Im ¼ deg c ¼ %0; deg Giki ¼ %1
and
½Lm; Ln
 ¼ ðm  nÞLmþn þ 112ðm3  mÞdmþn;0c;
½Lm; Gin
 ¼
m
2
 n
 
Gimþn;
½Gim; Gjn
 ¼ 2dijLmþn þ
ﬃﬃﬃﬃﬃﬃ
1
p
ðm  nÞEijImþn þ 13 m2  14
 
dijdmþn;0c;
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½Im; In
 ¼ 13 mdmþn;0c;
½Im; Gin
 ¼
ﬃﬃﬃﬃﬃﬃ
1
p X2
j¼1
EijG
j
mþn;
½Im; Ln
 ¼ mImþn;
where
ðEijÞ1pi;jp2 ¼
0 1
1 0
	 

:
Remark that the algebras fVir0 and fVir1
2
are isomorphic. Hence, from now on, we
consider only fVir1
2
and set
g :¼ fVir1
2
:
Further, for simplicity, we set
Gk :¼
G1k if kA
1
2
þ Z;
G2k if kAZ:
(
By setting
g7 :¼
M
7nAZ40
CLn"
M
7mA12þZ40
CIm"
M
7kA12 Z40
CGk;
g0 :¼ CL0"CG0"Cc;
we have a triangular decomposition
g ¼ g"g0"gþ:
We also set h :¼ ðg0Þ
%0ð¼ CL0"CcÞ; gX :¼ g0"gþ and gp :¼ g"g0:
2.2. Verma-type modules
In this subsection, we introduce two induced g-modules. Here, we call them
Verma-type modules.
For ðz; hÞAC2 and tAZ2; let Ctz;h :¼ C1tz;h be the one-dimensional h-module
deﬁned by
deg 1tz;h ¼ t; L0:1tz;h ¼ h1tz;h; c:1tz;h ¼ z1tz;h: ð1Þ
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We set
Qðz; hÞ :¼ M
tAZ2
Ctz;h
and regard it as a g0-module by
G0:1
t
z;h :¼ h  124 z
 1
21
%1t
z;h ;
where we ﬁx 0pargðh  1
24
zÞ12op through this paper. We also introduce a g0-module
Vðz; h; tÞ as
Vðz; h; tÞ :¼
Ctz;h if h ¼ 124 z;
Ind
g0
h C
t
z;h otherwise;
(
where, in the case h ¼ 1
24
z; G0 acts trivially on Vðz; h; tÞ: Moreover, we regard Qðz; hÞ
and Vðz; h; tÞ as gX-modules via
gþjQðz;hÞ  gþjVðz;h;tÞ  0:
Now, we deﬁne Verma-type modules.
Deﬁnition 2. (1) For ðz; hÞAC2 and tAZ2; we set
Mðz; h; tÞ :¼ IndggXVðz; h; tÞ;
and call it the Verma module with highest weight ðz; h; tÞ:
(2) For ðz; hÞAC2; we set
eMðz; hÞ :¼ IndggXQðz; hÞ;
and call it quasi-Verma module with highest weight ðz; hÞ:
By deﬁnition, we have the following isomorphisms of g-modules:
Lemma 3. (1) For ha 1
24
z; we have
Mðz; h; %0ÞCMðz; h; %1ÞC eMðz; hÞ:
(2) For h ¼ 1
24
z; we have
eMðz; hÞCMðz; h; %0Þ"Mðz; h; %1Þ:
Let Lðz; h; tÞ be the irreducible quotient of Mðz; h; tÞ: In the sequel, for simplicity,
we set
Mðz; hÞ :¼ Mðz; h; %0Þ; Lðz; hÞ :¼ Lðz; h; %0Þ:
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Verma modules admit the following weight space decomposition:
Mðz; hÞ ¼ M
nA1
2
ZX0
Mðz; hÞn;
Mðz; hÞn :¼
M
sAZ2
Mðz; hÞsn ; ð2Þ
where we set
Mðz; hÞsn :¼ fuAMðz; hÞjL0:u ¼ ðh þ nÞu; deg u ¼ sg: ð3Þ
We similarly deﬁne the weight spaces Mðz; h; tÞn and eMðz; hÞn:
2.3. Fock modules
First, we introduce a Heisenberg Lie algebra H and bosonic Fock modules. Let
H be the Lie algebra
H :¼ M
nAZ
Cbn"
M
kA1
2
þZ
Cck"CKH;
which satisﬁes the commutation relations
½bm; bn
 ¼ mdmþn;0KH; ½ck; cl 
 ¼ kdkþl;0KH; ½bm; ck
 ¼ 0;
½H; KH
 ¼ f0g:
Here, we ﬁx the triangular decomposition of H as follows:
H ¼H"H0"Hþ;
where
H7 :¼
M
7nAZ40
Cbn"
M
7kA1
2
þZ40
Cck; H0 :¼ Cb0"CKH:
For simplicity, we set HX :¼H0"Hþ:
For ZAC; the Fock module FZb of H is deﬁned as follows: Let CZ :¼ C1Z be the
one-dimensional HX-module deﬁned by
bn:1Z ¼ Zdn;01Z; ck:1Z ¼ 0; KH:1Z ¼ 1Z:
We set
F
Z
b :¼ IndHHXCZ:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518454
Next, we introduce a fermionic Fock module over a Lie superalgebra D which is
deﬁned by
D :¼ M
kA1
2
Z
Cjk"CKD;
whose generators satisfy
deg jk ¼ %1; deg KD ¼ %0
and
½jk;jl 
 ¼ dkþl;0KD; ½D; KD
 ¼ f0g:
Note that UðDÞ=UðDÞðKD  1Þ is a Clifford algebra. We ﬁx the triangular
decomposition as
D ¼ D"D0"Dþ;
where
D7 :¼
M
7kA1
2
Z40
Cjk; D0 :¼ Cj0"CKD:
We introduce a Fock module of D: Let C1 be the one-dimensional CKD-module
deﬁned by
deg 1 ¼ %0; KD:1 :¼ 1;
and let V0 be the D0-module deﬁned by
V0 :¼ IndD0CKDC1:
We regard V0 as a DX :¼ D0"Dþ-module via DþjV0  0; and set
F f :¼ IndDDXV0:
Next, we give a g-module structure on the space
FZ :¼FZb#F f :
Let bðzÞ; cðzÞ and jiðzÞ ði ¼ 1; 2Þ be the generating functions deﬁned by
bðzÞ :¼
X
nAZ
bnz
n1; cðzÞ :¼
X
kA1
2
þZ
ckz
k1; jiðzÞ :¼
X
lA1
2
iþZ
jlz
l1
2:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518 455
For lAC; we set
Tl;kðzÞ :¼ 1
2
3
3bðzÞ2 33 þ ðl@z þ kz1ÞbðzÞ þ
1
2
kðk 2lÞz2
þ 1
2
3
3cðzÞ2 33 
1
2
X2
i¼1
3
3j
iðzÞð@zjiÞðzÞ33;
Gil;kðzÞ :¼ jiðzÞbðzÞ þ kz1jiðzÞ þ 2lð@zjiÞðzÞ 
X2
j¼1
EijjjðzÞcðzÞ;
Il;kðzÞ :¼ 
ﬃﬃﬃﬃﬃﬃ1p
2
X2
i;j¼1
Eij 33j
iðzÞjjðzÞ33 þ 2
ﬃﬃﬃﬃﬃﬃ
1
p
lcðzÞ;
where
3
3bmbn
3
3 :¼
bmbn ðmpnÞ;
bnbm ðm4nÞ;

3
3cmcn
3
3 :¼
cmcn ðmpnÞ;
cncm ðm4nÞ;

3
3j
i
kj
j
l
3
3 :¼
jikj
j
l ðkplÞ;
jjljik ðk4lÞ:
(
Then, we have
Proposition 4. For Z; l; kAC; g acts on the Fock space FZ via
c/3ð1 4l2ÞidFZ ;
X
nAZ
Lnz
n2/Tl;kðzÞ;
X
kA1
2
þZ
Ikz
k1/Il;kðzÞ;
X
mA1
2
iþZ
Gmz
m3
2/Gil;kðzÞ ði ¼ 1; 2Þ:
By deﬁnition, one can easily show that
Lemma 5.
L0:ð1#1ZÞ#ð1#1Þ ¼ 12ZðZ 2lÞ þ 18
 ð1#1ZÞ#ð1#1Þ;
G0:ð1#1ZÞ#ð1#1Þ ¼ ðZ lÞð1#1ZÞ#ðj0#1Þ:
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In the sequel, when we regardFZ as a g-module via the above action, we denote it
by F
Z
l;k:
2.4. Isomorphisms of Fock modules
Here we describe some isomorphisms between Fock modules.
Proposition 6. For any l; Z and kAC; there exist the following isomorphisms of g-
modules:
(1) F
Z
l;kCF
Zþk
l;0 :
(2) F
Z
l;kCF
Z
l;k:
(3) ðFZl;kÞcCFZl;k2l;
where ðFZl;kÞc denotes the contragrediant dual of FZl;k: (For the definition, see (4) in
Section 2.5.)
Proof. The Heisenberg Lie algebra H admits the automorphism of a Lie algebra
given by
bn/bn þ kdn;0KH; cn/cn; KH/KH:
This automorphism induces the ﬁrst isomorphism.
The second isomorphism comes from the automorphisms on H and D
deﬁned by
bn/ bn; cn/ cn; KH/KH;
jn/ jn; KD/KD:
Finally, we notice that H and D have anti-involutions given by
bn/bn; cn/cn; KH/KH;
jn/jn; KD/KD:
Here, we extend these anti-involutions to the anti-involution t :
UðH"DÞ-UðH"DÞ via tðxyÞ ¼ tðyÞtðxÞ for any x; yAUðH"DÞ: With respect
to the anti-involution t; we have ðFZÞcCFZ asH"D-modules. This isomorphism
induces the last one of the proposition. &
This proposition says that it is enough to consider F
Z
l;0: From now on, we set
F
Z
l :¼FZl;0:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518 457
2.5. Categories of g-modules
Here we introduce categories of g-modules, and state some properties on them for
later use.
We ﬁrst introduce the category Cðg;hÞ of Z2-graded h semi-simple g-modules.
Deﬁnition 7. The category C :¼ Cðg;hÞ is deﬁned as follows:
(1) MAObðCÞ3M ¼"ðz;hÞAC2Mz;h; where we identify hCC2; and set
Mz;h :¼ fvAMjL0:v ¼ hv; c:v ¼ zvg:
Moreover, each weight space Mz;h is Z2-graded, i.e.,
Mz;h ¼ ðMz;hÞ%0"ðMz;hÞ%1:
(2) HomCðM; NÞ :¼ HomgðM; NÞ%0 for M; NAObðCÞ:
For MAObðCÞ; we set
PðMÞ :¼ fðz; hÞAC2jMz;haf0gg:
Second, we introduce the so-called category O: For ðz; hÞAC2Ch; set
Dz;h :¼ ðz; h0Þ h0Ah þ 12ZX0
 :
Deﬁnition 8. The category O is a full subcategory of C whose object M satisﬁes
(1) dim Mz;hoN for any ðz; hÞAC2;
(2) PðMÞCSni¼1 Dzi ;hi for some ﬁnitely many fðzi; hiÞgCh:
Next, for MAObðCÞ; we deﬁne the contragradient dual Mc of M: We set
Mc :¼"ðMz;hÞ; ð4Þ
and regard it as a g-module via
ðx:f ÞðvÞ :¼ f ðsðxÞ:vÞ ð fAMc; vAM; xAUðgÞÞ;
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where the anti-involution s : UðgÞ-UðgÞ is deﬁned by
sðLnÞ :¼ Ln; sðImÞ :¼ Im; sðGkÞ :¼ Gk; sðcÞ :¼ c; ð5Þ
and sðxyÞ ¼ sðyÞsðxÞ ð8x; yAUðgÞÞ:
Finally, we recall two facts on Lie superalgebra (co)homology, which are
necessary in the proof of Lemma 56.
For ðz; hÞAC2 and tAZ2; let Ctz;h be the one-dimensional representation of h in (1).
Set
Pðz; h; tÞ :¼ Indg0h Ctz;h;
and regard it as a gX-module via gþjPðz;h;tÞ  0: We set
Nðz; h; tÞ :¼ IndggXPðz; h; tÞ:
Note that Nðz; h; tÞCMðz; h; tÞ if ha 1
24
z: In the case h ¼ 1
24
z; the sequence
0-Mðz; h; %1 tÞ-Nðz; h; tÞ-Mðz; h; tÞ-0
is exact, and does not split.
One can show the next proposition in a way similar to [9] (cf. [4]).
Proposition 9. For any VAObðCÞ and pAZX0; the following holds:
Ext
p
CðNðz; h; tÞ; VÞCHomhðCtz;h; Hpðgþ; VÞÞ;
where Hpðgþ; VÞ denotes the pth cohomology group of gþ with coefficients in V :
Moreover, we have the following lemma [1]:
Lemma 10. Suppose that V is an object of O: Then for any pAZX0;
Hpðgþ; V cÞCHpðg; VÞ
as h-modules.
2.6. The Jantzen filtration a` la Feigin and Fuchs
To deﬁne the Jantzen ﬁltrations of Fock modules, it is necessary to generalize
the Jantzen ﬁltration [2]. Here, we recall a generalization by means of
geometry [5].
Let X be an algebraic variety over the ﬁeld C: Let V andW be vector bundles over
X of the same rank r: Let f : V-W be a morphism of varieties such that the
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following commutes:
We ﬁx a curve CCX and a regular point P of C: Let OC be the sheaf of regular
functions on C: By the assumption, OC;P becomes a discrete valuation ring. We
denote its valuation OC;P-ZX0,fNg by n: Then, there exists tAOC;P such that
nðtÞ ¼ 1: Note that ðtÞ is the unique maximal ideal mC;P of OC;P:
Let VC ; WC and fC : VC-WC be restrictions of V; W and f to the curve C: Let
VC and WC be the sheaves of sections on VC and WC ; respectively. Let
f˜CAHomOC ðVC ;WCÞ and f˜C;PAHomOC;PðVC;P;WC;PÞ be the maps induced from fC :
The following assumption is important in the deﬁnition of the Jantzen ﬁltration.
Assumption. Im f˜C;P is of full rank, i.e., r:
Under the above setting, we introduce the Jantzen ﬁltration a` la Feigin and Fuchs
associated to the quintuple ðV;W; f ; C; PÞ:
Deﬁnition 11. Suppose that mAZX0: We deﬁne a subspace VPðmÞ of VP as
VC;PðmÞ :¼ f˜1C;PðmmC;PWC;P-Im f˜C;PÞ;
VPðmÞ :¼ fv˜ðPÞjv˜AVC;PðmÞg:
Further, we deﬁne a quotient space WPðmÞ of WP as
IKC;PðmÞ :¼ tmðmmC;PWC;P-Im f˜C;PÞ;
IKPðmÞ :¼ fv˜ðPÞjv˜AIKC;PðmÞg;
WPðmÞ :¼
WP=IKPðm  1Þ; m40;
WP; m ¼ 0:

Let pm : WP-WPðmÞ be the canonical projection.
In the sequel, we present fundamental properties of the Jantzen ﬁltration. First, we
construct a map f
ðmÞ
P : VPðmÞ-WPðmÞ as a higher ‘‘derivative’’ of fP : VP-WP:
Deﬁnition-Lemma 11.1. Suppose that mAZ40: For uAVðmÞ; we take u˜AVC;PðmÞ
such that u ¼ u˜ðPÞ: Then
pmððtmf˜C;Pðu˜ÞÞðPÞÞ
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518460
does not depend on the choice of u˜: Therefore, the map
f
ðmÞ
P : VPðmÞ-WPðmÞ; u/pmððtmf˜C;Pðu˜ÞÞðPÞÞ
is well defined.
Second, we state the following characterization of VPðmÞ andWPðmÞ by means of
the map f
ðm1Þ
P :
Proposition 12. For any mAZ40; the following hold:
(1) VPðmÞ ¼ Ker f ðm1ÞP ;
(2) WPðmÞ ¼ Coker f ðm1ÞP :
Third, we state a duality of our Jantzen ﬁltration. Let V3 and W3 be the dual
vector bundles of V and W; respectively. Let
tf : W3-V3
be the transpose of f : V-W: Moreover, let ðV3ÞC and ðW3ÞC be the sheaves of
sections of ðV3ÞC and ðW3ÞC : We see that
ðtf˜ÞC;P : ðW3ÞC;P-ðV3ÞC;P
is of full rank. Hence, we can deﬁne the Jantzen ﬁltration associated to the quintuple
ðW3;V3; tf ; C; PÞ: We denote its Jantzen ﬁltration, co-ﬁltration and higher
derivatives by fðW3ÞPðmÞg; fðV3ÞPðmÞg and fðtf ÞðmÞP g: The following duality hold:
Proposition 13. For mAZ40; we have
(1) ðW3ÞPðmÞCWPðmÞ;
(2) ðV3ÞPðmÞCVPðmÞ:
Finally, we state the so-called character sums of our Jantzen ﬁltration. For an
open subset U of C; let us denote the space of sections of VC and WC over U by
VCðUÞ and WCðUÞ: We take free OCðUÞ-bases of VCðUÞ and WCðUÞ; say
fm1;y; mrg and fn1;y; nrg: We deﬁne detð fC;PÞAOC;P by
detðfC;PÞn14?4nr ¼ fC;Pðm1Þ4?4fC;PðmrÞ:
Notice that detð fC;PÞ does not depend on the choice of the bases up to the units of
OC;P: We have
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Lemma 14.
nðdetð fC;PÞÞ ¼
X
kAZ40
dimVC;PðkÞ:
3. Determinant formulae
3.1. Intertwining operators
In order to derive the determinant formulae, we use intertwining operators
between Fock modules. In this subsection, we introduce these operators and see that
they give (co)singular vectors of Fock modules. Here, we follow physicist
convention. For mathematically rigorous treatment, see e.g. [12].
First we deﬁne screening operators. Let z be an indeterminate. For each bAC; let
ebqb and zbb0 be elements of EndCð"ZFZÞ deﬁned by
ebqb :ðð1#1ZÞ#ð1#1ÞÞ :¼ ð1#1ZþbÞ#ð1#1Þ;
zbb0 :ðð1#1ZÞ#ð1#1ÞÞ :¼ zbZð1#1ZÞ#ð1#1Þ:
Moreover, we set
Fðb; zÞ :¼ exp b
X
n40
bn
n
zn
 !
exp b
X
n40
bn
n
zn
 !
ebqbzbb0 ;
eFðb; zÞ :¼33 12 bX2
i;j¼1
EijjiðzÞjjðzÞ  cðzÞ
( )
Fðb; zÞ33:
Then, we have
Lemma 15. Suppose that nAZ; n0A1
2
þ Z and miA12 i þ Z for i ¼ 1; 2: Then, the
following commutation relations hold:
½Ln; eFðb; zÞ
 ¼ zn z @
@z
þ 1
2
ðb2  2lbþ 2Þðn þ 1Þ
 eFðb; zÞ;
½In0 ; eFðb; zÞ
 ¼ ﬃﬃﬃﬃﬃﬃ1p ðb 2lÞn0zn01eFðb; zÞ;
½Gimi ; eFðb; zÞ
 ¼ zmi12 z @@zþ ðb2  2lbþ 1Þ mi þ 12
	 
 

X2
j¼1
3
3Eijj
jðzÞFðb; zÞ33:
Hence, eFð2l; zÞ supercommutes with the action of g up to total derivatives.
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Using the operators eFð2l; zÞ; we deﬁne intertwining operators. For aAZ41; let Ma
be the complex manifold deﬁned by
Ma :¼ fðz1;y; zaÞAðCÞa j ziazjðiajÞg:
LetSl be the local system with coefﬁcients in C associated to the monodromy group
of the multi-valued functionY
1piojpa
ðzi  zjÞ4l
2Ya
i¼1
z
2ða1Þl2
i ;
and S3l be its dual. For each cycle GAHaðMa;S3l Þ and bA12þ Z; we set
Kðl; z1;y; zaÞ :¼ eFð2l; z1Þ?eFð2l; zaÞ Ya
i¼1
zi
( )2lb02ða1Þl2
;
Oðl;G; a; bÞ :¼
Z
G
Kðl; z1;y; zaÞ
Ya
i¼1
zbi dzi:
By the above lemma, we have
Proposition 16. For aAZ40; bA12þ Z and lAC; we have the following intertwining
operators:
Oðl;G; a; bÞAHomgðFal
1
2l bþl
l ;F
al 1
2l bþl
l Þ
%0;
where GAHaðMa;S3l Þ; and in particular for a ¼ 1; this is just the contour around the
origin.
By an argument similar to [12], we can show the non-triviality of the above
intertwining operator Oðl;G; a; bÞ: In fact, for a ¼ 1; we have only to take the
residue. For aAZ41; if we set
Oa :¼ flAC j 2dðd þ 1Þl2eZ; 2dða  dÞl2eZ ð0odoaÞg;
then we have
Theorem 17. Assume lAOa: Then, there exists a cycle GAHaðMa;S3l Þ such that the
intertwining operator
Oðl;G; a; bÞ : Fal
1
2l bþl
l -F
al 1
2l bþl
l
is non-trivial, i.e.,
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(1) for bA12þ ZX0; the image of
ðjða1
2
Þjða1ÞÞ?ðj1
2
j0Þ: 1#1al 1
2l bþl
	 

#ð1#1Þ
	 

is a non-zero vector, and
(2) for bA1
2
þ Zo0; there exists a vector whose image is
ðjða1
2
Þjða1ÞÞ?ðj1
2
j0Þ: 1#1al 1
2lbþl
	 

#ð1#1Þ
	 

:
3.2. Determinant formulae for Verma modules
We ﬁrst introduce contravariant forms on Verma modules. We consider
contravariant forms with respect to the anti-involution s deﬁned in (5). Let
p : UðgÞ-Uðg0Þ
be the projection with respect to the direct sum
UðgÞ ¼ Uðg0Þ"fUðgÞgþ þ gUðgÞg;
and let
p%0 : Uðg0Þ-Uðg0Þ
%0
be the projection with respect to the direct sum
Uðg0Þ ¼ Uðg0Þ
%0"Uðg0Þ
%1:
We notice that the PBW theorem for Lie superalgebras implies
Uðg0Þ
%0 ¼ UðhÞðCC½h
Þ:
We deﬁne the evaluation maps evz;h ððz; hÞAC2Þ by
evz;h : Uðg0Þ
%0-C; cnLm0/z
nhm:
Using these maps, we deﬁne a contravariant form
/; Sz;h : Mðz; hÞ  Mðz; hÞ-C
as follows:
/X :ð1#1z;hÞ; Y :ð1#1z;hÞSz;h :¼ evz;h3p%03pðsðX ÞY Þ;
where X ; YAUðgÞ and 1#1z;h is the highest weight vector of Mðz; hÞ:
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Then, one can easily see that
Lemma 18. /; Sz;h defines a symmetric contravariant bilinear form which satisfies
/; Sz;h jMðz;hÞt1m1Mðz;hÞt2m2  0;
for ðmi; tiÞA12 ZX0  Z2 such that ðm1; t1Þaðm2; t2Þ; where Mðz; hÞtimi is defined
by (3).
For each mA1
2
Z40 and tAZ2; we take a basis fv1;y; vdg of Mðz; hÞtm ðd :¼
dim Mðz; hÞtmÞ; and deﬁne the determinant detðz; hÞtm of /; Sz;h by
detðz; hÞtm :¼ detð/vi; vjSz;hÞ1pi;jpd :
Note that this contravariant form deﬁnes the g-homomorphisms
Sz;h : Mðz; hÞ-Mðz; hÞc;
u//u; Sz;h:
The above determinant is just the determinant of this map Sz;h:
To state the determinant formulae, we introduce fPT ðmÞ jmA12 Z40g as
follows:
X
mA1
2
ZX0
PTðmÞxm ¼
YN
k¼1
1þ x12 k
1 x12 k
:
It is obvious that for any tAZ2; PT ðmÞ ¼ dimUðgÞtm; where
UðgÞtm :¼ fxAUðgÞ j deg x ¼ t; ½L0; x
 ¼ mxg:
In the sequel, ApB means A ¼ cB for some cAC\f0g:
Theorem 19. Suppose that mA1
2
Z40 and tAZ2:
(1) If ha 1
24
z;
detðz; hÞtmp h 
1
24
z
	 
1
2
PT ðmÞ Y
rAZ40;sA1þ2Z40
1prsp2m
f f Tr;sðz; hÞgPT ðm
1
2
rsÞ; ð6Þ
where
f Tr;sðz; hÞ :¼ 2 13 z  1
 
h  1
24
z
 þ 1
4
r 1
3
z  1 þ s 2: ð7Þ
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(2) If h ¼ 124 z;
det z;
1
24
z
	 
t
m
p
Y
rAZ40;sA1þ2Z40
1prsp2m
fFTr;sðzÞgPT ðm
1
2
rsÞ; ð8Þ
where
FTr;sðzÞ :¼ 12 r 13 z  1
 þ s :
Remark that
f Tr;s z;
1
24
z
  ¼ F Tr;sðzÞ2:
One can show this theorem by standard arguments (cf. [8]). In fact, by using
Theorem 17, we can show that detðz; hÞtm is divisible by the right-hand side of (6), (8).
Hence, to show the theorem, it is enough to compute the degree of the determinants
as a polynomial of h:
We set
I :¼ ði; eÞ iA1
2
Z40; eAZ2
 ;
and introduce a total order ! on I as
1
2
; %0
 
! 1
2
; %1
 
!ð1; %0Þ!ð1; %1Þ! 3
2
; %0
 
!?: ð9Þ
Further for nA1
2
Z40 and sAZ2; we put
Psn :¼ ððik; ekÞ;y; ði1; e1ÞÞ
kAZ40; ðij; ejÞAI;Pk
j¼1
ij ¼ n;
Pk
j¼1
ej ¼ s;
ðij; ejÞ%ðijþ1; ejþ1Þ;
ðij; ejÞaðijþ1; ejþ1Þ if ej ¼ %1

8>>>><>>>:
9>>>>=>>>;
:
Then the set Psn parameterizes the PBW basis of UðgÞsn: Indeed, for ði; eÞAI;
if we set
xði;eÞ :¼
Li if iAZ4e ¼ %0;
Ii if iA12þ Z4e ¼ %0;
Gi if iA12Z4e ¼ %1;
8><>: ð10Þ
then we have
UðgÞsn ¼
M
ððik ;ekÞ;y;ði1;e1ÞÞAPsn
Cxðik ;ekÞ?xði1;e1Þ:
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Hence we have the following basis of Verma modules:
(1) ha 1
24
z: For I ¼ ððik; ekÞ;y; ði1; e1ÞÞAPsn and dAf0; 1g; set
mdI :¼ xðik ;ekÞ?xði1;e1ÞGd0:ð1#1%0z;hÞ:
Then
Bsn :¼ fmdI j dAf0; 1g; IAPsd%1n g
forms a basis of Mðz; hÞsn :
(2) h ¼ 1
24
z: For I ¼ ððik; ekÞ;y; ði1; e1ÞÞAPsn ; set
mI :¼ xðik ;ekÞ?xði1;e1Þ:ð1#1%0z;hÞ:
Then
Bsn :¼ fmI j IAPsng
forms a basis of Mðz; hÞsn :
Moreover, for I ¼ ððik; ekÞ;y; ði1; e1ÞÞAPsn ; we put
jIj :¼ k  x j j ijA12þ Z4ej ¼ %0
 
:
Lemma 20. (1) Suppose that ha 1
24
z: For mdI ; m
d0
JAB
d
n;
(a) /mdI ; m
d
ISz;h ¼ hjIjþdðcdI þ oð1ÞÞ for some non-zero constant cdI :
(b) /mdI ; m
d0
JSz;h ¼ oðh
1
2
ðjIjþjJjþdþd0ÞÞ; if mdIamd
0
J :
(2) Suppose that h ¼ 1
24
z: For mI; mJABdn;
(a) /mI; mISz;h ¼ hjIjðcI þ oð1ÞÞ for some non-zero constant cI:
(b) /mI; mJSz;h ¼ oðh
1
2
ðjIjþjJjÞÞ; if mIamJ:
By the above lemma, we can estimate the degree of the determinant. Indeed, in the
case ha 1
24
z; this lemma implies that the maximal degree of the determinant
detðz; hÞtm is attained by the degree of the productY
dAf0;1g; IAPtd%1n
/mdI ; m
d
ISz;h
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of the diagonal components. By noting that
X
dAf0;1g; IAPtd%1n
xjIjþd ¼
YN
k¼1
1þ x12 k
1 x12 k
;
we see that the degrees of both sides of (6) coincide. In the case h ¼ 1
24
z; one can
similarly show that the degrees of both sides of (8) coincide, and hence, the theorem
has been proved.
3.3. Determinant formulae for Fock modules
For ðl; ZÞAC2; let
Gl;Z : eMðzl; hZlÞ-FZl
be the g-homomorphism which sends
1#1szl;hZl
/
ð1#1ZÞ#ð1#1Þ s ¼ %0;
ð1#1ZÞ#ðj0#1Þ s ¼ %1
(
for sAZ2: Notice that by Lemma 5, this map is well deﬁned.
Let Ll;Z be the following composition of g-homomorphisms:
F
Z
l!
B ðF2lZl Þc """!tðGl;2lZÞ eMðzl; h2lZl Þc ¼ eMðzl; hZlÞc:
In this subsection, we compute the determinants of these homomorphisms. To do it,
we set
eSzl;hZl :¼ Ll;Z3Gl;Z : eMðzl; hZlÞ- eMðzl; hZlÞc:
To state the determinant formulae for Fock modules, we introduce some notation.
For each mA1
2
Z40 and tAZ2; we set
eMðz; hÞtm :¼fuA eMðz; hÞ jL0:u ¼ ðh þ mÞu4deg u ¼ tg;
ð eMðz; hÞcÞtm :¼fuA eMðz; hÞc j L0:u ¼ ðh þ mÞu4deg u ¼ tg;
ðFZlÞtm :¼fuAFZl jL0:u ¼ ðhZl þ mÞu4deg u ¼ tg:
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Since the maps eSz;h; Gl;Z and Ll;Z preserve the 12 Z Z2-grading, by restricting them
to each weight subspace, we have
ðeSz;hÞtm :¼ eSz;hjeMðz;hÞtm : eMðz; hÞtm-ð eMðz; hÞcÞtm;
ðGl;ZÞtm :¼ Gl;ZjeMðzl;hZlÞtm : eMðzl; hZlÞtm-ðFZlÞtm;
ðLl;ZÞtm :¼ Ll;ZjðFZlÞtm : ðF
Z
lÞtm-ð eMðz; hZlÞcÞtm:
Moreover, ﬁxing bases of these weight subspaces, we deﬁne the determinants
detðeSz;hÞtm; detðGl;ZÞtm and detðLl;ZÞtm of the above maps.
As in the previous subsection, we can show the following theorem:
Theorem 21. Suppose that mA1
2
Z40 and tAZ2: Then
detðeSz;hÞtmp Y
rAZ40;sA1þ2Z40
1prsp2m
f f Tr;sðz; hÞgPT ðm
1
2
rsÞ; ð11Þ
where f Tr;sðz; hÞ is given in (7).
Now, we can state the determinant formulae for Fock modules.
Theorem 22. For l; ZAC and mA1
2
Z40; we have
detðGl;ZÞtmp
Y
rAZ40;sA1þ2Z40
1prsp2m
ðZ lÞ þ rl 1
4
sl1
  PT ðm12rsÞ ð12Þ
and
detðLl;ZÞtmp
Y
rAZ40;sA1þ2Z40
1prsp2m
ðZ lÞ  rl 1
4
sl1
  PT ðm12 rsÞ: ð13Þ
Proof. Theorem 17 guarantees that the determinants detðGl;ZÞtm and detðLl;ZÞtm are
divisible by the right-hand sides of (12) and (13), respectively.
On the other hand, since eSzl;hZl ¼ Ll;Z3Gl;Z; we have
detðeSzl;hZlÞtmpdet ðLl;ZÞtm detðGl;ZÞtm:
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Combining the determinant formulae for eSz;h (Theorem 21), we obtain the
theorem. &
4. Verma modules
In this section, we study structures of Verma modules. In particular, we can
completely describe the structures of the Jantzen ﬁltration of Verma modules. As
applications, we classify submodules of Verma modules and homomorphisms
between Verma modules.
4.1. Singular vectors
In the representation theory of the Virasoro algebra, the uniqueness of singular
vector in each weight subspace plays an important role. In the case of the N ¼ 2
super Virasoro algebras (the twisted sector), such uniqueness does not necessarily
hold.
The next proposition is the main result of this subsection.
Proposition 23. Suppose that nA1
2
Z40 and sAZ2:
(1) If ha 1
24
z; then
dimfMðz; hÞsnggþp2:
(2) If h ¼ 1
24
z; then
dimfMðz; hÞsnggþp1:
Proof. First we suppose that ha 1
24
z: To show the proposition, we introduce a total
order on the set Bsn : For I; I
0APsn0P
%1s
n such that I :¼ ððij; ejÞÞ and I0 :¼ ðði0j; e0jÞÞ; we
deﬁne an order o by
IoI0 3 (sAZX0;
ði1; e1Þ ¼ ði01; e01Þ;y; ðis; esÞ ¼ ði0s; e0sÞ;
ðisþ1; esþ1Þ!ði0sþ1; e0sþ1Þ;
where! is deﬁned in (9). Using this order, we deﬁne an orderos on Bsn as follows:
For mdI ; m
d0
I0AB
s
n ;
mdIosmd
0
I0 3 IoI0:
It is obvious that os gives a total order.
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We ﬁx nA12Z40 and sAZ2; and show the ﬁrst statement of the proposition.
Suppose that there exists a non-zero singular vector wsnAMðz; hÞsn : We expand wsn
with respect to the basis Bsn as follows:
wsn ¼
X
PdIm
d
I ðPdIACÞ:
For the proof, we prove the next lemma.
Lemma 24. Suppose that md
0
JAB
s
n ðJ ¼ ðð jl ; ZlÞ;y; ð j1; Z1ÞÞÞ satisfies
(sol; j1 ¼? ¼ js ¼ 12; jsþ1412
(hence Z1 ¼? ¼ Zs1 ¼ %0 and ZsAf%0; %1g). We set j :¼ jsþ1; Z :¼ Zsþ1 and
*J :¼ ð jl ; ZlÞ;?; ð jsþ2; Zsþ2Þ; 12; Zs
 
; 1
2
; %0
 s 
;
where 1
2
; %0
 s 
means 1
2
; %0
 
;y; 1
2
; %0
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
s-times
0B@
1CA: Then the coefficient of mdeJ in xðjþ12;ZÞ:wsn
with respect to the basis B
sþZ
njþ1
2
can be non-trivial only if d ¼ d0; and is given by
aPd
0
J þ
X
md
I
ABsn
md
I
osmd0J
Q
d0;d
J;I P
d
I
for some aAC\f0g and Qd0;dJ;I AC:
Proof. To prove the lemma, it is enough to show that
mdIAB
s
n satisfies
ðiÞ md0JpsmdI
ðiiÞ ðcoeff : of md0eJ in xðjþ12;ZÞ:mdI Þa0
8<:
9=;
3mdI ¼ md
0
J :
Since ð(Þ can be proved by direct computation, we show ð)Þ: Suppose that mdI
with I ¼ ððik; ekÞ;y; ði1; e1ÞÞ satisﬁes (i) and (ii). We take a positive integer t such
that
i1 ¼ i2 ¼? ¼ it ¼ 12; itþ1412:
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Notice that (i) implies tps: On the other hand, we have
xðjþ1
2
;ZÞ:m
d
I
¼ ½xðjþ1
2
;ZÞ; xðik ;ekÞ?xðitþ1;etþ1Þ
xð1
2
;etÞ I12
	 
t1
Gd0:ð1#1%0z;hÞ
7xðik ;ekÞ?xðitþ1;etþ1Þ½xðjþ1
2
;ZÞ; xð1
2
;etÞ I12
	 
t1

Gd0 :ð1#1%0z;hÞ;
where for iA1
2
Zp0; we deﬁne xði;eÞ by (10). Hence any elements of B
sþZ
njþ1
2
which
appear in the right-hand side are not greater than the elements of the form
md*I s:t:
*I ¼ ði0m; e0mÞ;y; ði0tþ1; e0tþ1Þ; 12; et
 
; 12;
%0
 t 
:
Noticing that tps; we have d ¼ d0; t ¼ s and et ¼ Zt: A similar analysis inductively
shows that ðim; emÞ ¼ ð jm; ZmÞ for m4s: &
We return to the proof of Proposition 23. In the case ha 124z; the above lemma
implies the injectivity of the following map:
fMðz; hÞsnggþ-C2;
wsn ¼
X
PdIm
d
I/ P
d0
ðð1
2
;%0Þ2nÞ
; Pd1
ðð1
2
;%1Þ;ð1
2
;%0Þ2n1Þ
	 

;
where d0; d1Af0; 1g such that %d0 ¼ s and %d1 ¼ sþ %1: Hence we have proved the ﬁrst
statement.
In the case of h ¼ 1
24
z; a similar argument shows that
fMðz; hÞsnggþ-C;
wsn ¼
X
PdIm
d
I/
P0
ðð1
2
;%0Þ2nÞ
if s ¼ %0;
P1
ðð1
2
;%1Þ;ð1
2
;%0Þ2n1Þ
if s ¼ %1
8><>:
is injective. Therefore, we have completed the proof. &
Remark 25. From the proof of this proposition, we see that
Pd0
ðð1
2
;%0Þ2nÞ
; Pd1
ðð1
2
;%1Þ;ð1
2
;%0Þ2n1Þ
	 

¼ ð0; 0Þ ) wsn ¼ 0:
for d0; d1Af0; 1g such that %d0 ¼ s and %d1 ¼ sþ %1:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518472
For the dimension of the spaces of the even and the odd singular vectors, we have
Lemma 26. For any nA1
2
Z40; the following equality holds:
dimfMðz; hÞ%0nggþ ¼ dimfMðz; hÞ
%1
nggþ :
Proof. We ﬁrst consider the case ha 1
24
z: Let X ; YAUðgÞ such that
ðXG0 þ Y Þ:ð1#1%0z;hÞAfMðz; hÞ
%0
nggþ \f0g:
Then
ðXG0 þ YÞG0:ð1#1%0z;hÞ
gives an odd non-zero singular vector.
Next, we consider the case h ¼ 1
24
z: Let YAUðgÞ such that
Y :ð1#1%0z;hÞAfMðz; hÞ
%0
nggþ\f0g:
Since h þ n  1
24
za0;
G0Y :ð1#1%0z;hÞ
gives an odd non-zero singular vector. &
4.2. Injectivity of homomorphisms between Verma-type modules
On the contrary to Lie algebra case, a homomorphism between Verma modules
over a Lie superalgebra is not necessarily injective. Here, we state some conditions
for the injectivity.
Proposition 27. (1) Suppose that ha 1
24
z: Let f : Mðz; h0Þ-Mðz; hÞ be a non-trivial
(Z2-graded) homomorphism. Then, we have
(a) If dimfMðz; hÞsh0hggþ ¼ 1 for some sAZ2; then Ker f ¼ f0g for any f:
(b) If dimfMðz; hÞsh0hggþ ¼ 2 for some sAZ2; then there exists f such that Ker f ¼
f0g:
(2) Suppose that h ¼ 1
24
z:
(a) Any non-trivial homomorphism f : Mðz; h0Þ-Mðz; hÞ cannot be injective.
(b) Let f : Mðz; h0Þ- eMðz; hÞ be a non-trivial (Z2-graded) homomorphism. Then,
Ker f ¼ f0g 3 Im fgMðz; h; tÞ ð8tAZ2Þ;
where we identify eMðz; hÞCMðz; h; %0Þ"Mðz; h; %1Þ:
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We ﬁrst show a preliminary lemma.
Lemma 28. Suppose that dimfMðz; hÞ%0kggþ ¼ 1 for kA12Z40; and
ðAG0 þ BÞ:ð1#1%0z;hÞAfMðz; hÞ
%0
kggþ\f0g
for AAUðgÞ
%1
and BAUðgÞ
%0: We assume that A and B are expressed as
AG0:ð1#1%0z;hÞ ¼ cAG1
2
I1
2
	 
2k1
þdAG1 I1
2
	 
2k2
þ?
( )
 G0:ð1#1%0z;hÞ;
B:ð1#1%0z;hÞ ¼ cB I1
2
	 
2k
þdBL1 I1
2
	 
2k2
þ?
( )
:ð1#1%0z;hÞ;
with respect to the basis B
%0
n: Then, we have
h  124 za0;  k ) h  124 z
 
c2A þ 4
ﬃﬃﬃﬃﬃﬃ
1
p
h  124 z
 
cAcB þ 4kc2B ¼ 0:
Proof. From the proof of Lemma 26, we see that if h  1
24
za0;k; then
G0ðAG0 þ BÞG0:ð1#1%0z;hÞAfMðz; hÞ
%0
kggþ\f0g:
Since dimfMðz; hÞ%0kggþ ¼ 1; we have
G0ðAG0 þ BÞG0:ð1#1%0z;hÞpðAG0 þ BÞ:ð1#1%0z;hÞ:
Comparing the coefﬁcients of G1
2
I1
2
	 
2k1
G0:ð1#1%0z;hÞ and I1
2
	 
2k
:ð1#1%0z;hÞ in
the both sides, we obtain the desired result. &
Proof of Proposition 27. First we suppose that ha 1
24
z; and show 1(a) of the
proposition. By the classiﬁcation of highest weights in the next subsection, we may
assume that h0a 1
24
z:
Set n :¼ h0  h and
ðPG0 þ QÞ:ð1#1%0z;hÞ :¼ fð1#1%0z;h0 Þ;
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where P; QAUðgÞ such that
P ¼ cPG12 I12
	 
2n1
þdPG1 I12
	 
2n2
þ?;
Q ¼ cQ I1
2
	 
2n
þdQL1 I1
2
	 
2n2
þ?:
Here, we assume that Ker faf0g and lead to contradiction. Let mA1
2
Z40 be the
minimal number such that Ker f-Mðz; h0Þmaf0g: Since f is Z2-graded, we may
assume that Ker f-Mðz; h0Þ%0maf0g without loss of generality. Let us take
ðXG0 þ Y Þ:ð1#1%0z;h0 ÞAKer f-Mðz; h0Þ
%0
m\f0g
such that
X ¼ cX G1
2
I1
2
	 
2m1
þdX G1 I1
2
	 
2m2
þ?;
Y ¼ cY I1
2
	 
2m
þdY L1 I1
2
	 
2m2
þ?:
By deﬁnition, ðPG0 þ QÞ:ð1#1%0z;hÞ and ðXG0 þ YÞ:ð1#1%0z;h0 Þ are singular vectors and
ðXG0 þ Y ÞðPG0 þ QÞ:ð1#1%0z;hÞ ¼ fððXG0 þ YÞ:ð1#1%0z;h0 ÞÞ ¼ 0: ð14Þ
We expand the left-hand side of (14) with respect to B
%0
mþn; and pick up the
coefﬁcients of G1
2
I1
2
	 
2ðmþnÞ1
G0ð1#1%0z;hÞ and I1
2
	 
2ðmþnÞ
ð1#1%0z;hÞ: Then we
have

ﬃﬃﬃﬃﬃﬃ1p
2
cX cP þ cX cQ þ cY cP ¼ 0;
cY cQ ¼ 0:
8<: ð15Þ
Combining these equations with Lemma 28, we obtain ðcP; cQÞ ¼ ð0; 0Þ or ðcX ; cY Þ ¼
ð0; 0Þ: By Remark 25, one of the above two singular vectors becomes trivial. This is
contradiction. Hence Ker f ¼ f0g:
Next, we show 1(b) of Proposition 27. Since dimfMðz; hÞ%0nggþ ¼ 2 ðn :¼ h0  hÞ; by
the proof of Proposition 23, there exists
ðPG0 þ QÞ:ð1#1%0z;hÞAfMðz; hÞ
%0
nggþ \f0g
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for P; QAUðgÞ; such that
cQa0; 
ﬃﬃﬃﬃﬃﬃ1p
2
cP þ cQa0:
Hence, if we deﬁne the map f : Mðz; h0Þ-Mðz; hÞ by
fð1#1%0z;h0 Þ ¼ ðPG0 þ QÞ:ð1#1%0z;hÞ;
then (15) implies cX ¼ cY ¼ 0; i.e., f is an injection.
We prove 2(a) of Proposition 27. Suppose that h ¼ 124 z: Let f : Mðz; h0Þ-Mðz; hÞ
be a non-trivial homomorphism. Assume that Ker f ¼ f0g: From the assumption,
we have
dim Im f-M z; 1
24
z; s
 %0
n
n o
¼ PTðn  h0 þ hÞ
for nA1
2
Z40: On the other hand,
dimM z; 1
24
z;s
 %0
n
¼ 1
2
PTðnÞ:
As a consequence of Tauberian Theorem (cf. [3]), we see that
PTðn  h0 þ hÞ
1
2
PTðnÞ
-2 ðn-NÞ:
This is contradiction.
Finally, we show 2(b) of Proposition 27. Let us prove that if Im fgM z; 1
24
z; s
 
for any sAZ2; then Ker f ¼ f0g:
By Proposition 23 and Lemma 26, we have
fð1#1%0z;h0 Þ ¼ d0Q: 1#1%0z; 1
24
z
	 

þ d1½G0; Q
: 1#1%1
z;
1
24
z
	 

for some d0; d1AC and
Q ¼ cQ I1
2
	 
2n
þdQL1 I1
2
	 
2n2
þ?;
where n :¼ h0  1
24
z: Since Im fgM z; 1
24
z; s
 
for any sAZ2; d0a0 and d1a0: In the
sequel, we assume that Ker faf0g and lead to contradiction.
Let mA1
2
Z40 be the smallest number such that
Ker f-Mðz; h0Þ%0maf0g:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518476
We take
ðXG0 þ Y Þ:ð1#1%0z;h0 ÞAKer f-Mðz; h0Þ
%0
m\f0g
such that
X ¼ cX G12 I12
	 
2n1
þdX G1 I12
	 
2n2
þ?;
Y ¼ cY I1
2
	 
2n
þdX L1 I1
2
	 
2n2
þ?:
By deﬁnition, we have
ðXG0 þ YÞ d0Q: 1#1%0
z;
1
24
z
	 

þ d1½G0; Q
: 1#1%1
z;
1
24
z
	 
 
¼ 0:
Since h0  1
24
za0; looking at the coefﬁcients of I1
2
	 
2ðmþnÞ
: 1#1
%0
z;
1
24
z
	 

and
G1
2
I1
2
	 
2ðmþnÞ1
: 1#1
%1
z;
1
24
z
	 

; we get
cQ ¼ 03cX ¼ cY ¼ 0:
By Remark 25, we have
d0Q: 1#1
%0
z;
1
24
z
	 

þ d1½G0; Q
: 1#1%1
z;
1
24
z
	 

¼ 03ðXG0 þ Y Þ:ð1#1%0z;h0 Þ ¼ 0:
This is contradiction. Therefore, we have completed the proof. &
Remark 29. Under the assumption of 1(b) of Proposition 27, we set ðPG0 þ
QÞ:ð1#1%0z;hÞ :¼ fð1#1%0z;h0 Þ: Expand P; QAUðgÞ as
P ¼ cPG1
2
I1
2
	 
2n1
þdPG1 I1
2
	 
2n2
þ?;
Q ¼ cQ I1
2
	 
2n
þdQL1 I1
2
	 
2n2
þ?:
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Then, the following holds:
Kerf ¼ f0g 3 cQa04
ﬃﬃﬃﬃﬃﬃ1p
2
cP þ cQa0:
4.3. Classification of highest weights
To describe the structures of Verma modules, here we classify highest weights and
list the zeros of the determinant for each highest weight.
For ðz; hÞAC2 and nA1
2
Z40; we set
eDðz; hÞ :¼ fða; bÞAZ40  ð1þ 2ZX0Þj f Ta;bðz; hÞ ¼ 0g;
aðnÞ :¼ x ða; bÞA eDðz; hÞjn ¼ 12 abn o:
Notice that f Ta;bðz; hÞa0 for z ¼ 3: Hence, we set
zðmÞ :¼ 3 1 2
m
	 

; hm;M :¼ 1
24
zðmÞ þ m
16
M2; ð16Þ
where mAC\f0g and MAC: Then we have
f Ta;bðzðmÞ; hm;MÞ ¼
1
4
2
m
aþ bþ M
0 1
2
m
aþ b M
0 1
:
Hence eDðzðmÞ; hm;MÞ is a subset of the set of integral points of the lines 2m aþ b ¼
7M:
It is easy to see that
Lemma 30. (1) If meQ; then x eDðzðmÞ; hm;MÞp1:
(2) If mAQ and eDðzðmÞ; hm;MÞa|; then
x eDðzðmÞ; hm;MÞ ¼N if m40;oN if mo0:

Motivated by this lemma, we introduce the following classiﬁcation of highest
weights.
Deﬁnition 31. We say that ðz; hÞ :¼ ðzðmÞ; hm;MÞAC2 belongs to Classes V ; I and
R7 if
(1) Class V (Vacant): eDðz; hÞ ¼ |;
(2) Class I (Irrational): eDðz; hÞa|4meQ;
(3) Class R7 (Rational): eDðz; hÞa|47mAQ40:
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Moreover, since the two lines 2
m
aþ b ¼7M degenerate at M ¼ 0; we introduce
subclasses of Class Rþ:
Deﬁnition 32. We say that ðz; hÞ :¼ ðzðmÞ; hm;MÞ of Class Rþ is Type Iþ or IIþ; if
(1) Type Iþ: Ma0;
(2) Type IIþ: M ¼ 0:
Remark 33. In Class R; if M ¼ 0; then eDðzðmÞ; hm;MÞ ¼ |:
For each class, we look at highest weights in more detail.
For Class V ; we have nothing to do. From the determinant formulae (Theorem
19), if highest weight ðz; hÞ belongs to Class I ; then it is given by
ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ
for some mAC\Q and aAZ40; bA1þ 2ZX0; where we set
ha;bðmÞ :¼ 1
24
zðmÞ þ m
16
2
m
aþ b
0 12
: ð17Þ
Hence, in the sequel, we only treat Class R7: Suppose that ðz; hÞ ¼ ðzðmÞ; hm;MÞ
belongs to Class R7: We assume that
MAQX0;
since hm;M ¼ hm;M : Then in the ða; bÞ-plane, the zero set of f Ta;bðzðmÞ; hm;MÞ is drawn
as follows:
To classify highest weights in suitable forms for describing the structures of Verma
modules, we ﬁrst list the integral points of eDðz; hÞ for each ðz; hÞ of Class R7:
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Let cz;h be the following line in ða; bÞ-plane:
cz;h :
one of the lines 2
m
aþ b ¼7M Class Rþ;
2
m
aþ b ¼ M Class R:
8><>:
From the above ﬁgures, we obtain
Lemma 34. There exists one-to-one correspondence between eDðz; hÞ and the following
sets:
(1) if Type Iþ;
cz;h-fða; bÞAZ ð1þ 2ZÞjab40g; ð18Þ
(2) if Type IIþ or Class R;
cz;h-fða; bÞAZ ð1þ 2ZÞja; b40g: ð19Þ
Moreover, if ða; bÞA eDðz; hÞ corresponds to ð*a; *bÞ; then ab ¼ *a *b:
From now on, we will describe sets (18) and (19).
Class Rþ: We may write as
m ¼ p
q
; p; qAZ40 s:t: ð p; qÞ ¼ 1:
First, we consider Type Iþ: We arrange the elements of the set (18):
fðai; biÞjiAZ40; aibipaiþ1biþ1g:
Notice that by taking another choice of the lines cz;h if necessary, we may assume
that
a1404b140:
Hence ð1pa1ppÞ3ð1pb1p2qÞ holds. Let a01; b01; da; db and d be non-negative
integers given by
a1 ¼ a01 þ dap ð0pa01opÞ
b1 ¼ b01 þ db2q ð0pb01o2qÞ

; d :¼ max fda; dbg:
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Then by direct computation, one can check the lemma below:
Lemma 35.
ðai; biÞ ¼
ða1;b1Þ þ 12 ði  1Þð p; 2qÞ ði  1 mod 2Þ;
ða1;b1Þ  12 i þ d
 ð p; 2qÞ ði  0 mod 2Þ:
(
Further, we set p˜ :¼ pð p;2Þ; q˜ :¼ 2qð p;2Þ: Then we have
(1) Case a1c0 mod p˜3b1c0 mod q˜:
a1b1oa2b2oa3b3oa4b4o?:
(2) Case a1  0 mod p˜4b1  0 mod q˜: We set ðip˜; jq˜Þ :¼ ða1; b1Þ: (Note that
ði; jÞað1; 1Þ since Ma0: Further j  1 mod 2 and ð p; 2Þ ¼ 2 since b1A1þ 2Z:)
We have
(a) If i  1 mod 2; then
a1b1 ¼ a2b2oa3b3 ¼ a4b4o?:
(b) If i  0 mod 2; then
a1b1oa2b2oa3b3oa4b4o?:
Next, we consider Type II. We arrange the elements of set (19):
fðai; biÞjiAZ40; aibipaiþ1biþ1g:
Then, we have
Lemma 36. ðai; biÞ ¼ ið p; 2qÞ for iAZ40: Hence, the following relations hold:
a1b1oa2b2oa3b3o?:
Class R: Similarly to Class Rþ; we may write as
m ¼ p
q
; p; qAZ40 s:t: ð p; qÞ ¼ 1;
and arrange the elements of set (19) as follows:
fðai; biÞj1pipx eDðz; hÞ; aibiXaiþ1biþ1g:
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Remark that in this case, ða1; b1Þ is a lattice point on cz;h nearest to the point
pM
4q
; M
2
 
: Direct computation leads to the following lemma:
Lemma 37.
ðai; biÞ ¼
ða1; b1Þ þ i2ð p;2qÞ ði  0ð2ÞÞ
ða1; b1Þ  i12 ð p;2qÞ ði  1ð2ÞÞ
(
a1p
pM
4q
	 

;
ðai; biÞ ¼
ða1; b1Þ  i2ð p;2qÞ ði  0ð2ÞÞ
ða1; b1Þ þ i12 ð p;2qÞ ði  1ð2ÞÞ
(
a14
pM
4q
	 

:
Moreover, the following relations holds:
(1) If a1a
pM
4q
41
2
ða1 þ a2ÞapM4q ; then
a1b14a2b24a3b34?:
(2) If a1a
pM
4q
41
2
ða1 þ a2Þ ¼ pM4q ; then
a1b1 ¼ a2b24a3b3 ¼ a4b44?:
(3) If a1 ¼ pM4q ; then
a1b14a2b2 ¼ a3b34a4b4 ¼?:
These three lemmas indicate how to classify highest weights of Class R7:
Suppose that m :¼7p
q
for p; qAZ40 such that ð p; qÞ ¼ 1: We set
K7p;q :¼ fðr;7sÞAZ ð1þ 2ZÞj0orpp; 0oso2q; 2qr  psX0g: ð20Þ
For ðr; sÞAK7p;q and iAZ; we also set
hi :¼
hipþr;s 7
p
q
 
ði  0 mod 2Þ;
hði1Þpþr;s 7
p
q
 
ði  1 mod 2Þ;
8><>: ð21Þ
where ha;bðmÞ is deﬁned as (17).
One can directly check that
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Lemma 38. The set of weights
z 7p
q
 
; hi
 
ðr; sÞAK7p;q; iAZ
n o
exhausts the set of highest weights of Class R7 with central charge z 7p
q
 
:
Next, we discuss the degeneration of the above weights. To do it, we introduce the
next subcases of Class R7:
Case 17 0orop; 0o7so2q
ðr;7sÞa 1
2
p; q
 
Case 27 r ¼ p; 0o7so2q
Case 37 ðr;7sÞ ¼ ð12 p; qÞ
Then, we have
Lemma 39. In each case, the degeneration of highest weights can be described as
follows:
Case 27 hðiþ1Þ ¼ hi ðiAZX0Þ
Case 37 hi ¼ hi ðiAZ40Þ
Hence, the set of fig given in the following table parameterizes the highest weights of
Class R7:
Case 1t 2t 3t
t ¼ þ Z ZX0 ZX0
t ¼  Z\f0g Z40 Z40
4.4. The Jantzen filtration and character sum
In this subsection, we introduce the Jantzen ﬁltration of Verma modules and give
explicit forms of their character sums.
For ðz; hÞAC2; let
Mðz; hÞ*Mðz; hÞð1Þ*Mðz; hÞð2Þ*?
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be the Jantzen ﬁltration deﬁned by the perturbation
z þ T ; h þ 1
24
T
 
if h ¼ 1
24
z;
ðz; h þ TÞ if ha 1
24
z;
(
where T is a formal parameter. Remark that we can deﬁne the Jantzen ﬁltration of
Verma modules as in Section 2.6.
For Classes V and I ; the explicit forms of character sums look as follows:
Lemma 40. (1) Class V : X
lAZ40
chMðz; hÞðlÞ ¼ 0:
(2) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for mAC\Q and aAZ40; bA1þ
2ZX0: Then X
lAZ40
chMðz; hÞðlÞ ¼ chM z; h þ 1
2
ab
 
:
For Class R7; as a consequence of Lemmas 35–37, we obtain
Lemma 41. Suppose that z ¼ z 7p
q
 
and ðz; hiÞ belongs to Class R7:
(1) Case 1þ: iAZ;X
lAZ40
chMðz; hiÞðlÞ ¼
X
kAZ
jkj4jij
ki1 mod 2
chMðz; hkÞ:
(2) Case 2þ: iAZX0; X
lAZ40
chMðz; hiÞðlÞ ¼
X
kAZ
k4i
chMðz; hkÞ:
(3) Case 3þ: iAZX0;X
lAZ40
ch Mðz; hiÞðlÞ ¼
X
kAZ
k4i
ki1 mod 2
21di;0ch Mðz; hkÞ:
(4) Case 1: iAZ\f0g;X
lAZ40
chMðz; hiÞðlÞ ¼
X
kAZ
jkjojij
ki1 mod 2
chMðz; hkÞ:
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(5) Case 2: iAZ40;X
lAZ40
chMðz; hiÞðlÞ ¼
X
kAZ
0pkoi
chMðz; hkÞ:
(6) Case 3: iAZ40;X
lAZ40
chMðz; hiÞðlÞ ¼
X
kAZ
0pkoi
ki1 mod 2
2 ch Mðz; hkÞ:
4.5. Embedding diagrams
As a consequence of Propositions 23, 27 and Lemma 41, we construct embedding
diagrams of Verma modules.
We ﬁrst show a preliminary lemma for Class R7:
Lemma 42. Suppose that iAZX0 for Class Rþ; and iAZ40 for Class R: Then we have
(1) Case 17: For hAfhi71; hði71Þg; h0Afhi; hig and tAZ2;
dimfMðz; h0Þthh0 ggþ ¼ 1:
(2) Case 27: For h ¼ hi71; h0 ¼ hi and tAZ2;
dimfMðz; h0Þthh0 ggþ ¼ 1:
(3) Case 37: For h ¼ hi71; h0 ¼ hi and tAZ2;
dimfMðz; h0Þthh0 ggþ ¼
1 ð3þ4i ¼ 0Þ3ð34i ¼ 1Þ;
2 otherwise:

Proof. First, we show the proposition for Case 17: In the case where h ¼
minfhi71; hði71Þg; this is an immediate consequence of Lemma 41, since Mðz; h0Þð1Þ
is the maximal proper submodule of Mðz; h0Þ:
Let us consider the case where h ¼ maxfhi71; hði71Þg: We set
h ¼ minfhi71; hði71Þg; hþ ¼ maxfhi71; hði71Þg:
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The determinant formulae in Theorem 19 say that Mðz; hÞthþh (tAZ2) does not
contain a singular vector. Hence, using Lemma 41 again, we see that
dimfMðz; h0Þthh0 ggþ ¼ 1:
For Case 27 and ðCase 3þ4i ¼ 0Þ3ðCase 34i ¼ 1Þ; the statements are immediate
consequences of Lemma 41.
Hence, we show the other cases, i.e., ðCase 3þ4i40Þ3ðCase 34i41Þ: Here we
assume that
dimfMðz; h0Þthh0 ggþ ¼ 1;
and lead to contradiction. Under this assumption, from Proposition 27 and Lemma
41, we see that
Mðz; hÞCMðz; h0Þð2Þ:
Note that fMðz; hÞthi72hg
gþaf0g: If we take vAfMðz; hÞthi72hg
gþ\f0g; then we
have
vAMðz; h0Þð3Þ-Mðz; h0Þthi72h0 \f0g:
This contradicts to Lemma 41. Hence, we have
dimfMðz; h0Þthh0 ggþ ¼ 2:
Now, we have completed the proof. &
For simplicity, abbreviating the central charge z; we set
½h
 :¼ Mðz; hÞ; f½h
 :¼ eMðz; hÞ:
Then we have the following embedding diagrams of Verma modules:
Proposition 43. (1) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for mAC\Q and
aAZ40; bA1þ 2ZX0: Then
½h

½h þ 1
2
ab
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(2) Class Rþ: Suppose that z ¼ zðp
q
Þ for some p; qAZ40: Fix ðr; sÞAKþp;q and define
fhig as in (21). Then we have
(3) Class R: Suppose that z ¼ zðp
q
Þ for some p; qAZ40: Fix ðr; sÞAKp;q and define
fhig as in (21). Then we have
Proof. Proposition 27 and Lemma 42 guarantee the existence of the injections
indicated by the arrows. Hence we have to show the commutativity of these
diagrams. For Class I ; there is nothing to prove.
We ﬁrst consider Case 17: Suppose that iAZ40; hAfhi81; hði81Þg and
h0Afhi71; hði71Þg: It sufﬁces to show that for any iAZ40 the following part of
diagram commutes:
ð22Þ
i.e., i13i2ð1#1%0z;h0 Þ ¼ i013i02ð1#1%0z;h0 Þ: Indeed, it is enough to show that
i13i2ð1#1%0z;h0 Þpi013i02ð1#1%0z;h0 Þ: Here we suppose that these two vectors are
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not proportional. Then we have ½Mðz; hÞð2Þ : Lðz; h0Þ
X2: This inequality
implies that X
lAZ40
½Mðz; hÞðlÞ : Lðz; h0Þ
X4;
since Mðz; hÞð1Þ*Mðz; hÞð2Þ: On the other hand, by Lemma 41, one can easily
prove that ½Mðz; h7iÞ : Lðz; h0Þ
 ¼ 1: Hence from the character sum formulae
we obtain X
lAZ40
½Mðz; hÞðlÞ : Lðz; h0Þ
 ¼ 2:
This is contradiction. We have obtained the commutativity of the diagrams in
Case 17:
In Case 27; there is nothing to show. In Cases 3þ and 3 (h0ah0), Proposition 23
and Lemma 42 imply the results. In Case 3 (h0 ¼ h0), the commutativity of (22) can
be proved by an argument similar to Case 17: Therefore, we have completed the
proof. &
4.6. Structure of the Jantzen filtration
From now on, by using embedding diagrams, we identify Verma modules with the
images under the embedding maps. To be precise, in Case R7; for i; jAZ such that
7ðj jj  jijÞ40; we identify Mðz; hjÞ with a submodule of Mðz; hiÞ via the embedding
maps.
Under the above identiﬁcation, the structure theorem of the Jantzen ﬁltration, one
of the main results of this article, can be described as follows:
Theorem 44. Let fMðz; hÞðkÞjkAZ40g be the Jantzen filtration of Mðz; hÞ:
(1) Class V :
Mðz; hÞðkÞ ¼ f0g:
(2) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for mAC\Q and aAZ40; bA1þ
2ZX0: Then,
Mðz; hÞðkÞ ¼ M z; h þ
1
2
ab
  ðk ¼ 1Þ;
f0g ðkX2Þ:
(
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(3) Class R7: Suppose that z ¼ z 7p
q
 
for p; qAZ40 such that ð p; qÞ ¼ 1: We fix
ðr; sÞAK7p;q and define fhig as in (21). Then
(a) Case 1þ: iAZ;
Mðz; hiÞðkÞ ¼ Mðz; hjijþkÞ þ Mðz; hjijkÞ;
(b) Case 1: iAZ\f0g;
Mðz; hiÞðkÞ ¼
Mðz; hjijkÞ þ Mðz; hjijþkÞ ðkoiÞ;
Mðz; h0Þ ðk ¼ iÞ;
f0g ðk4iÞ:
8><>:
(c) Case 2þ: iAZX0;
Mðz; hiÞðkÞ ¼ Mðz; hiþkÞ;
(d) Case 2: iAZ40;
Mðz; hiÞðkÞ ¼
Mðz; hikÞ ðkpiÞ;
f0g ðk4iÞ:

(e) Case 3þ: iAZX0;
Mðz; hiÞðkÞ ¼
Im fk ði ¼ 0Þ;
Mðz; hiþkÞð1Þ þ Mðz; hiþkÞð2Þ ði40Þ:
(
(f) Case 3: iAZ40;
Mðz; hiÞðkÞ ¼
Mðz; hikÞð1Þ þ Mðz; hikÞð2Þ ðkoiÞ;eMðz; h0Þ ðk ¼ iÞ;
f0g ðk4iÞ;
8><>:
where fk : Mðz; hkÞ-Mðz; h0Þ is a non-trivial homomorphism (it is always non-
injective), and Mðz; hi7kÞð jÞ ð j ¼ 1; 2Þ denote distinct submodules of Mðz; hiÞ which
are isomorphic to Mðz; hi7kÞ:
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Proof. For Classes V and I ; this is an immediate consequence of Lemma 40. For
Class R7; the theorem is proved by the same argument as in [7] except for Case
3þ ði ¼ 0Þ: In Case 3þ ði ¼ 0Þ; applying the argument in [7] to the quasi-Verma
module eMðz; h0Þ and combining with Lemma 3, we obtain the results. &
4.7. Structure theorem for Verma modules
As applications of Theorem 44, we list singular vectors of Verma modules and
classify homomorphisms between Verma modules.
Theorem 45. The following list exhausts singular vectors of Verma modules.
(1) Class I : For sAZ2; mAC\Q and aAZ40; bA1þ 2ZX0;
dimfMðzðmÞ; ha;bðmÞÞs1
2
ab
ggþ ¼ 1:
(2) Class R7: Suppose that z :¼ zð7p
q
Þ for p; qAZ40 such that ð p; qÞ ¼ 1: Let i; k be
non-negative integers such that 7ðk  iÞ40:
(a) Case 17: For hAfhk; hkg and h0Afhi; hig;
dimfMðz; hÞshh0 ggþ ¼ 1:
(b) Case 27: For h ¼ hk and h0 ¼ hi;
dimfMðz; hÞshh0 ggþ ¼ 1:
(c) Case 37: For h ¼ hk and h0 ¼ hi;
dimfMðz; hÞshh0 ggþ ¼
1 ði ¼ 0Þ3ðk ¼ 0Þ;
2 otherwise:

We classify homomorphisms between Verma modules. We ﬁrst give a preliminary
lemma on singular vectors.
Lemma 46 (Case 37). Suppose that iAZ40 and jAZX0 such that 7ð j  iÞ40: Let
ðPjG0 þ QjÞ:ð1#1%0z;hiÞAfMðz; hiÞ
%0
hjhig
gþ
be non-zero singular vector such that
Pj ¼ cPj G1
2
I1
2
	 
2ðhjhiÞ1
þ?; Qj ¼ cQj I1
2
	 
2ðhjhiÞ
þ?:
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(1) Let k be a positive integer such that7ðk  jÞ40: If the above coefficients cPj and
cQj satisfy

ﬃﬃﬃﬃﬃﬃ1p
2
cPj þ cQj ¼ 0 ðresp: cQj ¼ 0Þ;
then any singular vector
ðPkG0 þ QkÞ:ð1#1%0z;hiÞAfMðz; hiÞ
%0
hkhig
gþ-UðgÞðPjG0 þ QjÞ:ð1#1%0z;hiÞ
with the expansion
Pk ¼ cPk G12 I12
	 
2ðhkhiÞ1
þ?; Qk ¼ cQk I12
	 
2ðhkhiÞ
þ?
satisfies

ﬃﬃﬃﬃﬃﬃ1p
2
cPk þ cQk ¼ 0 ðresp: cQk ¼ 0Þ:
(2) ðCase 3Þ A singular vector
ðP0G0 þ Q0Þ:ð1#1%0z;hiÞAfMðz; hiÞ
%0
h0hig
gþ\f0g
satisfies

ﬃﬃﬃﬃﬃﬃ1p
2
cP0 þ cQ0 ¼ 0:
Proof. We show the ﬁrst statement. By Theorem 45, there exists
ðXkG0 þ YkÞ:ð1#1%0z;hj ÞAfMðz; hjÞ
%0
hkhjg
gþ\f0g
which is expanded as
XkG0:ð1#1%0z;hj Þ ¼ cXk G1
2
I1
2
	 
2ðhkhjÞ1
G0:ð1#1%0z;hj Þ þ?;
Yk:ð1#1%0z;hj Þ ¼ cYk I1
2
	 
2ðhkhjÞ
:ð1#1%0z;hj Þ þ?
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with respect to B
%0
hkhj ; and satisﬁes
ðXkG0 þ YkÞðPjG0 þ QjÞ:ð1#1%0z;hiÞ ¼ ðPkG0 þ QkÞ:ð1#1
%0
z;hi
Þ: ð23Þ
By comparing the coefﬁcients of the both sides of (23), we obtain
cPk ¼ 
ﬃﬃﬃﬃﬃﬃ1p
2
cXk cPj þ cXk cQj þ cYk cPj ; cQk ¼ cYk cQj : ð24Þ
Since ðcXk ; cYkÞað0; 0Þ and ðcPj ; cQj Það0; 0Þ; we have

ﬃﬃﬃﬃﬃﬃ1p
2
cPj þ cQj ¼ 0 ðresp: cQj ¼ 0Þ
) 
ﬃﬃﬃﬃﬃﬃ1p
2
cPk þ cQk ¼ 0 ðresp: cQk ¼ 0Þ:
Next, we show the second statement. To do it, we ﬁrst show that
G0ðP0G0 þ Q0Þ:ð1#1%0z;hiÞ ¼ 0: ð25Þ
We assume that G0ðP0G0 þ Q0Þ:ð1#1%0z;hiÞa0: Since hi  124 za0; by the assumption
we have
G0ðP0G0 þ Q0ÞG0:ð1#1%0z;hiÞAfMðz; hiÞ
%0
h0hig
gþ \f0g:
The last singular vector is G0-invariant. Hence
G0ðP0G0 þ Q0ÞG0:ð1#1%0z;hiÞ ðP0G0 þ Q0Þ:ð1#1
%0
z;hi
Þ:
This contradicts to Theorem 45. Hence (25) holds.
Expanding the left-hand side of (25) with respect to B
%0
h0hi ; we have

ﬃﬃﬃﬃﬃﬃ1p
2
cP0 þ cQ0
 !
I1
2
	 
2ðh0hiÞ
G0:ð1#1%0z;hiÞ þ? ¼ 0:
Thus, we have arrived at the conclusion. &
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Pictorially, the singular vectors of Verma modules in Case 37 are described as
follows:
These diagrams describe singular vectors of Mðz; hiÞ: The arrow h-h0 means a
singular vector with L0-weight h
0 is generated from that with L0-weight h: cQ and

ﬃﬃﬃﬃ1p
2
cP þ cQ signify the above singular vectors satisfy cQ ¼ 0 and 
ﬃﬃﬃﬃ1p
2
cP þ cQ ¼ 0:
As a consequence of Proposition 27, Theorem 45 and Lemma 46, we can describe
all homomorphisms between Verma modules as follows:
Theorem 47. Let h; h0AC such that hah0:
(1) Let f : Mðz; h0Þ-Mðz; hÞ be a non-trivial Z2-graded g-homomorphism. Assume
that ha 1
24
z:
(a) If h and h0 do not belong to Case 37; then f is a monomorphism.
(b) Suppose h ¼ hi and h0 ¼ hj for some i; jAZX0 satisfying 7ð j  iÞ40 belong
to Case 37:
(i) If c
P
ðiÞ
j
and c
Q
ðiÞ
j
satisfy both 
ﬃﬃﬃﬃ1p
2
c
P
ðiÞ
j
þ c
Q
ðiÞ
j
a0 and c
Q
ðiÞ
j
a0; then f is a
monomorphism.
(ii) Otherwise, the next figures explain all possible non-injective morphisms:
For Case 3þ;
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and for Case 3;
where we denote the non-injective homomorphisms by the arrow *:
(2) For h ¼ 1
24
z; we have the following:
(a) For h0 ¼ hj with jAZ40; let f : Mðz; h0Þ-Mðz; hÞ be a non-trivial (Z2-
graded) g-homomorphism. Then, we have the next figure:
Finally, we write down non-trivial submodules of Verma modules. The result is as
follows:
Theorem 48. The proper submodules of the Verma module Mðz; hÞ are given as
follows:
(1) Class V : Mðz; hÞ has no proper submodule.
(2) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for mAC\Q and aAZ40; bA1þ
2ZX0: The unique proper submodule of Mðz; hÞ is
M z; h þ 1
2
ab
 
:
(3) Class R7: Suppose that z ¼ zð7p
q
Þ for p; qAZ40 such that ð p; qÞ ¼ 1: We fix
ðr; sÞAK7p;q and define fhig as in (21).
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(a) Case 17: iAZ (Case 1þ), iAZ\f0g (Case 1) and jAZX0 such that 7ð j 
jijÞ40: The proper submodules of Mðz; hiÞ are
Mðz; h7jÞ; Mðz; hjÞ þ Mðz; hjÞ:
(b) Case 27: iAZX0 (Case 2þ), iAZ40 (Case 2) and jAZX0 such that 7ð j 
iÞ40: The proper submodules of Mðz; hiÞ are
Mðz; hjÞ:
(c) Case 37: Let W
ð jÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
(resp. W
ðkÞ
cQ ) be the submodule of Mðz; hiÞ
generated by an even singular vector of the form
ðPG0 þ QÞ:ð1#1%0z;hiÞ
such that
P ¼ cPG1
2
I1
2
	 
2ðhjhiÞ1
þ?; Q ¼ cQ I1
2
	 
2ðhjhiÞ
þ?;
with 
ﬃﬃﬃﬃ1p
2
cP þ cQ ¼ 0 (resp. cQ ¼ 0), and let W ð0;tÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
ðtAZ2Þ be the
submodule of Mðz; hiÞ generated by a singular vector of the form
ðPG0 þ QÞGd0 :ð1#1tz;hiÞ
such that
P ¼ cPG1
2
I1
2
	 
2ðh0hiÞ1
þ?; Q ¼ cQ I1
2
	 
2ðh0hiÞ
þ?;
with 
ﬃﬃﬃﬃ1p
2
cP þ cQ ¼ 0:
(i) i ¼ 0 (Case 3þ only) and jAZX0: A proper submodule of Mðz; h0Þ is
isomorphic to one of the following
Mðz; hjÞ=W ð jþ1ÞcQ :
(ii) iAZ40 and j; kAZX0 such that 7ð j  iÞ40 and 7ðk  iÞ40: The
proper submodules of Mðz; hiÞ are
W
ð jÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
; W ðkÞcQ ; W
ð jÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
"W ðkÞcQ ;
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in addition, for Case 3;
W
ð0;tÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
; W
ð0;tÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
"W ðkÞcQ :
eMðz; h0Þ; eMðz; h0Þ"W ðkÞcQ ;
Note that W
ð0;tÞ

ﬃﬃﬃﬃ1p
2
cPþcQ
CMðz; h0; tÞ:
Remark 49. Combining Lemma 3 with Theorem 48, one can classify submodules of
the quasi-Verma module eMðz; hÞ: We will use this classiﬁcation in the proof of the
structure theorem of Jantzen ﬁltration of Fock modules.
4.8. Bernstein–Gel’fand–Gel’fand type resolution
As an application of Theorem 44, we can construct Bernstein–Gel’fand–Gel’fand
(BGG for short) type resolutions, i.e., resolutions of irreducible represen-
tations by Verma modules. Similarly to the previous subsections, we identify Verma
modules with the image of embedding maps in Proposition 43.
Theorem 50. There exist the following exact sequences:
(1) Class V :
0-Mðz; hÞ-Lðz; hÞ-0:
(2) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for mAC\Q and aAZ40; bA1þ
2ZX0: Then
0-M z; h þ 1
2
ab
 
-Mðz; hÞ-Lðz; hÞ-0:
(3) Class Rþ: Suppose that z ¼ zðp
q
Þ for p; qAZ40 such that ð p; qÞ ¼ 1: We fix
ðr; sÞAKþp;q and define fhig as in (21). Then
(a) Case 1þ: For iAZ;
?-Mðz; hjijþkÞ"Mðz; hjijkÞ-?
-Mðz; hjijþ1Þ"Mðz; hjij1Þ-Mðz; hiÞ-Lðz; hiÞ-0:
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(b) Case 2þ: For iAZX0;
0-Mðz; hiþ1Þ-Mðz; hiÞ-Lðz; hiÞ-0:
(c) Case 3þ: For iAZX0;
?-Mðz; hiþkÞ"2-?
-Mðz; hiþ1Þ"2- eMðz; hiÞ-eLðz; hiÞ-0;
where we set
eLðz; hiÞ :¼ Lðz; hiÞ ðia0Þ;
Lðz; h0; %0Þ"Lðz; h0; %1Þ ði ¼ 0Þ:

(4) Class R: Suppose that z ¼ zðp
q
Þ for p; qAZ40 such that ðp; qÞ ¼ 1: We fix
ðr; sÞAKp;q and define fhig as in (21). Then
(a) Case 1: For iAZ\f0g;
0-Mðz; h0Þ-Mðz; h1Þ"Mðz; h1Þ-?
-Mðz; hjij1Þ"Mðz; hjijþ1Þ-Mðz; hiÞ-Lðz; hiÞ-0:
(b) Case 2: For iAZ40;
0-Mðz; hi1Þ-Mðz; hiÞ-Lðz; hiÞ-0:
(c) Case 3: For iAZ40;
0- eMðz; h0Þ-Mðz; h1Þ"2-?
-Mðz; hi1Þ"2-Mðz; hiÞ-Lðz; hiÞ-0:
In particular, in Case 3þ and i ¼ 0; there exists a special type of resolution, which we
will state below. In this case, using Lemma 46, we construct the resolution. For
i ¼ 1; 2; let
iðiÞðh0; hÞ : Mðz; h0Þ-Mðz; hÞ
be a non-trivial homomorphism which satisﬁes
iðiÞðh0; hÞð1#1%0z;h0 Þ ¼ ðX ðiÞG0 þ Y ðiÞÞ:ð1#1%0z;hÞ
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such that X ðiÞ; Y ðiÞAUðgÞ are expanded as
X ðiÞ ¼ cðiÞX G1
2
ðI1
2
Þ2ðh0hÞ1 þ?; Y ðiÞ ¼ cðiÞY ðI1
2
Þ2ðh0hÞ þ?;
and c
ðiÞ
X and c
ðiÞ
Y satisfy

ﬃﬃﬃﬃﬃﬃ1p
2
c
ð1Þ
X þ cð1ÞY ¼ 0; cð2ÞY ¼ 0:
Theorem 51. Case 3þ i ¼ 0
"!dkþ1 Mðz; hkÞ!dk ?
!d2 Mðz; h1Þ!d1 Mðz; h0Þ-Lðz; h0Þ-0;
where the boundary maps are explicitly given as
dk :¼ i
ð1Þðhk; hk1Þ ðk41Þ4k  1ð2Þ;
ið2Þðhk; hk1Þ ðk41Þ4k  0ð2Þ:
(
4.9. Characters
Using the BGG type resolutions, one can compute formal characters of irreducible
representations. In particular, in Cases 1þ; 3þ; the normalized character (deﬁned
below) of Lðz; h0Þ can be expressed by using some modular functions. Here, we list
the normalized characters of irreducible highest weight representations.
First, we deﬁne normalized character. Let M be an object of the category O:
We suppose that the center c acts on M as zidM : M has the weight space
decomposition
M ¼ M
hAC
Mh; Mh :¼ fvAMjL0:v ¼ hvg:
We set H :¼ x þ ﬃﬃﬃﬃﬃﬃ1p yjx; yAR; y40 :
Deﬁnition 52. The normalized character wMðtÞ ðtAHÞ of M is deﬁned as follows:
wMðtÞ :¼ trMqL0
1
24
c ¼
X
hAC
dimMhq
h 1
24
z;
where q :¼ e2pit:
ARTICLE IN PRESS
K. Iohara, Y. Koga / Journal of Functional Analysis 214 (2004) 450–518498
Next we recall some modular functions. Let ZðtÞ be the Dedekind Z-function
deﬁned by
ZðtÞ :¼ q 124
YN
n¼1
ð1 qnÞ:
For mA1
2
Z40 and nAZ=mZ;
Yn;mðtÞ :¼
X
kAZþ n
2m
e2pimk
2t
is the classical theta function. Using these modular functions, we describe
normalized characters of irreducible representations.
We notice that if we set
jðtÞ :¼ 2 ZðtÞ
Zðt
2
Þ2;
then the character wMðz;hÞ of the Verma module Mðz; hÞ is as follows:
Lemma 53.
wMðz;hÞ ¼ 2dh;
1
24
zqh
1
24
zjðtÞ:
We denote the maximal integer not exceeding xAR by Jxn: As an immediate
consequence of the BGG-type resolutions, we have
Theorem 54. For each case, the normalized character is given as follows:
(1) Class V :
wLðz;hÞðtÞ ¼ 2dh;
1
24
zqh
1
24
zjðtÞ:
(2) Class I : Suppose that ðz; hÞ ¼ ðzðmÞ; ha;bðmÞÞ for some mAC\Q and aAZ40;
bA1þ 2ZX0: (In this case ha 124 z:) Then,
wLðz; hÞðtÞ ¼ q
m
16
ð2
m
abÞ2  qm16 ð2m aþbÞ2
	 

jðtÞ:
(3) Class Rþ: Suppose that z ¼ z p
q
 
for p; qAZ40 such that ðp; qÞ ¼ 1: We fix
ðr; sÞAKþp;q and define fhig as in (21). Then,
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(a) Case 1þ: For iAZ;
wLðz;hiÞðtÞ ¼ ð1Þi Y2rqsp;2pq
t
2
 
Y2rqþsp;2pq t
2
 
 riðtÞ
h i
jðtÞ;
where we set
riðtÞ ¼
X
kAZ
jkjpjij;
kai
ð1Þkq
1
16pq
f4Jk
2
npqþ2rqð1Þkspg2
:
(b) Case 2þ: For iAZX0;
wLðz;hiÞðtÞ
¼ q
1
16pq
fð4J i
2
nþ2Þpqð1Þispg2  q
1
16pq
fð4Jiþ1
2
nþ2Þpqþð1Þi spg2
0 1
jðtÞ:
(c) Case 3þ: For iAZX0;
wLðz;hiÞðtÞ ¼ ð1Þi2di;0 Y0;2pq
t
2
 
Y2pq;2pq t
2
 
 riðtÞ
h i
jðtÞ;
where we set
riðtÞ ¼
X
kAZ
jkjpjij;
kai
ð1Þkq14 pqk2 :
(4) Class R: Suppose that z ¼ z p
q
	 

for p; qAZ40 such that ðp; qÞ ¼ 1: We fix
ðr; sÞAKp;q and define fhig as in (21). Then
(a) Case 1: For iAZ\f0g;
wLðz;hiÞðtÞ ¼
X
kAZ
jkjpjij;
kai
ð1Þkiq
1
16pq
f4Jk
2
npqþ2rqþð1Þksqg2
266664
377775jðtÞ:
(b) Case 2: For iAZ40;
wLðz;hiÞðtÞ
¼ q
1
16pq
fð4J i
2
nþ2Þpqþð1Þispg2  q
1
16pq
fð4Jiþ1
2
nþ2Þpqð1Þi spg2
0 1
jðtÞ:
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(c) Case 3: For iAZ40;
wLðz;hiÞðtÞ ¼
X
kAZ
jkjpjij;
kai
ð1Þkiq14 pqk2
266664
377775 jðtÞ:
5. Fock modules
The main result of this section is the structure theorem of Fock modules. Similarly
to the previous section, we ﬁrst state structure theorem of Jantzen ﬁltration of Fock
modules. This structure theorem reveals the structures of submodules and
(co)singular vectors of Fock modules.
5.1. Preliminaries
To study structures of Fock modules, we need the data of multiplicities
½Mðz; hÞ : Lðz; h0Þ

of Verma modules Mðz; hÞ; and extensions
Ext1CðLðz; hÞ; Lðz; h0ÞÞ
for ðz; hÞ; ðz; h0Þ belonging to Class Rþ: Since, one can directly compute
them by using the BGG-type resolutions (Theorem 50), here we only list them
without proof.
First, we give the multiplicities of Verma modules. For an object V of the category
O; let ½V 
 be the corresponding element of the Grothendieck group of O: Since it is
well-known that
½Mðz; hÞ
 ¼
X
h0AC
½Mðz; hÞ : Lðz; h0Þ
½Lðz; h0Þ
;
we give the table of ½Mðz; hÞ
:
Lemma 55. Suppose that ðz; hÞ ¼ z p
q
 
; hi
 
belongs to Class Rþ: Then the following
hold:
(1) Case 1þ: iAZX0;
½Mðz; hiÞ
 ¼ ½Lðz; hiÞ
 þ
X
kAZ
jkj4jij
½Lðz; hkÞ
:
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(2) Case 2þ: iAZX0;
½Mðz; hiÞ
 ¼
X
kXi
½Lðz; hkÞ
:
(3) Case 3þ: iAZX0;
½Mðz; hiÞ
 ¼ ½Lðz; hiÞ
 þ 21di;0
X
kXi
½Lðz; hkÞ
:
Next, we list extensions of irreducible representations for Class Rþ: By using
Proposition 9 and Lemma 10, we obtain the following lemma (cf. [5]):
Lemma 56. Suppose that z ¼ z p
q
 
; and ðz; hmÞ and ðz; hnÞ belong to Class Rþ: Then,
we have
(1) Case 1þ: m; nAZ;
dim Ext1C ðLðz; hmÞ; Lðz; hnÞÞ ¼
1 if jmj ¼ jnj71;
0 otherwise:

(2) Case 2þ: m; nAZX0;
dim Ext1C ðLðz; hmÞ; Lðz; hnÞÞ ¼
1 if m ¼ n71;
0 otherwise:

(3) Case 3þ: m; nAZX0;
dim Ext1C ðLðz; hmÞ; Lðz; hnÞÞ ¼
2 if m ¼ n714mna0;
1 if m ¼ n714mn ¼ 0;
0 otherwise:
8><>:
5.2. Classification of highest weights
To describe structures of Fock modules, we carry out the classiﬁcation of pairs
ðl; ZÞAC2 of Fock modules FZl:
We set
zl :¼ 3ð1 4l2Þ; hZl :¼ 12 ZðZ 2lÞ þ 18: ð26Þ
Remark 57. If m ¼ 1
2l2
; then zðmÞ ¼ zl and ha;bðmÞ ¼ hl7ðal
1
4
bl1Þ
l :
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Let us ﬁrst introduce the classiﬁcation of fðl; ZÞg corresponding to Classes V ; I
and R7:
Deﬁnition 58. We say that ðl; ZÞAC2 belongs to Classes V ; I and R7; if ðzl; hZlÞ
belongs to Classes V ; I and R7; respectively.
In the sequel, we study each class separately. Let c7l;Z be the lines in the ða; bÞ-plane
deﬁned by
c7l;Z : ðZ lÞ7 al 14 bl1
  ¼ 0:
Then, the lattice points of cþl;Z and c

l;Z correspond to the zeros of det ðGl;ZÞsm and
det ðLl;ZÞsm; respectively. Hence, we have[
tAf7g
ctl;Z-fZ40  ð1þ 2ZX0Þg ¼ eDðzl; hZlÞ:
Class V : In this case, we have nothing to do. Indeed, the Verma module Mðzl; hZlÞ
and its contragradient dual are irreducible, and hence the homomorphisms Gl;Z and
Ll;Z are isomorphisms. Thus, we have
Mðzl; hZlÞCFZlCMðzl; hZlÞc:
Note that if l ¼ 0; then ðl; ZÞ automatically belongs to Class V :
Class I : By Remark 57, we see that ðl; ZÞ belongs to Class I if and only if
l2eQ; Z ¼ l7ðal 1
4
bl1Þ
for some aAZ40; bA1þ 2ZX0: Moreover, Theorem 22 implies that
Mðzl; hZlÞCFZl if Z ¼ lþ al 14 bl1
 
;
F
Z
lCMðzl; hZlÞc if Z ¼ l al 14 bl1
 
:
Class R7: Remark 57 says that if ðl; ZÞ belongs to Class R7; then
lA
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
7
q
2p
r
;
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
7
q
2p
r 
;
where we ﬁx arg
ﬃﬃﬃﬃﬃﬃﬃﬃ
7 q
2p
q 
as 0parg
ﬃﬃﬃﬃﬃﬃﬃﬃ
7 q
2p
q 
op:
For ðl; ZÞ in Class R; one can easily see that
cþl;Z-fZ40  ð1þ 2ZX0Þg ¼ |3cl;Z-fZ40  ð1þ 2ZX0Þg ¼ |:
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This means that
F
Z
lCMðzl; hZlÞ or FZlCMðzl; hZlÞc:
Hence, we only have to consider Class Rþ: From now on, we suppose that
l ¼
ﬃﬃﬃﬃﬃ
q
2p
r
ðp; qAZ40; s:t: ðp; qÞ ¼ 1Þ:
To classify ðl; ZÞ in Class Rþ; we introduce subcases which correspond to Cases 1þ;
2þ and 3þ; respectively. We set
Kp;q :¼ fðr; sÞAZ ð1þ 2ZÞj0prpp; 0oso2qg;
and for each ðr; sÞAKp;q; we deﬁne fZðr; s; iÞjiAZg as
Zðr; s; iÞ :¼
Zipþr;s
q
2p
 
ði  0 mod 2Þ;
Zði1Þpþr;s
q
2p
 
ði  1 mod 2Þ;
8><>:
where
Za;bðlÞ :¼ lþ rl 14 sl1
 
:
Then, one can directly show that
Lemma 59. The set f7ðl; Zðr; s; iÞÞjðr; sÞAKp;q; iAZg exhausts the pairs ðl; ZÞ which
belong to Class Rþ:
Remark 60. Let c : C2-C2 be the map which sends ðl; ZÞ/ðzl; hZlÞ: Then we
have
c1ððzl; hZlÞÞ ¼ f7ðl; ZÞ;7ðl; 2l ZÞg:
Note that ðl; ZÞ2 ðl; ZÞ corresponds to the isomorphism FZlCFZl in Proposi-
tion 6, and ðl; ZÞ2ðl; 2l ZÞ corresponds to ðFZlÞcCF2lZl : Moreover, the second
isomorphism is related to the automorphism of Kp;q deﬁned by ðr; sÞ/ðp  r; 2q 
sÞ: Indeed, we have
Zðp  r; 2q  s;iÞ ¼ 2l Zðr; s; iÞ ðiAZÞ; ð27Þ
and thus
ðFZðr;s;iÞl ÞcCFZðpr;2qs;iÞl :
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Since F
Z
lCF
Z
l; it is enough to consider
fðl; Zðr; s; iÞÞjðr; sÞAKp;q; iAZg:
We divide Kp;q into the following subcases:
Case Iþ 0orop; 0oso2q
ðr; sÞa 1
2
p; q
 
Case IIþ r ¼ 03r ¼ p; 0oso2q
Case IIIþ ðr; sÞ ¼ 1
2
p; q
 
Further, we describe the degeneration of these weights. Indeed, in Case IIþ we
have
Zð0; s; iÞ ¼ Zðp; 2q  s; i  1Þ ðiAZÞ:
Hence, we may choose the range of the index i as follows:
Case Iþ IIþ IIIþ
Range Z 2Z Z
To describe the structure theorem, we use the notation
hðr; s; iÞ :¼ hZðr;s;iÞl :
Here, we remark relation between hi deﬁned in (21) and hðr; s; iÞ: Let p : Kp;q-Kþp;q
be the map given by
fpððr; sÞÞg ¼ fðr; sÞ; ðp  r; 2q  sÞg-Kþp;q:
Then, we have
Case ðr; sÞAKp;q hðr; s; iÞ pððr; sÞÞ
Iþ 2qr  ps40 hi ðr; sÞ
2qr  pso0 hi ðp  r; 2q  sÞ
IIþ r  0ðpÞ h
ið1r
p
ÞiX1 rp
hir
p
io1 r
p
ðp; 2q  sÞ r ¼ 0
ðp; sÞ r ¼ p
IIIþ p
2
; q
 
hi iX0
hiip0
p
2
; q
 
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5.3. The Jantzen filtration of Fock modules and character sum
We introduce the Jantzen ﬁltration associated with the homomorphisms Gl;Z and
Ll;Z: LetfM; F andfMc be trivial vector bundles over C2; whose ﬁbers at ðl; ZÞAC2 areeMðzl; hZlÞ; FZl and eMðzl; hZlÞc; respectively. Let G : *M-F and L : F-fMc be the
morphisms of vector bundles such that
restriction of G to ðl; ZÞ ¼ Gl;Z : eMðzl; hZlÞ-FZl;
restriction of L to ðl; ZÞ ¼ Ll;Z : FZl- eMðzl; hZlÞc:
Further, we set eS :¼ L3G:
We ﬁx P :¼ ðl0; Z0ÞAC2 and set z0 :¼ zl0 and h0 :¼ hZ0l0 : We also take the line CP
through the point P as
CP :¼ fðl; ZÞAC2jl Z ðl0  Z0Þ ¼ 0g:
We introduce the Jantzen ﬁltrations associated with the quintuples
ðfM;fMc; eS; CP; PÞ; ðfM; F;G; CP; PÞ and ðF;fMc;L; CP; PÞ and denote them as follows:
f eMðz0; h0ÞðnÞg (resp. f eMðz0; h0ÞcðnÞg): the Jantzen ﬁltration (resp. co-ﬁltration)
associated with ðfM;fMc; eS; CP; PÞ:
f eMðz0; h0Þðn
g (resp. fFZlðn
g): the Jantzen ﬁltration (resp. co-ﬁltration)
associated with ðfM; F;G; CP; PÞ:
fFZl½nÞg (resp. f eMðz0; h0Þc½nÞg): the Jantzen ﬁltration (resp. co-ﬁltration)
associated with ðF;fMc;L; CP; PÞ:
Moreover, let
eSðnÞz0;h0 : eMðz0; h0ÞðnÞ- eMðz0; h0ÞcðnÞ;
Gðn
l0;Z0 :
eMðz0; h0Þðn
-FZ0l0ðn
;
L
l0;Z0
½nÞ : F
Z0
l0
½nÞ- eMðz0; h0Þc½nÞ
be the nth derivatives of eSz;h; Gl;Z and Ll;Z; and let
PrðnÞ : eMðz0; h0Þc7 eMðz0; h0ÞcðnÞ;
Prðn
 : FZ0l07F
Z0
l0
ðn
;
Pr½nÞ : eMðz0; h0Þc7 eMðz0; h0Þc½nÞ
be the canonical projections.
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For mA1
2
Z40; sAZ2; we denote the vector subbundle of fM such that fMjðl;ZÞ ¼
Mðzl; hZlÞsm at any point ðl; ZÞAC2 by fMsm: For the sheaf fMsm of sections of fMsm; we
similarly deﬁne the restriction
ðfMsmÞCP;P: ð28Þ
Now, we state the following lemma due to Feigin and Fuchs [2] (see also [5]).
Lemma 61. For k; lAZX0; we suppose that there exists
wAf eMðz0; h0Þðk þ lÞ\ eMðz0; h0Þðk þ l þ 1Þg
-f eMðz0; h0Þðk
\ eMðz0; h0Þðk þ 1
g:
Then, there exist wfAFZ0l0 ½lÞ\F
Z0
l0
½l þ 1Þ and wcA eMðz0; h0Þc\f0g such that
Prðk
ðwf Þ ¼ Gðk
l0;Z0ðwÞ;
PrðkþlÞðwcÞ ¼ eSðkþlÞz0;h0 ðwÞ4Pr½lÞðwcÞ ¼ Ll0;Z0½lÞ ðwf Þ:
Next, we list character sums X
lAZ40
ch eMðzl; hðr; s; iÞÞðl

for Class Rþ: The following lemma is a consequence of Theorem 22.
Lemma 62. Suppose that ðl; ZÞ ¼
ﬃﬃﬃﬃ
q
2p
q
; Zðr; s; iÞ
 
belongs to Class Rþ: Then we
have
(1) Cases Iþ and IIIþ:X
lAZ40
ch eMðzl; hðr; s; iÞÞðl
 ¼ X
kAZ40
ch eMðzl; hðr; s;ðjij þ 2k  1ÞÞÞ;
(2) Case IIþ:
X
lAZ40
ch eMðzl; hðr; s; iÞÞðl
 ¼ X
kAZ40
ch eM zl; h r; s; i þ r
p
 þ 2k  rp
	 
	 
	 
	 

:
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5.4. Structures of the Jantzen filtrations
In this subsection we determine the structures of the Jantzen ﬁltrations
fMðzl; hZlÞðk
g and fMðzl; hZlÞc½kÞg: For the reason stated in the previous section,
we give the structure theorem only for Class Rþ:
Theorem 63. Suppose that ðl; ZÞ belongs to Class Rþ; i.e., l ¼
ﬃﬃﬃﬃ
q
2p
q
for p; qAZ40 such
that ðp; qÞ ¼ 1 and Z ¼ Zðr; s; iÞ for ðr; sÞAKp;q and iAZ (iA2Z in Case IIþ). Then, the
following hold:
(1) Cases Iþ and IIIþ: For lAZ40;eMðzl; hðr; s; iÞÞðl
C eMðzl; hðr; s;ðjij þ 2l  1ÞÞÞ;
(2) Cases IIþ: For lAZ40;
(a) i403½i ¼ 04r ¼ p

eMðzl; hðr; s; iÞÞðl
C eMðzl; hðr; s; i þ 2lÞÞ;
(b) io03½i ¼ 04r ¼ 0

eMðzl; hðr; s; iÞÞðl
C eM zl; h r; s;i þ 2 l  r
p
	 
	 
	 

:
Proof. For nA1
2
Z40 and sAZ2; we set
Mðz; hÞðl
n :¼ fvAMðz; hÞðl
jL0:v ¼ ðh þ nÞvg;
Mðz; hÞðl
sn :¼ Mðz; hÞðl
n-Mðz; hÞðl
s:
We ﬁrst show the theorem in Case Iþ by induction on l: Suppose that l ¼ 1: By
Lemma 62, we have
eMðzl; hðr; s; iÞÞð1
m ¼ f0g ð8mohðr; s;ðjij þ 1ÞÞ  hðr; s; iÞÞ;eMðzl; hðr; s; iÞÞð1
hðr;s;ðjijþ1ÞÞhðr;s;iÞaf0g:
Hence, we have
f eMðzl; hðr; s; iÞÞð1
hðr;s;ðjijþ1ÞÞhðr;s;iÞggþaf0g:
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On the other hand, Lemma 62 implies that
½ eMðzl; hðr; s; iÞÞð1
 : Lðzl; hðr; s; jij þ 1ÞÞ
 ¼ 0;
and thus
f eMðzl; hðr; s; iÞÞð1
hðr;s;jijþ1Þhðr;s;iÞggþ ¼ f0g:
By Theorem 48 and Remark 49, we have the assertion for l ¼ 1:
Next, we assume that the assertion holds up to l  1: Then we haveX
kXl
ch eMðzl; hðr; s; iÞÞðk
 ¼X
kXl
ch eMðzl; hðr; s;ðjij þ 2k  1ÞÞÞ:
Hence, an argument similar to above shows that the assertion holds for l:
One can show the theorem in Case IIþ in the same way as in Case Iþ:
Next, we prove the theorem in Case IIIþ: We also use induction on l: Recall that
hjij ¼ h p2; q; i
 
in this case. Suppose that l ¼ 1: By Lemma 62,
eMðzl; hjijÞð1
m ¼ f0g ð8mohjijþ1  hjijÞ; ð29Þ
dim eMðzl; hjijÞð1
shjijþ1hjij ¼ 1 ðsAZ2Þ: ð30Þ
Hence, there exists
vAKer G
l;Z
p
2
;q;i
 - eMðzl; hjijÞð1
%0hjijþ1hjij\f0g:
By Proposition 27 and Remark 49, to prove the assertion for l ¼ 1; it is enough to
show the following facts:
(1) i ¼ 0: For any tAZ2;
veM zl; 124zl; t
 
;
where we identify eM zl; 124zl  with M zl; 124zl; %0 "M zl; 124zl; %1 :
(2) ia0: Suppose that v ¼ ðXG0 þ YÞ:ð1#1%0zl;hjij Þ for X ; YAUðgÞ which are
expanded as
X ¼ cX G1
2
I1
2
	 
2ðhjijþ1hjijÞ1
þ?
and
Y ¼ cY I1
2
	 
2ðhjijþ1hjijÞ
þ?:
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Then

ﬃﬃﬃﬃﬃﬃ1p
2
cX þ cYa04cYa0:
For simplicity, we set
Zi :¼ Z
p
2
; q; i
 
ðiAZÞ:
First, let us consider the case where i ¼ 0: Let us assume that
vAMðzl; h0; %0Þ;
and lead to contradiction. (The proof of the case vAMðzl; h0; %1Þ is similar.) By
assumption, there exists XAUðgÞ
%0
h1h0 such that v ¼ X :ð1#1
%0
zl;h0
Þ: Since
vAKer Gl;Z0 ; we have
X :ðð1#1Z0Þ#ð1#1ÞÞ ¼ 0:
In other words,
XA
Left ideal of an appropriate completion of UðH"DÞ
generated by Hþ;Dþ and a0  Z0
 
:
Hence, we have
G0X :ð1#1%1zl;h0ÞAKerGl;Z0 ;
since
Gl;Z0ðð1#1
%1
zl;h0
ÞÞpð1#1Z0Þ#ðj0#1Þ:
On the other hand, by the proof of Lemma 26
G0X :ð1#1%1zl;h0Þa0:
Since X :ð1#1%0zl;h0ÞAMðz; h; %0Þ and G0X :ð1#1
%1
zl;h0
ÞAMðz; h; %1Þ; we have
X :ð1#1%0zl;h0Þ G0X :ð1#1
%1
zl;h0
Þ:
This contradicts to the character sum formulae in Lemma 62. We have proved the
above fact for i ¼ 0:
Next, let us consider the case where i40: Since vAKer Gl;Zi ; we see that
ðl ZiÞXj0 þ Y
A
Left ideal of an appropriate completion of UðH"DÞ
generated by Hþ;Dþ and a0  Zi
 
:
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Then, we have
G0ðXG0 þ YÞG0ð1#1%0zl;hjij ÞAKer Gl;Zi \f0g:
Hence, by (30)
G0ðXG0 þ YÞG0ð1#1%0zl;hjij ÞpðXG0 þ YÞð1#1
%0
zl;hjij Þ:
This implies
hjij  124 zl
 
c2X þ 4
ﬃﬃﬃﬃﬃﬃ
1
p
hjij  124 zl
 
cX cY þ 4ðhjijþ1  hjijÞc2Y ¼ 0:
Hence we have

ﬃﬃﬃﬃﬃﬃ1p
2
cX þ cYa04cYa0;
and we have proved the assertions of the theorem (Case IIIþ) for l ¼ 1:
Finally, we assume that the assertion holds up to l  1 and show it for l: By
assumption and Lemma 62, we haveX
kXl
ch eMðzl; hjijÞðk
 ¼X
kXl
ch eMðzl; hjijþ2k1Þ;
and thus
dim f eMðzl; hjijþ2l1Þ%0hjijþ2l1hjij ggþ ¼ 1:
Suppose that
vAf eMðzl; hjijþ2l1Þ%0hjijþ2l1hjij ggþ \f0g:
Here, we notice that there exists a section uAðfM%0hjijþ2l1hjij ÞCP;Pðl
 such that v ¼ uðPÞ;
where the deﬁnition of ðfM%0hjijþ2l1hjij ÞCP;P is given as (28). By using u; one can similarly
prove that
(1) i ¼ 0:
veM zl; 124 zl; t
 
;
(2) ia0: v ¼ ðXG0 þ YÞ:ð1#1%0zl;hjij Þ for some X ; YAUðgÞ such that
X ¼ cX G1
2
I1
2
	 
2ðhjijþ1hjijÞ1
þ?; Y ¼ cY I1
2
	 
2ðhjijþ1hjijÞ
þ?
with 
ﬃﬃﬃﬃ1p
2
cX þ cYa04cYa0:
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By Theorems 47 and 48, we obtaineMðzl; hjijÞðl
C eMðzl; hjijþ2l1Þ:
Therefore, we have completed the proof of the theorem. &
For the Jantzen co-ﬁltration f eMðzl; hðr; s; iÞÞc½lÞjlAZ40g; by Proposition 13, we have
Corollary 64. Under the conditions of Theorem 63, we have
(1) Cases Iþ and IIIþ: For lAZ40;
eMðzl; hðr; s; iÞÞc½lÞC eMðzl; hðr; s; jij þ 2l  1ÞÞc;
(2) Case IIþ: For lAZ40;
(a) i403½i ¼ 04r ¼ p

eMðzl; hðr; s; iÞÞc½lÞC eM zl; h r; s;i  2l þ 2 l  r
p
	 
	 
	 
c
;
(b) io03½i ¼ 04r ¼ 0

eMðzl; hðr; s; iÞÞðl
C eMðzl; hðr; s; i  2lÞÞc:
5.5. Structure theorem for Fock modules
As an application of Theorem 63, we describe g-module structure of Fock
modules.
Classes V ; I and R: We have already obtained the following structure theorem.
Theorem 65. (1) Class V : In this case, we have
Mðzl; hZlÞCFZlCMðzl; hZlÞc;
and these modules are irreducible.
(2) Classes I and R: In these cases, we have
Mðzl; hZlÞCFZl if Z ¼ lþ al 14 bl1
 
;
F
Z
lCMðzl; hZlÞc if Z ¼ l al 14 bl1
 
;
for some aAZ40; bA1þ 2ZX0:
Class Rþ: Suppose that l ¼
ﬃﬃﬃﬃ
q
2p
q
for some p; qAZ40 such that ðp; qÞ ¼ 1; and
Z ¼ Zðr; s; iÞ for iAZ and ðr; sÞAKp;q: Recall that hðr; s; iÞ :¼ hZl:
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To state the structure theorem, let us take a set fwkjkAZ\f0gg of singular vectors
of the quasi-Verma module eMðzl; hZlÞ in the following way:
(1) Case Iþ: iAZ and kAZ;
wkAf eMðzl; hðr; s; iÞÞ%0hðr;s;sgn ðkÞðjijþjkjÞÞhðr;s;iÞggþ \f0g:
(2) Case IIþ: iA2Z
(a) i403½i ¼ 04r ¼ q
: kAZX0;
(i) if kA2ZX0;
wkAf eMðzl; hðr; s; iÞÞ%0hðr;s;iþkÞhðr;s;iÞggþ \f0g;
(ii) if kA1þ 2ZX0;
wkAf eMðzl; hðr; s; iÞÞ%0hðr;s;ðiþk1þ2r
q
ÞÞhðr;s;iÞggþ\f0g:
(b) io03½i ¼ 04r ¼ 0
: kAZX0;
(i) if kA2ZX0;
wkAf eMðzl; hðr; s; iÞÞ%0hðr;s;ikÞhðr;s;iÞggþ \f0g;
(ii) if kA1þ 2ZX0;
wkAf eMðzl; hðr; s; iÞÞ%0hðr;s;iþkþ12r
q
Þhðr;s;iÞggþ \f0g:
(3) Case IIIþ:
(a) For kA2Z;
wkA eM zl; h p
2
; q; i
  %0
hðp
2
;q;sgn ðkÞðjijþjkjÞÞhðp
2
;q;iÞ
( )gþ-
f0g
such that the map
eM zl; h p
2
; q; i
  
- eM zl; h p
2
; q; sgn ðkÞðjij þ jkjÞ
  
deﬁned by 1#1
zl;h
p
2
;q;i
 /wk is injective.
(b) For kA1þ 2Zo0;
wkA eM zl; h p
2
; q; i
  %0
hðp
2
;q;ðjijkÞÞhðp
2
;q;iÞ
( )gþ
- eM zl; h p
2
; q; i
   k þ 1
2
1	 >
f0g:
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(c) For kA 1þ 2Z40;
wkA eM zl; h p
2
; q; i
  %0
hðp
2
;q;jijþkÞhðp
2
;q;iÞ
( )gþ-
f0g
such that CwkaCwk and the map
eM zl; h p
2
; q; i
  
- eM zl; h p
2
; q; sgnðkÞðjij þ jkjÞ
  
deﬁned by 1#1
zl;hðp2;q;iÞ
/wk is injective.
By Lemma 61, we can take w
f
kAF
Z
l which corresponds to wk for kAZ\f0g: We
further set w
f
0 :¼ ð1#1ZÞ#ð1#1Þ: Then, we have the next structure theorem of
Fock modules for Class Rþ:
Theorem 66. Suppose that ðl; ZÞ belongs to Class Rþ; i.e., l ¼
ﬃﬃﬃﬃ
q
2p
q
for p; qAZ40 such
that ðp; qÞ ¼ 1 and Z ¼ Zðr; s; iÞ for ðr; sÞAKp;q and iAZ or iA2Z:
(1) (Cases Iþ and IIIþ) iAZ: The g-module structure of Fock module FZl can be
described as follows:
(a) For kA1þ 2ZX0; set Fk :¼ UðgÞ:wfk: Then
Fk ¼FZl
k þ 1
2
0 

-Ker Prð
kþ1
2

CLðzl; hðr; s; jij þ kÞÞ:
We set
G
Z
l :¼FZl
M
kA1þ2ZX0
Fk
,
;
and denote the canonical projection F
Z
l7G
Z
l by p:
(b) For kA2Z; we set Gk :¼ UðgÞ:pðwfkÞ: Then
Gk þ Gk ¼ p FZl
k
2
 0 
-Ker Prðjk2jþ1
	 
4ðGk-Gk ¼ f0g if ka0Þ
and
GkC
Lðzl; hðr; s; ðsgn kÞðjij þ jkjÞÞÞ if ka0;
Lðzl; hðr; s; iÞÞ if k ¼ 0:
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We set
%G
Z
l :¼ GZl
M
kA2Z
Gk
,
;
and denote the canonical projection G
Z
l7 %G
Z
l by %p:
(c) %G
Z
l is a semi-simple g-module, and in fact, it decomposes as follows:
%G
Z
l ¼
M
kA12ZX0
UðgÞ %p3pðwfkÞ;
UðgÞ %p3pðwfkÞCLðzl; hðr; s;ðjij  kÞÞÞ;
where kA 1 2ZX0:
(2) (Case IIþ) Suppose that iA2Z: The g-module structure of Fock module FZl can be
described as follows:
(a) i403½i ¼ 04r ¼ q
:
(i) kA1þ 2ZX0: We set Fk :¼ UðgÞwfk: Then we have
Fk ¼FZl
k þ 1
2
0 

-Ker Prð
kþ1
2


CL zl; h r; s; i þ k  1þ 2 r
q
	 
	 
	 

:
We set
G
Z
l :¼FZl
M
kA1þ2ZX0
Fk
,
;
and denote the canonical projection F
Z
l7G
Z
l by p:
(ii) G
Z
l is a semi-simple g-module, and in fact, it decomposes as follows:
G
Z
l ¼
M
kA2ZX0
UðgÞpðwfkÞ;
UðgÞpðwfkÞ ¼ p FZl
k
2
0 

-Ker Pr k
2
þ 1
	 1	 

CLðzl; hðr; s; i þ kÞÞ;
where kA2ZX0:
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(b) io03½i ¼ 04r ¼ 0
:
(i) kA2ZX0: We set Fk :¼ UðgÞwfk: Then we have
Fk ¼FZl
k
2
0 

-Ker Prð
k
2
þ1
CLðzl; hðr; s; i  kÞÞ:
We set
G
Z
l :¼FZl
M
kA2ZX0
Fk
,
;
and denote the canonical projection F
Z
l7G
Z
l by p:
(ii) G
Z
l is a semi-simple g-module, and in fact, it decomposes as follows:
G
Z
l ¼
M
kA1þ2ZX0
UðgÞpðwfkÞ;
UðgÞpðwfkÞ ¼ p FZl
k  1
2
0 

-Ker Pr k þ 3
2
	 1	 

CL zl; h r; s;i þ k þ 1 2r
p
	 
	 

;
where kA1þ 2ZX0:
Before going into the proof, we present two ﬁgures, which give us the meaning of this
structure theorem graphically. In these pictures,  denotes a singular vector in the
indicated quotient space, and  means the corresponding vector vanishes in the
quotient. The arrow v-w also means that w lies in UðgÞ:v in an appropriate quotient
module.
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Proof. Here, we will only prove Cases Iþ and IIIþ; since Cases IIþ can be proved
similarly.
Theorem 63 and Lemma 61 imply that
(1) w
f
lAKer Pr
ðk
 if and only if 2ðk  1Þplp2k  1;
(2) w
f
lAF
Z
l½kÞ if and only if lp 2k3lX2l  1:
Hence, for kA1þ 2ZX0; we have wfkAFZl kþ12
 
-Ker Prð
kþ1
2

; i.e.,
FkCF
Z
l
k þ 1
2
0 

-Ker Prð
kþ1
2

;
and thus for any hAC
½Fk : Lðzl; hÞ
p FZl
k þ 1
2
0 

: Lðzl; hÞ
0 1
;
½Fk : Lðzl; hÞ
p Ker Pr
k þ 1
2
	 1
: Lðzl; hÞ
264
375:
On the other hand, by Theorem 63, for kAZ40 we have
chF
Z
l
k þ 1
2
0 

¼ ch eMðzl; hðr; s; jij þ kÞÞ;
ch Ker Prð
kþ1
2

 ¼ ch eMðzl; hðr; s; iÞÞ  ch eMðzl; hðr; s;ðjij þ kÞÞÞ:
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Hence, from Lemma 55, we see that
Fk ¼FZl
k þ 1
2
0 

-Ker Prð
kþ1
2

CLðzl; hðr; s; jij þ kÞÞ
and have proved the ﬁrst statement.
By an argument similar to the above, we have
ch p FZl
k
2
 0 
-Ker Prð k2 þ1
	 
 ¼ X
lAf7kg
ch Lðzl; hðr; s; lÞÞ:
Hence by using Lemma 56, we obtain the second statement.
From the ﬁrst and the second statement, we see that
ch %p3pðFZlÞ ¼
X
kA12ZX0
ch Lðzl; hðr; s;ðjij  kÞÞÞ:
Hence, Lemma 56 leads to the third statement. &
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