ABSTRACT A previous formulation for the application of information accounting to binary decision theory is extended to permit the quality of the decision to be quantitatively measured by evaluation of the underlying informational support. Both a single exemplar measure of information, separability, and its ensemble average equivalent, separation, are shown to measure the information support for decision quality (i.e., how wellinformed is the decision), rather than the information support for decision adjudication (i.e., which hypothesis is the better choice) provided by predecision information measures. When compared to the traditional receiver operating characteristic, these measures present several functional advantages. They are scalar in nature, and may be directly optimized over secondary parameters, as well as being rigorously well posed and universally comparable. They incorporate the effects of all relevant decision components (prior information, observational information, and decision rule) in a unified manner while still being easily related to the predecision information measures of log likelihood ratio and generalized signal-to-noise ratio. They can be applied equally well to individual trials or composite averages, and evaluation does not require knowledge of the underlying truth. Compared to false alarm-oriented methods for assessing decision performance, their construction reduces sensitivity to tail effects in the underlying distributions.
I. INTRODUCTION
Optimal binary detection theory is traditionally developed from the underlying conceptual perspective of either Bayesian cost minimization or Neyman-Pearson (NP) hypothesis testing; the consolidated line of thought (including extensive bibliographies) is well documented in any number of definitive texts such as [1] and [2] . By contrast, a central purpose this paper, together with a companion paper [3] (and anticipated future papers) is to demonstrate that optimal detection theory may be at least equally well justified based on several of the fundamental principles of information theory. Beyond removing the necessity for an independent axiom set from the larger mathematical universe, exposure of this linkage then permits the information flow through any specific decision process to be observed using self-consistent, universally comparable scalar measures of information. These flows, which are meaningful for individual exemplars (i.e., instantaneously) as well as for the more traditional ensemble averages of those exemplars, can significantly simplify understanding and assessment of decision system design and performance at multiple levels of integration. Figure 1 provides the conceptual block diagram for a generic binary decision process. Reference [3] develops information measures for characterizing the left hand signal processing block together with its associated input and output; namely, the log likelihood ratio (LLR), which provides a signed measure of the instantaneous discriminating information carried by any particular exemplar, and generalized signal-to-noise ratio (GSNR), which provides a relative (i.e., non-negative) measure of the average discriminating information available in the underlying random variable. Here, the term ''discriminating information'' denotes the information defined specifically in the context of the binary decision (i.e., that bearing upon adjudication of the decision), as originally identified by Kullback and Leibler [4] , [5] . 1 Through the use of measure theory [6] , [7] , this form of information may be shown to be equivalent to Shannon's earlier definitions of information in a communications context [8] , although different measurement scales apply (analogous to temperature measurement on the Kelvin and Fahrenheit scales).
In this paper, the information content concepts from [3] are extended to include characterization of the right hand decision rule block. By contrast, traditional binary decision theory focuses solely on the study of the right hand block without recourse to any underlying concepts of information content, requiring instead introduction of one of two useful (but heuristic) objective functions to permit further progress, namely average cost (or risk) as defined in a Bayesian sense, and probability of detection P D for any specific constrained probability of false alarm P F (the NP criteria). Minimization of these objectives then leads to the two classical decision rules (of the same names) that are studied in some depth later in this paper. Since Bayesian cost factors are typically difficult to specify on a practical basis (and mainly treated as a thought experiment for the purpose of justifying the structure of the decision process), performance is then measured by assembly of (P D , P F ) pairs into two dimensional receiver operating characteristic (ROC) curves. While arising as a sufficient statistic in the development of the two decision rules, the LLR is ascribed no particular larger significance, while the GSNR never even arises; indeed, the NP development invites use of deflection as an alternate statistic for threshold invariance [9] .
The traditional approach to performance characterization has several implications:
• As the ROC is not a scalar measure, there is no clear procedure for subsequent optimization.
• As P D and P F are average (vice instantaneous) statistical measures, there are no means of characterizing performance for a single exemplar. The implication that a large number of trials requiring prior knowledge of the truth is especially damaging in real-world situations, where acquiring such trials effectively guarantees large variability in uncontrollable external parameters, so that the ROC becomes overspread and thus inherently unobservable.
• The performance linkage between the signal processing block and the end-to-end decision system is conceptually unclear as well as quantitatively ill-defined.
• The role of prior knowledge, which must obviously necessarily bear upon the decision, is obscured. The approach taken in this paper represents a different line of thought from that of traditional binary decision theory, yielding an intuitively pleasing methodology for characterizing information flow and, hence, system-level performance on an end-to-end basis. Based upon the conceptual insights developed in [3] , it is possible to formulate both instantaneous and ensemble average post-decision scalar information measures that properly incorporate the effects of prior information, observational information, and the choice of decision rule in a unified manner, while remaining applicable to any arbitrarily specified decision system. Instead of measuring information in a manner that supports decision adjudication, these post-decision information measures, herein named separability and separation (which are direct duals of pre-decision LLR and GSNR, respectively), measure total information support for the decision, thus providing a quantitative means of assessing decision quality. The information accounting methodology that results ameliorates all of the above issues in a context that also provides well-posed, universally comparable performance measures and relative insensitivity to the tail effects that traditionally bedevil ROC assessments. As an added (and unanticipated) benefit, it turns out that evaluation of these measures does not even require knowledge of the underlying truth, and so they also apply in operational conditions (where actual truth is not known). One important benefit of practically exploiting these results would be to significantly reduce complexity and expense of system-level test requirements, while simultaneously offering major improvements in the precision and fidelity of the testing that is conducted.
As might be anticipated, neither the Bayesian decision rule nor the NP decision rule is fully optimal from a strict VOLUME 2, 2014 information perspective. At the outset, it is important to recognize that each of the different decision rules being compared have different goals. If optimal employment of the underlying information is indeed the goal (and the only goal), then the posterior decision rule (i.e., choose the hypothesis with the maximum posterior probability) turns out to the ideal choice, as it must be superior to any other possible decision rule. However, there are often good reasons, driven by external considerations, to consider goals other than the optimal employment of the underlying information. That said, it remains important to understand the consequences of such choices, and the results presented here should be interpreted as quantifying those consequences in an information sense.
As with other papers in this series, the specific focus is on the interpretation and practical application of quantitative information measurement to performance characterization. Developments are couched specifically in terms of joint density functions of random vectors (the practical reality of signal processing in the digital age), with all associated multi-dimensional functions assumed to possess well-defined Jacobian matrices so the resulting random variable transformations may be handled using traditional density stretching techniques. As such, some more esoteric mathematical concerns are handled less rigorously than might otherwise be desired; in particular, probability space concepts are avoided, solely for the practical consideration of extending this paper's audience.
Section 2 provides a concise definition and supporting interpretation of separation as a measure of information. Section 3 then defines in detail the underlying mathematical constructs used throughout the rest of the paper, while Sections 4 and 5 identify optimal choices for the decision rule and the decision statistic, respectively. This chain of results provides direct quantitative relationships between the information-based performance measures for the (input) decision statistic and the information-based performance measures for the (output) decision, a linkage only inferentially available when the traditional ROC is used to measure decision performance. Section 6 then investigates the mathematical relationship between separation and the ROC in detail, showing that the latter is recoverable from knowledge of the former. Section 7 evaluates separation for the specific cases of Bayesian and NP decision rules in preparation for Section 8, where separation is used to the compare the performance of each to that obtained using the (optimal) posterior decision rule for two standard statistical data models. Finally, Section 9 summarizes some of the conceptual lessons that have been learned in this study.
As is too often the case in efforts addressing fundamental conceptual unification that cross technical disciplines, no recent works have been identified as being sufficiently on-point to warrant discussion and review here. Even in an exhaustive text such as [10] , there is only a single index reference to the word ''information'' (pointing to the final chapter of the book), no index references to either of the words ''performance'' or ''ROC', and no bibliography citations for either Shannon or Kullback. The ultimate source of this conceptual vacuum appears to be the basic Bayesian problem construction, which assumes the objective function (be it cast in terms of cost, risk, or utility) to be fully arbitrary and externally defined, so that it is unavailable for application-independent, integrated performance analysis. While the voluminous nature of the potentially relevant literature across multiple fields makes it impossible to declare any results presented here as previously unknown, the author fully believes the basic precept that informational correctness provides an insightful means of addressing system performance that is also application-agnostic to be a valuable but largely unexploited insight.
II. DEFINITION OF SEPARATION AS A MEASURE OF INFORMATION
While related to established measures of information, the specific functional form of interest here has not (to the author's knowledge) previously been considered as a measure of information. The fundamental proposition underlying this paper is that this functional form, herein termed separation, provides a measure of the average information supporting any particular method for adjudicating a binary decision. The purpose of this section is to provide a concise definition of separation as a measure of information, as well as heuristic supporting arguments for this choice, in notation typically used to describe decision theoretic developments. Readers less familiar with the nuances of the notation, particularly the concept of a decision rule, can find rigorous definitions of the basic constructs and associated nomenclature in Section 3.
Definition 1 (Separation): When deciding between a hypothesis H 1 and its logical inverse H 0 =H 1 , using a given decision rule D that is a function of a specified random decision statistic ε, the average information content supporting the decision is
Here, p ε, H is the joint probability of ε and the discrete binary truth variable H ; p ε is the unconditional density of the decision statistic; and the decision rule D ε can only take on values D 1 and D 0 =D 1 . Separation may be thought of as a modified differential form of mutual information, which measures the mutual dependence between two random variables. Consider the mutual information between the decision statistic ε, which is a continuous random variable, and the discrete truth
As a forced binary decision is inherently differential (either D 1 or D 0 must be chosen), the comparison of (2) against the alternative
is of obvious interest, so that
The final term has been included as a matter of convenience, as it represents a bias that is independent of both the decision statistic and the decision rule. However, as expressed, (4) remains independent of the particular choice of D, which must necessarily impact decision quality. In correcting this deficiency, it is insightful to split the two integrals into the two regions defined by the decision rule, i.e.
In the context of evaluating the underlying information content, contributions from the last two terms (which represent information associated with the unchosen hypothesis) should reduce rather than increase the information content. This strongly suggests altering their signs; upon doing so, algebraic recombination of terms then yields (1).
Besides being intuitively pleasing, this particular choice as an information-based measure of decision quality possesses several obvious benefits, including:
• It is a rigorous measure of information, with standard information units of nats.
• It is scalar in nature, permitting direct optimization methods to be applied.
• As will be demonstrated subsequently, it captures the effects of both the decision rule and the decision statistic on decision quality, including all interplay between the two.
• While it can be negative, it will turn out to be so only when highly sub-optimal decision rules are employed.
• The formulation is simple, symmetric, and ''LLR friendly'', so that the conceptual linkage to the earlier performance characterizations of processing algorithms found in [3] is straightforward.
• It is relatively insensitive to the tail characteristics of the underlying distributions, which can be highly problematic to estimate on an experimental basis.
• It possesses the useful property that evaluation does not require knowledge of truth, which cannot be known for other than a staged test.
III. BACKGROUND: PROBABILISTIC CHARACTERIZATION OF BINARY DECISIONS
This section provides the background necessary to carefully delineate the author's mathematical model of a binary decision. In general, much of the material is previously well-documented ( [1] , [2] , and [12] provide examples). However, including this discussion improves notational clarity, and assists in a nuanced differentiation of the dual constructs of truth variable and decision rule. Within the context of this paper, a decision is defined to be the act of making a choice, based upon a typically ambiguous set of available information that is embedded in either a set of random observations or an algorithmic transformation of that set (i.e., processing of those observations). Said another way, a decision constitutes the conversion of an underlying probabilistic situation to deterministic certitude. For a forced binary decision, the potential choices involve a hypothesized situation and its logical inverse; in the vernacular of optimal detection theory, these are often labeled target ''present'' and ''absent'', respectively. Since the true situation is not known (otherwise, the decision would be moot), and the concept of information is inherently probabilistic, several generic random constructs must first be introduced as a basis for subsequent analysis.
Any forced binary decision may be characterized by three basic elements: the truth variable, the decision statistic, and the decision rule. The truth variable H, which provides a probabilistic description of the underlying actual situation, is a discrete binary random variable taking on values with P (H ) = P
The minus sign superscripts used here denote that these values are traditionally given the name ''prior'' probabilities. By implication, H is inherently unobservable (for anything other than a staged test); otherwise there would be no need to make the decision. The decision statistic ε is a random vector potentially containing information germane to the pending decision, having conditional densities
to be utilized to help improve the efficacy of the decision. Indeed, without the existence of ε, the resulting decision process is a sterile operation lacking any serious need for characterization of either methodology or associated performance.
The concept of a decision rule may be introduced by conceiving of a random variable D, which is also discrete and binary, that captures the result of the decision (rather than the underlying truth), and thus takes on values
hypothesis under test not chosen.
Unlike the truth variable, the value of D is determined, given any particular random draw of the decision statistic, making it a random function of ε. While the general form is necessarily self-referential, this discrete function may be explicitly enumerated as
clearly providing a statement of what might traditionally be called the ''decision rule''. Given the above, several obvious probabilistic relationships must now hold. Lemma 1: For truth variable H, decision statistic ε, and decision rule D:
In addition
implying that
Proof: Bayes' Rule yields the first result in (10); subsequent marginalization over H yields the second; and a second application of Bayes' Rule provides the final result. Equation (11) is a direct consequence of (9), independent of H . Equation (12) then follows by first using Bayes' Rule to find p D, ε |H , and then marginalizing over ε.
The density p ε is termed the ''unconditional'' or ''marginal'' density to distinguish it from the conditional densities in (7) . The probabilities p H 1/0 ε are traditionally given the name ''posterior'' probabilities to differentiate them from the prior probabilities in (6) , and the notation P + 1/0 may alternately be employed. Extending this formalism, it is useful to define prior and posterior log probability ratios (LPR). The name log probability ratio is chosen to explicitly differentiate it from the log odds ratio, the common definition of which [13] in this particular context involves an additional factor of two.
Definition 2 (Log Probability Ratio): For truth variable H and decision statistic ε, the prior and posterior log probability ratios are, respectively
Note that the original probabilities may always be recovered from the associated LPR, as
These definitions then imply a simple additive relationship between the LPR and the log likelihood ratio (LLR). Corollary 1: Given prior LPR − , posterior LPR + , and LLR defined as
Proof: Using the final result in (10)
The forms L + ε and L ε are used when useful to make the dependence on ε explicit. By duality to the LLR, which is the instantaneous measure of information carried by the decision statistic [3, pp. 512-513], (17) implies that the prior LPR is an equivalent measure of the prior information that may be brought to bear on the decision. This information is independent of, and cumulative with, that provided by ε, so that the posterior LPR then represents the composite instantaneous information available for adjudicating the decision.
Note that both the LLR and the LPR are two-sided or ''unfolded'' measures; that is, increasingly positive values represent greater certainty in H 1 , while increasingly negative values represent greater certainty in H 0 . Such two-sided measures are useful for characterizing performance prior to the decision, and the Mean LLR Property [3, Corollary 2] then represents the obvious differential method for constructing a single mean statistic (GSNR) that measures overall information strength. However, after the decision is made, appropriate performance characterization must reflect decision accuracy rather than decision choice, suggesting one-sided or ''folded'' measures, where increasing positive values represent greater certainty of being correct, independent of which hypothesis has been selected.
In this regard, it is possible to define an instantaneous one-sided measure of post-decision information, here called ''separability''. As an information measure, separability is useful in two ways:
• It demonstrates that separation is the mean post-decision dual of GSNR.
• It permits comparison of different decision rules on an instantaneous (rather than average) basis. However, separability will turn out to be far less globally useful than LLR (its one-sided pre-decision dual), as no equivalent of the LLR Ordering Theorem [3, Th. 3] exists.
Definition 3 (Separability): For any truth variable H, decision statistic ε, and decision rule D, the separability is
Corollary 2 (Mean Separability Property):
so that (1) reduces to the first result in (19). Use of (18) then provides the final form.
To complete this section, it is useful to introduce the concept of a null decision statistic, so that the special case where no decision statistic exists to assist in decision adjudication may be addressed in a parallel manner.
Definition 4: For truth variable H, let the absence of any decision statistic be denoted by the null decision statistic ∅. By definition, the LLR of the null decision statistic is zero, so that for any choice of decision rule
IV. THE POSTERIOR DECISION RULE
The posterior decision rule, which adjudicates the decision based upon largest posterior probability, has been wellstudied as a variant of the Bayesian decision rule (when the cost-based threshold is zero) [1] , [2] . It should come as no surprise that the posterior decision rule maximizes both separability and separation; less anticipated is the realization that its use also results in these measures taking on simplified mathematical forms. Lemma 2: For truth variable H and decision statistic ε, the posterior decision rule may be written as
Proof: The first result in (22) is just restates the posterior decision rule in mathematical form. Then the second result must also be true, since
If the two probabilities are precisely equal, it is arbitrarily assumed throughout this paper that the hypothesis under test is not chosen. As ε L + ε = 0 is of measure zero when evaluating separation, this convention simply provides notational consistency with no performance implication. Theorem 1 (Posterior Separation Theorem): For truth variable H and decision statistic ε, let the posterior separability and separation be those generated by use of the posterior decision rule, i.e. 
No other decision rule can yield larger separability and separation than the posterior decision rule; that is, for any decision
Proof: From (18) and (22), the posterior separability may be written as
Now, for any other decision function
Note that the performance superiority of the posterior decision rule extends to the special case where no decision statistic is available. 
V. THE CHOICE OF DECISION STATISTIC
Having addressed the best possible choice of decision rule, it is natural to next consider the optimal choice of decision statistic. From earlier work, it is intuitively obvious that a decision statistic containing greater information (as measured by GSNR) should lead to a more informed decision than one with less information, presuming such information is not then wasted by subsequent choice of a sub-optimal decision rule. However, the author is unaware of any existing mathematical proof of this conjecture. A most appealing characteristic of separation is that it allows both the decision rule and decision statistic optimization questions to be addressed employing a single, self-consistent measure of supporting information as the objective function.
While the following results may be conceptually obvious, actual proof of them turns out to be remarkably subtle, but once found, remarkably simple and elegant, particularly in demonstrating the inherently fractal nature of information constructs. The definition of a ''well-defined'' function used here follows that of [3, Th. 1] . It is first demonstrated that the availability of any decision statistic, when properly utilized, must improve the total information supporting the decision.
Theorem 2 (Information Improvement Theorem): For truth variable H, the posterior separation provided by any selected decision statistic ε exceeds the posterior separation of the null decision statistic, i.e.
with equality if and only if ε carries no information (that is, GSNR ε = 0). Proof: For the selected ε, define the following function of the prior LPR
where λ = L ε is the LLR of ε. Changing the integration variable from ε to λ yields
Now, it is obvious that
In the region where − is positive, Q may be rewritten as
so that
approaching zero from below as − → ∞ (the terms arising from the integration limits cancel). This implies that should Q be negative for some positive value of LPR, it must also be negative for all larger values. However
(the last being true by Gibbs Inequality), so that Q must be non-negative for all − > 0. An analogous argument applies to the region − < 0, so that Q must be non-negative for all possible values of − , which, by the construction of Q, subsequently guarantees (30) to be true. Considering (33), it becomes clear that equality can hold only when λ ≡ 0, or GSNR ε = 0 [3, Corollary 4]. The converse result is then obvious.
Next, it is shown that no form of intervening signal processing can further increase the supporting information beyond that generated by employing the posterior decision rule on the original observations. The fractal structure of information implied by this proof is particularly noteworthy.
Theorem 3 (Supporting Information Limit Theorem): For truth variable H, let the posterior separation provided by observation vector δ be denoted by SEP + δ . Given consistent use of the posterior decision rule, no well-defined function F transforming δ to a vector ε = F δ , can yield separation greater than that originally available from δ; that is, under all circumstances
Proof: By change of integration variable from δ to ε
Define the unconditional density q δ ε over a limited support space comprised of the pre-image of the selected value of ε in δ, that is δ ε = F δ , as
This function is a probability density as it is nonnegative across the support space and integrates to unity [3, Appendix A]
Using (39) to eliminate p δ δ from the right side of (38) yields
where the integration limit on the inner integral is now implicitly defined as the support space of q δ ε . Further, define the conditional densities q 1/0 δ ε in a manner analogous to (39). Then
The terms in the parentheses may be interpreted as the (ε dependent) prior probabilities associated with q δ ε , implying a posterior LPR of
Substituting (43) into (41) then yields
As the inner integral is now a posterior separability in its own right (i.e., evaluated over the support space of q), Theorem 2 applies, so that
leading directly to the inequality in (37). Assuming consistent utilization of the posterior decision rule, one should expect preservation of information in the decision statistic (as measured by GSNR) to imply preservation of information supporting any subsequent decision.
Corollary 4 (Supporting Information Preservation):
A well-defined function F preserves the original posterior separation, i.e., SEP + ε = SEP + δ , if and only if GSNR ε = GSNR δ .
Proof:
and, from (41)
Conversely, if
which can only be true if
where the middle form was previously defined in (45). Then, from the equality requirement in Theorem 2 and [3, Corollary 4], the final equality implies that L δ ε ≡ 0, or, upon chaining (16), (43), and (45) together
To conclude this section, consider post-decision adjudication of the decision statistic based upon a single (instantaneous) result rather than the ensemble average. In the pre-decision regime, the LLR Ordering Theorem [3, Th. 3] insures that (subject to multi-valued branching effects) observed losses in LLR must produce equivalent losses in the statistically averaged GSNR. However, the one-sided nature of postdecision measures of information precludes a similar relationship between separability and separation. A simple example is illustrative. For a target-present test situation, given two competing processing chains operating on the same inputs (both employing the posterior decision rule), the one yielding the larger LLR is superior, as it better preserves the originally available information. However, if the prior LPR is sufficiently negative, then the superior chain may yield a less-informed instantaneous decision (either a less-informed miss or a detection of lesser surety than the poorer stream's miss), even though the statistically averaged separation of the superior chain must be larger.
While clearly reducing the utility of separability as a measure of information, decision statistics may still be adjudicated using LLR/GSNR, and as long as the (necessarily optimal) posterior decision rule is then utilized, the Supporting Information Limit Theorem then insures it carries through the subsequent decision operation.
In summary, the three previous sections produce the following conceptual framework:
• Any forced binary decision process is characterized by a random binary truth variable (the hypothesis) with an associated set of prior probabilities, a random decision statistic providing information potentially germane to the decision, and a decision rule for adjudication.
• The information provided by the decision statistic is measured by the statistic's GSNR (average) and/or LLR (instantaneous). That provided by the prior probabilities is quantified by the prior LPR. These two sources are statistically independent, so that the total two-sided information available for adjudication is the posterior LPR (their sum).
• Decision quality (vice decision choice) is quantified by one-sided measures of information that are duals of the two-sided pre-decision measures. Separation measures the average information supporting a decision made by using any specified decision rule on a specified decision statistic; separability quantifies the equivalent instantaneous information.
• For a specified decision statistic, use of the posterior decision rule maximizes the impact of the available information on the decision by insuring that both separation and separability are maximized.
• The posterior separability (obtained using the posterior decision rule) is the absolute value of the posterior LPR, and the posterior separation is the mean value taken over the unconditional density of the decision statistic.
• Given uniform use of the posterior decision rule, decision statistics possessing more information are guaranteed to yield better separations.
• For a given set of observations, decision statistics preserving the original information (such as the LLR) also maximize the posterior separation.
• While separability meaningfully differentiates different decision rules operating on a given detection statistic, only the average separation can meaningfully differentiate different decision statistics.
VI. RELATIONSHIP TO TRADITIONAL PERFORMANCE CHARACTERIZATION
Traditionally, performance characterization of binary decisions is based upon the four discrete conditional probabilities in (12) . These carry the names ''probability of detection'' (P D ), ''probability of miss'' (P M ), ''probability of false alarm'' (P F ), and ''probability of correct clear call'' (P C ).
As P D + P M = 1 and P F + P C = 1, the four values are not independent; P D and P F are typically selected for explicit evaluation in the form of a two-dimensional Receiver Operating Characteristic (ROC). Construction of the ROC presumes a decision rule involving an independently specifiable scalar threshold τ
While it is possible to generalize ROC generation to multi-dimensional decision statistics, the methodology is less standardized than for scalar decision statistics, leading to mathematical issues of existence and uniqueness for the compression function g ε . As these can potentially detract from the proximate goal of elucidating the relationship between the ROC and separation, only the scalar case is considered here, so that
P D and P F may then be written as
and displayed as a two-dimensional curve of P D versus P F , developed by allowing τ to vary parametrically over the full 
Note that while results closer to the upper left hand corner generally represent better performance, no formal method for adjudicating performance superiority exists. Indeed, it is easy to identify situations where comparable ROCs overlap, leading to obvious confusion about which one provides the best performance. One such example is provided in Figure 3 , where a family of ROCs (each developed using a different decision statistic with GSNR of 5 dB) are plotted together [14] . An important consequence of this situation is that the use of ROCs does not permit direct optimization of secondary parameters that might arise in the underlying processing stream. In addition, the ROC formulation provides no means to incorporate the effects of priors on decision quality. By contrast, separation provides a specific informationbased scalar measure of performance that may be directly optimized. The following result demonstrates that the P D and P F ROC components are implicitly embedded in the separation measure, in the sense that they may be recovered as limiting forms of the ROC separation defined in (52).
Theorem 4 (Recovery Theorem): For truth variable H, let the separation provided by the ROC decision rule operating on the scalar decision statistic ε be denoted by
and
Proof: Using Corollary 1, (10), and (12), (55) may be rewritten as
Eliminating P M (τ ) and P C (τ ) in favor of P D (τ ) and P F (τ ) then yields (59), as shown at the bottom of this page. Now, as the prior LPR increases without limit, P − 1 → 1 and P − 0 → 0, while the second term on the right side (which has a fixed numerator) vanishes, leading directly to the final result in (56). Similarly, as the prior LPR decreases without limit, one obtains (57).
In concluding, it should be noted that an alternate formulation of separation appears possible, developed directly on the discrete decision variable interpretation D rather than the functional interpretation D ε . This would yield The author conjectures that this measure may, in fact, provide a well-founded alternative measure to separation; however, unlike the analytical results presented in the last three sections, optimizing the functional form in (60) appears likely to be a much more daunting mathematical task.
VII. TRADITIONAL BAYESIAN AND NEYMAN-PEARSON DECISION RULES
In this section, the posterior decision rule from (22) is contrasted with two traditional decision rules, using separation as a performance measure to assess the performance impact of each from an information perspective. For decision statistic ε, the Bayesian decision rule, which arises from minimizing Bayesian expected cost, may be formally stated as [1, p. 26]
where the C ij are the Bayesian cost coefficients associated with each of the possible conditions. One may sometimes see the Bayesian decision rule formulated directly on the LLR, i.e.
but in such cases, the threshold is defined in terms of discounted cost coefficients
where C Dij = P − j C ij , so that (61) is recovered upon shifting the prior LPR to the other side of the inequality.
Similar to the ROC decision rule, the Bayesian decision rule introduces an arbitrarily selectable threshold, which in this case may be interpreted as a condensed selection of the various cost coefficients; one recovers the posterior decision rule only for the specific choice τ B = 0. Alternately, the threshold may be interpreted as a partially applied ad hoc modification of the prior LPR, adjusting the integration boundaries (but not the posterior LPR) from − to − − τ B . As the Posterior Separation Theorem guarantees that the posterior decision rule must maximize information support for the decision, introduction of τ B necessarily carries with it some performance loss that may be thought of as the penalty for minimizing the expected cost (vice simply maximizing the information support). This penalty may be measured by comparing the separation generated using the Bayesian decision rule to the equivalent posterior separation.
By change of integration variable from the posterior LPR to the LLR, the separation generated by the Bayesian decision rule may be written as
Then, since
the net separation loss must be
For any given value of the threshold τ B , the separation loss is formally a function of the prior LPR − and the specific conditional densities of the LLR λ, since
However, as implied by [3] , the dominant parameter controlling the conditional densities is GSNR, so that the functional dependence may be effectively simplified to the two scalar parameters − (−∞ → ∞) and GSNR (0 → ∞). As shown in [15] , over much of this space, the impact of employing a Bayesian threshold is negligible. However, in the confined region between prior LPR values of 0 and τ B (or τ B and 0 for a negative threshold), and below GSNR ≈ 2 |τ B |, the impact is so large that it is best characterized as catastrophic.
The prior LPR limits of this region are obvious; they effectively represent the range over which the adjusted prior LPR ( − − τ B ) is opposite in sign to that of the original prior LPR. More notable is the GSNR limit, which may be thought of as that point at which GSNR becomes large enough to dominate any particular choice of prior LPR, so that the mismatched adjustment once more generates only a modest information penalty. While the insights developed in [15] are generated using very simple boxcar approximations for the densities underlying the LLR of the detection statistic (yielding a statistic that actually violates self-scaling [3, Th. 2]), the region of catastrophic impact is observable when exact evaluations of Bayesian separation are compared to those of posterior separation; for example, see Figures 6, 7 , and 16.
The most concise statement of the decision rule achieving the NP criterion of maximum P D for a specified value of P F = α is [9] 
where the formal definition of the deflection statistic is
with λ = L ε being the LLR of the selected decision statistic. The non-linear transformation guarantees that p 0 (z) is zero-mean, unit-variance Gaussian (so that α can be uniquely converted back into a threshold value); the final approximation arises as an alternative, easily computed random variable that is zero-mean and unit-variance, but lacking Gaussian shape.
Alternatively, the NP decision rule may be formulated directly on the LLR
although this form involves a non-universal threshold; since (70) implies that the threshold is found by solution of the integral equation
different choices of ε lead to different forms of p 0 (λ), and thus different threshold values. However, this form implies that the NP separation may be written as
leading to a NP separation loss of
The impact of the NP decision rule on decision performance is also evaluated in [15] , again using a simple boxcar model approximation for the relevant LLR densities. As shown there, when the prior LPR is positive, the NP formulation generally fails catastrophically below GSNRs of about 10 dB, with almost no dependence on the size of α. However, for a number of reasons, this observation is less robust than those obtained for the Bayesian threshold, placing a premium on individual performance analyses using various forms of exact LLR densities. While it is obviously possible to apply the NP decision rule to situations where the prior probabilities are precisely known, a principal motivation of the NP formulation is to avoid the need to specify those prior probabilities in the first place. This leads to the troublesome question of evaluating NP performance for unspecified prior LPR. Since the vast majority of detection problems involve a rare target (and the NP decision rule exhibits catastrophic failure for positive LPR), one possible approach is to consider the limiting form as − → −∞. For this condition VOLUME 2, 2014
While giving some sense of the appropriate balance between − and α , evaluation of this bound still requires knowledge of the prior probabilities. Another possibility is to choose − = 0, since the prior probabilities then contribute the minimum possible information to the decision process (and thus ignorance of them is best justified). In this case (73) reduces to
Exact evaluations of NP performance loss for specific choices of LLR densities may be found in Figures 8, 9 , 17, and 18.
VIII. PRACTICAL EXAMPLES OF DECISION PERFORMANCE CHARACTERIZATION USING SEPARATION
In this section, practical performance measurement of decisions, utilizing separation as the measure, is considered for two classical cases; namely, for a known signal in Gaussian noise (KSIGN) and for an unknown Gaussian signal in Gaussian noise (UGSIGN). For purposes of brevity and readability, only the set of principal results for each case are presented here; the reader is referred to [14] and [16] , respectively, for more detailed development and associated derivations.
A. KNOWN SIGNAL IN GAUSSIAN NOISE
For binary truth variable H with prior probabilities P − 1/0 , the KSIGN data model is
Here, s is an N × 1 complex deterministic (i.e., known) signal vector, while n is an N × 1 complex (with real and imaginary components independent and identically distributed, or IID), multi-variate Gaussian random vector with zero mean and N × N complex noise covariance matrix R n , so that
leading to the two conditional data densities
and LLR
Note that the first term in the final form of (79) may be interpreted as the traditional whitened matched filter operation for complex observations. Since the LLR is a linear transformation on the data vector, it also must be (real) Gaussian, with
It is convenient to parameterize remaining results on GSNR. Then
It is straightforward to show that (82) is self-scaling [3, Th. 2] and that the KSIGN GSNR equals the traditional definition of SNR
While it is generally believed that knowledge of both mean and variance is needed to evaluate performance of a signal processing statistic, self-scaling enforces specific relationships between different LLR moments, so that performance may then be encoded in the scalar GSNR. For the KISGN data model these relationships take on the particularly simple form
The KSIGN P D/F are provided in (54) and KSIGN ROCs for selected values of GSNR are shown in Figure 2 . After some algebra, the exact form of the posterior separation for the KSIGN data model may be evaluated as Equation (85) is plotted versus prior LPR for selected values of GSNR in Figure 4 , and versus GSNR for selected values of prior LPR in Figure 5 . These results clearly demonstrate the optimal interplay of prior and observational information; note that in the detailed plot of the near zero LPR region on the right hand side of Figure 4 , the separation generated for a null decision statistic (GSNR = 0) is included, providing a lower bound. In low GSNR regions, the contribution of the prior information clearly dominates that of the observational information when making an optimally informed decision. At larger GSNR, the relative importance of the two sources is reversed until such time that one or the other of the hypotheses becomes so rare as to once again make the priors relevant. When the observational contribution dominates, the overall decision performance is generally insensitive to the specific values of the priors, as evidenced by the asymptotic trend seen in the upper right hand corner of Figure 5 . In many cases, (85) may be adequately approximated by an asymptotic form, which is typically much less complex. As might be anticipated, two distinct regimes exist, depending on the relative sizes of the contributions. Defining the large observation limit as the condition for which GSNR/2 | − | allows one to obtain the large observation (LO) limiting form
When − GSNR/2, the priors dominate, leading to the large prior (LP) limiting form
By comparison to (85), the Bayesian separation for the KSIGN data model is
(88) Figure 6 illustrates values of Bayesian separation evaluated from (88) for τ B = −7 (left) and τ B = 14 (right). Since Bayesian separation reduces to posterior separation when τ B = 0, these results may be directly compared to Figure 4 . The highlighted regions, which illustrate the catastrophic loss zones predicted by [15] , reasonably well match the areas where Figures 4 and 6 differ significantly. Boundary curves (GSNR = 2 |τ B |) are included in Figure 6 as dotted lines, as an example of the relative insensitivity of performance to the choice of priors when the observational contribution dominates. In Figure 7 Bayesian separation is evaluated for two specific selections of prior LPR; these plots represent vertical cuts through plots equivalent to Figure 6 but at appropriate choices of τ B . Since the presence of a target is a rare event, prior LPR is typically negative and fairly large; the values shown in Figure 9 represent target odds of approximately 1 in 10 3 and 1 in 10 6 , respectively. As can be seen, the information effect of the Bayesian decision rule is effectively negligible for all choices of τ B other than those for which the prior LPR falls into the region of catastrophic performance loss (i.e., LPRs between τ B and 0 when τ B is negative). For reference, a typical value of τ B might also be about −7, representing a situation where the consequences of missing a target would be about a thousand times more costly than those of a false detection.
The asymptotic forms of the Bayesian separation may be written as
where the asymptotic form of the Bayesian separation loss is
Unlike more general cases, the KSIGN data model yields an easily invertible exact linear relationship between the deflection statistic and the LLR
so that the equivalent NP threshold in the LLR-domain takes on the convenient form
The NP separation then takes on the general form Figure 8 show values of NP separation for P F = 10 −4 (left) and P F = 10 −16 (right). These results are again directly comparable to Figures 4 and 6 . Similar to the effects seen in Figure 6 , the majority of the performance impact is restricted to a narrow range of positive LPRs. Since most of the time, target existence is a rare event, prior LPRs are generally negative, and this region of poor performance is typically not encountered in practice. Also as seen previously, when the observational contribution dominates sufficiently, performance is relatively insensitive to specific value of the prior LPR.
As the NP criterion is specifically formulated to avoid the need of choosing prior probabilities, the appropriate value of prior LPR is often unknown in practice. In such conditions, assuming that − = 0 provides a relevant but conservative estimate of decision performance, leading to
which is plotted together with the equivalent loss in Figure 9 . The performance breakpoints in Figure 9 turn out to occur at GSNRs of approximately
B. UNKNOWN GAUSSIAN SIGNAL IN GAUSSIAN NOISE
By contrast to (76), the single degree of freedom (DOF) UGSIGN data model is
where n remains unchanged, e is an N × 1 complex deterministic (i.e., known) signal shape vector, and α is a complex IID Gaussian random scalar with zero mean and variance σ 2 s , i.e.
in addition, n and α are assumed to be statistically independent. Many seemingly KSIGN problems are more properly represented by the UGSIGN data model, since the random scalar α relaxes the absolute knowledge of signal amplitude and phase that is assumed in the KSIGN data model. As the data vector δ remains linear with respect to both the signal and the noise contributions, it also must be Gaussian; leading to the conditional data densities
and, after some manipulation, an LLR of
where the (random) signal-plus-noise-to-noise ratio and the (deterministic) expected signal-to-noise ratio parameter are, The rationale for the naming SNNR involves its expectations, namely
Equation (99) may be interpreted as the formally correct optimal energy detection algorithm for Gaussian signal in Gaussian noise, with the leading multiplier providing the formally correct form of the Eckart filter (valid across the full range of ESNR), and with SNNR representing the optimally normalized non-dimensional quadratic output, i.e.
Here the numerator is the actual power of an MVDR filter and the denominator is the (self-consistent) value of its expected noise power. Then
In general, GSNR = ESNR, although this relationship is approximately true in the large signal case (i.e., when ESNR 1). The conditional densities of the LLR are then self-scaling shifted forms of the chi-square density with one complex DOF
The above results may be easily extended to higher DOF ''independent component'' data models, which usually arise when dealing with time-bandwidth products larger than unity. The data model for the M DOF UGSIGN problem (where typically M = BT ) is
Here, all α i and n i are assumed to be statistically independent, so that each component δ i may be treated independently.
More complex forms of A and/or statistical dependencies between the α i and n i lead to more complicated ''correlated contribution'' models not addressed here. The statistical independence of the δ i allows the LLR to be written as the sum of the component LLRs
where (100) and (103) apply for component SNNRs, ESNRs, and GSNRs. For the general case, the conditional densities of the LLR are best written as
where ⊗ is the convolution operator; further analysis then requires numerical or analytic evaluation of the convolution sequence. In the special case where the ESNRs are all identical, higher order chi-square statistics yield a closed form solution. Then
with the single DOF results recovered when M = 1. Note that the dependence of (110) on GSNR is implicit through the final result in (109), which may be inverted to obtain
This GSNR-to-ESNR mapping is illustrated for various DOF counts in Figure 10 . While this line of investigation is beyond the scope of this paper, the author conjectures that enumeration of the densities explicitly in terms of GSNR will be useful in revealing the mathematical structure required of the underlying density pair comprising any particular LLR, and, in particular, the implied relationships between the two moment sets. As shown in Figure 11 , when the DOF count grows without bound at a constant GSNR, the KSIGN Gaussian densities for the same GSNR are recovered. This bounding relationship then carries through the remaining results of this section.
For the special case of equal ESNRs, the components of Receiver Operating Characteristic (ROC) may be obtained by integrating the densities in (110). Using [17, Eq. 3.351 (1) and (2)], this leads to (112) and (113), as shown in the bottom of this page, where (111) again provides the mapping from GSNR to ESNR.
Three families of ROCs for the UGSIGN data model are provided in Figure 12 , each evaluated over a range of GSNRs for DOF counts of 1, 4, and 16. In Figure 3 , UGSIGN data model ROCs for the same GSNR (5 dB) are plotted for a range of different DOF counts. Figure 3 clearly demonstrates the difficulty of performance adjudication based upon ROCs, since the rather complex crossing pattern shown there is essentially meaningless from the perspective of information content. Note that for large DOF count, the UGSIGN ROC approaches that of the KSIGN ROC for the same GSNR.
For the special case of equal ESNRs, the UGSIGN posterior separation is given in (114), as shown at the bottom of this page, where
and the mapping from GSNR to ESNR is provided by (111). Here, the auxiliary terms are defined as (116), as shown at the bottom of this page, and
Equation (114) is plotted versus prior LPR for selected values of GSNR in Figure 13 at DOF counts of 1, 4, and 16; some further detail of the near zero LPR region, together with the null statistic lower bound, is provided in Figure 14 . In these plots, the dashed red line denotes the boundary
In Figures 13 and 14 , the mathematical requirement that posterior separation increase with GSNR for constant prior LPR is easily seen. However, note that there is no requirement that the converse be true; that is, posterior separation is not required to increase with prior LPR at constant GSNR (although that is typically the case).
In Figure 15 , the results of Figure 13 have been regrouped to now show posterior separation for different DOFs at constant GSNR. As should be expected from the earlier density results, Figure 15 demonstrates graphically that KSIGN results again emerge as DOF counts grow large. However, even for finite DOF counts, these results are remarkably similar to the comparable KSIGN results seen in Figure 4 , demonstrating the rather mild dependence of information measures on density choice. The principal difference appears to be an adjustment for asymmetry between negative and positive LPRs, the fundamental source of which is the asymmetric nature of the densities involved. It is interesting to note the effect of increasing DOF count in Figure 15 ; when prior LPR is negative (corresponding to the typical rare target situation), additional DOFs (for the same GSNR) improve performance, whereas when prior LPR is positive (i.e., the atypical target rich situation), the reverse is true.
The relative independence of information measures on density choice is further reinforced by the limiting forms of UGSIGN posterior separation. Because
the large observation limit can be achieved one of two ways. As previously mentioned, in the large DOF case, the KSIGN results are recovered exactly, so that
while in the large ESNR case
Conversely, in the large prior limit
For the special case of equal ESNRs, the UGSIGN Bayesian separation is (122), as shown at the bottom of this page, where the auxiliary terms are now
and Figure 16 illustrates UGSIGN Bayesian separation computed from (122) for τ B = −7 (left) and τ B = 14 (right) at DOF counts of 1 and 16. The resultant information impact of the Bayes threshold is relatively minor outside the highlighted regions in Figure 16 , which again illustrate the catastrophic loss zones predicted by [15] . The general similarity of Figure 16 to Figure 6 , and particularly the nearly identical extents of the catastrophic impact regions, lends further credence to the observation that information-based measures respectively. These results are again directly comparable to Figures 13 and 16 . As seen in Figure 17 , the primary effect of the NP decision rule is to effectively destroy performance for positive prior LPRs across a range of smaller values for GSNR. Since most of the time, target existence is a rare event, prior LPRs are generally negative, so that this region of poorest performance is typically not encountered in practice. Once more, when the observational contribution dominates sufficiently, performance is relatively insensitive to specific value of the prior LPR, although the associated GSNR at which this occurs appears to increase as the required P F drops.
For the specific (conservative) choice − = 0, (127) holds, as shown at the bottom of the page. Figure 18 shows the NP separation computed from (127) (left) and the associated separation loss when compared to posterior separation (right), both plotted versus GSNR over a range of different P F , again at DOF counts of 1 and 16. From Figure 17 , one can conclude that use of the NP decision rule for zero LPR yields decision performance approximating optimality only for fairly large values of GSNR, with the size of the loss growing both with increasing DOF count and lower false alarm probability. These results are similar to the KSIGN data model results from Figure 9 , once more highlighting the insensitivity of information measures to variations in the underlying data models.
IX. SOME CONCEPTUAL CONSEQUENCES
Extension of mathematically rigorous information measurement techniques beyond GSNR and LLR to include the actual decision process allow information flows through a sensor system to be characterized and understood on an end-to-end basis. The prior probabilities, as encoded in the prior LPR, clearly represent an information source that is independent of any available observations, and as a result contribute to the total information content (i.e., the posterior LPR) just as if they were an additional independent set of such observations. This content remains signed, since the sign associated with the information directly dictates the ''better choice'' [when the posterior decision rule is employed]. It should then come as no surprise that there is a simple, intuitive, quantitative linkage between the information carried by the inputs (the priors and the decision statistic), and decision performance; namely, that the instantaneous quality of the decision (separability) is measured by the magnitude of the net available information and the mean decision quality (separation) by subsequent statistical average over the unconditional density of the observations. While the details surrounding measurement of decision quality are more cumbersome for suboptimal alternatives to the posterior decision rule, the basic concepts remain unchanged. The particularly simple form of the information measurement scheme when the posterior decision rule is employed provides yet another example of the ''elegant simplicity'' so often exhibited by optimal techniques, and once more causes the author to question (in retrospect) why other rules should even be considered [although they clearly have been in the past].
Performance measurement using separability and separation provides a number of useful advantages over the traditional ROC. Because these measures are scalar, they are directly and unambiguously comparable. They may also be used as objective functions in the optimization of various operating parameters. The ability to evaluate separability on an individual test-by-test basis, without even requiring knowledge of truth, massively simplifies the test regimen required to assess performance, and would even support in situ performance monitoring at a system level. The ability to be meaningfully applied to individual exemplars is actually quite critical to improving the precision of the performance measurement; when attempting to measure a ROC based on sequences of field tests, the repetition counts required almost always guarantee significant ''blurring'' generated by uncontrollable variation of secondary parameters. In addition, like their pre-decision equivalents, the mathematical construction of separability and separation make them relatively insensitive to the kind of distribution tail effects that often bedevil ROC curve evaluation.
Finally, it is appropriate to reiterate the central role of complete data model specification in ensuring that the very concept of system performance remains well-posed. It is through the underlying data model that one defines the ''universe'' of available information that might be brought to bear on the decision; lack of specificity in this matter can only lead to confusion in subsequent efforts to map information flow and usage. Indeed, the author conjectures that the mapping from data model specification to optimally performing algorithms clearly demonstrated here may, in fact, be invertible. That is, it quite possible that many (if not all) arbitrarily selected algorithmic suites are optimal for some particular data model; in such a situation, the only real question that remains is which data model best represents physical reality. On the issue of data model selection, the use of information constructs can offer no direct additional insight. The techniques are, however, sufficiently robust to allow system sensitivity assessments data model mismatch, a useful capability that is effectively impossible to evaluate using traditional performance measurement techniques. It is also possible that such constructs could be used in the future to construct advanced algorithms for iteratively ''learning'' the data model based upon repeated observations. As discussed in [3] , an important requirement in ensuring a complete data model involves clear differentiation of deterministic parameters from random parameters, together with the subsidiary requirements that any deterministic parameter have known value, while any random parameter have known probabilistic distribution. In particular, the kind of loosely defined, ''deterministic but unknown'' parameters that ultimately lurk at the bottom of most generalized likelihood ratio test formulations are proscribed, since they effectively introduce unquantifiable points of leakage in the information ''universe''. In this regard, the long-standing philosophical duel involving the validity and necessity of prior probability assignment devolves to yet another example of this issue. Specifically, it is impossible to formulate any decision problem without introduction of an inherently unknown truth variable H, implying that it must possess an associated distribution.
Considered in this light, the inherent conceptual inconsistency of the NP formulation and related CFAR formulations comes into clear focus. The problem with these approaches is that, precisely because they seek to preclude specification of prior probabilities, they also preclude precise informationbased performance assessment. As a result, their ubiquitous use has helped to confuse rather than clarify the system performance picture. Indeed, the appropriate informative formulation for questionable knowledge of the prior probabilities would involve declaring the prior LPR to be its own random variable with some specified density or distribution. In addition to providing significant structural insight and highlighting the inherent extensibility of informationbased concepts, such formulation would likely provide a most useful practical application, since in reality prior probabilities are often only poorly known; the author would strongly encourage subsequent developments in this direction.
X. SUMMARY AND FUTURE EXTENSIONS
In this paper, the quantitative information accounting methodology previously developed in [3] has been extended to permit assessment of binary decision quality by measurement of the underlying informational support. With respect to decision characterization, this methodology provides measures of both instantaneous and average decision quality, namely separability and separation, that are directly analogous to LLR and GSNR (the equivalent measures of pre-decision information content). When compared to traditional methods for characterizing decision quality (principally the ROC), these measures have several distinct advantages, including:
• They are scalar in nature, so that they are easily comparable and may be directly optimized over secondary operating parameters.
• They are mathematically interpretable as measures of information, providing strong conceptual context while simultaneously guaranteeing that they are rigorously well posed and universally comparable.
• They incorporate the effects of all relevant decision components (prior information, observational information, and decision rule) in a unified manner.
• Unlike the ROC, they are not overly sensitive to tail effects in the underlying distributions.
• They are easily related to LLR and GSNR, permitting orderly understanding and evaluation of end-to-end information flows.
• They can be applied equally well on an individual trial or composite average basis, and evaluation does not require knowledge of the underlying truth. One obvious extension of this work would be to delineate in much greater depth the wealth of useful mathematical properties possessed by the LLR. As should be increasingly apparent from previous and current results, when considered as a specific class of scalar statistics, the LLR possesses a unique mathematical elegance and charm; one would naturally expect this to be reflected in the associated mathematical properties. In particular, a grasp of the structural requirements on the density pair comprising the LLR, especially the implied relationships between moments, would be revealing.
Other future extensions will focus on relaxing the assumption that the decision be binary in nature. Based upon some preliminary study, addressing simple M-ary hypothesis decisions in a similar manner appears to be relatively straightforward. Generalizing to an infinitely dense set of hypotheses can then provide an informative interpretation of various aspects of estimation theory, including the generalization of maximum likelihood estimation techniques to yield what one might call ''optimally informed'' estimation, with dual applicability to both target (such as target position) and background (such as noise covariance) parameters. Equally interesting is the possibility of addressing joint decisions. These may potentially include both independent hypothesis sets, such as target presence/absence over a raster of different locations (allowing rigorous formulation of multi-hypothesis Bayesian tracking techniques), or possibly more inter-related sets such as might be drawn from game theory problems.
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