Nowadays, many methods that employ the 16S ribosomal RNA gene (16S rRNA sequencing data) have been proposed for the analysis of gut microbial compositional data. 16S rRNA sequencing data is statistically multivariate count data. When multivariate data analysis methods are used for association analysis with a disease, 16S rRNA sequencing data is generally normalized before analysis models are fitted, because the total sequence read counts of the subjects are different. However, proper methods for normalization have not yet been discussed or proposed. Rarefying is one such normalization method that equals the total counts of subjects by subsampling a certain amount of counts from each subject. It was thought that if rarefying were combined with ensemble learning, performance improvement could be achieved. Then, we proposed an association analysis method by combining rarefying with ensemble learning and evaluated its performance by simulation experiment using several multivariate data analysis methods. The proposed method showed superior performance compared with other analysis methods, with regard to the identification ability of response-associated variables and the classification ability of a response variable. We also used each evaluated method to analyze the gut microbial data of Japanese people, and then compared these results.
Introduction
Metagenome analysis, which uses next-generation sequencing, is a method currently used for surveying the ecological environment of the human gut microbiome (Kim 2013) . Among the metagenome analyses methods, 16S rRNA gene analysis is the method which sequences only the 16S rRNA region of the whole genome (Oulas 2015) ; it is used to identify microbial species based 2014).
Although the proper normalization method for data analysis depends on data and the statistical model to be used, the performance of normalization methods was evaluated recently for differential abundance analysis: univariate analysis method, where a model is fitted to each microbial variable separately (Weiss 2017) . On the other hand, when multivariate data analysis methods are used, statistical models are various and the proper normalization methods have not yet been considered. Therefore, association analyses are performed by a normalization method which is employed rather arbitrarily; the normalization methods are not standardized. In case of 16S rRNA sequencing data that treats microbial hierarchy with relatively many variables like family or genus, the effect of compositional data caused by using proportion data is uncertain, and even the performance evaluation comparing rarefying with proportion has not yet been carried out.
Within the normalization methods, the performance of rarefying might be improved by combining it with ensemble learning. Ensemble learning is a machine learning method which learns multiple models from one data set and combines each result to yield one final model (Yang 2010) . Learning multiple models from one data means learning multiple kinds of models from the whole available data or learning multiple models by resampling from the data. Using this method generally improves the predictive performance of a model. A series of methods have been proposed, of which bagging and boosting are the representative methods (Bühlmann 2007 , Hastie 2009 ). Bagging bootstraps multiple samples from data, creates models from each sample, and combines results. This method has already been proposed as an association analysis method for 16S rRNA sequencing data (Tap 2017) . When rarefying is used in association analysis, multivariate data analysis methods and ensemble learning are fitted after rarefying is applied to the data and all the available data are not used. In order to use all the available data, rarefying must be repeated to the data multiple times and multiple models must be built. Then, if we consider rarefying and building a model as one process of ensemble learning, repeating this process multiple times results in a kind of ensemble learning. In other words, by including rarefying and building a model into the process of ensemble learning, data which are not used in the model fitting of a certain rarefied sample are used in those of another rarefied sample; the demerit of rarefying might thus be resolved. Additionally, by combining rarefying and ensemble learning, each rarefied sample's model might become highly heterogeneous. Ensemble learning elevates predictive performance by averaging multiple models, each of which has high variance, and by lowering the variance of the averaged model. The More heterogeneous models are, the more the variance of the averaged model becomes small (Hastie 2009 ). As a result, the predictive performance of a model and the identification ability of response-associated microbiomes might be improved by combining rarefying with ensemble learning. Also, by using this method, the problem of compositional data is avoided without omitting some available data. We then focus on normalization methods for association analysis when a multivariate data analysis method is used. Specifically, we have proposed a new association analysis method, which combines rarefying with ensemble learning, and compared this method to other methods by simulation and real data analysis.
Method
In this section, we first explain the multivariate data analysis methods used for evaluating the proposed method. We then explain the proposed method and the models that were examined.
Multivariate data analysis methods
In 16S rRNA sequence data analysis, methods for univariate data analysis (differential abundance analysis) are relatively limited, and methods of multivariate data analysis differ from study to study. In this study, we examined 5 methods: Random forest (RF), Lasso, Ridge regression (Ridge), Elastic Net (EN), and Sparse partial least squares discriminant analysis (SPLSDA).
These models were selected because they are used in 16S rRNA sequence data analysis (Yatsunenko 2012 , Schubert 2014 , Tap 2017 , Wu 2013 , Mach 2015 , Mahana 2016 , Labus 2017 , Chua 2017 , Chen 2012 , Knights 2011 , Naseribafrouei 2014 , Halfvarson 2017 , and more broadly in omics data analyses like metabolome data analysis or eQTL analysis (Statnikov 2013 , Determan 2015 , Lu 2017 , Michaelson 2010 , Cho 2010 , Acharjee 2013 , Jiang 2014 . Statistically, these methods can be used even if the number of variables exceeds the number of subjects, and we can evaluate each variable's contribution to a response variable easily. Although the Ridge regression model is not used in 16S rRNA sequence data analysis as opposed to Lasso (Rush 2016 , Lin 2014 , Garcia 2014 and EN (Shankar 2015 , Knights 2011 , these three methods are associated mutually, and we used all of them in order to evaluate the compatibility with the proposed methods. Furthermore, with regards to SPLSDA, PLSDA is also used (Naseribafrouei 2014 , Wu 2013 ), but we used SPLSDA because it can be used even for small sample data and has high ability for variable selection.
Random Forest(s) (RF)
RF is a machine learning method which combines classification and regression trees (CART) and an ensemble learning method called bagging (Breiman 2001) . It is one of the most used analysis methods in 16S rRNA sequence data analysis. CART is a supervised machine learning method which divides data sequentially and builds a predictive model based on the conditions of explanatory variables' values (Shimokawa 2013 , Breiman 1984 . Results of analysis by CART are not influenced by monotone transformation of explanatory variables and are robust against outliers. On the other hand, CART model is a piecewise constant model, which assigns a constant as the predictive value of a response variable, based on the conditions of explanatory variables' values. Therefore, predictive accuracy is low by itself and combination with ensemble learning is effective (Hastie 2009) . CART is combined with bagging (bootstrap aggregating) for use as an ensemble analysis method in RF. Bagging is a method that generates multiple bootstrap samples, builds a model from each sample, and combines their results (Breiman 1996) . By using bagging, one can improve predictive accuracy, but the improvement of predictive performance is not always huge because samples generated by bagging are highly correlated. To cope with that problem, RF elevates the heterogeneity of each sample's model by reducing the number of variables used in each of the dividing of CART (Breiman 2001) . RF evaluates each explanatory variable's contribution to a response variable by variable importance. Several calculation methods of variable importance are proposed, and in R package randomForest (Breiman 2015) , the variable importance value of an explanatory variable is calculated by the improvement of predictive error by including the explanatory variable in model fitting. Additionally, in RF, a response variable is classified by multiple votes from the classification result of each bootstrap sample.
Lasso, Ridge regression and Elastic Net (EN)
Lasso, Ridge regression and Elastic Net (EN) are regression models, each of which uses regularization when estimating coefficient estimates. By using Lasso and EN, coefficient estimates of explanatory variables which are not associated with a response variable become zero, and estimation can be done even when the number of variables exceeds the number of subjects. Ridge regression does not make coefficient estimates of explanatory variables which are not associated with a response variable exactly zero, but shrinks their values toward zero (Hastie 2009 ).
Denote the number of subjects as N , number of variables as p, each value of response variable of i-th subject as yi, standardized explanatory variables vector of i-th subject as xi, β0 as intercept and β as coefficient vector, respectively. EN minimizes the following function (Friedman 2010) , and
λ and α are tuning parameters determined often by cross-validation or BIC. When α = 1, EN becomes Lasso (Tibshirani 1996) , and when α = 0, EN becomes Ridge regression (Hoerl 1970 (Friedman 2010) . When coefficient estimates in the computation process are described as (β0,β), the following function is optimized iteratively in EN model.
In this study, λ was determined by cross-validation, and when we used EN, α was fixed to 0.5 in order not only to select variables but also to take into account the correlations between variables.
2.1.3 Sparse partial least squares discriminant analysis (SPLSDA)
SPLSDA is an extended analysis method of partial least squares regression (PLS) (Chung 2010 , Cao 2011 . PLS is designed for coping with multi-collinearity, and SPLS model uses a regularization like EN, and makes the interpretation of coefficient estimates easy. Additionally, SPLSDA is extended from SPLS for categorical response variable. In this study, we used the SPLSDA model assuming the analysis whose response variable is binary.
PLS
PLS is similar to Ridge regression, in that it was developed for coping with multi-collinearity (Mevik 2016) . PLS replaces explanatory variables into latent variables and builds an association model with a response variable using the latent variables.
We set a response variable vector as y ∈ R n×1 , standardized explanatory variable matrix as X ∈ R n×p . PLS postulates latent variables T ∈ R n×K , which are related to y and X .
Using T , set linear equations
Additionally, define component coefficients matrix W as T = XW , where W ∈ R p×K . PLS sequentially estimates the kth component coefficients w k and regression coefficients β in the following steps.
(1) Set y 1 = y, X 1 = X as the initial values.
(2) Solve w k = arg max
(4) Calculate the loading scalar and vector as q = y
T β and calculate β using T and W
Sparse partial least squares regression (SPLS) (Chun 2010 ) is an extension of PLS and estimates β while selecting variables that are strongly associated with a response variable. SPLSDA is an expanded model of SPLS for categorical response variable (Chung 2010) . SPLSDA and SPLS are the same when the response variable is a univariate binary variable. Variable selection is done by making a part of component coefficients w k zero using a regularization term. As computational convenience, a regularization term is not directly imposed onto w k , but onto the surrogate coefficients vector c.
We describe the estimation method of SPLS (Chun 2010) . Like PLS, each column of component coefficients W ∈ R p×K are estimated sequentially by the following steps.
(1) Set y as the initial value of y 1 (2) Solve min
Then, w k were estimated, and the variables which are (ĉ = 0) are selected.
(3) Set variables that were selected in any components 1, . . . , (k − 1) as A. Revise A ← A + (c = 0), and fit PLS to the response variable using only variables which were included in A.
(4) Based on estimatedβ P LS , revise y 1 as y 1 = y 1 − X Tβ P LS .
(5) Repeat
Step (2) to (4) 
. , K).
Using the variables which have been selected until the last component, the PLS model is fitted to the response variable y, and β are estimated finally. In this study, number of components k was fixed to 1 because pointed out that the number of response categories minus 1 is sufficient for the number of components; this was checked by a small examination in advance.
The regularization parameter λ1 was decided by a 10-fold cross validation, by moving λ1 from 0.1 to 0.9.
Proposed method
We explain the method of combining rarefying with ensemble learning. Rarefying is one of the most commonly used normalization methods for 16S rRNA sequence data analysis (Yatsunenko 2012 , Tap 2017 , Weiss 2017 , and is performed by the following steps (McMurdie 2014):
(1) Determine the cut-off value of the total sequence read counts of subjects.
(2) Exclude subjects whose total counts are smaller than the cut-off value.
(3) With regard to the rest of the subjects, subsample counts equivalent to the cut-off value from each subject in order to even the total counts of subjects.
In this study, we used a simple approach for ensemble learning:
(1) Repeat the rarefying process to the same data and generate multiple subsamples.
(2) Build a classification model from each subsample.
(3) Integrate these models into one final model.
We call this method sagging (subsample aggregating), named after bagging (bootstrap aggregating). In this study, we conducted the rarefying process based on the minimum total counts of all subjects, and not excluded subjects, because we analyzed data such that there were no subjects whose total counts were extremely small.
Models compared in this study
In this study, we evaluated the performance of the method combining rarefying with sagging by the multivariate data analysis methods introduced. For the evaluation, in each multivariate analysis method, we performed 4 patterns of analysis: analysis that uses proportion as the normalization method, analysis that uses rarefying as the normalization method, analysis that combines rarefying with sagging, and analysis that uses proportion the normalization method with bagging as ensemble learning. Because ensemble learning generally elevates the predictive performance, we added the analysis that uses proportion as the normalization method with bagging. In this method, we generated multiple bootstrap samples and used proportion as the normalization method for each sample. From each sample, we built a predictive model, and combined the models into a final model.
We thus evaluated 19 models depending upon the combination of normalization methods, multivariate data analysis methods, and ensemble learning methods. In Table 1 , we present generally by the accuracy of the selection of response-associated variables. However, because we used methods combining ensemble learning, and had the objective of evaluating the ability to identify variables that classify a response variable, we looked at coefficient estimates.
As the evaluation method of classification performance, we used the linear predictors and their mean when we used Lasso, Ridge regression, SPLSDA and EN. RF cannot output the linear predictors like ordinary regression models. Thus, we used the predictive probability of a response variable. With regard to the sampling times for the ensemble learning, we used 50 for all ensemble learning models for computational feasibility. The effect of the sampling times of the proposed method was also examined in simulation experiment.
Analysis software used
All analysis was done by R3.3.4 (R Core team 2017). RF was performed by randomForest (Breiman 2015) and as for tuning parameters, we used the default values. Lasso, Ridge regression and EN were performed by glmnet (Friedman 2017) , and SPLSDA, by package spls (Chung 2015) .
SPLSDA is usually performed by mixOmics ), but we have to specify the number of explanatory variables that are used for association analysis in advance and cannot select variables based on predictive performance.
Therefore, we used package spls. When the response variable is binary, SPLSDA is the same as SPLS model with respect to the computational algorithm (Chung 2015) . We used gplots for obtaining heatmaps (Warnes 2016) . For the computation of AUC value, pROC (Robin 2017) was used. Programs for rarefying and ensemble learning were made by the authors.
Simulation experiment

Simulation setting
We evaluated the performance of each model by a simulation experiment. We evaluated the ability to identify variables which are associated with a response variable and the classification performance for the 19 models presented in Table 1 .
With regard to the setting of simulation data, we set the number of variables as 100 and 300, supposing the family and genus as the microbial hierarchy of data, respectively. To evaluate the performance in a setting where the number of subjects is relatively small, which is the case where many 16S rRNA sequencing data analyses are performed, we set the number of subjects as 100.
We set 2 patterns for the variability of total sequence read counts of each subject because the variability of counts is related to the performance of the normalization methods. If the counts of each subjects were equal, data would not need to be normalized. Then, in one half of all patterns, the variability of total read counts was set to be large between subjects, and in the other half, the variability was set to be relatively small. In each pattern, we generated total counts from log normal distribution, where (µ, σ) are (9.5,0.5) and (9.5,0.2), respectively.
In each setting, the mean of total counts and its standard deviation is about (15140,8068), and (13630,2754), respectively.
We generated the microbial count data in the following way to make data zero inflated like the actual 16S rRNA sequencing data. We generated a matrix (n × p) from a multivariate normal distribution. Each element of covariance matrix of a multivariate normal distribution (p × p) was generated from Uniform distribution, U (0, 0.1) and U (0, 0.8) in two ways. In the case of U (0, 0.1), the correlations among explanatory variables were relatively small; they were large in the case of U (0, 0.8). Each value of mean vector of the multivariate normal distribution (p × 1) was generated from normal distribution N (4, 2). The elements of the generated matrix were exponential-transformed, and then, each element was changed into the proportion scale. That is, if we denote each column j of a certain row i as xij, xij was transformed into xij = xij/(Σ p j=1 xij). Based on the proportion data, the count data of each explanatory variable was generated from multinomial distribution. Denote total counts of each subject as Ni, ni: counts vector of a certain subject i were generated from the following distribution:
where ni = (ni1, . . . , nip) and xi = (xi1, . . . , xip). yi: each value of a binary response variable was generated based on the proportion data.
Pr(yi = 1) = expit(xiβ + ε)
As for β, we randomly picked 30 variables associated with a response variable, and the coefficients of these variables were generated form normal distribution N (1, 1) . The coefficients of the rest of variables were set to zero. We set 2 patterns with respect to the effects of the other factor against the response variable, that is, no effect in one pattern and a large effect in the other. Then, ε was generated from the normal distribution N (0, 1) in half of all the patterns as a random error, and from normal distribution N (−2, 3) in the other half of patterns as a systematic error. The mean value of coefficients of explanatory variables that were related with a response variable was set to 1, and in the case of ε for the distribution N (−2, 3), the effect of the systematic error was larger than xiβ on average; the identification of variables was relatively difficult. We generated this data for model building and for classification performance assessment separately in each pattern. Then, we trained models in model building data and evaluated Table 2 . Simulation setting of each pattern their classification performance in the other data by calculating testing AUC. The coefficients of classification performance assessment data were set to the same as model building data.
We examined a first experiment for 16 patterns in total. The setting of each pattern is presented in Table 2 . As for the evaluation method of each model, we calculated AUC values for coincidence between the measure of the degree of association and the true presence or absence of association with the response variable. Additionally, spearman's rank correlation coefficient between true coefficients and the measure of degree of association were calculated. As for classification performance, we calculated AUC values for coincidence between the measure of performance and a response variable. Also, in classification performance evaluation, we calculated AUC values of true model in addition to 19 models for reference. The number of times that a simulation was conducted was set to 300.
As the second simulation experiment, we confirmed the appropriate sampling times for the proposed method by varying the sampling times from 10 to 50 by 10. Table 3 shows the result of the AUC values for the coincidence between the measure of the degree of association and the true presence or absence of association with a response variable, and Table 4 shows the standard deviations of the AUC values. Among the models that used RF
Simulation results
(1,2,3), the AUC values of model 1, which used proportion data were the highest in all patterns.
But the difference between models 1,2,3 was small in all patterns, and the values are relatively and SPLSDA exceeded those of RF when the proposed method was used. As for the standard deviations, performance improvement by the proposed method was not apparent evidently. Table 5 shows the result of spearman's rank correlation coefficients between the true coefficients and the measure of degree of association, and Table 6 shows the result of the standard deviations. As for RF, model 3 had the highest correlation coefficients across all patterns. As for Lasso, Ridge regression, EN and SPLSDA, the correlation coefficients of the models using ensemble learning were higher than those of the models without ensemble learning. As for Lasso, Ridge regression and EN, the correlation coefficients of the models that used the proposed method were higher than those of the models that used proportion with bagging across almost all patterns, and the standard deviations of the correlation coefficients for the proposed method were the lowest across many patterns. As for SPLSDA, in many patterns, the correlation coefficient values of the model that used the proposed method were higher than those of the model that used proportion with bagging when the variance of total counts was large, and lower when the variance of total counts was small. Throughout the evaluation of classification performance, the AUC values improved by using the proposed method in all analysis methods. Also, the standard deviations of the models that used the proposed method were the lowest in many patterns except for Lasso, where the standard deviations also improved in model 6 as well as model 7. However, the AUC values and the standard deviations of the proposed method were inferior to those of the true model.
The second simulation experiment, which evaluated the effect of the sampling times of the proposed was conducted in the setting of pattern 1 and 2 of Table 2 on behalf of all patterns.
As for the models to evaluate, models 7, 11,15, 19 of Table 1 were used. We did not use RF model because performance improvement was not confirmed by the proposed method in the first experiment. Table 9 shows the result of the second experiment. As for the AUC values and the correlation coefficients for the measure of the degree of association, the values improved by augmenting the sampling times when the number of variables was 300, but the degree of improvement was relatively small in Ridge model. On the other hand, the AUC values for classification performance did not improve by augmenting the sampling times. When the number of variables was 100, the two AUC values, the correlation coefficients and their standard deviations did not improve by augmenting the sampling times. 
Real data analysis
We fitted the evaluated models to Japanese gut microbial data. The data was collected at a medical checkup, which was conducted in the Iwaki district of Hirosaki city in Aomori prefecture every year. This medical checkup is held as a part of the study for prevention of dementia and lifestyle-related diseases, and the study's objective is to develop a preventive method for multi-factor diseases and promote the health of local residents. The medical checkup's target is people older than 20. Gut microbial data began to be collected from 2015. In this study, we used microbial 16S rRNA sequencing data, which was collected in 2015, and BMI. In 2015, 1148
people participated in the medical checkup, and the number of people whose microbial data and BMI were collected was 1074.
As for microbiome 16S rRNA sequencing data, DNA was extracted from feces samples, and amplicon analysis was done by Miseq to V3-V4 regions by techno-suruga labo. Reads sequenced were grouped into Operational Taxonomic Units (OTUs), and the OTUs were classified microbial species at the medical institute of University of Tokyo. The classification was done in each microbial hierarchy, and in this study, we used family and genus as the microbial hierarchy for data analysis. As the response variable, we used BMI and set 25 as the threshold value and converted it into a binary variable. We applied each model to the 16S rRNA sequencing data and compared the results. We used age as an explanatory variable for model building. Table 10 shows the attributes of the subjects and the 16S rRNA sequencing data. The number of families observed was 110 and the number of genera was 304. The mean of the observed number of families for each subject was 26.2 and 51.1 for the number of genera, and the number of microbiomes Table 10 . Attributes of subjects and 16S rRNA sequencing data and Figure 2 shows the result of genera. The heatmaps show only microbiomes whose mean rank is below 200 across all models in Figure 1 , and below 100 across all models in Figure 2 , for taking visibility into account. Each mass of heatmap shows rank of a microbiome within each model, and a color is attached based on the rank across 1-100, indicating that the thicker the color is, the more associated the microbiome is with the response variable. If the measure of degree of association of a microbiome was 0, the microbiome's rank was set to the lowest value.
In Figures 1 and 2 , RF models (models 1,2,3) showed similar results. On the other hands, results of Lasso, Ridge, EN and SPLSDA were different between models across Figure 1-2. As for Lasso, model 4 scarcely identified microbiomes, and model 6 identified many microbiomes. As for Ridge regression, all models identified many microbiomes, and the difference between model 9 and 11 was small. As for EN and SPLSDA, models without ensemble learning (models 12,13,16,17) scarcely identified microbiomes, and models t hat used proportion and bagging (models 14,18) identified many microbiomes.
Discussion
In this study, we focused on normalization methods when multivariate data analysis methods are used. We then proposed a new association analysis method combining rarefying with ensemble learning and evaluated its performance in simulation experiments. Although the efficacy of the ensemble methods was already suggested (Shankar 2015) , the significance of this study is the proposal of a method that incorporates rarefying into the ensemble learning process.
As a result of a simulation experiment, in Lasso, EN and SPLSDA, the proposed method showed higher performance in terms of AUC values for the measure of degree of association, correlation coefficient for the measure of the degree of association, and AUC values for classification performance, than other methods. As for Ridge regression, the proposed method and the model that used proportion were almost equivalent in terms of the AUC values for the measure of degree of association and the AUC values for classification performance. However, the proposed method was superior in terms of the correlation coefficient for the measure of the degree of association. In contrast to the other methods, the proposed method did not show superior performance in RF. The cause of this result is unclear, but it is thought that RF is no more a variable selection method than Ridge regression is, and there is no possibility that the measure of degree of association of a response-associated variable becomes accidently zero. Then, the effect of ensemble learning might larger in variable selection methods than other regression analysis methods. Another possible cause is that RF already uses ensemble learning, and the bias caused by rarefying did not become zero even when sagging was used. This problem might be eliminated by augmenting sampling times, but a large improvement would not be achieved because RF already uses bagging. Furthermore, RF might not be influenced by the pseudo correlation caused by proportion, unlike ordinary regression models, because the results were relatively stable across patterns. Results of the simulation experiment indicate that when RF is used, the normalization method does not markedly influence the result. Lasso, Ridge regression, EN and SPLSDA are ordinary regression models, each of which learns the model without ensemble learning in itself, and the correlation coefficient values rose by using ensemble learning in these models. Additionally, in the real data analysis, microbiomes are rarely identified in many models without ensemble learning (models 4,12,13,16,17) ; ensemble learning is thought to be important for evaluating the effect of variables. However, taking into account the result of AUC values for the measure of the degree of association, the coefficient estimates of variables which
were not related to a response variable were overestimated by pseudo-correlation in models that combined proportion with bagging. Results of the real data analysis show that models combining proportion with bagging (models 6,10,14,18) identified many microbiomes, but the measure of the degree of association of many microbiomes might be overestimated.
As for classification performance, in Lasso, Ridge regression, SPLSDA and EN, when the variability of the total counts was large and the number of variables was 100, AUC values dropped by using the models combining proportion with bagging, compared with the models that used proportion. When the variability of total counts was large, the effect of pseudo correlation by proportion data augmenting and the generalizability of the coefficient estimates of the models that used proportion worsened. As a result, the models using proportion with bagging overestimated the coefficient estimates more than the models that used proportion only, evidenced by the result of the AUC value and correlation coefficient for the measure of association. Though the AUC values for the measure of the degree of association and the correlation coefficients for the measure of the degree of association remained low across all models, the cause for it is considered to be the simulation setting wherein variables whose values were almost all zero became the associated variables for a response variable in many cases. As a result, the difference between the proposed method and the true model was large in terms of the AUC values for classification performance.
From these results, in Lasso, Ridge regression, SPLSDA and EN, one can identify variables associated with a response variable more accurately by using the proposed method. On the other hand, RF's performance was worse than models with the proposed method (models 7,11,15,19) across all patterns. RF is one of the most commonly used analysis methods for 16S rRNA sequencing data; it is often used with rarefying. But from this experiment, it was suggested that other regression models with the proposed method would identify response-associated explanatory variables more accurately. As for proportion data, the performance of the models with proportion was superior to the models with rarefying when ensemble learning was not used in many cases. Proportion data is generally avoided because it is compositional data, but it was suggested that when the number of variables become larger, the problem of proportion data become smaller. We did not examine cases of 1000 or more variables for computational burden;
proportion data might have no problems if data of microbiome hierarchy, such as species was used. As for the sampling times of the proposed method, 10 times were sufficient when the number of variables was 100. On the other hand, when the number of variables was 300, the performance improved by augmenting the sampling times, especially in terms of the correlation coefficient for the measure of degree of association. We can identify variables associated with a response variable more accurately by augmenting the sampling times when the number of variables is large, but difference between 10 times and 50 times was relatively small. It depends on data, but, if the computational burden is large, about 10 times might be sufficient. A limitation of this study is that we examined only 5 major association analysis methods;
other methods should also be examined. Other methods, for example, support vector machine and nearest shrunken centroids (Knights 2011 ) are used, but if the method does not include ensemble learning in the learning process, the ability in identification of response-associated microbiomes would improve by using the proposed method. The degree of improvement when using the proposed depends on the analysis method. Another limitation was that we did not examine the ordinary approaches for compositional data, that is, log-ratio transformation and the method which uses one variable as reference. These methods are used as the normalization methods for Lasso, EN and SPLSDA. As shown in Table 10 , a variety of microbiomes which one subject has are limited, and there are a lot of zero values in the 16S rRNA sequencing data. In real data analysis, we could not use log-ratio transformation even after imputing zero values with small values, because the computation involved multiplying many tiny values and estimation could not be done. Omitting tiny microbiomes in advance from data analysis may solve this problem, but 16S rRNA sequencing data are collections of such tiny microbiomes.
Then, omitting tiny microbiomes may make data analysis meaningless. By using the proposed method, one can identify response-associated microbiomes without omitting microbiomes. The ordinary approaches for compositional data were not developed for 16S rRNA sequencing data, and if we use data with a large variety of microbiomes, like genus or species, these methods cannot be used properly.
As mentioned in the introduction, although proportion data are considered to be a problem, simulation experiments for multivariate data analysis methods have not yet been tried, and methods like rarefying or log-ratio transformation are used arbitrarily. As the simulation results suggest, performance of analysis methods varies depending on the normalization methods. The simulation patterns we examined were limited in that parameters like number of subjects, total read counts and their variability are more diverse in reality. As for total read counts, the values vary between a few thousand and several hundred million. Then, broader simulation experiments for normalization methods should be performed in the future.
Conclusion
We proposed a new association method that combines rarefying with ensemble learning and examined its performance. As a result, it was suggested that if we use ordinary regression models, we can identify microbiomes associated with a response variable and classify the response variable more accurately using the proposed method.
