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On Irregular Linear Quadratic Control: Stochastic
Case
Huanshui Zhang and Juanjuan Xu
Abstract—As it is popular known, Riccati equation is the
key basic tool for optimal control in the modern control the-
ory. The solvability conditions of optimal control, stabilization
conditions and controller design are all based on the Riccati
equation. However, these results highly depends on a strictly
assumption that the Riccati equation is regular. If the Riccati
equation is irregular, the controller could not be derived from
the equilibrium condition. This paper is concerned with the
general stochastic linear quadratic (LQ) with irregular Riccati
equation. Different from the classical control theory for regular
LQ problems, a new approach of ‘multi-layer optimization’ is
proposed. With the approach, we show that different controller
entries of irregular-LQ controller need to be derived from dif-
ferent equilibrium conditions and a specified terminal constraint
condition in different layers, which is much different from the
classical regular LQ control where all the controller entries
can be obtained from equilibrium condition in one layer based
on regular Riccati equation. The presented results clarify the
differences of open-loop control from closed-loop control in the
aspects of solvability and controller design and also explores
in essentially the differences of regular control from irregular
control. Several examples are presented to show the effectiveness
of the proposed approach.
Index Terms—Indefinite LQ control; Controllability; Riccati
equation; Open-loop solvability; Closed-loop solvability.
I. INTRODUCTION
Consider linear control systems governed by Itoˆ stochastic
differential equation as
dx(t) = [A(t)x(t) +B(t)u(t)]dt+ [A¯(t)x(t)
+B¯(t)u(t)]dw(t), x(t0) = x0, (1)
where x ∈ Rn is the state, u ∈ Rm is the control input.
w(t) is a standard one-dimension Brownian motion. The
matrices A(t), B(t), A¯(t), B¯(t) are deterministic matrices with
appropriate dimension.
The cost function is given by
J(t0, x0;u) = E
∫ T
t0
[x′(t)Q(t)x(t) + u′(t)R(t)u(t)]dt
+Ex′(T )Hx(T ), (2)
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where Q(t), R(t), H are symmetric matrices with appropriate
dimensions. Denote
U [t0, T ] = {u(t), t ∈ [t0, T ]|u(t) is Ft adapted,
E
∫ T
0
‖u(t)‖2dt <∞}.
Then the optimal linear quadratic (LQ) control problem is
stated as following:
Problem (Indefinite LQ): For any given initial pair
(t0, x0), find a u
∗ ∈ U [t0, T ] such that
J∗(t0, x0;u
∗) = min
u(·)∈U [t0,T ]
J(t0, x0;u)
.
= V (t0, x0).
The following assumption of convexity is necessary for the
indefinite LQ control.
Assumption 1.
J(t0, 0;u) ≥ 0.
The research of the above Problem has been thoroughly
studied since 1950’s of last century [6], [10], [12], [17]. A
brief summary for the related works is given below.
• In the case of A¯(t) = 0 and B¯(t) = 0, (1) is a
deterministic system, Problem (Indefinite LQ) is reduced
to the deterministic optimal LQ control problem. The
deterministic LQ can be traced back to 1950’s of last
century, please see [1] in 1958, [2] in 1960, [3] in 1961,
[13] in 1990 and references therein. When the LQ is
regular (i.e., the associated Riccati equation is regular),
the problem can be solved elegantly via the Riccati
equation; see [13] for a thorough study of the Riccati
equation approach.
• Stochastic LQ problems, i.e., A¯(t) 6= 0 and/or B¯(t) 6= 0
in (1), pioneered by [6], has been widely studied, see
[7]- [10] and references therein. In the literature it is
typically assumed that the cost function has a positive
definite weighting matrix for the control term, and a
positive semi-definite weighting matrix for the state term
[19]. A new type Riccati equation (generalized Riccati
equation) has been applied to characterize the solvability
of the stochastic LQ control problem [20], [10] under
the positive/seimi-positive assumptions. Another signif-
icant progress on stochastic control was made by [17]
in 1998. It was shown that a stochastic LQ problem
with indefinite Q and R may still be well-posed. The
controller could be designed in terms of state feedback via
a stochastic/general Riccati equation. Follow-up research
2on indefinite stochastic LQ control and the general Riccati
equation have been carried out in [21] and references
therein.
However, it is noted that all the aforementioned results on
optimal LQ control are based on the regularity of a Riccati
equation. So a question is naturally arised: What is the case
when the Riccati equation is irregular. To answer the question,
we first recall the Maximum Principle for the above LQ control
problem.
Lemma 1. (Maximum Principle) Under the convexity Assump-
tion 1, there exists a solution to Problem (Indefinite LQ) if and
only if there exists u(t) such that
0 = R(t)u(t) +B′(t)p(t) + B¯′(t)q(t), (3)
where p(t), q(t) satisfy the following forward backward
stochastic differential equations (FBSDEs):
dx(t) = [A(t)x(t) +B(t)u(t)]dt+ [A¯(t)x(t)
+B¯(t)u(t)]dw(t), (4)
dp(t) = −[A′(t)p(t) + A¯′(t)q(t)
+Q(t)x(t)]dt + q(t)dw(t), p(T ) = Hx(T ).(5)
In usually, it is assumed that the relationship of costate p(t)
and state x(t) is homogeneous, i.e.,
p(t) = P (t)x(t), (6)
where P (t) is the solution to the following Riccati equation
0 = P˙ (t) +A′(t)P (t) + A¯′(t)P (t)A¯(t) + P (t)A(t)
+Q(t)− Γ′0(t)Υ
†
0(t)Γ0(t), P (T ) = H, (7)
while
Υ0(t) = R(t) + B¯
′(t)P (t)B¯(t), (8)
Γ0(t) = B
′(t)P (t) + B¯′(t)P (t)A¯(t). (9)
Then the equilibrium condition (3) becomes
0 = Υ0(t)u(t) + Γ0(t)x(t). (10)
If the Riccati equation is irregular, i.e., Range
(
Γ0(t)
)
6⊆
Range
(
Υ0(t)
)
, it is clear that the controller u(t) can not be
solved from the above equilibrium (arbitrary x(t)). However,
it does not implies that the LQ control is unsolvable. In fact,
the following example shows that there still exists optimal
controller even if the Riccati equation is irregular.
Example [24]: Consider the system
dx(t) = [u1(t) + u2(t)]dt+ [u1(t)− u2(t)]dw(t),
t ∈ [t0, 1] (11)
and the cost function
J(0, u) = Ex(1)2.
The optimal cost is obviously 0. The corresponding open-loop
optimal controller is
u(t) = −
[
1
1
]
x0
2(1− t0)
,
and the closed-loop optimal controller is given by
u(t) =
[
1
1
]
x(t)
2(t− 1)
.
On the other hand, the solution to (7) is P (t) = 1. Thus
Γ0(t) =
[
1
1
]
and Υ0(t) =
[
1 −1
−1 1
]
. This implies that
the Riccati equation is irregular. However, we noted that the
problem is solvable.
It should be pointed out that the irregular LQ problem
has been studied in earlier works [21], [24]. [24] pioneered
the study on irregular LQ problem, focusing on the closed-
loop and open-loop solvability for the stochastic control. [24]
showed that the solvability obtained in previous work [21]
is only applicable to the case of closed-loop control, and
open-loop solvability is different from closed-loop solvabil-
ity. In particular when the Riccati equation is irregular, by
constructing a minimizing sequence, the open-loop solvability
is equivalent to the weak convergence and strong convergence
of the minimizing sequence respectively.
In this paper, following-up the previous works [21], [24], we
will further study the optimal LQ control problem to clarify
the above questions. Firstly, it is shown that the irregularity
of Riccati equation implies the nonhomogeneous relationship
of the state and costate, but not the non-solvability of the
LQ control. Both the open-loop and closed-loop solvability
conditions are depicted by the Range conditions and terminal
constrain condition (i.e., Mx(T ) = 0 with specified matrix
M ). Secondly, different from the classical regular-LQ where
the controller are obtained by using the equilibrium condition
and the Riccati equation in one layer, the Irregular-LQ prob-
lems need more layers in order to obtain the controller entries.
In other words, different controller entries need to be derived
with different equilibrium conditions and terminal condition.
Thirdly, the difference of open-loop and closed-loop control
lies in that the former is to seek the entries of controller in
open-loop form to satisfy the terminal constraint condition
while the latter to seek entries of controller in closed-loop
form to satisfy the terminal constraint condition.
The remainder of the paper is organized as follows. Section
II presents the problem and illustrates some preliminaries used
in the derivation of the controller. The regular and irregular
solutions are given in Section III and IV respectively. Section
V shows the open-loop and closed-loop solutions. An example
is illustrated in Section VI. Some concluding remarks are given
in Section VII.
The following notations will be used throughout this pa-
per: Rn denotes the family of n dimensional vectors. x′
means the transpose of x. A symmetric matrix M > 0 (≥
0) means strictly positive definite (positive semi-definite).
(Ω,F ,P ,Ft|t≥0) is a complete stochastic basis so that F0
contains all P-null elements of F , and the filtration is gen-
erated by the standard Brownian motion {w(t)}t≥0. We also
introduce the following set:
L2F(0, T ;R
m) = {ϕ(t)t∈[t0,T ] is an Ft adapted stochastic
process s.t. E
∫ T
0
‖ϕ(t)‖2dt <∞}.
3II. DEFINITIONS AND PRELIMINARIES
We firstly introduce the following definitions.
Definition 1. Problem (Indefinite LQ) is said to be finite at
initial pair (t0, x0) ∈ [0, T ]×R
n, if
V (t0, x0) > −∞. (12)
Problem (Indefinite LQ) is said to be finite at t0 ∈ [0, T ] if
(12) holds for all x0 ∈ R
n. Problem (Indefinite LQ) is said to
be finite if (12) holds for all (t0, x0) ∈ [0, T ]×R
n.
Definition 2. An element u∗ ∈ U [t0, T ] is called an open-loop
optimal control of Problem (Indefinite LQ) for the initial pair
(t0, x0) ∈ [0, T ]×R
n, if
J∗(t0, x0;u
∗) ≤ J(t0, x0;u), ∀u(·) ∈ U [t0, T ]. (13)
If an open-loop optimal control (uniquely) exists for (t0, x0) ∈
[0, T ]×Rn, Problem (Indefinite LQ) is said to be (uniquely)
open-loop solvable at (t0, x0) ∈ [0, T ] × R
n. Problem (In-
definite LQ) is said to be (uniquely) open-loop solvable at
t0 ∈ [0, T ) if for the given t0, (13) holds for all x ∈ R
n.
Problem (Indefinite LQ) is said to be (uniquely) open-loop
solvable if it is open-loop solvable at all (t0, x0) ∈ [0, T ]×R
n.
Definition 3. [15] An element u∗(·) = K(·)x∗(·) ∈ U [t0, T ]
is called a closed-loop optimal control of Problem (Indefintie
LQ) on [t0, T ] if
J∗(t0, x0;K(·)x
∗(·)) ≤ J(t0, x0;u), ∀x0 ∈ R
n,
∀u(·) ∈ U [t0, T ]. (14)
where x∗(·) is the solution to the following closed-loop system:
dx∗(t) = [A(t) +B(t)K(t)]x∗(t)dt+ [A¯(t)
+B¯(t)K(t)]x∗(t)dw(t), x(t0) = x0. (15)
If a closed-loop optimal controller exists on [t0, T ], Problem
(Indefinite LQ) is said to be (uniquely) closed-loop solvable
on [t0, T ]. Problem (Indefinite LQ) is said to be (uniquely)
closed-loop solvable if it is (uniquely) closed-loop solvable
on any [t0, T ].
Remark 1. The above definition of closed-loop solvability is
from [15], which is different from the one given in [24]. In fact,
in [24], it is assumed that K(·) ∈ L2([0, T ];Rm×n). While
in this paper, it is only assumed that K(·)x∗(·) ∈ U [t0, T ]
which allows the case that K(·) 6∈ L2([0, T ];Rm×n), please
see [15] for details.
We now recall the Moore-Penrose inverse of a matrix which
will be used this paper repeatedly. From [4], for a given matrix
M ∈ Rn×m, there exists a unique matrix in Rm×n denoted
by M † such that
MM †M =M, M †MM † =M †,
(MM †) =MM †, (M †M)′ =M †M.
The matrix M † is called the Moore-Penrose inverse of M .
The following lemma is from [5].
Lemma 2. Let matrices L,M and N be given with appro-
priate size. Then, LXM = N has a solution X if and only if
LL†NMM † = N . Moreover, the solution of LXM = N can
be expressed as X = L†NM † + Y − L†LYMM †, where Y
is a matrix with appropriate size.
In particular, let M = I , we have LX = N has a
solution if and only if LL†N = N . This is also equivalent
to Range(N) ⊆ Range(L) where Range(N) is the range of
N.
III. OPTIMAL CONTROL WITH REGULAR RICCATI
EQUATION
For the completeness of presentation and comparisons
with classical results, we will first consider the classical
regular-LQ problem. Recalling the Maximum Principle in
Lemma 1, we note that the key to solve Problem (Indefinite
LQ) is to obtain the solution to (3)-(5).
Different from the previous works as in (6), we assume
without loss of generality that
Θ(t)
.
= p(t)− P (t)x(t), (16)
where P (t) obeys Riccati equation (7). It is obvious that
P (T ) = H and Θ(T ) = p(T ) − P (T )x(T ) = 0. We also
assume without loss of generality that
dΘ(t) = Θˆ(t)dt+ Θ¯(t)dw(t), (17)
where Θˆ(t) and Θ¯(t) are to be determined. Applying Itoˆ’s
formula to (16) yields
dp(t) = P˙ (t)x(t)dt + P (t)
[
A(t)x(t) +B(t)u(t)
]
dt
+P (t)
[
A¯(t)x(t) + B¯(t)u(t)
]
dw(t)
+Θˆ(t)dt+ Θ¯(t)dw(t). (18)
Using (16), we rewrite (5) as
dp(t) = −
[
A′(t)P (t)x(t) +A′(t)Θ(t) + A¯′(t)q(t)
+Q(t)x(t)
]
dt+ q(t)dw(t). (19)
With a comparison of (18) and (19), it follows that
q(t) = P (t)
[
A¯(t)x(t) + B¯(t)u(t)
]
+ Θ¯(t), (20)
0 = P˙ (t)x(t) + P (t)A(t)x(t) + P (t)B(t)u(t)
+Θˆ(t) +A′(t)P (t)x(t) +A′(t)Θ(t)
+A¯′(t)q(t) +Q(t)x(t). (21)
Using (20) and (16), (3) becomes
0 = R(t)u(t) +B′(t)p(t) + B¯′(t)q(t)
= R(t)u(t) +B′(t)P (t)x(t) +B′(t)Θ(t)
+B¯′(t)P (t)A¯(t)x(t) + B¯′(t)P (t)B¯(t)u(t)
+B¯′(t)Θ¯(t)
= Υ0(t)u(t) + Γ0(t)x(t) +B
′(t)Θ(t)
+B¯′(t)Θ¯(t), (22)
where Υ0(t) and Γ0(t) are respectively as in (8) and (9). It
should be noted that equilibrium condition (22) is different
from (10) when Θ(t) 6= 0. We then have the following result.
4Theorem 1. If it holds that
Range
(
Γ0(t)
)
⊆ Range
(
Υ0(t)
)
, (23)
then Problem (Indefinite LQ) is solvable and the optimal
solution can be given by
u(t) = −Υ†0(t)Γ0(t)x(t) +
(
I −Υ†0(t)Υ0(t)
)
z(t), (24)
where z(t) ∈ Rm is arbitrary and P (t) is given by the Riccati
equation (7): In this case, Θ(t) = 0 holds in (16).
Proof. If (23) holds, then Θ(t) = 0, Θ¯(t) = 0. In fact,
substituting (20) and (24) into (21) and using (7), we have
Θˆ(t) = −
(
A′(t)− Γ′0(t)Υ
†
0(t)B
′(t)
)
Θ(t)
−
(
A¯′(t)− Γ′0(t)Υ
†
0(t)B¯
′(t)
)
Θ¯(t).
Then it is obtained that
dΘ(t) = −
[(
A′(t)− Γ′0(t)Υ
†
0(t)B
′(t)
)
Θ(t) +
(
A¯′(t)
−Γ′0(t)Υ
†
0(t)B¯
′(t)
)
Θ¯(t)
]
dt+ Θ¯(t)dw(t).
Using the terminal value Θ(T ) = 0, it follows that Θ(t) =
0, Θ¯(t) = 0. In this case, it is clear that u(t) in (24) satisfies
the equilibrium condition (22) and thus (24) is one of the
optimal controllers. The proof is now completed. 
Remark 2. Conversely, it is easy to know thatΘ(t) 6= 0 if (23)
does not hold, which is to be considered in the next section.
IV. SOLUTION TO IRREGULAR LQ CONTROL
This section focus on the stochastic LQ control problem
when (23) does not hold, i.e.,
Range
(
Γ0(t)
)
* Range
(
Υ0(t)
)
. (25)
In this case the problem is termed as the irregular LQ
control problem (IR-LQ). It is obvious that the controller can
not be solved from the equilibrium condition (22). However, as
said in Introduction, this does not implies that the optimal con-
trol does not exists. This section aims to propose a multiple-
layer optimization approach to solve the IR-LQ control of this
case.
The proposed optimization approach in this paper may
contain different layers.
A. The First Layer
From (25), it is clear that Υ0(t) is not invertible. We
assume that rank(Υ0(t)) = m0(t) < m. Thus rank
(
I −
Υ†0(t)Υ0(t)
)
= m − m0(t) > 0. It is not difficult to know
that there is an elementary row transformation matrix T0(t)
such that
T0(t)
(
I −Υ†0(t)Υ0(t)
)
=
[
0
ΥT0(t)
]
, (26)
where ΥT0(t) ∈ R
[m−m0(t)]×m is full row rank. Further
denote
[
∗ C′0(t)
]
= Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
T0
−1(t),
[
∗ B0(t)
]
= B(t)
(
I −Υ†0(t)Υ0(t)
)
T0
−1(t),
[
∗ B¯0(t)
]
= B¯(t)
(
I −Υ†0(t)Υ0(t)
)
T0
−1(t). (27)
Moreover, we also make the following denotations for the
convenience of discussions
A0(t) = A(t)−B(t)Υ
†
0(t)Γ0(t),
A¯0(t) = A¯(t)− B¯(t)Υ
†
0(t)Γ0(t),
D0(t) = −B(t)Υ
†
0(t)B
′(t),
D¯0(t) = −B¯(t)Υ
†
0(t)B
′(t),
F0(t) = −B(t)Υ
†
0(t)B¯
′(t),
F¯0(t) = −B¯(t)Υ
†
0(t)B¯
′(t).
Theorem 2. Under the condition (25), Problem (IR-LQ) is
solvable if and only if there exists u1(t) ∈ R
m−m0(t) such
that
0 = C0(t)x(t) +B
′
0(t)Θ(t) + B¯
′
0(t)Θ¯(t). (28)
holds, where u1(t), x(t),Θ(t) and Θ¯(t) satisfy the FBSDEs
dx(t) =
(
A0(t)x(t) +D0(t)Θ(t) + F0(t)Θ¯(t)
+B0(t)u1(t)
)
dt+
(
A¯0(t)x(t) + D¯0(t)Θ(t)
+F¯0(t)Θ¯(t) + B¯0(t)u1(t)
)
dw(t), (29)
dΘ(t) = −
(
A′0(t)Θ(t) + A¯
′
0(t)Θ¯(t) + C
′
0(t)
×u1(t)
)
dt+ Θ¯(t)dw(t), Θ(T ) = 0. (30)
Proof. “Necessity”. If the problem is solvable, then from
Lemma 1, (22) must hold. Thus, (22) can be equivalently
written as
u(t) = −Υ†0(t)
(
Γ0(t)x(t) +B
′(t)Θ(t) + B¯′(t)Θ¯(t)
)
+
(
I −Υ†0(t)Υ0(t)
)
z(t), (31)
where z(t) is a vector with compatible dimension such that
following equality hold
0 =
(
I −Υ0(t)Υ
†
0(t)
)(
Γ0(t)x(t) +B
′(t)Θ(t)
+B¯′(t)Θ¯(t)
)
. (32)
Denote
T0(t)
(
I −Υ†0(t)Υ0(t)
)
z(t) =
[
0
u1(t)
]
, (33)
5where u1(t) = ΥT0(t)z(t) ∈ R
m−m0(t). Note that ΥT0(t) ∈
R[m−m0(t)]×m is full row rank. Now we rewrite (32) as (28).
First, note that
I −Υ0(t)Υ
†
0(t)
=
(
I −Υ0(t)Υ
†
0(t)
)(
I −Υ0(t)Υ
†
0(t)
)
=
(
I −Υ0(t)Υ
†
0(t)
)
T ′0(t)
(
T−10 (t)
)′(
I −Υ0(t)Υ
†
0(t)
)
=
[
0 Υ′T0(t)
] (
T−10 (t)
)′(
I − Υ0(t)Υ
†
0(t)
)
, (34)
where (26) has been used in the derivation of the last equality.
By using (27), (32) can be written as
0 = Υ′T0(t)
[
C0(t)x(t) +B
′
0(t)Θ(t) + B¯
′
0(t)Θ¯(t)
]
.(35)
Note that Υ′T0(t) is full column rank, (35) is rewritten as (28)
directly. By substituting (31) and (20) into (21) and using (7),
it yields that
0 = P˙ (t)x(t) + P (t)A(t)x(t) + Θˆ(t) +A′(t)P (t)x(t)
+A′(t)Θ(t) + A¯′(t)P (t)A¯(t)x(t) + A¯′(t)Θ¯(t)
+Q(t)x(t)− Γ′0(t)Υ
†
0(t)
(
Γ0(t)x(t) +B
′(t)Θ(t)
+B¯′(t)Θ¯(t)
)
+ Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
z(t)
= Θˆ(t) +
(
A′(t)− Γ′0(t)Υ
†
0(t)B
′(t)
)
Θ(t)
+
(
A¯′(t)− Γ′0(t)Υ
†
0(t)B¯
′(t)
)
Θ¯(t)
+Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
z(t). (36)
In view of the fact that
(
I−Υ†0(t)Υ0(t)
)2
= I−Υ†0(t)Υ0(t),
it is obtained that
Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
z(t)
= Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
T−10 (t)T0(t)
(
I −Υ†0(t)
×Υ0(t)
)
z(t)
= Γ′0(t)
(
I −Υ†0(t)Υ0(t)
)
T−10 (t)
[
0
u1(t)
]
=
[
∗ C′0(t)
] [ 0
u1(t)
]
= C′0(t)u1(t). (37)
Thus, from (36) we have
Θˆ(t) = −
[
A′0(t)Θ(t) + A¯
′
0(t)Θ¯(t) + C
′
0(t)u1(t)
]
, (38)
this implies that the dynamic of Θ is as (30) using (17). By
substituting (31) into (4), one has the dynamic (29) of the
state.
“Sufficiency” We now show Problem (IR-LQ) is solvable
if there exists u1(t) to achieve (28). In fact, if (28) is true
then (31) and (32) can be rewritten as (22). Further, by taking
reverse procedures to (16)-(22), it is easily verified that p(t) =
P (t)x(t) + Θ(t), q(t) = P (t)
[
A¯(t)x(t) + B¯(t)u(t)
]
+ Θ¯(t),
where x,Θ, Θ¯ satisfy (28)-(30), are the solutions to (3)-(5).
Thus, Problem (IR-LQ) is solvable according to Lemma 1.
The proof is now completed. 
Remark 3. Applying (33) we have(
I −Υ†0(t)Υ0(t)
)
z(t) = T−10 (t)
[
0
u1(t)
]
= G0(t)u1(t), (39)
where
[
∗ G0(t)
]
= T0
−1(t). Thus (31) can be rewritten
as
u(t) = −Υ†0(t)
(
Γ0(t)x(t) +B
′(t)Θ(t) + B¯′(t)Θ¯(t)
)
+G0(t)u1(t). (40)
Observation 1. The solution to FBSDEs (3)-(5) is homoge-
neous, i.e., Θ(t) = 0, if and only if the Riccati equation (7)
is regular.
Proof. “Necessity” Assume that the Riccati equation (7) is
not regular, then(
I −Υ0(t)Υ
†
0(t)
)
Γ0(t) 6= 0, (41)
which implies C0(t) 6= 0 using (37). Thus according to
Theorem 2, Θ(t) satisfies (30) which is not equal to zero.
This is a contradiction.
“Sufficiency” The necessity follows from Theorem 1. The
proof is now completed. 
Now Problem IR-LQ is converted into finding u1(t) to
achieve (28) associated with (29)-(30). To solve the problem,
without loss of generality, we let
Θ1(t) = Θ(t)− P1(t)x(t), (42)
where P1(t) obeys
0 = P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)
− Γ′1(t)Υ
†
1(t)Γ1(t),
(43)
where
Υ1(t) = B¯
′
0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t), (44)
Γ1(t) = C0(t) +B
′
0(t)P1(t) + B¯
′
0(t)
(
I − P1(t)
×F¯0(t)
)†
P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)
, (45)
with arbitrary terminal value P1(T ).
Similarly, we assume that
dΘ1(t) = Θˆ1(t)dt+ Θ¯1(t)dw(t), (46)
where Θˆ1(t) and Θ¯1(t) are to be determined. Then by taking
Itoˆ’s formula to (42), it is obtained that
dΘ(t) = P˙1(t)x(t)dt + P1(t)dx(t) + dΘ1(t)
= P˙1(t)x(t)dt + P1(t)
[
A0(t)x(t) +D0(t)Θ(t)
+F0(t)Θ¯(t) +B0(t)u1(t)
]
dt+ P1(t)
[
A¯0(t)
×x(t) + D¯0(t)Θ(t) + F¯0(t)Θ¯(t) + B¯0(t)
×u1(t)
]
dw(t) + Θˆ1(t)dt+ Θ¯1(t)dw(t). (47)
6Combining with (30), we have
0 = P˙1(t)x(t) + P1(t)
[
A0(t)x(t) +D0(t)Θ(t)
+F0(t)Θ¯(t) +B0(t)u1(t)
]
+A′0(t)P1(t)x(t)
+Θˆ1(t) +A
′
0(t)Θ1(t) + A¯
′
0(t)Θ¯(t)
+C′0(t)u1(t), (48)
Θ¯(t) = Θ¯1(t) + P1(t)
[
A¯0(t)x(t) + D¯0(t)Θ(t)
+F¯0(t)Θ¯(t) + B¯0(t)u1(t)
]
. (49)
Thus it is obtained from (49) that
(
I − P1(t)F¯0(t)
)
Θ¯(t) =
[
Θ¯1(t) + P1(t)
(
A¯0(t)x(t)
+D¯0(t)Θ(t) + B¯0(t)u1(t)
)]
.
Note that Θ¯(t), satisfying (30), is unique, which is given from
the above equation as
Θ¯(t) =
(
I − P1(t)F¯0(t)
)†[
Θ¯1(t) + P1(t)
(
A¯0(t)x(t)
+D¯0(t)Θ(t) + B¯0(t)u1(t)
)]
+
[
I −
(
I − P1(t)
×F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
ϕ(t), (50)
where ϕ(t) is a vector with compatible dimension. Substituting
(50) into (22), it yields that
0 = Υ0(t)u(t) + Γ0(t)x(t) +B
′(t)P1(t)x(t) +B
′(t)
×Θ1(t) + B¯
′(t)
(
I − P1(t)F¯0(t)
)†[
Θ¯1(t)
+P1(t)
(
A¯0(t)x(t) + D¯0(t)Θ(t) + B¯0(t)u1(t)
)]
+B¯′(t)
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)
×F¯0(t)
)]
ϕ(t). (51)
It is not difficult to know that following condition holds
0 = B¯′(t)
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
.
(52)
In fact, if (52) does not hold, then there exists an unknown
vector ϕ(t) in the equilibrium condition (51), that is, an
unknown vector is involved in the solution to u(t). This
implies that Problem (IR-LQ) is unsolvable.
Remark 4. Using (52) and the definitions of
B¯0(t), D¯0(t), F0(t), F¯0(t), it is immediate to obtain that
0 = L(t)
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
, (53)
where L(t) may be B¯′0(t), D¯
′
0(t), F0(t), F¯0(t).
Substituting (50) into (28) yields that
0 = C0(t)x(t) +B
′
0(t)Θ(t) + B¯
′
0(t)Θ¯(t)
=
[
B¯′0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t)
]
u1(t)
+
[
C0(t) +B
′
0(t)P1(t)
+B¯′0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
(
A¯0(t) + D¯0(t)
×P1(t)
)]
x(t) +H ′1(t)Θ1(t) + H¯
′
1(t)Θ¯1(t)
+B¯′0(t)
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)
×F¯0(t)
)]
ϕ(t)
= Υ1(t)u1(t) + Γ1(t)x(t) +H
′
1(t)Θ1(t)
+H¯ ′1(t)Θ¯1(t) + B¯
′
0(t)
[
I −
(
I − P1(t)F¯0(t)
)†
×
(
I − P1(t)F¯0(t)
)]
ϕ(t)
= Υ1(t)u1(t) + Γ1(t)x(t) +H
′
1(t)Θ1(t)
+H¯ ′1(t)Θ¯1(t), (54)
where the matrices Υ1(t) and Γ1(t) are respectively as (44)
and (45), and
H ′1(t) = B
′
0(t) + B¯
′
0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)D¯0(t),
H¯ ′1(t) = B¯
′
0(t)
(
I − P1(t)F¯0(t)
)†
.
In the sequel, there are two cases to be considered, one is
the case of Range
(
Γ1(t)
)
⊆ Range
(
Υ1(t)
)
and the other
is Range
(
Γ1(t)
)
* Range
(
Υ1(t)
)
.
We firstly consider the case that Range
(
Γ1(t)
)
⊆
Range
(
Υ1(t)
)
. In this case,
Γ′1(t)
(
I −Υ†1(t)Υ1(t)
)
= 0, (55)
and u1(t) is obtained from (54) as,
u1(t) = −Υ
†
1(t)
(
Γ1(t)x(t) +H
′
1(t)Θ1(t) + H¯
′
1(t)Θ¯1(t)
)
+
(
I −Υ†1(t)Υ1(t)
)
z1(t), (56)
where z1(t) is an arbitrary vector with compatible dimension.
By substituting (42), (50) and (56) into the dynamic of the
7system (29), we have
dx(t) =
{(
M1(t)− Hˆ1(t)Υ
†
1(t)Γ1(t)
)
x(t)
+
[
D0(t) + F0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)D¯0(t)
−Hˆ1(t)Υ
†
1(t)H
′
1(t)
]
Θ1(t) +
[
F0(t)
(
I − P1(t)
×F¯0(t)
)†
− Hˆ1(t)Υ
†
1(t)H¯
′
1(t)
]
Θ¯1(t)
+Hˆ1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t)
}
dt+
{(
M¯1(t)
− ˆ¯H1(t)Υ
†
1(t)Γ1(t)
)
x(t) + ˆ¯H1(t)
(
I −Υ†1(t)
×Υ1(t)
)
z1(t) +
[
D¯0(t) + F¯0(t)
(
I − P1(t)
×F¯0(t)
)†
P1(t)D¯0(t)−
ˆ¯H1(t)Υ
†
1(t)H
′
1(t)
]
Θ1(t)
+
[
F¯0(t)
(
I − P1(t)F¯0(t)
)†
− ˆ¯H1(t)Υ
†
1(t)H¯
′
1(t)
]
Θ¯1(t)
}
dw(t), (57)
where
M1(t) = A0(t) +D0(t)P1(t) + F0(t)[I − P1(t)F¯0(t)]
†
×P1(t)[A¯0(t) + D¯0(t)P1(t)]
M¯1(t) = A¯0(t) + D¯0(t)P1(t) + F¯0(t)[I − P1(t)F¯0(t)]
†
×P1(t)[A¯0(t) + D¯0(t)P1(t)]
Hˆ1(t) = B0(t) + F0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t),
ˆ¯H1(t) = B¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t).
Similarly, substituting (42), (50) into (48), we have that
0 =
[
P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)]
x(t) +
[
A′0(t)
+P1(t)D0(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)
×F¯0(t)
)†
P1(t)D¯0(t)
]
Θ1(t) +
[
C′0(t) + P1(t)B0(t)
+
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
P1(t)
×B¯0(t)
]
u1(t) + Θˆ1(t) +
(
A¯′0(t) + P1(t)F0(t)
)
×
(
I − P1(t)F¯0(t)
)†
Θ¯1(t) +
(
A¯′0(t) + P1(t)F0(t)
)
×
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
ϕ(t).
(58)
By denoting
Mˆ1(t) = A0(t) +D0(t)P1(t) + F0(t)P1(t)[I − F¯0(t)
×P1(t)]
†[A¯0(t) + D¯0(t)P1(t)]
ˆ¯M1(t) = [I − F¯0(t)P1(t)]
†[A¯0(t) + D¯0(t)P1(t)]
Γˆ1(t) = C0(t) +B
′
0(t)P1(t) + B¯
′
0(t)P1(t)
(
I −
F¯0(t)P1(t)
)†(
A¯0(t) + D¯0(t)P1(t)
)
(59)
(58) is reduced to
0 =
[
P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)]
x(t) + Mˆ ′1(t)Θ1(t)
+Γˆ′1(t)u1(t) + Θˆ1(t) +
ˆ¯M ′1(t)Θ¯1(t) + A¯
′
0(t)
×
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
ϕ(t),
By substituting (56) into the above equation, we further obtain
that
0 =
[
P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)
− Γˆ′1(t)Υ
†
1(t)Γ1(t)
]
×x(t) +
(
Mˆ ′1(t)− Γ
′
1(t)Υ
†
1(t)H1(t)
)
Θ1(t)
+
(
ˆ¯M ′1(t)− Γ
′
1(t)Υ
†
1(t)H¯1(t)
)
Θ¯1(t)
+Γˆ′1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t) + Θˆ1(t) + A¯
′
0(t)
×
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
ϕ(t).
(60)
Similar to the derivation of (52), the following equality is
necessary for the solvability of optimal control.
0 = A¯′0(t)
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
.
(61)
Lemma 3. Under (52) and (61), it holds that
1) Commutative law
L′1(t)P1(t)
(
I − F¯0(t)P1(t)
)†
L2(t)
= L′1(t)
(
I − P1(t)F¯0(t)
)†
P1(t)L2(t),
where L1(t), L2(t) may be B¯0(t), D¯0(t), A¯0(t), F¯0(t).
2) Formula of More-Penrose inverse for sum of matrices
(
I − F¯0(t)P1(t)
)†
L(t)
=
[
I + F¯0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
]
L(t),
where L(t) may be B¯0(t), D¯0(t), A¯0(t), F¯0(t).
Proof.
81) We firstly consider the case that L1(t) = D¯0(t) and
L2(t) = B¯0(t). By using Remark 4, we have
D¯′0(t)P1(t)
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= D¯′0(t)
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)
P1(t)
×
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= D¯′0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
(
I − F¯0(t)P1(t)
)
×
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= D¯′0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t),
where (53) has been used in the derivation of the last
equality. The other cases can be obtained similarly.
2) Consider the case that L(t) = B¯0(t). By Remark 4, we
have
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= B¯0(t) + F¯0(t)P1(t)
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= B¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†(
I − P1(t)
×F¯0(t)
)
P1(t)
(
I − F¯0(t)P1(t)
)†
B¯0(t)
= B¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
(
I −
F¯0(t)P1(t)
)(
I − F¯0(t)P1(t)
)†
B¯0(t)
= B¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t),
where (53) has been used in the derivation of the
last equality. The derivations of the cases that L(t) =
D¯0(t), A¯0(t), F¯0(t) are similar. So we omit. The proof
is now completed. 
Remark 5. Based on Lemma 3, we have that
Hˆ1(t) = B1(t)
ˆ¯H1(t) = H¯1(t),
Mˆ1(t) = M1(t),
ˆ¯M1(t) = M¯1(t),
Γˆ1(t) = Γ1(t),
M¯ ′1(t) = [A¯0(t) + D¯0(t)P1(t)]
′[I − P1(t)F¯0(t)]
†,
H¯ ′1(t) = B¯
′
0(t) + B¯
′
0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)F¯0(t).
Based on Remark 5, we rewrite (60) as
0 =
[
P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)
− Γ′1(t)Υ
†
1(t)Γ1(t)
]
×x(t) +
(
M ′1(t)− Γ
′
1(t)Υ
†
1(t)H1(t)
)
Θ1(t)
+
(
M¯ ′1(t)− Γ
′
1(t)Υ
†
1(t)H¯1(t)
)
Θ¯1(t)
+Γ′1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t) + Θˆ1(t) + A¯
′
0(t)
×
[
I −
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)]
ϕ(t)
=
(
M ′1(t)− Γ
′
1(t)Υ
†
1(t)H1(t)
)
Θ1(t)
+
(
M¯ ′1(t)− Γ
′
1(t)Υ
†
1(t)H¯1(t)
)
Θ¯1(t)
+Γ′1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t) + Θˆ1(t), (62)
where (43) has been inserted in the last equality. Together with
(55), we have
−Θˆ1(t) =
(
M ′1(t)− Γ
′
1(t)Υ
†
1(t)H1(t)
)
Θ1(t)
+
(
M¯ ′1(t)− Γ
′
1(t)Υ
†
1(t)H¯1(t)
)
Θ¯1(t),
Thus, Θ1(t) obeys the following dynamic equation
dΘ1(t) = −
[(
M ′1(t)− Γ
′
1(t)Υ
†
1(t)H1(t)
)
Θ1(t)
+
(
M¯ ′1(t)− Γ
′
1(t)Υ
†
1(t)H¯1(t)
)
Θ¯1(t)
]
dt
+Θ¯1(t)dw(t) (63)
Similar to Theorem 2, we have the following results.
Theorem 3. If Range
(
Γ1(t)
)
⊆ Range
(
Υ1(t)
)
, then Prob-
lem (IR-LQ) is solvable if and only if there exists z1(t) such
that P1(T )x(T ) = Θ(T ) = 0 where x(t) obeys
dx(t) =
{(
M1(t)−H1(t)Υ
†
1(t)Γ1(t)
)
x(t)
+H1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t)
}
dt+
{(
M¯1(t)
−H¯1(t)Υ
†
1(t)Γ1(t)
)
x(t) + H¯1(t)
(
I −Υ†1(t)
×Υ1(t)
)
z1(t)
}
dw(t). (64)
In this case, In this case,
Θ1(t) = Θ¯1(t) = 0,
Θ(t) = P1(t)x(t). (65)
Θ¯(t) is given by (50), the controller u(t) is given by (40) and
u1(t) is given from (56) as
u1(t) = −Υ
†
1(t)Γ1(t)x(t) + [I −Υ
†
1(t)Υ1(t)]z1(t),(66)
Proof. The proof is similar to Theorem 2. In fact, in the
case of Range
(
Γ1(t)
)
⊆ Range
(
Υ1(t)
)
, if there exists
z1(t) such that P1(T )x(T ) = 0, then Θ1(T ) = Θ(T ) = 0.
Considering the equation (63), it follows that
Θ1(t) = 0, Θ¯1(t) = 0.
9This implies that Θ(t) = P1(t)x(t) and from (50). Thus,
u1(t) given from (56) as in (66). Furthermore, x(t) given by
(57) is reduced to (64) and Θ(t) = P1(t)x(t) solves FBSDEs
(28), (29) and (30). 
Remark 6. If Υ1(t) is invertible, i.e., I − Υ
†
1(t)Υ1(t) = 0,
then from Theorem 3, Problem (IR-LQ) is solvable if and only
if P1(T )x(T ) = Θ(T ) = 0. In this case, the controller u1(t)
is given by where
u1(t) = −Υ
−1
1 (t)Γ1(t)x(t), (67)
and (64) is reduced to
dx(t) =
{(
M1(t)−H1(t)Υ
−1
1 (t)Γ1(t)
)
x(t)
}
dt
+
{(
M¯1(t)− H¯1(t)Υ
−1
1 (t)Γ1(t)
)
x(t)
}
dw(t).
(68)
B. The Second Layer
We now consider the case of
Range
(
Γ1(t)
)
* Range
(
Υ1(t)
)
, (69)
for any P1(T ). It will be seen that most procedures in this
subsection are similar to those in last subsection.
In view of (69), it is known that rank(Υ1(t)) = m1(t) <
m − m0(t), and rank
(
I − Υ†1(t)Υ1(t)
)
= m − m0(t) −
m1(t) > 0. Thus there exists an elementary row transforma-
tion matrix T1(t) such that
T1(t)
(
I −Υ†1(t)Υ1(t)
)
=
[
0
ΥT1(t)
]
, (70)
where ΥT1(t) ∈ R
[m−m0(t)−m1(t)]×[m−m0(t)] is full row rank.
Further denote[
∗ C′1(t)
]
= Γ′1(t)
(
I −Υ†1(t)Υ1(t)
)
T1
−1(t),
[
∗ B1(t)
]
= H1(t)
(
I −Υ†1(t)Υ1(t)
)
T1
−1(t),
[
∗ B¯1(t)
]
= H¯1(t)
(
I −Υ†1(t)Υ1(t)
)
T1
−1(t).
Denote
A1(t) = M1(t)−H1(t)Υ
†
1(t)Γ1(t),
A¯1(t) = M¯1(t)− H¯1(t)Υ
†
1(t)Γ1(t),
D1(t) = D0(t) + F0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
×D¯0(t)−B01(t)Υ
†
1(t)B
′
01(t),
D¯1(t) = D¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
×D¯0(t)− H¯1(t)Υ
†
1(t)H
′
1(t),
F1(t) = F0(t)
(
I − P1(t)F¯0(t)
)†
−H1(t)Υ
†
1(t)
×H¯ ′1(t),
F¯1(t) = F¯0(t)
(
I − P1(t)F¯0(t)
)†
− H¯1(t)Υ
†
1(t)
×H¯ ′1(t).
Remark 7. Based on Lemma 3, D1(t) and F¯1(t) are symmet-
ric, D¯1(t) and F1(t) are rewritten as follows:
D¯1(t) =
(
I − F¯0(t)P1(t)
)†
D¯0(t)− H¯1(t)Υ
†
1(t)
×H ′1(t).
Similar to Theorem 2, we have the following results.
Theorem 4. If Range
(
Γ1(t)
)
* Range
(
Υ1(t)
)
, Problem
(IR-LQ) is solvable if and only if there exists u2(t) ∈
Rm−m0(t)−m1(t) such that
0 = C1(t)x(t) +B
′
1(t)Θ1(t) + B¯
′
1(t)Θ¯1(t), (71)
where u2(t), x(t),Θ1(t) and Θ¯1(t) satisfy the FBSDEs:
dx(t) =
[
A1(t)x(t) +D1(t)Θ1(t) + F1(t)Θ¯1(t)
+B1(t)u2(t)
]
dt+
[
A¯1(t)x(t)
+D¯1(t)Θ1(t) + F¯1(t)Θ¯1(t) + B¯1(t)
×u2(t)
]
dw(t), (72)
dΘ1(t) = −
[
A′1(t)Θ1(t) + A¯
′
1(t)Θ¯1(t) + C
′
1(t)
×u2(t)
]
dt+ Θ¯1(t)dw(t), (73)
with Θ1(T ) = −P1(T )x(T ).
Proof. “Necessity” From (54), one has
u1(t) = −Υ
†
1(t)
(
Γ1(t)x(t) +H
′
1(t)Θ1(t) + H¯
′
1(t)
×Θ¯1(t)
)
+
(
I −Υ†1(t)Υ1(t)
)
z1(t) (74)
and
0 =
(
I −Υ1(t)Υ
†
1(t)
)(
Γ1(t)x(t) +H
′
1(t)Θ1(t)
+H¯ ′1(t)Θ¯1(t)
)
. (75)
From (109), we have
T1(t)
(
I −Υ†1(t)Υ1(t)
)
z1(t) =
[
0
u2(t)
]
, (76)
where u2(t) = ΥT1(t)z1(t) and ΥT1(t) is full row rank.
Similar to the lines as in the proof of Theorem 2, (71) follows
directly from (75). By substituting (50), (42) and (74) into
(29), we have the dynamic (72). From (48), it yields that
0 = P˙1(t)x(t) + P1(t)
[
A0(t)x(t) +D0(t)P1(t)Θ1(t)
+F0(t)Θ¯(t) +B0(t)u1(t)
]
+A′0(t)P1(t)x(t)
+Θˆ1(t) +A
′
0(t)Θ1(t) + A¯
′
0(t)Θ¯(t)
+C′0(t)u1(t). (77)
By using the similar lines on Θ(t) as in last subsection, the
dynamic (73) of Θ1 follows.
“Sufficiency” By taking reverse procedures to the proof
of Necessity, it is verified that Problem (IR LQ) is solvable. 
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Remark 8. Applying (76), we have that
(
I −Υ†1(t)Υ1(t)
)
z1(t) = T
−1
1 (t)
[
0
u2(t)
]
= G1(t)u2(t), (78)
where
[
∗ G1(t)
]
= T1
−1(t). Then (74) can be rewritten
as
u1(t) = −Υ
†
1(t)
(
Γ1(t)x(t) +H
′
1(t)Θ1(t) + H¯
′
1(t)
×Θ¯1(t)
)
+G1(t)u2(t). (79)
From Theorem 4, the problem is now reformulated as a
similar problem stated in Theorem 2, which can be solved
with similar lines as in Subsection A.
Now we have the similar results as in Observation 1.
Observation 2. The solution to FBSDEs (28), (29) and (30) is
homogeneous, i.e., Θ1(t) = 0, if and only if the Riccati equa-
tion (43) is regular, i.e., Range
(
Γ1(t)
)
⊆ Range
(
Υ1(t)
)
,
and there exists z1(t) such that P1(T )x(T ) = 0 where the
dynamic of x(t) is given by (64).
Proof. “Necessity” Assume that the Riccati equation (43) is
not regular, then according to Theorem 4, Θ1(t) satisfies (73)
which is not equal to zero. This is a contradiction.
“Sufficiency” The sufficiency follows from Theorem 3. The
proof is now completed. 
Based on Theorem 4, the solvability of Problem (IR-LQ) is
converted into finding u2(t) to achieve (71) associated with
(72)-(73). The following arguments are similar to subsection
A. Let
Θ2(t) = Θ1(t)− P2(t)x(t), (80)
where P2(t) obeys
0 = P˙2(t) + P2(t)A1(t) +A
′
1(t)P2(t) + P2(t)D1(t)
×P2(t) +
(
A¯′1(t) + P2(t)F1(t)
)(
I − P2(t)F¯1(t)
)†
×P2(t)
(
A¯1(t) + D¯1(t)P2(t)
)
− Γ′2(t)Υ
†
2(t)Γ2(t),
(81)
where
Υ2(t) = B¯
′
1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)B¯1(t), (82)
Γ2(t) = C1(t) +B
′
1(t)P2(t) + B¯
′
1(t)
(
I − P2(t)
×F¯1(t)
)†
P2(t)
(
A¯1(t) + D¯1(t)P2(t)
)
, (83)
with the arbitrary terminal value P2(T ).
We assume that
dΘ2(t) = Θˆ2(t)dt+ Θ¯2(t)dw(t),
where Θˆ2(t) and Θ¯2(t) are to be determined. Then by taking
Itoˆ’s formula to (80), it is obtained that
dΘ1(t) = P˙2(t)x(t)dt + P2(t)dx(t) + dΘ2(t)
= P˙2(t)x(t)dt + P2(t)
[
A1(t)x(t) +D1(t)Θ1(t)
+F1(t)Θ¯1(t) +B1(t)u2(t)
]
dt+ P2(t)
[
A¯1(t)
×x(t) + D¯1(t)Θ1(t) + F¯1(t)Θ¯1(t) + B¯1(t)
×u2(t)
]
dw(t) + Θˆ2(t)dt+ Θ¯2(t)dw(t). (84)
Combining with (80), we have
0 = P˙2(t)x(t) + P2(t)
[
A1(t)x(t) +D1(t)Θ1(t)
+F1(t)Θ¯1(t) +B1(t)u2(t)
]
+A′1(t)P2(t)x(t)
+Θˆ2(t) +A
′
1(t)Θ2(t) + A¯
′
1(t)Θ¯1(t)
+C′1(t)u2(t), (85)
Θ¯1(t) = Θ¯2(t) + P2(t)
[
A¯1(t)x(t) + D¯1(t)Θ1(t)
+F¯1(t)Θ¯1(t) + B¯1(t)u2(t)
]
. (86)
Thus it is obtained from (86) that(
I − P2(t)F¯1(t)
)
Θ¯1(t) =
[
Θ¯2(t) + P2(t)
(
A¯1(t)x(t)
+D¯1(t)Θ1(t) + B¯1(t)u2(t)
)]
,
which gives that
Θ¯1(t) =
(
I − P2(t)F¯1(t)
)†[
Θ¯2(t) + P2(t)
(
A¯1(t)x(t)
+D¯1(t)Θ1(t) + B¯1(t)u2(t)
)]
+
[
I −
(
I − P2(t)
×F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
ϕ1(t), (87)
where ϕ1(t) is an arbitrary vector with compatible dimension.
Substituting (87) into (51), it yields that
0 = Υ0(t)u(t) + Γ0(t)x(t) +B
′(t)P1(t)x(t) +B
′(t)
×Θ1(t) + B¯
′(t)
(
I − P1(t)F¯0(t)
)†(
I − P2(t)F¯1(t)
)†
×
[
Θ¯2(t) + P2(t)
(
A¯1(t)x(t) + D¯1(t)Θ1(t) + B¯1(t)
×u2(t)
)]
+ B¯′(t)
(
I − P1(t)F¯0(t)
)†[
I −
(
I − P2(t)
×F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
ϕ1(t)
+B¯′(t)
(
I − P1(t)F¯0(t)
)†
P1(t)
(
A¯0(t)x(t)
+D¯0(t)Θ(t) + B¯0(t)u1(t)
)]
(88)
Similar to the derivation of (52), there holds that
0 = B¯′(t)
(
I − P1(t)F¯0(t)
)†[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
.
(89)
Similar to Remark 4, we have the following results.
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Remark 9. Using (89) and the definitions of
B¯0(t), D¯0(t), F¯0(t), B¯01(t), B¯1(t), it is immediate to obtain
that
0 = B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
,
0 = D¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
,
0 = F¯0(t)
(
I − P1(t)F¯0(t)
)†[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
,
0 = B¯′1(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
,
0 = B¯′01(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
,
0 = F1(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
,
0 = F¯1(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
.
Substituting (87) into (54) and using the definition of B¯01(t)
and Remark 4, it is derived that
0 = Υ1(t)u1(t) + Γ1(t)x(t) +H
′
1(t)P2(t)x(t) +H
′
1(t)
×Θ2(t) + H¯
′
1(t)
(
I − P2(t)F¯1(t)
)†[
Θ¯2(t) + P2(t)
×
(
A¯1(t)x(t) + D¯1(t)Θ1(t) + B¯1(t)u2(t)
)]
. (90)
Substituting (87) into (71) yields that
0 = C1(t)x(t) +B
′
1(t)Θ1(t) + B¯
′
1(t)Θ¯1(t)
=
[
B¯′1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)B¯1(t)
]
u2(t)
+
[
C1(t) +B
′
1(t)P2(t)
+B¯′1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)
(
A¯1(t) + D¯1(t)
×P2(t)
)]
x(t) +B′11(t)Θ2(t) + B¯
′
11(t)Θ¯2(t)
+B¯′1(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)
×F¯1(t)
)]
ϕ1(t)
= Υ2(t)u2(t) + Γ2(t)x(t) +B
′
11(t)Θ2(t)
+B¯′11(t)Θ¯2(t) + B¯
′
1(t)
[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
ϕ1(t)
= Υ2(t)u2(t) + Γ2(t)x(t) +H
′
2(t)Θ2(t)
+H¯ ′2(t)Θ¯2(t), (91)
where the matrices Υ2(t) and Γ2(t) are respectively as (82)
and (83), and
H ′2(t) = B
′
1(t) + B¯
′
1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)D¯1(t),
H¯ ′2(t) = B¯
′
1(t)
(
I − P2(t)F¯1(t)
)†
.
This gives that
u2(t) = −Υ
†
2(t)
(
Γ2(t)x(t) +H
′
2(t)Θ2(t)
+H¯ ′2(t)Θ¯2(t)
)
+
(
I −Υ†2(t)Υ2(t)
)
z2(t),(92)
Similar to in Subsection A, two cases are to be considered,
one is the case of Range
(
Γ2(t)
)
⊆ Range
(
Υ2(t)
)
and the
other is Range
(
Γ2(t)
)
* Range
(
Υ2(t)
)
.
We firstly consider the case that
Range
(
Γ2(t)
)
⊆ Range
(
Υ2(t)
)
. (93)
By substituting (80), (87) and (92) into the dynamic of the
system (72) and using Remark 9, we have
dx(t) =
{(
M2(t)− Hˆ2(t)Υ
†
2(t)Γ2(t)
)
x(t)
+
[
D1(t) + F1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)D¯1(t)
−Hˆ2(t)Υ
†
2(t)H
′
2(t)
]
Θ1(t) +
[
F1(t)
(
I − P2(t)
×F¯1(t)
)†
− Hˆ2(t)Υ
†
2(t)H¯
′
2(t)
]
Θ¯2(t)
+Hˆ2(t)
(
I −Υ†2(t)Υ2(t)
)
z2(t)
}
dt
+
{(
M¯2(t)−
ˆ¯H2(t)Υ
†
1(t)Γ1(t)
)
x(t)
+ ˆ¯H2(t)
(
I −Υ†2(t)Υ2(t)
)
z1(t) +
[
D¯1(t)
+F¯1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)D¯1(t)−
ˆ¯H2(t)
×Υ†2(t)H
′
2(t)
]
Θ2(t) +
[
F¯1(t)
(
I − P2(t)F¯1(t)
)†
− ˆ¯H2(t)Υ
†
2(t)H¯
′
2(t)
]
Θ¯2(t)
}
dw(t), (94)
where
M2(t) = A1(t) +D1(t)P2(t) + F1(t)[I − P2(t)F¯1(t)]
†
×P2(t)[A¯1(t) + D¯1(t)P2(t)]
M¯2(t) = A¯1(t) + D¯1(t)P2(t) + F¯1(t)[I − P2(t)F¯1(t)]
†
×P2(t)[A¯1(t) + D¯1(t)P2(t)]
Hˆ2(t) = B1(t) + F1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)B¯1(t),
ˆ¯H2(t) = B¯1(t) + F¯1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)B¯1(t).
On the other hand, from (85), it is further obtained that
0 =
[
P˙2(t) + P2(t)A1(t) +A
′
1(t)P2(t) + P2(t)D1(t)
×P2(t) +
(
A¯′1(t) + P2(t)F1(t)
)(
I − P2(t)F¯1(t)
)†
×P2(t)
(
A¯1(t) + D¯1(t)P2(t)
)]
x(t) +
[
A′1(t)
+P2(t)D1(t) +
(
A¯′1(t) + P2(t)F1(t)
)(
I − P2(t)
×F¯1(t)
)†
P2(t)D¯1(t)
]
Θ2(t) +
[
C′1(t) + P2(t)B1(t)
+
(
A¯′1(t) + P2(t)F1(t)
)(
I − P2(t)F¯1(t)
)†
P2(t)
×B¯1(t)
]
u2(t) + Θˆ2(t) +
(
A¯′1(t) + P2(t)F1(t)
)
×
(
I − P2(t)F¯1(t)
)†
Θ¯2(t) +
(
A¯′1(t) + P2(t)F1(t)
)
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×
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
ϕ1(t)
By denoting
Mˆ2(t) = A1(t) +D1(t)P2(t) + F1(t)P2(t)[I − F¯1(t)
×P2(t)]
†[A¯1(t) + D¯1(t)P2(t)],
ˆ¯M2(t) = [I − F¯1(t)P2(t)]
†[A¯1(t) + D¯1(t)P2(t)],
Γˆ2(t) = C1(t) +B
′
1(t)P2(t) + B¯
′
1(t)P2(t)
(
I − P2(t)
×F¯1(t)
)†(
A¯1(t) + D¯1(t)P2(t)
)
.
Combining with (92), the above equation becomes
0 =
[
P˙2(t) + P2(t)A1(t) +A
′
1(t)P2(t) + P2(t)D1(t)
×P2(t) +
(
A¯′1(t) + P2(t)F1(t)
)(
I − P2(t)F¯1(t)
)†
×P2(t)
(
A¯1(t) + D¯1(t)P2(t)
)
− Γˆ′2(t)Υ
†
2(t)Γ2(t)
]
×x(t) +
(
Mˆ ′2(t)− Γˆ
′
2(t)Υ
†
2(t)H
′
2(t)
)
Θ2(t)
+Γˆ′2(t)u2(t) + Θˆ2(t) +
(
ˆ¯M ′2(t)− Γˆ
′
2(t)Υ
†
2(t)
×H¯ ′2(t)
)
Θ¯2(t) + Γˆ
′
2(t)
(
I −Υ†2(t)Υ2(t)
)
z2(t)
+A¯′1(t)
[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
ϕ1(t), (95)
where Remark 9 has been used in the last equality. Similar to
(52), it follows that
0 = A¯′1(t)
[
I −
(
I − P2(t)F¯1(t)
)†(
I − P2(t)F¯1(t)
)]
.
(96)
The following Lemma is similar to Lemma 3.
Lemma 4. Under (89) and (96), it holds that
1)
L′1(t)P2(t)
(
I − F¯1(t)P2(t)
)†
N1(t)
= L′1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)N1(t),
where L1(t), N1(t) = B¯1(t), D¯1(t), A¯1(t), F¯1(t).
2) (
I − F¯1(t)P2(t)
)†
L1(t)
=
[
I + F¯1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)
]
L1(t),
where L1(t) = B¯1(t), D¯1(t), A¯1(t), F¯1(t).
Proof. Based on Remark 9, there holds that
0 = L′1(t)
[
I −
(
I − P2(t)F¯1(t)
)†
×
(
I − P2(t)F¯1(t)
)]
,
where L1(t) = A¯1(t), B¯
′
1(t), D¯
′
1(t), F¯1(t). Combining with
the discussions in Lemma 3, the results follow. 
Lemma 5. Under (89) and (96), it holds for L0(t) =
B¯0(t), A¯0(t), D¯0(t), F¯0(t) that
1)
L′0(t) = L
′
0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
×
(
I − P1(t)F¯0(t)
)†]†[
I − P1(t)F¯0(t)
−P2(t)F¯0(t)
]
, (97)
2) (
P1(t) + P2(t)
)
L0(t)
=
[
I − P1(t)F¯0(t)− P2(t)F¯0(t)
][
I − P1(t)F¯0(t)
−P2(t)F¯0(t)
]†(
P1(t) + P2(t)
)
L0(t). (98)
Proof. We only state the proof for the case of L0(t) =
B¯0(t). The proof for the other cases are the same.
1) Using Remark 9, it is obtained that
B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†[
I − P2(t)F¯0(t)
(
I − P1(t)F¯0(t)
)†]
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†
. (99)
Multiplying I − P1(t)F¯0(t) from the right side yields
that
B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I
−P1(t)F¯0(t)
)†]†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†](
I − P1(t)F¯0(t)
)
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†(
I − P1(t)F¯0(t)
)
.
By using (53), (97) follows.
2) From (97), it yields that
L0(t) =
[
I − F¯0(t)P1(t)− F¯0(t)P2(t)
][
I
−
(
I − F¯0(t)P1(t)
)†
F¯0(t)P2(t)
]†
×
(
I − F¯0(t)P1(t)
)†
L0(t), (100)
which can be written as[
I − F¯0(t)P1(t)− F¯0(t)P2(t)
]
y1(t) = L0(t),
where
y1(t) =
[
I −
(
I − F¯0(t)P1(t)
)†
F¯0(t)P2(t)
]†
×
(
I − F¯0(t)P1(t)
)†
L0(t),
is a solution to the above equation. Thus we have
Range
(
L0(t)
)
⊆ Range
(
I − F¯0(t)P1(t)− F¯0(t)P2(t)
)
.
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This gives that
L0(t) =
[
I − F¯0(t)P1(t)− F¯0(t)P2(t)
][
I − F¯0(t)
×P1(t)− F¯0(t)P2(t)
]†
L0(t).
By multiplying P1(t) + P2(t) from the left side to the
above equation, it yields that(
P1(t) + P2(t)
)
L0(t)
=
[
I − P1(t)F¯0(t)− P2(t)F¯0(t)
](
P1(t) + P2(t)
)
×
[
I − F¯0(t)P1(t)− F¯0(t)P2(t)
]†
L0(t). (101)
Denote
y2(t) =
(
P1(t) + P2(t)
)[
I − F¯0(t)P1(t)
−F¯0(t)P2(t)
]†
L0(t),
then (101) is reduced to[
I − P1(t)F¯0(t)− P2(t)F¯0(t)
]
y2(t)
=
(
P1(t) + P2(t)
)
L0(t),
thus
Range
[(
P1(t) + P2(t)
)
L0(t)
]
⊆ Range
(
I − P1(t)F¯0(t)− P2(t)F¯0(t)
)
.
This implies that (98) holds. The proof is now com-
pleted. 
Remark 10. Based on Lemma 4, we have that
Hˆ2(t) = H2(t)
ˆ¯H2(t) = H¯2(t),
Mˆ2(t) = M2(t)
ˆ¯M2(t) = M¯2(t),
Γˆ2(t) = Γ2(t),
H¯ ′2(t) = B¯
′
1(t) + B¯
′
1(t)
(
I − P2(t)F¯1(t)
)†
P2(t)F¯1(t),
M¯ ′2(t) = [A¯1(t) + D¯1(t)P2(t)]
′[I − P2(t)F¯1(t)]
†.
With the similar discussions on (58) in Subsection A, by
combining with (81), (92), (93) and Remark 10, we know that
(95) is reduced to
0 =
(
M ′2(t)− Γ
′
2(t)Υ
†
2(t)H2(t)
)
Θ2(t)
+
(
M¯ ′2(t)− Γ
′
2(t)Υ
†
2(t)H¯2(t)
)
Θ¯2(t)
+Θˆ2(t),
that is, Θ2(t) obeys the following dynamic equation:
dΘ2(t) = −
[(
M ′2(t)− Γ
′
2(t)Υ
†
2(t)H2(t)
)
Θ2(t)
+
(
M¯ ′2(t)− Γ
′
2(t)Υ
†
2(t)H¯2(t)
)
Θ¯2(t)
]
dt
+Θ¯2(t)dw(t). (102)
The following Theorem is similar to Theorem 3.
Theorem 5. If Range
(
Γ2(t)
)
⊆ Range
(
Υ2(t)
)
, then Prob-
lem (IR-LQ) is solvable if and only if there exists z2(t) such
that
(
P1(T ) + P2(T )
)
x(T ) = 0 where x(t) obeys
dx(t) =
{(
M2(t)−H2(t)Υ
†
2(t)Γ2(t)
)
x(t) +H2(t)
×
(
I −Υ†2(t)Υ2(t)
)
z2(t)
}
dt+
{(
M¯2(t)
−H¯2(t)Υ
†
2(t)Γ2(t)
)
x(t) + H¯2(t)
(
I −Υ†2(t)
×Υ2(t)
)
z2(t)
}
dw(t). (103)
In this case,
Θ2(t) = Θ¯2(t) = 0,
Θ1(t) = P2(t)x(t),
Θ(t) =
(
P1(t) + P2(t)
)
x(t). (104)
Θ¯(t) and Θ¯1(t) are respectively given by (50) and (87). The
controller u(t) and u1(t) are respectively given by (40) and
(79), and u2(t) is as
u2(t) = −Υ
†
2(t)Γ2(t)x(t) +
(
I −Υ†2(t)Υ2(t)
)
z2(t).
(105)
Proof. The proof is similar to Theorem 3 and thus omitted.

C. The kth Layer
In this subsection, we consider the general case when
Range
(
Γk−1(t)
)
6⊆ Range
(
Υk−1(t)
)
.
Recalling the first layer in Subsection A and the second
layer in Subsection B, we know that the kth layer optimization
can be reduced to seek uk(t) satisfy the following equilibrium
condition
0 = Ck−1x(t) +B
′
k−1(t)Θk−1(t)
+B¯′k−1(t)Θ¯k−1(t) (106)
where Θk−1(t) and x(t) are given by
dx(t) =
[
Ak−1(t)x(t) +Dk−1(t)Θk−1(t)
+Fk−1(t)Θ¯k−1(t) +Bk−1(t)
×uk(t)
]
dt+
[
A¯k−1(t)x(t)
+D¯k(t)Θk−1(t) + F¯k−1(t)
×Θ¯k−1(t) + B¯k−1(t)uk(t)
]
dw(t)
(107)
dΘk−1(t) = −[A
′
k−1(t)Θk−1(t) + A¯
′
k−1(t)Θ¯k−1(t)
+C′k−1(t)uk(t)]dt+ Θ¯k−1(t)dw(t),
(108)
where Ak−1, A¯k−1, Bk−1, B¯k−1, Ck−1, Dk−1, D¯k−1, Fk−1,
F¯k−1 have the similar definitions as in Subsection B. Sim-
ilar to Subsection B, it is known that rank(Υk−1(t)) =
14
mk−1(t) < m−
∑k−2
j=0 mj(t) = dim
(
uk−1
)
, and rank
(
I −
Υ†k−1(t)Υk−1(t)
)
= m −
∑k−1
j=0 mj(t) > 0. Suppose there
exists an elementary row transformation matrix Tk−1(t) such
that
Tk−1(t)
(
I −Υ†k−1(t)Υk−1(t)
)
=
[
0
ΥTk−1(t)
]
, (109)
where ΥTk−1(t) ∈ R
[m−
∑k−1
j=0
mj(t)]×[m−
∑k−2
j=0
mj(t)] is full
row rank. Further denote[
∗ C′k−1(t)
]
= Γ′k−1(t)
(
I −Υ†k−1(t)Υk−1(t)
)
×T−1k−1(t),[
∗ Bk−1(t)
]
= Hk−1(t)
(
I −Υ†k−1(t)Υk−1(t)
)
×T−1k−1(t),[
∗ B¯k−1(t)
]
= H¯k−1(t)
(
I −Υ†k−1(t)Υk−1(t)
)
×T−1k−1(t),[
∗ Gk−1(t)
]
= T−1k−1(t), (110)
where
H ′k(t) = B
′
k−1(t) + B¯
′
k−1(t)
(
I − Pk(t)F¯k−1(t)
)†
×Pk(t)D¯k−1(t),
H¯ ′k(t) = B¯
′
k−1(t)
(
I − Pk(t)F¯k−1(t)
)†
.
The associated Riccati equation is as
0 = P˙k(t) + Pk(t)Ak−1(t) + Pk(t)Dk−1(t)Pk(t)
+A′k−1(t)Pk(t) +
(
A¯′k−1(t) + Pk(t)Fk−1(t)
)
×
(
I − Pk(t)F¯k−1(t)
)†
Pk(t)
(
A¯k−1(t)
+D¯k−1(t)Pk(t)
)
− Γ′k(t)Υ
†
k(t)Γk(t),
(111)
with any value Pk(T ) and
Υk(t) = B¯
′
k−1(t)
(
I − Pk(t)F¯k−1(t)
)†
Pk(t)B¯k−1(t)
Γk(t) = Ck−1(t) +B
′
k−1(t)Pk(t) + B¯
′
k−1(t)
(
I − Pk(t)
×F¯k−1(t)
)†
Pk(t)
(
A¯k−1(t) + D¯k−1(t)Pk(t)
)
.
Similarly, we denote
Mk(t) = Ak−1(t) +D
′
k−1(t)Pk(t) + Fk−1(t)[I
−Pk(t)F¯k−1(t)]
†Pk(t)[A¯k−1(t)
+D¯k−1(t)Pk(t)] (112)
M¯k(t) = A¯k−1(t) + D¯k−1(t)Pk(t) + F¯k−1(t)[I − Pk(t)
×F¯k−1(t)]
†Pk(t)[A¯k−1(t) + D¯k−1(t)Pk(t)].
(113)
The following conditions are necessary for the solvability
of the Problem (IR-LQ)
0 = L′k−2(t)
(
I − Pk−1(t)F¯k−2(t)
)†[
I −
(
I − Pk(t)
×F¯k−1(t)
)†(
I − Pk(t)F¯k−1(t)
)]
, (114)
and
0 = A′k−1(t)
[
I −
(
I − Pk(t)F¯k−1(t)
)†
×
(
I − Pk(t)F¯k−1(t)
)]
(115)
where Lk−2(t) = B¯
′
k−2(t), D¯
′
k−2(t), F¯k−2(t).
Taking similar discussions to Theorem 3, we have the
following result.
Theorem 6. If Range
(
Γk(t)
)
⊆ Range
(
Υk(t)
)
, then Prob-
lem (IR-LQ) is solvable if and only if there exists zk(t) such
that
∑k
i=1 Pi(T )x(T ) = 0 where x(t) obeys the following
dynamic
dx(t) =
[(
Mk(t)−Hk(t)Υ
†
k(t)Γk(t)
)
x(t)
+Hk(t)
(
I −Υ†k(t)Υk(t)
)
zk(t)
]
dt
+
[(
M¯k(t)− H¯k(t)Υ
†
k(t)Γk(t)
)
x(t)
+H¯k(t)
(
I −Υ†k(t)Υk(t)
)
zk(t)
]
dw(t),
where Mk(t) and M¯k(t) are as defined in (112) and (113). In
this case,
Θk(t) = Θ¯k(t) = 0,
Θi(t) =
[ k∑
j=i+1
Pj(t)
]
x(t), 0 ≤ i ≤ k − 1, (116)
where Θ¯i(t) (0 ≤ i ≤ k − 1) is given as
Θ¯i(t) =
(
I − Pi+1(t)F¯i(t)
)†[
Θ¯i+1(t) + Pi+1(t)
(
A¯i(t)
×x(t) + D¯i(t)Θi(t) + B¯i(t)ui+1(t)
)]
+
[
I −
(
I − Pi+1(t)F¯i(t)
)†(
I − Pi+1(t)F¯i(t)
)]
×ϕi(t). (117)
The controllers are given as
ui(t) = −Υ
†
i (t)
(
Γi(t)x(t) +H
′
i(t)Θi(t) + H¯
′
i(t)
×Θ¯i(t)
)
+Gi(t)ui+1(t), 0 ≤ i ≤ k − 1,
uk(t) = −Υ
†
k(t)Γk(t)x(t) + [I −Υ
†
k(t)Υk(t)]zk(t).
In the above, Θ0(t) = Θ(t), Θ¯0(t) = Θ¯(t), H0(t) = B(t),
H¯0(t) = B¯(t), u0(t) = u(t).
Now we present one of the key results for multi-layer
optimization for the Problem (IR-LQ).
Theorem 7. If there exists k ≥ 1 that Υk(t) = 0 and
Γk(t) 6= 0 for any Pi(T ), (1 ≤ i ≤ k) then Problem (IR-
LQ) is unsolvable.
Proof. Without losses of generality, we consider the case of
k = 1. If Υ1(t) = 0, Γ1(t) 6= 0, then (43) becomes
0 = P˙1(t) + P1(t)A0(t) +A
′
0(t)P1(t) + P1(t)D0(t)
×P1(t) +
(
A¯′0(t) + P1(t)F0(t)
)(
I − P1(t)F¯0(t)
)†
×P1(t)
(
A¯0(t) + D¯0(t)P1(t)
)
. (118)
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In what follows, we will show Υ2(t) = 0 and Γ2(t) 6= 0,
where Υ2(t) and Γ2(t) are as defined in (81). Following (80),
we have
Θ1(t) = P2(t)x(t) + Θ2(t),
where P2(t) obeys Riccati equation (81).
In view of (99), one has
B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†
P2(t)F¯0(t)
(
I − P1(t)F¯0(t)
)†
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†
− B¯′0(t)
(
I − P1(t)F¯0(t)
)†
.
Together with 2) in Lemma 3, Υ2(t) can be reformulated as
Υ2(t)
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†
P2(t)
[
B¯0(t) + F¯0(t)
(
I − P1(t)F¯0(t)
)†
×P1(t)B¯0(t)
]
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†
P2(t)B¯0(t) +
{
B¯′0(t)
(
I − P1(t)F¯0(t)
)†
×
[
I − P2(t)F¯0(t)
(
I − P1(t)F¯0(t)
)†]†
−B¯′0(t)
(
I − P1(t)F¯0(t)
)†}
P1(t)B¯0(t)
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†(
P1(t) + P2(t)
)
B¯0(t)
−B¯′0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t)
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†(
P1(t) + P2(t)
)
B¯0(t) (119)
where Υ1(t) = B¯
′
0(t)
(
I − P1(t)F¯0(t)
)†
P1(t)B¯0(t) = 0 has
been used in the derivation of the last equality. Combining
with (97) in Lemma 5, (119) is further rewritten as
Υ2(t)
= B¯′0(t)
(
I − P1(t)F¯0(t)
)†[
I − P2(t)F¯0(t)
(
I − P1(t)
×F¯0(t)
)†]†[
I − P1(t)F¯0(t)− P2(t)F¯0(t)
][
I
−P1(t)F¯0(t)− P2(t)F¯0(t)
]†(
P1(t) + P2(t)
)
B¯0(t)
= B¯′0(t)
[
I − P(t)F¯0(t)
]†
P(t)B¯0(t). (120)
where P(t) = P1(t) + P2(t). Similarly, we can show that
Γ2(t) = C0(t) +B
′
0(t)P(t) + B¯
′
0(t)
(
I − P(t)F¯0(t)
)†
×P(t)
(
A¯0(t) + D¯0(t)P(t)
)
. (121)
By combining (118) with (81) and taking similar transforma-
tions to Υ2(t), we have
0 = P˙(t) + P(t)A0(t) +A
′
0(t)P(t) + P(t)D0(t)P(t)
+
[
A¯0(t) + D¯0(t)P(t)
]′[
I − P(t)F¯0(t)
]
P(t)[
A¯0(t) + D¯0(t)P(t)
]
− Γ2(t)
′Υ2(t)Γ2(t), (122)
with P(T ) = P1(T ) + P2(T ) and Γ2(t) and Υ2(t) are given
as in the above. Note that Riccati equation (122) is exactly
the same as (43) with the arbitrary terminal values. Recall
that Υ1(t) = 0 and Γ1(t) 6= 0 for arbitrary terminal value
P1(T ), thus Υ2(t) = 0 and Γ2(t) 6= 0 for arbitrary terminal
value P(T ). This implies that where is no u2(t) such that
(71) hold, thus Problem (IR-LQ) is unsolvable. The proof is
completed now. 
Now we have the following Observation.
Observation 3. The optimization procedure for Problem (IR-
LQ) is completed in finite layers, i.e., at most m layer where
m is the dimension of control input u(t). The optimization will
stop in one of the following two cases:
• Range
(
Γk(t)
)
⊆ Range
(
Υk(t)
)
;
• Γk(t) 6= 0 and Υk(t) = 0.
Proof: By using Theorem 7 and noting that dim(uk(t)) <
dim(uk−1(t)), we know that the proof follows directly.
V. OPEN-LOOP AND CLOSED-LOOP SOLUTIONS
According to Theorem 6, if Range
(
Γi(t)
)
⊆
Range
(
Υi(t)
)
, then Problem (IR-LQ) is solvable if
and only if there exists zi(t) such that
∑i
j=1 Pj(T )x(T ) = 0
where x(t) obeys the following dynamic:
dx(t) =
[(
Mi(t)−Hi(t)Υ
†
i (t)Γi(t)
)
x(t)
+Hi(t)[I −Υ
†
i (t)Υi(t)]zi(t)
]
dt+
[(
M¯i(t)
−H¯i(t)Υ
†
i (t)Γi(t)
)
x(t) + H¯i(t)[I
−Υ†i (t)Υi(t)]zi(t)
]
dw(t).
Remark 11. In particularly, it should be pointed out that
if Υi(t) is invertible then term zi(t) will disappear and the
dynamic system becomes
dx(t) =
[(
Mi(t)−Hi(t)Υ
−1
i (t)Γi(t)
)
x(t)
]
dt
+
[(
M¯i(t)− H¯i(t)Υ
−1
i (t)Γi(t)
)
x(t)
]
dw(t).
(123)
Then Problem (IR-LQ) is solvable if and only if∑i
i=j Pj(T )x(T ) = 0 where x(t) obeys the above dynamic
(123).
Following the denotations in last subsection, the above
equation can be simply denoted as
dx(t) =
[
Ai(t)x(t) +Bi(t)ui(t)
]
dt+
[
A¯i(t)x(t)
+B¯i(t)ui(t)
]
dw(t). (124)
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Recalling Theorem 1 of [26], it has been obtained that the
system (124) is exactly controllable if and only if B¯i(t) has
full row rank. In this case, there exits a matrix Λi(t) such that
B¯i(t)Λi(t) =
[
I 0
]
.
Denote
Λ−1i (t)ui(t) =
[
µi(t)
νi(t)
]
,
y¯i(t) = A¯i(t)x(t) + µi(t),
Bi(t)Λi(t) =
[
Gi1(t) Gi2(t)
]
.
Rewriting (124) yields that
dx(t) = −
(
− [Ai(t)−Gi1(t)A¯i(t)]x(t) −Gi1(t)y¯i(t)
−Gi2(t)νi(t)
)
dt+ y¯i(t)dw(t) (125)
Theorem 8. If Range
(
Γi(t)
)
⊆ Range
(
Υi(t)
)
and B¯i(t)
has full-row rank, then there exists an open-loop/closed-
loop solution to Problem ( IR-LQ) if and only if there
exists an open-loop/closed-loop solution such that there
exists an open-loop/closed-loop controller νi(t) such that∑i
j=1 Pj(T )x(T ) = 0 where x(t) is given by (125). In
particular, it follows that
1). The open-loop solution can be given by ui(t) =
Λi(t)
[
µi(t)
νi(t)
]
with
νi(t) = −G
′
i2(t)Φi(t)Gi[t0, T ]
−1T ′i (t0)x0, (126)
if the following Gramian matrix is invertible:
Gi[t0, T ] = E
[ ∫ T
t0
Φ′i(s)Gi2(s)G
′
i2(s)Φi(s)ds
]
(127)
while Φi(t) satisfies
dΦi(t) = −[Ai(t) −Gi1(t)A¯i(t)]
′Φi(t)dt
−G′i1(t)Φi(t)dw(t),
Φi(t0) = I.
2). The closed-loop solution can be given by zi(t) =
Ki(t)x(t) where K(t) satisfying
[Ai(t)−Gi1(t)A¯i(t)] +Gi2(t)K(t) =
1
t− T
.
if it holds that
Range
(
Gi2(t)
)
⊆ Range
( 1
t− T
− [Ai(t)
−Gi1(t)A¯i(t)]
)
Proof. 1). From (125), it yields that
x(t) = x(T )− E
[
Φ′i(t)
−1
∫ T
t
Φ′i(s)G
′
i1(s)νi1(s)ds|Ft
]
.
This implies that
x(t0) = x(T )− E
[ ∫ T
t0
Φ′i(s)G
′
i1(s)νi1(s)ds
]
.(128)
Let νi1 satisfy (126), then (128) can be reformulated as
x(t0) = x(T ) + x0. (129)
Accordingly, x(T ) = 0. This implies that
∑i
j=1 Pj(T )x(T ) =
0.
2). If (128) holds, then there exists a matrix K(t) such that
[Ai(t)−Gi1(t)A¯i(t)] +Gi2(t)K(t) =
1
t− T
.
Let zi(t) = K(t)x(t) and y¯i(t) = 0, then (125) becomes
dx(t) =
1
t− T
x(t)dt. (130)
By solving the above equation, we have
x(T ) = 0.
Thus,
∑i
j=1 Pj(T )x(T ) = 0. The proof is completed. 
VI. EXAMPLES
Consider the system (11) and the corresponding cost func-
tion in the first example in Section I. The Riccati equation is
as
P˙ (t) = 0, P (1) = 1,
this implies that P (t) = 1, t ∈ [0, 1] Thus
R+ B¯′P (t)B¯ =
[
1 −1
−1 1
]
B′P (t) + B¯′P (t)A¯ =
[
1
1
]
(131)
It is obvious that the solution P (t) is nonregular. The solvabil-
ity is equivalent to the solvability of the following FBSDEs:
dx(t) =
[
1 1
]
z(t)dt− Θ¯(t)dw(t),
dΘ(t) = −
[
1 1
]
z(t)dt+ Θ¯(t)dw(t),
0 =
[
1
1
]
x(t) +
[
1
1
]
Θ(t) +
[
1
1
]
Θ¯(t),
with Θ(T ) = 0. Following Theorem 3, let P1(t) = −P (t) =
−1, if P1(T )x(T ) = −x(T ) = 0, then the optimization
problem is solvable. In this case, together with Theorem 8,
the open-loop solution is given by
u(t) = −
[
1
1
]
x0
2(1− t0)
.
The closed-loop solution is given by
u(t) =
[
1
1
]
x(t)
2(t− 1)
.
VII. CONCLUSIONS
In this paper we have solved the irregular-LQ optimal
control problem by proposing the multiple-layer optimization
approach, which is new to our best of knowledge. The con-
trollers including the open-loop and closed-loop are designed
based on Riccati equations and terminal constraint of state.
The results show the essential difference between the irregular-
LQ control and the regular-LQ control which lies in that
the former must guarantee the terminal constraint of state
(Mx(T ) = 0).
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