Elektronenspinresonanz in Systemen mit ferromagnetischen Korrelationen by Förster, Tobias
Elektronenspinresonanz in Systemen mit
ferromagnetischen Korrelationen
D I S S E RTAT I O N








geboren am 29. Oktober 1979 in Zwickau
Max-Planck-Institut
für Chemische Physik fester Stoffe
M A X - P L A N C K - G E S E L L S C H A F T
Gutachter:
Prof. Dr. Frank Steglich
Prof. Dr. Alois Loidl
Beginn der Promotion: 01.08.2006
Eingereicht am: 26.08.2011
Inhaltsverzeichnis
Verzeichnis der verwendeten Formelzeichen und Symbole vii
Abkürzungsverzeichnis xi
Einleitung 1
1 Theoretische Modelle 5
1.1 Auswirkungen des Kristallfeldes . . . . . . . . . . . . . . . . . . . 5
1.2 Phasenübergänge, Landau-Ginzburg Theorie und Quantenphasen-
übergänge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Physik Niederdimensionaler Spin-Systeme . . . . . . . . . . . . . 9
1.3.1 Das zweidimensionale XY-Modell . . . . . . . . . . . . . . 12
1.3.2 Das J1-J2-Modell auf dem Quadratgitter . . . . . . . . . . 15
1.4 4f -Magnetismus, Kondoeffekt und Kondogitter . . . . . . . . . . . 16
1.4.1 Vom freien Elektronengas zur Landau-Fermi-Flüssigkeit . . 16
1.4.2 Kondo-Effekt, RKKY-Wechselwirkung und Schwere Fer-
mionen Systeme . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.3 Cer: 4f -Magnetismus . . . . . . . . . . . . . . . . . . . . . 20
1.5 Schwach magnetische Metalle . . . . . . . . . . . . . . . . . . . . 21
1.5.1 Pauli-Suszeptibilität und spontan aufgespaltene Bänder . . 22
1.5.2 Spinfluktuationen in itineranten Magneten und marginale
Fermiflüssigkeit . . . . . . . . . . . . . . . . . . . . . . . . 24
1.6 Dichtefunktionaltheorie . . . . . . . . . . . . . . . . . . . . . . . . 26
2 Grundlagen der Elektronenspinresonanz 31
2.1 Prinzip der magnetischen Resonanz und ESR Parameter . . . . . 31
2.1.1 Linienform . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.1.2 Intensität . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.3 g-Faktor . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.1.4 Linienbreite und Spin-Relaxation . . . . . . . . . . . . . . 38
2.2 Experimenteller Aufbau . . . . . . . . . . . . . . . . . . . . . . . 40
2.3 ESR in niederdimensionalen Systemen . . . . . . . . . . . . . . . 42
2.4 ESR an Metallen und Kondogitter Systemen . . . . . . . . . . . . 44
2.4.1 Auswirkungen der Wechselwirkungen zwischen lokalen Mo-
menten und Leitungselektronen auf die ESR . . . . . . . . 44
iii
2.4.2 ESR in Kondogittersystemen . . . . . . . . . . . . . . . . . 45
2.5 Leitungselektronenspinresonanz . . . . . . . . . . . . . . . . . . . 51
2.5.1 Linienform in der LESR . . . . . . . . . . . . . . . . . . . 51
2.5.2 Elliot-Yafet Theorie und ihre Verallgemeinerung . . . . . . 53
2.6 ESR an magnetischen Phasenübergängen . . . . . . . . . . . . . . 55
3 ESR in CeTPO (T=Ru, Os) und CeFeAs1-xPxO 59
3.1 Die Eigenschaften von CeTPO (T=Ru, Os) & CeFeAs1-xPxO . . . 59
3.1.1 Das ferromagnetische Kondogitter CeRuPO . . . . . . . . 60
3.1.2 Das antiferromagnetische Kondogitter CeOsPO . . . . . . 64
3.1.3 Die Dotierungsreihe CeFeAs1-xPxO . . . . . . . . . . . . . . 64
3.2 CeRuPO und CeOsPO: Die Bedeutung FM Fluktuationen für die
Beobachtbarkeit der ESR in Kondo-Gitter Systemen . . . . . . . . 70
3.3 ESR an CeRuPO Einkristallen . . . . . . . . . . . . . . . . . . . . 74
3.3.1 Anisotropie und Temperaturverhalten des g-Faktors . . . . 77
3.3.2 Anisotropie und Temperaturverhalten der Linienbreite . . 80
3.4 Entwicklung der ESR in der Dotierungsreihe CeFeAs1-xPxO . . . . 84
3.4.1 CeFeAs0.7P0.3O - Supraleitung und Ferromagnetismus . . . 87
3.5 Zusammenfassung ESR in CeTPO und CeFeAs1-xPxO . . . . . . . 93
4 ESR in den frustrierten Quadratgittern AA’VO(PO4)2 97
4.1 Struktur und magnetische Eigenschaften AA’VO(PO4)2 . . . . . . 97
4.2 ESR an polykristallinen SrZnVO(PO4)2 & BaCdVO(PO4)2 . . . . 103
4.2.1 SrZnVO(PO4)2 . . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.2 BaCdVO(PO4)2 . . . . . . . . . . . . . . . . . . . . . . . . 108
4.3 ESR an Pb2VO(PO4)2-Einkristallen . . . . . . . . . . . . . . . . . 112
4.3.1 Anisotropie der Resonanz . . . . . . . . . . . . . . . . . . 113
4.3.2 Temperaturabhängigkeit . . . . . . . . . . . . . . . . . . . 115
4.4 Zusammenfassung der ESR in den frustrierten Quadratgittern . . 117
4.4.1 Analyse der Linienbreitendivergenz am Phasenübergang . . 120
5 Leitungselektronenspinresonanz in Nb1-yFe2+y 125
5.1 Das magnetische Phasendigramm von Nb1-yFe2+y . . . . . . . . . . 125
5.2 LESR in polykristallinen Nb1-yFe2+y . . . . . . . . . . . . . . . . . 129
5.2.1 Proben mit ferromagnetischer Ordnung . . . . . . . . . . . 129
5.2.2 Proben mit SDW-Ordnung . . . . . . . . . . . . . . . . . . 133
5.2.3 Zusammenfassung polykristalline Proben . . . . . . . . . . 134
5.3 Bandstruktur und verallgemeinerte Elliot-Yafet-Theorie in NbFe2 136
5.4 LESR in einkristallinen Proben von Nb1-yFe2+y . . . . . . . . . . . 140
5.4.1 Fe-reicher Einkristall: y=0.016 . . . . . . . . . . . . . . . . 140
5.4.2 Stöchiometrischer Einkristall: NbFe2 . . . . . . . . . . . . 145
5.4.3 Nb-reicher Einkristall: y=-0.008 . . . . . . . . . . . . . . . 145
iv
5.5 Zusammenfassung LESR in Nb1-yFe2+y . . . . . . . . . . . . . . . 150
6 Zusammenfassung und Ausblick 153
Anhang 157
A.1 Das zweite Moment der Dipol-Dipol-Wechselwirkung . . . . . . . 157






Als Dezimaltrennzeichen wird in dieser Arbeit der Punkt entsprechend der in-
ternationalen Schreibweise verwendet. Für alle Meßgrößen werden SI-Einheiten
verwendet. Allerdings wird das äußere angelegte Magnetfeld mit B bezeichnet
und in der Einheit T angegeben.
Dies soll nicht gelesen werden....
A Koeffizient des quadratischen Terms in der Tem-
peraturabhängigkeit des elektrischen Widerstan-
des.
Amp Amplitude des ESR-Signals.
a, b, c Gittervektoren der kristallographischen Einheits-
zelle.
~B Vektor der magnetischen Feldstärke.
B Betrag der magnetischen Feldstärke.
BRes Resonanzfeld.
∆B Linenbreite in Einheiten des Magnetfelds.
~b Vektor des magnetischen Feldes der Mikrowelle.
b Betrag des magnetischen Feldes der Mikrowelle.
cel elektronischer Beitrag zur spezifischen Wärmeka-
pazität.
C Curie-Konstante.
D Dimensionalität des Gitters.
d Zahl der wechselwirkenden Spinkomponenten.
E Energie.
EF Fermi-Energie.
∆E Energielücke oder -unterschied.
vii
fMw Frequenz der Mikrowellenstrahlung.
fRes Resonanzfrequenz der ESR.
g g-Faktor.
ge g-Faktor des freien Elektrons.
∆g Verschiebung des g-Faktors.
∆ge Differenz zwischen ge und gemessenem g-Faktor.
∆gion Differenz zwischen ionischem und gemessenem
g-Faktor.
g⊥ g-Faktor für Orientierung des Magnetfeldes senk-
recht zur c-Achse.
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Das Studium des Magnetismus war schon immer ein bedeutender Teil der ex-
perimentellen und theoretischen Physik, doch erst die Entdeckung der Maxwell-
Gleichungen im 19. Jhd. brachte erste Antworten auf die Frage nach der Ursache
dieses Phänomens. Die Vereinigung von Magnetismus und Elektrizität in diesen
Formeln war ein großer Fortschritt der klassischen Physik. Allerdings konnte
die Frage, warum z.B. Nickel oder Eisen ferromagnetisch sind und Kupfer oder
Aluminium nicht, allein damit noch nicht beantwortet werden. Erst mit der
Einführung der Quantenmechanik zeigte sich, dass alle Elementarteilchen einen
Eigendrehimpuls besitzen. Diese auch Spin genannte Eigenschaft geht bei elek-
trisch geladenen Teilchen wie dem Elektron mit einem magnetischen Dipolmoment
einher. In einem Atom heben sich die meisten Spins der Elektronen als Folge
des Pauli-Prinzips gegenseitig auf und nur die Spins der ungepaarten Elektronen
bestimmen die magnetischen Eigenschaften des gesamten Atoms. Fügt man nun
die magnetischen Atome zu einem Festkörper zusammen, kommt es unter anderem
zu einer Wechselwirkung zwischen den ungepaarten Elektronen, der sogenannten
Austauschwechselwirkung1. Diese Wechselwirkung sorgt für eine Ausrichtung
der Spins im Festkörper und letztlich zur ferromagnetischen oder antiferroma-
gnetischen Ordnung (siehe auch Kapitel 1.3). Zwischen den frei beweglichen
Elektronen im Leitungsband eines Metalls existiert die selbe Wechselwirkung.
Unter bestimmten Umständen kommt es zu einem positiven Feedback und das
Leitungsband spaltet sich spontan in zwei Bänder mit jeweils entgegengesetzten
Spinrichtungen. Das Metall wird dadurch zum Ferromagneten (siehe Kapitel 1.5).
Der Magnetismus in Festkörpern kann also nur als ein kollektives Phänomen eines
korrelierten Vielteilchensystems verstanden werden.
In vielen Fällen ist eine Beschreibung des Festkörpers möglich, wenn die Korre-
lationen zwischen den Elektronen nicht zu stark sind. So ist z.B. die Landau-Fermi-
Flüssigkeitstheorie (siehe Kapitel 1.4.1) sehr erfolgreich in der Beschreibung von
einfachen Metallen. Werden die Korrelationen aber sehr stark und/oder existieren
mehrere „konkurrierende“ Wechselwirkungen, ist es ungleich schwieriger diese
stark korrelierten Systeme zu beschreiben, gleichzeitig zeigen diese aber noch
viele interessante und teilweise unverstandene Eigenschaften und Phänomene wie
z.B. Supraleitung, Nicht-Fermi-Flüssigkeitsverhalten, Kondo-Effekt, ungewöhnli-
1Die Austauschwechselwirkung ist eine Folge der quantenmechanischen Eigenschaften der
Elektronen, des Pauli-Prinzips und der elektrostatischen Abstoßung geladener Teilchen.
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che magnetische Phasen, Frustration und Quantenphasenübergänge. All diesen
unterschiedlichen Phänomenen ist aber eines gemein: sie entstehen wie der Magne-
tismus aus dem Zusammenspiel der korrelierten Elektronen untereinander sowie
mit dem Kristallgitter der Atomrümpfe. Die für die in dieser Arbeit untersuchten
Verbindungen wichtigen theoretischen Grundlagen der stark korrelierter Systeme
werden kurz in Kapitel 1 eingeführt.
Um ein Verständnis für diese stark korrelierten Systeme zu entwickeln und
um vorhandene Theorien über ihr Verhalten zu verifizieren, ist es unerlässlich
diese Stoffe mit unterschiedlichen experimentellen Methoden zu untersuchen,
um ein möglichst umfassendes Bild zu erhalten. Dafür existieren eine Vielzahl
von experimentellen Ansätzen, die man grob danach einteilen kann, ob sie eine
Volumeneigenschaft messen (z.B. spezifische Wärme, Suszeptibilität) oder ob
sie lokale Eigenschaften auf bestimmten Gitterplätzen bestimmen können. Die
in dieser Arbeit verwendete Methode der Elektronenspinresonanz (ESR) gehört
zu der letzteren Kategorie. Beim ESR Experiment wird der Spinzustand der
Elektronen durch ein äußeres Magnetfeld aufgespalten. Gleichzeitig befindet
sich die Probe in dem magnetischen Wechselfeld einer Mikrowelle. Wenn die
energetische Aufspaltung des Spinzustandes mit der Energie der Mikrowelle
übereinstimmt, wird das Elektron auf das höhere Energieniveau angeregt und
entnimmt dem Mikrowellenfeld hierfür Energie. Nach einer kurzen Zeit relaxiert
das Elektron zurück in den Grundzustand und gibt die aufgenommene Energie
an das Gitter des Festkörpers oder andere mit ihm wechselwirkenden Elektronen
ab. Es werden nun die aufgenommene Energie, das magnetische Feld bei dem
dieser Prozess stattfindet und die Dauer der Relaxation ausgewertet. Aus der
Temperaturabhängigkeit sowie der Winkelabhängigkeit dieser Größen lassen sich
vielfältige Rückschlüsse auf die internen Felder und Relaxationsprozesse und damit
letztlich auf die Wechselwirkungen im Festkörper bilden. Der große Vorteil der ESR
ist, dass sie direkt an den Elektronen durchgeführt wird, die die Eigenschaften des
Festkörpers mit ihren Korrelationen bestimmen. Letztere können allerdings auch
das Verständnis der ESR erschweren oder eine Beobachtung der ESR verhindern,
weil der angeregte Spin z.B. zu schnell relaxiert, um durch das Experiment
detektiert zu werden. Die Grundlagen der ESR findet man in Kapitel 2.
In den letzten Jahren stehen vermehrt Materialien mit ferromagnetischen Kor-
relationen im Fokus der Forschung an elektronisch korrelierten Systemen. Dies
hat mehrere Gründe. Zum einen wird intensiv nach einem System mit einem
lokalen ferromagnetischen quantenkritischen Punkt gesucht. Aus theoretischen
Vorhersagen existiert bisher kein geschlossenes Bild für dieses Szenario und viele
untersuchte Systeme werden bei Unterdrückung des Ferromagnetismus antiferro-
magnetisch. Zum anderen gibt es mehrere Vorhersagen für das Verhalten eines
itineranten ferromagnetischen Systems an einem Quantenphasenübergang. Die
itineranten Ferromagneten sind aber auch wegen dem bisher nur teilweise ver-
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standenen Einfluss der Spin-Fluktuationen auf die physikalischen Eigenschaften
dieser Systeme interessant.
Ferromagnetische Fluktuationen spielen außerdem eine wichtige Rolle für die
Beobachtbarkeit der ESR in den sogenannten Kondogitter-Systemen (siehe Ka-
pitel 1.4). In diesen stark korrelierten Systemen gab es gute Argumente gegen
eine Beobachtbarkeit der ESR (siehe Kapitel 2.4), was durch die Abwesenheit
einer ESR in einer Vielzahl von Kondogitter-Systemen gestützt wurde. Deshalb
war es eine große Überraschung, als man in YbRh2Si2 ein sehr deutliches Signal
beobachten konnte [1]. Da in YbRh2Si2 starke ferromagnetische Korrelationen
existieren und diese zu einer Verschmälerung des ESR-Signals führen können,
vermutete man einen Zusammenhang mit der Beobachtbarkeit der ESR in diesem
System.
Diese Vermutung stand am Anfang dieser Arbeit und es wurden drei Systeme
ausgewählt, um einerseits den Einfluss ferromagnetischer Korrelationen auf die
ESR in verschiedenen Klassen von stark korrelierten Systemen zu untersuchen und
andererseits um bisher durchgeführte Messungen anderer Methoden zu ergänzen.
Zu Beginn dieser Arbeit wurden die Cer-Metall-Oxypniktide CeRuPO und
CeOsPO untersucht. Die beiden strukturell homologen Verbindungen sind Kondo-
gitter-Systeme, wobei CeRuPO den seltenen Fall eines ferromagnetischen Kondo-
gitters darstellt. CeOsPO ordnet dagegen antiferromagnetisch. Es bot sich somit
die Möglichkeit, die ESR in zwei sehr ähnlichen Systemen mit unterschiedlichen
magnetischen Korrelationen zu vergleichen. Die Ergebnisse der Untersuchungen
sind in Kapitel 3 dargestellt und führten zu mehreren theoretischen Arbeiten, die
das Verständnis der ESR in Kondogitter-Systemen entscheidend voranbrachten
und die Wichtigkeit ferromagnetischer Korrelationen für die Beobachtbarkeit
der ESR in diesen Verbindungen betonen. Die Dotierungsreihe CeFeAs1-xPxO
besitzt die selbe Kristallstruktur wie die beiden anderen Ce-Verbindungen. In den
Verbindungen dieser Reihe existiert sowohl eine antiferromagnetische Ordnung
der Fe-Atome als auch der Ce-Atome. Während die Fe-Ordnung mit steigendem
Phosphoranteil unterdrückt wird, ändert sich die Ce-Ordnung von antiferroma-
gnetisch zu ferromagnetisch und man findet in der Nähe dieses Übergangs eine
Koexistenz von Supraleitung und Ferromagnetismus in einigen Proben. Erhöht
man den Phosporanteil weiter, wird der Ce-Ferromagnetismus erst verstärkt und
dann unterdrückt. CeFePO ist dann ein paramagnetisches Kondogitter mit starken
ferromagnetischen Korrelationen. Durch die Untersuchungen in diesem System
konnte man einerseits die oben erwähnten Theorien prüfen und andererseits die
ESR, zum wahrscheinlich ersten Mal, in einem ferromagnetischen Supraleiter
untersuchen.
Die physikalischen Eigenschaften der Cer-Metall-Oxypniktide resultieren aus
den starken Korrelationen der lokalen Ce-Momente mit den Leitungselektronen.
Um die ferromagnetischen Korrelationen auch in einem System mit rein lokalen
Magnetismus zu untersuchen, wurde die ESR in den geschichteten Vanadiumphos-
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phaten AA’VO(PO4)2 gemessen. Diese sind Bandisolatoren, weshalb ihre ma-
gnetischen Eigenschaften allein von den V4+-Ionen und ihren Wechselwirkungen
bestimmt werden. Die in diesen Verbindungen existierende Bandlücke kommt
sehr schön in der Farbe der Proben (grün & gelb-grün) zum Ausdruck. Aufgrund
ihrer Kristallstruktur, die die Wechselwirkung der magnetischen Vanadiumatome
auf bestimmte Ebenen beschränkt, können diese Systeme als quasi-2-dimensional
betrachtet werden. Das besondere an diesen Verbindungen ist die Tatsache, dass
zwischen den V4+-Ionen unterschiedliche, aber ähnlich starke Austauschwechsel-
wirkungen existieren. Entlang der Seiten des Quadrats wechselwirken die V4+
ferromagnetisch und entlang der Diagonale antiferromagnetisch. Die Konkurrenz
der beiden Wechselwirkungen führt dazu, dass die Spins keinen gemeinsamen
Grundzustand finden können (siehe Kapitel 1.3). Man sagt das System ist frus-
triert und die Verbindungen werden deshalb auch als frustrierte Quadratgitter
bezeichnet. Es bietet sich also auch hier die Möglichkeit die ESR im Wechselspiel
von ferromagnetischen und antiferromagnetischen Korrelationen zu betrachten.
Die Untersuchungen dieser Systeme in Kapitel 4 zeigen außerdem, dass es nahe
des antiferromagnetischen Phasenübergangs zu einem Crossover der Symmetrie
der Wechselwirkungen kommt und man wahrscheinlich einen Kosterlitz-Thouless-
Übergang beobachtet.
Den Abschluss dieser Arbeit bilden die Experimente an der Laves-Phase
Nb1-yFe2+y, welche in Kapitel 5 erläutert werden. In dieser Verbindung hat
der Magnetismus seinen Ursprung allein in den Wechselwirkungen der Leitungs-
elektronen und es existieren keine lokalen Momente. Das Phasendiagramm dieses
Systems zeigt, dass schon kleine Veränderungen in der Zusammensetzung einen
großen Einfluss auf die Eigenschaften der Verbindung haben. So existiert zwi-
schen zwei unterschiedlichen ferromagnetischen Phasen ein Abschnitt mit einer
magnetischen Ordnung vom Spindichtewellen-Typ, deren genaue Natur bisher
nicht geklärt werden konnte. Die ESR in diesen Proben wird an den Leitungs-
elektronen gemessen und zeigt ein ungewöhnliches Verhalten, was der bisher
etablierten Theorie zur Leitungselektronenspinresonanz von Elliot [2] und Yafet
[3] widerspricht. Um diesen Widerspruch aufzulösen, musste überprüft werden,
ob eine neue verallgemeinerte Theorie [4, 5] der Leitungselektronenspinresonanz
auf Nb1-yFe2+y anwendbar ist. Diese Überprüfung erforderte aber eine genaue
Kenntnis der Bandstruktur, weshalb auch eigene Bandstrukturrechnungen für
Nb1-yFe2+y durchgeführt wurden.




Die im Rahmen dieser Doktorarbeit untersuchten Substanzen repräsentieren sehr
unterschiedliche Klassen magnetischer Festkörper. So hat der Magnetismus der
AA’VO(PO4)2 Verbindungen seinen Ursprung in lokalisierten ungepaarten Va-
lenzelektronen der V4+-Atome und den indirekten Austauschwechselwirkungen
zwischen ihnen. Im Gegensatz dazu besitzt Nb1-yFe2+y keine lokalisierten magne-
tischen Momente und der Magnetismus in diesem Metall rührt allein von den
delokalisierten Leitungselektronen her. Die Cer-Verbindungen wiederum stehen
zwischen den lokalen und itineranten Systemen, da aufgrund der speziellen Ei-
genschaften der 4f -Elemente die ungepaarten Elektronen sowohl lokal als auch
itinerant sein können.
In diesen Kapitel werden die theoretischen Modelle erläutert, die zum Ver-
ständnis der physikalischen Eigenschaften der untersuchten Verbindungen von
Bedeutung sind.
1.1 Auswirkungen des Kristallfeldes
Als Kristallfeld oder kristallelektrisches Feld bezeichnet man das elektrostatische
Potenzial, das von den Valenzelektronen der Liganden einer Verbindung am Ort
des magnetischen Atoms erzeugt wird. Es hat einen wichtigen Einfluss auf die
magnetischen Eigenschaften einer Verbindung. Da das Kristallfeld selten eine
Kugelsymmetrie besitzt, prägt es besonders die magnetische Anisotropie eines
Systems. Eine theoretische Beschreibung erfolgt mit einem zusätzlichen Term im







Bmn und Omn bezeichnen die sogenannten Kristallfeldkoeffizienten und -ope-
ratoren, welche auch als Stevenskoeffizienten und -operatoren benannt werden
(nach dem Autor von Referenz [6]). Das Kristallfeld bewirkt eine Aufhebung der
Grundzustandsentartung und führt damit zu einer Aufspaltung in verschiedene
Kristallfeldniveaus. Der Abstand und die Lage der einzelnen Zustände wird durch
die Stevenskoeffizienten bestimmt. Aufgrund der großen Komplexität ist eine





Abb. 1.1 – Darstellung der 3d-Orbitale, welche sich in 2 Klassen unterteilen lassen.
Die t2g-Orbitale (dxy, dxz, dyz) zeigen zwischen die Achsen des Koordinatensystems,
während die eg-Orbitale (dx2−y2 , dz2) entlang der Achsen zeigen.
möglich. Allerdings lassen sie sich durch Messung verschiedener Festkörpereigen-
schaften wie Suszeptibilität, Magnetisierung oder spezifische Wärme bestimmen.
Vor allem die Neutronenstreuung bietet eine elegante Methode zur Bestimmung
der Energiedifferenz zwischen den verschiedenen Kristallfeldniveaus.
Für die 4f -Elemente ist der Einfluss des Kristallfeldes (≈ 10 meV) relativ
gering im Vergleich zu den 3d-Elementen. Dies liegt zum einen in der geringen
Ausdehnung der 4f -Orbitale, zum anderen wird das elektrische Feld der Liganden
durch die äußeren 5d- und 6s-Schalen abgeschirmt.
In Oxiden und intermetallischen Verbindungen mit 3d-Elementen als magneti-
sche Ionen ist dagegen das Kristallfeld neben der Coulombabstoßung die größte
charakteristische Energieskala (≈ 1− 2 eV) und bestimmt damit die wesentlichen
physikalischen Eigenschaften. Die geeignete Basis für eine Analyse/Berechnung
der Eigenschaften dieser Systeme sind damit die Eigenzustände des Kristallfeld-
operators. Die in Abb. 1.1 gezeigten 3d-Orbitale werden in zwei Klassen unterteilt:
einmal die t2g-Orbitale (dxy, dxz, dyz) bei denen die Aufenthaltswahrscheinlichkeit
der Elektronen zwischen den Koordinatenachsen (x,y,z) liegt, und zum ande-
ren die eg-Orbitale (dx2−y2 , dz2) welche entlang der Koordinatenachsen zeigen.
Die Entartung des 3d-Zustandes wird durch das Kristallfeld aufgehoben und
es entstehen je nach Symmetrie der Anordnung der Liganden unterschiedliche
Zustandsniveaus und Aufspaltungen. In der Regel haben die 3d-Orbitale mit dem
geringsten Überlapp zu den Ligandenorbitalen die niedrigste Energie. So findet
man als Grundzustand eines Übergangsmetalls in einer oktaedrischen Sauerstoff-
umgebung das 3-fach entartete t2g-Niveau mit dem 2-fach entarteten eg-Niveau als
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angeregten Zustand. Die Aufspaltung ∆KF zwischen den beiden Zuständen kann
sehr groß sein (∆KF ≈ 1− 2 eV) und dominiert die elektronischen Eigenschaften.
Durch eine Störung der oktaedrischen Umgebung (Verzerrung des Oktaeders
oder Verschiebung des Übergangsmetalls) kann auch die Entartung der t2g- und
eg-Niveaus aufgehoben werden.
1.2 Phasenübergänge, Landau-Ginzburg Theorie
und Quantenphasenübergänge
Als Phase bezeichnet man ein thermodynamisches System in dem alle physikali-
schen Eigenschaften, wie z.B. Dichte und Magnetisierung eines Materials mehr
oder weniger gleichförmig sind. Durch Änderung eines oder mehrerer Parameter
(z.B. Temperatur oder Druck) kann man einen Phasenübergang induzieren (z.B.
Schmelzen von Eis).
Paul Ehrenfest klassifizierte die Phasenübergänge basierend auf dem Verhalten
der thermodynamischen freien Enthalpie als Funktion anderer thermodynamischer
Variablen. In diesem Schema werden die Phasenübergänge danach eingeteilt, wel-
che partielle Ableitung der freien Enthalpie nach den natürlichen Variablen eine
Unstetigkeit am Übergang besitzt. Ist eine der ersten partiellen Ableitungen un-
stetig, so spricht man von einem Phasenübergang erster Art. Beispiele hierfür sind
viele Übergänge von fest zu flüssig oder gasförmig (Eis→Wasser→Wasserdampf),
weil sie einen Sprung in der Dichte aufweisen. Phasenübergänge zweiter Art
besitzen stetige partielle Ableitungen erster Ordnung und Diskontinuitäten in
den zweiten partiellen Ableitungen der freien Enthalpie. Der Übergang von ei-
nem Paramagneten zu einem Ferromagneten ist ein Phasenübergang zweiter Art.
Hier steigt die erste Ableitung der freien Enthalpie nach dem magnetischen Feld,
die Magnetisierung, stetig unterhalb der Curie-Temperatur TC an. Die zweite
Ableitung der freien Enthalpie nach dem magnetischen Feld, die magnetische
Suszeptibilität, zeigt dagegen eine Diskontinuität bei TC. Sie divergiert mit einem
Potenzgesetz.
In der modernen Klassifizierung nach Fischer werden Phasenübergänge der ers-
ten Art als diskontinuierliche Phasenübergänge bezeichnet. Bei Übergängen dieser
Art tritt latente Wärme auf (z.B. Verdampfungswärme) und am Phasenübergang
kann ein Gemisch aus beiden Phasen existieren. Als kontinuierlich bezeichnet man
die Phasenübergänge der zweiten Art. Sie zeichnen sich durch eine nach Potenzge-
setzen divergierende Suszeptibilität und Korrelationslänge aus. Die eingeführten
Klassifikationen spiegeln auch das Verhalten des Ordnungsparameters wieder.
Beim kontinuierlichen Phasenübergang verschwindet dieser allmählich bei der
kritischen Temperatur, während er bei einem diskontinuierlichen Phasenübergang
plötzlich auf Null springt.
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Die beiden genannten Klassen schließen eine Vielzahl der in der Natur vor-
kommenden Phasenübergänge ein. Doch gibt es auch Beispiele in denen eine
Klassifizierung nach den genannten Kriterien nicht möglich ist: z.B. der Übergang
zwischen Flüssigkeit und Glas oder der Kosterlitz-Thouless Übergang. Letzterer
weist eine exponentiell divergierende Korrelationslänge auf.
Ein großer Fortschritt im Verständnis der kontinuierlichen Phasenübergänge
konnte durch die von Landau [7] eingeführte und von Ginsburg um die for-
male Einbeziehung von Fluktuationen erweiterte phänomenologische Theorie
erreicht werden. Wie bereits erwähnt, verschwindet der Ordnungsparameter in
der ungeordneten Phase im thermodynamischen Mittelwert. Man beobachtet aber
deutliche Abweichungen vom Mittelwert, die Fluktuationen. Nähert man sich
dem Phasenübergang, beginnt die typische Längenskala der Fluktuationen, die
Korrelationslänge ξ, zu divergieren:
ξ ∝ Θ−ν , (1.2)
wobei ν den kritischen Exponenten der Korrelationslänge und die reduzierte
Temperatur Θ = |T − Tkrit| /Tkrit den Abstand vom Phasenübergang definiert.
Neben der charakteristischen Länge besitzen die Fluktuationen auch eine typische
Zeitskala τc, die ebenfalls am Phasenübergang divergiert:
τc ∝ ξz ∝ Θ−νz. (1.3)
z wird als dynamischer kritischer Exponent bezeichnet. Die Divergenz beschreibt
also eine Verlangsamung aller Relaxationsprozesse, was in der Literatur oft als
„critical slowing down“ bezeichnet wird. Da die Fluktuationen auch die experimen-
tellen Messgrößen beeinflussen, findet man für deren Temperaturabhängigkeiten
nahe Tkrit ähnliche Potenzgesetze wie für ξ und τc. Bei Tkrit findet man Fluktua-
tionen auf allen Längen- und Zeitskalen. Man sagt das System ist skaleninvariant,
weswegen die mikroskopischen Aspekte vernachlässigt werden können. Die kriti-
schen Exponenten werden deswegen von der Dimensionalität des Systems sowie
den vorhandenen Wechselwirkungen, deren Symmetrie und Reichweite bestimmt.
Dies resultiert in identischen kritischen Exponenten für ganze Klassen von Pha-
senübergängen.
Die eingeführten Klassifizierungen und die Landau-Ginsburg Theorie behandeln
Phasenübergänge, die bei endlichen Temperaturen stattfinden. Die am Phasen-
übergang beobachteten Fluktuationen haben ihren Ursprung in thermischen
Fluktuationen. Mit Hilfe eines externen Parameters v (z.B. Druck, Dotierung
oder Magnetfeld) kann man einen kontinuierlichen Phasenübergang unterdrücken
und die kritische Temperatur auf Null reduzieren. In Abb. 1.2 ist das Phasendia-
gramm für einen solchen Fall dargestellt. Der kontinuierliche Phasenübergang mit
Tkrit wird durch die Variation von v unterdrückt und erreicht bei vkrit T = 0 K.
Der entstandene kritische Endpunkt wird als quantenkritischer Punkt (QKP)
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Abb. 1.2 – Schematisches Phasendia-
gramm in der Nähe eines quantenkritischen
Punktes (QKP). Aufgetragen ist die Tem-
peratur T über dem externen Parameter v.
Im Sektor I ist das System thermisch unge-
ordnet, Sektor II wird als quantenkritisch
bezeichnet und in Sektor III ist das Sys-
tem quantenmechanisch ungeordnet. Die
durchgezogene Linie zeigt die Abhängigkeit
von Tkrit. Der Bereich um Tkrit (V) ist
von den klassisch-kritischen Fluktuationen
beeinflusst. In Sektor IV ist das System
geordnet [8].
bezeichnet. Die thermischen Fluktuationen sind bei T = 0 K nicht mehr vorhan-
den und die Eigenschaften des Systems werden allein durch quantenmechanische
Fluktuationen bestimmt. Die Auswirkung der Quantenfluktuationen beschränken
sich aber nicht auf T = 0 K, sondern beeinflussen das System auch bei höheren
Temperaturen (Bereich II in Abb. 1.2), wo ein interessantes Zusammenspiel mit
den thermischen Fluktuationen entsteht. Dies führt zu ungewöhnlichen physika-
lischen Eigenschaften in dieser sogenannten quantenkritischen Region (Bereich
II in Abb. 1.2) und man findet dort z.B. unkonventionelle Potenzgesetze oder
Nicht-Fermi-Flüssigkeitsverhalten.
1.3 Physik Niederdimensionaler Spin-Systeme
Als niederdimensional bezeichnet man ein System/Modell, wenn die Wechselwir-
kung der magnetischen Momente nur entlang einer Richtung (eindimensional -
1D) oder nur innerhalb einer Ebene (zweidimensional - 2D) wirkt. In theoretischen
Modellen erreicht man dies durch eine geeignete Definition der Randbedingungen
und des Systems. In realen Verbindungen wird dies durch ein „passendes“ Kristall-
gitter erreicht. Allerdings existieren hier immer unerwünschte Wechselwirkungen
zwischen den Ketten bzw. Ebenen, weshalb man diese Stoffe auch als quasi-
eindimensional bzw. quasi-zweidimensional bezeichnet.
Man klassifiziert die magnetischen Modellsysteme zum einen nach der Dimen-
sionalität ihres Gitters D, in Ketten (D = 1), Schichten (D = 2) oder in alle
Raumrichtungen ausgedehnte Strukturen (D = 3), und zum anderen nach Zahl der
wechselwirkenden Spinkomponenten d. Die Wechselwirkung zweier benachbarter
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mit den drei Austauschkonstanten Jxx, Jyy und Jzz. In diesem Hamiltonoperator
sind die drei wichtigen Spezialfälle des Heisenberg-Modells (Jxx = Jyy = Jzz 6= 0
→ d = 3), des XY-Modells (Jxx = Jyy 6= 0, Jzz = 0 → d = 2) und des Ising-
Modells (Jxx = Jyy = 0, Jzz 6= 0 → d = 1) enthalten. d wird also von der
Anisotropie des Austausches bestimmt.
Da d und D vollkommen unabhängig voneinander wählbar sind, kann man
die Modellsysteme für d ≤ 3 und D ≤ 3 in 9 Universalitätsklassen einteilen. Die
Dimensionalität hat eine direkte Auswirkung auf die magnetischen Eigenschaften.
In diesem Zusammenhang lautet eine zentrale Frage ob und wie diese Systeme
langreichweitige magnetische Ordnung zeigen. Während alle eindimensionalen Mo-
delle (D = 1) keine magnetische Ordnung bei Temperaturen T > 0 zeigen, ordnen
die dreidimensionalen (D = 3) für jedes d (siehe Tabelle 1.1). Die D = 2 Systeme
erweisen sich als besonders interessant, da sie quasi einen Übergang zwischen den
ordnenden und den nicht ordnenden Systemen darstellen. Wie Onsager [9] zeigte,
besitzt das 2-D-Ising Modell einen Phasenübergang bei endlichen Temperaturen.
Im Gegensatz dazu findet man im 2-D-Heisenberg keine geordnete Phase für
T > 0 (Mermin-Wagner Theorem [10]).
Tabelle 1.1 – Existenz (×) und Nichtexistenz (◦) eines Phasenübergangs zu lang-
reichweitiger magnetischer Ordnung für T > 0 in niederdimensionalen Modellen (aus
[11])
Modell D = 1 D = 2 D = 3
Ising (d = 1) ◦ × ×
XY (d = 2) ◦ ⊗ ×
Heisenberg (d = 3) ◦ ◦ ×
Das XY-Modell wiederum besitzt keine konventionelle Ordnung. Allerdings
gab es aus theoretischen Betrachtungen Hinweise auf einen Phasenübergang bei
endlichen Temperaturen. Später untersuchten Berezinskii [12, 13] sowie Kosterlitz
und Thouless [14, 15] unabhängig voneinander die Beschaffenheit dieser Tieftem-
peraturphase und konnten ihre Eigenschaften durch einen Zustand topologischer
Ordnung erklären. Unterhalb der Übergangstemperatur TKT existieren Paare von
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Vortex und Antivortex Anordnungen von Spins. Den eigentlichen Phasenübergang
markiert ein Auflösen der Vortex-Antivortex Paare, welche dann oberhalb von
TKT ein freies Gas von Vortizes und Antivortizes bilden. In Kapitel 1.3.1 wird
hierauf genauer eingegangen.
Auf manchen Gittern können die Spins nicht alle Wechselwirkungen vollkommen
befriedigen um den Grundzustand einzunehmen. Oft führt das zu keinem einzelnen
Grundzustand sondern zu einer Vielzahl ähnlicher Niedrigenergiezustände, bei
welchen die „Nichtminimierung“ der Energie so gut wie möglich auf alle verteilt
wird. Man sagt, diese Systeme zeigen „Frustration“. Der Grundzustand eines
frustrierten System ist also hochgradig entartet. Ein Beispiel dafür ist das anti-
ferromagnetische Dreiecksgitter (Abb. 1.3 a). Hier ist es nicht möglich den Spin
an der Spitze des Dreiecks so zu orientieren, dass er die Bedingungen der antifer-
romagnetischen Wechselwirkung zu den beiden nächsten Nachbarspins erfüllen
kann. Ein weiteres Beispiel findet man in einem Quadratgitter, bei welchen neben
der Wechselwirkung zum nächsten Nachbar (NN) J1 auch eine zum übernächsten
Nachbar (ÜNN) J2 existiert (s.Abb. 1.3b).
In frustrierten Systemen findet man eine Vielzahl neuer und interessanter
physikalischer Effekte und Grundzustände. Die folgende Aufzählung gibt einige
Beispiele dafür an:
Spinflüssigkeit Als Spinflüssigkeit bezeichnet man einen Zustand in dem es keine
ausgezeichnete Richtung für die Spins auf einem bestimmten Gitterplatz
gibt. Stattdessen fluktuieren die Richtungen der Spins und bilden einen
flüssigkeitsartigen Zustand. Die Idee für dieses Konzept stammt ursprüng-
lich von P.W. Anderson [16]. Er definierte eine nicht-magnetische Phase als
Linearkombination von Wellenfunktionen, welche aus Singletpaaren zusam-
mengesetzt sind. Das System der Paarbindungen fluktuiert zwischen den
verschiedenen möglichen Konfigurationen, weswegen dieser Zustand auch
als „resonating valence bond“ (RVB) bezeichnet wird. Bisher gibt es kei-
ne experimentelle Realisierung dieses Konzepts. Der erfolgversprechendste
Kandidat ist ZnxCu4-x(OD)6Cl2 [17] und es wird intensiv diskutiert, ob es
in den Kuprat-Hochtemperatursupraleitern eine RVB-Phase bei niedriger
Dotierung gibt.
Order by disorder Wie oben bereits erwähnt, ist der Grundzustand eines frus-
trierten Systems stark entartet und es sollte deshalb keine magnetische
Ordnung für T > 0 auftreten. Villain et.al [18] konnten aber zeigen, dass
thermische Fluktuationen die Entartung aufheben und einen geordneten
Zustand energetisch bevorzugen können. Eine experimentelle Realisierung
dieses Konzepts findet man z.B. in den in dieser Arbeit untersuchten Vana-
diumverbindungen (siehe Kapitel 1.3.2).
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Abb. 1.3 – Zwei Situationen die zu Frus-
tration führen. Ein antiferromagnetisches
Dreiecksgitter a) und ein Quadratgitter mit








Spin Glas Das Spin Glas erhielt seinen Namen, weil seine magnetische Ordnung
Ähnlichkeiten mit der Ordnung oder besser der Unordnung eines chemischen
Glases zeigt. Beim Übergang in die Glasphase „frieren“ die Spins in zufällig
verteilte aber feste Positionen und Richtungen ein. Dadurch existieren eine
Vielzahl von metastabilen Zuständen und Strukturen auf einer Fülle von
Längen- und Zeitskalen. Diese Eigenschaft macht eine experimentelle und
theoretische Untersuchung dieser Systeme schwierig [19]. Spin-Gläser findet
man z.B. in Edelmetallen mit einer geringen Dotierung magnetischer Atome
[19].
1.3.1 Das zweidimensionale XY-Modell
Das zweidimensionale XY-Modell beschreibt Spins, die in der xy-Gitterebene frei
rotieren können und miteinander wechselwirken (n = d = 2). Nach Kosterlitz [14]








cos (Φi − Φj). (1.6)
Die Summe läuft über alle nächsten Nachbarn und Φi bezeichnet den Winkel
zwischen dem Spin i und einer festen, beliebigen Richtung in der Ebene. Ent-
wickelt man nach kleinen Winkeln Φ und geht von diskreten Spins zu einem

















Um die Lösung mit der niedrigsten Energie zu bestimmen, führt man auf einer
geschlossenen Kurve einen kompletten Umlauf aus und integriert über die Änderun-
gen des Winkels, welche ein vielfaches von 2π ergeben müssen (
∮
~∇Φ̃(~r)d~r = 2πq).
Des Weiteren lassen sich die spinwellenartigen Anteile von Φ̃(~r) abtrennen und
man erhält für die Lösung in kartesischen bzw. Polarkoordinaten [20]:
Φ (~r) = q arctan
y − y0
x− x0
+ α = qϕ+ α. (1.8)
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q = 1, α = π
2
q = −1, α = π
2
q = 1, α = 0 q = −1, α = 0
Abb. 1.4 – Vortizes (q = 1) und Antivor-
tizes (q = −1) mit verschiedenen Werten
des Winkels α auf einem Quadratgitter.
Die sogenannte Vortizität q ist eine ganze Zahl, für q > 0 spricht man von einem
Vortex und für q < 0 von einem Antivortex. Alle Spins des Vortex/Antivortex
erfahren eine Drehung um den gleichen Winkel α. In Abb. 1.4 sind die Spinkonfi-
gurationen, wie sie sich aus Gl. 1.8 für zwei verschiedene q und α ergeben für ein
Quadratgitter veranschaulicht.






















Hier bezeichnet a die Gitterkonstante und R die Ausdehnung des Gitters in
einer Raumrichtung. Die Energie eines Vortex divergiert also logarithmisch mit
der Systemgröße. Da die Vortizität quadratisch in die Energie eingeht, besitzen
Anregungen mit |q| > 1 eine zu große Energie um thermisch angeregt zu werden.
Man kann sie also vernachlässigen.
Oberhalb einer kritischen Temperatur TKT bewegen sich die Vortizes und Anti-
vortizes (analog zu einen 2D-Coulombgas1) frei im System. Beim Unterschreiten
von TKT bilden sich Vortex-Antivortex-Paare mit einer Gesamtvortizität die stets
Null beträgt. Um TKT zu bestimmen, schlugen Kosterlitz und Thouless vor, den
Phasenübergang durch den Nullpunkt der freien Energie eines Vortex zu bestim-
men [15]. In 1.9 bezeichnet (R/a) die Anzahl der Gitterpunkte entlang einer
Raumrichtung. Damit ist (R/a)2 die Gesamtzahl der Gitterpunkte und somit
1Die Vortizität entspricht dabei der elektrischen Ladung [20].
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auch die der möglichen Positionen eines Vortex. Die Entropie ergibt sich damit
zu:











wobei kB die Boltzmannkonstante bezeichnet. Hieraus lässt sich der Vortexanteil
an der freien Energie bestimmen (q = ±1):
F = E − Ts =
(













Der halbe mittlere Abstand freier Vortizes definiert die experimentell zugäng-
liche Korrelationslänge ξKT . Oberhalb des Phasenübergangs zeigt diese Größe
folgendes Temperaturverhalten [15]:







Kosterlitz errechnete für den Exponenten ν = 0.5 und für b ≈ π/2. Während der
Exponent in verschiedenen Monte-Carlo-Simulationen (z.B.[22]) bestätigt wurde,
variieren die experimentellen Ergebnisse für die Konstante b zwischen b ≈ 0.9
[23] und b ≈ 4.1[24]. Wie man aus Gl. 1.13 sieht, divergiert die Korrelationslänge
bei Annäherung an TKT exponentiell, was ein bemerkenswerter Gegensatz zu
den an Phasenübergängen sonst beobachteten Potenzgesetzen der Form ξ(T ) ∝
(T/Tkrit − 1)ν̃ ist.
Natürlich beeinflusst ein äußeres Magnetfeld die Bewegung sowie die Paarbil-
dung der Vortizes. Die Auswirkungen hängen von der Art der Wechselwirkung und
der Ausrichtung des Magnetfeldes zur Ebene des Systems ab. Ein Feld parallel zur
magnetischen Ebene zerstört die XY-Symmetrie des Systems. Deshalb sind bei
einem Ferromagneten unterhalb TKT Vortex-Antivortex-Paare energetisch begüns-
tigt, deren Spins entlang oder entgegen des äußeren Feldes gerichtet sind. Das
externe Feld erhöht damit die Bindungsenergie der Paare was gleichbedeutend mit
einem erhöhten TKT ist. Oberhalb des Phasenübergangs erzwingt das magnetische
Feld eine Bewegung der freien Vortizes entlang der Feldlinien. Es bilden sich
Domänen mit gleich orientierten Spins und die Vortizes werden an den Rand des
Systems gedrängt [25]. Anders als beim Ferromagneten ist der Einfluss von kleinen
externen Feldern parallel zur magnetischen Ebene in einem Antiferromagneten
nur gering. Es wird lediglich die Form der Vortizes leicht verändert sowie die
Vortexgeschwindigkeit verringert [26].
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Wie bereits in Kapitel 1.3 erwähnt, existieren in realen Verbindungen auch
Austauschwechselwirkungen J ′ zwischen den magnetischen Ebenen, welche oft
die Ursache für das Auftreten magnetischer Ordnung in realen niederdimensio-
nalen Systemen ist. Dieser Phasenübergang bei der kritischen Temperatur Tkrit
überdeckt den Kosterlitz-Thouless-Übergang und das Verhältnis zwischen Tkrit









Da in 2D-Systemen J ′  J , ist TKT immer kleiner als Tkrit. Mit b = π/2 und
zJ/z′J ′ = 1000 ergibt sich mit Gl. 1.14 : TKT ≈ 0.83Tkrit.
1.3.2 Das J1-J2-Modell auf dem Quadratgitter
Das J1-J2-Modell basiert auf dem 2D-Heisenbergmodell, dem eine zweite Wech-





~Si · ~Sj + J2
∑
<ik>
~Si · ~Sk. (1.15)
Die Summen < ij > und < ik > laufen über die nächsten und übernächsten
Nachbarn. Die zusätzliche Wechselwirkung führt zu Frustration, denn nur wenn
sowohl J1 als auch J2 ferromagnetisch sind, können alle Spins die Wechselwir-
kungen „befriedigen“. Trotz der Einfachheit seines Hamiltonoperators, mit nur
einem veränderlichen Parameter (das Verhältnis J2/J1), findet man im Phasen-
diagramm des Modells (siehe Abb. 1.5) eine große Auswahl an verschiedenen und
interessanten physikalischen Effekten [29, 30].
Der Grundzustand für J2/J1  1 ist ein einfacher Néel Antiferromagnet (NAF)
mit reduzierter Untergittermagnetisierung (blauer Bereich in Abb. 1.5). Für
J2/J1  1 findet man ein interessantes Beispiel für den sogenannten „order by
disorder“ -Effekt (siehe Kapitel 1.3), der hier in einer kollinearen antiferroma-
gnetischen Ordnung (kAF) resultiert (gelber Bereich in Abb. 1.5). Die dritte
Hauptphase findet man für J2 . 0 und J1 ≤ 0. Sie ist ferromagnetisch geordnet
(siehe roter Bereich in Abb. 1.5). An den Phasengrenzen der kAF-Phase (J2/J1 ≈
0.5 sowie J2/J1 ≈ −0.5, findet man zwei unterschiedliche Spinflüssigkeiten als
Grundzustände (grüner und violetter Bereich in Abb. 1.5). Besonders die Phase
um J2/J1 ≈ 0.5 wurde oft untersucht, da man in dieser Spinflüssigkeit eine
mögliche Realisierung von Andersons RVB-Konzept [16] vermutet.
Trotz des großen theoretischen Interesses existieren nur einige wenige Stoffe, mit
denen man das J1-J2-Modell untersuchen kann. Diese Systeme sind LiVO(Si,Ge)O4,
VOMo4, PbVO3 sowie die in dieser Arbeit untersuchten Vanadiumphosphate
AA’VO(PO4)2 (siehe Kapitel 4 ) [31].
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Abb. 1.5 – Phasendiagramm des
Spin-1/2 J1-J2 Heisenbergmodells











1.4 4f-Magnetismus, Kondoeffekt und
Kondogitter
Beim Magnetismus intermetallischer Verbindungen mit Seltenerd-Elementen spielt
die Wechselwirkung der 4f -Elektronen mit den Leitungselektronen eine entschei-
dende Rolle. Dabei ist die Kondo-Wechselwirkung [32] von großer Bedeutung
und, falls die 4f -Elektronen genügend dicht auf dem Kristallgitter vorhanden
sind („Kondogitter“), wird auch die nach Ruderman, Kittel [33], Kasuya [34]
und Yosida [35] benannte RKKY (RKKY)-Wechselwirkung wichtig. Letztere hat
ihren Ursprung in der Polarisierung der Leitungselektronen durch die lokalen
magnetischen Momente. Die besonderen Eigenschaften der 4f -Elemente und das
Zusammenspiel der RKKY- und Kondo-Wechselwirkung führen zu einer Vielzahl
von interessanten physikalischen Effekten.
Um diese Effekte verstehen zu können, wird in diesem Abschnitt ein kurze
Einführung in die theoretischen Modelle gegeben, die für das Verständnis der
intermetallischen Verbindungen wichtig sind.
1.4.1 Vom freien Elektronengas zur
Landau-Fermi-Flüssigkeit
Mit dem vom Drude vorgeschlagenen Modell des freien Elektronengases konn-
te man bereits wichtige Transporteigenschaften der Metalle beschreiben (z.B.
Ohmsches Gesetz). Dazu behandelt man die freien Elektronen in einem Metall
als ideales Gas nicht wechselwirkender Partikel, die eine Elementarladung e−
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tragen und der Maxwell-Boltzmann-Statistik folgen. Das Drude-Modell scheitert
aber bei der Voraussage der thermodynamischen Eigenschaften der Metalle. So
ist die von der Gastheorie geforderte spezifische Wärme deutlich größer als die
beobachtete. Durch das Ersetzen der Maxwell-Boltzmann-Verteilung durch die
Fermi-Dirac-Verteilung, welche das Pauli-Prinzip berücksichtigt (höchstens ein
Elektron pro quantenmechanischem Zustand), konnte Sommerfeld diesen Wider-
spruch aufheben. Die Zustände im Elektronengas werden bei kleinster Energie
beginnend bis zur Fermienergie EF mit Elektronen aufgefüllt. Jedem Zustand
ist dabei ein Wellenvektor ~k und eine bestimmte Energie zugeordnet, die Zu-
stände oberhalb Fermienergie bleiben unbesetzt. Bei einer stetigen Abhängigkeit
~k(E) ergibt sich durch die Gesamtheit aller Fermi-Wellenvektoren ~k(EF) eine
scharfe Grenze im Impulsraum zwischen besetzten und unbesetzten Zuständen.
Die dadurch entstandene Fläche wird als Fermifläche bezeichnet, welche z.B. im
isotropen Fall eine Kugel um ~k = 0 darstellt. Für kBT  EF werden vor allem
Elektronen an der Fermienergie angeregt, was dazu führt, dass diese viele elektro-
nische Eigenschaften des Metalls bestimmen. Kennzeichnend für das Fermi-Gas
ist eine lineare Temperaturabhängigkeit der elektronischen spezifischen Wärme
cel = γ0T und eine konstante magnetische Suszeptibilität χ = χ0. Der sogenannte
Sommerfeldkoeffizient γ0, sowie die magnetische Suszeptibilität χ0 hängen dabei








µ0 und µB bezeichnen hier die magnetische Feldkonstante sowie das Bohrsche
Magneton. Ein weiterer Fortschritt wurde mit der Berücksichtigung der positiv
geladenen Atomrümpfe, die ein periodisches Potenzial formen in dem sich die
Elektronen bewegen, erzielt. Bloch behandelte dieses Potenzial als kleine Störung
und beschreibt die Eigenzustände der Elektronen als sogenannte Bloch-Wellen.
Daraus ergibt sich, dass Elektronen nur Energiebänder mit endlicher Bandbreite
besetzen können, was zu einer Korrektur der Zustandsdichte bei der Fermienergie
führt, die sich wiederum auch auf γ0 und χ0 auswirkt.
In den bisher dargestellten Betrachtungen wurden die freien Elektronen eines
Metalls als wechselwirkungsfreie Teilchen behandelt. In realen Metallen existie-
ren aber starke Elektron-Elektron Wechselwirkungen (Coulomb-Abstoßung). Die
Probleme, die eine Behandlung der Elektronen als ein System miteinander wechsel-
wirkender Teilchen bereitet, konnte Landau durch seine Landau-Fermi-Flüssigkeits
(LFF)-Theorie umgehen. Die Beschreibung von metallischen Eigenschaften im
Rahmen von Landaus Theorie ist sehr erfolgreich und erlangte deshalb eine große
Bedeutung für die Festkörperphysik. Der wichtigste Punkt in Landaus Vorgehen
war die Einführung des Quasiteilchen-Konzeptes [36]. Das Quasiteilchen ist der
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adiabatische Übergang eines nicht wechselwirkenden Fermions/Elektrons (Gas)
hin zu einer wechselwirkenden Umgebung (Flüssigkeit), wobei die Wechselwir-
kungen Schritt für Schritt „eingeschaltet“ werden. Bei diesem Prozess bleiben die
Quantenzahlen des Spins, der Ladung und des Impulses der Anregung erhalten.
Die dynamischen Eigenschaften, die Masse und das effektive magnetische Moment
des Quasiteilchens werden aber zu neuen Werten „renormalisiert“. Der große
Vorteil dieser Behandlung ist nun, dass man das Quasiteilchen wieder als ein
wechselwirkungsfreies Teilchen behandeln kann [37]. Die renormierte Masse m?
ist dann proportional zur Zustandsdichte an der Fermienergie: m? ∝ N(EF).
Die Streuung der Quasiteilchen untereinander begrenzt ihre Lebensdauer τ . Für
T > 0 und kBT  EF nehmen hauptsächlich Zustände aus einem Bereich kBT um
die Fermienergie an den Streuprozessen teil. Unter Beachtung der Energieerhaltung
und des Pauli-Prinzips steht damit eine endliche Anzahl von Zuständen für die
Streuung zur Verfügung. Diese Anzahl ist wiederum proportional zu kBT , woraus
sich eine quadratische Temperaturabhängigkeit 1/τ ∝ T 2 ergibt. Der Beitrag der
Quasiteilchenstreuung trägt additiv zum elektrischen Widerstand ρ bei. Es ergibt
sich dann mit dem Restwiderstand ρR, der durch Streuung an Gitterdefekten
entsteht, folgende Temperaturabhängigkeit:
ρ = ρR + AT
2. (1.18)
Der Koeffizient A ist ein Maß für den effektiven Streuquerschnitt der Quasiteilchen
untereinander und er ist proportional zum Quadrat der effektiven Masse A ∝
(m?)2.
1.4.2 Kondo-Effekt, RKKY-Wechselwirkung und Schwere
Fermionen Systeme
Bereits in den 1930er Jahren beobachte man bei der Untersuchung der Tempera-
turabhängigkeit von Metallen ein Minimum und einen logarithmischen Anstieg
des elektrischen Widerstands bei tiefen Temperaturen [38]. Später konnte man
dieses Verhalten auf magnetische Verunreinigungen zurückführen und begann mit
systematischen Experimenten [39]. Kondo [32] konnte zeigen, dass die Ursache für
dieses Verhalten eine antiferromagnetische Austauschwechselwirkung zwischen
den lokalen Spins ~S der magnetischen Verunreinigungen und den Spins der Lei-
tungselektronen ~s ist. Es bildet sich ein Vielteilchen Singulett-Zustand aus, in
dem die Leitungselektronen den Spin der Verunreinigung vollständig abschirmen.
Gleichzeitig steigt dadurch der Streuquerschnitt der Verunreinigung, was zum
beobachteten Ansteigen des Widerstands führt. Die Bildung des Singuletts ist
mit einem Energiegewinn verbunden und die charakteristische Energie wird als











1.4 4f -Magnetismus, Kondoeffekt und Kondogitter
Dabei bezeichnet J die Austauschkonstante zwischen den lokalen magnetischen
Momenten und den Leitungselektronen und ist proportional zum Quadrat der
Hybridisierungsstärke zwischen diesen. Eine weitere Folge der Kondo-Wechselwir-
kung ist ein lorentzförmiger Peak in der Zustandsdichte bei der Fermienergie. Diese
Erhöhung wird auch oft als Kondo- oder Abrikosov-Suhl-Resonanz bezeichnet
und hat eine Breite von kBTK [41, 42]. Die Störungsrechnung von Kondo kann
für Temperaturen unterhalb TK keine Aussagen mehr treffen, da die Kopplung zu
stark geworden ist, um sie mit Hilfe der Störungstheorie zu behandeln. Noziéres
[43] konnte aber zeigen, dass sich bei tiefsten Temperaturen eine LFF mit stark
renormalisierter Masse bildet.
Bei den sogenannten Kondogittern betrachtet man nun eine regelmäßige An-
ordnung der magnetischen Ionen mit Kondo-Wechselwirkung auf regulären Git-
terplätzen. Da es sich aber um ein periodisches Potenzial handelt, lassen sich
die Eigenzustände der Elektronen wieder als Bloch-Wellen (siehe Kapitel 1.4.1)
beschreiben und bei tiefen Temperaturen bilden sich kohärente Zustände aus. Dies
führt, im Gegensatz zum Einzelionen Kondo-Effekt, zu einer starken Abnahme
des elektrischen Widerstands unterhalb der empirisch definierten Kohärenztem-
peratur Tcoh. Auch im Kondogitter schirmen die Leitungselektronen die lokalen
Momente ab und der Grundzustand ist eine Fermi Flüssigkeit mit stark erhöhter
renormalisierter Masse.
Die Abstände zwischen den magnetischen 4f -Atomen sind in einem Kondogitter
zu klein, als dass man die Wechselwirkungen zwischen den Atomen vernachlässigen
kann. Die bereits erwähnte RKKY-Wechselwirkung tritt nun zusätzlich zur Kondo-
Wechselwirkung auf. Ihre Ursache ist die Polarisation der Leitungselektronen
durch die lokalen 4f -Momente, welche wiederum die benachbarten 4f -Momente
polarisiert. Die Stärke und der Betrag der Austauschkonstante sind vom Abstand
der Momente und dem Betrag des Fermivektors kF abhängig [44]:
JRKKY = −J2N(EF)
cos (2kF · rij)
(kF · rij)3
. (1.20)
In Abb. 1.6 ist diese Abhängigkeit der Austauschkonstante JRKKY von 2kF · rij dar-
gestellt. Es ergibt sich ein magnetisch geordneter Grundzustand mit entweder einer
ferromagnetischen oder einer antiferromagnetischen Kopplung der 4f -Momente.
Die überwiegende Zahl der bisher untersuchten Kondogitter ordnet antiferroma-
gnetisch. Als charakteristische Energie findet man für die RKKY-Wechselwirkung:
kBTRKKY ∝ J2N(EF). (1.21)
Wie man in Gl. 1.19 und 1.21 sieht, folgt die Stärke der beiden Wechselwirkungen
unterschiedlichen Abhängigkeiten von der Austauschkonstanten J zwischen den
4f - und den Leitungselektronen, und damit auch von der Hybridisierungsstärke.
Doniach stellte beide Größen in einem gemeinsamen Phasendiagramm gegen-
über, das eine qualitative Übereinstimmung mit einer Vielzahl von Kondogittern
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Abb. 1.6 – Die Abhängigkeit der
RKKY-Austauschkonstante JRKKY
von 2kF · rij (siehe Gl. 1.20). Es
resultiert entweder eine ferroma-
gnetische oder antiferromagnetische











zeigt [45]. Abb. 1.7 zeigt die heute übliche Darstellung des Doniach-Diagramms.
Das quadratische Verhalten von TRKKY dominiert für kleine J , was in einem
magnetisch geordneten Grundzustand unterhalb von Tkrit resultiert. Mit steigen-
dem J durchläuft Tkrit zunächst ein Maximum, um dann durch die erstarkende
Kondo-Wechselwirkung bei Jkrit unterdrückt zu werden. In einigen Systemen wird
an dieser Stelle im Phasendiagramm ein Quantenkritischer Punkt vermutet. Bei
J > Jkrit dominiert die Kondo-Wechselwirkung und der Grundzustand ist eine
paramagnetische Landau Fermi-Flüssigkeit. In vielen Kondogittern findet man auf-
grund der Kondoresonanz eine sehr große renormierte Masse und ab m? & 100me
werden diese Systeme auch als Schwere Fermionen Systeme bezeichnet.
Die Regionen um Jkrit sind physikalisch besonders interessant, da es dort möglich
ist, ein System von einer magnetisch geordneten Phase in eine LFF zu überführen
und dabei die Physik von Quantenphasenübergängen und quantenkritischen
Punkten zu untersuchen.
Das Doniach-Phasendiagramm wird vor allem in intermetallischen Verbindungen
beobachtet, die Elemente der Lanthanoidengruppe als magnetische Atome besitzen.
Der Grund dafür sind die besonderen Eigenschaften der 4f -Elektronen. Diese
beruhen auf dem relativ kleinen Radius (r4f ≈ 0.5 Å) der 4f -Wellenfunktion, der
deutlich geringer ist als derjenige der bereits gefüllten 5d und 6s Schalen (rsd ≈
1.9 Å). Deshalb nehmen die 4f -Elektronen nicht an den chemischen Bindungen
teil und wechselwirken in intermetallischen Verbindung nur indirekt miteinander,
da für einen direkten Austausch auch ein starker Überlapp der Orbitale nötig ist.
Ein weiterer Grund für die Beobachtung des Doniach-Diagramms ist der geringe
energetische Abstand der verschiedenen Valenzzustände. Dadurch ist es relativ
einfach möglich mittels Kontraktion der Einheitszelle durch hydrostatischen Druck
oder isoelektronische Dotierung einen Übergang von einem magnetischen zu einem
unmagnetischen Valenzzustand zu induzieren.
1.4.3 Cer: 4f-Magnetismus
Im Vergleich zu 3d-Elementen hat das Kristallfeld (siehe Kapitel 1.1) einen
geringen Effekt (≈ 10 meV) auf die durch eine viel stärkere Spin-Bahn-Kopplung
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Abb. 1.7 – Schematisches Phasen-
diagramm nach Doniach [45]. Darge-
stellt sind die charakteristischen Ener-
gieskalen der Kondo- und RKKY-
Wechselwirkung (siehe Gl. 1.19 und
1.21) als Funktion der Kopplungsstär-
ke J zwischen Leitungs- und 4f -Elek-
tronen. Tkrit ist die Übergangstem-
peratur der magnetischen Phase.
(≈ 100 meV) aufgespaltenen J -Multipletts. Für Ce3+ bedeutet es, dass sich aus
der Spin-Bahn-Kopplung ein 6-fach entartetes Multiplett mit J = 5/2 ergibt. Ein
Kristallfeld hebt diese Entartung auf und nach dem Kramers Theorem für eine
ungerade Zahl an 4f -Elektronen ergibt sich für eine tetragonale Symmetrie eine



























Wegen der relativ geringen Aufspaltung ergibt sich bei Raumtemperatur das
komplette magnetische Moment des J -Multipletts, welches für Ce3+ µCeeff ≈ 2.54µB
beträgt.
1.5 Schwach magnetische Metalle
Die in den bisherigen Kapiteln beschrieben Effekte entstehen aus den Wechselwir-
kungen zwischen lokalen magnetischen Momenten untereinander sowie im Zusam-
menspiel derselben mit den Leitungselektronen. Aber auch diese delokalisierten
oder „itineranten“ Elektronen können unter bestimmten Umständen magnetische
Ordnung zeigen. Das gilt auch für Verbindungen mit unmagnetischen Elementen,
wie z.B. in ZrZn2 oder TiBe2. Im folgenden Abschnitt werden die theoretischen




1.5.1 Pauli-Suszeptibilität und spontan aufgespaltene
Bänder
Als Pauli-Suszeptibilität bezeichnet man die magnetische Suszeptibilität der
Leitungselektronen. Da diese neben der Ladung auch einen Spin besitzen, wird
ein Elektronenband mit der Energie εk in einem magnetischen Feld ~B in zwei
Subbänder aufgespalten. Die Energie der Subbänder ergibt sich aus:
εk↑,↓ = εk ± µBB. (1.25)
Da die Elektronen in beiden Bändern bis zu EF aufgefüllt werden müssen, kommt
es zu einer Verlagerung von Elektronen in das Band in dem die Spins parallel
zum äußeren Feld sind. Damit folgt eine Magnetisierung, die von der Elektronen-
zahldifferenz (n↑ − n↓) der Bänder abhängig ist:
M = µB(n↑ − n↓) = N(EF)µ2BB, (1.26)




Wenn es für ein System energetisch günstiger ist, kann die Aufspaltung der
Bänder aber auch ohne ein externes Feld erfolgen. Um diesen wichtigen Effekt zu
verstehen, müssen wir zunächst den Begriff des Molekularfeldes einführen. Als
Molekularfeld wird das gemittelte Feld verstanden, das ein Elektron von allen
anderen Elektronen spürt. Da der Pauli-Paramagnetismus existiert, wird dieses
Feld zu einer Polarisierung und Magnetisierung der Elektronen führen. Umgekehrt
ist aber gerade die Magnetisierung die Ursache des Molekularfeldes. Es handelt
sich also um ein positives Feedback. Die Stärke des Molekularfeldes wird mit dem
Parameter λ beschrieben.
Bei einer spontanen Aufspaltung der Bänder müssen N(EF)δE/2 Elektronen
um die Energie der Aufspaltung δE verschoben werden. Dabei ergibt sich eine





Gleichzeitig wird aber auch Energie durch die Magnetisierung im Molekularfeld
gewonnen. Angenommen jedes Elektron trägt mit µB zur Magnetisierung bei, so




(n±N(EF) · δE) , (1.29)
für die Magnetisierung:
M = µB (n↑ − n↓) = µBN(EF) · δE. (1.30)
22
1.5 Schwach magnetische Metalle
Da die Magnetisierung die erste Ableitung der Freien Energie nach dem Magnetfeld
ist, muss man das Integral über diese bilden, um die Änderung der potenziellen














Schreiben wir U = µ0µ2Bλ, welches ein Maß für die Coulombenergie im System
ist, ergibt sich für die Energiebilanz der Bandaufspaltung ∆Etot:




2 (1− UN(EF)] . (1.32)
Spontane Bandaufspaltung ist also möglich, wenn ∆Etot < 0 erfüllt ist, was
gleichbedeutend ist mit:
UN(EF) ≥ 1. (1.33)
Gl. 1.33 wird als Stoner-Kriterium bezeichnet. Die spontane Aufspaltung der
Bänder und damit ein spontaner Ferromagnetismus tritt also in Systemen mit
einer hohen Zustandsdichte und starken Coulombeffekten auf.
Auch wenn das Stoner-Kriterium nicht erfüllt ist, kann die Coulombwechsel-
wirkung den Magnetismus der Leitungselektronen beeinflussen. Man kann dies
berechnen, indem man die Auswirkungen eines externen magnetischen Feldes
sowie der Wechselwirkung berücksichtigt. Nach Gl. 1.26 erzeugt die Verschiebung
der Spinsubbänder durch ein Magnetfeld eine Magnetisierung. Damit ändert sich










Die Energie hat ein Minimum, wenn gilt:
M
µ2BN(EF)
[1− UN(EF)]−B = 0, (1.35)












Die Pauli-Suszeptibilität wird also um einen Faktor [1− UN(EF)]−1 verstärkt.
Diesen Effekt bezeichnet man als Stoner-Verstärkung und er ist für die erhöhte
Suszeptibilität verantwortlich, die man z.B. in Palladium und Platin beobachten
kann [47]. In der Literatur werden Metalle, die eine erhöhte Pauli-Suszeptibilität
besitzen, aber nicht ordnen, oft als „fast-(anti-)ferromagnetisch“ bezeichnet. Die-
jenigen die ordnen, aber ein kleines geordnetes Moment haben (z.B. ZrZn2 oder
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MnSi), werden „schwach-(anti-)ferromagnetisch“ genannt. Diese Bezeichnung ba-
siert auch darauf, dass diese Systeme das Stoner-Kriterium nur knapp erfüllen.
So ist für ZrZn2 UN(EF) = 1.015 und die Sättigungsmagnetisierung µsat be-
trägt 0.12 µB/f.e.. Zum Vergleich: bei α-Fe findet man UN(EF) = 1.5− 1.7 mit
µsat = 2.1µB/Atom [48].
1.5.2 Spinfluktuationen in itineranten Magneten und
marginale Fermiflüssigkeit
Die in Kapitel 1.5.1 und 1.4.1 beschriebenen Modelle können aufgrund ihrer
relativen Vereinfachungen nicht alle Aspekte itineranter Systeme erklären, da sie
die Elektron-Elektron Wechselwirkung nur in einfachen Näherungen berücksich-
tigen, und z.B. den Einfluss spontaner Spinfluktuationen oder langreichweitiger
Wechselwirkungen vollkommen vernachlässigen.
Die LFF-Theorie beschreibt Metalle im Rahmen elementarer Anregungen der
Leitungselektronen, den Quasiteilchen (siehe Kapitel 1.4.1). Deren Zustandsdichte
verringert sich mit der Temperatur und für den Fall kurzreichweitiger Wech-
selwirkungen zwischen den Anregungen divergiert die mittlere Streuzeit τ der
Quasiteilchen für T → 0 K. Beide Effekte zusammen führen zu den bekannten
Temperaturabhängigkeiten (z.B. Gl. 1.18) mit einem quadratischen Temperatur-
verlauf der Streurate τ−1 ∝ T 2. Die in Kapitel 1.4.1 beschriebene adiabatische
Entwicklung der Quasiteilchen kann nur stattfinden, wenn der Grundzustand der
LFF stabil ist. Diese Stabilität wird aber von langreichweitigen Wechselwirkungen
oder (Quanten-) Phasenübergängen gestört [37] und die LFF-Beschreibung ist
nicht mehr angemessen. In einem dreidimensionalen metallischen System führt das
zu einer ungewöhnlichen logarithmischen Temperaturabhängigkeit der Streurate
τ−1 ∝ T log T ∗/T (T ∗ ist eine Temperaturskala), was in einem T 5/3-Potenzgesetz
für den elektrischen Widerstand resultiert. Das ist ein entscheidender Unterschied
zur LFF, da die charakteristische Energieunschärfe eines Quasiteilchens (welche
∝ τ−1) im Vergleich zu seiner charakteristischen Energie (welche ∝ T ) divergiert.
Es gibt also keine „scharf“ definierten fermionischen Anregungen mehr und nicht
nur die LFF ist nicht mehr anwendbar sondern auch das Konzept des Quasiteil-
chens verliert seinen Sinn. Der Zustand, indem die Rate τ−1/T logarithmisch
divergiert ist der Grenzfall, indem die Quasiteilchen aufhören zu existieren und
der als logarithmische oder marginale Fermiflüssigkeit bezeichnet wird [49].
Normalerweise spielen in einfachen Metallen langreichweitige Wechselwirkun-
gen eine untergeordnete Rolle. Doch für itinerante Magnete in der Nähe eines
Phasenüberganges ist die Spin-Spin-Wechselwirkung langreichweitig, was die Ei-
genschaften des Metalls entscheidend beeinflusst. Diese Wechselwirkungen können
als Streuprozesse an spontanen Spinfluktuationen des Leitungsbandes beschrieben
werden. Die Eigenschaften der Spinfluktuationen in schwach ferromagnetischen
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Abb. 1.8 – Schematische Phasendiagramme für das Verhalten der schwach ferromagne-
tischen Metalle beim Unterdrücken des Magnetismus durch Druck p oder Dotierung y.
Links ist ein ferromagnetischer Phasenübergang (rot) gezeigt, der in einem trikritischen
Punkt mit Flächen 1. Ordnung (blau) endet (siehe z.B. ZrZn2 [52]). Rechts entwickelt
sich stattdessen eine Phase mit einer SDW-Ordnung.
Metallen unterscheiden sich aber deutlich von denen der Spinfluktuationen in
Systemen mit lokalen magnetischen Momenten. In letzteren versteht man unter
den Spinfluktuationen zufällige, thermisch angeregte Spinflips der lokalen Mo-
mente. In einem itineranten System mit langreichweitigen Wechselwirkungen, wie
sie in den schwach magnetischen Metallen vorherrschen, rufen die thermischen
Anregungen aber langwellige nicht-lokale Spin-Fluktuationen hervor. Hier kann
also keine Beschreibung im Bild eines lokalen Spins erfolgen. Dies wird z.B. auch
dadurch deutlich, dass der Mittelwert der lokalen Amplitude der Spinfluktuationen
eine Temperaturabhängigkeit zeigt. In einem lokalen System dagegen ist diese
Amplitude immer gleich dem Betrag des Spins. Genau genommen sind aber der
lokale und itinerante Fall der Spinfluktuation gegensätzliche Manifestationen der
selben Problematik. Das lokale Moment ist damit der Grenzfall einer im realen
Raum lokalisierten Spinfluktuation. Im Gegensatz dazu kann die Spinfluktuation
im schwach magnetischen Metall als lokalisiert im reziproken Raum und damit
als ausgedehnt im realen Raum angesehen werden [50]. Die Spinfluktuationen
sind also von zentraler Bedeutung für das Verständnis der schwach magnetischen
Metalle. Ihre Auswirkungen werden sehr gut vom Self-Consistent Renormalization
Modell beschrieben, dessen Darstellung in den Referenzen [50], [51] sowie [49] zu
finden ist.
Neben den Nicht-LFF Verhalten zeigen die schwach ferromagnetischen Metalle
weitere interessante Eigenschaften, wenn man den Ferromagnetismus unterdrückt.
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In einem Metall lässt sich der ferromagnetische Phasenübergang nicht zu einem
QKP überführen. Theoretische Untersuchungen zeigen, dass in einem rein iti-
neranten 3D-System der Phasenübergang bei T=0 K immer erster Ordnung ist
[53]. Daraus folgt, dass der Übergang zweiter Ordnung beim Ändern des Kon-
trollparameters (z.B. Druck oder Dotierung) in einem trikritischem Punkt bei
endlicher Temperatur endet. Dieser Punkt trennt eine Linie von Phasenübergän-
gen erster Ordnung vom Phasenübergang zweiter Ordnung. Im linken Teil von
Abb. 1.8 ist das schematische Phasendiagramm für diese Art des Übergangs dar-
gestellt. Experimente an ZrZn2 [52] bestätigen diese Vorhersagen. Nach anderen
Berechnungen [54, 55, 56] kann der Ferromagnetismus in eine Spindichtewellen
(SDW)-Phase übergehen. Das schematische Phasendiagramm dieses Szenarios
ist rechts in Abb. 1.8 dargestellt. Bisher gibt es hierfür keinen experimentellen
Nachweis. Es wird aber intensiv diskutiert, ob sich Nb1-yFe2+y mit diesem Szenario
beschreiben lässt.
1.6 Dichtefunktionaltheorie
Einige Ergebnisse dieser Dissertation benötigten für ihre Interpretation die Durch-
führung von Bandstrukturberechnungen. Aus diesem Grund wird hier eine kurze
Einführung in die Dichtefunktionaltheorie (DFT) gegeben.
Bei dem Versuch einen Festkörper als System wechselwirkender Teilchen (Atom-
kerne, Rumpf- und Valenzelektronen) zu beschreiben, führt die verwendete
Schrödinger-Gleichung mit Vielteilchenwellenfunktionen schon für kleine Teil-
chenzahlen zu einem komplexen Differentialgleichungssystem. Dieses ist in den
meisten Fälle nicht mehr analytisch lösbar und enthält viele, für die Berech-
nung der Festkörpereigenschaften, unnötige Informationen. Aus diesem Grund
werden verschiedene Vereinfachungen und Näherungen verwendet, um es in ein
selbstkonsistent lösbares Problem zu überführen.
In die Beschreibung des Festkörpers gehen 3 Anteile ein. Da ist zu einem der
Anteil, der die Atomkerne beschreibt, einer der die Elektronen beschreibt und ein
Anteil, der die Wechselwirkungen zwischen den Kernen und Elektronen berück-
sichtigt. Die Anteile der Atomkerne und der Elektronen setzen sich jeweils aus der
kinetischen Energie und der Wechselwirkung untereinander zusammen. Außerdem
existieren natürlich noch Wechselwirkungen der Teilsysteme untereinander. Der









































Die beiden ersten Terme beschreiben jeweils die kinetische Energie der Elek-
tronen (Index: e) und der Atomkerne (Index: K). Der dritte und vierte Term
beschreibt die Coulombwechselwirkung der Elektronem bzw. Kerne. Da die Atom-
kerne um mehrere Größenordnungen schwerer sind als die Elektronen, folgen
diese den Bewegungen der Atomkerne instantan und spüren somit ein effektiv
konstantes Potenzial. Außerdem kann aufgrund der größeren Masse die kineti-
sche Energie der Kerne vernachlässigt werden. Diese Annahmen werden auch als




















Man kann den Festkörper also vereinfacht durch die kinetische Energie der
Elektronen, deren Wechselwirkung mit dem Kristallgitter und der Elektron-Elek-
tron-Wechselwirkung beschreiben. Trotz der Vereinfachung muss aber immer
noch die Vielteilchenwellenfunktion für diese Schrödingergleichung gelöst werden.
Hohenberger und Kohn konnten dieses Problem weiter vereinfachen, indem sie
zeigten, dass für jede Elektronendichte Ne(~r) genau ein äußeres Potenzial vext(~r)
existiert, für das die Elektronendichte Ne(~r) die Grundzustandsdichte N0(~r) ist
[58]. Damit ist die Grundzustandsenergie E0 ein eindeutiges Funktional der
Grundzustandsdichte.
Um nun die Grundzustandsdichte zu erhalten, variiert man unter Beibehaltung
der Teilchenzahl die Energie nach allen möglichen Elektronendichten. Die Dichte,
für die das Funktional ein absolutes Minimum besitzt, ist dann die Grundzu-
standsdichte (Hohenberg-Kohn-Variationsprinzip):









Überführt man die Vielteilchen-Schrödinger-Gleichung in ein Funktional der Teil-
chendichte, ist nur die funktionale Abhängigkeit des äußeren Potenzials bekannt.
Indem man die Elektronendichte durch eine Summe über die noch unbekannten







lässt sich FHK [Ne(~r)] als Summe aus der kinetischen Energie eines wechselwir-
kungsfreien Elektronengases, einem Hartree-Term inklusive Selbstwechselwirkung
und einem Austausch-Korrelationsterm Eak[Ne(~r)] beschreiben. Letzterer beinhal-
tet alle Austauschwechselwirkungen und Korrelationen, die im Hartreeterm fehlen
und korrigiert außerdem die Selbstwechselwirkung der Elektronen. Nun wird die
27
1 Theoretische Modelle
Energie nach den unbekannten Einteilchen-Wellenfunktionen Φi(~r) variiert, um
das Minimum des Funktionales und damit die Grundzustandsenergie zu finden.





∇2 + Veff (~r)
}
Φi(~r) = εiΦi(~r). (1.41)
Das effektive Potenzial setzt sich aus dem äußeren Potenzial vext(~r), dem Hartree-
Potenzial und dem Potenzial der Austauschwechselwirkungen und Korrelationen
zusammen. Ist letzteres bekannt, können die Kohn-Sham -Gleichungen den Fest-
körper exakt beschreiben.
Man hat nun das Problem der Vielteilchen Schrödinger-Gleichung in ein ite-
rativ lösbares Selbstkonsistenzproblem überführt. Aus der Startdichte wird das
effektive Potenzial berechnet, um daraus mit den Kohn-Sham-Gleichungen die
Einteilchenwellenfunktionen zu bestimmen. Aus deren Summe lässt sich die neue






→ Φi(~r)→ Nneue (~r). (1.42)
Als Abbruchbedingung kann man z.B. den Unterschied der Gesamtenergie oder
der Elektronendichte zwischen den Iterationsschritten wählen.
Ein noch offenes Problem bei diesem Vorgehen ist die Bestimmung des
Austausch- und Korrelationsterms. Eine Näherung für diesen Term ist die soge-
nannte lokale Dichte-Näherung (LDA)[59]. Dabei wird der Festkörper in kleine
Zellen homogener Dichte unterteilt und der Austausch- und Korrelationsterm
der Kohn-Sham-Gleichung setzt sich nun aus den Austausch- und Korrelati-
onstermen der Zellen zusammen. Innerhalb der Zellen wird die Grundzustands-
energie eines homogenen Elektronengases und deren Anteile (kinetische Energie,
Coulombenergie, usw.) bestimmt. Die Differenz der Einzelbeiträge ist dann der
Beitrag des Austausch- und Korrelationsterms. Man kann diese Methode ohne
prinzipielle Änderung um den Freiheitsgrad des Spin zur Local-Spin-Density-
Approximation (LSDA) erweitern. Bei einer weiteren Methode, der Generalized-
Gradient-Approximation GGA, wird nicht nur die lokale Dichte der Zellen be-
rechnet, sondern auch der Gradient der Dichte zwischen den Zellen berücksichtigt
[60]. Welche Näherung ein System besser beschreibt, lässt sich nicht vorhersagen.
In schwach korrelierten Systemen erreichen die DFT-Rechungen eine sehr gute
Übereinstimmung mit den realen Bandstrukturen, da dort das effektive Potenzial
aus Gl. 1.41 näherungsweise mit der Selbstenergie der Quasiteilchen übereinstimmt.
In stark korrelierten Systemen dagegen, wie z.B. 3d oder 4f Systemen, ist dies
nicht mehr gegeben. In aller Regel werden aber passable Lösungen für den
Grundzustand erreicht. Außerdem werden die (Quanten-)Fluktuationen in der
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Nähe von (Quanten-)Phasenübergängen nicht berücksichtigt, so dass es z.B. zum
Überschätzen magnetischer Lösungen kommt.
Es existiert eine Vielzahl an Programmen, um das Selbstkonsistenzproblem der
Kohn-Sham-Gleichungen zu lösen. Diese unterscheiden sich vor allem in der Art,
wie die benötigte Rechenleistung durch weitere Näherungen verringert wird. Das in
dieser Arbeit verwendete Programm Full-Potential-Local-Orbital-Scheme (FPLO)
berücksichtigt das reale Potenzial im gesamten Kristall, sowie alle Elektronen.
Um die Rechnungen effizienter zu gestalten, nutzt das Programm eine angepasste,
nicht-orthogonale Basis aus atomaren Orbitalzuständen [61]. Diese minimale
Basis aus überlappenden Orbitalzuständen verkleinert die benötigten Matrizen
erheblich und damit auch den Rechenaufwand beim Diagonalisieren dieser. Die
einbezogenen Elektronen werden in Rumpf- und überlappende Valenzelektronen
unterteilt. Dies erlaubt eine algebraische Transformation des Eigenwertproblems
der Kohn-Sham-Gleichungen auf ein effektives Valenz-Eigenwertproblem, welches





Die Elektronenspinresonanz (ESR) wurde erstmals in den 1940er Jahren von
Y. K. Zavoisky an Kupfersalzen nachgewiesen. Bei dieser Messmethode beob-
achtet man die von einer magnetischen Probe in einem statischen Magnetfeld
absorbierte Mikrowellenleistung. Die zu untersuchenden Stoffe müssen also ma-
gnetische Momente enthalten, wobei es egal ist ob es sich um lokale Momente oder
um Leitungselektronen handelt. Durch die Auswertung der Parameter des ESR-
Signals und ihrer Temperatur- sowie Winkelabhängigkeiten lassen sich vielfältige
Aussagen über die magnetischen, elektronischen und strukturellen Eigenschaften
einer Probe treffen.
Im Folgenden werden der experimentelle Aufbau sowie die theoretischen Grund-
lagen beschrieben, die für ein Verständnis der ESR-Spektroskopie notwendig
sind.
2.1 Prinzip der magnetischen Resonanz und ESR
Parameter
Die Grundlage für die ESR bildet die Aufspaltung der energetisch entarteten
Spineigenzustände eines ungepaarten Elektrons durch ein Magnetfeld. Dieser
sogenannte Zeemaneffekt wird durch den folgenden Term im Hamiltonoperator
beschrieben:
HZ = ~µ · ~B = gµB~S · ~B. (2.1)
~µ bezeichnet das magnetische Moment der ESR-Sonde. Das statische Magnetfeld
~B spaltet den ohne äußeres Magnetfeld 2S + 1-fach entarteten Grundzustand in
2S + 1 Eigenzustände mit äquidistanten Energieeigenwerten auf. Da alle in dieser
Arbeit untersuchten Systeme mit S = 1/2 behandelt werden können, beschränken
wir uns im folgenden auf diesen Fall. Der Zeemaneffekt bewirkt hier also eine
Aufspaltung in 2 Eigenzustände. Der Energieunterschied ∆E zwischen den beiden
Niveaus beträgt:
∆E = gµBB. (2.2)
Legt man nun zusätzlich senkrecht zum in z-Richtung angelegten statischen Feld
ein Mikrowellenfeld ~b = bx cos (ωt) mit der Frequenz fMw = ω/2π und der Ampli-
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Abb. 2.1 – Quantenmechanische Zeeman-Aufspaltung eines S = 1/2 Zustandes (links)
und klassische Interpretation der Lamorfrequenz ωL(rechts).
tude bx  B an, so kann dieses magnetische Dipolübergänge induzieren, wenn die
Mikrowellenergie ~ω gerade ∆E entspricht (Abb. 2.1 links), und man beobachtet
Resonanzabsorption. Zur Messung der ESR hält man in der Regel die Frequenz
der Mikrowelle konstant, erhöht das externe Magnetfeld B und detektiert die
absorbierte Mikrowellenleistung Pabs. Die zugehörige Resonanzfrequenz bezeichnet






B = γB. (2.3)
γ = gµB/~ bezeichnet hier das gyromagnetische Verhältnis. Die Larmor-Frequenz
lässt sich klassisch als Präzessionsfrequenz der Spins um die Richtung des Ma-
gnetfelds interpretieren (Abb. 2.1 rechts), wenn man die zu HZ gehörige Bewe-






[~µ,HZ ] = −γ × ~B. (2.4)
Analog zur Kreiselpräzession liefert hier das Kreuzprodukt, aus magnetischem
Moment und externem Magnetfeld, das Drehmoment.
2.1.1 Linienform
Die Bewegung der Spins, die vom Mikrowellenfeld ~b resonant beeinflußt wird, ist
bisher nur ungedämpft betrachtet worden. In einem Festkörper wird die Präzession
aber durch Wechselwirkungen der Spins mit ihrer Umgebung gedämpft und die
aufgenommene Energie wird an andere Spins oder an das Kristallgitter abgegeben,
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das System „relaxiert“. Um diese Dynamik zu beschreiben stellte Felix Bloch die



























− M z −M z0
t1
,
wobei ~M die mittlere Magnetisierung ~M =
∑
i ~µi/n (n = Anzahl der Spins) der
Probe bezeichnet. Der erste und der zweite Term entsprechen Gl. 2.4 und es wurde
das Gesamtfeld ~Bges = ~B +~b eingeführt. Der dritte Term beschreibt die Abwei-
chung der Magnetisierung vom momentanen Gleichgewichtszustand χ~Bges mit
der statischen Suszeptibilität gemäß M = χB. Die Relaxationsprozesse bringen
das System innerhalb der durch t1 und t2 vorgegeben Zeitskalen zurück ins ther-
mische Gleichgewicht. t1 wird als longitudinale oder Spin-Gitter-Relaxationszeit
bezeichnet und beschreibt die Zeit, die für die Energieabgabe der Spins an das
Gitter notwendig ist und mit einer Änderung der Magnetisierungskomponente
parallel zum statischen Feld einhergeht. Die transversale Relaxationszeit t2 er-
fasst alle Beiträge, die zur Phasendekorellation der in der xy−Ebene rotierenden
Spinkomponenten führen.
Um die zu erwartende Linienform zu berechnen, überführt man die Bewegungs-
gleichung der transversalen Komponente der MagnetisierungM+ = Mx+iMy mit















Mit dem Ansatz M+ = χ(ω)b0eiωt lässt sich diese Differentialgleichung lösen und




ω (ωL − ω)
(ωL − ω)2 + (1/t2)2
− i ω/t2
(ωL − ω)2 + (1/t2)2
)
. (2.7)
Da die absorbierte Mikrowellenleistung proportional zum Imaginärteil der dyna-





(ωL − ω)2 + (1/t2)2
. (2.8)
Aus technischen Gründen wird das ESR-Experiment bei konstanter Mikrowellen-
frequenz und variierendem Magnetfeld durchgeführt. Mit ω = γBRes, ωL = γB,
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Abb. 2.2 – Absorbierte Mikrowellenleistung Pabs in Abhängigkeit des magnetischen
Feldes B: links ist eine Lorentzlinie (Gl. 2.9) und rechts ihre Ableitung (schwarz)
abgebildet, außerdem sind links die ESR-Parameter (IESR, BRes, ∆B) eingezeichnet.
Die rote Kurve rechts ist die Ableitung einer Lorentzlinie unter Berücksichtigung von
Dispersion und Absorption ( α = 1 siehe Text und Gl. 2.12). Alle Kurven wurden mit
denselben Parametern gezeichnet.
1/γt2 = ∆B sowie Gl. 2.8 erhält man eine lorentzförmige Linie um das Resonanz-
feld BRes mit der Halbwertsbreite 2∆B (siehe Abb. 2.2 links):
Pabs ∝ χBRes
∆B
(B −BRes)2 + ∆B2
. (2.9)
Eine um BRes symmetrische Linie wird nur in isolierenden Verbindungen be-
obachtet, denn dort kann die Mikrowelle die gesamte Probe durchdringen. In
metallischen Proben muss zusätzlich die elektrische Leitfähigkeit σ = 1/ρ be-
rücksichtigt werden. Diese führt dazu, dass das Mikrowellenfeld nur bis zu einer





in ein Metall eindringen kann. Dadurch geraten die elektrische und magneti-
sche Komponente der Mikrowelle außer Phase und führen zu einer Beimischung
des Realteils χ′ der dynamischen Suszeptibilität zum Absorptionssignal. Gl. 2.9
verändert sich damit zu:
Pabs ∝ χBRes
∆B + α · (B −BRes)
(B −BRes)2 + ∆B2
, (2.11)
wobei das Dispersions-zu-Absorptionsverhältnis (D/A) α die Stärke der Beimi-
schung angibt. In dünnen1 oder isolierenden Proben verschwindet der Dispersions-
1Dünn und dick beziehen sich hier auf den Vergleich zu δSkin
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anteil vollständig (α = 0), dagegen sind in dicken metallischen Proben, bei denen
das Mikrowellenfeld nur an der Oberfläche bleibt, Dispersion und Absorption
gleich groß (α = 1).
Ein weiterer Effekt, der besonders bei sehr breiten Resonanzlinien (∆B ' BRes)
wichtig wird, ist der Einfluss der gegenläufigen Resonanz M− bei −BRes [63].
Um das Signal-Rausch-Verhältnis der Messung zu verbessern, misst man nicht
direkt das Absorptionssignal, sondern mit einem Lock-In-Verstärker, über eine
Modulation des statischen Feldes, dessen erste Ableitung. Unter Berücksichtigung





−2 ·x+ α · (1− x2)
(1 + x2)2
+











Amp misst die Amplitude der experimentellen Linienform. In Abb. 2.2 (rechts)
sind zwei Linien nach Gl. 2.12 mit gleichen Parametern und unterschiedlichen
D/A Verhältnissen (α = 0 schwarz, α = 1 rot) dargestellt. Die experimentellen
Daten werden mit Gl. 2.12 angepasst, und man erhält die Parameter Amp, BRes
und ∆B. Ausgehend von diesen lassen sich die ESR-Messgrößen Intensität IESR
und g-Faktor bestimmen.
Zusätzlich zum Probensignal beobachtet man einen Signaluntergrund, der sich
aus zwei Beiträgen zusammensetzt. Zum einen kann die Modulation des magneti-
schen Feldes den Resonator zum Schwingen anregen („Mikrophonie“), was in einem
linearen Untergrund resultiert. Zum anderen haben die verschiedenen Resonatoren
jeweils charakteristische Untergründe, die teilweise auch temperaturabhängig sind.
Je nach Messung werden diesen beiden Untergründe entweder vor dem Anpassen
abgezogen oder durch zusätzliche Terme in der Anpassungsfunktion modelliert.
Bei der Resonanz an Leitungselektronen spielt außerdem die Zeit, die sich
die ESR-Sonde in der Eindringtiefe der Mikrowelle aufhält (Diffusionszeit tD),
eine entscheidende Rolle für die Linienform. Eine ausführliche theoretische und
experimentelle Auseinandersetzung mit diesem Thema ist bei Dyson [64] sowie
Feher und Kip [65] zu finden (siehe auch Kapitel 2.5 )
2.1.2 Intensität
Die von einer Probe in einem Mikrowellenresonator mit dem Volumen V und
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Sie ist damit proportional zum Imaginärteil der dynamischen Suszeptibilität χ′′(ω)









direkt mit der Spinsuszeptibilität χ in Verbindung bringen. Da beim konventio-
nellen ESR-Experiment nicht die Frequenz sondern das Magnetfeld variiert wird,
muss das Frequenzintegral in ein Feldintegral überführt werden. Für schmale
Linien mit einem isotropen g-Faktor ist χ′′ nur in einem kleinen Bereich um





Pabs dB ∝ IESR. (2.15)
Viele Substanzen zeigen aber eine sehr breite und/oder anisotrope ESR. In
diesen Fällen ist die einfache Transformation nicht mehr gültig und würde zu
unterschiedlichen Ergebnissen für die Intensität im Feld- und Frequenzaufbau
führen. Durch Einbeziehen der g-Faktor Anisotropie konnten Aasa und Vänngård









Pabs(ωkonst, B) dB ∝ IESR. (2.16)
Die Intensität berechnet sich also aus der Fläche unter der Absorptionskurve und
ist proportional zur Spinsuszeptibilität und zur Anzahl der ESR-Sonden in der
Probe. Aus den Fitparametern (Gl. 2.12) erhält man die Fläche wie folgt:
IESR ∝ Amp ·∆B2 ·
√
1 + α2. (2.17)
Eine absolute experimentelle Bestimmung von IESR ist sehr aufwendig und oft
mit großen Fehlern behaftet. Man benutzt dafür sogenannte Markersubstanzen
mit bekannter Suszeptibilität und Sondenanzahl als Vergleichsproben. In der
Literatur werden zum Beispiel DPPH oder CuSO4 · 5H2O vorgeschlagen. Da
aber die ESR-Eigenschaften beider Substanzen stark von der Herstellung und
Lagerung abhängig sind, können sie nur eingeschränkt als Standard im Sinne einer
quantitativen Bestimmung von IESR genutzt werden [68]. Ein einfacher Vergleich
der Intensitäten verschiedener Proben mit einem Marker ist aber möglich. In
dieser Arbeit wird dafür ein CuSO4 · 5H2O Kristall benutzt.
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2.1.3 g-Faktor
Der Proportionalitätsfaktor, der die Aufspaltung eines Spinzustandes im ma-






Ein freies Elektron besitzt einen g-Faktor von ge = 2.002319, jedoch existieren
in einem Festkörper, aufgrund der vielseitigen Wechselwirkungen der freien Mo-
mente mit der Umgebung und untereinander, lokale Felder, die sich zum extern
angelegten Magnetfeld B addieren. Die einzelnen Spins sind damit einem ef-
fektiven Feld ausgesetzt, welches die Lage von BRes bestimmt. Der gemessene
g-Faktor ist also immer eine effektive Größe, und die Abweichung von ge wird als
g-Faktorverschiebung ∆g bezeichnet. In der Literatur existieren im wesentlichen
zwei Definitionen für ∆g, die in unterschiedlichen Teilgebieten, verwendet werden.
Bei der Beschreibung der ESR von lokalen Momenten in 3d-Oxiden und der ESR
von Leitungselektronen wird mit ∆g die Differenz zwischen gemessenem g-Faktor
und ge bezeichnet:
∆ge = g − ge. (2.19)
Bei der ESR von lokalen Momenten in Metallen wird ∆g aber auch benutzt,
um die Abweichung des g-Faktors von dem eines freien Ions der Sonde gIon zu
bezeichnen:
∆gion = g − gion. (2.20)
Teilweise besitzen die Wechselwirkungen z.B. das Kristallfeld eine ausgeprägte
Anisotropie, die sich auf den g-Faktor überträgt. Aus diesem Grund muss dieser
als symmetrischer Tensor beschrieben werden. Der g-Tensor lässt sich durch
eine Hauptachsentransformation diagonalisieren und durch eine anschließende
Transformation ins Kristallkoordinatensystem erhält man die g-Faktoren entlang
der Kristallachsen. Viele, der in dieser Arbeit untersuchten Proben, besitzen




g⊥2 · sin2 θ + g‖2 · cos2 θ . (2.21)
θ bezeichnet den Winkel zwischen dem Magnetfeld und der Symmetrieachse
der tetragonalen Umgebung (kristallografische c-Achse). g‖ und g⊥bezeichnen
die g-Faktoren für eine Orientierung des Magnetfeldes entlang der c-Achse bzw.
senkrecht dazu.
Wie stark eine Wechselwirkung zu g beiträgt, hängt sehr von der Probe ab. So
hat z.B. die Kristallfeldwechselwirkung für 4f -Ionen einen starken Einfluss auf
∆gion und die Anisotropie von g. Im Gegensatz dazu spielt das Kristallfeld aber
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für ein 3d-Ion wie V4+ keine Rolle bei ∆g. Für die ESR an Leitungselektronen sind
wiederum die Eigenschaften der Bandstruktur und der Fermifläche entscheidend.
Für eine genauere Behandlung dieser Thematik wird deshalb auf die Kapitel 2.3,
2.4 und 2.5 verwiesen.
2.1.4 Linienbreite und Spin-Relaxation
Die Linienbreite des ESR Signals sowie deren Temperaturabhängigkeit wird durch
die Relaxationsprozesse bestimmt, denen die Sondenspins im Festkörper ausgesetzt











′ wird als Spin-Spin-Relaxationszeit bezeichnet und hat ihren Ursprung in den
Wechselwirkungen zwischen den Spins, die zu einer zeitlichen Fluktuation der
Energieniveaus führt. Ist die Zeitskala dieser Fluktuationen wesentlich kürzer
als die durch die Resonanzfrequenz vorgegebene und liegen isotrope Wechselwir-
kungen zwischen den Spins vor, lässt sich t2′vernachlässigen und die Relaxation
wird hauptsächlich durch t1 bestimmt (1/t1 = 1/t2). Diese Bedingungen sind
vor allem in Metallen erfüllt. Dominieren aber anisotrope Wechselwirkungen die
Kopplung der Spins, kann der Beitrag von t2′ überwiegen.
Auch die Linienbreite kann eine Anisotropie bezüglich des Winkels zwischen dem
Resonanzfeld BRes und den Kristallachsen zeigen. In Systemen mit anisotropen
g-Faktor kann dies aber ein Artefakt der Messung mit konstanter Frequenz und
variierenden Magnetfeld sein. Die intrinsische Anisotropie der Relaxationsprozesse
ergibt sich aus folgendem Zusammenhang zwischen der Linienbreite in Frequenz-
(ΓSpin) und Feldeinheiten (∆B) [69]:
hΓSpin = gµB∆B. (2.23)
ΓSpin wird auch als Relaxationsrate bezeichnet.
Eine theoretische Beschreibung der Linienbreite des ESR-Signals wurde zunächst
von van Vleck [70] entwickelt und später von P.W. Anderson [71] sowie Kubo und
Tomita [72] allgemeiner behandelt. Im Folgenden beschränken wir uns auf den
Ansatz von Kubo und Tomita. Der Spin-Hamiltonoperator setzt sich wie folgt
zusammen:
H = HZ +Hiso +Haniso. (2.24)
Wobei HZ den Zeemaneffekt (siehe Gl. 2.1) und Hiso die isotrope Heisenberg




(~Si · ~Sj). (2.25)
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Beide Terme führen zu keiner Verbreiterung, und die Linienbreite wird allein durch
die anisotropen Wechselwirkungen bestimmt, die man in Haniso zusammenfasst.
Betrachtet man die anisotropen Wechselwirkungen als kleine Störung im Vergleich
zum isotropen Austausch, lässt sich die sogenannte Kubo-Tomita Formel für die










wobei C = ngLµBS(S + 1)/3kB die Curie-Konstante und χ(T ) die gemessene
Volumensuszeptibilität der Probe bezeichnet. Da für T → ∞ das Verhältnis
χCurie(T )/χ(T ) gegen eins geht, kann man den temperaturunabhängigen Parame-
ter ∆B∞ als Grenze für ∆B bei hohen Temperaturen ansehen. Der KT-Ansatz
ist also eine Hochtemperaturnäherung und hat seine Gültigkeit für T  J/kB. In




Sp ([Haniso, S+] [Haniso, S−])
Sp [S+, S−]
(2.28)
berechnen. Wobei S± = Sx ± iSy die Leiteroperatoren und damit die beiden
Kommutatoren die statistischen Drehmomente, die auf die Spins wirken, darstel-
len. Der rechte Term wird auch als zweites Moment M2 des Hamiltonoperators
bezeichnet.
In Festkörpern gibt es eine Vielzahl von Prozessen, die zur Relaxation beitragen
können. An dieser Stelle werden deshalb nur zwei der wichtigsten Effekte für die
ESR an lokalen Momenten, die Dipol-Dipol-Verbreiterung und die Austauschver-
schmälerung erläutert. Weitere Mechanismen, die nur für einzelne Stoffklassen
wichtig sind, z.B. für Metalle, werden in den entsprechenden Kapiteln (2.3, 2.4
und 2.5) behandelt. Da alle untersuchten Systeme Spin S = 1/2 besitzen, ist eine
Verbreiterung durch das Kristallfeld nicht möglich [73].
Die Dipol-Dipol-Verbreiterung beruht auf der Wechselwirkung zwischen den
magnetischen Dipolen, die mit jedem Spin verbunden sind. Damit existiert für
jeden Spin ein magnetisches Feld, das von den ihn umgebenden Spins erzeugt
wird. In der paramagnetischen Phase ist die Ausrichtung der Spins zufällig und
fluktuiert, womit die einzelnen Spins eines Kristall unterschiedlichen lokalen Fel-
dern ausgesetzt sind, deren Beträge um 10 bis 100 mT liegen [73]. Das externe
Magnetfeld überlagert sich bei der Messung mit den lokalen Feldern, was in
leicht unterschiedlichen Resonanzfeldern für jeden Spin resultiert. Das gemessene
ESR-Spektrum besteht dann aus einer verbreiterten Resonanz, die die Einhüllen-
de der Einzellinien bildet. Diese Verbreiterung aufgrund vieler Einzellinien, mit
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leicht unterschiedlichen BRes, wird auch als inhomogene Verbreiterung bezeich-













~rij zeigt von Spin ~Si zu Spin ~Sj und rij ist der Betrag dieses Vektors. Die
Summe < ij > läuft über die Nachbarn von ~Si. Je nach Kristallstruktur muss
man die nächsten und zusätzlich die übernächsten Nachbarn in Betracht ziehen.
Wegen der starken Abhängigkeit vom Abstand der Spins untereinander kann man
im allgemeinen aber Beiträge der weiter entfernten Nachbarn vernachlässigen.
Berechnet wird die zu erwartende Linienbreite mit Hilfe des zweiten Moments
M2 von HDD, welches proportional zu dem Erwartungswert im rechten Term von
Gl. 2.28 ist [72]. (siehe Kapitel A.1).
Die isotrope Austauschwechselwirkung wiederum bewirkt eine Verschmälerung
des inhomogen verbreiterten ESR-Signals. Der Mechanismus der Austauschver-
schmälerung ist ein Analogon zum sogenannten „motional narrowing“, das man bei
der Kernspinresonanz in Flüssigkeiten beobachten kann. Dort heben sich die unter-
schiedlichen lokalen Felder durch schnelle Diffusionsbewegungen der Protonen im
Mittel auf [66, 71]. Damit das lokale Feld Einfluss auf die Resonanz des einzelnen
Spin nehmen kann, muss es eine bestimmte Zeit auf diesen einwirken können. Die
Austauschwechselwirkung resultiert aber in virtuellen Platzwechseln der Spins
und führt somit auch zu einer Mittelung der lokalen Felder, da sich diese dann mit
einer Rate ωex = J/~, die auch Austauschfrequenz genannt wird, ändern. Ist die
isotrope Austauschwechselwirkung bei hohen Temperaturen dominant, lässt sich
eine Hochtemperaturgrenze für die Linienbreite ∆B∞ abschätzen, indem man J









Im Rahmen dieser Arbeit kann nur ein kurzer Einblick in die technischen Grundla-
gen eines ESR Spektrometers gegeben werden. Für eine tiefer gehende Darstellung
sei auf die Literatur verwiesen z.B. Referenz [74].
Sämtliche ESR-Messungen dieser Arbeit wurden mit einem EleXSys 500 Spek-
trometer der Firma Bruker durchgeführt. Sein schematischer Aufbau ist in Abb. 2.3
dargestellt. Mit Hilfe unterschiedlicher Resonatoren und Mikrowellenbrücken kön-
nen Messungen im L-Band (fMw =1 GHz), X-Band (fMw =9.4 GHz) und Q-Band


























Abb. 2.3 – Schematischer Aufbau eines ESR Spektrometers
einer Gunn-Diode erzeugt und mittels Hohlleiter oder Koaxialkabel in den Resona-
tor eingekoppelt. Mit Hilfe einer automatischen Frequenzanpassung wird fMw an
die Eigenfrequenz des Resonators angepasst, da diese sich z.B. mit der Temperatur
ändern kann. Dem vom Resonator reflektierten Signal wird das Referenzsignal
überlagert, bevor es von einer weiteren Diode empfangen wird. Das statische Ma-
gnetfeld (0-1.8 T) wird von einem wassergekühlten Helmholtz-Spulenpaar erzeugt,
dessen Feldregelung eine Genauigkeit von 3 µT erreicht. Um das Signal-Rausch-
Verhältnis zu erhöhen, wird diesem Feld ein zusätzliches Wechselfeld (bis 0.5 mT)
überlagert und das Signal der Empfängerdiode mittels eines Lock-In-Verstärkers
phasenrichtig demoduliert. Dadurch erhält man als Messsignal die erste Ableitung
der absorbierten Mikrowellenleistung nach dem magnetischem Feld dPabs/dB.
Neben dem Signal-Rausch-Verhältnis ist vor allem die Güte der verwendeten
Resonatoren entscheidend für die Empfindlichkeit der Apparatur. Unter Ideal-
bedingungen2 reichen ca. 1015 Spins um ein deutliches Signal zu erkennen. Je
nach Temperatur- und Frequenzbereich wurden unterschiedliche Kryostate und
Resonatoren eingesetzt:
L-Band Der für das 1 GHz-Band benutzte Split-Ring-Resonator [75] hat eine
geringere Güte als die bei den anderen Frequenzen eingesetzten Hohlraumre-
sonatoren. Aus diesem Grund ist die Empfindlichkeit des Messsystems für ei-
nige der untersuchten Proben nicht groß genug, um ein Signal zu detektieren.
Zur Messung der Temperaturabhängigkeit wird ein 4He-Durchflusskryostat
(Oxford CF935) benutzt, der einen Temperaturbereich von 1.5 K bis 300 K
abdeckt und eine Temperaturstabilität von ∆T . 0.1 K gewährleistet.
2∆B  BRes, isolierende Probe
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Um die Anisotropie des ESR-Signals zu bestimmen, kann ein Goniometer
montiert werden.
X-Band Für das X-Band stehen ein Rechteck-, ein Zylinderresonator mit sehr
hoher Güte und ein Split-Ring-Resonator zur Verfügung. Letzterer hat die
selben Nachteile wie das L-Band Modell und wird auch mit dem selben
Kryostaten benutzt. Der Zylinderresonator wird zusammen mit einem 4He-
Durchflusskryostat (Oxford ESR 900) benutzt, der den Temperaturbereich
von 2.7 K bis 300 K abdeckt und eine Temperaturstabilität von ∆T . 0.1 K
erreicht. Für höhere Temperaturen (300-600 K) wird der Rechteckresonator
mit einem N2-Durchflusskryostaten (Bruker ER4131VT) benutzt, dessen
Temperaturstabilität ∆T ≈ ±0.1 K beträgt. Zur Messung der Anisotropie
kann hier auf ein computergesteuertes Goniometer zurückgegriffen werden.
Q-Band Die Messungen bei 34 GHz werden mit einem Zylinderresonator im
selben Kryostaten wie die Messungen mit den Split-Ring-Resonatoren durch-
geführt.
2.3 ESR in niederdimensionalen Systemen
Die Untersuchung von niederdimensionalen magnetischen Systemen mittels ESR
war von Anfang an ein Hauptgebiet dieser Methode. Leider ist die theoretische
Behandlung der ESR in diesen Systemen sehr anspruchsvoll, und es existiert keine
allgemeingültige Theorie. Im Folgenden werden daher einige wichtige Ergebnisse
theoretischer Arbeiten zu diesem Thema zusammengefasst. Wir beschränken
uns hier auf das Verhalten bei hohen Temperaturen und hauptsächlich auf zwei-
dimensionale Systeme. Vorhersagen des kritischen Verhaltens an magnetischen
Phasenübergängen werden in Kapitel 2.6 behandelt. Zuvor werden noch zwei
weitere Wechselwirkungen eingeführt, die neben der bereits in Kapitel 2.1.4 ge-
nannten Dipol-Dipol-Wechselwirkung und dem isotropen Austausch einen Einfluss
auf die ESR haben können.
Durch die Spin-Bahn-Wechselwirkung kommt es zu einer Beimischung angereg-
ter Zustände zum Grundzustand, was zu einer Austauschwechselwirkung zwischen
dem angeregten Zustand eines Atoms und dem Grundzustand eines benachbarten
Atoms führt [47]. Diese Wechselwirkung ist anisotrop, da die Ausrichtung der
Spins zu den Kristallachsen eine entscheidende Rolle spielt. Man unterscheidet
zwischen dem symmetrischen und dem antisymmetrischen anisotropen Austausch.





~Si ·Ji,j · ~Sj. (2.31)
42
2.3 ESR in niederdimensionalen Systemen












für hohe Temperaturen abschätzen [76]. Wobei Jgr den Austausch zwischen
den Grundzuständen und Jex den Austausch zwischen den angeregten und dem
Grundzustand angibt. Für letzteren kann man oft Jex ≈ Jgr annehmen [77].
Auch im Falle eines indirekten Austausches über dritte Atome in der Verbindung
(Superaustausch) kann eine Wechselwirkung zwischen dem Grundzustand und
einem angeregtem Zustand des nächsten magnetischen Atoms stattfinden. Dies ist
der antisymmetrische anisotrope Austausch, der oft auch als Dzyaloshinsky-Moriya









, Di,j ∼ ~ri × ~rj. (2.33)
~ri und ~rj zeigen vom jeweiligen Platz der magnetischen Atome zu dem Atom,
das den indirekten Austausch vermittelt. Des Weiteren ist die Symmetrie der
Austauschpfade von großer Bedeutung, da sich mehrere Pfade gegenseitig aufheben
können. Es darf kein Inversionszentrum zwischen den wechselwirkenden Atomen






∣∣∣∣2 S (S + 1) |J | · f(θ, φ). (2.34)
Die Funktion f(θ, φ) stellt den winkelabhängigen Anteil dar und ist in der Größen-
ordnung von eins, wobei θ und φ die Winkel zwischen BResund Di,j bezeichnen.
In einigen quasi-2D-Systemen wie K2MnF4 und (CnH2n+1)MnCl4 beobachtet
man bei hohen Temperaturen (T  J) ein Minimum in der Winkelabhängigkeit
der Linienbreite bei einem sogenannten „magischen Winkel“ von 55◦ zwischen der
Normalen der Ebene und BRes. Außerdem findet man Satellitenlinien bei BRes/2
sowie gaußförmige Abweichungen von der Linienform. Indem man die anisotro-
pen Wechselwirkungen vernachlässigt und nur die Eigenschaften des isotropen
Heisenbergaustausches (Gl. 2.25) betrachtet, kann man diese Eigenschaften der
ESR-Parameter erklären. Die Ursache für diese Phänomene ist das besondere
Verhalten der Spinkorrelationsfunktionen in niederdimensionalen Systemen in
Kombination mit der durch die geringe Dimensionalität verstärkten Spindiffusion.
Allerdings werden durch anisotrope Wechselwirkungen, (z.B. die oben genannten
anisotropen Austauschwechselwirkungen oder die Kopplung zwischen den magne-
tisch aktiven Schichten) Relaxationsprozesse ermöglicht, die diese Auswirkungen
überlagern [80].
Für tiefe Temperaturen T  J gibt es, abgesehen von den Voraussagen des
kritischen Verhaltens an magnetischen Phasenübergängen (siehe Kapitel 2.6), nur
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für die antiferromagnetische Spin-1/2 Kette eine auf feldtheoretischen Berech-
nungen begründete Beschreibung von Oshikawa und Affleck [81]. Sie kommen zu
dem Schluss, dass das Temperaturverhalten der ESR-Linienbreite stark von der
Art der anisotropen Wechselwirkung abhängt. So wird für die Relaxation via des
symmetrisch anisotropen Austausches ein linearer Anstieg der Linienbreite mit
steigender Temperatur vorhergesagt. Erfolgt die Relaxation allerdings mittels der
DMW, findet man bei tiefen Temperaturen eine Divergenz der Linienbreite, die
proportional zu 1/T 2 ist. Diese Vorhersagen wurden z.B. in [PM-Cu(NO3)2(H2O)2]n
durch Messungen bestätigt [82].
2.4 ESR an Metallen und Kondogitter Systemen
Die ESR von lokalen Momenten in Metallen ist vor allem durch die Kopplung
der lokalen Momente an die Leitungselektronen gekennzeichnet. In Kondo-Gitter
Systemen ist diese Kopplung besonders stark und führt zu neuen und unerwarteten
Eigenschaften, die neue theoretische Modelle erforderlich machen. Im Folgenden
wird ein Überblick „alte und neue“ Modelle der ESR in Metallen und besonders
in Kondo-Gitter Systemen vorgestellt.
2.4.1 Auswirkungen der Wechselwirkungen zwischen
lokalen Momenten und Leitungselektronen auf die
ESR
Die in Metallen vorhandene Austauschwechselwirkung JSs der lokalen Spins ~S mit
den Spins der Leitungselektronen ~s, sowie die Magnetisierung derselben verursacht
ein inneres Feld am Ort der Sondenspins. Dies führt zu einer Verschiebung ∆g
des g-Faktors gegenüber dem Betrag in einer isolierenden Verbindung [83]:
∆gion = JSs ·N(EF) (2.35)
Die Relaxation der Sondenspins erfolgt durch Streuung der Quasiteilchen der Fer-
miflüssigkeit an diesen, was auch als Korringa-Relaxation bezeichnet wird. Sie ist





J2Ss ·N2(EF) · kBT , (2.36)
Ein weiterer Prozess, der aufgrund der relativ geringen Kristallfeldaufspaltung
besonders für die ESR an 4f -Elementen wichtig ist, ist die Relaxation, die über an-
geregte Kristallfeldniveaus stattfindet. Im sogenannten Orbachprozess wird durch
die Absorption eines Phonons mit der Energie ∆KF − hfMw/2 ein Elektron aus
dem oberen Zeeman-Niveau zunächst auf ein höher gelegenes Kristallfeldniveau
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angeregt, welches sich bei ∆KF über dem Grundzustand befindet. Danach erfolgt,
unter spontaner Emission eines weiteren Phonons mit der Energie ∆KF + hfMw/2,








Damit dieser Prozess stattfinden kann, muss das Phonenspektrum natürlich
geeignete Energien um ∆KF enthalten.
2.4.2 ESR in Kondogittersystemen
In keinem der klassischen Kondogittersysteme wie z.B. CeCu2Si2, CeNi2Ge2 oder
CeCu6-xAux kann man ein ESR-Signal beobachten [84]. Die Abwesenheit einer
ESR in diesen Stoffen wurde mit den starken Wechselwirkungen zwischen den
Leitungselektronen und den lokalen 4f -Momenten begründet. Eine Abschätzung,
die auf der Einzelionen-Kondowechselwirkung beruht, lässt eine Linienbreite in
der Größenordnung der Kondotemperatur TK erwarten [85, 86]. Damit erhält
man z.B. bei TK= 10 K und g =2 eine Linienbreite von ∆B ≈7.5 T, die in
gewöhnlichen ESR-Spektrometern nicht erfasst werden kann. Außerdem sollten
die lokalen Momente unterhalb von TK vollkommen von den Leitungselektronen
abgeschirmt sein.
Aufgrund dieser Beobachtungen und Voraussagen war es eine große Über-
raschung, dass man in YbRh2Si2 ein schmales ESR-Signal weit unterhalb der
Kondotemperatur fand [1]. Seitdem wurde auch in YbIr2Si2 [87] sowie in den
in dieser Arbeit untersuchten Cer-Kondogittern (siehe Kapitel 3.1 und 3) ein
ESR-Signal gefunden.
Im folgenden sollen kurz die Eigenschaften dieser ESR in YbRh2Si2 geschildert
werden. YbRh2Si2 ist ein Schwere-Fermionen System mit einer tetragonalen Kris-
tallstruktur. Aus Messungen der spezifischen Wärme lässt sich eine Einzelionen
Kondoskala von 25 K abschätzen. Das System ordnet antiferromagnetisch unter-
halb von TN = 70 mK und besitzt dort ein sehr kleines geordnetes Moment. Die
antiferromagnetische Ordnung lässt sich mit einem magnetischen Feld von nur
60 mT entlang der Basalebene unterdrücken und man vermutet einen lokalen
QKP bei diesem kritischen Feld. YbRh2Si2 besitzt eine ausprägte magnetische Ani-
sotropie, die sich in vielen Messgrößen widerspiegelt. Außerdem findet man trotz
der antiferromagnetischen Ordnung ausgeprägte ferromagnetische Korrelationen
[88].
Abb. 2.4 fasst das Verhalten der ESR-Parameter in YbRh2Si2 zusammen. Für
T . 30 K bis zu den tiefsten erreichbaren Temperaturen (0.6 K) findet man
eine wohldefinierte Resonanz, mit einer ausgeprägten Anisotropie des g-Faktors
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Abb. 2.4 – Zusammenfassung der ESR in YbRh2Si2. a) ESR-Spektren bei 9.4 GHz
für 12 und 5 K zusammen mit einem Fit nach Gl. 2.12 (durchgezogene Linien) b)
Winkelabhängigkeit des Resonanzfeldes BRes bei 5 K. c) Temperaturabhängigkeit der
Linienbreite ∆B für 34 (grün) und 9.4 GHz (schwarz). (aus [1])
(g‖=0.17, g⊥=3.56 bei T=5 K). Die Linienbreite nimmt mit steigender Temperatur
linear zu, um dann ab ca. 12 K exponentiell anzuwachsen (Abb. 2.4 c). ESR-
Messungen bei hohen magnetischen Feldern [89] unter hydrostatischem Druck
sowie an Co-dotierten Proben [90] zeigen, wie die ESR-Parameter auf Änderungen
der Kondo- und RKKY-Wechselwirkung reagieren. Interessant ist, dass viele
Eigenschaften der ESR in YbRh2Si2 und auch in den anderen Kondogittern
ein Verhalten zeigen, wie man es ähnlich von magnetischen Ionen mit geringer
Konzentration in einer metallischen Umgebung erwarten würde. Reduziert man
allerdings die Konzentration Yb-Atome in der Verbindung durch La- oder Lu-
Dotierung verschwindet das ESR Signal bei ca. 20 %La bzw. 78 % Lu [91]. Dies war
ein wichtiger Hinweis auf die Notwendigkeit eines Kondogitters zur Beobachtung
eines schmalen ESR-Signals in YbRh2Si2.
Die im Rahmen dieser Dissertation durchgeführten Messungen an CeRuPO
und CeOsPO konnten zeigen, dass auch ferromagnetische Korrelationen eine
entscheidende Rolle bei der Beobachtbarkeit der ESR in diesen System spielen
(siehe Kapitel 3.2). Diese Ergebnisse ermöglichten mehrere theoretische Arbeiten,
die zu einem besseren Verständnis der ESR in Kondogittersystemen führten.
Ausgehend von einem periodischen Andersonmodell beschreiben Abrahams und
Wölfle [92, 93] die ESR als Resonanz von schweren Quasiteilchen im Rahmen einer
Fermiflüssigkeitstheorie. Schlottmann [94] kommt zu einem ähnlichen Ergebnis,
startet allerdings mit einem Kondogitter lokalisierter 4f -Momente. Kochelaev
et al. wählen einen Ansatz mit lokalen Yb-Momenten mit Kondo-Wechselwir-
46
2.4 ESR an Metallen und Kondogitter Systemen
kung und beschreiben die ESR als gekoppelte Resonanz dieser Momente mit den
Leitungselektronen. Trotz der unterschiedlichen Ansätze brauchen alle Theorien
einen starken Kondoeffekt im Zusammenspiel mit der Gitterkohärenz und ferro-
magnetischen Korrelationen, damit eine schmale Resonanz resultiert.
ESR im Kondo- und periodischen Andersongittermodell
Hier sollen kurz die Berechnungen von Schlottmann [94] sowie Abrahams und
Wölfle (AW)[92, 93] dargestellt werden. Während Schlottmann das Kondogit-
termodell als Ansatz wählt, benutzen AW ein periodisches Andersongittermodell.
Für eine genaue Darstellung dieser beiden Modelle und ihrer Eigenschaften sei
auf Referenz [40] verwiesen. Alle Autoren starten zunächst mit einer Berechnung
der ESR im Einzelionen-Kondomodell und bestätigen noch einmal die bisher
gemachten Annahmen, dass in diesem Fall, als Folge der Hybridisierung der
4f -Niveaus, die Linienbreite direkt durch die Kondoenergie bestimmt ist.
AW führen ihr Modell im Kondo-Regime aus (J  Jkrit siehe Kapitel 1.4.2)
und modellieren die Spin-Relaxation mit einem zufällig fluktuierenden lokalen
Feld. Durch die Coulombwechselwirkung zwischen den 4f -Elektronen werden die
Parameter des Modells renormalisiert und es wird angenommen, dass sich das
renormalisierte f -Niveau im Leitungsband befindet. Die durch die Hybridisie-
rung verursachte Breite des f -Energieniveaus ist, im Vergleich zum Einzelionen-
Kondomodell, im Gitterfall durch die kohärente Überlagerung der Beiträge von
allen Gitterplätzen, stark reduziert. In der LFF-Theorie werden alle Wechsel-
wirkungen der Elektronen in der sogenannten Fermiflüssigkeitswechselwirkung
zusammengefasst und parametrisiert (vgl. Kapitel 1.4.1). Für die ESR ist be-
sonders der räumliche isotrope spin-antisymmetriche Teil dieser Wechselwirkung
wichtig [92], welcher nach AW im Gitterfall ferromagnetisch ist, direkt von der
renormalisierenden Coulombwechselwirkung abhängt und in einer Verschmälerung
des ESR-Signals resultiert. Zusätzliche ferromagnetische oder antiferromagnetische
Beiträge zur Fermiflüssigkeitswechselwirkung können durch andere langreichweiti-
ge Wechselwirkungen wie z.B. die RKKY-Wechselwirkung kommen und führen
nur wenn sie ferromagnetisch sind zu einer weiteren Verschmälerung. Ist die
RKKY-Wechselwirkung aber antiferromagnetisch wird die Verschmälerung durch
die LFF-Wechselwirkung aufgehoben.
Als Resultat sind die Resonanzfrequenz fRes und die Linienbreite direkt von
der renormalisierten Masse und dem sogenannten Wilson-Verhältnis RW = χ0/γ0
abhängig [93]:
fRes ∼= f4f −
me
m?
· (f4f − fce) ,
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wobei AΓScat(T ) der Beitrag der Quasiteilchenstreuung, Γce die Spin-Gitter-
Relaxationrate der Leitungselektronen, fce und f4f die Resonanzfrequenzen der
Leitungselektronen bzw. 4f -Momente sind. Die Quasiteilchen an der Fermioberflä-
che haben demnach hauptsächlich 4f -Charakter mit einem kleinen Anteil (me/m?)
von Leitungselektronen und nur diese spüren eine Spin-Gitterrelaxation. Deshalb
ist die gesamte Spinrelaxation nur ein Bruchteil (me/m?) der Spin-Gitterrelaxation.
Durch eine Ergänzung der Fermiflüssigkeitswechselwirkung mit einem winkelabhän-
gigen Teil, der die tetragonale Symmetrie in YbRh2Si2 widerspiegelt, sowie durch
Auswertung und Anwendung der gemessenen Wärmekapazität und Suszeptibilität,
lässt sich in weiten Bereichen des Phasendiagramms mit LFF-Grundzustand die
Anisotropie und das Verhalten der ESR von YbRh2Si2 beschreiben [93].
Schlottmann kommt qualitativ zu den selben Ergebnissen, macht aber keine
quantitativen Aussagen. Er betont, dass im Fall von antiferromagnetischen Wech-
selwirkungen zwischen den 4f -Momenten im Kondogitter die Linienbreite einen
Wert in der Größenordnung von TK einnimmt, und es nur im Fall von ferro-
magnetischen Korrelationen, auch wenn diese nur kurzreichweitig sind, zu einer
starken Verschmälerung des ESR-Signals kommt. Außerdem betont er, dass es
allein anhand der ESR nicht möglich ist, zwischen einer Resonanz von lokalen
Momenten und schweren Leitungselektronen zu unterscheiden [94].
ESR im Kondogitter als kollektive Relaxationsmode
Kochelaev et al. [86] beschreiben die ESR in YbRh2Si2 als Resonanz einer kollekti-
ven Spin-Mode, welche sich aus den quasilokalen 4f -Momenten und den Leitungs-
elektronen aus einem Leitungsband mit großer Bandbreite zusammensetzt. Der
benutzte Hamiltonoperator enthält die kinetische Energie der Leitungselektronen,
die Zeemanaufspaltung, die Kondowechselwirkung zwischen den Yb3+-Ionen und
den Leitungselektronen sowie die RKKY-Wechselwirkung. Die Autoren berechnen
die ESR durch ein gekoppeltes Gleichungssystem aus Bewegungsgleichungen der
magnetischen Momente der Yb3+-Ionen und der Leitungselektronen (ähnlich den
Bloch-Gleichungen Gl. 2.63). Die im Folgenden dargestellten Relaxationsraten
sind die Koeffizienten dieses Gleichungssystems.
Die Kondowechselwirkung verursacht eine Relaxation der 4f -Momente zu den
Leitungselektronen. Dies führt mit Hilfe einer Störungsrechnung 2. Ordnung
zur sogenannten Korringa-Linienbreite Gl. 2.36. Für die Kondowechselwirkung
bei tiefen Temperaturen kann aber eine Störungsrechnung nicht zum Erfolg
führen, da die Wechselwirkung zu stark ist, um sie als Störung zu behandeln. Aus
diesem Grund muss man diese renormalisieren. Kochelaev et al. nutzen dafür das
3Genau genommen handelt es sich um eine Variante der Bloch-Hasegawa Gleichungen [83, 95]
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sogenannte „Poor Man’s scaling“ nach P.W. Anderson [96]. Die renormalisierte

















Durch die Renormalisierung wird eine neue Energieskala TGK4 eingeführt, welche
sich mit der Bandbreite des Leitungsbandes W = 1/N zu












ergibt. Die Relaxationsrate der Leitungselektronen zu denYb3+-Momenten Γσσ










wobei Θ⊥W die Weisstemperatur [47] und gσ den g-Faktor der Leitungselektronen
bezeichnet. Dieses vorläufige Ergebnis bestätigt wieder die große ESR Linienbreite
im Einzelionenkondo-Fall. Um nun die ESR im Kondogitter zu berechnen, muss
man die gekoppelten Bewegungsgleichungen der magnetischen Momente der 4f -
und Leitungselektronen bestimmen. Diese Kopplung wird durch zwei weitere





2 (g⊥2 − g‖2) kBT 1
sin2(ϕ/2)
. (2.42)
Γsσ wird analog zu Gl. 2.41 bestimmt. Weiter muss die Relaxation der Yb3+-
Momente und der Leitungselektronen an das Gitter ΓsL und ΓσL berücksichtigt
werden. Die Relaxationsrate der kollektiven Resonanz Γkoll berechnet sich dann
zu:
















4TGK ist die charakteristische Temperatur des Grundzustands-Kramers-Dubletts.
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Abb. 2.5 – g-Faktor und Linienbreite von
YbRh2Si2 zusammen mit Anpassungen die
auf Gl. 2.44 beruhen. Das Inset zeigt das
ESR-Spektrum von YbRh2Si2 bei 0.5 K.
(aus [97])
Mit den effektiven Raten Γeffss und ΓeffσL für ϕ < 1:














Die divergenten Anteile der Relaxationsraten heben sich gegenseitig auf, womit
die effektive Korringarate Γeffss stark unterdrückt wird und für T → TGK gegen 0
geht. Gleiches gilt auch für die Spin-Gitter-Relaxation der Leitungselektronen ΓeffσL,
welche nun ein ähnliches Temperaturverhalten wie die Korringarelaxation hat.
Die Rate ΓsL wird durch den in Gl. 2.37 beschriebenen Orbachprozess bestimmt.
Eine weitere Verschmälerung des ESR-Signals wird durch den von der RKKY-
Wechselwirkung verursachten Austausch zwischen den 4f -Momenten erreicht.
Diese Austauschverschmälerung wirkt nach dem selben Prinzip, wie es bereits
als „motional narrowing“ in Kapitel 2.1.4 beschrieben wurde. Die Diffusion der
f -Elektronen im Kondogitter ist aber nur im Fall ferromagnetischer Wechselwir-
kungen möglich. Im antiferromagnetischen Fall ist der Energieaufwand zu groß, da
hier die Diffusion einen Spin-Flip voraussetzt. Ein Fit der experimentellen Linien-
breite von YbRh2Si2 mit den Ergebnissen erreicht ein sehr gute Übereinstimmung
(siehe Abb. 2.5 ).
Ähnlich wie bei der Relaxationsrate heben sich auch die divergierenden Bei-
träge zur Resonanzfrequenz der kollektiven Mode gegenseitig auf. Durch die
RKKY-Wechselwirkung wird ein zusätzliches Feld erzeugt, welches nach der Re-
normalisierung zu einem logarithmischen Term in der Temperaturabhängigkeit
der Resonanzfrequenz der kollektiven Mode führt. Das Temperaturverhalten des
g-Faktors wird damit gut wiedergegeben (siehe Abb. 2.5). Für die Energieskala
TGK findet man durch Fits TGK = 0.36 K. Die Autoren machen aber keine
Aussagen über das Verhältnis von TGK zu anderen Größen in YbRh2Si2. Es könnte
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allerdings ein Zusammenhang mit der von Hackl und Vojta [98], im Rahmen ihres
alternativen Modells zur Fermiflächenrekonstruktion in YbRh2Si2, eingeführten
effektiven Bandbreite bestehen. Diese Vermutung muss aber noch durch weitere
theoretische Arbeiten bestätigt werden.
2.5 Leitungselektronenspinresonanz
Als Leitungselektronenspinresonanz (LESR) bezeichnet man die ESR der La-
dungsträger eines Metalls. Sie wurde erstmals von Griswold et al. an Natrium
nachgewiesen [99]. Anders als bei der Resonanz an lokalen Momenten können sich
die Leitungselektronen während des Resonanzexperiments über weite Strecken in
der Probe bewegen. Diese Diffusion hat, neben den Auswirkungen des Skineffektes,
einen starken Einfluss auf die Linienform, die sich von der in Gl. 2.12 vorgegebenen
deutlich unterscheiden kann [64, 65]. Die Relaxation der Leitungselektronen in
einem einfachen Metall ist vor allem von der Spin-Bahn-Kopplung abhängig und
wird in der sogenannten Elliot-Yafet (EY) Theorie beschrieben [2, 3].
In diesem Kapitel werden die Besonderheiten der LESR erläutert und die
wichtigsten Theorien für dieses Teilgebiet der ESR dargestellt. Angefangen wird
mit den Auswirkungen der Diffusion auf die Linienform, um im Anschluss daran
die EY-Theorie sowie ihre Verallgemeinerung vorzustellen.
2.5.1 Linienform in der LESR
In seinen Berechnungen behandelt Dyson [64] die Leitungselektronen und ihr
magnetisches Moment als frei bewegliche Teilchen bzw. Momente. Diese Verein-
fachung ist notwendig, um die Berechnungen des Diffusionseffektes überhaupt
ausführen zu können.
Dysons’ Resultate zeigen, dass der charakteristische Effekt der Elektronenbewe-
gung eine Änderung der Linienform ist. Eine Linienverbreiterung allein durch die
Diffusion der Elektronen ist nur bei sehr dünnen Proben beobachtbar, da hier die
Relaxation über unelastische Streuung an der Oberfläche des Metalls überwiegt.
Des Weiteren zeigt es sich, dass die Ergebnisse nicht von der Form der Probe
abhängen. Feher und Kip zeigten die gute Übereinstimmung von Dysons Theorie
mit dem experimentellen Daten von einigen Alkali- und Übergangsmetallen [65].
Der wichtigste Parameter, der eine Auswirkung auf die Linienform hat, ist das
Verhältnis zwischen der Spin-Relaxationszeit t2 und der Zeit, die ein Elektron
braucht um die Eindringtiefe der Mikrowelle zu durchqueren: die Diffusionszeit
tD. Außerdem ist auch der Vergleich zur Zeit tT, die ein Leitungselektron braucht
um die gesamte Probe zu durchqueren, wichtig [65]. Der einfachste Fall ergibt
sich für tT  tD und man findet hierfür eine symmetrische Lorentzlinie (Gl. 2.12
mit α=0). Allerdings sind die meisten Proben bei der LESR aber so groß, dass
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Abb. 2.6 – Die erste Ableitung nach dem
magnetischen Feld B von Gl. 2.45 für
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1 + x2 − 1, κ =
√√
1 + x2 + 1.
(2.45)
Der Einfachheit halber ist hier nicht wie in Gl. 2.12 die Ableitung dPabs/dB
wiedergegeben und es wurde auf die Gegenresonanz verzichtet. VSkin bezeichnet
das von der Mikrowelle durchdrungene Volumen der Probe und ω0 = 2πfRes. In
Abb. 2.6 ist die Ableitung von Gl. 2.45 und damit die experimentell zu erwartende
Linienform für drei verschiedene Verhältnisse von tD/t2 gezeichnet. Wie bereits
in Kapitel 2.1.1 angedeutet, findet man für den Grenzfall tD/t2 →∞ die selbe
Linienform wie in Gl. 2.12 mit α=1, welche man auch für die ESR an lokalen
Momenten erwartet. Da in vielen Fällen tD wesentlich größer ist als t2, ist eine
Aussage, ob die Leitungselektronen oder magnetische Ionen die ESR verursachen,
allein anhand der Linienform nicht möglich. Es müssen weitere Parameter und
Eigenschaften der Probe hinzugenommen werden um dies zu entscheiden.
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2.5.2 Elliot-Yafet Theorie und ihre Verallgemeinerung
Durch die Spin-Bahnkopplung werden dem Leitungsband besetzte und unbesetzte
Bänder in seiner Nähe beigemischt. Das führt dazu, dass der Spinanteil der
Leitungselektronenwellenfunktion eine Mischung aus beiden Spinrichtungen ist,
wodurch die unelastische Streuung an Phononen und Verunreinigungen die Spin-
Gitter Relaxation der LESR dominiert. Elliot [2] und Yafet [3] behandelten diesen
Effekt mit Hilfe der Störungstheorie und konnten damit die Relaxation und die
g-Verschiebung der Leitungselektronen in vielen Metallen beschreiben.
Der g-Faktor hängt in der EY-Theorie von der Richtung des Resonanzfeldes im
Vergleich zur Gitterstruktur und vom Wellenvektor des Elektrons ~k ab. Durch








β1 ist eine von der Bandstruktur abhängige Konstante, ∆E der Abstand zwischen
dem Leitungsband sowie dem durch die Spin-Bahnkopplung beigemischten Band
und L bezeichnet das Matrixelement der Spin-Bahnkopplung. Die Spin-Gitter












β2 ist wieder eine Konstante, die von der Bandstruktur abhängt. Aus Gl. 2.47 folgt,
dass die Linienbreite der LESR direkt proportional zum elektrischen Widerstand
der Probe (∆B ∝ ρ) ist und damit das gleiche Temperaturverhalten zeigt. Die
EY-Theorie kann die Eigenschaften der LESR in vielen Metallen und Halbleitern
wie Kupfer, Natrium oder Silizium beschreiben [3, 100, 101].
In Metallen mit starken Wechselwirkungen wie z.B. in den fast oder schwach
magnetischen Verbindungen ZrZn2 und TiBe2 findet man mit der EY-Theorie
nur eine qualitative Übereinstimmung mit der experimentellen Linienbreite. So
ist der aus Gl. 2.47 berechnete Wert für ZrZn2 50 mal und für TiBe2 120 mal
größer als der gemessene [102]. Der Grund für diese Diskrepanz ist das starke
Molekularfeld in diesen Systemen, welches die Relaxation behindert. Korrigiert
man die Linienbreite um den Faktor der Stoner-Verstärkung (siehe Kapitel 1.5.1),
findet man ein gute Übereinstimmung mit dem Experiment [103, 102].
Es gibt aber auch Metalle, die eine deutliche Abweichung von den Vorhersagen
der EY-Theorie zeigen. So ist die Linienbreite der LESR in MgB2, K3C60 und
Rb3C60 nicht mehr proportional zum elektrischen Widerstand [4, 5]. Um die
Ursache für dieses Verhalten zu verstehen, muss man die Bandstruktur und die
Stärke der Elektron-Phononkopplung in diesen Verbindungen genauer betrachten.
In typischen Metallen, für die die EY-Theorie entwickelt wurde, ist der Abstand der
53
2 Grundlagen der Elektronenspinresonanz
Abb. 2.7 – Ausschnitt der Bandstruktur um die Fermienergie (EF=0 eV) von MgB2. Die
rot gekennzeichneten Bänder haben ihren Ursprung in Bor π-Bindungen, die schwarzen
in den σ-Bindungen. Auf der linken Seite ist die Region um den Γ-Punkt vergrößert
dargestellt um die Aufspaltung der σ-Bänder an dieser Stelle zu verdeutlichen. (aus [4])
durch die Spin-Bahnkopplung gemischten Bänder in der Größenordnung ∆E ≈ 10
eV. Das ist deutlich größer als die Energieskala der Quasiteilchenstreuung in
diesen Stoffen ~/τ ≈ 6 meV.
In MgB2 sind beide Größenordnungen aber aufgrund der speziellen Bandstruktur
vergleichbar. Um diesen Sachverhalt besser zu verstehen, wurde die Bandstruktur
von MgB2 in Abb. 2.7 aus Referenz [4] übernommen. Man sieht, dass jeweils zwei
Bänder, die ihren Ursprung in den Bor π- (rot) und σ-Bindungen (schwarz) haben,
die Fermienergie kreuzen. Interessant sind hier vor allem die σ-Bänder, die nahe
den Γ- und A-Punkten der Brillouinzone eine kleine Aufspaltung ∆E ≈ 0.2eV
zeigen (siehe linker Teil von Abb. 2.7). Die Pfeile in Abb. 2.7 zeigen eine mögliche
Mischung der Bänder durch die Spin-Bahnkopplung. Damit ist also in MgB2
∆E ≈ ~/τ und eine störungstheoretische Behandlung, wie sie von Elliot und Yafet
für das Problem durchgeführt wurde, nicht mehr möglich [4].
Um das Temperaturverhalten der LESR in MgB2 dennoch zu beschreiben,
machten Simon et al. einen neuen Ansatz [4]. Sie starteten mit dem selben
Hamiltonoperator wie Elliot und Yafet, benutzten aber die Mori-Kawasaki Formel
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wobei 〈· · · 〉FS eine Mittlung über die gesamte Fermifläche bedeutet. Lz = L↑,↑−L↓,↓
und L↓,↑ sind die verschiedenen Matrixelemente der Spin-Bahnkopplung. Benutzt
man effektive Werte für den Bandabstand ∆Eeff und die Spin-Bahnkopplung Leff







1 + ( τ∆Eeff/~)2
. (2.49)
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Für τ∆Eeff/~ 1 liefert Gl. 2.49 das Elliot-Verhältnis aus Gl. 2.47. Ist allerdings
τ∆Eeff/~ ≤ 1 findet man eine kleiner werdende Spin-Gitter Relaxationsrate für
eine steigende Streurate der Leitungselektronen. Die Verschiebung des g-Faktors





















2.6 ESR an magnetischen Phasenübergängen
Ein magnetischer Phasenübergang beeinflusst die Parameter der ESR hauptsäch-
lich auf zwei Arten. Die kritischen Fluktuationen führen zu einer Unterdrückung
der Austauschverschmälerung und damit zu einer Verbreiterung, die die Linienbrei-
te in der Nähe von Tkrit dominiert. Des Weiteren erzeugen die sich verstärkenden
inneren Felder eine starke Verschiebung des g-Faktors.
In der Regel lässt sich ∆B in der Nähe von Tkrit mit einem Potenzgesetz
beschreiben:
∆B(T ) = KΘ−p + ∆B0(T ). (2.52)
K ist eine temperaturunabhängige Konstante und ∆B0(T ) bezeichnet den Bei-
trag zur Linienbreite, der nicht von den kritischen Fluktuationen herrührt. Wie
bereits in Kapitel 1.2 beschrieben, hängen die Fluktuationen nicht von mikrosko-
pischen Details ab und werden vor allem von der Dimensionalität des Systems
bestimmt. Tab. 2.1 zeigt die für die ESR-Linienbreite erwarteten Exponenten für
die verschiedenen Modellsysteme an.
Wie bereits mehrfach erwähnt, sind in realen Verbindungen immer Wechselwir-
kungen zwischen den magnetischen Schichten vorhanden, die dazu führen, dass
das System einen 3-D-Phasenübergang durchläuft. Als eine Folge davon wird auch
das kritische Verhalten beeinflusst und man kann nahe Tkrit z.B. mehrere Bereiche
mit unterschiedlichen Potenzgesetzen beobachten. In K2MnF4 ändert sich p z.B.
von 2.5 bis 0.6 [80]. Auch ist es möglich, dass anstelle des Potenzgesetzes eine
exponentielle Divergenz tritt: Chakravarty [105] und Lazuta [106] berechneten die
Linienbreite für den Hochtemperatursupraleiter La2CuO4 und benutzten dafür das
Modell eines isotropen zweidimensionalen S = 1/2 Heisenberg-Antiferromagneten
auf dem Quadratgitter mit einer schwachen Kopplung zwischen den Schichten.
Nach Lazuta setzt sich die Relaxationrate ΓSpin in diesem Fall aus verschiedenen
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Tabelle 2.1 – Theoretische kritische Exponenten der ESR-Linienbreite für die ver-
schiedenen magnetischen Modellsysteme. Für die Berechnung der 2-D-Modelle wurde
Tkrit 6= 0 angenommen. (aus [80], Tab. 1)
Modell kritischer Exponent p
FM
3-D Heisenberg 1
3-D Ising 3.1b 0.6b
2-D Heisenberg - a






a Es ist nicht möglich eine genaue Abschätzung des Ex-
ponenten für dieses System zu finden, und es existieren
auch Zweifel ob dafür überhaupt ein Potenzgesetz exis-
tiert [80].
b Der linke Wert ist für die Orientierung von B senkrecht
zur leichten Achse, der rechte für B parallel zur leichten
Achse.
Beiträgen zusammen. ΓAn bezeichnet den Anteil der durch die symmetrisch-
anisotrope Wechselwirkung (Gl. 2.31) und ΓDM der durch die DMW (Gl. 2.33)
hervorgerufenen Relaxation:
ΓSpin = Γ
DM + ΓAn (2.53)




















∝ exp (2πρs/kBT )
1 + kBT/2πρs
.
ρs = kJ bezeichnet die sogenannte Spinsteifigkeit. k und KAn sind Parameter.
ξ/a ist das Verhältnis der antiferromagnetischen Korrelationslänge zum Abstand
der Spins. KDM ist das Produkt aus einem Renormalisierungsfaktor und dem
Verhältnis zwischen der Austauschwechselwirkung und ihrem antisymmetrischen
Anteil.
Während die Frage, ob J ferromagnetisch oder antiferromagnetisch ist, bei
hohen Temperaturen keine Rolle spielt, zeigt sich der Einfluss der kritischen
Fluktuationen auf die ESR Linienbreite in beiden Fällen sehr unterschiedlich. Im
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ferromagnetischen Fall zeigt die Linienbreite direkt die langreichweitigen (~q=0)
Fluktuationen des Ordnungsparameters. Gleichzeitig werden diese aber auch
durch das angelegte Magnetfeld unterdrückt und man beobachtet eine deutliche
Abhängigkeit der Divergenz von fRes. Dieser Effekt ist z.B. sehr gut für CdCr2Se4
dargestellt worden [107]. Im antiferromagnetischen Fall werden die langreichweiti-
gen Fluktuationen verschwinden und die Relaxation wird durch Fluktuationen
mit einem ~q-Vektor, der gleich dem magnetischen Ordnungsvektor ~QAFM des
Antiferromagnetismus ist, dominiert. Da das Magnetfeld nicht mehr direkt an
den Ordnungsparameter koppelt, beobachtet man auch keine Feldabhängigkeit
der Divergenz [80].
In einigen niederdimensionalen Antiferromagneten existiert zusätzlich zum anti-
ferromagnetischen Phasenübergang auch ein Kosterlitz-Thouless Übergang (siehe
z.B. [108]). Die Bewegung der damit verbundenen Vortices (siehe Kapitel 1.3.1)
bestimmt dann die Divergenz der ESR-Linienbreite am Übergang. Sie bewirkt
Umklappprozesse in der xy-Ebene, was zu einer Dekorrelation der Spins führt
und eine Linienverbreiterung erzeugt. Die Divergenz der Linienbreite ist dann
proportional zur Korrelationslänge der Vortices ξKT (siehe Gl. 1.13) und es ergibt







Kommen wir nun noch einmal zum Einfluss der internen Felder zurück, die
besonders in Ferromagneten einen großen Einfluss auf die ESR haben. Hier sorgen
vor allem der Demagnetisierungseffekt und die Anisotropieenergie für eine starke
Verschiebung des ESR-Spektrums. Ersterer wird von magnetischen Momenten
an der Oberfläche der Probe erzeugt, da diese aufgrund von Oberflächeneffekten
nicht an der ferromagnetischen Ordnung „teilnehmen“. Das damit verbundene
Feld ergibt sich aus N ·M . Der Demagnetisierungfaktor N hängt dabei stark von
der Probenform und der Orientierung des Magnetfeldes zu den Symmetrieachsen
der Probenform ab. Er kann Werte zwischen 0 und 1 einnehmen. Die Anisotropie-
energie eines Ferromagneten geht in das Anisotropiefeld BA ein und hängt von der
Orientierung des Magnetfeldes zur Achse der leichten Magnetisierung ab. Beachtet
man die beiden genannten Effekte, so ändert sich die Resonanzbedingung der
ESR für eine plättchenförmige, ferromagnetische Probe mit BRes senkrecht zur
Plattenebene und parallel zur leichten Achse bei TC zu [109]:
hfRes = gµB [BRes −N ·M(B, T ) +BA(T )] . (2.57)
Eine genaue und temperaturabhängige Bestimmung des Anisotropiefeldes ist nur
für wenige Fälle wie z.B. bei dünnen ferromagnetischen Schichten möglich [110].




3 ESR in den Kondo-Gitter
Systemen CeTPO (T=Ru, Os)
und in CeFeAs1-xPxO
In der Gruppe der Cer-Metall-Oxypniktide und ihren verwandten Verbindungen
lässt sich eine Vielzahl interessanter physikalischer Effekte beobachten. So findet
man z.B. ferromagnetische Kondogitter, Schwere-Fermionen-Verhalten und Su-
praleitung, um hier nur einige zu nennen. Besondere Aufmerksamkeit erlangte
die Entdeckung der Supraleitung in LaFeAsO1-xFx [111].
Die Untersuchung der ESR in den homologen Verbindungen CeRuPO und
CeOsPO konnte das Verständnis der ESR in Kondogittern entschieden voran-
bringen. Auch die Tatsache, dass überhaupt ein ESR-Signal in den untersuchten
metallischen Ce-Verbindungen zu finden ist, sollte betont werden, denn dies ist
eine seltene Beobachtung. Bisher sind in der Literatur nur zwei weitere Beispiele
dokumentiert: CeP [112] und CeB6 [113].
In diesem Abschnitt werden die ESR Messungen an den Cer-Übergangsmetall-
Oxypniktiden CeTPO (T=Ru, Os) und der Dotierungsreihe CeFeAs1-xPxO vorge-
stellt. Die untersuchten Proben wurden von Cornelius Krellner [114] und Anton
Jesche [115] im Rahmen ihrer Doktorarbeiten am MPI für Chemische Physik
Fester Stoffe (MPI CPfS) hergestellt. Nach einer Einführung in die allgemeinen
Aspekte der untersuchten Stoffe werden die Ergebnisse der ESR-Untersuchungen
dargelegt und zusammengefasst.
3.1 Die Eigenschaften von CeTPO (T=Ru, Os)
& CeFeAs1-xPxO
Alle in dieser Arbeit untersuchten Cer-Metall-Oxypniktide besitzen die selbe
Kristallstruktur vom ZrCuSiAs-Typ (P4/nmm), (siehe Abb. 3.1). Diese zeigt
eine ausgeprägte Zweidimensionalität, da sich Ebenen von OCe4-Tetraedern mit
Ebenen aus T(As, P)4-Tetraedern (T=Ru,Os,Fe) entlang der c-Achse abwechseln.
Die Ce bzw. As und P Atome bilden also Doppelschichten mit O bzw. Fe, Ru
oder Os als „Füllung“.
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Abb. 3.1 – Die tetragonale ZrCuSiAs-Kristallstruktur (P4/nmm) der untersuchten
Cer-Verbindungen. Entlang der kristallografischen c-Achsen wechseln sich Ebenen von
OCe4-Tetraedern mit Ebenen T(As, P)4-Tetraedern ab. Die Pfeile veranschaulichen die
Austauschwechselwirkungen zwischen den Ce-Atomen.
Den Magnetismus in diesen Systemen kann man mit den Austauschwechselwir-
kungen zwischen den Ce-Atomen in einem einfachen Model mit drei Austausch-
konstanten J0,1,2 betrachten (siehe Abb. 3.1) [114]. J0 bezeichnet den Austausch
innerhalb einer Ce-Ebene (übernächste Nachbarn ÜNN), J2 den Austausch zur
nächsten Ce-Ebene was dem nächsten Nachbarn (NN) entspricht. J1 ist der Aus-
tausch über eine T(As, P)4-Ebene zur nächsten Ce-Ebene. Die unterschiedlichen
„Füllatome“ zwischen den Ce-Atomen bestimmen in diesem einfachen Bild das
Vorzeichnen und die Stärke der Austauschwechselwirkungen und resultieren in
sehr unterschiedlichen Eigenschaften der verschiedenen Verbindungen.
Im Folgenden werden die magnetischen und thermodynamischen Eigenschaften,
der in dieser Arbeit untersuchten Ce-Verbindungen, beschrieben.
3.1.1 Das ferromagnetische Kondogitter CeRuPO
CeRuPO zeigt ferromagnetische Ordnung unterhalb von TC = 15 K1, was vor allem
am starken Anstieg der Suszeptibilität bei TC und der Hysterese der Magnetisie-
rung deutlich wird. Abb. 3.2 zeigt die Feldabhängigkeit der Magnetisierung eines
1Polykristallines CeRuPO ordnet unterhalb von 15 K ferromagnetisch, die Einkristalle dieser
Verbindung bei 14 K, was auf eine leicht bessere Probenqualität der Polykristalle hindeutet
[116].
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Abb. 3.2 – Isotherme Magnetisierung M von CeRuPO bei 2 K als Funktion des
angelegten Feldes B. Die Vergrößerung rechts unten zeigt die deutliche Hysterese für
B‖c bei 2 K, sowie die Daten für 10, 12.5 und 16 K. (Daten für 2 K aus [116])
CeRuPO Einkristalls in der geordneten Phase aufgetragen. In dieser Darstellung
wird eine ungewöhnliche Anisotropie deutlich: Für B⊥c zeigt die Magnetisierung
keine Hysterese und steigt linear an bevor sie bei Bc1 = 1 T mit einem Wert von
µ⊥sat = 1.2µB/Ce sättigt. Für B‖c dagegen zeigt sich eine deutliche Hysterese
und eine viel kleinere Sättigungsmagnetisierung von µ‖sat = 0.43µB/Ce bei etwa
demselben Bc1. Dieses Verhalten legt nahe, dass es sich bei CeRuPO um einen
kollinearen Ferromagneten handelt bei dem sich die lokalen Momente entlang
der c-Achse ausrichten, die leichte Richtung der Magnetisierung aber senkrecht
zur c-Achse liegt. Die Ursache für dieses Verhalten sind die unterschiedlichen
Anisotropien der RKKY-Wechselwirkung und der Kristallfeldanisotropie bezüglich
der x, y und z Komponenten der magnetischen Momente. Die RKKY-Wechsel-
wirkung wirkt stärker für die z-Komponente des Moments und verursacht die
ferromagnetische Ordnung. Die Kristallfeldanisotropie dagegen bevorzugt ein
Grundzustands-Dublett mit einer größeren Sättigungsmagnetisierung entlang der
Basalebene [116].
Das komplexe anisotrope Verhalten spiegelt sich auch in der Temperaturabhän-
gigkeit der magnetischen Suszeptibilität χ(T ) wieder, welche in Abb. 3.3 für beide
kristallografischen Richtungen gezeigt wird. Oberhalb von T > 150 K folgt die
Suszeptibilität einem Curie-Weiss-Gesetz (siehe Inset Abb. 3.3) mit Θ⊥W = 4.2 K
und Θ‖W = −250 K sowie einem effektiven Moment von µeff = 2.3µB/Ce für
beide Richtungen, was nahe am Wert des freien Ce3+-Ions (2.54 µB) liegt. Die
Anisotropie von ΘW bestätigt, dass das Kristallfeld die Momente senkrecht zur
c-Achse bevorzugt [116]. Unterhalb von 150 K ändert sich das Verhalten und beide
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Abb. 3.3 – Temperaturabhängigkeit der magnetischen Suszeptibilität χ(T ) eines
CeRuPO Einkristalls bei B = µ0H =0.1 T (• , ) und B = µ0H =1 T (◦ , ut)
und für B⊥c (schwarz) und B‖c (rot). Die durchgezogene blaue Linie zeigt eine Mes-
sung, bei der die Probe im Feld abgekühlt wurde. Das Inset stellt χ−1(T ) für B =1 T
zusammen mit einer Anpassung des Curie-Weis-Gesetzes an die Daten für T > 150 K
(durchgezogene Linien) dar. (aus [116])
Richtungen lassen sich mit einer Weiss-Temperatur in der Größenordnung von TC
beschreiben. Beim Übergang in die ferromagnetische Phase steigt χ(T ) deutlich
an und sättigt unterhalb von 5 K. Dieser Anstieg ist, wie für einen Ferromagneten
typisch, besonders für B‖c stark feldabhängig. Außerdem beobachtet man für
B⊥c und niedrige Felder einen kleinen Peak unterhalb von TC, dessen Ursache
nicht eindeutig geklärt ist. Wahrscheinlich ist dies aber eine Folge der komplexen
Anisotropie in CeRuPO [116].
Untersuchungen unter Druck zeigen, dass der Ferromagnetismus bei ≈ 0.9 GPa
plötzlich zum Antiferromagnetismus übergeht. Gleichzeitig wird die Hybridisierung
verstärkt und damit auch die Kondo-Wechselwirkung. Bei einem kritischen Druck
von ca. 3 GPa ist die antiferromagnetische Ordnung vollständig unterdrückt. Für
höhere Drücke findet man bei tiefen Temperaturen ein LFF-Verhalten [117].
Der spezifische elektrische Widerstand ρ zeigt für Temperaturen über 50 K einen
metalltypischen Anstieg mit der Temperatur (siehe Abb. 3.4). Unterhalb von 50 K
beobachtet man einen starken Abfall, der auf resonante Kondo-Streuung zurück-
zuführen ist. Ein quadratisches Temperaturverhalten, welches sich mit Gl. 1.18
(LFF) beschreiben lässt, findet man für T < 5 K. Das Restwiderstandsverhältnis
ρ300K/ρR der Einkristalle beträgt 30 [116]. Eine Abschätzung der Kondo-Skala
ist aus der Messung der Spezifischen Wärme möglich und es wurde TK ≈ 10 K
gefunden [118].
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Abb. 3.4 – Temperaturverhalten des spezifischen elektrischen Widerstand eines
CeRuPO-Einkristalls. Der Strom fließt in der Basalebene. Das Inset zeigt den Wi-
derstand bei tiefen Temperaturen in einer Auftragung über T 2. Die durchgezogene Linie
im Inset ist ein Fit mit Gl. 1.18. (aus [116])
Wie bereits in Kapitel 1.4.3 erwähnt, hebt das Kristallfeld die Entartung des
J = 5/2-Multipletts von Ce3+ auf. Es resultieren 3 Kramers-Dubletts mit einem
Mischungskoeffizienten η (siehe Gl. 1.22-1.24). Zur Ermittlung des Kristallfeldsche-
mas in CeRuPO wurden die Ergebnisse aus mehreren Methoden verwendet. Aus
der Temperaturabhängigkeit der spezifischen Wärme und der Entropie findet man
das erste angeregte Kristallfeldniveau bereits bei 70 K und den zweiten angeregten
Zustand bei ≈ 350 K. Die Bestimmung des zweiten angeregten Niveaus ist weniger
genau, da bei höheren Temperaturen der Beitrag der Phononen die spezifische
Wärme dominiert [118, 116]. Vergleicht man die erwartete mit der gemessenen
Sättigungsmagnetisierung, so ergibt sich, dass der Grundzustand von CeRuPO
eine Γ6-Wellenfunktion (Gl. 1.22) hat. Damit lässt sich der erwartete g-Faktor
gth⊥,‖ und dessen Anisotropie für CeRuPO relativ einfach berechnen [73]:
g‖ = gL, g⊥ = 3gL. (3.1)
gL ist der Landé g-Faktor, der für Ce3+ 67 beträgt. Daraus ergibt sich für g
th
⊥ = 2.57
und gth‖ = 0.86, welche gut mit den ESR-g-Faktoren übereinstimmen (siehe
Kapitel 3.3.1). Eine analoge Berechnung liefert für einen angenommenen Γ7
Grundzustand einen g-Faktor, der vom Mischungskoeffizienten η abhängt. In
Abb. 3.5 ist diese Abhängigkeit für Γ(1)7 dargestellt.
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Abb. 3.5 – Erwarteter g-Faktor für das Γ(1)7 -
Dublett in Abhängigkeit des Mischungsfaktors η
(Vergleiche Gl. 1.23). Die gestrichelten Linien zei-
gen die gemessenen g-Faktoren (siehe Abb. 3.18)
mit verschiedenen Vorzeichen.



















3.1.2 Das antiferromagnetische Kondogitter CeOsPO
Die isoelektronische Ersetzung von Ru durch Os vergrößert die Einheitszelle der
Verbindung nur um 0.5%. Dieser Volumeneffekt ist zu gering, um eine Auswirkung
auf die magnetische Ordnung zu haben. Dennoch ändert sich die ferromagnetische
Ordnung in CeRuPO, aufgrund von Bandstruktureffekten, zu einer antiferroma-
gnetischen unterhalb von TN = 4.5 K in CeOsPO [118]. In Abb. 3.6 sind die
Signaturen des Antiferromagnetismus deutlich zu erkennen. Die Suszeptibilität
zeigt ein Maximum bei TN, welches sich im Feld zu kleineren Temperaturen
hin verschiebt (Pfeile in Abb. 3.6). In der Magnetisierung sind bis 5 T keine
metamagnetischen Übergänge sichtbar. Ein Curie-Weiss-Gesetz beschreibt die
Suszeptibilität oberhalb von 100 K mit µeff = 2.45µB/Ce und ΘW = −9 K [118].
Auch in der spezifischen Wärmekapazität ist der magnetische Phasenübergang
durch eine Anomalie bei TN deutlich sichtbar (siehe Abb. 3.7), die sich im Feld
zusammen mit TN zu tieferen Temperaturen schiebt. Aus der Sprunghöhe der
spezifischen Wärme bei TN lässt sich eine Kondotemperatur von TK ≈ 4 K
abschätzen [114].
Der Verlauf des elektrischen Widerstandes von CeOsPO ist ähnlich wie in
CeRuPO. Oberhalb von 50 K findet man ein metallisches Verhalten. Unterhalb
von 50 K fällt der Widerstand aufgrund der resonanten Kondostreuung stark ab
und zeigt eine Anomalie am magnetischen Phasenübergang. Allerdings ist die
Reduzierung des Widerstandes deutlich geringer als in CeRuPO, was im Einklang
mit der geringeren Kondoskala in CeOsPO steht [114].
3.1.3 Die Dotierungsreihe CeFeAs1-xPxO
Dieser Abschnitt gibt einen kurzen Überblick über die Reihe CeFeAs1-xPxO. Für
eine detailliertere Darstellung sei auf die Doktorarbeit von A. Jesche verwiesen
[115]. In CeFeAsO zeigen sowohl die Fe- als auch die Ce-Momente eine antifer-
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Abb. 3.6 – Temperaturabhängigkeit der magnetischen Suszeptibilität von CeOsPO für
verschiedene Felder. Die Messungen wurden an orientiertem Pulver vorgenommen. Der
Übergang zur antiferromagnetischen Phase wird durch eine Anomalie bei TN = 4.5 K
deutlich. Das untere Inset zeigt die Magnetisierung des orientierten Pulvers bei T = 2 K.
Es sind keine weiteren Übergänge sichtbar. Das obere Inset zeigt χ−1(T ) zusammen mit
einem Curie-Weiss-Gesetz mit µeff = 2.45µB/Ce und ΘW = −9 K (aus [118]).
Abb. 3.7 – Temperaturabhängigkeit der spezifischen Wärmekapazität von CeOsPO.
Eine Anomalie, die im Feld zu tieferen Temperaturen verschiebt, zeigt den Übergang zur
antiferromagnetischen Phase bei TN = 4.5 K an. Das Inset zeigt die spezifische Wärme
in einem größeren Temperaturbereich. In dieser Darstellung wurde der Phononenbeitrag
nicht abgezogen (aus [118]).
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Abb. 3.8 – Magnetische Suszeptibilität χ polykristaliner Proben von CeFeAs1-xPxO bei
B = 1 T und B = 5 T. Man beachte die unterschiedlichen Skalen für die obere und
untere Bildreihe. Die bei x = 0.30 % einsetzende Feldabhängigkeit ist typisch für eine
ferromagnetische Ordnung (aus [115]).
romagnetische Ordnung, welche beim Fe vom Spindichtewellen (SDW)-Typ ist.
Dieser magnetische Phasenübergang der Fe-Momente ist typisch für die Eisen-
Arsen-Pniktide. Er wird z.B. auch in LaFeAsO beobachtet [111] und ist eng mit
einem strukturellen Übergang verbunden. Bei T = 151 K kommt es zu einer
orthorhombischen Verzerrung der Struktur und unterhalb von T FeN = 145 K folgt
die SDW-Ordnung des Eisens mit einem geordneten Moment von ≈ 0.8 µB/Fe.
Diese magnetische Ordnung erzeugt an den Ce-Plätzen ein starkes Austauschfeld
in der Größenordnung ≈ 23 T. Messungen der µSR und des Mößbauereffekts
zeigen, dass dieses Austauschfeld unterhalb von 30 K als temperaturunabhängig
angenommen werden kann [119, 115]. Allerdings überwiegen bei tiefen Tempe-
raturen die Ce-Ce den Ce-Fe Wechselwirkungen und es kommt unterhalb von
TCeN = 3.7 K zur antiferromagnetischen Ordnung der Ce-Momente. Im Gegensatz
zur Ordnung der Fe-Momente beeinflusst der Antiferromagnetismus des Cers die
magnetische Suszeptibilität von CeFeAsO und man beobachtet eine Anomalie bei
TCeN sowie ein Curie-Weiss-Gesetz mit µ⊥eff = 2.45 µB/Ce und µ
‖
eff = 2.6 µB/Ce
bei hohen Temperaturen (siehe Abb. 3.8). Beide Werte für µeff sind sehr nah an
dem effektiven Moment eines freien Ce3+-Ions [115].
Der Kristallfeld-Grundzustand ist ein Γ6-Dublett (Gl. 1.22). Die orthorhombi-
sche Verzerrung führt aber zu einer Beimischung der Γ7-Zustände zum Grundzu-
stand. Es gibt keinen Hinweis darauf, dass sich der Kristallfeldgrundzustand mit
der Dotierung ändert.
Die isoelektronische Substitution von As durch P führt zu einer Kontraktion der
Einheitszelle von V = 138.5 Å in CeFeAsO zu V = 127.9 Å in CeFePO. Als Resul-
tat der Dotierung wird der Phasenübergang der SDW-Ordnung zusammen mit der
strukturellen Verzerrung zu tieferen Temperaturen verschoben. Der Magnetismus
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Abb. 3.9 – Magnetisches Phasendiagramm von CeFeAs1-xPxO. Es sind die kritischen
Temperaturen der einzelnen magnetischen Phasenübergänge als Funktion des P-Anteils
aufgetragen. Die Temperaturen der Phasenübergänge wurden mit verschiedenen Metho-
den bestimmt: ◦ , TN Fe-SDW, ut Maximum in dρ/dT , ♦ aus µSR, TN Ce-AFM • &
TC Ce-FM • aus spez. Wärme). Der dunkelblaue Bereich bei x ≈ 0.3 bezeichnet eine
supraleitende Phase und der grüne Bereich für x > 0.9 markiert die Dotierungen in denen
Spin-Glas ähnliches Verhalten beobachtet wurde. Das Inset stellt die Druckabhängigkeit
der Nèel-Temperatur der Fe-SDW für x = 0.22 dar. Die gestrichelten und gepunkteten
Linien dienen der besseren Sichtbarkeit der einzelnen Phasen. (aus [115])
der Ce-Momente bleibt zunächst (x ≤ 0.3) unverändert, um dann bei x ≈ 0.3 in
Ferromagnetismus umzuschlagen. Die Änderung des Magnetismus wird durch die
Änderung der Magnetfeldabhängigkeit der Suszeptibilität besonders deutlich. Wie
in Abb. 3.8 zu sehen ist, gibt es für kleine P-Konzentrationen (x < 0.3) kaum
einen Unterschied zwischen χ(T ) bei 1 T und bei 5 T. Wird die P-Konzentration
x weiter erhöht, wird dieser Unterschied und auch die Curie-Temperatur größer.
Für x > 0.4 nimmt die Feldabhängigkeit wieder ab und TC wird mit steigender
Konzentration kleiner. Der Fe-Magnetismus lässt sich für x > 0.30 nicht mehr in
der spezifischen Wärme nachweisen. In NMR (bei x=0.3) und µSR Experimenten
finden sich aber weiter die Anzeichen der Fe-SDW für T . 40 K bis x = 0.4 [115].
Ein negativer Magnetwiderstand unterhalb von T = 40 K weist sogar daraufhin,
dass auch die Ordnung des Eisens ferromagnetisch werden könnte. Im Gegensatz
zu den anderen Fe-Pniktiden ist in CeFeAs1-xPxO die orthorhombische Verzerrung
für x ≥ 0.3 nicht mehr nachweisbar. Ein Zusammenhang des strukturellen Phasen-
übergangs mit dem Auftreten der Supraleitung wird in der Literatur derzeit stark
diskutiert. Abb. 3.9 zeigt das magnetische Phasendiagramm von CeFeAs1-xPxO in
Abhängigkeit von der Phosphor-Dotierung.
67
3 ESR in CeTPO (T=Ru, Os) und CeFeAs1-xPxO











1 0 0 0
1 2 0 0
            
             










T    
  
             
T  	       

T  	       












T    
             
T  	       

T  	       

T  	       

            
T  	       

Abb. 3.10 – 4f -Anteil der spezifischen Wärmekapazität von verschiedenen CeFePO
Proben. Man findet eine ausgeprägte Probenabhängigkeit. (aus [115])
Die ersten Proben des reinen CeFePO zeigten keine magnetische Ordnung
und wurden als Schwere Fermionen Systeme (γ0 = 700 mJ/mol K2) mit ferro-
magnetischen Korrelationen beschrieben [120]. Weitergehende Untersuchungen
zeigten aber einen starken Einfluss der Probenherstellung auf die Eigenschaften
des Systems. In Abb. 3.10 bekommt man davon einen Eindruck. Dort ist der
4f -Anteil der spezifischen Wärmekapazität von verschiedenen CeFePO Proben
dargestellt. Je nach Synthesetemperatur findet man ein sehr unterschiedliches
Verhalten und auch Ferromagnetismus. CeFePO ist damit sehr nah an einer
ferromagnetischen Instabilität. Die Ursache für dieses Verhalten ist wahrscheinlich
eine leicht unterschiedliche Sauerstoffstöchiometrie der Proben, jedoch sind die
Unterschiede so klein, dass sie mit den bekannten Analysemethoden nicht aufgelöst
werden können [115].
Untersuchungen der Wechselfeldsuszeptibilität an CeFePO zeigen eine ähnliche
Frequenzabhängigkeit wie in CePd1-xRhx [121]. Dies weist auf einen spinglas-
artigen Zustand (siehe Kapitel 1.3) hin, der in Systemen mit Unordnung und/oder
Frustration zu finden ist.
Man kann die Verbindungen der Dotierungsreihe auch als Kondogitter mit klei-
ner Kondotemperatur betrachten. Eine theoretische Abschätzung der Kondoskala
mittels Bandstrukturrechnungen und dynamischer Molekularfeldtheorie kommt
zu einem sehr niedrigen Wert von TK = 3 mK für CeFeAsO und TK = 77 K
für CeFePO [122]. Der niedrige Wert für CeFeAsO lässt sich experimentell nicht
überprüfen. Allerdings zeigt eine grobe Abschätzung durch die Analyse der spezi-
fischen Wärme eine obere Grenze von 1 K. In CeFePO wird aus verschiedenen
Messungen TK zu ≈ 10 K bestimmt [115]. Mit dem Ansatz eines periodischen
Andersongittermodels, dessen Leitungselektronen magnetisch ordnen, können Dai
et al. die geringe Kondoskala in CeFeAsO begründen. In diesem Bild stört die
Fe-SDW die Kondoabschirmung der lokalen Ce-Momente [123].
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Abb. 3.11 – Isotherme Magnetisierung M von CeFeAs1-xPxO bei 2 K als Funktion des
angelegten Feldes B. Die schwarze (B⊥c) und rote (B‖c) gehören zu einem Einkristall
mit x = 0.30. Zum Vergleich zeigt die blaue Kurve M(B) für B‖c einer undotierten
Probe von CeFeAsO. Das Inset ist eine vergrößerte Darstellung der Daten bei kleinen
Feldern, um die spontane Magnetisierung und Hysterese zu verdeutlichen. (aus [115])
Am Übergang des Ce-Magnetismus von Antiferro- zu Ferromagnetismus findet
man in Einkristallen mit x = 0.3 eine Koexistenz von Supraleitung und Ferroma-
gnetismus. In Abb. 3.11 ist die isotherme Magnetisierung in der ferromagnetischen
Phase dargestellt. Man erkennt eine deutliche Hysterese und eine große Ähnlich-
keit der Anisotropie mit CeRuPO (vgl. Abb. 3.2). Das gleichzeitige Auftreten
des Ferromagnetismus mit der Supraleitung erschwert deren Nachweis erheblich,
da der Magnetismus die magnetischen und thermodynamischen Eigenschaften
dominiert [115].
Abb. 3.12 zeigt eine weitere interessante Eigenschaft der x = 0.3 Kristalle. Man
findet sowohl in der Suszeptibilität als auch in der spez. Wärme Hinweise auf
mehrere magnetische Phasenübergänge. Demnach ordnen die Ce-Momente zuerst
ferromagnetisch bei T c1 = 8.5 K, dann folgt eine antiferromagnetische Phase mit
TN = 6.2 K und schließlich ordnen die Proben bei T c2 = 4 K ferromagnetisch.
Gleichzeitig zeigen die Einkristalle neben dem letzten ferromagnetischen Übergang
auch Supraleitung.
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Abb. 3.12 – 4f -Anteil der spezifischen Wärmekapazität • und χ(◦ , • ) für einen
CeFeAs1-xPxO Einkristall mit x = 0.3. In beiden Größen sind mehre Phasenübergänge
bei T c1, TN und T c2 erkennbar. (aus [115])
3.2 CeRuPO und CeOsPO: Die Bedeutung FM
Fluktuationen für die Beobachtbarkeit der
ESR in Kondo-Gitter Systemen
Die Untersuchung der ESR in CeRuPO und CeOsPO lieferte entscheidende Hin-
weise für die Relevanz der ferromagnetischen Korrelationen zur Beobachtbarkeit
der ESR in Kondogittern wie YbRh2Si2 und YbIr2Si2.
In Abb. 3.13 sind die Eigenschaften der ESR von polykristallinen CeRuPO
dargestellt. Oberhalb von TC beobachtet man ein ausgeprägtes metallisches ESR-
Signal, das bei ca. 22 K verschwindet. Der g-Faktor ist mit 2.6 in dem für einen
Γ6-Grundzustand erwarteten Wertebereich (siehe Gl. 3.1).
Die Linienbreite (siehe Inset in Abb. 3.13) fällt mit sinkender Temperatur auf
einen Wert von ∆B = (174 ± 4) mT bei TC. Kurz unterhalb TC teilt sich das
ESR Signal in zwei Resonanzen, die eine unterschiedliche Temperaturabhängig-
keit des Resonanzfeldes BRes zeigen. Während die Linienbreite des Signals mit
großem BRes ungefähr gleich bleibt, zeigt die Linienbreite des anderen Signals eine
starke Verbreiterung zu tiefen Temperaturen hin. Wie sich in Kapitel 3.3 an den
Messungen der CeRuPO Einkristalle zeigen wird, haben die zwei verschiedenen
ESR-Signale ihren Ursprung in der Anisotropie der Verbindung. Das Signal mit
kleinerem BRes resultiert von Pulverteilchen deren c-Achse eher parallel zu BRes
orientiert ist. Das Signal mit größerem BRes von Pulverteilchen, deren Basalebene
parallel zu BRes ist. Eine detailliertere Analyse der ESR-Parameter von CeRuPO
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Abb. 3.13 – ESR-Spektren des CeRuPO-Pulvers bei verschiedenen Temperaturen unter-
und oberhalb von TC = 15 K. Die roten gepunkteten Linien stellen eine Anpassung mit
einer metallischen Lorentzlinie (Gl. 2.12) dar. Unterhalb TC teilt sich das ESR-Signal.
Die gestrichelte Linie zeigt einen Fit mit zwei metallischen Lorentzlinien. Das eingefügte
Bild zeigt den Temperaturverlauf der Linienbreite. Unterhalb TC zeigen ◦ und die
Linienbreite der beiden beobachteten Linien: Signal mit kleinerem BRes: , Signal mit
größerem BRes: ◦ .
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Abb. 3.14 – ESR an polykristalinen Proben von CeRuPO (TC =15 K) und CeOsPO
(TN =4.5 K). Die Spektren sind nahe oberhalb der jeweiligen Ordnungstemperatur der
beiden Stoffe mit den gleichen Spektrometerparametern aufgenommen. Die gestrichelte
rote Linie ist eine Anpassung mit Gl. 2.12.
wird anhand der Einkristalldaten vorgenommen. Hier ist es erst einmal wichtig
festzuhalten, dass das Ce-Kondogitter CeRuPO ein deutliches und intrinsisches
ESR-Signal zeigt. Damit ergeben sich wichtige allgemeingültige Feststellungen für
die ESR in Kondogittern:
Da nun auch eine Resonanz in einem Ce-Kondogitter gefunden wurde, kann man
ausschließen, dass die ESR in den Yb-Kondogittern auf einem Yb-spezifischem
Effekt beruht. Außerdem gibt es bei CeRuPO keine Anzeichen für die Nähe eines
QKP, weshalb man auch ausschließen kann, dass ein lokaler QKP für die ESR in
Kondogittern notwendig ist.
Im Gegensatz zu dem deutlichen ESR-Signal in CeRuPO findet man im anti-
ferromagnetischen Kondogitter CeOsPO keine Resonanz. Abb. 3.14 fasst dieses
Ergebnis zusammen. Es werden Spektren gezeigt, die mit gleichen Parametern
oberhalb der jeweiligen Ordnungstemperatur aufgenommen wurden. Es konnte
auch für andere Temperaturen und bei größter Empfindlichkeit des Spektrometers
kein Signal von CeOsPO gemessen werden.
Das ferromagnetische CeRuPO zeigt also ein ESR-Signal, während im antifer-
romagnetischen CeOsPO keine Resonanz zu beobachten ist. Da beide Systeme
Kondogitter sind und sich sehr ähneln, betont das die Bedeutung ferromagnetischer
Korrelationen für die gute Beobachtbarkeit der ESR in Kondogittersystemen.
Um diese These weiter zu untermauern, wurde in weiteren Ce- und Yb-Systemen
ein ESR-Signal gesucht. Die Schwere Fermionen Verbindungen CeCu2Si2 (S/A),
CeNi2Ge2 und CeCu6-xAux (x=0, 0.1) ordnen antiferromagnetisch und befinden sich
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Tabelle 3.1 – Intermetallische Verbindungen mit dominanten ferromagnetischen (FM)
oder antiferromagnetischen (AFM) Spinkorrelationen die mittels X-band ESR untersucht
wurden. „Kondo“ bezeichnet Kondogitter-Verhalten in ρ(T ) oder anderen Eigenschaften.
Verbindung AFM FM Kondo ESR Signal
CeRuPO - X X Ja
CeOsPO X - X Nein
YbRh - X - Ja
YbRh2Si2 [124] - X X Ja [1]
YbIr2Si2 (I-Typ) [125] - X X Ja [87]
YbIr2Si2 (P-Typ) [125] X - X Nein
Yb4Rh7Ge6 [126] X - - Nein
YbNi2B2C [127] X - X Nein
CeCu2Si2 (S/A) X - X Nein
CeNi2Ge2 X - X Nein
CeCu6-xAux (x=0, 0.1) X - X Nein
nahe einem QKP. Sie zeigen genauso wenig ein ESR Signal wie das tetragonale
YbIr2Si2 (P-Typ) oder das kubische Yb4Rh7Ge6, die beide antiferromagnetisch
ordnen. Die beiden zuletzt genannten Verbindungen wurden genau wie YbRh2Si2
in einem In-Fluss gezüchtet, besitzen aber, wegen einer schwächeren Kondo-
Wechselwirkung, stabilere Yb3+-Momente als YbRh2Si2. Dagegen zeigt das bei
TC = 1.2 K ferromagnetische YbRh eine wohldefinierte ESR-Linie. Allerdings gibt
es in diesem System keine Anzeichen einer dominanten Kondo-Wechselwirkung
[128]. Die untersuchten polykristallinen Proben zeigen das typische Verhalten
von lokalen Momenten in Metallen. Der g-Faktor erreicht oberhalb von 10 K
einen Wert von 2.55, welcher vergleichbar ist mit dem von Yb3+ in kubischen
Monopniktiden [129].
Tab. 3.1 stellt die eben genannten Ergebnisse dar: Alle untersuchten Verbin-
dungen zeigen eine Resonanz wenn sie starke ferromagnetische Korrelationen
besitzen. Dagegen findet man in den Systemen mit antiferromagnetischen Kor-
relationen, auch wenn sie wie Yb4Rh7Ge6 stabile Yb3+-Momente haben, kein
ESR-Signal. Die ferromagnetischen Korrelationen sind also entscheidend um in
Kondogitter-Systemen eine ESR zu beobachten. Diese in [84] veröffentlichten
Erkenntnisse, führten zu mehreren theoretischen Untersuchungen (siehe Kapi-
tel 2.4), die ihrerseits das Verständnis der ESR in Kondogittern entscheidend
beeinflussten.
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3.3 ESR an CeRuPO Einkristallen
Die Messungen2 wurden an drei Einkristallen, einen für jede Frequenz, vorge-
nommen, da die jeweils genutzten Resonatoren unterschiedliche Probenmaße
zulassen. Alle drei untersuchten Proben wurden in einer Züchtung hergestellt
[116, 114]. Die Kristalle sind kleine Plättchen mit einer Oberfläche von bis zu
3 mm2 und einer Dicke von bis zu 0.08 mm. In Abb. 3.15 ist das ESR-Signal und
seine Temperaturentwicklung für die beiden Orientierungen des Magnetfeldes,
senkrecht (B⊥c) und parallel (B‖c) zur kristallographischen c-Achse bei 9.4 GHz
(X-Band) aufgetragen. In der paramagnetischen Phase kann man die Resonanz
in einem kleinen Temperaturbereich bis ≈ 23 K beobachten, und man findet
hier ein gute Übereinstimmung mit einer metallischen Lorentzlinie (Gl. 2.12)
mit einem D/A-Verhältnis von (0.4 ± 0.1). In der Nähe der ferromagnetischen
Ordnung bei TC = 14 K und besonders unterhalb ist für beide Orientierungen
eine starke Verschiebung des Signals zu finden. Das B⊥c-Signal verschiebt zu
hohen Feldern und es werden zusätzliche Strukturen sichtbar (Pfeile in Abb. 3.15
a)), die höchstwahrscheinlich auf zusätzliche ferromagnetische Resonanzmoden
zurückzuführen sind. Im Gegensatz dazu verschiebt das B‖c-Signal mit einer
starken Verbreiterung zu kleineren Feldern und verschwindet bei ca. 13 K. Die
markante Struktur bei Feldern . 0.02 T hat ihren Ursprung in der spontanen
Magnetisierung des Ferromagnetismus. Die schwachen Resonanzen bei ca. 0.33 T
gehören zu dem vom Resonator erzeugten Hintergrund.
Die Messungen im Q-Band (34 GHz) zeigen ein ähnliches Verhalten und für
B⊥c kann das Signal im gleichen Temperaturbereich beobachtet werden wie im
X-Band. Für B‖c reduziert sich der beobachtbare Temperaturbereich auf 9-13 K.
Die Linienbreite ist hier deutlich größer als 600 mT, was eine Auswertung des
Signals nahezu unmöglich macht und nur für die g-Faktor Bestimmung eine
ausreichende Genauigkeit zulässt. Im L-Band (1 GHz) ist, wegen der geringen
Empfindlichkeit des Aufbaus, die ESR nur für B⊥c zwischen 12 und 15.5 K
sichtbar.
Eine große Linienbreite, zusätzliche Resonanzen und die starke Verschiebung des
g-Faktors erschweren eine eindeutige Anpassung der Spektren und sorgen damit
für einen großen Fehler bei der Bestimmung der ESR-Parameter. Im Folgenden
beschränken wir uns deshalb auf Daten, die einen Fehler .15 % besitzen.
Die starke Verschiebung des g-Faktors unterhalb von TC weist wahrscheinlich
auf den Einfluss von Demagnetisierungs- und Anisotropiefeldern hin. Diese haupt-
sächlich in Ferromagneten auftretenden Effekte hängen stark von der Orientierung
des externen Feldes zu den Symmetrieachsen der magnetischen Anisotropie der
Probe und zu den Symmetrieachsen der Probenform ab. Die magnetische leichte
Achse stimmt in CeRuPO mit der kristallographischen c-Achse überein. Damit
2Die Ergebnisse dieses Kapitels wurden in [130] veröffentlicht.
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Abb. 3.15 – Typische ESR-Spektren der CeRuPO-Kristalle für verschiedene Tempera-
turen und Orientierungen des magnetischen Feldes. Die Spektren wurden bei 9.4 GHz
aufgenommen. Unterhalb von TC = 14 K zeigen sich für B⊥c zusätzliche Strukturen
(Pfeile in a). Die gestrichelten roten Linien zeigen jeweils einen Fit mit Gl. 2.12. Die
Struktur bei 0.33 T wird vom Resonator verursacht.
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Abb. 3.16 – Temperaturabhängigkeit der ESR-Intensität IESR (B⊥c N; B‖c 4). Das
Inset zeigt die Abhängigkeit von IESR von der magnetischen Suszeptibilität χ. Die
durchgezogenen Linien im Inset sind lineare Fits an die Daten.
verändert sich die Resonanzbedingung unterhalb TC für B‖c von Gl. 2.18 zu
Gl. 2.57. Um die Stärke des Demagnetisierungsfeldes abzuschätzen, wurde mit
Hilfe eines handelsüblichen Quantum Design SQUID Magnetometers die Magneti-
sierung einer Probe in Abhängigkeit von BRes(T ) gemessen. Da die Proben dünne
Plättchen sind, kann man den Demagnetisierungsfaktor N wie folgt abschätzen:
Für eine Magnetisierung senkrecht zur Plättchenebene (B‖c) ergibt sich N=1 und
senkrecht dazu N=0 [109]. Es stellt sich heraus, dass das Demagnetierungsfeld
NM(BRes, T ) in dem hier besprochenen Temperaturbereich (9-14 K) kleiner als
1% von BRes ist und damit vernachlässigt werden kann.
Nimmt man an, dass der g-Faktor keine Temperaturabhängigkeit zeigt und
benutzt dann Gl. 2.57 zusammen mit den Q-Banddaten lässt sich das Anisotropie-
feld BA abschätzen. Man findet bei 12 K BA ≈0.65 T und bei 10 K BA ≈1.4 T.
Eine detailliertere Analyse des Anisotropiefeldes und damit der Temperaturab-
hängigkeit des g-Faktor wie sie z.B. für ferromagnetische dünne Schichten in [131]
und [132] gemacht wurde, ist für CeRuPO leider nicht möglich. Man benötigt
dafür eine sehr hohe Genauigkeit der Resonanzfeldbestimmung, was in CeRuPO
durch die große Linienbreite und metallische Linienform verhindert wird.
Die Temperaturabhängigkeit der Intensität IESR ist in Abb. 3.16 gezeigt. Sie
ist proportional zur Suszeptibilität χ, was besonders im Inset der Abbildung
deutlich wird. Dort ist IESR in Abhängigkeit von χ für verschiedene Temperaturen
aufgetragen. Man findet einen linearen Zusammenhang IESR ∝ (χ − χ0) mit
χ0⊥ = 0.09×10−6 m3mol−1 und χ0‖ = 1.0×10−6 m3mol−1. Ein ähnliches Verhalten
wurde auch in YbRh2Si2 gefunden [1] und weist daraufhin, dass die ESR in CeRuPO
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Abb. 3.17 – Anisotropie des g-Faktors bei verschiedenen Frequenzen ( 1 GHz, 14 K ;
9.4 GHz, 15.5 K N; 34 GHz, 15.5 K ). θ bezeichnet den Winkel zwischen der c-Achse
und dem magnetischen Feld B. Die durchgezogenen Linien sind Anpassungen der Daten
mit Gl. 2.21. Die 1 GHz Daten sind für eine Temperatur gezeichnet, bei der g(θ) um
90◦ gegenüber den Werten oberhalb 15 K verschoben ist.
eine intrinsische Eigenschaft ist. Dies ist insbesondere auch an der Winkel- und
Temperaturabhängigkeit der ESR Parameter, die in den folgenden Abschnitten
erläutert werden, zu sehen.
3.3.1 Anisotropie und Temperaturverhalten des g-Faktors
Um die Anisotropie der ESR-Parameter zu bestimmen, wurden die Einkristalle um
eine Achse in der Basalebene gedreht. Dabei wird der Winkel zwischen der c-Achse
und dem magnetischen Feld B verändert. Die Ergebnisse dieser Messungen sind
in Abb. 3.17 für die verschiedenen Messfrequenzen dargestellt. Man findet das
typische Verhalten des g-Faktors eines lokalen Moments in einer tetragonalen
Umgebung, was sich sehr gut mit Gl. 2.21 anpassen lässt (durchgezogene Linien).
Bei einer Rotation der Kristalle um eine Achse parallel zur c-Achse zeigt sich im
Rahmen der Messgenauigkeit ein isotropes Verhalten.
Oberhalb von 18 K wird die Anisotropie des g-Faktors temperatur- und fre-
quenzunabhängig, dort findet man für g‖=1.18 und für g⊥=2.58. Diese Werte
zeigen eine gute Übereinstimmung mit den aus Gl. 3.1 bestimmten Ergebnissen für
einen Γ6-Grundzustand. Eine Übereinstimmung mit einem der Γ7-Zustände kann
beim Vergleich der experimentellen Daten mit Abb. 3.5 auf S. 64 für jeden Wert
des Mischungskoeffizienten ausgeschlossen werden. Die ESR-Resultate stehen also
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im Einklang mit dem aus der Magnetisierung und spezifischen Wärme bestimmten
Grundzustand von CeRuPO.
Die Anisotropie des g-Faktors zeigt ein bemerkenswertes Temperaturverhalten,
nämlich eine Überkreuzung von g⊥(T ) und g‖(T ), welche in Abb. 3.18 zu sehen
ist. Dieses Verhalten, das außer in CeRuPO nur in YbCo2Si2 beobachtet wurde
[133], führt zu einer Phasenverschiebung von g (θ) um 90◦. In Abb. 3.17 kann man
das im Vergleich der 1 GHz-Daten mit den Daten der höheren Frequenzen, welche
bei einer Temperatur aufgenommen wurden bei der die Phasenverschiebung noch
nicht stattgefunden hat, deutlich sehen.
Im Fall B⊥c verringert sich der g-Faktor kontinuierlich mit der bis weit un-
terhalb TC sinkenden Temperatur. Diese Verringerung ist frequenzabhängig und
für die niedrigste Frequenz am größten. Die Ursache für dieses Verhalten ist die
ferromagnetische Kopplung der magnetischen Ce3+-Momente, welche diese entlang
der c-Achse ausrichten möchte. Das führt zu einer Abnahme des effektiven Feldes
in der Basalebene und ein größeres externes magnetisches Feld wird benötigt
um die Resonanzbedingung zu erfüllen. Als Folge beobachtet man einen kleiner
werdenden ESR g-Faktor. Die Tatsache, dass dieser Effekt am größten für nied-
rige Frequenzen ist, hängt mit der Magnetfeldabhängigkeit der Magnetisierung
zusammen (siehe Abb. 3.2). Für die Messungen bei 34 GHz und B⊥c wird das
externe Magnetfeld zwischen 1 und 1.6 T verändert, welches größer ist als das
Sättigungsfeld Bc1. Die Ce-Momente werden dann vor allem durch deren Kom-
ponente in der Basalebene bestimmt, wodurch der Kristallfeld-Grundzustand g⊥
dominiert. Bei den Messungen im L- und X-Band ist BRes deutlich kleiner als
Bc1, weshalb auch der Basalebenenbeitrag der Momente kleiner ist und sich somit
g⊥ reduziert.
Eine phänomenologische Beschreibung der Temperaturabhängigkeit des g-
Faktors in einem anisotropen Magneten verbindet den g-Faktor mit der statischen
Volumensuszeptibilität [134]. Dieses Verfahren wurde z.B. auf den uniaxialen Ferro-
magneten CrBr3 angewendet und weist darauf hin, dass die ESR in konzentrierten
Systemen die Resonanz einer kollektiven Mode des gekoppelten Spinsystems misst,
und nicht wie im verdünnten Fall von Einzelioneneigenschaften bestimmt wird.
Die Daten von YbRh2Si2 [135] und YbIr2Si2 [136] konnten mit den folgenden
Gleichungen sehr gut beschrieben werden:














Sie sind gültig, wenn die Magnetisierung proportional zum angelegten Feld ist. g0⊥,‖
gehören zum mikroskopischen g-Tensor und χ⊥,‖ bezeichnet die Suszeptibilität für
B⊥c und B‖c. Setzt man in diese Beziehungen die Suszeptibilität für 0.1 T (siehe
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Abb. 3.18 – Temperaturabhängigkeit des g-Faktors von CeRuPO für B‖c (a) und B⊥c
(b) bei 1 , 9.4 N und 34 GHz . Die gestrichelten Linien sind eine Extrapolation zu
den 9.4 GHz Daten. Der Messpunkt ut bei 34 GHz, 15.5 K und B‖c, sowie der Punkt ♦
bei 1 GHz, 14 K und B‖c ist durch Anpassung von Gl. 2.21 an die Winkelabhängigkeit
des g-Faktors bestimmt worden (siehe Abb. 3.17).
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Abb. 3.19 – Temperaturabhängigkeit des g-Faktors für B⊥c N und B‖c 4 zusammen
mit den unter Benutzung der Suszeptibilitätsdaten für 0.1 T (siehe Abb. 3.3) aus Gl. 3.2
und 3.3 berechneten g-Faktoren (gestrichelte Linien).
Abb. 3.3) und die g-Faktoren für T > 18 K (siehe Abb. 3.18, g0‖ = 1.18, g
0
⊥ = 2.58)
ein, findet man eine sehr gute Übereinstimmung mit den experimentellen Daten,
was in Abb. 3.19 dargestellt ist. Die Abweichungen der gestrichelten Linien von
den Daten ist höchstwahrscheinlich darauf zurückzuführen, dass für die Messung
der Suszeptibilität ein statisches Magnetfeld benutzt wurde, während BRes sich
von 0.3 bis 1 T für B⊥c und von 0.6 bis 0.2 T für B‖c ändert.
3.3.2 Anisotropie und Temperaturverhalten der Linienbreite
Nicht nur der g-Faktor zeigt eine ausgeprägte Anisotropie, sondern auch die
Linienbreite. In Abb. 3.20 ist dies deutlich zu sehen: das Bild zeigt die Linienbreite
in Frequenzeinheiten ΓSpin für 9.4 GHz, wie sie aus Gl. 2.23 errechnet wurde. Man
sieht deutlich, dass die Relaxationsrate für die B‖c-Orientierung doppelt so groß
ist wie für B⊥c. Ein ähnliches Verhalten ist auch in YbRh2Si2 [137] und YbIr2Si2
[87] zu finden. Alle drei Verbindungen zeigen um B⊥c ein flaches Plateau, gefolgt
von einem starken Anstieg, der ca. 30-40◦ vor B‖c beginnt.
Um zu bestimmen, welchen Beitrag die Dipol-Dipol-Wechselwirkung zur Linien-
breite in CeRuPO hat, wurde diese mit Hilfe von Gl. 2.30 abgeschätzt. Die dafür
notwendige Austauschkopplung ist mit der Weiss’schen Molekularfeldgleichung
3kBΘW = JzS(S+ 1) berechnet worden (z: Anzahl der NN und ÜNN). ΘW wurde
für beide Feldorientierungen aus Ref. [116] übernommen. Unter Beachtung der
NN und ÜNN ergibt sich allein aus der Dipol-Dipol-Wechselwirkung eine Linien-
breite in derselben Größenordnung wie die experimentell beobachtete (≈ 5 GHz).
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Abb. 3.20 – Winkelabhängigkeit der ESR Linienbreite ΓSpin bei 9.4 GHz N und
T =15.5 K. θ bezeichnet den Winkel zwischen der c-Achse und dem magnetischen Feld
B.
Doch die Austauschkopplung führt zu einer Verschmälerung um mindestens zwei
Größenordnungen, da ωex ≥ 100 GHz ist. Dieser Beitrag zur Linienbreite ist also
vernachlässigbar.
Abb. 3.21 zeigt die Temperatur- und Frequenzabhängigkeit der Linienbreite
in CeRuPO. Eine Auswertung der Daten konnte für die Orientierung von B⊥c
bei allen Frequenzen vorgenommen werden. Bei B‖c ist das Signal wegen der
geringeren Empfindlichkeit bei 1 GHz nicht messbar und die Linienbreite bei
34 GHz zu groß (∆B ≥ 600 mT), um sie genau genug bestimmen zu können.
Im Temperaturbereich um den ferromagnetischen Phasenübergang (13.5-15.5 K)
beobachtet man ein interessantes Frequenz- und Temperaturverhalten der Linien-
breite. Während ∆B für B⊥c bei 9.4 und 34 GHz keine Anomalie bei TC zeigt,
findet man für 1 GHz (B⊥c) und 9.4 GHz (B‖c) einen deutlichen Anstieg, wenn
man die Temperatur unter 15.5 K reduziert. Dieses Verhalten ist typisch für die
ESR an einem ferromagnetischen Phasenübergang und wird in vielen Verbindun-
gen wie z.B. Gd [138], Ni [139], CrBr3 [140, 141] und CdCr2Se4 [107] beobachtet.
Es wird auch als „critical speeding-up“ der Spin-Relaxationszeit bezeichnet [107]
und hat seine Ursache in den kritischen Fluktuationen des ferromagnetischen
Ordnungsparameters. Diese heben die Austauschverschmälerung der Linienbreite
teilweise auf und es kommt zu einer Verbreiterung, wenn man sich dem Phasen-
übergang nähert. Da die kritischen Fluktuationen im Ferromagneten von einem
externen magnetischem Feld unterdrückt werden, beobachtet man das „critical
speeding-up“ nur unter der Bedingung BRes  Bex(a/ξ)5/2 [140], welche das Aus-
tauschfeld Bex enthält. Im Fall von CeRuPO kann diese Bedingung das Verhalten
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Abb. 3.21 – Temperaturabhängigkeit der ESR Linienbreite ∆B für B‖c (a) und B⊥c
(b) bei 1 , 9.4 N, und 34 GHz .
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Abb. 3.22 – Die Darstellung zeigt für 9.4 GHz den Zusammenhang der Relaxationsrate
ΓSpin und der Linienbreite ∆B mit der Volumensuszeptibilität χ (siehe Text & [134]).
der Linienverbreiterung bei TC qualitativ erklären. Anhand der Daten in Abb. 3.21
b) sieht man, dass Bex(a/ξ)5/2 größer sein muss als das Resonanzfeld bei 1 GHz
(≈ 60 mT) und ungefähr gleich oder kleiner für die Daten bei 9.4 GHz (≈ 300 mT)
und 34 GHz (≈ 1100 mT). Die Winkelabhängigkeit der X-Band-Daten legt nahe,
dass die kritischen Fluktuationen unterdrückt, bzw. Bex(a/ξ)5/2 im Vergleich zu
BRes reduziert werden, wenn man die Probe von B‖c nach B⊥c dreht.
Erhöht man die Temperatur über 15.5 K, beobachtet man für die X- und
Q-Band-Daten einen Anstieg der Linienbreite mit der Temperatur, der für B‖c
besonders stark ist: (68±4) mT/K. Dasselbe Modell, das die Temperaturabhängig-
keit des g-Faktors beschreibt (siehe Kapitel 3.3.1), macht auch Aussagen über die
Linienbreite. Nach Huber [134, 142] ist in einem uniaxialen System wie CeRuPO
die Relaxationsrate Γ‖Spin für Messungen mit BRes entlang der Symmetrieachse





⊥ . Die Relaxationsrate senkrecht zur Symmetrieachse wird dagegen
von dem Verhältnis (χ‖/χ⊥)1/2 bestimmt. Es gilt dann ∆B⊥/Γ⊥Spin ∝ (χ‖/χ⊥)1/2
[134]. Um zu überprüfen, ob die Vorhersagen des Models auch für die Linien-
breite zutreffen, sind die genannten Größen in Abb. 3.22 dargestellt. Für B⊥c
erkennt man deutlich, dass die beiden Größen oberhalb von ≈ 15.5 K zueinander
proportional sind. Eine vergleichbar gute Übereinstimmung gilt auch für Γ‖Spin
und der inversen Suszeptibilität bei B‖c. Der Anstieg der Linienbreite mit der
Temperatur oberhalb von 15.5 K lässt sich also mit dem Temperaturverhalten
der Suszeptibilität in Verbindung bringen. Es ist deshalb wahrscheinlich, dass
andere Relaxationsmechanismen wie Korringa- oder Orbach-Prozess keine Rolle
spielen [142]. Man kann die X- und Q-Band-Daten für B⊥c und T > 15 K zwar
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Abb. 3.23 – Die Darstellung zeigt die Beobachtbarkeit der ESR in Abhängigkeit der
P-Dotierung in CeFeAs1-xPxO. Im rechten Teil sind die nicht normierten Spektren
der einzelnen P-Konzentrationen aufgetragen. Es wurde jeweils das Spektrum mit
der geringsten Linienbreite für die Darstellung ausgewählt. Der linke Teil zeigt einen
Ausschnitt des Phasendiagramms von CeFeAs1-xPxO (siehe Abb. 3.9). Die senkrechten
Linien markieren den Temperaturbereich, in dem eine ESR beobachtet wurde. Der
offene Kreis zeigt die Temperatur an, bei der die Spektren im rechten Teil aufgenommen
wurden.
mit Gl. 2.37 (Orbach-Prozess) anpassen, findet aber keine Fitparameter, die zu
Größen anderer Messmethoden (Kristallfeldschema) passen würden.
3.4 Entwicklung der ESR in der Dotierungsreihe
CeFeAs1-xPxO
Die Ergebnisse in Kapitel 3.2 und die daraufhin entwickelten Theorien betonen die
Wichtigkeit ferromagnetischer Korrelationen für die Beobachtbarkeit der ESR in
Kondogittersystemen. Die Dotierung von CeFeAsO mit P führt zu einem Übergang
von antiferromagnetischer zu ferromagnetischer Ordnung der lokalen Ce-Momente.
Damit bietet sich eine Möglichkeit, den Zusammenhang der ESR in Kondogittern
mit ferromagnetischen Korrelationen in einem weiteren System zu untersuchen.
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Abb. 3.24 – Temperaturabhängigkeit der Linienbreite (links) und des g-Faktors (rechts)
der gemessenen CeFeAs1-xPxO-Pulverproben. Die Pfeile markieren die Curie-Temperatur
TC bzw. die Néel-Temperatur TN der einzelnen Proben.
Die Messungen wurden an poly- und einkristallinen Proben3 vorgenommen.
Abb. 3.23 zeigt bei welcher P-Konzentration ein ESR-Signal zu beobachten ist.
Im rechten Teil der Darstellung sind die Signale der einzelnen Proben dargestellt.
Es wurden jeweils die Signale mit der kleinsten Linienbreite ausgewählt. Der
linke Teil zeigt noch einmal einen Ausschnitt aus dem Phasendiagramm der
Dotierungsreihe (siehe auch Abb. 3.9). Die senkrechten Linien markieren den
Temperaturbereich, in dem ein ESR-Signal beobachtet werden kann. Der offene
Kreis zeigt die Temperatur an, bei der die Spektren im rechten Teil aufgenommen
wurden. Alle Proben mit x < 0.22 zeigen kein ESR-Signal, egal ob Ein- oder
Polykristalle. Erst an der Grenze zum Ferromagnetismus zeigt sich bei x = 0.22
in einem kleinem Temperaturbereich ein Signal mit geringer Intensität. Mit der
Stabilisierung des Ferromagnetismus (siehe Abb. 3.8) steigt auch die Intensität
der ESR-Spektren deutlich an, und man findet wohldefinierte Signale bis zu
einer P-Konzentration von 70 %. Gleichzeitig werden die ESR-Signale auch über
einen größeren Temperaturbereich sichtbar. Zwischen x=0.70 und x=0.90 findet
eine starke Verbreiterung statt. Im reinen CeFePO wurde in keiner Probe ein
ESR-Signal gefunden, unabhängig von der Herstellung und Beschaffenheit.
3Eine Auflistung aller untersuchten Proben befindet sich im Anhang Tab. A.1.
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Abb. 3.25 – Die Darstellung zeigt den Anstieg der
Linienbreite (oben) oberhalb des Minimums (sie-
he Abb. 3.24), die minimale Linienbreite ∆Bmin
(mitte) und die ESR-Intensität in Einheiten des
verwendeten CuSO4-Standards pro mg Probenmas-


































In Abb. 3.24 ist die Temperaturabhängigkeit des g-Faktors und der Linienbrei-
te aufgetragen. Es ist zu erkennen, dass alle Konzentrationen einen ähnlichen
Temperaturverlauf zeigen. Für die Linienbreite findet man, außer für die antifer-
romagnetische Probe mit x = 0.22, ein deutliches Minimum kurz oberhalb von
TC. Wie bereits im Fall von CeRuPO erwähnt, ist das ein typisches Verhalten
der ESR-Linienbreite in Ferromagneten. Dieses Minimum gibt die Temperatur
an, unterhalb derer die Linienverbreiterung von den kritischen Fluktuationen des
magnetischen Phasenübergangs bestimmt wird. Oberhalb des Minimums steigt
∆B linear mit der Temperatur an. Dieser Anstieg ist für x = 0.30 am kleinsten
und für x = 0.70 am größten. Ein ähnliches Verhalten zeigt auch der Wert der
Linienbreite am Minimum ∆Bmin: er ist für x = 0.27 am kleinsten und für x = 0.70
am größten. Die beiden Größen sind in Abb. 3.25 gezeigt. Man sieht dort auch,
dass ∆Bmin für 0.22 ≤ x ≤ 0.70 nur ca. 11 % variiert.
Auch in der Temperaturabhängigkeit des g-Faktors zeigt sich für alle gemessenen
Konzentrationen ein ähnliches Verhalten. Der g-Faktor der unterschiedlichen
Proben beim jeweiligen TC ist g = (1.6± 0.1) und variiert für die verschiedenen
P-Konzentrationen je nach der Verschiebung durch die inneren Felder.
Um die Intensität der ESR-Signale IESR der unterschiedlichen Konzentrationen
miteinander vergleichen zu können, wurde diese mit einem CuSO4-Standard
normiert. Die Intensität ist proportional zur Suszeptibilität der Proben und
damit auch temperaturabhängig, deshalb wurde der jeweilige Wert bei TC für den
Vergleich ausgewählt. Wie man in Abb. 3.25 (unten) sieht, steigt die Intensität
der ESR mit dem Erstarken der ferromagnetischen Phase an, und wird dann auch
zusammen mit TC wieder kleiner.
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3.4 Entwicklung der ESR in der Dotierungsreihe CeFeAs1-xPxO
3.4.1 CeFeAs0.7P0.3O - Supraleitung und Ferromagnetismus
In diesem Abschnitt werden die Ergebnisse der ESR-Messung an CeFeAs0.7P0.3O-
Einkristallen vorgestellt. Diese zeigen neben mehreren Phasenübergängen eine
Koexistenz von Supraleitung und Ferromagnetismus unterhalb von T c2 = 4 K
(siehe Abb. 3.9 und 3.12).
In Abb. 3.26 sind typische ESR-Spektren der untersuchten Probe dargestellt.
Wie in CeRuPO sind die Signale für B‖c deutlich breiter als für B⊥c. Oberhalb
von T = 8 K findet man ein wohldefiniertes metallisches Lorentzsignal. Unterhalb
von 8 K werden für beide Orientierungen starke Anomalien sichtbar: für B⊥c
erscheint ein zweites Signal, was sich mit sinkender Temperatur zu höheren
Feldern verschiebt. Gleichzeitig erscheint für B‖c ein ausgeprägtes Minimum
im Spektrum bei 180 mT, dessen Position nur wenig temperaturabhängig ist.
Während das B‖c-Minimum bei ca. 6 K wieder verschwindet, bleibt das zweite
Signal für B⊥c bis mindestens 4 K sichtbar. Unterhalb von 4 K erschwert das
starke Rauschen den Nachweis dieses Signals. Die Ursache für diese Anomalien sind
höchstwahrscheinlich drei Phasenübergänge bei T c1 = 8.5 K, TN =6.2 K und T c2 =
4 K, die diese Probe zeigt (siehe Abb. 3.12, S. 70). Das B‖c-Minimum korreliert
mit einer Stufe, die in der Feldabhängigkeit der Magnetisierung beobachtet wird
[143]. Um den Einfluss dieser Anomalien auf die Fitergebnisse abzuschätzen,
wurde für B⊥c ein Fit mit zwei Lorentzlinien nach Gl. 2.12 (2L-Fit, siehe grüne
gestrichelte Linie in Abb. 3.26) durchgeführt. Die Ergebnisse der Anpassung
sind in Abb. 3.27 im Vergleich mit dem Ergebnis des Fits mit einer Lorentzlinie
(1L-Fit) gezeigt. Im Vergleich zum 2L-Fit ist die Linienbreite des Hauptsignals,
welche aus dem 1L-Fit hervorging, um ca. 50 mT größer und die Anomalie ist um
ca. 1 K verschoben. Der g-Faktor des 1L-Fits ist oberhalb von 6 K um ca. 0.3
kleiner als der aus dem 2L-Fit gewonnene. Das zusätzliche Signal (siehe Pfeile
in Abb. 3.26) zeigt keinen Einfluss der Phasenübergänge. Die Linienbreite ist
zwischen 4.5 und 7 K temperaturunabhängig und der g-Faktor steigt linear mit
der Temperatur. Das Minimum bei 180 mT für B‖c konnte aufgrund seiner Form
nicht mit Gl. 2.12 angepasst werden und wurde von den Fits ausgenommen.
Der Einfluss der Phasenübergänge bei T c1, TN und T c2 ist besonders im Tem-
peraturverhalten des Hauptsignals zu beobachten. Um dies zu verdeutlichen,
zeigt Abb. 3.28 neben ∆B (T ) a) und g (T ) b) noch einmal Abb. 3.12 c). Die
g-Faktoren zeigen oberhalb von T c1 ein ähnliches Verhalten wie in CeRuPO: g⊥
verringert sich mit sinkender Temperatur, während g‖ divergiert. Beide g-Faktoren
kreuzen sich etwa bei T c1. Bei CeRuPO ist dieser Kreuzungspunkt etwa 0.5 K
oberhalb von TC. Unterhalb von T c1 zeigen die Temperaturverläufe der g-Faktoren
verschiedene Minima und Maxima, die wahrscheinlich von den sich ändernden
internen Feldern bestimmt sind. Aus der Ähnlichkeit im Temperaturverhalten
und den Werten der g-Faktoren bei hohen Temperaturen kann man schließen,
dass CeRuPO und CeFeAs0.7P0.3O den gleichen Grundzustand (Γ6) besitzen. In
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Abb. 3.26 – Typische ESR-Spektren der CeFeAs0.7P0.3O-Kristalle für verschiedene
Temperaturen und Orientierungen des magnetischen Feldes. Die Spektren wurden bei 9.4
GHz aufgenommen. Die gestrichelten roten und grünen Linien zeigen jeweils einen Fit
mit Gl. 2.12, wobei die grüne Linie einen Fit mit 2 Lorentzlinien zeigt. Die Pfeile zeigen
die Position verschiedener Anomalien in den Spektren. Für B⊥c zeigt sich unterhalb
7 K ein zweites Signal und für B‖c ein scharfes Minimum. Die schwache Struktur bei
0.33 T gehört zum Hintergrundsignal des Resonators.
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Abb. 3.27 – Gezeigt sind der Temperaturverlauf
der Linienbreite und des g-Faktors, gewonnen aus
einem Fit mit einer Lorentzlinie N sowie einem Fit
mit zwei Lorentzlinien. ◦ bezeichnet das Haupt-
signal und 4 das zusätzliche Signal (siehe Pfeile
in Abb. 3.26 a).
der Temperaturabhängigkeit der Linienbreiten findet man bei T c1 und T c2 nur
eine Anomalie für B‖c bei T c1. Unterhalb von TN steigt dagegen die Linienbreite
für beide Orientierungen an und ∆B⊥ zeigt ein Maximum bei ca. 6 K, während
∆B‖ für T < 6 K konstant bleibt. Die beiden Linienbreiten sind oberhalb von T c1
im Rahmen der Messgenauigkeit nahezu konstant, im Gegensatz zu CeRuPO, wo
∆B⊥ ∆B‖ oberhalb von TC mit der Temperatur ansteigen.
Die Winkelabhängigkeiten von g und ΓSpin sind in Abb. 3.29 für T = 8 K
dargestellt. Wie auch in CeRuPO und den Yb-Verbindungen ist die Linienbreite
für B‖c deutlich größer als für B⊥c. Der g-Faktor zeigt das typische Verhalten
eines tetragonalen Systems. Allerdings findet man eine Abweichung für B‖c, die
auf die Kreuzung von g‖,⊥ zurückzuführen ist. In CeRuPO findet man unterhalb
der Kreuzungstemperatur der g-Faktoren (14.5 K) ein ähnliches Verhalten (nicht
gezeigt). Das Verhalten von ΓSpin unterscheidet sich etwas von dem in CeRuPO,
wo man für Winkel um B⊥c herum ein Plateau beobachtet (siehe Abb. 3.20).
CeFeAs0.7P0.3O zeigt dagegen ein zusätzliches Maximum bei B⊥c, dessen Ursache
in einer g-Faktor Verteilung aufgrund von Kristallfeldvariationen zwischen den
Ce-Atomen liegen könnte [144].
Die supraleitende Phase wird auch in der Absorption der Mikrowellen sichtbar.
Dies ist aber keine Resonanz sondern eine erhöhte Absorption durch die Dynamik
des magnetischen Flusses und der Abschirmströme in Typ II Supraleitern [145].
Wie in Abb. 3.30 zu sehen ist, beobachtet man bei kleinen Feldern (B < Bc1),
also innerhalb der Meißner-Phase, einen starken Anstieg der Absorption der bei
Bc1 sein Maximum erreicht. In der Shubnikov-Phase nimmt die nichtresonante
89























B  | |  c
B  ⊥  c
B  ⊥  c
B  | |  c
g | | = 1 . 1 2
 g-F
ak


















l-1 )B  =   0 . 5  m T  B  I I  c
 F C
 Z F C
T  ( K )
T C 1
Abb. 3.28 – Temperaturabhängigkeit der Linienbreite ∆B a) und des g-Faktors b) für
B⊥c N und B‖c 4. Die unterste Darstellung zeigt noch einmal Abb. 3.12 zum Vergleich.
Die gestrichelten Linien markieren die beobachteten magnetischen Phasenübergänge.( c)
aus [115])
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Abb. 3.29 – Winkelabhängigkeit der Linienbreite ΓSpin a) und des g-Faktors b) bei
T = 8 K. θ bezeichnet den Winkel zwischen der c-Achse und dem magnetischen Feld B.
Die durchgezogene Linie in b) ist eine Anpassung der Daten mit Gl. 2.21, wobei für den
Fit die Punkte um B‖c ignoriert wurden.
Absorption exponentiell mit steigendem Feld ab und verschwindet dann bei Bc2
vollständig. Aus den gezeigten Spektren lässt sich ein Bc1 von ca. 6 mT bei
der tiefsten gemessenen Temperatur ablesen. Eine Anisotropie von Bc1 ist in
dem Temperaturbereich der Messungen nicht zu beobachten, was auch mit den
Messungen von Bc2 [115] übereinstimmt.
Das ESR-Signal ist für B⊥c auch in der supraleitenden Phase noch beobachtbar.
Bei einer einfachen Überlegung würde man aber erwarten, dass sich aufgrund
der höheren Leitfähigkeit die Eindringtiefe drastisch verringert, und damit die
Intensität kleiner wird sowie das D/A-Verhältnis (siehe Kapitel 2.1.1) auf 1
steigt. In einem Typ II Supraleitern wie CeFeAs0.7P0.3O passiert aber genau
das Gegenteil (siehe Abb. 3.31): unterhalb von TC steigt das D/A-Verhältnis
nicht, sondern fällt sogar auf Null. Die Intensität zeigt keine Auswirkung der
91
3 ESR in CeTPO (T=Ru, Os) und CeFeAs1-xPxO
0 2 0 0 0 5 0 1 0 0 1 5 0 2 0 0 2 5 0 3 0 0
2 . 5  K
a )










B  ( m T )
 T = 2 . 5  K
 T = 2 . 6  K
 T = 2 . 9  K
 T = 3 . 0  K
 T = 3 . 2  K
 T = 3 . 4  K
3 . 4  K
2 . 4  K
3 . 2  K
b )
C e F e A s 0 . 7 P 0 . 3 O
B  ⊥ c  
B  ( m T )
 T = 2 . 4  K
 T = 2 . 6  K
 T = 2 . 8  K
 T = 3 . 0  K
 T = 3 . 2  K
Abb. 3.30 – Nicht resonante Absorption der Mikrowelle in der supraleitenden Phase
von CeFeAs0.7P0.3O für verschiedene Temperaturen und Feldorientierungen.
Supraleitung und steigt unterhalb TC leicht mit sinkender Temperatur an. Der
Grund für diese Beobachtungen ist wahrscheinlich die Änderung der effektiven
Eindringtiefe der Probe: man misst die Resonanz des Cers nur noch von den nicht
supraleitenden Teilen der Probe, also innerhalb der London-Eindringtiefe und in
den Flussschläuchen der Shubnikov Phase. Außerdem versetzt die Mikrowelle die
Enden der Flussschläuche in „Schwingungen“ und diese setzen sich aufgrund der
Elastizität der Flussschläuche ins Innere der Probe fort [146, 147].
Neben CeFeAs0.7P0.3O gibt es im Moment zwei weitere supraleitende Eisen-
Pniktide für die die ESR untersucht wurde. Das ist zum einen Eu0.5K0.5Fe2As2
[148] und zum anderen GdFeAsO1-xFx [149], wobei für letztere Verbindung keine
Daten unterhalb TC ausgewertet wurden. In Eu0.5K0.5Fe2As2 findet man eine
Übereinstimmung der ESR-Relaxation mit der NMR-Relaxation von 57Fe und
75As in Ba0.6K0.4Fe2As2 . 1/(t1T ) zeigt in beiden Messmethoden ein Maximum bei
TC, gefolgt von einem Abfall mit der Temperatur unterhalb von TC.
CeFeAs0.7P0.3O zeigt allerdings ein anderes Verhalten für 1/(t1T ). Wie in
Abb. 3.31 dargestellt, steigt diese Größe mit sinkender Temperatur auch unterhalb
von T c2 stark an. Dagegen ist das Temperaturverhalten des D/A-Verhältnisses
und ΓSpin in CeFeAs0.7P0.3O und Eu0.5K0.5Fe2As2 ähnlich: ΓSpin wird unterhalb TC
mit sinkender Temperatur kleiner, durchläuft dann bei ca. 3/4TC ein Minimum,
um dann mit weiter sinkender Temperatur wieder anzusteigen.
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Abb. 3.31 – Die Darstellung zeigt die Temperaturabhängigkeit von 1/(t1T ) a), ΓSpin
b) und dem D/A-Verhältnis für B⊥c in CeFeAs0.7P0.3O.
3.5 Zusammenfassung ESR in CeTPO und
CeFeAs1-xPxO
In den Kapiteln 3.2-3.4 wurden die Ergebnisse der ESR in den Cer-Oxypniktiden
CeRuPO, CeOsPO und der Dotierungsreihe CeFeAs1-xPxO vorgestellt. In allen
Proben, die eine Resonanz zeigten, konnte diese mit den Ce3+-Ionen assoziiert
werden. Dieser Fakt ist an sich schon bemerkenswert, da es bisher nur zwei
Beispiele metallischer Ce-Verbindungen in der Literatur gab, die eine Ce-Resonanz
zeigen. Die Anisotropie des g-Faktors bestätigt die in anderen Messungen (z.B.
Magnetisierung) gefundene Γ6-Symmetrie der Ce-Grundzustandswellenfunktion
in allen untersuchten Verbindungen.
Die Untersuchungen und der Vergleich von CeRuPO und CeOsPO konnten ent-
scheidende Hinweise für das Verständnis der ESR in Kondogitter-Systemen liefern.
Sie zeigten die Bedeutung ferromagnetischer Korrelationen für die Beobachtbar-
keit der ESR in diesen Verbindungen mit stark korrelierten Elektronen. Diese
Ergebnisse führten zur Entwicklung mehrerer theoretische Betrachtungen, die die
ESR in Kondogittern zumindest teilweise erklären konnten (siehe Kapitel 2.4)
und vor allem die Wichtigkeit ferromagnetischer Korrelationen im Zusammenspiel
mit der in Kondogittern auftretenden Gitterkohärenz betonen [92, 93, 86].
Die ESR von CeRuPO lässt sich sehr gut mit der phänomenologischen Theorie
von Huber [134] beschreiben, welche Vorhersagen über die Temperaturabhängigkeit
der ESR-Parameter eines gekoppelten Spinsystems in anisotropen Magneten
macht. Sowohl die g-Faktoren als auch die Linienbreiten für B⊥c und B‖c folgen
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den Voraussagen dieses Modells. Die beiden Parameter werden dafür mit der
magnetischen Suszeptibilität der Probe in Verbindung gebracht.
Auf den ersten Blick folgen die ESR-Messungen der verschiedenen Konzen-
trationen in CeFeAs1-xPxO den Theorien zur ESR in Kondogitter-Systemen. Die
Beobachtbarkeit der ESR ist hier eng mit dem Auftreten des Ferromagnetismus
im Phasendiagramm verbunden, was die Annahmen von Abrahams und Wölfle
[92, 93] sowie Kochelaev et al. [86] bestätigt. Allerdings ist die Existenz eines
deutlichen ESR-Signals bei einer P-Konzentration von 22 % eine Besonderheit,
denn es gibt bisher keinerlei Hinweise auf Ferromagnetismus oder ferromagnetische
Korrelationen. Außerdem ist die Kondowechselwirkung nicht wesentlich stärker
als in CeFeAsO. In beiden Modellen ist für die Beobachtbarkeit der ESR die
Kondowechselwirkung bzw. renormalisierte Masse und das Wilson-Verhältnis RW
wichtig. Beide Größen nehmen für x ≥ 0.9 stark zu und man würde damit eine
Verschmälerung der Signale erwarten, welche allerdings nicht beobachtet wird. Das
ESR-Signal für x = 0.9 ist deutlich breiter als für die anderen Konzentrationen
und verschwindet vollständig für reines CeFePO.
Messungen der µSR, Mößbauerspektroskopie und Neutronenstreuexperimente
an CeFeAsO und verwandten Systemen betonen die Bedeutung der Wechselwir-
kung zwischen den 4f und 3d Elektronen, die besonders für die Ce-Verbindungen
sehr stark ist [119]. Der Fe-Magnetismus erzeugt am Ce-Platz ein starkes Aus-
tauschfeld und polarisiert die magnetischen Momente des Cers. Diese anisotrope
Wechselwirkung kann zu einer starken Verbreiterung der Linienbreite führen und
damit eine Beobachtung der ESR verhindern. Mit steigender P-Dotierung wird
der Fe-Magnetismus geschwächt und damit auch das Austauschfeld sowie seine
Auswirkungen auf die Linienbreite verringert. Als Folge davon wird die ESR
dann bei x = 0.22 sichtbar. Die starke Verbreiterung und das Verschwinden der
ESR für x ≥ 0.9 könnten mit dem Auftreten des spinglas-artigen Verhaltens in
CeFePO zusammenhängen. Die für dieses Verhalten notwendige Unordnung/bzw.
Frustration führt zu einer starken inhomogenen Verbreitung der ESR-Linienbreite.
In anderen Verbindungen, die ein ähnliches Verhalten zeigen, z.B. CePd1-xRhx, ist
deswegen ebenfalls kein ESR-Signal beobachtbar [150].
Ein Vergleich der Ergebnisse von CeFeAs1-xPxO mit der ESR in EuFe2As2 [151],
Eu0.5K0.5Fe2As2 [148] und GdFeAsO1-xFx [149] ist nur für wenige Aspekte möglich.
In den genannten Verbindungen ist die ESR über einen weiten Temperaturbereich
(4-300 K) messbar, und die Linienbreite wird nur bei tiefsten Temperaturen
aufgrund der kurzreichweitigen Ordnung zwischen Gd bzw. Eu Atomen größer als
200 mT. In CeFeAs1-xPxO dagegen sind 200 mT das Minimum der Linienbreite. In
den Eu-Verbindungen bestimmt die Dipol-Dipol-Wechselwirkung und der Einfluss
des Kristallfelds die Größenordnung der Relaxation. Beide Effekte haben in den
hier untersuchten Verbindungen keine Bedeutung.
Eine Übereinstimmung im Temperaturverhalten zwischen CeFeAs0.7P0.3O und
Eu0.5K0.5Fe2As2 [148] findet man nur für ΓSpin und dem D/A-Verhältnis in den
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jeweiligen supraleitenden Phasen. Wobei zumindest das Verhalten des D/A-Ver-
hältnisses typisch für die ESR an Supraleitern 2. Art zu sein scheint. Allerdings
finden sich in der Literatur keine weiteren Beispiele mit denen sich diese Hypothese
überprüfen lässt.
Zusammenfassend ist das Verhalten der ESR-Parameter in CeFeAs1-xPxO und
CeRuPO sehr ähnlich. Man findet dieselbe Anisotropie und Temperaturabhängig-
keit des g-Faktors und der Linienbreite. In beiden Systemen wird die ESR stark
von den magnetischen Phasenübergängen dominiert.
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4 ESR in den frustrierten
Quadratgittern AA’VO(PO4)2
Wie in Kapitel 1.3.2 beschrieben, zeigt das J1-J2-Modell ein reichhaltiges Phasen-
diagramm. Die Bereiche um die Phasengrenzen bei |J2/J1| ≈ 0.5 sind besonders
interessant, da die dort auftretenden quantenkritischen Bereiche es eventuell
ermöglichen würden, die Physik von Spinflüssigkeiten und Quantenphasenüber-
gängen experimentell zu untersuchen. Bisher gibt es aber nur wenige Verbindungen,
die eine experimentelle Untersuchung dieses Modells ermöglichen. Als erste Reali-
sierungen gelten die beiden Vanadiumverbindungen Li2VO(Si,Ge)O4 [152], welche
sich im kAF-Bereich des Phasendiagramms (siehe Abb. 1.5) einordnen lassen und
ein antiferromagnetisches J1 besitzen. Sie sind aber weit von den Phasengrenzen
und den dort befindlichen quantenkritischen Bereichen entfernt.
Die Entdeckung des geschichteten Vanadiumphosphats Pb2VO(PO4)2 eröffnete
die Möglichkeit, dass J1-J2-Modell auch im ferromagnetischen (J1 < 0) Bereich
der kAF-Phase experimentell zu untersuchen. Neben Pb2VO(PO4)2 gibt es inzwi-
schen ein Reihe von AA’VO(PO4)2-Verbindungen, die einen großen Bereich im
Phasendiagramm abdecken.
In diesem Kapitel werden die Messungen der Elektronenspinresonanz an Ein-
kristallen von Pb2VO(PO4)2, sowie an Pulverproben von SrZnVO(PO4)2 und
BaCdVO(PO4)2 vorgestellt. Die untersuchten Proben wurden von E. Kaul und
R. Shpanchenko [153, 154] sowie R. Nath [155] am MPI CPfS hergestellt. Nach
einer Einführung in die allgemeinen Aspekte der untersuchten Stoffe werden die
Ergebnisse der ESR-Untersuchungen dargelegt und zusammengefasst.
4.1 Kristallgitter und magnetische Eigenschaften
der frustrierten Quadratgitter AA’VO(PO4)2 (AA’
= Pb2, SrZn, BaCd)
Die in dieser Arbeit untersuchten geschichteten Vanadiumphosphate sind Oxid-
isolatoren. Aus LSDA+U -Berechnungen [31] ergibt sich eine Bandlücke von
1.5-2.8 eV, welche auch sehr schön an der Farbe der Proben deutlich wird:
Pb2VO(PO4)2-Einkristalle sind durchsichtig und grün, das BaCdVO(PO4)2-Pulver
ist gelb-grün und SrZnVO(PO4)2-Pulver hat eine graue Farbe. Alle Verbindungen
haben trotz der teils unterschiedlichen Kristallsymmetrie sehr ähnliche Strukturen.
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Während SrZnVO(PO4)2 und BaCdVO(PO4)2 in einer orthorhombischen Struk-
tur (Pbca) kristallisieren, bildet Pb2VO(PO4)2 ein monoklines Gitter (P21/a).
In Abb. 4.1 sind die Strukturen der Verbindungen gegenübergestellt. Wie man
deutlich sieht, dominieren [VOPO4]-Ebenen aus VO5-Pyramiden (grün) und PO4-
Tetraedern (gelb) in allen drei Strukturen und sind auch der Grund für die
guten 2D-Eigenschaften dieser Stoffe. Zwischen den Ebenen befinden sich weitere
PO4-Tetraeder sowie die AA’-Metallkationen. Die [VOPO4]-Ebenen weisen eine
leichte Welligkeit auf, die in BaCdVO(PO4)2 am geringsten ist. Tsirlin und Rosner
konnten zeigen, dass der Ursprung für diese Verzerrung die unterschiedlichen
Koordinationszahlen der Kationen sind [31]. So ist das Ba in BaCdVO(PO4)2
z.B. von neun O-Atomen umgeben und das Cd von sechs. In SrZnVO(PO4)2
dagegen umschließen acht O-Atome das Sr und nur vier das Zn. Um die richtige
O-Umgebung für die entsprechenden Metallionen zu erreichen, müssen sich die
Ebenen etwas falten, was dann in der beobachteten Welligkeit resultiert und auch
einen Einfluss auf die Kristallparameter hat [31].
Der Magnetismus in diesen Stoffen hat seinen Ursprung in den V4+-Ionen,
deren Elektronenkonfiguration [Ar]3d1 (S = 1/2) ist. Sie befinden sich in einer
pyramidalen Sauerstoffumgebung, wobei eine Doppelbindung (Vanadylbindung)
zum O-Atom an der Spitze der Pyramide besteht. Dies führt dazu, dass sich das
Vanadium etwas oberhalb der Basalebene der Pyramide befindet. Das von den
O-Atomen erzeugte Kristallfeld hebt die Entartung der t2g-Orbitale auf und der
Grundzustand ist das dxy-Orbital mit einem ersten angeregten Zustand (dxz, dyz-
Dublett) bei ∆KF ≈ 0.5 eV oder 5800 K. Direkte Kristallfeldanregungen spielen
also in dem untersuchten Temperaturbereich (2-500 K) kaum eine Rolle.
Die Vanadiumatome wechselwirken hauptsächlich über Superaustausch zu den
NN und ÜNN miteinander. Die Austauschpfade führen über die an den Ecken
der Pyramiden und Tetraeder befindlichen Sauerstoffatome und sind besonders
für die ÜNN sehr komplex. Aus diesem Grund sind in Abb. 4.2 nur die effektiven
resultierenden Austauschkonstanten J1 und J2 eingezeichnet. Die strukturellen
Änderungen, die durch einen Austausch der Metallionen resultieren, haben einen
subtilen Einfluss auf die Austauschpfade und damit auf die resultierenden Aus-
tauschkonstanten. Genau genommen ist die Annahme eines Quadratgitters für
die Verbindungen eine Näherung: Zum einem befinden sich die V4+-Ionen nicht in
einer Ebene, weil die Spitze der VO5-Pyramiden abwechselnd nach oben und unten
zeigt (siehe Abb. 4.1 oben und mitte), zum anderen sind die Quadrate aufgrund
der Faltung der Ebenen leicht verzerrt, was zu unterschiedlichen Abständen der
Vanadiumatome führt. Diese strukturellen Verzerrungen beeinflussen natürlich
auch den Superaustausch und man findet unterschiedliche Austauschkonstanten
entlang der verschiedenen Seiten und Diagonalen des Quadrats. Eine ausführliche
Auseinandersetzung mit dieser Thematik ist bei Tsirlin und Rosner [31] zu finden.
Sie konnten zeigen, dass sich die AA’VO(PO4)2-Verbindungen, in dem experi-
mentell erreichbaren Temperaturbereich, trotz der beschriebenen Verzerrungen,
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Abb. 4.1 – Ansichten der Kristallstrukturen der untersuchten AA’VO(PO4)2-
Verbindungen entlang der Gittervektoren (a oben, b mitte, c unten). Die Strukturen
bestehen aus geschichteten Ebenen, welche wiederum aus eckverknüpften VO5-Pyramiden
(grün) und PO4-Tetraedern (gelb) aufgebaut sind. Zwischen den Schichten befinden
sich weitere PO4-Tetraeder sowie die Metallatome. Die O-Atome sind nicht gezeigt und
befinden sich an den Eckpunkten der Pyramiden und Tetraeder.
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Abb. 4.2 – Zur Verdeutlichung der Aus-
tauschpfade ist hier noch einmal die
[VOPO4]-Ebene von SrZnVO(PO4)2 dar-
gestellt. Die V4+-Ionen wechselwirken über
die beiden eingezeichneten effektiven Su-
peraustauschpfade (Pfeile) mit J1 zu den
NN und J2 zu den ÜNN.
J1
J2
sehr gut im Rahmen des regulären J1-J2-Modell beschreiben lassen. Es bleibt
allerdings offen wie diese Störungen den Grundzustand beeinflussen.
In Abb. 4.3 ist die magnetische Suszeptibilität χ der verschiedenen Vanadi-
umphosphate aufgetragen. Wie man deutlich sieht, zeigen alle Verbindungen ein
ähnliches Verhalten. χ lässt sich für hohe Temperaturen (T > 50 K) mit einem
Curie-Weiss-Gesetz beschreiben. Man findet ein effektives Moment µeff ≈ 1.7 µB,
welches sehr gut mit dem allein vom Spin eines V4+-Ions erwarteten Wert überein-
stimmt. Die ermittelten Weiss-Temperaturen sind trotz der beobachteten Maxima
deutlich kleiner als TN. Dies ist ein Hinweis darauf, dass in dem untersuchten
System mehrere Wechselwirkungen mit unterschiedlichen Vorzeichen existieren
[30]. Unterhalb von T =10 K zeigen alle Verbindungen ein Maximum bei T χmax
in der Suszeptibilität. Diese Maxima sind typisch für niederdimensionale Systeme
und zeigen das Einsetzen von kurzreichweitigen Spin-Korrelationen an. Der Pha-
senübergang zur kAF-Ordnung wird durch einen Knick bei TN sichtbar. (siehe
Pfeile in Abb. 4.3)
Die spezifische Wärmekapazität der Systeme ist bei hohen Temperaturen
(T > 15 K) von phononischen Beiträgen dominiert. Der magnetische Anteil hat
dagegen ein Maximum oberhalb von TN und der Phasenübergang wird durch einen
zusätzlichen Peak bei TN angezeigt [153, 155]. Die quantitative Bestimmung der
Austauschkonstanten wurde hauptsächlich durch Anpassung der Suszeptibilität
und der spezifischen Wärmekapazität mit der Hochtemperatur-Reihenentwicklung
des J1-J2-Modell von Rosner et al. [156] durchgeführt [153, 155, 157]. Tab. 4.1 fasst
die verschiedenen magnetischen Eigenschaften der untersuchten Verbindungen
zusammen.
Die Ergebnisse der Anpassung mit der Hochtemperatur-Reihenentwicklung
ergeben in allen drei Fällen zwei Sets von Austauschkonstanten, die die Systeme
in zwei gegenüberliegenden Teilen des Phasendiagramms einordnen. Durch weitere
Betrachtungen und Experimente, z.B. ein Vergleich mit der Sättigungsmagne-
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Abb. 4.3 – Temperaturabhängigkeit der magnetischen Suszeptibilität χ der
AA’VO(PO4)2-Verbindungen in halb logarithmischer Auftragung. Die Pfeile zeigen
TN. (SrZnVO(PO4)2 ut aus [153], BaCdVO(PO4)2 4 aus [155], Pb2VO(PO4)2: B‖b ◦ ,
B⊥ab ◦ aus [153])
tisierung, lässt sich ein Satz der Austauschkonstanten als richtig identifizieren
und alle drei hier untersuchten Verbindungen ordnen sich im ferromagnetischen
Teil (J1 < 0 ) der kAF-Phase ein. Durch Streuung polarisierter Neutronen an
Pb2VO(PO4)2 und SrZnVO(PO4)2 konnte diese Einordnung, sowie die kolineare
Anordnug der Spins bestätigt werden [157]. In Abb. 4.4 sind die Systeme anhand
der Werte aus Tab. 4.1 im Phasendiagramm des J1-J2-Modell eingetragen. Wie
man sieht, weist BaCdVO(PO4)2 die höchste Frustration auf und befindet sich
damit am nächsten zur Spin-Flüssigkeitsphase bei J2/J1 ≈ −0.5.
Pb2VO(PO4)2 ist bisher die einzige der AA’VO(PO4)2-Verbindungen für die es
gelang, Einkristalle herzustellen, die groß genug sind, um eine genaue Untersuchung
Tabelle 4.1 – Zusammenfassung der magnetischen Eigenschaften der AA’VO(PO4)2
Systeme.
Verbindung J1 (K) J2 (K) TN (K) T χmax (K) ΘW(K)
Pb2VO(PO4)2 [158]a -5.4 9.3 3.5 8.9 4.5
SrZnVO(PO4)2 [159]a -7.5 8.6 2.7 6.3 1.8
BaCdVO(PO4)2 [155] -3.6 3.2 1.0 2.7 0.66
a Skoulatos et al. [157] kommen mittels Neutronenstreuung zu leicht anderen Werten
für die Austauschkonstanten, wodurch die beiden Verbindungen näher an den
ungeordneten Bereich des Phasendiagramms rücken.
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Abb. 4.4 – Ausschnitt aus dem Phasen-
diagramm des S = 1/2 J1-J2 Heisenberg-
modells auf dem Quadratgitter bei T = 0
(vergleiche Abb. 1.5). Die in dieser Arbeit
untersuchten Verbindungen sind nach dem











der magnetischen Anisotropie zu erlauben. In Abb. 4.3 ist auch die magnetische
Suszeptibilität eines Pb2VO(PO4)2-Kristalls für unterschiedliche Orientierungen
des Magnetfeldes zu den Kristallachsen dargestellt. Während χ für B⊥(ab) und
B‖a (nicht gezeigt) nahezu gleich sind [153], weicht χ für B‖b unterhalb von TN
deutlich von den Werten der anderen Orientierungen ab. Die Ursache dafür ist die
Anisotropie (Welligkeit) in den [VOPO4]-Ebenen von Pb2VO(PO4)2, welche dafür
sorgt, dass die Momente in der geordneten Phase entlang der b-Achse ausgerichtet
sind.
Legt man nun ein magnetisches Feld entlang dieser Achse an, kommt es bei
ca. BSF = 1 T zu einem sogenannten Spin-Flop-Übergang (siehe Abb. 4.4). Die
Momente richten sich neu aus und sind oberhalb BSF senkrecht zu b und dem
externen Feld, da diese Konfiguration eine geringere Energie besitzt. Erhöht
man das externe Feld weiter, werden die Spins langsam in die Feldrichtung
gedreht [153]. Dieser Effekt kann nicht im Rahmen des J1-J2-Modells beschrieben
werden, da der Hamiltonoperator (Gl. 1.15) des Modells vollkommen isotrop in der
Ebene ist. In zweidimensionalen, nicht frustrierten Antiferromagneten mit einer
schwachen Anisotropie führt das angelegte Feld nicht nur zu einem Spin-Flop,
sondern beeinflusst auch die Symmetrie der Wechselwirkungen des Systems. Man
kann dann z.B. ein Heisenberg-System durch Anlegen eines magnetischen Feldes
entlang der richtigen Achse in ein XY-System überführen [160]. In der Tat gibt es
in Pb2VO(PO4)2 und SrZnVO(PO4)2 einige experimentelle Größen, die sich mit
Vorhersagen des XY-Modells decken. Der Ordnungsparameter in diesen beiden
Systemen folgt unterhalb TN einem Potenzgesetz mit einem kritischen Exponenten
von ≈ 0.23, was sehr gut mit dem für das XY-Modell berechneten Wert von
0.231 übereinstimmt. Dieses Ergebnis findet man sowohl in NMR als auch in µSR
Messungen [158, 161, 159].
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3 4  G H z Abb. 4.5 – Magnetisches Phasendia-
gramm von Pb2VO(PO4)2 für B‖b. Die
blaue Linie markiert TN und die violette
das Spin-Flop-Feld BSF. Die parallel zur
Temperaturachse eingezeichneten Linien
zeigen die erreichbaren Temperaturberei-
che der ESR-Messung bei verschiedenen
Frequenzen.
4.2 ESR an polykristallinen SrZnVO(PO4)2 &
BaCdVO(PO4)2
4.2.1 SrZnVO(PO4)2
SrZnVO(PO4)2 zeigt ein sehr intensives ESR-Signal, welches in Abb. 4.6 bei
T = 9 K aufgetragen ist. Der linke Teil a) zeigt das Spektrum bei 9.4 GHz
zusammen mit einem Fit (gestrichelte Linie), der aus zwei Lorentzlinien (Gl. 2.12
mit α = 0, durchgezogene Linien) besteht. Wie man deutlich sieht, beinhaltet
das Signal mindestens zwei nahe beieinander liegende Linien, die wahrscheinlich
von Pulverteilchen herrühren, deren [VOPO4]-Ebenen senkrecht und parallel zum
Magnetfeld liegen. Aufgrund der Beschaffenheit der direkten Umgebung des
Vanadiums gibt es aber auch eine Anisotropie in der Ebene, welche aber deutlich
geringer sein sollte.
Der rechte Teil b) von Abb. 4.6 zeigt das Pulverspektrum von SrZnVO(PO4)2
bei den verschiedenen Messfrequenzen. Durch die höhere Magnetfeldauflösung bei
34 GHz werden die verschiedenen Anteile des Pulverspektrums stärker voneinander
separiert und sind dadurch deutlicher wahrzunehmen. Bei den Messungen mit
1 GHz sind keine Strukturen mehr erkennbar und das Signal sieht wie eine
einzelne Linie aus. Aufgrund der unterschiedlich ausgeprägten Aufspaltungen des
Signals bei den verschiedenen Frequenzen und dem Einfluss der Anisotropie in
der ab-Ebene hat es sich als zweckmäßig erwiesen die Spektren mit oder ohne
Pulvermittelung der Linienform anzupassen. Die 1 GHz-Spektren konnten in guter
Qualität mit nur einer Lorentzlinie (Gl. 2.12) angepasst werden.
Die Spektren bei 9.4 GHz werden dagegen mit zwei Lorentzlinien am besten
beschrieben (siehe Abb. 4.6 a). Die weit größeren Aufspaltungen der 34 GHz-
Spektren konnten jedoch am besten mit einer pulver-gemittelten Fitfunktion
beschrieben werden. Dies ist in Abb. 4.7 dargestellt, wo die gestrichelten Linien
die unterschiedlichen Fitfunktionen zeigen. Zwei Lorentzlinien (blau) passen
das Spektrum deutlich schlechter an als eine Pulverfitfunktion (rot). Letztere
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Abb. 4.6 – ESR-Spektren von SrZnVO(PO4)2 bei T = 9 K und den verschiedenen
Frequenzen. Im linken Teil a) ist das Signal (◦ ) bei 9.4 GHz zusammen mit einem
Fit, der aus zwei Lorentzlinien (Gl. 2.12 mit α =0) besteht (blaue gestrichelte Kurve),
gezeigt. Die durchgezogenen (rot und schwarz) Kurven zeigen die separaten Linien aus
denen sich der Fit zusammensetzt. Die rechte Abbildung b) zeigt die Veränderung des
Spektrums mit der Frequenz. Die Spektren sind zur besseren Sichtbarkeit verschoben.
geht von einer tetragonalen Symmetrie sowie einer zufälligen Verteilung der
Orientierung der Pulverteilchen zum Magnetfeld aus [73, 162]. Die Abweichungen
von der Fitfunktion resultieren hier vermutlich in der Anisotropie der ESR in den
[VOPO4]-Ebenen.
Das die ESR in SrZnVO(PO4)2 von den V4+-Ionen herrührt, zeigt Abb. 4.8 mit
einem Vergleich der Temperaturabhängigkeit der Intensitäten des ESR-Signals mit
der magnetischen Suszeptibilität. Das eingesetzte Bild zeigt, dass die Intensität
proportional zu χ ist, was sich erst mit dem Unterschreiten des Maximums in
χ(T ) ändert. Hier und im folgenden wird die Linie mit kleineren BRes als Linie 1
und die mit größeren BRes als Linie 2 bezeichnet.
Die ESR in SrZnVO(PO4)2 zeigt über weite Temperaturbereiche nur geringe
Änderungen. In Abb. 4.9 sind der g-Faktor und die Linienbreite als Funktion der
Temperatur von 3 bis 500 K aufgetragen. Beide Linienbreiten besitzen bei ca. 150 K
ein Minimum (Linie 1: ∆B1 = (2.20± 0.15 mT, Linie 2: ∆B2 = 2.86± 0.15 mT)
und steigen dann zu 500 K leicht um 0.2 bzw. 0.4 mT an. Wie man im Inset
Abb. 4.9 sieht, lässt sich die Relaxation oberhalb von 150 K gut mit einem
Orbach-Prozess beschreiben (Gl. 2.37, blaue Kurven). Die Anpassung ergibt eine
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Abb. 4.7 – Pulverspektrum von SrZnVO(PO4)2 bei T = 9 K und 34 GHz. Die blaue
gestrichelte Linie ist ein Fit mit zwei Lorentzlinien, die rote gepunktete Kurve ist ein
Fit mit einer Pulverfunktion, die eine tetragonale Symmetrie und zufällige Verteilung
der Orientierung der Pulverkörner annimmt.
Kristallfeldaufspaltung von 2000-3000 K, was in der zu erwarteten Größenordnung
für V4+ in der vorliegenden pyramidalen Umgebung liegt. Um eine genauere
Auswertung des Abstands zum ersten angeregten Zustand durchzuführen, müsste
man allerdings bei viel höheren Temperaturen messen. Kühlt man die Probe
über 150 K hinaus weiter ab, verbreitert sich das ESR-Signal stetig mit sinkender
Temperatur. Diese Verbreiterung ist deutlich stärker als die oberhalb von 150 K
gemessene und der Betrag des Anstiegs nimmt unterhalb von 10 K noch einmal
deutlich durch die Nähe des Phasenübergangs zu.
Die g-Faktoren der beiden Linien ändern sich, wie auch die Linienbreiten, nur
sehr wenig über den gesamten Temperaturbereich oberhalb von 10 K, und die
beobachteten Änderungen sind kleiner als die Messgenauigkeit. Die g-Faktoren
oberhalb von 100 K betragen für Linie 1 g1 = (1.953 ± 0.002) und für Linie
2 g2 = (1.928 ± 0.003). Diese Werte sind vergleichbar mit anderen Vanadium-
Verbindungen wie Sr2V3O9 [163] oder NaV2O5 [164] bei denen sich die V4+-
Ionen in einer oktaedrischen bzw. pyramidalen Umgebung befinden. Bei tiefen
Temperaturen T < 10 K zeigt Linie 1 eine Verschiebung des g-Faktors, die über
die Fehlergrenzen hinaus geht und höchst wahrscheinlich von der einsetzenden
magnetischen Ordnung herrührt. Die Änderung des g-Faktors von Linie 2 bleibt
auch unterhalb von 10 K deutlich kleiner als der Messfehler.
Um die Relaxation in der Nähe des Phasenübergangs zu untersuchen, wurden
verschiedene Modelle an die Temperaturabhängigkeit der Linienbreite angepasst.
Die dafür benutzten Funktionen wurden in Kapitel 2.6 vorgestellt und die Er-
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Abb. 4.8 – IESR der beiden Linien (ut, ♦)(siehe Abb. 4.6 a)) von SrZnVO(PO4)2 bei
9.4 GHz, zusammen mit der magnetischen Suszeptibilität χ. Das Inset zeigt die Intensität
IESR als Funktion von χ. Die grünen Dreiecke (N) sind eine gewichtete Addition der
beiden Intensitäten. Daten für χ aus [153].
gebnisse sind in Abb. 4.10 zusammengefasst. Die oberen beiden Bilder zeigen die
Linienbreite zusammen mit einem Fit nach Gl. 2.56, die einen Kosterlitz-Thouless
Übergang annimmt. In der Mitte sind die Linienbreiten mit einem Potenzgesetz
nach Gl. 2.52 angepasst. Im unteren Teil sind die Daten mit dem Modell für einen
S = 1/2 2D-Antiferromagneten (Gl. 2.53-2.55) gefittet. Alle benutzten Funktionen
wurden um einen nicht kritischen und linear von der Temperatur abhängigen
Beitrag ∆B0(T ) zur Linienbreite ergänzt. Die rechten Bilder zeigen noch einmal
dieselben Daten, allerdings in einer Auftragung, die der jeweiligen Fitfunktion
angepasst ist und dafür sorgt, dass der kritische Anstieg linear sichtbar wird.
Dafür wird ln (∆B −∆B0/mT) über −[T/(TKT−1)]−0.5 (oben), ln Θ (mitte) und
TN/T (unten) aufgetragen. TN wurde beim Fit des Potenzgesetzes (Gl. 2.52) bei
2.7 K festgehalten. Von den drei Gleichungen Gl. 2.53-2.55 wurde jeweils die
mit der besten Übereinstimmung der Anpassung mit den Daten gewählt. Alle
benutzten Modelle können die Temperaturabhängigkeit der Linienbreite sehr gut
beschreiben. Ein detailliertere Auswertung der Ergebnisse und ein Vergleich mit
den anderen Verbindungen findet sich in Kapitel 4.4.
Eine Beurteilung, ob die Linienbreite eine Frequenzabhängigkeit zeigt, ist auf-
grund der Probleme beim Anpassen der Pulverspektren schwierig. Vergleicht man
allerdings die gemittelte Linienbreite ((∆B1 + ∆B2)/2), die man aus Pulverfits
bei den drei untersuchten Frequenzen erhält, so zeigt dies eine Verbreiterung des
Signals von 2.1 mT bei 1 GHz zu 2.8 mT bei 34 GHz. Ähnliches gilt für die
gemessenen g-Faktoren, allerdings kann man für diese keine Frequenzabhängigkeit
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Abb. 4.9 – Temperaturabhängigkeit des g-Faktors (oben) und der Linienbreite ∆B
(unten) bei 9.4 GHz in halb-logarithmischer Auftragung. Um den Verlauf bei hohen
Temperaturen besser darzustellen, zeigt das Inset ∆B von 30-500 K. Die blauen Kurven
im Inset sind eine Anpassung der Daten mit Gl. 2.37 (Orbach-Prozess).
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Abb. 4.10 – Temperaturabhängigkeit der Linienbreiten von SrZnVO(PO4)2 zusammen
mit Anpassungen der Daten. Auf der linken Seite sind die Daten und Fits in halbloga-
rithmischer Auftragung gezeigt, rechts davon jeweils in unterschiedlicher, der Fitfunktion
angepasster Darstellung, damit der kritische Anstieg von ∆B linear sichtbar wird. Oben:
Kosterlitz-Thouless Gl. 2.56. Mitte: klassisches kritisches Potenzgesetz Gl. 2.52. Unten:
S = 1/2-2D Heisenberg AFM Gl. 2.55.
finden. Das Temperaturverhalten der Linienbreite und der g-Faktoren zeigt bei 1
und 34 GHz, bis auf die unterschiedlichen Werte für die Linienbreiten, keine Un-
terschiede zu den in Abb. 4.9 gezeigten Verhalten. Die Fits wie sie in Abb. 4.10 für
9.4 GHz gemacht wurden, liefern für die anderen Frequenzen ähnliche Ergebnisse,
allerdings konnten für 1 und 34 GHz nur Daten bis 4.5 bzw. 5 K ausgewertet
werden.
4.2.2 BaCdVO(PO4)2
Die ESR-Spektren von BaCdVO(PO4)2 ähneln sehr den von SrZnVO(PO4)2. Sie
haben eine hohe Intensität und bestehen aus zwei Lorentzlinien, die wahrschein-
lich mit den unterschiedlichen Orientierungen der Pulverteilchen zum Magnetfeld
zusammenhängen. Wie man in Abb. 4.11 sieht, ist auch die Abhängigkeit der
Linienform von der Frequenz ähnlich wie in SrZnVO(PO4)2: bei 1 GHz sind die
verschiedenen Anteile des Spektrums zu einer Linie überlagert, bei 9.4 GHz kann
man zwei dicht nebeneinander liegende Linien beobachten, welche bei 34 GHz
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Abb. 4.11 – ESR-Spektren von BaCdVO(PO4)2
bei 1, 9.4 und 34 GHz sowie T = 9 K.
deutlicher getrennt sind. Die bei unterschiedlichen Frequenzen aufgenommenen
Pulverspektren können, ähnlich wie bei SrZnVO(PO4)2, nicht mit der gleichen
Fitfunktion angepasst werden. Bei 1 GHz stimmt eine einzelne Lorentzlinie am
besten mit den Daten überein, bei 9.4 GHz benötigt man dagegen zwei Lorentz-
linien um die Spektren ausreichend zu beschreiben und bei 34 GHz beschreibt
eine Pulverfitfunktion [73, 162] die ESR-Signale am besten. Allerdings ist die
Übereinstimmung der Spektren mit den Fitfunktionen vor allem bei 1 und 34 GHz
deutlich schlechter als bei SrZnVO(PO4)2. Die Ursache dafür ist wahrscheinlich
in der etwas kleineren Anisotropie zu suchen, die sich mit steigender Temperatur
weiter verringert (siehe Abb. 4.13).
Die Herkunft des ESR-Signals von den V4+-Ionen wird durch den Vergleich
der Temperaturabhängigkeiten von IESR und der magnetischen Suszeptibilität
bestätigt. In Abb. 4.12 sind diese beiden Größen aufgetragen und man sieht
deutlich, dass beide Größen proportional zueinander sind (siehe auch Inset von
Abb. 4.12).
BaCdVO(PO4)2 zeigt eine etwas stärkere Abhängigkeit des g-Faktors und der
Linienbreite von der Temperatur als SrZnVO(PO4)2. Wie man in Abb. 4.13 sieht,
steigt der g-Faktor der Linie 1 (g1) stetig mit sinkender Temperatur an, während
der g-Faktor von Linie 2 (g2) mit der Temperatur abnimmt. Bei T = 100 K
findet man für g1 = (1.965± 0.002) und für g2 = (1.948± 0.002), welche sehr gut
mit den Werten von SrZnVO(PO4)2 und anderen V4+-Verbindungen [164, 163]
übereinstimmen. Im Vergleich mit den Werten bei 100 K ist der Betrag der
Änderung des g-Faktors für Linie 2 mit 0.008 etwas größer als für Linie 1 deren
g-Faktor sich nur um 0.005 ändert.
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Abb. 4.12 – IESR der beiden Linien von BaCdVO(PO4)2 bei 9.4 GHz, zusammen mit
der magnetischen Suszeptibilität χ (blaue Kurve). Das Inset zeigt die Intensität IESR
als Funktion von χ. Daten für χ aus [155].
Auch die Linienbreite (Abb. 4.13 unten) zeigt ein etwas anderes Verhalten
als in SrZnVO(PO4)2. Zwischen 100 und 20 K steigen beide Linienbreiten mit
sinkender Temperatur linear mit ca. 0.003 mT/K an. Bei ca. 20 K wird der Betrag
des Anstiegs größer und ∆B folgt nicht mehr einer linearen Funktion. Da der
magnetische Phasenübergang in BaCdVO(PO4)2 erst bei 1 K stattfindet, sind
die Linienbreiten bei der tiefsten gemessenen Temperatur eine Größenordnung
kleiner als in den anderen Verbindungen. Man findet bis 280 K kein Minimum in
der Linienbreite.
Auf die Temperaturabhängigkeit von BaCdVO(PO4)2 wurden die selben Fit-
prozeduren wie in Kapitel 4.2.1 auf SrZnVO(PO4)2 angewendet. Die Ergebnisse
sind in Abb. 4.14 dargestellt. Die oberen beiden Bilder zeigen die Linienbreite
zusammen mit einem Fit nach Gl. 2.56, der einen Kosterlitz-Thouless Übergang
annimmt. Im Gegensatz zu SrZnVO(PO4)2 beschreibt diese Funktion die Daten
zwar gut, aber die ermittelten Fitparameter stimmen nicht mit der Theorie überein.
So ist die aus dem Fit von Linie 2 bestimmte Kosterlitz-Thouless-Temperatur TKT
zu groß. Außerdem musste, um die Temperaturabhängigkeit von Linie 1 zu fitten,
die Fitfunktion angepasst werden: Der Exponent im Nenner von Gl. 2.56 wurde
von 0.5 auf 0.1 reduziert und man findet damit ein TKT = 20 mK. Dieser Wert ist
viel zu klein, denn TKT sollte ungefähr 0.85 TN betragen (vgl. Kapitel 1.3.1). In
der Mitte sind die Linienbreiten mit einem Potenzgesetz nach Gl. 2.52 angepasst.
Im unteren Teil sind die Daten mit Gl. 2.55 gefittet. Alle benutzten Funktionen
wurden um einen nicht kritischen Beitrag ∆B0(T ) zur Linienbreite ergänzt. Eine
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Abb. 4.13 – Temperaturabhängigkeit des g-Faktors (oben) und der Linienbreite ∆B
(unten) bei 9.4 GHz in halb-logarithmischer Auftragung.
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Abb. 4.14 – Temperaturabhängigkeit der Linienbreiten von BaCdVO(PO4)2 zusam-
men mit Anpassungen der Daten. Auf der linken Seite sind die Daten und Fits in
halb-logarithmischer Auftragung gezeigt, rechts davon jeweils in unterschiedlicher, der
Fitfunktion angepasster Darstellung, damit der kritische Anstieg von ∆B linear sichtbar
wird. Oben: Kosterlitz-Thouless Gl. 2.56, Mitte: klass. krit. Potenzgesetz Gl. 2.52 Unten:
S = 1/2-2D-Heisenberg AFM Gl. 2.53.
ausführliche Diskussion der Fit-Ergebnisse und ein Vergleich mit den anderen
Verbindungen findet sich in Kapitel 4.4.
Die Frequenzabhängigkeit der Linienbreite zeigt, im Rahmen der Messgenau-
igkeit, keine Hinweise auf eine inhomogene Verbreiterung. Dies könnte mit der
deutlich regelmäßigeren Kristallstruktur von BaCdVO(PO4)2 zusammenhängen,
denn die Welligkeit sowie die Abweichungen der Ebenen vom Quadratgitter sind
in dieser Verbindung am geringsten.
4.3 ESR an Pb2VO(PO4)2-Einkristallen
Im folgenden Kapitel werden die ESR Messungen an Pb2VO(PO4)2-Einkristallen
vorgestellt. Es wurden aber auch Messungen an polykristallinen Proben durchge-
führt, die allerdings nur dargestellt oder benutzt werden, um einen Vergleich mit
SrZnVO(PO4)2 und BaCdVO(PO4)2 herzustellen.
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Abb. 4.15 – Typische ESR-Spektren von Pb2VO(PO4)2 Einkristallen, für zwei Orientie-
rung der [VOPO4]-Ebenen zumMagnetfeld bei 9.4 GHz und T=10 K. Die durchgezogenen
Kurven sind eine Anpassung der Daten mit Gl. 2.12.
Wie auch in den anderen Systemen findet man in Pb2VO(PO4)2 sehr intensive
ESR-Signale. In Abb. 4.15 sind diese für zwei Orientierungen der (ab)-Ebenen zum
magnetischen Feld aufgetragen. Die Spektren lassen sich hervorragend mit Gl. 2.12
anpassen und zeigen im gesamten untersuchten Temperaturbereich oberhalb von
5 K keine Abweichungen oder Asymmetrien in der Linienform. Die nahezu perfekte
Linienform und die kleine Linienbreite erlauben eine sehr präzise Bestimmung
der ESR-Parameter.
4.3.1 Anisotropie der Resonanz
Da die Anisotropie vor allem in der (ab)-Ebene sehr gering ist, wurden die Mes-
sungen bei 34 GHz durchgeführt. Bei dieser Frequenz ist die Magnetfeldauflösung
am größten, was zu einem geringeren Fehler bei der Bestimmung des g-Faktors
führt.
Die Ergebnisse der Messungen sind in Abb. 4.16 zusammengefasst. Die oberen
Darstellungen zeigen die Winkelabhängigkeit des g-Faktors und der Linienbreite
bei Drehung um eine Achse senkrecht zu den [VOPO4]-Ebenen. Die Anisotropie
in der Ebene ist sehr gering, die g-Faktoren für B‖a und B‖b unterscheiden
sich nur um (0.0024± 0.0006). Eine Orientierung der Probe genau parallel zum
magnetischen Feld ist aufgrund der unregelmäßigen Form der Einkristalle schwierig,
weshalb immer eine Ungenauigkeit von 2-4◦ bleibt. Die Auswirkung dieser kleinen
Fehlorientierung sind in der Darstellung als leichter Unterschied der g-Faktoren
zwischen 90◦ und 270◦ zu beobachten. Außerdem verändert sich die Linienform
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Abb. 4.16 – Winkelabhängigkeit des g-Faktors (links) und der Relaxationsrate ΓSpin
(rechts) von Pb2VO(PO4)2 bei 34 GHz und T = 293 K. Die oberen Bilder zeigen die
Drehung um eine Achse senkrecht zu den [VOPO4]-Ebenen, die unteren Bilder eine
Drehung um die [110]-Achse.
leicht und wird für einige Winkel unsymmetrisch, was wiederum die Fitqualität
beeinträchtigt. Die Relaxationsrate verhält sich ähnlich wie der g-Faktor: es gibt
nur einen kleinen Unterschied von 0.007 GHz zwischen den Orientierungen entlang
der a- und entlang der b-Achse.
Die Ergebnisse der Drehung um eine Achse in der Ebene ([110]) sind im unteren
Teil des Bildes aufgetragen. Die Anisotropie ist hier eine Größenordnung stärker
und der Unterschied zwischen der B⊥(ab) und der B‖(ab) Orientierung beträgt
0.037. Auch die Anisotropie der Linienbreite ist in dieser Orientierung größer und
beträgt hier 0.022 GHz. Interessanterweise stimmen die Maxima und Minima der
Linienbreite nicht mit denen des g-Faktors überein. Die Winkelabhängigkeit der
Linienbreite zeigt Maxima bei 10◦ und 190◦ sowie Minima bei 120◦ und 290◦. Diese
Abweichungen liegen in der monoklinen Struktur von Pb2VO(PO4)2 begründet,
können aber auch auf den Einfluss der anisotropen Austauschwechselwirkungen
hinweisen. So hängt z.B. die von der Dzyaloshinsky-Moriya Wechselwirkung
(DMW) hervorgerufene Verbreiterung der Linienbreite, von der Ausrichtung
des magnetischen Feldes zu Di,j ab (vgl. Gl. 2.33). Eine Abschätzung der zu
erwartenden Beiträge zur Linienbreite durch die anisotropen Wechselwirkungen
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Abb. 4.17 – IESR für verschiedene Orientierungen (B‖(ab):ut, B⊥(ab):♦) von
Pb2VO(PO4)2 bei 9.4 GHz zusammen mit der magnetischen Suszeptibilität χ für
B⊥(ab) (blaue Kurve). Das Inset zeigt die Intensität IESR als Funktion von χ. Daten
für χ aus [153].
mit Gl. 2.32 und Gl. 2.34 ergibt für Pb2VO(PO4)2 eine Verbreiterung, die deutlich
kleiner als 0.1 mT oder 0.003 GHz ist. Die Ursache für diesen Effekt ist damit
allein in der monoklinen Kristallstruktur begründet.
4.3.2 Temperaturabhängigkeit
Wie auch in den anderen untersuchten Vanadiumverbindungen ist auch für
Pb2VO(PO4)2 die Intensität bei hohen Temperaturen (T > 25 K) proportio-
nal zur magnetischen Volumensuszeptibilität (siehe Abb. 4.17) und man kann
davon ausgehen, dass die ESR in diesem Material ihren Ursprung in den V4+-
Ionen hat. Dieses Verhalten ändert sich erst in der Nähe des Maximums der
Suszeptibilität bei T χmax .
Die Temperaturabhängigkeit der Linienbreiten und der g-Faktoren ist in
Abb. 4.18 aufgetragen. Sie ähnelt dem Verhalten der beiden Parameter in
SrZnVO(PO4)2 (siehe Abb. 4.9). Es findet sich allerdings bis 300 K kein Minimum
in der Linienbreite, stattdessen wird ∆B stetig mit steigenden Temperaturen
kleiner. Die g-Faktoren zeigen oberhalb von T = 10 K kaum eine Abhängigkeit
von der Temperatur.
Im rechten Teil von Abb. 4.18 ist das Temperaturverhalten der g-Faktoren
und der Linienbreite für T ≤ 10 K bei 34 GHz aufgetragen. Die Linienbreite
steigt mit sinkender Temperatur besonders unterhalb von 5 K stark an und
erreicht bei TN ihr Maximum. Nach dem Unterschreiten des Phasenübergangs
115















9 . 4  G H z
P b 2 V O ( P O 4 ) 2
 B | | ( a b )





T  ( K )
1 . 9 4
1 . 9 6






  B | | a B | | b




T  ( K )
3 4  G H z
Abb. 4.18 – Temperaturabhängigkeit des g-Faktors (oben) und der Linienbreite ∆B
(unten) von Pb2VO(PO4)2 bei 9.4 GHz (links) in halb-logarithmischer Auftragung. Der
rechte Teil zeigt dieselben Parameter in einem kleineren Temperaturbreich (T ≤ 10 K)
bei 34 GHz. Die Daten wurden bei verschiedenen Orientierungen des Magnetfeldes zu
den Kristallachsen aufgenommen:B⊥(ab) ♦, B‖(ab) ut, B‖a 5, B‖b 4.
sinkt die Linienbreite wieder deutlich mit der Temperatur ab. Das geschilderte
Verhalten zeigt sich in allen drei untersuchten Orientierungen in unterschiedlich
starker Ausprägung. Während die Linienbreite unterhalb TN wieder kleiner wird,
steigt der g-Faktor sehr stark an. Diese Verschiebung ist für die B‖a-Orientierung
besonders deutlich und man findet bei der tiefsten gemessenen Temperatur 2.5 K
für ga = (4.10 ± 0.05). Steht das Magnetfeld senkrecht zur (ab)-Ebene, ist der
Anstieg weniger intensiv und g⊥ nimmt bei 2.5 K einen Wert von g⊥ = (2.56±0.03)
an. Leider ist das ESR-Spektrum für die Orientierung des Magnetfeldes entlang
der b-Achse unterhalb von TN nicht mehr beobachtbar. Des Weiteren wird das
Signal für alle Orientierungen unterhalb von TN stark unsymmetrisch, was den
Fehler der Anpassung erhöht. Die Ursache für diese starke Verschiebung des
g-Faktors sind die internen magnetischen Felder, die sich mit der einsetzenden
kAF Ordnung bilden.
Zur Untersuchung der Relaxation bei tiefen Temperaturen wurde, wie auch
in den anderen Vanadium-Verbindungen, das Temperaturverhalten mit den in
Kapitel 2.6 vorgestellten Modellen angepasst. Die verwendeten Fitprozeduren
waren die selben wie bei den anderen Verbindungen und die Ergebnisse sind in
Abb. 4.19 aufgetragen. Zusätzlich war es, im Gegensatz zu den anderen Verbindun-
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Abb. 4.19 – Temperaturabhängigkeit der Linienbreiten von Pb2VO(PO4)2 zusam-
men mit Anpassungen der Daten. Auf der linken Seite sind die Daten und Fits in
halb-logarithmischer Auftragung gezeigt, rechts davon jeweils in unterschiedlicher, der
Fitfunktion angepasster Darstellung, damit der kritische Anstieg von ∆B linear sichtbar
wird. Oben: Kosterlitz-Thouless Gl. 2.56, Mitte: klass. krit. Potenzgesetz Gl. 2.52 Unten:
S = 1/2-2D-Heisenberg AFM Gl. 2.55.
gen, möglich auch die Daten bei 34 GHz auszuwerten. Wie auch in SrZnVO(PO4)2
und BaCdVO(PO4)2 zeigen die Fits eine gute bis sehr gute Überstimmung mit
den Daten, in vielen Fällen sogar ohne eine Zufügung der nicht kritischen Anteile
zur Linienbreite. Eine ausführliche Diskussion der Fit-Ergebnisse und Vergleich
mit den anderen Verbindungen findet sich im folgenden Kapitel.
4.4 Zusammenfassung der ESR in den
frustrierten Quadratgittern
In vorangegangenen Kapiteln wurden die Ergebnisse der ESR-Untersuchungen in
den geschichteten Vanadiumphosphaten SrZnVO(PO4)2, BaCdVO(PO4)2 sowie
Pb2VO(PO4)2 vorgestellt. Diese drei Verbindungen gelten als Realisation der
frustrierten Quadratgitter mit ferromagnetischer Wechselwirkung zum nächsten
Nachbarn. Viele ihrer Eigenschaften wie die magnetische Suszeptibilität und die
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spezifische Wärmekapazität können aus diesem Grund mit dem J1-J2-Modell und
seiner Hochtemperaturentwicklung [156] beschrieben werden (siehe Kapitel 1.3
und 4.1).
Die ESR in allen drei Verbindungen hat ihrem Ursprung in den V4+-Ionen,
welche sich in einer pyramidalen Sauerstoffumgebung befinden. Die beobachte-
ten g-Faktoren sind typisch für diese Konfiguration und entsprechen denen in
anderer V4+-Verbindungen (Sr2V3O9 [163], NaV2O5 [164]). Leider konnten nur
für Pb2VO(PO4)2 einkristalline Proben untersucht werden, was eine genaue Un-
tersuchung der Anisotropie von SrZnVO(PO4)2 und BaCdVO(PO4)2 verhinderte.
Da alle Proben eine sehr ähnliche Kristallstruktur haben und auch die direkte
Umgebung der Vanadiumatome vergleichbar ist, kann man mit einem Vergleich,
der aus den Pulverspektren ermittelten g-Faktoren mit denen der Einkristal-
le eine Zuordnung zu einer Magnetfeldorientierung treffen. In Abb. 4.20 sind
deshalb noch einmal die Temperaturabhängigkeit der g-Faktoren aller Verbin-
dungen aufgetragen. Die g-Faktoren der als Linie 2 bezeichneten Anteile der
Pulverspektren von SrZnVO(PO4)2 und BaCdVO(PO4)2 stimmen sehr gut mit
dem für die Orientierung B⊥(ab) bestimmten Wert von Pb2VO(PO4)2 überein.
Wird das externe Magnetfeld parallel zu den [VOPO4]-Ebenen angelegt, beob-
achtet man in Pb2VO(PO4)2 einen größeren g-Faktor und die Werte der Linie
1 von SrZnVO(PO4)2 fallen mit den für B‖a und B‖b gemessenen Werten von
Pb2VO(PO4)2 zusammen. Linie 1 von BaCdVO(PO4)2 zeigt dagegen einen etwas
geringeren g-Faktor. Die Ursache für diesen Unterschied ist wahrscheinlich in der
unterschiedlich ausgeprägten Welligkeit der [VOPO4]-Ebenen zu suchen. Letztere
ist in BaCdVO(PO4)2 deutlich geringer als in SrZnVO(PO4)2 und Pb2VO(PO4)2,
welche beide eine ähnliche Welligkeit besitzen (vgl. Abb. 4.1 und [31]).
Die g-Faktoren zeigen über weite Temperaturbereiche keine oder eine nur sehr
geringe Temperaturabhängigkeit, was in Anbetracht der großen Kristallfeldaufspal-
tung der t2g-Zustände und der dagegen sehr kleinen Austauschwechselwirkung in
diesen Systemen den Erwartungen entspricht. Erst in der Nähe und unterhalb der
magnetischen Phasenübergänge werden teilweise sehr deutliche g-Verschiebungen
sichtbar, welche auf die sich aufbauenden internen Felder zurückgeführt werden
können. Die geringe Anisotropie zusammen mit der Verschiebung der g-Faktoren
bei tiefen Temperaturen sorgt leider dafür, dass sich in den polykristallinen Proben
die Signale der beiden Feldorientierungen zu sehr überlappen, und damit in der
Nähe des Phasenübergangs keine Anpassung der Pulverspektren mehr möglich
ist.
Auch die Linienbreiten ändern sich über weite Bereiche der Temperaturskala
für alle Verbindungen in ähnlicher Weise. Anders als die g-Faktoren zeigen sie
Änderungen auch weit oberhalb von TN: bei ca. 20 K nimmt der Anstieg der Tempe-
raturabhängigkeit der Linienbreite deutlich zu und ∆B steigt bei der Annäherung
an TN bis auf 100 mT. Dieses Verhalten ist typisch für 2D-Systeme und wird z.B.
auch in K2MnF4 [80], BaNi2(PO4)2 [20], BaNi2V2O8 [108] oder (H,Li,Na)CrO2 [24]
118
4.4 Zusammenfassung der ESR in den frustrierten Quadratgittern
1 0 2 0 3 0 4 0 5 0
1 . 9 2
1 . 9 4
1 . 9 6
1 . 9 8
3 4  G H z
S r Z n  L i n i e  1  P b 2  B | | a P b 2  B | | b
S r Z n  L i n i e  2 B a C d  L i n i e  2 P b 2  B ⊥ ( a b )
 
 




T  ( K )
Abb. 4.20 – Vergleich der Temperaturabhängigkeit der g-Faktoren der AA’VO(PO4)2-
Verbindungen zwischen 10 und 50 K bei 34 GHz.
beobachtet. In Pb2VO(PO4)2 und BaCdVO(PO4)2 sinkt ∆B mit steigender Tem-
peratur leicht und zeigt im Gegensatz zu SrZnVO(PO4)2 kein Minimum. Oberhalb
dieses Minimums lässt sich die Linienbreite von SrZnVO(PO4)2 sehr gut mittels
Gl. 2.37 (Orbach-Prozeß) anpassen, was darauf hinweist, dass Phononen für die
Relaxation wichtig werden. Die durch den Fit bestimmte Kristallfeldaufspaltung
liegt mit 2000-3000 K in der für diese Systeme zu erwarteten Größenordnung.
Eine genauere Bestimmung erfordert allerdings Messungen bei Temperaturen
deutlich über 500 K.
Um die für die ESR in den untersuchten Verbindungen relevanten Wechselwir-
kungen abzuschätzen, wurden die Beiträge der Dipol-Dipol und der anisotropen
Wechselwirkungen bestimmt (vgl. Kapitel 2.1.4 und Kapitel 2.3). Es stellt sich da-
bei heraus, dass die Beiträge der beiden anisotropen Austauschwechselwirkungen
zu ∆B mehrere Größenordnungen zu klein sind. Die Linienbreite wird, abgesehen
von der Divergenz am Phasenübergang, allein durch die Dipol-Dipol-Wechselwir-
kung bestimmt. Man findet für letztere ∆B ≈ 3 mT in guter Übereinstimmung
mit den Linienbreiten der drei untersuchten Systeme bei hohen Temperaturen.
Um zu untersuchen, ob eine Frequenzabhängigkeit der Linienbreiten existiert,
sind diese in Abb. 4.21 als Funktion der Frequenz dargestellt. Damit ein Vergleich
zwischen den verschiedenen Proben möglich ist, sind jeweils die Mittelwerte der
Linienbreiten aus der Anpassung der Spektren mit der Pulverfitfunktion und
der Mittelwert der über alle Orientierungen der Pb2VO(PO4)2-Einkristalle bei
100 K aufgetragen. Besonders der Vergleich der poly- und einkristallinen Proben
von Pb2VO(PO4)2 miteinander ist hier interessant, denn die Daten des Pulverfits
zeigen eine deutlich stärkere Verbreiterung der Linienbreite als die Einkristallda-
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Abb. 4.21 – Frequenzabhängigkeit der Linien-
breite der AA’VO(PO4)2-Verbindungen bei 100 K.
Dargestellt ist jeweils der Mittelwert über alle
Magnetfeldorientierungen.
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ten. Da die Probenqualität vergleichbar ist, muss man davon ausgehen, dass der
Pulverfit bei 34 GHz ∆B leicht überschätzt. Somit ist in allen drei Verbindungen
nur eine geringe Frequenzabhängigkeit in dem untersuchten Bereich zu beobachten
und inhomogene Verbreiterungseffekte sind klein.
4.4.1 Analyse der Linienbreitendivergenz am
Phasenübergang
Durch eine Analyse der Divergenz der Linienbreite kurz oberhalb von TN lassen sich
entscheidende Aussagen über die Art des Phasenübergangs treffen. Da es für das J1-
J2-Modell keine theoretische Vorhersagen über das Verhalten der ESR-Linienbreite
(wie z.B. in Tab. 2.1) beim Phasenübergang gibt, wurde die kritische Divergenz
mit verschiedenen Vorhersagen für andere Modelle angepasst. Die Ergebnisse
dieser Anpassung und die dabei ermittelten Parameter werden im Folgenden
vorgestellt. Für die Fits wurden ein Potenzgesetz (Gl. 2.52), das die Verbreiterung
durch die kritischen Fluktuationen am Phasenübergang berücksichtigt, sowie die
Formeln von Chakravarty [105] und Lazuta [106] (Gl. 2.53-2.55), die für die ESR
in einem 2D-Heisenberg Antiferromagneten entwickelt wurden, benutzt. Da in
den verschiedenen Verbindungen auch Hinweise auf ein XY-Verhalten gefunden
wurde (siehe Kapitel 4.1, S.102), sind die Daten auch mit Gl. 2.56 gefittet worden,
welche einen Kosterlitz-Thouless-Übergang annimmt.
Anpassung mit einen Potenzgesetz
Die Ergebnisse der Anpassung mit Gl. 2.52 sind in Tab. 4.2 zusammengefasst. Wie
man auch am Bestimmtheitsmaß R2 sehen kann, beschreiben die Potenzgesetze die
Daten sehr gut, allerdings stimmen die ermittelten kritischen Exponenten nur in
zwei Fällen mit einem der in Tab. 2.1 angebenden Werte überein und variieren sehr
stark zwischen den verschiedenen Verbindungen. Die Ursache für die verschiedenen
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Tabelle 4.2 – Zusammenfassung der Fitergebnisse von ∆B(T ) mit Gl. 2.52 in den
AA’VO(PO4)2-Verbindungen. Bei der Anpassung war TN kein Fitparameter.
Verbindung Orientierung fMw(GHz)
klass. Krit. Verhalten Gl. 2.52
p R2
SrZnVO(PO4)2
Linie 1 9.4 1.41±0.01 0.9992Linie 2 1.41±0.02 0.9935
BaCdVO(PO4)2
Linie 1 9.4 0.56±0.02 0.9952Linie 2 1.04±0.02 0.9952
Pb2VO(PO4)2







Exponenten könnten in einem zu großen Abstand vom Phasenübergang begründet
sein, denn nur für die Messung der Pb2VO(PO4)2-Einkristalle bei 34 GHz war
es möglich die ESR-Spektren bis zu TN und darunter hinaus auszuwerten. Es ist
aber durchaus möglich, dass man aufgrund der Temperaturauflösung nicht nah
genug an TN messen kann, um den korrekten kritischen Exponenten zu bestimmen,
denn dieser kann auch vom Abstand zum Phasenübergang abhängen. So ändert
sich der Exponent in mit 2% Fe dotiertem K2MnF4 von 2.5 bei der reduzierten
Temperatur Θ = 1 zu 0.6 bei Θ = 0.1 [80].
Anpassung mit der Divergenz im 2D-Heisenberg Antiferromagneten
Nach den Vorhersagen für einen 2D-Heisenberg Antiferromagneten von Chakravar-
ty [105] und Lazuta [106] hängt die Linienbreite besonders von der Spinsteifigkeit
ρs und dem Verhältnis der antiferromagnetischen Korrelationslänge zum Ab-
stand der Spins ab (siehe Kapitel 2.6). Die Anpassungen wurden mit den drei
Gleichungen 2.53-2.55 durchgeführt, wobei alle eine gute bis sehr gute Überein-
stimmung mit den Daten zeigen. Tab. 4.3 enthält die Werte mit dem jeweils
größten Bestimmtheitsmaß R2 zusammen mit den aus dem Fit ermittelten Spin-
steifigkeiten. Um letztere zu überprüfen, wurden die Spinsteifigkeiten mit Hilfe
der von Shannon et al. [30] berechneten Suszeptibilität und den Spinwellenge-
schwindigkeiten vs über die Relation χ⊥ = ρs/v2s abgeschätzt (siehe [30] Abschnitt
2.2.3). Man erhält für SrZnVO(PO4)2 ρs = 3.8 K, für BaCdVO(PO4)2 ρs = 1.2 K
und für Pb2VO(PO4)2 ρs = 4.4 K. Wenn auch der Vergleich mit Tab. 4.3 nur
eine mäßige Übereinstimmung der Spinsteifigkeiten zeigt, wird dennoch der Trend
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Tabelle 4.3 – Zusammenfassung der Fitergebnisse von ∆B(T ) mit Gl. 2.53-2.55 in
den AA’VO(PO4)2-Verbindungen. Es wurden Anpassungen mit allen drei Gleichungen
durchgeführt. Die Tabelle enthält die Werte mit dem jeweils größten Bestimmtheitsmaß
R2.
Verbindung Orientierung fMw(GHz)
2D AFM Fit Gl. 2.53-2.55
ρs (K) R2 Gl.
SrZnVO(PO4)2
Linie 1 9.4 4.00±0.04 0.99412 2.55
Linie 2 3.32±0.04 0.99262 2.55
BaCdVO(PO4)2
Linie 1 9.4 0.41±0.02 0.99652 2.53
Linie 2 0.29±0.01 0.99606 2.53
Pb2VO(PO4)2
B⊥(ab) 9.4 3.63±0.08 0.99 2.55




B‖b 2.47±0.16 0.98854 2.55
B⊥(ab) 4.58±0.38 0.97866 2.55
zwischen den Verbindungen gut reproduziert. Man muss bei der Bewertung aber
auch beachten, dass Chakravarty et al. und Lazuta bei ihren Berechnungen von
einem unfrustrierten antiferromagnetischen Heisenbergmodell ausgehen, die un-
tersuchten Verbindungen aber frustrierte Systeme mit ferromagnetischen und
antiferromagnetischen Wechselwirkungen sind.
Anpassung mit der Divergenz am Kosterlitz-Thouless-Übergang
Die Bewegung der Vortizes in der Ebene sorgt für eine Vergrößerung der Linien-
breite, welche von der Korrelationslänge der Vortizes untereinander abhängt (siehe
Kapitel 2.6 und Kapitel 1.3.1). Wie man in Tab. 4.4 sieht, beschreiben auch die
Anpassungen mit Gl. 2.56 die Daten von SrZnVO(PO4)2 und Pb2VO(PO4)2 sehr
gut. Für Linie 2 von BaCdVO(PO4)2 konnte eine gute Übereinstimmung, aber
nur durch Verringerung des Exponenten des Nenners von Gl. 2.56 von 0.5 auf 0.1,
erreicht werden. Bisher gibt es aber keine theoretischen Modelle, die diesen kleinen
Wert erklären könnten. Ein Exponent von ≈ 0.4 wird zwar für die sogenannten
Z2-Vortizes vorhergesagt, diese treten aber nur für Antiferromagneten auf einem
Dreiecksgitter auf [165]. Der bestimmte Wert von TKT ist für beide Linien von
BaCdVO(PO4)2 entweder zu groß oder viel zu klein. Nach [27] und [28] sollte
TKT ≈ 0.85TN sein, was für die beiden anderen Verbindungen erfüllt ist. Die
Einkristalle von Pb2VO(PO4)2 zeigen eine besonders gute Übereinstimmung mit
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Tabelle 4.4 – Zusammenfassung der Fitergebnisse von ∆B(T ) mit Gl. 2.56 in den
AA’VO(PO4)2-Verbindungen.
Verbindung Orientierung fRes Kosterlitz-Thouless Fit Gl. 2.56(GHz) TKT(K) TKT/TN R2
SrZnVO(PO4)2
Linie 1 9.4 2.39±0.02 0.89 0.99959Linie 2 2.12±0.04 0.79 0.99417
BaCdVO(PO4)2
Linie 1 9.4 0.002 0.002 0.99559Linie 2a 2.0±0.2 2 0.99175
Pb2VO(PO4)2 b
B⊥(ab) 9.4 3.23±0.02 0.92 0.99737




B‖b 2.25±0.02 0.64 0.98842
B⊥(ab) 3.12±0.04 0.89 0.99306
a Um ∆B von Linie 2 von BaCdVO(PO4)2 zu fitten, musste der Exponent des Nenners
von Gl. 2.56 auf 0.1 geändert werden.
b Alle Anpassungen für Pb2VO(PO4)2 mit Gl. 2.56 wurden ohne einen nicht-kritischen
Beitrag zu ∆B durchgeführt.
Gl. 2.56, denn für den Fit war es nicht, wie für die anderen Verbindungen und
Anpassungen, nötig, einen unkritischen Beitrag der Linienbreite zur Fitgleichung
hinzuzufügen.
Zusammenfassend lässt sich sagen, dass die Divergenz der Linienbreite von
SrZnVO(PO4)2 und Pb2VO(PO4)2 am besten durch einen Kosterlitz-Thouless
Übergang beschrieben wird, der bei ca. 0.9 TN stattfindet. Dies ist allerdings im
Widerspruch zu den anderen Größen wie Suszeptibilität und spezifische Wärme,
die sehr gut mit den Vorhersagen des J1-J2-Modells übereinstimmen, welches
voraussetzt, dass alle drei Spinkomponenten wechselwirken. Im XY-Modell wech-
selwirken dagegen nur die zwei Spinkomponenten in der Ebene. Es konnte aber
gezeigt werden, dass in quasi-2D-Systemen eine schwache Anisotropie in der Ebe-
ne ausreicht, um einen Übergang von Heisenbergsymmetrie zur XY-Symmetrie
zu induzieren [160, 166]. Dieser Crossover findet in der Regel etwas oberhalb
von TN statt. Die Tatsache, dass sich die Momente in den Ebenen Pb2VO(PO4)2
entlang der b-Achse anordnen, zeigt, dass solch eine Anisotropie existiert und
damit auch der angesprochene Symmetrieübergang. Dieses Szenario wäre zudem
auch in der Lage, die in der NMR und µSR [158, 161, 159] beobachteten kritischen
Exponenten des Ordnungsparameters zu erklären. Sollten sich diese Annahmen
weiter bestätigen, wären Pb2VO(PO4)2 und SrZnVO(PO4)2 die ersten Verbin-
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dungen mit einem Quadratgitter bei denen ein Kosterlitz-Thouless-Übergang
nachgewiesen wurde. Allerdings ist bisher nicht klar, ob und welchen Einfluss die
Frustration auf das Crossoververhalten hat, denn es gibt bisher keine Vorhersagen
des J1-J2-Modells über das Verhalten der magnetischen Relaxation oder den
kritischen Fluktuationen bei TN.
Die Ergebnisse der ESR von BaCdVO(PO4)2 unterscheiden sich von denen der
anderen Systeme. Die Anisotropie der g-Faktoren ist etwas kleiner und das Tem-
peraturverhalten der Linienbreite lässt sich nicht mit einem Kosterlitz-Thouless
Szenario beschreiben. Ob dies in der stärkeren Frustration oder der geringeren
Welligkeit der [VOPO4]-Ebenen begründet ist, lässt sich nicht abschließend klären,
da leider keine Einkristalle zur Verfügung standen. Außerdem ist TN in dieser
Verbindung zu weit außerhalb des Temperaturbereiches des ESR-Spektrometers,





Es existieren nur wenige Beispiele für schwach magnetische Metalle, aber man
findet in diesen Systemen wie z.B. ZrZn2, MnSi oder Ni3Al/ Ni3Ga eine Fülle
von interessanten und bisher unverstandenen physikalischen Eigenschaften. In
diesem Zusammenhang ist das Verhalten dieser Verbindungen beim Unterdrücken
des Magnetismus durch Druck oder Dotierung besonders interessant. So zeigen
Theoretische Analysen [54, 55], dass sich bei einem Quantenphasenübergang von
einem itineranten paramagnetischen Zustand zu einer ferromagnetischen Ordnung
eine Vielzahl von exotischen Phasen bilden können. Das Phasendiagramm von
Nb1-yFe2+y zeigt wahrscheinlich die Auswirkungen eines solchen Quantenphasen-
übergangs.
Da in Nb1-yFe2+y keine lokalen Momente existieren, wird die ESR direkt an
den itineranten Elektronen beobachtet und lässt sich auch nur als Leitungselek-
tronenspinresonanz (LESR) verstehen, weil die beobachteten Eigenschaften der
Resonanz deutlich von einer ESR lokaler Momente in Metallen abweichen. Da die
Auswertung der ESR-Parameter eine detaillierte Kenntnis der Bandstruktur erfor-
derte, wurden auch eigene Bandstrukturrechnungen für das System durchgeführt.
Die untersuchten polykristallinen Proben wurden von Daniel Grüner am MPI
CPfS, sowie Rafik Balou am Institut Néel in Grenoble [167, 168] hergestellt. Ein-
kristalline Proben wurden von Andreas Neubauer an der TU München gezüchtet
[169].
5.1 Das magnetische Phasendigramm von
Nb1-yFe2+y
Nb1-yFe2+y gehört zu den sogenannten Laves-Phasen1 und kristallisiert in der
hexagonalen C14 Struktur (P63/mmc). Wie man in Abb. 5.1 sieht, existieren 2
1Die Laves-Phasen sind intermetallische Verbindungen mit einer Zusammensetzung AB2. Die
Kristallstrukturen repräsentieren tetraedrisch dicht gepackte Strukturen der Metallatome A
und B.
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Abb. 5.1 – Kristallstruktur der C14-Lavesphase Nb1-yFe2+y (P63/mmc). Die Fe-Atome
auf der (2a)-Position sind rot, die auf der (6h)-Position grau dargestellt.
Positionen für die Fe-Atome und die Einheitszelle enthält insgesamt 8 Fe-Atome,
von denen sich 2 auf der (2a)-Position und 6 auf der (6h)-Position befinden.
Die Eisenatome auf den (6h)-Positionen bilden außerdem Ebenen mit einer
Kagomestruktur aus.
Innerhalb des schmalen Homogenitätsbereichs der C14-Phase von Nb1-yFe2+y,
welcher von y=-0.06 bis y=0.04 reicht, findet man mehrere magnetische Pha-
senübergänge. Der Magnetismus in diesem System hat seinen Ursprung in den
Leitungselektronen. Dies wird vor allem an dem sehr kleinem geordneten Moment
von ≈ 0.03µB/Fe deutlich [168]. Zum Vergleich: ein lokales Fe-Moment erreicht
ca. 2.2µB/Fe. Auch das aus Curie-Weiss Fits der Suszeptibilität bestimmte fluktu-
ierende Moment ist mit ≈ 1 µB viel größer als das geordnete Moment [168]. Ein
weiterer Fakt, der für eine Ordnung der itineranten Ladungsträger spricht, ist,
dass die Magnetisierung auch bei sehr hohen magnetischen Feldern von bis zu
60 T nicht sättigt [170].
An den Rändern der Fe- und der Nb-reichen Bereiche im Phasendiagramm
befindet sich jeweils eine ferromagnetische Phase mit unterschiedlicher Ausprägung
(blaue Bereiche in Abb. 5.2). So erreicht TC bei y = −0.06 30 K und bei y = 0.04
72 K. Außerdem ist die remanente Magnetisierung für y = 0.04 doppelt so groß
wie für y = −0.06. Transportmessungen und thermodynamische Größen der
Fe-reichen Proben zeigen ein LFF-Verhalten bei tiefen Temperaturen [168].
Zwischen den beiden ferromagnetischen Phasen existiert eine magnetische
Ordnung, die höchstwahrscheinlich vom Spindichtewellen (SDW)-Typ ist. Die
genaue Natur dieser Phase ist noch nicht abschließend geklärt. Mit inelastischer
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Abb. 5.2 – Magnetisches Phasendiagramm von Nb1-yFe2+y. Die schwarzen Pfeile zeigen
die Zusammensetzung der untersuchten polykristallinen Proben, die grünen Pfeile die
der untersuchten Einkristalle (aus [167, 168]).
Neutronenstreuung konnte bisher kein magnetischer Ordnungsvektor ausgemacht
werden. Ein Spin-Glasübergang, Superparamagnetismus sowie Domäneneffekte
in einem Ferromagneten konnten aber ausgeschlossen werden [170]. Nach dem
aktuellen Stand der Untersuchungen sind die wahrscheinlichsten Möglichkeiten für
die Art der magnetischen Ordnung ein einfacher Antiferromagnetismus oder eine
helikale Ordnung, beide mit einem sehr kleinen magnetischen Moment. Allerdings
sind noch andere Phänomene, wie Multiple-~q-Strukturen [56] oder eine nematische
Ordnung wie man sie z.B. in Sr3Ru2O7 beobachtet [171], möglich, da sich viele
Eigenschaften in Nb1-yFe2+y und den zuvor genannten Systemen bzw. Theorien
ähneln [170]. Sollten sich die helikale Ordnung oder die Multiplen-~q-Strukturen als
richtig herausstellen, wäre diese SDW-Phase eine Bestätigung für die Vorhersagen
von Belitz et al. [54] und Conduit et al. [56]. Danach ist diese SDW-Phase eine
Folge eines Quantenphasenübergangs (T=0 K) von einer paramagnetischen zu
einer ferromagnetischen Phase. Das in einer leicht Nb-reichen Probe (y=-0.01)
beobachtete T 3/2-Verhalten des elektrischen Widerstands und die gleichzeitige
logarithmische Divergenz der spezifischen Wärme (cel/T ) [167] befinden sich auch
im Einklang mit einem angenommenen ferromagnetischen QKP. Außerdem wird
in diesen Proben ein sehr großer Stoner-Faktor von ca. 180 beobachtet [167], was
ein Indiz für die Nähe zu einer ferromagnetischen Instabilität ist.
Viele Beobachtungen deuten also darauf hin, dass man im Phasendiagramm
von Nb1-yFe2+y die Auswirkungen eines ferromagnetischen QKP beobachten kann.
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Abb. 5.3 – Intensität IESR der LESR von Nb1-yFe2+y mit y=0.008 zusammen mit der
Suszeptibilität χ bei 9.4 GHz.
5.2 LESR in polykristallinen Nb1-yFe2+y
Die ESR wurde sowohl an polykristallinen Proben als auch an Einkristallen
untersucht. Aus dem Nb-reichen bzw. Fe-reichen ferromagnetischen Bereichen
des Phasendiagramms wurde jeweils eine polykristalline Probe ausgewählt. Der
interessantere SDW-Bereich wurde mit 2 polykristallinen Proben und 3 Ein-
kristallen abgedeckt. Die untersuchten Proben sind in Abb. 5.2 mit schwarzen
(polykristallin) und grünen (Einkristalle) Pfeilen gekennzeichnet.
Alle untersuchten Proben zeigen eine ESR, teils über weite Temperaturbereiche
(4-300 K). Da besonders in Fe-Verbindungen ESR-aktive Fremdphasen entstehen
können, ist die Qualität und Phasenreinheit der Proben besonders wichtig. Die
untersuchten Proben wurden auch nach diesem Kriterium ausgewählt. Wie sich
in den nächsten Kapiteln zeigen wird, ist das beobachtete Verhalten der ESR in
Nb1-yFe2+y nicht mit der Resonanz von Fremdphasen erklärbar. Man beobachtet
also intrinsische Eigenschaften der Proben. So folgt auch die Intensität der ESR
IESR, außerhalb der kritischen Bereiche der Phasenübergänge, für alle Proben
stets der magnetischen Suszeptibilität. In Abb. 5.3 ist dies exemplarisch für die
polykristalline Probe mit y=0.008 dargestellt.
5.2.1 Proben mit ferromagnetischer Ordnung
In Abb. 5.4 werden typische Spektren der beiden ferromagnetischen Proben mit
y=-0.035 (TC =14.5 K) und y=0.04 (TC =72 K) für verschiedene Temperaturen bei
9.4 GHz gezeigt. In der paramagnetischen Phase zeigen beide eine lorentzförmige
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Abb. 5.4 – Typische ESR-Spektren der ferromagnetischen Proben mit y=0.04 (TC
=72 K, oben) und y=-0.035 (TC =14.5 K, unten) für verschiedene Temperaturen. Die
Spektren wurden bei 9.4 GHz aufgenommen. Oberhalb von TC zeigen sich zusätzliche
Strukturen (Pfeile). Die gestrichelten roten Linien zeigen jeweils einen Fit mit Gl. 2.12.
Die Struktur bei 0.33 T wird vom Resonator verursacht.
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Abb. 5.5 – Temperaturabhängigkeit der Linienbreite (oben) und des g-Faktors (unten)
für y=0.04 und y=-0.035 bei 9.4 GHz. Die durchgezogenen blauen Linien sind ein Fit
mit Gl. 2.52. Die gestrichelten Linien markieren die Curie-Temperaturen TC der Proben.
Resonanz, die sich sehr gut mit Gl. 2.12 anpassen lässt. Die Linienform oberhalb
von TC ist sehr symmetrisch. Daraus lässt sich ableiten, dass die Korngröße der
Proben kleiner als die Eindringtiefe der Mikrowelle bei 9.4 GHz ist.
Die Einflüsse des Ferromagnetismus auf die Spektren sind ähnlich, wie für die
in Kapitel 3 vorgestellten ferromagnetischen Ce-Verbindungen (vgl. Abb. 3.15
und 3.26). Die ESR-Spektren zeigen ein starke Verschiebung und bei TC wer-
den zusätzliche Resonanzmoden sichtbar. Diese beiden Fakten erschweren die
Anpassung der Spektren und verhindern eine Auswertung der ESR-Parameter
unterhalb von 81 K (y=0.04) bzw. 21 K (y=0.035). Außerdem verursacht die
spontane Magnetisierung einen starken Anstieg von dPabs/dB bei kleinen Feldern
unterhalb von TC.
Die Temperaturabhängigkeiten der Linienbreite ∆B und des g-Faktors sind in
Abb. 5.5 dargestellt. In beiden Proben findet man ein ähnliches Verhalten der
beiden Parameter. Die Linienbreite steigt mit sinkender Temperatur linear an, um
dann nahe TC zu divergieren. Diese Divergenz lässt sich mit einem Potenzgesetz
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Abb. 5.6 – Typische ESR-Spektren der antiferromagnetischen Proben mit y=0.01
(TN =22 K, TC =14 K, oben) und y=0.008 (TN =14.5 K, unten) für verschiedene
Temperaturen. Die Spektren wurden bei 9.4 GHz aufgenommen. Oberhalb von TC
zeigen sich für y=-0.01 zusätzliche Strukturen (Pfeile). Die gestrichelten roten Linien
zeigen jeweils einen Fit mit Gl. 2.12. Die Struktur bei 0.33 T wird vom Resonator
verursacht.
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Abb. 5.7 – Temperaturabhängigkeit der Linienbreite (oben) und des g-Faktors (unten)
für y=0.01 (TN =22 K, TC =14 K) und y=0.008 (TN =14 K) bei 9.4 GHz. Die durch-
gezogenen blauen Linien sind ein Fit mit Gl. 2.52. Die gestrichelten Linien markieren
die Temperaturen der Phasenübergänge der einzelnen Proben, wobei für y=0.01 nur
TN eingezeichnet wurde. Das Inset zeigt ∆B von y=0.008 als Funktion des elektrischen
Widerstandes.
(siehe Gl. 2.52) beschreiben, wobei die Übereinstimmung mit dieser Fitformel bei
der Nb-reichen Probe besser ist. Man findet für die Probe mit y=-0.035 einen
kritischen Exponenten p von 2.8 und für die Probe mit y=0.04 p = 1. Der g-Faktor
der Fe-reichen Probe ist oberhalb von 100 K nahezu temperaturunabhängig mit
einem Wert von 2.10±0.06. Unterhalb dieser Temperatur steigt der Wert stark mit
der Annäherung an TC an. Der g-Faktor der Nb-reichen Probe zeigt ein ähnliches
Verhalten, ist aber bei hohen Temperaturen leicht größer (g = 2.13± 0.06).
5.2.2 Proben mit SDW-Ordnung
Die Spektren der polykristallinen Proben mit SDW-Ordnung sind in Abb. 5.6
dargestellt. In der paramagnetischen Phase lassen sich die Signale beider Proben
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sehr gut mit einer Lorentzfunktion (Gl. 2.12) fitten. Der Übergang zur SDW-Phase
erfolgt für die Probe mit y=0.01 bei 22 K und bei 14 K wird diese dann ferro-
magnetisch. Wie auch bei den anderen ferromagnetischen Proben von Nb1-yFe2+y
tauchen hier zusätzliche Strukturen oberhalb der kritischen Temperatur des
Phasenübergangs auf (siehe schwarze Pfeile in Abb. 5.6). Die Auswertung der
Spektren ist dadurch unterhalb von 18 K nicht möglich. Ein starker Anstieg
von dPabs/dB bei kleinen Feldern unterhalb von TC kann in der Probe mit
y=0.01 nicht beobachtet werden. In der Probe mit y=0.008 zeigt sich die SDW-
Ordnung erst unterhalb von 14 K und zeigt damit eine Diskrepanz zur der
aus den Gitterparametern bestimmten Stöchiometrie [168]. Bestimmt man die
Zusammensetzung nach der magnetischen Ordnung, müsste diese y ≈ 0.004
betragen. Auch hier ändert sich die Linienform deutlich mit der einsetzenden
Ordnung.
Das Temperaturverhalten der Linienbreite ∆B und des g-Faktors ist für beide
Proben in Abb. 5.7 dargestellt. Wie auch bei den ferromagnetischen Proben steigt
die Linienbreite bei hohen Temperaturen linear mit fallender Temperatur und
geht dann in der Nähe des Phasenübergangs in ein Potenzgesetz über. Ein Fit
mit Gl. 2.52 liefert für y=0.01 einen kritischen Exponenten von p = 1.1 und für
y=0.008 p = 0.5. Kurz oberhalb von TN beobachtet man in beiden Proben ein
Maximum in der Linienbreite.
Die Werte der g-Faktoren sind vergleichbar mit den ferromagnetischen Proben.
Beide zeigen oberhalb von 100 K nahezu keine Temperaturabhängigkeit und
man findet für y=0.01 g = (2.13 ± 0.06) und für y=0.008 g = (2.10 ± 0.06).
Sie steigen mit sinkender Temperatur an und für y=0.01 beobachtet man ein
Maximum und ein Minimum unterhalb von 50 K, deren Ursache wahrscheinlich
in der Überlagerung des LESR-Signals mit den in den Einkristallen beobachteten
zusätzlichen Signalen (siehe Kapitel 5.4.1) zu suchen ist.
5.2.3 Zusammenfassung polykristalline Proben
Vergleicht man die Eigenschaften der ESR in Nb1-yFe2+y mit anderen schwach
magnetischen Metallen wie ZrZn2 [172] oder TiBe2 [102] fällt auf, dass die Li-
nienbreite in Nb1-yFe2+y eine Größenordnung breiter ist. Einzig MnSi hat eine
vergleichbare Linienbreite [173]. Der Vergleich mit MnSi ist besonders interessant,
da auch für Nb1-yFe2+y eine helikale Ordnung diskutiert wird. Es ist daher möglich,
dass die in den antiferromagnetischen Proben beobachteten zusätzlichen Reso-
nanzen und Veränderungen der Linienform unterhalb TN auf den Einfluss einer
helikalen Ordnung zurückzuführen sind. So beobachtet man z.B. beim kritischen
Feld der konischen Phase von MnSi ein Signal im ESR-Experiment [173]. Eine
genaue Analyse ist aber nur mit Hilfe von orientierten Einkristallen möglich und
wird bei der Behandlung der Messungen an diesen in Kapitel 5.4 vorgenommen.
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Abb. 5.8 – Vergleich der Temperaturabhängigkeiten des spezifischen elektrischen Wi-
derstands und der Linienbreite der ESR für y=0.008.
Die Werte der g-Faktoren bei hohen Temperaturen von g ≈ 2.1 sind für eine
LESR zu erwarten. Ungewöhnlich ist allerdings die beobachtete Verschiebung
des ESR-Signals oberhalb der magnetischen Ordnung. Diese ist trotz der ge-
ringen Magnetisierung in Nb1-yFe2+y in der selben Größenordnung wie sie z.B.
bei elementarem Ni [139] beobachtet wird. Auch die Temperaturabhängigkeit
der Linienbreite zeigt ein ungewöhnliches Verhalten. So steigt ∆B in allen un-
tersuchten Proben im gesamten Temperaturbereich oberhalb der magnetischen
Ordnung mit sinkender Temperatur an. Nach der Elliot-Yafet-Theorie für die
LESR (vgl. Kapitel 2.5.2) würde man aber erwarten, dass die Linienbreite dem
mit der Temperatur sinkendem elektrischen Widerstand folgt. Um dies zu verdeut-
lichen ist in Abb. 5.8 noch einmal die Linienbreite sowie der spezifische elektrische
Widerstand der Probe mit y=0.008 gezeigt. Wie man deutlich sieht, verhalten
sich die beiden Größen entgegengesetzt, während der Widerstand sinkt, steigt
∆B an. Eine angenommene ESR von einer Fe-Verunreinigung oder Fremdphase
kann dieses Verhalten nicht erklären, da man auch hier eine mit der Temperatur
sinkende Linienbreite erwarten würde (vgl. [83]).
Auch der Betrag der Linienbreite lässt sich nicht mit der Elliot-Yafet-Theorie
begründen. Nutzt man Gl. 2.46 und 2.47 zur Abschätzung der Linienbreite und
berücksichtigt außerdem die von Walsh et al. [103] eingeführte Verschmälerung
aufgrund der Stoner-Verstärkung, ist die damit bestimmte Linienbreite zwei
Größenordnungen zu groß.
Diese beiden zuletzt genannten Fakten lassen sich wahrscheinlich mit Hilfe
der verallgemeinerten Elliot-Yafet Theorie erklären. Um zu überprüfen, ob diese
Theorie auf Nb1-yFe2+y anwendbar ist, benötigt man allerdings eine detaillierte
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Kenntnis der Bandstruktur dieses Systems. Die dafür notwendigen Rechnungen
und die Anwendung der Theorie werden im nächsten Kapitel erläutert.
5.3 Bandstruktur und verallgemeinerte
Elliot-Yafet-Theorie in NbFe2
Wie im vorherigen Kapitel erläutert, ist die Frage, ob die verallgemeinerte Elliot-
Yafet-Theorie auf Nb1-yFe2+y anwendbar ist, nur mit einer detaillierten Kenntnis
der Bandstruktur zu beantworten. Die bisher veröffentlichen Bandstrukturrech-
nungen [174, 175, 176] reichen dafür aber nicht aus, da vor allem die Frage,
welche Zustände zu welchem Band beitragen, unbeantwortet bleibt. Dies ist aber
von zentraler Bedeutung für die verallgemeinerte Elliot-Yafet-Theorie, da die
Spin-Bahn-Kopplung nur Bänder gleicher Art und Symmetrie miteinander mischt
(vgl. Kapitel 2.5.2). Aus diesem Grund wurden eigene Bandstrukturrechnungen
mit Hilfe des DFT-Programms Full-Potential-Local-Orbital-Scheme (FPLO) in
der Version 9.01-35 [61] durchgeführt. Es wurden dafür außerdem die Funktio-
nale von Perdew und Wang [59] (LSDA) sowie Perdew et al. [60] (GGA) für
den Austausch-Korrelationsterm verwendet. Im Folgenden werden die Ergebnisse
dieser Rechnungen vorgestellt und anschließend die Bedeutung für die LESR in
Nb1-yFe2+y diskutiert.
Die berechnete unmagnetische Zustandsdichte ist in Abb. 5.9 dargestellt. Es
zeigen sich keine Abweichungen zu den Ergebnissen der aktuelleren Berechnungen
von Subedi und Singh [175] sowie Tompsett et al. [176]. Die Anteile der Fe- und
Nb-Atome an der gesamten Zustandsdichte geben einen ersten Hinweis welche
Zustände an der Fermienergie dominieren und damit auch die Eigenschaften von
NbFe2 bestimmen. Man sieht deutlich, dass die 3d-Orbitale der Fe-Atome auf der
(6h)-Position die Zustandsdichte an der Fermikante bestimmen. Ihr Beitrag ist ca.
drei mal so groß wie der der restlichen d-Zustände.
Aus der berechneten Zustandsdichte bei der Fermienergie N(EF) ergibt sich
eine Stoner-Verstärkung von drei, was sehr viel kleiner ist als der aus Messungen
der Suszeptibilität bestimmte Wert von 180 [167] (vgl. auch [176]). Da NbFe2
wahrscheinlich in der Nähe eines Quantenphasenübergangs liegt und die DFT-
Rechnungen den Einfluss von Quantenfluktuationen und starken Korrelationen
unterschätzen, ist dieses Ergebnis nicht überraschend.
Um die magnetischen Eigenschaften weiter zu untersuchen, wurden auch „fixed
spin moment“ (FSM)-Rechnungen durchgeführt. Dabei wird das magnetische Mo-
ment festgelegt und die Gesamtenergie der damit ermittelten Lösungen verglichen.
In Abb. 5.10 sind die Ergebnisse der FSM-Rechnungen dargestellt. Es existieren
zwei Minima bei M = 0.19 µB/Fe und M = 0.94 µB/Fe, beide Werte sind weit
über den beobachteten 0.03 µB/Fe. Aus dem Anstieg der gemeinsamen Tangente
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Abb. 5.9 – Nichtmagnetische elektronische Zustandsdichte Nvon NbFe2. Im oberen
Teil ist die vollständige Zustandsdichte zusammen mit den Anteilen der verschiedeneren
Fe- und der Nb-Positionen gezeigt. Im unteren Teil sind nur die Anteile der 3d- bzw.
4d-Zustände des Fe und Nb an der Zustandsdichte dargestellt.
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Abb. 5.10 – Ergebnisse der „fixed-spin-moment“ Rechnungen von NbFe2. Es sind die
Differenzen der Gesamtenergien mit dem Wert beim ersten Minimum Emin (oben) bzw.
bei M = 0 µB als Funktion des magnetischen Moments aufgetragen.
der beiden Minima lässt sich das kritische magnetische Feld für einen Übergang
zwischen den beiden Zuständen bestimmen [177]. Aus den Rechnungen mit dem
LSDA-Funktional ergibt sich ein kritisches Feld von 380 T. Wie man im unteren
Teil von Abb. 5.10 aber sieht, hängt dieses Ergebnis stark von der Wahl des Funk-
tionals ab. Benutzt man das GGA-Funktional für den Austausch-Korrelationsterm,
sinkt die Energie des zweiten Minima deutlich und man erhält für das kritische
Feld ca. 21 T. Da in der Magnetisierung bis zu einem Feld von 60 T keine An-
zeichen für einen Übergang zu finden sind, scheinen die LSDA-Rechnungen das
System besser zu beschreiben. Der große Unterschied in den Ergebnissen zwischen
LSDA und GGA-Funktionalen tritt nach empirischen Beobachtungen besonders
bei Systemen auf, die sich nahe einer magnetischen Instabilität befinden.
Die nichtmagnetische Bandstruktur von NbFe2 ist in Abb. 5.11 dargestellt.
Wie man deutlich sieht, kreuzen eine Vielzahl von Bändern die Fermienergie.
Nach der verallgemeinerten Elliot-Yafet-Theorie mischt die Spin-Bahn-Kopplung
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Abb. 5.11 – Ausschnit aus der nichtmagnetischen Bandstruktur von NbFe2.
Zustände aus einem Leitungsband mit Zuständen aus einem „naheliegenden“
besetzten oder unbesetzten Band. Außerdem müssen die beiden gekoppelten
Bänder den gleichen Ursprung haben und sehr dicht beieinander liegen. Der
Bandabstand sollte deutlich kleiner als 1 eV sein. Man muss also nach Bändern,
die die Fermienergie kreuzen und nach dazu parallelen Bändern suchen. Durch
eine Analyse der lokalen Zustandsdichte der Fe (6h)-Positionen stellen sich deren
dxz- und dyz-Orbitale als dominierend in der Nähe der Fermienergie heraus. Ein
kleinerer Beitrag stammt von den dxy- und dx2−y2-Zuständen. Der Anteil der
verschiedenen 3d-Zustände ist in Abb. 5.12 durch unterschiedlich große Punkte
dargestellt, rot für die dxz/yz- und schwarz für die dxy/x2−y2-Zustände. In dieser
Darstellung wird die Dominanz der dxz/yz-Orbitale an der Fermienergie besonders
deutlich. Es wird auch deutlich, dass mehrere parallele Bänder existieren, die
für eine Relaxation nach der verallgemeinerten Elliot-Yafet-Theorie in Frage
kommen. Die betreffenden Bereiche der Brillouin-Zone sind durch blaue Ellipsen
in Abb. 5.12 hervorgehoben.
Um einen Fit der experimentellen Daten mit der verallgemeinerten Elliot-Yafet-
Theorie durchzuführen, werden die in Abb. 5.8 gezeigten Daten in Einheiten
der Energie umgerechnet. Dazu wird die Streurate 1/τ aus dem elektrischen
Widerstand bestimmt und die Linienbreite in Frequenzeinheiten umgerechnet
(ΓSpin, Gl. 2.23). In Abb. 5.13 wird dann hΓSpin über Γ = h/τ aufgetragen. Benutzt
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Abb. 5.12 – Ausschnitt aus der nichtmagnetischen Bandstruktur von NbFe2. Die Punkte
zeigen den Anteil der verschiedenen Fe 3d-Orbitale an den Bändern an. Die blauen
Ellipsen kennzeichnen die Bänder, die für eine Relaxation nach der verallgemeinerten
Elliot-Yafet-Theorie in Frage kommen.
∆Eeff und Leff sind effektive Werte des Bandabstands bzw. das Matrixelement der
Spin-Bahn-Kopplung. Der Fit mit Gl. 5.1 zeigt eine sehr gute Übereinstimmung
mit den experimentellen Daten. Man findet 0.2 eV für ∆Eeff , was im Einklang mit
dem aus der Bandstruktur erwarteten Abstand der Bänder steht. Die ermittelte
Stärke der Spin-Bahn-Kopplung ist mit 3 meV sehr klein. Dies ist aber typisch
für 3d-Verbindungen, da das Kristallfeld den Bahndrehimpuls auslöscht. Für die
anderen untersuchten Proben findet man eine ähnlich gute Überstimmung und
die Fits ergeben die selben Parameter.
5.4 LESR in einkristallinen Proben von
Nb1-yFe2+y
5.4.1 Fe-reicher Einkristall: y=0.016
Der Einkristall hat eine Zusammensetzung von y=0.016 und wurde mittels Zo-
nenschmelzen in einem Spiegelofen hergestellt [170, 169]. In dieser Probe tritt der
Übergang zur SDW-Phase bei TN =31 K auf. Senkt man die Temperatur weiter,
wird die Probe bei TC =25 K ferromagnetisch. Untersuchungen der magnetischen
Anisotropie deuten auf eine Ising-artige Symmetrie der ferromagnetischen Phase
hin [170, 178]. Die Probe wird im folgenden kurz OFZ28-4 genannt.
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Abb. 5.13 – Die Linienbreite als Funktion der Streurate in Nb1-yFe2+y mit y=0.008.
Die rote Kurve ist ein Fit mit Gl. 5.1.
Die LESR von OFZ28-4 ist in einem großen Temperaturbereich beobachtbar.
In Abb. 5.14 sind einige der aufgezeichneten Spektren dargestellt. Oberhalb
von 40 K findet man für alle untersuchten Orientierungen ein LESR-Signal,
welches sich gut mit einer Lorentzfunktion (Gl. 2.12) anpassen lässt. Legt man
das magnetische Feld in der hexagonalen Ebene entlang der a-Achse an und
verringert die Temperatur unter 40 K, erscheint ein sehr breites zusätzliches
Signal, das mit sinkender Temperatur zu höheren Feldern schiebt und kurz
unterhalb TN den beobachtbaren Feldbereich verlässt. Dieses Signal wird im
weiteren als „breites Signal“ bezeichnet und lässt sich gut durch eine zweite
Lorentzlinie in der Fitfunktion beschreiben (siehe blauer Pfeil in Abb. 5.14).
Bei weiterem Absenken der Temperatur beobachtet man ein drittes Signal, das
im Folgenden als „kleines Signal“ bezeichnet wird. Es ist allerdings sehr viel
schmaler und weniger intensiv als das vorher beschriebene (siehe grüner Pfeil
in Abb. 5.14). Auch dieses Signal schiebt mit sinkender Temperatur zu höheren
Feldern und ist außerdem unterhalb von 20 K nicht mehr wahrnehmbar. Legt man
das magnetische Feld entlang der c-Achse an, sind die beiden zuvor beschriebenen
Signale nicht beobachtbar. Stattdessen beobachtet man zwischen TN und 25 K
einen Dip (schwarze Pfeile in Abb. 5.14), der eine Anpassung des ESR-Signals
mit Gl. 2.12 in diesem Temperaturbereich verhindert. Auffällig ist die Ähnlichkeit
dieses Dip mit dem in CeFeAs0.7P0.3O beobachteten (vgl. Abb. 3.26). In beiden
Kristallen erscheint diese Anomalie in einer antiferromagnetischen Phase, die
sich oberhalb einer weiteren ferromagnetischen Phase befindet (vgl. Abb. 5.2
u. 3.12). In der Ce-Verbindung korreliert dieser Dip mit einer Anomalie in der
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Abb. 5.14 – Typische ESR-Spektren von OFZ28-4 (TN =31 K, TC =25 K) für verschie-
dene Temperaturen und Orientierungen. Die Spektren wurden bei 9.4 GHz aufgenommen.
Unterhalb von 40 K zeigen sich zusätzliche Signale (blauer und grüner Pfeil). Die schwar-
zen Pfeile markieren einen „Dip“ im Spektrum. Die gestrichelten roten Linien zeigen
jeweils einen Fit mit Gl. 2.12. Die Struktur bei 0.33 T wird vom Resonator verursacht.
Das schwache, schmale Signal bei 0.16 T hat seinen Ursprung in Fe-Einschlüssen des für
Kryostat und Probenröhrchen verwendeten Quarzglases.
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Abb. 5.15 – Temperaturabhängigkeit des Resonanzfeldes BRes und der Linienbreite
∆B der beiden zusätzlich beobachteten Signale in OFZ28-4 y = 0.016. Die gestrichelten
Linien markieren die Temperaturen der Phasenübergänge der Probe.
Feldabhängigkeit der isothermen Magnetisierung. Die Magnetisierungsdaten von
OFZ28-4 zeigen aber keine ähnliche Anomalie.
Um die zusätzlichen Signale („breites Signal“, „kleines Signal“) genauer zu
analysieren, sind deren Resonanzfeld und Linienbreite in Abb. 5.15 aufgetragen.
Sowohl die Linienbreite als auch BRes steigen mit sinkender Temperatur. Die
wahrscheinlichste Ursache für diese Beobachtungen sind zusätzliche Resonanzmo-
den, die durch die magnetische Ordnung hervorgerufen werden. So beobachteten
z.B. Date et al. [173] bei ESR-Messungen an MnSi verschiedene zusätzliche Reso-
nanzmoden, die sie unter anderem mit den kritischen Feldern der helikalen und
ferromagnetischen Ordnung in diesem System in Verbindung brachten. Allerdings
können diese Signale auch auf magnetische Verunreinigungen oder Inhomogenitä-
ten innerhalb der Probe zurückgehen. Eine abschließende Klärung der Ursache
ist leider nicht möglich, da der zur Verfügung stehende Feldbereich zu klein ist,
um die verschiedenen Möglichkeiten, etwa anhand der Temperaturabhängigkeit,
gegeneinander abzuwägen.
Das eigentliche LESR-Signal, dass z.B. bei T = 50 K das Spektrum dominiert
(siehe Abb. 5.14 oben), verhält sich ähnlich wie in den polykristallinen Proben
beobachtet. Abb. 5.16 zeigt die Temperaturabhängigkeit der Linienbreite und des
g-Faktors für die verschiedenen Orientierungen. Da in der hexagonalen Ebene
nur die Richtung der a-Achse bekannt ist, ist eine eindeutige Zuordnung zur
b-Achse oder der [110]-Richtung nicht möglich. Beim Vergleich der Messungen mit
einem Winkel vom 120◦ und 240◦ zwischen a-Achse und dem B-Feld hat sich aber
herausgestellt, dass der Unterschied zwischen den beiden Orientierungen (B‖b;
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Abb. 5.16 – Temperaturabhängigkeit der Linienbreite (oben) und des g-Faktors (unten)
für OFZ28-4 (y=0.016) mit TN =31 K und TC =25 K bei 9.4 GHz. Um den Unterschied
zwischen den verschiedenen Orientierungen besser zu verdeutlichen, zeigen die Insets eine
Vergrößerung der Darstellung zwischen 15 und 50 K. Die gestrichelten Linien markieren
die Temperaturen der Phasenübergänge der Probe.
[110]) im Rahmen der Messgenauigkeit vernachlässigbar ist. Die Anisotropie der
LESR-Parameter ist oberhalb von 50 K nur schwach ausgeprägt. Bei hohen Tem-
peraturen findet man ähnlich große Werte für die Linienbreite und den g-Faktor
wie in den polykristallinen Proben. Außerdem steigt auch hier die Linienbreite
mit sinkender Temperatur für den gesamten Bereich T > 50 K an. Der Einfluss
der Phasenübergänge sorgt dann für eine große Verstärkung dieses Anstiegs. Der
g-Faktor wird besonders unterhalb von TC größer, was auf den Einfluss von Dema-
gnetisierungseffekten und der Anisotropieenergie des Ferromagneten hinweist. Da
die Magnetisierung der Proben aber relativ klein ist, kann die Demagnetisierung
wahrscheinlich vernachlässigt werden. Eine Bestimmung der Anisotropiefelder ist
aufgrund der großen Linienbreite und des schwachen Signals nicht möglich [179].
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5.4.2 Stöchiometrischer Einkristall: NbFe2
Diese Probe wurde wie OFZ28-4 durch Zonenschmelzen im Spiegelofen hergestellt
[170, 169] und wird im Folgenden kurz als OFZ29-2 bezeichnet. Der Übergang
zur SDW-Phase erfolgt bei TN =10 K. Wie in dem anderen bisher untersuchten
Einkristall ist die ESR auch in OFZ29-2 in einem weiten Temperaturbereich
beobachtbar. Allerdings ist, im Gegensatz zu OFZ28-4, bei der Orientierung des
Magnetfeldes parallel zur Basalebene und senkrecht zur c-Achse unterhalb von
22 K kein LESR-Signal mehr messbar. Einzig die auch in OFZ28-4 beobachtete
und als „breites Signal“ bezeichnete Linie wird in dieser Orientierung unterhalb
von 20 K sichtbar. Das „breite Signal“ von OFZ29-2 ist bei einem Winkel zwischen
Magnetfeld und a-Achse von ca. 40◦ am deutlichsten sichtbar, weshalb diese
Orientierung für die Darstellung in den Abb. 5.17 und 5.18 ausgewählt wurde.
Einen Dip, wie er für die B‖c-Orientierung in OFZ28-4 beobachtet wurde, findet
man in OFZ29-2 nicht.
Die Temperaturabhängigkeit von Linienbreite und Resonanzfeld des „brei-
ten Signals“ wird in Abb. 5.18 dargestellt. Beide Größen steigen mit sinkender
Temperatur. Wie in OFZ28-4 erscheint das „breite Signal“ kurz oberhalb des
Phasenübergangs und lässt sich bis in die SDW-Phase hinein verfolgen. Leider
kann eine weitergehende Interpretation nicht durchgeführt werden, denn der zur
Verfügung stehende Feldbereich ist wie bei OFZ28-4 auch hier zu klein.
Schon bei hohen Temperaturen zeigt sich eine ausgeprägte Anisotropie der
LESR-Parameter, wie man in Abb. 5.19 deutlich sehen kann. Dort ist die Tem-
peraturabhängigkeit der Linienbreite und des g-Faktors aufgetragen. Aufgrund
der großen Linienbreite und dem großen g-Faktor kann das Signal für B‖c nicht
unterhalb TN ausgewertet werden. Für beide Orientierungen steigt die Linienbreite
linear mit sinkender Temperatur an, wobei der Anstieg für B⊥c leicht größer
ist. Kurz oberhalb von TN steigt ∆B schneller an und für B⊥c zeigt sich ein
Maximum. Während g⊥ oberhalb von 50 K nahezu keine Temperaturabhängigkeit
zeigt, steigt g‖ monoton mit sinkender Temperatur an. Oberhalb von TN wird
der Anstieg in der Temperaturabhängigkeit der g-Faktoren größer. Man findet
für B⊥c ein Maximum bei der gleichen Temperatur bei der auch die Linienbrei-
te maximal wird. Die Anisotropie oberhalb der magnetischen Ordnung ist für
OFZ29-2 deutlich ausgeprägter als für OFZ24-8. Dieses Ergebnis ist unerwartet,
da man bisher davon ausging, dass sich die magnetische Anisotropie außerhalb
der SDW-Phase nicht ändert.
5.4.3 Nb-reicher Einkristall: y=-0.008
Dieser Einkristall wurde nicht wie die beiden anderen durch Zonenschmelzen
hergestellt, sondern es wurde stattdessen die Czochralski-Methode verwendet. Die
auf diese Weise hergestellten Proben sind allerdings von schlechterer Qualität als
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Abb. 5.17 – Typische ESR-Spektren (oben) und das „breite Signal“ (unten) von
OFZ29-2 (TN =10 K) für verschiedene Temperaturen. Die Spektren wurden bei 9.4 GHz
aufgenommen. Die gestrichelten roten Linien zeigen jeweils einen Fit mit Gl. 2.12. Die
Struktur bei 0.33 T wird vom Resonator verursacht. Das schwache und schmale Signal
bei 0.16 T hat seinen Ursprung in Fe-Einschlüssen des für Kryostat und Probenröhrchen
verwendeten Quarzglases.
146
5.4 LESR in einkristallinen Proben von Nb1-yFe2+y












B ⊥c ,   ( a , B )  =  4 0 °
N b F e 2  O F Z 2 9 - 2










T  ( K )
Abb. 5.18 – Temperaturabhängigkeit des Resonanzfeldes BResund der Linienbreite ∆B
des „breiten Signals“ von OFZ29-2. Die gestrichelte Linie markiert die Temperatur des
Phasenübergang der Probe.
die im Spiegelofen gezüchteten [170]. Die SDW-Phase tritt in dieser Probe, die
im Folgenden kurz als L2.1 bezeichnet wird, bei TN =3.6 K auf.
In L2.1 wird die ESR erst unterhalb von 40 K und nur für B‖a sichtbar. Einige
der beobachteten Spektren sind in Abb. 5.20 dargestellt.Trotz der schlechteren
Probenqualität werden keine zusätzlichen Signale oder Dips wie in den anderen
Einkristallen beobachtet.
Die Temperaturabhängigkeit der LESR-Parameter von L2.1 sind in Abb. 5.21
dargestellt. Die Linienbreite zeigt bei ca. 25 K ein Minimum und steigt dann mit
sinkender Temperatur an. Der g-Faktor verhält sich ähnlich. Allerdings ist das
Minimum bei etwa 18 K. Im Vergleich zu den anderen untersuchten poly- und
einkristallinen Nb1-yFe2+y-Proben sind der Anstieg und die erreichten Werte der
Linienbreite und des g-Faktors deutlich kleiner. Es ist sehr wahrscheinlich, dass
dies im Zusammenhang mit dem bereits stark unterdrückten Magnetismus steht,
denn in L2.1 hat mit 3.6 K die niedrigste Übergangstemperatur zur magnetischen
(SDW-)Phase von allen Proben.
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Abb. 5.19 – Temperaturabhängigkeit der Linienbreite (oben) und des g-Faktors (unten)
für OFZ29-2 mit TN =10 K bei 9.4 GHz. Die gestrichelte Linie markiert die Temperatur
des Phasenübergangs der Probe.
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Abb. 5.20 – Typische ESR-Spektren von L2.1 (TN =3.6 K) für verschiedene Temperatu-
ren und Orientierungen. Die Spektren wurden bei 9.4 GHz aufgenommen. Das schwache
und schmale Signal bei 0.16 T hat seinen Ursprung in Fe-Einschlüssen des für Kryostat
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Abb. 5.21 – Temperaturabhängigkeit der Linienbreite (oben) und des g-Faktors (unten)
für L2.1 (TN =3.6 K) bei 9.4 GHz. Die gestrichelte Linie markiert die Temperatur des
Phasenübergangs der Probe.
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5.5 Zusammenfassung LESR in Nb1-yFe2+y
In diesem Kapitel wurde die LESR in 4 poly- und 3 einkristallinen Proben von
Nb1-yFe2+y untersucht. Mit den vorhandenen Proben konnte ein großer Teil des
Phasendiagrammes dieses Systems untersucht werden (vgl. Abb. 5.2). Die ESR ist
in fast allen Proben über weite Temperaturbereiche beobachtbar, und zeigt ein für
eine LESR unerwartetes Verhalten. So steigt die Linienbreite in fast allen Proben,
außerhalb der kritischen Bereiche nahe den Phasenübergängen, mit sinkender
Temperatur an, obwohl der elektrische Widerstand sinkt. Dies wird besonders
schön an der polykristallinen Probe mit y=0.008 deutlich (Abb. 5.8). Nach der
Elliot-Yafet-Theorie sollten Linienbreite und Widerstand aber proportional sein.
Eine Verallgemeinerung der Theorie kann diesen Widerspruch aufheben (siehe
Kapitel 2.5.2). Ob diese Verallgemeinerung auf Nb1-yFe2+y anwendbar ist, hängt
allerdings von Details der Bandstruktur ab. Es müssen Leitungsbänder existie-
ren, die durch die Spin-Bahn-Kopplung mit nahegelegenen parallelen Bändern
wechselwirken können.
Da bisher keine Bandstrukturrechnungen zur Verfügung standen, die diese Frage
beantworten konnten, wurden eigene Rechnungen mit FPLO durchgeführt. Die
Ergebnisse dieser Rechnungen zeigen, dass die Fe-Atome auf den 6h-Positionen
die Zustandsdichte und damit die Bandstruktur in der Nähe der Fermienergie
dominieren. Es zeigte sich außerdem, dass die Bandstruktur von NbFe2, die für
die verallgemeinerte Elliot-Yafet-Theorie notwendigen Bänder enthält. Ein Fit
der experimentellen Daten mit der verallgemeinerten Theorie erreichte eine gute
Übereinstimmung. Die so gewonnenen Fitparameter, welche der Abstand der wech-
selwirkenden Bänder und die Stärke der Spin-Bahn-Kopplung sind, decken sich
sehr gut mit der ermittelten Bandstruktur und der für 3d-Systeme erwarteten Grö-
ßenordnung der Spin-Bahn-Kopplung. Die verallgemeinerte Elliot-Yafet-Theorie
kann also die ungewöhnliche Temperaturabhängigkeit der Linienbreite, außerhalb
der durch die Phasenübergänge beeinflussten Bereiche, sehr gut erklären.
Die Linienbreite der polykristallinen Proben lässt sich nahe der Phasenübergänge
mit einem Potenzgesetz (Gl. 2.52) beschreiben. Die ermittelten kritischen Expo-
nenten der Linienbreite variieren zwischen den Proben sehr stark und stimmen
nicht mit den Erwartungen für die Symmetrie und Dimensionen von Nb1-yFe2+y
überein. Allerdings ist es bisher nicht klar, ob die Werte aus Tab. 2.1 auch auf
itinerante System mit Spinfluktuationen anwendbar sind. Man findet aber deut-
liche Unterschiede zwischen den verschiedenen magnetischen Phasen, so ist der
Exponent für die Nb-reiche Probe mit y=-0.035 fast dreimal so groß wie der für
die Proben mit y=0.04 und y=0.01 auf der Fe-reichen Seite des Phasendiagramms.
Diese Diskrepanz lässt sich wahrscheinlich mit den unterschiedlichen Ausprägun-
gen des Ferromagnetismus an den jeweiligen Enden des Homogenitätsbereiches
erklären. Die Probe mit y=0.008 zeigt mit 0.5 den kleinsten Exponenten, und ist
auch die einzige der polykristallinen Probe, die keinen Ferromagnetismus zeigt.
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Die beobachteten g-Faktoren außerhalb der kritischen Bereiche liegen in einem
für die LESR erwarteten Bereich. Allerdings ist die Verschiebung bei Annäherung
an die Phasenübergänge, trotz des kleinen geordneten Moments, in der selben
Größenordnung wie man sie z.B. in Ni beobachtet.
Der untersuchte stöchiometrische und der leicht Fe-reiche Einkristall zeigen
in der Nähe der Phasenübergänge ein bzw. zwei zusätzliche Signale. Leider
ließ sich deren Ursache, aufgrund des für die Temperaturabhängigkeit dieser
Signale zu kleinen Feldbereiches, nicht abschließend klären. Auch ist nicht klar,
warum die Linienbreite des „breiten Signals“ so groß ist. Die Tatsache, dass
man in dem qualitativ schlechteren Nb-reichen Einkristall keines dieser Signale
beobachtet, spricht dafür, dass diese Phänomene mit der magnetischen Ordnung
der SDW-Phase zusammenhängen und wahrscheinlich ähnlich wie z.B. in MnSi
von Resonanzmoden der kritischen Felder der magnetischen Phase herrühren.
Die untersuchten Einkristalle zeigen sehr unterschiedliche Anisotropien der
ESR-Parameter. So sind die g-Faktoren und Linienbreiten von OFZ28-4 (y=0.016)
oberhalb von 40 K nahezu isotrop und auch unterhalb dieser Temperatur gibt es
nur geringe Unterschiede, was sich sich erst mit dem Eintritt in die magnetische
Phase ändert. In OFZ29-2 (y=0.0) findet man dagegen im gesamten Temperatur-
bereich eine ausgeprägte Anisotropie. Im Nb-reichen Einkristall L2.1 (y=-0.008)
lässt sich die Anisotropie nicht beurteilen, da man nur für B‖a ein ESR-Signal
beobachtet. Diese Ergebnisse deuten an, dass sich der Magnetismus innerhalb der
SDW-Phase ändert oder mehrere Phasen existieren. Um diesen Sachverhalt genau-






Die vorliegende Arbeit befasst sich mit der Elektronenspinresonanz (ESR) stark
korrelierter Elektronensysteme mit ferromagnetischen Wechselwirkungen. Es wur-
den dafür Messungen an den Kondogitter-Systemen CeRuPO und CeOsPO, der
Dotierungsreihe CeFeAs1-xPxO, den niederdimensionalen frustrierten Quadratgit-
tern AA’VO(PO4)2 sowie in dem schwach ferromagnetischen Metall Nb1-yFe2+y
durchgeführt. Alle genannten Verbindungen zeigen entweder eine ferromagnetische
Ordnung oder befinden sich in der Nähe einer ferromagnetischen Instabilität, die
die Eigenschaften des stark korrelierten Systems beeinflusst.
Die ESR-Messungen an den Kondogittern CeRuPO und CeOsPO (siehe Kapi-
tel 3.2) konnten weitere Hinweise zum Verständnis der ESR in YbRh2Si2 und in
Kondogittern liefern. Es zeigte sich, dass das ferromagnetisch ordnende CeRuPO
ein deutliches ESR-Signal besitzt, während man im antiferromagnetischen CeOsPO
kein solches beobachten kann. Dieses Ergebnis wies auf die Wichtigkeit ferroma-
gnetischer Korrelationen für die Beobachtbarkeit der ESR in diesen Verbindungen
hin und lieferte einen wichtigen Beitrag zur Entwicklung mehrerer theoretischer
Betrachtungen, die die ESR in Kondogittern zumindest teilweise erklären konnten
[1,2]. Diese Theorien betonen vor allem die Wichtigkeit ferromagnetischer Korre-
lationen im Zusammenspiel mit der in Kondogittern auftretenden Gitterkohärenz
[92, 93, 86]. Die ESR von CeRuPO-Einkristallen zeigt eindeutig die Eigenschaften
einer Resonanz von Ce3+ mit einem Γ6-Grundzustand und lässt sich sehr gut
mit einem phänomenologischen Modell von Huber [134] beschreiben. Er berech-
net die ESR als kollektive Mode des gekoppelten Spinsystems im anisotropen
Magneten. Auch der Ansatz von Kochelaev et al. [86] enthält die ESR als kollek-
tive Mode der lokalen Spins und Leitungselektronen, die durch die Kondo- und
RKKY-Wechselwirkung gekoppelt sind.
In der Dotierungsreihe CeFeAs1-xPxO findet man ein reichhaltiges magnetisches
Phasendiagramm. Bei x=0.00 ordnen das Fe und die Ce-Momente antiferroma-
gnetisch, wobei der Fe-Magnetismus eine antiferromagnetische Spindichtewelle
(SDW) darstellt. Mit steigendem P-Gehalt wird der itinerante Fe-Magnetismus
unterdrückt und der lokale Ce-Magnetismus wird ferromagnetisch. Dem ersten
Anschein nach bietet dieses System eine Möglichkeit, die oben genannten Theorien
in einem weiteren Kondo-System zu untersuchen. Es stellte sich jedoch heraus,
dass die Kondo-Wechselwirkung nur bei hohen P-Konzentrationen eine Rolle
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spielt, weil sie durch die starke Austauschwechselwirkung zwischen Fe und Ce
unterdrückt wird. Die vorgestellten Theorien zur ESR in Kondogittern sind
also hier nicht anwendbar, oder müssen um die Wechselwirkung mit dem Fe
erweitert werden. Die ESR in diesem System konnte nur in den Proben mit
0.22 ≤ x ≤ 0.90 beobachtet werden. Bei x=0.90 wurde eine ESR-Linie mit
extremer Breite gefunden, was wahrscheinlich mit dem spinglas-artigen Verhalten
in dieser Region des Phasendiagramms im Zusammenhang steht. Ein Vergleich
der Anisotropie der ESR-Parameter von CeRuPO und CeFeAs1-xPxO zeigt in
beiden eine Γ6-Symmetrie des Grundzustands. Eine weitere Besonderheit stellen
die Einkristalle CeFeAs0.7P0.3O dar, die eine Koexistenz von unkonventioneller
Supraleitung und Ferromagnetismus zeigen. Dort war es möglich die ESR auch in
der supraleitenden Phase zu detektieren. Diese Messungen sind wahrscheinlich
die ersten ESR-Messungen in einem ferromagnetischen Supraleiter überhaupt.
Leider konnten die Untersuchungen nur in einem kleinem Temperaturbereich (von
4.0-2.5 K) innerhalb der supraleitenden Phase erfolgen. Es wäre daher äußerst
interessant diese zu tieferen Temperaturen fortzusetzen.
Neben den metallischen Ce-Verbindungen wurden auch isolierende Systeme
untersucht, und zwar die geschichteten Vanadiumphosphate AA’VO(PO4)2. Diese
zeigen aufgrund ihrer Kristallstruktur ein ausgeprägtes quasi-zweidimensionales
Verhalten in ihren magnetischen Eigenschaften. Die V4+-Ionen bilden ein leicht
verzerrtes Quadratgitter und wechselwirken über die Seiten des Quadrats ferroma-
gnetisch zum nächsten Nachbarn und über die Diagonale antiferromagnetisch zum
übernächsten Nachbarn. Ihre physikalischen Eigenschaften lassen sich deshalb
sehr gut im Rahmen des J1-J2-Modells beschreiben [30]. Die Untersuchungen
der ESR (siehe Kapitel 4) zeigten, dass die Linienbreite bei hohen Temperaturen
allein von der Dipol-Dipol-Wechselwirkung bestimmt ist. Bei Annäherung an
die kollineare antiferromagnetische Phase in diesen Verbindungen divergierte
die Linienbreite. Diese Divergenz wird in SrZnVO(PO4)2 und Pb2VO(PO4)2
am besten mit einem Kosterlitz-Thouless-Übergang erklärt. Die Existenz eines
solchen Übergangs steht allerdings im Gegensatz zu dem J1-J2-Modell (d=3), da
es eine andere Symmetrie der Wechselwirkung voraussetzt als für den Kosterlitz-
Thouless-Übergang notwendig wäre (d=2). Es konnte allerdings gezeigt werden,
dass eine Anisotropie in der Ebene zu einem Übergang der Symmetrie führen kann
[166]. Dieses Szenario ist auch in der Lage, die bei NMR-und µSR-Messungen
[158, 159, 161] gefundenen kritischen Exponenten des Ordnungsparameters zu
erklären. Allerdings gibt es bisher keine Vorhersagen wie sich sowohl die ESR als
auch NMR oder µSR in einem frustrierten Quadratgitter verhalten sollten. Bis
diese Frage geklärt ist, muss man auch davon ausgehen, dass das beobachtete
Verhalten von der Frustration in diesen Systemen herrühren könnte. Eventuell wäre
es möglich durch Messungen an Einkristallen der dritten Verbindung, die in dieser
Klasse untersucht worden ist, BaCdVO(PO4)2, diese Frage zu beantworten. Denn
hier wurde kein XY-Verhalten nachgewiesen. Dafür gibt es mehrere Gründe: zum
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einen ist in BaCdVO(PO4)2 die Welligkeit und damit die Anisotropie in der Ebene
deutlich kleiner als in den anderen Verbindungen, zum anderen ist die Frustration
auch größer und könnte somit einen größeren Einfluss auf die ESR haben. Leider
erschwert die Form des ESR-Pulverspektrums bei tiefen Temperaturen und vor
allem das kleine TN die Messungen. Es wäre also von großem Interesse Einkristalle
dieser Substanz zu untersuchen.
Viele der Eigenschaften der Laves-Phase Nb1-yFe2+y weisen daraufhin, dass
in diesem itineranten System ein Quantenphasenübergang von einem parama-
gnetischen zu einem ferromagnetischen Metall existiert [167, 168]. An den Nb-
bzw. Fe-reichen Enden des Phasendiagramms zeigen sich zwei unterschiedliche
ferromagnetische Phasen und dazwischen findet man eine SDW deren genaue
Natur bisher nicht entschlüsselt werden konnte [170]. Der Magnetismus und die
ESR in diesem System haben ihren Ursprung allein in den Leitungselektronen. Bei
den ESR-Untersuchungen zeigte sich ein ungewöhnliches Temperaturverhalten der
Linienbreite, welches sich nicht mit der bisher für Leitungselektronenspinresonanz
(LESR) etablierten Elliot-Yafet-Theorie [2, 3] vereinbaren ließ. Nach dieser Theorie
ist die Linienbreite der LESR proportional zum elektrischen Widerstand der Probe.
In Nb1-yFe2+y zeigte sich aber ein gegenteiliges Verhalten. Die Linienbreite steigt
über den gesamten untersuchten Temperaturbereich mit sinkender Temperatur an,
während der Widerstand sinkt. Um diesen Widerspruch aufzulösen, bedurfte es
einer verallgemeinerten Elliot-Yafet-Theorie [4, 5], die erst vor kurzem entwickelt
wurde, um die LESR in MgB2 und (K,Rb)3C60 zu erklären. Um zu entscheiden,
ob diese Theorie auch in Nb1-yFe2+y anwendbar ist, benötigte man eine genaue
Kenntnis der Bandstruktur in diesem System. Die bisher veröffentlichten Band-
strukturen sind aber nicht detailliert genug um diese Frage zu beurteilen. Deshalb
wurden eigene Rechnungen mit dem DFT-Programm FPLO [61] durchgeführt.
Die Analyse der Bandstruktur bestätigte die Anwendbarkeit der verallgemeinerten
Elliot-Yafet-Theorie und somit konnte das Temperaturverhalten der Linienbreite
erklärt werden. Neben einer Reihe von polykristallinen Proben wurden auch drei
Einkristalle mit unterschiedlicher Zusammensetzung untersucht. In den Spek-
tren des stöchiometrischen und des Fe-reichen Einkristall wurden dabei neben
dem eigentlichen LESR-Signal weitere Signale gefunden. Die Ursache für diese
Signale konnte nicht abschließend geklärt werden, da der zur Verfügung stehen-
de Feldbereich zu klein ist, um die verschiedenen Möglichkeiten gegeneinander
abzuwägen. Interessant und bisher auch unverstanden ist der Unterschied in der
Anisotropie der ESR-Parameter zwischen dem Fe-reichen und stöchiometrischen
Einkristallen: Der stöchiometrische Einkristall zeigte bereits weit oberhalb der
magnetischen Ordnung eine ausgeprägte Anisotropie, der Fe-reiche dagegen erst in
seiner ferromagnetischen Phase. Dieser Unterschied zwischen den beiden Proben
ist unerwartet und wird derzeit intensiv diskutiert.
Insgesamt konnte diese Arbeit einige wichtige Beiträge zur ESR in stark korre-
lierten Systemen mit ferromagnetischen Wechselwirkungen leisten. Die Ergebnisse
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lieferten entscheidende Beiträge zu Fragestellungen der ESR in Kondogitter-
Systemen. Es konnte gezeigt werden, dass in den frustrierten Quadratgittern
AA’VO(PO4)2 wahrscheinlich ein Kosterlitz-Thouless-Übergang existiert und dass
die verallgemeinerte Elliot-Yafet-Theorie auch auf ein schwach magnetisches Me-
tall anwendbar ist. Gleichzeitig bleiben aber noch einige Fragen offen oder sind
im Zuge der Untersuchungen aufgetaucht:
• Welche Wechselwirkung bestimmt die Linienbreite in den CeFeAs1-xPxO-
Verbindungen?
• Welchen Einfluss hat die Frustration auf die Spindynamik in den frustrierten
Quadratgittern?
• Warum zeigt der stöchiometrische Einkristall von Nb1-yFe2+y eine so ausge-
prägte Anisotropie bereits in der paramagnetischen Phase?
• Wie äußert sich der Einfluss der itineranten Spinfluktuationen auf die
Leitungselektronenspinresonanz?
Um diese Fragen zu beantworten, braucht es einige weitere Experimente, z.B. mit
Einkristallen, die bisher nicht zu Verfügung standen. Vor allem ist es aber wichtig,
weitere theoretische Betrachtungen der ESR in stark korrelierten Systemen voran
zu bringen, um zu einem umfassenden und auch quantitativen Verständnis der
ESR Resultate zu gelangen.
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Anhang
A.1 Das zweite Moment der
Dipol-Dipol-Wechselwirkung
Hier soll kurz dargestellt werden, wie das zweite Moment des Hamiltonoperators












Der Vektor ~rij zeigt von Spin ~Si zu Spin ~Sj und rij ist der Betrag dieses Vektors.
Um das zweite Moment zu erhalten, muss nun folgende Gleichung berechnet
werden [70, 72, 73]:
M2 = −
Sp ([HDD, S+] [HDD, S−])
Sp [S+, S−]
. (A.1.2)
Wobei S± = Sx ± iSy die Leiteroperatoren und damit die beiden Kommutatoren
die statistischen Drehmomente, die auf die Spins wirken, darstellen. Da die Lösung
dieser Gleichung mit Standardumformungen überschaubar aber länglich ist, wird


















Die Summe läuft über die nächsten und/oder übernächsten Nachbarn. l, m und
n sind die Richtungskosinusse des Vektors ~rij bezüglich der kristallographischen




Tabelle A.1 – Diese Tabelle stellt die untersuchten Proben der Dotierungsreihe
CeFeAs1-xPxO dar.
Probe x Einkristall (EK) o. ESR? Anmerkungen
Polykristallin (PK)
72428 0.00 PK ×
72421 0.00 EK ×
724218 0.00 PK ×
72443 0.15 PK ×
72444P1 0.22 PK X kleine Intensität
72449 0.27 PK X
72449P1 0.27 PK X
72441_2 0.30 PK X
72441_2_EK2 0.30 EK X Supraltg. & FM
72441_2_EK3 0.30 EK X Supraltg. & FM
72441 0.30 PK X
72441a1 0.30 EK X
72448P2 0.35 PK X
72448 0.35 PK X
72447 0.40 PK X
72447P1 0.40 PK X
72442a1 0.70 PK X
72445 0.90 PK X breite Linie
72445P1 0.90 PK X breite Linie
72403 1.00 beides ×
72404 1.00 PK ×
72405 1.00 PK ×
72409 1.00 PK ×
Bei einigen polykristallinen Proben traten zusätzliche Signale auf, die durch eine
aufwendigere „Reinigung“ von Fremdphasen beseitigt werden konnten. Aus diesem
Grund tauchen diese Züchtungen mehrmals in der Tabelle auf.
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