Abstract-We consider the design of low-density paritycheck (LDPC) codes with close-to-capacity performance for interleave division multiple access (IDMA). The degree profile of the LDPC code is optimized using extrinsic information transfer (EXIT) charts to match an IDMA low complexity multiuser detector. Analytical EXIT functions for the IDMA system are derived while verifying that the Gaussian approximation stays valid for a sufficiently large number of users. The resulting LDPC codes are of rather low-rate (e.g., R c = 0.03 for 32 users) and thus, the practical design of such codes is quite challenging and may, due to the low code-rate, not even yield a performance close to the Gaussian multiple access channel (GMAC) capacity. Adding a serial concatenation with a simple repetition code allows to design matching LDPC codes with a higher rate and, this way, achieving closer to GMAC capacity. This makes IDMA an attractive multiple access scheme for future wireless communication systems.
I. INTRODUCTION
As the next generation wireless network is expected to accommodate a tremendous number of devices, nonorthogonal multiple access (NOMA) has become an emerging technology. It was reported in [1] , [2] that interleave division multiple access (IDMA) is an attractive method for approaching the multiple access channel (MAC) capacity with low-rate codes and low complexity receivers. As the "optimality" of the low complexity parallel interference cancellation (PIC)-based mulituser detector (MUD) relies on Gaussian-distributed interference, this assumption only holds for a large number of users when modulation schemes with finite alphabet are used. Hence, at the beginning of the turbo iterations the single user decoder is overwhelmed by multiple access interference (MAI) due to the large number of users, leading to a very low initial effective SNR. For this reason, low-rate codes appear to be inevitable in IDMA systems. As low-density parity-check (LDPC) codes are capacity-approaching [3] and there exist several useful tools for its optimization, even taking into account a detector frontend [4] , we use an LDPC code for channel coding. However, such a low-rate code design and its decoding in the range of, e.g., R c ≤ 1 10 becomes a challenging task [5] .
In this work, we consider the design of channel codes for an arbitrarily large number of users. In particular, we split the channel code into two parts, namely, a repetition code (REP) and an LDPC code. The intuition behind is that the repetition code is mainly concerned with the MAI while the LDPC code is predominantly engaged in combating noise and residual MAI. We start with the important case of equal power/rate/modulation for all users and derive a novel expression for the extrinsic information transfer (EXIT) curve capturing the PICbased MUD. Subsequently, we concatenate the EXITcurves of the MUD, the repetition code and the variable nodes (VN) of the LDPC code. The degree profiles of the VN and check node (CN) of the LDPC code are then optimized. As it turns out, the serial concatenation with a simple repetition code is surprisingly effective in terms of canceling out MAI. Finally, simulation results show that we can achieve close to Gaussian MAC (GMAC) capacity with 1.28 dB loss at a sum-rate of 0.9375 bpcu supporting 30 users each with BPSK modulation.
II. IDMA SYSTEM MODEL Fig. 1 shows the IDMA system model. Each user encodes and decodes its data separately using an LDPC code of code rate R c and a serially concatenated repetition code of rate R r = 1 dr . The code parameters, e.g., parity check matrix, are the same among all N users. The interleaver is, on the contrary, user-specific to allow user separation at the receiver. After interleaving, the coded bits are mapped to symbols, e.g., using BPSK and transmitted over a channel. This paper considers the additive white Gaussian noise (AWGN) channel but extensions to other channels are straightforward. Hence, the mth received discrete-time sample (i.e., the mth element of y in Fig. 1 ) of all users can be written as
where m is the discrete time index, n is circularly symmetric (complex-valued) AWGN with zero mean and variance σ 2 n , and ϕ i is a user-specific random phase shift to avoid ambiguity of the super-constellation (cartesian product of all user constellations). Note that, throughout this paper, the phases ϕ i are independently and uniformly distributed in [0, π) 
Fig. 1. IDMA system model; all users have the same power/code/modulation; note that boldface letters are used to denote vectors shift could also be the consequence of, e.g., the channel and/or explicit "scrambling". The received signal is firstly processed by a MUD. The sub-optimal MUD [2] cancels out other users' signals, is given bŷ
based on, e.g., the a priori knowledge of the channel decoder L A M,i . For an arbitrary user j (the symbol index m is dropped for brevity), the output of the MUD after the soft interference cancellation (SoIC) is
Then, each user starts its single user detection and decoding in parallel. The (soft) demapper computes the (extrinsic) log-likelihood-ratio (LLR) of each bit while treating the residual interference as noise. For BPSK, it can be computed according to
where the noise variance σ 2 n and the random phase shifts ϕ j are assumed to be known to the receiver. The interference power can be estimated by
where the interference term is assumed to be Gaussian distributed (central limit theorem), provided that the number of users N is large and the transmitted symbols are independent among users. Then, the LLRs are deinterleaved (denoted byL E M,j ) and sent to a repetition decoder. The optimal decoding of the repetition code is given by L 
III. EXIT ANALYSIS
In order to optimize the LDPC degree profile, we elaborate on the EXIT-chart approach in the context of IDMA by separately and/or jointly considering the components of the multistage iterative receiver (MUD, REP and LDPC decoder). As common practice, it suffices to track the mean (in GA-based density evolution) or average mutual information (in EXIT-analysis) of the messages. In this paper, the mean will be tracked in the following as, when using the conventional mutual information (MI) based EXIT chart analysis for the low-rate code optimization, we observed too optimistic thresholds, leading to non-favorable code designs. By tracking the message mean µ, our results turn out to be more accurate, i.e, closer to the predicted decoding threshold.
A. SoIC-MUD nodes
and φ (µ) is given by
which denotes the minimum mean square error (MMSE) [6] of the SoIC. Thus, the updated message mean µ M →R can be expressed as
B. Repetition nodes (REP)
The repetition node has d r edges to MUD nodes and one edge to the LDPC variable node. Let µ V →R denote the message mean of LLRs of VND, we obtain the message mean from repetition node to MUD and VND as
Upon convergence of the iterative processing between the SoIC-MUD and the repetition nodes, we obtain
If no LDPC code is available, i.e., µ V →R = 0, the "uncoded" IDMA performance can be evaluated by the above message passing mechanism. In Fig. 2 , the EXITchart is shown for a purely repetition coded IDMA system with d u = 32 users at a multiuser SNR of γ s,mu = 40 dB (every single user decoder "sees" the equivalent single user SNR of γ s,su = (4) and (5), for instance, the SoIC-MUD EXIT-curve is computed by MUD ) ) where the J (µ)-function and its inverse J −1 can be approximated as in [7] . The trajectories for the repetition rate R r = 1 9 and 1 12 obtained by numerical simulations match very well with the EXIT-curve predictions. Small deviations are still present in the high a priori knowledge region, i.e., large J (µ R→M ), due to the GA. At such high SNR γ s,mu = 40 dB, the performance is mainly interference-limited. In a more realistic SNR region, the noise sets the upper limit on the MUD, i.e.,
. Therefore, an LDPC code is further required to mitigate the noise disturbance, as introduced next.
C. VND and CND nodes
Denote λ i and ρ i as the probability of having VN decoders (VNDs) and CN decoders (CNDs) with degrees 
respectively, where the channel observation of the VNs is now provided by the REP. Furthermore, we consider check-regular LDPC codes, i.e., ρ i = 1 for a given d c,i . The VND also passes a message to the connected repetition node, given by
IV. DEGREE PROFILE OPTIMIZATION
The procedure for the optimization of the degree profile involving a repetition code is summarized in Algorithm 1. Hereby, the MUD, repetition and VND nodes are merged into one MUD-REP-VND node. Within this node, a sufficient number of iterations is carried out until the message between MUD and REP convergences to a fixed value. The converged message mean, denoted Algorithm 1 LDPC code design based on EXIT-Chart with repetition code
Solve LP: In Fig. 3 , we present the
N0 -gap to the Shannon limit of the joint repetition and LDPC code optimization for various repetition factors d r , where the gap is calculated as
where ζ t denotes the decoding threshold (required SNR) and R sum = d u Rc dr denotes the achieved sum rate of all users. We note that for each repetition factor d r and SNR γ s,mu , an iterative linear programming is carried out to find the optimum VN degree distribution for various CN degrees. The maximum VN degree and CN degree are set to 320 and 64, respectively. As can be observed in Fig. 3 , there exists an optimum combination of repetition code rate R r = 1 dr and outer LDPC code rate R c which maximizes the spectral efficiency. The optimum repetition factor d r is marked in Fig. 3 . To verify the and the interleaver depth is set to d r · N CW . In Fig.  4 , the EXIT-chart is depicted, where the EXIT-curves are analytically computed for the component decoders following the analysis in Sec. III, and the trajectory is obtained by numerical simulation of the full iterative scheme. In numerical simulation, one iteration means that the message passing is sequentially carried out once between arbitrary two connected nodes (in the order MUD-REP-VND-CND) 2 . The simulated trajectory matches quite well with the analytical EXIT-curve (140 iterations needed). In Fig. 5 , the BER is shown for the two codes along with a purely LDPC coded system without REP, i.e., d r = 1. Without REP, the LDPC code is of low-rate R c = 0.03 and is more than 6 dB away from GMAC capacity. The optimized code with d r = 4 shows a waterfall at E b N0 of 1.18 dB with the BER of 10 −4 at the achievable sum-rate of 0.9375 bpcu; the GMAC capacity is achieved at −0.1 dB. Thus, the gap-to-GMAC capacity is 1.28 dB.
V. CONCLUSION
We have addressed the LDPC code optimization for a large number of users (32 users or more) in nonorthogonal multiuser IDMA systems. We provide an analytical EXIT analysis for various component decoders of the low complexity IDMA receiver. Furthermore, the difficulty of designing very low-rate LDPC codes is avoided by a serial concatenation with a repetition code. The repetition code rate along with the LDPC degree profile is optimized based on EXIT-charts. Based on numerical simulation, we can achieve the GMAC capacity with 30 users at 1.28 dB loss and a sum-rate of 0.9375 bpcu using an optimized LDPC code with the codeword length of 10 4 .
