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Abstract
This thesis lays the groundwork to the development of a local registration algorithm
using a 3D probabilistic data representation.
In mobile robotics the pick and place task is one of the most common. In order for
a mobile robot to pick up an object it has to know its own position and orientation
relatively to a given object. Since methods such as odometry and SLAM algorithms
using LASER scanners are in most cases too imprecise, a different visual approach
is developed in this work.
Local registration has been a research area for many years and algorithms such as
the Iterative Closest Point (ICP) have established themselves.
The goal of this thesis is to explore the potential of a local registration algorithm,
which is based on a probabilistic representation of the environment. The robot’s
surrounding is discretized into multiple cubes, which are also referred to as voxels.
Each voxel is assigned a occupancy probability using a state-of-the-art Bayes Up-
date. Due to this probabilistic representation various sensor scans can be used to
cancel out each others uncertainties, resulting in a accurate representation of the
robot’s environment. Using a proven optimization algorithm a 3D model of an ob-
ject is aligned with stereo camera scans of the same object seamlessly based on the
occupancy probability differences of corresponding voxels.

3Abbreviations
2D Two-dimensional
3D Three-dimensional
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
fps frames per second
GPS Global Positioning System
HDD Hard Drive Disk
ICP Iterative Closest Point
IMU Inertial Measuring Unit
iiwa Intelligent industrial work assistant
LASER Light amplification by stimulated emission of radiation
LM Levenberg-Marquardt algorithm
miiwa Mobile intelligent industrial work assistant
PCL Point Cloud Library
SLAM Simultaneous Localization and Mapping
SLC Small Load Carrier
TCP Tool center point
TSDF Truncated signed distance function
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Introduction
The localization of a mobile robot is an essential precondition for many of its tasks,
as it makes sure that the robot’s assumed position and orientation in the world
coordinate system is accurate. Due to multiple uncertainties in robotic movements
the expected position and orientation of a robot after a specific motion always differs
from the real one. There are various tools that help minimizing said difference such
as LASER scanners, GPS, IMUs, SLAM-algorithms, etc. In this thesis we use
stereo cameras to acquire 3D data of the robot’s environment and a workstation
model, which was manually placed within a prerecorded 2D map as a basis for
the registration. The previously mentioned 3D model in the 2D map was setup in
the TAPAS (www.tapas-project.eu) and EuRoC (www.euroc-project.eu) EU
projects’ industrial robotics scenario.
Object registration is one way to determine the rigid motion between two 3D models
and assumes two things: Each of the data sets represents part of the same object
and both data sets overlap at least partially.
The topic of registration can be divided into two subcategories - local and global
registration. While global methods estimate the rigid transformation within a global
search space, local methods require an initial guess for the start configuration. The
most popular algorithm in the field of local registration is the ICP (iterative closest
point) [BM92], to which many variations have been developed over time. An al-
ternative to the ICP algorithm is the NDT (normal distribution transform) [BS03]
algorithm, which uses a probability based representation instead of point clouds.
This work focuses on developing a new algorithm that combines the advantages
of the ICP and NDT. Thus the algorithm is supposed to be robust, which means
it should find a satisfying transformation to as many scenarios as possible. One
advantage the NDT has over the ICP is, that new data can be considered throughout
the computation and this makes it more adaptive and robust regarding changing
environments as well as sensor noise.
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Figure 1.1: An exemplary small load carrier. [wur]
1.1 Problem Statement
In industrial plants a simple and repetitive type of tasks is the pick and place
operation. Due to its triviality it would be desirable to automate the execution
of such tasks using mobile robots. Small components such as washers or bolts are
usually stored in small load carriers (SLC) as depicted in figure 1.1.
By enabling a robot to handle such SLCs, various task can be executed autonomously
and this way the robot can assist the workers. SLCs are usually kept in shelves
similar to the one shown in figure 1.2. The long term goal of the project we are
working on is to enable a mobile manipulator to drive to a certain workstation, pick
up a SLC and place it on a different workstation. As depicted in figure 1.2 we use a
mobile robot and chose shelves for the workstation, as this training scenario is close
to the intended real-life application. In order to fulfill this task the robot has to
have precise knowledge on its position and orientation. Due to different inclinations,
coefficients of friction, scattering and many more factors the goal position of the
robot after a specific movement can not be predicted accurately enough and even the
workstation might have a slightly different position than anticipated. The provided
localization combines odometry data with LASER scanners, which recognize sections
of a prerecorded map (fig. 1.4) of the working environment.
Up to now the solution for accurate localization was to use AprilTags in combination
with the camera system our mobile robot is equipped with.
AprilTags are 2D barcodes developed by Edwin Olson [Ols10], which work as a
visual fiducial system, employed in a variety of areas including augmented reality,
robotics, and camera calibration. The software detects an AprilTag (fig. 1.3) in
a provided picture and decodes the unambiguous ID, the tag’s location within the
picture and with a calibrated camera and the physical dimensions of the tag the
relative transform between camera and tag itself. If using AprilTags the position
and orientation of key locations first has to be measured and encoded into a tag and
than has to be placed accurately. This solution though lacks flexibility and thus a
new approach is considered.
As a further improvement we use stereo cameras to gain 3D data of the robot’s
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Figure 1.2: The mobile robot in front of the workstation.
Figure 1.3: An exemplary AprilTag.
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environment. A 3D model of the workstation was created and manually placed
within a 2D map, which was recorded beforehand using the laser scanners. The
localization gained by odometry and laser data is used as an initial guess for the
registration algorithm. The goal is to find the transformation that has to be applied
to the camera data in order to align it with the 3D model and therefore correct our
robot’s position with respect to the workstation.
Figure 1.4: The prerecorded map, which is used by the LASER scanners for local-
ization.
1.2 Contribution of the Thesis
This thesis presents a local registration framework, which is based on a probabilistic
discretization of 3D space.
We will prove, that the approach to local registration using a probabilistic data
representation instead of different data structures, such as point clouds - as used by
the ICP - is a promising area of research.
The main advantage of the probabilistic approach using the Bayes update for occu-
pancy probability computation is the fact that a quality measure of the 3D model
is generated. The more sensor data is available for a certain area, the more the
3D model can be trusted and the less noise has to be considered. In order to gain
a high quality environment representation multiple sensor scans can be merged to-
gether probabilistically.
Different representations of optimization parameters encoding translations and ro-
tations are tested on matrices in combination with the Levenberg-Marquardt algo-
rithm.
These representations are paired with a variety of cost functions in order to find the
best pair for optimization with the Levenberg-Marquardt approach.
The algorithm generates a discretized probabilistic representation of the 3D model
of an object and of the corresponding stereo camera data. By comparing occupancy
probabilities of interrelated areas the orientation of both data sets is rated and
improved using the before mentioned Levenberg-Marquardt optimizer.
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The fact, that the chosen cost function assumes its minimal value in the case of
seamless alignment is proved with several test scenarios including translations in x-,
y-, and z-direction as well as rotations around the x-, y-, and z-axis.
1.3 Thesis Outline
Chapter 2 will introduce the reader to the state of the art in the area of research
covered by this thesis. Existing and commonly used algorithms will be presented
after discussing what our robot is already capable of and which problems still need
to be solved. In the end the preliminary work that has been done as preparation for
this thesis will be explained. Chapter 3 introduces the reader to the basics behind
the newly developed algorithm. We explain how the 3D model was generated and
how the camera data was acquired, before focusing on the used data structure. Af-
terwards an introduction to the generation of our probabilistic voxel spaces and the
computation of occupancy probabilities is described. A short explanation on how to
compute the probabilistic voxel spaces that represent our camera data and our 3D
model is also given. In the next chapter we focus on optimization. The two consid-
ered algorithms by Levenberg-Marquardt and Nelder-Mead are presented in detail
before we show different representations for rotations, that affect our optimizer. The
three tested cost functions our optimizer was supposed to use are then introduced
and their advantages and disadvantages are discussed. In the end of chapter 4 we
show and explain the compromise we chose as representation for the transformation
and the final cost function. Chapter 5 then concludes this work presenting our pos-
itive results, proving the feasibility of our approach and in the end a summary of
research topics for future work is given.
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Chapter 2
Local Registration - State of the
Art
In order to execute simple pick and place tasks autonomously we employ a mobile
robot equipped with a light weight robot arm, a pan-tilt unit (PTU) and a mul-
titude of sensors (see Fig 1.2). The fundamental abilities the mobile manipulator
needs in order to carry out an exemplary task fully autonomously were presented in
[DKBS15]. Based on a 2D map, which has to be provided or previously recorded,
the robot has the ability to navigate from its current position to the workstation
and vice versa. Due to the previously mentioned factors of uncertainty, we can not
simply teach the exact position of the shelves. Thus, the mobile manipulator has
to use its sensors to find the correct position in front of the work station. As previ-
ously explained, the approach by [DKBS15] was to use AprilTags as reference. Due
to the limits of flexibility and the high expenditure we searched for an alternative.
Local registration seemed to be a promising solution and therefore, the ICP and
NDT algorithms were considered. After finding that the NDT is a legitimate alter-
native to the ICP we developed the idea of our own probabilistic approach to local
registration.
2.1 Iterative Closest Point (ICP)
In 1992, Besl and McKay introduced the esteemed ICP algorithm [BM92]. Then
again Rusinkiewicz and Levoy present a summary of variations in 2001 [RL01], which
are aiming at accelerating the ICP algorithm. In this work, the ICP will be used
for the minimization of the pose error and fine matching of a prerecorded model
with online obtained camera data from the object in different poses - a process, also
denoted as 3D registration.
As depicted in fig. 2.1 we assume to have two fairly similar point clouds A and B
respectively consisting of n points ai (i = 1, . . . , n; n ∈ N) and m points bj (j =
1, . . . ,m; m ∈ N). The goal of the ICP algorithm is to find the transformation
matrix, which has to be applied to point cloud A in order to minimize the difference
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Figure 2.1: An example of two point clouds the ICP algorithm could align.
towards point cloud B. Transformation matrices contain a 3× 3 rotation matrix R
and a 3× 1 translation vector t, which results in the following appearance:
M =
[
R t
0 1
]
The difference between the point clouds is measured as follows: For each point
ai (i = 1, ..., n) in point cloud A, the nearest neighbor bj (j = 1, ...,m) in point
cloud B, within a predefined search radius, is found and the distance di between
them is calculated. The search radius around ai, within which bj is searched for,
is one of the adjustable parameters of the algorithm, others are maximum number
of iterations, accepted total difference between both point clouds, etc. The sum of
all these distances dsum =
∑n
i=1 d
2
i serves as an error measure. By applying differ-
ent transformation matrices to point cloud A, the ICP iteratively uses a numerical
approach to minimize dsum. The algorithm continues the search until it either con-
verges (the accepted tolerance is achieved) or the maximum amount of iterations
has been reached.
2.2 Normal Distributions Transform (NDT)
In 2003 Biber and Straßer introduced the NDT [BS03] as a new approach for laser
scan matching. The main difference to previous approaches is that instead of finding
correspondences between two scans in order to match them, it uses the normal
distributions transform as an alternative representation of the data. The NDT
locally models the probability of measuring a point. The result of the transform is
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a piece-wise continuous and differentiable probability density, that can be used to
match another scan using Newton’s algorithm.
We use the Normal Distributions Transform (NDT) algorithm - just like the ICP
- to determine a rigid transformation between the model point cloud and the 3D
point cloud acquired by our stereo cameras.
In the following, the NDT is briefly explained based on the explanation of [SAS+13].
For simplicity reasons we, too, chose to limit the explanation to the 2D case (3D is
straightforward).
By placing a local normal distribution in the position of every 2D-points of one scan,
the NDT models its probability distribution. The two-dimensional space, in which
the data is expected is divided into cells with constant size. If a cell contains three
or more points, proceed as follows:
1. Identify every 2D-point xi=1,...,n in the current cell
2. Calculate the mean of all 2D-points inside each cell q = 1
n
∑
i xi
3. Calculate the cells covariance matrix Σ = 1
n
∑
i(xi − q)(xi − q)ᵀ
The probability of measuring a sample at 2D-point x contained in this cell is now
modeled by the normal distribution N(q,Σ):
p(x) ∼ exp(−(x− q)
ᵀΣ−1(x− q)
2
) (2.1)
With the NDT we get the probability to measure a sample at any position within
the 2D space our cells cover. This results in the probability density for our 2D space,
which is an analytic piece-wise continuous and differentiable function.
2.3 Case Studies for Given Local Registration Meth-
ods
The ICP algorithm is the most common in local registration and the NDT’s impor-
tance and popularity is consistently growing. Both seemed to be a viable option
and thus, were tested. In the preliminary work of this thesis a simple comparison
between ICP and NDT was made. A test set of data was recorded in front of the
work station using the stereo cameras and the 3D model of the shelves was placed
in its expected position. Each shot was then registered to the 3D model using the
ICP algorithm and the NDT algorithm. The robot has to stand close to the shelves,
because the length of its arm is limited, which has an effect on the position of the
stereo cameras. As a result each single scan only catches a part of the shelves, due
to the limited field of view of the cameras.
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Figure 2.2: GRAY=3D model, RED=initial stereo-camera data, YELLOW=result
of ICP, GREEN=result of NDT; A visual comparison of the results the ICP and
NDT produce. In most cases the results of ICP and NDT are almost identical.
In most cases both algorithms gave a satisfying result, which means that a trans-
formation was found that improved the alignment of the camera data with the 3D
model significantly. We found both algorithms to perform well if the right set of
parameters is found. It is hard to find a set, which works well for all shots, because
the distance between initial guess and real position can vary quite a bit between
the different views. Figure 2.2 shows 4 exemplary cases, where the ICP and NDT
produced acceptable results.
The comparison of both algorithms was visually made by simply comparing the
resulting position of the ICP algorithm, the NDT algorithm, the original position
and the 3D model’s position. As a summary we can say that both algorithms worked
fine in most cases but the ICP as well as the NDT had some constellations they were
not able to solve. Figure 2.3 shows an exemplary case where the ICP did not manage
to improve the position and figure 2.4 shows the counterpart from the NDT.
One of the most significant drawbacks was the time both algorithms needed to
find a acceptable solution and the fact, that both failed in almost 20% of the test
cases. This resulted in us starting to develop a new algorithm that combines the
advantages of the ICP and the NDT algorithm. The forte of the ICP is that the years
of development resulted in a very fast performance that works in many applications
without much adaptation. The NDT on the other hand has the advantage that the
result improves with more and more provided measurements, because it can - due
to its probabilistic representation - update its solution. The long term goal is to get
an algorithm that is faster and more robust than the previously tested approaches.
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Figure 2.3: GRAY=template, RED=initial stereo-camera data, YELLOW=result
of ICP, GREEN=result of NDT; A visual comparison of the results the ICP and
NDT produce. In some cases the ICP applies a rotation, which makes the result
worse.
Figure 2.4: GRAY=template, RED=initial stereo-camera data, YELLOW=result
of ICP, GREEN=result of NDT; A visual comparison of the results the ICP and
NDT produce. In one case the NDT did not apply a translation upwards, which
made the result worse.
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Chapter 3
Basics
The problem of consistently aligning two or more point clouds is known as regis-
tration. The goal is to find the relative orientation and position of the separately
acquired point clouds in a global coordinate system, in such a way that the overlap-
ping areas merge seamlessly.
There are two different types of registration, which have to be distinguished in
this context - global and local registration. If the given transformation between
two point clouds is small and a relevant overlap between them can be assumed,
local registration is used. In case the point clouds are not overlapping and the
transformation is large, global registration is the most common method.
In our case a 2D map of the working area was recorded by the laser scanners mounted
on the miiwa robot using a variation of the SLAM algorithm. Additionally a 3D
model of the workstation was created using a laser scanner to reach maximum ac-
curacy. This model was placed as precisely as manually possible into the correct
position within the 2D map.
While depth images of different views of the workstation were recorded, the odome-
try and the laser scanners were used to create an initial guess of the robot’s position
and orientation at the time.
Thus, we have a previously recorded model of a workstation and aligned point clouds
acquired from different views with our pan-tilt cameras to improve that initial guess
regarding the localization. Therefore, a system that is able to find the transforma-
tion matrix, which has to be applied to our camera data in order to align it with
our model, is needed. This correction of the initial guess is mandatory for accu-
rate 3D modeling due to the uncertainties of the robot’s movement and calibration
inaccuracies.
3.1 Groundtruth
The two point clouds our local registration algorithms register towards each other
are a previously recorded model (fig. 3.1(a)) and a depth image, which is calculated
from the data the stereo cameras collect. A Faro Platinum measurement arm with
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(a) shelves model before
post-processing
(b) shelves model after
post-processing
Figure 3.1: A comparison between the aligned model before post-processing (left)
and after post-processing (right).
a Nikon ModelMaker D (fig. 3.2) and the Focus Handheld software were used to
create the 3D ground truth model of the shelves (fig. 3.1(b)). Due to the limited
workspace of the arm and the size of the shelves the front and the back side had to be
scanned separately. For aligning and uniting both scans as well as post-processing
such as smoothing, filling wholes, etc. the GeoMagic software was used.
Due to the fact that the front and back of the model had to be combined after
scanning and the post-processing, a significant amount of accuracy was lost. The
initial idea behind scanning the shelves using a laser scanner was to get a perfect
model of our work station. The model mesh consists - even after downsampling - of
about one million triangles, which makes the file very big and this results in high
processing times. A better solution would be a manually generated 3D model, which
can be produced with tools like blender or similar software. This way our 3D model
could be reduced to about 0.1% of its current data size and thus, computations
could be accelerated significantly.
A global 2D map of the lab, which contains our work station, was created with
software - similar to SLAM - provided by KUKA using the laser scanners affixed to
our mobile robot, the KUKA miiwa (fig. 1.4). Once the robot localized itself within
the aforementioned map, we positioned it in such a way that the shelves were within
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Figure 3.2: The Faro Platinum measurement arm in combination with a Nikon
ModelMaker D used to create 3D-models.
the field of view of the stereo cameras mounted on the pan-til unit. Based on this
view the position of the shelves 3D model within the 2D map were manually places
as precisely as possible.
3.2 Data Acquisition
The general idea to improve the localization of the mobile robot was to use local
registration algorithms to register live stereo camera data to a prerecorded model
of the workstation. 27 shots of the shelves were taken, with 3 different tilt angles
(horizontal, 17.19◦/0.3rad above, 28.65◦/0.5rad below) and 9 different pan angles
(11.46◦/0.2rad steps). We expected the movement of the pan-tilt unit to be very
precise and because of that the overlapping parts between neighboring shots should
have aligned almost seamlessly. Figure 3.3 shows an example of how badly the
neighboring shots really align.
The error between the separate shots is an accumulation of different aspects such
as inaccuracy of the pan-tilt unit and errors in the transformation from the camera
coordinate system to the global system. We tried to minimize the effects of those
sources of error but were not able to get a better result than shown above.
Because of this inaccuracy we were not able to simply unite all the shots into one big
point cloud and register it to the prerecorded model, as initially planned. The pre-
liminary procedure is to register every shot separately to the template and evaluate
the developed algorithm based on this information.
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(a) top-view from the front (b) front-view
(c) back-view (d) front-view from the left
Figure 3.3: An example of the real alignment of three neighboring shots from dif-
ferent camera positions, which overlap significantly but are poorly aligned.
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3.3 Data Structure: Octrees and Their Usage
The data a sensor generates while perceiving its environment has to be stored in
and represented with a certain data structure. Wurm et. al. present some of the
possibilities in their paper [WHB+10]. When working with stereo-cameras the most
obvious structure would be a point cloud. Nonetheless, possible and widely used
alternatives are elevation maps [Heb89], multi-level surface maps [TPB06] and 3D
maps based on octrees, called Octomaps [WHB+10], which are depicted in figure
3.5). Octomaps use Octrees to divide the space that is to be represented into cubes
of arbitrary size. These cubes are also referred to as volumetric elements or voxels
for short (derived from pixels). Each voxel is assigned a occupancy probability and
a corresponding state of occupancy of the space it contains, which is why they can
have one of three states (”free”, ”unknown”, ”occupied”). Octrees are tree structures
with either 8 successors or children per node or none. They are a derivation from
binary trees and Quadtrees. Binary trees are convenient for the representation of 1D
data, Quadtrees for 2D data and Octrees for 3D data. A generalization to data of
arbitrary dimensions is referred to as N-Tree. The basic idea behind Octrees is that
parent nodes are subdivided into 8 subnodes, if the state of one of those children
nodes differs from the state of their parent and thus their siblings. If on the other
hand, the state of the eight children nodes would be the same, these are combined
into their parent node and no further subdivisions in this branch will be performed.
The main field of applications of Octrees is the area of computer graphics. 3D data
is hierarchically subdivided in such a way that the parent node contains all the data
of its children nodes, the children nodes on the other hand contain one eighth of
the parent node’s data. This makes Octrees a proper data structure for divide-and-
conquer-strategies. The procedure of subdividing a space is depicted in figure 3.6.
The whole space is fitted into one root cube, which is then subdivided into 8 sub-
cubes, which then again are also subdivided into 8 sub-cubes respectively, and so
on, until the highest desired resolution is reached. This structure enables Octrees to
provide fast operations for both insertion and query of data, while keeping memory
consumption low.
The data structure we use in this thesis - called DynamOctree - was developed
at the DLR and is also based on Octrees, which makes it similar to Octomaps.
A DynamOctree contains multiple Octrees, while each Octree is unambiguously
assigned to a position in a grid. The general concept is visualized in figure 3.4 from
[Kri15].
Each Octree consists of a C++-Map and contains additional information such as
ID, origin, resolution and size. This structure provides the possibility of arbitrarily
extending the covered space into any direction or dynamically pushing individual
Octrees to the HDD in order to be more memory efficient.
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Figure 3.11: Concept of Dymodda partitioning using multiple octrees
concept of octrees (Samet, 1990) is that parent elements are subdivided into 8
subelements, if the state of one of them diﬀers from the state of the parent.
Contrary, if the state of eight corresponding octree elements is the same, these
are merged into their parent element and the subelements will not be considered
anymore. The data structure of Dymodda allows for arbitrary extension of the
space in any direction by using multiple octrees as can be seen in Fig. 3.11. Each
octree can dynamically be stored to hard disk and flushed to save memory.
We performed a comparison between the Dymodda and OctoMap (Hornung
et al., 2013) implementation with real range image data sets. Although the
Dymodda update approach is significantly more complex than the update in
OctoMap, Dymodda is able find and update the intersected voxels in about the
same time as OctoMap. The equal speed in spite of more complex calculations
can be achieved due to an eﬃcient implementation of Dymodda. In Dymodda,
the states of the voxels which are penetrated by sensor measurements are directly
updated. OctoMap first copies the coordinates into a vector and then updates
them after.
Note that the resolution lv of the voxel space has various eﬀects on the algorithm
and has to be chosen carefully. The smaller the resolution, the more accurate the
modeled object or environment will be within the voxel space. Disadvantages
of such a small resolution are the consumption of more memory and increasing
computation time. On the contrary, a larger resolution results in less localized
information per voxel, causing a larger occupied area around obstacles. If the
PVS is applied to collision-free motion planning, a larger occupied area restricts
the area where the robot is allowed to move within.
Similar to the mesh generation, the PVS is updated in run time which helps to
speed up the process when using a laser stripe profiler. For this case, the reso-
lution cannot be chosen to be too small, since otherwise the real-time streaming
space update cannot be maintained.
Figure 3.4: Multiple Octrees united into one DynamOctree
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(a) point cloud (b) elevation map
(c) multi level surface map (d) Octomap
Figure 3.5: A visualization of the most common 3D data structures presented by
[WHB+10]
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Figure 3.6: Three levels within an octree represented as cube and tree. [For]
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Chapter 4
Local Registration Based on a 3D
Probabilistic Space
The approach presented in this thesis is quite complex and consists of multiple steps.
In the following we will describe the general idea and procedure of the local regis-
tration based on a 3D probabilistic space and explain the most important individual
steps in detail afterwards.
4.1 General Procedure
As previously explained, the basic idea is to use DynamOctrees to represent the
camera data as well as the 3D model of our workstation in order to register both
data sets towards each other. A visualization of the individual steps is depicted in
figure 4.1. The first thing our algorithm has to do, is to load the 3D data it needs.
The shots our stereo cameras took are saved in the form of depth images to our
HDD. One arbitrary view is loaded into a data structure called DepthImageStorage,
that was developed at the DLR. The other data set our algorithm need is the 3D
model of the shelves. This is stored as a triangle mesh on our HDD and is loaded
into a data structure called TriangleStorage.
Triangle Storage [Kri15]: For efficiency reasons such as reduction of
memory consumption and improved traversal of the edges, the triangle faces
are not stored explicitly. An alternative representation where a triangle
mesh is denoted as:
M := (VM, EM),
is introduced. A triangle mesh consists of n vertices VM and m directed
edges EM, which are defined as follows:
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Figure 4.1: A visualization of the general procedure the newly developed algorithm
follows.
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Figure 3.9: An edge of the triangle mesh consists of two vertices defining the line segment (blue)
and two additional vertices closing the adjacent triangles (red) to the left and right.
acquisition. In (Bodenmüller, 2009) the streaming surface reconstruction is in-
troduced for instant model generation and visualization with handheld scanner
systems. This approach for the incremental generation and refinement of a tri-
angle mesh, is used here for quicker surface reconstruction. In the following,
the functional principle of the algorithm is summarized and the most relevant
points are explained.
The reconstruction consists of three principal stages, the density limitation, the
normal estimation and the mesh generation step, as already presented in (Bo-
denmüller, 2009). Each range image is converted into a set of 3D points and
incrementally inserted into the model. At insertion of a new point, it is tested if
the point is not closer than a distance Rr to any model point and rejected if the
test fails. The test can be performed by requiring an empty ball neighborhood
with radius Rr. The ball neighborhood is the subset of points that are within
a bounding sphere centered at the regarded point and with radius Rr . This
density limitation limits the overall Euclidean point density of the model. In
the normal estimation step, the ball neighborhood with radius Rn is calculated
for each newly inserted point. The surface normal is estimated using principal
component analysis with a weighted covariance matrix for all vertices within the
neighborhood. If the surface normal is a robust estimate, the point is forwarded
to the mesh generation step. During the mesh generation stage, the new points
are inserted as vertices of the emerging mesh. For every newly inserted vertex
a localized triangulation is performed by projecting a local ball neighborhood
with radius Rm to the tangent plane of the new vertex and a re-triangulation of
this 2D subset. Finally, triangles are recalculated from the changed edges. The
Figure 4.2: Each edge ej of a trianlge mesh consists of two vertices va and vb.
Additionally the two closest vertices to ej are stored, as they build the two adjacent
triangles. [Kri15]
VM := {v1, ..., vn} ∈ R3
EM := {e1, ..., em}
Two adjacent vertices va and vb are connected by an edge ej with the di-
rection:
ej = dir(va, vb) with
dir(a, b) =
b− a
|b− a|
Additionally the neighboring vertices vl and vr are stored, because they are
the missing part to the adjacent triangles on both sides of the edge ej. At
last the corresponding surface normal ni is calculated and saved for each
vertex vi.
We want to work with probabilistic repre entation for our data, because this le s
us consider new data during registration and reduces the influence of noise. For this
purpose both data sets have to be converted into Probabilistic Voxel Spaces (PVSs)
using the Bayes Update. Two empty voxel spaces with identical origin, orientation,
res lution and size are initializ d, while each voxel is assigned the probability 0.5
(”unknown”).
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Figure 4.3: A typical distribution of voxel probabilities within the PVS representing
the camera data.
For the computation of the probabilities of the PVS representing the camera data,
each beam is checked in terms of independence regarding previously considered mea-
surements. If a beam is accepted (considered independent), the probability of each
penetrated voxel is updated according to our sensor model and Bayes’ theorem.
Multiple factors, such as sensor uncertainty due to increasing distance, different
surface properties, etc. are considered. A more detailed explanation of the proba-
bility computation is given in chapter 4.2. A typical distribution of the probabilities
assigned to the voxels can be seen in figure 4.3.
The voxels of the PVS representing the mesh can only assume two values, either
0 (”free”) or 1 (”occupied”). Each voxel that is intersected by an edge is set to
”occupied” and all others are assumed to be free. This approach is founded on the
fact, that our 3D model is supposed to be a perfect copy of the real shelves and
thus, no noise can occur.
The task of improving the registration between both PVSs is taken by a optimization
algorithm. It iteratively tries different transformations and evaluates, whether they
improve the result based on a predefined cost function. The optimization algorithm
can adjust a parameter set, which encodes a transformation. Different rotations and
translations are applied to the 3D model of our shelves and the transformed mesh is
then again converted into a PVS. The rating on whether a applied transformation
improved the position of both data sets with respect to each other is evaluated
based on a certain cost function. The goal for the optimizer is to minimize the
difference between corresponding pairs of voxels from both PVSs. Due to the fact,
that both PVSs have the same origin, orientation, resolution and size the probability
difference should be at a minimum, if both data sets are aligned perfectly. In this
case every voxel from the camera PVS that corresponds to an ”occupied” voxel in
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the model PVS should have a probability close to 1 and every voxel from the camera
PVS that corresponds to a ”free” voxel in the model PVS should have a probability
close to 0. The optimizer tests various transformations in a loop and does not stop
until one of its termination conditions is met. The resulting transformation should
consist of the rotation and translation our mobile robot has to perform in order to
correct its position and orientation regarding its workstation. The main advantage
over the ICP algorithm is that the computed probabilities can be updated with
additional measurements. This means that by probabilistically merging multiple
shots of the same part of an object noise can be reduced, resulting in a more accurate
representation.
4.2 Computation of Voxel Probabilities Using Bayes’
Theorem
By creating a probabilistic voxel space we discretize the 3D space regularly. Each
voxel is assigned a real value p(x) corresponding to the occupancy probability or
the amount of matter inside its volume. As the occupancy probability of the space
is unknown, as long as no measurement is considered, all voxels are initialized with
the probability 0.5. Based on this initial state the probability is updated according
to Bayes’ theorem for each measurement:
P (A|B) = P (B|A) · P (A)
P (B)
Bayes’ theorem relates the conditional probability P (A|B) to its probabilistic coun-
terpart P (B|A), by saying that the probability of occurrence of an event A given
the event B P (A|B) can be calculated from the probability of an event B given the
event A P (B|A) and the prior probabilities of the individual events A P (A) and B
P (B). By applying this theorem to the update problem of our PVS we get:
P (occi|meas) = P (meas|occi−1) · P (occi−1)
P (meas)
, (4.1)
where P (occi−1) represents the current occupancy probability for a voxel and P (meas)
represents the probability for a certain measurement, which are both a-priori-probabilities.
It is hard to calculate P (meas), because all possible outcomes of a measurement
would have to be considered. A possibility to avoid said problem is to consider the
probability of vacancy P (free). The corresponding formulation of Bayes’ theorem
would be:
P (freei|meas) = P (meas|freei−1) · P (freei−1)
P (meas)
, (4.2)
By solving equation 4.2 for P (meas) and adding it to equation 4.1 we get a formula,
which does not require the calculation of P (meas):
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P (occi|meas)
P (freei|meas) =
P (meas|occi−1) · P (occi−1)
P (meas|freei−1) · P (freei−1) (4.3)
Assuming independent measurements we can simplify 4.3 get the so-called odds-form
of Bayes’ theorem:
⇔ P (occi|meas)
P (freei|meas) =
P (meas|occi−1)
P (meas|freei−1) ·
P (occi−1)
P (freei−1)
(4.4)
In many applications the assumption of independent measurements is wrong, but
we solved this problem by only accepting measurements that overcame a threshold
regarding angular distance or depth difference.
We define the likelihood quotient lhq := P (meas|occi−1)
P (meas|freei−1) and the result is:
oddi = oddi−1 · lhq (4.5)
Odds relate two events to each other and thus, measure how probable one is in
relation to the other avoiding scaling factors. The final modification is applying the
logarithm to equation 4.5 in order to get the so-called log-odds representation:
log(oi) = log(oi−1 · lhq) = log(oi−1) + log(lhq) (4.6)
The main difference to Octomap is that specularity and distance dependent noise
are considered in the update step. For more detailed information on the probability
computation please see [Sup08].
4.3 Optimization
The area of optimization is concerned with the problem of finding the optimal pa-
rameters of a - in many cases - complex system. Problems and thus cost functions
can either be linear or - as in our case - non-linear. The optimum is defined by
the minimum or maximum of a cost function. In most cases it is not possible to
find the solution analytically and therefore a numerical method is needed. There
are many toolboxes that have the most common optimization algorithms already
implemented, such as the Ceres Solver by Google [AMO], NLopt by the MIT (Mas-
sachusetts Institute of Technology) [Joh] or the Eigen library [GJ+]. Ceres is based
on the Eigen library but due to sophisticated changes and additions it is supposed
to perform a lot faster. All those toolboxes have their advantages and disadvan-
tages, for example NLopt has a limited number of implemented algorithms and the
Levenberg-Marquardt is not one of them. On the other hand Eigen has no im-
plementation of the Nelder-Mead Simplex algorithm. We decided to try the Ceres
Solver with the Levenberg-Marquardt algorithm but the disadvantage compared to
the Eigen library is, that the Ceres Solver is not a header-only library and because
of that we had problems getting it running on different systems. The toolbox is
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dependent on installing libraries such as Google log and Google flags, which gave us
compatibility issues.
We considered, studied and tested all of the previously mentioned toolboxes but in
the end chose the Eigen library with its Levenberg-Marquardt implementation, as
the toolbox is easily installed, well documented and widely used, and the algorithm
is one of the most promising solutions.
4.3.1 Optimization Algorithms
We considered two of the most popular optimization algorithms, which are quite
different - the Levenberg-Marquardt algorithm and the Nelder-Mead Simplex algo-
rithm.
Marquardt-Levenberg optimization: is based on numerical derivatives of the cost
function, which makes it fast in many cases. The performance of its final conver-
gence, i.e. near the global minimum, is also high but not the highest. It is also good
with complicated cost spaces. However, it is susceptible to being trapped by local
minima.
Nelder-Mead simplex optimization: is based on geometrically generating a set of
down-hill points in the cost space. It starts by randomly seeding out points around
the starting values. In most cases it is more stable but not as fast as Levenberg-
Marquardt. The main disadvantage of the Nelder-Mead Simplex algorithm is the
fact that it sometimes gets stuck and goes in circles around a minimum. An advan-
tage, on the other hand, is that it is more robust regarding local minima.
Levenberg-Marquardt
In this section the widely used algorithm by Levenberg and Marquardt will be
explained based on [YMS03].
The Levenberg-Marquardt algorithm is a numeric optimization algorithm, which was
first published by Kenneth Levenberg in 1944 [Lev44] and improved or expanded by
Donald Marquardt in 1963 [Mar63]. The algorithm is a hybrid between a gradient
descent method and the Newton method, which makes it a damped version
based on the Newton-method that uses the principle of the least-squares method
itself. These kinds of algorithms are supposed to find minima of nonlinear least-
squares problems such as the following:
A set of m data points (a1, b1), (a2, b2), . . . , (am, bm) is given. There is some kind
of unknown,nonlinear correlation between ai and bi, which can be formulated as
bi ≈ f(ai,x), that in addition to the variable a also depends on a parameter vector
x = (x1, x2, . . . , xn), consisting of n components (m ≥ n). The goal in this scenario
is to find the set of parameters x that minimizes the sum of errors S:
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S =
m∑
i=1
(bi − f(ai,x))2
⇒ min
x
m∑
i=1
r2i , with ri = bi − f(ai,x)
The optimality condition is given by∑
i
ri
∂ri
∂xj
= 0, ∀j{1, . . . , n}
Gradient descent method Gradient descent - also called steepest descent - is
a first order optimization method. The goal is to compute a local minimum of a
cost-function E by iteratively stepping in the direction in which the cost decreases
most (fig. 4.4).
To minimize the real-valued cost E(x) : Rn → R, the gradient for E(x) is defined
by the differential equation:
{
x(0) = x0
dx
dt
= −dE
dx
(x)
Discretization:
xk+1 = xk + 
dE
dx
(xk), k = 1, 2, . . .
In many cases the gradient descent method converges to a local minimum. For the
case of a convex cost function E it will even converge to the global minimum. The
step size  can be changed before each iteration. The gradient descent method can
be applied in a great variety of cases, but usually it is not the fastest solution.
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Figure 4.4: Example for the procedure of the gradient descent.
Newton method The Newton method - in contrast to the gradient descent
method - is a second order optimization method and therefore takes advantage
of the second derivative of the cost function. Geometrically the cost function is
approximated with a quadratic function and a step towards the minimizer of that
function is taken (fig. 4.5).
Using the Taylor expansion, where the first and second derivative are denoted by
the Jacobian g = dE
dx(xt)
and the Hessian d
2E
d2x(xt)
, we get the following approximation:
E(x) ≈ E(xt) + gᵀ(x− xt) + 1
2
(x− xt)ᵀH(x− xt)
The corresponding optimality condition is:
dE
dx
= g +H(x− xt) = 0
From this the iterative equation can be derived:
xt+1 = xt −H−1g, t = 0, 1, . . . (4.7)
Second order methods tend to need less iterations than first order methods, but this
does not necessarily mean that they are faster in general, because the time that is
needed to compute one iteration can vary significantly. One of the computationally
most expensive issues is the calculation of the inverse Hessian. A common solution
for this problem is to approximate this matrix, which is the goal of the so-called
quasi-Newton methods.
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Figure 4.5: Example for the procedure of the Newton method.
The combination: Levenberg-Marquardt As mentioned previously, the Levenberg-
Marquardt algorithm is a hybrid combining the gradient descent with the Newton
method. In the Gauss-Newton algorithm the update step of the Newton method
(eq. 4.7) xt+1 = xt −H−1g is extended with the gradient descent
xt+1 = xt − (H − λIn)−1g
,which serves as the basis for the Levenberg-Marquardt algorithm. This update
step realizes the combination of both methods. Without the Hessian H it would
equal a gradient descent method (with step size 1/λ for λ → ∞) and without the
λIn (λ = 0) it would equal the Newton method. So by adjusting λ, the algorithm
switches smoothly between both methods.
Levenberg introduced a damped version of the Gauss-Newton algorithm in 1944:
xt+1 = xt + ∆, with ∆ = −(JᵀJ + λIn)−1Jᵀr
Almost 20 years later - in 1963 - Marquardt proposed a more adaptive component-
wise damping of this form:
∆ = −(JᵀJ + λ diag(JᵀJ))−1Jᵀr
He argued that his changes lead to a faster convergence in practice, because in many
cases the Jacobian becomes relatively small and thus the gradient descent dominates
with Marquardt’s method. By replacing the identity matrix with the diagonal of
the Jacobian product, the gradient descent is no longer favored over the Newton
method.
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Figure 4.6: The simplex in 0, 1, 2 and 3 dimensions [Swe].
Nelder-Mead Simplex
The Nelder-Mead algorithm [NM65] is a derivative-free method of non-linear op-
timization, which was presented by John Nelder and Roger Mead in 1965. In n-
dimensional space it uses the simplest polytopes, which can be combined using n+1
vertices (fig. 4.6). Each of the n dimensions represents one parameter that can be
adapted in order to minimize a cost function f(xi), with i = 0, . . . , n.
n = 0 (0 dimensions) the simplex is represented by a point (1 vertex)
n = 1 (1 dimension) the simplex is represented by a line (2 vertices)
n = 2 (2 dimensions) the simplex is represented by a triangle (3 vertices)
n = 3 (3 dimensions) the simplex is represented by a tetrahedron (4 vertices)
...
In the following the procedure of the algorithm will be explained based on [Alt02].
The first step the algorithm starts with a given simplex S0; In each iteration we:
• evaluate the cost function for each vertex (x1, . . . , xn) of the current simplex Sk
in order to find the most expensive (worst) solution f(xm) = max{f(x0), . . . , f(xn)}
• calculate a vertex with a lower function value, replace the vertex xm with the
new vertex and thus get a new simplex Sk+1
In the original presentation [NM65] 3 different options for calculating the better
vertex were proposed. Assume S ⊂ Rn a simplex with vertices x0, . . . , xn and for
j ∈ {O, . . . , n}
sj =
1
n
n∑
i=0
i 6=j
xi
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is the ”center of mass” of the vertices regarding xj (assuming the material is of
uniform density).
1. Reflection: The vertex xj is reflected on the ”center of mass” sj. For that
we calculate the reflected point
xr = sj + γ · (sj − xj)
with reflection constant 0 < γ < 1 (fig. 4.7).
22 Kapite12. Ableitungsfreie Verfahren 
Das in [58] angegebene Nelder-Mead-Verfahren benutzt 3 Konstruktionsprinzipien zur 
Bestimmung des neuen Punktes. Sei S C ]Rn ein Simplex mit den Ecken xo, ... , xn , 
und fUr j E {O, ... , n} sei 
der Schwerpunkt der Ecken bzgl. xi. 
. 
sJ = - L...Jx· 
n i=O 
i¢j 
1. Reflektion der Ecke xi am Schwerpunkt si : Dabei wird als neuer Punkt 
x T = si + 'Y(si - xi) 
mit der Reflektionskonstante 0 < 'Y ::::; 1 berechnet (vgl. Bild 2.1). 
Bild2.1: Reflektion mit j = 1 und I = 
2. Expansion: Dabei wird der Punkt x T weiter in Richtung si - xi (= Richtung 
x T - si) verschoben und als neuer Punkt 
x e = si + f3(x T - si) 
berechnet (vgl. Bild 2.2) mit der Expansionskonstante f3 > 1. 
Bild 2.2: Expansion mit (3 = 2 
Figure 4.7: Example for the resulting parameter set produced by the Nelder-Mead
Simplex algorithm by using the reflection method with j = 1 and γ = 1
2
[Alt02].
2. Expansion: For that the vertex xr is shifted in the direction of sj − xj (=
direction of xr − sj) resulting in a new vertex
xe = sj + β · (xr − sj)
with expansion constant β > 1 (fig. 4.8).
22 Kapite12. Ableitungsfreie Verfahren 
Das in [58] angegebene Nelder-Mead-Verfahren benutzt 3 Konstruktionsprinzipien zur 
Bestimmung des neuen Punktes. Sei S C ]Rn ein Simplex mit den Ecken xo, ... , xn , 
und fUr j E {O, ... , n} sei 
der Schwerpunkt der Ecken bzgl. xi. 
. 
sJ = - L...Jx· 
n i=O 
i¢j 
1. Reflektion der Eck  xi am Schwerpunkt si : Dabei wird als neuer Punkt 
x T = si + 'Y(si - xi) 
mit der Reflektionskonstante 0 < 'Y ::::; 1 berechnet (vgl. Bild 2.1). 
Bild2.1: Reflektion mit j = 1 und I = 
2. Expansion: Dabei wird der Punkt x T weiter in Richtung si - xi (= Richtung 
x T - si) verschoben und als neuer Punkt 
x e = si + f3(x T - si) 
berechnet (vgl. Bild 2.2) mit der Expansionskonstante f3 > 1. 
Bild 2.2: Expansion mit (3 = 2 Figure 4.8: Example for the resulting arameter set produced by the Nelder-Mead
Simplex algorithm by using the expansion method with j = 1 and β = 2 [Alt02].
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3. Contraction: 3 types of contraction have to be distinguished:
• Partial contraction within xj in the direction of sj − xj (= direction of
xr − sj). The new vertex is
xc = sj + α · (xj − sj)
with the contraction constant 0 < α < 1 (fig. 4.9.
2.1. Das Verfahren von NeIder und Mead 
3. Kontraktion: Dabei unterscheidet man 3 Typen: 
• Partielle Kontraktion innen von x j in Richtung sj - x.i (= Richtung x T - sj ). 
Als neuer Punkt wird 
XC = sj + a(xj - sj) 
mit der Kontraktionskonstante 0< a < 1 berechnet (vgl. Bild 2.3). 
Bild 2.3: Kontraktion innen mit j = 1 und a = 
• Partielle Kontraktion auBen von x T in Richtung sj -xT (= Richtung x j -sj). 
Als neuer Punkt wird 
XC = sj + a(xT - 8"7) 
mit der Kontraktionskonstante 0< a < 1 berechnet (vgl. Bild 2.4). 
Bild 2.4: Kontraktion auBen mit j = 1 und a = 
• Totale Kontraktion bzgl. x j : Dabei werden die Punkte Xi, i = 0, ... , n, i =J j, 
durch die Punkte xi mit 
. ·1· ·1· . x' = x' + -(.rJ - x') = -(x' + xJ) 2 2 
ersetzt (vgl. Bild 2.5). 
Mit diesen 3 Grundkonstruktionen konnen wir jetzt den Ablauf des Verfahrens beschrei-
ben. 
23 
Figure 4.9: Example for the resulting parameter set pro uced by the Nelder-Mead
Simplex algorithm by using the contraction method with j = 1 and α = 1
2
[Alt02].
• Partial contraction outside of xr in direction sj−xr (= direction of xj−sj).
The new vertex is
xc = sj + α · (xr − sj)
with the contraction constant 0 < α < 1 (fig. 4.10.
2.1. Das Verfahren von NeIder und Mead 
3. Kontraktion: Dabei unterscheidet man 3 Typen: 
• Partielle Kontraktion innen von x j in Richtung sj - x.i (= Richtung x T - sj ). 
Als neuer Punkt wird 
XC = sj + a(xj - sj) 
mit der Kontraktionskonstante 0< a < 1 berechnet (vgl. Bild 2.3). 
Bild 2.3: Kontraktion innen mit j = 1 und a =
• Partielle Kontraktion auBen von x T in Richtung sj -xT (= Richtung x j -sj). 
Als neuer Punkt wird 
XC = sj + a(xT - 8"7) 
mit der Kontraktionskonstante 0< a < 1 berechnet (vgl. Bild 2.4). 
Bild 2.4: Kontraktion auBen mit j = 1 und a = 
• Totale Kontraktion bzgl. x j : Dabei werden die Punkte Xi, i = 0, ... , n, i =J j, 
durch die Punkte xi mit 
. ·1· ·1· . x' = x' + -(.rJ - x') = -(x' + xJ) 2 2 
ersetzt (vgl. Bild 2.5). 
Mit diesen 3 Grundkonstruktionen konnen wir jetzt den Ablauf des Verfahrens beschrei-
ben. 
23 
Figure 4.10: Example for the resul ing param ter set pro uced by the Nelder-Mead
Simplex algorithm by using the contraction method with j = 1 and α = 1
2
[Alt02].
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• Total contraction regarding xj: In this case all vertices xi, i = 0, . . . , n,
i 6= j are replaced by xˆi with
xˆi = xi +
1
2
· (xj − xi) = 1
2
· (xi + xj)
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Bild 2.5: Totale Kontraktion mit j = 1 
2.1.2 Das Verfahren 
Wir beschreiben hier die einfachste Variante des Verfahrens. Die einzelnen Schritte sind 
heuristisch motiviert . 
Verfahren 2 .. 2: Nelder-Mead-Verfahren: 
Gegeben seien die Parameter 0 < a < 1 (Kontraktionskonstante), {3 > 1 (Expansions-
konstante) und 0 < , ::::; 1 (Refiektionskonstante). 
1. Wahle einen Startpunkt x(O ,O) E IRn und bestimme die Ecken des Startsimplex So 
durch 
xCO,j) = x(O,O) + ej , j = 1, .. . , n, 
wobei ej E IRn die Einheitsvektoren sind (vgl. Abschnitt 1.1). Setze k := O. 
2. Bestimme den Punkt x(k,m) mit 
die Ecke von Sk mit dem gro£ten Funktionswert , den Punkt x(k,l) mit 
die Ecke von Sk mit dem kleinsten Funktionswert , und 
1 n 
s(k,m) = - L x(k,i) , 
n 
i=O 
i#11l 
den Schwerpunkt der Ecken bzgl. x(k,m). 
3. Fiihre eine Refiektion von x(k,m) am Schwerpunkt sCk ,m) durch, d.h., berechne den 
Punkt 
xr = s(k,m) + ,(s(k,m) _ x(k,m»). 
Dabei erwartet man, dass f(x r ) < f(x(k,m») ist . 
4. Wir unterscheiden 3 Falle: 
Figure 4.11: Example for the resulting parameter set produced by the Nelder-Mead
Simplex algorithm by using the total contraction method with j = 1 [Alt02].
Now we can describe the procedure of the algorithm using these three basic con-
struction methods.
P ocedure of the Nelder-Mead Algorithm
1. Choose an initial guess x(0,0) ∈ Rn and calculate the vertices of the initial
simplex S0:
x(0,j) = x(0,0) + ej, j = 1, . . . ,
where ej are the unit vectors. Set k := 0.
2. Find the vertex x(k,m) with
f(x(k,m) = max{f(x(k,0), . . . , f(x(k,n)},
the vertex of Sk with the greatest function value, the vertex x(k,l) with
f(x(k,l) = min{f(x(k,0), . . . , f(x(k,n)},
the vertex of Sk with the smallest function value, and
s(k,m) =
1
n
n∑
i=0
i 6=m
x(k,i),
the ”center of mass” regarding x(k,m).
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3. Use the reflection method to reflect x(k,m) on the ”center of mass” s(k,m) and
get
xr = s(k,m) + γ · (s(k,m) − x(k,m)).
We expect f(xr) < f(x(k,m)) to be true.
4. We distinguish 3 cases:
• f(xr) < f(x(k,l)), which means the reflection resulted in a new minimal
vertex. In that case we try to find an even better vertex through expan-
sion of xr in the direction of xr − x(k,m):
xe = s(k,m) + β · (xr − s(k,m))
and replace x(k,m) with the better of both vertices xr and xe, which means
we set
x(k+1,m) :=
{
xe, if f(xe) < f(xr),
xr, if f(xr) ≤ f(xe).
All the other vertices of Sk remain the same.
• f(x(k,l) ≤ f(xr) ≤ max{f(x(k,j)|j 6= m}: In this case xr is not better than
all other vertices except x(k,l), usually better than x(k,m) and we replace
x(k,m) with xr. All other vertices of Sk remain the same.
• f(xr) > max{f(x(k,j))|j 6= m}:
If f(xr) ≥ f(x(k,m)), the shift of s(k,m) in the direction of xr was probably
wrong and we try the opposite direction. A partial contraction of x(k,m)
in the direction of s(k,m) − x(k,m) is performed and we get
xc = s(k,m) + α · (x(k,m) − s(k,m)).
If f(xr) < f(x(k,m)), the shift was probably right after all but because
all vertices except for x(k,m) are better than xr we should try to get back
closer to the simplex. Thus, we execute a contraction of xr in the direction
of s(k,m) − xr
xc = s(k,m) + α · (xr − s(k,m)).
If f(xc) < f(x(k,m) we set x(k+1,m) := xc and all other vertices of Sk
remain the same. In any other case, all trials did not help and therefore
a total contraction regarding x(k,l) is executed. For all i 6= l we set
x(k+1,i) =
1
2
· (x(k,i) + x(k,l)).
That way the vertex with the smallest function value remains the same.
5. Set k := k + 1 and go back to step 2.
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The popularity of this method can be explained with the fact that no derivative
information is required and thus all steps are computed by simply evaluating the
function. This means that for cost functions whose function evaluations are compu-
tationally significantly cheaper than calculating their derivatives, the Nelder-Mead
Simplex algorithm is a well performing approach. However, it has greedy characteris-
tics, which means that it takes the optimal solution in every single iteration without
a global perspective or considering future subproblems. Therefore, the Nelder-Mead
method can not guarantee to find the global minimum and can often get stuck in
local minima.
Conclusion
We decided to use the Levenberg-Marquardt algorithm first, because we have more
experience with it. In previous projects we found it to perform best with more-
dimensional cost functions. The more dimensions a cost function has, the fewer
iterations the algorithm needs to converge. The Nelder-Mead Simplex algorithm
on the other hand works fine with one-dimensional cost functions, but it takes
significantly more iterations to converge. The fact that one algorithm takes less
iterations to converge than the other does not necessarily mean that it is also faster,
because we do not know anything about the time one iteration takes respectively.
The Nelder-Mead Simplex is an alternative approach, which should be considered
in the future.
4.3.2 Representation of Rotation (Optimizer Parameters)
The result we expect our algorithm to deliver is a certain correction movement of our
robot, which optimizes its stance with respect to the workstation. This movement
has to be represented mathematically and is therefore divided into a rotation and
a translation. Translations within the 3D space are typically represented by a 3D
vector such as t =
(
tx, ty, tz
)ᵀ
, rotations on the other hand can have multiple repre-
sentations. One of the most popular embodiments is the rotation matrix, because it
can easily be combined with the translation vector to a affine transformation matrix
in homogeneous coordinates of the form:(
R t
0 1
)
, with R ∈ R3x3
Rotation matrices have special properties, for example they have to be orthogonal
(R−1 = Rᵀ) and their determinant has to equal one (det(R) = ±1). The main
advantage of affine transformation matrices can be shown with a simple example:
Assume we want to perform a rotation around the z-axis by 30◦ and a translation
in z-direction by 0.5m subsequently on the point p1 = (3, 5, 1)
ᵀ within the R3 space.
The rotation matrix that rotates a vector p ∈ R3 around the z-axis by the angle θ
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is:
Rz =
cos(θ) − sin(θ) 0sin(θ) cos(θ) 0
0 0 1

The result p2 of the rotation would be:
p2 = Rz(30
◦) · p1 =
0.866 −0.5 00.5 0.866 0
0 0 1
 ·
35
1
 =
0.0985.83
1

The additional translation t = (0, 0, 0.5)ᵀ could be realized with:
p3 = p2 + t =
0.0985.83
1
+
 00
0.5
 =
0.0985.83
1.5

So the whole transformation would be:
p3 = Rz(30
◦) · p1 + t =
0.0985.83
1.5

The combination of matrix-vector multiplication and vector-vector addition can be
simplified with homogeneous coordinates. We construct a 4×4 matrix that consists
of R and t and thus can compute p3 with a simple vector-matrix product:
p3,hom =
[
R t
0 1
]
· p1,hom =

0.866 −0.5 0 0
0.5 0.866 0 0
0 0 1 0.5
0 0 0 1
 ·

3
5
1
1
 =

0.098
5.83
1.5
1

The upside is that homogeneous coordinates are easy to handle mathematically,
because the procedure of multiplying a vector with the rotation matrix and adding
the translation afterwards one can just multiply the extended vector with the affine
transformation matrix.
The problem we had with this representation is that it is not easy to handle it
for optimization. An optimizing algorithm tries to adjust a set of parameters in
such a way that a cost function is minimized. The more parameters the optimizer
can adjust, the more costly the computation becomes, but on the other hand more
parameters often mean that less iterations are needed for the algorithm to converge.
Because of that we wanted to represent the rotation with as few parameters as
possible, while still getting a good convergence rate.
Two of the most popular options for compact representation of rotations are Euler
angles and quaternions. These are presented in the following.
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Euler angles
Euler angles were introduced by the mathematician Leonhard Euler. They are
three independent parameters α, β, γ, that define the rotation angle regarding three
different axes. The axes we chose were the z-, y- and x-axis, which is often referred
to as yaw-pitch-roll (fig. 4.12).
Figure 4.12: Visualization of the yaw-pitch-roll parameters [Ree10].
Euler angles can easily be converted to a rotation matrix. For that each rotation
(yaw, pitch, roll) is expressed by a separate matrix Rz(γ), Ry(β), Rx(α) and the
total rotation is gained by concatenation:
Rtot = Rz(γ) ·Ry(β) ·Rx(α)
=
cos(γ) − sin(γ) 0sin(γ) cos(γ) 0
0 0 1
 ·
cos(β) 0 − sin(β)0 1 0
sin(β) 0 cos(β)
 ·
1 0 10 cos(α) sin(α)
0 − sin(α) cos(α)

Euler angles are a intuitive representation of rotations, because imagining what it
means to rotate an object by the exemplary Euler angles α = 90◦, β = 0◦ and
γ = 45◦ is simple. The main disadvantage of this representation are singularities.
There are multiple constellations for the parameters α, β and γ that lead to the
same Rtot and thus to the same transformation. This phenomenon is also known
as Gimbal Lock. The alternative representation - quaternions - does not have this
problem.
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Quaternions
Quaternions in general are nothing but a number system that extends the complex
numbers and were introduced in 1843 by W. Hamilton. Their general practicality
will be explained based on [YMS03].
In general the set of complex numbers C can be simply defined as C = R+Ri with
i2 = −1. A similar generalization of complex numbers are quaternions. They are
denoted by H and are defined as:
H = C+ C · j, with j2 = −1 and i · j = −j · i
From this follows that an element of H has the form
q = q0 + q1i+ (q2 + q3i)j = q0 + q1i+ q2j + q3ij, q0, q1, q2, q3 ∈ R
The product ij is often denoted by k due to simplicity reasons. For rotations only
unit quaternions are used, so ‖q‖2 = q20 + q21 + q22 + q23 = 1 has to be true.
Assuming a given rotation matrix R = eωˆt with ‖ω‖ = 1 and t ∈ R the corresponding
quaternion is:
q(R) = cos(t/2) + sin(t/2) · (ω1i+ ω2j + ω3ij)
The advantage of quaternions is - as previously mentioned - that they do not have
singularities. The disadvantage on the other hand is that they consist of 4 parame-
ters and thus they would be computationally more costly than Euler angles in terms
of optimization. Because of this we decided to work with a third alternative, which
combines the advantages of both previous representations.
Angle-Axis representation
According to Euler’s rotation theorem, any sequence of rotations about a fixed point
within the 3D space can be replaced by a rotation by a certain angle θ around a
fixed axis that runs through the fixed point. The axis is defined to be a unit vector
u = (u1, u2, u3)
ᵀ and thus u21 + u
2
2 + u
2
3 = 1 has to be true. Using this representation
we would still have 4 parameters just like with quaternions, but we can exploit
the fact, that u is defined as a unit vector. With this knowledge we choose our
representation to be the product of the rotation angle θ and the rotation axis u:
θ · u =
θu1θu2
θu3

This way our optimizer can work with 3 parameters, which makes the computation
faster than with 4 parameters and we still avoid the problems Gimbal Lock brings.
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4.3.3 Cost Functions
The essential function of an optimization algorithm is to minimize a given cost
function by changing a set of parameters. We chose a angle-axis representation
for our set of parameters, because it combines the advantages of Euler angles and
quaternions, while avoiding their respective disadvantages. In order to find the
cost function that lead to the fastest and most robust convergence we created a
simplified test scenario. A 3× 3 identity matrix called target matrix T was rotated
by various angles and axis, resulting in another matrix called model M . The target
matrix represents our camera data and the model matrix represents the 3D model
of our shelves. We gave the optimization algorithm both matrices, three different
cost functions and wanted to know the transformation that has to be applied to the
model matrix in order to minimize each cost function ei.
1. Frobenius norm of error matrix
In each iteration of the optimizing algorithm we applied the resulting transfor-
mation R to the model matrix M . The result should get closer and closer to the
target matrix T (T ≈ R ·M) and for the ideal transformation R, T = R ·M
is true. Thus, the first cost function of our choice was the Frobenius norm
of the difference of those two matrices, which becomes zero for the optimal
transformation R.
e1 = ‖T −R ·M‖F
2. Frobenius norm of difference to identity matrix
The second cost function of our choice was based on the knowledge that the
product of a matrix A with its inverse A−1 equals the identity matrix I. If
T ≈ R ·M is true, than we can deduce I ≈ T · (R ·M)−1 from that. This lead
us to our second cost function, for which we chose the Frobenius norm of the
difference between the identity matrix and the product of our target matrix
T and the inverse of the product of the resulting transformation R and our
model matrix M .
e1 = ‖I − (T · (R ·M)−1)‖F
3. 9 dimensional cost function consisting of error matrix entries
We found that the Levenberg-Marquardt optimization algorithm requires less
iterations the more dimensional the cost function is. Therefore we simplified
our first cost function through leaving out the Frobenius norm and calculating
the cost function element-wise from the error matrix E. E is the resulting
matrix of the difference of our target matrix T and the product of the resulting
transformation R and our model matrix M (E = T −R ·M).
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e1 = E(1, 1)
e2 = E(1, 2)
...
e9 = E(3, 3)
All three of the above cost functions were compared in various cases. The basic
idea of comparing the cost functions was based on three aspects: the numbers of
iterations our optimization algorithm needed to produce a satisfying result, the final
error and the limits of convergence or maximum transformation (greatest rotation
angles), which still converged to a satisfying result. As an error measure we chose the
angle the matrix would have to be rotated by around one certain axis, after applying
the resulting transformation from the optimizer, in order to make the model matrix
identical with the target matrix. As mentioned above, not only the cost function
affects the performance of the optimization algorithm, but also the representation
of the parameters, the algorithm has to work with (Euler angles, quaternions, angle-
axis representation). Therefore, we tested every cost function with Euler angles as
well as with quaternions. Finally the most promising cost function (3) was also
tested with the angle-axis representation, because we wanted to be certain that the
angle-axis representation performed at least as well as the quaternions and Euler
angles. Another variation we tried in the case of Euler angles was to use degree
values in comparison to radian values, because we assumed, that the optimizer
would converge faster using degrees. The idea was that by using degrees the steps
between two sets of parameters would be greater and thus, the effect of changing one
parameter or the other would be ”simpler to observe” for our algorithm, resulting
in a quicker convergence. This assumption proved to be wrong, as no significant
change could be observed (compare tables 4.3 and 4.4).
Table 4.1 shows the first and simplest test scenario, where a rotation around only
one axis (x-axis) was performed. In table 4.2 the same scenario was tested using
degrees instead of radian values in order to check whether the higher parameter
values of the optimizer had any effect on the convergence speed. Tables 4.3 and
4.4 respectively show the results of the more complicated test. In these cases we
performed a rotation around the x-, y- and z-axis at once, which made it significantly
more difficult for the optimizer to find the correct solution.
The different cost functions are color coded in the tables as follows:
• Cases 1-3 used quaternions as rotation representation and cost functions 1-3.
• Cases 4-6 used Euler angles as rotation representation and cost functions 1-3.
• Case 7 used the angle-axis rotation representation and the cost function 3.
48 CHAPTER 4. LOCAL REGISTRATION BASED ON A 3D PROBABILISTIC SPACE
Eul. quat. c. fun. it. result error
0.1 0.99875 1 1 1 0 0 0 0.1
0.0 0.04998 2 1 1 0 0 0 0.1
0.0 0.0 3 8 0,99875 0,04998 6.28e-26 -5.55e-26 0.0
0.0 4 29 0.1 0.0 0.0 — 0.0
5 29 0.1 0.0 0.0 — 0.0
6 5 0.1 6.18e-24 -5.99e-23 — 0.0
7 5 0.1 1.0 2.49e-25 -2.81e-25 0.0
0.2 0.99500 1 1 1 0 0 0 0.2
0.0 0.09983 2 1 1 0 0 0 0.2
0.0 0.0 3 9 0.99500 0.09983 -1.95e-24 -5.22e-26 0.0
0.0 4 29 0.2 0.0 0.0 — 0.0
5 29 0.2 0.0 0.0 — 0.0
6 5 0.2 1.63e-23 3.09e-24 — 0.0
7 5 0.2 1.0 3.83e-26 8.96e-26 0.0
0.3 0.98877 1 1 1 0 0 0 0.3
0.0 0.14944 2 1 1 0 0 0 0.3
0.0 0.0 3 11 0.98877 0.14944 2.90e-42 5.70e-44 0.0
0.0 4 29 0.3 0.0 0.0 — 0.0
5 29 0.3 0.0 0.0 — 0.0
6 4 0.3 -2.87e-16 -2.87e-16 — 0.0
7 4 0.3 1.0 -2.79e-19 -2.78e-19 0.0
0.4 0.98007 1 1 1 0 0 0 0.4
0.0 0.19867 2 1 1 0 0 0 0.4
0.0 0.0 3 11 0.98007 0.19867 1.21e-33 -1.09e-33 0.0
0.0 4 29 0.4 0.0 0.0 — 0.0
5 29 0.4 0.0 0.0 — 0.0
6 6 0.4 -2.98e-34 -5.77e-34 — 0.0
7 6 0.4 1.0 3.77e-36 2.26e-36 0.0
0.5 0.96891 1 1 1 0 0 0 0.5
0.0 0.24740 2 1 1 0 0 0 0.5
0.0 0.0 3 10 0.96891 0.24740 2.35e-25 -1.79e-24 0.0
0.0 4 30 0.5 0.0 0.0 — 0.0
5 30 0.5 0.0 0.0 — 0.0
6 6 0.5 5.18e-36 -6.63e-37 — 0.0
7 5 0.5 1.0 -3.35e-37 -1.24e-37 0.0
Table 4.1: Comparison of the performance of different cost functions with different
rotation representations with increasing rotation angles (in radian) around the x-
axis.
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Eul. c. fun. it. result error
5 4 27 5 0 0 — 0
0 5 27 5 0 0 — 0
0 6 3 5 0 0 — 0
7 3 5 1 0 0 0
10 4 27 10 0 0 — 0
0 5 27 10 0 0 — 0
0 6 3 10 -6.37e-19 1.86e-18 — 0
7 3 10 1 0 0 0
15 4 27 15 0 0 — 0
0 5 27 15 0 0 — 0
0 6 4 15 0 0 — 0
7 4 15 1 0 0 0
20 4 27 20 0 0 — 0
0 5 27 20 0 0 — 0
0 6 4 20 3.19e-26 -9.29e-26 — 0
7 4 20 1 0 0 0
25 4 27 25 0 0 — 0
0 5 27 25 0 0 — 0
0 6 4 25 0 0 — 0
7 4 25 1 0 0 0
30 4 27 30 0 0 — 0
0 5 27 30 0 0 — 0
0 6 6 30 3.12e-37 4.78e-37 — 0
7 5 30 1 0 0 0
35 4 27 35 0 0 — 0
0 5 27 35 0 0 — 0
0 6 4 35 0 0 — 0
7 4 35 1 0 0 0
40 4 27 40 0 0 — 0
0 5 27 40 0 0 — 0
0 6 5 40 6.91e-29 1.52e-29 — 0
7 5 40 1 0 0 0
45 4 27 45 0 0 — 0
0 5 27 45 0 0 — 0
0 6 4 45 0 0 — 0
7 4 45 1 0 0 0
Table 4.2: Comparison of the performance of different cost functions with different
rotation representations with increasing rotation angles (in degrees) around the x-
axis.
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Eul. quat. c. fun. it. result error
0.1 0.99638 3 16 0.99638 0.0473595 0.0523491 0.0473595 0.0
0.1 0.0473595 4 14 0.1 0.1 0.1 — 0.0
0.1 0.0523491 5 14 0.1 0.1 0.1 — 0.0
0.0473595 6 8 0.1 0.1 0.1 — 0.0
7 13 0.17022 0.557122 0.615817 0.557122 0.0
0.2 0.986082 3 15 0.986082 0.0889215 0.108755 0.0889215 0.0
0.2 0.0889215 4 72 0.2 0.2 0.2 — 0.0
0.2 0.108755 5 69 0.2 0.2 0.2 — 0.0
0.0889215 6 8 0.2 0.2 0.2 — 0.0
7 5 0.334068 0.53484 0.654135 0.53484 0.0
0.3 0.970027 3 8 0.970027 0.12402 0.168182 0.12402 0.0
0.3 0.12402 4 40 0.3 0.3 0.3 — 0.0
0.3 0.168182 5 38 0.3 0.3 0.3 — 0.0
0.12402 6 8 0.3 0.3 0.3 — 0.0
7 6 0.490906 0.510379 0.692118 0.510379 0.0
0.4 0.949225 3 9 0.949225 0.152145 0.229511 0.152145 0.0
0.4 0.152145 4 40 0.4 0.4 0.4 — 0.0
0.4 0.229511 5 39 0.4 0.4 0.4 — 0.0
0.152145 6 5 0.4 0.4 0.4 — 0.0
7 9 0.640065 0.483619 0.729538 0.483619 0.0
0.5 0.92475 3 26 0.92475 0.172955 0.291567 0.172955 0.0
0.5 0.172955 4 44 0.5 0.5 0.5 — 0.0
0.5 0.291567 5 44 0.5 0.5 0.5 — 0.0
0.172955 6 5 0.5 0.5 0.5 — 0.0
7 7 0.780837 0.454456 0.76612 0.454456 0.0
0.6 0.897713 3 29 0.897713 0.18628 0.353143 0.18628 0.0
0.6 0.18628 4 12 0.60902 0.59937 0.61086 — 0.00944
0.6 0.353143 5 12 0.60902 0.59937 0.61086 — 0.00944
0.18628 6 8 0.6 0.6 0.6 — 0.0
7 7 0.91249 0.422807 0.801542 0.422807 0.0
0.7 0.86924 3 29 0.86924 0.19213 0.413031 0.19213 0.0
0.7 0.19213 4 6 0.793625 0.682901 0.828247 — 0.10092
0.7 0.413031 5 6 0.793625 0.682901 0.828247 — 0.10092
0.19213 6 5 0.7 0.7 0.7 — 0.0
7 9 1.03427 0.38862 0.835434 0.38862 0.0
0.8 0.840439 3 28 0.840439 0.190689 0.47004 0.190689 0.0
0.8 0.190689 4 58 0.8 0.8 0.8 — 0.0
0.8 0.47004 5 42 0.8 0.8 0.8 — 0.0
0.190689 6 12 0.8 0.8 0.8 — 0.0
7 8 1.14541 0.351881 0.867383 0.351881 0.0
Table 4.3: Comparison of the performance of different cost functions with different
rotation representations with increasing rotation angles (in radian) around the x-,
y- and z-axis.
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Eul. c. fun. it. result error
10 4 40 10 10 10 — 0
10 5 38 10 10 10 — 0
10 6 5 10 10 10 — 0
7 5 16.7865 0.540716 0.6444 0.540716 0
20 4 47 20 20 20 — 0
20 5 38 20 20 20 — 0
20 6 7 20 20 20 — 0
7 6 32 0.497543 0.710565 0.497543 0
30 4 38 30 30 30 — 0
30 5 42 30 30 30 — 0
30 6 8 30 30 30 — 0
7 5 46.5675 0.447214 0.774597 0.447214 0
40 4 4 26.3443 42.0555 26.14 — 11.5651
40 5 4 26.3441 42.0555 26.1398 — 11.5652
40 6 7 40 40 40 — 0
7 5 59.1342 0.389282 0.834817 0.389282 1.71e-06
50 4 2 43.4408 14.8979 39.8462 — 36.0694
50 5 2 43.4408 14.8979 39.8462 — 36.0694
50 6 24 50 50 50 — 0
7 7 69.8469 0.323616 0.889126 0.323616 0
60 4 2 58.735 14.845 53.5294 — 45.4968
60 5 2 58.735 14.8451 53.5294 — 45.4967
60 6 10 60 60 60 — 0
7 7 78.4771 0.250563 0.935113 0.250563 0
Table 4.4: Comparison of the performance of different cost functions with different
rotation representations with increasing rotation angles (in degrees) around the x-,
y- and z-axis.
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4.3.4 Chosen Representation
The goal of our various test scenarios was to find the best performing combination
of rotation representation and cost function. That meant finding a set , which
converges with as little iterations as possible, while still guaranteeing a high level
of robustness. Table 4.1 shows that cost functions 1 and 2 in combination with
quaternions did not converge even for the smallest rotation values. We chose the
quaternion qinit = (1, 0, 0, 0) as an initial guess, because it represents a rotation
of 0◦. In both cases the optimizer tended to change the non-one values in small
steps (≈ 1.5e − 18) and stop after one iteration. Different initial guesses did not
improve the outcome of the algorithm. Using the same cost functions in combination
with Euler angles, the algorithm converged in many of our test cases. In more
complex constellations such as a rotation around the x-, y-, and z-axis by 0.7 (rad)
respectively (tab 4.3) the optimizer did not find a solution. Even though we do
not expect such great transformations to occur in our application, the fact that
cost function 3 needed less iterations in all test cases eliminated cost functions 1
and 2 as choices. The only decision we had left to make was to chose a rotation
representation that performs well with cost function 3. As mentioned above Euler
angles were no option due to the problems that might occur with the Gimbal Lock.
Table 4.3 shows that the difference between 4 parameters for quaternions and 3
parameters for the angle-axis representation becomes more and more significant with
increasing transformations. To find the correct solution for a rotation around the x-,
y-, and z-axis by 0.8 (rad) respectively using quaternions 28 iterations are needed,
using the angle-axis representation only 8 iterations are enough. In conclusion after
considering the results of all test cases we chose the 9 dimensional cost function with
the angle-axis rotation representation as the optimal combination.
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Chapter 5
Experiments and Results
In order to quantify the performance of our algorithm, we chose to test it with
another data set, which is already perfectly aligned. The new set is a model and
laser scan data of a bunny statue, illustrated in figure 5.1, which can be moved
arbitrarily and has a smaller file size, which makes the computations faster.
This way we were able to apply a test-wise transformation to the model, that was
supposed to simulate the error between camera data and 3D model in our real-life
application. Knowing the transformation that was applied to the perfectly aligned
data sets gave us the possibility to check the result of our algorithm mathematically
instead of just visually, because the inverse transformation was known. Despite
various test cases with different transformations, initial guesses, data sets, space
resolutions and parameter settings for the Levenberg-Marquardt algorithm no sce-
nario was found that lead to convergence of the optimization algorithm. Every test
case resulted in a early termination without improving the initial guess of parame-
ters. In order to prove, that the basic idea and main contribution of our algorithm
is correct and should be developed further, we chose to evaluate our cost function
manually. This way it can be shown, that the problem is caused by the optimization
algorithm, which can easily be exchanged. As mentioned before, the 3D model of
the bunny is already perfectly aligned with the laser scans as can be seen in figure
5.2).
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Figure 5.1: left: a picture of the bunny statue; middle: the 3D model of the bunny;
right: an exemplary scan of the bunny.
Figure 5.2: The 3D model and the scanned data are already registered to each other.
Figure 5.1 shows, that the shape of the bunny is very detailed, which means, that
for a precise registration the space resolution should be high (low voxel size). The
problem is that a higher resolution means a higher computational effort, which
results in a trade-off between accuracy and computation speed. The bunny itself is
about 20cm tall and about 10cm wide. In order to cover as many real-life scenarios
as possible our test cases included rotations around x-, y- and z-axis, translations
in x-, y-, and z-direction and different space resolutions.
Rotation: Figure 5.3 shows the values our cost function assumes for different
rotation angles applied to our 3D model around the x-, y- and z-axis, while keeping
the scanned data fixed. This equals the costs our optimization algorithm gets as a
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result. It can easily be seen, that a clear global minimum can be found for a rotation
of 0rad. This means that the cost function reaches its minimum if both data sets
are aligned perfectly.
In the case of rotational differences between camera data and 3D model a local
optimization algorithm should be able to find the correct solution within the interval
of [−0.05, 0.1]rad. Within this range the gradient for all curves points towards the
global minimum and thus a gradient-based algorithm should converge.
Translation: Figure 5.4 shows the values our cost function assumes for different
translation values applied to our 3D model in x-, y- and z-direction, while keeping
the scanned data fixed. This equals the costs our optimization algorithm gets as
a result for applying different translations to the 3D model. It can easily be seen,
that a clear global minimum can be found for a translation of 0mm. This means
that the cost function reaches its minimum if both data sets are aligned perfectly.
For the test case of translation in y-direction, a local minimum at about −25mm
can be observed. This can be explained easily: While moving the model forward
the scan data is inside the model and less and less occupied voxels are overlapping,
because the model is hollow, which leads to higher values of the cost function. As
soon as the scan data gets out of the model and aligns with the backside of the
bunny occupied voxels of both data sets align again. Due to the different shapes of
the bunny’s front and back the costs can never reach the global minimum, but still
a local minimum is reached.
In the case of translational differences between camera data and 3D model a local
optimization algorithm should be able to find the correct solution within the interval
of [−10, 10]mm. Within this range the gradient for all curves points towards the
global minimum and thus a gradient-based algorithm should converge. If the used
algorithm is designed to avoid local minima an interval of [−50, 30]mm is possible.
Space Resolution: Figure 5.5 shows the values our cost function assumes for
different space resolution in the case of a rotation around the x-axis. It can be
seen that with a higher resolution the costs increase as well (fig. 5.5(a)). This
can be justified by the higher amount of voxels. In figure 5.5(b) both curves were
plotted with differently scaled ordinate-axis to show that the general shape of the
cost function is not affected by a change of space resolution.
The tables containing the values, we generated the previous diagrams with can be
found in the appendix.
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Figure 5.5: Visualization of the little effect a smaller space resolution has.
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Conclusion
The long term goal of our research group is to enable a robot to autonomously
execute simple pick and place tasks. A solution using AprilTags was already found
and the next step is to use a local registration approach to gain more flexibility and
robustness. The idea of using a probabilistic representation for the 3D data is the
main difference to existing procedures such as the ICP algorithm. In the following
we will show how well our first version performed and explain what can be done to
improve the performance.
6.1 Future Work/Outlook: Further Development
and Comparison
In the previous section we were able to prove, that with the right optimization
algorithm and settings a registration based on 3D probabilistic spaces is possible.
There are several areas of improvement, that could help bringing this approach to
a level at which it can compete with algorithms such as the ICP.
The most important part that needs to be improved is the optimization algorithm.
The Eigen library’s unsupported implementation of the Levenberg-Marquardt algo-
rithm is cryptic, which means, that the exact meaning of exit codes or effects of
parameters is not always clear. This makes debugging and finding the optimal set
of parameters hard. One option would be to use a different implementation such as
the previously mentioned version of Google’s ceres or reading up on the source code.
Another option would be to choose a totally different optimization algorithm such as
the previously proposed Nelder-Mead Simplex algorithm. The best solution would
be to test several optimization algorithms on different data sets and find the best
match. It might be that some optimizers will find fast solutions but lack accuracy
or vice versa and every application has its own priorities regarding these ares.
Ideas from registration using a truncated distance function (TSDF) could be incor-
porated to improve convergence even more.
Another area worth exploring is the effect of different cost functions on the real
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application. We already saw in our test scenarios that the performance of different
cost functions varies a lot. Some questions that should be answered are: Is it a
lot faster to consider occupied voxels of one data set or the other exclusively? If
yes, should the occupied voxels of the 3D model or the camera data be used? Does
excluding voxels, which have the state ”unknown” change the convergence speed?
As soon as a widely applicable level of development is reached the focus should be
shifted towards performance and speed. In the development of the ICP the same
path was explored. First a rudimentary version was published and today, after over
40 years of improvement and research we have a fast, robust and flexible algorithm
for local registration.
With a working local registration algorithm optimizing within a probabilistic 3D
space a comparison regarding performance, robustness and flexibility with algo-
rithms such as the ICP and NDT could be interesting and might reveal more areas
of development and improvement.
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Appendix - Results
rotation angle error x-axis error y-axis error z-axis
-0.5 1145367 1145367 1145367
-0.475 1145367 1145367 1145367
-0.45 1145367 1145367 1145367
-0.425 1145367 1145367 1145367
-0.4 1145367 1145367 1145367
-0.375 1145367 1145367 1145367
-0.35 1145367 1145367 1145367
-0.325 1145367 1145367 1145367
-0.3 1145367 1145367 1145367
-0.275 1145367 1145367 1145367
-0.25 1146388 1145367 1145367
-0.225 1150219 1145368 1145367
-0.2 1146399 1145369 1145367
-0.19 1146907 1145369 1145367
-0.18 1146392 1145371 1145367
-0.17 1146140 1145368 1145367
-0.16 1146138 1145373 1145368
-0.15 1146394 1145378 1145369
-0.14 1146393 1145396 1145370
-0.13 1145881 1143435 1145370
-0.12 1146138 1138652 1145372
-0.11 1145625 1134179 1145373
-0.1 1146136 1133243 1145379
-0.09 1146394 1128634 1145395
-0.08 1145883 1123962 1141114
-0.07 1145885 1121686 1130972
-0.06 1146150 1115490 1129457
-0.05 1145469 1111941 1123682
-0.04 1139298 1107808 1109884
-0.03 1125446 1100729 1109073
-0.02 1109951 1089008 1102554
-0.01 1078929 1055232 1096122
0 1014253 1014253 1014253
0.01 1064934 1069367 1072775
0.02 1067488 1097077 1085826
0.03 1076947 1105788 1102520
0.04 1082705 1109776 1107691
0.05 1096903 1113086 1112145
0.06 1127410 1119051 1116796
0.07 1140711 1130044 1132815
0.08 1148076 1135554 1139657
0.09 1154977 1137151 1143066
0.1 1161372 1140426 1151327
0.11 1161853 1143411 1152045
0.12 1161996 1142317 1154840
0.13 1157907 1144045 1154073
0.14 1158681 1149008 1154834
0.15 1153837 1152028 1153786
0.16 1146165 1151763 1146642
0.17 1145379 1150479 1145367
0.18 1145369 1148442 1145367
0.19 1145367 1148440 1145367
0.2 1145367 1148938 1145367
0.225 1145367 1145367 1145367
0.25 1145367 1145367 1145367
0.275 1145367 1145367 1145367
0.3 1145367 1145367 1145367
0.325 1145367 1145367 1145367
0.35 1145367 1145367 1145367
0.375 1145367 1145367 1145367
0.4 1145367 1145367 1145367
0.425 1145367 1145367 1145367
0.45 1145367 1145367 1145367
0.475 1145367 1145367 1145367
0.5 1145367 1145367 1145367
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Space resolution 5mm Space resolution 3mm
rotation angle error x-axis rotation angle error x-axis
-0.5 1145367 -0.5 4572606
-0.475 1145367 -0.475 4572606
-0.45 1145367 -0.45 4572606
-0.425 1145367 -0.425 4572606
-0.4 1145367 -0.4 4572606
-0.375 1145367 -0.375 4572606
-0.35 1145367 -0.35 4572606
-0.325 1145367 -0.325 4572606
-0.3 1145367 -0.3 4572606
-0.275 1145367 -0.275 4572606
-0.25 1146388 -0.25 4589736
-0.225 1150219 -0.225 4605412
-0.2 1146399 -0.2 4602316
-0.19 1146907 -0.175 4600256
-0.18 1146392 -0.15 4594120
-0.17 1146140 -0.125 4589002
-0.16 1146138 -0.1 4591039
-0.15 1146394 -0.075 4591291
-0.14 1146393 -0.05 4584180
-0.13 1145881 -0.025 4526926
-0.12 1146138 0 4250221
-0.11 1145625 0.025 4464638
-0.1 1146136 0.05 4494096
-0.09 1146394 0.075 4585208
-0.08 1145883 0.1 4590093
-0.07 1145885 0.125 4596709
-0.06 1146150 0.15 4597188
-0.05 1145469 0.175 4572607
-0.04 1139298 0.2 4572606
-0.03 1125446 0.225 4572606
-0.02 1109951 0.25 4572606
-0.0 1078929 0.275 4572606
0 1014253 0.3 4572606
0.01 1064934 0.325 4572606
0.02 1067488 0.35 4572606
0.03 1076947 0.375 4572606
0.04 1082705 0.4 4572606
0.05 1096903 0.425 4572606
0.06 1127410 0.45 4572606
0.07 1140711 0.475 4572606
0.08 1148076 0.5 4572606
0.09 1154977
0.01 1161372
0.11 1161853
0.12 1161996
0.13 1157907
0.14 1158681
0.15 1153837
0.16 1146165
0.17 1145379
0.18 1145369
0.19 1145367
0.2 1145367
0.225 1145367
0.25 1145367
0.275 1145367
0.3 1145367
0.325 1145367
0.35 1145367
0.375 1145367
0.4 1145367
0.425 1145367
0.45 1145367
0.475 1145367
0.5 1145367
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translation in mm error x-axis error y-axis error z-axis
-50 1120531 1168977 1119544
-45 1118347 1165519 1116677
-40 1117584 1156438 1111770
-35 1113408 1159860 1104547
-30 1108510 1147605 1100229
-25 1104858 1055365 1096808
-20 1099818 1033877 1094381
-15 1092865 1055839 1091924
-10 1074824 1073170 1075781
-5 1041795 1036759 1042185
0 1014253 1014253 1014253
5 1052385 1056962 1033208
10 1088382 1110409 1050254
15 1099145 1131434 1067325
20 1104399 1139845 1079329
25 1107246 1143399 1085313
30 1108878 1144949 1086819
35 1110899 1145391 1092540
40 1111171 1145380 1099449
45 1114658 1145372 1100353
50 1120985 1145372 1103523
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Appendix - System Overview
In this chapter a short overview over the various components used in our setup will
be given and the most important characteristics are listed.
miiwa
The robot we used for this work was the KUKA miiwa. The miiwa consists of the
KMP omniMove 100 platform (fig.6.1) and a KMR iiwa 14 R820 lightweight robot
arm (fig.6.2) mounted on top. The omniMove is equipped with two LASER scanners,
which the robot uses to localize itself within a given or prerecorded 2D map, eight
IR sensors, which are used for obstacle avoidance and omni-directional Mecanum
wheels (fig.6.3) for locomotion. The iiwa has seven revolute joints, therefore seven
degrees of freedom and can manipulate loads with a weight of up to 14 kg (payload).
Figure 6.1: The miiwa base, which serves as a mobile platform.
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Figure 6.2: The iiwa robotic arm.
Figure 6.3: The omni-directional Mecanum wheel, also called Ilon wheel after its
inventor, Bengt Ilon, who came up with the concept in 1973 working as an engineer
for Mecanum AB.
Pan-Tilt
At DLR, multiple additional sensors were integrated in order to widen the variety
of the robot’s abilities and possibilities to perceive its environment. The iiwa was
extended by a Schunk WSG-50 gripper (fig.6.4), which was mounted on the end-
effector and two TCP cameras (Mako G-125 fig.6.5), which can provide 30 fps at
1.2 megapixels.
Further than that a pole was fixed to the omniMove platform with a Schunk PW
pan-tilt unit (fig.6.6) on top. The pan-tilt unit carries another two cameras used for
stereo vision (Manta G 201 fig.6.7), which are capable of recording at 30 fps with a
resolution of 2 megapixels. Next to the cameras a Asus Xtion (fig.6.8) was placed
in order to improve the perception of untextured surfaces using the IR projector
inside. The whole setup can be seen in fig.1.2.
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Figure 6.5: The Mako camera mounted on the end-effector.
Figure 6.4: The Schunk WSG-50 gripper mounted on the end-effector.
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Figure 6.6: The Schunk pan-tilt unit mounted on a pedestal.
Figure 6.7: The Manta camera mounted on the pan-tilt unit.
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Figure 6.8: The Asus Xtion mounted next to the Manta cameras on top of the
pan-tilt unit.
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