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Abstract
We propose a fast, model agnostic method for finding inter-
pretable counterfactual explanations of classifier predictions
by using class prototypes. We show that class prototypes, ob-
tained using either an encoder or through class specific k-d
trees, significantly speed up the the search for counterfactual
instances and result in more interpretable explanations. We
introduce two novel metrics to quantitatively evaluate local
interpretability at the instance level. We use these metrics to
illustrate the effectiveness of our method on an image and
tabular dataset, respectively MNIST and Breast Cancer Wis-
consin (Diagnostic). The method also eliminates the compu-
tational bottleneck that arises because of numerical gradient
evaluation for black box models.1
1 Introduction
Humans often think about how they can alter the outcome
of a situation. What do I need to change for the bank to ap-
prove my loan? or Which symptoms would lead to a differ-
ent medical diagnosis? are common examples. This form of
counterfactual reasoning comes natural to us and explains
how to arrive at a desired outcome in an interpretable man-
ner. Moreover, examples of counterfactual instances result-
ing in a different outcome can give powerful insights of what
is important to the the underlying decision process, making
it a compelling method to explain predictions of machine
learning models (Figure 1).
In the context of predictive models, given a test instance
and the model’s prediction, a counterfactual instance de-
scribes the necessary change in input features that alter the
prediction to a predefined output (Molnar 2019). For clas-
sification models the predefined output can be any target
class or prediction probability distribution. Counterfactual
instances can then be found by iteratively perturbing the in-
put features of the test instance until the desired prediction
is reached. In practice, the counterfactual search is posed as
an optimization problem—we want to minimize an objective
function which encodes desirable properties of the counter-
factual instance with respect to the perturbations. The key
insight of this formulation is the need to design an objective
function that allows us to generate high quality counterfac-
1An open source implementation of the algorithm can be found
at https://github.com/SeldonIO/alibi.
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Figure 1: Examples of original and counterfactual instances
on the MNIST dataset along with predictions of a CNN
model. The counterfactuals are found using class prototypes.
tual instances. A counterfactual instance xcf should have the
following desirable properties:
1. The model prediction on xcf needs to be close to the pre-
defined output.
2. The perturbation δ changing the original instance x0 into
xcf = x0 + δ should be sparse.
3. The counterfactual xcf needs to be interpretable. We con-
sider an instance xcf interpretable if it lies close to the
model’s training data distribution. This definition does not
only apply to the overall data set, but importantly also
to the training instances that belong to the counterfac-
tual class. Let us illustrate this with an intuitive example.
Assume we are predicting house prices with features in-
cluding the square footage and the number of bedrooms.
Our house is valued below £500,000 and we would like
to know what needs to change about the house in or-
der to increase the valuation above £500,000. By sim-
ply increasing the number of bedrooms and leaving the
other features unchanged, the model predicts that our
counterfactual house is now worth more than £500,000.
This sparse counterfactual instance lies fairly close to
the overall training distribution since only one feature
value was changed. The counterfactual is however out-
of-distribution with regards to the subset of houses in the
training data valued above £500,000 because other rele-
vant features like the square footage still resemble a typi-
cal house valued below £500,000. As a result, we do not
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consider this counterfactual to be very interpretable. We
show in the experiments that there is often a trade-off be-
tween sparsity and interpretability.
4. The counterfactual instance xcf needs to be found fast
enough to ensure it can be used in a real life setting.
An overly simplistic objective function may return instances
which satisfy properties 1. and 2., but where the perturba-
tions are not interpretable with respect to the counterfactual
class.
In this paper we propose using class prototypes in the ob-
jective function to guide the perturbations quickly towards
an interpretable counterfactual. The prototypes also allow
us to remove computational bottlenecks from the optimiza-
tion process which occur due to numerical gradient calcu-
lation for black box models. In addition, we propose two
novel metrics to quantify interpretability which provide a
principled benchmark for evaluating interpretability at the
instance level. We show empirically that prototypes im-
prove the quality of counterfactual instances on both image
(MNIST) and tabular (Wisconsin Breast Cancer) datasets.
2 Related Work
The problem of local, instance level model explanations for
classification can be approached from various angles. Fea-
ture attribution methods assign importance to each input
feature for a given prediction. Attribution methods can be
fully model agnostic (Ribeiro, Singh, and Guestrin 2016;
Lundberg and Lee 2017) or require knowledge of the ar-
chitecture of the underlying model (Bach et al. 2015;
Montavon et al. 2017; Kindermans et al. 2018). Alterna-
tively, we can also assess the impact of individual train-
ing data instances on a specific prediction by using in-
fluence functions (Koh and Liang 2017; Koh et al. 2019;
Khanna et al. 2019).
Another approach is to determine which features should
remain the same so the prediction does not change. These
unchanged features can be translated into if-then rules called
Anchors (Ribeiro, Singh, and Guestrin 2018). Anchors are
complementary to counterfactual reasoning and concepts
from both approaches have been combined in the form of
Contrastive Explanations which consist of Pertinent Pos-
itives and Pertinent Negatives (Dhurandhar et al. 2018;
Dhurandhar et al. 2019). Similar to Anchors, Pertinent Posi-
tives detect the minimal and sufficient subset of features that
are needed to leave the prediction unchanged. Pertinent Neg-
atives on the other hand find feature values that should be
minimally and necessarily absent in order to keep the origi-
nal prediction and resemble counterfactual reasoning. Con-
trastive Explanations rely on the concept of neutral back-
ground values for each feature, which are often difficult to
obtain. (Luss et al. 2019) tackle this issue by introducing
learned monotonic attribute functions representing meaning-
ful concepts. These high-level interpretable concepts can be
learned either through labeled examples (Kim et al. 2018)
or in an unsupervised fashion via disentangled representa-
tions (Kumar, Sattigeri, and Balakrishnan 2018). In order
to generate realistic Contrastive Explanations, the perturbed
instance needs to lie on the training data manifold modeled
by generative adversarial networks (Goodfellow et al. 2014;
Karras et al. 2018) or variational autoencoders (Kingma and
Welling 2014).
(Wachter, Mittelstadt, and Russell 2018) suggest to gen-
erate counterfactuals by minimizing an objective function
which sums the squared difference between the predictions
on the perturbed instance and the desired outcome, and a
scaled L1 norm of the perturbations. This leads to sparse
but potentially uninterpretable counterfactuals. (Laugel et al.
2018) find counterfactuals through a heuristic search proce-
dure by growing spheres around the instance to be explained.
The above methods do not take local, class specific inter-
pretability into account. Furthermore, for black box mod-
els the number of prediction calls during the search pro-
cess grows proportionally to either the dimensionality of
the feature space (Wachter, Mittelstadt, and Russell 2018)
or the number of sampled observations (Laugel et al. 2018;
Dhurandhar et al. 2019), which can result in a computational
bottleneck.
One of the key contributions of this paper is the use of
prototypes to guide the counterfactual search process. (Kim,
Khanna, and Koyejo 2016; Gurumoorthy, Dhurandhar, and
Cecchi 2017) use prototypes as example-based explanations
to improve the interpretability of complex datasets. Besides
improving interpretability, prototypes have a broad range
of applications like clustering (Kaufmann and Rousseeuw
1987), classification (Bien and Tibshirani 2011; Takigawa,
Kudo, and Nakamura 2009), and few-shot learning (Snell,
Swersky, and Zemel 2017). If we have access to an encoder
(Rumelhart, Hinton, and Williams 1986), we follow the ap-
proach of (Snell, Swersky, and Zemel 2017) who define a
class prototype as the mean encoding of the instances which
belong to that class. In the absence of an encoder, we find
prototypes through class specific k-d trees (Bentley 1975).
Incorporating prototypes in the objective function leads to
more interpretable counterfactuals. We introduce two novel
metrics which focus on local interpretability with respect to
the training data distribution. This is different from (Dhu-
randhar et al. 2017) who define an interpretability metric
relative to a target model. (Kim, Khanna, and Koyejo 2016)
on the other hand quantify interpretability through a human
pilot study measuring the accuracy and efficiency of the hu-
mans on a predictive task. (Luss et al. 2019) also highlight
the importance of good local data representations in order to
generate high quality explanations.
3 Methodology
3.1 Background
The following section outlines how the prototype loss term
is constructed and why it improves the convergence speed
and interpretability. Finding a counterfactual instance xcf =
x0 + δ, with both xcf and x0 ∈ X ⊆ RD where X repre-
sents the D-dimensional feature space, implies optimizing
an objective function of the following form:
min
δ
c · fκ(x0, δ) + fdist(δ). (1)
fκ(x0, δ) encourages the predicted class i of the perturbed
instance xcf to be different than the predicted class t0 of the
original instance x0. Similar to (Dhurandhar et al. 2018), we
define this loss term as:
Lpred := fκ(x0, δ)
= max([fpred(x0 + δ)]t0 −max
i 6=t0
[fpred(x0 + δ)]i,−κ),
(2)
where [fpred(x0 + δ)]i is the i-th class prediction probabil-
ity, and κ ≥ 0 caps the divergence between [fpred(x0 + δ)]t0
and [fpred(x0+δ)]i. The term fdist(δ) minimizes the distance
between x0 and xcf with the aim to generate sparse counter-
factuals. We use an elastic net regularizer (Zou and Hastie
2005):
fdist(δ) = β · ‖δ‖1 + ‖δ‖22 = β · L1 + L2. (3)
While the objective function (1) is able to generate counter-
factual instances, it does not address a number of issues:
1. xcf does not necessarily respect the training data manifold,
resulting in out-of-distribution counterfactual instances.
Often a trade off needs to be made between sparsity and
interpretability of xcf.
2. The scaling parameter c of fκ(x0, δ) needs to be set
within the appropriate range before a potential counter-
factual instance is found. Finding a good range can be
time consuming.
(Dhurandhar et al. 2018) aim to address the first issue by
adding in an additional loss term LAE which represents the
L2 reconstruction error of xcf evaluated by an autoencoder
AE which is fit on the training set:
LAE = γ · ‖x0 + δ − AE(x0 + δ)‖22. (4)
The loss L to be minimized now becomes:
L = c · Lpred + β · L1 + L2 + LAE. (5)
The autoencoder loss term LAE penalizes out-of-distribution
counterfactual instances, but does not take the data distribu-
tion for each prediction class i into account. This can lead to
sparse but uninterpretable counterfactuals, as illustrated by
Figure 2. The first row of Figure 2(b) shows a sparse coun-
terfactual 3 generated from the original 7 using loss function
(5). Both visual inspection and reconstruction of the coun-
terfactual instance using AE in Figure 2(e) make clear how-
ever that the counterfactual lies closer to the distribution of a
7 and is not interpretable as a 3. The second row adds a pro-
totype loss term to the objective function, leading to a less
sparse but more interpretable counterfactual 9.
The LAE loss term also does not consistently speed up the
counterfactual search process since it imposes a penalty on
the distance between the proposed xcf and its reconstruction
by the autoencoder without explicitly guiding xcf towards an
interpretable solution. We address these issues by introduc-
ing an additional loss term, Lproto.
3.2 Prototype loss term
By adding in a prototype loss term Lproto, we obtain the fol-
lowing objective function:
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Figure 2: First row: (a) original instance and (b) uninter-
pretable counterfactual 3. (c), (d) and (e) are reconstructions
of (b) with respectively AE3, AE7 and AE. Second row: (a)
original instance and (b) interpretable counterfactual 9. (c),
(d) and (e) are reconstructions of (b) with respectively AE9,
AE7 and AE.
L = c · Lpred + β · L1 + L2 + LAE + Lproto, (6)
where LAE becomes optional. The aim of Lproto is twofold:
1. Guide the perturbations δ towards an interpretable coun-
terfactual xcf which falls in the distribution of counterfac-
tual class i.
2. Speed up the counterfactual search process without too
much hyperparameter tuning.
To define the prototype for each class, we can reuse the
encoder part of the autoencoder from LAE. The encoder
ENC(x) projects x ∈ X onto an E-dimensional latent space
RE . We also need a representative, unlabeled sample of the
training dataset. First the predictive model is called to label
the dataset with the classes predicted by the model. Then for
each class i we encode the instances belonging to that class.
Similar to (Snell, Swersky, and Zemel 2017), the class pro-
totype is defined as the average encoding over the instances
with the same class label:
protoi :=
1
Ni
Ni∑
k=1
ENC(xik) (7)
for {xik}Nik=1 in class i. It is important to note that the pro-
totype is defined in the latent space, not the original feature
space.
The Euclidean distance is part of a class of distance func-
tions called Bregman divergences. If we consider that the
encoded instances belonging to class i define a cluster for
i, then protoi equals the cluster mean. For Bregman diver-
gences the cluster mean yields the minimal distance to the
points in the cluster (Banerjee et al. 2005). Since we use
the Euclidean distance to find the closest class to x0, protoi
is a suitable class representation in the latent space. When
generating a counterfactual instance for x0, we first find the
nearest prototype protoj of class j 6= t0 to the encoding of
x0:
j = argmin
i 6=t0
‖ENC(x0)− protoi‖2. (8)
Algorithm 1Counterfactual search with encoded prototypes
Parameters: β, θ (required) and c, κ and γ (optional)
Inputs: AE (optional) and ENC models. A sampleX =
{x1, . . . , xn} from training set. Instance to explain x0.
1: Label X and x0 using the prediction function fpred:
Xi ← {x ∈ X | argmax fpred(x) = i} for each class i
t0 ← argmax fpred(x0)
2: Define prototypes for each class i:
protoi ← 1Ni
∑Ni
k=1 ENC(x
i
k) for x
i
k ∈ Xi, Ni = |Xi|
3: Find nearest prototype j to instance x0 but different
from original class t0:
j ← argmini 6=t0 ‖ENC(x0)− protoi‖2.
4: Optimize the objective function:
δ∗ ← argminδ∈X c ·Lpred + β ·L1+L2+LAE +Lproto
where Lproto = θ · ‖ENC(x0 + δ)− protoj‖22.
Return xcf = x0 + δ∗
Algorithm 2 Counterfactual search with k-d trees
Parameters: β, θ, k (required) and c, κ (optional)
Input: A sample X = {x1, . . . , xn} from training set.
Instance to explain x0.
1: Label X and x0 using the prediction function fpred:
Xi ← {x ∈ X | argmax fpred(x) = i} for each class i
t0 ← argmax fpred(x0)
2: Build separate k-d trees for each class i using Xi
3: Find nearest prototype j to instance x0 but different
from original class t0:
j ← argmini6=t0 ‖x0 − xi,k‖2 where xi,k is the k-th
nearest item to x0 in the k-d tree of class i.
protoj ← xj,k
4: Optimize the objective function:
δ∗ ← argminδ∈X c ·Lpred + β ·L1+L2+Lproto where
Lproto = θ · ‖x0 + δ − protoj‖22.
Return xcf = x0 + δ∗
The prototype loss Lproto can now be defined as:
Lproto = θ · ‖ENC(x0 + δ)− protoj‖22, (9)
where ENC(x0 + δ) is the encoding of the perturbed in-
stance. As a result, Lproto explicitly guides the perturbations
towards the nearest prototype protoj 6=t0 , speeding up the
counterfactual search process towards the average encoding
of class j. This leads to more interpretable counterfactuals
as illustrated by the experiments. Algorithm 1 summarizes
this approach.
3.3 Using k-d trees as class representations
If we do not have a trained encoder available, we can build
class representations using k-d trees (Bentley 1975). After
labeling the representative training set by calling the pre-
dictive model, we can represent each class i by a separate
k-d tree built using the instances with class label i. This ap-
proach is similar to (Jiang et al. 2018) who use class specific
k-d trees to measure the agreement between a classifier and
a modified nearest neighbour classifier on test instances. For
each k-d tree j 6= t0, we compute the Euclidean distance
between x0 and the k-nearest item in the tree xj,k. The clos-
est xj,k across all classes j 6= t0 becomes the class prototype
protoj . Note that we are now working in the original feature
space. The loss term Lproto is equal to:
Lproto = θ · ‖x0 + δ − protoj‖22. (10)
Algorithm 2 outlines the k-d trees approach.
3.4 Removing Lpred
In the absence of Lproto, only Lpred encourages the perturbed
instance to predict class i 6= t0. In the case of black box
models where we only have access to the model’s prediction
function, Lpred can become a computational bottleneck. This
means that for neural networks, we can no longer take ad-
vantage of automatic differentiation and need to evaluate the
gradients numerically. Let us express the gradient of Lpred
with respect to the input features x as follows:
∂Lpred
∂x
=
∂fκ(x)
∂x
=
∂fκ(x)
∂fpred
∂fpred
∂x
, (11)
where fpred represents the model’s prediction function. The
numerical gradient approximation for fpred with respect to
input feature k can be written as:
∂fpred
∂xk
≈ fpred(x+ k)− fpred(x− k)
2
, (12)
where k is a perturbation with the same dimension as x and
taking value  for feature k and 0 otherwise. As a result, the
prediction function needs to be evaluated twice for each fea-
ture per gradient step just to compute ∂fpred∂xk . For a 28 × 28
MNIST image, this translates into a batch of 28·28·2 = 1568
prediction function calls. Eliminating Lpred would therefore
speed up the counterfactual search process significantly. By
using the prototypes to guide the counterfactuals, we can re-
move Lpred and only call the prediction function once per
gradient update on the perturbed instance to check whether
the predicted class i of x0+δ is different from t0. This elim-
inates the computational bottleneck while ensuring that the
perturbed instance moves towards an interpretable counter-
factual xcf of class i 6= t0.
3.5 FISTA optimization
Like (Dhurandhar et al. 2018), we optimize our objective
function by applying a fast iterative shrinkage-thresholding
algorithm (FISTA) (Beck and Teboulle 2009) where the so-
lution space for the output xcf = x0 + δ is restricted to X .
The optimization algorithm iteratively updates δ with mo-
mentum forN optimization steps. It also strips out the β ·L1
regularization term from the objective function and instead
shrinks perturbations |δk| < β for feature k to 0. The op-
timal counterfactual is defined as xcf = x0 + δn
∗
where
n∗ = argminn∈1,...,N β · ‖δn‖1 + ‖δn‖22 and the predicted
class on xcf is i 6= t0.
4 Experiments
The experiments are conducted on an image and tabular
dataset. The first experiment on the MNIST handwritten
digit dataset (LeCun and Cortes 2010) makes use of an au-
toencoder to define and construct prototypes. The second
experiment uses the Breast Cancer Wisconsin (Diagnostic)
dataset (Dua and Graff 2017). The latter dataset has lower
dimensionality so we find the prototypes using k-d trees.
4.1 Evaluation
The counterfactuals are evaluated on their interpretability,
sparsity and speed of the search process. The sparsity is eval-
uated using the elastic net loss term EN(δ) = β ·‖δ‖1+‖δ‖22
while the speed is measured by the time and the number of
gradient updates required until a satisfactory counterfactual
xcf is found. We define a satisfactory counterfactual as the
optimal counterfactual found using FISTA for a fixed value
of c for which counterfactual instances exist.
In order to evaluate interpretability, we introduce two in-
terpretability metrics IM1 and IM2. Let AEi and AEt0 be
autoencoders trained specifically on instances of classes i
and t0, respectively. Then IM1 measures the ratio between
the reconstruction errors of xcf using AEi and AEt0 :
IM1(AEi,AEt0 , xcf) :=
‖x0 + δ − AEi(x0 + δ)‖22
‖x0 + δ − AEt0(x0 + δ)‖22 + 
.
(13)
A lower value for IM1 means that xcf can be better recon-
structed by the autoencoder which has only seen instances
of the counterfactual class i than by the autoencoder trained
on the original class t0. This implies that xcf lies closer to
the data manifold of counterfactual class i compared to t0,
which is considered to be more interpretable.
The second metric IM2 compares how similar the recon-
structed counterfactual instances are when using AEi and
an autoencoder trained on all classes, AE. We scale IM2 by
the L1 norm of xcf to make the metric comparable across
classes:
IM2(AEi,AE, xcf) :=
‖AEi(x0 + δ)− AE(x0 + δ)‖22
‖x0 + δ‖1 +  .
(14)
A low value of IM2 means that the reconstructed instances
of xcf are very similar when using either AEi or AE. As a
result, the data distribution of the counterfactual class i de-
scribes xcf as good as the distribution over all classes. This
implies that the counterfactual is interpretable. Figure 2 il-
lustrates the intuition behind IM1 and IM2.
The uninterpretable counterfactual 3 (xcf,1) in the first row
of Figure 2(b) has an IM1 value of 2.41 compared to 1.17
for xcf,2 in the second row because the reconstruction of
xcf,1 by AE7 in Figure 2(d) is much better than by AE3 in
Figure 2(c). The IM2 value of xcf,1 is higher as well—0.17
compared to 0.09 for xcf,2)—since the reconstruction by AE
in Figure 2(e) yields a clear instance of the original class 7.
4.2 Handwritten digits
The first experiment is conducted on the MNIST dataset
which contains 70,000 labeled 28× 28 images of handwrit-
ten digits between 0 and 9. The experiment analyzes the im-
pact of Lproto on the counterfactual search process with an
encoder defining the prototypes. We further investigate the
importance of the LAE and Lpred loss terms in the presence
of Lproto. We evaluate and compare counterfactuals obtained
by using the following loss functions:
A = c · Lpred + β · L1 + L2
B = c · Lpred + β · L1 + L2 + LAE
C = c · Lpred + β · L1 + L2 + Lproto
D = c · Lpred + β · L1 + L2 + LAE + Lproto
E = β · L1 + L2 + Lproto
F = β · L1 + L2 + LAE + Lproto
(15)
For each of the ten classes, we randomly sample 50 num-
bers from the test set and find counterfactual instances for
3 different random seeds per sample. This brings the total
number of counterfactuals to 1,500 per loss function.
The model used to classify the digits is a convolutional
neural network with 2 convolution layers, each followed by
a max-pooling layer. The output of the second pooling layer
is flattened and fed into a fully connected layer followed by
a softmax output layer over the 10 possible classes. For ob-
jective functions B to F , the experiment also uses a trained
autoencoder for the LAE and Lproto loss terms. The autoen-
coder has 3 convolution layers in the encoder and 3 decon-
volution layers in the decoder. Full details of the classifier
and autoencoder, as well as the hyperparameter values used
can be found in the supplementary material.
Results Table 1 summarizes the findings for the speed and
interpretability measures.
Speed Figure 3(a) shows the mean time and number of
gradient steps required to find a satisfactory counterfactual
for each objective function. We also show the standard devi-
ations to illustrate the variability between the different loss
functions. For loss function A, the majority of the time is
spent finding a good range for c to find a balance between
steering the perturbed instance away from the original class
t0 and the elastic net regularization. If c is too small, the L1
regularization term cancels out the perturbations, but if c is
too large, xcf is not sparse anymore.
The aim of LAE in loss function B is not to speed up con-
vergence towards a counterfactual instance, but to have xcf
respect the training data distribution. This is backed up by
the experiments. The average speed improvement and re-
duction in the number of gradient updates compared to A
of respectively 36% and 54% is significant but very incon-
sistent given the high standard deviation. The addition of
Lproto in C however drastically reduces the time and itera-
tions needed by respectively 82% and 85% compared to A.
The combination of LAE and Lproto in D improves the time
to find a counterfactual instance further: xcf is found 84%
faster compared toA, with the number of iterations down by
90%.
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Figure 3: (a) Mean time in seconds and number of gradient updates needed to find a satisfactory counterfactual for objective
functions A to F across all MNIST classes. The error bars represent the standard deviation to illustrate variability between
approaches. (b) Mean IM1 and IM2 for objective functions A to F across all MNIST classes (lower is better). The error bars
represent the 95% confidence bounds. (c) Sparsity measure EN(δ) for loss functions A to F . The error bars represent the 95%
confidence bounds.
Method Time (s) Gradient steps IM1 IM2 (×10)
A 13.06± 0.23 5158± 82 1.56± 0.03 1.65± 0.04
B 8.40± 0.38 2380± 113 1.36± 0.02 1.60± 0.03
C 2.37± 0.09 751± 31 1.23± 0.02 1.46± 0.03
D 2.05± 0.08 498± 27 1.26± 0.02 1.29± 0.03
E 4.39± 0.04 1794± 12 1.20± 0.02 1.52± 0.03
F 2.86± 0.06 773± 16 1.22± 0.02 1.29± 0.03
Table 1: Summary statistics with 95% confidence bounds for
each loss function for the MNIST experiment.
So far we have assumed access to the model architec-
ture to take advantage of automatic differentiation during
the counterfactual search process. Lpred can however form a
computational bottleneck for black box models because nu-
merical gradient calculcation results in a number of predic-
tion function calls proportionate to the dimensionality of the
input features. ConsiderA′ the equivalent of loss functionA
where we can only query the model’s prediction function. E
and F remove Lpred which results in approximately a 100x
speed up of the counterfactual search process compared to
A′. The results can be found in the supplementary material.
Quantitative interpretability IM1 peaks for loss function
A and improves by respectively 13% and 21% as LAE and
Lproto are added (Figure 3(b)). This implies that including
Lproto leads to more interpretable counterfactual instances
than LAE which explicitly minimizes the reconstruction er-
ror using AE. Removing Lpred in E yields an improvement
over A of 23%. While Lpred encourages the perturbed in-
stance to predict a different class than t0, it does not impose
any restrictions on the data distribution of xcf. Lproto on the
other hand implicitly encourages the perturbed instance to
predict i 6= t0 while minimizing the distance in latent space
to a representative distribution of class i.
The picture for IM2 is slightly different. Adding in Lproto
brings IM2 down by 12%. The combination of LAE and
Lproto however reduces the metric by 22%. Lproto generates
an instance xcf closer to the distribution of class i while LAE
ensures the overall distribution is respected which makes
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Figure 4: (a) Shows the original instance, (b) to (f) on the
first row illustrate counterfactuals generated by using loss
functions A, B, C, D and F . (b) to (f) on the second row
show the reconstructed counterfactuals using AE.
the reconstructed images of AEi and AE more similar and
improves IM2. The removal of Lpred in E and F has little
impact on IM2. This emphasizes that Lproto—optionally in
combination with LAE—is the dominant term with regards
to interpretability.
Visual interpretability Figure 4 shows counterfactual ex-
amples on the first row and their reconstructions using AE on
the second row for different loss functions. The counterfac-
tuals generated with A or B are sparse but uninterpretable
and are still close to the manifold of a 7. Including Lproto
in Figure 4(d) to (f) leads to a clear, interpretable 9 which
is supported by the reconstructed the counterfactuals on the
second row. More counterfactual examples can be found in
the supplementary material.
Sparsity The elastic net evaluation metric EN(δ) is also
the only loss term present in A besides Lpred. It is therefore
not surprising that A results in the most sparse counterfactu-
als (Figure 3(c)). The relative importance of sparsity in the
objective function goes down as LAE and Lproto are added.
Steering xcf towards protoi6=t0 encourages less sparse but
more interpretable solutions.
Method Time (s) Gradient steps IM1 IM2 (×10)
A 2.68± 0.20 2752± 203 2.07± 0.16 7.65± 0.79
B 0.35± 0.03 253± 33 0.94± 0.10 1.47± 0.15
C 0.22± 0.02 182± 30 0.88± 0.10 1.41± 0.15
Table 2: Summary statistics with 95% confidence bounds
for each loss function for the Breast Cancer Wisconsin (Di-
agnostic) experiment.
4.3 Breast Cancer Wisconsin (Diagnostic) Dataset
The second experiment uses the Breast Cancer Wisconsin
(Diagnostic) dataset which describes characteristics of cell
nuclei in an image and labels them as malignant or benign.
The real-valued features for the nuclei in the image are the
mean, error and worst values for characteristics like the ra-
dius, texture or area of the nuclei. The dataset contains 569
instances with 30 features each. The first 550 instances are
used for training, the last 19 to generate the counterfactuals.
For each instance in the test set we generate 5 counterfac-
tuals with different random seeds. Instead of an encoder we
use k-d trees to find the prototypes. We evaluate and com-
pare counterfactuals obtained by using the following loss
functions:
A = c · Lpred + β · L1 + L2
B = c · Lpred + β · L1 + L2 + Lproto
C = β · L1 + L2 + Lproto
(16)
The model used to classify the instances is a 2 layer feed-
forward neural network with 40 neurons in each layer. More
details about the setup can be found in the supplementary
material.
Results Table 2 summarizes the findings for the speed and
interpretability measures.
Speed Lproto drastically reduces the time and iterations
needed to find a satisfactory counterfactual. Loss function
B finds xcf in 13% of the time needed compared to A while
bringing the number of gradient updates down by 91%. Re-
movingLpred and solely relying on the prototype to guide xcf
reduces the search time by 92% and the number of iterations
by 93%.
Quantitative interpretability Including Lproto in the loss
function reduces IM1 and IM2 by respectively 55% and
81%. Removing Lpred in C results in similar improvements
over A.
Sparsity Loss function A yields the most sparse counter-
factuals. Sparsity and interpretability should however not be
considered in isolation. The dataset has 10 attributes (e.g. ra-
dius or texture) with 3 values per attribute (mean, error and
worst).B andC which includeLproto perturb relatively more
values of the same attribute than A which makes intuitive
sense. If for instance the worst radius increases, the mean
should typically follow as well. The supplementary material
supports this statement.
5 Discussion
Counterfactual reasoning comes natural to humans and
specific counterfactual instances highlight the necessary
changes to alter the outcome of a decision making process.
As such they are applicable to a wide range of use cases
for putting the decisions of machine learning models in con-
text (e.g. a necessary change in the income level to result
in a positive loan application or a change in symptoms to
result in an alternative medical diagnosis). In this paper we
introduced a model agnostic counterfactual search process
guided by class prototypes. We showed that including a pro-
totype loss term in the objective results in more interpretable
counterfactual instances as measured by two novel inter-
pretability metrics. In addition, we demonstrate that proto-
types speed up the search process and remove the numeri-
cal gradient evaluation bottleneck for black box models thus
making our method more appealing for practical applica-
tions of model interpretability.
One of the drawbacks of this and other techniques for
finding counterfactual instances (Wachter, Mittelstadt, and
Russell 2018; Laugel et al. 2018; Dhurandhar et al. 2018) is
that they don’t work out of the box for categorical variables.
As an example, assume that one-hot encoding is applied to a
categorical feature with N categories. The perturbations for
each of the N encoded categories should then be restricted
to {0, 1} or {−1, 0} depending on the initial feature value.
Moreover, two different encoded categories i and j are typ-
ically mutually exclusive so perturbations in the encoded
space are not independent. While LAE and Lproto would pun-
ish out-of-distribution counterfactuals that violate the mutu-
ally exclusive category condition, there is no mechanism to
strictly enforce it. The categorical feature perturbation needs
to be interpretable as well. A small perturbation δk to a con-
tinuous numerical feature xk implies that xk+ δk is close to
xk in the feature space. There are no such guarantees when
changing the category of a categorical feature from i to j.
(Dhurandhar et al. 2019) propose to transform categories
into real valued features in [0, 1] based on category fre-
quency. This defines a natural ordering between categories
which does not necessarily correspond to the underlying re-
lationship between them. Consider for instance an income
prediction model on the US population with a person’s ed-
ucation level as a feature. According to (U.S. Census Bu-
reau 2019) there are roughly 10% of high school dropouts
among adults above the age of 25, similar to the 13% of the
population with an advanced degree such as a Master’s. As
a result, the frequency mapping assigns a very similar real
value to both the high school drop out and advanced degree
categories, which does not reflect the actual meaning of the
categories. Extending the counterfactual search method to
handle categorical features in a principled way is an open
research direction, necessary for many applications.
In summary, our work takes into account various desider-
ata to generate interpretable counterfactual instances in a
fraction of the time compared to other methods. We believe
these properties make for an appealing and practical model
explanation method.
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Supplementary Material
Breast Cancer Wisconsin experiment details
The classification model used to classify the cell nuclei into the malignant or benign categories is a 2 layer feedforward neural
network with 40 neurons and ReLU activations in each layer. The model is trained on standardized features with stochastic
gradient descent for 500 epochs with batch size 128 and reaches 100% accuracy on the test set.
The class specific autoencoders used to evaluate IM1 and IM2 consist of 3 dense layers in the encoder with respectively 20,
10 and 6 neurons for each layer. The first 2 layers have ReLU activations whilst the last one has a linear activation. The dense
layers in the decoder contain 10 and 20 neurons followed by a linear layer projecting the reconstructed instance back to the
input feature space. The autoencoders are optimized with Adam and trained for 500 epochs on batches of 128 instances with
the mean squared error between the original and reconstructed instance as the loss function.
Similar to the MNIST experiment, parameters c, κ and β are kept constant throughout the experiments at 1, 0 and 0.1. The
impact of different values for hyperparameters θ and k is visualized in Figures 6 and 7. The figures show that a broad range of
values for both θ and k work well.
All experiments were run on a Thinkpad T480 with an Intel Core i7-8550U Processor.
Breast Cancer Wisconsin results
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Figure 5: (a) Mean time in seconds and number of gradient updates needed to find a satisfactory counterfactual for objective
functions A, B and C (16) for the Breast Cancer Wisconsin dataset. The error bars represent the standard deviation to illustrate
variability between approaches. (b) Mean IM1 and IM2 for objective functions A, B and C (lower is better). The error bars
represent the 95% confidence bounds. (c) Sparsity measure EN(δ) for loss functions A, B and C. The error bars represent the
95% confidence bounds.
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Figure 6: Impact of θ. (a) Mean time in seconds and number of gradient updates needed to find a satisfactory counterfactual for
objective function B with different values of θ (10, 20, 50, 100, 150, 200) for the Breast Cancer Wisconsin dataset. The error
bars represent the standard deviation to illustrate variability between approaches. (b) Mean IM1 and IM2 for objective function
B for different values of θ (lower is better). The error bars represent the 95% confidence bounds. (c) Sparsity measure EN(δ)
for loss functions B and different θ values. The error bars represent the 95% confidence bounds.
0.2 0.3 0.4 0.5 0.6
Time (s)
100
200
300
400
500
N
um
be
ro
fg
ra
di
en
tu
pd
at
es (a)1
2
5
10
0.8 0.9 1.0
IM1
0.15
0.20
0.25
0.30
IM
2
(b)1
2
5
10
0 10 20
EN(δ )
10
5
2
1
L
os
s
Fu
nc
tio
n
(c)
Figure 7: Impact of k. (a) Mean time in seconds and number of gradient updates needed to find a satisfactory counterfactual
for objective function B with different values for the kth nearest instance in each class (k set to 1, 2, 5 and 10) which is used
to define the prototype for the Breast Cancer Wisconsin dataset. The error bars represent the standard deviation to illustrate
variability between approaches. (b) Mean IM1 and IM2 for objective function B for different values of k (lower is better). The
error bars represent the 95% confidence bounds. (c) Sparsity measure EN(δ) for loss functions B and different k values. The
error bars represent the 95% confidence bounds.
A B C
0
2
4
6
8
Total Features Changed
Unique Attributes Changed
Figure 8: Total number of features and unique number of attributes changed by more than 1 standard deviation in xcf compared
to x0 for loss functionsA,B and C (16). The error bars represent the 95% confidence bound.A leads to sparser counterfactuals
than B and C but perturbs relatively more unique attributes (e.g. radius or texture) while B and C perturb relatively more
features of the same attribute (e.g. mean or worst value of the attribute).
MNIST experiment details
The classification model consists of 2 convolutional layers with respectively 64 and 32 2× 2 filters and ReLU activations. Each
convolutional layer is followed by a 2× 2 max-pooling layer. Dropout with fraction 30% is applied during training. The output
of the second pooling layer is flattened and fed into a fully connected layer of size 256 with ReLU activation and 50% dropout.
This dense layer is followed by a softmax output layer over the 10 classes. The model is trained with an Adam optimizer for 3
epochs with batch size 64 on MNIST images scaled to [−0.5, 0.5] and reaches a test accuracy of 98.6%.
The autoencoder used in objective functions B to F (15) has 3 convolutional layers in the encoder. The first 2 contain 16
3 × 3 filters and ReLU activations and are followed by a 2 × 2 max-pooling layer which feeds into a convolution layer with 1
3 × 3 filter and linear activation. The decoder takes the encoded instance as input and feeds it into a convolutional layer with
16 3× 3 filters and ReLU activations, followed by a 2× 2 upsampling layer and again the same convolutional layer. The final
convolutional is similar to the last layer in the encoder. All the convolutions have same padding. The autoencoder is trained with
an Adam optimizer for 4 epochs with batch size 128 and uses the mean squared error between the original and reconstructed
instance as the loss function.
The class specific autoencoders used to evaluate IM1 and IM2 consist of 3 convolutional layers with 3 × 3 filters and
ReLU activations in the encoder, each followed by 2 × 2 max-pooling layers. The first one contains 16 filters while the others
have 8 filters. The decoder follows the same architecture in reversed order and with upsampling instead of max-pooling. The
autoencoder is trained with an Adam optimizer for 30 epochs and batch size 128.
Parameters c, κ, β and γ are kept constant throughout the experiments at 1, 0, 0.1 and 100. Both LAE and Lproto are re-
construction errors, but LAE works on the full input feature space while Lproto operates on the compressed latent space. θ is
therefore set at 200 for loss function C and 100 if used in combination with LAE in D. As the only loss term besides the elastic
net regularizer, θ is increased for E to 500.
All experiments were run on a Thinkpad T480 with an Intel Core i7-8550U Processor.
MNIST results
Method Time (s)
A’ 54.64± 1.28
E 0.53± 0.04
F 0.72± 0.01
Table 3: Mean time in seconds needed to compute 100 optimization steps for objective functions A′, E and F with 95%
confidence bounds. A′ is the equivalent of A without access to the model architecture. As a result, we can only query the
prediction function and need to evaluate gradients numerically. One test instance is used for each class in MNIST.
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Figure 9: (a) Shows the original instance, (b) to (f) illustrate counterfactuals generated by using loss functions A, B, C, D and
F .
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Figure 10: (a) Shows the original instance, (b) to (f) illustrate counterfactuals generated by using loss functions A, B, C, D and
F .
