A single linear program is proposed for discriminating between the elements of k disjoint point sets in the n-dimensional real space R n : When the conical hulls of the k sets are (k ? 1)-point disjoint in R n+1 , a k-piece piecewise-linear surface generated by the linear program completely separates the k sets. This improves on a previous linear programming approach which required that each set be linearly separable from the remaining k ? 1 sets. When the conical hulls of the k sets are not (k ? 1)-point disjoint, the proposed linear program generates an error-minimizing piecewise-linear separator for the k sets. For this case it is shown that the null solution is never a unique solver of the linear program and occurs only under the rather rare condition when the mean of each point set equals the mean of the means of the other k ? 1 sets. This makes the proposed linear computational programming formulation useful for approximately discriminating between k sets that are not piecewise-linear separable. Computational results are reported for three previously available databases.
Introduction
We consider the k disjoint sets A i ; i = 1; : : :; k; in the n-dimensional real space R n represented by the m i n matrices, A i ; i = 1; : : :; k: Our objective here is to discriminate between these sets by a piecewise-linear convex function which is the maximum of k linear (a ne) functions. The linear pieces of one such typical piecewise-linear surface projected on R 2 are depicted in Figure 1 together with the four sets in R 2 that are separated from each other. Many authors have considered this problem. Nilsson 16] , , , and Fukunaga 8] , considered iterative methods which are extensions of the perceptron algorithm or the Motzkin-Schoenberg algorithm 14] for determining a piecewise-linear separator when it exists. Convergence of these methods is not known if such a piecewise-linear surface does not exist 8, page 374]. Smith 17] on the other hand considered solving k systems of linear inequalities by solving k linear programs to obtain a piecewise-linear separator. Unfortunately, this may not be possible for many simple piecewise-linear separable problems as we shall demonstrate below. By contrast our linear programming approach works for all piecewise-linear separable sets, and for those that are not some approximate separation will be achieved.
We note that piecewise-linear separation of k disjoint sets in R n (see De nition 2.1) is a natural extension of the classical separation of two disjoint point sets A 1 and A 2 in R n with nonintersecting convex hulls by using the piecewise-linear maximum of two linear functions. This is equivalent to separation by a single plane 9, 11, 4] . See One of the rst questions to resolve is: When is it indeed possible to discriminate between k sets by a piecewise-linear separator which is the maximum of k linear functions? Condition (6) of Theorem 2.1 gives a necessary and su cient condition for such piecewise-linear separability of k sets. Geometrically, this condition can be interpreted as follows. We refer to this condition as the conical hulls in R n+1 of the k sets A i ; i = 1; : : :; k, being (k ? 1)-point disjoint. This is a considerably more relaxed requirement than that of Smith 17] . Smith proposed solving k systems of linear inequalities that are equivalent to the linear separation of each of the k sets from the remaining k ? 1 sets. This is far too restrictive an assumption that does not in general hold for simple piecewise-linear separable sets. Figure 3 In Section 2 of the paper we begin with De nition 2.1 of piecewise-linear separability of k sets.
Then, as indicated above, we characterize this separability in Theorem 2.1. In Remark 2.2 we note that piecewise-linear separation implies pairwise-linear separation, but not conversely, as depicted in Figure 5 . A computationally constructive characterization of piecewise-linear separability of k sets is given in Theorem 2.2 by obtaining a zero minimum for the linear program (8) and a corresponding piecewise-linear separation (3). Since such piecewise-linear separation (3) for the k sets A i ; i = 1; : : :; k, is determined by the quantities (w i ? w j ; i ? j ); i; j = 1; : : :; k; j 6 = i, it is important to ensure the nonzeroness of (w i ? w j ); i; j = 1; : : :; k; j 6 = i. This is done precisely in Theorem 2.3 where it is shown that the null solution w i ? w j = 0; i; j = 1; : : :; k; j 6 = i, occurs under the rather rare condition that the mean of each point set equals the mean of the means of the other k ? 1 sets. Theorem 2.4, however, shows that the null solution, even in this case, is never unique. Section 3 contains some computational results employing the proposed linear programming formulation (8) .
A word about our notation now. For a vector x in the n-dimensional real space R n ; x + will denote the vector in R n with components (x + ) i : = max fx i ; 0g; i = 1; : : :; n: The notation A 2 R m n will signify a real m n matrix. For such a matrix, A 0 will denote the transpose while A i will denote the ith row. The 1-norm of x; n X i=1 jx i j; will be denoted by kxk 1 ; while the 1-norm of x; max 1 i n jx i j; will be denoted by kxk 1 : A vector of ones in a real space of arbitrary dimension will be denoted by e: The conical hull of the set A 1 , the set of all nonnegative linear combinations of points in A 1 ; fzjz = uA 1 ; u 0g; will be denoted by K( Our rst objective is to characterize piecewise-linear separability. This is done in the following theorem. Remark 2.2 It is evident from De nition 2.1 that piecewise-linear separability of the sets A i ; i = 1; : : :; k implies pairwise linear separability of the same sets. However the converse is not true as evidenced by the "whirlwind" counterexample depicted in Figure 5 for which three sets are pairwise linearly separable, but are not piecewise-linear separable. The latter fact, which may not be immediately evident from the gure, can be computationally veri ed by showing that the implication of (6) does not hold by solving the dual linear program (11) and showing that it has a positive maximum. We can now specify a linear program that will generate a piecewise-linear separation between the sets A i ; i = 1; : : :; k; if one exists, otherwise it will generate an error-minimizing separation. The linear program will generate (w i ; i ) 2 R n R; i = 1; : : :; k; that will satisfy (3) by minimizing 
Since the inequalities (3) of the piecewise-linear separator are satis ed if and only if the minimum of (7) or equivalently of (8) for sets which are not piecewise-linear separable. Zero w i ? w j ; i 6 = j; i; j = 1; : : :; k will yield no information and no approximate separation for this case.
We give now a result that provides a necessary and su cient condition for the occurrence of 
The vectors w i ? w j = 0; i 6 = j; i; j = 1; : : :; k constitute an optimal solution for the primal LP (8) if and only if the equivalent minimization problem (7) is minimized by setting w i ? w j = 0 and i ? j = 0; i 6 = j; i; j = 1; : : :; k; which gives y ij = e; i 6 = j; i; j = 1; : : :; k and a primal minimum value of k(k ? 1). Since 0 u ij e m i ; i 6 = j; i = 1; : : :; k; and the dual optimal objective must equal the primal optimal objective of k(k ? 1) we have We now show even in the unlikely event that (10) is satis ed, the null solution w i ?w j = 0; i 6 = j; i; j = 1; : : :; k; is not unique, and hence some nonzero solution will also be optimal. 
Computational Results
We present now computational results that utilize the linear programming formulation (8) Table 1 gives the number of classes, dimension, and size of each database as well as the results of using linear program (8) to discriminate between the classes. Cross validation testing was done by using the leave-one-out method 10, 8] to estimate the training set error and the testing set error (error on unseen examples). A brief discussion of the numerical results follows. The Italian wine cultivar database is piecewise-linear separable. A single linear program was able to correctly separate the training set. The testing set performance was comparable to previously published results 1]. Fisher's classical iris discrimination problem is almost piecewise-linear separable and once again the multicategory linear programming approach performed quite well on both the training and testing sets. These problems illustrate that a single multicategory linear program can e ectively discriminate sets that are totally (or almost totally) piecewise-linear separable.
The breast cancer prognosis problem is inherently more di cult. The breast cancer prognosis problem was created by dividing the Wisconsin breast cancer database into three classes: cancer which recurred (developed distant metastates) in less than 3 months, cancer which recurred in between 3 and 24 months, and cancers which did not recur in 24 months. The fact that the sets are not piecewise-linear separable is evidenced by the relatively poor training set accuracy shown in Table 1 . A single linear program is insu cient for solving such problems. However, the results of several multicategory linear programs can be combined by using multisurface methods 12, 3, 2] . To demonstrate this, we used the multicategory linear program to create the multivariate splits in the multisurface method tree algorithm (MSMT) 2, 18]. The results using MSMT-MC are given in Table 2 . These results show that using a multisurface approach enables the linear program (8) to be used for solving problems that are not piecewiselinear separable. By applying this approach to the breast cancer prognosis problem the training set accuracy improved over 40 percent and the testing set accuracy improved over 17 percent. 
