The paper approaches the problem of imageto-text with attention-based encoder-decoder networks that are trained to handle sequences of characters rather than words. We experiment on lines of text from a popular handwriting database with different attention mechanisms for the decoder. The model trained with softmax attention achieves the lowest test error, outperforming several other RNN-based models. Our results show that softmax attention is able to learn a linear alignment whereas the alignment generated by sigmoid attention is linear but much less precise.
Introduction
The problem of image-to-text is to convert images to text labels. Image-to-text is an open research problem, especially for the task of transcribing lines of unconstrained (i.e., cursive or overlapping) handwritten text because it is harder to segment characters and recognize them individually [5] . Image-to-text † Graduate Student, Department of Political Science, University of California, Berkeley.
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‡ Graduate Student, Center for New Music and Audio Technologies, University of California, Berkeley, CA. Email: rafaelvalle@berkeley.edu. models must solve the problem of finding and classifying characters at each timestep without knowing the alignment between image pixels and target characters [24] .
Previous approaches to the problem include extracting image features using a sliding window and then matching the features to character labels with a hidden Markov model (HMM) or HMM-neural network hybrid. This approach was edged out by models that combine a single recurrent neural network (RNN) with bidirectional Long Short-Term Memory (LSTM) with a connectionist temporal classification (CTC) output layer [14, 23] , and subsequently, multidimensional LSTMs (MDLSTMs), which generalize LSTMs to image inputs [15] .
Attention-based methods have been employed to assist networks in learning the correct alignment between image pixels and target characters [7] . Attention improves the ability of the network to extract the most relevant information for each part of the output sequence. Moreover, attention networks are capable of modeling the language structures within the output sequence, rather than simply mapping the input to the correct output [6] . Attentionbased MDLSTMs have recently been employed to recognize multiple lines of cursive text without explicit line segmentation and achieve results comparable to the state-of-the-art on the IAM modern handwriting database [5] .
Attention-based encoder-decoder models [6] have similar advantages to attention-based MDLSTMs, such as being able to handle long sequences, not having to rely on prior segmentation, and are adaptable to different domains. Encoder-decoder networks are a special variant of recurrent neural networks (RNNs) that are suitable for handling sequential data [7] . The networks encode a variable-length sequence of characters into a fixed-length vector and then decode the vector into a variable-length target label. These models are the standard for neural machine translation [1, 31] , and have also achieved impressive results for tasks including speech recognition [8] and image captioning [32] .
Encoder-decoder networks have not yet to our knowledge been used for handwriting recognition. A unique advantage of encoderdecoder networks is that a language model can be easily be integrated on top of the decoder, while language models cannot easily be integrated into MDLSTMs [5] . The language model views the input and output text lines as sequences of characters instead of words, and each character prediction is explicitly conditioned on the previous character. Developing character-aware models -i.e., using a model that views the input and output lines as a sequence of characters rather than words -for image-to-text is promising because these models are capable of making inferences about unseen source words and also generating unseen target words. In addition, character-aware models do not require large vocabularies because only characters are explicitly modeled [22] .
Our primary contributions to the problem of image-to-text are applying character-aware attention networks to the task of recognizing lines of handwritten text and comparing different attention configurations for the decoder.
In Section 2, we describe the model in the context of the image-to-text problem. Section 3 describes the experimental setup; Section 4 provides results; Section 5 concludes and contemplates future work.
Encoder-decoder networks for image-to-text
The image-to-text problem is one of converting images to hand-transcribed sequences of discrete character labels. The source x ∈ X consists of a sequence of images x 1 , x 2 , . . . , x N , each with height and width dimensions H ×W . The target y ∈ Y consist of a sequence of characters, y 1 , y 2 , . . . , y C , where C is the length of the text and each y is within vocabulary Σ.
The task is to learn the function f (·) that maps X → Y using training example pairs (x, y) of varying dimensions.
Model
We use the encoder-decoder model proposed by [10] , which stacks a multilayer encoder and attention-based decoder on a multilayer convolutional neural network (CNN). The CNN extracts image features from the raw input x and arranges the features on a grid, V. The encoder takes the form of a bidirectional Long Short-Term Memory (LSTM) network, and reencodes each row of V, generating a re-encoded feature gridṼ h,w = LSTM(Ṽ h,w−1 , V h,w ), for rows h and columns w. Re-encoding V is important for handwriting recognition because the LSTM encoder can learn features such as text directionality.
The encoder updates a hidden state h t at each timestep t using inputsṽ t ∈Ṽ:
where f is a non-linear activation function that operates on all timesteps and input lengths. The decoder is an RNN that inputs the encoder hidden state and the previous element of the output sequence. Its hidden state is updated recursively by,
The decoder hidden states h t are combined with the feature representations via linear transformation W to generate the distribution θ t = h t Wh t , which is used to produce a context vector,
where a(·) is the attention mechanism. Finally, vectors c t and h t are concatenated together to calculate the conditional probability of the next element of the sequence,
where
Experimental setup
We experiment on the IAM database 1 [26] , which consists of 300dpi PNG images of handwritten English text lines along with their transcriptions. We binarize the images in a manner so that preserves the original grayscale information [30] , scaled to 64 pixel height, and convert to JPEG format.
2 Examples of preprocessed text line images are presented in Fig. 1 .
Evaluation is made by comparing the estimated transcriptionŷ with the ground-truth y. Following the standard in handwritten text line recognition, we measure the Character Error Rate (CER), or the edit distance normalized by the number of characters in the ground truth:
Figure 1: IAM images are binarized in a manner so that preserves the original grayscale information. We scale the images to 64 pixel height and convert to JPEG.
In practice, edit distance is the Levenshtein distance, or the minimum number of insertions, substitutions, and deletions required to alter the target y t to the predictionŷ t at each timestep.
Implementation
We perform a manual search with a strategy of coordinate descent [2] to select model hyperparameters (e.g., target embedding size and number of hidden layers in the decoder); optimization strategies such as gradient clipping and normalization; and regularization strategies such as adding 2 regularization losses with different values of λ and adding dropout to the CNN and LSTM encoder. Our final model, selected in terms of validation set CER, has the following properties:
3 CNN A seven-layer CNN alternating with max-pooling layers. Each convolutional layer uses batch normalization and a ReLU activation function [27] with weights initialized using Xavier initialization [13] . Dropout (p = 0.5) is applied to the inputs after the last convolutional layer.
Encoder-Decoder Stacked on the CNN is a single-layer bidirectional LSTM encoder (256 hidden units) and a two-layer Gated Recurrent Unit (GRU) [9] decoder (128 hidden units). Each RNN layer uses sampled softmax to handle a large target vocabulary without increasing training complexity [18] . The target vocabulary Σ contains 95 characters, including case-sensitive alphanumeric characters and punctuation, and the target embedding size is 300.
Attention We use three different attention mechanisms for the decoder: softmax, sigmoid (i.e., Bernoulli), and no attention (i.e., no function is used to obtain the weights).
Networks are trained with stochastic gradient descent to learn the parameter weights and Adadelta [33] to adapt the learning rate (initial rate of 1). We employ gradient norm clipping and gradient normalization at 5 in order to prevent exploding gradients. We train for 100 epochs with batch size of 4, using bucketing and padding over the image aspect ratio and text length in order to facilitate batching. Table 1 compares the performance of our model trained with three different attention configurations -softmax, sigmoid, and no attention -to previous models on the IAM test set. The model with softmax attention achieves a CER of 16.9%, which outperforms the state-of-the-art models in 2012 (BLSTM + CTC) and 2013 (MDLSTM + CTC), but does not approach the current state-of-the-art. The 4 The training process takes about 20 hours on a 16GB NVIDIA Tesla M60 GPU. The model with softmax attention took 19 hours and the models with sigmoid attention took 15 hours. We let the model with no attention train for an additional 100 epochs, taking about 30 hours. model trained with sigmoid attention (19.6%) and without attention (49.1%) do considerably worse.
Results
A direct comparison against previous models is not possible because most of these models rely on domain-specific and word-based dictionaries and language models for decoding. The state-of-the-art model, for example, uses a word-based dictionary (i.e., a list of words found in the training set) and a word-based language model.
The closest model to ours is a MDLSTM encoder and a softmax attention-enhanced bidirectional LSTM decoder (MDLSTM + Attention) [5] . While MDLSTM + Attention inputs and outputs at the character-level, the decoder output is not conditioned on the previous character. The primary difference is that the model does not require a CNN to extract visual features because the encoder is capable of inputting images. MDLSTM + Attention is also trained with curriculum learning and with a slightly larger training set. Figure 2 visualizes the source attention distribution for each attention mechanism. Each row traces the attention weights over the source line at each step of decoding. White values reflect intensity of attention while absence of attention is black. The plots show that softmax attention predicts a character by focusing heavily on single characters, whereas the attention distribution for sigmoid focus on multiple characters at each timestep. Softmax attention is able to learn a linear alignment whereas the alignment generated by sigmoid attention is linear but much less precise. These results are similar to those of [19] , who find that softmax attention performs better than sigmoid attention on word-to-word machine translation tasks. When no function is used to obtain the attention weights, the model predicts a character by looking at the entire sequence of characters and there is no clear structure in the alignment. Lastly, we visualize attention on the input image in order to determine how the model makes mistakes. For example, the model tends to produce errors when characters are skewed (Fig. 4 [b] ), have long tails (Appendix Fig.  4 [a] and [c]), or written in uppercase cursive (Appendix Fig. 4 [d] ).
Comparing attention distributions

Conclusion
The paper approaches the problem of imageto-text with attention-based encoder-decoder networks that are trained to handle sequences of characters rather than words. We train the model on lines of text from a popular handwriting database and experiment with different attention mechanisms. The model trained with softmax attention achieves the lowest test error (16.9%) which is more than twice the error of the most comparable model (MDLSTM + Attention). The primary difference is that MDLSTM + Attention may be more computationally efficient because it does not require a CNN to extract visual features.
Our results show that softmax attention focuses heavily on individual characters when predicting characters, while sigmoid attention focuses on multiple characters at each step of the decoding. When the task is one-to-one, softmax attention is able to learn a more precise alignment at each step of the decoding whereas the alignment generated by sigmoid attention is much less precise. When the model has no attention (i.e., no function is used to obtain attention weights), the model predicts a character by looking at the entire sequence of characters and performs poorly because it lacks a precise alignment between the source and text output.
Our primary contributions are applying character-aware attention networks to the Figure 2 : Visualization of the source attention distribution for the no attention (left), sigmoid (center) and softmax (right) mechanisms over the input image (x-axis). The y-axis is the transcription. Each row traces the attention weights over the source line at each step of decoding, in grayscale (0: black, 1: white). The correct transcription for the no attention mechanism is: nothing the Chinese would not eat .
problem of image-to-text and also comparing attention configurations for the decoder. Potential future work includes experimenting with an architecture based entirely on CNNs, which have recently outperformed standard RNN encoder-decoders on neural machine translation tasks [12] . CNNs have several attractive properties including parallel computation of all features for source text [25] .
Lastly, future work can apply attention networks to the problem of handwriting recognition in the "wild." Previous literature has focused on recognizing printed text (e.g., store signs) in natural scene images using standard methods in computer vision [17] . The attention networks used in this paper are capable of recognizing handwritten text without the need for producing segmentations or bounding boxes of text in images, so that the model can potentially transcribe handwritten text in natural scene images. [29] . The text lines of all data sets are mutually exclusive (i.e., each writer contributes to only one set).
Appendices
(a) Actual/predicted: to the man she had spent so much time (b) Actual/predicted: away at a rate of knots .
(c) Actual/predicted: texts and the Gemara explains why these , 
