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CHAPITRE 1
GE´NE´RALITE´S SUR LES GROUPES
1. Structure de groupe
1.1. De´finitions et exemples
Un groupe est un ensemble muni d’une ope´ration associative, d’un e´le´ment neutre e et tel
que tout e´le´ment x posse`de un inverse x−1. L’ope´ration sera note´e selon les cas +, (loi
additive), ou ×, ., (loi multiplicative), ou encore ∗, ◦, etc... On a donc
∀a, b ∈ G, a.b ∈ G (1.1a)
∀a, b, c ∈ G, a.(b.c) = (a.b).c (1.1b)
∃e ∈ G, ∀a, a.e = e.a = a (1.1c)
∀a ∈ G, ∃a−1 a.a−1 = a−1.a = e (1.1d)
L’ope´ration peut eˆtre ou non commutative. Un groupe commutatif est aussi dit
abe´lien.
Un groupe peut avoir un nombre d’e´le´ments, ou ordre, fini ou infini. Dans le second
cas, le groupe peut eˆtre discret ou continu.
Exemples Un exemple de groupe fini commutatif est fourni par le groupe cyclique
Zp d’ordre p, groupe multiplicatif des racines p-ie`mes de l’unite´. Le groupe Sn des permu-
tations de n objets, ou groupe syme´trique, est non abe´lien pour n ≥ 3. Son ordre est n!.
Le groupe additif Z est un groupe discret, le groupe multiplicatif U(1) des phases exp iθ
est continu abe´lien, le groupe SO(3) des rotations de l’espace euclidien de dimension 3,
ou le groupe GL(n,R) des transformations line´aires inversibles de l’espace de dimension n
sont non-abe´liens. Rappelons aussi la de´finition des groupes de matrices classiques :
• : O(n), matrices orthogonales O de dimension n, O.OT = I qui sont donc les matrices
de transformation laissant invariante la forme biline´aire ~x.~y =
∑
i xiyi, et son sous-
groupe SO(n) de matrices qui satisfont en outre detO = 1;
• : U(n) groupe de matrices unitaires complexes, U.U † = I, donc laissant invariante
la forme sesquiline´aire (x, y) =
∑
x∗i yi, et son sous-groupe SU(n) de matrices de
de´terminant un : detU = 1;
• : Sp(2n), groupe symplectique de matrices S re´elles 2n × 2n laissant invariante la
forme antisyme´trique xT gy =
∑





, In e´tant la
matrice identite´ n× n; les matrices S satisfont donc ST gS = g.
1.2. Classes d’un groupe
On de´finit sur un groupe G la relation d’e´quivalence suivante:
a ∼ b si ∃g ∈ G : a = g.b.g−1 (1.2)
et on dit aussi que les e´le´ments a et b sont conjugue´s.
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Les classes d’e´quivalence qui en de´coulent re´alisent une partition de G, puisque tout
e´le´ment appartient a` une classe et une seule. Noter que l’e´le´ment neutre constitue a` lui seul
une classe. Pour un groupe fini, les diffe´rentes classes ont en ge´ne´ral des ordres diffe´rents.
Cette notion de classe est familie`re dans le cas du groupe SU(n), ou` une classe est
caracte´rise´e par un n-tuple non ordonne´ de valeurs propres (λ1, . . . , λn). Elle joue un
roˆle important dans la discussion des repre´sentations des groupes et sera abondamment
illustre´e par la suite, et de`s la fin de ce chapitre sur le cas du groupe syme´trique.
Ce type de classe d’e´quivalence ne doit pas eˆtre confondu avec celui impliquant un
sous–groupe, que nous examinerons a` la section 4.
2. Sous-groupes
2.1. De´finitions et exemples
Un sous-groupe H d’un groupe G est un sous-ensemble de G ayant lui-meˆme la structure
de groupe. Pour qu’un sous-ensemble H de G soit un sous-groupe, il faut et il suffit que
pour toute paire d’e´le´ments a et b de H, a.b−1 appartienne aussi a` H (le ve´rifier!). Le
sous-groupe est propre s’il n’est pas identique a` G.
Si H est un sous–groupe, pour tout a ∈ G, l’ensemble a−1.H.a des e´le´ments de la
forme a−1.h.a, h ∈ H forme aussi un sous–groupe, dit sous–groupe conjugue´ de H.
Des exemples de sous-groupes particuliers sont donne´s par :
* le sous-groupe engendre´ par un e´le´ment:
Soit a un e´le´ment de G diffe´rent de l’e´le´ment neutre e. Le sous-ensemble {· · · , a−n, · · · , a−1,
e, a, · · ·} est un sous-groupe. Supposons qu’il soit d’ordre fini : il existe p et q tels que
ap = aq. Par l’existence de l’inverse, ceci implique que ap−q = e. Soit n le plus petit entier
positif tel que an = e. Un tel groupe est dit cyclique, d’ordre n et de ge´ne´rateur a. Le
groupe Zp de´fini plus haut est cyclique d’ordre p.
* le centre Z :
Soit G un groupe. On appelle centre de G l’ensemble Z des e´le´ments qui commutent avec
tous les e´le´ments de G :
Z = {a | ∀g ∈ G, a.g = g.a} (2.1)
Z est un sous-groupe de G, propre si G est non-abe´lien. Exemple : le centre du groupe
GL(2,R) des matrices re´gulie`res 2× 2 est l’ensemble des matrices multiples de I.
* le centralisateur d’un e´le´ment a :
Le centralisateur (ou commutant ) d’un e´le´ment a fixe´ de G est l’ensemble des e´le´ments de G qui commutent
avec a.
Za = {g ∈ G|a.g = g.a} (2.2)
Le commutant Za n’est jamais vide : il contient au moins le sous-groupe engendre´ par a. Le centre Z est






est le groupe abe´lien des matrices de la forme aI + bσ1, a2 − b2 6= 0.
* Plus ge´ne´ralement, e´tant donne´e une partie S d’un groupe G, on de´finit son centralisateur Z(S)
et son normalisateur N(S) comme les sous-groupes commutant respectivement individuellement avec tout
2
e´le´ment de S ou globalement avec S tout entier
Z(S) ={y : ∀s ∈ S y.s = s.y}
N(S) ={x : x−1.S.x = S} .
2.2. Ordre d’un sous-groupe d’un groupe fini; the´ore`me de Lagrange
Soit H = {e, h1, h2, · · · , hp−1} un sous-groupe propre d’un groupe fini G. De´signons
par n l’ordre de G, par p celui de H. Le the´ore`me de Lagrange assure que p divise n.
Pour le prouver, conside´rons un e´le´ment g de G n’appartenant pas a` H. Les e´le´ments
g.e, g.h1, · · · , g.hp−1 sont tous diffe´rents et n’appartiennent pas a` H : ils forment un en-
semble note´ g.H. Si on a atteint ainsi tous les e´le´ments de G, le the´ore`me est prouve´ :
n = 2p. Sinon, il existe un e´le´ment g′ n’appartenant ni a` H ni a` g.H et on ite`re le proce´de´.
Au bout d’un nombre fini d’ope´rations, on a e´puise´ tous les e´le´ments et le the´ore`me est
prouve´. L’entier n/p est appele´ indice du sous-groupe H dans G. Un corollaire est qu’un
groupe dont l’ordre est un nombre premier est ne´cessairement cyclique donc abe´lien.
3. Homomorphismes de groupes
3.1. Homomorphismes
Un homomorphisme d’un groupe G sur un groupe G′ est une application ρ de G sur G′
qui respecte la loi de composition:
∀a, b ∈ G, ρ(a.b) = ρ(a).ρ(b) (3.1)
En particulier, a` l’e´le´ment neutre de G correspond par ρ celui de G′, a` l’inverse de a
correspond l’inverse de a′ = ρ(a), etc.
Le noyau de l’homomorphisme note´ ker ρ (“kernel” en anglais) est l’ensemble des
ante´ce´dents de l’e´le´ment neutre e′ de G′. C’est un sous-groupe de G.
Par exemple, la parite´ (ou signature) d’une permutation de Sn de´finit un homomor-
phisme de Sn dans Z2. Son noyau est constitue´ des permutations paires : c’est le groupe
alterne´ An d’ordre n!/2. Un homomorphisme bijectif entre G et G
′ est appele´ un isomor-
phisme de G et G′. Ainsi, le groupe additif des entiers modulo p, le groupe multiplicatif
des racines p-ie`mes de l’unite´, le groupe des rotations planes par un angle 2pik/p et le
groupe des permutations circulaires de p objets sont isomorphes et seront tous note´s Zp.
3.2. Automorphismes externes, internes
Un isomorphisme d’un groupe sur lui-meˆme est appele´ un automorphisme. Par exemple,
dans le groupe multiplicatif Zp conside´re´ comme contenu dans C, la conjugaison complexe
z → z est un automorphisme. Les automorphismes d’un groupe forment un groupe AutG.
Soit a un e´le´ment fixe de G. L’automorphisme interne associe´ a` a est de´fini par
x→ x′ = axa−1 = σa(x). (3.2)
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Les automorphismes internes forment eux-meˆmes un groupe IntG homomorphe a`G puisque
σaσb = σa.b.
On nomme automorphismes externes les automorphismes non internes (oˆ la Palice!!). Par exemple,
la conjugaison complexe dans Zp.
Quel est le noyau de l’homomorphisme σ de G dans IntG ?
4. Classes par rapport a` un sous-groupe, sous-groupe invariant et groupe
quotient
4.1. E´quivalence par rapport a` un sous-groupe
Soit H un sous-groupe d’un groupe G. On de´finit la relation entre e´le´ments de G :
a ∼ b ⇐⇒ a.b−1 ∈ H. (4.1)
C’est une relation d’e´quivalence (le ve´rifier), dite e´quivalence a` droite. On peut de´finir de
la meˆme fac¸on une e´quivalence a` gauche par
a ∼g b ⇐⇒ a−1.b ∈ H. (4.2)
Cette relation (a` droite) de´finit des classes d’e´quivalence qui donnent une partition de G; si
xj est un repre´sentant de la classe j, on peut noter cette dernie`re H.xj. (Les anglophones
utilisent le terme “right-coset” pour cette classe). Les e´le´ments de H forment a` eux-seuls
une classe. Si H est d’ordre fini |H|, toutes les classes ont |H| e´le´ments, et si G est lui-
meˆme d’ordre fini |G|, il est partitionne´ en |G|/|H| classes, et on retrouve le the´ore`me de
Lagrange de la section 2.2.
L’e´quivalence a` gauche donne en ge´ne´ral une partition diffe´rente. Par exemple, le
groupe S3 posse`de un sous–groupe Z2 engendre´ par la permutation des deux e´le´ments 1 et
2; on ve´rifie que les classes a` gauche et a` droite ne co¨ıncident pas.
4.2. Sous-groupe invariant
Un sous-groupe invariant (on dit aussi distingue´ ou normal) est un sous-groupe tel que les
deux relations d’e´quivalence a` gauche et a` droite soient confondues. De fac¸on e´quivalente,
un sous–groupe invariant de G est stable par tous les automorphismes internes de G, c’est-
a`-dire il est identique a` tous ses sous-groupes conjugue´s (tous ces e´nonce´s tautologiques
visent a` rendre familier avec la terminologie introduite pre´ce´demment).
Dans ce cas, on a la conse´quence importante que l’ensemble quotient G/H est lui-
meˆme dote´ de la structure de groupe : c’est le groupe quotient (ou groupe facteur)
a ∼ a′ b ∼ b′ ⇒ ∃h, h′, h′′ ∈ H : a = a′.h, b = b′.h′
⇒ a.b = a′.h.b′.h′ = a′.b′.h′′ ∼ a′.b′
puisque les e´le´ments b.h′, h.b, h.b.h′ appartiennent tous a` la classe de b. Re´ciproquement
l’ensemble quotient G/H est un groupe seulement si H est un sous-groupe invariant (le
ve´rifier). Attention! G/H n’est pas un sous-groupe de G; il peut arriver toutefois qu’il soit
isomorphe a` un sous-groupe de H.
Exemples de sous-groupes invariants : Le centre d’un groupe, le noyau d’un homo-




Un groupe est dit simple s’il n’a pas de sous-groupe invariant non trivial (c’est–a`–dire
diffe´rent de {e} et de lui-meˆme).
Cette notion est importante dans l’e´tude des repre´sentations et la classification des
groupes.
Exemples : le groupe cyclique d’ordre n, nombre premier, est simple (preuve dans la
section 2.2). Le groupe des rotations a` deux dimensions n’est pas simple (pourquoi?). Le
groupe SO(3) est simple (la preuve non triviale en sera donne´e au chapitre 3). Le groupe
Sn n’est pas simple, pour n > 2 (pourquoi?).
5. Produit direct, semi-direct de groupes
Soient G et H deux groupes. L’ensemble produit, c’est–a`–dire l’ensemble des couples
d’e´le´ments de G et H est muni d’une structure de groupe
(a, b).(a′, b′) = (a.a′, b.b′) ∀a, a′ ∈ G, b, b′ ∈ H (5.1)
C’est le produit direct G×H des groupes G et H. Un exemple est fourni dans l’espace eu-
clidien a` 4 dimensions par les paires de rotations inde´pendantes de deux plans orthogonaux
qui forment le groupe SO(2)× SO(2), sous-groupe de SO(4).
Si “G agit dans H”, c’est-a`-dire s’il existe un homomorphisme de G dans AutH, a ∈ G 7→ σ(a) ∈
AutH, satisfaisant donc
σ(a).σ(a′) = σ(a.a′) (5.2)
on note ab = σ(a)b l’action de cet automorphisme sur l’e´le´ment b de H. On peut de´finir une structure
de groupe plus subtile sur l’ensemble produit : le produit semi-direct de H par G (dans cet ordre), note´ 1
G×σ H ou GnH, est donne´ par
(a, b).(a′, b′) = (a.a′, b.ab′) . (5.3)
Ve´rifier que l’inverse de l’e´le´ment (a, b) s’e´crit (a−1, a−1b−1). Des exemples s’imposent : Le groupe
euclidien a` d dimensions (groupe des de´placements dans l’espace euclidien Rd) est le produit semi-direct
du groupe des translations (de vecteur ai) par le groupe des rotations (matrices orthogonales ωij) :
(ω, a).(ω′, a′) = (ω.ω′, a+ ωa′) (5.4)
comme on s’en convainc en composant deux actions successives sur un vecteur 2
xi 7→ x′i = ai + ωijxj . (5.5)
On voit sur cet exemple que le produit semi-direct de deux groupes abe´liens est en ge´ne´ral non-abe´lien.
Un autre exemple tre`s voisin est fourni par le groupe de Poincare´ de la Relativite´, produit semi-direct du
groupe des translations de l’espace-temps a` quatre dimensions par le groupe de Lorentz engendre´ par les
rotations de l’espace R3 et les transformations de Lorentz















1 notations non standardise´es
2 Ici et dans toute la suite de ces notes, on utilise la convention de sommation implicite sur les



















Un autre exemple est donne´ par le groupe syme´trique S3 qui peut eˆtre vu comme le produit semi-direct
du groupe Z3 par le groupe Z2 (le ve´rifier).
Si K = G×σH, on ve´rifie aise´ment que l’ensemble des e´le´ments de la forme (e, b) est un sous-groupe
invariant de K isomorphe a` H :






et que l’ensemble des (a, e) est un sous-groupe isomorphe a` G. Chaque classe du groupe quotient K/H
admet un repre´sentant de la forme (a, e) ce qui fait que
K/H ∼ G. (5.9)
Ceci explique l’importance de la notion de groupe simple : un groupe simple est irre´ductible au sens de
l’e´criture comme produit semi-direct de deux autres groupes. Re´ciproquement, si un groupe K admet un
sous-groupe invariant H et si le quotient est isomorphe a` un sous-groupe G de K, peut-on alors e´crire que
K est le produit semi-direct de H par G ? (exercice 6).
6. Action d’un groupe sur un ensemble
Soit E un ensemble, les bijections de E dans lui–meˆme forment un groupe note´ Bij (E).
On dit qu’un groupe G agit dans un ensemble E s’il existe un homomorphisme de G dans
Bij (E). Autrement dit, a` tout e´le´ment g de G on peut associer un bijection β(g) de E,
avec compatibilite´ des lois de composition, a` l’e´le´ment neutre de G correspond l’application
identite´, etc . . .Par exemple, le groupe des rotations agit dans l’espace euclidien.
Si x ∈ E, l’ensemble des transforme´s β(G)x est l’orbite O(x) de x. L’appartenance a` une meˆme orbite
est une relation d’e´quivalence, et E est la re´union de classes d’e´quivalence. Dans l’exemple pre´ce´dent, les
orbites sont les sphe`res centre´es a` l’origine, ainsi que l’orbite singulie`re forme´e par l’origine elle-meˆme.
Un ensemble E est un espace homoge`ne (pour l’action d’un groupe G) s’il n’a qu’une seule orbite.
Pour tout couple d’e´le´ments x et y de E, il existe g ∈ G tel que β(g)x = y. On dit encore que G agit de
fac¸on transitive sur E. Un exemple est fourni par le cas ou` E est le groupe G lui-meˆme, et l’action est
g ∈ G,x ∈ G 7→ β(g)x = y = g.x (action a` gauche). On a bien suˆr la meˆme proprie´te´ avec l’action a` droite.
On de´finit encore le groupe d’isotropie (alias petit-groupe ou stabilisateur) de l’e´le´ment x comme le
sous-groupe de G qui laisse x invariant :
S(x) = {g ∈ G : β(g)x = x.} (6.1)
Si deux points de E appartiennent a` la meˆme orbite, leurs groupes d’isotropie sont conjugue´s :
x ∼ y ⇔ ∃g ∈ G : x = β(g)y
∀a ∈ S(x) β(a)x = β(a.g)y = β(g)y ⇒ g−1.a.g ∈ S(y) (6.2)
donc
S(y) = g−1S(x)g . (6.3)
Dans l’exemple du groupe des rotations, le groupe d’isotropie d’un point x 6= 0 n’est autre que le groupe des
rotations autour de l’axe joignant x a` l’origine : c’est un groupe abe´lien et l’ensemble quotient SO(3)/S(x)
est une sphe`re.
Montrer qu’en ge´ne´ral il existe une correspondance biunivoque entre les points de l’orbite O(x) et
l’ensemble quotient G/S(x), qui est donc un espace homoge`ne pour G. La re´ciproque de (6.3) n’est pas
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vraie : deux points peuvent avoir des groupes d’isotropie conjugue´s sans eˆtre sur la meˆme orbite. On dira
alors qu’ils sont sur la meˆme strate : une strate est l’union des orbites dont les groupes d’isotropie sont
conjugue´s. Dans l’exemple pre´ce´dent, l’espace est partitionne´ en deux strates, correspondant aux points
distincts de l’origine d’une part, a` l’origine de l’autre.
Un cas particulie`rement important, (puisqu’il fait l’objet de ce cours!), est celui ou`
l’ensemble E est un espace vectoriel pour lequel les transformations naturelles sont les
transformations line´aires. On demande donc que D soit un homomorphisme de G dans le
groupe line´aire GL(E)
∀g ∈ G D(g) ∈ GL(E) (6.4)
et on dit alors qu’on a une repre´sentation de G (ou qu’on a repre´sente´ G) dans l’espace
E.
7. Le groupe syme´trique
Arreˆtons nous un moment sur le cas du groupe syme´trique Sn puisqu’il va revenir sou-
vent par la suite. Soit un ensemble fini {a1, a2, . . . , an} de n “lettres” (ou objets), qu’on
repre´sentera plus simplement par leurs indices {1, 2, . . . , n}. On appelle substitution ou
par abus de langage permutation de cet ensemble une bijection j 7→ σ(j) = ij qu’on note
σ =
(
1 2 . . . n
i1 i2 . . . in
)
ou plus simplement (i1, i2, . . . , in), avec σ(j) = ij . On compose ces permutations
par τ.σ(j) = τ(σ(i)) = τ(ij). Par exemple, (2, 3, 1)(2, 1, 3) = (3, 2, 1) tandis que
(2, 1, 3)(2, 3, 1) = (1, 3, 2). La loi est bien associative mais pas commutative en ge´ne´ral. La
permutation identite´ sera note´e I = (1, 2, . . . , n), et l’inverse de σ est donne´ par
σ−1 =
(
i1 i2 . . . in
1 2 . . . n
)
(7.1)
et le groupe est note´ Sn. Il est d’ordre n!
On peut toujours e´crire
σ =
(
1 σ(1) σ2(1) . . . σk−1(1) α . . . ξ
σ(1) σ2(1) . . . . . . 1 σ(α) . . . σ(ξ)
)
(7.2)
avec peut–eˆtre k = n (auquel cas α, . . . sont absents). La permutation σ est le produit
(commutatif car portant sur des indices diffe´rents) de la permutation cyclique (ou circulaire,
ou cycle) de longueur k (1, σ(1), . . . , σk−1) et de la permutation
(
α . . . ξ
σ(α) . . . σ(ξ)
)
.
En ite´rant la me´thode sur cette dernie`re, on voit qu’on peut de´composer toute per-
mutation en produit commutatif de cycles. Cette de´composition est unique (le ve´rifier).
Chaque cycle portant sur k indices donne´s, par exemple (1, 2, . . . , k) engendre un sous-
groupe isomorphe au groupe cyclique Zk.
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Supposons qu’on ait de´compose´ une permutation σ en cycles de longueur k1, k2, . . . , kp,∑
ki = n, alors pour toute permutation τ , τ
−1.σ.τ admet aussi une de´composition en
cycles de longueur k1, . . . , kp (le ve´rifier). Inversement si deux permutations σ et σ
′ ont
une de´composition en cycles de longueurs k1, . . . , kp, elles sont e´quivalentes : il existe τ
telle que σ′ = τ−1.σ.τ . En d’autres termes, la de´composition en cycles de longueur donne´e
est une caracte´risation des classes d’e´quivalence du groupe Sn. On peut donc de´signer une
classe de Sn par la longueur des cycles : soient ν1 le nombre de cycles de longueur 1 (c’est
a` dire de lettres invariantes), ν2 le nombre de cycles de longueur 2 (transpositions), etc.
On a bien suˆr
∑
jνj = n. On note ν = [1
ν12ν2 . . .] cette classe et on de´montre que le





Toute permutation σ est d’ordre fini p, qui est le plus petit entier tel que σp = I, c’est-a`-
dire l’ordre du sous-groupe cyclique engendre´ par σ. Pour un cycle portant sur k indices,
l’ordre est k; pour une permutation se de´composant en cycles de longueurs k1, · · · , kq,
p = ppcm(k1, · · · , kq) dont on ve´rifie qu’en accord avec le the´ore`me de Lagrange, il divise
bien toujours n!.
Les transpositions sont des cycles portant sur deux indices. Nous les noterons (i, j).
On de´montre aise´ment que toute permutation peut se mettre sous la forme d’un produit de
transpositions. Ceci re´sulte par exemple de la meˆme proprie´te´ pour tout cycle de longueur
k:
(1, 2, . . . k) = (1, k) . . . (1, 3).(1, 2) . (7.4)
Cette de´composition n’est pas unique!! Ce qui est unique, par contre, est la parite´ du
nombre de transpositions dans toute de´composition d’une permutation σ donne´e. Pour le
de´montrer, introduisons le de´terminant de Vandermonde : e´tant donne´s n nombres xi ∈ C
tous distincts, soit
∆(x1, x2, . . . , xn) =
∣∣∣∣∣∣∣∣
1 1 . . . 1











(xi − xj) . (7.5)

















Σi,j(σ) =δi,σ(j) . (7.6)
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Il s’agit bien d’une repre´sentation au sens pre´ce´dent : au produit de deux permutations
σ et σ′ correspond la matrice Σ(σ.σ′). Sous l’action d’une permutation σ, ∆ change par
le signe det Σ(σ), qui est la signature ou parite´ σ de σ. Ce nombre  = ±1 donne un
homomorphisme du groupe Sn dans le groupe Z2 : autrement dit
σ′.σ = σ′σ . (7.7)
(Pourquoi ?) Une transposition ne change qu’un seul signe dans le produit (7.5), donc si
σ a pu eˆtre e´crite comme produit de p transpositions
σ = (−1)p (7.8)
ce qui e´tablit le fait que la parite´ de p est une proprie´te´ intrinse`que de σ. Le noyau de
l’homomorphisme σ 7→ σ de Sn dans Z2 est le sous–groupe (invariant) alterne´ An des
permutations paires, d’ordre n!/2.
E´tudier la de´composition d’un cycle en transpositions et en de´duire que
σ = (−1)n+nombre de cycles de σ . (7.9)
8. Indications sur la classification des groupes finis
Soit G un groupe fini d’ordre n. A tout e´le´ment fixe´ a, on associe la transformation ϕa
∀x ∈ G x 7→ ϕa(x) = a.x . (8.1)
Elle effectue une permutation des n e´le´ments de G, et il y a isomorphisme entre G et
l’ensemble des ϕ :
ϕa.b = ϕa.ϕb . (8.2)
Noter que la permutation ϕ ne laisse aucun e´le´ment invariant, ce qui implique que tous
ses cycles ont la meˆme longueur (le ve´rifier). Il en de´coule le the´ore`me de Cayley : Tout
groupe fini d’ordre n est isomorphe a` un sous-groupe du groupe syme´trique Sn.
Ce the´ore`me n’empeˆche pas le proble`me de la classification des groupes finis simples d’eˆtre un
proble`me tre`s ardu, dont la solution comple`te n’a e´te´ obtenue que re´cemment. On peut re´sumer de
fac¸on tre`s outrancie`re la situation en disant que les groupes finis simples viennent en plusieurs familles
infinies : groupes cycliques d’ordre premier, groupes alterne´s An pour n ≥ 5, groupes construits en par-
alle`le avec les groupes de Lie classiques dont il sera question plus bas, et en 26 groupes exceptionnels dits
sporadiques. Le plus gros et le plus complexe de ces groupes sporadiques a e´te´ surnomme´ le “Monstre”,
ce que justifie entre autres son ordre :
808017424794512875886459904961710757005754368000000000
Ces groupes sporadiques sont encore mal connus et leur e´tude, en particulier celles de leurs repre´sentations,
est un sujet tre`s actif en mathe´matiques, ou` de fac¸on inattendue la Physique a apporte´ quelques contri-
butions (the´ories des cordes et relations avec le Monstre).
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Plus modestes, mais d’usage plus courant pour le physicien, sont les sous-groupes
finis du groupe des rotations SO(3). On de´montre que ces groupes viennent en deux
familles infinies et trois cas exceptionnels. Les familles infinies sont constitue´es des groupes
cycliques Zp qui de´crivent des rotations d’angle 2pi
k
p
autour d’un axe et les groupes die´draux
D2p qui outre les rotations pre´ce´dentes contiennent une rotation de pi autour d’un axe
orthogonal; on peut conside´rer ces groupes comme les groupes d’invariance de rotation
respectifs d’une pyramide ou d’un prisme de base p-gonale (voir figure). Les trois cas
exceptionnels sont les groupes d’invariance (de rotation) des “solides platoniciens”, c’est-
a`-dire le groupe du te´trae`dre T12, le groupe du cube ou de l’octae`dre O24 et celui de
l’icosae`dre ou du dode´cae`dre I60 (dans tout cet aline´a, l’indice dans le symbole d’un groupe
indique son ordre). (Les paires de solides sus-mentionne´s sont duales, ce qui veut dire que
les sommets de l’un sont en correspondance avec les centres des faces de l’autre, et les
groupes s’identifient).
Figure 1.1 Solides laisse´s invariants par les sous-groupes du groupe des rotations.
Une autre classification che`re au cœur des physiciens du solide est celle des groupes
cristallographiques. On cherche les groupes ponctuels, c’est-a`-dire des sous-groupes de O(3)
(rotations et re´flexions) conservant les noeuds d’un re´seau engendre´ par les combinaisons
a` coefficients entiers de trois vecteurs non coplanaires. On trouve 32 tels groupes; un
re´sultat interme´diaire important est que les rotations sont de 2pi kp , avec p au plus e´gal a` 6
et diffe´rent de 5.
On conside`re un plan contenant des points du re´seau. Ce plan est suppose´ invariant par une rotation
de centre O et d’angle θ qui permute les points du re´seau (O est ou non un point du re´seau). L’angle
θ est de la forme 2pi q
p
avec p et q premiers entre eux, donc par le the´ore`me de Bezout, on peut trouver
un multiple de θ e´gal a` 2pi/p modulo 2pi. On peut donc aussi bien conside´rer les rotations de 2pi/p et
multiples.
Soit A un point du re´seau a` distance minimale (non nulle) de O, A′ et A′′ ses images par les rotations
d’angle ±θ. Le point B de´fini par −−→OB = −−→OA′ +−−−→OA′′ est un point du re´seau sur la droite OA et est plus
proche de O que A (et 6= O) sauf si |2 cos θ| ≥ 1. Si 0 < θ ≤ pi, ceci implique soit θ ≥ 2pi
3





et exclut imme´diatement θ = 2pi
5
. Montrer qu’on peut aussi e´liminer les angles multiples de 2pi/p,
p ≥ 7, le cas de p = 8 ne´cessitant un traitement se´pare´.
On arreˆtera ici cette discussion, en renvoyant aux nombreux ouvrages de cristallogra-
phie pour un traitement syste´matique de ces questions.
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Re´fe´rences :
Pour les groupes cristallographiques, lire par exemple M. Tinkham, Group Theory and
Quantum Mechanics, McGraw Hill; ou L. Landau et E. Lifschitz, Me´canique Quantique.
Exercices
1. Dresser les tables de multiplication des groupes d’ordre 2, 3 ou 4. Montrer qu’il
existe deux groupes d’ordre 4. L’un est le groupe cyclique Z4, quelle est l’interpre´tation
ge´ome´trique de l’autre, note´ D4 ? Montrer qu’il s’e´crit Z2 × Z2.
2. Conside´rer le groupe de syme´trie du carre´, constitue´ des rotations autour de l’origine
et des syme´tries par rapport aux axes me´dians et aux diagonales. C’est le groupe die´dral
note´ D8 (groupe du carre´). Quel est son ordre, sa table de multiplication? E´tudier ses
classes, ses sous-groupes. Est-il simple ?
3. Conside´rer l’action sur un groupe G d’un sous-groupe H, de´finie comme pour l’action
du groupe : h ∈ H, x ∈ G 7→ β(h)x = h.x. Que sont les orbites d’un e´le´ment x donne´?
4. E´tudier les groupes de rotation du te´trae`dre, du cube et de l’icosae`dre. Pour chacun,
compter le nombre de rotations autour des axes joignant les paires de sommets oppose´s,
les paires de milieux d’areˆtes oppose´es et les paires de faces oppose´es (le cas e´che´ant). En
de´duire les valeurs des ordres donne´es plus haut. Ces groupes ont-ils des sous-groupes
invariants? Montrer que ces trois groupes s’identifient respectivement aux groupes A4
(groupe alterne´ de 4 objets : facile !), S4 (plus de´licat !) et A5 (difficile !) (indication :
dans chaque cas, on cherchera des e´le´ments ge´ome´triques de la figure conside´re´e, au nombre
respectivement de 4, 4 et 5, qui sont permute´s par l’action du groupe).
5. Preuve de (7.3). On pourra e´tudier le nombre des permutations de Sn qui pre´servent
une classe [1ν12ν2 · · ·] donne´e.
6.? Soit K un groupe ayant un sous-groupe invariant H, soit G un autre sous-groupe de
K tel que G ∩H = {e} et que K = H.G, en ce sens que tout e´le´ment de K peut s’e´crire
k = h.g. Montrer en introduisant l’automorphisme σ : h → g−1hg de H avec g ∈ G
(automorphisme interne pour K, mais externe pour H) que K = G ×σ H, si on identifie
(g, h) ≡ h.g
7. Montrer que toute permutation est produit de deux cycles non ne´cessairement disjoints.
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Appendice A. Groupe libre. Groupe engendre´ par ge´ne´rateurs et relations
1. Un groupe libre G est un groupe engendre´ par un ensemble S de ge´ne´rateurs gi, i = 1, 2, · · ·, tels que si
gi ∈ S, alors g−1i ∈ S. G est donc l’ensemble des mots gi1gi2 · · · gin , ou` on s’interdit d’e´crire a` la suite un
ge´ne´rateur et son inverse · · · g.g−1 · · ·. Un the´ore`me dont l’e´nonce´ a une trompeuse simplicite´ affirme que
tout sous-groupe d’un groupe libre est libre.
Un groupe cyclique est un exemple e´vident de tel groupe. Plus inte´ressant, on s’inte´resse en topologie
aux chemins ferme´s oriente´s ou lacets dans le plan prive´ de n points E = R2−{M1,M2, · · · ,Mn}, partant
et revenant a` l’origine O. Deux chemins obtenus par de´formation continue dans E (donc ne croisant pas les
points Mi) sont dits homotopes et identifie´s au sein d’une classe d’homotopie. On peut inverser un lacet
en le parcourant en sens inverse et composer deux lacets en les parcourant conse´cutivement, ope´rations
compatibles avec l’homotopie. Ceci munit l’ensemble des classes d’homotopie d’une structure de groupe,
c’est le groupe d’homotopie pi1(E), notion qu’on retrouvera plus bas au chapitre 3. Il est assez intuitif
et on de´montre que pi1(E) est un groupe libre engendre´ par des lacets e´le´mentaires `1, · · · , `n n’enserrant
























Fig. 1.2 Lacets dans le plan prive´ des points M1,M2, · · · ,Mn; les lacets e´le´mentaires `1, · · · , `n; compo-
sition des lacets l1 et l3.
2. La plupart des groupes ne peuvent eˆtre conside´re´s comme groupes libres, mais peuvent eˆtre engendre´s
par un syste`me de ge´ne´rateurs, sujets a` des relations. Il s’agit la` d’une fac¸on importante de de´finir un
groupe, bien diffe´rente de la fac¸on usuelle de se donner la “table de multiplication”, c’est-a`-dire la loi de
composition de toute paire d’e´le´ments.
Un exemple est fourni par le groupe d’homotopie du tore T qui est engendre´ par deux ge´ne´rateurs
a et b sujets a` la contrainte a.b = b.a ; c’est donc le produit direct des deux groupes (isomorphes a` Z)
engendre´s par a et b : pi1(T ) = Z×Z.
Un autre exemple est offert par le groupe syme´trique Sn dont on de´montre aise´ment qu’il est engendre´
par les n − 1 transpositions d’e´le´ments conse´cutifs :
σi =
(
1 · · · i i+ 1 · · · n
1 · · · i+ 1 i · · · n
)
(A.1)
qu’on peut repre´senter graphiquement par
. . . . . .
21 i i+1 n
ou simplement σi
i i+1
Les σi satisfont les relations
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si |i− j| ≥ 2 (A.2b)
(σi.σi+1)
3 = = e i = 1, · · · , n− 2 . (A.2c)
On peut encore remplacer (A.2b) par σiσj = σjσi pour |i− j| ≥ 2 et (A.2c) par
i+1i+1i iσ    σ     σ σ     σ    σ i+1i
On retrouvera ces relations et leur e´laboration a` la fin du chapitre 4.




GE´NE´RALITE´S SUR LES REPRE´SENTATIONS
1. De´finitions de base
Rappelons tout d’abord la de´finition introduite au chapitre pre´ce´dent. Un groupe G est
repre´sente´ dans un espace vectoriel E (sur un corps qui pour nous sera toujours R ou
C) si on a un homomorphisme D du groupe G dans un sous-groupe G du groupe des
transformations line´aires GL(E) :
∀g ∈ G g 7→ D(g) ∈ GL(E)
∀g, g′ ∈ G D(g.g′) = D(g).D(g′) (1.1)
D(e) = I
∀g ∈ G D(g−1) = (D(g))−1
ou` I de´signe l’ope´rateur identite´ dans GL(E). La repre´sentation qui a` tout g ∈ G associe
I ∈ GL(E) est appele´e triviale ou repre´sentation identite´. Si l’espace de repre´sentation est
de dimension p, la repre´sentation est dite elle-meˆme de dimension p.
La repre´sentation est dite fide`le si G est isomorphe a` G, c’est-a`-dire si kerD = {e}, ou
encore si D(g) = D(g′) ⇔ g = g′. Sinon, le noyau de l’homomorphisme est un sous-groupe
invariant H, et la repre´sentation est fide`le de G/H dans E. Re´ciproquement, si G a un
sous-groupe invariant, toute repre´sentation de G/H est une repre´sentation de´ge´ne´re´e de
G. En conse´quence, toute repre´sentation non triviale d’un groupe simple est fide`le.
Si E est de dimension finie p, on peut choisir une base ei, i = 1, . . . , p, et associer a`
tout g ∈ G la matrice repre´sentative de D(g) :
D(g)ej = eiDij(g) (1.2)
avec, comme toujours dans ces notes, la convention de sommation sur les indices re´pe´te´s.
La disposition des indices (i: indice de ligne, j indice de colonne) peut e´tonner, elle est
dicte´e par la loi (1.1). En effet, on a bien
D(g.g′)ek = eiDik(g.g′)
= D(g) (D(g′)ek) = D(g)ejDjk(g′)
= eiDij(g)Djk(g′)
donc Dik(g.g′) = Dij(g)Djk(g′) . (1.3)
Exemple : le groupe des rotations dans le plan admet une repre´sentation de dimension
deux, avec des matrices (
cos θ − sin θ
sin θ cos θ
)
(1.4)
qui de´crivent bien les rotations d’angle θ autour de l’origine.
Nous allons maintenant chercher a` affiner la discussion en nous de´barassant de cer-
taines redondances.
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1.1. Repre´sentations e´quivalentes. Caracte`res
Soient D et D′ deux repre´sentations de G dans des espaces E et E ′, supposons qu’il existe
un ope´rateur line´aire V de E dans E ′ tel que
∀g ∈ G VD(g) = D′(g)V . (1.5)
Un tel V est dit ope´rateur d’entrelacement (“intertwiner” en anglais). Si V est inversible
(et donc E et E′ ont meˆme dimension, si elle est finie), on dit que les repre´sentations D
et D′ sont e´quivalentes. (C’est une relation d’e´quivalence entre repre´sentations !).
Dans le cas de dimension finie, ou` on identifie E et E ′, on voit que les matrices
repre´sentatives de D et D′ sont relie´es par une transformation de similitude et peuvent
eˆtre conside´re´es comme diffe´rant par un changement de base. Il n’y a donc pas lieu de
distinguer fondamentalement deux repre´sentations e´quivalentes.
On appelle caracte`re d’une repre´sentation de dimension finie la trace de l’ope´rateur
D(g) :
χ(g) = trD(g) . (1.6)
C’est une fonction de G dans R ou C. Le caracte`re est inde´pendent du choix de base dans
E. Deux repre´sentations e´quivalentes ont le meˆme caracte`re. Le caracte`re prend la meˆme
valeur pour les diffe´rents e´le´ments d’une meˆme classe de G : on dit que le caracte`re est une
fonction de classe : χ(g) = χ(xgx−1). La re´ciproque, a` savoir sous quelles conditions une
fonction de classe peut s’exprimer en termes des caracte`res, sera l’objet d’une discussion
ulte´rieure. On notera encore que le caracte`re, e´value´ pour l’e´le´ment identite´ du groupe,
fournit la dimension de la repre´sentation
χ(e) = dimD . (1.7)
1.2. Repre´sentations re´ductibles et irre´ductibles
Un autre type de redondance est lie´ a` la somme directe des repre´sentations. Supposons
qu’on ait construit deux repre´sentations D1 et D2 de G dans deux espaces E1 et E2. On
peut alors construire une repre´sentation dans l’espace somme directe E = E1 ⊕ E2 et la
repre´sentation est dite somme directe des repre´sentations D1 et D2 et note´e D1 ⊕ D2.
(Rappelons que tout vecteur de E1⊕E2 peut s’e´crire de fac¸on unique comme combinaison
line´aire d’un vecteur de E1 et d’un vecteur de E2). Les sous-espaces E1 et E2 de E sont
bien suˆr laisse´s invariants.
Inversement, si une repre´sentation de G dans un espace E laisse invariant un sous-
espace de E, elle est dite re´ductible. Dans le cas contraire, elle est irre´ductible. Si D est
re´ductible et laisse le sous-espace E1 invariant, et aussi son sous-espace supple´mentaire
E2, on dit que la repre´sentation est comple`tement re´ductible (on dit aussi de´composable);
on peut alors conside´rer E comme somme directe de E1 et E2 et la repre´sentation comme
somme directe des repre´sentations dans E1 et E2.
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Si E est de dimension finie, ceci se traduit simplement sur les matrices de la
repre´sentation qui prennent la forme suivante (dans une base adapte´e a` la de´composition !)
en termes de blocs de dimensions dimE1 et dimE2







Si la repre´sentation est re´ductible sans eˆtre comple`tement re´ductible, sa matrice prend

















est re´ductible, puisqu’elle laisse invariants les vecteurs (X, 0) mais n’a pas de sous-espace
supple´mentaire invariant.
Par contre, si la repre´sentation re´ductible de G dans E laisse invariant le sous-espace
E1, il existe une repre´sentation dans le sous-espace quotientE2 = E/E1. Dans les notations
de l’e´qu. (1.9), sa matrice repre´sentative est D2(g).
Il faut encore souligner l’importance du corps de base dans la discussion de
l’irre´ductibilite´. C’est ainsi que la repre´sentation (1.4) qui est irre´ductible sur un espace






Repre´sentations conjugue´e et adjointe.
Etant donne´e une repre´sentation D, soit D sa matrice dans une certaine base, les matrices
D∗ complexes conjugue´es forment une autre repre´sentation D∗ dite conjugue´e, puisqu’elles
satisfont bien (1.3)
D∗ik(g.g′) = D∗ij(g)D∗jk(g′) .
La repre´sentation D est dite re´elle s’il existe une base ou` D = D∗. Cela implique que χ
est re´el. Re´ciproquement si χ est re´el, la repre´sentation D est e´quivalente a` sa conjugue´e
D∗ 3. Si les repre´sentations D et D∗ sont e´quivalentes mais qu’il n’existe pas de base
3 Ceci est vrai au moins pour les repre´sentations irre´ductibles des groupes finis ou continus com-
pacts pour lesquelles on verra plus bas (sect. 4 et chap. 3) que deux repre´sentations irre´ductibles
non e´quivalentes ne peuvent avoir le meˆme caracte`re.
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ou` D = D∗, les repre´sentations sont dites pseudore´elles. (C’est par exemple le cas de la
repre´sentation de spin 1
2
de SU(2).)
La repre´sentation contragradiente de D est de´finie quant a` elle par
D(g) = tD−1(g)
c’est-a`-dire Dij(g) = Dji(g−1), qui satisfait bien aussi (1.3). Les repre´sentations D, D∗ et
D sont simultane´ment re´ductibles ou irre´ductibles.
Repre´sentations unitaires
Supposons que l’espace vectoriel E posse`de un produit scalaire (forme J(x, y) = 〈x|y〉 =
〈y|x〉∗ biline´aire syme´trique sur R, ou sesquiline´aire sur C), tel que la norme soit de´finie
positive : x 6= 0 ⇒ 〈x|x〉 > 0. On peut donc trouver une base orthonormale ou` la
matrice de J se re´duit a` I et y de´finir des ope´rateurs unitaires U tels que UU † = I. Une
repre´sentation de G dans E est dite unitaire si pour tout g ∈ G, la matrice D(g) est
unitaire. On a donc pour tous g ∈ G et x, y ∈ E
〈x|y〉 = 〈D(g)x|D(g)y〉
donc D(g)†D(g) = I (1.11)
et
D(g−1) = D−1(g) = D†(g)
(1.12)
c’est-a`-dire D = D∗.
On a les proprie´te´s importantes suivantes :
(i) Toute repre´sentation unitaire re´ductible est comple`tement re´ductible.
En effet soit E1 un sous-espace invariant, E2 son espace supple´mentaire est invariant
puisque pour tout g ∈ G, x ∈ E1 et y ∈ E2 on a
〈x|D(g)y〉 = 〈D(g−1)x|y〉 = 0 (1.13)
ce qui prouve que D(g)y ∈ E2.
(ii) Toute repre´sentation d’un groupe fini sur un espace dote´ d’un produit scalaire est
e´quivalente a` une repre´sentation unitaire.









D†(g′.g)D(g′.g) = Q (1.15)




g′.g (“lemme de re´arrangement”). La matrice hermitique Q
est de´finie positive, (pourquoi ?), on peut donc l’e´crire sous la forme
Q = V †V (1.16)
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avec V inversible. L’entrelaceur V de´finit une repre´sentation D′ e´quivalente a` D et uni-
taire :
D′(g) = V D(g)V −1
D′†(g)D′(g) = V †−1D†(g)V †V D(g)V −1
= V †−1D†(g)QD(g)V −1 = V †−1QV −1 = I . (1.17)
Comme corollaire des deux proprie´te´s pre´ce´dentes, toute repre´sentation re´ductible
d’un groupe fini est comple`tement re´ductible. Il s’agit donc de classifier les repre´sentations
unitaires irre´ductibles.
1.3. Lemme de Schur
Soit deux repre´sentations irre´ductibles D dans E et D′ dans E′ et un ope´rateur
d’entrelacement entre elles, comme de´fini en (1.5). On a alors l’important
Lemme ou bien V = 0, ou bien V est une bijection et les repre´sentations sont e´quivalentes.
Preuve : Supposons V 6= 0. Alors V D(g) = D′(g)V implique que le noyau de V est un
sous-espace invariant de E; par l’hypothe`se d’irre´ductibilite´, il se re´duit donc a` 0 (il ne
peut eˆtre e´gal a` E tout entier sans quoi V serait nul). De meˆme, l’image de V est un
sous-espace invariant de E ′, il ne peut eˆtre nul et est donc identique a` E ′. Des the´ore`mes
classiques sur les applications line´aires entre espaces vectoriels, il de´coule que V est une
bijection de E dans E′ et que les repre´sentations sont donc e´quivalentes. c.q.f.d.
N.B. Si les deux repre´sentations ne sont pas irre´ductibles, c’est bien suˆr faux en ge´ne´ral.







Corollaire 1. Tout ope´rateur d’entrelacement d’une repre´sentation irre´ductible sur le
corps C avec elle-meˆme, c’est-a`-dire tout ope´rateur commutant avec tous les repre´sentants
du groupe, est un multiple de l’identite´.
En effet, sur C, V a au moins une valeur propre λ (qui est non nulle puisque V est inversible
par le lemme de Schur). L’ope´rateur V − λI est lui aussi un ope´rateur d’entrelacement,
mais il est singulier donc nul.
Corollaire 2. Une repre´sentation irre´ductible sur C d’un groupe abe´lien est ne´cessairement
de dimension 1.
En effet, soit g′ ∈ G, D(g′) commute avec tous les D(g). Donc D(g′) = λ(g′)I. La
repre´sentation se de´compose en dimD copies de la repre´sentation de dimension 1 : g 7→
λ(g).
Insistons sur l’importance du caracte`re alge´briquement clos de C, par opposition a` R,
dans ces deux corollaires. La repre´sentation sur R du groupe SO(2) par les matrices D(θ) =(
cos θ − sin θ
sin θ cos θ
)
vient fournir des contrexemples aux deux proprie´te´s pre´ce´dentes : toute
matrice D(α) commute avec D(θ) mais n’a pas de valeur propre re´elle et la repre´sentation
est irre´ductible, quoique de dimension deux.
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2. Produit tensoriel de repre´sentations ; de´composition de Clebsch-Gordan
2.1. Produit tensoriel de repre´sentations
Une me´thode couramment utilise´e pour construire des repre´sentations irre´ductibles d’un
groupe donne´ consiste a` faire le produit tensoriel de repre´sentations connues et a` le
de´composer en repre´sentations irre´ductibles. C’est aussi la situation qu’on rencontre en
Me´canique Quantique, quand on connaˆıt la transformation des composantes d’un syste`me
et qu’on e´tudie comment le syste`me entier se transforme (syste`me de deux particules de
spin j1 et j2 par exemple).
Soient E1 et E2 deux espaces vectoriels portant des repre´sentations D1 et D2 d’un
groupe G. L’espace produit tensoriel E = E1 ⊗ E2 est l’espace engendre´ par les combi-
naisons line´aires de “produits” (tensoriels) d’un e´le´ment de E1 et d’un e´le´ment de E2 :
z =
∑
x(i) ⊗ y(i). L’espace E porte lui meˆme une repre´sentation, note´e D = D1 ⊗ D2,





(i) ⊗D2(g)y(i) . (2.1)
On ve´rifie imme´diatement que le caracte`re de la repre´sentation D est le produit des car-
acte`res χ1 et χ2 de D1 et D2
χ(g) = χ1(g)χ2(g) (2.2)
En particulier en e´valuant cette relation pour g = e, on a pour des repre´sentations de
dimension finie
dimD = dim (E1 ⊗E2) = dimE1.dimE2 = dimD1.dimD2 (2.3)
comme il est bien connu pour un produit tensoriel.
2.2. De´composition de Clebsch-Gordan
La repre´sentation produit direct de deux repre´sentations D et D′ n’est en ge´ne´ral
pas irre´ductible. Si elle est comple`tement re´ductible (comme c’est le cas pour les
repre´sentations unitaires qui vont nous inte´resser au premier chef), on effectue la
de´composition de Clebsch-Gordan en repre´sentations irre´ductibles
D ⊗D′ = ⊕jDj (2.4)
ou` au second membre apparaissent un certain nombre de repre´sentations irre´ductibles
D1, · · ·. Si les repre´sentations irre´ductibles ine´quivalentes de G ont e´te´ classe´es et indexe´es :
D(ρ), on peut pre´fe´rer a` (2.4) une autre e´criture qui indique lesquelles de ces repre´sentations
ine´quivalentes apparaissent, et avec quelle multiplicite´
D ⊗D′ = ⊕ρmρD(ρ) . (2.5)
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Les entiers mρ sont non ne´gatifs. Les e´quations (2.4) et (2.5) impliquent des re`gles simples

















Exemple : le produit tensoriel de deux copies de l’espace euclidien de dimension 3 ne forme
pas une repre´sentation irre´ductible du groupe des rotations. Cet espace est engendre´ par
les produits tensoriels de vecteurs ~x et ~y et on sait construire le produit scalaire ~x.~y qui est
invariant par le groupe (repre´sentation triviale), un tenseur antisyme´trique a` deux indices
Aij = xiyj − xjyi
qui se transforme comme une repre´sentation irre´ductible de dimension 3 (de spin 1, en
anticipant un peu sur la discussion du chapitre suivant) 4 et un tenseur syme´trique de
trace nulle
Sij = xiyj + xjyi − 2
3
δij~x.~y
qui se transforme selon une repre´sentation irre´ductible de dimension 5 (spin 2); le total
des dimensions est bien suˆr de 9 = 3× 3 = 1 + 3 + 5 et en repe´rant dans ce cas simple les
repre´sentations par leur dimension, on e´crit
D(3) ⊗D(3) = D(1) ⊕D(3) ⊕D(5) . (2.7)
On a de meˆme
D(3) ⊗D(3) ⊗D(3) = D(1) ⊕ 3D(3) ⊕ 2D(5) ⊕D(7) .
La ve´rification directe est un peu laborieuse, et on verra au chapitre 3 l’origine de ces
de´compositions.
La formule (2.4) de´crit comment dans une transformation du groupe les matrices
de repre´sentation se de´composent en repre´sentations irre´ductibles. Il est aussi souvent
important de savoir comment les vecteurs des repre´sentations concerne´es se de´composent.
Soit ψ
(ρ)
α , α = 1, · · · , dimD(ρ), une base de vecteurs donne´s de la repre´sentation ρ. On




β sur des ψ
(τ)
γ . Comme la
repre´sentation τ peut intervenir un nombre mτ de fois, il convient d’introduire un indice









4 (un tel tenseur est “dual” d’un vecteur : Aij = ijkzk)
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ou encore avec des notations plus familie`res en Me´canique Quantique
|ρ, α;σ, β〉 ≡ |ρα〉|σβ〉 =
∑
τ,γ,i
〈τiγ|ρ, α; σ, β〉 |τiγ〉 . (2.9)
Les coefficients Cρ,α;σ,β|τi,γ = 〈τiγ|ρ, α; σ, β〉 sont les coefficients de Clebsch-Gordan. Au
contraire des mρ de (2.5), ils n’ont aucune raison d’eˆtre entiers, comme on le verra par la
suite dans le cas du groupe des rotations, ni meˆme re´els en ge´ne´ral. Supposons que les
repre´sentations conside´re´es sont unitaires et que les bases ont e´te´ choisies orthonorme´es.
Les coefficients de C.-G. qui repre´sentent un changement de base orthonorme´e dans l’espace
E1 ⊗ E2 satisfont donc a` des relations d’orthonormalite´ et de comple´tude∑
τ,γ,i
〈τiγ|ρ, α; σ, β〉〈τiγ|ρ, α′; σ, β′〉∗ = δα,α′δβ,β′
∑
α,β
〈τiγ|ρ, α; σ, β〉〈τ ′jγ′|ρ, α; σ, β〉∗ = δτ,τ ′δγ,γ′δi,j . (2.10)




〈τiγ|ρ, α; σ, β〉∗|ρ, α; σ, β〉 (2.11)
et justifie la notation




〈ρ, α; σ, β|τiγ〉|ρ, α; σ, β〉 . (2.13)
Finalement en appliquant une ope´ration du groupe aux deux membres de (2.9) et en





〈τiγ|ρασβ〉∗ 〈τiγ′|ρα′σβ′〉D(τi)γγ′ . (2.14)
3. Repre´sentation re´gulie`re
3.1. De´finition
Une repre´sentation va jouer un roˆle important dans plusieurs raisonnements de la suite :
c’est la repre´sentation re´gulie`re par laquelle le groupe G agit sur les fonctions sur G. Soit
E l’espace vectoriel des fonctions sur G :
f : x ∈ G→ f(x) ∈ R ou C (3.1)
Sur cet espace E, G agit par
g ∈ G, f ∈ E 7→ gf ∈ E : ∀x ∈ G : (Dreg(g)f) (x) = (gf) (x) = f(g−1.x) . (3.2)
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La notation implique qu’on e´value la fonction gf au point x. Noter le passage a` l’inverse!!
























En langage ordinaire, la signification de (3.2) est que la transforme´e gf prend en x la
valeur que la fonction initiale f prenait au point ante´ce´dent de x.
En fait, dans un groupe continu comme le groupe des rotations (cf. chap. suivant) l’espace E est de
dimension infinie, et on aura besoin de se restreindre a` des fonctions bien de´finies, typiquement de carre´
inte´grable sur le groupe.
3.2. Cas d’un groupe fini
L’espace E des fonctions a pour dimension l’ordre n du groupe G. Ceci est apparent si on
choisit un syste`me de fonctions indexe´es par les e´le´ments du groupe
fg(x) = δg,x . (3.4)
Ces fonctions sont inde´pendantes (pourquoi ?) et forment une base de E. Dans cette base,
la repre´sentation re´gulie`re agit comme une permutation (cf. le the´ore`me de Cayley, au
chapitre 1, sec.8)
g′fg(x) = fg(g′−1.x) = δg,g′−1x = δg′.g,x = fg′.g(x) . (3.5)
donc g′fg = fg′.g. Si g′ 6= e, tous les e´le´ments diagonaux de la repre´sentation re´gulie`re
D(reg)(g′) sont nuls, donc aussi le caracte`re χ(reg), tandis que si g′ = e, ce caracte`re est
e´gal a` la dimension n de la repre´sentation re´gulie`re. Donc
χ(reg)(g) = nδg,e , (3.6)
une formule qui va nous eˆtre fort utile dans la suite. Insistons sur le fait que la
repre´sentation n’est en ge´ne´ral pas irre´ductible, comme on le verra dans la section suivante.
4. Repre´sentations des groupes finis
Dans cette section, nous allons nous inte´resser aux repre´sentations des groupes finis sur
le corps des complexes C. La plupart des re´sultats qu’on va obtenir sont base´s sur le fait
qu’on peut effectuer la sommation sur les e´le´ments du groupe. Ces re´sultats pourront se
ge´ne´raliser par la suite a` des groupes infinis, pourvu qu’on puisse y donner un sens a` cette
sommation.
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4.1. Orthogonalite´ et comple´tude
Soit G un groupe fini d’ordre n, de´signons ses repre´sentations irre´ductibles ine´quivalentes
par un indice supe´rieur : D(ρ), leur dimension par nρ; leurs matrices D(ρ)αβ peuvent eˆtre
suppose´es unitaires d’apre`s le re´sultat du paragraphe 1.2.


















′)∗(g) = δρρ′ .
(4.2)
Preuve : Soit M une matrice quelconque de dimension nρ × nρ′ . Les repre´sentations







dont il est facile de ve´rifier qu’elle satisfait
VD(ρ′)(g) = D(ρ)(g)V (4.4)
pour tout g ∈ G. La matrice V est donc par le lemme de Schur nulle si les repre´sentations
ρ et ρ′ sont diffe´rentes, et un multiple de l’identite´ si ρ = ρ′. Dans le premier cas, en
choisissant une matrice M dont le seul e´le´ment non nul est Mββ′ et en identifiant l’e´le´ment
de matrice Vαα′ , on obtient la proprie´te´ d’orthogonalite´ (4.1). Si ρ = ρ
′ et donc V = cI, le
coefficient c est obtenu en prenant la trace : cnρ = trM , ce qui conduit a` l’orthonormalite´
(4.1). La proprie´te´ (4.2) de´coule simplement de la pre´ce´dente en prenant la trace α = β,
α′ = β′.
Remarques et conse´quences
(i) Le cas le plus simple ou` cette proprie´te´ est de´ja` familie`re est celui d’un groupe fini
abe´lien, en fait le groupe cyclique Zp. Dans ce cas, les repre´sentations irre´ductibles sont de
dimension 1 (corollaire 2 du lemme de Schur), elles sont indexe´es par un entier l = 0, 1, . . .
et s’e´crivent (en notation multiplicative ou` le groupe est repre´sente´ par des racines p-ie`mes




D(l) : zk 7→ zlk l = 0, 1, · · ·p− 1 . (4.5)
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= δll′ . (4.6)
Le groupe abe´lien infini (!) Z se traite de fac¸on analogue si on ne soucie pas de la convergence de la
somme. Les repre´sentations irre´ductibles sont de dimension 1, ce sont les exponentiellesD(x)(k) = exp ikx,




= 2piδP (x− x′) (4.7)
La divergence de la “fonction” δP (x − x′) =
∑
l
δ(x − x′ − 2pil) pour x = x′ mod 2pi est le signal du
proble`me de convergence.
(ii) La proprie´te´ (4.1) est importante parce qu’elle suffit souvent a` construire ou a` comple´ter
une table de repre´sentations irre´ductibles. Conside´rons par exemple le cas du groupe Z2,
constitue´ des e´le´ments 1 et −1. On connait la repre´sentation triviale qui associe a` tout
e´le´ment la valeur 1. Une deuxie`me repre´sentation, elle aussi de dimension 1, doit associer
la valeur D(1) = χ(1) = dimD = 1 a` l’e´le´ment identite´ et une valeur x a` −1. Par (4.1) x
est fixe´ sans ambigu¨ıte´ a` −1. Comme il y a au plus deux repre´sentations irre´ductibles non
e´quivalentes (comme on va le de´montrer dans un instant), on a la Table
↓ e´le´ments \ repr.→ id 
1 1 1
−1 1 −1
Cette discussion peut eˆtre re´pe´te´e dans des cas moins triviaux (exercice 1).





Les n e´le´ments de matrice D(ρ)αβ (g), quand g “parcourt” le groupe G, peuvent eˆtre con-
side´re´s comme les composantes de nρ × nρ vecteurs (indexe´s par ρ, α, β) dans un espace
de dimension n. Ces vecteurs e´tant orthogonaux sont inde´pendants, donc leur nombre
n’exce`de pas la dimension, c.q.f.d. En fait on a le
The´ore`me : Les dimensions nρ satisfont l’e´galite´∑
ρ
n2ρ = n . (4.8)
Pour le de´montrer, revenons a` la repre´sentation re´gulie`re de la section pre´ce´dente.








avec des multiplicite´s mρ. Utilisons alors l’expression (3.6) d’une part, la formule







d’ou` il de´coule que mρ = nρ, c’est-a`-dire toute repre´sentation irre´ductible apparaˆıt dans







En prenant g = e dans cette e´galite´ et en utilisant a` nouveau (3.6), on obtient (4.8).
Corollaire : dans un groupe abe´lien, le nombre de repre´sentations irre´ductibles est e´gal a`
l’ordre.
Ceci est une conse´quence triviale du fait que ces repre´sentations sont de dimension 1.
De l’e´galite´ (4.8) il s’ensuit que les n vecteurs orthogonaux de composantes Dραβ(g)





D(ρ)αβ (g)D(ρ)∗αβ (g′) = δg,g′ .
(4.10)









χ(ρ)(g.g′−1) = δg,g′ . (4.10)′
On a aussi des relations d’orthogonalite´ et de comple´tude sur les caracte`res. (On a
de´ja` vu la relation (4.2)). Ces derniers sont des fonctions de classe (cf. sec. 1.1), notons
les classes Ci, ni leur nombre d’e´le´ments et χ
(ρ)
i la valeur que prend le caracte`re de la













pour tout g ∈ G, donc par le lemme de Schur, X (ρ)i est proportionnel a` l’ope´rateur identite´.

















































j = δij .
(4.14)












i = δρρ′ (4.15)






j = δij . (4.16)
Au passage, nous avons appris que le nombre N de repre´sentations irre´ductibles (le nombre
de valeurs de ρ) est e´gal au nombre de classes (le nombre de valeurs de i), puisque ce nombre
commun est la dimension de l’espace des χˆ.



















j = δij .
(4.17b)
4.2. Conse´quences





















Plus ge´ne´ralement, toute fonction de classe peut se de´composer sur les caracte`res. En
effet une fonction de classe est comple`tement de´termine´e par les N valeurs qu’elle prend
pour les N classes : f(g) =
∑
i fiPi(g), ou` Pi de´signe la fonction prenant la valeur 1








i . Comme on l’a de´ja` note´ plus haut, cette de´composition des
fonctions de classe sur les caracte`res irre´ductibles est une ge´ne´ralisation de la de´composition
de Fourier.
(ii) De meˆme on peut de´terminer les multiplicite´s dans la de´composition de Clebsch-
Gordan d’un produit direct de deux repre´sentations en projetant le produit de leurs car-
acte`res sur les caracte`res irre´ductibles. Illustrons ceci sur le produit de deux repre´sentations
irre´ductibles ρ et σ


















donc la repre´sentation τ apparaˆıt dans le produit ρ⊗ σ avec la meˆme multiplicite´ que σ∗
dans ρ⊗ τ∗, etc.























qui donne a` l’ensemble des caracte`res la structure d’alge`bre (alge`bre des caracte`res). (On rappelle qu’une
alge`bre est un espace vectoriel dont les vecteurs sont aussi dote´s d’une loi de multiplication associative
et line´aire par rapport a` l’addition et la multiplication par les scalaires; ici on peut ajouter les caracte`res
ou les multiplier par des nombres re´els ou complexes, et les multiplier entre eux selon (4.21)) (voir aussi
l’exercice 2).
















C’est donc un entier supe´rieur ou e´gal a` un, l’e´galite´ e´tant satisfaite si et seulement si la
repre´sentation conside´re´e est irre´ductible.
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ou` j = exp 2ipi
j
p
, et on repre´sente les rotations autour de l’axe d’ordre p par I, A, · · · ,Ap−1, et ces
rotations compose´es avec la rotation autour de l’axe orthogonal par B,BA, · · · ,BAp−1. En calculant la
norme du caracte`re de cette repre´sentation, montrer qu’elle est irre´ductible pour 1 ≤ j ≤ p− 1, et j 6= p/2
si p est pair. Que peut-on dire de celle pour j = p/2 (p pair) ? Montrer qu’en se restreignant a` 1 ≤ j < p/2,
on a des repre´sentations irre´ductibles ine´quivalentes. En de´duire que D2p admet pour p impair (p− 1)/2
repre´sentations irre´ductibles de dimension 2 et deux de dimension 1, et pour p pair p/2−1 repre´sentations
irre´ductibles de dimension 2 et quatre de dimension 1.
(iv) Dans tous ces calculs, il est extreˆmement utile de disposer de la table des valeurs
que prennent les diffe´rents caracte`res irre´ductibles pour les diffe´rentes classes. Dans la
construction de ces tables de caracte`res, les relations (4.17) sont tre`s importantes. A titre
illustratif, e´tudions le cas du groupe S3. On sait qu’il a trois classes (cf. sec. 7 du ch.
1), correspondant aux produits de cycles [3], [1 2] et [13]. Il a donc trois repre´sentations
irre´ductibles ine´quivalentes, dont nous connaissons de´ja` deux, de dimension 1, qui existent
dans dans tous les Sn : la repre´sentation identite´ d’une part, et la repre´sentation  qui
associe a` toute permutation sa signature (c’est en fait une repre´sentation fide`le du groupe
Z2, quotient de Sn par son sous-groupe invariant An). Il doit donc exister une troisie`me
repre´sentation, de dimension 2 en vertu de (4.8). Elle prend la valeur 1 pour la classe
[13] (classe de l’identite´). Les relations (4.17) permettent de de´terminer sans difficulte´ les
e´le´ments manquants de la troisie`me colonne de la Table
↓ classes\rep.→ identite´ = {3}  = {13} {2, 1} #
[13] 1 1 2 1
[1 2] 1 −1 0 3
[3] 1 1 −1 2
Les notations {3} etc pour les repre´sentations seront explique´es au chapitre 4. Noter qu’on
lit dans la premie`re ligne de cette table la dimension de la repre´sentation, tandis que la
dernie`re colonne note´e # indique le nombre d’e´le´ments ni de chaque classe.
5. Un groupe continu : U(1)
Comme prototype de groupe continu particulie`rement simple, conside´rons le groupe U(1),
groupe multiplicatif des nombres complexes de module 1
U(1) = {z, |z| = 1}
= {eiα, (2k − 1)pi < α ≤ (2k + 1)pi} (5.1)
ou` le choix de la de´termination de α ne doit pas importer pour la parame´trisation du
cercle. C’est un groupe abe´lien et ses repre´sentations irre´ductibles sont donc de dimension
1. Elles sont faciles a` trouver
D(k)(eiα) = χ(k)(eiα) = eikα (5.2)
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et on requiert que k ∈ Z pour assurer que la repre´sentation est univalue´e quand α change
de de´termination α→ α+2pin. Plus ge´ne´ralement, les fonctions de classe sont les fonctions
de´finies (univalue´es) sur le cercle, c’est-a`-dire les fonctions pe´riodiques de α. Elles peuvent
se de´composer de Fourier (on suppose le de´veloppement convergent)









qui n’est autre que le de´veloppement de f sur les caracte`res et qui montre bien que (5.2)
donne tous les caracte`res irre´ductibles.
On notera que le groupe U(1) se distingue du groupe abe´lien (“non compact”) R qui
de´crirait l’addition des phases α si α e´tait autorise´ a` varier sur tout R. La repre´sentation
de l’e´le´ment eiα y est toujours donne´e par l’exponentielle eixα, mais x est maintenant
arbitraire (re´el si la repre´sentation est unitaire).
Les caracte`res (5.2) satisfont des relations d’orthogonalite´ et de comple´tude paralle`les




























= 2piδP (α− β) . (5.4b)
La deuxie`me relation est une identite´ familie`re dans la transformation de Fourier. La
“fonction” δP qui apparaˆıt ici est 2pi-pe´riodique et identifie α et β modulo 2pi
δP (α− β) =
∑
n∈Z
δ(α− β + 2pin) . (5.5)
On notera que les repre´sentations de U(1) sont indexe´es par Z et forment elles-meˆmes un groupe
isomorphe a` Z : pour la multiplication des caracte`res de´finie plus haut, χ(k)χ(l) = χ(k+l). En ge´ne´ral, les
repre´sentations d’un groupe abe´lien forment un groupe abe´lien dual G∗ 5. Quel est ici le dual de G∗ = Z?
Le groupe des rotations dans le plan SO(2) est isomorphe au groupe U(1). Noter que
si on s’inte´resse a` des repre´sentations irre´ductibles re´elles, la dimension n’est plus e´gale a`
1 (sauf pour la repre´sentation identite´!) mais a` 2
D(k)(α) =
(
cos kα − sin kα
sin kα cos kα
)
k ∈ N∗ (5.6)
χ(k)(α) = 2 cos kα
5 Dans ces notes, l’adjectif “dual” est utilise´ dans des contextes tre`s varie´s pour de´crire des
paires d’objets canoniquement associe´s.
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Que deviennent les relations d’orthogonalite´ et de comple´tude?
Remarque. Le groupe U(1) joue un roˆle important dans l’analyse de la syme´trie de jauge de
l’e´lectrodynamique. Cette syme´trie qui apparaˆıt comme une redondance plutoˆt faˆcheuse
dans la the´orie classique (de´termination du quadrivecteur potentiel a` un gradient pre`s)
devient fondamentale dans la quantification du champ e´lectromagne´tique. Illustrons a`
un niveau e´le´mentaire un aspect du proble`me. Conside´rons une particule quantique non
relativiste de charge q couple´e a` un champ e´lectromagne´tique. Elle est de´crite par une











ou` p = 1i grad. Cette e´quation est invariante par les changements suivants du quadri-
potentiel (A0,A) et de la fonction d’onde
ψ(x, t) → eiqζ(x,t)ψ(x, t)
A0 → A0 − ∂ζ
∂t
(5.7)
A → A + grad ζ
On voit donc qu’en chaque point x, t d’espace-temps, agit un groupe U(1) (ou R)
inde´pendant, et que la fonction d’onde se transforme selon une repre´sentation de ce groupe.
Si on insiste sur le fait que le groupe est U(1) et non pas R, les transformations ζ ont une
une pe´riode T telle que pour toute particule de charge q, le changement qζ → q(ζ + T )
doit eˆtre sans effet, c’est-a`-dire qT = m2pi, un multiple entier de 2pi. Les charges de
toutes les particules charge´es couple´es au meˆme champ e´lectromagne´tique doivent donc
eˆtre commensurables, multiples de 2pi/T . Cela fournit une explication de la quantification
observe´e de toutes les charges e´lectriques en multiples d’une meˆme charge e´le´mentaire. Le
fait que le “groupe de jauge” de l’e´lectrodynamique soit U(1) apparaˆıt naturellement dans
les the´ories modernes qui unifient e´lectromagne´tisme et interactions faibles et ou` U(1) est
un sous-groupe d’un groupe de jauge plus grand...
6. Syme´tries et Repre´sentations en Me´canique Quantique
6.1. Transformations d’un syste`me quantique. The´ore`me de Wigner
En Me´canique Quantique, les e´tats d’un syste`me sont de´crits par des vecteurs |ψ〉 d’un
espace de Hilbert H, (repre´sente´s encore par leur fonction d’onde ψ(x) = 〈x|ψ〉) et les
quantite´s physiquement observables sont les carre´s des modules des valeurs moyennes
d’ope´rateurs auto-adjoints A = A†, soit
|〈φ|A|ψ〉|2 .
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En fait et plus pre´cise´ment, un e´tat physique pur est repre´sente´ par un “rayon”, c’est-a`-dire
un vecteur |ψ〉 a` une phase pre`s : |ψ〉 ≈ eiα|ψ〉.
Dans ce contexte, on est souvent confronte´ a` la situation suivante : il existe une
transformation T du syste`me (vecteurs d’e´tat et observables) qui laisse inchange´es ces
quantite´s
|〈T φ|T A|T ψ〉| = |〈φ|A|ψ〉| . (6.1)
On peut alors de´montrer le the´ore`me suivant (Wigner) :
Si une bijection T entre les rayons d’un espace de Hilbert H pre´serve les modules des
produits scalaires |〈T φ|T ψ〉| = |〈φ|ψ〉|, alors cette bijection est un ope´rateur U(T ) line´aire
ou anti-line´aire unitaire sur H,
|T φ〉 = U(T )|φ〉, U(T )U †(T ) = I , (6.2)
unique a` une phase pre`s.
On rappelle qu’un ope´rateur est antiline´aire s’il satisfait
U(λ|φ〉+ λ′|φ′〉) = λ∗U |φ〉+ λ′∗U |φ′〉
〈Uφ|ψ〉 = 〈φ|U †ψ〉∗ = 〈ψ|Uφ〉∗
donc si U est unitaire
〈Uφ|Uψ〉 = 〈φ|ψ〉∗ = 〈ψ|φ〉 .
La transformation des observables se de´duit aise´ment de ce qui pre´ce`de :
A 7→ T A = U(T )AU(T )† . (6.3)
Le cas anti-line´aire se rencontre dans l’e´tude du renversement du sens du temps. On
laissera ce cas de coˆte´ et dans la suite, on supposera toujours que l’on a re´alise´ la syme´trie
par un ope´rateur line´aire unitaire.
6.2. Groupe de transformations. Repre´sentations projectives
Les transformations T peuvent se composer et forment un groupe G. Pour alle´ger les nota-
tions, on notera de´sormais les transformations g plutoˆt que T , et U(g) de´signe l’ope´rateur
unitaire qui re´alise la transformation dans H. Comme U(g) est unique a` une phase pre`s,
la composition de deux transformations g1 et g2 est re´alise´e aussi bien par U(g1)U(g2) que
par U(g1.g2) donc
U(g1.g2) = ω(g1, g2)U(g1)U(g2) , (6.4)
ou` ω(g1, g2) = e
iζ(g1,g2) est une phase. On choisit U(e) = I donc ζ(e, g) = ζ(g, e) = 0.
L’e´quation (6.4) de´finit ce qu’on appelle une repre´sentation projective (ou a` une phase pre`s;
en anglais on dit aussi ray representation ).
Le syste`me de phases ζ(g1, g2) est sujet a` une contrainte exprimant l’associativite´ du produit
U(g1)U(g2)U(g3) :
ζ(g1, g2) + ζ(g1.g2, g3) = ζ(g1, g2.g3) + ζ(g2, g3) . (6.5)
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Par ailleurs, si on rede´finit les U(g) par une phase eiα(g), les ζ(g1, g2) sont change´s en :
ζ(g1, g2) → ζ′(g1, g2) = ζ(g1, g2) + α(g1) + α(g2)− α(g1.g2) . (6.6)
Etant donne´ un syste`me de phases satisfaisant (6.5), on peut se demander s’il n’est pas e´quivalent au
sens de (6.6) a` un syste`me trivial tel que ζ′(g, g′) = 0 pour tous g, g′. Il s’agit la` d’une question lie´e a` la
topologie du groupe (existence de 2-cocycles non triviaux) que nous n’e´tudierons pas plus avant.
Pour re´sumer, la de´finition a` une phase pre`s des e´tats de la Me´canique Quantique
implique qu’un groupe de transformations est re´alise´ par une repre´sentation projective.
Cela ne signifie pas que les de´veloppements du de´but de ce chapitre sont insuffisants. Il se
trouve en effet que dans une grande varie´te´ de cas, l’e´tude des repre´sentations projectives
d’un groupe G est e´quivalente a` celle des repre´sentations usuelles d’un groupe plus grand
G˜ (“groupe de recouvrement”, dont la de´finition sera donne´e plus bas). Cela nous autorise
a` poursuivre la discussion des repre´sentations des groupes.
6.3. Transformations des observables. The´ore`me de Wigner-Eckart
Selon (6.3), la transformation d’un ope´rateur sur H obe´it a` : A→ U(g)AU(g)†. Supposons
qu’on ait un ensemble de tels ope´rateurs, Aα, α = 1, 2, · · ·, qui se transforment les uns dans
les autres dans ces transformations, c’est-a`-dire qui forment une repre´sentation :




Si la repre´sentation D est irre´ductible, les ope´rateurs Aα forment ce qu’on appelle un
ope´rateur (ou “tenseur”) irre´ductible. Par exemple, en physique atomique, l’ope´rateur
moment cine´tique ~J et l’ope´rateur moment dipolaire e´lectrique
∑
i qi~ri se transforment
comme des vecteurs sous l’effet des rotations. Utilisant les notations de la sect. 2, sup-
posons que les Aα se transforment par la repre´sentation irre´ductible D
(ρ) et appliquons
les sur des e´tats |σβ〉 se transformant selon la repre´sentation irre´ductible D(σ). L’e´tat
re´sultant se transforme selon
U(g)Aα|σβ〉 = U(g)AαU(g)†U(g)|σβ〉 = D(ρ)α′αD(σ)β′βAα′ |σβ′〉 (6.8)
c’est-a`-dire selon le produit des repre´sentations D(ρ) et D(σ). Comme on l’a fait en (2.14),





Supposons maintenant que le groupe G soit fini. Les matrices des repre´sentations satisfont
les proprie´te´s d’orthogonalite´ (4.1). (Comme note´ plus haut et comme on le montrera par
la suite ces proprie´te´s et ce qui va suivre s’e´tendent aux groupes continus “compacts”).




























〈τiγ′|ρα′σβ′〉∗〈τiγ′|Aα′ |σβ′〉 . (6.11)




〈τ ‖ A ‖ σ〉i〈τiγ|ρ, α;σ, β〉 (6.12)
dans laquelle les e´le´ments de matrice “re´duits” 〈. ‖ A ‖ .〉i sont inde´pendants de α, β, γ.
L’e´le´ment de matrice du membre de gauche dans (6.12) s’annule si le coefficient de Clebsch-
Gordan est nul (en particulier si la repre´sentation τ n’apparaˆıt pas dans le produit de ρ
et σ). Ce the´ore`me a de nombreuses conse´quences en physique atomique et nucle´aire, ou`
il occasionne des “re`gles de se´lection”, comme nous le verrons plus bas.
6.4. Invariance et lois de conservation
Jusqu’a` pre´sent nous avons mene´ la discussion des transformations d’un syste`me quan-
tique sans rien supposer sur son invariance sous ces transformations, c’est-a`-dire sur la
fac¸on dont ces transformations affectent sa dynamique. En d’autres termes, les transfor-
mations pouvaient eˆtre conside´re´es comme des changements de point de vue (de repe`re, de
coordonne´es, de base...) dans lequel les e´tats et les observables changeaient.
Supposons maintenant que dans un certain groupe de transformations G, le syste`me
est invariant, en ce sens que sa dynamique, controˆle´e par son Hamiltonien H est inchange´e.
On va donc e´crire que
H = U(g)HU †(g) (6.13)
ou de fac¸on e´quivalente
[H,U(g)] = 0 . (6.14)
On de´finira donc une invariance (ou syme´trie) d’un syste`me quantique par un groupe
G comme l’existence d’une repre´sentation unitaire de ce groupe dans l’espace des e´tats
commutant avec l’Hamiltonien.
Les conse´quences de cette situation sont conside´rables. Tout d’abord comme on le
sait bien en Me´canique Quantique, la commutation de H avec les U(g) implique que H
peut eˆtre diagonalise´ simultane´ment avec tout sous-ensemble des U(g) commutant entre
eux. Ceci incite donc a` e´tudier comme pre´liminaire quel est l’ensemble maximal de U(g)
qui commutent : c’est un the`me qui va eˆtre poursuivi dans la suite.
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En outre, comme nous l’a appris le lemme de Schur, a` l’inte´rieur de chaque
repre´sentation irre´ductible de G n’apparaissant qu’une fois, H est un ope´rateur multiple
de l’identite´, c’est-a`-dire que ses valeurs propres, les niveaux d’e´nergie, ont une multiplicite´
(de´ge´ne´rescence) e´gale a` la dimension de la repre´sentation irre´ductible en question. (Il peut
se faire qu’elle soit plus e´leve´e, soit qu’existe une autre syme´trie plus grande impliquant un
regroupement des repre´sentations conside´re´es, soit que certaines repre´sentations viennent
en paires complexes conjugue´es, soit qu’on soit en pre´sence d’une de´ge´ne´rescence fortuite).
(Pour le cas de repre´sentations irre´ductibles apparaissant avec une multiplicite´ supe´rieure
a` 1, voir plus bas).





= [F (U) , H] = 0 (6.15)
et chacune de ses valeurs propres est un “bon nombre quantique”.
L’exemple le plus simple est fourni par le groupe des translations. Pour un Hamiltonien
e´crit sous la forme 12
∑ ~p2k
2m + V (~x1 · · · , ~xN ) l’invariance (6.13) ou (6.14) signifie que le
potentiel est invariant par translation ~xk 7→ ~xk + ~a, k = 1, · · · , N . Comme il s’agit d’un
groupe abe´lien, tous les U(~a) = exp i~a. ~P , ~P =
∑
k ~pk, commutent avec H et entre eux, et
sont tous des quantite´s conserve´es. L’impulsion totale du syste`me n’est autre que ~P , et
chaque e´tat du syste`me est de´ge´ne´re´ par rapport a` ~P .
Un cas moins trivial ou` l’on n’a une invariance manifeste que par un sous-groupe du groupe des
translations est celui d’un e´lectron dans un champ uniforme (niveaux de Landau) : cf. exercice 3. De
nombreux autres exemples de ces de´ge´ne´rescences se pre´sentent dans l’e´tude du groupe des rotations.
Dans l’esprit de ce chapitre consacre´ pour l’essentiel aux groupes finis, illustrons ces conside´rations
sur un exemple tire´ de la physique mole´culaire. Dans une mole´cule polyatomique, les niveaux d’e´nergie
e´lectroniques sont donne´s par la solution de l’e´quation de Schro¨dinger des e´lectrons dans le potentiel cre´e´
par les noyaux (et les autres e´lectrons). Supposons que la configuration d’e´quilibre de ces noyaux ait une
certaine syme´trie. C’est par exemple le cas d’une mole´cule plane quelconque, invariante par re´flexion dans
ce plan, ou de la mole´cule de NH3 qui forme un prisme de base e´quilate´rale ou encore du nouvellement
de´couvert “fullere`ne” C60 qui a la syme´trie de l’icosae`dre.
Le traitement du proble`me utilise plusieurs approximations de nature diffe´rente. On ne´glige le mou-
vement des noyaux et ne conside`re que celui des N e´lectrons, et on ne´glige les interactions mutuelles et
les spins de ces derniers. On suppose encore que seuls les e´lectrons des couches pe´riphe´riques participent
a` la liaison mole´culaire, et pour simplifier l’e´criture, nous nous bornerons au cas d’un seul e´lectron par
noyau. Dans la mole´cule, chacun de ces e´lectrons est suppose´ de´crit par une fonction d’onde inde´pendante
du temps, et on fait l’hypothe`se qu’une bonne approximation de cette fonction d’onde est obtenue par
combinaison line´aire des fonctions d’onde suppose´es connues de l’e´lectron au voisinage du i-e`me noyau.
Autrement dit, soit v(~r − ~ri) le potentiel cre´e´ par le i-e`me noyau place´ en ~ri sur un e´lectron en ~r. (Pour
simplifier les notations, on suppose les N noyaux identiques). Soit fi(~r) = ψ(~r − ~ri) une fonction d’onde




+ v(~r − ~ri)− e0
)
ψ(~r − ~ri) = 0 . (6.16)






et on cherche une bonne approximation de la fonction d’onde dans cet espace (c’est la me´thode LCAO,












Les coefficients ci sont alors de´termine´s en cherchant les minima de
〈f|H|f〉
〈f|f〉 . En ne´gligeant les
recouvrements des fonctions d’onde fi et fj si i 6= j, on a 〈f |f〉 ≈
∑
i










c’est-a`-dire a` diagonaliser la matrice h. C’est ce proble`me qui peut eˆtre simplifie´ par la the´orie des groupes
si la configuration {~ri} des noyaux admet des proprie´te´s de syme´trie.
Soit g un e´le´ment d’un groupe de syme´trie G fini laissant invariante (a` une permutation pre`s) la
configuration des noyaux ~ri. Le groupe G est donc un groupe de syme´trie de l’hamiltonien. On peut faire
agir G sur les fonctions d’onde de l’espace E selon
D(g)f(~r) = f(g−1~r) . (6.19)





qu’on connaˆıt explicitement une fois connues les fonctions fi et l’invariance de l’hamiltonienH sous l’action
de G se traduit dans l’espace E par la commutation [D, h] = 0. On de´compose alors E en sous-espaces
invariants se transformant par des repre´sentations irre´ductibles, D = ⊕mρD(ρ). Le lemme de Schur nous
dit que h n’a pas d’e´le´ment de matrice entre des e´tats relatifs a` des repre´sentations irre´ductibles non
e´quivalentes et que dans chaque repre´sentation irre´ductible D(ρ) de multiplicite´ mρ = 1 et de dimension
nρ, h est un multiple de l’identite´ : sa valeur propre, c’est-a`-dire le niveau d’e´nergie dans notre approx-
imation LCAO, est connue sans qu’il soit besoin de proce´der a` une diagonalisation : c’est simplement
〈fρ|H|fρ〉/〈fρ|fρ〉, et elle vient avec une multiplicite´ (une “de´ge´ne´rescence”) e´gale a` nρ. Par contre, si
une repre´sentation irre´ductible apparaˆıt avec une multiplicite´ supe´rieure a` 1, h peut avoir des e´le´ments
de matrice entre des composantes relatives aux diffe´rentes copies de cette repre´sentation. Dans ce cas,
il reste a` diagonaliser h dans ces sous-espaces invariants. On peut utiliser pour ce faire le the´ore`me de
Wigner-Eckart; si l’indice i de´signe les diffe´rentes copies de la repre´sentation ρ, i = 1, · · · ,mρ
〈ραi|H|ρα′i′〉 = δαα′ 〈ρi||H||ρi′〉 (6.21)
et il suffit de diagonaliser la matrice re´duite de taille mρ ×mρ. Pour re´sumer, si on a su construire les
combinaisons de fi se transformant par les repre´sentations irre´ductibles du groupe G, on a ramene´ la
de´termination des niveaux a` la diagonalisation de matrices de dimension mρ ×mρ.
Illustrons cette me´thode dans le cas simple de la mole´cule de benze`ne C6H6 dans laquelle les atomes
de carbone forment un hexagone re´gulier. Le groupe de syme´trie est donc le groupe note´ traditionnellement
D6h d’ordre 24, produit direct du groupe die´dral D12 par le groupe engendre´ par la re´flexion par rapport
au plan de la mole´cule. Il va suffire en fait de discuter les conse´quences de l’invariance par D12. On ne
s’inte´resse qu’aux 6 e´lectrons mobiles dits pi; leurs fonctions d’onde atomiques ψ sont telles que par action
du groupe
fi(~r) = ψ(~r − ~ri) → D(g)fi(~r) = fi(g−1~r) =
∑
j
fj(~r)Dji(g) = fi′(~r) (6.22)
si g~ri = ~ri′ . (En ge´ne´ral, il pourrait apparaˆıtre une phase entre Dfi et fi′ , ou s’il y a plusieurs e´lectrons sur
la meˆme orbitale autour du i-e`me noyau, une combinaison line´aire de leurs fonctions d’onde). De´signons
de 1 a` 6 les sommets de l’hexagone; le groupe D12 est engendre´ par la rotation R d’angle pi/3 qui permute
1 → 2, · · · , 6 → 1 et la re´flexion S par rapport au plan perpendiculaire au plan de l’hexagone et passant
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par exemple par les sommets 1 et 4, 1 → 1, 2 ↔ 6, 3 ↔ 5, 4 → 4 . L’e´quation (6.22) nous apprend comment




0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0





1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0

 . (6.23)
Le groupe D12 admet deux repre´sentations de dimension 2 et quatre de dimensions 1 (cf. la discussion
plus haut dans la section 4.2). La repre´sentation porte´e par l’espace E des combinaisons line´aires des fi
se de´compose en deux repre´sentations de dimension 1 et deux de dimension 2 : on pourrait utiliser les
me´thodes ge´ne´rales de calcul de ces de´compositions, une fois dresse´e la table des caracte`res de D12; en fait
il est simple de ve´rifier que les combinaisons suivantes se transforment selon de telles repre´sentations
D(1) F1 = (f1 + f2 + f3 + f4 + f5 + f6)
D(2)
{
F2 = (2f1 + f2 − f3 − 2f4 − f5 + f6)




F4 = (2f1 − f2 − f3 + 2f4 − f5 − f6)
F5 = (f1 − 2f2 + f3 + f4 − 2f5 + f6)
D(4) F6 = (f1 − f2 + f3 − f4 + f5 − f6)
Ces repre´sentations e´tant ine´quivalentes fournissent des e´tats propres d’e´nergie. Pour les calculer supposons
comme pre´ce´demment que les recouvrements des fonctions fi et fj, i 6= j, sont ne´gligeables, et que les
seuls e´le´ments de matrice de H sont entre fonctions fi sur le meˆme atome ou sur des atomes voisins :
〈fi|H|fi〉 = E0 et 〈fi|H|fj〉 = δ si i et j sont voisins. On trouve alors
E(1) : E(2) : E(3) : E(4) = (E0 + 2δ) : (E0 + δ) : (E0 − δ) : (E0 − 2δ) .
Comme δ < 0, ceci montre que l’e´nergie croˆıt selon
E(1) < E(2) < E(3) < E(4) .
En utilisant le fait que chaque niveau peut accueillir deux e´lectrons de spins oppose´s, l’e´tat fondamental
de la mole´cule est donc obtenu en plac¸ant les 6 e´lectrons pi sur les niveaux (1) et (2).
Exercices
1. En utilisant les relations d’orthogonalite´ et de comple´tude, dresser les tables de car-
acte`res des groupes D4, D8 de´finis dans les exercices du chapitre 1.
2.? Alge`bre des classes. Soit G un groupe fini, Ci ses classes. Montrer que quand x1 et x2
parcourent C1 et C2, leur produit parcourt des classes comple`tes un certain nombre de fois,




ij Ck, avec N
k
ij ∈ N. Montrer que N kij = N kji ,
que N k1j = δjk si 1 de´signe la classe de l’identite´ et que N
1
ij = niδi,−j , ou` ni est le
nombre d’e´le´ments de la classe i et C−j est la classe rassemblant les inverses des e´le´ments



































































Les classes forment donc une alge`bre “duale”de celle des caracte`res.
3. Niveaux de Landau. On conside`re une particule quantique de masse m et de charge e
se de´plac¸ant dans le plan (Ox,Oy) et soumise a` un champ magne´tique constant B, porte´
par l’axe Oz. On peut toujours faire “un choix de jauge” tel que la seule composante du





~p2 + e2B2x2 − 2eBxpy
)
et qu’il est donc invariant par les translations paralle`les a` Oy. En de´duire que les fonctions











et que le spectre est donc donne´ par
2mE
|e|B = (2n+ 1), n = 0, 1, · · ·
avec une de´ge´ne´rescence continue en k. (On a pose´ ~ = c = 1). Qu’est-il arrive´ a`
l’invariance par translation selon Ox du proble`me initial? Montrer que l’ope´rateur qui
re´alise une translation de a le long de Ox incorpore une transformation de jauge et qu’on
peut e´crire ψ′(x, y) = eieBayψ(x − a, y). (cf. C. Cohen-Tannoudji, B. Diu et F. Laloe¨,
Me´canique Quantique, page 770.)
4. Montrer que les relations d’orthogonalite´ de la section 4 impliquent les formules suivantes






















5. The´ories de jauge sur re´seau.
En Me´canique Statistique, on de´finit un mode`le sur un re´seau carre´, dans lequel les degre´s
de liberte´ sont attache´s aux liens entre sites voisins et prennent leur valeur dans un groupe
fini G. A chaque lien oriente´ ` = ~ij on associe l’e´le´ment g`, a` −` = ~ji, on associe g−1` . A
chaque carre´ (ou “plaquette”) p = ijkl, on associe le produit des e´le´ments des liens :
gp = gij .gjk.gkl.gli










eβ<eχ(gp) , β =
1
kT













Montrer que l’e´nergie E est invariante par rede´finition des gij selon gij 7→ gi.gij.g−1j , ou`
gi ∈ G (c’est une invariance locale, l’analogue dans ce formalisme de l’invariance de jauge
de (5.7)), et que E ne de´pend pas de l’orientation des plaquettes.
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de´signe le produit ordonne´ des g` le long d’une courbe ferme´e oriente´e






















puis en utilisant de fac¸on re´pe´te´e les formules de l’exercice 4, que l’on peut sommer sur
toutes les variables g` et trouver





ou` A de´signe l’aire de la courbe C, c’est-a`-dire le nombre de plaquettes qu’elle enserre et
l’indice 1 se rapporte a` la repre´sentation identite´.
Physiquement, ce type de conside´rations fournit un mode`le discre´tise´ (sur re´seau) et tre`s simplifie´
ici (deux dimensions, groupe fini) de la chromodynamique quantique, la the´orie de jauge des interactions
fortes (interactions des quarks et de leurs compose´s, proton, neutron, pion, etc). On peut re´pe´ter ce
calcul en dimension plus e´leve´e, ou` les re´sultats ci-dessus apparaissent comme le terme dominant dans un
de´veloppement a` β petit (“haute tempe´rature”). Le fait que la valeur moyenne ci-dessus de´croisse comme
xA (x = βσ/β1 < 1 pour β assez petit) pour de grandes aires est un signal du “confinement des quarks”
dans cette the´orie, c’est-a`-dire de l’impossibilite´ de se´parer une paire quark-antiquark a` grande distance . . .
6. Soit un groupe fini G d’ordre n, sa table de caracte`res χ
(ρ)
i . On se propose de calculer
le de´terminant ∆ = det[χ
(ρ)
i ]. Montrer que si ρ de´signe une repre´sentation irre´ductible, sa
conjugue´e est aussi une repre´sentation irre´ductible, e´quivalente ou non de ρ. En de´duire





n1 · · ·nN
) 1
2
en termes des cardinaux ni des N classes de G et d’un nombre , racine quatrie`me de
l’unite´.
7. Soit un groupe fini G et deux caracte`res χ et ψ de G. Montrer que le produit χψ de´fini
par
(χψ)(g) = χ(g)ψ(g)
est aussi le caracte`re d’une repre´sentation D de G. On de´note les caracte`res irre´ductibles
de G par χ(ρ). Comment de´compose-t-on D sur les repre´sentations irre´ductibles de G ?
Exprimer les multiplicite´s en termes de χ, ψ et des χ(ρ).
8. On conside`re le groupe constitue´ des e´le´ments ±e, ±i, ±j et ±k satisfaisant les relations
i2 = j2 = k2 = −e, i.j = k, etc par permutation cyclique. C’est le groupe des quaternions
Q. Montrer qu’on peut trouver une repre´sentation de dimension 2 de Q en termes des















. En de´duire que Q
a cinq repre´sentations irre´ductibles et cinq classes. Que sont ces classes ? Quelles sont les
valeurs possibles des caracte`res pour les classes de i, j ou k ? Dresser la table de caracte`res
de Q.
On conside`re ensuite le groupe T engendre´ par les matrices 2× 2 : u = iσ2 et v = σ1.
Quel est son ordre, que sont ses classes ? Montrer que T et Q ne sont pas isomorphes.
Dresser la table de caracte`res de T . Qu’en conclut-on ?
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9. ? On se propose d’e´tablir la proprie´te´ suivante : la dimension de toute repre´sentation
irre´ductible d’un groupe fini G divise l’ordre de ce groupe. La de´monstration fait appel a`
des notions de the´orie des nombres, en particulier a` celle d’entier alge´brique. On nomme
ainsi toute racine d’un polynoˆme “monique” a` coefficients entiers (monique = le coefficient
du terme de degre´ maximal de ce polynoˆme est 1). Ainsi, toute valeur propre d’une matrice
a` coefficients entiers est un entier alge´brique. On de´montre que (i) l’ensemble des entiers
alge´briques forme un anneau : la somme et le produit de deux entiers alge´briques est aussi
un entier alge´brique; (ii) un entier alge´brique qui est aussi un rationnel est un entier de Z.
Arme´(e) de ces notions, e´tablir les proprie´te´s suivantes :
a : pour tout g ∈ G, il existe un entier n tel que gn = e, et donc les valeurs propres de
l’ope´rateur (unitaire) D(g) pour toute repre´sentation de G sont des racines de l’unite´.
En de´duire que les caracte`res de G sont des entiers alge´briques.
b : Soit D une irre´ductible de dimension d, Ci une classe de G; montrer que∑




g∈Ci χ(g) est un
entier alge´brique. (On pourra utiliser le fait que λi apparaˆıt comme la valeur propre




ij de l’exercice 2.)
c : En calculant alors n
d
fois la norme carre´e du caracte`re, montrer que ce nombre est
un entier alge´brique, donc un entier, c.q.f.d.
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Proble`me : Groupe alterne´ et repre´sentations induites
A. On se propose d’e´tudier le groupe alterne´ An des permutations paires de n objets, a`
partir de ce qu’on sait sur le groupe Sn.
1. Dans un premier temps, on s’inte´resse a` la structure en classes de An. Soit une classe
ν = [1ν12ν2 · · ·nνn ] de Sn, montrer qu’ou bien elle est comple´tement contenue dans An, ou
bien elle n’a avec An aucun e´le´ment commun. Donner un crite`re simple ne de´pendant que
des νi pour qu’on soit dans le premier cas.
On suppose la classe ν contenue dans An. La question est de savoir si elle demeure une
classe unique dans An ou se scinde en plusieurs classes. Etant donne´e une permutation s
de la classe ν, on suppose qu’il existe une permutation impaire qs de Sn telle que sqs = qss;
montrer que toute autre permutation t de ν jouit de la meˆme proprie´te´ : ∃qt : tqt = qtt.
En conclure que les permutations s et t sont conjugue´es dans An et donc que la classe ν
ne se scinde pas.
Montrer que toute permutation de Sn commute avec toute permutation cyclique sur
k ≤ n objets qui entre dans sa de´composition en cycles. En de´duire que toute classe ν
contenue dans An posse´dant au moins un cycle de longueur paire ne se scinde pas et donne
lieu a` une seule classe de An. Autrement dit les seules classes qui peuvent se scinder
sont celles pour lesquelles ν2 = ν4 = · · · = 0. En fait on montre et on admettra que les
seules classes qui se scindent sont celles ne contenant que des cycles de longueurs impaires
ine´gales, et que ces classes-la` se scindent en deux classes de meˆme nombre d’e´le´ments.
2. Conside´rons le groupe A4. En utilisant les re´sultats pre´ce´dents et ceux connus sur
S4, quel est le nombre de ses classes et le nombre de leurs e´le´ments ? Quel est le nombre
de ses repre´sentations irre´ductibles ?
3. On conside`re le groupe du te´trae`dre, sous-groupe fini de SO(3) laissant invariant
un te´trae`dre re´gulier. Montrer qu’il est constitue´ de l’identite´ et de rotations de pi et de
2pi/3 qu’on de´crira et qu’on de´nombrera. Montrer en e´tudiant son action sur les sommets
du te´trae`dre qu’il s’identifie avec A4. A quoi correspondent les classes trouve´es au 2 ?
4. En utilisant la table des caracte`res de S4 donne´e ci-dessous (avec des notations
pour les repre´sentations qui seront explique´es plus tard dans le cours) et les the´ore`mes
ge´ne´raux, de´terminer les dimensions des repre´sentations de A4 puis dresser la table de
leurs caracte`res. (Indication : on pourra e´tudier la restriction a` A4 des repre´sentations de
S4. Attention ! : les caracte`res ne sont pas ne´cessairement re´els ! Le proble`me admet deux
solutions, dont l’une seulement est en accord avec les re´sultats de 3.)
↓ classes\rep.→ {4} {3, 1} {22} {2, 12} {14}
[14]+ 1 3 2 3 1 1
[12, 2]− 1 1 0 −1 −1 6
[1, 3]+ 1 0 −1 0 1 8
[4]− 1 −1 0 1 −1 6
[22]+ 1 −1 2 −1 1 3
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B. On sait que les repre´sentations d’un groupe fournissent des repre´sentations de ses
sous-groupes. Dans cette partie, on va e´tudier dans quelle mesure on peut proce´der dans
le sens inverse. C’est la the´orie des repre´sentations induites.




Montrer qu’on peut partitionner G en d classes a` gauche par rapport a` H sous la forme
G = x1H ∪ x2H ∪ · · · ∪ xdH
ou` x1 = e, x2, · · · , xd sont les repre´sentants des d classes et xiH de´signe l’ensemble des
xih, h ∈ H. Montrer que pour tout g ∈ G, il existe un i unique dans {1, · · · , d} tel que
x−1i g ∈ H. Montrer que pour tout g ∈ G et i ∈ {1, · · · , d} il existe un j unique et un k
unique tels que x−1i gxj ∈ H et x−1k gxi ∈ H.
2. Soit D une repre´sentation de H de dimension nD. Pour tout g ∈ G, on de´finit la





1 gx1) · · · D˘(x−11 gxd)
...
...
D˘(x−1d gx1) · · · D˘(x−1d gxd)

 (1)
ou` chaque bloc D˘ est une matrice nD × nD de´finie par
D˘(g′) =
{
D(g′) si g′ ∈ H
0 sinon
Montrer en utilisant les re´sultats de B.1 que dans chaque ligne et chaque colonne de (1),
DG n’a qu’un seul bloc nD × nD non nul. Montrer que DG constitue une repre´sentation
de G, dite repre´sentation induite par la repre´sentation D de H.
3. Soient χ le caracte`re de D dans H, χG celui de la repre´sentation DG de G. Donner
une expression de χG en termes de χ˘ de´fini a` nouveau par
χ˘(g′) =
{
χ˘(g′) si g′ ∈ H
0 sinon







4. On suppose maintenant la repre´sentation D de H irre´ductible. Montrer qu’on peut




Donner une expression des multiplicite´s mρ en termes de χ˘ et χ
(ρ). Calculer par ailleurs
la multiplicite´ m′ρ avec laquelle la repre´sentation D apparaˆıt dans la de´composition en
repre´sentations irre´ductibles de H de la restriction a` H de D(ρ). De´montrer que mρ = m
′
ρ,
ce qui constitue le the´ore`me de re´ciprocite´ de Frobenius : la multiplicite´ avec laquelle la
repre´sentation irre´ductible D(ρ) apparaˆıt dans la repre´sentation induite DG est e´gale a`
celle avec laquelle la repre´sentation D apparaˆıt dans la restriction de D(ρ) a` H.
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5. Soit g un e´le´ment de G, ng le nombre d’e´le´ments qui lui sont conjugue´s dans G.
Montrer que quand g′ parcourt G, g′−1gg′ parcourt nG/ng fois la classe de conjugaison de







ou` nHg est le nombre d’e´le´ments de la classe de conjugaison de g contenus dans H.
C. On s’inte´resse a` pre´sent au groupe alterne´ A5. Le groupe S5 a 7 classes,
[15], [13, 2], [12, 3], [1, 22], [1, 4], [2, 3], [5]
de nombres d’e´le´ments respectifs 1, 10, 20, 15, 30, 20 et 24. Compte tenu des re´sultats
e´nonce´s en A.2, quel est le nombre de classes et de repre´sentations irre´ductibles de A5,
et le nombre d’e´le´ments de ces classes ? Utiliser les re´sultats de B.5 pour calculer le car-
acte`re de la repre´sentation induite par la repre´sentation identite´ de A4. Montrer que cette
repre´sentation est re´ductible et qu’elle se de´compose en deux repre´sentations irre´ductibles.
Ecrire deux colonnes de la table de caracte`res que ces conside´rations fournissent. Peut-on
finir de remplir la table ?
Re´fe´rences
Sur le the´ore`me de Wigner, voir E. Wigner, Group theory and its applications; A.
Messiah, Me´canique Quantique (ch.XV, sect. 2).
Sur les repre´sentations projectives, consulter M. Hamermesh, Group Theory and its
applications to physical problems, Addison-Wesley, ou l’article (difficile) de V. Bargmann,
On unitary ray representations of continuous groups, Ann. Math. 59 (1954) 1-46.
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CHAPITRE 3
ROTATIONS DANS L’ESPACE A TROIS DIMENSIONS
1. Un bref retour sur le groupe SO(2)
Avant d’e´tudier le groupe des rotations dans l’espace a` trois dimensions, revenons
brie`vement sur le cas des rotations dans le plan discute´es au chapitre 2. On a construit
la` les repre´sentations irre´ductibles (complexes) D(α) = exp ikα par la connaissance qu’on
avait de la repre´sentation de Fourier. Mais on aurait pu proce´der autrement et utiliser le
fait que l’angle α peut varier continuˆment pour e´crire pour toute repre´sentation unitaire
D(α+ dα) = D(dα)D(α)
= (I− i dαJ)D(α) (1.1)
ou` on a de´veloppe´ au premier ordre l’ope´rateur unitaire D(dα) en I−i dαJ , J un ope´rateur
hermitique, dit le ge´ne´rateur infinite´simal. Dans une repre´sentation arbitraire de dimension
d, J est une matrice d × d. Dans une repre´sentation irre´ductible donc de dimension 1, J




= −iJ D(α) (1.2)
qui, compte tenu de D(0) = I, s’inte`gre imme´diatement en
D(α) = e−iJα . (1.3)
Si finalement on insiste pour n’avoir que des repre´sentations univalue´es, alors dans chaque
repre´sentation irre´ductible J doit ne prendre que des valeurs entie`res J = −k ∈ Z et on
retrouve bien le re´sultat ante´rieur.
La morale de cet exercice est que, dans un groupe continu comme U(1), une e´tude
locale, au voisinage de l’identite´, suffit a` de´terminer une grande partie de la structure du
groupe et de ses repre´sentations. La proprie´te´ que D(α+2pi) = D(α), elle, e´chappe a` cette
analyse locale; elle est en fait sensible aux proprie´te´s globales, topologiques de U(1).
Revenons en effet sur la condition pour les repre´sentations d’eˆtre univalue´es. Si on
choisit k de la forme 12(2k
′ + 1), la repre´sentation D(k)(α) = exp ikα a la proprie´te´ que
D(k)(α+ 2pi) = −D(k)(α). A la rotation d’angle α ∼ α+ 2pi, D(k) fait donc correspondre
deux repre´sentants oppose´s par le signe. On dit que la repre´sentation est bivalue´e. Plus
ge´ne´ralement, en choisissant k rationnel de de´nominateur p (et de nume´rateur premier avec
p), on construit des repre´sentations p-value´es, dont les diffe´rentes de´terminations diffe`rent
par une racine p-ie`me de l’unite´. L’existence de ces repre´sentations multivalue´es trouve
son origine dans des proprie´te´s topologiques du groupe U(1), conside´re´ comme espace
topologique, que nous allons discuter.
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E´tant donne´ un espace topologique X, on conside`re des courbes ferme´es, parame´tre´es
par une application continue x de [0, 1] dans X : x(t) de´crit une courbe ferme´e dans X
quand t de´crit [0, 1], pourvu que x(0) = x(1), qui est l’origine et l’extre´mite´ de la courbe.
On dit alors que deux courbes ferme´es x1(.) et x2(.) de meˆme origine x0 sont homotopes, si
on peut trouver une de´formation continue de l’une dans l’autre par une famille de courbes
continues de meˆme origine, c’est-a`-dire s’il existe une fonction continue f(t, ξ) de deux
variables t, ξ ∈ [0, 1] telle que
∀ξ ∈ [0, 1] f(0, ξ) = f(1, ξ) = x0 courbes ferme´es
∀t ∈ [0, 1] f(t, 0) = x1(t) f(t, 1) = x2(t) interpolation . (1.4)
Autrement dit, les courbes qui interpolent entre x1(.) et x2(.) sont donne´es par les f(., ξ),
0 ≤ ξ ≤ 1. Cette relation d’homotopie est une relation d’e´quivalence, pour laquelle les
courbes ferme´es d’origine x0 se scindent en classes. On note pi1(X;x0) l’ensemble de ces
classes (cf. la figure 1.2 de l’Appendice A au chapitre 1).
Les chemins d’origine x0 peuvent se composer : C1 ◦C2 correspond au chemin obtenu en parcourant
successivement C2 (de x0 a` x0) puis C1 (e´galement de x0 a` x0). Le chemin fixe x(t) = x0 pour tout t
agit comme e´le´ment neutre, le chemin parcouru en sens inverse x′(t) = x(1 − t) est l’inverse de x(.). Les
courbes ferme´es d’origine x0 forment donc un groupe, et comme la composition est compatible avec la
relation d’homotopie : C1 ∼ C′1, C2 ∼ C′2 implique C1 ◦ C2 ∼ C′1 ◦ C′2, l’ensemble quotient pi1(X,x0)
est aussi dote´ de la structure de groupe. Finalement, on s’affranchit de la re´fe´rence a` x0 en notant que
(dans un espace connexe) deux groupes pi1(X,x0) et pi1(X,x′0) sont isomorphes. On parle donc du groupe
d’homotopie (ou “groupe fondamental”) pi1(X).
Dire que pi1(X) est non trivial revient donc a` dire qu’il existe dans X des chemins
ferme´s non homotopes, en particulier des chemins ferme´s qui ne peuvent se re´duire con-
tinuˆment a` un point (chemins “non contractibles”). On dit alors que X est multiplement
connexe. Exemples : le plan prive´ de points x1, · · · , xn, le tore, sont des surfaces multi-
plement connexes. Inversement, X est dit simplement connexe si tout chemin ferme´ est
homotope a` un point. Exemples : le disque, ou plus ge´ne´ralement, l’inte´rieur de la “boule”
a` n dimensions, et la sphe`re Sn a` n dimensions pour n > 1, (Sn = {x ∈ Rn+1 :‖ x ‖2= 1}),
sont simplement connexes. On de´montre que si X n’est pas simplement connexe, il existe
un autre espace topologique X˜, simplement connexe, tel que, localement, X˜ et X soient
home´omorphes : il existe une application continue surjective p de X˜ dans X tel que tout
point x de X˜ ait un voisinage Vx et que Vx 7→ p(Vx) soit un home´omorphisme, c’est-a`-dire
une application bijective et bicontinue. X˜ est le recouvrement universel (ou reveˆtement
universel) de X, il est unique a` un home´omorphisme pre`s.
On peut construire le recouvrement universel X˜ en conside´rant les chemins qui joignent
un point donne´ x0 a` un point x et leurs classes d’e´quivalence par de´formation continue
a` extre´mite´s fixes. X˜ est l’ensemble de ces classes d’e´quivalence. Cet espace peut eˆtre
muni d’une topologie naturelle he´rite´e de celle de X et on montre qu’il est simplement
connexe (cf. Pontryagin). Si X = G est un groupe, on peut multiplier au sens de la loi de
groupe G deux chemins g1(t) et g2(t) joignant e a` g1 et a` g2 respectivement. Le chemin
g1(t).g2(t) joint e a` g1.g2. Cette loi de composition est compatible avec l’e´quivalence et
munit X˜ = G˜ d’une structure de groupe. C’est le groupe de recouvrement universel. La
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projection p de G˜ dans G associe a` toute classe de chemins leur extre´mite´ commune. C’est
bien un home´omorphisme local et un homomorphisme de groupes, et son noyau qui est un
sous-groupe invariant n’est autre que le groupe d’homotopie pi1(G) (pourquoi?). Le groupe
quotient est isomorphe a` G
G˜/pi1(G) ' G , (1.5)
(selon une proprie´te´ ge´ne´rale du groupe quotient par le noyau d’un homomorphisme, cf.
chap. 1).
Quelles sont les relations entre les repre´sentations de G et celles de G˜? Observons
tout d’abord que toute repre´sentation D de G se rele`ve en une repre´sentation D˜ de G˜ :
∀g˜ ∈ G˜, D˜(g˜) = D(p(g˜)) (1.6)
qui est bien une repre´sentation en vertu de la proprie´te´ de p d’eˆtre un homomorphisme.
Inversement une repre´sentation de G˜ peut donner lieu a` une repre´sentation multivalue´e
de G : quand g parcourt une courbe ferme´e dans G, p−1(g) peut, lui, de´crire une courbe
ouverte dans G˜ entre deux de´terminations de p−1(g) et D(g) de´fini comme D˜(p−1(g))
change alors de de´termination. Par de´finition les seules repre´sentations multivalue´es d’un
groupe G que nous conside´rerons sont celles provenant de repre´sentations univalue´es de
son groupe de recouvrement universel G˜.
Le proble`me des repre´sentations projectives mentionne´ au chapitre 2 (sect. 6.2) s’analyse aussi en
termes du groupe de recouvrement. Montrons d’abord qu’un groupe simplement connexe ne peut avoir
de repre´sentation projective de dimension finie non triviale. Si en effet on a une telle repre´sentation de
dimension finie d : D(g1.g2) = ω(g1, g2)D(g1)D(g2), on a aussi
detD(g1.g2) = ω







on se de´barrasse du syste`me de phases et D′(g1.g2) = D′(g1)D′(g2). Le changement D → D′ ne´cessite
cependant un choix de de´termination de la racine d-ie`me δ(g) = det
1
d D(g). On choisit δ(e) = 1 pour
respecterD(e) = D′(e) = I, puis on de´finit la de´termination de δ(g) par continuite´. Cette proce´dure fournit
un re´sultat unique et non ambigu si G˜ est simplement connexe, ce qui e´tablit l’assertion de trivialite´ des
repre´sentations projectives dans ce cas. Si par contre, G n’est pas simplement connexe, la repre´sentation
D′(g) peut eˆtre multivalue´e. Par l’analyse pre´ce´dente, elle s’obtient a` partir d’une repre´sentation ordinaire
(univalue´e et sans phase) du groupe de recouvrement universel G˜.
Notons encore qu’une repre´sentation multivalue´e peut aussi eˆtre regarde´e comme une repre´sentation
projective. Pour chaque e´le´ment g de G, on fait un choix a priori d’une de´termination de D(g). Par multi-
plication deD(g1) et D(g2), on ne retombe pas en ge´ne´ral sur la “bonne” de´termination de D(g1.g2) d’ou` la
ne´cessite´ d’introduire le syste`me de phases. En conclusion, repre´sentations multivalue´es et repre´sentations
projectives sont, pour les repre´sentations de dimension finie des groupes continus, deux facettes du meˆme
phe´nome`ne.
Dans le cas de U(1) isomorphe au cercle, il est clair qu’il existe des chemins ferme´s non
contractibles et les diffe´rentes classes d’homotopie se distinguent par le nombre de tours
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(positif ou ne´gatif) autour du centre. On a donc dans ce cas pi1(U(1)) = Z et le groupe
de recouvrement n’est autre que R. Localement, U(1) est bien home´omorphe a` R, qui est
simplement connexe, et le quotient R/Z = U(1). Les repre´sentations multivalue´es de U(1)
obtenues pour k /∈ Z sont des repre´sentations ordinaires du groupe R.
Pour re´sumer, l’e´tude du groupe U(1) nous a appris qu’une e´tude locale des rotations
infinite´simales suffisaient a` trouver la forme ge´ne´rale des repre´sentations mais qu’une e´tude
de la topologie du groupe permettait seule de trouver le spectre exact des repre´sentations.
Nous avons aussi de´couvert le roˆle que joue le groupe G˜ de recouvrement universel. Nous
allons maintenant appliquer ces ide´es a` un cas plus complique´.
2. Rotations de R3, les groupes SO(3) et SU(2)
2.1. Le groupe SO(3), groupe a` trois parame`tres
On conside`re l’espace euclidien a` trois dimensions et le groupe des rotations. Ces rotations









2 + y2 + z2 6
et sont repre´sente´es dans une base orthonorme´e par des matrices 3×3 orthogonales re´elles,
de de´terminant 1 : elles forment le groupe SO(3).
Toute rotation de SO(3) est une rotation d’un angle ψ autour d’un axe de vecteur
directeur unitaire nˆ, et les rotations associe´es a` (nˆ, ψ) et a` (−nˆ,−ψ) sont identiques. On
notera Rn(ψ) cette rotation. De fac¸on tre`s explicite
~x′ = Rn(ψ)~x = cosψ ~x+ (1− cosψ)(~x.~n)~n+ sinψ (~n ∧ ~x) . (2.1)
Comme un vecteur unitaire nˆ dans R3 de´pend de deux parame`tres, par exemple l’angle θ
qu’il fait avec l’axe Oz et l’angle φ que fait sa projection dans le plan Ox,Oy avec l’axe Ox
(voir figure 1) un e´le´ment de SO(3) est parame´trise´ par 3 variables continues. On prendra
ainsi
0 ≤ θ ≤ pi, 0 ≤ φ < 2pi, 0 ≤ ψ ≤ pi . (2.2)
On dit que SO(3) est une varie´te´ de dimension 3. Pour la rotation d’axe nˆ coline´aire a`
l’axe Oz, on a la matrice
Rz(ψ) =





tandis qu’autour des axes Ox et Oy
Rx(ψ) =






 cosψ 0 sinψ0 1 0
− sinψ 0 cosψ

 . (2.3)′
6 Dans tout ce chapitre, nous utilisons alternativement les notations (x, y, z) ou (x1, x2, x3)




−1 = Rn′(ψ) (2.4)
ou` nˆ′ est le transforme´ de nˆ par la rotation R, ce qui exprime que les classes de conjugaison
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Une autre description fait appel aux angles d’Euler : e´tant donne´ un repe`re orthonorme´
(Ox,Oy,Oz), toute rotation peut eˆtre conside´re´e comme re´sultant de la composition d’une
rotation d’angle α autour de Oz qui ame`ne Oy en Ou, suivie d’une rotation d’angle β autour
de Ou amenant Oz en OZ, et enfin d’une rotation d’angle γ autour de OZ (voir figure 2).
On prend donc 0 ≤ α ≤ 2pi, 0 ≤ β ≤ pi, 0 ≤ γ ≤ 2pi et on e´crit




u (β) Ru(β) = Rz(α)Ry(β)R
−1
z (α)
d’ou` en reportant dans (2.5)
R(α, β, γ) = Rz(α)Ry(β)Rz(γ) . (2.6)
ou` on a utilise´ le fait que Rz(α)Rz(γ)R
−1
z (α) = Rz(γ) car les rotations autour d’un meˆme
axe commutent (elles forment un sous-groupe abe´lien, isomorphe a` SO(2)). Cette me´thode
permet de comparer les deux parame´trisations pre´ce´dentes et d’en tirer les relations entre
(θ, φ, ψ) et (α, β, γ) (voir exercice 1).
2.2. Topologie du groupe SO(3), le groupe SU(2)
Le groupe SO(3) est clairement une varie´te´ connexe et compacte7, comme le montre par
exemple la parame´trisation (2.2). Par contre, il n’est pas simplement connexe. Ceci
apparaˆıt dans une redondance de la parame´trisation (2.2), quand ψ = pi,
Rn(pi) = R−n(pi) . (2.7)
7 c’est-a`-dire toute suite infinie contient une sous-suite convergente dans le groupe
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Visualisons la rotation Rn(ψ) par le point tg
ψ
4 nˆ d’un espace R
3 auxiliaire; ces points sont
tous dans la boule de rayon 1, avec la rotation identite´ au centre et les rotations d’angle
pi sur la surface de la sphe`re, mais en raison de (2.7), il faut identifier les points de la
sphe`re diame´tralement oppose´s. Une courbe joignant deux points diame´tralement oppose´s
doit eˆtre conside´re´e comme ferme´e mais n’est pas contractible. Il existe deux classes de
chemins ferme´s non homotopes et le groupe SO(3) est doublement connexe. Son groupe
d’homotopie est pi1(SU(2)) = Z2.
Cette meˆme visualisation des rotations par l’inte´rieur de la boule unite´ permet de comprendre
l’assertion faite au chapitre 1 que le groupe SO(3) est simple. S’il n’en e´tait pas ainsi, soit R = Rn(ψ) un
e´le´ment d’un sous-groupe invariant de SO(3), qui contient aussi tous les conjugue´s de R (par de´finition
d’un sous-groupe invariant). Ces conjugue´s sont visualise´s par les points de la sphe`re de rayon tgψ/4.
Le sous-groupe invariant contenant Rn(ψ) et des points arbitrairement proches de son inverse R−n(ψ)
contient des points arbitrairement proches de l’identite´, qui par conjugaison, remplissent une petite boule
au voisinage de l’identite´. Il reste a` montrer que le produit de tels e´le´ments permet de remplir toute la
boule, c’est-a`-dire que le sous-groupe invariant ne peut eˆtre que le groupe SO(3) tout entier; ceci est en
fait vrai pour tout groupe de Lie connexe, comme on le verra plus bas.
Pour bien comprendre cette proprie´te´ capitale de SO(3) de ne pas eˆtre simplement
connexe et e´tudier son groupe de recouvrement, conside´rons une autre parame´trisation
des rotations. Nous associons a` la rotation Rn(ψ) le vecteur unitaire a` quatre dimensions
u : (u0 = cos
ψ
2 , ~u = nˆ sin
ψ
2 ); on a u
2 = u20 + ~u
2 = 1, et u appartient a` la sphe`re unite´
S3 dans l’espace R4. Le changement de de´termination de ψ par un multiple impair de 2pi
change u en −u. Il y a donc bijection entre Rn(ψ) et la paire (u,−u), c’est-a`-dire entre
SO(3) et S3/Z2, la sphe`re dans laquelle on identifie les paires de points oppose´s. (Quelle
est la relation avec la parame´trisation pre´ce´dente dans la boule de R3?) La sphe`re S3
est donc un recouvrement de SO(3). En quel sens cette sphe`re est-elle un “groupe de

















Avec la matrice identite´ I, elles constituent une base de l’espace des matrices 2× 2 hermi-
tiques. Pour u un vecteur unitaire re´el a` quatre dimensions (c’est-a`-dire un point de S3),
formons la matrice
U = u0I− i~u.~σ (2.9)
qui est unitaire et de de´terminant 1 (le ve´rifier et montrer aussi la re´ciproque : toute
matrice unitaire 2 × 2 est de la forme (2.9)). Ces matrices forment le groupe SU(2)





− i sin ψ
2
nˆ.~σ, 0 ≤ ψ ≤ 2pi, nˆ ∈ S2 (2.10)
fournit la loi de groupe cherche´e dans S3. Montrons qu’en effet a` une matrice de SU(2) on
peut associer une rotation de SO(3) et qu’au produit de deux matrices de SU(2) correspond
le produit des rotations de SO(3). Au point x de coordonne´es x1, x2, x3, associons la
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matrice hermitique
X = ~x.~σ =
(
x3 x1 − ix2
x1 + ix2 −x3
)
(2.11)
et agissons sur cette matrice selon
X 7→ X ′ = UXU † , (2.12)
ce qui de´finit une transformation line´aire x 7→ x′ = T x. On calcule aise´ment que
detX = −(x21 + x22 + x23) (2.13)
et comme detX = detX ′, la transformation line´aire x 7→ x′ = T x est une isome´trie, donc
det T = 1 ou −1. Pour se convaincre qu’il s’agit bien d’une rotation, c’est-a`-dire que la
transformation a un de´terminant 1, il suffit de calculer ce de´terminant pour U = I ou`
T = l’identite´ donc det T = 1, puis d’utiliser la connexite´ de la varie´te´ SU(2)(∼= S3) pour
conclure que la fonction continue det T (U) ne peut sauter a` la valeur −1. En fait, en
utilisant l’identite´ sur les matrices de Pauli
σiσj = δijI + iijkσk (2.14)
(ijk le tenseur comple`tement antisyme´trique, 123 = +1, ijk = signe de la permutation
(ijk)) le calcul explicite de X ′ conduit apre`s un peu d’alge`bre a`
X ′ = (cos
ψ
2











cosψ ~x+ (1− cosψ)(~x.nˆ)~n+ sinψ (~n ∧ xˆ)).~σ (2.15)
sur lequel on reconnaˆıt la formule (2.1). On en conclut que la transformation x → x′
effectue´e par les matrices de SU(2) dans (2.12) est bien la rotation d’angle ψ autour de ~n et
qu’elle re´alise donc un homomorphisme du groupe SU(2) dans SO(3). Cet homomorphisme
envoie les deux matrices U et −U sur la meˆme rotation.
Re´sumons les acquis de cette section. Nous avons montre´ que le groupe SO(3) est
doublement connexe, que son groupe de recouvrement (d’ordre 2) est le groupe SU(2) et
que l’homomorphisme de SU(2) dans SO(3) est re´alise´ par les matrices U de (2.10)-(2.12).
Nous allons maintenant nous inte´resser aux repre´sentations de SU(2).
2.3. Mesure invariante sur SU(2)
Le groupe SU(2) isomorphe a` une sphe`re est compact et on peut donc inte´grer une
fonction sur ce groupe avec une grande varie´te´ de mesures d’inte´gration dµ(g). Nous
avons a` plusieurs reprises au chapitre 2 souligne´ l’inte´reˆt qu’il y a a` disposer d’une mesure
d’inte´gration invariante, c’est-a`-dire telle que dµ(g.g1) = dµ(g1.g) = dµ(g).
Une manie`re possible de trouver la bonne mesure est de conside´rer la transformation
U → U ′ = U.V ou` U, V et donc U ′ sont unitaires de la forme (2.9); si on relaˆche momen-
tane´ment la condition que u20 + ~u
2 = 1 (mais qu’on garde v20 + ~v
2 = 1), ceci de´finit une
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transformation line´aire u→ u′ qui conserve la norme detU = u20 +~u2 = u
′2
0 +~u
′2 = detU ′.
C’est donc une rotation de l’espace R4 qui pre´serve la mesure naturelle d 4u δ(u2 − 1) sur
la sphe`re unite´ S3 d’e´quation detU = 1. En d’autres termes, cette mesure sur la sphe`re S3
fournit une mesure invariante a` droite : dµ(U) = dµ(U.V ). On de´montrerait de la meˆme
fac¸on que cette mesure est aussi invariante a` gauche : dµ(U) = dµ(V.U). Cette mesure
est aussi invariante par U → U−1, car l’inversion dans SU(2) est la restriction a` S3 de
la transformation orthogonale u0 → u0, ~u → −~u de R4, qui pre´serve bien suˆr la mesure
naturelle sur S3 :
dµ(U) = dµ(UV ) = dµ(V U) = dµ(U−1) .
On montre qu’une telle mesure invariante, si elle existe, est unique a` un facteur pre`s.
La forme explicite de la mesure de´pend de la parame´trisation utilise´e. Si on adopte







sin θ dψ dθ dφ (2.16)






















On obtient l’expression dans tout autre syste`me de coordonne´es, par exemple les angles




sin β dα dβ dγ . (2.18)
(Noter que 0 ≤ γ ≤ 4pi pour SU(2), tandis que 0 ≤ α ≤ 2pi et 0 ≤ β ≤ pi).
Une autre me´thode pour obtenir ces re´sultats passe par l’introduction d’une me´trique invariante
sur le groupe; on de´finit une distance carre´e entre deux e´le´ments U et U + dU par ds2 = 1
2
trdUdU†
et on en de´duit une mesure d’inte´gration invariante (cf. Appendice B). Avec la parame´trisation nˆ, ψ,
ds2 = 1
4
dψ2 + sin2 ψ
2
dnˆ2 qui conduit bien a` (2.16).
L’existence de cette mesure d’inte´gration garantit que les raisonnements conduits au
chapitre 2 sur les groupes finis et faisant appel au lemme de re´arrangement s’e´tendent a`
SU(2). C’est ainsi qu’on peut affirmer que
Toute repre´sentation de SU(2) dans un espace de Hilbert est e´quivalente a` une repre´sentation
unitaire, et donc est comple`tement re´ductible en une somme de repre´sentations irre´ductibles
dont on va montrer qu’elles sont de dimension finie.
3. Ge´ne´rateurs infinite´simaux. L’alge`bre de Lie su(2)
L’e´tude du groupe U(1) nous a appris l’inte´reˆt de conside´rer le voisinage de l’identite´
dans le groupe et les ge´ne´rateurs infinite´simaux, ainsi que le fait que ces ge´ne´rateurs
infinite´simaux, insensibles a` la topologie globale du groupe, ne le distinguent pas de son
recouvrement universel. Nous allons retrouver ces aspects dans l’e´tude de SO(3) et SU(2).
51
3.1. Ge´ne´rateurs infinite´simaux de SO(3)
Les rotations autour d’un axe nˆ donne´ forment un sous-groupe a` un parame`tre isomorphe
a` SO(2). Par l’e´tude de la sect. 1, on peut e´crire
Rn(ψ) = e
−iψJnˆ (3.1)





avec nˆ′ = Rnˆ donc
RJnˆR
−1 = Jnˆ′ (3.3)
c’est-a`-dire Jnˆ se transforme comme le vecteur nˆ. Pour eˆtre plus explicites, introduisons
les trois matrices de base J1, J2 et J3 de´crivant les rotations infinite´simales autour des
axes correspondants 8. De la version infinite´simale de (2.3) on tire
J1 =















ce qu’on peut exprimer par une formule unique
(Jk)ij = −iijk (3.5)
a` l’aide du tenseur comple`tement antisyme´trique ijk. Ce tenseur ijk est en fait invariant
par l’action des rotations
lmnRilRjmRkn = ijk detR = ijk (3.6)
puisque la matrice R est de de´terminant 1. Cette matrice e´tant aussi orthogonale, on peut
faire passer un R au membre de droite
lmnRjmRkn = ijkRil (3.7)
ce qui au vu de (3.5) exprime que
Rjm(Jl)mnR−1nk = (Ji)jkRil (3.8)
c’est-a`-dire
RJlR
−1 = JiRil . (3.9)
8 Ne pas confondre Jnˆ indexe´ par le vecteur nˆ, avec Jk, k
ie`me composante de ~J . La relation
entre les deux va eˆtre donne´e plus bas.
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Soit R la rotation qui ame`ne le vecteur unitaire zˆ porte´ par Oz sur le vecteur nˆ, on a donc
nk = Rk3 et
Jnˆ = RJ3R
−1 = JkRk3 = Jknk . (3.10)
Noter que les e´quations (3.9) et (3.10) sont bien compatibles avec (3.3)
Jnˆ′ = RJnˆR
−1 = RJknkR−1 = JlRlknk = Jln′l .
L’e´quation (3.10) prouve que les trois matrices (3.4) forment une base des ge´ne´rateurs des






Finalement on voit que par la formule (2.6), on peut e´crire toute rotation de SO(3) a` l’aide
des J
R(α, β, γ) = e−iαJ3e−iβJ2e−iγJ3 . (3.12)
La forme (3.1) nous permet aussi de prouver l’assertion faite plus haut que le groupe SO(3) est







c’est-a`-dire comme produit d’e´le´ments arbitrairement proches de l’identite´ pour N assez grand.
Les trois matrices Ji, i = 1, 2, 3 satisfont les relations de commutation suivantes
[Ji, Jj] = iijkJk . (3.13)
Ceci peut eˆtre conside´re´ comme une simple identite´ alge´brique qui de´coule de l’expression
explicite (3.4) et de l’identite´ de Jacobi que satisfait le tenseur ijk
iabbjc + icbbaj + ijbbca = 0 , (3.14)
mais il est beaucoup plus fructueux de remarquer que (3.13) s’interpre`te aussi comme la
version infinite´simale de (3.9) : conside´rons par exemple une rotation d’angle infinite´simal
dψ autour de Oy agissant sur J1
R2(dψ)J1R
−1
2 (dψ) = Jk[R2(dψ)]k1 (3.15)
mais au premier ordre, R2(dψ) = I− idψJ2 et R2(dψ)k1 = δk1 − idψ(J2)k1 = δk1 − dψδk3
d’apre`s (3.5), d’ou` [J1, J2] = iJ3, qui est l’une des relations (3.13). Les autres s’obtiennent
par permutation circulaire. Retenons que la relation de commutation des ge´ne´rateurs code
une version infinite´simale de la loi de groupe.
3.2. Ge´ne´rateurs infinite´simaux dans SU(2)
Examinons maintenant les choses du point de vue de SU(2). Toute matrice unitaire U (ici
2× 2) peut se diagonaliser dans une base orthonorme´e U = V exp{idiag (λk)}V † et donc
s’e´crire







avec H hermitique. La somme converge (pour la norme ||M ||2 = trMM †). La condition
d’unimodularite´ 1 = detU = exp itrH est garantie si trH = 0. L’ensemble de ces matrices
hermitiques de trace nulle forme un espace vectoriel V de dimension 3 sur R, avec la
proprie´te´ supple´mentaire que si H1 et H2 sont dans V, H3 de´finie par leur commutateur
iH3 = [iH1, iH2]
est aussi dans V. Ceci refle`te la proprie´te´ de groupe de SU(2). Conside´rons en effet les
groupes a` un parame`tre engendre´s par H1 et H2, c’est-a`-dire e
iH1t1 et eiH2t2 et formons
eiH1t1eiH2t2e−iH1t1e−iH2t2
appele´ le commutateur des e´le´ments eiH1t1 et eiH2t2 du groupe. C’est une matrice unitaire
unimodulaire, donc il existe une matrice H telle que
eiH = eiH1t1eiH2t2e−iH1t1e−iH2t2 (3.17)
H de´pend continuˆment de t1 et t2 et si t1 et t2 sont infinite´simaux du meˆme ordre, a` l’ordre
t2 on trouve




















= I + (H1t1 +H2t2)
2 − 2H1H2t1t2 −H21 t21 −H22 t22 + O(t3)
= I− (H1H2 −H2H1)t1t2 + O(t3)
donc a` cet ordre
H = H3t1t2 + O(t
3)
avec iH3 = [iH1, iH2] .
(3.18)
Le fait que la proprie´te´ d’antihermiticite´ et de trace nulle soit conserve´e par le commutateur
refle`te donc au niveau infinite´simal la proprie´te´ de composition du groupe. Elle dote les
ge´ne´rateurs infinite´simaux iH de la structure d’alge`bre de Lie.
Une alge`bre de Lie est un espace vectoriel (sur R ou C pour nous) dote´ d’une ope´ration
biline´aire antisyme´trique, le crochet de Lie [X,Y ] satisfaisant donc
[λX + λ′X ′, Y ] = λ[X,Y ] + λ′[X ′, Y ] line´arite´ en X
[X,Y ] = −[Y,X] antisyme´trie
mais aussi [X, [Y, Z]] + [Y, [Z,X]]+[Z, [X,Y ]] = 0 identite´ de Jacobi .
(3.19)
On a rappele´ plus haut (chap. 2) la de´finition d’une alge`bre associative; ici la proprie´te´
d’associativite´ est remplace´e par l’identite´ de Jacobi.
Exemples Il existe de nombreux exemples d’alge`bres de Lie fournis par des ensembles de
matrices, avec comme crochet de Lie le commutateur : matrices antihermitiques, matrices
antisyme´triques, matrices de trace nulle, matrices antihermitiques (ou antisyme´triques) et
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de trace nulle, etc. L’espace euclidien R3 est aussi une alge`bre de Lie pour le produit
vectoriel des vecteurs (ve´rifier que l’identite´ de Jacobi n’est autre que (3.14) !).
Dans le cas qui nous occupe, les matrices hermitiques 2 × 2 de trace nulle sont des


















Ces relations de commutation font apparaˆıtre les meˆmes constantes de structure ijk que
dans (3.13). Autrement dit, nous venons de confirmer que les ge´ne´rateurs infinite´simaux
Ji (e´q. (3.4)) de SO(3) et
1
2σi de SU(2) satisfont aux meˆmes relations de commutation,
ou encore qu’ils forment deux repre´sentations de la meˆme alge`bre de Lie. On appelle
repre´sentation de l’alge`bre de Lie g un homomorphisme de cette alge`bre dans l’alge`bre
de Lie des ope´rateurs line´aires sur un espace vectoriel V , c’est-a`-dire une application
x ∈ g 7→ X ∈ EndV qui respecte line´arite´ et crochet de Lie : x, y ∈ g, [x, y] 7→ [X,Y ] =
XY −Y X ∈ EndV . Un corollaire de cette de´finition est que dans toute repre´sentation de
l’alge`bre, les (repre´sentants des) ge´ne´rateurs satisfont les meˆmes relations de commutation,
c’est-a`-dire que les constantes de structure sont les meˆmes dans toute repre´sentation.
Soit ei une base de g, Ei une base de EndV . Conside´rons deux e´le´ments arbitraires de g, x = xiei
et y = yiei, leurs images D(x) = X = xiEi et Y = yiEi dans EndV et celle de leur commutateur
z = [x, y] = xiyj [ei, ej ] = ixiyjijkek = zkek
[D(x), D(y)] = [X,Y ] = xiyj [Ei, Ej ] qui par la proprie´te´ d’homomorphisme vaut
= D(z) = zkEk = iijkxiyjEk ,
et donc
[Ei, Ej ] = iijkEk .
Ainsi des calculs mene´s dans une repre´sentation particulie`re mais faisant appel
uniquement aux re`gles de commutation de l’alge`bre de Lie demeurent valables dans
toute repre´sentation. Par exemple, des relations (3.9), il de´coule sans aucun calcul




i β2 σ2 = D2(β)σkD
−1
2 (β) = σlRy(β)lk (3.22)
ou` on lit les e´le´ments de matrice Ry en (2.3)’.
3.3. Alge`bre de Lie su(2)
Re´capitulons : nous venons de mettre en e´vidence l’alge`bre de Lie du groupe SU(2) (ou
SO(3)), note´e su(2). Elle est de´finie par les relations (3.13), que nous re´crivons
[Ji, Jj] = iijkJk . (3.13)
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Comme on vient de le dire, ces relations restent inchange´es dans toute repre´sentation. Dans
la suite, Ji de´signera les repre´sentants des ge´ne´rateurs dans une repre´sentation arbitraire.
Il est souvent commode d’utiliser une base diffe´rente
Jz ≡ J3, J+ = J1 + iJ2, J− = J1 − iJ2 . (3.23)
Il est imme´diat de calculer
[J3, J+] = J+ (3.24a)
[J3, J−] = −J− (3.24b)
[J+, J−] = 2J3 . (3.24c)
On ve´rifie aussi que l’ope´rateur






3 + J3 + J−J+ (3.25)
commute avec tous les J
[ ~J2, J.] = 0 . (3.26)
~J2 est l’ope´rateur de Casimir. Dans une repre´sentation unitaire, les ge´ne´rateurs Ji, i =
1, 2, 3 sont hermitiques 9, donc
J†i = Ji, i = 1, 2, 3 J
†
± = J∓ . (3.27)
Montrons en outre que les repre´sentations unitaires de SO(3) sont a priori unimodu-
laires ( = de de´terminant 1), et que ces ge´ne´rateurs sont donc de trace nulle. Cela de´coule
de la simplicite´ du groupe SO(3). Soit D une repre´sentation unitaire, detD est donc une
repre´sentation de dimension 1 du groupe, homomorphisme du groupe dans le groupe U(1)
puisque | detD| = 1. Son noyau est un sous-groupe invariant, donc trivial ; ce ne peut




2 y appartient. C’est donc le
groupe tout entier, ce qui e´tablit l’unimodularite´. Pour le groupe SU(2), qui n’est pas
simple, le meˆme argument ne peut eˆtre applique´, mais la conclusion demeure, comme on
le verra : toutes les repre´sentations de SU(2) sont unimodulaires. [Peut-on trouver un
argument simple, a priori, a` cet effet ?]
Pour terminer, mentionnons l’interpre´tation des Ji comme ope´rateurs diffe´rentiels
agissant sur les fonctions des coordonne´es de l’espace R3. Dans l’espace R3, l’effet d’une
rotation infinite´simale sur le vecteur ~x est de le changer en
~x′ = ~x+ δψnˆ ∧ ~x
9 Strictement parlant, les ge´ne´rateurs infinite´simaux de l’alge`bre de Lie sont repre´sente´s par
les ope´rateurs antihermitiques Xk = iJk. Par abus de langage et selon le contexte, “ge´ne´rateur
infinite´simal” s’appliquera a` J ou a` X = iJ .
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donc une fonction scalaire 10 de ~x, f(~x), est change´e en f ′(~x′) = f(~x) soit




= f(~x− δψnˆ ∧ ~x)
=
(
1− δψnˆ.~x ∧ ~∇
)
f(~x)
= (1− iδψnˆ. ~J)f(~x) .
(3.28)
On identifie donc
~J = −i~x ∧ ~∇, Ji = −iijkxj ∂
∂xk
(3.29)
ce qui permet de le calculer dans des coordonne´es quelconques, par exemple sphe´riques (Ap-







). Parmi les combinaisons de J qu’on peut construire, l’une
doit jouer un roˆle particulier, le laplacien sur la sphe`re S2, ope´rateur diffe´rentiel du sec-
ond ordre invariant par changement de coordonne´es (Appendice B). Il doit en particulier
eˆtre invariant par rotation, eˆtre de degre´ 2 dans les J., ce ne peut eˆtre que l’ope´rateur




















4. Repre´sentations de SU(2)
4.1. Repre´sentations de l’alge`bre de Lie et repre´sentations du groupe
Toute repre´sentation (diffe´rentiable et unitaire) D du groupe SU(2) dans un espace V
fournit une repre´sentation de son alge`bre de Lie su(2). En effet, pour tout sous-groupe a`
10 Nous discutons pour simplicite´ le cas de fonctions scalaires, mais on pourrait aussi s’inte´resser
plus ge´ne´ralement a` la transformation d’une collection de fonctions des coordonne´es de R3 formant












par exemple un champ vectoriel se transformant par
~A
′(~x) = R ~A(R−1~x) .
Le produit scalaire de deux tels champs vectoriels est une fonction scalaire. Que devient la
discussion qui suit sur les ge´ne´rateurs infinite´simaux pour de tels objets ?
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un parame`tre U(t) = exp tx, engendre´ par x ∈ su(2), D(U(t)) est aussi un sous-groupe
a` un parame`tre de matrices unitaires, engendre´es par une matrice antihermitique X. En
re´pe´tant le calcul de (3.17), il est imme´diat de ve´rifier qu’au crochet [x, y] correspond le
commutateur [X,Y ], (et on vient de voir que les matrices X sont de trace nulle puisque




Inversement toute repre´sentation de l’alge`bre engendre une repre´sentation du groupe
simplement connexe SU(2). Autrement dit on veut montrer que si x 7→ X est une
repre´sentation de l’alge`bre, ex 7→ eX en est une du groupe. Soient deux e´le´ments de
su(2) x et y, alors il existe un z dans su(2) tel que
exey = ez
puisque le produit est un e´le´ment de SU(2) et peut donc se repre´senter sous forme expo-
nentielle. On veut montrer que les repre´sentants de x, y et z dans la repre´sentation de
l’alge`bre, note´s X, Y et Z, satisfont eux-meˆmes
eXeY = eZ
Ceci de´coule d’une formule qui fournit z de fac¸on “universelle”, en ne faisant appel qu’aux
ope´rations de l’alge`bre de Lie, donc aussi valables dans la repre´sentation conside´re´e. Cette





dtψ(expAdx exp tAd y)y
(4.2)
ou` ψ(.) est la fonction
ψ(u) =
u lnu





(u− 1)2 + · · · (4.3)
re´gulie`re en u = 1 et Ad a de´signe l’ope´rateur line´aire dans l’alge`bre de Lie
Ad a b = [a, b] (4.4)
donc Ad na b = [a, [a, · · · , [a, b]]], avec n crochets. Explicitement, les premiers termes du
de´veloppement en puissances de x et y s’e´crivent







[x, [x, y]] + [y, [y, x]]
)
+ · · · (4.5)




2 [x,y] = ex+ye
1
2 [x,y] , (4.6)
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Ad nx y (4.7)
(qui n’est que le de´veloppement de Taylor a` t = 0 de etxye−tx e´value´ en t = 1) et en e´crivant et en
re´solvant l’e´quation diffe´rentielle satisfaite par f(t) = etx ety, f(0) = 1
f ′(t) = (x+ etxye−tx)f(t)
= (x+ y + t[x, y])f(t) . (4.8)







(−1)n (Adx)n y + O(y2) (4.9)









, B0 = 1, B2 =
1
6
, B4 = − 130 et en dehors de
B1 = − 12 tous les B d’indice impair sont nuls. Toujours au premier ordre en y, on a encore
ex+y = ex +
∫ 1
0
dt etxye(1−t)x + O(y2)
qu’on obtient en e´crivant et en inte´grant l’e´quation diffe´rentielle satisfaite par F (t) = exp t(x+y). exp−tx.
La convergence des expressions peut se de´montrer pour x et y assez petits. Il en
de´coule que l’homomorphisme des alge`bres de Lie s’inte`gre en un homomorphisme des
groupes au voisinage de l’identite´. On de´montre enfin qu’un tel homomorphisme infini-
ment diffe´rentiable et local (au voisinage de l’identite´) d’un groupe simplement connexe
G (ici, SU(2)) dans un groupe G′ (ici, le groupe line´aire GL(V )) s’e´tend de fac¸on unique
en un homomorphisme infiniment diffe´rentiable de tout G dans G′. Dans notre cas, il
nous suffit donc pour trouver les repre´sentations unitaires du groupe SU(2) de trouver les
repre´sentations par des matrices hermitiques de trace nulle de son alge`bre de Lie.
4.2. Repre´sentations de l’alge`bre su(2)
Proce´dons a` la construction classique des repre´sentations de l’alge`bre su(2). Comme
pre´ce´demment, J± et Jz de´signent les repre´sentants des ge´ne´rateurs infinite´simaux
dans une certaine repre´sentation. Ils satisfont aux relations de commutation (3.24) et
d’hermicite´ (3.27). La commutation des ope´rateurs Jz et ~J
2 garantit qu’on peut en chercher
des vecteurs propres communs. Les valeurs propres de ces ope´rateurs hermitiques e´tant
re´elles et ~J2 e´tant semi-de´fini positif, on peut toujours e´crire ses valeurs propres sous la
forme j(j + 1), j re´el positif ou nul et on conside`re donc un vecteur propre commun |j m〉
~J2|j m〉 = j(j + 1)|j m〉
Jz|j m〉 = m|j m〉 . (4.10)
avec m un re´el a priori arbitraire. Par abus de langage, on dira que |jm〉 est un “vecteur
propre de valeurs propres j,m”.
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(i) Agissons avec J+ et J− = J
†
+ sur |j m〉. Utilisant la relation J±J∓ = ~J2 − J2z ± Jz
(conse´quence de (3.24)) on calcule la norme carre´e de J±|j m〉 :
〈j m|J−J+|j m〉 = (j(j + 1)−m(m+ 1)) 〈j m|j m〉
= (j −m)(j +m+ 1)〈j m|j m〉 (4.11)
〈j m|J+J−|j m〉 = (j(j + 1)−m(m− 1)) 〈j m|j m〉
= (j +m)(j −m+ 1)〈j m|j m〉 .
Ces normes carre´es ne peuvent eˆtre ne´gatives donc
(j −m)(j +m+ 1) ≥ 0 : −j − 1 ≤ m ≤ j
(j +m)(j −m+ 1) ≥ 0 : −j ≤ m ≤ j + 1 (4.12)
qui impliquent
−j ≤ m ≤ j . (4.13)
En outre J+|j m〉 = 0 si et seulement si m = j et J−|j m〉 = 0 si et seulement si m = −j
J+|j j〉 = 0 J−|j − j〉 = 0 . (4.14)
ii) Si m 6= j, J+|j m〉 est un vecteur non nul, vecteur propre de valeurs propres (j,m+ 1).
En effet
~J2J+|j m〉 = J+ ~J2|j m〉 = j(j + 1)J+|j m〉
JzJ+|j m〉 = J+(Jz + 1)|j m〉 = (m+ 1)J+|j m〉 . (4.15)
De meˆme si m 6= −j, J−|j m〉 est un vecteur propre (non nul) de valeurs propres (j,m−1).
(iii) Conside´rons la suite des vecteurs
|j m〉, J−|j m〉, J2−|j m〉, · · · , Jp−|j m〉 · · ·
S’ils sont non nuls ils constituent des vecteurs propres de Jz de valeurs propres m,m −
1,m− 2, · · · ,m− p · · · Les valeurs propres autorise´es de Jz e´tant borne´es par (4.13), cette
suite doit s’arreˆter au bout d’un nombre fini d’e´tapes. Soit p l’entier tel que J p−|j m〉 6= 0,
Jp+1− |j m〉 = 0. En vertu de (4.14), Jp−|j m〉 est un vecteur propre de valeurs propres (j,−j)
donc m− p = −j c’est-a`-dire
(j +m) est entier (4.16)
Ope´rant de meˆme avec J+, J
2
+, · · · sur |j m〉, on est mene´ a` la conclusion que
(j −m) est entier (4.17)








, 2, · · ·
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m peut prendre les 2j + 1 valeurs 11
m = −j,−j + 1, · · · , j − 1, j . (4.18)
Partant du vecteur |j m = j〉, (“vecteur de plus haut poids”), choisi de norme 1, on
construit la base orthonorme´e |j m〉 par application re´pe´te´e de J− et on a
J+|j m〉 =
√
j(j + 1)−m(m+ 1)|j m+ 1〉 (4.19a)
J−|j m〉 =
√
j(j + 1)−m(m− 1)|j m− 1〉 (4.19b)
Jz|j m〉 = m|j m〉 . (4.19c)
Ces 2j + 1 e´tats forment la base de la “repre´sentation de spin j” de l’alge`bre su(2).
Montrons que cette repre´sentation est irre´ductible. La repre´sentation e´tant unitaire
est soit irre´ductible soit comple`tement re´ductible (chap. 2); dans ce dernier cas, il existerait
ne´cessairement des ope´rateurs diagonaux par blocs, diffe´rents de l’identite´ et commutant
avec les matrices de la repre´sentation, en particulier avec les ge´ne´rateurs Ji. Or dans
la base (4.19) toute matrice M commutant avec Jz est diagonale, Mmm′ = µmδmm′ , et
la commutation avec J+ force tous les µm a` eˆtre e´gaux : la matrice M est multiple de
l’identite´ et la repre´sentation est bien irre´ductible.
La discussion pre´ce´dente a fait jouer un roˆle central a` l’unitarite´ de la repre´sentation et donc a`
l’hermiticite´ des ge´ne´rateurs infinite´simaux, donc a` la positivite´ : ||J±|j m〉||2 ≥ 0 ⇔ −j ≤ m ≤ j, etc,
et a permis de conclure que la repre´sentation est ne´cessairement de dimension finie. Inversement on peut
insister sur cette dernie`re condition, et montrer qu’elle suffit a` assurer les conditions pre´ce´dentes. Partant
d’un vecteur propre |ψ〉 de Jz, la suite Jp+|ψ〉 produit des vecteurs propres de Jz de valeur propre croissante,
donc line´airement inde´pendants s’ils sont non nuls. Si par hypothe`se la repre´sentation est de dimension
finie, cette suite est finie, et il existe un vecteur note´ |j〉 tel que J+|j〉 = 0, Jz |j〉 = j|j〉. Par la relation
~J2 = J−J+ + Jz(Jz + 1), c’est aussi un vecteur propre de valeur propre j(j + 1) de ~J2. Il s’identifie donc
avec le vecteur de plus haut poids note´ pre´ce´demment |j j〉, notation que nous adoptons donc dans la suite
de cette discussion. A partir de ce vecteur, les Jp−|j j〉 forment une suite qui doit elle aussi eˆtre finie
∃q Jq−1− |j j〉 6= 0 J
q
−|j j〉 = 0 . (4.20)
On de´montre aise´ment par re´currence que
J+J
q
−|j j〉 = [J+, J
q
−]|j j〉 = q(2j + 1− q)J
q−1
− |j j〉 = 0 (4.21)
donc q = 2j+1. Le nombre j est donc entier ou demi-entier, les vecteurs de la repre´sentation ainsi construite
sont vecteurs propres de ~J2 de valeur propre j(j + 1) et de Jz de valeur propre m satisfaisant (4.18). On
a bien retrouve´ tous les re´sultats pre´ce´dents. Sous cette forme, la construction de ces “repre´sentations de
plus haut poids” se ge´ne´ralise a` d’autres alge`bres de Lie.
Par de´finition, les matrices de la repre´sentation de spin j sont telles que sous l’action
de la rotation U ∈ SU(2)
|j m〉 7→ Dj(U)|j m〉 = |j m′〉Djm′m(U) . (4.22)
11 En fait, on vient de trouver une condition ne´cessaire sur les j, m. Le fait que tous ces j
donnent effectivement des repre´sentations va eˆtre ve´rifie´ au paragraphe suivant.
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Selon la parame´trisation (nˆ, ψ, angles d’Euler, . . . ), on e´crira aussiDjm′m(nˆ, ψ),Djm′m(α, β, γ),
etc. Par (2.6), on a donc
Djm′m(α, β, γ) = 〈j m′|D(α, β, γ)|j m〉






ou` la matrice dj est de´finie par
djm′m(β) = 〈j m′|e−iβJy |j m〉 . (4.24)
Une formule explicite pour dj sera donne´e plus bas. On a encore
Djm′m(zˆ, ψ) = e−iψmδmm′
Djm′m(yˆ, ψ) = djm′m(ψ)
. (4.25)
On ve´rifie aussi l’unimodularite´ annonce´e des matrices Dj (ou de fac¸on e´quivalente, le
fait que les repre´sentants des ge´ne´rateurs infinite´simaux sont de trace nulle). Si nˆ = Rzˆ,
D(nˆ, ψ) = D(R)D(zˆ, ψ)D−1(R), donc
detD(nˆ, ψ) = detD(zˆ, ψ) = det e−iψJz =
j∏
m=−j
e−imψ = 1 . (4.26)
Il peut eˆtre utile d’e´crire explicitement ces matrices dans les cas j = 12 et j = 1. Le
cas de j = 12 est tre`s simple, puisque
D 12 (U) = U = e−i 12ψnˆ.~σ =
(
cos ψ2 − i cos θ sin ψ2 −i sin ψ2 sin θ e−iφ























re´sultat attendu puisque les matrices U du groupe en forment bien e´videmment une
repre´sentation. Pour j = 1, dans la base |1, 1〉, |1, 0〉 et |1,−1〉, ou` Jz est diagonale
Jz =

 1 0 00 0 0
0 0 −1

 J+ = √2

 0 1 00 0 1
0 0 0

 J− = √2

























comme le lecteur le ve´rifiera.
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4.3. Construction explicite






selon x′ = ax + cy, y′ = bx + dy. En d’autres termes, x et y sont les vecteurs de base
de la repre´sentation de dimension 2 (spin 12) de SU(2). Une construction explicite des
repre´sentations pre´ce´dentes est obtenue en conside´rant les polynoˆmes homoge`nes de degre´
2j dans les deux variables x et y, dont une base est donne´e par les 2j + 1 polynoˆmes
Pjm =
xj+myj−m√
(j +m)!(j −m)! m = −j, · · · j (4.30)
En fait, les conside´rations qui suivent demeurent valables si U est une matrice quelconque
du groupe GL(2,C) et en fournissent une repre´sentation. Sous l’action de U sur x et y,
les Pjm(x, y) se transforment en Pjm(x
′, y′), eux aussi homoge`nes de degre´ 2j en x et y,
qui se de´veloppent donc sur les Pjm(x, y). Ces derniers portent donc une repre´sentation
de dimension 2j + 1 de SU(2) (ou GL(2)), qui n’est autre que la repre´sentation de spin j



















Pour U = −I, on voit que Dj(−I) = (−1)2jI. Ceci montre que les repre´sentations de spin
demi-entier de SU(2) sont des repre´sentations projectives (a` un signe pre`s) de SO(3).
Dans le cas particulier de U = e−iψ
σ2









(m+m′ + k)!(j −m− k)!(j −m′ − k)!k! .
(4.33)
L’expression des ge´ne´rateurs infinite´simaux sur les polynoˆmes Pjm s’obtient en con-


















dont il est imme´diat de ve´rifier les relations de commutation ainsi que l’action sur les Pjm
en accord avec (4.19). Ceci ache`ve l’identification de (4.30) avec la repre´sentation de spin
j et la preuve de son irre´ductibilite´.
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4.4. Orthogonalite´, comple´tude, caracte`res
Nous faisons maintenant appel a` la mesure invariante introduite a` la section 2.3 pour
e´noncer les proprie´te´s d’orthogonalite´ et de comple´tude des matrices Dj . Nous avons
construit ci-dessus des repre´sentations unitaires de SU(2). Selon les meˆmes arguments
que ceux utilise´s au chap. 2 pour les groupes finis, les e´le´ments des matrices Dj satisfont








m′n′(U) = δjj′δmm′δnn′ (4.35a)∑
jmn
(2j + 1)Djmn(U)Dj∗mn(U ′) = 2pi2δ(U,U ′) (4.35b)
La fonction δ(U,U ′) qui apparaˆıt dans le second membre de (4.35b) est celle adapte´e a` la
mesure dµ(U), telle que
∫
dµ(U ′)δ(U,U ′)f(U ′) = f(U); dans les angles d’Euler α, β, γ par
exemple,
δ(U,U ′) = 8δ(α− α′)δ(cos β − cos β′)δ(γ − γ′) . (4.36)
La signification de l’e´quation (4.35b) est que les fonctions Djmn(U) forment une base
comple`te sur l’espace des fonctions (de carre´ inte´grable) sur le groupe SU(2). C’est le
the´ore`me de Peter-Weyl, qui ge´ne´ralise donc le the´ore`me de Fourier.
Les caracte`res des repre´sentations de SU(2) se de´duisent des expressions pre´ce´dentes















χ0(ψ) = 1 χ 1
2
(ψ) = 2 cos
ψ
2
χ1(ψ) = 1 + 2 cosψ etc . (4.38)
On est alors en mesure de ve´rifier toutes les proprie´te´s attendues
unitarite´ et re´alite´ χj(U
−1) = χ∗j (U) = χj(U)



























La dernie`re exprime que les caracte`res forment une base comple`te des fonctions de classe,
c’est-a`-dire des fonctions paires pe´riodiques de 1
2
ψ. On retrouve la` le de´veloppement de
Fourier.
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4.5. Fonctions spe´ciales. Harmoniques sphe´riques
Dans la section 1, on a vu que le ge´ne´rateur J de SO(2) agissait dans chaque repre´sentation
comme un ope´rateur diffe´rentiel (cf. (1.2)). Cette proprie´te´ se ge´ne´ralise a` tout groupe
continu, en particulier au cas de SU(2)–SO(3) qui nous occupe : les ge´ne´rateurs Ji appa-
raissent comme des ope´rateurs diffe´rentiels par rapport aux parame`tres de la rotation. Ceci
va donner lieu a` des e´quations diffe´rentielles satisfaites par les Djm′m et faire apparaˆıtre
leur relation avec des “fonctions spe´ciales” de la Physique Mathe´matique.
Revenons a` l’e´quation (4.31). On a de´ja` note´ que la discussion de la section 4.3
s’applique non seulement aux matrices de SU(2) mais aussi a` des matrices quelconques du








(ax+ cy)j+m(bx+ dy)j−m = 0
donc en raison de l’inde´pendance des Pjm, les Djm′m(U) satisfont la meˆme e´quation. Si









Djm′m(A) = 0 (4.40)
ou` ∆4 est le laplacien dans l’espace R













∆ sphe`re S3 (4.41)
ou` le dernier terme, laplacien sur la sphe`re S3, n’agit que sur les variables angulaires




∆ sphe`re S3Djm′m(U) = j(j + 1)Djm′m . (4.42)






















+ j(j + 1)
}
Dj(α, β, γ)m′m = 0 .
(4.43)
Pour m = 0 (donc j ne´cessairement entier), la de´pendence en γ disparaˆıt (cf. (4.23)).
Choisissons par exemple γ = 0 et effectuons le changement de notations (j,m′) → (l,m)
















Dl(φ, θ, 0)m0 = 0 . (4.44)
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L’ope´rateur diffe´rentiel constitue´ des deux premiers termes est le laplacien ∆S2 sur la sphe`re
unite´ S2 (cf. Appendice B). L’e´quation (4.44) de´finit donc les harmoniques sphe´riques






Dl(φ, θ, 0)m0 = Y m∗l (θ, φ) . (4.45)

















Les premiers Pl sont
P0 = 1 P1 = u P2 =
1
2
(3u2 − 1) P3 = 1
2
(5u3 − 3u) · · · (4.47)
tandis que P 0l = Pl, P
1
l = (1 − u2)
1
2Pl, etc. Les harmoniques sphe´riques sont relie´es aux
fonctions de Legendre Pml (cos θ) par

















Pml (cos θ) (4.49)
En particulier, dl(θ)00 = Pl(cos θ).


































j−m′ (cosβ) . (4.51)
Polynoˆmes de Jacobi et de Legendre rele`vent de la the´orie ge´ne´rale des polynoˆmes orthogonaux dont
on montre qu’ils satisfont des relations de re´currence line´aires a` trois termes. Ils satisfont en outre des
e´quations diffe´rentielles. C’est ainsi que les polynoˆmes de Jacobi sont orthogonaux pour la mesure∫ 1
−1






2α+β+1Γ(l + α+ 1)Γ(l + β + 1)
(2l + α+ β + 1)l!Γ(l + α + β + 1)
(4.52)
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et satisfont la relation de re´currence




= (2l + α + β + 1)[(2l + α+ β)(2l + α+ β + 2)u+ α2 − β2]P (α,β)
l
(u)
− 2(l + α)(l + β)(2l + α + β + 2)P (α,β)
l−1 .
(4.53)
Le polynoˆme de Jacobi P
(α,β)
l




+ [β − α− (2 + α+ β)u] d
du
+ l(l + α+ β + 1)}P (α,β)
l
(u) = 0 . (4.54)
Les polynoˆmes de Legendre correspondent au cas α = β = 0. Ces relations apparaissent ici comme relie´es
a` celles des Dj . Ceci est un phe´nome`ne ge´ne´ral : de nombreuses fonctions spe´ciales (Bessel, etc) sont
relie´es a` des matrices de repre´sentations de groupes. La the´orie des groupes permet donc de mettre dans
une perspective ge´ome´trique des re´sultats de l’analyse classique.
Revenons aux harmoniques sphe´riques et a` leurs proprie´te´s.
(i) Elles satisfont les e´quations diffe´rentielles
























sin2l θ . (4.56)
(ii) Elles sont normalise´es a` 1 sur la sphe`re unite´ et plus ge´ne´ralement y satisfont des
















Y m∗l (θ, φ)Y
m
l (θ
′, φ′) = δ(Ω− Ω′) = δ(θ − θ
′)δ(φ− φ′)
sin θ
= δ(cos θ − cos θ′)δ(φ− φ′)
(4.57)
(iii) On peut conside´rer Y ml (θ, φ) comme fonction du vecteur unitaire nˆ d’angles directeurs
θ, φ. Si le vecteur nˆ est transforme´ en nˆ′ par la rotation R, on a
Y ml (nˆ
′) = Y m
′
l (nˆ)Dl(R)m′m (4.58)
ce qui exprime que les Y ml se transforment comme des vecteurs de la repre´sentation de
spin l.
(iv) On ve´rifie sur l’expression ci-dessus les relations de syme´trie en m
Y m∗l (θ, φ) = (−1)mY −ml (θ, φ) (4.59)
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et de parite´
Y ml (pi − θ, φ+ pi) = (−1)lY ml (θ, φ) . (4.60)
(v) Les harmoniques sphe´riques satisfont aussi des relations de re´currence de deux types :











l(l+ 1)−m(m± 1)Y m±1l (4.61)
et celles provenant de la multiplication des repre´sentations, (cf. plus bas, section 5)
√












Y ml+1 . (4.62)
On a plus ge´ne´ralement la formule de produit
Y ml (θ, φ)Y
m′











L (θ, φ) . (4.63)
La dernie`re formule fait appel aux coefficients de Clebsch-Gordan pour la de´composition
du produit des repre´sentations de spin l et l′ qui sera e´tudie´e dans la section a` venir.










ou` θ de´signe l’angle entre les directions nˆ et nˆ′. Cette formule peut se ve´rifier en de´montrant
que le membre de droite satisfait bien les e´quations diffe´rentielles satisfaites par Pl (exercice
4).


























sin2 θ e±2iφ .
5. Produit direct de repre´sentations de SU(2)
5.1. Produit direct de repre´sentations et l’“addition de moments angulaires”
Inte´ressons nous a` la de´composition du produit de deux repre´sentations de spin j1 et j2
en repre´sentations irre´ductibles. On part donc de la repre´sentation produit engendre´e par
les vecteurs
|j1m1〉 ⊗ |j2m2〉 ≡ |j1m1; j2m2〉 abre´ge´ en |m1m2〉 (5.1)
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sur lesquels agissent les ge´ne´rateurs infinite´simaux sous la forme
~J = ~J (1) ⊗ I(2) + I(1) ⊗ ~J (2) . (5.2)
L’indice supe´rieur indique sur quel espace agissent les ope´rateurs. Par abus de notation,
on e´crit souvent au lieu de (5.2)
~J = ~J (1) + ~J (2) (5.2)′
et (en Me´canique Quantique), on parle de l’“addition des moments angulaires” J (1) et
J (2). Il s’agit donc de de´composer les vecteurs (5.1) sur une base de vecteurs propres de ~J
et Jz. Comme ~J
(1)2 et ~J (2)2 commutent entre eux et avec ~J2 et Jz, on peut chercher des
vecteurs propres communs qu’on notera
|(j1 j2) J M〉 ou plus simplement |J M〉 (5.3)
e´tant entendu qu’on s’est fixe´ la valeur de j1 et j2. La question est donc double :
quelles valeurs J et M peuvent-ils prendre et quelle est la matrice du changement de base
|m1m2〉 → |J M〉 ? En d’autres termes quelle est la de´composition (de Clebsch-Gordan)
et quels sont les coefficients de Clebsch-Gordan ?




z sont aise´es a` trouver
〈m1m2|Jz|J M〉 = (m1 +m2)〈m1m2|J M〉
= M〈m1m2|J M〉 (5.4)
et la seule valeur de M telle que 〈m1m2|J M〉 6= 0 est donc
M = m1 +m2 . (5.5)
A j1, j2 et M fixe´s, il y a autant de vecteurs inde´pendants ayant cette valeur de M qu’il




0 si |M | > j1 + j2
j1 + j2 + 1− |M | si |j1 − j2| ≤ |M | ≤ j1 + j2
2 inf(j1, j2) + 1 si 0 ≤ |M | ≤ |j1 − j2|
(5.6)
(voir Fig. 3.3 pour laquelle j1 = 5/2 and j2 = 1). Soit NJ le nombre de fois ou` la
repre´sentation de spin J apparaˆıt dans la de´composition du produit des repre´sentations de
spin j1 et j2. Les n(M) vecteurs de valeur propre M pour Jz peuvent aussi s’interpre`ter
comme provenant des NJ vecteurs |J M〉 pour les diffe´rentes valeurs de J compatibles avec





soit en retranchant membre a` membre deux telles relations
NJ = n(J)− n(J + 1) (5.8)
= 1 si et seulement si |j1 − j2| ≤ J ≤ j1 + j2
= 0 sinon.
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M=j + j 21
m
m
21 j  − j j + j 1 2
M




En conclusion, nous venons de de´montrer que les (2j1 + 1)(2j2 + 1) vecteurs (5.1) (a` j1 et
j2 fixe´s) peuvent se re´exprimer en fonction des vecteurs |J M〉 ou`
J = |j1 − j2|, |j1 − j2|+ 1, · · · , j1 + j2
M = −J,−J + 1, · · · , J . (5.9)
Noter qu’en de´finitive les multiplicite´s NJ valent 0 ou 1; c’est une particularite´ de SU(2)
que des multiplicite´s supe´rieures a` 1 n’apparaissent pas dans la de´composition du produit
de deux repre´sentations irre´ductibles.
5.2. Coefficients de Clebsch-Gordan, symboles 3-j et 6-j . . .
Le changement de base |j1m1; j2m2〉 → |(j1 j2) J M〉 s’effectue a` l’aide des coefficients de






〈(j1 j2) J M |j1m1; j2m2〉|(j1 j2) J M〉 (5.10a)





〈(j1 j2) J M |j1m1; j2m2〉∗|j1m1; j2m2〉 . (5.10b)
Leur valeur de´pend en fait d’un choix de phase relative entre les vecteurs (5.1) et (5.3); la
convention habituelle est que pour chaque valeur de J , on choisit
〈j1m1 = j1; j2m2 = J − j1|J M = J〉 re´el. (5.11)
Les autres vecteurs sont alors de´finis sans ambigu¨ıte´ par (4.19) et on va montrer que tous
les C.G. sont re´els. Les C.G. satisfont des relations de re´currence conse´quences de (4.19).
Appliquant en effet J± aux deux membres de (5.10a), on obtient√
J(J + 1)−M(M ± 1)〈j1m1; j2m2|(j1 j2) J M〉
=
√
j1(j1 + 1)−m1(m1 ± 1)〈j1m1 ± 1; j2m2|(j1 j2) J M ± 1〉
+
√
j2(j2 + 1)−m2(m2 ± 1)〈j1m1; j2m2 ± 1|(j1 j2) J M ± 1〉
(5.12)
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qui permet a` l’aide de la normalisation
∑
m1,m2
|〈j1m1; j2m2|(j1 j2) J M〉|2 = 1 et de la
convention (5.11) de de´terminer tous les C.G. Comme annonce´, ils sont clairement tous
re´els.
Comme on l’a discute´ au chapitre 2, les C.G. du groupe SU(2) satisfont des proprie´te´s
d’orthogonalite´ et de comple´tude
j1∑
m1=−j1
〈j1m1; j2m2|(j1 j2) J M〉〈j1m1; j2m2|(j1 j2) J ′M ′〉 = δJJ ′δMM ′
si |j1 − j2| ≤J ≤ j1 + j2
j1+j2∑
J=|j1−j2|
〈j1m1; j2m2|(j1 j2) J M〉〈j1m′1; j2m′2|(j1 j2) J M〉 = δm1m′1δm2m′2
si |m1| ≤ j1, |m2| ≤ j2 . (5.13)
Plutoˆt que les coefficients de Clebsch-Gordan, on peut conside`rer un ensemble de coefficients








〈j1m1; j2m2|(j1 j2) J M〉 (5.14)





est invariant par permutation circulaire des trois colonnes et change par le signe (−1)j1+j2+j3 quand deux
colonnes sont permute´es ou quand on change les signes de m1, m2 et m3. Le lecteur trouvera dans la
litte´rature de nombreuses tables et formules explicites.


































































































































































































































la proprie´te´ que les vecteurs de spin total j = 1 sont
syme´triques dans l’e´change des deux spins, celui de spin 0 antisyme´trique. La proprie´te´
est ge´ne´rale : dans la composition de deux repre´sentations de spin j1 = j2, les vecteurs
re´sultants de spin j = 2j1, 2j1 − 2, · · · sont syme´triques, ceux de spin 2j1 − 1, 2j1 − 3, · · ·
sont antisyme´triques. Ceci est apparent sur l’expression (5.14) ci-dessus, compte tenu
des proprie´te´s annonce´es des symboles 3-j. Dans le meˆme ordre d’ide´es, soit le produit
comple`tement antisyme´trique de 2j + 1 copies d’une repre´sentation de spin j. On peut
montrer que cette repre´sentation est de spin 0 (exercice 5). (Ceci a une conse´quence en
physique atomique, dans le remplissage des couches e´lectroniques : une couche comple`te a
un moment orbital total et un spin total nuls donc aussi un moment angulaire total nul.)
On introduit aussi les symboles 6-j qui de´crivent les deux recombinaisons possibles de 3 repre´sentations
de spins j1, j2 et j3
|j1m1; j2m2; j3m3〉 =
∑
〈(j1 j2) J1M1|j1m1; j2m2〉〈(J1 j3) J M |J1M1; j3m3〉|(j1j2)j3;J M〉
=
∑
〈(j2 j3) J2M2|j2m2; j3m3〉〈(j1 J2) J ′M ′|j1m1; J2M2〉|j1(j2j3);J ′M ′〉
selon que l’on compose d’abord j1 et j2 en J1 puis J1 et j3 en J ou d’abord j2 et j3 en J2 puis j1 et J2
en J ′. La matrice de changement de base est note´e
〈j1(j2j3);J M |(j1j2)j3;J ′M ′〉 = δJJ′δMM′
√







et les { } sont les symboles 6-j. On visualise l’ope´ration d’addition des trois spins par un te´trae`dre (cf.
Fig. 4) dont les areˆtes portent j1, j2, j3, J1, J2 et J et le symbole est tel que deux spins porte´s par une



















et on le de´veloppe sur les harmoniques sphe´riques en utilisant les identite´s :
1


















La premie`re fait l’objet de l’exercice 3, (on suppose r′ < r), et la deuxie`me re´sulte de la
















sont les moments multipolaires de la distribution de charge ρ. Par exemple, si ρ(~r) = ρ(r)














Les trois composantes de Q1m reconstruisent le moment dipolaire
∫
d3r′ρ(~r′)~r′. Plus
ge´ne´ralement, sous l’effet des rotations, les Qlm forment les composantes d’un ope´rateur
tensoriel se transformant selon la repre´sentation de spin l (et cf. (4.60), de parite´ (−1)l).
En Me´canique Quantique, les Qlm deviennent des ope´rateurs. On peut leur appliquer
le the´ore`me de Wigner-Eckart et en conclure que
〈j1,m1|Qml |j2,m2〉 = 〈j1||Q1||j2〉〈j1,m1|l,m; j2,m2〉
avec un e´le´ment de matrice re´duit inde´pendant des m.. En particulier, si j1 = j2 = j, la
valeur moyenne de Ql n’est non nulle que pour l ≤ 2j. Voir aussi l’exercice 7.
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6.2. Etats propres de moment angulaire en Me´canique Quantique
Les harmoniques sphe´riques peuvent s’interpre´ter comme les fonctions d’onde dans les
coordonne´es θ, φ des e´tats propres du moment angulaire ~L = ~ ~J = ~~r ∧ ~∇
Y ml (θ, φ) = 〈θ, φ|l,m〉
en analogie avec
e−i~x.~p = 〈~x|~p〉 .
En particulier, dans un processus de collision de´crit par un Hamiltonien invariant par
rotation, un e´tat d’impulsion initiale ~pi selon l’axe des z, (c’est-a`-dire θ = φ = 0), interagit
avec un certain centre diffuseur et ressort dans un e´tat d’impulsion ~pf , avec |pi| = |pf | = p,
selon la direction nˆ = (θ, φ). On e´crit l’amplitude
〈p, θ, φ|T |p, 0, 0〉 =
∑
ll′mm′













selon a` nouveau la formule d’addition et 〈plm|T |pl′m′〉 = δll′δmm′Tl(p) exprimant
l’invariance par rotation. C’est le tre`s utile de´veloppement en ondes partielles de
l’amplitude de diffusion.
Se reporter aux ouvrages de Me´canique Quantique pour de nombreuses applications
de´taille´es de ces principes.
6.3. L’isospin
Le groupe SU(2) n’intervient pas en Physique qu’en tant que (relie´ au) groupe de rotation
de l’espace euclidien. Illustrons une autre de ses apparitions par la syme´trie d’isospin. Il
existe dans la nature un certain nombre de particules e´le´mentaires pre´sentant des proprie´te´s
voisines, mais diffe´rant par leur charge e´lectrique. C’est le cas du proton et du neutron,
de masses 938,28 MeV et 939,57 MeV respectivement, mais aussi du triplet de me´sons pi
pi0 (masse 134,96 MeV) et pi± (139,57 MeV), des me´sons K etc. Il a e´te´ propose´ que ceci
est la manifestation d’une syme´trie brise´e par les effets e´lectromagne´tiques. En l’absence
d’interactions e´lectromagne´tiques, le proton et le neutron d’une part, les trois me´sons pi
de l’autre seraient des particules de meˆme nature, de meˆme masse, diffe´rant seulement par
un nombre quantique “interne”, a` la fac¸on de deux e´lectrons dote´s de spins diffe´rents. En
fait le groupe re´gissant cette syme´trie est aussi SU(2), mais un SU(2) agissant dans un
espace abstrait autre que l’espace usuel. On a donne´ le nom d’isospin ou spin isotopique
au nombre quantique correspondant. Pour re´sumer, la proposition est donc qu’il existe un
groupe SU(2) de syme´trie de l’Hamiltonien des interactions fortes, et que les diffe´rentes
particules sujettes a` ces interactions forment des repre´sentations de SU(2) : repre´sentation
74
d’isospin I = 12 pour le nucle´on (proton Iz = +
1
2 , neutron Iz = − 12), isospin I = 1 pour
les pions (pi± : Iz = ±1, pi0 : Iz = 0) etc. L’isospin est donc un bon nombre quantique
conserve´ dans ces interactions. Ainsi la re´action N → N+pi, (N pour nucle´on) importante




2 ). Les diffe´rentes re´actions N + pi → N + pi autorise´es par la conservation de la charge
e´lectrique
p+ pi+ → p+ pi+ Iz = 3
2
p+ pi0 → p+ pi0 Iz = 1
2
→ n+ pi− ′′
p+ pi− → p+ pi− Iz = −1
2
→ n+ pi0 ′′
n+ pi− → n+ pi− Iz = −3
2
conservent aussi l’isospin total I et sa composante Iz mais l’hypothe`se d’invariance par
SU(2) d’isospin nous apprend d’avantage. Les e´le´ments de matrice de transition des deux
re´actions dans le canal Iz =
1
2
, par exemple, doivent eˆtre relie´s par les re`gles d’addition de
































, Iz = −1
2
〉
tandis que pour Iz = 3/2






L’invariance d’isospin implique que 〈I Iz |T |I ′ I ′z〉 = TIδII′δIz I′z . En calculant alors les
e´le´ments de matrice de l’ope´rateur de transition T entre ces diffe´rents e´tats,
〈ppi+|T |ppi+〉 = T3/2








on trouve que les amplitudes satisfont une relation
√
2〈n, pi0|T |p, pi−〉+ 〈p, pi−|T |p, pi−〉 = 〈p, pi+|T |p, pi+〉 = T3/2
conse´quence non triviale de l’invariance d’isospin, qui implique des ine´galite´s triangulaires












qui sont bien ve´rifie´es expe´rimentalement.
Mieux, on constate qu’a` une e´nergie d’environ 180 MeV, les sections efficaces (proportionnelles aux
carre´s des amplitudes) sont dans les rapports
σ(pi+p→ pi+p) : σ(pi−p→ pi0n) : σ(pi−p→ pi−p) = 9 : 2 : 1
ce qui indique qu’a` cette e´nergie, la diffusion dans le canal d’isospin 3/2 est pre´dominante et signale en
fait l’existence d’un e´tat interme´diaire, particule tre`s instable ou “re´sonance”, note´e ∆, d’isospin 3/2 donc
avec quatre e´tats de charge
∆++,∆+,∆0,∆− .
Cette particule a un spin 3/2 et une masse M(∆) ≈ 1230 MeV/c2.
Dans certains cas on peut parvenir a` des pre´dictions plus pre´cises. C’est le cas par exemple dans
l’e´tude des re´actions
2H p→ 3Hepi0 et 2H p→ 3H pi+
impliquant des noyaux de deute´rium (2H), de tritium (3H) et d’he´lium 3He. A ces noyaux aussi on peut
attribuer un isospin, 0 au deute´ron qui est forme´ d’un proton et d’un neutron dans un e´tat antisyme´trique
de leurs isospins (pour que la fonction d’onde, syme´trique d’espace et de spin, soit antisyme´trique), Iz = − 12
a` 3H et Iz =
1
2
a` 3He qui forment une repre´sentation d’isospin 1
2
. Montrer que le rapport des sections




1. En utilisant (2.4), e´crire la matrice R qui ame`ne le vecteur unitaire nˆ a` sa position puis
l’expression de Rn(ψ) en termes de Ry et Rz, et en de´duire les relations entre θ, φ, ψ et les
angles d’Euler.
2. Ve´rifier que l’expression de la mesure invariante sur SU(2) dans la parame´trisation des
angles d’Euler est bien donne´e par (2.18), soit en calculant le jacobien via l’exercice 1, soit
en suivant la me´thode de l’Appendice B.
3. Montrer qu’une fonction ge´ne´ratrice des polynoˆmes de Legendre est
1√




On pourra ve´rifier que l’e´quation diffe´rentielle des Pl (cas particulier de (4.54) pour α =
β = 0) est bien satisfaite et que les coefficients Pl apparaissant dans cette formule sont
bien des polynoˆmes en u. En de´duire l’identite´ (6.1).
4. De´montrer que le polynoˆme de Legendre Pl ve´rifie
(∆S2 + l(l+ 1))Pl(nˆ.nˆ
′) = 0
comme fonction de nˆ ou de nˆ′, ainsi que
(
~J + ~J ′
)
Pl = 0 ou` ~J et ~J
′ sont les ge´ne´rateurs
des rotations de nˆ et nˆ′ respectivement. En de´duire qu’il a un de´veloppement sur les
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harmoniques sphe´riques donne´ par le the´ore`me d’addition de (4.64) (On rappelle que
Pl(1) = 1).
5. On conside`re le produit comple`tement antisyme´trique de N = 2j+1 repre´sentations de
spin j. Montrer que cette repre´sentation est engendre´e par le vecteur m1m2···mN |j m1, j m2, · · · , j mN 〉,
qu’il est invariant par l’action de SU(2) et donc que la repre´sentation construite est celle
de spin J = 0.
6. Montrer que l’inte´grale ∫
dΩY m1l1 (θ, φ)Y
m2
l2
(θ, φ)Ym3l3 (θ, φ)
est proportionnelle au coefficient de Clebsch-Gordan (−1)m3〈l1,m1; l2,m2|l3,−m3〉, avec
un coefficient inde´pendant des m qu’on de´terminera.
7. Soit Km1 les composantes d’un ope´rateur irre´ductible vectoriel (par exemple, l’ope´rateur
moment dipolaire de la sect. 6.1). Montrer en utilisant le the´ore`me de Wigner-Eckart que
〈j,m1|Km1 |j,m2〉 = 〈j,m1|Jm|j,m2〉
〈 ~J. ~K〉
j(j + 1)
ou` 〈 ~J. ~K〉 de´signe la valeur moyenne de ~J. ~K dans l’e´tat j. En d’autres termes, on peut




8. En utilisant les donne´es de la fin de la sect. 6.3, calculer le rapport des sections efficaces
σ(p n→ 2H pi0)/σ(p p→ 2H pi+).
9. (suite au proble`me de la fin du chapitre 2) Le groupe du te´trae`dre e´tant un sous-
groupe de SO(3), les repre´sentations de celui-ci peuvent eˆtre restreintes a` celui-la`. Les
repre´sentations de spin 1 et 2 de SO(3) donnent-elles des repre´sentations irre´ductibles de
A4 ? Montrer qu’on reconstitue ainsi le de´but de la discussion de la question 2 du proble`me.
10. On conside`re deux repre´sentations de spin 1
2
du groupe SU(2) et leur produit direct
(ou tensoriel). On note ~J (1) et ~J (2) les ge´ne´rateurs infinite´simaux agissant dans chaque
repre´sentation, et ~J = ~J (1) + ~J (2) ceux agissant dans leur produit direct.
a) Que peut-on dire des ope´rateurs ~J (1) 2, ~J (2) 2 et ~J2 et de leurs valeurs propres ?








(I− 4 ~J (1). ~J (2))
sont des projecteurs sur des espaces qu’on pre´cisera.












ou` l est un entier ≥ 0.
a) Par un calcul trigonome´trique e´le´mentaire, exprimer Ul−1 + Ul+1 en fonction de Ul.
b) En de´duire que Ul est un polynoˆme en z = cos θ de degre´ l, qu’on notera Ul(z).
c) Quelle est l’interpre´tation groupiste du re´sultat obtenu en a)?











d z (1− z2) 12 Ul(z)Ul′(z)Ul′′(z) ?
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Proble`me 1 : syme´tries du potentiel coulombien







on sait bien que le moment cine´tique ~L = ~r∧~p est conserve´. Montrer que ~M = ~pm ∧ ~L−k ~rr
est aussi conserve´. Cette conservation exprime une proprie´te´ remarquable du potentiel en
1
r parmi tous les potentiels centraux : les axes de l’ellipse trajectoire ne pre´cessent pas.
2. On s’inte´resse maintenant au cas quantique, avec le meˆme Hamiltonien (2), ~p = ~i
~∇.














r ,Mj] et en de´duire que
~M commute avec H. On peut
ve´rifier au prix de calculs un peu fastidieux que l’on a aussi








Que signifie la proprie´te´ (3.a) ? Quel en est l’analogue classique ? On a aussi les relations
supple´mentaires, qu’on ve´rifiera
~L. ~M = ~M.~L = 0 (4.a)
~M2 − k2 = 2
m
H(~L2 + ~2) . (4.b)








Calculer les relations de commutation des 12K± i entre eux. Quelle conclusion en tire-t-on ?
Quelles sont les valeurs propres possibles de ( 1
2
~K+)
2 et de ( 1
2
~K−)2, compte tenu de ces
relations et de (4.a) ? Utiliser alors (4.b) pour exprimer les valeurs de E en termes de ces
valeurs propres; pour k = Ze2, montrer qu’on retrouve un re´sultat bien connu sur l’atome
d’hydroge`ne. Quelle est la multiplicite´ (“de´ge´ne´rescence”) de chaque niveau ?
4. On conside`re l’espace euclidien de dimension d et son groupe de rotations SO(d)
et on note xk, k = 1, . . . , d les coordonne´es dans une base orthonorme´e {ek}. Montrer que








ij = −(δkiδlj − δkjδli) .
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De´terminer l’expression des ope´rateurs diffe´rentiels Jkl, k < l, qui engendrent les transfor-
mations correspondantes sur les fonctions scalaires des coordonne´es x. Quel est le nombre
de ces ge´ne´rateurs infinite´simaux ? Dans la suite, il sera commode de conside´rer aussi
J lk = −Jkl. En utilisant au mieux les syme´tries des expressions pour re´duire au minimum
les calculs, montrer que les relations de commutation des J peuvent s’e´crire
[Jkl, Jmn] = i
(
δkmJ
ln − δknJ lm − δlmJkn + δlnJkm
)
.










dans lesquelles les indices α, β, γ prennent les valeurs 1 a` 3. Re´exprimer les relations de
commutation des J en termes de A et B; les comparer aux relations (3) dans le cas ou`
on s’est place´ dans un sous-espace propre H = E. Qu’en conclut-on sur les syme´tries du
proble`me de la question 3 ?
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Proble`me 2 : mole´cule de fullere`ne
On se propose d’e´tudier la mole´cule C60, re´cemment de´couverte, ses proprie´te´s de syme´trie
et ses e´tats e´lectroniques.
A.
La structure de la mole´cule de C60 peut eˆtre obtenue en partant d’un icosae`dre re´gulier
(cf. figure) et en tronquant chacune des pyramides a` base pentagonale telle OA1A2A3A4A5
par un plan perpendiculaire a` son axe qui coupe les areˆtes au tiers de la distance au sommet.
La figure re´sultante est constitue´e de 20 hexagones re´guliers et de 12 pentagones re´guliers,












1. On s’inte´resse tout d’abord au groupe I de syme´trie de rotation de l’icosae`dre.
Montrer qu’il est constitue´ de cinq classes de conjugaison qu’on caracte´risera. Combien de
repre´sentations irre´ductibles posse`de-t-il ?
Montrer que par restriction a` I, les repre´sentations de spin entier de SO(3) four-
nissent des repre´sentations de I. Pour dresser la table de caracte`res, on conside`re les
repre´sentations de spin 0, 1 et 2 de SO(3). Calculer leurs caracte`res pour les classes de I.
On rappelle que −2 cos pi5 et 2 cos 2pi5 sont les racines de l’e´quation z2 + z− 1 = 0. Montrer
que ces repre´sentations de I sont irre´ductibles; on les notera 1, 3 et 5. La meˆme me´thode
applique´e a` la repre´sentation de spin 3 de SO(3) donne une repre´sentation re´ductible qui
se scinde en deux repre´sentations de dimensions 3 et 4, qu’on notera 3˜ et 4 et dont on
trouvera les caracte`res dans la table ci-apre`s. Comple´ter cette table.
2. Le groupe d’invariance de la mole´cule C60 est le groupe note´ Iˆ engendre´ par les
rotations de I et la syme´trie τ par rapport au centre de l’icosae`dre. Montrer que ce groupe
a la structure d’un produit direct I⊗ Z2 et que chaque repre´sentation Dρ de I donne lieu
a` deux repre´sentations Dρ± de Iˆ. Que sont leurs caracte`res χρ± ?














B. 1. Les six e´lectrons de chaque carbone se re´partissent en deux e´lectrons sur une
couche 1s interne, trois e´lectrons de valence qui sont responsables des liaisons entre atomes
voisins et un dernier qui va nous inte´resser. C’est donc pour 60 e´lectrons qu’il s’agit de
trouver des niveaux d’e´nergie, au prix de certaines approximations qui vont en particulier
nous faire ne´gliger les interactions entre e´lectrons.
Soit v(~r − ~ri) le potentiel cre´e´ par l’ion C+ place´ en ~ri sur un de ces e´lectrons en ~r.
Soit fi(~r) = ψ(~r−~ri) une fonction d’onde normalise´e de cet e´lectron au voisinage du i-e`me




+ v(~r − ~ri)− e0
)
ψ(~r − ~ri) = 0 .
Dans toute la suite du proble`me, la fonction ψ sera suppose´e donne´e et pour simplifier, on
la supposera a` syme´trie sphe´rique autour de ~ri :
fi(~r) = ψ(|~r − ~ri|) .


















On va chercher une approximation de ses e´tats propres dans l’espace E en minimisant par
rapport aux coefficients ci le rapport
〈f |H|f〉
〈f |f〉 ; on admettra que cela revient a` diagonaliser
la matrice 60× 60
hij = 〈fi|H|fj〉 (6.4)
c’est-a`-dire a` re´soudre
∑
j hijcj = Eci. C’est ce dernier proble`me qui doit eˆtre simplifie´
par la the´orie des groupes.
Montrer que E constitue l’espace d’une repre´sentation D de I. E´crire la forme de la
matrice de la repre´sentation et e´valuer son caracte`re pour les diffe´rentes classes. Mon-
trer qu’elle est isomorphe a` la repre´sentation re´gulie`re. Quelle est sa de´composition en
repre´sentations irre´ductibles
D = ⊕nρDρ ?
2. On examine maintenant la syme´trie σ par rapport au plan NA1SA
′
1 (fig. 1) : en
termes de quels e´le´ments de I et de Z2 s’exprime-t-elle ? Combien d’atomes de la mole´cule
laisse-t-elle invariants ?
3. Montrer que l’espace E de´fini en 1) est aussi l’espace d’une repre´sentation Dˆ de
Iˆ dont on donnera la valeur du caracte`re χˆ(g) en fonction du nombre d’e´le´ments laisse´s
82
invariants par la transformation g. Quelle est par exemple la valeur de ce caracte`re pour
l’e´le´ment σ ?
On se propose de de´terminer la de´composition de cette repre´sentation de Iˆ en




nρ+χρ+(g) + nρ−χρ−(g) (6.5)
pour tout e´le´ment g de Iˆ. Que vaut nρ+ +nρ− ? Montrer qu’on peut aise´ment trouver une
combinaison de fi invariante par Iˆ. Qu’en de´duit-on sur les valeurs de n1± ? En e´valuant
la somme (6.5) pour g e´gal successivement a` σ (cf. B 2), a` τ (cf. A 2) et au produit de
τ par une rotation de 2pi/5 autour d’un axe joignant une paire de sommets oppose´s de
l’icosae`dre, montrer qu’on peut trouver un nombre suffisant de contraintes pour de´terminer
comple´tement les nρ±. Ve´rifier que
n3− = n3˜− = n4− = n5− = 2
est la solution.
4. Montrer que l’hamiltonien H est invariant sous l’action de Iˆ et que cela implique
la commutation de h (e´quation (6.4)) avec la matrice de la repre´sentation Dˆ. On suppose
qu’on a su calculer les e´le´ments de matrice de h dans une base de E correspondant a` la
de´composition de Dˆ en repre´sentations irre´ductibles. Que peut-on dire de ces e´le´ments de
matrice de h ?
Montrer que la the´orie des groupes re´duit alors la de´termination des niveaux de h a` un
proble`me de diagonalisation de petites matrices dont on pre´cisera la taille. Le re´sultat du
calcul est indique´ sur la fig. 2, ou` les niveaux sont de´signe´s par leur repre´sentation ρ±, les
diffe´rentes repre´sentations de I e´tant note´es a, b, c, d, e. Noter que deux niveaux de´signe´s
par c+ et e+ sont de´ge´ne´re´s. Au vu des re´sultats pre´ce´dents, e´tablir la correspondance
entre ces a, b, . . . e et les repre´sentations e´tudie´es plus haut et en de´duire la multiplicite´
des niveaux.
C.
1. On place maintenant les 60 e´lectrons qui nous occupent sur les niveaux d’e´nergie
les plus bas du spectre obtenu au B 4), chaque niveau ayant deux e´tats de spin. E´crire la
forme ge´ne´rale de la fonction d’onde de ces e´lectrons. Sous quelle repre´sentation de Iˆ se
transforme-t-elle ?
2. Le moment e´lectrique dipolaire de la mole´cule se transforme comme l’ope´rateur
position ~r. En utilisant le the´ore`me de Wigner-Eckart, montrer qu’il s’annule dans l’e´tat
fondamental e´tudie´ en D 1).
3. On conside`re maintenant l’ion C60
− obtenu en ajoutant un e´lectron sur le premier
ou sur le deuxie`me niveau e´lectronique non occupe´ du spectre. Que peut-on dire du moment
dipolaire ?
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Proble`me 3 : champ cristallin
Ce proble`me est consacre´ au de´placement et a` la leve´e partielle de la de´ge´ne´rescence des
niveaux d’un atome (ou d’un ion) place´ dans un cristal et soumis aux anisotropies du
champ e´lectrique cre´e´ par les ions de ce cristal.
1) Soit G un groupe, H un de ses sous-groupes. Montrer que toute repre´sentation
D de G fournit une repre´sentation de H. Si D est irre´ductible comme repre´sentation de
G, peut-on affirmer qu’elle l’est aussi comme repre´sentation de H? Dans la situation qui
nous occupe, G de´signe le groupe de syme´trie de l’Hamiltonien de l’atome isole´, que vous
pre´ciserez, H celui de l’atome dans le cristal, qu’on va e´tudier dans la suite. Montrer que
les niveaux de l’atome conside´re´ se scindent selon les repre´sentations irre´ductibles de H.
2) On suppose six charges identiques q situe´es aux points de coordonne´es (x = ±a, y =
z = 0), (x = 0, y = ±a, z = 0) et (x = y = 0, z = ±a) et on conside`re le potentiel qu’elles
cre´ent au point ~r = (x, y, z). Montrer, sans calcul mais par de simples conside´rations de
syme´trie, que pour r = |~r|  a,









(x4 + y4 + z4 − γr4) + · · ·
)
ou` α, β et γ sont des constantes nume´riques qu’on ne cherchera pas a` de´terminer. (En
fait, l’e´quation de Laplace satisfaite par V fixe α = 0 et γ = 35 .)
Pouvez-vous caracte´riser ge´ome´triquement le groupe de syme´trie de ce potentiel?
Plus ge´ne´ralement, on conside`re le potentiel cre´e´ par des charges identiques situe´es aux
sommets d’un re´seau cubique re´gulier. (On ne se souciera pas des questions de convergence
dans la de´finition de ce potentiel.) Discuter sans calcul le groupe de syme´trie H de ce
potentiel.
3) On conside`re d’abord les e´tats a` un e´lectron de l’atome isole´. On ne´glige le spin
des e´lectrons. Montrer que ces e´tats sont classifie´s par leur moment orbital `. Quelle est la
de´ge´ne´rescence des niveaux d’e´nergie ? Dans la suite du proble`me on imagine que l’atome
est place´ sur un nœud du re´seau conside´re´ au 2), et soumis au potentiel cre´e´ par les autres
charges. Montrer que ses niveaux sont maintenant classifie´s par des repre´sentations du
groupe H. Pour notre propos, on peut oublier l’inversion d’espace (parite´) et ne conside´rer
que le sous-groupe de rotations H ′ de H.
4) Montrer que H ′ est d’ordre 24. Il a 5 classes qu’on note E, C2, C3, C4 et C ′2,
d’ordres respectifs 1, 6, 8, 6 et 3; dans cette notation traditionnelle en cristallographie,
l’indice k de la classe Ck indique qu’il s’agit de rotations de ± 2pik . Pouvez-vous pre´ciser les
axes des rotations de ces diffe´rentes classes ? (ce dernier point n’interviendra pas dans la
suite).
Combien de repre´sentations irre´ductibles ine´quivalentes ce groupe posse`de-t-il ? On
fournit la table de caracte`res incomple`te suivante, dont vous remplirez les cases vides :
A1, A2, E, T1 et T2 sont des notations conventionnelles en physique mole´culaire pour ces
repre´sentations; en particulier, A1 de´signe la repre´sentation identite´.
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↓ classes\rep.→ A1 A2 E T1 T2
E 2 3 3
C2 0 −1 1
C3 −1 0 0
C4 0 1 −1
C ′2
5) Calculer la valeur des caracte`res des repre´sentations de SO(3) de moment orbital
` pour les diffe´rentes classes de H ′. Montrer que la de´composition des repre´sentations
de SO(3) selon les repre´sentations irre´ductibles de H ′ peut eˆtre de´termine´e graˆce a` ces
caracte`res. Calculer effectivement comment se scindent les repre´sentations de moment
0 ≤ ` ≤ 3, c’est-a`-dire comment les niveaux de de´part se scindent en sous-niveaux. En
admettant que pour chaque `, les e´nergies des sous-niveaux s’ordonnent, le cas e´che´ant,
selon EA2 < ET1 < ET2 < EE , dessiner sche´matiquement la fac¸on dont les niveaux 0 ≤ ` ≤ 3
se scindent en sous-niveaux, en indiquant a` chaque fois la de´ge´ne´rescence.
Re´fe´rences Pour les questions de topologie, consulter Pontryagin, Topological Groups,
Princeton University Press.
Pour une discussion de´taille´e du groupe des rotations, ainsi que de nombreuses for-
mules et tables, se reporter a` : J.-M. Normand, A Lie group : Rotations in Quantum
Mechanics, North-Holland.
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Appendice B. Me´trique, mesure d’inte´gration et laplacien sur une varie´te´
Si sur une varie´te´ on a de´fini une me´trique g, c’est-a`-dire dans un certain choix de coor-
donne´es (xi) un tenseur gij , l’e´le´ment de longueur carre´e est
ds2 = gij dx
i dxj . (B.1)
Par changement de coordonne´es, gij se transforme comme un tenseur covariant









de fac¸on a` pre´server ds2. On de´finit alors
g = det(gij) (B.3)







qui se transforme comme un tenseur contravariant, c’est-a`-dire avec la puissance inverse
du jacobien, soit






































soit invariant par changement de coordonne´es, pour tout couple de fonctions (de carre´
inte´grable) sur la varie´te´.
Exemple. Conside´rons la sphe`re S2 de rayon r fixe´ avec les coordonne´es sphe´riques 0 ≤
θ ≤ pi, 0 ≤ φ ≤ 2pi (Figure 1) 12. On a
ds2 = r2
(
dθ2 + sin2 θ dφ2
)
√
g = r2 sin θ






































Bien suˆr dans ce cas, les formules sont bien connues et peuvent s’obtenir plus simplement
mais la me´thode pre´ce´dente est tre`s ge´ne´rale et puissante. Notons a` ce propos que les
ge´ne´rateurs Ji s’e´crivent

















et on ve´rifie que −r2∆sphe`re S2 = ~J2 = J21 + J22 + J23 .
Pour la sphe`re S3 on calcule les formules analogues. Dans la parame´trisation (2.10),














dθ2 + sin2 θ dφ2
)
(B.11)










sin θ dψ dθ dφ . (B.12)


















































REPRE´SENTATIONS DU GROUPE SYME´TRIQUE
Ce chapitre est consacre´ a` l’e´tude des repre´sentations du groupe Sn des permutations
de n objets. La justification de cette e´tude est d’une part qu’elle constitue un re´sultat
central de la the´orie des groupes, par l’importance du roˆle joue´ par le groupe Sn lui-meˆme
et par celle de ses repre´sentations, y compris dans la construction de repre´sentations de
groupes continus. Par ailleurs, l’approche suivie illustre bien les me´thodes utilise´es dans
l’e´tude de groupes finis. Enfin, les proble`mes de Me´canique Quantique impliquant des
particules identiques ame`nent a` s’inte´resser au groupe syme´trique.
On a de´ja` rencontre´ quelques repre´sentations du groupe Sn, en particulier les deux
repre´sentations de dimension 1 que sont la repre´sentation identite´ et la parite´. Il nous
appartient de construire maintenant les autres repre´sentations irre´ductibles.
1. Tableaux d’Young. Alge`bre du groupe et idempotents
1.1. Tableaux d’Young
Un tableau d’Young est un tableau forme´ de n cases dispose´es en lignes de longueur non
croissante : f1 ≥ f2 ≥ · · · fr,
∑
fi = n. Voici par exemple un tableau pour n = 8, ayant
f1 = 4, f2 = 2, f3 = 2
Il est clair qu’il y a autant de tableaux distincts a` n cases qu’il y a de partitions de n.
Soit p(n) ce nombre, une fonction ge´ne´ratrice des p(n) est donne´e par le produit d’Euler
1/
∏∞
p=1(1 − xp) =
∑∞
n=0 p(n)x
n. On a de´ja` vu au chap. 1 que ce meˆme nombre p(n)
fournit le nombre de classes du groupe Sn. Comme on sait que le nombre de repre´sentations
irre´ductibles est e´gal au nombre des classes (fin de la sect. 4.1 du chap. 2), le the´ore`me
suivant qui est le re´sultat central de ce chapitre n’est pas invraisemblable :
The´ore`me : Les repre´sentations irre´ductibles de Sn sont en correspondance avec les p(n)
tableaux d’Young a` n boˆıtes.
Par exemple, dans le cas n = 3, les trois repre´sentations que nous avons de´ja` rencontre´es
correspondent aux tableaux suivants :
Pour de´montrer ce the´ore`me, nous devons introduire quelques concepts alge´briques nou-
veaux.
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1.2. Alge`bre du groupe, ide´aux et idempotents
Pour un groupe G fini, on peut de´finir l’alge`bre du groupe G˜ comme l’ensemble des combi-
naisons line´aires formelles a` coefficients dans R ou C. On peut additionner, multiplier par
un scalaire ou multiplier entre elles (par la loi de groupe et la line´arite´) ces combinaisons,
ce qui fait de cet ensemble une alge`bre (au sens rappele´ plus haut chap. 2, sect. 4.2).
Une re´alisation plus explicite de cette alge`bre est fournie par la repre´sentation re´gulie`re
qui de´crit l’action du groupe sur les fonctions sur le groupe. Dans cette repre´sentation
l’action d’un e´le´ment g′ du groupe sur la fonction fg (cf. chap. 2 (3.5)) n’est autre que :
g′fg = fg′.g = (g′.g)fe. On peut donc identifier g et fg ce qui de´finit une loi de multipli-
cation sur les fg
fg′ .fg ≡ g′fg = fg′.g (1.1)
et par biline´arite´, sur leurs combinaisons line´aires. Ces combinaisons qui formaient un
espace vectoriel, sont donc maintenant dote´es de la structure supple´mentaire d’alge`bre,
et la repre´sentation re´gulie`re s’interpre`te comme la multiplication dans cette alge`bre G˜.
La puissance des raisonnements base´s sur cette alge`bre du groupe tient a` cette double
interpre´tation de ses e´le´ments comme vecteurs ou comme ope´rateurs sur l’alge`bre.
L’espace de la repre´sentation re´gulie`re se de´compose en sous-espaces invariants corres-
pondant aux repre´sentations irre´ductibles : G˜ = ⊕Jρ. Chacun de ces sous-espaces Jρ est
stable par multiplication (a` gauche) au sens pre´ce´dent, c’est donc un ide´al a` gauche. En
outre la proprie´te´ d’irre´ductibilite´ se traduit par le fait que l’ide´al est minimal, c’est-a`-dire
qu’il ne contient pas d’ide´al plus petit.
Supposons qu’on ait e´crit G˜ = ⊕Jρ, ou` les Jρ sont des ide´aux minimaux. Tout
e´le´ment x de G˜ a une de´composition unique
x =
∑
xρ avec xρ ∈ Jρ , (1.2)




On a alors pour tout x ∈ G˜
x = xe =
∑
xjρ (1.4)
avec xjρ ∈ Jρ puisque j ∈ Jρ, ide´al a` gauche. Par l’unicite´ de la de´composition (1.2)
xρ = xjρ . (1.5)
En particulier pour jρ lui-meˆme








d’ou` par l’unicite´ a` nouveau
jρjσ = δρσjρ . (1.7)
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On appelle idempotent un e´le´ment j de l’alge`bre satisfaisant a`
j2 = j (1.8)
c’est-a`-dire (en tant qu’ope´rateur) a` une relation de projecteur. Pour tout idempotent j,
il existe un ide´al a` gauche J et la multiplication a` droite par j projette sur J . En effet,
l’ide´al J est de´fini comme l’ensemble des x.j, x ∈ G˜ et on ve´rifie aise´ment la proprie´te´
e´nonce´e : x.j = x ⇒ x ∈ J et x ∈ J ⇒ ∃y : x = y.j;x.j = y.j2 = x. On vient de
montrer qu’inversement, la de´composition de la repre´sentation re´gulie`re en repre´sentations
irre´ductibles c’est-a`-dire en ide´aux minimaux permet de de´finir un ensemble d’idempotents
jρ orthogonaux au sens de (1.7). Dans notre recherche des repre´sentations irre´ductibles,
nous allons donc eˆtre conduits a` rechercher les idempotents minimaux (ou “primitifs”),
c’est-a`-dire qui engendrent un ide´al minimal. Dans la suite nous allons faire un usage
re´pe´te´ d’un lemme : (i) un idempotent j est minimal si et seulement si pour tout x ∈ G˜,
on a jxj = λxj ou` λx est un scalaire, et (ii) deux idempotents minimaux j1 et j2 engendrent
des repre´sentations e´quivalentes si et seulement s’il existe x ∈ G˜ tel que j1xj2 6= 0.
Preuve : (i) Supposons que pour tout x on ait j.x.j = λxj et que j soit non minimal : son ide´al
J est une repre´sentation re´ductible, donc comple`tement re´ductible, J = J1 ⊕ J2, donc j peut s’e´crire
j = j1 + j2 avec ja.jb = δabja. On aurait alors
λj = j.j1.j = j1 (1.9)
ce qui implique soit j1 = 0 soit j2 = 0. Re´ciproquement, si l’ide´al engendre´ par j est minimal, J est
une repre´sentation irre´ductible de G˜ et pour tout x ∈ G˜, l’ope´rateur X de´fini par X(g) = g.j.x.j ∈ J
commute avec la repre´sentation (puisque cette dernie`re multiplie a` gauche tandis que X multiplie a` droite)
donc par le lemme de Schur, X est un multiple de l’ope´rateur identite´ dans J , c’est-a`-dire X = λj. La
de´monstration du point (ii) suit la meˆme ligne. S’il existe un x tel que y = j1.x.j2 6= 0, la multiplication a`
droite par y re´alise une application line´aire de J1 dans J2 et commute avec la repre´sentation pour la meˆme
raison que pre´ce´demment. Agissant dans J1, y est donc un entrelaceur entre les repre´sentations D1 et D2
dans J1 et J2 donc par le lemme de Schur, ces repre´sentations sont e´quivalentes. Re´ciproquement, si les
repre´sentations sont e´quivalentes, il existe un Y de J1 dans J2 tel que Y D1 = D2Y c’est-a`-dire commutant
sur J1 avec tout x ∈ G˜. Soit alors y ≡ Y j1 ∈ J1 ∩ J2. Il satisfait y = Y j1 = (Y j1)j1 = (j1Y )j1 (par la
proprie´te´ de commutation) = j1.y. Par ailleurs, y ∈ J2 donc y.j2 = y donc y = j1.y = j1.y.j2 c.q.f.d.
1.3. Idempotent associe´ a` un tableau d’Young
Les conside´rations de l’aline´a pre´ce´dent e´taient tout a` fait ge´ne´rales. Revenons au cas
du groupe Sn et montrons qu’on peut associer un idempotent minimal a` chaque tableau
d’Young. Si on sait montrer que les repre´sentations correspondantes sont ine´quivalentes
et puisqu’on sait qu’elles sont en nombre ade´quat, on aura bien construit toutes les
repre´sentations cherche´es.
Dans l’alge`bre du groupe Sn, on conside`re d’abord les deux combinaisons line´aires,










On ve´rifie aise´ment que pour tout τ ∈ Sn, s.τ = τ.s = s et a.τ = τ.a = τa. Par conse´quent
s.s = n! s, a.a = n! a, et s.τ.s = n! s, a.τ.a = τn! a, s.τ.a = 0. D’apre`s la proposition de
l’aline´a pre´ce´dent, les idempotents s/n! et a/n! engendrent des repre´sentations irre´ductibles
ine´quivalentes : ce sont bien suˆr les deux repre´sentations unidimensionnelles que nous
avions de´ja` identifie´es.
Conside´rons maintenant un tableau d’Young Y de lignes de longueur f1, f2, · · · , fr, et
disposons dans les lignes successives les nombres 1, · · · , f1, puis f1 + 1, · · · , f1 + f2, etc...
(tableau dit “normal”)






Nous conside´rons alors le sous-groupe H de Sn des permutations qui me´langent entre
eux les chiffres de la premie`re ligne, entre eux ceux de la deuxie`me ligne, etc; de meˆme
V de´signe le sous-groupe des transformations qui me´langent les chiffres a` l’inte´rieur des










Ces e´le´ments de G˜ sont des idempotents, a` une normalisation pre`s, comme on le ve´rifie:
sY .sY = NY sY , aY .aY = N˜Y aY , ou` NY = f1!f2! · · · (que vaut N˜Y ?). Ce ne sont cependant
en ge´ne´ral pas des idempotents minimaux. En revanche on va montrer que le produit





est un idempotent minimal (a` une normalisation pre`s). Avant de donner la preuve ge´ne´rale,
illustrons la proprie´te´ sur un cas explicite.
Exemple
Conside´rons le groupe n = 3 et le tableau
Y = . (1.14)
Les groupes H et V qu’on vient de de´finir se composent respectivement de {e =
(123), (213)} et de {e, (321)}. On a donc sY = e + (213) et aY = e − (321), jY =
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e+ (213)− (321)− (312) et on calcule
e.jY = (213).jY = jY ,
(132).jY = (312).jY = (132) + (312)− (231)− (213) ≡ g ,
(321).jY = (231).jY = −(123)− (132) + (231) + (321) = −jY − g . (1.15)
On en de´duit que jY .jY = 3jY . Au facteur 3 pre`s, jY est idempotent et l’ide´al est engendre´
par jY et g : c’est bien la repre´sentation de dimension 2 attendue. On construit facilement
les matrices de la repre´sentation dans la base jY , g (qui n’est pas unitaire!) : voir exercice
1.
Cette repre´sentation agit sur des fonctions de trois variables f(x1, x2, x3) a` la manie`re de la
repre´sentation re´gulie`re





(jY f) (x1, x2, x3) = f(x1, x2, x3) + f(x2, x1, x3)− f(x3, x2, x1)− f(x2, x3, x1)
(gf) (x1, x2, x3) = f(x1, x3, x2) + f(x2, x3, x1)− f(x3, x1, x2)− f(x1, x2, x3)
forment deux combinaisons line´aires me´lange´es par les ope´rations de S3 selon (1.15).
Si on distribue de fac¸on arbitraire les nombres 1, · · · , n dans les boˆıtes d’un tableau,
il est clair que l’action des groupes H puis V permet toujours de se ramener a` la situation
dite “standard” ou` les nombres sont croissants dans chaque ligne de gauche a` droite et
dans chaque colonne de haut en bas. Voici par exemple une configuration standard pour




On peut a` nouveau de´finir les groupes H et V pour un tel tableau Y ′, les idempotents s,
a et jY ′ . On ve´rifie dans l’exemple pre´ce´dent que la repre´sentation irre´ductible associe´e
a` jY ′ est e´quivalente a` celle attache´e au tableau “normal”. Dans le meˆme ordre d’ide´es,
si on avait de´fini j˜Y = sY .aY , on aurait construit une repre´sentation e´quivalente a` celle
base´e sur jY . Il n’y a donc rien de canonique a` syme´triser d’abord, puis a` antisyme´triser.
Venons-en a` la de´monstration de la proposition pre´ce´dente. Elle se fait en plusieurs
e´tapes.
(i) On va utiliser la proprie´te´ suivante : si une permutation r de Sn n’est pas de la forme
v.h, v ∈ V , h ∈ H, deux chiffres i et j d’une meˆme ligne de Y se retrouvent apre`s action







(voir exercice 2). On a donc σkl.r.σij = r ou` σij et σkl sont les transpositions des chiffres
indique´s en indices, ou encore
r = v.r.h , h ∈ H , v ∈ V , v = −1 . (1.17)
(ii) Si un e´le´ment y de l’alge`bre est tel que pour tout h ∈ H et pour tout v ∈ V on a
y.h = y
v.y = vy (1.18)
alors y est un multiple de j : y = µj.




yrr , yr ∈ C (1.19)
et (1.18) implique que pour tout h ∈ H, tout v ∈ V , et tout r ∈ Sn
yrh = yr , yvr = vyr (1.20)
et donc
yh = ye , yv = yvh = vye . (1.21)
Ceci de´termine yr pour tout r de la forme v.h. Pour les autres, on utilise la proprie´te´ e´nonce´e en (1.17)
yr = vyr = −yr = 0 . (1.22)
Le lemme est donc e´tabli avec µ = ye.
(iii) Il est aise´ de voir que quel que soit x, y = j.x.j satisfait (1.18). On a donc j.x.j = µxj,
et en particulier
j2 = µej (1.23)
En outre on peut montrer et nous admettrons que µe 6= 0, j/µe est donc idempotent, et
minimal par le lemme de la section 1.2.
(iv) Si Y et Y ′ sont deux tableaux standards correspondant au meˆme tableau normal, il
leur correspond deux repre´sentations e´quivalentes.
Preuve : On conside`re deux tableaux obtenus l’un a` partir de l’autre par une permutation p. On a
donc j′ = p.j.p−1 donc j′.p.j = p.j.p−1.p.j = p.j2 = µp.j 6= 0. Par le point (ii) du lemme de la section
1.2, on en conclut que les deux repre´sentations sont e´quivalentes.
(v) A deux tableaux (normaux) diffe´rents correspondent deux repre´sentations irre´ductibles
ine´quivalentes.
Preuve : soient deux tableaux diffe´rents Y et Y ′, j et j′ leurs idempotents respectifs. Pour tout
x ∈ G, on note Y ′(x) le transforme´ du tableau Y ′ par l’action de x; on a alors
j.x.j′ = j.(x.j′.x−1).x = j.j′(x).x = aY .sY .aY ′(x) .sY ′(x) .x . (1.24)
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Comme au point (i), on montre qu’il existe au moins une paire de chiffres i, j qui se trouvent dans une
meˆme ligne de Y et une meˆme colonne de Y ′(x). Si σij est la transposition de i et j, sY .σij = sY et
σij .aY ′(x) = −aY ′(x) donc
sY .aY ′(x) = sY .σij .σij.aY ′(x) = −sY .aY ′(x) = 0 .
Par le lemme de la section 1.2, les deux repre´sentations sont ine´quivalentes.
Comme on l’a note´ plus haut, le de´compte des tableaux d’Young suffit alors a` e´tablir
qu’on a le nombre voulu de repre´sentations de Sn et donc le The´ore`me e´nonce´ au de´but
de cette section.
On montre aussi, et nous admettrons, que la de´composition de la repre´sentation
re´gulie`re en repre´sentations irre´ductibles s’effectue a` l’aide des tableaux standards : ra-
mene´e a` des repre´sentations irre´ductibles ine´quivalentes, elle fait apparaˆıtre des multipli-
cite´s, e´gales (cf. chap. 2, sect. 4) a` la dimension de la repre´sentation conside´re´e. Dans
notre exemple de n = 3






Il peut eˆtre utile de connaˆıtre la dimension de la repre´sentation irre´ductible associe´e
a` un tableau d’Young Y a` k lignes. En principe la me´thode de de´composition de
la repre´sentation re´gulie`re de la section pre´ce´dente permet de ramener le proble`me au
de´compte des tableaux standards obtenus a` partir d’un tableau normal. Une formule assez
simple donne le re´sultat. On de´finit les nombres `i = fi + k − i, i = 1, · · · , k. Ils forment






(`i − `j) (2.1)
ou` le produit du nume´rateur vaut 1 s’il n’y a qu’une seule ligne. Une autre manie`re
commode d’utiliser cette formule est de la reformuler par la re`gle suivante : a` chaque
case du tableau d’Young, on calcule le nombre de boˆıtes place´es au-dessous ou a` droite, y




ou` on a indique´ le nombre en question a` l’inte´rieur de chaque boˆıte. La re`gle est que la






Cette re`gle met plus en e´vidence que la formule (2.1) le fait que des tableaux syme´triques
par rapport a` la diagonale donnent des repre´sentations “duales” de dimensions e´gales.
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Il n’existe pas d’expression ge´ne´rale et compacte des caracte`res de Sn.
Il existe toutefois une formule remarquable de Frobenius donnant une manie`re syste´matique de les
engendrer. Soient N variables x1, x2, · · · , xN . On construit l’ensemble des polynoˆmes syme´triques de ces
















ou` ν code une partition {1ν1 , 2ν2 · · ·nνn} de n. Par ailleurs, on construit le rapport de de´terminants












) i, j = 1, · · · , N . (2.4)
On note que le de´nominateur n’est autre que le de´terminant de Vandermonde de´fini au chap. 1 sect.
7. Comme nume´rateur et de´nominateur sont des polynoˆmes comple`tement antisyme´triques des xi, leur
rapport est comple`tement syme´trique, et comme les poˆles en xi = xj disparaissent dans le rapport, c’est
un polynoˆme homoge`ne de degre´ n (= nombre de boˆıtes du tableau) qui peut donc se de´velopper sur les
tν de (2.3). Le the´ore`me de Frobenius nous dit que ce de´veloppement engendre les caracte`res de Sn :
XY (x1, · · · , xN ) =
∑
ν partitions de n
χY (ν) tν . (2.5)

















3 −∑x3i ) ,
= 2.t{13} + 0.t{12} − 1.t{3} (2.6)
ou` seule une ligne typique du de´terminant a e´te´ indique´e.
On introduit alors un autre syste`me de fonctions syme´triques
pr =
∑
ρ partitions de r
tρ . (2.7)
Soit Y un tableau d’Young a` k lignes. On montre que les fonctions XY s’expriment simplement comme
un de´terminant des pr (cf. Appendice)
XY = det

 pf1 pf1+1 · · · pf1+k−1↙ . . . ↗
pfk−k+1 pfk−k+2 · · · pfk

 (2.8)
ou` les fle`ches signifient que le long de chaque ligne, l’indice du p croˆıt a` partir de la diagonale d’une unite´
vers la droite et qu’il de´croˆıt dans l’autre direction. On convient que p0 = 1 et pr = 0 si r < 0. Par








Il est alors simple d’identifier les coefficients des tν dans les deux membres de (2.5) et d’en tirer une formule





















La me´thode est tre`s puissante et permet d’obtenir des re´sultats ge´ne´raux sur les caracte`res (voir par
exemple exercice 3). Un corollaire trivial est que tous les caracte`res de Sn prennent des valeurs entie`res.
En fait, cette formule exprime une relation tre`s profonde avec les caracte`res de GL(N). Voir plus bas sect.
3
• Les caracte`res ont e´te´ tabule´s pour des valeurs successives de n ≤ 8. On se reportera
a` la litte´rature, en particulier a` Murnaghan ou Hamermesh, pour ces tables. Je donne ci-
dessous la table de S4.
↓ classes\rep.→ {4} {3, 1} {22} {2, 12} {14}
[14]+ 1 3 2 3 1 1
[12, 2]− 1 1 0 −1 −1 6
[1, 3]+ 1 0 −1 0 1 8
[4]− 1 −1 0 1 −1 6
[22]+ 1 −1 2 −1 1 3
Les tableaux d’Young relatifs a` n = 4 ont e´te´ indexe´s par la partition correspondante, selon
une notation de´ja` utilise´e. Dans la dernie`re colonne, exte´rieure a` la table proprement dite,
on a porte´ les nombres d’e´le´ments de chaque classe. La parite´ de la classe est aussi indique´e
par un indice ± (cette parite´ est e´gale a` (−1) puissance le nombre de cycles +n).
On observe sur la table relative a` S4 et on de´montre en ge´ne´ral que les caracte`res
des repre´sentations duales (tableaux syme´triques par rapport a` la diagonale, par exemple
{3, 1} et {2, 12}) prennent la meˆme valeur pour les classes paires, des valeurs oppose´es
pour les classes impaires.
• De fac¸on ge´ne´rale, si H est un sous-groupe de G, toute repre´sentation irre´ductible
de G fournit une repre´sentation de H, qui a priori peut eˆtre re´ductible. Dans le cas
de Sn, la de´composition d’une repre´sentation de Sn en repre´sentations irre´ductibles de
Sn−1 s’effectue simplement. La repre´sentation de Sn associe´e au tableau Y se de´compose
en la somme directe (avec multiplicite´ 1) des repre´sentations de Sn−1 associe´es a` tous
les tableaux qu’on obtient en oˆtant une boˆıte a` Y . Noter que la de´finition d’un tableau
d’Young interdit de nombreuses possibilite´s. Ainsi, dans le tableau
Y =
seules les deux boˆıtes en haut et en bas a` droite peuvent eˆtre oˆte´es si bien que la
de´composition en repre´sentations de S6 s’e´crit
= ⊕ .
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• Il existe aussi des re`gles pre´cises pour la de´composition en repre´sentations
irre´ductibles du produit direct de deux repre´sentations de Sn. Les coefficients de Clebsch-
Gordan des repre´sentations de Sn se calculent aussi de fac¸on tre`s explicite. Le lecteur
peut se reporter a` Hamermesh. Nous nous bornerons ici a` mentionner des proprie´te´s sim-
ples. Soit Y un tableau d’Young, DY la repre´sentation irre´ductible associe´e. Quelles sont
les tableaux Y ′ tels que DY ⊗ DY ′ contienne la repre´sentation identite´? Des relations
d’orthogonalite´ entre caracte`res, il de´coule que le seul Y ′ est Y lui-meˆme. De meˆme le seul
Y ′ tel que DY ⊗DY ′ contienne la repre´sentation comple`tement antisyme´trique est Y ′ = Y˜ ,
le tableau dual, syme´trique de Y par rapport a` la diagonale.
3. Application au groupe line´aire
Le formalisme pre´ce´dent permet de construire des repre´sentations irre´ductibles du groupe
line´aire GL(N) des matrices N ×N inversibles. Soit V un espace vectoriel de dimension
N . Le groupe GL(N) est naturellement repre´sente´ dans V
g ∈ GL(N), x ∈ V 7→ x′ = g.x . (3.1)
Formons la puissance tensorielle n-ie`me de V : W = V ⊗n = V ⊗ · · · ⊗ V . Dans W , le
groupe GL(N) agit par une repre´sentation, la puissance tensorielle n-ie`me de (3.1)
g ∈ GL(N), D(g)x(1) ⊗ · · ·x(n) = g.x(1) ⊗ · · · ⊗ g.x(n) (3.2)
qui est en ge´ne´ral re´ductible. Mais dans W , agit aussi le groupe syme´trique Sn selon
σ ∈ Sn, D(σ)x(1) ⊗ · · ·x(n) = x(σ
−11) ⊗ · · · ⊗ x(σ−1n) . (3.3)
Nous allons montrer que les techniques pre´ce´dentes base´es sur les tableaux d’Young per-
mettent de re´duire en repre´sentations irre´ductibles les repre´sentations de GL(N).
Faisons le choix d’une base ei dans V , et notons gij les e´le´ments de matrice de g ∈










(Pour la simplicite´, nous de´signons par la meˆme notation les deux familles de matrices,
relatives aux repre´sentations de GL(N) et de Sn.) Un tenseur t, e´le´ment de W , a dans
cette base des composantes ti. et se transforme sous l’action de g ∈ GL(N) ou de σ ∈ Sn en








= D(σ){i.},{j.}D(g){j.},{k.} . (3.6)
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Nous savons qu’a` chaque tableau d’Young Y on peut associer une repre´sentation
irre´ductible de Sn. On appelle tenseur de type de syme´trie Y un tenseur se transfor-
mant selon cette repre´sentation. Etant donne´ un tenseur t quelconque, D(jY )t est un
tenseur de type Y si jY est l’idempotent associe´ a` Y et de´fini en (1.13). La commutation
des matrices D(g) et D(σ) garantit alors que les tenseurs de type Y forment un sous-espace
invariant pour l’action de GL(N).
Exemple. Conside´rons les cas de n = 2 et n = 3. Dans le premier cas, les tenseurs de rang
2 peuvent se de´composer en leurs parties syme´trique et antisyme´trique qui se transforment




(ti1,i2 + ti2,i1) +
1
2
(ti1,i2 − ti2,i1) .
Cette de´composition correspond bien suˆr aux deux tableaux d’Young a` 2 boˆıtes. Pour le
rang 3, on e´crit de meˆme les tenseurs associe´s aux 4 tableaux d’Young standards
A = ti1,i2,i3 + ti2,i3,i1 + ti3,i1,i2 + ti2,i1,i3 + ti3,i2,i1 + ti1,i3,i2
B = ti1,i2,i3 + ti2,i3,i1 + ti3,i1,i2 − ti2,i1,i3 − ti3,i2,i1 − ti1,i3,i2
12
3 C1 = ti1,i2,i3 − ti2,i3,i1 + ti2,i1,i3 − ti3,i2,i1
1 3
2 D1 = ti1,i2,i3 − ti2,i1,i3 + ti3,i2,i1 − ti3,i1,i2
ou` pour alle´ger les notations, on n’a pas fait figurer les indices i1, i2, i3 sur A, · · · , D1. Tout
tenseur se de´compose sur cette base :
6ti1,i2,i3 = A+ B + 2(C1 +D1) .
Les indices 1 sur C et D rappellent que sous l’action du groupe S3, ces objets se me´langent
avec une autre combinaison C2 (resp. D2) des ti,j,k en des repre´sentations de dimension
2. Au contraire, l’action du groupe GL(N) me´lange entre elles les diffe´rentes composantes
du tenseur A, celles du tenseur B, etc. Les tenseurs C1 et D1 se transforment selon des
repre´sentations e´quivalentes.
Tous les tableaux d’Young, cependant, ne contribuent pas pour N donne´. Il est
clair qu’un tableau a` q > N lignes implique une antisyme´trisation de q indices prenant
leurs valeurs dans {1, · · · , N} et donne donc un re´sultat nul. Par contre il est aise´ de
voir que tout tableau a` q ≤ N lignes donne lieu a` une repre´sentation. On de´montre, et
nous admettrons, que cette repre´sentation de GL(N) est irre´ductible. Il est important de




∆(f1 +N − 1, f2 +N − 2, · · · , fN )
∆(N − 1, N − 2, · · · , 0) (3.7)
ou` ∆(a1, a2, · · · , aN) =
∏
i<j(ai−aj) est le de´terminant de Vandermonde et les fi de´signent
les longueurs des lignes du tableau Y . C’est un polynoˆme de degre´ n =
∑
fi en N .
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Dans le cas d’un tableau a` une ligne, la formule re´sulte d’un argument combinatoire simple. La
dimension est e´gale au nombre de composantes du tenseur comple`tement syme´trique ti1,···in ou` on peut
supposer 1 ≤ i1 ≤ i2 ≤ · · · ≤ in ≤ N . Il s’agit de disposer de toutes les fac¸ons possibles N − 1 signes <
parmi les n indices i1, · · · , in pour marquer les blocs successifs de 1, 2, . . . , N . La dimension cherche´e est
donc le coefficient binoˆmial Cn
N+n−1, en accord dans ce cas particulier avec (3.7).
Dans l’exemple pre´ce´dent avec n = 3, les deux derniers tenseurs C1 et D1 se transfor-
ment selon des repre´sentations e´quivalentes. On dit donc que V ⊗3 se de´compose en
+ + 2
ou` la troisie`me apparaˆıt avec la multiplicite´ deux. En ge´ne´ral, la multiplicite´ dans V ⊗n
d’une repre´sentation de GL(N) indexe´e par un tableau d’Young est e´gale a` la dimension
de la repre´sentation correspondante de Sn. On ve´rifie que la somme des dimensions (3.7)
multiplie´es par ces multiplicite´s (2.1) e´gale Nn, dimension de V ⊗n (exercice 5).
Cette remarquable relation entre les repre´sentations de Sn et de GL(N) est due a` H.
Weyl et appele´e dualite´ de Weyl. En fait les formules pre´sente´es plus haut (2.5)-(2.8) ne
sont autres que les caracte`res du groupe GL(N) pour une matrice g diagonale de valeurs
propres x1, · · · , xN et pour la repre´sentation indexe´e par le tableau Y . On peut e´tendre ces
conside´rations a` d’autres groupes de transformations line´aires, SL(N), O(N), U(N), . . .En
raison des conditions additionnelles sur les matrices g dans ces groupes, une re´duction
supple´mentaire des repre´sentations peut eˆtre possible. Par exemple, on a vu a` la sect. 2.2
du chap. 2 que la puissance V ⊗2 de l’espace euclidien a` 3 dimensions se re´duisait sous
l’action de SO(3) en trois sous-espaces, correspondant a` des tenseurs de syme´trie de´finie
et de trace nulle et a` un scalaire invariant. Ces questions devraient eˆtre traite´es dans un
cours plus approfondi de the´orie des groupes . . .
4. Particules indiscernables en Me´canique Quantique
4.1. Postulat de syme´trie/antisyme´trie
En Me´canique Quantique, deux particules de nature identique sont indiscernables. Dans
une expe´rience de collision entre par exemple deux e´lectrons 1 et 2 anime´s de vitesses
initiales diffe´rentes, il est impossible de de´cider si un e´lectron observe´ apre`s la collision
est l’e´lectron 1 ou l’e´lectron 2. Cette indiscernabilite´ se traduit par des proprie´te´s de la
fonction d’onde sous l’action de l’e´change des particules 1 et 2.
Soit ψ(ξ1, ξ2) la fonction d’onde du syste`me : ξ1 re´sume l’ensemble des degre´s de
liberte´ (coordonne´es d’espace, spin, etc) de la particule 1. Soit P12 l’ope´rateur qui e´change
les deux particules
P12ψ(ξ1, ξ2) = ψ(ξ2, ξ1) . (4.1)
Comme P212 = I, les seules valeurs propres possibles de P12 sont ±1 et les fonctions propres
correspondantes sont syme´triques ou antisyme´triques dans l’e´change de 1 et 2. Dire que
les particules sont indiscernables revient a` dire que la permutation 1 ↔ 2 est une syme´trie
du syste`me, c’est-a`-dire que P12 commute avec H. L’e´volution dans le temps conserve le
type de syme´trie de la fonction d’onde.
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Il semblerait que ceci laisse la possibilite´ pour la fonction d’onde d’eˆtre une combinai-
son line´aire d’une composante syme´trique et d’une composante antisyme´trique, ou meˆme
seulement d’eˆtre selon les e´tats du syste`me, syme´trique ou antisyme´trique. Il n’en est rien
et on admettra le
Postulat : Les fonctions d’onde d’un syste`me de deux particules identiques sont soit toutes
syme´triques, soit toutes antisyme´triques dans l’e´change des deux particules.
Plus ge´ne´ralement, si on s’inte´resse a` un syste`me constitue´ de n particules identiques,
de´crit par une fonction d’onde ψ(ξ1, · · · , ξn), on fait agir sur ψ les n! ope´rateurs de per-
mutation. Comme Sn est engendre´ par les produits de transpositions, de l’action des Pij
sur ψ de´coule celle de toute permutation. Le postulat implique donc que toute fonction
d’onde est soit comple`tement syme´trique, soit comple`tement antisyme´trique. En d’autres
termes, la fonction d’onde constitue une des deux repre´sentations unidimensionnelles de
Sn. (Un autre grand principe de la Physique, qui ne rele`ve pas de la the´orie des groupes,
affirme que le type de syme´trie est lie´ au spin des particules conside´re´es : syme´trie = statis-
tique de Bose-Einstein (“bosons”) = spin entier; antisyme´trie = statistique de Fermi-Dirac
(“fermions”) = spin demi-entier.)
Une application simple des conside´rations des sections pre´ce´dentes est qu’un syste`me
compose´ de n particules identiques sans interaction occupant des e´tats de´crits par
ψ1, · · · , ψn est repre´sente´ par respectivement
ΨS = S (ψ1 ⊗ · · · ⊗ ψn) (ξ1, · · · , ξn)
ou ΨA = A (ψ1 ⊗ · · · ⊗ ψn) (ξ1, · · · , ξn)
= det (ψi(ξj)) (“de´terminant de Slater”)
pour des bosons ou des fermions, ou` S et A de´signent les ope´rateurs repre´sentant le
syme´triseur et l’antisyme´triseur de (1.10). La fonction antisyme´trique ΨA s’annule si
deux ψ sont identiques. Il en de´coule que deux fermions ne peuvent occuper le meˆme e´tat
(principe de Pauli).
On notera que le postulat ne fixe que la syme´trie de la fonction d’onde totale, incor-
porant tous les degre´s de liberte´. Si on peut l’e´crire sous forme factorise´e, par exemple,
Ψ = Ψespace(x1, · · · , xn) Ψspin(σ1, · · · , σn)
de´couplant coordonne´es spatiales et composantes du spin, les fonctions Ψespace et Ψspin
peuvent avoir des types de syme´trie autres. Ainsi si Ψespace est comple`tement syme´trique,
Ψspin pour un syste`me de fermions devra eˆtre comple`tement antisyme´trique, et vice versa.
Plus ge´ne´ralement si les Ψespace se transforment selon la repre´sentation DY , les Ψspin
doivent eˆtre choisis dans la repre´sentation DY˜ , suivant une remarque de la fin de la sect.
2. Les tableaux Y˜ sont restreints a` n’avoir que deux lignes au plus dans le cas ou` le spin des
particules est 1
2
, sans quoi l’antisyme´trisation des indices d’une meˆme colonne produirait
toujours 0. Il faut enfin construire des combinaisons line´aires de ces fonctions mixtes qui
se transforment selon la repre´sentation comple`tement antisyme´trique . . .La` encore nous
renvoyons a` la litte´rature pour plus de de´tails.
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4.2. Parastatistiques, groupe des tresses, . . .
On peut s’interroger sur la possibilite´ de faire intervenir d’autres repre´sentations du
groupe Sn dans des syste`mes de particules identiques. Ces autres repre´sentations ayant
toutes des dimensions supe´rieures a` 1, il faut alors accepter la possibilite´ de de´crire un
syste`me par un ensemble de fonctions formant une repre´sentation de Sn. Il apparaˆıt
qu’une telle possibilite´ est difficile a` concilier avec d’autres principes de la physique quand
la dimension de l’espace est supe´rieure ou e´gale a` trois.
On peut aussi reconside´rer l’ide´e que l’e´change de deux particules revient a` leur per-
mutation.
Dans l’approche moderne, on pre´fe`re de´crire l’e´change des deux particules le long de trajectoires
dans l’espace, xi(τ), τ ∈ [0, 1], le long de laquelle la fonction d’onde est partout bien de´finie, ce qui
empeˆche les particules de co¨ıncider et interdit les trajectoires qui se coupent : ∀τ ∈ [0, 1], xi(τ) 6= xj(τ).
Ces trajectoires peuvent se composer, s’inverser, etc. Elles forment un groupe et on les e´tudie modulo
les de´formations continues sans intersections : c’est un proble`me de topologie. En dimension d’espace
supe´rieure ou e´gale a` 3, on montre que le groupe n’est autre que Sn. En dimension 2, par contre, le groupe
est moins trivial et est appele´ le groupe des tresses Bn. On est donc amene´ a` e´tudier les repre´sentations de
ce groupe. On trouve en dehors des repre´sentations comple`tement syme´triques ou antisyme´triques d’autres
repre´sentations de dimension 1, ou` ψ change par une phase arbitraire eiθ (“anyons”), ou des repre´sentations
de dimension plus e´leve´e. Il s’agit la` d’un domaine tre`s actif des mathe´matiques contemporaines (the´orie
des nœuds) qui inte´resse aussi beaucoup les physiciens en relation possible avec l’effet Hall quantique, la
supraconductivite´, etc.
Exercices
1. Ecrire explicitement les matrices de la repre´sentation de S3 attache´e au tableau {2, 1}
dans la base (j, g) de (1.15). Ve´rifier que leurs traces reproduisent les valeurs attendues des
caracte`res. Etudier de meˆme la repre´sentation attache´e au tableau standard et montrer
qu’elle est e´quivalente a` la pre´ce´dente. Trouver une base ou` les matrices sont unitaires (en
fait orthogonales re´elles).
2. Soit Y un tableau d’Young. Montrer qu’une condition ne´cessaire et suffisante pour
qu’une permutation p soit de la forme p = v.h, h ∈ H, v ∈ V , est qu’il n’existe aucune
paire de chiffres de la meˆme ligne de Y qui soit envoye´e par p dans la meˆme colonne.
Pour la condition suffisante, on pourra proce´der par l’absurde, et montrer que le tableau
transforme´ de Y par p peut eˆtre re´ordonne´ par des transformations de H puis de V en le
tableau initial.
3.? Utiliser la formule de Frobenius (2.9) pour e´tablir la proprie´te´ suivante : les seules
repre´sentations de Sn pour lesquelles le caracte`re de la classe constitue´e d’un seul cycle de
longueur n est non nul correspondent aux tableaux en e´querre, c’est-a`-dire de la forme
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n− s︷ ︸︸ ︷
}
s
Si s+1 de´signe le nombre de boites dans la premie`re colonne, montrer que χ({n}) = (−1)s.
4. Montrer que le produit de´fini par (1.1) dans la repre´sentation re´gulie`re correspond a` un





5.? Montrer que dans la limite ou` tous les xi → 1, l’expression (2.4) tend vers dim (N)Y
donne´e en (3.7). Inverser (2.5) en





XY (x1, · · · , xN )χ∗Y (ν) .






6.? En utilisant la formule (2.9), de´montrer l’expression suivante pour la dimension nY
nY = χY ([1
n]) = n! det
1
(fi − i+ j)! .
En de´duire la formule (2.1). De meˆme, si n = 2p est pair, montrer qu’on a pour la classe
[2p]
χY ([2
p]) = p! det′
1
( fi−i+j2 )!
ou` la notation det′ signifie que dans le de´veloppement du de´terminant, seuls les termes
ou` fi − i+ Pi est pair sont conserve´s. Montrer que les seuls tableaux susceptibles d’avoir
χY ([2
p]) 6= 0 sont tels que le nombre de valeurs de i, 1 ≤ i ≤ 2p, pour lesquelles fi− i+2p
est pair est e´gal au nombre de celles pour lesquelles il est impair.
7. a) On conside`re un syste`me S constitue´ de n fermions identiques. Montrer que S se
comporte lui-meˆme comme un boson ou un fermion selon la valeur de n.
b) On conside`re un syste`me S constitue´ de n particules de spin demi-entier. Montrer
que S a lui-meˆme un spin entier ou demi-entier selon la valeur de n.
c) Que refle`te le paralle`le entre a) et b) ?
8. On e´tudie la diffusion e´lastique de deux particules identiques de spin 12 , deux e´lectrons
par exemple. Soit f(θ) l’amplitude de probabilite´ que l’un des e´lectrons incidents soit
diffuse´ d’un angle θ dans le syste`me du centre de masse. On note g(θ) = f(pi−θ). Montrer
que si les deux e´lectrons sont dans un e´tat de spin total S = 0, l’amplitude de diffusion est
(f + g)(θ), et qu’elle est (f − g)(θ) s’ils sont dans un e´tat S = 1. En de´duire que quand on
n’observe pas les spins des e´lectrons, la section efficace des e´lectrons est proportionnelle a`
1
4
(|f + g|2 + 3|f − g|2) .
Ge´ne´raliser cette discussion au cas de particules identiques de spin s quelconque.
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Proble`me :
1) Soit {fm} une base de l’espace V de la repre´sentation de spin j de SU(2). On forme le
produit tensoriel comple`tement antisyme´trique A de N = 2j+1 copies de V . Quelle est la
dimension de A ? Donner une base de l’espace A en termes des f et de i1···iN , le tenseur
comple`tement antisyme´trique en i1, · · · , iN . E´tudier l’action de SU(2) sur cette base, et
montrer que A est l’espace d’une repre´sentation de spin 0.
2) Dans un atome, on conside`re un syste`me de N e´lectrons d’une couche comple`te de
moment orbital l. On ne´gligera les interactions entre e´lectrons. Que vaut N ? Soit ψm,
m = −l, · · · , l une base de fonctions d’onde a` un e´lectron se transformant sous l’action de
SU(2) selon la repre´sentation de spin l, et soit ϕ± une base de la repre´sentation de spin
1
2
: le i-e`me e´lectron dans un e´tat de moment orbital m et de spin 1
2
σ, σ = ±1 est de´crit
par la fonction d’onde note´e ψmϕσ(i). Montrer qu’on peut e´crire l’e´tat du syste`me des N
e´lectrons comme le de´terminant
Ψ =
∣∣∣∣∣∣∣
ψ−lϕ−(1) ψ−lϕ+(1) ψ−l+1ϕ−(1) · · · ψlϕ+(1)
...
...
... · · · ...
ψ−lϕ−(N) ψ−lϕ+(N) ψ−l+1ϕ−(N) · · · ψlϕ+(N)
∣∣∣∣∣∣∣ .
3) On se propose de de´terminer par quelle repre´sentation du groupe des rotations se
transforme cet e´tat. Montrer qu’on peut e´crire
Ψ = i1i2···iN [ψ−l(i1)ψ−l+1(i3) · · ·ψl(iN−1)]ϕ−(i1) · · ·ϕ−(iN−1)
× [ψ−l(i2)ψ−l+1(i4) · · ·ψl(iN )]ϕ+(i2) · · ·ϕ+(iN ) .
En applicant le re´sultat du 1), montrer que la contribution de chaque crochet [· · ·] au
moment orbital total ~L est nulle et qu’il en est donc de meˆme pour Ψ. Raisonner de meˆme
pour le spin total ~S. Qu’en de´duit-on sur le moment angulaire total ~J = ~L+ ~S des e´lectrons
d’une couche comple`te ?
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Appendice C. Formule de Frobenius
E´tablissons d’abord la tre`s utile identite´ dite du de´terminant de Cauchy. Soient xi, yi 2N variables re´elles
ou complexes, on suppose tous les x diffe´rents de tous les y et on forme la matrice de terme ge´ne´rique






1≤i,j≤N (xi − yj)
, (C.1)
ou` ∆ de´signe a` nouveau le de´terminant de Vandermonde ∆(x) =
∏
1≤i<j≤N (xi − xj). La preuve en est






, tous les poˆles du de´terminant sont compense´s
par les ze´ros du produit; c’est donc un polynoˆme qui a le degre´ N2−N , qui est se´pare´ment comple`tement
antisyme´trique dans les x et dans les y, et qui factorise donc ∆(x)∆(y). Comme cette dernie`re expression
est elle-meˆme de degre´ N(N − 1), on a bien l’identite´ (C.1), a` un facteur pre`s qu’on trouve aise´ment e´gal
a` 1.
On peut aussi re´crire cette identite´ sous une forme e´quivalente en factorisant le produit des x dans














ν partitions de n
n!
nν






















ν2 · · ·) (C.4)


















































ou` on est passe´ de (C.5a) a` (C.5b) en utilisant le fait que tous les νi doivent eˆtre diffe´rents, et a` un facteur
N ! pre`s, on peut toujours supposer ν1 > ν2 > · · · > νN et poser νi = fi+N − i, avec f1 ≥ f2 ≥ · · · ≥ fN .
On a donc reconstruit les fonctions XY de (2.4) et on a en identifiant les termes d’homoge´ne´ite´ n∑






XY (x)XY (y) , (C.6)
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avec une somme sur tous les tableaux d’Young Y a` n boˆıtes. Si on e´crit un de´veloppement de XY (x) sur
les fonctions syme´triques tν(x) comme en (2.5), avec des coefficients χY (ν) encore inde´termine´s, on voit






c’est-a`-dire les relations d’orthogonalite´ (4.13a) standard des caracte`res de Sn. Ceci suffit a` identifier ces
coefficients avec les caracte`res cherche´s (a` un signe possible qu’on parvient a` fixer) et a` e´tablir la formule
(2.5).
La seconde e´tape consiste a` de´montrer (2.8). Introduisons une matrice X de valeurs propres
x1, x2, · · · , xN . On peut e´crire
1

















































1 · · · ylNN
∑






















1 · · · ylNN XY (x)
Donc XY (x) est le coefficient de y
l1































selon la formule (C.8), on obtient
XY (x) =
∣∣∣∣∣∣∣
pf1 pf1+1 · · · pf1+N−1







qui est la formule (2.8).
Le lecteur notera que dans tous ces raisonnements, on a traite´ les de´veloppements en x et/ou y
comme des se´ries formelles, sans se poser de question sur la convergence des expressions.
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