Abstract-This paper studies media access protocols which support collision-free broadcast/multi-cast communication for optically connected star-coupled systems with Wavelength Division Multiple Access channels. An early hybrid access protocol, consisting of reservation and of receiver channels pre-allocation, allows reservation for exactly one WDM channel per node during the reservation phase. We extend this protocol by allowing reservations on multiple channels and applying scheduling algorithms to improve network performance. Existing scheduling algorithms for similar reservation problems, although providing optimal scheduling for network utilization, have unacceptable computational cost and high implementation complexity. We propose two on-line scheduling algorithms which run in linear time and are simple, making them amenable for hardware implementation. Performance of the protocol using scheduling with varying system parameters is evaluated through discrete-event simulation under both uniform and non-uniform traffic patterns. Our simulation results show that our approach achieves lower average packet latency and higher network utilization compared to the early hybrid access protocol with single channel, especially in the client-server environment.
I. INTRODUCTION
In an all-optical network, speed mismatch between optical components and interface electronics has made it less desirable to use communication protocols that require heavy processing. This is particularly true in packet switched systems. Wavelength division multiplexing (WDM) has been used to reduce the impact of the speed mismatch by partitioning the enormous bandwidth into multiple, multi-access, more manageable channels that operate at speeds compatible with the electronic interface [1, 2] . This paper investigates media access protocols for WDM star-coupled hierarchical networks. The network architecture is based on a hierarchy of passive star-couplers using space, time, and wavelength-division multiplexing [3, 4] .
We assume that each node in the network has a tunable transmitter and a fixed receiver as studied in [3] . There are two types of WDMA protocols: reservation-based protocols and preallocation protocols [5] . A reservation-based protocol uses at least one control channel to reserve access to the remaining data channels [6] . A pre-allocation protocol uses all channels for data transmissions, which is particularly important when there are only a few WDM channels available. The practical limitations imposed by building tunable devices reduces the number of available wavelengths, perhaps between 8 and 20 [7] .
A hybrid protocol (refered to as FatMAC) combining the advantages of pre-allocation and reservation-based protocols has
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recently been investigated in [8] . It requires a tunable transmitter and a fixed receiver (one per level) for each node. Transmission in FatMAC is organized as reservation cycles followed by the data cycles. It uses Time Division Multiplexing (TDM) for access during the control cycle. Each node may reserve access for exactly one channel in the data cycle. A simple FCFS scheme was used to determine the data transmission schedule. During each data phase, there may exist data slots which are not allocated to any node which results in utilization loss. The percentage of wasted slots is much higher for non-uniform traffic such as client-server traffic.
The protocol introduced in this paper, denoted as HRP/TSA (Hybrid Reservation Pre-allocation/Time Slot Assignment), aims to improve the performance of FatMAC by allowing a node to reserve access to more than one channel during the data cycle. Channel assignments are then given to requests in an appropriate manner. We aim to achieve low average packet latency with small implementation overhead while maintaining high network utilization. Low average packet latency is a more desirable property from the user point of view.
To obtain better network utilization, scheduling algorithms often play an important role. Similar problems of Time Slot Assignments (TSA) has been studied earlier for SatelliteSwitched/Time Division Multiple Access systems [9] [10] [11] . Optimal algorithms that minimize schedule length have been studied in [11] [12] [13] [14] [15] [16] . Suboptimal algorithms that minimize channel switching have been studied in [17, 18] . Scheduling non-uniform traffic for a fixed transmitter/tunable receiver system with a dedicated control channel and control transceiver is studied in [19] . It was assumed in [19] that one of these optimal algorithms will be used for scheduling. Task scheduling algorithms such as the MULTI-FIT algorithm have been considered in [20] .
For the rest of this paper, let M and C denote the number of nodes and channels respectively. All of these existing scheduling algorithms require time in the range from O(M 2 C)
to O((MC) 3 ). Directly using these scheduling algorithms will result in higher average packet delay for the following reason. We first observe that without scheduling (i.e., on a first-comefirst-serve basis), the worst-case packet delay is at most MC since there is no computation overhead involved. Using an existing scheduling algorithm, however, packet delay will be at least M 2 C simply due to the computation cost, not to mention the actual packet transmission and scheduling delay. In optical networks, transmission speed is much faster than processing speed. So as far as latency is concerned, using an existing scheduling algorithm is worse than no scheduling at all. Another drawback of the existing scheduling algorithms is that they involve complex methods from the hardware implementation point of view. These methods include bi-partite matching, sorting, and augmented matrices [16, 21] , which make hardware implementation difficult. We require algorithms be simple to implement so that hardware implementation is feasible with minimal software support. We therefore allow only simple algorithms in the sense that even sorting should not be involved.
We are therefore left with two choices in implementing our protocol: either use no scheduling algorithms or find new ones which are easy to implement and have low computation cost. It is easy to see that without scheduling, using multiple channels is no better than using a single channel in general. To take advantage of multiple channels in our systems, some form of scheduling algorithms must be employed. Since M is the most significant factor affecting the network performance in our systems, one possibility for a scheduling algorithm to meet our goal is that it should run no more than linear time of M.
We use on-line scheduling algorithms to achieve our goals. An on-line scheduling algorithm finds a schedule based on available partial information. We design and investigate two such algorithms in this paper. These algorithms are very easy to implement and we show that they run in linear time of M. We then show, through discrete-event simulation, that the protocol with on-line scheduling does indeed deliver better performance, yielding higher network utilization and lower average packet latency compared to the protocol FatMAC described in [8] (where no scheduling is needed as there is only one channel there). Both uniform traffic and the client-server non-uniform traffic patterns are studied. Improved performance is achieved with HRP/TSA especially in the client-server environment.
II. PROTOCOL DESCRIPTION
The two classes of traffic as defined in [8] are considered here: (i) Class A: this type carries small amount of data, such as control information generated by the cache control mechanism and the operating system; and (ii) Class B: this type contains large amount of data, such as a memory block. Class B traffic generates a reservation control packet for media access if a reservation based protocol is used. In this case, Class A control information can be piggy-backed on a Class B reservation packet.
A RCB (reservation/control block) packet is used to transmit Class A traffic and/or a block reservation. A control packet for reservation and Class A traffic is small, less than 64 bytes long, whereas a Class B block packet is up to 8 Kbytes [22] . The block length is expressed in terms of control packet length, where L denotes the ratio of memory block packet length to control packet length.
There are usually multiple control packets transmitted for each block that is transferred. Define as the fraction of Class B packets generated in the system. The distribution of packet types is determined both by the media access protocol and the cache coherency protocol. The ratio has a significant impact on system performance and in identifying the performance advantages of either protocol. Studies in [8] based on multiprocessor traces show that typical values are small (less than 0.3).
The protocols are designed for the multi-level hierarchical architecture described in [3] . Each level in the system is organized as a star coupler which forwards a set of wavelengths to the upper level and retains the remaining at the current level. HRP/TSA is defined here for a single-level system. Each node has one laser array transmitter and one fixed receiver. Each node receives data on a specific channel referred to as its home channel. Let M denote the number of nodes, and C the number of channels. For M > C, M C nodes share a home channel. Each node transmits the data packets on the home channel of the destination node which can be computed in a decentralized fashion. The protocol described here is optimized for the laser array but can be extended to a general tunable transmitter.
Recall that transmission in FatMAC [8] is organized into control phase and data phase cycles. The control phase operates in a broadcast environment. A control packet sent during the RCB phase of a cycle may perform up to two functions: transmit a block reservation and/or include a Class A packet waiting to be transmitted through a small multi-purpose payload. A reservation specifies the destination, the data channel and the packet size (if variable sized packets are supported). Access during the control phase is TDM-based mainly to preserve a collision-free environment but other access strategies are possible. FatMAC exploits the orientation of the transmitter. Since it is constructed as a laser array, all channels can be simultaneously driven to achieve broadcast.
Time is slotted in FatMAC on control packet boundaries. The initial version of FatMAC requires one queue per transmitter since a node can transmit only one packet set per cycle. The modified version studied in this paper defines one queue for control packets and one queue for data packets. This allows a node to send both control and data packets in the same cycle.
HRP/TSA follows the definition of FatMAC except that each node is allowed to place reservations for access to multiple channels in the same cycle. To facilitate this, each node maintains a set of C queues for data and one queue for control packets. By the end of the reservation phase, all nodes independently compute an identical transmission schedule for the entire data cycle. The computed schedule incorporates the collision-free nature of the protocol. The data cycle is then followed by the next control cycle and so on. A more detailed description of the FatMAC protocol can be found in [8] . The length of each data cycle is the maximum data cycle length of the individual channels within the channel set (the channels allocated to that level).
The single-level protocol can be extended to a multi-level system as described in [8] . This paper will examine the performance of a single level system to study the feasibility of this approach. The extension to multiple levels will be considered in continuing research.
III. TIME SLOT SCHEDULING
The time slot assignment (TSA) problem is to find a conflictfree assignment of channels to nodes such that the frame length is minimized. We note that requests made by the nodes during the reservation phase can be represented as an M C matrix, called traffic matrix (or demand matrix). SS/TDMA: A similar scheduling problem has been studied extensively for SS/TDMA (satellite switched time division multiple access) systems [9] [10] [11] . In an SS/TDMA system, a switch on-board connects a set of upstream links (denoted as nodes) to a set of downstream links (denoted as channels). The switch processes requests on the uplinks and generates the traffic schedule on the downlinks for each TDM frame. The TSA problem described for the WDM network is exactly the same for this envi-ronment. The problem is to decompose this matrix into M C sub-matrices that represent the transmission permissions, called transmission matrix (or switching matrix). A similar analogy exists in the General M=C Job-Shop problem scheduling M jobs on C machines [23] .
The solutions for the TSA problem studied for SS/TDMA and job-shop scheduling systems may be applied to the WDM environment. The main criteria to be considered when considering the feasibility of these solutions are: (i) Fast schedule computation, (ii) Fairness of access to all nodes, (iii) Minimal schedule length and unused slots, (iv) Minimal number of transmitter channel switchings, and (v) Minimal waiting time per node. Depending on the magnitude of T , the problem can be partitioned into two cases: P n : Minimize n subject to constraint that T D is minimum; P T : Minimize T D subject to constraint that n is minimum P T has been shown to be intractable and in fact belongs to the set of NP-complete problems [18] . The solutions to this problem do not provide minimum T D necessarily and heuristics have to be added to the scheduling procedures. The heuristics in [17] use an user-oriented performance measure to optimize scheduling. On the other hand, several optimal algorithms exist for P n [11] [12] [13] [14] [15] [16] , based on the assumption that the switching time T is negligible compared to the traffic in each transmission matrix.
A. Scheduling Problem Definition

B. Scheduling Algorithm Classifications
On-Line vs. Off-Line: Off-Line algorithms do not compute the schedule until the entire M C traffic matrix is available.
All the solution proposed earlier for SS/TDMA and Job-Shop TSA problems are off-line. An on-line algorithm starts building the schedule earlier. The solution is built piecewise based on partial information available. In this situation, the schedule is computed after each node makes its reservations. The principal advantage of this approach is the reduced waiting time between the last node's reservation and the start of data cycle. The disadvantage with on-line algorithms is that usually only suboptimal solutions can be obtained.
Preemption vs. Non-preemption: In preemptive scheduling, d ij units need not be allocated contiguously. In non-preemptive scheduling, the d ij units should be allocated contiguously. In general, optimal solutions that minimize schedule lengths tend to be preemptive. Solutions to problem P T tend to be nonpreemptive and solutions to problem P n tend to be preemptive.
In addition to computing an optimal or suboptimal schedule of transmission, the crucial factor in deciding the efficiency of the solution is the time complexity and implementation overhead. The schedule should be computed fast to minimize the delay between reservation and transmission, and should be easy to implement.
C. Early Solutions
Listed below are some of the best known solutions proposed for the TSA problem of SS/TDMA. All of these solutions are preemptive unless otherwise stated. In the following, let N denote the maximum number of transmission matrices produced in an algorithm and T be the worst-case time complexity of the algorithm.
A greedy algorithm decomposing M M traffic matrices was first studied in [11] . The solution was incomplete under certain conditions and was modified in [12] . Here N = M 2 ? M and
T = O(M 4 ).
The algorithm presented in [13] uses the system of distinct representatives (SDR) for matrix decomposition which provides a better solution than the algorithm presented in [11] for M M This algorithm has been improved by modifying the selection of the SDR values in [24] . The downside of this improvement is the extension sorting increasing time complexity.
Scheduling for variable number of transponders with M uplinks, C downlinks and K transponders, where K min(M; C), is studied in [14] . Optimal scheduling algorithms that minimize T D are proposed. This algorithm uses the system of K representatives, generates up to M 2 ? M + 1 matrices in the worst case for M = C = K and MC + K + 1 otherwise.
Although exact complexity analysis of these algorithms are not given in [14] , we can see from the algorithms that it is necessary to find the maximum line sum of some matrix for each matrix generated and so T = O(M 2 C 2 ). These scheduling algorithms depend on bi-partite matching technique.
An algorithm which restricts the number of possible transmission matrices to minimize computation time is studied in [25] . This approach restricts transmission matrices to 2M. An optimal algorithm using linear programming runs in O(M 3:5 t) time. A scaling algorithm based on traffic matrix entries runs in O(M 3:5 (k + 1)l) time, where l is the radix of the traffic entries, t is the largest entry, and k = blog l tc.
The techniques presented in [18] to solve P T are based on combinatorial optimization [26] with T = O(M 2 C 2 ).
A technique based on weighted bi-partite graph matching is proposed in [21] . Algorithms with minimum transmission duration T D and minimum number of switchings n were proposed and compared to [14, 18] . The matching algorithm is based on combinatorial mathematics [27] and runs in time T = O(r 3 ), where r is the number of non-zero entries in the traffic matrix. So r can be in the order of MC in the worst case. Even if the traffic matrix is sparse with r = M, the algorithm still runs in O(M 3 ) time.
Algorithms for solving TSA based on combine-and-conquer (CAC) techniques for Preemptive Open Job Scheduling [28] have been studied in [16] . Other approaches involve bi-partite graph matching algorithms and are referred to as complete bipartite matching algorithm (CMA) and improved CMA. Here
A non-preemptive solution based on job-shop scheduling techniques presented in [23] is also studied in [16] . The solutions are however, not close to optimal. Here T =O (M + C)(M log M + C log C)]. For M C, T = O(M 2 log M).
An incremental approach that computes the current schedule by examining the changes in traffic matrix from the previous matrix is studied in [29, 30] . These schemes might have reduced complexity depending on the variance of the traffic matrix. It is based on the principle of locality which assumes that a node's traffic requirements will change slowly with time. The incremental scheme proposed by [29] , which can be used to compute the complete schedule for a traffic matrix, has time complexity of O(M 2 +cM), where c is the number of changes between two consecutive traffic matrices. So c can be as high as the order of MC and so the algorithm will run in time O(M 2 C).
The algorithms described above have all attempted at optimization from a system viewpoint by ensuring that the overall duration is minimized. Let this problem be denoted by P w .
Greedy algorithms that attempt to optimize from a user performance measure are presented in [17] . The average waiting time before packet arrival at a node and its transmission is minimized All these algorithms are in the order of at least O(M 2 C), and the data structures needed to implement these algorithms are complex. As discussed in Section 1, using such a scheduling algorithm in implementing our protocol is worse than without scheduling at all.
D. On-line Algorithms
In the earlier solutions, schedule computation starts only after all the nodes have placed their reservations. In the proposed solution, schedule computation starts right after the first node's reservations are received. This pipelining allows overlap of the schedule computation with reception of reservations. Since the reservations are broadcast to all the nodes, the nodes independently execute the same algorithm and produce identical schedules. The overhead that may be associated in a centralized system with broadcast of final schedule, as in SS/TDMA systems, is not present in this solution.
Tuning latency of the tunable transmitter has a critical impact on the performance of the protocol. We consider nonpreemptive solutions to solve the problem P T which keeps the number of switching matrices (n) minimum and attempts to minimize schedule length T D . This typically results in suboptimal schedule lengths.
In the following discussion, time will be normalized to control packet transmission time. Let T f represent the time required for computing the off-line schedule. Let T n represent the average time required to update the schedule with exactly one node's reservations. The minimum time between start of control cycle and start of data cycle for the two algorithms are: T F = T f +M;
and T N = max MT n ; M]. The objective is to develop the algorithms such that T N T F to take advantage of improved latency and utilization characteristics offered by our HRP/TSA protocol. The disadvantages of using an on-line solution is the potential loss of optimality which is a common characteristic of any on-line algorithm [31] . Since the primary system objective is reduced latency, the reduced computation time might offset the loss due to suboptimal schedule lengths. Status Information: The TSA algorithm involves decomposing the original traffic matrix into transmission matrices. The information that each node needs to maintain to represent each transmission matrix is: 
Basic on-line algorithm:
The algorithm depicts the steps required for processing a single node's reservations. The system has two sub-systems operating in parallel. The receiver subsystem receives reservations from the nodes and stores them for use by the schedule subsystem. The schedule subsystem process reservations one node at a time. The communication between the two processes is through the traffic matrix.
Let n denote the number of transmission matrices generated so far (n is initialized to zero at the start of each control cycle).
For each node M i , execute the following steps for every channel C j requested by the node:
1. Find transmission matrix S k which has no allocation for node M i and channel C j . Such a transmission matrix is called an applicable matrix for this request.
If k is invalid, then
(a) Set k = n and increment n.
(b) Create new transmission matrix S k 3. Assign node M i to channel C j and record the number of slots in S k .
There are two possible greedy strategies to choosing the transmission matrix S k : first-fit and best-fit.
First Fit: The idea of first-fit on-line scheduling is to linearly search for the first applicable transmission matrix for a current request based on a fixed ordering on transmission matrices generated so far. The ordering must be easy to implement and so stacks and queues become natural candidates. Although there are some differences in scheduling between using stacks and queues, the difference is not significant on the average-case to warrant a separate investigation.
Best Fit: The idea of best-fit on-line scheduling is to search for the most suitable applicable transmission matrix generated so far instead of taking the first applicable one. The best-fit greedy strategy is to find the "best" S k in the sense that the absolute value of jS k j ? d ij is the smallest.
Lemma 1:
Any first-fit and best-fit on-line scheduling algorithm will generate no more than M + C ? 1 transmission ma-
trices.
Proof: Fix an on-line scheduling algorithm (either first-fit or best-fit). If the algorithm generates more than M + C ? 1 transmission matrices, then there is a request which cannot be assigned in any of these M +C?1 transmission matrices. Let it be d ij from node M i requesting channel C j . Notice that d ij must come after all these M +C ?1 transmission matrices have been generated due to the on-line strategy. Otherwise, a new transmission matrix will have been generated for d ij , which is one of these M + C ? 1 matrices. Among these transmission matrices, there are at most C ? 1 transmission matrices that schedule requests in the i-th row. So there are at least M transmission matrices scheduling other requests with row i empty. Among these transmission matrices with row i empty, there are at most M ?1 transmission matrices with a non-zero entry in the j-th column.
Hence, there must be at least one transmission matrix with both row i and column j empty. Thus, d ij can be schedule in this transmission matrix, a contradiction.
It is straightforward to see that, using a simple data structure to hold all the transmission matrices ever generated, both first-fit and best-fit algorithms run in time O(M 2 C) on the worst case. To see this, we first notice that finding the first S k that meets the requirement using a linear search takes O(M + C) steps on the worst case from Lemma 1. The time complexity for computing schedule of node M i is therefore O(Mr i ) where r i is the number of non-zero entries for node M i . The worst case complexity in this step is O(MC). So the worst-case overall complexity is O(M 2 C). The quadratic time complexity in terms of M is once again not acceptable. We require our scheduling algorithms be linear time of M. We achieve this goal by using a lookup table to reduce search time.
Lookup Tables: We maintain a lookup table with C entries. Table entry j corresponds to channel C j and points to a queue of transmission matrices in which channel C j is not allocated any node. The space complexity for the lookup table is O(MC).
To find an empty matrix, the linear search over all the matrices is reduced to directly locating the index of the transmission matrix. Consider the following scenario: Let j be the transmission matrix returned for node M i and channel C k . Therefore, C k is assigned to M i on matrix S j . Let j be the index returned for the same node but for channel C l . This is possible since channels C k and C l may be unassigned in the same transmission matrix. However, C l cannot be assigned to M i on transmission matrix S j since we have already assigned a channel to M i . A search is still required in the corresponding queue of the table to determine the first transmission matrix without entries for M i and C l . However, the number of entries that are searched is largely reduced and a maximum of C ? 1 queue items need to be searched.
There is an added overhead for creation and maintenance of the lookup For best-fit scheduling, using a lookup table can also significantly reduce time complexity. It runs in linear time on M on average under a uniform distribution. In fact, our simulation results show that it only runs in time on average at most twice as much as the first-fit. Our simulation are performed on a Sparc 20/51 and a 175 Mhz DEC/Alpha 3000/600 over various system parameters such as the number of nodes, the number of channels, and the number of packets that can be transmitted in a channel at one time. Our simulation results show that best-fit algorithms provide better scheduling than first-fit.
Slot Sneaking: In an effort to minimize the losses due to suboptimal scheduling, a slight modification to the basic algorithm is proposed. Consider the following transmission assignment: M 1 is assigned one slot on C 1 ; M 2 two slots on C 2 ; and M 3 four slots on C 3 . This matrix has been generated based on the queue contents at the time of reservation. At the time of reservation, node M 1 had only one packet queued for channel C 1 . If additional packets had been queued on channel C 1 since the reservation, these may also be transmitted in the same transmission matrix. Node M 1 can use the fact that the transmission matrix duration is 4 units. Note that this can be accomplished with minimal modification to the original hardware resulting in no computational overhead.
Complexity Comparison: Table I compares the time complexity of the proposed on-line algorithms to earlier solutions. The constant factor of the time complexity is important when studying real-time algorithms. The reader can easily verify that the constant factors behind the big-O notations in our on-line algorithms are very small.
IV. PERFORMANCE ANALYSIS
This section compares the performance of the protocol with scheduling to the protocol FatMAC where scheduling is not needed as there is only one channel available. The system parameters of interest are the number of channels (C), number of nodes (M), traffic generation rate ( ), and the fraction of class B packets ( ). The parameters that are analyzed are average packet delay and channel utilization. Average packet delay (D) is defined as the time between packet generation at source and reception at destination. Channel utilization (?) is the fraction of time that the channels are busy transmitting packets.
Let X denote the maximum number of slots a node may request on any channel. The initial study assumes X = 1 where each node sends at most one packet on each channel. Since the thrust of this paper is to understand performance benefits with scheduling, we consider the basic case where each node transmits at most one packet on each channel up to C packets per data cycle. The performance for cases X > 1 needs to be studied with preemptive on-line algorithms which will be considered in further work.
A. System Model
The performance analysis model for the single-level protocol makes use of the following assumptions. Identical and independent behavior of the nodes and channels is assumed. Time is slotted on control packet boundaries and packet generation per slot follows a Poisson process with rate . The traffic distribution is largely determined by reference of locality. Typically, reference locality would be exhibited within a cluster (level). Two traffic patterns are studied: uniform reference model where a packet is uniformly destined to all other nodes; and client/server model where one of the nodes is the server and the other nodes are the clients. The server is equally likely to transmit to any of the M ? 1 clients. denotes the probability that a client's packet is destined to the server. All memory block packets are of fixed length L times the length of a control packet. In the simulation, control packets size is assumed to 53 bytes with a 48-byte payload. Data packets are assumed 8 Kbytes long which corresponds to L = 172. Simulation results have been obtained using the stochastic self-driven discrete-event models, written in C with YACSIM [32] .
This paper presents the condensed results of our performance analysis. A more detailed performance analysis may be found in our related paper [33] . 
B. Uniform Reference Traffic
This section considers protocol performance for the uniform traffic model. Fig. 1 shows the performance of the protocols for C 2 f4; 8g, L = 172, M 2 f16; 32g, = 0:3. The control packet queue is assumed to hold a maximum of 4 packets. The total data queue capacity over all channels is taken to be 16 packets. For fairness of comparison, the single data queue in FatMAC was allowed to hold a maximum of B = 16 packets.
The simulator calculates the schedule computation time ( ) using the timers described earlier. The normalized slot time is the time required to transmit a control packet assumed to be 2. 
Packet Delay:
The graphs show the following typical trend with respect to average delay characteristics: At low loads, there is no latency advantage: there is not enough traffic to require scheduling. The scheduling algorithm merely adds overhead without significant improvement in performance. At intermediate loads, the latency with HRP/TSA is smaller due to scheduling efficiency. Latency reduction of up to 50-60% is observed using scheduling. At higher loads, for certain cases, the trend reverses and the latency of HRP/TSA is higher than FatMAC. This is due to the long data cycles as a result of which the control packets suffer. In general, it is seen that latency advantage with HRP/TSA diminishes for higher loads.
In a heavily loaded system, the average data cycle length is roughly M=C with FatMAC and M with HRP/TSA. This results in higher throughput but also results in increased delay with HRP/TSA especially for control packets. One possible solution to reduce this is to extend the data cycle slots by one to accommodate a control packet. Control packets that do not require broadcast may be transmitted in this way.
Reducing the number of buffers with FatMAC showed a reduction in latency but no improvement in utilization. This suggests using a smaller capacity queue with FatMAC to reduce latency at the expense of reduced utilization. To retain the effectiveness of HRP/TSA, a possible solution to mitigate the higher latencies due to longer data cycle lengths is to allow only K packets per node per data cycle, where 1 K C.
The key parameter in determining the choice of HRP/TSA over FatMAC is the range of loads where there is latency advantage. Latency advantage with HRP/TSA is observed for a wider range of loads for systems with larger M=C ratio and small C.
Both these factors are especially true for the studied environment where M C and C is small.
Channel Utilization: Network, or channel, utilization is approximately identical under light traffic with both schemes. As the load increases, the network utilization with HRP/TSA is higher. This is due to more packets being transmitted in the data cycle. Also, the number of wasted slots observed in FatMAC is reduced with HRP/TSA. Fig. 1 shows that up to 70% improvement in utilization is achieved for the studied cases.
Since network utilization with HRP/TSA is always equal to or better than that of FatMAC, the choice between the two protocols reduces to a tradeoff between higher utilization and lower latency. The graphs show that the latency may be reduced as much as 60% for intermediate to high loads with utilization improvements as high as 70%. The system may choose to operate dynamically between HRP/TSA and FatMAC depending on traffic patterns and latency requirements. For instance, the system may prefer to use FatMAC with FCFS when traffic is light and avoid the scheduling costs. Under heavier traffic, the system may migrate to HRP/TSA using scheduling.
The next section examines protocol performance under nonuniform traffic such as the client-server model. For intermediate to heavy loads, the delay with HRP/TSA is always less than that of FatMAC. This cutoff point decreases with increasing M=C ratio. As observed with the uniform model, the latency advantage of HRP/TSA is observed for a wider range of loads for systems with large M=C ratio. Also note that the reduction in latency is maintained for higher loads unlike the uniform model. Channel utilization of HRP/TSA is always equal to or better than that of FatMAC. In fact, the magnitude of improvement is significantly higher than that with the uniform reference model (up to 300% in the cases studied).
D. Further research
The performance analysis studied so far considered the case of X = 1: each node transmits at most one slot per channel.
This was shown to result in improved performance particularly for the client-server model. For X > 1, minimum schedule length is not achieved with the proposed non-preemptive on-line algorithms. The scheduling efficiency is less than 100% which translates into unused slots in the data cycle. The following are possible solutions to reduce this degradation.
Slot sneaking was proposed as an alternative as explained in Section III-D. This helps to minimize wasted slots. The restriction that at most one node can be assigned to a channel within each submatrix may be eliminated. This results in reduced wasted slots on the channels and leads to increased utilization. This work is currently underway. Comparisons showed that the schedule length is reduced significantly using best-fit over first-fit at the expense of higher computation time. A comparison of protocol behavior using these two methods will be done in the future. Another alternative is to explore preemptive on-line scheduling algorithms. Their main advantage as mentioned before is that schedule length can be minimized. The disadvantage of preemptive approach is higher number of transmission matrices. This can be a potential drawback with tunable transmitters where tuning is a time-expensive operation. Another approach is to order the transmission matrices based on number of assigned channels. A similar technique for achieving minimal user waiting time for SS/TDMA systems has been studied in [17] .
V. CONCLUSIONS
This paper studied the design of collision-less media access protocols for a star-coupled WDM network. It combines the concepts of receiver pre-allocation and reservation access. Nodes were allowed reservations on multiple channels in the same cycle. The key issue is the development of low complexity scheduling algorithms with minimal centralized control. Different on-line scheduling algorithms were proposed and their performance with respect to time complexity and schedule lengths was compared. The simplest on-line algorithm was then incorporated into the access protocol and the resulting performance was studied. For the uniform reference model, improvements in both latency and utilization are observed at intermediate loads.
The latency reduction was observed to be higher for systems with many more nodes than channels. The performance improvements were in general seen to be more significant for the clientserver environment. More research needs to be directed toward studying hardware implementation of the scheduling algorithm and the protocol. On-line preemptive solutions need to be investigated in the future to support multiple packet transmissions on each channel. 
