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a b s t r a c t
We consider max coloring on hereditary graph classes. The problem is defined as follows.
Given a graph G = (V , E) and positive node weights w : V → (0,∞), the goal is to find a
proper node coloring of Gwhose color classes C1, C2, . . . , Ck minimize
k
i=1 maxv∈Ci w(v).
We design a general framework which allows to convert approximation algorithms
for standard node coloring into algorithms for max coloring. The approximation ratio
increases by a multiplicative factor of at most e for deterministic offline algorithms and for
randomized online algorithms, and by a multiplicative factor of at most 4 for deterministic
online algorithms.
We consider two specific hereditary classes which are interval graphs and perfect
graphs. For interval graphs, we study the problem in several online environments. In the
List Model, intervals arrive one by one, in some order. In the Time Model, intervals arrive
one by one, sorted by their left endpoints. For the List Model we design a deterministic
12-competitive algorithm, and a randomized 3e-competitive algorithm. In addition, we
prove a lower bound of 4 on the competitive ratio of any deterministic or randomized
algorithm. For the Time Model, we use simplified versions of the algorithm and the lower
bound of the List Model, to develop a deterministic 4-competitive algorithm, a randomized
e-competitive algorithm, and to design a lower bounds of φ ≈ 1.618 on the deterministic
competitive ratio and a lower bound of 43 on the randomized competitive ratio. The former
lower bounds hold even for unit intervals. For unit intervals in the List Model, we obtain a
deterministic 8-competitive algorithm, a randomized 2e-competitive algorithm and lower
bounds of 2 on the deterministic competitive ratio and 116 ≈ 1.8333 on the randomized
competitive ratio.
Finally, we employ our framework to obtain an offline e-approximation algorithm for
max coloring of perfect graphs, improving and simplifying a recent result of Pemmaraju
and Raman.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The (offline) max coloring problem is defined as follows: Given a graph G = (V , E) and positive node weights w : V →
(0,∞), the goal is to find a proper node coloring of G (i.e., each pair of adjacent nodes are assigned distinct colors) whose
color classes C1, C2, . . . , Ck minimize
k
i=1 maxv∈Ci w(v).
An interval graph has the property that its nodes can be represented as closed intervals on the real line so that two nodes
are adjacent if and only if their respective intervals intersect. Motivated by the design of the dedicated memory managers
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problem, Pemmaraju, Raman and Varadarajan introduced the algorithmic version of themax coloring problem [33] (see also
[11,4] and the work of Guan and Zhu [13] for earlier studies of this problem). In that paper it is mentioned that the problem
is actually interesting in the online environment, but it is not studied in that context.
In the onlinemax coloring problem the nodes arrive one by one, and each time a node v arrives the set of edges connecting
v to the earlier nodes is revealed. In this paper we consider the online max coloring problemwhere G is an interval graph. In
this case we assume the graph is given via its intervals representation. The intervals are presented to the algorithm one by
one clairvoyantly, i.e., all information regarding the interval is revealed upon arrival. That is, we assume that each time an
interval arrives its two endpoints are revealed. Each interval is to be colored before the next one is presented and this color
assignment can not be changed afterwards. We are interested in two online versions of the problem. In the List Model, the
intervals are given in an arbitrary order. In the Time Model, the intervals arrive sorted by their left endpoints. The study of
the Time Model is motivated by the application of the design of memory managers in which each interval corresponds to a
memory request that arrives along time (so the requests are ordered according to their left endpoints).
For an algorithmA, we denote its cost byA as well. An optimal offline algorithm that knows the complete sequence of
intervals, as well as its cost, is denoted by OPT. Since the problem is scalable, we consider the absolute competitive ratio
and the absolute approximation ratio criteria. For an online algorithm we use the term competitive ratio whereas for an
offline algorithmwe use the term approximation ratio. The competitive ratio ofA is the infimumR such that for any input,
A ≤ R · OPT. If A is randomized, the last inequality is replaced by E(A) ≤ R · OPT. If the competitive ratio of an online
algorithm is atmostR, thenwe say that it isR-competitive. If an algorithmhas an unbounded competitive ratio, we say that
it is not competitive. The approximation ratio of a polynomial time offline algorithm is defined similarly to be the infimum
R such that for any input,A ≤ R ·OPT. If the approximation ratio of a polynomial time offline algorithm is at mostR, then
we say that it is anR-approximation.
In [33], Pemmaraju et al. designed a 2-approximation algorithm for themax coloring problem on interval graphs. Further,
they showed that any online algorithm for standard coloring of interval graphs (or any hereditary class of graphs), when
the intervals (or nodes) are considered in a monotonically non-increasing order of their weights, has at most the same
approximation ratio for the offline max coloring problem. They also analyzed the First-Fit coloring algorithm which colors
a node using the first available color (in an order in which the colors are given), and showed that it is a 10-approximation
algorithm for coloring (and thus also for max coloring) on interval graphs (this last bound of 10 was improved to 8 in [29]1).
Recently, Nonner [30] presented a PTAS for max coloring of interval graphs. In [31], Pemmaraju et al. designed an O(log n)-
approximation algorithm for the (offline) max coloring of chordal graphs. They also analyzed several heuristics empirically.
In [32], Pemmaraju and Raman presented a 4-approximation algorithm for the (offline) max coloring of perfect graphs.
Since every chordal graph is also a perfect graph, this result improves the earlier O(log n)-approximation algorithm of [31]
for chordal graphs. We recall that a perfect graph can be colored using ω colors, where ω is the size of the largest clique in
the graph. Note thatω is a clear lower bound on the chromatic number of the graph. An algorithm that finds such a coloring
is implied using the ellipsoid algorithm [12] (see also chapter 67 in [35]). There are further results on the max coloring
problem [8,6,9,15,37,17] and even studies of the max edge coloring problem (which is the max coloring of line graphs) (see
e.g. [21,3,28,27]).
Coloring interval graphs has been intensively studied. Kierstead and Trotter [20] constructed an online algorithm which
uses at most 3ω − 2 colors where ω is the maximum clique size of the interval graph. They also presented a matching
lower bound of 3ω − 2 on the number of colors in a coloring of an arbitrary online algorithm. Note that the chromatic
number of interval graphs is equal to the size of a maximum clique, which is equivalent in the case of interval graphs to the
largest number of intervals that intersect any point (see [16,10]). This means that the optimal offline algorithm can color
every interval graph with ω colors. Such a coloring can be actually found by applying First-Fit to the intervals sorted by
their left endpoints. Therefore, a 1-competitive algorithm exists for this problem in the Time Model. Many papers studied
the performance of First-Fit for this problem in the List Model [18,19,33,5,29]. The performance of First-Fit is known to be
strictly worse than the one of the algorithm of [20] (see e.g. [5]).
Interval coloring has received much attention recently. In [33], a simple reduction from offline max interval coloring to
online interval coloring was shown. The upper bounds in this paper were shown by exploiting the algorithm of [20] (which
becomes a 2-approximation instead of the 3-competitive algorithm, since a part of the computation can be done offline), and
First-Fit (this paper first improved the known bound on First-Fit and then used it). The reduction simply applies the online
algorithm to the set of intervals, sorted by non-increasing order of weight. Adamy and Erlebach [1] introduced the interval
coloring with bandwidth problem. In this problem each interval has a bandwidth requirement in (0, 1]. The intervals are
to be colored so that at each point, the sum of bandwidths of intervals colored by a certain color which intersect this point,
does not exceed 1. This problem was studied also in [2,7].
Our results:We first present the positive results of this paper. That is, we present a randomized online algorithm that uses
as a sub-routine an online node coloring algorithm. This sub-routine is applied to color graphs that are induced subgraphs
of the original graph. We then show how to choose the parameters of our algorithm to obtain a deterministic online algo-
rithm though with an inferior competitive ratio. Note that though we reduce the max coloring problem of interval graphs
to an interval coloring problem, which is also done in [33], our reduction does not require pre-sorting of the intervals,
1 According to [36] there are alternative proofs of this result.
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and therefore our algorithms for interval graphs are online. Using known results for online minimum coloring of interval
graphs we obtain the following results. For the List Model we design a deterministic 12-competitive algorithm, a random-
ized 3e-competitive algorithm, and prove a lower bound of 4 on the deterministic or randomized competitive ratio. For
the Time Model, we use simplified versions of the algorithm and lower bound of the List Model, to achieve a deterministic
4-competitive algorithm, a randomized e-competitive algorithm, a lower bound of φ ≈ 1.618 on the deterministic com-
petitive ratio, and a lower bound of 43 on the randomized competitive ratio. The lower bounds hold even for unit intervals.
For unit intervals and the List Model, we obtain a deterministic 8-competitive algorithm, a randomized 2e-competitive
algorithm and improved lower bounds of 2 and 116 ≈ 1.8333 on the deterministic and randomized competitive ratios, re-
spectively. Our upper bounds for online algorithms are based on using a general reductionwhichwe introduce in this paper,
that allows to convert an r-competitive algorithm for standard node coloring into a 4r-competitive (e · r-competitive) de-
terministic (randomized) algorithm for max coloring. Finally, we use our randomized algorithm with a derandomization
procedure to obtain an offline (deterministic) e-approximation algorithm for max coloring of perfect graphs or any other
hereditary graph classes for which the node coloring problem can be solved in polynomial time. We present the algorithms
in Section 2, and the lower bounds in Section 3.
2. Algorithms
Beforewedefine our algorithms,wewould like to discuss the performance of First-Fit,which is clearly a natural algorithm
for coloring. As shown in a sequence of papers [18,19,33], applying First-Fit to interval graphs for the standard node coloring
problem results in a constant competitive algorithm, though First-Fit is worse than the algorithm of Kierstead and Trotter
[20,5]. However, we can show that First-Fit is not competitive for the max coloring problem.
Proposition 1. First-Fit is not competitive formax coloring of interval graphs even in the TimeModel and the case of unit intervals.
Proof. Let M be a large constant fixed later. We introduce the input in blocks, where all intervals are of length 2. Block i
(i ≥ 0) consists of i copies of the interval [4i, 4i + 2], with weight 1 each, and one interval [4i + 1, 4i + 3] of weight M .
Clearly, the first i intervals of a block are colored using colors 1, . . . , i, since they arrive first, and they do not overlap with
any previously presented intervals. The next interval which has larger weight is colored with color i + 1. Denote by j the
number of blocks in the input. Then, the cost of the algorithm is at least M · j. An optimal offline algorithm would use one
color for all intervals having the larger weight, and j−1 colors for all other intervals (note that the unit weight intervals can
be colored using j− 1 colors). This results in the costM + j− 1. TakingM = j2 we get a competitive ratio of j3
j2+j−1 . When j
grows to infinity, this competitive ratio becomes arbitrarily large. 
We design a framework for converting a deterministic C-competitive algorithm for online coloring of a given class of
graphs into a randomized e·C-competitive algorithm formax coloring on the same class of graphs. Our framework applies to
hereditary classes of graphs (i.e., if a graph belongs to this class, then every induced subgraph belongs to this class).We apply
the scheme using only deterministic algorithms for coloring. This results in deterministic algorithms, using a deterministic
reduction scheme, and in randomized algorithms, using a randomized reduction scheme. Clearly, the randomized scheme
can be used for converting a randomized algorithm to a randomized one.
Our algorithm has a positive integer parameter k and another real parameter α > 1. Our algorithm chooses an integer
value 0 ≤ ℓ < k uniformly at random. Upon arrival of a new node we round down its weight as follows. We find the largest
integer value t such that αkt+ℓ is no larger than the weight of the new node. The rounded weight of the node becomes αkt+ℓ.
In what follows, we always refer to the original weight by the term weight, and to the rounded weight by rounded weight.
Recall thatOPT denotes the total weight (i.e., cost) of an optimal offline solutionOPT for the original sequence (where the
weights are not rounded). For a given color, the weight of this color is defined to be the largest weight of any node which is
colored by OPTwith this color. That is, the weight of the color is the exact cost which OPT is charged for this color. Consider
the subset of colors, used by OPT, having a weight in the interval

αi−1, αi

. Let OPTi denote the number of the such colors.
Denote by p the largest integer, such that OPT uses at least one color of weight in the interval

αk(p−1), αkp

. Note that p
is unknown to the algorithm and is used only for the analysis.
Lemma 2. OPT satisfies OPT ≥kpi=−∞ αi−1 · OPTi.
Proof. The maximum weight of each of the OPTi colors of weight in the interval

αi−1, αi

is at least αi−1. 
The input is partitioned online into subsequences (also called classes), such that each class is colored independently,
using its own set of colors. The subsequence Si (for an integer value of i) contains all nodes whose weight is in the interval
αℓ+(i−1)k, αℓ+ik

, that is, nodes of a rounded weight of αℓ+(i−1)k.
Once we are coloring such a class Si, the rounded weights of all intervals are identical, so weights are not taken into
account and the problem is reduced to the classical online node coloring problem. We use a C-competitive algorithm to
color such a class.
Lemma 3. The number of colors that are used to color Si is at most C ·kpj=ℓ+(i−1)k+1 OPTj, for all i.
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Proof. OPT can use the colors of weight at least αℓ+(i−1)k to color the nodes of Si. Therefore, there are at most
kp
j=ℓ+(i−1)k+1
OPTj colors that are used by OPT to color Si. Since we use a C-competitive algorithm to color Si, the claim follows. 
It remains to analyze the resulting (randomized) algorithm.
Lemma 4. Assuming the existence of a C-competitive algorithm for online coloring, the randomized online algorithm has a
competitive ratio of at most C · αk+1k(α−1) .
Proof. Since each color that our algorithm uses to color Si, has a weight of at most αℓ+ik, by Lemma 3, we conclude that for
a given value of ℓ the cost of the solution returned by the algorithm is at most C ·pi=−∞ αℓ+ikkpj=ℓ+(i−1)k+1 OPTj. We now
consider the expected cost of the returned solution (the expectation is over the randomized value of ℓ). Since ℓ is drawn
uniformly at random from the set {0, 1, . . . , k− 1}, the expected cost is at most the following:k−1
ℓ=0

C ·pi=−∞ αℓ+ikkpj=ℓ+(i−1)k+1 OPTj
k
= C
kp
j=−∞ OPTj ·
j+k−1
t=−∞ αt
k
= C
kp
j=−∞ OPTj · αj+k−1 ·
∞
t=0
 1
α
t
k
= C
kp
j=−∞ OPTj · αj+k · 1α−1
k
where the first equation holds by changing the order of summation, and the second equation holds by taking αj+k−1 outside
the summation. Recall that by Lemma 2, OPT ≥ kpj=−∞ αj−1 · OPTj. We next note that the coefficient of OPTj in the lower
bound of OPT times C ·α
k+1
k(α−1) is the coefficient of OPTj in the upper bound on the expected cost of the solution returned by the
algorithm, and thus the claim follows. 
Theorem 5. Assuming the existence of a C-competitive algorithm for online coloring in one of the models, and a given hereditary
graph class, there is a deterministic online algorithm for max coloring (in the same model) with competitive ratio at most 4 · C for
the same graph class.
Proof. By Lemma 4, and setting α = 2 and k = 1. We note that for k = 1 our algorithm is deterministic as ℓ has a unique
possible value of 0. 
Lemma 4 also provides improved bounds for barely random algorithms. Such algorithms need to choose randomly
between k different deterministic algorithms. Clearly, if the coloring algorithm is deterministic, then we can optimize α
and obtain a barely random algorithm whose competitive ratio is C · αk+1k(α−1) . We next present our result for randomized
algorithms. Intuitively, it is obtained from Lemma 4 by setting α = 1+ 1k and k being a large integer number, that is, we set
ℓ = u · kwhere u is uniformly random real number in the interval [0, 1], and in this case αℓ ≈ eu and αk ≈ e. We present a
formal proof of this result.
Theorem 6. Assuming the existence of a C-competitive deterministic algorithm for online coloring in one of the models, and a
given hereditary graph class, there is a (randomized) online algorithm for max coloring (in the samemodel) with competitive ratio
of at most e · C for the same graph class.
Proof. For a real number a, denote by OPTa the number of colors in OPTwith cost of exactly ea. Then, the cost of the optimal
solution is
OPT =

a:OPTa≥1
ea · OPTa. (1)
Let u be a uniformly random real number in the interval [0, 1] (i.e., u ∼ U[0, 1]). The input is partitioned into classes in an
online fashion, such that each class is colored independently, using its own set of colors. The class Si (for an integer value of i)
contains all nodes whose weight is in the interval

eu+i−1, eu+i

. Once we are coloring such a class Si, we use a C-competitive
algorithm to color it. The number of colors which the algorithm uses to color class i is at most C ·a≥u+i−1:OPTa≥1 OPTa, and
each of these colors costs at most eu+i. Thus, the total cost of the algorithm for a given realization u of the variable u is at
most:
C ·
∞
i=−∞
eu+i ·

a≥u+i−1:OPTa≥1
OPTa =

a:OPTa≥1
C · OPTa ·
⌊a−u+1⌋
i=−∞
ei+u
=

a:OPTa≥1
C · OPTa · e
⌊a−u+1⌋+u
1− 1e
.
The last term almost surely (that is, with probability 1) equals

a:OPTa≥1 C ·OPTa · e
⌈a−u⌉+u
1− 1e
=a:OPTa≥1 C ·OPTa · e⌈a−u⌉−a+u1− 1e ·ea.
Since we need to bound the expected value of the cost of the algorithm, it suffices to bound the expected value of the bound
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a:OPTa≥1 C · OPTa · e
⌈a−u⌉−a+u
1− 1e
· ea. By the linearity of expectation and (1), in order to prove the claim it suffices to show
that E

e⌈a−u⌉−a+u
 = e − 1. It is standard to show that given a random variable u ∼ U[0, 1], and a fixed (deterministic)
value a, the random variable Y = ⌈a − u⌉ − a + u is uniformly distributed in [0, 1], that is, Y ∼ U[0, 1] (we refer to the
proof of Lemma 3.6 in [23] for a proof of this property). The claim now follows by the property that if Y ∼ U[0, 1], then
E[eY ] =  10 eydy = e− 1. 
For max coloring of interval graphs we can use the following results: For the List Model, we use the 3-competitive algo-
rithm of Kierstead and Trotter [20]. For the List Model with unit intervals, we use the 2-competitive algorithm of [7,25]. For
the Time Model, we color each class optimally using First-Fit [16]. Therefore, we establish the following:
Corollary 7. For online max coloring of interval graphs there is a randomized algorithm whose competitive ratio is 3e in the List
Model, 2e in the List Model with unit intervals and e in the Time Model.
For online max coloring of interval graphs there is a deterministic algorithm whose competitive ratio is 12 in the List Model, 8 in
the List Model with unit intervals, and 4 in the Time Model.
We next note that for an offline algorithm, we can use a derandomization procedure to transform the (online)
randomized algorithm into a deterministic approximation algorithmwithout increasing the approximation ratio. To obtain
the derandomization note that for each node v, v belongs to at most two adjacent classes Si and Si+1 for the different values
of u. Therefore, there are at most n threshold values S that can be found in advance. In such a threshold value τ there exists
at least one node v such that v belongs to different classes for u = τ − ε and u = τ for an infinitesimally small value of ε.
Using these threshold values, we have to calculate only n+ 1 solutions (the ones that correspond to the threshold values S
and the one that corresponds to u = 0), and pick the best solution. Therefore, we establish the following theorem.
Theorem 8. Given an hereditary class of graphs that has a ρ-approximation algorithm for the (offline) minimum node coloring
problem, there is a deterministic (e · ρ)-approximation algorithm for the offline max coloring problem of the same graph class.
Note that for perfect graphs (which are known to be hereditary class of graphs) there exists such an optimal algorithm
for the minimum node coloring (see [12]). Therefore, we obtain an e-approximation algorithm for perfect graphs improving
the 4-approximation algorithm of [32].
Corollary 9. There is a deterministic e-approximation algorithm for (offline) max coloring of perfect graphs.
It was brought to our attention that in parallel to our work, Raman had developed the following offline results for
hereditary graph classes in his Ph.D. thesis [34]. Let C be the known approximation ratio of a deterministic algorithm for
graph coloring for a given graph class. In Theorem 3.5.3, a deterministic 4C-approximation algorithm is given. An improved
deterministic 3C-approximation algorithm is given in Theorem 3.5.14. In addition, a randomized e · C-approximation is
given in Theorem 3.5.5.
3. Lower bounds
In this sectionwe provide lower bounds on the competitive ratio of online algorithms formax coloring of interval graphs.
We prove deterministic and randomized lower bounds for three models. The first lower bound is for the Time Model, and
only unit intervals are used in the construction. For the List Model, we prove two separate lower bounds for unit intervals,
and for intervals of arbitrary length.
All the lower bounds that we present have the same flavor. The idea is to present blocks of intervals, where in such a
block, some of the intervals may overlap. The concepts used below are a base block, which is the first part of the block, and
a notion of an extended block, which is a base block, together with an extension. The notion of a block can refer to either a
base block or an extended block.
Blocks are very different in the three constructions, but in all cases, there is no overlap between intervals of different
blocks. In the Time Model, all the intervals of one block clearly must arrive sorted by their left endpoints, while in the
List Model, they arrive in an order specified in the construction. A block consists of two parts, which are sets of intervals
presented to the algorithm, where the second part (the extension) is optional. The first part is called a base block, and it has
an index i which is related to the largest cardinality clique in it. A base block of index i is called a base i block. In the last
proof, we use an additional parameter k, so that the maximum cardinality clique is a function of i and k. In this case, a base
block with index i and parameter k is called a base (k, i) block. The entire construction (that is, the two parts) is called an
extended block. If only an index i is used, then an extended block of index i is called an extended i block. If both a parameter
k and an index i are used, then it is called an extended (k, i) block. Thus, an extended i block is simply a base i block followed
by a suitable extension, and an extended (k, i) block is a base (k, i) block, followed by a suitable extension for the parameter
k and the index i.
An input is constructed in the following way. After the first base block is built, the cost of the algorithm (or its expected
cost, in the case of randomized algorithms) is checked. If it is sufficiently large, compared to the optimal cost for the instance,
then the input is stopped. Otherwise, the extension is added to the base block, making it an extended block, and a new
(disjoint) base block is presented. Weights are defined so that all the intervals of one base block have a commonweight of α
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Fig. 1. An example of the construction in Theorem 10; an instance with four extended blocks (an extended i block for i = 1, 2, 3, 4) and one additional
base block (a base 5 block).
which is smaller than the commonweight (of 1) of intervals in the extension (so there are only twoweights in each extended
block). These twoweights ofα, 1 are the same in all blocks of one lower bound construction, and therefore each lower bound
construction involves only two weights. The numerical value of α (0 < α < 1) is different in the different proofs.
Unless the input is stopped after some base block, the construction continues in this way until we have presented
sufficiently many (at least M , for a large integer M) extended blocks. That is, in this last case, the construction stops after
theM-th extended block is completed. The details of the different constructions vary, and will be described in this section.
We start with a lower bound for the Time Model, which has a simple structure of blocks. The blocks of the two other lower
bounds have more complicated structures.
Theorem 10. The competitive ratio of any deterministic online max coloring algorithm of interval graphs in the Time Model is at
least φ ≈ 1.618, which holds even if the input is restricted to unit intervals. For randomized algorithms, the competitive ratio is
at least 43 , which holds even if the input is restricted to unit intervals.
Proof. As explained above, we need to define base blocks and extended blocks. In addition, we need to define a stopping
condition, under which a base block is not extended. Let N be a large integer. The sequence contains at most N blocks. Let
0 < α < 1 be a parameter (fixed to be α =
√
5−1
2 = φ− 1 ≈ 0.618 in the deterministic case, and α = 12 in the randomized
case).
Definition 11. A base i block is a clique (for some i ≥ 1) consists of i− 1 identical intervals. These intervals are copies of the
interval [4i, 4i+ 2], and have the weight α. The intervals of base blocks are called regular intervals.
Definition 12. An extended i block consists of a base i block and one additional interval of weight 1 (the expensive interval)
which is adjacent to all the intervals of base i block, and it is located slightly shifted to the right (by half the length of an
interval) from the intervals of the base block. That is, the extension is a single interval located at [4i+ 1, 4i+ 3].
Note that a base 1 block is an empty set of intervals. An extended i block consists of i intervals, while a base i block has
only i − 1 intervals. For each value of i, we first present the regular intervals, since a base i block consists of exactly those
intervals. Afterwards we may present the expensive interval of the extended i block (in case the stopping condition is not
met), since that interval is the extension. The first situation to be considered is the case where the sequence is processed till
the end, i.e., until the extended N block is presented. The second situation is the case where for some number 1 ≤ i ≤ N−1
there are extended j blocks for j = 1, 2, . . . , i and in addition, there is a base i + 1 block. See Fig. 1 for an example of an
instance. The input cannot be stopped after a base 1 block, since in this case the input is empty.
Note that the regular intervals of a block are located to the left of the expensive interval. Therefore, presenting the base
block first and the extension later does not contradict the Time Model. By the construction, intervals of different blocks do
not intersect. Clearly, all intervals in one block must receive distinct colors, but any pair of intervals from different blocks
may receive the same color.
Note that we defined a set of instances such that a deterministic online algorithm needs to be competitive for each
instance of this set, and a randomized algorithm needs to be competitive against a probability measure over this set of
instances. To complete the definition of the instance, we still need to define the stopping condition which will depend on
the behavior of the online algorithm which we consider (in the randomized case, we ensure that the stopping condition
does not depend on the realization of the random bits, but only on the prior probability of each event). We postpone this
until we compute the cost of an optimal solution in each possible input sequence (defined by the above rules).
We now compute the optimal offline cost. If the input sequence consists of a number of extended blocks and no base
block (which is not a part of an extended block), then by our construction, the sequence ends with an extended block only
after N extended blocks were presented (otherwise, if it is stopped, then it is stopped immediately after a base block was
presented). The optimal solution colors all expensive intervals from all extended blocks using one color, and at most one
regular interval per base block with each one of N − 1 additional colors. This gives a total cost of 1+ α(N − 1). If there are
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i ≥ 1 extended blocks, and one additional base block, then there are at most i intervals in each block. Therefore OPT needs
only i colors, where one of these colors is used for all expensive intervals and in the base i + 1 block it uses this color for
one regular interval. The other i − 1 colors that OPT uses are used for regular intervals (at most one such interval per base
block). Therefore, in this case OPT = 1+ α(i− 1).
Next, we consider the behavior of a fixed online algorithm. In the deterministic case, we ensure that the algorithm uses
exactly i colors immediately after i extended blocks have arrived (if they indeed arrive). Note that the regular intervals in
each block arrive first. If the algorithm uses at least one new color (which has not been used for coloring intervals of the
first i − 1 extended blocks) to color a regular interval of the base i block, then we stop the sequence after the intervals of
base i block. That is, the stopping condition for stopping immediately after the base i block is that the (deterministic) online
algorithm, which we consider, has used a new color (which has not been used in the previous extended blocks) for coloring
a regular interval of the base i block. Otherwise, that is, if the stopping condition has not been met, the online algorithm is
forced to use exactly one new color for coloring the expensive interval of extended i block, and therefore it uses exactly i
colors.
We now compute the cost of the online algorithm in each case. Consider first the case in which N extended blocks arrive.
This means that the algorithm used a new color for each expensive interval. Therefore, the total cost of the online algorithm
in this case is exactly N . Now consider the other case, and let i+ 1 be the index of the base block which is not extended to
an extended i + 1 block, that is, the algorithm has used a new color to color a regular interval of the base i + 1 block and
so the stopping condition is met. The algorithm used i distinct colors for the expensive intervals of the extended j blocks for
j = 1, . . . , i. It also uses a new additional color for one regular interval of base i+ 1 block. Therefore, the cost of the solution
returned by the algorithm is i+ α.
To complete the proof for deterministic algorithms, we compute the competitive ratio in each case. Consider the
competitive ratio if there are N extended blocks. This ratio is N1+αN−α . For a sufficiently large value of N , the ratio tends
to 1
α
=
√
5+1
2 = φ ≈ 1.618. If the sequence stopped immediately after base i + 1 block, the ratio is i+α1+iα−α = φ (for any
value of i).
Next, we extend the proof for randomized algorithms. Let 0 < p < 1 be a threshold probability (later fixed to be p = 23 ).
The construction is the same as above, however the stopping condition which we defined above is meaningful only for
deterministic algorithms and not for randomized algorithms (since we do not know if the algorithm has actually used a
new color to color the regular intervals of the base block). Therefore, we need to define a new stopping condition for the
randomized case.
The sequence is stopped after the base i + 1 block, if the probability that at least i + 1 colors were used so far by the
algorithm is at least p, and otherwise the sequence continues. Note that for a fixed randomized online algorithm, we can
compute these probabilities without the knowledge of the realization of the random bits operations of the algorithm. Hence,
our stopping condition is allowed to depend on these probabilities. Clearly, the optimal cost does not change. We compute
the cost of the sequence for a fixed randomized algorithm.
Let pi be the probability that at least i+ 1 colors are used by the algorithm for the instance up to (and including) the base
i + 1 block. Thus, since the extended i + 1 block is a clique of cardinality i + 1, the (i + 1)-th color must be used for an
interval of this block, and therefore we get that the probability that the (i+1)-th color is used first for the expensive interval
of the extended i + 1 block (if it is an extended block) is 1 − pi. First consider the expected cost of the first two blocks. If
the sequence is stopped at the earliest possible time, that is, if the second block is a base block, then the expected cost is at
least 1+ p1 · α. If the second block is an extended block, then the expected cost which is incurred by the algorithm so far is
at least 1+ p1 · α+ (1− p1). Since the extended block needs at least two colors, and if the interval of the base block has the
same color as the expensive interval of the first extended block, then the cost of the second color of the second extended
block is 1.
Similarly, color i+ 1 is charged a cost of α with probability pi and of 1 with probability 1− pi. In the last case we know
that this color is used the first time for an interval of weight 1.We get that if the sequence is stopped right after the base i+1
block, the expected cost so far is at least 1+αij=1 pj+i−1j=1(1−pj) = i+(α−1)i−1j=1 pj+αpi ≥ i+(α−1)(i−1)p+αp,
since α < 1, pj < p for j < i and pi ≥ p.
On the other hand, the cost after the extendedN block is at least 1+αN−1j=1 pj+N−1j=1 (1−pj) = N+(α−1)N−1j=1 pj ≥
N + (α − 1)(N − 1)p, since α < 1 and in this case pj < p for 1 ≤ j ≤ N − 1.
We let α = 12 and p = 23 . We get the ratio of at least N−(1−α)(N−1)p1+α(N−1) in the case where N extended blocks are built. In
this case the competitive ratio tends to 1−p+pα
α
= 43 for sufficiently large N . Otherwise, that is, if the sequence stops before
we reach the extended N block, then the ratio is at least i−(1−α)(i−1)p+αp1+α(i−1) =
2i
3 + 23
i
2+ 12
= 43 . This completes the proof for the
randomized case. 
In the ListModel, the previous lower bounds can be improved. This is done using blockswhere intervals do not necessarily
arrive sorted by their left endpoints.We first consider the case of unit intervals. This time the construction of blocks is similar
to the lower bound for online coloring of unit interval graphs [7,25]. Blocks are no longer simple cliques, and the construction
of a base block depends on the behavior of the online algorithm on the previous intervals of this base block. However, blocks
still have a relatively simple final structure.
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Theorem 13. The competitive ratio of any deterministic online max coloring algorithm of unit interval graphs in the List Model
is at least 2. For randomized algorithms, the competitive ratio is at least 116 ≈ 1.8333.
Proof. We start with definitions of blocks, let 0 < α < 1 and consider the deterministic case first.
Definition 14. A base i block, for i ≥ 1, is a set of intervals of weight α, contained in the range [4i, 4i + 3) (so there is no
overlap between intervals of different base blocks). The set of intervals has the following properties.
• The largest clique cardinality is 2i.
• The online algorithm uses exactly 3i colors for the base block.
• There exists a range of length 1, [x, x+ 1] ⊆ [4i, 4i+ 3), which we call the central range of the base i block, which has the
following properties.
– In the set of intervals having an overlap with [x, x+ 1], the largest clique size is 2i.
– The number of colors used by the algorithm for this last set of intervals is 3i, that is, every color used by the online
algorithm for this block is used for some interval overlapping with [x, x+ 1].
A base 0 block is an empty set of intervals, and it does not have a central range.
Definition 15. For i ≥ 1, an extended i block is a base i block with the central range [x, x + 1] concatenated with two
requests of weight 1 for [x, x + 1]. The online algorithm is therefore forced to use at least 3i + 2 colors to color this block.
Out of those 3i+ 2 colors, at least two must have a weight of 1.
The intervals of an extended 0 block are defined similarly to a base 1 block in terms of structure. This extended block is
contained in the range [0, 3). The largest clique size is 2, while the online algorithm is forced to use three colors. However,
the weight of every interval is 1 (rather than α, which is the weight of intervals in the base 1 block).
The construction of such a base i block (which is similar to the lower bound of 32 , shown in [7,25] for the competitive ratio
of online coloring of unit intervals) is described next. The construction is partitioned into three phases. In the initial phase
we present i identical requests for an interval [4i, 4i + 1]. The online algorithm has to color these intervals with exactly i
colors. We denote those colors by c1, . . . , ci and the set of those colors by C = {c1, . . . , ci}.
In the second phase we present at most 2i intersecting intervals which do not have any overlap with the intervals of the
first phase. Since the presented intervals are all intersecting, each one must be colored using a different color. The intervals
of the second phase are given one by one. An invariant is kept, that all intervals colored using a color in C are slightly shifted
to the right with respect to any interval that is colored by a color which is not in C . That is, the intervals of the second phase
satisfy the condition that all left endpoints of intervals colored with a color not in C are located strictly to the left of the left
endpoints of intervals which are colored with a color in C . The intervals of the second phase are presented until exactly i of
them are colored by colors that are not in C . Since |C | = i, any set of 2i intersecting intervals must be colored using at least
i colors which are not in C . If already after some number i+ j of intervals have been presented in the second phase, where
0 ≤ j ≤ i− 1, there are i intervals colored with colors not in C , no additional intervals are presented in this phase. We next
show the details of this second phase in the construction.
At any time during the presentation of intervals of the second phase, in order to present an additional interval, we use
the following definitions. Let I1 = [a, a+1] be the rightmost interval colored by some color c¯ /∈ C (if such an interval exists)
and let I2 = [d, d+ 1] be the leftmost interval colored by some color c ∈ C (if such an interval exists). These two intervals
are selected only among intervals introduced so far in the current phase (intervals presented in the initial phase and other
blocks are not taken into account). If there is no interval colored with a color not in C , then we say that I1 is empty. If there
is no interval colored with a color in C , then we say that I2 is empty. Let ε = 164i . A new interval, I , is presented as follows. If
both I1 and I2 are non-empty, by the invariant, we assume a < d. A new interval is presented with a left endpoint between
a and d, so this invariant will hold in the next step as well.
1. If both I1 and I2 are empty (this holds exactly once, when we introduce the first interval of the second phase) then
I = [4i+ 32 , 4i+ 52 ]. In this case, in the next step, exactly one of I1 and I2 would be empty. Specifically, if the algorithm
colors I using a color in C then I1 will be empty in the next step, and otherwise I2 will be empty.
2. If only I1 is empty, I = [d− ε, d+ 1− ε]. As a result, if I receives a color in C as well, then I1 would still be empty in the
next step and I2 will be I . Otherwise I1 of the next step would be I , while I2 would not change. In this last case, in the next
step, I1 is to the left of I2 as required.
3. If only I2 is empty, I = [a + ε, a + 1 + ε]. As a result, if I receives a color not in C , then I2 would still be empty in the
next step and I1 will be I . Otherwise I2 of the next step would be I , while I1 would not change. In this last case, in the next
step, I1 is to the left of I2 as required.
4. If none of I1 and I2 is empty then, I = [ d+a2 , d+a2 + 1]. That is, the unit length interval is located halfway between I1 and
I2. If I receives a color from C , then in the next step I2 would be I , and I1 would remain unchanged. Otherwise, I1 of the
next step would be I and I2 would remain unchanged . In both cases, the new I1 would be to the left of the new I2.
The stopping condition of the second phase is the existence of i intervals of the second phase, not colored using a color
from C . Recall that this means that the construction is stopped after introducing at most 2i intervals.
The distance between the leftmost left endpoint of any interval of the second phase, and the rightmost left endpoint is
smaller than 132 , thus all the intervals of the second phase are intersecting. We deduce that these intervals are contained in
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Fig. 2. A single base i block of the construction in Theorem 13, where i = 8.
the range (4i+ 4732 , 4i+ 8132 ). There is therefore no overlap between the intervals of the second phase and the intervals of the
initial phase. On the other hand, the left endpoints of all the intervals in the second phase are located within a distance of
less than 1 from the right endpoints of the intervals of the initial phase.
Assume now that [yi + 1, yi + 2] is the rightmost interval with a color c¯ /∈ C after all intervals from phase 2 were
presented. From the construction we have 4i+ 4732 < yi + 1 < 4i+ 4932 . We next define the last phase of the construction of
the base block, where we present i requests for the interval [yi, yi + 1]. This interval intersects all the intervals with color
not in C from the second phase, and it intersects no intervals with a color in C from the second phase. Additionally, these
last i intervals intersect all the intervals from the initial phase. This concludes the construction of a base i block (see Fig. 2).
The central range of this base i block is defined to be [yi, yi + 1].
In the base i block, all the intervals presented in the last phase have an overlap with exactly 2i intervals of the first two
phases, all having distinct colors, that is, they intersect with intervals of exactly 2i different colors. These i colors are all the
colors of C , which are the colors of intervals of the initial phase, and additional i colors (which are not in C) used in the
second phase. The intervals of the second phase which have a color in C intersect with all intervals of the second phase, but
not with intervals of the last phase. In this way, an algorithm is forced to use 3i colors, while the largest clique of the base i
block has cardinality 2i. Moreover, it is possible to define [yi, yi + 1] to be the central range of the base i block, since it has
non-empty overlap with 3i intervals, each colored using a different color, as needed. This completes the proof that such a
base i block exists, and can be constructed so that all its intervals lie within the range [4i, 4i+ 3).
Recall that an extended i block contains a base i block (in which all weights of intervals are equal to α) followed by two
additional requests of weight 1 for the central range, that is, for the interval [yi, yi + 1]. The cardinality of the largest clique
of an extended i block is 2i + 2, and in every clique in the extended i block, all intervals have a weight of α, except for the
last two intervals which have a larger weight of 1. This forces any algorithm to use two additional colors, so the algorithm
is clearly forced to use a total of 3i+ 2 colors to color the extended i block, out of which, two colors must have weight 1.
The sequence either consists of some number, N + 1, of extended blocks (an extended i block for 0 ≤ i ≤ N), or of some
number j (1 ≤ j ≤ N) of extended blocks (an extended i block for 0 ≤ i ≤ j − 1), followed by one base j block. Recall that
base 0 block is empty, and the extended 0 block consists of three or four intervals, for which the algorithm uses exactly three
colors and an optimal solution uses two colors.
The further blocks are introduced one by one, according to increasing indices. After the base i block is constructed, the
extension is possibly added afterwards, after examining the set of colors which was used for this base i block. Throughout
the construction, the following invariant is kept. Just before a base i block is presented, the number of colors which the
algorithm must be using is at least 3(i− 1)+ 2 = 3i− 1 (the only exception is for i = 1 where the algorithm was already
forced to use exactly three colors). This holds due to the properties of extended blocks. Due to the stopping rules defined
below, it will always be the case that out of these colors, there are at least i + 1 colors of weight 1, since otherwise, the
extension is not constructed, the block remains a base block, and the sequence stops.
For every value of i for which an extended i−1 block is constructed we define a set of colors which we call basic colors for
the index i. This is a subset of the colors which are used in the extended blocks 0, . . . , i− 1. We define this set recursively.
For i = 1, these are the three colors used in the extended 0 block. For i = 2, these are the basic colors of i = 1, together
with the first two colors used in the extended 1 block, which are not basic for i = 1. For i > 2, these are the basic colors
for the index i − 1, together with the three first colors which are not basic for i − 1, which are used in the extended i − 1
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block. In total, if i > 1, there are 3i − 1 basic colors for i, and there are three basic colors for i = 1. The sets of basic colors
are well-defined since at least 3i− 1 colors must be used in the first i− 1 extended blocks.
In the extended i block, after the base i block was constructed, if at least three colors which are not basic colors for iwere
used, we stop the construction (if i = 1, we stop the construction if the base 1 block contains two colors which are not basic
for i = 1). Otherwise the extension is added, and the base i + 1 block is built (unless i = N , in which case the input stops
after the extension). The earliest time that the construction can be stopped is after the extended 0 block and the base 1 block
were constructed.
We compute the optimal cost of the sequence up to a base i block for i > 0. The largest cardinality of any clique is 2i,
where the base i block and the extended i − 1 block both have such cliques. Every constructed block has two intervals of
weight 1 and its other intervals are of weight α. The two exceptions are the extended 0 block, and the base i block. Clearly,
the extended 0 block can be colored using two colors of weight 1. Therefore, to color the sequence, two colors of weight 1
and 2i− 2 colors of weight α are sufficient. This gives a cost of 2+ 2(i− 1)α. If the sequence terminates at phase N with an
extended N block, then the cost is the same as if a base N + 1 block were presented, i.e., it is 2+ 2Nα.
After the extended 0 block is presented, the algorithm uses three colors of weight 1. If the sequence terminates after the
base 1 block, then two colors which are not basic colors for i = 1 were used. That is, there are three basic colors of weight
1 and two colors of weight α. If the sequence terminates after the base i block for i > 1, three colors of weight α, which
are not basic colors for i − 1 were used in this phase. We next calculate the cost of basic colors in previous blocks. For the
extended j block with j > 1 there are three colors which are not basic for j but become basic for j+ 1. If j = 1 then there are
two such colors. Consider an earlier extended j block, where 1 < j < i. There are three colors that become basic for the next
block. Since the extension was constructed, at most two of those colors were used for intervals of weight α (since otherwise
the base j block does not become an extended j block). Therefore, at least one new basic color for j+ 1 has a weight of 1. In
the extended 0 block, three colors of weight 1 were used, and in the extended 1 block, there are two colors which become
basic for i = 2 in the next block, out of which, at most one color has a weight of α.
Therefore, if the sequence terminates after the base i block for i > 1, the cost of the algorithm is at least 3 + α + 1 +
(2α+ 1)(i− 2)+ 3α = 2+ (2α+ 1)i, whereas the optimal cost is 2+ 2(i− 1)α. For i = 1, if the sequence terminates after
the base 1 block, the cost of the algorithm is at least 3 + 2α, whereas the optimal cost is 2, thus this case does not need to
be considered separately.
The cost of the algorithm if the sequence is completed (i.e., all blocks are extended blocks) is 3+ α + 1+ (2α + 1)(N −
2)+ 2α + 1 = 3− α + (2α + 1)N , whereas the optimal cost is 2+ 2Nα. We get the ratio 3+2α+(2α+1)(i−1)2+2(i−1)α in the first case,
and 3−α+(2α+1)N2+2Nα in the second case. We choose a value of α such that
2α+3
2 = 1+2α2α . The value α = 12 = 0.5 satisfies this
requirement. The ratio in the first case is 4+2(i−1)i+1 = 2. The ratio in the second case tends to the same value for large enough
values of N . The claim for deterministic algorithms follows.
Wenext provide the generalization of this proof for randomized algorithms (which is similar to the proof for deterministic
algorithms). As a first step, we explain how to extend the construction of blocks to randomized algorithms (a similar
extension can be applied for online unit interval coloring [24]).
In the deterministic proof, we construct one extended i block for each value of i before moving on to the next block. In
the randomized case, we introduce multiple non-overlapping base i blocks for each value of i (and possibly extend them
into extended i blocks). Consider the deterministic construction of a base i block. In this case, we decide on the locations of
intervals of its second phase, to the left or to the right of the current interval, based on previous decisions of the algorithm.
Specifically,we checkwhether a new interval is coloredusing a colorwhichwasused in the first phase of this block. However,
if we apply this for a randomized algorithm, thenwe do not knowwhich colorswere assigned. Therefore, instead of checking
the behavior of the algorithm, we try to guess it using the probability for each outcome. Building a base i block, we need to
guess a binary property of 2i intervals. The probability of achieving a correct guess for all 2i intervals is at least 1
22i
(to obtain
this probability we use the information regarding the probabilities of the choices of the algorithm for our guesses). Clearly,
for any ε > 0, there exists a number S(i,ε), such that if we repeat the construction independently S(i,ε) times, then with a
high probability of 1− (1− 1
22i
)S(i,ε) which is at least 1− ε, at least one base block uses at least 3i colors. This does not harm
the lower bound which we prove since ε can be chosen to be arbitrarily small, and thus if we show that no algorithm of
competitive ratioR(1− ε) exists for someR > 1, then this proves a lower bound ofR on the competitive ratio.
We do not know which base block actually received 3i colors. However, if an extension (two additional intervals per
block) is to be constructed, then we can add the extension to each one of the base i blocks. If there exists a base i block for
which the guess was correct, then it has exactly 3i different colors. This base block has at least one new color compared to
the set of 3i − 1 basic colors of an extended i − 1 block (the basic colors for the index i) for which the guess was correct.
If i = 1, then it can be the case that there are no new colors. We define a threshold h > 0 and the decision of whether to
extend the base i blocks is performed as follows. Denote the conditional probability that among the colors used for this base
i block, there are at least three new colors (which are not basic in the extended i− 1 blocks, that is, not basic for the index
i) by qi. The conditional probability is conditioned on the event that we guessed correctly. Recall that in such a case, only
the first three such colors would become basic for blocks of the next index, if they are constructed. Denote the conditional
probability that among these colors there are exactly two new basic colors by pi. Therefore the conditional probability for
a single new color is 1 − pi − qi. For i = 1, then only the two first new colors would later become basic colors. We let q1
denote the probability that there are at least two new colors, and p1 is the probability that there is one new color.
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For i ≥ 1, if pi + 2qi ≥ h, then we stop the sequence after the intervals of the base i blocks, and otherwise, if i < N , we
extend these base i blocks, and afterwards we construct the base i+ 1 blocks, and if i = N we only extend the base N block.
Consider first the cost of the sequence up to the base 1 blocks, in the case that the construction stops after these blocks.
Since with high probability, there are three colors in some extended 0 block, we get an additional expected cost of at least
α(p1 + 2q1) (in addition to the cost 3 of the basic colors of base block 1). Therefore, with high probability, the cost for the
base 1 blocks, if the sequence is stopped is at least 3+ α(p1 + 2q1) ≥ 3+ αh = 3− α + α(1+ h). Consider the case that
the sequence is not stopped after the base 1 blocks. The expected cost for the two new basic colors used in the extended 1
blocks (with high probability) is (1− p1 − q1)2+ p1(1+ α)+ 2αq1 = 2− p1(1− α)− 2q1(1− α) ≥ 2− h(1− α).
If the sequence is not stopped after the base i blocks, for some i > 1, then the expected cost for the three new basic colors
used in the extended i blocks (with high probability) is (1−pi−qi)(2+α)+pi(1+2α)+3αqi = 2+α−(pi+2qi)(1−α) ≥
2+ α − h(1− α). If base i blocks are built, but not extended i blocks (for i > 1), this adds (with high probability) a cost of
at least α((1− pi − qi)+ 2pi + 3qi) = α(1+ pi + 2qi) ≥ α(1+ h) to the cost of the extended i− 1 blocks.
To summarize, with high probability, we charge a cost of 3−α to the extended 0 block, a cost of α(1+ h) to a base block
without an extension, if it exists, and a cost of 2 + α − h(1 − α) to every extended i block for 1 ≤ i ≤ N . Therefore, with
high probability, if the sequence is stopped after base i blocks (for some i ≥ 1), then the expected cost of the algorithm is at
least 3 − α +i−1j=1(2 + α − h(1 − α)) + α(1 + h) = 3 − α + (i − 1)(2 − h) + iα(h + 1). Otherwise the cost is at least
3−α+Nj=1(2+α−h(1−α)) = 3−α+2N+αN−hN+αhN . The optimal costs do not change.We get a competitive ratio
of 3−α+(i−1)(2−h)+iα(h+1)2+2α(i−1) in the first case and of
3−α+2N+αN−hN+αhN
2+2Nα in the second case. Using the values α = 12 and h = 43
we get the lower bound
11
6 i+ 116
i+1 = 116 in the first case and in the second case the ratio tends to 116 for large N . This gives the
same lower bound in the second case as well. 
The general lower bound for the List Model is based on blocks as well, however the construction of blocks is more
complicated than in the previous proofs. The exact set of intervals of which a block consists depends on the behavior of the
online algorithm, and the structure of a block is involved. In fact, the construction of each block is similar to the construction
of the lower bound of 3 for online interval coloring, in [20]. We prove the following theorem.
Theorem 16. The competitive ratio of any deterministic or randomized online max coloring algorithm of interval graphs in the
List Model is at least 4.
Proof. We start with a proof of the deterministic lower bound and later show how to extend it for randomized algorithms.
To prove the theorem,we use again base blocks and extended blocks but their structure is nowdifferent. Recall that intervals
of different blocks cannot intersect.
We first describe the properties of blocks, and afterwards we show how to construct such blocks. Let 14 ≤ α < 1 be
a constant (later chosen to be 12 ). Once again, all the intervals of every base block have a common weight of α, while the
additional intervals of the extensions have a common weight of 1.
Set k to be a large constant and let i ≥ 1 be an integer.
Definition 17. Abase (k, i)block is a construction of intervals, all contained in the range (i−1, i) (which implies the property
that intervals of different blocks cannot have any overlap). The intervals are defined dynamically, based on the behavior of
the online algorithm. The construction is such that the online algorithm is forced to use at least (3k−2)(i−1) colors for this
base block. A base (k, i) block must satisfy the condition that the largest cardinality clique in it has a size of at most k(i− 1).
Definition 18. An extended (k, i) block is a construction of intervals, all contained in the range (i− 1, i), which consists of
a base (k, i) block and an extension. The intervals are defined dynamically, based on the behavior of the online algorithm.
The construction is such that the online algorithm is forced to use at least (3k− 2)i colors for this extended block.
An extended (k, i) block must satisfy that there exists a coloring of all intervals of the extended block, satisfying the
following conditions:
• The number of colors needed in the coloring is at most ki.
• There are at most k(i− 1) colors of weight α in the coloring.
• There are at most k colors of weight 1 in the coloring.
We call a set of colors which are used by the online algorithm to color a set of intervals: ‘‘the colors of the set’’. This set
of intervals can be a subset of a block or a block (in which case we use ‘‘the colors of the block’’). The set of colors does not
necessarily include all colors actually used in the block, but it is assigned to sets of intervals, to be able to maintain a lower
bound on the number of colors used, and on the cost of the algorithm.
When a (k, i) block is presented to an online algorithm, the numbers k and i are assumed to be known in advance to the
algorithm (that is, already at the time of presentation of the first interval of the block). The specific construction is explained
later. As usual, the construction of an extended (k, i) block consists of two parts. In the first part we present a base (k, i)
block, and in the second optional part, additional unit weight intervals are presented.
The goal of the construction of a base (k, i) block is to force an algorithm to use sufficientlymany colors. The construction
is not stopped if this number of colors is achieved, but we do not charge the extra colors to the algorithm at this time, and
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similarly to the proof of Theorem 13, we define basic colors for the constructed blocks. The construction of the input is
continued under the assumption that the number of colors in it did not reach a maximum number of colors which we
define. In the deterministic case, if this number is achieved then the construction is simply stopped, and we will show that
in this case the lower bound holds. In the randomized version of the lower bound, the construction is not stopped in such a
case (since we do not know the realization of the random bits). The construction will continue assuming that the maximum
number of colors was not achieved but if it was in fact already achieved then as in the deterministic case the lower bound
will follow.
It is left to describe how to obtain a base (k, i) block and an extended (k, i) block, for any i ≥ 1 and a sufficiently large
value of k. For each block we use a construction which is similar to the lower bound of 3 in [20]. A difference with [20],
already used in [7,25] is the knowledge of k and i that the algorithm is assumed to have. Given a fixed value of k which is
sufficiently large, we prove the following claim.
Claim 19. For a given online algorithm, it is possible to construct an extended (k, i) block and a base (k, i) block, for any i ≥ 1,
according to the properties defined above.
Proof. The construction of an extended (k, i) block consists of ki phases, where in the first k(i− 1) phases, all intervals are
of weight α, whereas the last k phases consist of intervals of weight 1. That is, the construction of a base (k, i) block consists
of the first k(i− 1) phases. To satisfy the conditions on an optimal coloring, we keep the invariant that each phase increases
the cardinality of a maximum clique by 1. In addition, we will ensure that the extension is k-colorable. This is sufficient to
maintain the conditions regarding the existence of a coloring as required in Definition 18 (both for the base (k, i) block and
for the extended (k, i) block). Below, it is stated that the construction may be stopped if the number of colors used by the
online algorithm reaches a maximum value. Clearly, the optimal coloring can only benefit from stopping the construction
prematurely.
After a phase is defined, we shrink some parts of the line into single points. By shrinking an interval [β, γ ] into a point,
we mean that we perform a mapping m of the real line into itself such that m(x) = x if x ≤ β , m(x) = x − (γ − β) for
x ≥ γ , andm(x) = β for x ∈ [β, γ ]. Throughout the construction of an extended (k, i) block we performmultiple shrinking
operations, and each timewe ensure that all previously presented intervals do not cross the range on which we perform the
shrinking operation, that is, they are either contained in it or have no overlap with it at all. Given a point p, that is a result
of shrinking an interval [β, γ ], every interval presented in the past which is contained in [β, γ ] is also shrunk into p, and
therefore the point p inherits a list of colors that such intervals received. These colors cannot be assigned to any interval
that contains the point p. The shrinking is done only for simplification purposes. In practice it means that for a given point
p which is the result of shrinking, every future interval either contains this point or not, i.e., it either contains all intervals
that were shrunk into this point, or has no overlap with any of them.
Themaximum number of colors to be used by the algorithm is defined to be U = 16(3k−2)N , where N is the maximum
index i for which a (base or extended) (k, i) blockwill be constructed. Thus by the properties of blocks, the largest cardinality
of any clique in a block will not exceed kN , and since blocks are disjoint, an optimal solution will have cost no larger than
kN . If the algorithm uses a total of at least U colors thenwe stop the construction since in this case each colors is of weight at
least α ≥ 14 , and we get that the cost of the algorithm is at least 4(3k− 2)N , and the competitive ratio is at least 4(3k−2)k ≥ 4
for any k ≥ 1.
We will use the property that U is divisible by 4. Since in the deterministic construction the algorithm never uses more
than U colors, we assume that the algorithm is initially given a palette of U colors, and as soon as all these colors are used,
the proof is complete. Note that this is just one stopping condition, and as in previous proofs, there is a condition defined
later to decide where the extension should be constructed, or whether a block remains a base block.
The first phase of a base (k, i) block for i ≥ 2. Let S = U3ki be an initial number of disjoint intervalswhichwould be presented
in the first phase. As required, the presented intervals will be contained in the range (i− 1, i). Specifically, in the first phase,
we introduce S intervals which are actually the points, i−1+ tS+1 , for 1 ≤ t ≤ S, and the distance between two consecutive
intervals is 1S+1 . All future intervals of this block will be contained in [i − 1 + 1S+1 , i − 1 + SS+1 ]. After the first phase was
introduced, sincewe assume that the algorithm is using atmostU colors for the input so far and in particular, in the intervals
which were just presented, this means that there exists a set of at least SU = U3ki−1 intervals that share the exact same color
c. This color is assigned to be the set of colors used in the intervals of the first phase.
Phase j of a base (k, i) block for j ≥ 2. We now define an arbitrary phase which is not the first one. For each phase, we will
show that the number of intervalswhich can be used in it decreases by a factor of atmostU3 compared to the previous phase.
The phases are constructed in a way that at the beginning of phase j ≥ 2 there is a set of at least U3ki−3j+5 points whose set
of colors is a given common subset of the U colors. As shown above, this clearly holds after phase 1. These points are called
points of interest. In addition, theremay exist other points containing other subsets of colors. All these other points are called
void points. After phase 1, the point of interest are those colored with color c. After shrinking operations were performed in
some phases, a point can clearly be the result of shrinking of intervals. We keep track of void points and ensure that future
intervals do not have these points as endpoints.
After j − 1 phases were constructed, to define phase j (for j ≥ 2), we choose exactly U3ki−3j+5 points of interest and
partition these points of interest into consecutive sets of four points. Since j ≤ ki, this number of chosen points is at least
U5 and thus it is divisible by 4. Additional points of interest which were not chosen to participate become void points.
L. Epstein, A. Levin / Theoretical Computer Science 462 (2012) 23–38 35
Fig. 3. The sets of intervals of a phase for a given subset of points of interest (in the top figure I1 and I2 receive the same color and in the bottom one they
receive different colors).
Fig. 4. Shrinking of intervals into points after a phase which is followed by another phase.
We next define the intervals of phase j, increasing the size of the largest cardinality clique (with respect to the number
of intervals, i.e., ignoring weights) by exactly 1. Given a set of four consecutive points of interest a1, a2, a3, a4, listed from
left to right, let x be a point between a1 and a2 which is not a void point. Similarly, let y be a point between a3 and a4 which
is not a void point and let z be a point between a2 and a3 which is not a void point. We introduce the intervals I1 = [a1, x]
and I2 = [y, a4].
If they both receive the same color by the online algorithm, we introduce the intersecting intervals I3 = [x, z] and I4 =
[z, y] (see the top figure of Fig. 3). The interval I3 contains a2 and it intersects with I1. The second interval I4 contains a3 and
it intersects with I3 and with I2. Therefore, two new colors must be used for I3 and I4. In total, three new colors were used,
and each interval out of the four new intervals contains exactly one point of interest out of a1, a2, a3, a4.
If I1, I2 receive distinct colors by the online algorithm, we introduce the interval I5 = [x, y] (see the bottom figure of
Fig. 3). Interval I5 contains a2 and a3, and it intersects with I1 and with I2. Thus it receives a new color. In total, three new
colors were used, and each point of interest is contained in one of the three newly introduced intervals.
We shrink every such range on the real line [a1, a4] into a single point a1 as explained above (see Fig. 4). Such a shrunk
point a1 has the following set of colors: the three new colors which were used for the newly presented intervals, that is
either for I1, I2, I3, and I4 or for I1, I2, and I5, and the union of sets of colors of a1, a2, a3, a4.
Note that we do not use more than U colors (since the construction is stopped if U colors have been used), and each new
shrunk point receives three new colors, while the other colors in the sets of colors of these points are the same. There are
at most U
3
6 <
U3
4 options to choose a set of three new colors from the available palette of |U| colors. We can therefore find
a set of U
(3ki−3j+5)/4
U3/4
= U3ki−3j+2 points having the same set of used colors. All points containing these exact sets of colors
become the points of interest of the next phase, and the other points (with a different set of colors) become void points of
the next phase. Points that are void points of previous phases and are not contained in shrunk intervals remain void points.
Note that the points where the new intervals intersect are points with no previous intervals (since they are not void points),
in these points there is a clique of cardinality 2, and the cardinality of previously existing cliques increases by at most 1.
Overall, since j ≥ 2 and some intervals of this blocks were already defined before, the maximum cardinality of any clique
was at least 1 and it increases by exactly 1. The set of colors of the intervals up to phase j is defined to be the set of phase
j− 1 together with the three new colors of the new points of interest.
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After the first k(i − 1) phases, the construction of the base (k, i) block is completed. We need k additional phases in
order to obtain an extended (k, i) block. Recall that in those phases intervals of weight 1 are presented instead of the weight
α. The first phase of intervals of the extension is different from all other phases of the extension, as we would like the set
of all intervals of the extension to be k colorable. In order to achieve this, the first phase of the extension does not have
intersecting intervals. The points of interest are still defined based on phase k(i − 1), and partitioned into sets of four as
above. However, given a set of four such consecutive points a1, a2, a3, a4, we only introduce the interval [a1, a4] (of weight
1). Thus, the intervals of this phase are non-intersecting, and can be colored using a single color. The interval [a1, a4] is then
shrunk into the point a1 and the only difference with other phases is that its set of colors is the union of sets of colors of
a1, a2, a3, a4 together with just one new color. The remaining phases of the extension are constructed as other phases, and
the only difference is the weight of intervals which is now 1 and not α as in the phases in which the base (k, i) block is
created.
There is one special case where i = 1, where the base (k, 1) block is empty. In this case, the points of interest for the first
phase of the construction of the extended (k, 1) block are defined to be the points tS+1 , for 1 ≤ t ≤ S. If i ≥ 2, the number
of colors of a base (k, i) block is at least 3k(i − 2) + 1 ≥ (3k − 2)(i − 1) since three new colors are assigned to the set of
colors of the points of interest in each phase except for the first one where just one such color is assigned. If i = 1, then the
minimum number of colors (3k − 2)(i − 1) = 0 is valid as well. Thus the online algorithm uses at least (3k − 2)(i − 1)
colors in a base (k, i) block. These colors have each a weight of at least α. As for the extension, if i = 1, then the number of
colors is at least 3(k− 1)+ 1 = 3k− 2. Otherwise, if i ≥ 2, the base (k, i) block is not empty, the number of colors which
are not used in the base block (and must be all of weight 1) is at least 3k− 2, and and the total number of colors is at least
(3k− 2)(i− 1)+ (3k− 2) = (3k− 2)i. This completes the proof of the claim. 
The structure of the lower bound construction is similar to previous proofs, in particular, atmostN blocks are used (those
are (k, i) blocks for 1 ≤ i ≤ N and a fixed value of k). Recall that in an extended (k, i) block, the online algorithm is forced
to use at least (3k − 2)i colors, and it uses at least (3k − 2)(i − 1) colors in a base (k, i) block. We define basic colors for
2 ≤ i ≤ N similarly to the proof of Theorem 13. Here there are no special cases. The basic colors for i = 2 are the first 3k−2
colors used in the extended (k, 1) block. The basic colors for i + 1 (where 2 ≤ i ≤ N − 1, if an extended (k, i) block was
built) are the basic colors for i together with the first 3k− 2 new colors used in the extended block i.
After the construction of a base (k, i) block, it is possible to count the total number of colors mi that are not basic for i
that were used in it. The number of basic colors for i is (3k−2)(i−1), since we define 3k−2 new basic colors in each block.
We have 0 ≤ mi ≤ 3k− 2, since some of the new basic colors could be used only in the extension of the (k, i) block. Let us
define ni = (3k− 2)−mi to be the number of basic colors in the extension of the base (k, i) block.
We next describe the condition under which a base (k, i) block is extended to be an extended (k, i) block. When the i-th
block is presented (a (k, i) block), ifmi ≥ 2k, then the input sequence terminates. That is, the extension is not constructed.
Otherwise, we continue to create the extended (k, i) block and the next additional base block. Note that if the algorithm
already uses U colors at some time then the construction is terminated immediately, even if a base block or its extension
were not built completely. We already analyzed this last case and therefore we assume that it does not happen, and we
analyze the cases that base blocks and extensions are either not built or built completely, and the only stopping condition is
the one defined here. If it was decided to add the extension, then if i < N then the next base block (a base (k, i+ 1) block)
is constructed as well, and if i = N , only the extension is created.
We compute the cost of the online algorithm, if it constructs the extended (k, j) blocks for j = 1, . . . , i−1 and stops after
constructing the base (k, i) block for some 2 ≤ i ≤ N . The cost of the first block is 3k−2 since all colors there have cost 1. The
cost of the j-th block (for 2 ≤ j ≤ i−1) isα ·mj+ni = α ·mj+(3k−2−mj) = 3k−2−(1−α)mj ≥ 3k−2−(1−α)(2k−1) =
k−1+(2k−1)α, sincemj ≤ 2k−1 for 2 ≤ j ≤ i−1 as these blockswere extended. The cost of the i-th block is at leastα·mi ≥
2kα, asmi ≥ 2k. This gives a cost of at least (3k−2)+(i−2)(k−1+(2k−1)α)+2kα = i(k−1+(2k−1)α))+(2k−1)(1−
α)+α+1− k. A possible offline packing is to use k colors of weight 1 and k(i−1) colors of weight α. The colors of weight 1
are used for all extensions (all being k colorable) and all base blocks except for the last one are k(i−2) colorable. The last base
block is k(i−1) colorable (and there is no extension). Thus it is possible to color the input with a cost of atmost k(i−2)α+k.
It remains to consider the case where there are no base blocks which were not extended to an extended (k, i) block, that
is if there are N extended blocks. In this last case, the cost of the algorithm for each extended block except for the first one
(for which the cost is still 3k− 2) is at least k− 1+ (2k− 1)α and the total cost is (3k− 2)+ (N − 1)(k− 1+ (2k− 1)α) =
N(k − 1 + (2k − 1)α) + (2k − 1)(1 − α). An offline solution can use k colors of cost 1 for all intervals of extensions, and
k(N − 1) colors of cost α, for a cost of k(N − 1)α + k.
Choosingα = 12 , in the first casewe get a lower bound on the competitive ratiowhich tends to 2i(i−2)/2+1 = 4ii = 4 for suf-
ficiently large values of k. In the second case, we get a lower bound on the competitive ratiowhich tends to 2N+1
(N−1)/2+1 = 4N+2N+1
for sufficiently large k. Letting N tend to infinity, this ratio tends to 4 as well.
In order to adapt the lower bound for randomized algorithms note that the values ni can be used as thresholds on the
expected number of colors rather than their exact number. In this case, there is no way to ensure that the total number of
colors in the construction does not exceed U . It was shown in [22] that the lower bound of 3 on the competitive ratio of on-
line algorithms for interval coloring holds for randomized algorithms as well. They showed it using Yao’s lemma [38] which
states that a lower bound for the competitive ratio of deterministic algorithms on a fixed distribution on the input is also a
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lower bound for randomized algorithms. They used a distribution over the possible inputs constructed above (similarly to
the construction in [20]).
Since we would like to use a direct proof, we need to show this property directly (i.e., we now present an equivalent
method to obtain the result of [22]). In the construction process above (for deterministic algorithms), each block is con-
structed exactly once since it is known what the online algorithm does at every step. Instead, we apply the process of con-
structing a base (k, i) block a large number of times. Distinct copies of a base block are placed in disjoints areas of the real
line. Since we do not knowwhich colors were assigned by the algorithmwhile we build a block, we try to guess the behavior
of the algorithm, assuming that at most U colors were used. If this is not true then the cost is sufficiently large even though
the guesses may be wrong. If at most U colors are used, there is still a very large number of information bits to guess. If this
number is f , then the probability to guess correctly all f decisions is 1
2f
. However, for any ε > 0, there exists a number S(f ,ε),
such that if we repeat the construction S(f ,ε) times, then with high probability (at least 1 − (1 − 12f )S(f ,ε) which is at least
1− ε), there exists a base (k, i) block with at least (3k− 2)(i− 1) colors.
We next concentrate on this base (k, i) block that has (3k − 2)(i − 1) colors. If the expected maximum of colors in a
base (k, i) block colors is smaller than the threshold value mi, we need to extend the base (k, i) block into extended (k, i)
blocks. Since we do not know which base (k, i) block received the largest number of colors, we need to do this for all base
(k, i) blocks. In fact, the number S(f ,ε) should be large enough so that there are sufficiently many base (k, i) blocks with
(3k − 2)(i − 1) colors, so that with high probability, at least one of them would be extended into an extended (k, i) block
with additional 3k− 2 colors of cost 1.
The rest of the proof and calculations are the same as in the deterministic case, however the costs of the algorithmmen-
tioned above hold with high probability, and not with probability 1. 
4. Concluding remarks
We presented a framework for converting a deterministic C-competitive algorithm for online coloring of a given
hereditary class of graphs into a deterministic 4C-competitive algorithm, and a randomized e · C-competitive algorithm for
max coloring on the same class of graphs. For example, consider bipartite graphs. Lovász et al. [26] showed a deterministic
online algorithm which colors such a graph on n nodes (which is 2 colorable) using O(log n) colors. Note that Gyárfás and
Lehel [14] proved a deterministic lower bound ofΩ(log n) on the online coloring of bipartite graphs (this holds already for
trees). This immediately implies a deterministic O(log n)-competitive algorithm for online max coloring of bipartite graphs.
Note that the deterministic lower bound of Ω(log n) holds for max coloring since node coloring is a special case of max
coloring (using a common weight 1 for all nodes). The best offline approximation for max coloring of bipartite graphs has
an approximation ratio of 87 [32]. In the last paper it is shown that unless P = NP , this is best possible.
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