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Abstract 
In this paper, we introduce a set E(f,) which consists of all points rEZ2 such that the 
composite map o’(&) of a shift transformation or and a parallel map fm is non-ergodic. 
We then show that the properties of parallel maps foe such as finite orderedness, infinite 
orderedness, injectivity, surjectivity and non-surjectivity are characterized by the cardinality of 
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1. Introduction 
The study of parallel maps is centrally located in cellular automata theory and has 
been discussed from various points of view mentioned below. (1) Properties of maps 
such as injectivity and sujectivity on various subsets of the set of all configurations 
(see the reference quoted in [4]). (2) Relations between local maps and global maps 
(see also the reference quoted in [4]). (3) Dynamical systems or symbolic flow [3]. 
(4) Dynamical behaviours of a parallel map foe such as properties of the sequences 
of K _&C(u), fA(u), . . . > for some configuration u [ 1,4,6-S, Ill. 
In [ 111, Willson regarded the set of all configurations as a probability space and in- 
troduced measure-preserving parallel maps and gave a sufficient condition for a parallel 
map to be ergodic. In [6], Miyajima et al. showed that the set of all ergodic parallel 
maps is dense in the set of all surjective parallel maps under pointwise topology. 
In this paper, we shall restrict our attention to linear cellular automata over Z, and 
give the necessary and sufficient conditions for a parallel map to be ergodic. As well 
known, ergodicity of a parallel map cannot be determined by its local map only but also 
depends on its neighbour frame. For example, the composition of an ergodic parallel 
map and a shift transformation is not necessarily ergodic. So, there arises a problem, 
for a given parallel map, to find the all shift transformations such that the composition 
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is non-ergodic. We here introduce a set E( foe) which consists of all points r E 2’ such 
that the composite map (T’(&) of a shift transformation O’ and a parallel map foe is 
non-ergodic. 
We then show that if fm is surjective on C(Z,), then the cardinality of E(f,) does 
not exceed the number of prime ideals in Z,. Furthermore, it is shown that the prop- 
erties of parallel maps foe such as finite orderedness, infinite orderedness, injectivity, 
surjectivity and non-surjectivity are characterized by the cardinality of E(f,). 
2. Preliminary 
In the following, we discuss, for simplicity, linear cellular automata with two- 
dimensional cell spaces; however, we can easily generalize the results obtained here to 
any higher-dimensional cell spaces. 
Formally, a linear cellular automaton over Z, is given by a quardruplet (Z’, Z,, f,N) 
where Z is the set of all integers, Z* is the set of all pairs of integers called a two- 
dimensional cell space. For a positive integer m, Z, is the set of integers modulo m 
and denotes a state set of each cell. f is a linear map of Zi into Z, called a linear 
local map over Z, with scope n, that is, 
N is a finite subset of Z2 and let N = {vi,. . . , 0,). N represents the neighbour frame 
at each cell. 
A configuration over Z, is a map of 2’ into Z, and the set of all configurations 
over Z, is denoted by C(Z,). For a linear local map f with a neighbour frame N, we 
define a map & : C(Z,) -+ C(Z,) as follows: for U, w E C(Z,), &(u) = w + W(T) = 
Caj u(r + Vi) for all rEZ* where r + VI , . . . , Y + v, are called the neighbourhood of 
the cell r gZ2, fW is called a linear parallel map. 
For SEZ=, we define a shift map gS : C(Z,) -+ C(Z,) as follows: for U, w E C(Z,), 
OS(u) = w * w(r) = 24(r + s) for all r 62’. 
Now let us give some definitions with respect to local maps which are needed in 
the following. 
Definition 1. (1) f is surjective on Z, if foe is surjective on C(Z,). 
(2) f is injective on Z, if foe is injective on C(Z,). 
(3) foe has finite order on C(Z,) if some power of foe equals an identity map 
on C(Z,). 
(4) f has finite order on Z, if some power of foe equals a shift transformation 
on C(Z,). 
(5) f has infinite order on Z, if f is injective on Z, but does not have finite order 
on Z,. 
For a local map j’= 1 a,~; with a neighbour frame hi, let F(X, Y) denote the 
polynomial representation of ,1, (see [4]). That is. 
,1, = Cu,u’ ’ H F(X.Y)=&X"Y"'. 
where the summation is taken over all vectors c, = (x,, ?;) in IV. 
The importance of the polynomial representation is that if E‘(X. Y) and G(X. Y ) are 
the polynomial representation of ,f, and <jr, respectively, then that of the composition 
of JX and (1% equals the product of F(X. Y) and G(X, Y ). For example, if .I, has 
finite order on C(Z,,), then F(X, Y)” = I for some positive integer n. 
Now let us consider a measure on C(Z,,) in the following way [I I]. For u, E Z,,, 
and r, E Z2 (1 <j<s), the following subset of C(Z,,,) 
{.rEC(Z,)~x(r,)=al,....~ r(r,);-u.,} 
denoted by D,,( 1’1, . . , rF 1 a I, . .u,) or simply D,(s) is called a cylinder set over C(Z,,,) 
and let its measure denoted by 11[&(s)] be I/m”. Then the measure p on the set of 
all cylinder sets is uniquely extended to a-algebra O(Z,,,) generated by the set of all 
cylinder sets. We use again the same symbol /l as the measure on O(Z,,,) for each m. 
Clearly, (C(Z,), O(Z,),p) becomes a probability space. 
Let m = fl:_. , p,” be the factorization in prime numbers. Since 2, is isomorphic to 
the direct product of rings Z,,, 111 ( we write Z,, 2 Z,;, x x Zp:, ), any point a, E Z, 
I 
is decomposed into (u, 1,. . , a, k ) where a,, is the jth component of a,. 
Similarly, f>,,I(~.I.. . . r; 1 UI... ..u,) is also decomposed into 
“Jv,,..., I.,~Q~ ,..., u,,)Y-.xD,;:(r ,..... ).,Iulx . . . . . ucr). 
where 
1),,;,(rl,.... r.Juli ,..., u,~,)={~EC(Z~, )~x(~I)=cII ,....,. r(r,)=u,,} 
Then we have 
p[Dnr(s)] = I,hr 
= ,i I@?,:~ (311 
A parallel map j’% is measurable if for any DE O(Z,,,), ~‘;‘(D)E O(Z,,,). f, is 
measure-preserving if Jr is measurable and for any DE O(Z,). p(,f;‘(D)) = p(D). 
A set D E O(Z,) is invariant under fi if ,f,‘(D) = D. Let .f, be a measure-preserving 
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parallel map. Then foe is ergodic if for every invariant set DE O(Z,), we have 
p(D) = 0 or p(D) = 1. fm is mixing if for any B, D E O(Z,), it holds 
,‘imm ~(f2’(D) nB) = P(D)PL(B). 
3. Ergodic parallel maps 
In this section, we consider ergodic parallel maps which must be measure-preserving 
by definition. Since the parallel maps are continuous [3,8], they are measurable. 
Furthermore, it is already known that measure-preservability and surjectivity are equi- 
valent concepts with respect to the parallel maps [7] (it follows directly from the result 
obtained in [5]). 
Ergodicity of a linear parallel map is not an invariant property under shift transfor- 
mations on C(Z,). The reason for this is that, apart from injectivity or surjectivity of 
parallel maps, ergodicity of a linear parallel map cannot be determined by its local 
map only but also depends on its neighbour frame. 
Definition 2. A finite subset N of Z2 is rectangular if N has a following form for 
some element (s, t) E Z2: 
N={(~+i,t+j)IO<i<m~, O<j<m2}, 
where ml and m2 are positive integers. 
A cylinder set Dm(rl,. . . ,r, 1 al,. . . , a,) is rectangular if the set {ri, .. . , rs} is rectan- 
gular. 
Remark 1. (1) Any cylinder set can be expressed as a union of disjoint rectangular 
cylinder sets. 
(2) Without loss of generality, we can assume that any parallel map has a rectangular 
neighbour frame. 
(3) Let D be a rectangular cylinder set. If foe is surjective, then f&‘(D) is a union 
of rectangular cylinder sets. 
Let m = @=l p;’ be the factorization in prime numbers. Then it induces naturally 
the decomposition of any local map f over Z,,, to (fi, . . . , fk) [l] where fj is the local 
map over Z,: and the jth component of f. 
Lemma 1. If each component (fj)m of fm is mixing, then fm is also mixing. 
Proof. We give the proof in the case when k = 2. From [2] (Theorem 1.2) and the 
above Remark 1, it suffices to show that fm is mixing for all rectangular cylinder sets. 
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Let D = (Dl,Dz) and B = (Bi,&) be arbitrary rectangular cylinder sets. Then, we 
have 
lim PL[UXW) n 4 
n-02 
= nl~~~[(fi,f2)~:(DI,D2)n(Bl,B2)1 
= .‘& rN(U-i )&VI 1, (f2 LW2 1) r- (BI, B2 )I 
= &yWi>~n:(D~)Qh, U2E:(D2)n B21 
= ~(0 MB1 MD2 MB2 > 
= /@MB). 
This completes the proof. 0 
Lemma 2 (Sato [lo]). Let p be a prime and r be a positive integer. For each 
t (1 <t<r), we have 
[,4(X, Y) + pfB(X, Y)]“‘-’ =A(X, Y)p’-’ (modp’), 
where A(X, Y) and B(X, Y) are arbitrary polynomials over 2. 
In the following Theorem 1, we shall give some equivalent conditions for a linear 
parallel map to be ergodic. Since decision problems for surjectivity or finite orderedness 
of linear parallel maps are solvable [9], we see from the statement (3) in Theorem 1 
that there exists an algorithm for deciding the ergodicity of linear parallel maps given 
their defining local maps. Especially, the statement (6) below gives a simple method 
for deciding it. 
Theorem 1. The following statements are all equivalent. 
(1) fz=z is ergodic. 
(2) For any j (1 dj<k), (fj)m is ergodic. 
(3) For any j (1 bjdk), (fj)m is surjective on C(Z,;) but does not have jinite 
order on C(ZP: ). 
(4) For some positive integer n, f& is mixing. 
(5) For some positive integer n, f$ is ergodic. 
(6) For any j (16 jdk), F(X, Y) (modpi) is not constant. 
Proof. (1) -+ (2): Let fm be an ergodic parallel map. By definition, fm is measure- 
preserving. Then it is surjective on C(Z,) [lo]. (The Ergodic Theorem [l l] also shows 
that fm must be smjective on C(Z,).) Suppose that (fj)m is non-ergodic for some j. 
Then by definition, there exists a measurable set Bj E O(ZP;, ) such that 0 < p(Bj) < 1 
and (fj)d(Bj)= Bj. Since f is surjective on Z,,,, each fj is also surjective on ZP;,. 
Hence, put 
B=(Cl,..., Cj-,,Bj,Cj+l,...,Ck)EO(Z,), 
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where we simply write C(ZP;, ) by Cj. Then we have 
However, since each p(Cj) = 1 (1~ j d k), we have 
P(B) = AC1 ) ’ ’ P(Cj- I )P(Bj)I*(Cj+l 1' ’ ’ P(Ck > = PL(Bj). 
Hence, BE O(Z,) (0 < p(B) < 1) is an invariant subset under &. This contradicts the 
hypothesis that foe is ergodic. 
(2) -+ (3): It suffices to give the proof only for jth component fi of f. The first 
part follows from the equivalent concepts between measure-preservability and surjec- 
tivity [7]. So we give a proof of the second part. Suppose that (fj)m has order II. 
Consider a cylinder set DE O(Z,) such that 0 < p(D) < l/n. Then the following set 
u:&X(~) IS an invariant subset under (fj)m. This is a contradiction. 
(3) --+ (4): Let f = (fi,. . , fj) and let 4(X, Y) denote the polynomial representation 
of fi. Consider the decomposition of E;;(X, Y) to u_i(X, Y) + flj(X, Y) such that any co- 
efficient of X(X, Y) cannot be divided by pj and any one of p(X, Y) is a multiple of pj. 
Then Olj(X, Y) is not constant. If so, it contradicts the surjectivity (when aj(X, Y) = 0) 
or finite orderedness (when aj(X, Y) # 0), see [9]. Since all coefficients of the parallel 
map corresponding to xj(X, Y) are invertible elements of Z,,,, we see directly from 
Willson’s result [l l] that the parallel map is mixing. From Lemma 2, we can find 
a positive integer nj such that 4(X, Y)“j = [Ej(X, Y) + /j(X, Y)]“j = Mj(X, Y)nj. Since 
any power of a mixing parallel map is also mixing, we conclude that each (fj)z 
(1 < j <k) is mixing. Let n be the least common multiple of (ni, . . , nj,. . . , nk). Then 
each (fj); is mixing. From Lemma 1, (,fm)” is mixing. 
(4) + (5): It is obvious. 
(5) + ( 1): Suppose that f, is non-ergodic. Then there exists a measurable set 
BE O(Z,) such that 0 < p(B) < 1 and f&‘(B) =B. Hence, for any positive integer 
n, we have 
f;“(B)= . . . =f&2(B)=f&1(B)=B. 
This shows that f& is non-ergodic. 
(3) --f (6): It is known that fj is surjective on ZPy iff there exists at least one unit 
of ZP;, in the coefficients of fj = f (modp:) [9] (an element a~Z~1, is a unit if it is 
invertible). Note that in Z,;,, the elements divisible by pj are nilpotent and the others 
are units (an element a E ZP;, is nilpotent if a” = 0 for some positive integer n). Sup- 
pose that F(X, Y) (modpj) is constant for some j. Then 4(X, Y) = F(X, Y) (modp,” ) = 
C am pX” Yfi has the following two cases. 
Case 1. If the constant vanishes, all coefficients of 4(X, Y) are nilpotent elements 
of Z’,. This contradicts to the surjectivity of fj. 
Czse 2. If the constant does not vanish, the coefficient aa n is a unit and the others are 
nilpotent. This shows from Lemma 2 that (fj)m has finite order. This is a contradiction. 
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(6)--t(3): It is obvious. So the proof is completed. 0 
We shall give some typical examples below. 
Example 1. Letf=x~+lOx~+15xs+12x4 bealocalmapoverZ36 andletN={oi,r2, 
U~,ZQ} beaneighbourframe where ui=(O,O), uz=(l,O), v3=(0,1), v4=(1,1). Then 
we have 
,fx = C ajgFJ = 0.” ’ + 1ocT”2 + 15aF3 + 12a’4, 
F(X, Y>= 1-t 10X + 15Y + 12XY, 
Fi(X,Y)=F(X,Y)(mod4)=1 +2X+3Y, 
Since F(X, Y) (mod2)= 1-t Y and F(X, Y)(mod 3)= 1 +X, it follows from (6) in 
Theorem 1 that fm is ergodic. 
Example 2. Let f = xl +9x2 + 15x3 + 12x4 be a local map over Z3 b and let N = { ui , ~2, 
23, ~4) be the same neighbour frame given in Example 1. Then we have 
.fX = c aibLlj = 8 I + 9cP2 + 15cJV3 + 12a”4, 
F(X,Y)= 1+9x+ 15Y f 12XY, 
Fi(X,Y)=F(X,Y)(mod4)=1 +X+3Y, 
Fz(X,Y)=F(X,Y)(mod9)=1 +6Y+3XY. 
Since F(X, Y)(mod2) = 1 +X + Y and F(X, Y)(mod 3) = 1, it follows from (6) in 
Theorem 1 that fm is non-ergodic. 
Now we shall give a ergodic characterization of the parallel map. As a result, it is 
shown that if fm is sutjective on C(Z,), the parallel map o”fm is ergodic for almost 
s EZ’ except at most k points where k is the number of prime ideals in Z,. 
The following definition plays an important role to state our main results. 
Definition 2. 
E(f,, = {FEZ* 1 o”fm is not ergodic}. 
In the following, we simply write E(f) instead of E( fm). 
Theorem 2. Let m = flT=,pT be the factorization in prime numbers and let 
f = ( fi , . , fk) be the decomposition. Then the following statements are valid. 
(1) f has finite order on Z, ifff is injective on Z,,, and IE(f )I = 1. 
(2) f has infinite order on Z,,, ifSf is injective on Z, and 2 < IE(f )I d k. 
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(3) For any j (1 <j d k), fj is surjective but not injective on Z /,:’ ifSE(f )=0. 
(4) f is surjective on Z, ifs O< lE(f )I <k. 
(5) f is not-surjective on Z,,, ifs E( f) = Z2. 
Proof. (1) Suppose that f has finite order on Z,,,. Clearly, f is injective on Z,, and by 
the definition of f, f& = 0' for some positive integer n and for some r = (s, t)EZ2. 
Then its polynomial representation has the following form: 
F(X, Y)” =XSY’. 
Then for each prime number pj, we have 
F(X, Y)” =X’Y’(modpj). 
This shows that F(X, Y) (modpj) is a monomial. Then exactly only one coefficient 
of each fj is a unit of ZP:, and the others are all nilpotent elements of Z 1,. Let 
p, 
4(X, Y) = C a, bX”Yb be the polynomial representation of fj and let a,, be the unit 
of fj. Hence, it must also hold that 
(a,~XYY’)n =X’Y’. 
Therefore, s and t can be divided by n, respectively. Hence, it follows from (6) of 
Theorem 1 that only &s/n, -‘in) fm i s non-ergodic. Then we have IE( f )I = 1. 
It follows from the proof above that f& = (T' iff (fj)& = 0. for each j (16 j < k). 
For the converse proof it suffices to show that IE( f )I 22 by assuming that f has 
infinite order on Z,. Consider the direct sum of decompositions of Z, to (Zp:, . . . , Zp;k ) 
and of f to (fi, . , fk), respectively. Note that f is injective on Z, iff each fj has 
finite order on Zp:, . Hence, by the assumption and the proof mentioned above, there 
must exist at least two components fi and fj of f such that both it’d and 
c~‘~(fj)~ are non-ergodic for some different points r1 and r2 in Z2. 
Then it follows from (1) and (2) of Theorem 1 that [E(f )I 22. 
(2) Suppose that f has infinite order on Z,. It suffices to show that IE( f )I fk. 
Let fj be jth component of f. From the fact that f is injective on Z, iff each fj 
is injective on Z,;, , we see that f is injective on Z, iff each fj has finite order on 
z 1,. From the proof of (1) above, we have JE( fj)l = 1. Then in the case when each 
ETh) is different from the others, we conclude from (2) of Theorem 1 that IE(f )I = k. 
So we have IE(f)l<k. 
The converse is obvious from (1). 
(3) From the fact that f is surjective on Z, iff each fj is surjective on ZP;‘. Then 
fj (mod pj) has at least two coefficients iff fj is surjective but does not have finite 
order on Z p;, . This shows that E(fj) = 0. Since E(f) = lJ,k, E(f,), we conclude that 
the statements are valid. 
(4) It is clear from the proof of (l)-(3) above. 
(5) It follows directly from (4) above. 0 
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We shall give some typical examples below. 
Example 3. Let f = 6x1 + 5x2 + 18x3 + 12x4 be a local map over Z3 6 and let 
N = (~1, ~2, ~‘3, ~4) be the same neighbour frame given in Example 1. Then we have 
fm = cajO”j = 60”’ + 5C”2 + lg0”3 + 12aV4, 
F(X,Y)=6+5X+18Y+12XY, 
F(X,Y)(mod2)=X, 
F(X, Y) (mod 3) =2X 
Since f has finite order on 236, E(f,)= {u2}. 
Example 4. Let f = 6x1 + 2x2 + 3x3 + 12x4 be a local map over Z3 6 and let 
N = {UI,Q, ~3. ~4) be the same neighbour frame given in Example 1. Then we have 
,fx = 1 ajO" = 60”’ + 2~7’~ + 3~‘~ + 120G4, 
F(X,Y)=6+2X+3Y+12XY, 
F(X, Y)(mod2)= Y, 
F(X, Y) (mod 3) =2X. 
Since J‘ has infinite order on 236, E(fm) = {u2,u3}. 
Example 5. Let f = 6x1 + 2x2 + 3x3 + 5x4 be a local map over Z3 b and let N = {u,, c2, 
~3, ~‘4) be the same neighbour frame given in Example 1. Then we have 
f,=CajOl;j=6a1:'+20V2+30ti3+5a"4, 
F(X,Y)=6+2X+3Y+5XY, 
F(X, Y) (mod 2) = Y +XY, 
F(X, Y) (mod 3) =2X + 2XY, 
E(fX) = (01. 
Example 6. Let f = 6x1 + 12x2 + 18x3 + 24x4 be a local map over ZJ 6 and let 
N = (~1, ~2, ~3, ~4) be the same neighbour frame given in Example 1. Then we have 
fm =~aj&j=6~ti' + 12aU2 + 1%~“~ +24au4, 
F(X,Y)=6+12X+lSY+24XY, 
F(X, Y)(mod2)=0, 
F(X,Y)(mod3)=0. 
Since f is non-surjective on Z3 6, E(f,) = {Z2}. 
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