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Abstract
A class of novel models for water waves induced by elastic deformation in the topography is
developed and analyzed. The depth-averaged shallow water equations including friction terms
for the water free-surface and the well-known second-order elastostatic formulation for the bed
deformation have been implemented. Friction forces and water hydrostatic pressure distribu-
tion are also accounted for in this model. At the interface between the water flow and the bed
topography, transfer conditions are implemented. Furthermore, a hybrid finite element/finite
volume method for solving free-surface run-up flow problems over deformable beds has been
proposed. The deformations in the topography have been generated by a localized force which
causes propagations of the water waves with different amplitudes and frequencies. Two differ-
ent methods have been proposed for the transfer of informations through the interface. The
first one is the two-mesh procedure; in this method a proper interpolation has been imple-
mented to transfer the data between the surface nodes and the control volumes using uniform
finite volume meshes. In the second method, and to avoid the interpolation at the interface,
a finite volume method using non-uniform meshes has been implemented. When the shallow
water waves approach the coastline they begin to transform as they enter shallow water regime.
As each wave begins to experience the seabed, both run-up and overtopping occur. To solve
for this, a class of stable, accurate and simple numerical model for moving wet/dry fronts in
shallow water equations using the parametrization concept and the point-wise Riemann solver
has been proposed.
Many parameters of shallow water equations are subject to uncertainties to the inherit ran-
domness of natural processes. To incorporate uncertain parameters into the stochastic shallow
water equations, the stochastic properties of different parameters that are considered uncertain,
namely inflow boundary condition, the bed friction coefficients and the domain topography are
added to the system. Development of accurate and efficient tools for uncertainty quantification
in shallow water flows has been proposed and carefully examined for single-layer, two-layer fi-
nite volume models. To further quantify the uncertainty in shallow water flows the proposed
methods have been extended to multi-layer shallow water flows with mass exchange terms
subject to stochastic topography, uncertain friction and viscosity coefficients. Several test
examples and well-established benchmark problems have been used to assess the numerical
performance of the proposed models and methods. Comparisons to experimental measure-
ments have also been carried out in this thesis. Finally, an optimal control technique for bed
reconstruction has been presented as in many engineering applications this information is not
entirely provided.
Keywords: Shallow water equations, Finite volume method, Finite element method,
Uncertainty quantifications, Multi-layer shallow water, Optimal control.
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Dam-breaks, flooding, and tsunamis are some of the most destructive natural disasters glob-
ally, without doubt in coastal areas. The risk and impact of floods in both rural and urban
areas have increased in recent decades, as a result of urbanization and population growth.
Moreover, an increasing amount of people and property are being concentrated in coastal
zones and on floodplains [228]. Thus, the robustness of dams is of paramount importance.
Dam-breaks has devastating consequences, such as the Teton failure of 1976, which rendered
25,000 homeless, caused eleven deaths, and accrued damage to a total of 400 million US dol-
lars [215]. Tsunamis also pose significant danger. Characterized by large waves, tsunamis
carry enormous energy; their vastly increasing amplitudes destroy vulnerable populations and
structures. They are caused by the sudden displacement of a large mass of water [129]. Large
earthquakes, with epicentres near an ocean basin, are the most common cause of such displace-
ments, though tsunamis are also caused by volcanic eruptions and landslides, either above or
below water [241]. Killing almost 20,000 people, the 2011 Tohuku Tsunami in Japan caused
mass destruction on the North shore of Honshu, including a major nuclear disaster at the
Fukushima-Daichi power plant [110]. Implementing shallow water systems, which mitigate the
effects of tsunamis, dam-breaks, and other flooding, are an essential part of effective emergency
planning. By producing a design solution that unifies various subfields, mechatronics aims to
enhance understandings of the shallow water phenomena, given that real-time field measure-
ments are challenging to conduct. Thus, mechatronics is a systematic approach, optimizing
methods and tools.
Strategic development of coastal and river systems minimizes risks, whilst allowing maximum
use of their boundaries [125]. Techniques such as sea walls, diversion spillways, and bank re-
inforcement are just a few of the methods employed to mitigate danger [176]. Crucially, these
methods are dependent on a comprehensive understanding of the interaction between water
and soil. As computer technology advances, scientists continually attempt to use numerical
modelling to better predict a growing number of high-impact geophysical events. Coastal haz-
ards have became an increasing concern as the worlds population continues to grow. Much
of this growth occurs in coastal areas, with 44 percent of the global population living within
150 kilometres of the coastline, including eight of the worlds largest cities [103]. Consequently,
natural disasters are causing more death and destruction than ever before. Unfortunately,
human activities, such as urbanization and deforestation, contribute to the frequency of these
events. As a result, establishing important tools and techniques to predict the likelihood of
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these disasters is crucial. The insight and information gained from prediction tools can be
utilized in numerous ways, whether for the drafting of maps, risk assessments, development
and evacuation planning, the education of local inhabitants [118]. In order to develop these
prediction tools, physical (experimental) or mathematical (computational) models can be used.
However, experiments can be costly, time consuming and difficult to be reused in different sce-
narios [134]. Many institutions around the world are working to develop complete systems
for generation, propagation, and inundation, with the goal of producing and transmitting life-
saving information; so important are accurate models, which must protect coastal populations,
whilst minimizing the expense and danger of false alarms.
Nowadays computational resources offer new simulation possibilities. Mathematical models
can faithfully predict physical problems in many engineering disciplines [137]. Mathematical
modelling attempts to simulate the real world by providing insight into incomplete data. One
of the most commonly used models in shallow water is a set of partial differential equations,
known by the shallow water equations (depth-averaged Navier-Stokes equations). Shallow wa-
ter equations (SWEs) are a sub-discipline of computational fluid dynamics, focusing on the
mathematical description and numerical approximation of different flow types. These equations
address the kind of computational challenges related to fluid flows, bathymetry disturbances,
as well as the coupling between them [117]. These are, from a mathematical point of view, con-
servation of mass and conservation of momentum equations [244], also known as Saint Venant
equations [84]. They are typically used to model free-surface flows, river and lake hydrody-
namics, long wave run-up, as well as flows in open channels. One-dimensional, shallow water
equations represent most of the system characteristics and are used extensively in computer
models such as SWMM5, MIKE11, and SOBEK1D [8]. The solutions of these hyperbolic sys-
tems of partial differential equations (PDEs) are dependent on time, as well as one or more
spatial variables. In shallow water equations, pressure is assumed to be hydrostatically dis-
tributed due to gravity. Currently, shallow water systems are able to solve different shallow
water flows with different initial and boundary conditions. The focus of current research is the
creation of a fast and modular method for solving more complex problems and which might
be easily extrapolated to other dimensions and domains.
1.2 Modelling shallow water systems
Water is one of the most important natural resources in human history. Open channel hy-
draulics have been a great interest to researchers and engineers. Moreover, free-surface flows in
rivers, estuaries, and oceans are complex phenomena [8]. Although great steps have been made
in the numerical modelling of open channel hydraulics, the automatic, physical description of
open channel flow remains difficult [25]. Analytical solutions of open channel flow equations
are not generally available, except in the most simple cases [163]. Thus, numerical solutions for
open channels flow are of great significance to researchers and engineers. Devised by Claude
Navier in 1812, before being adapted by George Stokes in 1845, Navier-Stokes equations govern
the behaviour of three-dimensional (3D), viscous fluids in shallow areas. The shallow water
equations (SWEs) and the Navier stokes equations are set of hyperbolic partial differential
equations, which have numerous applications; they are typically used to model free-surface
flows, rivers, lake hydrodynamics, long wave run-up, and flows in open channels [206]. The
equations were derived from the depth-averaged Navier-Stokes equations where the horizontal
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length is much more greater than the vertical water depth [192]. The one-dimensional (1D)
shallow water equations represent most of the system characterestics and it is used extensively
in computer models, hence its integral much easier than the two-dimensional (2D) system [266].
Most recently, research has been devoted to the development of nonlinear shallow water equa-
tions, which study the physical flow processes [159]. Numerical models provide approximate
solutions for different types of flow, making them suitable for practical applications as predic-
tive tools [257]. The governing equations of flow are the conservation of mass and momentum
[19]. In real terms, flow rate and water depth are sufficient to describe the flow characteris-
tics [169]. The conservation of mass and momentum equations which called the Saint-Venant
equations are used to model the one-dimensional open channel flow problem with some condi-
tions are made; the cross-section of the channel is rectangular, bed slope is small, the pressure
distribution assumed to be hydrostatic and the water density is constant[247].
Recently, many investigations and numerical modelling techniques have been developed to
solve SWEs, with each method having its own benefits and drawbacks. Generally, these can
be divided into three main categories: Finite difference(FD), Finite element(FE), and Finite
volume(FV) methods . The FDM, proposed by Richardson in 1910 [204], is the oldest of these
numerical methods; it discretizes the PDEs defined on a certain domain, then differentiates
them using Taylor series expansion. After this, it solves the equations at each node and ap-
plies the boundary conditions [53]. A finite difference method for solving initial boundary value
problem for the one-dimensional nonlinear system of differential equations describing shallow
water flows in a class of discontinuous functions is suggested in [152]. This method considered
to be direct and easy to implement. However, the drawback of this method is that it is re-
stricted to a very simple grid, as it suffers from lack of flexibility from the geometric point of
view. In addition to that, the mass and momentum are not conserved using this method.
The FEM was developed in the 1970s [76] and is well-known in solving hyperbolic equations.
It involves the discretization of the system into a series of sub-domains, called finite elements,
which are connected at a discrete number of nodal points. Triangular and Lagrangian isopara-
metric finite elements are generally used [207]. Attention has been paid by coastal and ocean
researchers to the accuracy of the integral invariants [181]. A selective lumping FEM for shal-
low water flows was examined by researchers in [132]. Accuracy estimates for FEMs applied to
hyperbolic partial differential equations have been extensively studied; for example, a Fourier
analysis for evaluation the accuracy of finite element methods for the linearized shallow water
equations was investigated in [147]. The computational cost of the finite element methods
were considered in [67], concluding that the finite element methods are computationally more
expensive than the finite difference methods. Some of the reasons behind the success of this
method include its ability to increase the order of the elements [52], locally refine the mesh
when needed and its suitability to combine different functions on the same element [2]. The
method is also known for its suitability in handling the irregular and curved geometries in
the solution. The limitation of this method is the mathematic in this method advanced and
more complex compared to FDM and FVM. This always results in increased time for efficient
computations.
When dealing with flow discontinuities, volume conservation becomes an important issue for
schemes based on non-conservative differential form of the nonlinear shallow water equations.
Finite volume method, however, has the advantage of solving the integral form of the nonlin-
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ear equations as fully conservative form [269]. Finite volume method was used in the 1950’s
[242], in this method the domain is discretized into a group of finite volumes. The integral
equations are then calculated for each of these volumes to calculate the solution. The main
feature of the finite volume method is the flux estimation at each cell interface, where the
fluxes are evaluated for each cell boundary on the left and right sides [69]. Different schemes
are available to estimate the fluxes some of them are first-order accuracy and some are second
order. Lax-Friedrich method is an example of the first-order schemes, as it approximates the
space using a central difference approach using all neighbouring values to predict forward in
time. The approximations made by this scheme normally smooth and diffusive [224]. Un-
like the Lax-Friedrich scheme, the Lax-wendroff scheme is second order accuracy with regards
both space and time. Many approximate solvers now exist to evaluate the fluxes, most of
these solvers have the capability of hydraulic shock capturing with a high level of accuracy us-
ing structured and unstructered meshes [54]. In [182], researchers investigate one-dimensional
wave run-up, overtopping and regeneration problems using a Roe-type Riemann solver and
resolved the moving shoreline problem by imposing a minimum water depth. A similar scheme
was presented by [258] but used the characterestic method to track the shoreline. The main
advantage of FVM is that it combines the simplicity of the FDM and the geometrical flex-
ibility of the FEM. Furthermore, the finite volume method also guarantees the conservation
of mass and momentum during the simulations [255, 211], and it is able to solve problems in
large domains, turbulent flows and higher speed flows. In addition to its power in solving the
nonlinear problems.
In recent years, finite volume methods have attracted wide attention and achieved good results
in the numerical simulations of different real life hydrodynamic problems, such as free-surface
flows in shallow lakes, dam-breaks, floods and coastal indudations [255]. Due to initial con-
ditions and a consequence of the fluid motion, the thickness of the layer vanishes inside the
calculation domain. A similar difficulty appears in two-layer fluids when the thickness of at
least one of the layers vanishes [56]. Depending on the flow conditions, some of the cells of the
domain can pass from dry state to wet state or conversely according to the complexity of the
topography. Steep slopes can indeed create wet/dry interfaces, forming discontinuities which
may cause numerical instabilities. These can manifest in unrealistic water depths (infinite or
negative) and generate spurious oscillations . As a consequence, the resulting scheme may be
non-conservative or unstable [268]. Most of the numerical methods in solving wet/dry flows
simulation are of two general types:
• Moving grid methods: This class of solutions includes any technique that involves
continious mesh updating such that a set of nodes is permenantly located on the moving
boundary as the solution evolves. These methods rely on the Lagrangian kinematic
description. The boundary nodes are moved with the fluid velocity. The water front in
this method can be tracked by updating the velocity of the moving front, then defining
the moving shoreline position. The grid is then continuously moved to match the moving
fronts. This approach appeared in the late sixties [202]. A 2D approach was proposed
in [88] where only the boundary elements are moved. This method encounter serious
problems related to the mesh distortion so that moving grid methods often used the
Largrangian approach [89, 21]. This class of equations defines an additional equation
related to the mesh velocity. The remeshing or mesh adaptation operations required
to cope with the computational domain variations are presented by researchers in [21,
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232]. Recently, researchers in [158] proposed a Lagrangian formulation for solving the
shallow water equations using the natural elements method and a continuous remeshing
algorithm. However, this method considered to be complicated to be implemented in
solving real-life hydraulic problems where an area has alternate wet/dry states, and it
required large time computations.
• Fixed grid methods: These problems solve the wet/dry state in a fixed computational
domain eventually larger than the initially occupied by a fluid. The domain can contain
small islands that could be inudated. Some of the first wet/dry treatments over fixed
grids were proposed by researchers in [36]. Then a finite difference method in solving
wet/dry treatment is presented by some researchers as in [119]. The model presented by
the researchers in [135] used a thin layer of water everywhere in the domain, but this
does not conserve mass and momentum and may become unstable when dry zones appear
within the computational domain. Some researchers tolerate negative water depths when
treating adverse slopes to control the mass conservation. Negative depths correspond to
dry areas and positive depth to wet ones. Despite the lack of meaning of negative depths,
conservation is not completely satisfied in general situations. To solve this problem a wa-
ter tolerance is define above which the water level is considered to be dry, but this model
still sensitive to the value of the tolerance. Even more, the smaller tolerance the more
accurate is the model, but this could generate spurious oscillations at the wet/dry fronts
in the domain. A reasonable value has to be choosen to satisfy both accuracy and stabil-
ity. Instead, it has been noted that under a certain limit of bed slope for a supercritical
flow a negative water depth is still generated [35]. To solve this problem some researchers
aim to remove the added amount of water from the neighbouring cell, see for example
[18], or remove it form all the cells after each time step as in [183]. Different techniques
to tackle this problem where implemented by researchers, for example researchers in [47]
proposed a velocity extrapolation technique to reduce the errors produces from the mo-
mentum equations in the partially wet cells. For all techniques decribed in the literature
a specific discretization shoud be imlplemented to cope the problem of well-balancing in
the presence of the wet/dry fronts [155]. It can be concluded that the major difficulty in
this approach lies in the accurate calculation of the flow field as on a partially wet/cell
due to unrealistic high oscillations when the water depth tends towards zero.
It is notable in the literature that, despite the moving grid accuracy in tracking waterfront
position, this method is difficult to implement for complex topographies, especially when dry
zones appear within the computational domain. Hence, the fixed grid method is most used
in practice, though specific issues relevant to wet/dry treatment are still under investigation,
such as the well-balancing of the flux and the source term, the conservation of mass and mo-
mentum during simulations. These properties should be verified in all situations including
the transient flows experiencing flooding and drying over real complex topographies. Wetting
and drying modelling must include a suitable numerical treatment of the source terms and
wet/dry interfaces in accordance with the principle of conservation. In fact, the topography
source term contains the bathymetry gradient, and sharp slopes due to abrupt variations in
the irregular bathymetries and a very small water depth close to the wet/dry fronts are known
to be responsible for numerical instabilities. Moreover during wetting and drying processes,
the water depth becomes very small near the wet/dry interfaces which causes several instabili-
ties. Particular attention should be paid to the bathymetry source term to simulate flows over
non-flat beds [167].
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To overcome these challenges, conventional shallow water equations were reformulated in a
moving coordinates system. The computational domain changes over time are calculated only
for the wet areas, before an efficient FVM is applied to solve SWEs in moving domains. The
developed method satisfies the conservation property, offering a solution free from spurious os-
cillations in the moving wet/dry fronts. Not only a robust simulator of slowly varying wet/dry
interfaces, this method is also suitable for rapidly varying ones, even those containing shocks
or discontinuities.
1.2.1 Shallow water flow over deformable bed
Modelling of wave-seabed interaction is one of the longest standing challenges with which
geotechnical engineers are faced; it is a key consideration in the design of offshore structures
like pipelines and breakwaters. In addition to the floating/sinking objects on the seabed, such
as mines or shipwrecks, the design of offshore structures for different environmental condi-
tions has become an important enterprise [73]. Most shallow flow studies are carried out over
fixed beds and few over mobile ones. Over the past decades, the development of efficient
and accurate numerical models of nonlinear SWEs over variable beds has been an increasing
focus of scientist and coastal engineers, due to their practical importance [17]. Researchers
are currently working on developing an efficient and accurate approach to model the flows.
This represents a great challenge due to the time and special scales the abrupt changes took
places versus the evolution of the water free-surface [171]. One of the most important exam-
ples of this type of movement is the tsunami. Tsunamis are long-period sea waves, caused
by the displacement of large bodies of water, such as in sudden depressions or uplifts of the
seafloor, landslides, underwater volcanic eruptions, or earthquakes. In the latter event, large-
scale elastic deformation, brought on by the earthquake rupturing process, provokes a spike
in the potential energy of the oceans water column [256]. The power associated with these
waves is devastating, which makes the predictions of these waves very important in effected
areas. Modelling coastal morphology, however, is not straightforward, requiring the accurate
representation of physical processes and the ability to propagate changes in bathymetry over
broad time and vast spaces [230]. Wave-seabed interaction has been extensively examined by
marine geotechnical engineers in recent years. One of the reasons for this growing interest is
that a number of marine installations have been damaged by seabed-instability induced waves.
The majority of existing studies are either uncoupled or involve only one-way coupling, which
may not represent the real process in marine environments. Therefore, a coupling model is
needed to supplement understanding of wave-seabed response. These efforts broadly comprise
of two main methodologies:
• Experimental techniques: have been employed to assess these waves; very early ex-
periments were carried out in 1844 by [193], who used a sinking box to generate waves.
Later researchers in [229] hydraulically drive a vertical rectangular wall to transfer mo-
mentum into the water column and create waves. A comparison between numerical,
analytical, and experimental data is conducted by researchers in [237], deducing that
the nonlinear SWEs successfully reproduce the experimental results. A new hydraulic
approach is introduced by researchers in [114] for movable bed wave generation. How-
ever, this model is unsuitable for modelling waves near coastlines [107]. In experimental
modelling, the ability to generate different types of waves is valuable, as the data of
1.2. MODELLING SHALLOW WATER SYSTEMS Page 7
the generated waves are vital for the validation and calibration of the numerical models.
Experimental methods are commonly expensive, lack reproducibility, and require large
spaces to run.
• Numerical techniques: are contemporarily popular and a common means of deter-
mining bathymetric changes. Nonlinear SWEs, nonlinear Boussinesq models, and fully
nonlinear potential models are the most commonly used. Adapted versions, which en-
compass the effects of turbulence, are also quite widespread. Given that water is an
incompressible, inviscid fluid, with irrotational motion, the governing equations for water-
wave motion are referred to as the fully nonlinear potential model and are utilized to
model strongly nonlinear waves, also imposing appropriate boundary conditions on the
free-surfaces [230]. Mathematical models are considered to be one of the best methods
in understanding the dynamics of shallow water flows based on a sudden bed changes.
In recent times, numerical solutions, including finite difference, finite element, and finite
volume techniques, have mainly concentrated on fixed beds. Nevertheless, in order to
reflect geomorphological changes, a fully coupled system must be devised. Researchers
in [102] present a theoretical analysis of the Riemann problem for a free-surface flow over
a movable bed. In their study, they devoted their attention to reciprocal interactions
between the current and the bed in highly transient conditions. A fully coupled model,
where mass and momentum exchanges, the result of sediment fluxes, are taken into ac-
count, is utilized. Numerical techniques provide more accurate results of wave-seabed
interaction when compared to experimental data. However, a special source discretiza-
tion, the selection of appropriate flux discretization, and time-stepping are crucial to
the accuracy of these techniques and to avoid spurious oscillations at the interface and
conserve the mass and momentum [29].
The research presented in this thesis is considered to be a step forward in the analysis of shallow
water flows over deformable beds which are under the effect of localized force. A coupled finite
element method/finite volume method has been investigated, the system is fully coupled at
the interface, where the data is transferred. This method has several advantages. Firstly, it
applies to steady flows over irregular beds. Secondly, it does not require either the nonlinear
solution of algebraic equations or special front tracking. The model is accurate, stable, and
preserves all flow features, including shocks and discontinuities, with a special treatment of the
interface.
1.2.2 Uncertainty quantification for numerical simulation of free-
surface flows
The input conditions of different shallow water applications involve a certain degree of uncer-
tainty and, in most cases, follow some form of statistical distributions. Apart from being able
to model these extreme flood events, the capability of accounting for the variability of the input
parameters is an important element of hazard assessment [122]. Uncertainty in coastal and
offshore engineering are either related to weather conditions, structural or bathymetry factors.
In the first case, weather conditions are grouped into a number of parameters, according to
probability distributions associated with wave, wind, and sea levels. Other elements are the
density ratio of layers, friction coefficient, and fault deformation in the event of tsunamis [58].
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These parameters are modelled statistically or experimentally, where measurement is a source
of uncertainty.
Many parameters of shallow water equations are uncertain, due to the inherent randomness of
natural processes and humankind’s incomplete knowledge of them. These unknowns include
initial and boundary conditions, data and coefficients determining wind stress, bed friction co-
efficients, such as Mannings, and the turbulent viscosity coefficient. To incorporate uncertain
parameters into stochastic SWEs, the stochastic properties of different parameters that are
considered uncertain, namely inflow boundary conditions, bed friction coefficient, and domain
topography, are added to the system. Various parametrizations have been practised in flood
modelling with these equations. Many researchers highlight the same, uncertain parameters
in SWEs, with some of them treating the uncertain parameters in a probabilistic manner.
As aforementioned, managing variables is essential to flood modelling practice. The uncer-
tainty of SWE-based flood modelling derives from difficulties in obtaining precise knowledge
of topography or inflow discharge data, to name only two examples. Minor uncertainties can
have an amplified impact and allowing catastrophic events to occur unexpectedly. Thus, all
uncertainties must be quantified, allowing their effects on the model results to be accounted for.
Most of the latest researches in shallow water models involve numerical schemes with de-
terministic input conditions for precisely defined topographies. However, little attention has
been given to propagation uncertainty throughout the modelling process to the provision of
risk-based approaches for different shallow water flows hazard assessments. Although various
remedies to modelling input uncertainty exist, the most popular frameworks input uncertainty
statistically, in the form of random parameters. The resulting equations are stochastic (ran-
dom) partial differential equations. The solution must be sought in a stochastic sense and
statistical quantities, such as the mean, variance, higher moments, confidence of intervals, and
probability distribution function, are the objects of interest. The modelling and computation
of solution statistics are highly nontrivial. Difficulties include the potentially large numbers
of random variables to parametrize and the computational challenge of evaluating statistical
moments which may need numerous PDEs solvers. Nevertheless, several numerical methods
have been developed for uncertainty quantification in hyperbolic partial differential equations.
In general, these methods come under three main categories:
• Stochastic Galerkin method: these are based on polynomial chaos expansion, ex-
panding the sought of solution random field in terms of basis functions, orthogonal with
respect to the underlying probability distribution. Projecting the resulting expansion
into this orthonormal basis yields a system of partial differential equations for the under-
lying coefficients, which has the potential to be very large [58]. However, this approach
has several drawbacks. Perhaps the biggest of these is that the resulting systems of PDEs
for the polynomial chaos expansion(PCE) is not necessary hyperbolic and may not even
be well-posed. A novel solution to this is provided by [233]. The authors propose a PCE
expansion of the solution, random field in terms of the entropy; thus, it can be demon-
strated that the resulting nonlinear conservation law processes a strictly convex entropy
and, in turn, that the resulting nonlinear system of the PCE coefficient is hyperbolic.
Even so, a large number of terms of this expansion might still be necessary for hyperbolic
PDEs with low spatial and stochastic regularity. However, a large number of terms of
this expansion might still be necessary for hyperbolic PDEs with low spatial and stochas-
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tic regularity lead to very computationally costly solution. Furthermore, this method is
computationally intrusive. Hence it appears that the stochastic Galerkin method is only
suitable for hyperbolic problem with a very low number of uncertain parameters.
• Stochastic collaction type: in this method, the solution is sampled at a determined set
of sample points in the entire stochastic space. This process is non-intrusive. However,
these methods are of limited utility, requiring sufficient regularity of stochastic variables
to employ tools such as sparse grids, which maintain the feasibility of the computational
costs. Unfortunately, solutions of the uncertain nonlinear hyperbolic PDEs are not suf-
ficiently regular. A possible alternative is the recently proposed stochastic FVM [42].
However, it is also limited to a moderate number of stochastic parameters.
• Monte-carlo (MC) method: This samples the probability space, solving the underly-
ing deterministic PDE for each sample; the samples are combined to determine statistical
information about the random field. Having said that, MC methods require a large num-
ber of samples to ensure a low statistical error rate. This slow convergence entails high
computational costs and makes MC methods impractical for calculating uncertainty in
complex shallow water flows. This flaw has inspired the development of Multi-level
Monte-Carlo(MLMC) methods [174, 157], in which a nested sequence of space-time grids
are drawn from the finest grids (those with the highest computational cost) and a very
large number of samples are drawn from the coarsest grids (those with little computa-
tional cost). This subtly balances stochastic errors.
1.2.3 Optimal control for bed reconstruction
The study of open channel flows often requires an accurate modelling and representation of the
channel bed topography to accurately predict hydrodynamic flows. Many numerical techniques
have been developed to simulate open channel flows. The characteristics of these numerical
methods differ, depending on the particular problem they address. They can be used to study
dam-breaks, flood plain flows, hydraulic jumps and steady flows. Comparatively, very little
has been done on the numerical reconstruction of the bedrock elevation data of open channel
flows. In other words, whilst there has been tremendous progress in the hydraulic modelling
of open channel flows, the accurate representation of channel bed topography is still a struggle
[122]. Parameters such as bed elevation and roughness coefficients are required prior to the
simulation of open channel flows. The level of discrepancy in these data has a direct impact
on simulation results. The existing literature presents three main solutions to this inverse
problem:
• Experimental methods: There have been significant developments in experimental
techniques for assessing bed characteristics. Researchers in [148, 120] use Synthetic
Aperture Radar (SAR) digital photogrammetry to profile the North Ashburton River
in New Zealand; similarly, LiDAR, for the Yakima and Trinity river basins in the USA,
is deployed by researchers in [59]. Data has been retrieved from the Jordan basin using
underground sensors( 23 in total) at different depths and locations, which reported every
half an hour [16]. These experimental techniques are considered to be direct implemen-
tations; their observations can be used to validate the numerical results. However, these
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techniques are always subject to a specific set of limitations. Sensors fail and mainte-
nance operations are difficult and costly [271]. Additionally, the hostile conditions of
rivers, oceans and seas, comprising of variable currents, animals attacks, and corrosion
might easily cause temporal or permanent malfunctions, resulting in unstable or incom-
plete readings, if any at all [271].
• Direct approach numerical method: In the direct approach method, SWEs are
rearranged and used for the inverse problem analysis. However, there is a difference
between known and unknown parameters. The discretization of the equations governing
inverse problems differs from those addressing the forward problem [259]. Despite the
stability restriction, this approach is easy and quick [98]. The direct solution is not a
common approach to an inverse problem, which is embedded in the framework of the very
few inverse problems. This strategy uses the governing equations of the forward problem
to solve the model parameters, with the help of equation rearrangement if necessary [116].
The process is analogous to the determination of the observable parameters in the forward
problem analysis. And yet, this approach is not always possible. The governing equations
of the forward problem must allow convenient rearrangement for the determination of
the unknown model parameters [98]. Thus, this approach is restricted to some inverse
problems. The steps involved in this solution approach are given as:
– Solution of the forward problem to distinguish measurable parameters from known
model parameters. In this step, different hydraulic flow solution approaches can be
used to produce numerical test cases.
– Rearranging the governing equations in such a way that model parameters can be
evaluated from measured ones.
– Validating the approach; solving the unknowns and comparing the results to nu-
merical test cases.
This technique has been implemented by some researchers, for example, researchers in
[116] well implement this technique for substrate shape identification from the know free-
surface data in thin film flows. On the other hand, researchers in [98] reconstruct the
river bed topography from free-surface data in one-dimensional domain.
• Optimization-based solution approach: is well-known for solving inverse problems.
In this approach, a minimization function is defined to determine the model parameters
iteratively. The following steps are involved in the parameter identification:
– Solving the forward problem to determine measurable parameters from known model
parameters. This is an important step because the minimization function (objective
function) requires a reliable solution approach for the forward problem.
– Defining a minimization function, which relates the observed and calculated data
and determines their differences.
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– Guessing the value of a model parameter, based on the system’s previous numerical
solutions, and computing the objective function.
– Estimating sensitivity to identify direction in the parameter space, which leads to
a decrease of the objective function.
– Taking the largest possible step in that direction and updating the value of the
unknown parameter, continuing the iteration until the error limit is reached. The
resulting value of the model parameter, which minimizes the minimization function,
is then regarded as the solution of the inverse problem.
1.3 Project objectives
The primary objective of this project is the development of techniques to simulate the effect of
underground movement on the shallow water waves, using different coupling methods at the
interface. In addition to full study for the stresses affecting the underground movement. As
many models consist of differential equations, these problems may require the estimation of
the time-dependent state variable and the use of noisy measurements. However, it should be
acknowledged that mathematical modelling is always approximate and that error is a perma-
nent feature. For an operational prediction system, real-world information must be added to
address such uncertainty. The second goal of this study is to develop an accurate and robust
optimal control techniques for bed reconstruction. The basic components for this operational
forecasting system are: a network of observed data, and a numerical model for the data as-
similation. To achieve these goals a full study of the forward problem as the following steps
should be investigated:
• Developing a class of numerical methods that are simple, easy to implement, and ac-
curately solve the moving wet/dry fronts in shallow water flows, without relying on
complicated techniques, to solve for the water waves when reaches dry areas.
• Developing an accurate and efficient simulation of shallow water flows, under conditions
of abrupt change to the bathymetry, including the effect of coupling at the interface, the
bed friction force, and the influence of hydrostatic distribution forces.
• Exploring the ramifications of bed uncertainty for shallow water flow. Uncertainty pa-
rameters are quantified in a class of numerical methods for free-surface flows in order to
examine its effects on the water flow.
• Developing an adaptive optimal control technique for bed reconstruction in shallow water
flows, based on the given observations from the forward problems, fully studied in the
previous steps and with the effect of uncertainty in the measured data.
Each of the specific goals is devised to ensure that their effects on the models are fully under-
stood. The goal is to create a modular system, where features can be included and reviewed as
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required. The presented models are adjusted for different simulation examples and test cases
to ensure best computational return.
1.4 Thesis structure
This thesis is comprised of three major parts. In the first, the solution to shallow water
flows over deformed beds is presented. The coupling techniques between the water free-surface
and bed deformation, effects of bed friction, deformed soil stresses, and hydrostatic pressure
distribution are all accounted for. In addition to presenting a new model for solving the
wet/dry interface issue. In the second part, the effect of uncertainties such as bed topography
and the Manning coefficient, in the single, two, and multi-layer models is explored. This study
offers a clear understanding of how numerical models are affected by these uncertainties. The
first two parts represent the forward model to solve for the water height, speed, and energy
under different conditions. The results of these forward models considered to be the third part
begins. In this third section, an adaptive optimal control technique, based on the previously
supplied observed data, is given. Bed topography is inferred from known free-surface elevation
data in single-layer, shallow water flows. This thesis is structured as follows:
• Chapter 1 introduces the subject problem and describes the objectives of the thesis. It
details the research motivations and the significance of the currently-encountered prob-
lems. A brief overview of the classes of techniques available is given. The study objectives
are also outlined, with a brief explanation of the developed techniques. Equally, this chap-
ter reviews the existing literature, evaluating different models and offering an overview
of the widely-applied mathematical and numerical methods. In the first section, SWEs
are described in terms of their main features and derivations. Proposed solutions to the
wet/dry interface, from the original basic principle to the present day, are then reviewed.
This contains a critical assessment of the respective advantages and disadvantages. In
the third section, previous finite volume methods for water flow over deformed beds are
examined, then the various techniques for addressing uncertainty in the hydraulic models
parameters are covered. Finally, different adaptive techniques for bed reconstruction are
discussed and evaluated. This chapter provides a comprehensive context, which is the
bedrock of this study. In the last section, the structure of this thesis is detailed, including
its contributions to theory and practice.
• Chapter 2 develops new techniques for solving the wet/dry interface problem, based on
the parametrization and partially wet cell concepts. The aim of this chapter is to develop
a class of numerical methods that are simple, easy to implement, and accurately solve
the moving wet/dry interface. The main features of the developed techniques are on one
hand, the capability to satisfy the significant moving wet/dry fronts and, on the other
hand, the achievement of strong stability for simulations of slowly, as well as fast varying
wet/dry interfaces, embracing all shocks, discontinuities, and fluxes, with well-balanced
source terms. The presented techniques are found to be conservative and accurate as no
oscillations appear in the final results. The techniques are tested using different bench-
marks examples and compared to experimental data, presenting accurate results.
• Chapter 3 investigates the problem of shallow water flows under the condition of an
abruptly changing bathymetry. In this section, an accurate and efficient computational
1.4. THESIS STRUCTURE Page 13
approach to simulate such flows, which pose a great challenge, due to the difference in
temporal and spatial scales, are designed. The free-surface flow, modelled by SWEs,
coupled with the sudden changes in bathymetry, is numerically investigated. However,
deformations in the topography can be caused by a localized force, which propagates
waves with different amplitudes and frequencies. The coupling conditions at the inter-
face are also investigated, implementing a well-balanced FVM, which uses non-uniform
grids, to avoid interpolation at the interface. The method proves to be fast and accurate
and there is no need to refine the mesh in the finite volume shallow water system, as the
control volumes are non-uniform and formed from the finite element surface nodes. This
method reduces inaccurate results from interface interpolation and can be employed in
different test cases and benchmarks with no major modifications to the presented tech-
niques.
• Chapter 4 presents a hybrid finite element/finite volume method for solving free-surface
run-up problems over deformable beds. The system is fully coupled at the interface uti-
lizing transfer conditions at the interface between the water flow and the seabed. This
allows for hydrostatic pressure and friction forces to be implemented for the elastostatic
equations, whereas deformed beds are accounted for in the SWEs by the bathymetric
forces. A treatment of partially wet cells near the wet/dry boundaries is contained in
this finite volume element method, as well as consideration of bed friction near wet/dry
boundaries. Coupling conditions at the interface are also investigated in the current
study, with a two-mesh procedure proposed for the transfer of information through the
interface. The proposed model is tested on different examples, such as one-dimensional,
single-layer wave run-up and the problem of lock-exchange in one-dimensional, two-layer
case. Overall, this method is found to be accurate, well-balanced, and stable; it accu-
rately resolves all flow features where the wet/dry interface exists.
• Chapter 5 introduces a model to examine the performance of the shallow water nu-
merical methods in presence of uncertainty. The aim is to evaluate the uncertainty of
hydraulic states (water height and water velocity), resulting from the presumed uncer-
tainty of bathymetric forces. This class of methods is becoming increasingly used in
the hydraulics community, in both its intrusive and non-intrusive forms. The impact on
uncertainties in the bathymetry and Manning coefficient is numerically assessed. Nu-
merical results for both one-dimensional single-layer and two-layer shallow water models
demonstrate the high resolution of the proposed techniques and confirm their capability
of providing efficient uncertainty quantification for the simulation of free-surface water
flows over stochastic beds.
• Chapter 6 extends the uncertainty quantification technique implemented in the previous
chapter to one-dimensional multi-layer shallow water flows. The results demonstrate that,
in some hydraulic applications, a highly accurate numerical method yields an increase in
its uncertainty. On the other hand, when the complexity of the physics increases, these
highly accurate numerical methods display less uncertainty compared to low accuracy
ones. The presented model offers a deeper insight into the effect of the uncertainty of
bottom topography, bed friction, inter-layer viscosity, and wind stress on the numerical
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model, is swift and accurate to implement.
• Chapter 7 is the final step of this thesis, proffering an adaptive optimal control technique
to numerically identify the underlying bed topography from a given dataset of free-surface
observations (the results of the forward models presented in the previous chapters). In
this approach, a minimization function is defined to iteratively determine the model pa-
rameters. The proposed technique can be interpreted as a fractional-stage scheme. In
the first stage, the forward problem is solved to determine the measurable parameters
from known data. In the second stage, adaptive control techniques are implemented,
combining the optimality of observation data, in order to obtain an accurate estimation
of the topography. The main features of this method are its ability to solve different,
complex geometries, without requiring the rearrangement of the governing equations, as
is required in other cases. Numerical results are presented for different test cases under
different number and location of observations and using different numerical solvers with
the existence of uncertainty in the observed data. The obtained results demonstrate the
reliability and accuracy of the proposed techniques. In general, this model successfully
combines all of the previous work , creating an advanced and optimal shallow water
modelling tool.
• Chapter 8 concludes the thesis, evaluating the limitations and advantages of the devel-
oped models. A brief summary of each of the developed techniques is provided, outlining
the main ideas and contributions of the work completed and its relevance. It goes on
to highlight possible avenues for future research, offering recommendations based on the
investigative experience.
Chapter 2
Numerical treatment of moving
wet/dry fronts in shallow water flows
Severe extreme natural phenomena like tsunami flooding and dam-break problems cause a
huge financial loss to all over the world, and it causes major damages. Floods are a temporary
condition of complete or partial inundation of dry land area. Water floods claim thousands of
lives every year and render millions homeless in the world. Flood disasters account about a
third of all natural disasters through the world by number of economic losses [34]. Dam-break
can cause significant loss of human lifes, especially when located in highly populated regions.
An example of the dam-break disaster is the Malpasset dam failure in France which occurred
in 1959 caused 110 missing people and 384 deaths [267]. The same problem with tsunami
where the destructive power of tsunami is a mixture of its wave height and speed, creating a
huge force against any thing it hits. Tsunami can be generated by any displacement under
water, and commonly it happened from the plate movement under water or by the volcanic
eruption. In recent years, there have been continuous efforts to enhance the understanding of
these phenomena. Real time measurements in the field is difficult and experiments in the lab-
oratory held only for certain scales and under different limitations. The mentioned problems
are few but not all which show an important development of complete shallow water systems
that studies all the effects together to help developing an emergency plan in the smart cities
for unlikely disasters like flooding, dam-breaks and tsunami.
Shallow water flows widely exist in nature such as rivers, open channels and estuaries. These
flows have the same characteristics that the horizontal scale is much greater than the vertical
one. Ignoring the vertical length and assume the pressure to be hydrostatically distributed,
then the shallow water equations can be derived from the depth averaged Navier-stokes equa-
tions. In general, the shallow water flows include a complex phenomena, like wave over-topping
or wave run-up which often lead to drying and wetting boundary problem. It is easy to rec-
ognize that with this movement, the computational domain changes constantly which affects
the accuracy of the calculations. The solution of the wet/dry interface becoming increasingly
important where the velocities normal components set to zero which leads to negative water
depth and numerical instability during the simulations.
A large number of researches presented to solve the problem of shallow water flows with the
wet/dry interface. Many numerical methods were developed to solve these equations such finite
difference method [221], finite element method [24] and finite volume method [173]. Finite
volume method has a superiority when modelling high speed flows than the other methods and
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it has several advantages. Firstly the mass, momentum and energy were conserved during the
simulation and the flexibility for applying over different irregular domains [161]. Different finite
volume methods were developed to solve the shallow water flow with wet/dry interface. The
techniques that commonly used are the characteristics method and the Lagrangian method,
these techniques develop a grid which is capable of following the discontinuity fronts [3, 5].
The drawback of this method is the difficulty in correctly updating the fronts location when
a source term applied to the problem, in addition to the complexity in extending this method
to more than one space dimension. Recently, researchers develop new techniques to solve the
same problem using approximate solvers for the Riemann-problem [4, 23]. These techniques
are of general types: moving grid and fixed grid methods. The use of the cell classification
concept into wet/dry and partially wet/dry cells based on the water level at each cell leads
to a spurious level gradient at the wet/dry interface which leads to a solution that can not
guarantee the conservation property (C-property) in the final solution. Moving grid methods
based on continuous updated mesh, which means that a group of points permanently located
on the domain grid at each time step, then the mesh continuously updated to match the
moving fronts. The application of this method is limited to simple channel flows, because of
its large elements distortion and it is used only for limited applications with flat bed. Using
all of the previous methods in solving wet/dry interface simulations but specific issues relevant
to the wet/dry interface simulations are still under investigations and could be summarized as
follows:
• Well-balancing the discretization of fluxes and well-balancing the source term.
• Conserving the mass, momentum and energy in the presence of the wet/dry interface.
The previously mentioned properties should be guaranteed in any developed technique used for
solving the problem of shallow water flow with wet/dry interfaces including all the situations
with flat or non-flat beds. This is a general overview of the shallow water wet/dry interface so-
lution techniques. Many other works can be find in the literature, but the described techniques
seem to be the most used. In this chapter a new developed technique will be provided for solv-
ing the problem of the wet/dry interface based on the parametrization concept. The aim is to
develop a class of numerical methods that are simple, easy to implement and accurately solve
the moving wet/dry interface without relying on complicated techniques. The main features of
such finite volume scheme are on one hand, the capability to satisfy the conservation property
resulting in numerical solutions free from spurious oscillations in significant moving wet/dry
fronts and on the other hand the achievement of strong stability for simulations of slowly vary-
ing wet/dry interfaces as well as rapidly varying wet/dry interfaces containing all shocks or
discontinuities. Moreover, the numerical formulation is devised so that the discretizations of
gradient fluxes and source terms are well balanced.
Nonlinear shallow water equations are typically used to model free-surface flows, river and
lake hydrodynamics, and long wave run-up, as well as flows in open channels, lakes, reservoirs,
coastal areas, estuaries and harbors among others [225, 49]. Many of these applications involve
moving fronts in which wetting and drying over variable topography occurs, and numerically
solving these processes is becoming increasingly important. For instance, predictions of flood-
ing due to a storm surge, breached dam, or overtopped levee are crucial for disaster planning.
Wave run-up estimates are needed for beach and coastal structure design [154]. Descriptions
of inundation in both estuarine tidal flats and riverine flood plains are also key for predicting
the transport of suspended and dissolved substances. The hydrodynamics of shallow water
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flows on wetting and drying areas is of great interest in a wide range of physical flows. Such
shallow water flows give rise to challenging problems in both theoretical analysis and numerical
simulation. Numerical simulations of shallow water models have been devoted huge efforts so
far and as a consequence, many numerical models have been developed for engineering appli-
cations in hydraulics. In real case simulations, treatment of moving wet/dry fronts is getting
more and more popular in the hydraulics community to represent the complex flow features
at river banks and coastal lines. The numerical approximation of water flows over wetting
and drying areas requires important choices and compromises to be made when simulations of
the water flow are carried out. These compromises are necessary to minimize both artificial
numerical dissipation and dispersion. The resulting numerical dissipation may severely damp
the free-surface flow producing exaggerated inaccurate results whereas, the artificial numerical
dispersion may introduce nonphysical oscillations known by wiggles. In general, conservative
Eulerian algorithms such as those based on finite volume shock-capturing techniques perform
very well when applied to shallow water flows over fully wetted areas, see for example [238].
However, when such an algorithm is employed to solve shallow water flows over wetting and
drying areas, numerical inaccuracies usually occur at the wet/dry interfaces due to the loss
of entropy property in the discretization. To overcome this difficulty, many techniques and
methods have been developed in the past two decades with an even increasing interest, see for
instance [238, 82, 13, 44, 70, 92, 150, 184, 205, 270] and further references are therein. Among
them, some of the resultant algorithms may not maintain the conservation property in the
process of enforcing states at the moving wet/dry interface so as to suppress any undesired
numerical oscillations. The objective of this study is to devise a stable, monotone and accu-
rate numerical method able to approximate solutions to shallow water flows over wetting and
drying areas.
A new numerical model for moving wet/dry fronts in shallow water equations using the
parametrization concept and the point-wise Riemann solver is presented. In the current model
the nonlinear shallow water equations are reformulated using the speed of the wet/dry inter-
face. The new system is solved on the wet domain only using the well-balanced finite volume
method. The object of the current work is to develop a numerical approach able to accurately
approximate solutions to moving wet/dry fronts in shallow water flows. The aim is to de-
velop a class of numerical methods that are simple, easy to implement, and accurately solve
the moving wet/dry fronts in shallow water flows without relying on complicated techniques.
The proposed finite volume method can be interpreted as a fractional stage scheme. In the
first stage, the transport terms are solved by integrating the system along the characteristics
defined by the interface velocity, while the numerical solutions are computed through a finite
volume formulation of flux form in the second stage. The numerical formulation is devised so
that the source terms and fluxes are discretized using well-balanced techniques. These features
are verified using several test examples of shallow water flows over wetting and drying areas.
Results presented in this chapter show high resolution of the proposed techniques and permit
the straightforward application of the method to more complex, physically based shallow water
flows.
This chapter is structured as follows. In section 2.1, the problem statement for moving wet/dry
fronts in shallow water flows is presented. Numerical solution of the parametrized shallow water
equations is formulated in section 2.2. This section includes the finite volume discretization of
the system and the solution of the moving fronts. Section 2.4 is devoted to numerical results
for several test examples in shallow water flows. The partially wet/dry treatment method is
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presented in the next section. Concluding remarks end the chapter in section 2.6.
2.1 Equations for wet/dry fronts in shallow water flows
The shallow water equations can be derived by depth-averaging the Navier-Stokes equations,
neglecting the vertical acceleration of water particles, and taking the pressure distribution to
be hydrostatic, see [70, 238] among others. In one space dimension, ignoring viscous terms and





















, x ∈ [a, b],
where [a, b] is the fixed computational domain, z(x) the function characterizing the bottom
topography, h(t, x) the height of the water above the bottom, g the acceleration due to gravity,
u(t, x) the flow velocity. The equations (2.1a) have been widely used to model water flows,
flood waves, dam-break problems, and have been studied in a number of books and papers,
see for instance [225, 238, 49, 149]. Computing their numerical solutions is not trivial due to
the nonlinearity in the flux function, the presence of the convective terms, and the coupling
of the equations through the source term. In many applications, the solutions of equations
(2.1a) present steep fronts and even discontinuities, which need to be resolved accurately in
applications and often cause severe numerical difficulties, compare [149, 238]. In the current
study we are interested in moving wet/dry fronts in shallow water flows for which the equations
(2.1a) are solved subject to the following initial conditions
h(0, x) =

h0, if x ≤ x0,
0, if x > x0,
u(0, x) = u0, (2.1b)
where x0 ∈ [a, b] is the initial location of the wet/dry interface, h0 and u0 are given water height
and water velocity, respectively, as shown in Figure 2.1 for more illustrations. Note that most
of numerical methods for solving the equations (2.1a) perturb the dry state (zero water height)
using a wetted threshold above which the solution state is considered to be dry. This is mainly
used to avoid division by zero for updating the water velocity during the simulation process.
However, perturbing the water height may result in inaccuracy in the computed solutions and
may lead to false location of the wet/dry fronts on the coastal zones. Furthermore, if due to
numerical oscillations the water height h becomes negative, the calculation will simply break
down.
In the present work an alternative formulation of the equations (2.1a) to deal with wet/dry
fronts is presented. The idea consists of rewriting the shallow water equations in a moving
domain and solve the obtained model only for the wetted area. The advection of the wet/dry































2.1. EQUATIONS FOR WET/DRY FRONTS Page 19
Figure 2.1: Illustration of the shallow water system including wet/dry interface.







for a given speed s. Based on the analysis reported in [237], for the application to a moving
wet/dry interface the maximum speed of the flow propagation in the shallow water system
is bounded by |u| + 2
√
g h. Therefore a possible choice for capturing all information in the
domain [a, ξ(t)] is simply
s = |u|+ 2
√
g h. (2.3)
In general, other velocities s might be used to move the front in the computational domain
which allows also to decouple the solution of equations (2.2a) and (2.2b). Considering the
shallow water equations (2.1a) equipped with the initial data (2.1b), the solution to this Rie-




It is clear that the shallow water equations (2.2) have to be solved in a time-dependent com-
putational domain requiring a mesh at each time step. In order to avoid this difficulty we
perform a change of coordinates. Thus, the new coordinates (t, y) are defined as




and the new solution variables in the transformed coordinate system as
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, y ∈ [0, 1].
Note that the above equations for (H,HU) are now defined in the fixed domain (t, y) ∈ R+ ×
[0, 1]. The transformation is well-defined provided that ξ(0) > a and s ≥ 0. These conditions
are satisfied for the case of a moving front in a dry area. Furthermore, boundary conditions
at x = a are not affected by this transformation. Introducing the advective derivative of any











the shallow water equations (2.5) reduce for y ∈ [0, 1] to




















For simplicity in the presentation the equations (2.7) in a conservative form are rewritten as





















It should be stressed that, the solution of the parametrized equations (2.7) is to be computed in
a fixed domain [0, 1]. In addition, the system (2.7) retains the same structure for the physical
fluxes as the original shallow water equations (2.1a). Remark that once the solution (H,U) of
the system (2.7) and (2.2b) is computed, the solution (h, u) of the system (2.1a) can easily be
recovered using the transformation (2.4). It is also well-known that modification of conservation
laws lead to changes in the shock speed, see for example [151]. Here, the eigenvalues of the












Clearly, if the front speed s = 0 then the transformation simply scales the computational
domain in the space coordinates but not in the time variable. In the simplest case of a linear






= 0, h(t, 0) = h0(t),
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It is easy to verify that the solution to the advection equation with compactly supported initial
data h0(x) in [0, ξ(t)] with ξ














= 0, H(t, 0) = h0(t),
where H(0, y) = h0 (yξ(0)). It should also be noted that the new parametrized system (2.7)
satisfies the still-water equilibrium. Recall that for the steady state with still water u(t, x) = 0,
the momentum equation in the original system (2.1a) yields
h(t, x) + z(x) = c, (2.10)
where c is a positive constant. This property (known by C-property) is needed to be preserved
at the discrete level to reconstruct a well-balanced method [30]. To derive the well-balanced
scheme, the equations (2.2) have been rewritten in terms of the total height η(t, x) = h(t, x) +
z(x). A similar procedure may be applied in the parametrized system (2.7). We also consider
that the rescaled water height H(t, y) and the rescaled water discharge Q(t, y) = H(t, y)U(t, y),
and define the total water depth ν(t, y) as
ν(t, y) = η
(








y (ξ(t)− a) + a
)
= H(t, y) + Z(t, y).
Hence, at still water equilibrium U(t, y) = 0, the parametrized system (2.7) reduces to
−yξ̇ ∂
∂y








= −gH(t, y) ∂
∂y
Z(t, y).
Since at the steady state
dξ
dt
= 0, we obtain
H(t, y) + Z(t, y) = C, (2.11)
where C is a positive constant. Thus, the proposed transformation preserves the hydrostatic
reconstruction and in the case of u(t, x) = 0 the same techniques might be used to develop
a well-balanced discretization. Note however, that in a finite volume method for the rescaled
equations (2.7) one needs to account for the additional temporal dependence of the bottom
profile due to the rescaled bed Z(t, y) = z(y(ξ(t)− a) + a).
2.2 Well-balanced finite volume methods
To approximate numerical solutions of the shallow water equations (2.7) a class of well-balanced
finite volume discretizations using different methods to reconstruct the numerical fluxes are
considered. This method is adapted according to the parametrized equations (2.7) including
advective terms and modified bottom beds. The presented methods use an operator splitting
where the transport part and the conservation part are treated separately. The major part of
this section is devoted to the treatment of source terms in (2.7) using additional corrections
to obtain a well-balanced finite volume method. The numerical method proposed for approxi-
mating solutions to equations (2.8) can be interpreted as a fractional step technique where the
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advective part is decoupled from the conservative part in the temporal discretization. Thus, at
each time step the new water height and discharge are updated by first solving the advective
equation
(ξ − a) DW
Dt
= 0, (2.12)











] with same length ∆y for sake of simplicity,
and dividing the time interval into subintervals [tn, tn+1] with uniform size ∆t. Here, tn = n∆t,
yi− 1
2
= i∆y and yi = (i+
1
2
)∆y is the center of the control volume. Using the notation wi(t) to




] at time t, by wni = wi(t
n),
and by wi+ 1
2










w(y, t)dy, wi+ 1
2
(t, y) = w(yi+ 1
2
, t).
To solve the advection equation (2.12) two steps are required namely, the computation of
characteristic trajectories and the interpolation procedure. Both steps are crucial to the overall





















(tn+1) = yi+ 1
2
,
where v(τ, y) = − ξ̇(τ)y
ξ(τ)− a
. Where Yi+ 1
2
(τ) is the departure point at time τ of a particle that
will arrive at gridpoint yi+ 1
2
in time tn+1. The method of characteristics does not follow the
flow particles forward in time, as the Lagrangian methods do, instead it traces backwards the
position at time tn of particles that will reach the points of a fixed mesh at time tn+1. The
solutions of (2.14) can be expressed as
Yi+ 1
2













For a velocity field explicitly given independent of the solution, the integral in (2.15) can be
determined analytically. In other general cases, this integral can be calculated using a second-
order extrapolation based on the mid-point rule which is accurate enough to maintain a particle
on its curved trajectory.
Once the characteristics curves Y (tn) are known, the method of characteristics advects the
solution of (2.7) at instant tn+1 as
Ŵ(tn+1, y) := W (tn, Y (tn)) . (2.16)
Note that the advection equation (2.12) can also be solved by assuming that its exact solution
in an unbounded domain is given by
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where W0 is the initial condition associated with the system (2.8). Hence, the exact solution









Notice that in general, the departure points Y (tn) do not coincide with the spatial position
of a gridpoint. Assuming a suitable approximation is made for Y (tn), the solution Ŵ(tn+1, y)
in (2.16) should be obtained by interpolation from known values at the gridpoints in the host
cell of the departure points. The interpolation procedure used is the cubic spline interpolation
most commonly used in practice. Other interpolation procedures can also be applied.
Integrating equations (2.8) along the characteristics with respect to time and space over the

































are the numerical fluxes at y = yi± 1
2
and time t = tn. The spatial
discretization (2.18) is complete when a numerical construction of the fluxes and source terms
are chosen. In general this step can be carried out using any finite volume method developed
in the literature for solving hyperbolic systems of conservation laws, see for example [151, 238].
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where λ̂1 and λ̂2 are the eigenvalues in (2.9) calculated at the averaged state (2.22).
FVC method [28]: To reconstruct the numerical fluxes using the finite volume characteristics















= −gH ∂ (H + Z)
∂y
.
Then, the associated characteristic curves Xi+ 1
2















(tn + ∆t) = xi+ 1
2
.
The initial-value problem (2.24) is solved using the same algorithm as the one used for solving
the equations (2.14). The numerical fluxes in the FVC scheme is obtained by integrating the
advective equations (2.23) along the characteristics in the time interval [tn, tn + ∆t]. Assume
an accurate approximation of the characteristics curves Xi+ 1
2
(tn) is made, the intermediate


















































are the solutions at the characteristic foot computed by interpolation from the gridpoints of
the control volume where the departure point Xi+ 1
2
(tn) belongs. Hence, the numerical fluxes



























It should be stressed that the Lax-Friedrichs, Rusanov and Roe methods have been widely
used for the numerical solution of shallow water equations whereas, the FVC method has been
recently proposed in [28], and it is more accurate and doe not need the Riemann solver.
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2.3 Treatment of source terms
Obviously the above method is first-order accurate for any first-order discretization of the
source term in (2.18). In order to motivate the derivation of the additional source terms
necessary for well-balancing the discretization of gradient fluxes and source terms we first
consider the simple case with dξ
dt
= 0, ξ = 1 and a = 0. Then, the system (2.7) and the
equation (2.5) coincide and many approaches of well-balancing are known, see for example
[30, 150, 13, 184, 82, 44]. In the current study, to develop a well-balanced scheme method
we resolve the steady-state dynamics up to high order. Thus, for still water equilibrium the
conservation property (2.11) is preserved at time tn i.e.,





where C is a constant and Zni = Z (yiξ(t













and assuming that the source term in (2.18) is integrated by mid-point rule a similar compu-
tation leads to
(HU)n+1i − (HU)ni = O(∆y3).
Hence, for a flow at rest the discretization (2.18) preserves the steady-state property up to the
order O(∆y3) provided that the additional term Sni = 12∆y
2(Zyy)
n
i is added to the equation of
conservation of mass. Note that far from the steady-state, including the source term Sni would
not change the properties of the scheme since this additional term is below the resolution of
the considered finite volume methods.
In the general case with dξ
dt
6= 0 here but for simplicity in the derivations we assume a = 0 and






























where Q = HU and M = HU2 + 1
2
gH2. Note that unlike the previous case with dξ
dt
= 0,
the scaled bottom bed in (2.27) depends on the time variable as Z(t, y) = z(yξ(t)) with z(x)
describes the original bottom topography in (2.5). For still water equilibrium the conservation
property (2.11) should be preserved i.e.,
U(t, y) = 0, H + Z = H(t, y) + z (yξ(t)) = C.
As in the previous case a discretization of the source term in (2.18) is implemented such that





+O(∆y3) and Qn+1i −Qni = O(∆y3).
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with a similar expansion for the water discharge Q̂i. The Taylor expansion of Z is given by













For example, using the Lax-Friedrich’s method (2.19), the discretization of the balance law
(2.13) is given by





































Using the conditions of a lake at rest in time tn i.e., Hni + Z
n
i = C and Q
n

































Consider now the equation for Hn+1i and adding and subtracting z
n+1
i , Q̂i = 0 yields
Hn+1i + Z
n+1




































































































n)) ξ(tn+1) +Gni +O(∆y3),
and after further Taylor expansion ∆y ∂
∂x
z (yiξ(t
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Algorithm 2.1 Wet/dry treatment algorithm used in the present study.
Require:
Tend: The final time for the simulation.
η: Location of the interface at each time step
x0: Initial location of the dam-break
1: while t < Tend do
2: Adjust the time ∆t according to the CFL condition.





4: Compute the dam-break speed to update the location of the interface η from x0 (2.2b).
5: Compute the transport terms by integrating the system along the characteristics
(2.18).
6: Compute the numerical fluxes Fni+ 1
2
using the Lax-Friedrich’s, Rusanov, Roe and FVC
Schemes (2.19)-(2.23).



















In summary, at each time step tn the equation (2.12) is solved using a third-order interpolation
on Wni as well as formula (2.17) to obtain the intermediate values Ŵ
n



















are the numerical fluxes defined in (2.19), Sni and G
n

























All the previously mentioned steps are summarized in Algorithm 2.1.
2.4 Numerical results
Numerical results for several test problems of shallow water flows over dry areas were presented.
The main goals of this section are to illustrate the numerical performance of the techniques
described above and to verify numerically their capability to solve moving wet/dry fronts in
shallow water flows. In all computations reported herein, the Courant number Cr is set to
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Cr = 1 and the time stepsize ∆t is adjusted at each time step according to the Courant-





|λn1 | , |λn2 |
) ,
where λ1 and λ2 are the two eigenvalues of the parametrized shallow water system given by
(2.9). Numerical results obtained using the Lax-Friedrich’s, Rusanov, Roe and FVC methods
and a comparison between the obtained results for the parametrized model (2.5) to those
obtained for the original model (2.1a) using the same methods are presented. Here, to overcome
the zero speeds in the original system, the associated characteristic speeds are perturbed by
10−9 far from zero. In all simulations presented in this section the gravitational acceleration is
set to g = 9.81 m/s2 and comparisons between different methods are presented. The following
test examples are selected:
2.4.1 Accuracy test example
In this example the accuracy of the proposed method for the shallow water equations over
dry areas was investigated. The performance of the considered finite volume methods for the
parametrized model (2.5) using different numbers of gridpoints were examined. The problem
studied in [250] for the shallow water equations (2.1a) in the spatial domain [0, 1] with a non-flat
bottom given by
z(x) = sin2 (πx) ,
and subject to the following initial conditions
h(0, x) = 5 + ecos(2πx), u(0, x) = 0.
Periodic boundary conditions are used for this test example. In order to quantify the errors in
this problem a reference solution computed using a fine mesh of 6400 gridpoints is used as an
exact solution. We compute the solutions at time t = 1 using different mesh densities. The
L1-error norm defined as
N∑
i=1
|Hni −Hni |∆x, (2.30)
where Hni and Hni are respectively, the computed and reference solutions at gridpoint xi and
time t, whereas N stands for the number of gridpoints used in the spatial discretization. The
obtained results for the water height H and the water discharge Q are listed in Table 2.1 using
different values of N . By increasing the number of gridpoints in the computational domain,
the errors decrease in all considered finite volume methods. A faster decay in the errors is also
observed for the errors in the water height compared to the errors in the water discharge for
the methods in Table 2.1. The Lax-Friedrich’s and Rusanov schemes exhibit errors of the same
order whereas an improvement is detected in the errors computed using the Roe scheme. We
also remark that for these schemes, nearly optimal convergence rates of first-order are observed
in the L1-error norm for both H and Q. These results also confirm that a finite volume scheme
designed for solving the original shallow water equations (2.1a) will retain the same order of
convergence when it is applied to the parametrized shallow water system (2.5). For this test
example, the FVC method is the most accurate and based on the results presented in Table
2.1 the FVC methods is more accurate than the Lax-Friedrich’s, Rusanov and Roe schemes.
The convergence rates for the FVC method for both H and Q are superior than those obtained
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Table 2.1: Errors in the water height H and the water discharge Q obtained for the accuracy
test problem using the parametrized model for the considered finite volume methods at time
t = 1 using different gridpoints.
Lax-Friedrich Rusanov Roe FVC
N Error H Error Q Error H Error Q Error H Error Q Error H Error Q
100 2.174E-01 8.936E-01 1.791E-01 7.752E-01 1.283E-01 5.108E-01 1.023E-01 3.961E-01
200 1.385E-01 6.318E-01 1.102E-01 4.906E-01 7.628E-02 3.300E-01 5.295E-02 2.274E-01
400 7.683E-02 3.889E-01 5.905E-02 2.740E-01 4.173E-02 2.031E-01 2.470E-02 1.160E-01
800 3.976E-02 2.157E-01 2.952E-02 1.448E-01 1.946E-02 1.058E-01 1.003E-02 5.411E-02
Table 2.2: Errors in the water free-surface H + Z and the water velocity U obtained for the
verification of well-balanced property at time t = 10 using different gridpoints.
Standard treatment Well-balanced treatment
N Error in H + Z Error in U Error in H + Z Error in U
100 3.836E-02 5.924E-02 7.655E-14 8.716E-14
200 2.764E-03 3.783E-03 9.301E-15 1.136E-14
using the other methods. Needless to mention that increasing the number of gridpoints N
results in an increase of the computational cost in all considered methods. For the considered
mesh densities, the required CPU time in the FVC method is more than 5 times lower than
the other methods.
Next the well-balanced property proposed in the current study has been investigated. An
example of a lake at rest flow using the bed given in the previous example and a free-surface
initially set to 2. It is expected that the water free-surface remains constant and the water
velocity should be zero at all simulation times. Here, a standard method without accounting
for the terms Sni and the well-balanced method including the terms S
n
i . In Table 2.2 we
summarize the errors in the water free-surface and the water velocity obtained at time t = 10
for both treatments using two different meshes. It is clear that the standard approach fails
to exactly conserve a constant free-surface and it introduces large errors in both water free-
surface and water velocity for the considered meshes. As can be seen, the water free-surface
for the well-balanced approach remains constant during the simulation times and the proposed
well-balanced treatment preserves the C-property to the machine precision.
2.4.2 Dam-break flow over a flat dry bed
The dam-break problem in a rectangular channel with flat bottom, z(x) = 0 is considered.
The channel is of length 30 m and the initial conditions are given by (2.1b) with h0 = 1 m
and u0 = 0 m/s. At t = 0 the dam collapses and the flow problem consists of a shock wave
traveling downstream and a rarefaction wave traveling upstream. The analytical solution of
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this problem is given by [82]
h(t, x) =













, if − t
√
gh0 < x ≤ 2t
√
gh0,















, if − t
√
gh0 < x ≤ 2t
√
gh0,
0, if x > 2t
√
gh0.
In Figure 2.2 the evolution in time-space phase domain of the water height obtained for the
considered finite volume methods using a mesh with 100 gridpoints is presented. In this figure
both results obtained for the original model (2.1a) and the parametrized model (2.5) using the
same number on gridpoints were included. It is clear that for this dam-break problem, the
results obtained using the classical Lax-Friedrich’s and Rusanov methods are roughly the same
in both original and parametrized models. For both models, the FVC method is more accurate
as it is clearly seen in the vicinity of the shock and the contact waves. To further emphasis
these features, we display in Figure 2.3 a comparison between the results from Figure 2.2 at
time t = 2.1 using two meshes with 50 and 100 gridpoints, respectively. It is also clear that for
both models, the numerical diffusion is very pronounced in the numerical solutions computed
using Lax-Friedrich’s and Rusanov methods. This excessive numerical dissipation has been
successfully removed in the water heights using the Roe method but the results obtained using
the FVC method remain the best. On the other hand, the proposed parametrized model
captures the wet/dry fronts more accurately compared to the original approach. For this test
example, the combined parametrized model and the FVC method accurately solve the front
propagation without generating nonphysical oscillations or excessive numerical dissipation in
the computed results.
Next the performance of the original and parametrized models for capturing the moving
wet/dry interface in this dam-break flow problem is examined. The wet/dry interface ζ(t)
for this test example can be analytically computed using
ζ (t) = 2t
√
gh0.
Figure 2.4 depicts the time evolution of the moving wet/dry interface obtained for the original
and parametrized models using the FVC method only. For comparison reasons, results obtained
on two meshes with 50 and 100 gridpoints were presented. As it can be seen from these
results, the wet/dry interfaces obtained by the parametrized model are more accurate than
those obtained by the original model. Refining the mesh from 50 gridpoints to 100 gridpoints
results in a consistent improvement in the computed results for the parametrized model but
not for the original model. Obviously, the computed results verify the stability and the shock
capturing properties of the proposed parametrized model. The obtained results using the FVC
scheme are also in good agreement with the exact solution for this dam-break problem over dry
bed. To quantify the errors in the wet/dry interface for this dam-break problem, in Table 2.3
the L2-errors for the considered finite volume methods for both the original and parametrized
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Original model Parametrized model
Figure 2.2: Evolution in the time-space domain of the water height for the dam-break over flat
bed using the original model (left column) and the parametrized model (right column) for the
Lax-Friedrichs method (first row), the Rusanov method (second row), the Roe method (third
row) and the FVC method (fourth row) on a mesh with 100 gridpoints.
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Figure 2.3: Comparison of results obtained for the dam-break over flat bed using the considered
finite volume methods for the original model (first row) and the parametrized model (second
row) at time t = 2.1 using 50 gridpoints (left column) and 100 gridpoints (right column).
Figure 2.4: Time evolution for the wet/dry front obtained for the dam-break over flat bed using
the FVC method for the original and parametrized models using 50 gridpoints (left column)
and 100 gridpoints (right column).
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Table 2.3: Errors in the wet/dry interface ζ obtained for the dam-break over flat bed using
the original and parametrized models for the considered finite volume methods at time t = 2.1
using different gridpoints.
Original model
N Lax-Friedrich Rusanov Roe FVC
100 9.550E-01 7.895E-01 5.417E-01 1.351E-01
200 5.298E-01 4.319E-01 2.902E-01 6.754E-02
400 2.742E-01 2.204E-01 1.401E-01 2.939E-02
800 1.324E-01 1.049E-01 6.535E-02 1.113E-02
Parametrized model
N Lax-Friedrich Rusanov Roe FVC
100 3.142E-03 2.469E-03 1.406E-03 7.304E-04
200 1.570E-03 1.151E-03 5.710E-04 2.582E-04
400 7.324E-04 5.010E-04 2.163E-04 8.517E-05
800 3.187E-04 2.034E-04 7.647E-05 2.621E-05
models are summarized. Here the errors at time t = 2.1 using different numbers of gridpoints
are presented. Again, the combined parametrized model with FVC method produced the most
accurate results for this example. The performance of the parametrized model and the FVC
method is very attractive since the computed solutions remain stable and accurate even for
relatively coarse meshes without solving Riemann problems or requiring complicated treatment
of wet/dry fronts in the flow problem.
2.4.3 Dam-break flow over a non-flat dry bed
The next flow problem consists of introducing a non-flat bed in the previous example of dam-




z(x) = (15− x) tan (α) .
As in the previous test example, Figure 2.7 illustrates the evolution of the water free-surface
in time-space phase domain for the considered finite volume schemes using a mesh with 100
gridpoints. Numerical results obtained for the original model (2.1a) and the parametrized
model (2.5) using the same number of gridpoints are presented. As can be seen from these
figures, the numerical diffusion is more pronounced in the results obtained using the Lax-
Friedrich’s and
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Table 2.4: Errors in the wet/dry interface ζ obtained for the dam-break over non-flat bed using
the original and parametrized models for the considered finite volume methods at time t = 2.1
using different gridpoints.
Original model
N Lax-Friedrich Rusanov Roe FVC
100 9.785E-01 8.936E-01 6.750E-01 2.715E-01
200 5.620E-01 4.957E-01 3.876E-01 1.454E-01
400 3.011E-01 2.565E-01 1.938E-01 7.270E-02
800 1.505E-01 1.238E-01 9.359E-02 3.391E-02
Parametrized model
N Lax-Friedrich Rusanov Roe FVC
100 4.692E-03 3.573E-03 2.358E-03 8.903E-04
200 2.346E-03 1.786E-03 1.026E-03 3.373E-04
400 1.173E-03 8.331E-04 4.166E-04 1.192E-04
800 5.472E-04 3.626E-04 1.578E-04 3.932E-05
Rusanov methods, compare the plots of the water free-surface for the mesh of 50 gridpoints. As
expected, the Roe method has been successful in eliminating the numerical diffusion, but the
FVC method is most accurate near regions of large gradients. On the other hand, comparing
the performance of the parametrized model and the original method in Figure 2.5, results for
the parametrized model are more accurate than those obtained using the original model with
a negligible numerical diffusion is introduced compared to the one introduced by the original
model. For this test example, no significant differences have been observed between the numer-
ical results obtained using the parametrized model and the analytical solutions. It is also seen
that for the considered dam-break conditions, the FVC method gives better results, followed by
the Roe scheme. For the sake of comparison, the time evolution of the moving wet/dry inter-
face obtained for the original and parametrized models is illustrated in Figure 2.6. For this test
example, the exact equation of the interface is defined by ζ(t) = 2t
√




Only results obtained using the FVC scheme are presented in Figure 2.6. The computed
and analytical wet/dry interfaces are virtually indistinguishable for the simulations using the
parametrized model on a mesh with 100 gridpoint. A slightly higher errors have been detected
in the results obtained for the original model on the same mesh. The FVC method for the
parametrized model performs very well for this test problem since it does not diffuse the mov-
ing wet/dry fronts and no spurious oscillations have been observed when the water flows over
the non-flat bed. The associated L2-errors in the wet/dry interface are given in Table 2.4 for
all considered finite volume schemes at time t = 2.1 using different number of gridpoints. It
reveals that increasing the number of gridpoints in the computational domain results in a de-
cay of the errors for all methods. This parametrized model method exhibits good convergence
behaviour for this dam-break problem over dry bed. As can be seen from the errors presented
in Table 2.4, the original model is less accurate in capturing the wet/dry interface than its
parametrized counterpart.
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Figure 2.5: Comparison of results obtained for the dam-break over non-flat bed using the
considered finite volume methods for the original model (first row) and the parametrized model
(second row) at time t = 2.1 using 50 gridpoints (left column) and 100 gridpoints (right
column).
Figure 2.6: Time evolution for the wet/dry front obtained for the dam-break over non-flat
bed using the FVC method for the original and parametrized models using 50 gridpoints (left
column) and 100 gridpoints (right column).
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Original model Parametrized model
Figure 2.7: Evolution in the time-space domain of the water height for the dam-break over
non-flat bed using the original and the model (left column) and the parametrized model (right
column) for the Lax-Friedrichs method (first row), the Rusanov method (second row), the Roe
method (third row) and the FVC method (fourth row) on a mesh with 100 gridpoints.
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2.5 Treatment of partially wet/dry interface in shallow
water flows
For one-dimensional problems, the shallow water equations can be reformulated in terms of
























where η = h+ z, with h(t, x) is the water height and z(x) the bed topography. In (2.31), q(t, x)
is the unit width discharge given by q = hu, with u(t, x) is the depth-averaged velocity and τf






u |u| , (2.32)
where g is the acceleration of gravity and nb the Manning coefficient. For the numerical




























To solve the shallow water equations a finite volume method of Roe type is considered. Refor-

































The splitting operator introduced in [226] to deal with the differential source terms Q(W)
and the non-differential source term S(W) in (2.34) is implemented. The splitting procedure
consists of the following two steps:






= Q (Wn) . (2.35)








2.5. TREATMENT OF PARTIALLY WET/DRY INTERFACE Page 38








with same length ∆x, also the time interval was divided into subintervals
[tn, tn+1] with uniform size ∆t and tn = n∆t. The notation Wi(t) to denote the space-averaged







at time t, and Wi+ 1
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are the numerical fluxes at x = xi± 1
2
and time t = tn, and Q
n
i is
a consistent discretization of the source term Q in (2.35). The spatial discretization (2.37) is
complete when the numerical fluxes Fi±1/2 and the source term Qi are reconstructed. Generally,
this step can be carried out using any finite volume method developed in the literature for
solving hyperbolic systems of conservation laws, see for example [24, 221]. In the present


























































with λ1 = u−
√
gh and λ2 = u+
√
gh are the two eigenvalues associated with the system. For
the approximation of the source term in (2.37), the well-balanced discretization is implemented.










Note that, using this discretization of the source term, the scheme (2.37) satisfies the well-
known C-property [28].
It should be stressed that, dealing with wetting and drying problems, most of numerical meth-
ods for solving the shallow water equations (2.33) perturb the dry state using a defined thresh-
old above which the solution state is considered to be dry. This is mainly used to avoid division
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by zero when updating the water velocity u during the simulation. Notice that, it is crucial
to correctly solve this problem, as inaccurate results may lead to inaccuracy in the computed
solutions or to false location of the wet/dry fronts in the run-up zones, see [100, 43, 156] for
more details. In the current work, we adapt the correction procedure proposed in [43] which






is either a wet cell or a dry cell or a partially wet/dry cell. Thus, the wet/dry
treatment is carried out as follows
h(t, xi) =

hi, if ηi ≥ zmax,
1
2
(hi + zi − zmin), if ηi > zmin,
zmin − zi, if ηi ≤ zmin,
0, otherwise,
(2.41)
where zmin and zmax are defined as
zmin = min (zi, zi+1) , zmax = max (zi, zi+1) .
In order to maintain a stable solution, a tolerance ε is defined and new velocities are computed
in a fully wet cell only if hn+1 > ε. It is also evident that for small water depths, the bed
friction term dominates the other terms in the momentum equation. This is mainly due to the
presence of the term h
1
3 in the dominator of τf in (2.32). To overcome this drawback we use a
























where h̃ and ũ are the water height and velocity which computed from the first step (2.35) of the
splitting procedure. Two test examples are presented in this section to illustrate the numerical
performance of the techniques described above and verify numerically their capability to solve
moving wet/dry fronts in shallow water flows. In the computations reported in this paper, the
Courant number is set to Cr = 0.75 and the time stepsize ∆t is adjusted at each time step
according to the Courant-Friedrich’s-Lewy (CFL) stability condition as
4t = Cr ∆x
max (|λ1| , |λ2|)
, (2.44)
where λ1 and λ2 are the two eigenvalues of the shallow water equations defined in (2.39).
Numerical results for water free-surface at different times were presented. In all simulations
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Algorithm 2.2 Partially wet/dry treatment algorithm used in the present study.
Require:
Tend: The final time for the simulation.
1: while tn+1 6 Tend do
2: Adjust the time ∆t according to the CFL condition (2.44).








4: Compute the numerical fluxes Fn
i+ 1
2
using the Roe scheme (2.38).
5: Discretize the source term Qi using the well-balanced discretization (2.40).
6: Compute the solution in the first stage of the splitting Wn+1i using (2.37).
7: Update the solution in the second stage of the splitting (2.36) using (2.42)-(2.43).
8: Perform the wet/dry treatment according to (2.41) as:
9: Evaluate zmin = min (zi, zi+1) and zmax = max (zi, zi+1) and check:
10: if ηn+1i ≥ zmax then
11: h = hn+1i




(hn+1i + zi − zmin)
14: else if ηn+1i ≤ zmin then
15: h = zmin − zi
16: else




presented in this section, the water density ρ = 1000 kg/m3, the gravitational acceleration
g = 9.81 m/s2, the tolerance ε = 10−13 and the Manning coefficient nb = 0.05 s/m
1/3. All the
previously mentioned steps are described in Algorithm 2.2.
2.5.1 Validation of wet/dry treatment
First the procedure used in this approach for the wet/dry treatment in the finite volume method
were examined. The experimental benchmark of a dam-break over a dry bed described in [135]
among others were considered. An illustration for the configuration of the domain and initial
conditions are given in Figure 2.8. Here, a dam-break problem over a dry bed with two humps
is simulated in a 7 m long channel. The dam is located on the top of the first hump with a water
height of 0.342 m. The simulation is carried out for a total time of 15 s and the water height
is monitored at the channel downstream in the location x = 4.5 m. In Figure 2.9 the time
evolution of the water height obtained at x = 4.5 m using our finite volume method compared
to the experimental results were displayed. A mesh of 144 control volumes in the numerical
results is used. As can be seen from these results, the finite volume method accurately captures
the hydraulic jump and it resolves very well this free-surface flow. There is a good agreement
between the experimental and the numerical results for this test example. Therefore, one may
conclude that the wet/dry treatment performs well for dam-break problems over dry beds and
it resolves all the flow features without the need for refined meshes. Note that the performance
of the finite volume method is very attractive since the computed flow solutions remain stable
and highly accurate even coarse meshes are used without solving nonlinear problems.
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Figure 2.8: Illustration of the test example used for validation of the wet/dry treatment.
Figure 2.9: Comparison between experimental and numerical results for the dam-break problem
over a non-flat dry bed.
2.5.2 Flow above a parabolic bottom topography
Analytical solutions of the nonlinear shallow water equations were derived by [210] for a per-
turbed flow in a frictional one dimensional container with a parabolic bed profile. This provides
a perfect test for the present shallow flow model in dealing with bed slope and friction source






where ha and a are constants. The analytical solutions depend on a bed friction parameter




. The surface elevation η given as
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Figure 2.10: Water free-surface at different time steps for the dam-break problem over a non-
flat dry bed.
Table 2.5: Errors in the water height obtained for the shallow water flow over a parabolic step
for the considered partial wet/dry treatment method at different time steps using different
gridpoints.
Simulation times (s)
N t = 1000 t = 2000 t = 3000 t = 4000 t = 5000 t = 6000
100 0.0244 0.0284 0.0092 0.0577 0.0212 0.0839
200 0.0100 0.0169 0.0092 0.0347 0.0127 0.053
400 0.0051 0.0093 0.0043 0.0184 0.0067 0.0281
800 0.0025 0.0048 0.0023 0.0096 0.0032 0.0144
1600 0.0012 0.0025 0.0012 0.0049 0.0017 0.0074

















Numerical simulation is performed on a domain of 10000 m long with close boundary conditions
imposed in both ends. The relevant coefficients are a = 3000 m, h = 10 m, nb = 0.001 s/m
−1/3
and B = 5 m/s. Numerical simulations last for 6000 s. The moving wet/dry interfaces
are correctly produced, thus validating the well-balanced wetting and drying algorithms and
Figure 2.10 shows the water free-surface at different time steps. Figure 2.11 shows the predicted
water surface elevation at different output times on a uniform grid with 100 gridpoints where
excellent agreements are observed between the numerical predictions and analytical solutions.
The errors in the water height compared to the analytical solution at different time steps are
presented in Table 2.5.
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Figure 2.11: Water free-surface above the parabolic bottom topography compared to the ana-
lytical solution at six different times for partially wet/dry treatment.
2.5.3 Wet/dry front propagation over a V-shape bottom topogra-
phy
In this example a water free-surface flow over a V-shape bed topography studied in [62] is




| x− 1 |, (2.48)
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Figure 2.12: Water free-surface above the V-shape bottom topography at six different times.
subject to the following initial condition




, q(0, x) = 0. (2.49)
In this test case the computational domain [0, 2] is discretized into 100 control volumes, the
Manning coefficient nb = 0.02 s/m
−1/3, the Cr = 0.75. In Figure 2.12 the water free-surface is
shown at six different times. Initially the water at rest, then the water flow down the left part
and gradually accelerated. The water reaches the lowest point in the bed at time t = 0.3 s, then
gradually it starts run-up and climbing the right slope in the bed at time t = 0.7 s. Because of
the existence of the friction terms, the water speed starts decreasing achieving its maximum
height, then starts flowing down to the left slope at time t = 0.9 s, until it reaches the maximum
height at the left slope at time t = 1.3 s and the water keep run-up and run-down between the
right and left slopes until reaches settlement at time t = 250 s. The aim of this example is to
show the qualitative propagation of the water near the wet/dry fronts.
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2.6 Conclusions
Shallow water flows include complex phenomena such as wave overtopping or wave run-up,
which often lead to a drying and wetting boundary problem. It is easy to recognize that with
this movement, the computational domain changes constantly which affects the accuracy of the
calculations. The solution of the wet/dry interface becomes increasingly important, where the
normal velocity components are set to zero leading to negative water depths predictions which
result in numerical instabilities. Many recent investigations on wave run-up in coastal areas are
based on the well known shallow water equations. Numerical simulations have also performed
to understand the effects of several factors on tsunami impact and run-up in the presence of
coastal areas. In all these simulations the shallow water equations are solved in entire domain
including dry areas and special treatments are used for numerical solution of singularities at
these dry regions. In this chapter a new method to deal with these difficulties by reformulat-
ing the shallow water equations into a new system to be solved only in the wetted domain is
presented. The system is obtained by a change in the coordinates leading to a set of equa-
tions in a moving domain for which the wet/dry interface is reconstructed using the wave speed.
In this chapter, a class of accurate well-balanced finite volume methods to solve moving wet/dry
fronts in shallow water flows is presented. The method combines the attractive attributes of
parametrization techniques and the finite volume discretization to yield a procedure for ei-
ther flat or non-flat topography. A well-established finite volume methods such as the Lax-
Friedrich’s and Roe solvers and we have also considered the finite volume characteristics scheme.
Combining the new parametrized model with the finite volume characteristics method has sev-
eral advantages. First, it can solve steady flows over irregular beds without large numerical
errors, thus demonstrating that the proposed methods achieve perfect numerical balance of
the gradient fluxes and the source terms. Second, it can compute the numerical flux corre-
sponding to the real state of water flow without relying on Riemann problem solvers. Third,
reasonable accuracy can be obtained easily and no special treatment is needed to treat moving
wet/dry fronts. Finally, the proposed approach does not require either nonlinear solution or
special front tracking techniques. Furthermore, it has strong applicability to various shallow
water systems as shown in the numerical results. The proposed parametrized finite volume
model has been tested on systems of shallow water equations subject to moving wet/dry fronts.
The obtained results indicate good shock resolution with high accuracy in smooth regions and
without any nonphysical oscillations near the shock areas. Comparisons between the proposed
parametrized approach and the conventional shallow water system have also been carried out
in this study. For all considered test examples the accuracy of the proposed approach is supe-
rior than the original model.
A partial wet/dry treatment in this chapter is accounted for as well. The method is well-
balanced, stable and it accurately resolves the shallow water perturbations. The main purpose
of this method is to efficiently solve the wet/dry interface in more complicated geometries,
where the solution includes most challenging flow features which many finite volume meth-
ods fail to capture. For example wave reflections, repeatedly wetting and drying, presence of
the surface curvatures, and non-differentiability topography are among these difficulties. The
effectiveness and robustness of the proposed method are verified by applying it to simulate
several benchmark tests and to reproduce a laboratory dam-break flow over a non-flat dry
bed. The obtained results for this free-surface flow problem have shown good agreement with
experimental measurements. The method performs well and it resolves all the flow features
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without the need for refined meshes. The performance of the presented method is very attrac-
tive since the computed flow solutions remain stable and highly accurate even coarse meshes
are used without solving nonlinear problems or requiring special wet/dry correction procedures.
Chapter 3
A hybrid finite volume/finite element
method for shallow water waves by
static deformation on seabeds
Unlike wind waves, water waves due to bed deformation are the result of the balance between
bed stresses acting on the seabed of the ocean and the gravitational force trying to restore the
equilibrium water surface. When these waves approach the coastline they begin to transform
as they enter shallow water regime. As each wave begins to experience the seabed, both run-up
and overtopping occur. For example, recording ocean-bottom pressures in offshore regions has
increased our understanding of tsunami sources and promoted the development of rapid source
estimation for early tsunami warning. Numerical solutions of the water depth and velocity
at the interface have an important impact on these efforts. Full understanding of the system
requires resolution of not only the water depth but also the velocity in the sea-surface and the
pressure at the sea-bottom. In the present study we develop a new coupled model for numer-
ical simulations of wave run-up by pre-defined static deformation on seabeds. The governing
equations consist of the depth-averaged shallow water system including friction terms for the
water free-surface coupled to the well-known second-order solid elastostatic formulation for the
bed deformation. The model is fully coupled and at the interface between the water flow and
the seabed, transfer conditions are implemented. Here, hydrostatic pressure and friction forces
are considered for the elastostatic equations whereas bathymetric forces are accounted for in
the shallow water equations. As numerical solvers, we propose a well-balanced finite volume
method for the flow system and a stabilized finite element method for elastostatics. A special
numerical treatment of wet/dry fronts in the proposed coupled system is also discussed in this
study. We present numerical results for two test examples for wave run-up by deformation on
seabeds. In the current work, the effects of bed slope and the friction force on the flow field
and free-surface waves are investigated in details.
Water waves generated by the deformation on seabeds are of general interest to coastal and
ocean engineering. The study of bed deformations is of great complexity since it is a class
of natural phenomena that occur under certain conditions such as earthquakes, water mass
movement, storms and heavy rain falls, see [115, 136, 198] among others. In such events, bed
deformations are capable of generating several types of long waves due to the energy transfer
to the water volume. Free-surface waves generated by bed deformations include very powerful
and destructive tsunami waves which propagate and can run-up near offshore coastal areas and
produce catastrophic waves causing significant coastal run-up. In recent years, a considerable
47
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research effort has been developed regarding the mathematical modelling and numerical simu-
lation of the interaction between bed deformation and water waves as well as the mechanisms
of the surface gravity wave generations and propagations. In general, the modelling of wave
run-up by static deformation is based on two components including the description of bed
deformation and the governing equations of the water motion. Numerous investigations for
the wave-induced by the deformations in seabeds have been carried out since the 1970s, see
for example [34, 61, 138]. Numerical simulations also have been widely carried out to examine
such a problem in recent years. Authors in [24] studied a buried pipeline in a region that is
surrounded by two impermeable walls. Researchers in [173] have considered a similar case with
a wider range of degree of saturation whereas, soil-pipeline contact effects and inertial forces
in a new model have been investigated in [161]. In experimental investigations, the research
contributions can be distinguished into two parts (i) field measurements and (ii) laboratory
experiments. In the field measurement studies, data of pressure at the seabed surface and pore
water pressure, vertical and horizontal total stresses in seabed have been collected, analyzed
and compared with their theoretical counterparts in [5, 4, 23] among others. In laboratory
experiment studies reported in [240], the pore pressure in seabed induced by progressive waves
in wave flumes have been studied and compared with the results derived from linear wave the-
ory. On the other hand, several numerical algorithms were proposed to accommodate complex
geometry and physical conditions. For example, researchers in [95] have developed a simplified
finite element model for isotropic and saturated permeable seabeds. In order to improve the
computational efficiency, a radial point interpolation meshless method has been implemented
in [121].
Shallow water equations have been typically used to model a wide variety of applications in
free-surface flows and most of these applications involve wetting and drying over variable to-
pography. Developing numerical techniques resolving wetting and drying fronts is becoming
increasingly important in computational hydraulics. Predictions of flooding due to a breached
dam, or overtopped levee are very crucial for disaster planning. Wave run-up estimates are
needed for breach and coastal structure designs. Considerable numerical models have been
developed for these problems and different techniques to solve the wetting and drying process
have employed. Early models were initialized with a thin-layer of water everywhere in the do-
main [50]. To track the wet/dry boundaries, many finite element and finite difference models
use a fixed computational grid to monitor the wetting and drying of grid nodes [217]. This
approach may become computationally expensive and not sufficiently robust to simulate flow
in arbitrary terrains as the grid must be readaptive at each time step for which computational
nodes must be removed during recession or added during flooding to reduce grid distortion
errors. A more robust and efficient method has been proposed in [101] in which the wet area
of the computational mesh is fixed and gridpoints are added and subtracted at the wet/dry
interfaces. However, all of the aforementioned methods use either finite differences or finite
elements to discretize the shallow water equations. Finite element methods conserve mass
over the entire domain, but not within each element or at each node. In general, most finite
difference and finite element methods yield spurious oscillations at flow discontinuities unless
a first-order accurate method or artificial viscosity are employed, see for instance [140] and
further references are therein.
In the current study, a hybrid finite element/finite volume method for solving free-surface
run-up flow problems over deformable beds is proposed. Deformations in the topography
can be generated by a localized force which causes propagations of the water waves with
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different amplitudes and frequencies. The governing equations consist of the nonlinear one-
dimensional shallow water equations including friction terms for the water free-surface and
the two-dimensional second-order solid elastostatic equations for the bed deformation. These
equations are fully coupled and solved simultaneously in time using transfer conditions at the
interface between the water flow and the seabed. This allow for hydrostatic pressure and
friction forces to be implemented for the elastostatic equations whereas the deformed beds
are accounted for in the shallow water equations through the bathymetric forces. Coupling
conditions at the interface are also investigated in the current study, and the two-mesh pro-
cedure is proposed for the transfer of informations through the interface. The performance of
the proposed finite volume/finite element method is examined for two test examples for wave
run-up by deformation on seabeds due to a failure force applied in a circular void buried in the
bed. The effects of bed slope and friction on the flow field and wave run-up are investigated
in this chapter. The chapter is organized as follows: Description of the mathematical models
for the coupled system is presented in section 3.1. Section 3.2 is devoted to the formulation
of the numerical methods used for the solution procedure. Numerical results and examples
for shallow water flows over elastic beds are presented in section 3.3. Concluding remarks are
given in section 3.6.
3.1 Modelling wave run-up by elastic deformations in
the topography
For a two-dimensional homogeneous isotropic material domain Ω ⊂ R2 as shown in Figure 3.1,














where σx and σy are the normal stress components in the horizontal x-direction and the vertical
y-direction, respectively. Here, τxy is the shear stress, fx and fy are the external forces per
unit volume in the x- and y-direction, respectively. The displacement vector is denoted by
u = (ux, uy)








In the current study, we consider the constitutive relation
σ = D ε, (3.3)






 , D = E(1 + ν)(1− 2ν)

1− ν ν 0
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with ν is the Poisson ratio and E the Young modulus characterizing the bed material. Note
that we solve the system (3.1) in the computational domain Ω∪Γ∪Γv∪Γi, with Ω is the interior
domain, Γ the fixed boundary, Γv the forced boundary, and Γi the interface boundary between
the bed topography and water body. In this case, the domain is a simple representation of a
lake with two bed slopes at each end with angle β, and a pipe with given radius R is buried
under the lake. The domain is subject to the following boundary conditions.
u = 0, on Γ,
σ = σv, on Γv, (3.4)
σy = p, on Γi,
where σv is a fixed stress on the boundary Γv and p is the hydrostatic pressure distribution
at the interface Γi. Note that other boundary conditions for equations (3.1) can also be
applied in the proposed finite volume/finite element method without major modifications in
our formulation.
In the current work, as a consequence of bed deformations, a perturbation is expected to occur
on the water surface. To solve for the water free-surface perturbations, a nonlinear shallow
water system is considered. For one-dimensional problems, the shallow water equations are
























where η = h+ z, with h(t, x) is the water depth and z(x) the deformed bed. In (3.5), q(t, x)
is the unit width discharge given by q = hv, with v(t, x) is the depth-averaged velocity and τf









where g is the acceleration of gravity and nb the Manning coefficient. For the numerical




























It should be noted that the coupled system (3.1)-(3.7) is numerically solved using a splitting
operator where the bed deformation and the water free-surface are computed separately us-
ing the two-dimensional linear elastostatic equations (3.1) and the one-dimensional nonlinear
shallow water equations (3.7). The coupling between the two models is achieved through the
interface Γi by updating the bed topography z(x) at each deformation step. Initially, the sys-
tem is assumed at rest and a given external force f = (fx, fy)
> is applied on the boundary Γv
at time t = tv. The response of water free-surface to the deformation generated by the bed on
Γi is examined using the shallow water system (3.1) with variable topography z. The effect of
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Figure 3.1: Schematic of a system for wave run-up by elastic deformations in the topography.
Here, the gray domain is used for the bed deformation and the blue domain is used for the
water flow.
water on the bed is accounted for using the vertical force generated by the hydrostatic pressure
and the horizontal force originated by the friction term as





, on Γi (3.8)
where ρ is the water density and η0 = h0 + z with h0 is the initial water depth. It is worth
remarking that the interaction between the bed topography and the water free-surface depends
on the properties of the soil forming the bed, the magnitude of the applied force, and the initial
water depth among others. It should also be stressed that, in most engineering applications,
the effect of changes in the water surface at each time step on the bed is assumed negligible
compared to the effects of bed deformation on the water free-surface, compare [95] among
others.
3.2 Hybrid finite volume/finite element method
To solve the coupled model for wave run-up by static deformation on seabeds we consider a
finite element method for the two-dimensional elasticity equations (3.1) and a finite volume
method for the shallow water system (3.7). The starting point for the finite element method is
the variational formulation of the strain energy in the domain Ω. Thus, multiplying the strong













fxφx dx = 0.


















fxφx dx = 0,
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where x = (x, y)> and n = (nx, ny)
> is the outward unit normal on Γ, ∂Ω = Γ ∪ Γi Using the
















fxφx dx = 0. (3.9)
















fyφy dx = 0, (3.10)
where Ty = σyny + τxynx. Adding the two equations (3.9) and (3.10) yields∮
∂Ω
(Txφx + Tyφy) dx−
∫
Ω


















which can be reformulated in a vector form as∫
Ω
φ̂ · σ dx =
∮
∂Ω
φ> · T dx +
∫
Ω
φ> · f dx, (3.11)
where φ = (φx, φy)











. To solve the weak form
(3.11) with the finite element method, the domain Ω is discretized into a set of elements where






where Nd is the number of mesh nodes. In the present work, we consider quadratic triangular
elements with six nodes for which the element displacement ue = (uex, u
e
y)
> can be obtained by
ue =
(
N e1 0 N
e
2 0 . . . 0
0 N e1 0 N
e














where N ej are the shape functions written in the local coordinates (ξ1, ξ2)
> as
N e1 (ξ1, ξ2) = ξ2 (2ξ2 − 1) , N e2 (ξ1, ξ2) = ξ1 (2ξ1 − 1) ,
N e3 (ξ1, ξ2) = (1− ξ1 − ξ2) (1− 2ξ1 − 2ξ2) , N e4 (ξ1, ξ2) = 4ξ2ξ1,
N e5 (ξ1, ξ2) = 4ξ1 (1− ξ2 − ξ1) , N e6 (ξ1, ξ2) = 4 (1− ξ2 − ξ1) ξ2.
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To solve the fully discretized problem, the elementary matrices are assembled into a global
system of equations
Ku = b, (3.13)
where K is the global stiffness matrix, u the nodal displacement vector and b the force vector.
In our simulations, the linear system (3.13) of algebraic equations is solved using the conjugate
gradient solver with incomplete Cholesky decomposition.
To solve the shallow water equations we consider a finite volume method of Godunov type.
































We also use the splitting operator introduced in [226] to deal with the differential source terms
Q(W) and the non-partial derivative source term S(W) in (3.8). The splitting procedure
consists of the following two steps:






= Q (Wn) . (3.15)
















with same length ∆x for simplicity, we also divide the time interval
into subintervals [tn, tn+1] with size ∆t and tn = n∆t. We also use the notation Wi(t) to denote







at time t, and Wi+ 1
2
is the intermediate

















































are the numerical fluxes at x = xi± 1
2
and time t = tn, and Q
n
i is
a consistent discretization of the source term Q in (3.15). The spatial discretization (3.17) is
complete when the numerical fluxes Fni±1/2 and the source term Q
n
i are reconstructed. Gener-
ally, this step can be carried out using any finite volume method developed in the literature
3.2. HYBRID FINITE VOLUME/FINITE ELEMENT METHOD Page 54
Figure 3.2: Illustration of finite element and finite volume nodes at the interface and distribu-
tion of the horizontal and vertical forces on the finite element nodes.
for solving hyperbolic systems of conservation laws, see for example [24, 221]. In the present




























































with λ1 = v −
√
gh and λ2 = v +
√
gh are the two eigenvalues associated with the system.
For the approximation of the source term in (3.17), we use the well-balanced discretization
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Note that, using this discretization of the source term, the scheme (3.17) satisfies the well-
known C-property i.e., for a stationary flow at rest
hn + z = C, vn = 0,
where C is a positive constant. Notice that other reconstructions such as HLL and HLLC
methods [260, 265] can also be used for the numerical fluxes in (3.17).
It should be stressed that, dealing with wetting and drying problems, most of numerical meth-
ods for solving the shallow water equations (3.7) perturb the dry state using a defined threshold
above which the solution state is considered to be dry. This is mainly used to avoid division
by zero when updating the water velocity v during the simulation. Notice that, it is crucial
to correctly solve this problem, as inaccurate results may lead to inaccuracy in the computed
solutions or to false location of the wet/dry fronts in the run-up zones, see [100, 43, 156] for
more details. In the current work, we adapt the correction procedure proposed in [43] which is








is either a wet cell or a dry cell or a partially wet/dry cell. Thus, the
wet/dry treatment is carried out as follows
h(t, xi) =

hi, if ηi ≥ zmax,
1
2
(hi + zi − zmin), if ηi > zmin,
zmin − zi, if ηi ≤ zmin,
0, otherwise,
(3.21)
where zmin and zmax are defined as
zmin = min (zi, zi+1) , zmax = max (zi, zi+1) .
In order to maintain a stable solution, a tolerance ε is defined and new velocities are computed
in a fully wet cell only if hn+1i > ε. It should be noted that at dry cells, the source term gh
∂z
∂x
is set to zero and at wet/dry fronts the treatment (3.21) is used for the approximation of water
depth h in the discretization (3.20). It is also evident that for small water depths, the bed
friction term dominates the other terms in the momentum equation. This is mainly due to the
presence of the term h
1
3 in the dominator of τf in (3.6). To overcome this drawback we use a
















where h̃ and ṽ are the water depth and velocity obtained from the first step (3.15) of the
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Algorithm 3.1 Finite volume/finite element method used in the present study.
Require: T the final time for the simulation.
1: Assemble the stiffness matrix K for elastostatic system using the finite element method
(3.9)-(3.13).
2: while tn+1 6 T do
3: Assemble the force vector b for elastostatic system using the finite element method
(3.9)-(3.13).
4: Solve the linear system (3.13) for the displacement in the computational mesh.
5: Update the displacement of the finite element nodes on the interface.
6: Reconstruct the bed z using a cubic interpolation from finite element nodes to finite
volume cells.
7: Adjust the time step ∆t according to the CFL condition (3.26).
8: Solve the shallow water equations using:






10: Compute the numerical fluxes Fn
i+ 1
2
using the Roe scheme (3.18).
11: Discretize the source term Qi using the well-balanced discretization (3.20).
12: Compute the solution in the first stage of the splitting Wn+1i using (3.17).
13: Update the solution in the second stage of the splitting (3.16) using (3.22)-(3.23).
14: Perform the wet/dry treatment according to (3.21) as:
15: Evaluate zmin = min (zi, zi+1) and zmax = max (zi, zi+1) and check:
16: if ηn+1i ≥ zmax then
17: h = hn+1i




(hn+1i + zi − zmin)
20: else if ηn+1i ≤ zmin then
21: h = zmin − zi
22: else
23: h = 0
24: end if
25: end for
26: Compute the horizontal force fx using the bed friction according to (3.24).
27: Compute the vertical force fy using the hydrostatic pressure according to (3.25).
28: Interpolate the forces fx and fy from finite volume cells to finite element nodes on the
interface.
29: end while
In general, the finite element and finite volume nodes on the interface do not coincide and
therefore we use a cubic interpolation procedure to interchange the information between the
two sets of nodes. As illustrated in Figure 3.2, at each time step coupling conditions occur
at the interface for both models. In the present work, the deformed finite element nodes on
the interface are used to reconstruct the bed z for the shallow water equations (3.7). This
bed profile is used in the finite volume solution of the flow system to obtain the water depth
hn+1 and the water velocity vn+1. On the interface, the horizontal x-direction force fx in the
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The vertical y-direction force fy is reconstructed at each time step using the change in the
hydrostatic pressure in (3.8) as
pn+1 = −ρg(hn+1 − η0),
and at each node of the three finite element nodes located on the interface, the force fy is











pn+1~, f (2)y =
2
3




where ~ is the edge length of the considered element on interface. The total y-direction force
fy is obtained by accumulating the elemental forces on the overlapping nodes, see Figure 3.2
for an illustration. Note that both horizontal force fx and vertical force fy have negative signs
and therefore are applied in the negative x- and y-direction, respectively. In summary, the
finite volume/finite element method proposed in this study to solve wave run-up by static
deformation on seabeds is carried out in the steps described in Algorithm 3.1.
3.3 Numerical results
Test examples are presented in this section to illustrate the numerical performance of the
techniques described above and verify numerically their capability to solve moving wet/dry
fronts in shallow water flows. In the computations reported in this chapter, the Courant
number is set to Cr = 0.75 and the time stepsize ∆t is adjusted at each time step according to
the Courant-Friedrichs-Lewy (CFL) stability condition as
∆t = Cr
∆x
max (|λ1| , |λ2|)
, (3.26)
where λ1 and λ2 are the two eigenvalues of the shallow water equations defined in (3.19).
Notice that at each time step, the bed deformation leads to a change in the water depth
and flow velocity which consequently affects the calculation of the eigenvalues (3.19). Hence,
the effect of bed deformation is implicitly accounted for in updating the time step which
involves in its variation the water depth and the flow velocity resulting from this deformation.
We present numerical results for both, bed deformation and water free-surface at different
times. In all simulations presented in this section and unless stated otherwise, the water
density ρ = 1000 kg/m3, the gravitational acceleration g = 9.81 m/s2, the Young’s modulus
E = 10000 MPa, the Poison’s ratio ν = 0.3, the tolerance ε = 10−13 and the Manning
coefficient nb = 0.05 s/m
1/3.
3.3.1 Accuracy of the proposed wet/dry treatment for dam-break
problems
In this section a comparison between the performance of the proposed wet/dry treatment to the
conventional procedure which consists of perturbing the dry state using a wetted threshold,
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above which the solution is considered to be dry is presented. To this end we consider a
dam-break problem in a frictionless flat rectangular channel (z(x) = 0) with known analytical
solution. The channel is of 300 m length and the initial conditions are defined by
h(0, x) =

h0, if x ≤ x0,
0, if x > x0,
v(0, x) = 0, (3.27)
where x0 = 150 m is the initial location of the wet/dry interface and h0 = 10 m is the initial
water depth. Here, the conventional approach uses a threshold of ε = 10−13 and it is mainly
used to avoid division by zero in updating the flow velocity during the simulation process. The
analytical solution of this problem is defined by [82]
h(t, x) =













, if − t
√
gh0 < x ≤ 2t
√
gh0,















, if − t
√
gh0 < x ≤ 2t
√
gh0,
0, if x > 2t
√
gh0.
In our simulations, we use 100 control volumes and results for water depth and velocity are
presented at time t = 5 s. Figure 3.3 depicts a comparison between the results obtained for the
water depth and velocity using the conventional approach and the proposed wet/dry treatment.
Both approaches correctly capture solutions of the water depth with the proposed approach
slightly more accurate than the conventional approach. It is clear that the proposed partial
wet/dry treatment is more accurate in updating the flow velocity than the conventional ap-
proach. In addition, perturbing the water depth may result in inaccuracy in the computed
solutions and may lead to false or inaccurate location of the wet/dry fronts on the coastal
zones.
To further compare the performance of the proposed wet/dry treatment to the conventional
procedure, we consider the dam-break problem over a frictionless dry inclined plane investigated
in [239] among others. The computational domain is the interval [−15, 15] discretized into 100
control volumes. Here, the bed function is defined by z(x) = x tan(α), with α is the bed





1− z(x), if x ≤ 0,
0, if x > 0,
v(0, x) = 0. (3.28)
In Figure 3.4 we display the time evolution of the wet/dry interface obtained using the con-
ventional approach and the proposed wet/dry treatment along with the exact profile of the
interface. Note that the analytical wet/dry front position is given as
χ(t) = 2t
√
g cos(α)− 0.5gt2 tan(α).
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Figure 3.3: Comparison between the conventional approach and the proposed method for the
wet/dry treatment in the dam-break problem over a dry bed with known analytical solution.
Figure 3.4: Comparison between the conventional approach and the proposed method for
the wet/dry treatment in the dam-break problem over a dry inclined plane bed with known
analytical wet/dry interface.
It is clear that there is a good agreement between the analytical results and those obtained
using the proposed wet/dry treatment. The conventional approach fails to accurately capture
the correct wet/dry interface for this dam-break problem over non-flat dry beds. Again, the
results in Figure 3.4 demonstrate the accuracy of the proposed technique in better resolving the
moving wet/dry fronts than the conventional method. We also validate the proposed approach
for a dam-break problem over a wet bed against experimental measurements reported in [11].
As described in this reference, a glass channel with 9 m in length, 0.3 m in width and 0.34 m
in height is used for the physical experiment. The dam is located at 4.65 m and the upstream
water depth is fixed at h0 = 0.25 m, whereas two values are used for the downstream water
depth h1. In this experiment, the dam-break is produced by lifting the gate upward very quickly
through a pulley system. At time t = 0 the dam collapses and the flow problem consists of
a shock wave travelling downstream and a rarefaction wave travelling upstream. We examine
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Figure 3.5: Comparison between experimental and numerical results for the dam-break problem
over a wet bed at two different downstream water depths h1 = 0.1 m and h1 = 0.05 m.
the performance of the proposed approach using 100 control volumes for h1 = 0.05 m and
h1 = 0.1 m. In Figure 3.5 we present results obtained at dimensionless time t = 6.51. Note
that dimensionless variables are used to display the results for which the distance x, time t




and h0, respectively. The agreement between the
numerical simulations and experimental measurements shown in Figure 3.5 is fairly good. The
free-surface amplitude and the hydraulic shock are well predicted by the proposed numerical
approach. Obviously, the computed results for both considered values of h1 verify the stability
and the shock capturing properties of the numerical method for this dam-break problem over
a wet bed.
3.3.2 Validation of finite element method for bed deformation
To verify the finite element method for solving two-dimensional elasticity equations, we consider
the benchmark problem proposed in [194]. This problem has an analytical solution and it has
been widely used in the literature to validate computational methods for elastostatic models.
The problem statement consists on solving the equations (3.1) in a homogeneous and isotropic
rectangular domain with 100 m for the length and 10 m for the width. The domain is subject
to a nodal displacement of 3 m applied upwards in the center point of the domain. Here,
the computational domain is discretized using quadratic finite elements in an unstructured
triangular mesh with 772 elements and 1649 nodes. In Figure 3.6 we illustrate the mesh used
in our simulations before and after deformation by the nodal displacement. Note a denser mesh
is used in our simulations for the area where the deformation is taken place. The comparison
between the numerical results and analytical solution obtained for cross-sections of the vertical
stress σy at the center point is presented in Figure 3.7. Notice that as discussed in [194],
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Figure 3.6: Computational mesh before deformation (top) and after deformation (bottom)
used for the accuracy test example at time t = 12s.
Figure 3.7: Comparison between the finite element results and the analytical solution of the
vertical stress component σy for the accuracy test example.
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dimensionless variables are presented in Figure 3.7 using the domain width ~ = 10 m and the
point load P = 3 N/m. As it can be seen from the results shown in Figure 3.6, the finite element
method performs very well for this benchmark problem and it produces highly accurate and
stable numerical results using reasonably coarse meshes. There is a good agreement between
the results obtained using the finite element method and the analytical solution reported in
reference [194].
3.3.3 Free-surface flow problem over a deformable bed
Pipe failures are among common examples in nature for which several studies have taken place
in civil engineering. For these applications, the source of deformation may be caused by a
fatigue in the pipe or simply by a load applied below the seabed. In this example, we consider
a free-surface flow over a lake with run-up slopes at both sides with open out-flow conditions
at the downstream boundary and including a circular pipe as shown in Figure 3.1. Here, the
pipe radius R = 3 m with a force of 100 N applied on the top surface of the pipe Γv, two
values of the bed slope angle are considered in this section with β = π
5
and β = π
10
. Initially,
the system is at rest and to maintain the same water volume in the two cases, the water depth
at time t = 0 is h = 2.5 m and h = 2.1 m for β = π
5
and β = π
10
, respectively. Keeping
the water volume the same in both cases and changing the bed slope angles would allow for a
comparison in terms of the maximum water depth and the settling time for the waves in the
considered situations. At time t = 10 s the constant force is applied on the upper part Γv of
the pipe and consequently a deformation is expected on the pipe and therefore on the lake bed
which generate water waves on the surface to run-up over both slopes.
Figure 3.8 depicts the mesh used in our simulations before and after deformation for β = π
5
.
An unstructured triangular mesh with 1749 quadratic elements and 3763 nodes is used in our
simulations as it offers a compromise between accuracy and efficiency in the numerical method.
In Figure 3.9 we present the distribution of the main stress component σx at time t = 12 s
for the considered bed slope angles β = π
5
and β = π
10
. It is clear that maximum values of
stresses are located on the pipe surface where the deformation has taken place. The deformed
bed has also been accurately resolved using our finite element method. Under the considered
conditions, stress distributions for both bed slopes exhibit similar features in the computa-
tional domain. Note the symmetrical features in both stress distributions and the bed profile
in the obtained results in Figure 3.9. Furthermore, no mesh distortion has been detected in
all results obtained for this test example. It should be stressed that results from the proposed
coupled model should be compared with observations of laboratory free-surface flows and bed
deformations for this problem. However, there is no data available until now to carry out this
comparison study. Thus, at the moment we can only perform numerical simulations and verify
that results are plausible and consistent.
In Figure 3.10 we display the responses of the water free-surface at five different instants for
β = π
5
. Those results obtained for β = π
10
are shown in Figure 3.11. We used a mesh with
100 control volumes for the solution of shallow water equations. As can be seen from these
results, the system starts from the rest and once the deformation on the pipe occurs, a water
wave is generated on the surface and it flows over the deformed bed. Later the water wave
reaches the two bed slopes and a run-up can be clearly seen in both bed slopes in Figure 3.10
and Figure 3.11. For longer times, the system is stabilized to a steady-state configuration
with no disturbances on the water surface for both cases. A longer run-up waves have been
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Figure 3.8: Computational mesh before deformation (top) and after deformation (bottom)
used for free-surface flow problem over a deformable bed.
observed for the case with β = π
10
than for the case β = π
5
. It is clear that the considered
hybrid finite volume/finite element method performs well for this free-surface flow problem
over a deformable bed as both the bed topography and the water free-surface are accurately
captured without non-physical oscillations or excessive numerical diffusion appearing in the
the numerical solutions. To assess the accuracy of the coupled model in dealing with moving
boundaries of the run-up problem, Figure 3.12 illustrates the time evolution of water free-
surface and the flow velocity at three different gauges in x = −10, 0 and 10. As expected,
because of the symmetry in this problem, the water depths at the locations x = −10 and x = 10
are identical and high water depths are expected at the gauge situated at the center x = 0
where the deformation takes place. It is also clear that the flow velocities at the two gauges
in x = −10 and x = 10 have the same amplitudes and opposite signs. As time progresses,
amplitudes of both the flow velocity and the water free-surface decrease at all considered gauges.
The proposed coupled model performs very well for this example and captures the correct run-
up features without requiring complicated techniques or three-dimensional representations for
the free-surface flows over deformable beds.
To examine the effects of friction on the water free-surface, we illustrate in Figure 3.13 the time
evolution of the hydraulic energy at the center of the domain (x = 0) using different values of
the Manning coefficient nb for β =
π
5
and β = π
10
. It is evident that increasing the Manning
coefficient results in a decrease in the hydraulic energy. This energy dissipation is expected
in the system for high frictions on the bed. In order to quantify these results, we summarize
in Table 3.1 statistics on the results shown for the hydraulic energy in Figure 3.13. Here,
we present the minimum value, peak value, mean value, standard deviation, rise and settling
times obtained for the considered Manning coefficients. The effect of bed frictions related to
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Figure 3.9: Distribution of the stress σx using β =
π
5
(top) and β = π
10
(bottom) obtained for
free-surface flow problem over a deformable bed at time t = 12 s.
Table 3.1: Statistics for the hydraulic energy for free-surface flow problem over a deformable
bed using different Manning coefficients.
β = π
5
nb min Peak Mean Std Rise time Settling time
0.01 4.501 6.81 6.385 0.255 0.208 1.472× 104
0.05 4.501 6.67 6.381 0.228 0.166 1.467× 104
0.1 4.501 6.61 6.375 0.198 0.140 1.456× 104
β = π
10
nb min Peak Mean Std Rise time Settling time
0.01 4.901 7.206 6.742 0.269 0.154 1.559× 104
0.05 4.901 7.103 6.746 0.257 0.144 1.558× 104
0.1 7.901 7.016 6.741 0.234 0.126 1.555× 104
the Manning roughness can be clearly seen on the rise and settling times. Same conclusions
have been exhibited for similar quantitative results for the situation with β = π
10
. Again, the
proposed hybrid finite volume/finite element method performs very satisfactorily for this flow
problem since it does not diffuse the moving bed fronts and no spurious oscillations have been
detected near steep gradients of the run-up waves in the computational domain. In addition,
the wet/dry treatment considered in this study resolves well the run-up waves.
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Figure 3.10: Free-surface responses at five different instants obtained for the flow problem over
a deformable bed with β = π
5
.
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Figure 3.11: Free-surface responses at five different instants obtained for the flow problem over
a deformable bed with β = π
10
.
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Figure 3.12: Time evolution of the water free-surface (left) and flow velocity (right) at three
different gauges for the flow problem over a deformable bed with β = π
5
.
Figure 3.13: Time evolution of the hydraulic energy for free-surface flow problem over a de-
formable bed using different Manning coefficients with β = π
5
(left) and β = π
10
(right).
3.4 Two-layer dam-break problem over deformable beds
In this section a coupled two-dimensional equations of linear elasticity for the soil bed and
the one-dimensional two-layer shallow water equations for the water flow are presented. The
two-layer shallow water equations can be derived by integrating the Euler equations in the
vertical coordinate direction as in the case of single-layer equations. The difference between
the two-layer and single-layer shallow water equations is the addition of vertical variation in
the density and velocity. The one-dimensional two-layer shallow water equations with different
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Figure 3.14: Schematic of a system of two-layer shallow water coupled to deformable bed,
before deformation (left plot), after defromation (right plot). Here, the gray portion is used
for the bed deformation and the blue portions are used for the water flow.
where v1, v2 are the water speeds in the first and second layer respectively, h1, h2 are the water
heights in the first and second layer respectively, and g is the gravity constant. The first and
third equations state the conservation of mass, and the second and fourth equations represent
the conservation of the momentum at each layer. Figure 3.14 shows the system characterestics
for more illustrations. The result of the vertical integration and hydrostatic assumption is a
system of partial differential equations presenting two sets of single-layer shallow water equa-
tions with the addition of a coupling term between the layers. It is important to mention that
this coupling between the two-layer is due to the difference of the layers densitiy and depth
and does not represent momentum transfer or mass exchange due to drag between the layers.
To solve the shallow water equations, a finite volume of Rusanov type is considered. In the







where W is the vector of conserved variables, F(W) is the vector of flux functions and Q(W)
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form sizes 4x and then divide the domain into subintervals [tn, tn+1] with step size 4t and











3.4. TWO-LAYER DAM-BREAK PROBLEM Page 69






















+ ∆tQni , (3.33)
where Fi± 1
2
are the numerical fluxes at x = xi± 1
2
and time t = tn, and Q
n
i is a consistent



























where λ = λ1, λ2, λ3, and λ4 are the system eigenvalues given as
λ1 ≈ Um −
√
g (h1 + h2),
λ2 ≈ Um +
√
g (h1 + h2),
(3.35)
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The main advantages of the above system are the fact that the two-layer shallow water models
avoid the expensive computational three-dimensional Navier-Stokes equations, and to obtain
satisfied horizontal flow velocities as vertical velocities are relatively small. Algorithm 3.2
summarizes all the previously mentioned steps for the two-layer finite volume/finite element
coupling procedure.
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Algorithm 3.2 Coupled finite element/two-layer finite volume method used in this study.
Require: T the final simulation time.
1: Assemble the stiffness matrix K for elastostatic system using the finite element method
(3.9)-(3.13).
2: while tn 6 T do
3: Assemble the force vector b for elastostatic system using the finite element method
(3.9)-(3.13).
4: Solve the linear system (3.13) for the displacement in the computational mesh.
5: Update the displacement of the finite element nodes on the interface.
6: Reconstruct the bed z on the control volumes formed by the finite element nodes on the
interface.
7: Update the time step ∆t according to the CFL condition (3.26).
8: Solve the shallow water equations using:






10: Compute the numerical fluxes Fn
i+ 1
2
using the Rusanov scheme (3.34).
11: Discrete the source term Qi using the well-balanced discretization (3.33).
12: Update the solution in the second stage of the splitting (3.16) using (3.22)-(3.23).
13: end for
14: Compute the horizontal force fx using the bed friction according to (3.24).
15: Compute the vertical force fz using the hydrostatic pressure according to (3.25).
16: Overwrite tn ←− tn + ∆t and go to step 2.
17: end while
3.5 Numerical results
To examine the performance of this system we present numerical results for several test exam-
ples. We illustrate the accuracy for two-layer shallow water system. As with all explicit time




max | λk |
(3.36)
where λk, k=1,2,3,4 are the approximated eigenvalues, and Cr is a constant to be chosen less
than unity. In all the examples presented in this section the courant number is set to 0.5 and
the time step ∆t is adjusted at each step according to the stability condition.
3.5.1 Lock-exchange problem
The accuracy of the proposed two-layer shallow water were checked for validation. For this, we
solve the Lock-exchange problem, where in this example the two-layer are initially separated,
the lighter water is on the left, while the heavier one is on the right:
(




−z(x), 0, 0, 0 x < 0
0, 0,−z(x), 0 x > 0
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Table 3.2: L1 errors for the Lock-exchange accuracy test problem using different gridpoints.
N Error in H Rate of convergence CPU time (s)
100 6.55E-2 - 0.15
200 2.2E-2 1.07 0.35
400 7.7E-3 1.07 1.08
800 4.0E-3 1.13 3.22
1600 2.4E-3 1.2 6.22









Figure 3.15: Computational mesh before deformation (left plot) and after deformation (right
plot) used for free-surface flow problem over a deformable bed.
where the bottom topography is Gaussian-Shape function z(x) = e−x
2 − 2. The gravitational
constant is g = 9.81, and the density ratio r = 0.98. The computational domain in this case
is [-3, 3], and the boundary conditions are q1 = −q2 at each end of the interval. The problem
solved using different numbers of gridpoints and the L1-errors were calculated by comparing
the results to the one obtained from using a very refined mesh with 12,800 gridpoints. The
errors, rate of convergence and the computational time are shown in Table 3.2, as it can be
clearly seen that the the mesh shows a good rate of convergence, and the method is first order.
3.5.2 Free-surface flows with raised bed
In this example free-surface flows over a rectangular domain with 100 m length and 10 m hight
subjected to 1500 N tension force using quadratic six nodes finite element are presented. It can
be seen that the mesh is finer near the load points and where largest deformations are likely to
occur. Figure 3.15 represents the mesh before and after deformation. Figure 3.16 illustrates the
distribution of the stresses σx and σy at the deformation time. Obviously, high stresses appear
at the hump where the bed deformation is taken place. The good symmetry in these results
with respect to the vertical centreline is noticed. The presented finite element method preserves
the symmetry in the stresses and resolves the correct solution well for this test example. For
the water simulation, a sudden deformation was introduced at t = 0.1 second, the water waves
experiencing a smooth transition of dam-break as a response to this deformations, the water
height keep decreasing till reach the steady state. Figure 3.17 presents the wave propagation
at different time steps, hence the gray portion represents the soil deformations and the blue
portion represents the two-layers shallow water waves.
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Figure 3.16: distribution of the stresses σx, σz obtained for the ftree surface two-layer flow over
deformable bed at time t = 0.1 s.
Figure 3.17: Water free-surface responses at six different instances for the two-layer flow prob-
lem over deformable bed.
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3.6 Conclusions
In the present work, we have used a coupled system of nonlinear shallow water equations and
linear elasticity to model and simulate wave run-up by a deformation on seabeds. In order to
reduce the complexity of the problem we have considered a static approximation of the bed
deformation. The system is fully coupled through transfer conditions at the interface between
the water flow and the seabed. In the current study, hydrostatic pressure and friction forces are
considered for the elastostatic equations whereas bathymetric forces are accounted for in the
shallow water equations. A hybrid finite volume/finite element is considered for the numerical
simulation and a special wet/dry treatment is accounted for in our approach. The method is
well-balanced, stable and it accurately resolves both water free-surface and bed deformations.
The proposed method has been applied to a dam-break problem over a non-flat dry bed. The
obtained results for this free-surface flow problem using the finite volume method have shown
good agreement with experimental measurements. We have also presented an application of the
developed model for a free-surface flow problem over a deformable bed. The obtained results,
even with a coarse mesh in complex geometry, indicate that the proposed model can be used as
a robust tool to design wave run-ups by static deformation on seabeds. The new method has
several advantages. First, it can solve steady flows over irregular beds without large numerical
errors thus, demonstrating that the proposed scheme achieves perfect numerical balance of the
gradient fluxes and the source terms. Second, it can compute the numerical flux corresponding
to the real state of water flow without relying on Riemann problem solvers. Furthermore, it has
strong applicability to various problems in shallow water flows over deformed beds as shown
in the numerical results. The proposed approach has been numerically examined for the test
example of free-surface flow problems on different topographies. As future work, we aim to
include erosion and deposition effects in the coupled model to allow for sediment transport and
morphodynamics in the shallow water flows. Although, we have studied only the case of two-
dimensional problems of the presented method, the extension to three-dimensional problems
would be an encouraging next step. The future research should also be focused on the extension
of these techniques to nonlinear plasticity in the bed deformation to allow strong interactions
of water flows on soft beds.
Chapter 4
A computational model for simulation
of shallow water waves by elastic
deformations in the topography
In this chapter the problem of shallow water flows under conditions of abrupt changes to the
bathymetry is considered. The idea is to develop an accurate and efficient computational ap-
proach to simulate such flows which pose a great challenge due to the differences in temporal
and spacial scales. The free-surface flow which is commonly modeled by the shallow water
equations coupled with the sudden changes of bathymetry is investigated numerically. It has
been observed in nature that free-surface flows can sometimes be triggered by an abrupt or
a sudden change in the bathymetry see for example [1]. A clear example is the tsunamis or
landslides that pour into a water body in oceans or lakes. The common practice in model-
ing such free-surface flows is to assume that the displacement of the free-surface is the same
as the displacement of the bed, and it happens concurrently due to incompressibility of the
water. Thus, as an initial condition one applies a static source together with a translation of
the seabed deformation onto the free-surface flow. Such an approach was first presented for
the field of modelling tsunamis in [267] and referred to as the passive approach in [221]. The
validity of such an approach was reported in [24] among others. The passive approach neglects
the so-called rupture velocity and the rise time of the fault/bathymetry change dynamics. In-
vestigations have been undertaken to understand the rupture velocity and rise time in many
engineering applications. For example, the study in [173] took into account the rise time, and
the rupture velocity has also been accounted for in [161]. In [5], work has been undertaken
in which a numerical integration of the time-dependent elasticity equations as well as time-
dependent fluid equations was considered. Over the past years, the development of efficient
and increasingly accurate numerical models of nonlinear shallow water equations over variable
beds has been a continuous challenge in coastal engineering communities see [83, 236, 3] among
others. Since these models are considered to be theoretically challenging and practically im-
portant, researchers are currently working on developing efficient and accurate computational
tools to model shallow water waves by elastic deformations in the topography. This represents
a great challenge due to the time and space scales for which the abrupt changes took places
versus the evolution of the water free-surface.
The commonly used finite difference schemes in the numerical solution of the nonlinear shallow
water equations are non-conservative leading to volume loss and energy dissipation as the wave
steepness increases and the flow approaches discontinuities [4]. Recent advances in seismic in-
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verse algorithms enable accurate descriptions of the rise time and rupture propagation over the
source area. Furthermore, this model provides a time series of the vertical displacement and
velocity that constitute the bottom boundary condition of a non-hydrostatic model for transfer
of kinetic and potential energies to the water. One limitation of this method is the appearance
of oscillations in the computational results when applied to more complex geometries [262].
The depth-integrated method was reformulated, and hence a non-hydrostatic model was de-
rived in the spherical coordinate system for basin-wide waves propagation [263]. However, this
method suffers from a drawback in that it cannot guarantee the conservation of momentum in
the numerical scheme. Each of the aforementioned numerical modeling techniques has its own
features and drawbacks when it is applied to the shallow water system. The finite difference
scheme is considered to be easy to implement. However, the scheme is not accurate when
dealing with complex geometries such as the characterization of the coastlines during the sim-
ulation [121]. To deal with these limitations, refined mesh approaches are applied to increase
the resolution of certain areas of interest [50]. Nevertheless, there are still some problems facing
this approach when the waves are reflected from the coastline outside the finer mesh as such
waves are not well resolved.
Finite element methods are more flexible in modeling shallow water flows in a complex ge-
ometry as they can be formulated for a wide range of mesh topologies [264, 245, 235]. A
limitation of the finite element method lies when the solution exhibits large gradients [71]. In
addition, the finite element method also suffers from its inability to conserve mass and mo-
mentum during the simulations. The finite volume techniques are widely known by researchers
for dealing with mobile beds, even though such techniques are also well suited for solving the
partial differential equations that are included in shallow water flows. These methods have
become standard in solving the free-surface flows and shock waves problems as they guarantee
the conservation property during the simulation. The most significant problem facing the finite
volume techniques when dealing with a mobile bed is the treatment of the geometric source
terms, where the challenge is in the balancing between gradient and source terms when time
variations are small. This problem is numerically non-trivial, and methods that are not well
balanced would generate spurious oscillations in their results [209]. The transient generation
of waves due to the coupling between the free-surface and sea floor has been considered by few
authors only. Generally, there are some specific cases where the bottom deformation becomes
a very important factor. Other studies relied on experimental techniques by lowering or raising
a box at one end of the channel [165]. The purpose of this study is to develop a novel model
for numerical simulation of shallow water waves by elastic deformations in the topography.
Accounting for elastic deformations in the shallow water flows is new and a coupled set of
partial differential equations is proposed in this work for their modelling.
In the current study, a coupled finite element/finite volume method for solving free-surface
flow problems over deformable beds is proposed. The governing equations consist of the one-
dimensional nonlinear shallow water equations for the water flow and a two-dimensional linear
elasticity model for the bed deformation. Deformations in the topography can be caused by a
localized force which causes propagations of water waves with different amplitudes and frequen-
cies. Coupling conditions at the interface are also investigated in this study and a well-balanced
finite volume method using non-uniform grids is implemented to avoid interpolation procedures
at the interface between the finite element nodes and the finite volume cells. Frictional forces
along with hydrodynamical forces are also accounted for in the water flow model. On the other
hand a force is sampled from the hydrostatic pressure and applied on the bed surface during
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the time process. To the best of our knowledge, developing a coupled finite element/finite
volume method for solving free-surface flow problems over deformable beds is presented for the
first time. The chapter is organized as follows. Description of the coupled model for shallow
water waves induced by elastic deformations is presented in section 4.1. Section 4.2 is devoted
to the formulation of the numerical methods used for the solution procedure. We consider a
two-dimensional finite element method for the bed deformations whereas a well-balanced finite
volume method is implemented for the free-surface waves. In section 4.3, we present numerical
results and examples for shallow water flows over elastic beds. Our new approach is shown to
enjoy the expected accuracy as well as the efficiency. Concluding remarks are given in section
4.4.
4.1 Shallow water waves by elastic deformation in beds
The physical model used in the present study consists of the well-known shallow water equations
coupled with additional equations to describe the elastic deformation in the bed. The shallow
water system has been widely used to model water flows under the influence of gravity and
it uses the assumption that the vertical scale is much smaller than any typical horizontal
scale. This class of equations can be derived by depth-averaging the incompressible Navier-
Stokes equations subject to a hydrostatic pressure, see for example [109]. For one-dimensional






















where t is the time variable, x the space coordinate, h(x, t) the water depth, v(x, t) the water
velocity, g the gravitational constant and B the bed topography. In (4.1), τf is the friction
slope term which models the bottom friction effects using the Manning empirical form,with
Mb being the Manning roughness coefficient at the bed, τf is defined by




It is well known that the system (4.1) is strictly hyperbolic with real and distinct eigenvalues
given as
λ1 = v −
√
gh, λ2 = v +
√
gh. (4.3)
Notice that the equations (4.1) have to be solved in a time interval and spatial domain equipped
with given boundary and initial conditions. In practice, these conditions are problem depen-
dent and their discussion is postponed for section 4.3 where numerical examples are discussed.
In the shallow water equations (4.1), the function B corresponds to the topography layer char-
acterizing the bed level. For fixed bottom topography i.e. B = B(x), the equations (4.1)
reduce to the standard shallow water equations. In the current work, we assume that a defor-
mation takes place such that the bed level depends on the time variable as well. This requires
an additional equation for its evolution and deformation. To motivate the discussion, we con-
sider a simple example of bed deformation as depicted in Figure 4.1. Similar techniques have
been used to model elastic models of the earthquake cycle for a long strike-slip fault [131, 185].

































































































































Figure 4.1: Coupled system before bed deformation (left plot) and after bed deformation (right
plot).
In solid mechanics, the two-dimensional constitutive relations of an isotropic elastic bed in














where σx and σz are the normal stress components in the x- and z-direction, respectively. Here,
τxz is the shear stress, fx and fz are the external forces in the x- and z-direction, respectively.
The displacement vector is denoted by V = (ux, uz)
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In the current study, we consider the constitutive relation
σ = D ε, (4.6)






 , D = E(1 + ν)(1− 2ν)
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with ν is the Poisson ratio and E is the Young modulus characterizing the bed material. Note
that we solve the system (4.4), subject to the following boundary conditions.
σ = σc, on Γi,
(4.7)
V = 0, on Γ,
where Γ is the fixed boundary as shown in Figure 4.1. Note that the interface Γi between the
water and bed depends on time and it is defined as
Γi(t) =
{
(x, z) ∈ Ω : z = B(x, t)
}
.
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The coupled system is numerically solved using a splitting operator where the bed deforma-
tion and the water free-surface are computed separately, using the two-dimensional elasto-
static equations and the one-dimensional shallow water equation, respectively. The coupling is
achieved through the interface Γi by updating the bed topography B(x, t) at each deformation
step and applying frictional forces fx and fz generated from the water flow on Γi. Initially, the
coupled system is at equilibrium rest and a sudden force is applied on the bed topography to
generate a deformation and consequently perturbations are expected to appear on the water
free-surface. During the time process, interchange conditions are transferred from the bed to-
pography to the water flow and vice versa. It should also be stressed that in the present study,
we assume that bed deformations occur suddenly which lead to a fast characteristic time-scale
associated with the propagation of acoustic waves and therefore there is no need to consider
the elastodynamics form the equations (4.4).
4.2 Coupled finite element/finite volume method
For the numerical solution of the coupled system we consider a finite element method for the
two-dimensional elasticity equations (4.4) and a finite volume method for the one-dimensional
shallow water equations (4.1). The starting point for the finite element method is the varia-
tional formulation of the strain energy in the domain Ω. Thus, multiplying the strong form of













fxφx dx = 0.


















fxφx dx = 0,
where x = (x, z)> and n = (nx, nz)
> is the outward unit normal on Γ, ∂Ω = Γ ∪ Γi Using the
















fxφx dx = 0. (4.8)
















fzφz dx = 0, (4.9)
where Tz = σznz + τxznx. Adding the two equations (4.8) and (4.9) yields∮
∂Ω
(Txφx + Tzφz) dx−
∫
Ω


















which can be reformulated in a vector form as∫
Ω
φ̂ · σ dx =
∮
∂Ω
φ> · T dx +
∫
Ω
φ> · f dx, (4.10)
where φ = (φx, φz)











. To solve the weak form
(4.10) with the finite element method, the domain Ω is discretized into a set of elements where
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the solution is approximated in terms of the nodal values Uj and the polynomial basis functions
Nj(x, z) as




where Nd is the number of mesh nodes. In the present work, we consider quadratic triangular
elements with six nodes for which the element displacement V e = (uex, u
e
z)
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where N ej are the shape functions written in local coordinates (ξ1, ξ2)
> as
N e1 (ξ1, ξ2) = ξ2 (2ξ2 − 1), N e2 (ξ1, ξ2) = ξ1 (2ξ1 − 1),
N e3 (ξ1, ξ2) = (1− ξ1 − ξ2) (1− 2ξ1 − 2ξ2), N e4 (ξ1, ξ2) = 4ξ2ξ1, ,
N e5 (ξ1, ξ2) = 4ξ1 (1− ξ2 − ξ1), N e6 (ξ1, ξ2) = 4 (1− ξ2 − ξ1) ξ2.
To solve the fully discretized problem, the elementary matrices are assembled into a global
system of equations
KV = b, (4.12)
where K is the global stiffness matrix, V is the nodal displacement vector and b is the force
vector. In our simulations, the matrix K is decomposed into an LUL> factorization, then
the solution is reduced to backward/forward substitutions after updating the right-hand side
vector b at every time step.
The second step in the considered coupling system is to solve for water perturbations based
on the sudden changes on the bed and update the water height and velocity at each time
step. For this purpose, we use a finite volume method of Roe type over non-uniform grids to
avoid interpolation procedures at the interface Γi. A similar method has been investigated for
shallow water equations in [11]. Hence, to formulate the finite volume method we rewrite the
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For the time integration of the system (4.13) we divide the time interval into subintervals
[tn, tn+1] with variable size ∆tn such that tn = tn−1 + ∆tn, n = 1, 2, . . . and t0 = 0. We use
the notation Wn(x) to denote the discrete solution W(tn, x). In the current work, we use the
splitting operator introduced in [226] to deal with the differential source terms Q(W) and the
non-differential source term S(W) in (4.13). The splitting procedure consists of the following
two steps:






= Q (Wn) . (4.14)
















with length ∆xi and we use the notation W
n
i to denote the space-







































× [tn, tn+1], one
obtains the following fully discrete system






















are the numerical fluxes at x = xi± 1
2
and time t = tn, and Q
n
i is the







The spatial discretization (4.16) is complete when the numerical fluxes Fni±1/2 and the source
term Qni are reconstructed. Generally, this step can be carried out using any finite volume
method developed in the literature for solving hyperbolic systems of conservation laws, see for
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with λ̂1 = v̂ −
√
gĥ and λ̂2 = v̂ +
√
gĥ are the two eigenvalues associated with the system
evaluated at the averaged state (4.19).
For the discretization of the source term Qni we implement a well-balanced reconstruction
investigated in [11]. Thus, the well-balanced discretization of Qni is achieved by in splitting
































































It is evident that for small water depths, the bed friction term dominates the other terms in
the momentum equation. This is mainly due to the presence of the term h
4
3 in the dominator
of τf in (4.2). To overcome this drawback we use a semi-implicit time integration of the source
















where h̃ and ṽ are the water height and velocity obtained from the first step (4.14) of the











As in most explicit time integration schemes, the time step in our finite volume method is
selected using a Courant-Friedrichs-Lewy (CFL) condition. In our simulations, the Courant
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Figure 4.2: A schematic illustration of finite element and finite volume nodes at the interface.




(∣∣∣λ̂+1 ∣∣∣ , ∣∣∣λ̂−1 ∣∣∣ , ∣∣∣λ̂+2 ∣∣∣ , ∣∣∣λ̂−2 ∣∣∣) , (4.24)














1,2 are computed using the































4.2.1 Implementation of coupling conditions at the interface
One of the advantages in using non-uniform grids in the finite volume solution is to avoid
interpolations at the interface for interchange coupling conditions. Here, the selected control
volumes in the finite volume methods coincide with the finite element nodes on the interface
as shown in Figure 4.2. At each time step coupling conditions are transferred on the interface
for both models to update the solutions for the displacement V , water height h and water
velocity v. In the present work, the deformed finite element nodes on the interface are used
to reconstruct the bed B(x, t) for the shallow water equations (4.1). Here, a triangular finite
element with three nodes on the interface yields two non-uniform control volumes the edges
of which are the three nodes and their centres are obtained by averaging the coordinates of
these nodes, compare Figure 4.2. We also assume that once the deformation occurs, the time
variation in these coordinates is negligible and therefore no need for interpolation procedures
to reconstruct the bed topography in the finite volume method. This bed profile is used in
the finite volume solution of the flow system to obtain the water height hn+1 and the water
velocity vn+1 at the next time level tn+1.
For coupling conditions from the water flow to the bed on the interface, the forces fx and fz
in the elasticity equations (4.4) are reconstructed at each time step. Here, the horizontal force
fx in the x-direction is updated using the friction term as
4.2. COUPLED FINITE ELEMENT/FINITE VOLUME METHOD Page 83
Algorithm 4.1 Coupled finite element/finite volume method used in the present study.
Require: T the final simulation time.
1: Assemble the stiffness matrix K for elastostatic system using the finite element method
(4.8)-(4.12).
2: while tn 6 T do
3: Assemble the force vector b for elastostatic system using the finite element method
(4.8)-(4.12).
4: Solve the linear system (4.12) for the displacement in the computational mesh.
5: Update the displacement of the finite element nodes on the interface.
6: Reconstruct the bed B on the control volumes formed by the finite element nodes on
the interface.
7: Update the time step ∆tn according to the CFL condition (4.24).
8: Solve the shallow water equations using:






10: Compute the numerical fluxes Fn
i+ 1
2
using the Roe scheme (4.18).
11: Discrete the source term Qi using the well-balanced discretization (4.21).
12: Compute the solution in the first stage of the splitting Wn+1i using (4.16).
13: Update the solution in the second stage of the splitting (4.15) using (4.22)-(4.23).
14: end for
15: Compute the horizontal force fx using the bed friction according to (4.25).
16: Compute the vertical force fz using the hydrostatic pressure according to (4.26).
17: Overwrite tn ←− tn + ∆tn and go to step 2.
18: end while






The vertical force fz in the z-direction is reconstructed at each time step using the change in
the hydrostatic pressure as
pn+1 = −ρg(hn+1 − h0),
and at each node of the three finite element nodes located on the interface, the force fz is












































z = pn+1~. The total force fz in the z-direction is obtained by accumulating
the elemental forces on the overlapping nodes, see Figure 4.2 for an illustration. In summary,
the coupled finite element/finite volume method proposed in this study to solve shallow water
waves by elastic deformations in the topography is carried out in the detailed steps described
in Algorithm 4.1.
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4.3 Numerical results and examples
In this section we examine the performance of the proposed computational model introduced
in the above sections using several examples of shallow water waves by elastic deformations in
the topography. For the first test example, we verify the accuracy of the techniques described
in this study for two well-established test examples of shallow water flows and elastostatic
deformations. In all the computations reported in this section unless stated otherwise, the
Youngs modulus E = 10000 Mpa, the Poison ratio ν = 0.3, the gravitational acceleration
g = 9.81 m/s2 and the Manning coefficient Mb = 0.025 s/m
1/3. Here, the Courant number
is fixed to Cr = 0.85 and the time stepsize ∆tn is adjusted at each time step according to
the stability condition (4.24). All the computations were performed on an Intel R© Core(TM)
i7-7500U @ 2.70GHz with 16 GB of RAM.
4.3.1 Accuracy test examples
We examine the accuracy of both the finite element and finite volume methods for two well-
established test examples. First we consider a dam-break problem with known analytical
solution. Here, we solve the shallow water equations (4.1) over a frictionless flat bottom in the
domain [0, 1] with initial conditions defined as
h(0, x) =

1.0, if x ≤ 0.5,
0.5, elsewhere,
v(0, x) = 0.
At t = 0, the dam collapses and the flow problem consists of a shock wave traveling downstream
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, Cs = 2.957918120187525.
In Figure 4.3 we compare numerical results obtained for the water height at time t = 0.1
using the proposed finite volume method on uniform and non-uniform meshes with 50 and
100 control volumes. Notice that for the uniform meshes, the spatial step ∆x = 0.02 and
∆x = 0.01 for the meshes with 50 and 100 control volumes, respectively. In the non-uniform
meshes, the spatial step ∆xi is selected as
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Figure 4.3: Results obtained using the finite volume method on uniform and non-uniform
meshes using 50 control volumes (left) and 100 control volumes (right).
∆xi =





0.008, if 0.3 ≤ xi ≤ 0.7,
0.015, elsewhere.
It is clear from the results in Figure 4.3 that refining the mesh improves the accuracy of the
numerical results on both uniform and non-uniform meshes. Compared to the analytical solu-
tion, results obtained using non-uniform meshes are slightly more accurate than those obtained
on the uniform mesh. For instance, the numerical diffusion is more pronounced at the shock
and rarefaction areas in the uniform results than in their non-uniform counterparts. These fea-
tures are important when the shallow water equations are solved on the non-uniform meshes
reconstructed directly from the finite element nodes located on the interface in the coupled
model. This would avoid interpolation procedures for matching finite element and finite vol-
ume nodes on the interface which may introduce numerical diffusion in the results obtained
for the free-surface solutions.
Next we verify the finite element method for solving two-dimensional elasticity problems. We
consider the well-known example proposed in [194] and for which the exact solution is provided
therein. Here, we solve the elasticity equations (4.4) in a homogeneous and isotropic rectangular
domain with 100 m for the length and 10 m for the width. A nodal displacement of 3 m is
applied upwards in the center point of the domain and results obtained for the horizontal
and vertical displacements are compared to the exact solutions. The computational domain is
discretized using quadratic finite elements in an unstructured mesh with 772 elements and 1649
nodes. Figure 4.4 illustrates the obtained results for the horizontal and vertical displacements
compared to the exact solutions. There is a good agreement between the results obtained
using the finite element method and the analytical solutions for both horizontal and vertical
displacements. The finite element method performs well for this test example and produces
highly accurate and stable numerical results using reasonably coarse meshes.
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Figure 4.4: Horizontal displacement (left) and vertical displacement (right) obtained for the
accuracy test example using the finite element method.
4.3.2 Shallow water waves generated by tension in the topography
In this example we consider shallow water waves generated by tension in the topography
of a rectangular domain 100 m long and 10 m high subject to a localised tension force of
F = 2000 N acting on the surface area between x = 47 m and x = 53 m. Initially, the system
is at rest with a water height set to h = 10 m and velocity v = 0 m/s. Both open flow and
reflective boundary conditions are imposed at both ends of the domain to model open and
close flow domains, respectively. At time t = 0.1 s, the considered force is applied generating a
sudden deformation in the bed topography. The finite element nodes located on the interface
are used for the control volumes in the finite volume solution of the shallow water equations.
First we examine the grid convergence in the proposed coupled finite element/finite volume
method for this example. We consider five unstructured meshes with different node and ele-
ment densities as depicted Figure 4.5. Their corresponding statistics are listed in Table 4.1
along with the CPU times obtained using Mesh A, Mesh B, Mesh C, Mesh D and Mesh E. Note
that, to avoid refining the mesh everywhere in the elastic domain, only the area subject to the
deformation is refined in our computational mesh. This would require very small cost than
considering a uniformly fine mesh in the simulations. A very fine reference mesh with 39591
elements and 80036 nodes is also used in our simulations to quantify errors in the obtained
solutions obtained at time t = 3 s. Note that the reference mesh is not included in Figure
4.5 because of its density which results in a heavily black plot. As can be seen for the last
two mesh levels Mesh D and Mesh E, the differences in errors obtained for the stresses σx
and free-surface η in Table 4.1 are very small. To further qualify the results for these meshes
we plot in Figure 4.6 the bed profiles obtained using the considered meshes. It is easy to see
that solutions obtained using the Mesh A are far from those obtained by the other meshes.
Increasing the density of elements, the results for the Mesh D and Mesh E are roughly sim-
ilar. This ensures grid convergence of the numerical results. Hence, the Mesh D is used in
all our next computations. The reasons for choosing this mesh structure lie essentially on the
computational cost required for each mesh configuration and also on the numerical resolution
obtained.
The unstructured finite element with 2471 elements and 5160 nodes is used in the simulations
and the results are monitored for different instants. The associated number of control volumes
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Figure 4.5: Meshes used in the simulations for shallow water waves generated by tension in
the topography.
Figure 4.6: Comparison of bed profiles using different meshes for shallow water waves generated
by tension in the topography at time t = 3 s.
for this finite element mesh is 195 non-uniform cells. In Figure 4.9 we display the obtained
results for the water height and bed deformation at six different times namely, t = 0 s, 0.1 s,
1 s, 2 s, 3 s and 10 s using open flow boundary conditions at both upstream and downstream.
These plots give a clear view of the overall wave patterns and the effect of the bed deformation
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Table 4.1: Mesh statistics, relative errors and computational times for shallow water waves
generated by tension in the topography at time t = 3 s. The CPU times are given in seconds.
# elements # nodes # control volumes Error in σx Error in η CPU time
Mesh A 312 709 78 1.473E-02 3.205E-01 6.5
Mesh B 620 1349 96 4.289E-03 1.741E-01 9.2
Mesh C 1236 2639 197 1.157E-03 9.329E-02 21.7
Mesh D 2471 5160 232 2.994E-04 3.788E-02 63.4
Mesh E 4940 10213 312 7.433E-05 1.339E-02 131.5
Table 4.2: Computational results for shallow water waves generated by tension in the topog-
raphy using different values of the tension force.
Force (N) maxσz (KPa) maxσx (KPa) maxB (m) max η (m) max p (KN/m
2)
500 1.965 1.23 11.0335 21.1815 97.2559
1000 3.931 2.4599 12.0670 23.4026 106.5393
1500 5.8951 3.6899 13.1005 25.6435 115.9026
2000 7.8602 4.9198 14.1099 27.8662 125.1387
2500 9.8252 6.1498 15.3791 30.0551 134.1614
on the structure of the propagating waves in the upstream and downstream of the domain. In
addition to the primary wave, a pair of waves with the same amplitude develops in both side
of the hump. As expected, the sudden deformation in the bed generates a wave propagating
across the computational domain. The wave splits into two waves and in later times the waves
leave the domain and the water free-surface becomes flat at the initial height. This confirms
the well-balanced property of the proposed finite volume method on non-uniform meshes. It is
also important to mention two points concerning the non-uniform control volumes used in the
flow simulations. First, there is no need for interpolation procedures to pass the information
from one mesh to another in our coupled finite element/finite volume method second, there is
no need to refine the mesh in the finite volume method to resolve the wave fronts as the finite
element mesh would generate these refined meshes. This is a remarkable feature of the proposed
coupled finite element/finite volume method to satisfactorily handle procedures using adaptive
local grid refinement methods to resolve free-surface wave problems. Figure 4.7 illustrates the
distribution of the stresses σx and σz at time t = 3 s. Obviously, high stresses appear at
the hump where the bed deformation is taken place. The perfect symmetry in these results
with respect to the vertical centreline should be noted. Our finite element method preserves
the symmetry in the stresses and resolves the correct solution well for this test example. For
this example, we also consider the close domain with reflective boundary conditions at both
upstream and downstream. In this case we compute the total water head for as




In Figure 4.10 we present the time evolution of the total water head at three surface gauges
G1, G2 and G3 situated at x = 20 m, x = 50 m and x = 80 m, respectively. The total water
head obtained at these locations fluctuates with different amplitudes and frequencies but at
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Figure 4.7: Distribution of the stresses σx (left) and σz (right) obtained for shallow water waves
generated by tension in the topography at t = 3 s.
Figure 4.8: Bed deformation (top) time evolution of the free-surface at the gauge G2 (bottom)
obtained for shallow water waves generated by tension in the topography using different values
of the tension force.
later time it stabilizes at the same initial value for the three considered gauges. The highest
amplitudes in the total water head are observed at the gauge G2 which is located at the center
where the deformation occurs. Because of the symmetry in the location of gauges G1 and G3,
the total water head at these locations exhibits similar features in terms of amplitudes and
frequencies. In all selected gauges, the coupled finite element/finite volume method maintains
correctly the wave structures without any kind of spurious oscillations over the hump. We also
examine the effects of the applied force on the generated waves for this test example. Hence,
in Figure 4.8 we show the bed deformations at time t = 0.1 s and the time evolution of the
water free-surface at the gauge G2 obtained using different values of the tension force namely,
F = 500 N , 1000 N , 1500 N , 2000 N and 2500 N . To further quantify the results for this
case we summarize in Table 4.2 the maximum values of the stress σz, the stress σx, the bed B,
the free-surface η, and the hydrostatic pressure p. It is clear high responses in both bed and
free-surface are obtained for high values of the tension force. It should be pointed out that the
performance of the proposed method is very attractive since the obtained numerical solutions
remain stable and conservative even when coarse meshes are used in the simulations without
requiring nonlinear solvers or complicated techniques to reconstruct the numerical fluxes in
the shallow water equations.
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Figure 4.9: Results for the water height and bed deformation obtained for shallow water waves
generated by tension in the topography at six different times.
Figure 4.10: Time evolution of the total water head at the three gauges G1, G2 and G3 obtained
for shallow water waves generated by tension in the topography.
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4.3.3 Shallow water waves generated by tension-compression in the
topography
This example considers the same configuration as in the previous problem but using both ten-
sion and compression forces on the bed topography. Thus, a force of 2000 N is applied as a
tension in the surface area between x = 28 m and x = 32 m, and as a compression in the surface
area between x = 78 m and x = 82 m in the computational domain. Initially, the system is
assumed at the equilibrium with the water height set to h = 11 m and the velocity v = 0 m/s.
For the boundary conditions, open flow and reflective conditions are imposed at both ends of
the domain. The solid domain is discretized using an unstructured mesh with local refinements
in the areas where tension and compression forces are applied. The total numbers of elements
and nodes in this mesh are 3417 and 7086, respectively. This results in 193 non-uniform con-
trol volumes to be used in the finite volume method. Note that, to break in the symmetry in
this problem, the forces are applied in areas with different distances to the centreline x = 50 m.
The considered tension and compression forces are applied at time t = 0.1 s and a sudden
deformation occurs in the bed topography. After each deformation step, the finite volume
solution of the shallow water equations uses the non-uniform control volumes obtained from
the finite element nodes located on the interface. Figure 4.14 presents the obtained results for
the bed deformation and water height at six different times namely, t = 0 s, 0.1 s, 1 s, 4 s,
5 s and 17 s using open flow boundary conditions at both ends of the channel. As can be
seen, the tension and compression forces generate two water waves with different crests and
troughs propagating along the computational domain. The interaction between these waves
generates reflecting waves with different amplitudes in the water free-surface. At later time,
the waves are settled out and the system returns to its initial equilibrium state. Again, the
proposed coupled finite element/finite volume method performs well for this test problem as
the deformed bed topography is accurately resolved using the finite element method and the
wave features are well captured using the finite volume method on non-uniform meshes.
In Figure 4.12 we show distributions of the computed stresses σx and σz at time t = 5 s. It is
clear that high stresses are localized at the hump generated from the tension force whereas, low
stresses appear at the scour resulting from the compression force. The results also show different
aspects in the stresses generated by tension force and those obtained using the compression
force. The finite element method performs well for this deformation test example and it
reproduces stable solutions without nonphysical oscillations at the bed topography and at
stress distributions. The total water head H defined in (4.27) is also considered for this
test example using reflective boundary conditions at both ends of the domain. Figure 4.13
shows the time evolution of the total water head at three selected gauges G1, G2 and G3 at
x = 30 m, x = 50 m and x = 80 m, respectively. Unlike the previous example, the time
series in the present case exhibit periodic behaviour with low amplitudes and frequencies. In
addition, compared to the previous case, the propagating waves generated by both tension and
compression in the topography persist longer on the free-surface than in those originated by
tension only. It is clear that the total water head experiences high values at the gauge G1
located at the downstream of the domain. The coupled finite element/finite volume method
captures well the periodic features in the water waves at all selected gauges for this example.
This test example is also used to assess effects of the Poisson ratio ν on the bed deformation
and the generated free-surface waves. To this end, we run the simulations for the bed formed by
different homogeneous and isotropic materials with ν = 0.1, 0.2, 0.3 and 0.4. In Figure 4.11 we
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Figure 4.11: Bed deformation (top) time evolution of the free-surface at the gauge G1 (bottom)
obtained for shallow water waves generated by tension-compression in the topography using
different values of the Poisson ratio.
Figure 4.12: Distribution for the stresses σx (left) and σz (right) obtained for shallow water
waves generated by tension-compression in the topography at t = 5 s.
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Figure 4.13: Time evolution of the total water head at the three gauges G1, G2 and G3 obtained
for shallow water waves generated by tension-compression in the topography.
Table 4.3: Computational results for shallow water waves generated by tension-compression in
the topography using different values of the Poisson ratio.
ν maxσz (KPa) maxσx (KPa) maxB (m) max η (m) max p (KN/m
2)
0.1 7.265 5.6249 13.6954 27.3934 134.0797
0.2 7.3601 5.4965 13.5848 27.1569 132.7335
0.3 7.5260 5.2995 13.3993 26.5743 129.3346
0.4 7.8963 5.0911 13.1385 26.1080 126.7165
display the bed deformations at time t = 0.1 s and the time evolution of the water free-surface
at the gauge G1 obtained using the considered values of the Poisson ratio. The maximum
values of the stress σz, the stress σx, the bed z, the free-surface η and the hydrostatic pressure
p are summarized in Table 4.3. As can be seen from these results, slightly high responses in
both bed topography and free-surface are obtained for low values of the Poisson ratio, compare
the results for maxB in Table 4.3.
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Figure 4.14: Results for the water height and bed deformation obtained for shallow water
waves generated by tension-compression in the topography at six different times.
4.3.4 Shallow water waves generated by pipe failure in the topog-
raphy
Pipe failures are among common examples in nature for which several studies have taken place
in civil engineering and geotechnics, see for example [153, 272, 93]. For these applications,
the source of deformation may be caused by a fatigue in the pipe or simply by a load applied
below the seabed. In this example, we consider shallow water waves generated by pipe failure
in the bed topography. Hence, we solve the coupled equations (4.1) and (4.4) in a rectangular
domain 50 m long and 10 m high including a circular pipe with radius R = 3 m and the
initial water height is 5 m above the bed. A compressive force of 200 N is applied only at
the upper half boundary of the pipe. Initially, the system is at rest and at time t = 0.1 s
the constant force is applied on the upper surface of the pipe. Consequently a deformation
is expected on the pipe and therefore on the shallow water bed which generate water waves
on the free-surface. An unstructured finite element mesh with 3196 elements and 6822 nodes
is used in our simulations and numerical results are presented for different instants. To avoid
refining the mesh everywhere in the computational domain, only the area around the pipe is
refined in our simulations. This local refinement is needed to accurately resolve the deformed
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Figure 4.15: Results for the water height and bed deformation obtained for shallow water
waves generated by pipe failure in the topography at six different times.
Figure 4.16: Distribution for the stresses σx (left) and σz (right) obtained for shallow water
waves generated by pipe failure in the topography at t = 3 s.
topography with less computational cost than using a global refinement for the entire domain.
The finite volume method employs 182 non-uniform control volumes reconstructed from the
finite element nodes located on the interface.
In Figure 4.15 we display the responses of the water free-surface at six different instants namely,
t = 0 s, t = 0.1 s, t = 1 s, t = 2 s, t = 3 s, t = 10 s using open flow boundary conditions at
both downstream and upstream. As can be seen from these results, the system starts from the
rest and once the deformation on the pipe occurs, a water wave is generated on the free-surface
and it flows over the deformed bed. For longer times, the system is stabilized to a steady-state
configuration with no disturbances on the water free-surface. For the considered force on the
pipe, the bed topography experiences a maximum vertical displacement of 3.25 m downwards.
It is clear that the considered coupled finite element/finite volume method performs well for
this free-surface flow problem over a deformable bed as both the bed topography and the water
free-surface are accurately captured without non-physical oscillations or excessive numerical
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Figure 4.17: Time evolution of the total water head at the three gauges G1, G2 and G3 obtained
for shallow water waves generated by pipe failure in the topography.
Table 4.4: Computational results for shallow water waves generated by pipe failure in the
topography using different values of the pipe radius.
Radius (m) maxσz (KPa) maxσx (KPa) maxB (m) max η (m) max p (KN/m
2)
1 8.973 16.65 0.7178 16.7295 65.9574
2 3.3655 10.816 1.8370 17.8588 76.9677
3 2.2391 11.633 3.2926 19.2992 91.0519
diffusion appearing in the numerical solutions.
Figure 4.16 depicts distributions of the computed stresses σx and σz at time t = 3 s. Again,
high stresses appear at the upper part of the pipe where the bed deformation is taken place.
The results also illustrate localized stresses σx on the bed topography for this example. The
perfect symmetry in the distribution of both stresses σx and σz should also be noted in Figure
4.16. Next we consider reflective boundary conditions and in Figure 4.17 we display the total
water head at three gauges G1, G2 and G3 selected at x = 22 m, x = 25 m, x = 28 m,
respectively. It can be clearly shown from this figure that the waves at three considered gauges
exhibit similar amplitudes and frequencies. On the other hand, because of the symmetry in
the location, the wave features at the gauges G1 and G3 are almost the same.
Our next concern with this test example is to examine the impact of pipe size on the bed
deformation and the free-surface waves. Here, we run the simulations using three pipes with
radius R = 1 m, 2 m and 3 m keeping all the other parameters fixed as in the previous run.
Figure 4.18 shows the bed deformation and the time evolution of the free-surface at the gauge
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Figure 4.18: Bed deformation (top) time evolution of the free-surface at the gauge G2 (bottom)
obtained for shallow water waves generated by pipe failure in the topography using different
values of the pipe radius.
G2 obtained for the considered values of the pipe radius. Table 4.4 summarizes the maximum
values of the stress σz, the stress σx, the bed z, the free-surface η and the hydrostatic pressure p
obtained for this run. It is evident that larger deformations in the bed topography are obtained
for pipes with larger radius and consequently waves with higher amplitudes on the free-surface,
compare the values of maxB and max η in Table 4.4. The presented results demonstrate that
the proposed computational model is suited for the prediction of shallow water waves by elastic
deformations in the topography. It should be stressed that results from the proposed model
should be compared to experimental measurements. However, there is no data available until
now to carry out this work. Thus, at the moment we can only perform simulations and verify
that results are plausible and consistent.
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4.4 Conclusions
Different natural phenomena such as earthquakes, volcanic eruptions, landslides lead to a series
of waves generated when the water in a lake or in the sea is rapidly displaced on a massive
scale. During these movements the sea floor abruptly deforms and vertically displaces the
overlying water. Such large vertical movements of the earth floor create these huge waves.
Tsunami flooding is one example of these deformations. Tsunami claims thousands of lives
every year and cause a huge financial loss to all over the world. A diverse series of research
projects have taken place or under way to understand the effect of the underground motion to
the free-surface shallow water motion. Researches range from the simulation of the processes
and effects of waves generated from submarine landslides, model comparisons of waves induced
motions on rigid and free bodies, projects seek to improve the understanding of the stresses
from the wave generations and bed movement. In this chapter a class of computational tools
for coupling fluid-structure interaction including shallow water flows has been presented.
To understand the physical processes that occur during the bed movement and creating the
free-surface waves including the main effective stresses, a simple and accurate computational
model is proposed to simulate shallow water waves induced by elastic deformations in the
bed topography. The mathematical model consists on coupling the nonlinear one-dimensional
shallow water equations to the linear two-dimensional equations for elasticity. This coupling
technique is a fractional-stage technique. In the first stage the linear elastic finite element
method is implemented to solve for the under water bed deformation, as these deformations
will create the deformed bed. For the second stage a Roe-scheme finite volume numerical model
was developed for simulating the shallow water flow over mobile bed. The coupling conditions
between the two sets of equations are achieved through the interface between the water flow
and the bed topography. The hydrostatic pressure and friction forces calculated from the
water flow are applied as external forces on the interface for the elasticity model whereas,
bathymetric forces are accounted for in the shallow water equations. As numerical solvers
we considered well-balanced finite volume method for the free-surface flow using non-uniform
meshes and a robust finite element method for the bed deformation using unstructured meshes.
The approach combines the attractive attributes of the finite volume discretization and the
finite element method to yield a procedure for either flat or non-flat topography. The developed
model was tested by simulating three cases: shallow water waves generated by tension in the
topography, shallow water waves generated by tension-compression in the topography and the
shallow water waves generated by pipe failure in the topography. The main idea behind these
examples is to investigate the accuracy of the proposed coupling technique under different
cases of bed deformations and different stresses distribution in the affected domain. It can be
clearly noted from the results, the effectiveness and robustness of the proposed method. The
method performs well and it resolves all the flow features without the need to a very refined
mesh. The results make it promising to be applicable also to real situations where, beyond
the many sources of complexity, there is a more severe demand for accuracy in predicting free-
surface waves induced by sudden bed deformations. This method is currently implemented in
one-dimensional shallow water domains but can be extended to two dimensional domains.
Chapter 5
Uncertainty quantification for
numerical simulation of free-surface
water flows over stochastic beds
Free-surface water flows over stochastic beds are complex due to the uncertainties in topog-
raphy profiles being highly heterogeneous and imprecisely measured. In the present study,
the propagation and influence of several uncertainty parameters are quantified in a class of
numerical methods for free-surface flows. The governing equations consist of both single-layer
and two-layer shallow water equations on either flat and non-flat topography. For this pur-
pose, the free-surface profiles are computed for different realizations of the random variables
when the bed is excited with sources whose statistics are well defined. Many research works
have been dedicated to the development of numerical methods to achieve some order of ac-
curacy in free-surface flows. However, little concern was given to examine the performance of
these numerical methods in presence of uncertainty. The present study addresses this specific
area in computational hydraulics with regards to the uncertainty generated from bathymetric
forces. As numerical methods for shallow water equations, four finite volume schemes have
been implemented. To reduce the required number of samples for uncertainty quantification,
the proper orthogonal decomposition method with the polynomial chaos expansions for effi-
cient uncertainty quantification of complex hydraulic problems with large number of random
variables have been combined. Numerical results are shown for several test examples including
dam-break problems for single-layer and two-layer shallow water flows. The problem of flow
exchange through the Strait of Gibraltar is also solved in this study. The obtained results
demonstrate that in some hydraulic applications, a highly accurate numerical method yields
an increase in its uncertainty and makes it very demanding to use in an operational manner
with measured data from the field. On the other hand, when the complexity of the physics
increases, these highly accurate numerical methods display less uncertainty compared to the
low accurate methods.
Free-surface models in hydraulics have gained an increasing interest during last decades. Rang-
ing from flood forecasting [273] to monitoring hydraulic infrastructures such as dams, hydraulic
simulations serve several purposes to support decision making. Water free-surface flows under
the influence of gravity can be modelled using the well-established shallow water equations
subject to the assumption that the vertical depth is much smaller than any typical horizon-
tal length within the hydraulic system. The governing equations in these models are derived
by depth-averaging the incompressible Navier-Stokes equations, see for example [225, 238].
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However, the main drawback resulting from such assumption remains the lack of capturing
some physical dynamics in the vertical motion of the water flow. Therefore, during the recent
years, multi-layer shallow water models have attracted enormous attention and have became
very useful tools to solve many hydraulic problems such as rivers, estuaries, bays and other
nearshore regions where water flows interact with the bed topography and wind shear stresses,
see for instance [87, 81, 124]. In the current work, the two-layer shallow water system is con-
sidered for modelling the hydraulic exchange in presence of non-flat beds. Note that analytical
solutions to these equations are limited to only very special cases and numerical methods are
the only techniques that can be used to approximate solutions to practical problems which
include complex bathymetry, steep gradients and moving water fronts. The focus in this study
is on free-surface water flows over complex bed topography using both the single-layer and
two-layer shallow water equations.
From a numerical view point, the most challenging features of the single-layer shallow water
equations are the fact that they admit discontinuous and smooth solutions. Even for problems
in which the initial data is smooth can lead to discontinuous solutions in a finite time. The
hyperbolic nature of the system and its nonlinearity are also among the difficulties that arise
in numerically solving these equations. On the other hand, numerical treatment of the two-
layer shallow water system often presents difficulties due to their nonlinear form, presence of
the non-conservative product terms, lost of hyperbolicity, and difficulty to explicitly obtain its
eigenstructure form, see for example [124]. Many numerical tools have been proposed in the
literature in order to overcome such problems and, as numerical solvers for the hydraulics sys-
tems, the well-established finite volume methods including Lax-Friedrichs, Rusanov and Roe
schemes have been considered , see for instance [238]. Despite the continuous efforts to improve
the accuracy of hydraulic simulations, uncertainty remains ubiquitous for different reasons as
discussed in [201] among others. For example, the aforementionned assumptions in the mod-
elling stage introduce intrinsic uncertainties that propagate in the resulting simulations. Hence,
the numerical methods to solve the shallow water systems discretize the continuous equations
in space and time which will introduce numerical uncertainties. Furthermore, the empirical
modelling of the bed bathymetry and the friction coefficients introduce additional errors. In
practice, these parameters are estimated by means of calibration (or inverse problem) where
data for a specific event is used, see for example [246, 214, 127]. Indeed, exact estimations
are not possible for all ranges of variation in hydraulics for which modelling uncertainties is
required. There is also a natural variability due to the insufficient description of boundary
conditions which lead to stochastic uncertainties.
Nowadays, uncertainty quantification in hydraulics is gradually growing along with the con-
sciousness of its importance to improve the management of water resources, see for example
[189] and further references are therein. Several works in the literature have shown the ap-
pealing advantages of including uncertainty quantification in order to approve knowledge of
different rivers, lake and ocean flows [78, 188]. Boundary conditions describing the flow are
often pointed out as the responsible for the uncertainty in hydraulic calculations [203]. This
is mainly because these conditions suffer from both epistemic and stochastic errors which are
often indistinguishable [170]. Consequently, their accuracy significantly affects the hydraulic
simulations [46]. However, it turns out that other works including [10, 190, 113, 46, 208, 80]
have highlighted that uncertainty quantification in hydraulics should also include the friction
terms, as for some specific flow configurations the uncertainty in hydraulics is more sensitive
to these terms than the upstream flow conditions. In fact, the main factors driving a hydraulic
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flow are: (i) balance between inertia effects and bathymetric effects, (ii) balance between water
height and water velocity, and (iii) balance between friction and bathymetry. Thus, the main
parameters that ought to be calibrated correctly in a hydraulic model are the bathymetry
and the friction coefficient known also by the Roughness Manning coefficient. In general, this
term is described with an empirical coefficient and its identification results from a calibration
method using available field data. As a result, the uncertainty expressed around this value is
great and its accuracy would significantly impact the overall computational results obtained
for the hydraulic simulations [32, 46, 113]. Furthermore, the Manning coefficient may also
compensate a local lack of information in the bathymetry description, see for example [112].
There exists also hydraulic situations for which the Manning coefficient is not constant and
it may also depends on the space. In the current work, only constant Manning coefficients
in the free-surface water flows has been considered and techniques developed in this study
can be extended to space-dependent coefficients without major conceptual modifications. The
bathymetry constitutes also an important source of uncertainty in the numerical simulation of
hydraulics. For practical hydraulic applications, its description is performed through interpo-
lation of several scarce topographic measurements. For many realistic hydraulic applications,
these data are either not available or not functional which make the hydraulic simulations even
more uncertain, see for instance [191, 31, 60]. Recent studies have also emphasized the impor-
tance of estimating the bathymetry in hydraulics specially with the upcoming spatial Surface
Water and Ocean Topography (SWOT) mission. However, the main drawback of the Data As-
similation (DA) approaches remains the difficulties to account for uncertainties of the hydraulic
simulation in the numerical model, see for example the discussions reported in [177, 97, 187]. In
addition, the accuracy of the correction is considerably impacted by the accuracy of the uncer-
tainty estimation in these approaches. In fact, when using variational-based DA methods, the
uncertainty is estimated using an adjoint approach whereas, when using ensemble-based DA
methods, the uncertainty is estimated with stochastic computation. In [108], both methods
have been successfully implemented and assessed for hydraulic computations. However, the
accuracy of uncertainty estimation is considerably increased when using a surrogate model,
compare [208] and further references are therein. In [78], the Polynomial Chaos Expansion
(PCE) has been implemented for uncertainty quantification in an ensemble-based DA ap-
proach and it has been compared with the classical ensemble Kalman filter approach. The
results presented in [78] demonstrate that the PCE considerably decreases the computational
cost and increases the uncertainty estimation for the ensemble Kalman filter which improve
the quality of DA in hydraulics using SWOT data. For these reasons, the PCE is chosen to
quantify the uncertainty in free-surface water flows. The focus of the present study is on quan-
tifying uncertainties related to hydraulic computations resulting from bathymetric parameters.
In most hydraulic applications, the Manning coefficient is often presented as a constant param-
eter or piecewise constant over the hydraulic domain and consequently, the common approach
it is considered as a random variable, see [80, 208] among others. On the other hand, the
bathymetry has barely been considered for an uncertainty quantification problem. Indeed, the
bathymetry field being a function depending on the space, it should be presented as a stochas-
tic process [99, 166]. Therefore, it does not fall under the classical way to tackle uncertainty
quantification where the model parameters are random variables described with a probabilistic
law often defined by field experts [251]. This is mainly the reason why only few works have
been dedicated to quantify its measurement [122]. In fact, when considering an uncertainty
quantification problem using the PCE, one needs to sample the input parameters following a
probability density function. As discussed in [145, 251], assessing stochastic processes such as
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bathymetry using each value of the vector representing the process as a random variable is very
demanding. This is due to the fact that (i) the random variables need to be uncorrelated for the
PCE consideration and (ii) the accuracy of the numerical model depends on the discretization
level of the process such that accurate models yield to an increase in the stochastic dimension
which will reduce significantly the accuracy of the PCE because of the curse of dimensionality.
In this study, the Karhunen-Loève (KL) expansion to sample the bathymetric process has been
considered. The KL expansion allows to overcome both problems cited before as it reduces
the stochastic dimension and the resulting eigenvalues are uncorrelated therefore they fit as
random variables for the PCE. This method has been widely used in the framework of random
processes especially in uncertainty quantification, see [212, 186, 223] for a detailed review. In
applications of open-channel hydraulics, such methods have been introduced in [141] to quan-
tify the uncertainty resulting from time-based processes such as wind forces. Furthermore, as
mentioned above, the PCE is used in order to propagate the uncertainty in hydraulic models.
The aim is to evaluate the uncertainty on hydraulic states (water height and water velocity)
resulting from the supposed uncertainty in the bathymetric forces. This class of methods is
becoming increasingly used in hydraulics community with its intrusive and non-intrusive forms.
The intrusive formulation appears to be less appealing because of the hyperbolic nature of the
shallow water equations whereas, the classical intrusive PCE struggles with the physical shock
occurring in open-channel hydraulics. A recent study reported in [216] overcomes this issue by
using a wavelet basis instead of the classical orthogonal polynomial basis. The main advantage
of the method lies on the fact that the uncertainty of the hydraulic state is obtained in a
straightforward way. However, the main drawback related to the curse of dimensionnality as
a sparse basis is hardly achievable with such methods. On the other hand, the non-intrusice
PCE has been successfully implemented for open-channel hydraulics in numerous studies, see
for example [96, 80, 208, 108, 141]. The appealing advantage of this method relies mainly in
the possibility to use the adaptive PCE introduced by [38]. However, the computational cost of
the method could be impacted by the discretization level of the hydraulic state. This issue has
also been treated in previous studies using methods like the Proper Orthogonal Decomposition
(POD), see for instance [40, 79]. The idea in this approach is to decompose the hydraulic
state using a POD technique. The uncertainty is then expressed on the eigenvalues of this
decomposition. In the present study, the impact on uncertainties in the bathymetry and the
Manning coefficient on the hydraulic state is numerically assessed. Therefore choosing to use a
KL expansion to sample the bathymetry and the PCE to propagate uncertainty over the POD
modes of the hydraulic state.
In general, the metric that allows the choice between different numerical schemes is based on
the distance between the computational hydraulic states and the analytical solutions or the
observations. However, uncertainty has never been a choice metric for operational use. In
the present study, uncertainty is quantified using four different finite volume schemes for both
single-layer and two-layer shallow water flows. The aim here is to assess how the accuracy of
a numerical scheme for a hydraulic model affects its uncertainty. Numerical results are pre-
sented for dam-break problems and lock-exchange flows. Results for the exchange flow through
the Strait of Gibraltar subject to stochastic bathymetry have been also presented. Numerical
results presented in the current study demonstrate high resolution of the proposed techniques
and confirm their capability to provide efficient uncertainty quantification for simulation of
free-surface water flows over stochastic beds.
This chapter is organized as follows. The equations for free-surface water flows are presented
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in Section 5.1. In Section 5.2 the numerical methods considered in the present work for solving
the shallow water systems have been presented. The formulation of the finite volume modified
method of characteristics for the numerical solution of two-layer models is also presented in this
section. The general methodology used to address the problem of uncertainty quantification is
described in section 5.3. This section includes the reduction methodology along with the PCE
and the POD techniques. Sections 5.4 and 5.5 are devoted to numerical results for several test
examples of free-surface water flows over stochastic topography for single-layer and two-layer
models, respectively. The new approach is shown to enjoy the expected accuracy as well as
the robustness. Section 5.6 contains concluding remarks.
5.1 Governing equations for free-surface water flows
Systems of shallow water equations have widely been used in the literature to model free-
surface flows in rivers and coastal areas as well as to study a wide variety of phenomena in
hydraulics and oceanography. The main feature in these equations is related to the fact that
vertical effects can be neglected compared to the horizontal ones with a good approximation by
replacing the vertical momentum equation by the hydrostatic pressure distribution. Indeed, the
shallow water equations have been derived by integrating the three-dimensional incompressible
Navier-Stokes equations along the vertical direction based on the assumptions that the vertical
motion is ignored and the pressure distribution is hydrostatic, see [225, 238] among others.
Thus, in terms of the dependent variables water height h(t, x) and water velocity u(t, x), the
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where Z(x) is the function characterizing the bottom topography, g the acceleration due to
gravity, Mb the Manning roughness coefficient at the bed, see the left plot in Figure 5.1 for an
illustration. The system (5.1) is strictly hyperbolic with real and distinct eigenvalues given by
λ1 = u−
√
gh, λ2 = u+
√
gh. (5.2)
In the current study, we also consider the two-layer shallow water equations for modelling free-
















































































Figure 5.1: Schematic illustration of a single-layer shallow water flow (left plot) and a two-layer
shallow water flow (right plot) over a given non-flat topography.
where the subscripts 1 and 2 represent respectively, the upper and lower layers in the hydraulic
system, see the right plot in Figure 5.1 for an illustration. Here, ρj is the water density of the
jth layer, hj(t, x) is the water height of the jth layer and uj(t, x) is the local water velocity
for the jth layer, j = 1, 2. It should be stressed that the exact calculation of eigenvalues
associated with the two-layer system (5.3) is not trivial, see for instance [124]. Indeed, the four
eigenvalues λk (k = 1, . . . , 4) of the system are the zeros of the characteristic polynomial
P (λ) =
(
λ2 − 2u1λ+ u21 − gh1
) (
λ2 − 2u2λ+ u22 − gh2
)
− g2rh1h2, (5.4)
where the density ratio r = ρ1/ρ2. It should be stressed that, in many applications for free-
surface flows, the density ratio r ≈ 1 and the velocities u1 ≈ u2. In these situations, a first-order
approximation of the eigenvalues can be obtained by expanding (5.4) in terms of 1 − r and
u2 − u1 as
λ1 ≈ Um −
√
g (h1 + h2),
λ2 ≈ Um +
√
g (h1 + h2),
(5.5)
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Note that, depending on the values of the density ratio r, the eigenvalues in (5.5) may become
complex. In this case, the system is not hyperbolic and it yields the so-called Kelvin-Helmholtz
instability at the interface separating the two layers. Therefore, a necessary condition for the
two-layer system (5.3) to be hyperbolic is
(u2 − u1)2 < (1− r)g (h1 + h2) . (5.6)
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= Q(W) + R(W), (5.7)
where W is the vector of conserved variables, F the vector of flux functions, Q and R the

































































 , R(W) =
 0
−ghM2b
u | u |
h4/3
 .
Note that equations (5.7) for free-surface flows has been solved in a time interval and a spa-
tial domain equipped with given initial and boundary conditions with fixed topography and
constant Manning roughness. In many hydraulic applications, these parameters are not deter-
ministic and may be hard to estimate.
5.2 Numerical simulation of free-surface water flows
For the numerical solution of the free-surface equations (5.7) a class of finite volume meth-
ods has been considered. The spatial domain has been discretized into control volumes
[xi−1/2, xi+1/2] with uniform size ∆x = xi+1/2 − xi−1/2 and divide the temporal domain into
subintervals [tn, tn+1] with stepsize ∆t. Here, tn = n∆t, xi−1/2 = i∆x and xi = (i+ 1/2)∆x is
the center of the control volume. Integrating the equation (5.7) with respect to space over the






= Qi +Ri, (5.8)
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and Fi±1/2 = F(Wi±1/2) are the numerical fluxes at x = xi±1/2 and time t. In (5.8), Qi and Ri
are the difference approximations of the discretized source terms Q(Wi) and S(Wi) in (5.7),
respectively. To integrate the system (5.8) in time, an operator splitting method consisting





i + ∆tRni , (5.9)








+ ∆tQn+1/2i . (5.10)
It should be pointed out that as with all explicit time stepping methods, the theoretical maxi-








where Cr is a constant (Courant number) to be chosen less than unity and λk are the eigenvalues
given by (5.2) or (5.5) for single-layer or two-layer shallow water equations, respectively. The
spatial discretization of the equation (5.10) is complete when a reconstruction of the numerical
fluxes Fn+1/2i±1/2 and source termsQ
n+1/2
i is chosen. In general, the reconstruction of the numerical
fluxes requires a solution of Riemann problems at the interfaces xi±1/2, see for example [205,
238]. In the current study the following reconstructions have been considered:




































where λ is the Rusanov speed defined by λ = max
k
(λnk), with λk are the eigenvalues given by
(5.2) or (5.5) for single-layer or two-layer shallow water equations, respectively.
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where λ̂1 and λ̂2 are the eigenvalues in (5.2) calculated at the averaged state. Note that the
extension of the Roe scheme to the two-layer system is not possible since (5.5) is only an
approximation and no explicit exact formulation is provided for eigenvalues associated to the
system. Therefore, a finite volume modified method of characteristics (FVC) is considered in
the current study. The FVC method is simple, easy to implement, and accurately solves the
equations (5.7) without relying on a Riemann problem solver. This method has been proposed
in [28] for solving single-layer shallow water equations (5.1) and its extension to the two-layer
shallow system (5.3) is presented in the present work.
5.2.1 Finite volume modified method of characteristics
To reconstruct the numerical fluxes Fni±1/2 in (5.10), the method of characteristics applied to
the advective version of the system (5.3) has been considered. In general, the advective form
of the two-layer system (5.3) is built such that the non-conservative variables are transported
with the same velocity field associated with each layer. Here, the two-layer shallow water



































(Z + rh1 + h2)
 . (5.17)
The fundamental idea of the method of characteristics is to impose a regular grid at the new
time level and to backtrack the flow trajectories to the previous time level. At the old time
level, the quantities that are needed are evaluated by interpolation from their known values
on a regular grid, for more discussions [213] among others. Thus, the characteristic curves







, τ ∈ [tn, tn+1] ,
(5.18)
Xj,i+1/2(tn+1) = xi+1/2, j = 1, 2.
Note that Xj,i+1/2(τ) is the departure point at time τ of a particle that will arrive at point
xi+1/2 in time tn+1. The method of characteristics does not follow the flow particles forward
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in time, as the Lagrangian schemes do, instead it traces backward the position at time tn of
particles that will reach the points of a fixed mesh at time tn+1. To compute the solutions of
(5.18) an explicit second-order Runge-Kutta scheme has been used. Once the characteristics














is the solution at the characteristic foot computed by interpolation
from the gridpoints of the control volume where the departure point resides. In the present
work a quadratic Lagrange interpolation to perform this stage has been considered.
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are the solutions at the characteristic foot computed by interpolation from the gridpoints of the
control volume where the departure points X1,i+1/2(tn) and X2,i+1/2(tn) belong. The numerical
fluxes Fi±1/2 in (5.8) are calculated using the intermediate states Wni±1/2 recovered accordingly
























































































where q1 = h1u1 and q2 = h2u2 are the water discharges associated with upper layer and lower
layer, respectively. In this FVC method, the reconstruction of the term ĥn1,i and ĥ
n
2,i in
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Algorithm 5.1 Finite volume modified method of characteristics used in the present study.
Require:
Tend: Final simulation time.
h: Water height.
u: Water velocity.
1: Discretize the given domain into set of control volumes.
2: Define the physical and numerical parameters.
3: Set the initial dam-break condition.
4: while t 6 Tend do
5: Update the time step.
6: Compute the departure points X1,i+1/2(tn) and X2,i+1/2(tn) using the explicit second-
order Runge-Kutta scheme for solving (5.18).



















employing a quadratic Lagrange interpolation procedure.






2,i+1/2 from the predictor
stage (5.20).






2,i using the corrector stage (5.21).
10: end while
(5.21) is carried out such that the discretization of the source terms is well balanced with the
discretization of the flux gradients using the concept of C-property as detailed in [28]. Hence,
if the source terms ĥn1,i and ĥ
n






















then the proposed FVC method satisfies the C-property. In summary, the implementation





















as shown in the
steps in algorithm 5.2.
5.3 Uncertainty quantification methods
In general, the purpose of uncertainty quantification is to identify the main sources of un-
certainty in a physical model (e.g. parameters, external forcing, boundary conditions, initial
conditions) and to quantify their impact on the quantities of interest simulated by the numerical
model (prognostic variables, probability of exceeding the threshold). This allows to associate
every forecast with a level of uncertainty since the accuracy of a simulation significantly de-
pends on both the quantity and the quality of the input data. Therefore, to better understand
the results of numerical simulations it is necessary to take into account these uncertainties in
the simulations. In addition, a problem of quantification of uncertainties is a problem which
aims at estimating uncertainty on the outputs of a numerical simulation according to the un-
certainties in knowledge of its input parameters. Because of the random nature of uncertainty,
5.3. UNCERTAINTY QUANTIFICATION METHODS Page 110
the probabilistic approach to deal with a problem of uncertainty quantification is to consider
the uncertain data of the model as random variables or random processes, and to reconsider the
real deterministic numerical model as a stochastic model. This section presents the techniques
used in the current study for uncertainty quantification. First, the methods of generating dif-
ferent independent realization of the bathymetric field are presented. Therefore, the classical
PCE method is used as a surrogate tool to alleviate the computational cost. Finally, as the
hydraulic state is also considered as a stochastic process, suggestion to reduce the dimension
of the problem using the POD and to compute a PCE only for the associated nonphysical
variables.
5.3.1 Karhunen-Loève expansion for stochastic process
A stochastic process is defined by the means of an indexation set X, E is a measurable space
and (Ω,F ,P) is a σ-algebra representing the probability space [249]. The stochastic process z
is then defined as a collection {zx, x ∈ X} which the random values are in the state space E
and described statistically by the probabilistic space (Ω,F ,P)
zx : Ω −→ E. (5.23)
Consequently, one is able to define a realization ω ∈ Ω for a stochastic process as
z(ω) :
X −→ E
x 7−→ z(ω) (5.24)
The Karhunen-Loève expansion (KL) allows to model a random process based on a spectral
decomposition of its spatial covariance matrix C(x, x′), see for example [128, 160]. Note that,
by construction the covariance function is real, symmetric and positive definite. Consequently,
the set of eigenfunctions form a complete orthogonal basis for the space in which the process
belongs. Hence, a stochastic process can be defined as




where x is the curvilinear abscissa, z the mean of the random process, ω = {ω1, . . . , ω∞}
a set of independent random variables, (li) (i = 0, 1, . . . ) the set of the eigenvalues of the
covariance function, and (φi(x)) (i = 0, 1, . . . ) the set of the eigenfunctions. In practice and for
computational reasons, the equation (5.25) is truncated at a certain degree d. The choice of









Thus, the expansion (5.25) is replaced by
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where ω is the stochastic input parameter. It should be stressed that the major limitation of
the KL decomposition is the a priori knowledge of the covariance matrix. This expansion is
commonly used to model the uncertainty of stochastic input parameters for two reasons: firstly
the mean-square error of the finite representation (5.26) is minimized such that the equation
(5.25) converges following the `2-norm. The second reason is related to the generation of ran-
dom samples. In fact, making a realization of z(x,ω) amounts to randomly draw the different
ωi following a defined probability density function. Those parameters are considered indepen-
dent random variables. Therefore, the KL decomposition offers a good representation of the
input parameters when the covariance is known. In this study, The covariance matrix C(x, x′)
is supposed to be exponential. Indeed, [261] showed that the uncertainty in the description
of bathymetric fields followed this spatial correlation function. Thus, the correlation matrix is
defined as







where σ and θ are the hyper-parameters of the covariance function with σ is the standard
deviation of the process and θ is the correlation length. Note that, calculating the eigenvalues
and eigenvectors is well known by the Fredholm problem. There exits many algorithms that
aim to solve this latter given a well defined matrix. Once, li and φi(x) are known, the KL
expansion is implemented in as straightforward manner. Therefore, the bathymetry could be
written as described in (5.26) and could be sampled in order to consider its uncertainty in
hydraulic computations.
5.3.2 Polynomial chaos expansions
The PCE has been intensively used as a surrogate model in the context of uncertainty quantifi-
cation, see [108, 80] among others. It aims to reproduce the global behavior of the considered
shallow water models. Supposing that the input parameters of this model are represented
by M independent random variables ζ = {ζ1, ζ2, . . . , ζM} with finite variance well defined in a
probabilistic space, the response U of this model is also random. Note that U is a vector-valued
response as it represents the spatial variability of the hydraulic states. Considering that the
expectation E[‖U‖2] is finite, the behavior of U could be reproducible following a polynomial





where Ψi are the multivariate polynomials that form the basis are chosen in such way they
are orthonormal with respect to the associated probability density function of ζ, compare for
example [248, 252]. In (5.28), αi are the unknown spectral coefficients of the decomposition to





where I ⊂ N is the finite set of indices. The determination of a PCE is therefore conditioned
by the estimation of the spectral coefficients αi. There are many methods used in the literature
to achieve this step and we refer to [251, 252, 144] for a review on these methodologies. In
the current work, only the regression method is used and this choice comes from the fact
that these methods coupled with compressed sensing techniques are advantageous when the
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stochastic dimension M of the problem is high (which is more likely to be the case here after
the use of the KL decomposition). The regression method is based on solving a least-square
minimization problem in some `2-norm to estimate the coefficients αi, see for instance [65, 33].
In practice, we begin by defining an error ε as the distance between the model and the PCE










ζ(1), . . . , ζ(Nls)
)>
is the set of realizations for the stochastic input variables
ζ and W =
(
U(1), . . . ,U(Nls)
)>
the vector of associated model outputs. Defining α =(
α0, . . . , αNPC−1
)>
as the vector of the NPC = Card(I) unknown coefficients and Ψ is the
matrix of size NPC ×Nls assembling the values of all orthonormal polynomials at the stochas-
tic input realizations values Ψik = Ψi(ζ
(k)), with i = 0, 1, . . . , NPC−1 and k = 1, 2, . . . , Nls.
Following the ordinary least-square solver (5.30), the estimation of the set of coefficients α is
equivalent to minimize the following function
J(α) = ε>ε =
(
W −α>Ψ
)> (W −α>Ψ) , (5.31)
which leads to a standard well-known linear algebraic solution as
α = (Ψ>Ψ)−1 Ψ>W . (5.32)
Here, the input space exploration is fulfilled using a Monte-Carlo sampling-based approach
[39, 80]. It is worth mentioning that the number of coefficients NPC needed is directly affected
by the stochastic dimension M as well as the polynomial degree p. As a consequence, the
Monte-Carlo size Nls will also increase significantly with M and p. This is a classical problem
of PCE also known as the curse of dimensionality. The adaptive Least Angle Regression (LAR)
method [48] has been introduced and used to overcome this specific problem [39]. This method
introduced in the context of compressed sensing has made it possible to recover accurately
the solution with fewer model simulations. It will be used in the present work as it has been
demonstrated to be very efficient in this framework. The idea behind this method is to select
with an iterative manner an optimal sparse basis among the original one and then to compute
a limited number of coefficients using a standard regression method. In the context of PCE,
a hybrid LAR method is used. The method consists on using LAR to evaluate the best set
of predictors among the full basis elements with the help of a cross-validation method. These
coefficients are estimated using the classical least square method, see [39] for more details.
The infinite expansion (5.28) describing the PCE converges with respect to the standard `2-
norm known by the mean-squared convergence, see for example [251]. However, due to the
errors of truncation and spectral coefficient estimation, the accuracy of this expansion must be
evaluated in the same error norm. There are many different error metrics that allow to assess
the accuracy of the PCE, see [80, 251] among others. In the present work, all the PCEs are
assessed using the Leave-One-Out (LOO) error. This method avoids integrating the model
over another set of validation samples and therefore the computational cost is optimized. It
has been introduced in this context with the introduction of sparse PCE [33] and the LOO
technique required the formulation of several surrogate models [75, 39]. Each surrogate model
is built excluding one point out of the input sample and the accuracy of the surrogate model
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where U denotes the sample-averaged model simulations and U(−k) stands for the evaluation
of the PCE at ζ(k) when the surrogate has been built using an experimental design in which
ζ(k) was excluded. It should be stressed that, in the context of PCE it has been proven that
the LOO error could be computed analytically using all the samples. In this case, a corrected
LOO error is computed using only a full PCE rather than several decompositions, compare
[38]. Furthermore, it has been proven that in the case of sparse PCE, the LOO error is robust
and conservative, see [37]. The relative error and the LOO error have also been compared in
[80] for the case of PCE applied to hydraulic uncertainties and the results reported in this
reference have shown a good agreement between the two metrics. In the present work, the
determination of the optimal polynomial degree is performed using an iterative procedure.
Thus, a PCE is computed for different degrees varying from 1 to 20 and the optimal degree is
determined based on the value of the corresponding εLOO error. For the same value of a given
error, the lowest value of the degree is retained.
Note that, when dealing with numerical models with spatial or temporal dependency, the clas-
sical way used in numerical simulations is to discretize the physical domain and resolve the
governing equations for each control volume. This procedure leads to multiple decompositions
to ensure the numerical convergence. As a result, uncertainty quantification becomes compu-
tationally very demanding not only because of the stochastic dimensions but also because of
the spatial or temporal dimensions of the output variables. For these reasons, many methods
have been introduced in the literature in order to reduce the dimensionality of the output
vector, see for instance [197, 41, 63, 40]. Among all these different techniques, the POD have
proven to be more efficient in the context of physical fields with rapid variability as in the case
of hydraulics [197].
5.3.3 Stochastic proper orthogonal decomposition
The proper orthogonal decomposition (POD) is a well-established technique that allows a
high-dimensional system to be approached by a low-dimensional one, compare [68] among
others. This method is based on determining a basis of orthogonal eigenvalues representative
of the simulated physics. The eigenvectors are obtained by solving the integral of Fredholm
problem whereas, the kernel of this integral is constructed from a set of simulations constructed
using a set of experiments. The interesting property of this representation lies in the fact
that the eigenfunctions associated with the problem are optimal in the sense of the energetic
representation which makes it possible to use them to construct a reduced representation of the
physics under study. Notice that the POD is used in the uncertainty quantification to reduce
the size of a random vector at the output of the model. The uncertainty is therefore carried
out over each direction defined by the eigenvectors φi(x). The idea is based on projecting the
solution U of the model into a finite and orthonormal basis {φi, i ∈ IPOD}, where IPOD is a
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Algorithm 5.2 Stochastic proper orthogonal decomposition used in the present study.
Require:
Tend: Final simulation time
1: while t 6 Tend do
2: Define the covariance matrix (5.35)
3: Expand the matrix C using an SVD algorithm to determine λi and φi(x)
4: Retain only the first k eigenvalues and eigenvectors in the expansion using the condition
(5.34)
5: Reconstruct the stochastic solutions U(x, ζ) using (5.34)
6: end while
where λ̂i is the mean value of λi(ζ). The estimation of the finite basis {φi, i ∈ IPOD} is





Indeed, the literature is rich of techniques that aim to decompose a covariance matrix. One of
the most known methods is the Singular Value Decomposition (SVD) algorithm [74]. Hence,








> 1− ε, (5.36)
In summary, the stochastic POD procedure can be implemented as in algorithm 5.2.
It is worth remarking that the selection of convergence criterion is problem dependent and
therefore the selection of ε for test examples in the present investigation is discussed in sections
5.4 and 5.5 where numerical examples are described.
5.3.4 The POD-PCE surrogate model
Once the stochastic POD is reconstructed, the eigenvalues are considered as stochastic inde-
pendent variables (since the eigenvectors form a basis). This means that defining a PCE for
each eigenvalue following the same manner as described in the previous section on polynomial
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Figure 5.2: Schematic representation of the POD-PCE based surrogate model.
Figure 5.2 summarizes both algorithms considered in the present work for the quantification
of uncertainty. Here, the first step consists of developing the KL decomposition to be able
to sample the bathymetric fields. Obviously, this step depends mainly on the definition of a
spatial correlation associated with the problem under consideration. In practice, the covari-
ance matrix could be inferred from observational data, compare for example [222, 199]. For all
simulations carried out in this study, the correlation matrix is assumed to be exponential with
given correlation length for each test problem and the associated eigenvalues and eigenvectors
are obtained analytically as in [145]. The second step in the algorithm for uncertainty quantifi-
cation is sampling the different random variables using a Monte Carlo approach which includes
the eigenvalues of the KL decomposition and the Manning coefficient following a well defined
probabilistic distribution. For each realization, the hydraulic state is computed as shown by
step 3 in the algorithm shown in Figure 5.2. Next, a resulting hydraulic state is obtained
for each realization which allow to perform a POD over the hydraulic state. Note that the
eigenvectors represent the spatial variability while, the eigenvalues are responsible for the
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Figure 5.3: Eigenvalues (left plot) and associated eigenfunctions (right plot) of the correlation
matrix in the KL decomposition for the dam-break problem over a flat bed.
uncertainty as explained in [40, 79]. The final step in this algorithm is to carry an adaptive
spare PCE over the eigenvalues of the POD. It is evident that, using this surrogate model, one
is able to quantify the uncertainty for each numerical solver.
5.4 Numerical results and examples
Numerical results for several test problems of shallow water flows using single-layer and two-
layer shallow water equations over flat and non-flat beds have been presented in this section.
The main goal of this section is to illustrate the numerical performance of the techniques
described above. In all the computations reported herein, the Courant number is set to Cr =
0.7 and the time stepsize ∆t is adjusted at each time step according to the CFL stability
condition (5.11). Numerical results obtained using the Lax-Friedrich’s, Rusanov, Roe and
FVC methods have been presented.
5.4.1 Results for single-layer shallow flows
In this class of flow problems, the uncertainty using the proposed finite volume methods for the
single-layer shallow water equations (5.1) has been investigated. More precisely quantifying the
uncertainty related to the bathymetry displayed by the considered numerical methods. The aim
here is to rank these finite volume methods regarding the uncertainty on the computed water
height and water velocity variables when the knowledge about the bathymetry is uncertain.
Here, the POD-PCE meta-model is built using 1000 forward simulations. The uncertainty in
this case with the model using two different meshes with 100 and 200 control volumes have
been evaluated. In all cases considered in this section, the general methodology described in
section 5.4 has been followed. Thus, first the bathymetry field using the KL decomposition
has been decomposed, then running the Monte-Carlo simulations to obtain a set of fields for
both water height and water velocity. These fields are then reduced using the POD approach
and then reduced further by using a truncation threshold in the PCE over each POD mode.
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Table 5.1: Best polynomial degree along with the LOO error for the two POD modes in the
water height and water velocity using different numerical schemes for the dam-break problem
over a flat bed.
First POD mode
FVC Lax-Friedrichs Roe Rusanov
Optimal polynomial degree (h) 3 3 3 3
Optimal polynomial degree (u) 3 3 3 3
LOO error (h) 1.5× 10−9 1.8× 10−9 4.5× 10−11 3.8× 10−11
LOO error (u) 10−7 1.6× 10−6 2.3× 10−8 2.2× 10−9
Second POD mode
FVC Lax-Friedrichs Roe Rusanov
Optimal polynomial degree (h) 3 3 3 3
Optimal polynomial degree (u) 3 3 3 3
LOO error (h) 4.8× 10−9 3.6× 10−9 0.75× 10−11 0.4× 10−11
LOO error (u) 8.8× 10−7 2× 10−6 1.3× 10−8 5.8× 10−9
Dam-break problem over a flat bed
For this test example, the uncertainty quantification is performed for a dam-break flow problem
over a stochastic frictionless flat bed (i.e. Z = 0 and Mb = 0). The channel is of length 30 m
and subject to the following initial conditions
h(0, x) =

1 m, if x ≤ 15 m,
0.3 m, if x > 15 m,
u(0, x) = 0 m/s.
At time t = 0 the dam collapses and the flow problem consists of a shock wave travelling
downstream and a rarefaction wave travelling upstream. The computed results are presented
at time t = 2 s.
Figure 5.3 presents the eigenvalues and eigenvectors obtained for the bathymetry process. This
latter is supposed to be a Gaussian process described with an exponential spatial autocorre-
lation function. Given a value of threshold ε = 10−2, 8 eigenvalues are required to correctly
sample the bathymetric field. In other words, the stochastic dimension of this problem is set at
8. For each of the four numerical methods tested in this study, a 1000 Monte-Carlo simulations
are run while the POD is then used to reduce the output space. In this case, only two modes
are retained to correctly represent the water height and the water velocity fields. The PCE
is built over each POD mode corresponding to 4 PCEs (2 for the water height and 2 for the
water velocity) instead of 2 × 100 decompositions in the conventional approach. An iterative
procedure is used to determine the best polynomial degree along with the LOO error that is
used to assess the robustness of the considered PCE.
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Figure 5.4: Mean solutions obtained using Lax-Friedrichs, Roe, Rusanov and FVC methods
for water height (left plot) and water velocity (right plot) for the dam-break problem over a
flat bed.
Figure 5.5: Variance solutions obtained using Lax-Friedrichs, Roe, Rusanov and FVC methods
for water height (left plot) and water velocity (right plot) for the dam-break problem over a
flat bed.
Table 5.1 summarizes the results obtained for the first and the second POD modes. It is evi-
dent that a polynomial of degree 3 is enough to correctly reproduce the uncertainty translated
from errors in the bathymetry in the four methods considered in this study. Depending on the
numerical method and the output field (water height or water velocity), the LOO error varies
from 10−11 to 10−6 which makes the surrogate model very reliable for uncertainty quantifica-
tion in this class of dam-break problems. The results obtained for the mean and variance fields
are reported in Figure 5.4 and Figure 5.5, respectively. As can be seen from these results, the
mean fields highlight some well-established results on the accuracy of the numerical methods,
i.e. the numerical diffusion is more pronounced for the Lax-Friedrich’s method than the FVC
method. However, the variance fields show noticeable differences in these numerical methods
particularly where the hydraulic jump occurs. It is also clear that the FVC and Roe methods
are more sensitive to changes in the bathymetry than the Rusanov and Lax-Friedrich’s meth-
ods. The FVC and Roe methods, being more accurate than the Rusanov and Lax-Friedrich’s
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Figure 5.6: Spacial correlation field for water height using Lax-Friedrichs, Roe, Rusanov and
FVC methods for the dam-break problem over a flat bed.
methods, are more sensitive to the stochastic inputs. Therefore, these numerical methods
display more uncertainty in both water height and water velocity solutions. Furthermore, re-
garding their importance in the context of data assimilation for bathymetric corrections, the
correlation matrices and functions are presented for this test example. Figure 5.6 illustrates
the correlation matrices using the four numerical methods whereas, Figure 5.7 represents the
correlation function in the spatial points located at x = 1 m and 15 m in the computational
domain. There are no obvious differences in these statistical informations for this test case.
This reveals that for the considered hydraulic conditions, the numerical diffusion present in
some of the numerical methods does not impact the correlation matrices.
Next, numerical results for later time (t = 4 s) to quantify the propagation of uncertainty in the
hydraulic model have been presented. Figure 5.8 displays the obtained results at this simulation
time. Comparing these results with those shown in Figure 5.5, clearly the uncertainty is very
sensitive to the simulation time and therefore to the physical hydraulic itself. This confirms that
the uncertainty quantification should be addressed carefully regarding the considered physics
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Figure 5.7: Correlation functions for water height at x = 1 m (left plot) and x = 15 m (right
plot) using Lax-Friedrichs, Roe, Rusanov and FVC methods for the dam-break problem over
a flat bed.
Figure 5.8: Same as Figure 5.5 but at time t = 4 s.
and the results for one simulation time are far to be generalized to another simulation time.
Regarding the numerical methods considered in this study, the results are quite similar to the
previous case and the high-accurate methods such as FVC and Roe methods, display more
uncertainties than the low accurate ones, and this uncertainty tends to propagate spatially
within the simulation time. In the contrary, methods with large numerical diffusion such as
Rusanov and Lax-Friedrich’s methods display less uncertainty and this uncertainty is more
localized depending on the physical hydraulics studied.
Next comparing the sensitivity results of uncertainty quantification for two different meshes
with 100 and 200 control volumes. Figure 5.9 shows the results of the uncertainty and its
sensitivity to the spatial discretization using Rusanov fluxes. Note that refining the mesh will
ultimately improve the accuracy of the model and intuitively the uncertainty should decrease.
This statement is only true for the upstream region and it is especially highlighted for the water
height. However, around the area where the shock occurs, refining the spatial discretization
will lead to more uncertainty mainly because of the complex physics occurring in this area.
From the obtained results, it is clear that the uncertainty is mainly driven by the numerical
diffusion generated by the numerical methods.
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Figure 5.9: Variance solutions obtained using Rusanov method for water height (left plot) and
water velocity (right plot) at time t = 4 s for the dam-break problem over a flat bed using two
different meshes with 100 and 200 control volumes.
Table 5.2: Variation coefficients in the bathymetry CVb and in the Manning CVm used in our
simulations for the dam-break problem over a non-flat bed.
Test 1 Test 2 Test 3 Test 4
CVm 0.05 0.01 0.01 0.05
CVb 0.05 0.05 0.1 0.1
5.4.2 Dam-break problem over non-flat bed












The aim here is to study effects of the supposed uncertainty in both the bathymetry and the
Manning coefficient on the hydraulic state over a non-flat bed. In this example, the Manning
coefficient used to equal 0.025, a mesh with 100 control volumes and a simulation time of
t = 2 s have been implemented. Four different tests, as described in Table 5.2, are considered
in this study. The aim here is to assess the sensitivity of the uncertainty on the supposed
stochasticity in the input. Following the same strategy to quantify the uncertainty as dis-
cussed in section 5.2. As described in Table 5.3, two POD modes are enough to represent all
the uncertainty displayed by the hydraulic state. In general, a polynomial of degree 3 is able
to correctly study the uncertainty as the LOO error ranges from 10−11 to 10−6 depending on
which numerical method is used.
It should be stressed that, since the purpose of the current work is to study the sensitivity of
uncertainty in hydraulic calculations to the bathymetric effects. The variance of both water
heights and velocity fields using the considered numerical methods and for the cases listed in
Table 5.2 are displayed in Figure 5.10. The comments in the previous section are still valid for
these simulations here as well. The variance does not significantly change from a numerical
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method to another however, near the hydraulic jump, the uncertainty increases and therefore
the numerical settings need to be more accurate. It is clear that the variance around the
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Figure 5.10: Variance solutions for the water height h (left plots) and water velocity u (right
plots) obtained for the dam-break problem over a non-flat bed at time t = 2 s in the four
considered tests listed in Table 5.2.
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Table 5.3: Best polynomial degree along with the LOO error for the two POD modes in the
water height and water velocity using different numerical schemes for the dam-break problem
over a non-flat bed.
First POD mode
FVC Lax-Friedrichs Roe Rusanov
Optimal polynomial degree (h) 3 3 3 3
Optimal polynomial degree (u) 3 3 3 3
LOO error (h) 0.2× 10−10 0.5−9 2.3−11 2.2−11
LOO error (u) 10−8 1.6−6 0.8−8 1.1−8
Second POD mode
FVC Lax-Friedrichs Roe Rusanov
Optimal polynomial degree (h) 3 3 3 3
Optimal polynomial degree (u) 3 3 3 3
LOO error (h) 1.3 10−10 2.4 10−9 3.7 10−11 1.5 10−11
LOO error (u) 1.1 10−8 0.6 10−6 1.6 10−8 0.7 10−8
hydraulic jump for the FVC method attends the highest values. Figure 5.10 points also out
that the hydraulic state is more sensitive to the bathymetry than the Manning coefficient. For
instance, the variance of the two last tests in Table 5.2 is four times the variance of the first
two tests regardless the uncertainty taken in the Manning coefficient.
5.5 Results for two-layer shallow water flows
Numerical results for the two-layer shallow water equations (5.3) subject to different hydraulic
conditions are presented in this section. Considering two test examples including a lock-
exchange flow problem and the problem of flow exchange in the Strait of Gibraltar. Focusing
mainly on assessing the uncertainty of the hydraulic states composed by the hydraulic layers
and two velocities related to these layers with respect to the bathymetry. Notice that, in
absence of exact expressions for the eigenvalues in the system (5.3), the Roe method can not
be applied and only results obtained using the Lax-Friederich, Rusanov and FVC methods are
presented in this section. Since the purpose here is to quantify the uncertainty regarding the
numerical method used, a small variation of the bathymetry around the mean is considered to
guaranty stability in the considered numerical methods.
5.5.1 Lock-exchange flow problem
In the first example, the lock-exchange problem proposed in [87] is considered. The bottom
topography is considered to be a Gaussian function defined as
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Table 5.4: Best polynomial degree along with the LOO error for the POD mode in the water
height and water velocity using different numerical schemes for the lock-exchange flow problem.
FVC Lax-Friedrich’s Rusanov
Optimal polynomial degree (h1) 2 2 3
Optimal polynomial degree (h2) 2 2 2
Optimal polynomial degree (u1) 2 2 2
Optimal polynomial degree (u2) 2 2 2
LOO error (h1) 2× 10−5 1.9× 10−5 8.8× 10−6
LOO error (h2) 5.8× 10−6 4.7× 10−6 1.2× 10−8
LOO error (u1) 8.8× 10−6 10−5 1.6× 10−8
LOO error (u2) 1.1× 10−5 1.2× 10−5 1.1× 10−8
The two layers are initially separated and the lighter water is on the left while the heavier one
is on the right i.e.,
(h1(x, 0), h2(x, 0))
> =
(−Z (x) , 0)
> , if x ≤ 0,
(0,−Z (x))> , elsewhere,
u1(x, 0) = u2(x, 0) = 0. (5.40)
The density ratio is ρ1/ρ2 = 0.98, the computational domain is [−3, 3] and the boundary
conditions are imposed on the water discharges q1 = h1u1 and q2 = h2u2 as q1 = −q2 at each
end of the domain. In this hydraulic problem, the heavier water propagates to the left while
the lighter one moves to the right. The solution is expected to converge to a smooth steady
state and computing the numerical steady-state solution on a mesh with 100 control volumes.
Following the same methodology described in section 5.1, the uncertainty of the hydraulic state
is quantified. For this flow problem, first the assessment of the surrogate model is performed.
The obtained results show that given the uncertainty of the bathymetry, only one POD mode
is needed. Indeed, the perturbation in the bathymetry highly affects the numerical stability
and therefore, the domain of randomness of this parameter has been narrowed which would
also translate to a narrow domain of uncertainty in the hydraulic state. Table 5.4 summarizes
the results of the surrogate model built for each component of the hydraulic state and for
each numerical method. Here, a polynomial degree of 2 is enough to correctly estimate the
uncertainty and the LOO error ranges from 10−8 to 10−5. This makes the proposed surrogate
model very reliable for the purpose of uncertainty quantification.
Figure 5.11 illustrates the mean values of the water free-surface and water interface correspond-
ing to the two water layers whereas, Figure 5.12 reports the mean value of the water velocities
for the three numerical methods considered in the present study. It is clear that there are
no large differences between the results obtained for the water free-surface solutions. For the
water velocities, the Rusanov method is underestimating the mean solutions compared to the
Lax-Friedrich’s and FVC methods, but the differences are also very small. It is also worth
noting that it could be corrected using observations. Figure 5.13 and Figure 5.14 display the
results obtained for the variance in water height and water velocity, respectively. In contrary
to the mean value, these results are very different. It is clear that the Lax-Friedrich’s method
generates the largest amount of the uncertainty compared to the other methods. This large
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Figure 5.11: Mean value of the hydraulic state for the lock-exchange flow problem.
Figure 5.12: Mean values for water velocity u1 (left plot) and u2 (right plot) for the lock-
exchange flow problem.
amount of uncertainty is mainly driven by the model itself as the numerical diffusion in this
case is also very important compared to the single-layer shallow water model. The hydraulic
calculations using the FVC method are also very uncertain compared to the Rusanov method.
However, the uncertainty in this case is explained by the uncertainty of the bathymetry rather
than the model itself. This means that the choice of the accurate numerical method to be used
for the operational analysis should be accurate enough to take into account the complexity of
the physical hydraulics but its uncertainty should not exceed some amounts that will make
this error uncorrectable even with the use of observational data.
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Figure 5.13: Variance in water height h1 (left plot) and h2 (right plot) for the lock-exchange
flow problem.
Figure 5.14: Variance in water velocity u1 (left plot) and u2 (right plot) for the lock-exchange
flow problem.
5.5.2 Flow exchange through the Strait of Gibraltar
The last example consists of solving the problem of flow exchange through the Strait of Gibral-
tar. This hydraulic problem is selected because it presents a real example of two-layer shallow
water flows for two major reasons. Firstly, the domain of the Strait of Gibraltar is a large-scale
domain including high gradients of the bathymetry and well-defined shelf regions. Secondly,
the Strait contains two water bodies with different densities, which present a challenge in the
shallow water modelling. Indeed, the basic Oceanic circulation in the Strait of Gibraltar con-
sists of an upper layer of cold, fresh surface Atlantic water (with density ρ1 = 1027 kg/m
3) and
an opposite deep current of warmer and salty outflowing Mediterranean water (with density
ρ2 = 1029 kg/m
3), compare for example [104]. A schematic map of the Strait of Gibraltar
along with relevant locations is depicted in the left plot of Figure 5.16. The system is bounded
to the north and south by the Iberian and African continental forelands, respectively, and to
the west and east by the Atlantic Ocean and the Mediterranean sea. In geographical coordi-
nates, the Strait of Gibraltar is 35o45′ to 36o15′ N latitude and 5o15′ to 6o05′ W longitude.
Here, we consider a one-dimensional cross-section
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Figure 5.16: Schematic map of the Strait of Gibraltar along with relevant locations (left plot)
and the bathymetry used in our simulations (right plot).
along the Strait (obtained by a longitudinal section along the dashed line in the left plot of
Figure 5.16). The computational domain and the associated bathymetry are displayed in the
right plot of Figure 5.16. This restricted domain has also been considered in [124, 105] among
others. This hydraulic problem was experimentally studied in [51] and numerically solved
in [77] using a semi-Lagrangian scheme and in [124] using a discontinuous Galerkin method.
The flow parameters of this experiment are those used in [51, 77, 124]. Thus, an artificial
dam is included in the Strait separating the water bodies from the Atlantic Ocean and the
Mediterranean sea. On the boundaries, the ratio between the water discharges is set to 1,
i.e., q1 = −q2 at each boundary node. Here, the computational domain is covered with 100
control volumes and Figure 5.15 exhibits the initial water heights h1 and h2. The uncertainty
displayed by the three numerical methods used to identify the flow in this region is evaluated.
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Figure 5.17: Eigenvalues (left plot) and associated eigenfunctions (right plot) used in the KL
decomposition to sample the bathyemtric field over the Strait of Gibraltar using an exponential
Kernel with a correlation length of 10 km.
Table 5.5: Best polynomial degree along with the LOO error for the POD mode in the hydraulic
states using different numerical schemes for the problem of flow exchange through the Strait
of Gibraltar.
FVC Lax-Friedrich’s Rusanov
Optimal polynomial degree (h1) 3 3 3
Optimal polynomial degree (h2) 3 3 3
Optimal polynomial degree (u1) 3 3 3
Optimal polynomial degree (u2) 3 3 3
LOO error (h1) 3.2× 10−6 2.9× 10−6 3.1× 10−6
LOO error (h2) 2.6× 10−5 2.1× 10−5 2.3× 10−5
LOO error (u1) 1.9× 10−7 1.5× 10−7 1.5× 10−7
LOO error (u2) 2.1× 10−7 1.7× 10−5 1.75× 10−7
The aim is to quantify the uncertainty generated by an error in the reconstruction of the Strait
bathymetry using the three different numerical methods. First, a KL decomposition is carried
out in order to represent the stochastic aspect of the bathymetric field. The spatial correlation
matrix was supposed to have an exponential Kernel as in [261] and the correlation length is
set to a value of 10 km. Figure 5.17 displays the results of this decomposition. It is evident
that the stochastic dimension of this hydraulic problem is very high as more than 30 modes are
needed for the LOO error to be under the threshold error of 10−2. This is mainly attributed
to the size of the physical domain used in the modelling of flow exchange through the Strait
of Gibraltar.
Following the methodology discussed in Section 5.3, the fields of water height and velocity are
decomposed using a POD. Then, the uncertainty is supposed to be described by the eigenvalues
of the POD approach. For the considered hydraulic conditions and given the threshold used
in the POD, only one mode is enough to represent correctly the uncertainty. Again, the
considered variance in the bathymetry has been selected reasonably small in order to maintain
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Figure 5.18: Mean hydraulics for the problem of flow exchange through the Strait of Gibraltar.
Figure 5.19: Variance in water height h1 (left plot) and h2 (right plot) for the problem of flow
exchange through the Strait of Gibraltar.
the stability of the numerical schemes. Table 5.5 describes the assessment of the PCE for this
mode in all the three numerical methods used in this study. Overall, a polynomial degree of 3
is able to correctly resolve the uncertainty with an error estimated to be less than 10−5 for the
four fields considered in a two-layer shallow water model and for the three numerical methods
considered for its numerical simulations.
Figure 5.18 represents the mean fields of the water free-surface h1 and the water interface h2
obtained at the steady-state time. As can be seen, the Mediterranean water moves downstream
and exits the Strait resulting in the formation of strong and weak shocks. Under actual flow
conditions, it is clear that a hydraulic jump is detected in the water interface near the Camarinal
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Figure 5.20: Variance in water velocity u1 (left plot) and u2 (right plot) for the problem of
flow exchange through the Strait of Gibraltar.
Sill. The exchange discharge predicted by this method is q1 = −q2 = 0.856 sv. There is an
excellent agreement between the numerical results obtained by the considered methods and
those from previous studies reported in [51, 77, 124]. It is worth remarking that the exact
solutions to these examples are not available, but the computed solutions using the proposed
methods seem to converge to the physically relevant solutions in all selected test cases. The
numerical methods used in this case capture the shock accurately and do not diffuse the fronts
or exhibits oscillations near the steep gradients in the computational domain. Overall, there
is a good convergence between the results of the three numerical methods considered for this
exchange flow problem. This agreement is also observed in the mean velocity field of the
upper layer for the three numerical methods. However, for the water interface, there is a slight
difference between the mean fields obtained using the FVC method and those obtained using
the other considered numerical methods for this flow problem. These discrepancies are also
observed in the variance fields, see Figure 5.19 and Figure 5.20. Hence, the FVC method
being numerically more accurate, it displays less uncertainty than the diffusive methods. This
case example demonstrates that when the physical hydraulics is very complex, the use of a
highly accurate numerical method is necessary and the uncertainty quantified by this method
is expected to be well predicted.
5.6 Conclusions
In the current study, the uncertainty quantification in a class of finite volume methods for
free-surface flows has been examined. The models consist of both single-layer and two-layer
shallow water equations with stochastic bathymetry and Manning roughness coefficients. This
methodology allows to overcome many known challenges in the uncertainty quantification for
computational hydraulics and it combines: (i) a Karhunen-Loève decomposition to sample
stochastic processes independently of the required number of control volumes in the mesh
to achieve reasonable accuracy, (ii) a sparse polynomial chaos expansion to overcome the well
known problem of curse of dimensionality risen by the Karhunen-Loève decomposition at a rea-
sonable computational cost, and (iii) a proper orthogonal decomposition for hydraulic states
to increase further the efficiency of the proposed method. In order to reduce the number of
samples required for the uncertainty quantification in these methods, the proper orthogonal
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decomposition method is combined with the polynomial chaos expansions for efficient resolu-
tion of complex hydraulic problems with large numbers of random variables. Numerical results
are presented for dam-break problems for single-layer models and for exchange flows for two-
layer models including the problem of flow exchange through the Strait of Gibraltar. It has
been shown that the uncertainty in the hydraulic calculations is very sensitive to both the
mathematical model and the numerical methods selected for their approximations. Indeed,
many works have been devoted in the literature to develop advanced numerical methods to
improve the accuracy of the models to meet with the required physical hydraulics. However,
the cost of this accuracy lies on the poor quantification of uncertainty in the hydraulic mod-
els. In addition, the simulation time has also been highlighted to be a subject of uncertainty
such that the uncertainty tends to increase with the simulation time. Therefore, the numerical
method should carefully be chosen and according to the hydraulic problem under consideration.
Efforts on correcting the bathymetric fields would be very relevant to reduce the uncertainty
of such models. In the case of two-layer shallow water flows such as flow through the Strait of
Gibraltar, highly accurate finite volume schemes are shown to be the best numerical tools to
quantify uncertainties in their involved parameters. Although, we have studied only the case of
one-dimensional problems in hydraulics, the extension to two-dimensional problems would be
an encouraging next step and requires an in-depth study on finite volume methods for solving
stochastic shallow water equations in unstructured meshes. In the present work, the impact of
the stochasticity either in the Manning coefficient and/or in the bed bathymetry on the uncer-
tainty in the computed hydraulic states has been assessed. The obtained results demonstrate
that the hydraulic states are more sensitive to the uncertain bathymetry than the Manning
coefficient. Therefore, efforts on correcting the bathymetric fields would be more relevant than
the friction coefficients to reduce the uncertainty. In case of two-layer shallow water flows such
as flow through the Strait of Gibraltar, highly accurate finite volume schemes are shown to be
the best numerical tools to quantify uncertainties in their involved parameters. The obtained
results demonstrated that in some hydraulic applications, highly accurate numerical method
yields an increase in its uncertainty and makes it very demanding to use in an operational
manner with measured data from the field. This method can be extended to two-dimensional
shallow water flows directly and with no major corrections to the prescribed procedure.
Chapter 6
Efficient quantification of uncertainties
in multi-layer Shallow Water Flows
with Mass Exchange
Modelling water flows at places such as Mediterranean sea is of utmost importance, especially
at the Strait of Gibraltar. At this place, an exchange between a denser water from the Atlantic
Ocean and a fresher water from the Mediterranean sea occurs. Moreover, under the impact
of the topography and wind forces, the hydrodynamics can be very complex [139]. Therefore,
monitoring activities such as maritime transportations, management of pollution spills [106]
and fishery [85] could be very challenging. Numerical modelling of such hydrodynamics would
require the use of the full three-dimensional Navier-Stokes equations. As many studies re-
ported, the flow is mainly driven by the baroclinic modes of variability. The transport and the
occurrence of some eddies and small scale surface waves are driven by the longitudinal gradi-
ent of pressure, temperature and density. These hydraulic features can not be captured using
the standard shallow water equations. However, with the introduction of multi-layer shallow
water equations, the use of computationally efficient numerical models is possible. This class
of multi-layer shallow water equations avoid the computationally demanding methods needed
to solve the three-dimensional Navier-Stokes equations, but at the same time they provide
stratified flow velocities since the pressure distribution is still assumed to be hydrostatic. In
the current study, the free-surface flow problem is approximated as a layered system made of
multiple shallow water systems of different water heights but coupled through mass-exchange
terms between the embedded layers. Recently, multi-layer shallow water equations have been
subject of various research studies [87, 81, 124] and have been used for modelling a variety of
free-surface flows where water flows interact with the bed geometry and wind stresses. While
general efforts have been concentrated to present efficient numerical tools that allow to solve
the deterministic problem, to the best of our knowledge, uncertainty quantification of these
models have not been considered. In the present work, we consider these methods to model the
exchange flow occurring at Strait of Gibraltar and quantify the uncertainty of the numerical
response. Especially that many heterogeneous observational data are available at this Strait
based on GPS, radar, remote sensing and in-situ measurements [139, 126, 111]. Furthermore,
it has already been established that monitoring this area using numerical models coupled with
altimetry observations could be very effective using data assimilation methods [64].
When using numerical algorithms such as data assimilation, the forecast of the model is pre-
dicted based on a reduced dynamic model uncertainty. Therefore, uncertainty is ubiquitous to
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the results of these simulations for different reasons, see for example [201]. One of the major
source of uncertainty especially in hydraulic computations comes from calibration [253, 146].
In fact, friction coefficient is a proxy that represents the hydraulic energy dissipation. This
occurs in a molecular scale. Therefore, in fluid dynamic computations, it is generally esti-
mated using empirical equations with some coefficients to be estimated. Moreover, the use
of multi-layer shallow water equations introduces a viscosity coefficient which model the nu-
merous exchange of informations between layers. This coefficient is purely used for modelling
purposes and in practice, these parameters are estimated by means of calibration (or inverse
problem) where data for a specific event are used, see for example [142, 214, 127]. Indeed,
exact estimations are not possible for all ranges of variation in hydraulics for which mod-
elling uncertainties is required. Many studies showed that uncertainty in the estimation of
the mentioned parameters can lead to high uncertainty in the hydraulic states for some flow
configuration [208, 80, 46, 113]. Furthermore there is also a natural variability due to the
imperfect description of boundary conditions which lead to stochastic uncertainties [203]. This
has been demonstrated in the case of hydraulic simulations over unknown topography [72]. For
instance, the description of the Strait topography could not be known everywhere. This lack
of information due to measurement limitations could lead to uncertain hydraulic simulation,
as reported by [60]. With the high availability of remote sensing data, the possibility to reduce
the uncertainty of hydraulic simulation propagated from uncertain bathymetry is now possible
[261, 22].
One major problem when tackling uncertainty quantification (UQ) with hydraulic computa-
tions is the curse of dimensionality. The topography of the Strait, the river or the lake is often
presented as a stochastic process regarding its space dependency. Moreover, the computed
results for the water velocity and water height also depend on the space and time. Therefore,
using classical methods for uncertainty quantification could be very time consuming. Note
that in uncertainty quantification, it is very common to use surrogate models also known as
meta-models or response surface. Their purpose is to mimic the behavior of the true model
while being less time consuming. Such methodology was successfully used in the context of
hydraulic computations using polynomial chaos expansion [80] or Kriging [208]. However, these
studies in [80, 208] have considered only single value parameters (random variables) such as
Manning Coefficient to be responsible for uncertainty in the model simulation, see for example
[108] among others. The bathymetry, given its space dependency, has rarely been considered
for an uncertainty quantification problem. In fact one need to reduce the dimensionality of
the field before using any surrogate model in [99, 166] as the problem of dimensionality could
be very challenging when using surrogate models. This is mainly the reason why only few
works have been dedicated to quantify its uncertainty [122]. In the present work we consider a
Karhunen-Loéve decomposition in order to reduce the dimensionality of the bathymetry. This
method relies on a spectral decomposition of the spatial correlation matrix of the bathymetry
to approximate the real stochastic process in the mean-square sense. Another advantage of this
method, resides in the fact that it is very easy to sample once the decomposition is achieved.
This method has been widely used in the context of random process, see [212] for a review.
Reducing the space of the input variables makes it very easy to build surrogate models. In the
present work, we consider the polynomial chaos expansion, given its success rate for quantifying
the uncertainty in hydraulic simulations, see [108, 78, 180]. Furthermore, in order to reduce
the dimensionality of the output results (water height and velocity in each layer) we use Proper
Orthogonal Decomposition (POD). This method avoids building a single surrogate model for
each numerical component of the vector. Instead, a spectral decomposition is carried out and
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we suppose that the eigenvalues yield the uncertainty that ought to be propagated. Therefore,
the surrogate model is built only on the eigenvalues. Such methods have been successfully used
in uncertainty quantification since they allow to reduce the output dimension and yield some
high accuracy given the uncertainty quantification, see for example [197, 79].
In the present study, we evaluate the uncertainty of the hydraulic states such as the water height
and the water velocity as responses from the bathymetric forces including bed topography,
Manning coefficient, wind friction and viscosity between layers. The uncertainty is quantified
for numerical solution of the multi-layer shallow water equations over three different test cases.
The first case related to the dam-break problem over a flat bed. The aim of this case is to
assess the surrogate model for uncertainty quantification and compare between the results
in uncertainty over three numerical methods. The second example considers a wind driven
circulation in a bounded lake. The purpose of this case is to assess the impact of the number
of layers in the multi-layer model on the uncertainty. Finally the last case study the uncertainty
quantification in the real case of Strait of Gibraltar. The purpose here is to assess the UQ
methodology over a real complex case. Moreover, as the sensitivity analysis of the uncertainty
towards each parameter is performed, especially in locations where data measurements are
available. The rest of this paper is organized as follows. The equations for multi-layer shallow
water flows are presented in Section 6.1. The formulation of the finite volume modified method
of characteristics for the numerical solution of multi-layer models is also presented in this
section. The general methodology used to address the uncertainty quantification problem is
described in section 6.3. Section 6.4 is devoted to numerical results for several test examples
for free-surface water flows over stochastic topography. Our new approach is shown to enjoy
the expected accuracy as well as the robustness. Section 6.5 contains concluding remarks.
6.1 Multi-layer shallow water equations for free-surface
water flows
In the current work we consider M layers of water bodies bounded vertically by a fixed bottom
topography and a free-surface as illustrated in Figure 6.1. Based on the vertical P0 discretiza-
tion of the horizontal velocity, the equations for three-dimensional hydrostatic incompressible
Navier-Stokes equations with free-surface yield the so-called multi-layer shallow water equa-
tions, see [15, 14] for detailed derivations of these equations. The governing equations are
similar to the single-layer shallow water equations with additional terms for exchanging mo-



























+ Suα + Sµα + Sbα + Swα ,
where z(x) is the bed topography, uα(t, x) the local water velocity for the αth layer, g the
gravitational acceleration, H(t, x) the water height of the whole flow system and lα denotes


















Figure 6.1: Illustration of the multi-layer shallow water system.
The water height hα(t, x) of the αth layer is defined as a fraction of the total water height as
hα = lαH, α = 1, . . . ,M.
In (6.1), the source term Suα is related to the momentum exchanges between the layers which
is defined through the vertical P0 discretization of the flow as
Suα = uα+1/2Gα+1/2 − uα−1/2Gα−1/2, (6.2)
with the mass exchange terms Gα−1/2 and Gα+1/2 are calculated by
Gα−1/2 =




























, if α = 1, 2, . . . ,M − 1,
0, if α = M,
(6.4)
and the interface velocities uα−1/2 and uα+1/2 are evaluated using an upwind procedure following
the sign of the mass exchange terms (6.3) and (6.4) as
uα−1/2 =

uα−1, if Gα−1/2 ≥ 0,
uα, if Gα−1/2 < 0.
uα+1/2 =

uα, if Gα+1/2 ≥ 0,
uα+1, if Gα+1/2 < 0.
(6.5)
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− 2ν uα − uα−1
(lα + lα−1)H
, if α = 2, 3, . . . ,M − 1,
−2ν uM − uM−1
(lM + lM−1)H
, if α = M,
(6.6)






, if α = 1,
0, if α = 2, 3, . . . ,M,
Swα =





, if α = M,
(6.7)
with nb is the Manning roughness coefficient at the bed, w the wind velocity at 10 m above
the water surface, σ2s the wind stress coefficient and ρa the air density. Note that the internal
friction term Sµα models the friction between neighboring layers in (6.1), the bed-friction forcing
term Sbα is acting only on the lower layer, and the wind-driven forcing term Swα is acting only
on the upper layer. For simplicity in the presentation, the multi-layer shallow water equations






= Q(W) + R(W), (6.8)
where W is the vector of conserved variables, F the vector of flux functions, Q and R are the

























































u5/2G5/2 − u3/2G3/2 + 2ν
u3 − u2
(l3 + l2)H







uM−1/2GM−1/2 − uM−3/2GM−3/2 + 2ν
uM − uM−1
(lM + lM−1)H














It should be stressed that it is not straightforward to derive the exact expressions of the
(M + 1) eigenvalues of (6.8) and it is also not evident that the system (6.8) is hyperbolic as its
associated eigenvalues may become complex. In this situation, the multi-layer shallow water
equations (6.8) yield the so-called Kelvin-Helmholtz instability at the interface separating the
water layers. In the current study, the asymptotic estimation of these eigenvalues reported in
[15] is used to adjust the timestep size in the numerical simulations. Thus, we suppose that
all the velocities uα are closed to the mean velocity u and a first-order approximation of the
two barotropic eigenvalues gives
















and a zeroth-order approximation of the 2(M − 1) barotropic eigenvalues associated with










hα +O (|uβ − u|)β=1,...,M , α = 1, 2, . . . ,M − 1. (6.10)
Notice that the eigenvalues (6.9)-(6.10) are approximations for eigenvalues of the original sys-
tem using the water heights hα instead of the total height H. This results in a system of 2M
equations for which each layer has two eigenvalues.
6.2 A fast and accurate finite volume method
The lack of explicit analytical expressions of the eigenvalues and eigenvectors for the multi-
layer shallow water model (6.8) renders Riemann-solver finite volume methods inappropriate
for solving these equations. These methods include the Roe, HLL, HLLC schemes and other
Godunov methods from computational fluids dynamics, see [205, 90, 178]. In the current study,
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we propose a second-order Finite Volume Characteristics (FVC) method which does not require
the calculation of the eigenvalues for the multi-layer system and the selection of time steps is
carried out using the asymptotic approximations (6.9)-(6.10). For the spatial discretization of
(6.8), we discretize the spatial domain into control volumes [xi−1/2, xi+1/2] with uniform size
∆x = xi+1/2 − xi−1/2, xi−1/2 = i∆x and xi = (i + 1/2)∆x is the center of the control volume.
Integrating the equation (6.8) with respect to space over the control volume [xi−1/2, xi+1/2], we






= Q(Wi) + R(Wi), (6.11)








and Fi±1/2 = F(Wi±1/2) are the numerical fluxes at x = xi±1/2 and time t. Here, the time
integration of (6.11) is performed using a second-order splitting method studied in [27]. Thus,
to integrate the equations (6.8) in time we divide the time interval into N sub-intervals [tn, tn+1]
with length ∆t = tn+1 − tn for n = 0, 1, . . . , N . We also use the notation W n to denote the
value of a generic function W at time tn. The considered operator splitting method consists




= R(W∗i ), t ∈ (tn, tn],
(6.12)







= Q(W∗∗i ), t ∈ (tn, tn+1],
(6.13)






= R(W∗∗∗i ), t ∈ (tn, tn+1],
(6.14)
W∗∗∗i (tn) = W
∗∗
i (tn+1).
The time integration is complete once a time stepping scheme is applied to the above three
stages. It is clear that the nonlinear terms are dealt with in the first and third stages, whereas
only linear terms are accounted for in the second stage of the splitting. To avoid solution of
linear systems of algebraic equations associated with implicit time stepping, we consider only
explicit time integration methods for the stages (6.12)-(6.14). To this end, we use the explicit
third-order Runge-Kutta method studied in [9]. Hence, the procedure to advance the solution
of an ordinary differential equation of the structure (6.12) from the time tn to the next time
tn+1 can be carried out as
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where we have dropped the asterisk of the variables in (6.12) for ease of notation. Note
that the Runge-Kutta method (6.15) has been widely used for time integration of hyperbolic
systems of conservation laws mainly because it can be interpreted as a convex combination
of first-order Euler steps which exhibits strong stability properties. As a consequence, the
Runge-Kutta method (6.15) is TVD, third-order accurate in time, and stable under the usual
Courant-Friedrichs-Lewy (CFL) condition involving the asymptotic eigenvalues (6.9)-(6.10).
The spatial discretization (6.11) is complete when a reconstruction of the numerical fluxes
Fi±1/2 and source terms Q(Wi) and R(Wi) are chosen. In general, the reconstruction of the
numerical fluxes requires a solution of Riemann problems at the interfaces xi±1/2. From a
computational viewpoint, this procedure is very demanding and may restrict the application
of the method for which Riemann solutions are not available. On the other hands, Riemann-
solver free finite volume methods such as the canonical Lax-Friedrichs and Rusanov schemes

































where λ is the Rusanov speed defined by
λ = max
1≤α≤M−1
(∣∣λ+ext∣∣ , ∣∣λ−ext∣∣ , ∣∣∣λ+,α+ 12int ∣∣∣ , ∣∣∣λ−,α+ 12int ∣∣∣) , (6.18)
with λ±ext and λ
±,α+ 1
2
int are the approximated eigenvalues in (6.9) and (6.10), respectively.
6.2.1 Discretization of the flux gradients
Our objective in the present work is to present a class of Finite Volume Characteristics (FVC)
method that is simple, easy to implement, and accurately solves the equations (6.8) without
relying on Riemann problem solvers or complicated techniques for well-balancing the discretiza-
tions of the gradient fluxes and the source terms. This objective is achieved by reformulating
the multi-layer system in an advective form and integrating the obtained system along the
characteristics defined by the advection velocity. To reconstruct the numerical fluxes Fni±1/2 in
(6.11), we consider the method of characteristics applied to an advective version of the system
(6.1). In practice, the advective form of the multi-layer shallow water equations (6.8) is built
such that the non-conservative variables are transported with a velocity field associated with
each layer. Here, the multi-layer shallow water equations (6.8), without accounting for the





























(H + z) , α = 1, 2 . . . ,M,






= Sα (U) , α = 0, 1, . . . ,M, (6.20)
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where qα = Huα is the water discharge, U = (U0, U1, . . . , UM)













































lβuβ, if α = 0,
uα, if α = 1, 2, . . . ,M.
(6.21)
Note that the case with α = 0 does not refer to any layer in the system but to the global
mass equation. It is only used here to formulate the compact advective form (6.20) for the
whole system. The fundamental idea of the method of characteristics is to impose a regular
grid at the new time level and to backtrack the flow trajectories to the previous time level.
At the old time level, the quantities that are needed are evaluated by interpolation from their
known values on a regular grid. For more discussions we refer the reader to [234, 213] among








, τ ∈ [tn, tn+1] ,
(6.22)
Xα,i+1/2(tn+1) = xi+1/2, α = 0, 1, . . . ,M.
Note that Xα,i+1/2(τ) are the departure points at time τ of a particle that will arrive at the
gridpoint xi+1/2 in time tn+1. The method of characteristics does not follow the flow particles
forward in time, as the Lagrangian schemes do, instead it traces backward the position at
time tn of particles that will reach the points of a fixed mesh at time tn+1. By doing so, the
method avoids the grid distortion difficulties that the conventional Lagrangian schemes have,
see for instance [234, 196] and further references are therein. In our simulations we used the
third-order Runge-Kutta method (6.15) for the solution of the initial-value problems (6.22).
In general Xα,i+1/2(tn) will not coincide with the spatial position of a gridpoint. Hence, once
the characteristic curves Xα,i+1/2(tn) are accurately calculated, a solution at the cell interface














is the solution at the characteristic foot computed by interpolation
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where P represents an interpolating polynomial. For instance, a Lagrange-based interpolation


















Note that other interpolation procedures such as Spline or Hermite interpolation methods or
interpolation techniques based on radial basis functions can also be applied in (6.24). It is
worth mentioning that the proposed finite volume method is fully conservative by construction
and the non-conservative system (6.19) is used only to compute the intermediate states for the
numerical fluxes in (6.11).
6.2.2 Discretization of the source terms









































are the solutions at the characteristic foot computed by interpolation from the gridpoints
of the control volume where the departure points Xα,i+1/2(tn) belong. The numerical fluxes
Fi±1/2 in (6.11) are calculated using the intermediate states Wni±1/2 recovered accordingly from












































In our FVC method, the reconstruction of the term Ĥni in (6.26) is carried out such that the
discretization of the source terms is well balanced with the discretization of flux gradients using
the concept of C-property [30]. Here, a numerical scheme is said to satisfy the C-property for
the equations (6.8) if the condition
z +Hn = C, unα = 0, α = 1, 2, . . . ,M, (6.27)
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holds for stationary flows at rest. In (6.27), C is a positive constant. Therefore, the treatment
of source terms in (6.26) is reconstructed such that the condition (6.27) is preserved at the
discrete level.
Let us assume a stationary flow at rest, uα = 0, α = 1, 2, . . . ,M, and a linear interpolation























unα,i+1/2 = 0, α = 1, . . . ,M,



















To obtain stationary solutions Hn+1i = H
n
i , the sum of discretized flux gradient and source




























































then the proposed FVC method satisfies the C-property. A detailed analysis of convergence and
stability has been presented in [28] for nonlinear scalar problems. Notice that this property
is achieved by assuming a linear interpolation procedure in the predictor stage of the FVC
method. However, a well-balanced discretization of flux gradients and source terms for a
quadratic or cubic interpolation procedures can be carried out using similar techniques. In
summary, the implementation of FVC method to solve the multi-layer shallow water equations
(6.8) is carried out following the steps in Algorithm 6.1.
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time level tn+1 via:
1: Perform the first step of the time splitting in (6.12) to compute the solutions H∗i and q
∗
α,i,
α = 1, 2, . . . ,M .
2: Compute the departure points Xα,i+1/2(tn), with α = 0, 1, . . . ,M by solving (6.22).









, α = 1, . . . ,M
employing an interpolation procedure.
4: Evaluate the intermediate states Hni+1/2 and q
n
α,i+1/2 from the predictor stage (6.26).
5: Update the solutions Hn+1i and q
n+1
α,i using the corrector stage (6.26).
6.3 Uncertainty quantification methods
In general, the purpose of uncertainty quantification is to identify the main sources of un-
certainty in a physical model (e.g. parameters, external forcing, boundary conditions, initial
conditions), and to quantify their impact on the quantities of interest simulated by the nu-
merical model (prognostic variables, probability of exceeding the threshold). This allows to
associate every forecast with a level of confidence since the accuracy of a simulation significantly
depends on the quantity and the quality of the input data. Therefore, to better understand
the results of numerical simulations it is necessary to take into account these uncertainties in
the simulations. In addition, a problem of uncertainty quantification is a problem which aims
at estimating uncertainty on the outputs of a numerical simulation according to the uncertain-
ties on knowledge of its input parameters. Because of the random nature of uncertainty, the
probabilistic approach to deal with a problem of uncertainty quantification is to consider the
uncertain data of the model as random variables or random processes, and to reconsider the
real deterministic numerical model as a stochastic model. This section presents the methods
used in the current study for uncertainty quantification. First, the methods of generating dif-
ferent independent realizations of the bathymetric field are presented. Therefore, the classical
method of Polynomial Chaos Expansion (PCE) is used as a surrogate tools to alleviate the
computational cost. Finally, as the hydraulic state is also considered as stochastic process, we
suggest to reduce the dimension of the problem using the Proper Orthogonal Decomposition
(POD) and to compute a PCE only for the associated nonphysical variables.
6.3.1 Karhunen-Loève expansion for stochastic process
A stochastic process is defined by the means of an indexation set X, E is a measurable space
and (Ω,F ,P) a σ-algebra representing the probability space [249]. The stochastic process z is
then defined as a collection {zx, x ∈ X} which the random values are in the state space E and
described statistically by the probabilistic space (Ω,F ,P)
zx : Ω −→ E.
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The Karhunen-Loève expansion (KL) allows to model a random process based on a spectral
decomposition of its spatial covariance matrix C(x, x′), see for example [128, 160]. Note that,
by construction the covariance function is real, symmetric and positive definite. Consequently,
the set of eigenfunctions form a complete orthogonal basis for the space in which the process
belongs. Hence, a stochastic process can be defined as




where x is the curvilinear abscissa, z the mean of the random process, ω = {ω1, . . . , ω∞}
a set of independent random variables, li (i = 0, 1, . . . ) the set of the eigenvalues of the
covariance function, and φi(x) (i = 0, 1, . . . ) the set of the eigenfunctions. In practice and for
computational reasons, the equation (6.35) is truncated at a certain degree d. The choice of









Thus, the expansion (6.35) is replaced by




It should be stressed that the major limitation of the KL decomposition is the a priori knowl-
edge of the covariance matrix. In the literature, this parameter is estimated empirically and
therefore could be subject to uncertainty itself. This uncertainty is not considered in the
present work and the reader may be referred to [222] for more discussions on this topic. This
expansion is commonly used to model the uncertainty of a stochastic input parameter for two
reasons: firstly the mean-square error of the finite representation (6.36) is minimized such
that the equation (6.35) converges following the `2-norm. The second reason is related to the
generation of random samples. In fact, making a realization of z(x,ω) amounts to randomly
draw the different ωi following a defined probability density function. Those parameters are
assumed to be independent random variables. Therefore, the KL decomposition offers a good
representation of the input parameters when the covariance is known. In our study, the covari-
ance matrix C(x, x′) is supposed to be exponential. Indeed, authors in [261] showed that the
uncertainty in the description of the bathymetric field followed this spatial correlation function.
Thus, the correlation matrix is defined as







where σ and θ are the hyper-parameters of the covariance function with σ is the standard
deviation of the process and θ the correlation length. Note that, calculating the eigenvalues
and eigenvectors is well known by the Fredholm problem. There exits many algorithms that
aim to solve this latter given a well defined matrix, see for example [133] for more details.
Once, li and φi(x) are known, the KL expansion is obtained in a straightforward manner.
Therefore, the bathymetry could be written as described in (6.36) and could be sampled in
order to consider its uncertainty in the hydraulic computations.
6.3. UNCERTAINTY QUANTIFICATION METHODS Page 146
6.3.2 Polynomial chaos expansions
The PCE has been intensively used as a surrogate model in the context of uncertainty quantifi-
cation, see [108, 80] among others. It aims to reproduce the global behavior of the considered
numerical models. Supposing that the input parameters of this model are represented by M
independent random variables ζ = {ζ1, ζ2, . . . , ζM} with finite variance well defined in a prob-
abilistic space, the response U of this model is also random. Note that U is a vector-valued
response as it represents the spatial variability of the hydraulic states. Considering that the
expectation E[‖U‖2] is finite, the behavior of U could be reproducible following a polynomial





where Ψi is the multivariate polynomials that form the basis and chosen in such way they are or-
thonormal with respect to the associated probability density function of ζ, i.e. E[Ψi(ζ)Ψj(ζ)] =
δij where δij is the Kronecker symbol, compare for example [248, 252]. In (6.38), αi are the
unknown spectral coefficients of the decomposition to be determined. Again, the sum in (6.38)





where I ⊂ N is the finite set of indices. The determination of a PCE is therefore conditioned
by the estimation of the spectral coefficients αi. There are many methods used in the literature
to achieve this step and we refer to [251, 252, 144] for a review on these methodologies. In
the current work, only the regression method is used and this choice comes from the fact
that these methods coupled with compressed sensing techniques are advantageous when the
stochastic dimension of the problem M is high (which is more likely to be the case here after
the use of the KL decomposition). The regression method is based on solving a least-square
(LS) minimization problem in some `2-norm to estimate the coefficients αi, see for instance
[65, 33]. In practice, we begin by defining an error ε as the distance between the model and








where Ξ = [ζ(1), . . . , ζ(Nls)]> is the set of considered realizations for the stochastic input vari-
ables ζ and W = [U(1), . . . ,U(Nls)]> the vector of associated model outputs. We also define
α = [α0, . . . , αNPC−1 ]
> as the vector of the NPC = Card(I) unknown coefficients and Ψ is the
matrix of size NPC×Nls assembling the values of all orthonormal polynomials at the stochastic
input realizations values Ψik = Ψi(ζ
(k)), with i = 0, 1, . . . , NPC−1 and k = 1, 2, . . . , Nls. Fol-
lowing the ordinary least-square (6.40), the estimation of the set of coefficients α is equivalent
to minimize the following function
J(α) = ε>ε =
(
W −α>Ψ
)> (W −α>Ψ) , (6.41)
which leads to a standard well-known linear algebraic solution as
α = (Ψ>Ψ)−1 Ψ>W . (6.42)
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Here, the input space exploration is fulfilled using a Monte Carlo sampling-based approach
[39, 80]. It is worth mentioning that the number of coefficients NPC needed is directly affected
by the stochastic dimension M as well as the polynomial degree p. As a consequence, the
Monte Carlo size Nls will also increase significantly with M and p. This is a classical problem
of PCE also known as the curse of dimensionality. The adaptive Least Angle Regression
(LAR) method [48] has been introduced and used to overcome this specific problem [39]. This
method, introduced in the context of compressed sensing, has made it possible to give the
best polynomial representation given a fixed budget of finite simulations. It will be used in
the present work as it has been demonstrated to be very efficient in this framework. The idea
behind this method is to select with an iterative manner an optimal sparse basis among the
original one and then to compute a limited number of coefficients using a standard regression
method. In the context of PCE, a hybrid LAR method is used. The method consists on
using LAR to evaluate the best set of predictors among the full basis elements with the help
of a cross-validation method. These coefficients are estimated using the classical least square
method, see [39] for more details. The infinite expansion (6.38) describing PCE converges with
respect to the standard `2-norm known by the mean-squared convergence, see for example [251].
However, due to the errors of truncation and spectral coefficient estimation, the accuracy of this
expansion must be evaluated in the same error norm. There are many different error metrics
that allow to assess the accuracy of the PCE, see [80, 251] among others. In the present
work, all the PCEs are assessed using the Leave-one-out (LOO) error. This method avoids
integrating the model over another set of validation samples and therefore the computational
cost is optimized. It has been introduced in this context with the introduction of sparse PCE
[33] and the LOO technique required the formulation of several surrogates [75, 39]. Each
surrogate model is built excluding one point out of the input sample and the accuracy of the
surrogate model is then quantified at this particular point. Following this theory, the error












where U denotes the sample-averaged model simulations and U(−k) stands for the evaluation
of the PCE at ζ(k) when the surrogate has been built using an experimental design in which
ζ(k) was excluded. In the present work, the determination of the optimal polynomial degree is
performed using an iterative method. Thus, a PCE is computed for different degrees varying
from 1 to 20 and the optimal degree is determined based on the value of the corresponding
εLOO. For the same value of a given error, the lowest value of the degree is retained.
Note that, when dealing with numerical models with spatial or temporal dependence, the clas-
sical way used in numerical simulations is to discretize the physical domain and resolve the
governing equations for each control volume. This procedure leads to multiple decompositions
to ensure the numerical convergence. As a result, uncertainty quantification becomes computa-
tionally very demanding not only because of the stochastic dimensions but also because of the
spatial or temporal dimensions of the output variables. For these reasons, many methods have
been introduced in the literature in order to reduce the dimensionality of the output vector,
see for instance [197, 41, 63, 40]. Among all these different techniques, the POD has proven to
be efficient in the context of physical fields with rapid variability as in hydraulics [197].
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Algorithm 6.2 The implementation of the stochastic POD procedure.
1: Define the covariance matrix (6.45).
2: Expand the matrix C using an SVD algorithm to determine λi and φi(x).
3: Retain only the first k eigenvalues and eigenvectors in the expansion using the condition
(6.44).
4: Reconstruct the stochastic solutions U(x, ζ) using (6.44).
6.3.3 Stochastic proper orthogonal decomposition
The proper orthogonal decomposition (POD) is a well-established technique that allows a
high-dimensional system to be approached by a low-dimensional one, compare [68] among
others. This method consists in determining a basis of orthogonal eigenvalues representative
of the simulated physics. The eigenvectors are obtained by solving the integral of Fredholm
problem whereas, the kernel of this integral is constructed from a set of simulations constructed
using a set of experiments. The interesting property of this representation lies in the fact
that the eigenfunctions associated with the problem are optimal in the sense of the energetic
representation (as described later) which makes it possible to use them to construct a reduced
representation of physics. Notice that the POD is used in uncertainty quantifications to reduce
the size of a random vector at the output of the model. The uncertainty is therefore carried
out over each direction defined by the eigenvectors φi(x). The idea is based on projecting the
solution U of the model into a finite and orthonormal basis {φi, i ∈ IPOD}, where IPOD is a










Indeed, the literature is rich of techniques that aim to decompose a covariance matrix. One of
the most known methods is the Singular Value Decomposition (SVD) algorithm [74]. Hence,








> 1− ε, (6.46)
where λ̂i is the mean value of λi(ζ). In summary, the stochastic POD procedure can be
implemented using the steps described in Algorithm 6.2. It is worth remarking that the
selection of the convergence criterion ε is problem dependent. The selection criterion of ε for
test examples in the present investigation is discussed in Section 6.4 where numerical examples
are described.
Once the stochastic POD is reconstructed, the eigenvalues are considered as stochastic inde-
pendent variables (since the eigenvectors form a basis). This means that we can define a PCE
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Figure 6.2: Schematic representation of the difference between flowcharts for the classical PCE
based surrogate model and the POD-PCE based surrogate model.
for each eigenvalue following the same manner as described in the previous section on poly-

















Figure 6.2 summarizes both algorithms that we consider in the present work for quantification
of uncertainties in multi-layer shallow water flows. Note that the classical way to deal with
a problem of uncertainty quantification using the PCE is performed when a decomposition
is achieved for each node in the computational mesh. This method is illustrated by steps 1,
2 and 3 in Figure 6.2. However, as mentioned before, one method to alleviate the spatial
distribution is to make a first reduction using the POD. This latter will help to separate the
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spatial dependence from the stochastic one as the stochasticity is included in the associated
eigenvalues. Once the POD is carried out, only few eigenmodes are retained enabling to make
less PCE than its conventional counterpart. This algorithm follows steps 1, 2, 4 and 5 in Figure
6.2.
6.4 Numerical results and examples
In this section we present numerical results for several test problems of shallow water flows
using multi-layer shallow water equations over flat and non-flat beds. The main goal of this
section is to illustrate the numerical performance of the techniques described above for the
uncertainty quantification in multi-layer shallow water flows. In our simulations, the Courant
number is set to Cr = 0.85 and the time stepsize ∆t is adjusted at each time step according





(∣∣λ+ext∣∣ , ∣∣λ−ext∣∣ , ∣∣∣λ+,α+ 12int ∣∣∣ , ∣∣∣λ−,α+ 12int ∣∣∣) ,
where λ±ext and λ
±,α+ 1
2
int are the approximated eigenvalues in (6.9) and (6.10), respectively. In
all the computations reported herein, the total water height H and the total number of layers
M are given whereas, the water height hα at each αth layer is equidistantly calculated as
hα = lαH, with lα =
1
M
, α = 1, 2, . . . ,M.
We also present the two-dimensional velocity fields for the considered examples using the post-
processing procedure described in [12, 81]. Here, the vertical velocity v is computed using the







To compute the vertical velocity v, we integrate the equation (6.49) for each layer assuming non-
penetration boundary conditions at the bottom, see [12, 81] for more details on this procedure.
In this section we also compare the results obtained using the proposed FVC scheme to those
obtained using the well-established Lax-Friedrichs method and the Kinetic method investigated
in [12].
6.4.1 Dam-break problem over a flat bed
For this test example, the uncertainty quantification is performed for a dam-break flow prob-
lem over a stochastic flat bed. The channel is 100 m long and subject to the following initial
conditions
H(0, x) =
2, if x ≤ 0,1, if x > 0, uα(0, x) = 0.
At initial time t = 0, the dam breaks and the flow problem consists of a shock wave propa-
gating downstream and a rarefaction wave propagating upstream. In this example, the water
density ρ = 1000 kg/m3, the gravitational acceleration g = 9.81 m/s2, the viscosity term
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Figure 6.3: Eigenvalues (left plot) and the associated eigenfunctions (right plot) of the corre-
lation matrix in the KL decomposition for the dam-break problem over a flat bed.
ν = 0.013, number of samples = 1000, the Manning coefficient of friction nb = 0.05 s/m
1/3,
using 100 gridpoints in simulation time t = 6 s . We suppose that the bathymetry field is a
Gaussian process that could be expanded following the KL decomposition and the coefficient
of variation is fixed to 30%. The aim here is to quantify the uncertainty on the water height
and the vertical mean velocity using the considered numerical methods namely, the FVC, the
Kinetic and the Lax-Friedrich schemes.
Figure 6.3 presents the eigenvalues and eigenvectors obtained for the bathymetry process. This
latter is supposed to be a Gaussian process described with an exponential spatial autocorre-
lation function. Given a value of threshold ε = 10−2, 14 eigenvalues are required to correctly
sample the bathymetric field. In other words, the stochastic dimension of this problem is 16
(14 representing the bathymetry, one for the friction coefficient and one for the viscosity pa-
rameter). For each of the three numerical methods tested in this study, a 1000 Monte-Carlo
simulations are run while the POD is then used to reduce the output space. In this case, dif-
ferent modes are retained to correctly represent the water height and the water velocity fields.
An iterative procedure is used to determine the best polynomial degree along with the LOO
error that is used to assess the robustness of the considered PCE. In order to futher assess the
quality of the surrogate model, its performance is compared to a full Monte Carlo simulations
fulfilled with a design of experiment with a size set at 100000.
Table 6.1 summarizes the results obtained for the first and second POD modes. It is evident
that a polynomial of degree 3 is enough to correctly reproduce the uncertainty translated from
errors in the bathymetry for the three considered finite volume methods. For both output fields
(water height or water velocity), the LOO error varies from 10−12 to 10−7 which makes the
surrogate model very reliable for uncertainty quantification in this class of dam-break prob-
lems. Note that the LOO error reflects the accuracy of the polynomial chaos expansion to
estimate the uncertainty expressed by each mode. Therefore, it should not be mistaken with
the accuracy of the surrogate model (polynomial chaos expansion with a proper orthogonal
decomposition) to estimate the physical values. For this purpose, accuracy of the surrogate
model is assessed using the full Monte Carlo simulations. As each physical component has a
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Figure 6.4: RMSE in the variance and the mean fields using the Lax-Friedrichs, Kinetic and
FVC schemes for the water height and the mean velocity for the dam-break problem over a
flat bed.
Figure 6.5: The QQ-plot between the Monte Carlo simulations and the surrogate model for
the estimation of the mean for the water height(left plot) and the velocity (right plot) for the
dam-break problem over a flat bed.
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Table 6.1: Best polynomial degrees with LOO errors for the POD modes in the water height
and mean velocity using different numerical schemes for the dam-break problem over a flat
bed.
Error and polynomial degree for water height H
Lax-Friedrich scheme Kinetic scheme FVC scheme
Number of modes 5 6 6
Error (M1) 5.764E-10 4.768E-10 2.354E-7
Error (M2) 6.684E-10 1.674E-10 2.369E-7
Error (M3) 6.442E-10 3.186E-10 2.528E-7
Error (M4) 5.456E-9 3.750E-10 3.816E-7
Error (M5) 7.562E-9 5.300E-10 4.468E-7
Error (M6) ———— 9.590E-10 1.557E-7
Polynomial (M1) 3 3 3
Polynomial (M2) 3 3 3
Polynomial (M3) 3 3 3
Polynomial (M4) 3 3 3
Polynomial (M5) 3 3 3
Polynomial (M6) ———— 3 3
Error and polynomial degree for water mean velocity u
Lax-Friedrich scheme Kinetic scheme FVC scheme
Number of modes 8 7 7
Error (M1) 1.705E-5 2.961E-5 1.621E-5
Error (M2) 8.588E-8 7.389E-8 4.110E-6
Error (M3) 1.995E-8 9.500E-8 9.001E-6
Error (M4) 2.736E-6 5.583E-6 7.860E-6
Error (M5) 4.047E-7 8.670E-8 1.111E-6
Error (M6) 4.276E-6 6.949E-6 1.339E-5
Error (M7) 1.080E-6 6.779E-7 2.960E-5
Error (M8) 1.145E-6 ———— ————
Polynomial (M1) 3 3 3
Polynomial (M2) 2 2 3
Polynomial (M3) 3 3 3
Polynomial (M4) 2 3 3
Polynomial (M5) 3 2 3
Polynomial (M6) 3 3 3
Polynomial (M7) 2 3 3
Polynomial (M8) 2 ———— ————
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Lax-Friedrich scheme Kinetic scheme FVC scheme
Figure 6.6: Deterministic flow fields (first row) and stochastic mean flow fields (second row)
for the dam-break problem over a flat bed using Lax-Friedrich scheme (first column), Kinetic
scheme (second column) and FVC scheme (third column).
spatial dependency, the Root Mean Square Error (RMSE) is estimated for the water height, the
averaged velocity and for the mean and the variance fields using the three considered numerical
models. The obtained results are reported in Figure 6.4 and it is clear that the RMSE value
varies from 10−4 to 10−3 confirming the fact that the surrogate model has a good accuracy
to estimate the first and second statistical moments. Furthermore, a QQ-plot displaying the
results from the surrogate model against the Monte Carlo simulations is illustrated in Figure
6.5 for the water height and the averaged velocity. As it can be seen from this figure, all points
of the domain are located in the first bisector of the QQ-plot which means that there is a good
agreement between the results from the proposed model and the surrogate model. Hence, the
surrogate model requiring 100 times few simulations than the Monte Carlo simulations is able
to provide accurate results for uncertainty quantification in this dam-break problem. In addi-
tion, the proper orthogonal decomposition allowed to reduce the dimensionality of the problem
to only 8 modes for the velocity and 6 modes for the water height.
Next, we turn our attention to the estimation of the first- and second-order moments using
the surrogate model. The objective here is to present a comparison between the uncertainty
displayed by each of the considered finite volume methods. First, we compare in Figure 6.6
the mean field and the deterministic solutions obtained at time t = 6 s using the considered
numerical schemes. There are no significant changes between the deterministic solutions and
the mean fields. The only differences observed are those already known from the differences
between the finite volume methods for solving this class of problems. We also report in Figure
6.7 the mean solution of the water height along with its Confidence Interval (CI) that we define
by taking the stochastic mean and adding and removing one standard deviation. As it can be
seen from these results, the mean fields highlight some well-established results on the accu-
racy of the numerical methods such that the numerical diffusion is more pronounced for the
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Figure 6.7: Mean solutions for water height (left plot) and mean velocity (right plot) for the
dam-break problem over a flat bed.
Lax-Friedrichs method than for the FVC method. However, these methods do not display the
same uncertainty for this test problem. In fact, the interval of confidence follows the physical
feature of each variable namely, the water height and the water velocity. One can also notice
that the FVC method displays less uncertainty than the other methods, especially around the
shock area. For this reason, in the following we will consider only this method to solve the
multi-layer shallow water equations.
6.4.2 Wind-driven recirculation flow over a flat bed
In this example we consider a class of wind-driven recirculation flow problems in closed domains.
It should be pointed out that these recirculation features of the water flow can not be captured
using the conventional single-layer shallow water equations. Hence, the present test is served
as a prototype to verify the performance of multi-layer shallow water flows to reproduce such
phenomena. In this example the multi-layer system is solved in a closed domain of 16 m long
filled at 2 m with flat bottom topography. The water flow enters the lake from the left boundary
with a speed of w = 20 m/s and flows towards the left exit of the lake. At later time, due to the
wind effects, the water flow changes the direction pointing towards the right coast of the lake.
The flow parameters are: viscosity coefficient ν = 0.1 friction coefficient nb = 0.00001 s/m
1/3,
wind stress coefficient σ2s = 0.0015, water density ρ = 1000 kg/m
3, air density ρa = 1200 kg/m
3
and gravitational acceleration g = 9.81 m/s2, the simulation time for all the results presented
in this example is t = 20 s, using 17 control volumes. The aim of this test example is to study
the effects of the accounted uncertainty for the bathymetry, the bed friction and the viscosity
on the hydraulic states. We also investigate the impact of the number of layers used to capture
the physical features on the uncertainty of the different physical variables. As in the previous
example, the KL decomposition is used to sample the bathymetric field and the associated
eigenvalues and eigenvectors are shown in Figure 6.8. The bathymetry process is supposed
to be a Gaussian process described with 14 independent normal distributed random variables.
In addition to these variables, we add the three other random variables representing the bed
friction, the viscosity between layers and the wind stress. Three different numbers of layers
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Figure 6.8: Eigenvalues (left plot) and associated eigenfunctions (right plot) of the correlation
matrix in the KL decomposition for the wind-driven recirculation flow problem over a flat bed.
M = 4 M = 8 M = 12
Figure 6.9: RMSE in the variance and the mean fields using 4, 8 and 12 layers for the wind-
driven recirculation flow problem over a flat bed.
M = 4, 8 and 12 are used in this example.
In our computations, the surrogate model is built using 1000 forward simulations of the nu-
merical model. Then, only few representative modes are selected using the proper orthogonal
decomposition where the corresponding eigenvalues are supposed to contain the uncertainty
displayed by the model. The PCE are therefore built using these eigenvalues. Table 6.2
summarizes the steps needed for building the surrogate model to quantify the uncertainty of
both the water height and velocity. For this case, results demonstrate that only 5 modes are
needed to accurately estimate the physical variability i.e., only 5 polynomial representations
are needed instead of the 100 polynomials corresponding the number of control volumes used
in the FVC scheme. Results in Table 6.2 also demonstrate that the LOO error for this problem
is very low suggesting that the polynomial chaos expansion has accurately assessed the uncer-
tainty given by each mode. In addition, Table 6.2 suggests that a polynomial degree equal 3
is sufficient for all the eigenvalues of the POD. For the average velocity field, results for the
POD ensure that, given the physical variability of the system and in order to have accurate
proper decomposition, 30 modes are needed i.e., 30 polynomial chaos expansions are needed to
accurately assess the uncertainty. Yet, this number is smaller compared to the number needed
without using the POD (in this case 100 expansions are needed corresponding to the number
6.4. NUMERICAL RESULTS AND EXAMPLES Page 157
Table 6.2: Best polynomial degrees with LOO errors for the POD modes in the water height
and mean velocity using different numbers of layers for the wind-driven recirculation flow
problem over a flat bed.
Error and polynomial degree for water height H
M = 4 M = 8 M = 12
Number of modes 5 5 5
Error (M1) 1.365E-06 1.267E-06 1.251E-06
Error (M2) 9.059E-08 8.113E-08 8.06E-08
Error (M3) 4.012E-08 3.783E-08 3.739E-08
Error (M4) 5.095E-08 4.595E-08 4.263E-08
Error (M5) 3.596E-08 3.297E-08 3.154E-08
Polynomial (M1 - M5) 3 3 3
Error and polynomial degree for water mean velocity u
M = 4 M = 8 M = 12
Number of modes 30 30 30
Error (M1) 8.018E-06 7.453E-06 8.064E-06
Error (M2) 1.820E-05 1.870E-05 1.844E-05
Error (M3) 9.717E-05 8.930E-05 9.236E-05
Error (M4) 5.629E-05 5.156E-05 4.688E-05
Error (M5) 6.351E-05 5.950E-05 5.767E-05
Error (M6) 6.104E-05 5.735E-05 5.886E-05
Error (M7) 6.566E-05 6.5180E-05 6.497E-05
Error (M8) 6.397E-05 6.865E-05 6.628E-05
Error (M9) 7.209E-05 6.528E-05 6.198E-05
Error (M10) 8.240E-05 8.059E-05 6.966E-05
Error (M11) 9.463E-05 8.461E-05 8.699E-05
Error (M12) 11.430E-05 11.06E-05 10.62E-05
Error (M13) 14.760E-05 13.96E-05 13.86E-05
Error (M14) 20.08E-05 21.20E-05 22.08E-05
Error (M15) 19.81E-05 20.24E-05 20.47E-05
Error (M16) 66.30E-05 65.33E-05 64.24E-05
Error (M17) 70.64E-05 66.91E-05 71.38E-05
Error (M18) 81.25E-05 75.44E-05 77.41E-05
Error (M19) 73.52E-05 72.42E-05 69.00E-05
Error (M20) 74.24E-05 82.57E-05 75.28E-05
Error (M21) 73.12E-05 73.59E-05 70.81E-05
Error (M22) 66.04E-05 67.76E-05 81.09E-05
Error (M23) 82.39E-05 82.39E-05 80.61E-05
Error (M24) 82.42E-05 82.78E-05 84.72E-05
Error (M25) 72.63E-05 75.82E-05 77.95E-05
Error (M26) 82.13E-05 77.52E-05 86.38E-05
Error (M27) 86.96E-05 86.36E-05 84.49E-05
Error (M28) 86.34E-05 85.27E-05 92.65E-05
Error (M29) 86.12E-05 87.62E-05 91.32E-05
Error (M30) 88.28E-05 88.33E-05 90.98E-05
Polynomial (M1 - M30) 3 3 3
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M = 4 M = 8 M = 12
Figure 6.10: Deterministic flow fields (first row) and stochastic mean flow fields (second row)
for the wind-driven recirculation flow problem over a flat bed using M = 4 (first column),
M = 8 (second column) M = 12 (third column).
of control volumes). Again, as suggested by the results for the velocity in Table 6.2, the PCE
computed over the eigenvalues converge with respect to the LOO error as all the errors are
below 10−5. Note that, although the errors in Table 6.2 confirm that the PCE converges, it is
necessary to assess the accuracy of the whole surrogate model as the POD is expected to add
some uncertainties on the surrogate model. For this purpose, an assessment of the accuracy
of the surrogate model is performed in comparison with the Monte Carlo simulations using
100000 samples. We use the RMSE to quantify the errors in the estimation of the variance
and the mean solutions. Figure 6.9 depicts the obtained results for all the considered cases.
Notice that the RMSE errors are also estimated for velocities of all the layers. It is clear
that values of the errors are below the LOO errors estimated previously. However, the RMSE
errors are below 10−3 for all considered cases which makes the use of the surrogate model
very reliable to quantify the uncertainty generated by the multi-layer shallow water equations
for this flow problem. Figure 6.10 exhibits the velocity fields obtained using the considered
numbers of layers. As can be seen, a central recirculation has been generated in the flow do-
main and an increase of the number of layers in the one-dimensional model yields a consistent
convergence to the velocity profile obtained using the three-dimensional Navier-Stokes equa-
tions, compare for example [12, 81]. These results are a clear indication that it is possible to
efficiently resolve the vertical variation in the water velocity using the one-dimensional shallow
water equations without need to the three-dimensional Navier-Stokes equations. Furthermore,
the mean solution computed by the surrogate model shows some differences compared to the
deterministic solutions for this example. This is mainly due to the nonlinearities associated
with the multi-layer shallow model equations. In order to investigate further the impact of
these nonlinearities, ranges of uncertainty in the water height and averaged water velocity are
included in Figure 6.11. One can see that all the three numbers of layers yield the same be-
havior in both the estimated water height and the averaged velocity. Note that there is a little
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M = 4 M = 8 M = 12
Figure 6.11: Uncertainty ranges for water height (first row) and mean velocity (second row)
along with deterministic solutions for the wind-driven recirculation flow problem over a flat
bed.
difference noticed between the stochastic and deterministic solutions in the averaged velocity
profile. This suggests that the discrepancies observed in Figure 6.10 are generated from the ve-
locity between layers. Moreover, One can also assess that the stochastic parameters considered
in this recirculation flow problem are responsible for up to 5% in the uncertainty in the outputs.
6.4.3 Multi-layer free-surface flows in the Strait of Gibraltar
Our final test problem consists of a flow recirculation in the Strait of Gibraltar using the
multi-layer shallow water equations with mass exchange. Note that this flow problem presents
a realistic practical test of multi-layer shallow water flows for two major reasons. Firstly, the
domain of the Strait of Gibraltar is relatively large including high gradients of the bathymetry
and well-defined shelf regions. Secondly, the Strait is deep and contains two water bodies with
different densities, which present a challenge in the shallow water modelling. Indeed, the basic
Oceanic circulation in the Strait of Gibraltar consists of an upper layer of cold, fresh surface
Atlantic water and an opposite deep current of warmer, salty outflowing Mediterranean water,
compare for example [7, 104, 143]. A schematic map of the Strait of Gibraltar along with
relevant locations is depicted in the left plot of Figure 6.12. The system is bounded to the
north and south by the Iberian and African continental forelands, respectively, and to the
west and east by the Atlantic ocean and the Mediterranean sea. In geographical coordinates,
the Strait is 35o45′ to 36o15′ N latitude and 5o15′ to 6o05′ W longitude. Here, we consider a
one-dimensional cross section along the Strait (obtained by a longitudinal section along the
dashed line in the left plot of Figure 6.12). The computational domain and the associated
bathymetry are displayed in the right plot of Figure 6.12. This restricted domain has also been
considered in [55, 57, 164] among others. In this example the multi-layer system is solved in a
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Figure 6.12: Schematic map of the Strait of Gibraltar along with relevant locations (left plot)
and the bathymetry used for the one-dimensional simulations in the present study (right plot).
closed domain filled at 2 m of water with a wind speed of w = 15 m/s and flows towards the
right exit of the lake. The flow parameters are: viscosity coefficient ν = 0.02, friction coefficient
nb = 0.07 s/m
1/3, wind stress coefficient σ2s = 0.0015, water density ρ = 1000 kg/m
3, air density
ρa = 1200 kg/m
3 and gravitational acceleration g = 9.81 m/s2, the simulation time for all the
results presented in this example is t = 50 s using 50 uniform finite volume mesh. The purpose
here is to quantify the uncertainty of hydraulic modelling using multi-layer shallow water
equations. This step is very important if one wants to monitor the hydraulics linked activities
such as maritime transport and fishery among others. In addition, one of the purposes of this
study is to perform a sensitivity analysis for free-surface flows in the Strait of Gibraltar. This
will help to prioritize the modelling parameters based on their contribution to the uncertainty
of the hydraulic states. This will also identify the parameters that should be controlled once
the model is used in an operational framework.
As in the previous examples, we construct our meta-model for all the physical variables (water
height, averaged water velocity and the velocity for each layer). We begin by assessing the qual-
ity of the surrogate model compared to the Monte-Carlo simulations using 100000 evaluations
of the model. We recall here that in order to reduce the dimensionality of the problem and to
avoid the problem of reducing the number of control volumes which will impact the numerical
accuracy, we use the proper orthogonal decomposition. Thus, the polynomial chaos expansion
is computed over the eigenvalues of the decomposition. This would allow to have less number
of decompositions than the original problem which consists on computing a decomposition for
each variable at each control volume. The obtained results for the best polynomial degree and
LOO errors for the POD modes in the water height and velocity using the FVC scheme are
presented in Table 6.3. First, one can see that for a fixed value of the truncation error, the
POD does not yield the same number of orthogonal functions. For example, the water height
needs only 3 modes whereas, the averaged water velocity needs 15 modes. It should be stressed
that this is a considerable reduction in the dimension of the output. Moreover, using the LAR
method in order to build the polynomial expansion over the eigenvalues, Table 6.3 also reveals
that polynomials of degree 2 to 3 are enough to correctly capture the uncertainty generated in
the eigenvalues. the LOO error estimated for each mode demonstrates that the uncertainty of
these modes are well captured by the considered polynomials with an error varying from 10−7
to 10−10.
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Table 6.3: Best polynomial degree with LOO errors for the POD modes in the water height
and velocity using the FVC scheme for the flow recirculation in the Strait of Gibraltar.
Water height Mean water velocity
Number of modes 3 15
LOO error (M1) 6.169E-10 5.804E-08
LOO error (M2) 4.989E-09 1.320E-06
LOO error (M3) 1.588E-09 1.464E-07
LOO error (M4) ————— 5.142E-08
LOO error (M5) ————— 1.015E-07
LOO error (M6) ————— 9.949E-08
LOO error (M7) ————— 3.199E-07
LOO error (M8) ————— 6.806E-07
LOO error (M9) ————— 3.357E-07
LOO error (M10) ————— 1.868E-07
LOO error (M11) ————— 7.066E-07
LOO error (M12) ————— 7.829E-07
LOO error (M13) ————— 1.520E-06
LOO error (M14) ————— 1.957E-06
LOO error (M15) ————— 3.466E-07
Polynomial (M1) 3 3
Polynomial (M2) 3 3
Polynomial (M3) 2 3
Polynomial (M4-M11) ————— 3
Polynomial (M12) ————— 2
Polynomial (M13-M15) ————— 3
It should be pointed out that in general assessing the accuracy of the PCE over the eigenvalues
of the POD does not guarantee the convergence of the surrogate model. For this reason,
the accuracy of the proposed surrogate model is compared to a very demanding Monte-Carlo
simulations composed of 100000 forward simulations. Then, the RMSE is estimated for all
physical variables of the hydraulic states for the estimation of the mean and variance solutions.
The obtained results for this case are reported in Figure 6.13 and as for the previous case, the
surrogate model allows to correctly quantify the uncertainty for all the physical parameters as
the error is less than 10−3 in both the mean and variance solutions. Since the Monte Carlo
simulations have been performed, we also assess the ability of the surrogate model to estimate
the whole Probability Density Function (PDF) at the locations where data measurements are
often collected for hydraulics namely, Camarinal Sill, Tangier Basin and Tarifa Narrows as
shown in Figure 6.12. This comparison is shown in Figure 6.14 where the estimation of the
whole PDF at these locations using Monte Carlo simulation are compared to those obtained
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Figure 6.13: RMSE in different physical variables computed by the model for the flow recircu-
lation in the Strait of Gibraltar.
Camarinal Sill Tangier Basin Tarifa Narrows
Figure 6.14: Probability density functions obtained at three different locations using the sur-
rogate model and the Monte-Carlo for the flow recirculation in the Strait of Gibraltar.
suing the surrogate model. It is clear that the results demonstrate that generally there is a
good estimation of the probability density function using the tools presented in this study.
A comparison between the deterministic and stochastic approaches is also carried our for this
flow problem. In Figure 6.15 we compare the deterministic and stochastic mean solutions
obtained for the flow fields. It is clear that the computed results exhibit slight differences
especially in the downstream of the Strait. This is resulting from the nonlinearities of the
exchange terms appearing in the multi-layer shallow water equations. Next, the uncertainty
ranges of the hydraulic states are displayed in Figure 6.16. The obtained results show that
the uncertainty ranges especially in the water height could not be negligible. The velocity
profiles have also been tracked at the three locations where data is regularly collected. The
uncertainty ranges in these velocity profiles are very narrow compared to the uncertainty in
the water heights. Moreover, the same figure also illustrates the uncertainty range for the
averaged water velocity. Although there is huge physical variability in this parameter, which
can explain the need for high number of POD model, see Table 6.3, the uncertainty range is
very narrow. These results demonstrate that the uncertainty in the bathymetry, the viscosity
and the friction coefficients impact mostly the water height.
Finally, sensitivity analysis is carried out for this recirculation flow problem in the Strait of
Gibraltar. Since, the water height is the parameter impacted the most from the stochasticity
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Deterministic Solution Mean Solution
Figure 6.15: Deterministic and mean solutions of the velocity fields for the flow recirculation
in the Strait of Gibraltar.
Water height Velocity Profile Water averaged solution
Figure 6.16: Uncertainty range in the water level (left plot), velocity profiles (middle plot) and
averaged water velocity (right plot) for the flow recirculation in the Strait of Gibraltar.
considered in this study, the sensitivity analysis is carried out over this parameter. Note
that the KL decomposition allows to sample the bathymetric field by introducing 16 random
variables. Therefore, we assessed first a total Sobol index for these 16 random variables to
which we add the Manning coefficient, the viscosity parameter and the wind friction coefficients.
Furthermore, the sensitivity analysis is carried only at the three measurement locations and the
obtained results are presented in Figure 6.17. First the result show that there are no differences
between the first and total order, suggesting that the interaction between the random variables
is negligible. Next at all considered locations, only random variables of the KL decomposition
have high values. This suggests that the simulations of the water height are very sensitive
to barthymetry. Finally one can see that reducing the uncertainty could be achieved with
monitoring only four or three modes at most of the KL decomposition.
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Figure 6.17: Sensitivity analysis using the Sobol indices at three locations in the Strait where
data are measured periodically for Camarill, Tangier basin and Tarifa Narrow, respectively.
6.5 Conclusions
A surrogate model has been investigated in the present study for the propagation and quan-
tification of the uncertainty in hydraulic modelling. The flow in such cases has usually many
complex features making the classical shallow water equations not suitable for this type of
hydraulic problems. In general, one has to consider the full three-dimensional Navier-Stokes
equations which require a considerable computational cost to be numerically solved. However,
the multi-layer shallow water models have proven their efficiency to replace the full three-
dimensional Navier-Stokes equations while preserving the numerical flexibility given by the
shallow water system and therefore could be considered to model the oceanic recirculation.
While several previous studies demonstrated the numerical performance of the multi-layer
shallow water models to accurately capture the complex pattern existing in the oceanic re-
circulation, to the best of our knowledge the problem of uncertainty quantification has been
investigated for the first time. The implementation of surrogate models is a common practice
for uncertainty quantification in computational fluid dynamics. The numerical model needs to
be run several times, which increases the computational cost. Through the use of the surro-
gate models, the required numerous evaluation could be performed easily in a reasonable time.
The literature has reported many surrogate models that are used in the context of uncertainty
quantification. The choice of one or another is generally done based on numerical experiences.
Usually when possible the robustness of theses models is assessed with comparison to the well
established Monte-Carlo simulations given its statistical properties. In the present work, we
choose to used polynomial chaos expansion based on the previous results of this model in the
hydraulic computations. Furthermore, the spatial dimension of different quantities of interest
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(water height and velocity) are reduced thanks to a proper orthogonal decomposition. The re-
sults are presented for three application cases: a dam-break problem, a wind driven circulation
over a lake, and the real case of Strait of Gibraltar.
In the first case, we performed uncertainty quantification for a dam break problem. We as-
sumed that the uncertainty of the simulations resulted from stochastic bed, friction coefficient,
viscosity between layers and the wind friction terms. Moreover, the highlight was put here
on the numerical schemes used to solve the multi-layer shallow water equations. We used
three different numerical schemes, namely the Kinetic, the Lax-Friedrich and a finite volume
characteristics method. The results demonstrated that the surrogate model performed well
when compared to the Monte-Carlo simulations. The RMSE reaches an order of magnitude
up to 10−3 for the estimation of the mean and the variance solutions using all the considered
numerical methods. The results also demonstrated a good agreement in the simulation of the
physical patterns in the mean field. Finally, we concluded that the numerical schemes do not
display the same level of uncertainties. In the second, we performed uncertainty quantification
for a wind driven circulation problem. As for the previous case, the stochastic parameters
considered here include the bathymetry, the friction term, the viscosity between layers and
the wind friction terms. The results showed a good agreement between the surrogate model
and the Monte-Carlo simulations. The RMSE has an order of magnitude ranging from 10−4
to 10−3. Moreover, we compared the results of the uncertainty for different number of layers
in the model. We concluded that the uncertainty in the model is not much affected by the
number of layers. However, one should be aware that the number of layers could affect the
physical modelling which can yield modelling errors.
Finally, we applied our methodology to the real case of a flow recirculation in the Strait of
Gibraltar. This place knows consistent economical activities over the time including fishery,
transport and tourism among others. Therefore, it is important to monitor the flow in the
Strait of Gibraltar. First the surrogate model is compared to Monte-Carlo simulations. Results
demonstrated the good agreement represented by a value of RMSE ranging from 10−5 to 10−3.
Moreover, as three stations exist in this area, we evaluated the ability of the surrogate models
to compute the probability density function. The results were compared with a probability
density function computed with Monte-Carlo simulations. The results prove that the surrogate
model perform very well for this flow problem. Finally, we were interested in a sensitivity
analysis in these location. This could be a good indicator of what are the physical variables
that one should monitor using either data assimilation or Bayesian inference in order to reduce
the uncertainty of the numerical model. Results showed that the bathymetry is the main driver
of uncertainty in the considered three locations.
Chapter 7
A developed optimization technique
for reconstruction of topography in
dam-break flows
Modelling dam-break flows over non-flat beds requires an accurate representation of the to-
pography which is the main source of uncertainty in the model [66]. Therefore, developing
robust and accurate techniques for reconstructing topography in this class of problems would
reduce the uncertainty in the flow system [231]. In many hydraulic applications, experimental
techniques have been widely used to measure the bed topography. In practice, experimental
work in hydraulics may be very demanding in both time and cost. On the other hand, com-
putational hydraulics have been served as an alternative for laboratory and field experiments.
Unlike the forward problem, the inverse problem is used to identify the bed parameters from
the given experimental data [271]. In this case, the shallow water equations used for modelling
the hydraulics need to be rearranged in a way that the model parameters can be evaluated
from measured data. However, this approach is not always possible and it suffers from stability
restrictions [98]. In the present work, an adaptive optimal control technique to numerically
identify the underlying bed topography from a given set of free-surface observation data is
proposed. In this approach, a minimization function is defined to iteratively determine the
model parameters. The proposed technique can be interpreted as a fractional-stage scheme.
In the first stage the forward problem is solved to determine the measurable parameters from
known data. In the second stage, the adaptive control Ensemble Kalman Filter is implemented
to combine the optimality of observation data in order to obtain the accurate estimation of the
topography. The main features of this method are on one hand, the ability to solve for different
complex geometries with no need for any rearrangements in the original model to rewrite it
in an explicit form. On the other hand, its achievement of strong stability for simulations of
flows in different regimes containing shocks or discontinuities over any geometry. Numerical
results are presented for a dam-break flow problem over non-flat bed using different solvers
for the shallow water equations. The robustness of the proposed method is investigated using
different numbers of loops, sensitivity parameters, initial samples, location of observations.
The obtained results demonstrate high reliability and accuracy of the proposed techniques.
Bed topography is of paramout importance for the study of fluvial hydraulics, flood prediction
and river flow monitoring [122]. It is therefore important to develop fast, easy to implement and
cost effective methods to determine underwater river topography. Over the past few decades,
extensive research has been performed to accurately predict and describe the environmental
processes associated with geophysical flows. This includes monitoring river flow, predicting
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floods with their potential risk of creating natural disasters and predicting Tsunami run-up
[254]. Bed topography identification in open channel is of paramout importance for the study
of the respective flows. In the former, the knowledge of the channel bed topography is required
for modelling the hydrodynamics of open channel flows, fluvial hydraulics, flood propagation,
and river flow monitorning. Indeed, flow models based on the shallow water approximation
require prior information on the channel bed topography to accurately capture the flow fea-
tures. While in the latter, usable bedrock topographic information is very important for flow
modellers to accurately predict the flow characteristics. Experimental techniques to under-
stand the bed topography are usually used but are mostly time consuming, and sometimes not
possible due to geometrical restrictions. However, the measurement of free-surface elevation
is relatively easy. Alternative to experimental techniques, it is therefore important to develop
fast, easy to implement, and cost-effective numerical methods.
Bed topography has a crucial impact on many hydraulic applications which are widely modeled
using the well-established shallow water equations. These models require prior information on
the bed topography to be solvable and consequently resolve the flow features in the problem
under study. Experimental measurements have been used in many hydraulic applications to
reconstruct bathyemtry in free-surface flows. However, this may be limited with time, cost
and also geographical restrictions which need to be replaced with fast, easy to implement and
cost effective computational techniques [179]. In recent years, many research studies have
been carried out to accurately describe and predict geophysical flows. This includes predicting
floods, monitoring river flows, and predicting tsunami waves, see for example [123, 91, 168].
Accurate numerical modeling of this class of free-surface flows and predicting flood inundation
all depends on the accurate representation of the bed topography. Authors in [34] have inves-
tigated the quality of the bathymetric airbone LiDAR survey. Information about the river bed
geometry from top view has also investigated in [267]. In a slightly different context, authors
in [221] have studied the inverse problem of reconstructing the topography from known data
at the free-surface. On the other hand, there have been significant developments in experimen-
tal techniques to measure river bathymetry and flow depths. For instance, the interferometric
Synthetic Aperture Radar (SAR) digital photogrammetry has been described in [24]. However,
most experimental techniques to identify the bed elevation are expensive and time consuming,
see for example [161, 3].
From a numerical view point, there are mainly two different approaches for bed reconstruction
in hydraulics namely, the direct approach and the optimization-based approach. The direct
approach of the inverse problem is not a common way in the literature. In this method, the
governing equations of the forward problem are used in the model rearrangement. In practice,
the process depends on the determination of observable parameters in the analysis of the for-
ward problem. However, this approach is not always possible and it is restricted to some inverse
problems. For example, authors in [23, 240] have implemented this approach to determine the
bed elevation from known data in open channel and Glacier flows. The optimization-based
approach is well known for solving this type of inverse problems in computational hydraulics.
In this approach, a minimization function is formulated and used to iteratively determine the
model parameters. This iterative procedure has been implemented in [263, 95, 130] to deter-
mine the topography and the bed roughness for several hydraulic problems.
In the current study the aim is to tackle problems of bed reconstruction in shallow water flows
using adaptive control Ensemble Kalman Filter (EnKF). The reconstruction is carried out
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based on given observation data at the free-surface for the water depth. The main focus is on
dam-break problems over non-flat beds for which the topography required reconstruction. The
governing equations consist of the conservation system of shallow water equations accounting
for bathymetric effects. The purpose is to examine the performance of the optimal control
method for different solvers of the direct problem. Computational results are presented for
various tests on a dam-break problem over non-flat topography. The sensitivity of the method
on different inputs including the initial guess and the uncertainty of observations is also exam-
ined. Numerical results presented in this study demonstrate high resolution of the proposed
method and confirm its capability to provide highly accurate solutions for bed reconstruction
in shallow water flows.
This chapter is structured as follows: Modelling dam-break problems is discussed in section
7.1. This section introduces the shallow water equations and the finite volume schemes used for
the numerical solution. Section 7.2 presents the proposed adaptive control Ensemble Kalman
Filter (EnKF) for bed reconstruction. This section includes an overview of the EnKF in
data assimilation and the implementation of the method for bed reconstruction in dam-break
problems. Numerical results are discussed in section 7.3. Numerical results for a wide range
of input parameters are presented. Section 7.4 contains concluding remarks.
7.1 Modelling dam-break flows over non-flat beds
The well-established shallow water equations are considered in this study to model dam-break
flows over non-flat beds. These equations can be derived by depth-averaging the incompressible
Navier-Stokes equations and neglecting the vertical acceleration of water particles while the























where t is the time variable, x the space coordinate, h(x, t) the water depth, u(x, t) the water
velocity, g the gravitational constant and B(x) the bed topography. In (7.1), τf is the friction







where Mb is the Manning roughness coefficient on the bed. To be consistent with a dam-break
problem, the equations (7.1) are equipped with the following initial condition
h(0, x) =
hl, x ≤ x0,
hr, x > x0
(7.3)
where x0 is the location of the dam, hl and hr are the water heights at upstream and downstream
of the dam. The equations (7.1)-(7.3) have been widely used in the literature to simulate dam-
break problems, see for example [94, 26].
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gh, λ2 = u+
√
gh. (7.5)
Notice that the equations (7.1)-(7.3) have to be solved in a time interval and spatial domain
equipped with given boundary conditions.
Numerical solution of the shallow water equations (7.1) has been subject of many research
studies and several numerical methods have been developed for their accurate and efficient
solutions. In the current work, four finite volume numerical solvers for hyperbolic systems of
conservation laws were implemented. To deal with source terms in (7.1), a splitting operator
was implemented for which the differential source terms Q(W) and the non-differential source
term S(W) are solved in two stages. Hence, the time interval was divided into subintervals
[tn, tn+1] with uniform size ∆t and tn = n∆t. Using the notation W
n(x) = W(x, tn) to denote
the discrete solution at time tn. Thus, given the solution W
n at time tn, the solution W
n+1
at next time level tn+1 is obtained using the following two-stage splitting procedure:






= Q (Wn) . (7.6)
















uniform length ∆x for simplicity only. Using the notation Wni to denote the space-averaged







at time tn, and Wi+ 1
2
is the intermediate solution at
xi+ 1
2























, one obtains the following
fully discrete system











+ ∆tQni , (7.8)









are the numerical fluxes at x = xi± 1
2
and time t = tn whereas, Q
n
i is
a consistent discretization of the source term Q in (7.6). Note that the spatial discretization
(7.8) is complete when the numerical fluxes Fi±1/2 and the source term Qi are reconstructed.
Generally, this step can be carried out using any finite volume method developed in the liter-
ature for solving hyperbolic systems of conservation laws. In the present study, the following
finite volume reconstructions are considered:











































where λ = max (λn1 , λ
n
2 ) is the Rusanov speed with λ1 and λ2 are the two eigenvalues
associated with the system defined in (7.5).


























































where λ̂1 and λ̂2 are the two eigenvalues associated with the system defined in (7.5)
evaluated at the Roe state (7.12).
• FVC scheme [28]: To reconstruct the numerical fluxes using the Finite Volume Charac-
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Then, using the method of characteristics to compute the solutions of (7.13) at the
interfaces xi± 1
2
. Thus, the associated characteristic curves Xi+ 1
2
(τ) are computed as















(tn+1) = xi+ 1
2
.
To solve the ordinary differential equations (7.14) a second-order explicit Runge-Kutta
method was used, see [28] for more details.
The numerical fluxes in the FVC scheme are obtained by integrating the advective equa-
tions (7.13) along the characteristics in the time interval [tn, tn + ∆t]. Thus, assume an
accurate approximation of the characteristics curves Xi+ 1
2
(tn) is made, the intermediate


















































are solutions at the departure points Xi+ 1
2
(tn) computed by a cubic Lagrange interpo-
lation from the gridpoints of the control volume where the departure point Xi+ 1
2
(tn)



































are intermediate solutions approximated in (7.15).
For the approximation of the source term in (7.8), we use the well-balanced discreization









Note that, using this discretization of the source term, the scheme (7.8) satisfies the well-
known C-property [28]. It should be stressed that other numerical solvers for the shallow water
equations (7.1) can also be used in the present study without major conceptual modifications.
7.2 Optimal control method for reconstruction of topog-
raphy
In this section, numerical tools used for the optimal control reconstruction of topography in
dam-break flows are presented. In general, Data Assimilation (DA) aims at combining field
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observations with different model inputs in order to reduce the uncertainty of a numerical model
and improve its predictability in an optimal manner, see [172] among others. For hydraulics,
a numerical model relies on mathematical description of the dynamic whereas, observation
produces more accurate description of the actual state of the flow. Despite producing different
outputs, the resulting uncertainty produced by the DA is below the uncertainties of both the
numerical model and the observational data. Although the DA has been initially used for
weather forecasting, different research topics have adopted this tool for operational purposes.
In hydraulics, the DA is still emerging compared to other geophysical fields, see for example
[175, 20] and further references are therein. Technically the DA aims at controlling the value of
the model parametrization responsible for the largest amount of uncertainty. The optimality
of this control is achieved due to the information given by the observations. Here, the cost







‖y −H(xB)‖O , (7.18)
where xb is a prior knowledge (initial guess, back ground value) of the parameter which is
usually referred to as the background, y the set of observation data at the hydrostatic state
(either water depth or water speed), and H the observation operator. Since the DA takes into
account the uncertainties, both norms ‖·‖B and ‖·‖O are defined within the uncertainty region
of the background and the observation, respectively, as explained in the next section in more
detailes. It should also be noted that the observation is not necessarily of the same nature
as the parameter x and for example, the bathymetry may need correction using observations
of the water level. In this case, the observation operator reduces to a linear interpolation
operator. However, in most cases of hydraulic applications, this operator is highly nonlinear.
The main objective of the DA is to minimize the cost function J(x) under the constraints given
by the uncertainties on the observation and the background. In general, equation (7.18) does
not have an exact solution. However, a statistical estimation of the optimal parameter that
minimizes the function J(x) can be achieved using some inference methods such as filtering.
When the uncertainties expressed around the parameter and the observation are supposed to
follow a Gaussian probability distribution, the filtering could be carried out using the Kalman
filter, compare [218].
7.2.1 Ensemble Kalman Filter
For the assumption of Gaussian uncertainties, estimating the probability distribution reduces to
evaluating the mean and the covariance matrices. Thus, optimizing the functional (7.18) yields
to find the main parameter x and its covariance matrix. In this framework, the background
and the observation are fully defined by their covariance matrices B and O, respectively. The
Kalman Filter (KF) is a sequential DA algorithm which is able to reproduce these solutions
under the assumption given above. This means that the KF provides an updated optimal
solution for (7.18) whenever an observation is available. For this reason, this algorithm is
classically divided into two steps: (i) the forecast stage and (ii) the analysis stage. During the
first one, the model is dynamically moving forward in time with the background information
until an observation is available. The analysis stage is then achieved by correcting the value
of the background such that
xa = xb + K (y −Hx) , (7.19)
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where xa is the analysed value (the corrected value) of the parameter and K is the so-called






Algorithm 7.1 Proposed algorithm for bed reconstructions.
Require:
Tend: The final time for the simulation.
1: Perform a first simulation in order to generate the observation data.
2: Generate a set of bathymetric fields around the background value.
3: while t < Tend do
4: Run the Ensemble of simulation.


















6: Compute the analysis state.
7: end while
As mentioned before, the KF is not only able to give the mean value but also the uncertainties
modelled here in its covariance matrix
A = (I−KH) B, (7.21)
where I is the identity matrix. Note that, in most hydraulic applications, the governing equa-
tions describing the physics are highly nonlinear such as the shallow water equation (7.1).
Consequently, the KF can not be used because the operator H is nonlinear. One interesting
way to overcome this drawback is to use the Ensemble Kalman Filter (EnKF).
In practice, the EnKF relies on the stochastic approach in order to overcome the problem of
nonlinearity in the classical KF, see for instance [86]. Here, instead of considering the whole









based on the distribution (Ensemble). Indeed, using Monte-
Carlo simulations of the model, it is possible to stochastically estimate the different matrices




(xb − x̄b) (xb − x̄b)> , (7.22)
where x̄b denotes the mean value of xb. Therefore, the covariance functions can be approximated
using statistical averages of the solution ensemble.
7.2.2 Twin Experiment
In the present study a twin experiment is used to assess the quality of the DA algorithm.
This is a well known methodology used when the access to real data is not possible, see [220]
among others. The experiment consists on using a simulation with a supposed true value
of the bathyemtry. The hydraulic state resulting from this simulation will be used as the
observation. Then, using another value of the bathymetry (referred to by the background),
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the EnKF will be applied. The analysis obtained by the proposed algorithm will be compared
to the bathymetry which allows to obtain the hydraulic state of the observation. The EnKF
is based on a stochastic approach such that the background value of the bathymetry will be
perturbed. Hence, using an ensemble of bathymetric fields, a set of hydraulic state equations
can be obtained. It is worth mentioning that the perturbation in this case follows a normal law
with a mean value set to the background value and a fixed coefficient of variation. As in this
case the covariance matrix has been implemented to be exponentially distributed. In order to
have a good estimation of the reconstruction, the algorithm is performed several times. The
iteration procedure is used here and for each test example the number of loops used will be
mentioned. In summary, the proposed algorithm can be carried out using the steps described
in Algorithm 7.1. In all our simulations, the coefficient of variation is set to 20% unless stated
otherwise. Furthermore, the Root Mean Square (RMS) error is used to quantify the accuracy
and performance of the proposed algorithm.
7.3 Numerical results
In this section numerical results for a dam-break problem over a non-flat bed are presented. The
main goals of this test example are to illustrate the numerical performance of the techniques
described above and to verify numerically their capability to reconstruct the correct topography
using different initial guesses. Here, the system (7.1)-(7.3) is solved in a 30 m long channel with
the upstream and downstream water heights hl = 1 m and hr = 0.5 m, respectively. The dam
is located at x0 = 15 m, the gravitational acceleration g = 9.81m/s
2, the Manning coefficient
Mb = 0.03 s/m
1/3 and the computational domain is discretized into 100 control volumes with
∆x = 0.3 m. In all computations reported herein, the Courant number is set to Cr = 0.75 and






|λn1 | , |λn2 |
) , (7.23)
where λ1 and λ2 are the eigenvalues given by (7.5). The first step is solving the forward problem











and store the water height at given locations to be used later as observational data in the Twin
experiment. Examining the performance of the proposed method by changing (i) initial bed
guesses, (ii) number and locations of observations, and (iii) finite volume schemes solving the
shallow water equations.
7.3.1 Sensitivity on background values
The effects of the initial guess used for the bed function (background) on the accuracy of the
reconstructed bed (analysis) are examined. The purpose here is to identify the ability of the
EnKF to reconstruct the barthymetric field using different values for the background. In this
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Figure 7.1: Results for the bed reconstruction using different initial bed functions.
In this example, the bed function B1(x) has been implemented to solve the forward problem
and save the observation data at the water surface. Four bed functions B1(x), B2(x), B3(x)
and B4(x) as a background guess have been choosen. The EnKF algorithm is run for each
of background value defined in (7.24) using an Ensemble size of 200 simulations. Here, as
numerical solver for the direct problem the Roe scheme has been implemented. The obtained
numerical results for the expected bed are shown in Figure 7.1. In this Figure the observational
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Table 7.1: RMS errors for the bed reconstruction using different initial bed functions.





data, the initial guess and the target bed for each run have been presented. As expected for
a dam-break problem, at time t = 0 the dam collapses and the flow problem consists of a
shock wave travelling downstream and a rarefaction wave travelling upstream. These features
are well captured by this method in the results shown in Figure 7.1. In order to assess the
quality of the DA algorithm for each of background used, the RMS error is computed for each
experiment. Table 7.1 represents the value of the RMS error for the four bed functions in (7.24).
It is clear from the results shown in Figure 7.1 and Table 7.1 that the bed reconstruction is
impacted by the value of the background used in the simulations. Indeed, using B1(x) and
B2(x) as background valued in the optimal control method produces better results than those
obtained using B3(x) and B4(x). This mainly due to the fact that the selected background
values B1(x) and B2(x) are close to the target bed. As suggested by the value of RMS error,
the correction gained one order of magnitude just by getting as close as possible to the target
solution. It should be pointed out that this is one of the major difficulties when dealing with
DA to reconstruct the bathymetry in hydraulics. This problem has also been reported in
other studies, see for example [187]. This confirms that numerical tools can not replace in-
situ experiments and field works carried out by hydraulic engineers remain an essential stage
for bed reconstructions. In fact, using field measurements, the background value used for
the bathymetry can be very close to the target bed which would help DA algorithms to gain
accuracy. The proposed method performs well for this test example and the target bed can be
accurately reconstructed without requiring complicated tools.
7.3.2 Sensitivity on finite volume schemes
In addition to the background value used in the method, selection of numerical schemes for
shallow water equations constitutes an important key in DA algorithms. It is therefore impor-
tant to assess the ability of such tool to correctly reconstruct the bathymetric field. Generally,
there are two main key parameters that should be kept in mind when using a model with a
stochastic-based algorithm like the EnKF namely, the choice of the numerical model and the
uncertainty propagation in this model. In this section the impact of these two proprieties on
the bathymetry reconstruction was evaluated. On the other hand the impact of the four finite
volume schemes considered in this study on the reconstruction of topography in dam-break
flows was assessed as well. The same parameters as in the previous run have been considered
and then solving the forward problem Lax-Friedrich’s, Rusanov, Roe, and FVC scheme at
final time of t = 2 s. A set of 100 observations of the water height uniformly distributed in
the computational domain is used for the bed reconstruction. As initial guess for the bed,
the background value B2(x) defined in (7.24) was used. In this simulations for this run, 100
samples and 20 iterations are used in the EnKF algorithm.
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Figure 7.2: Results for the bed reconstruction using different finite volume schemes.
Figure 7.2 presents the obtained results for bed reconstruction using the four considered finite
volume schemes. The evolution of RMS errors for these schemes at each iteration is illustrated
in Figure 7.3. The results reveal that the EnKF does not show the same trends for these
finite volume schemes. Indeed, the EnKF is based on a stochastic method such that the
uncertainty is propagated into the model and the matrix which constitutes the Kalman Gain
Matrix will be different depending on the numerical method used. The results shown in Figure
7.3 for the RMS errors confirm that the Roe and FVC schemes are more consistent than the
Lax-Friedrich and Rusanov schemes. The numerical diffusion generated by Lax-Friedrich and
Rusanov schemes could explain these differences whereas, the Roe and FVC schemes have
proven to be very flexible to catch strong nonlinearity and discontinuities in the shallow water
equations. Note that the main advantage of high accurate finite volume schemes lies on the
fact that they can converge easily when used in algorithms like EnKF. However, the associated
uncertainties may increase in the simulations which leads to poor reconstruction in the DA
algorithm. On the other hand, using low accurate schemes, the numerical dissipation makes
the DA algorithm very hard to converge, but they could easily lead to satisfying corrections.
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Figure 7.3: RMS errors for the bed reconstruction using different finite volume schemes.
7.3.3 Sensitivity on uncertainty in the background value
The next step is to check the impact of the uncertainty on the background and its effect
on the bed reconstruction. In this test, the EnKF algorithm is running using three different
uncertainty assumptions on the bed. It should be stressed that the well-established numerical
methods for shallow water flows have been considered only the deterministic problems. The
solutions are then admitted without paying attention to the uncertainty that are ubiquitous to
any numerical model. Note that the classical way to assess the uncertainty of a numerical model
is to reconsider it as a stochastic input. This means that the model parameters, boundary and
initial conditions have to be seen as random parameters and/or processes. In this run, the
same parameters are considered and flow conditions as in the previous case but an uncertainty
in the bed was introduced. Three different levels of uncertainty are applied in this test with
the coefficient of variation in the bed CVb = 7%, 11% and 16%.
The bed reconstruction results obtained using different levels of uncertainty are presented in
Figure 7.4. On the other hand the RMS errors corresponding to these levels of uncertainty
were depicted in Figure 7.5. As it can be seen in these Figures, increasing the value of the
background uncertainty may help to achieve good level of correction. In fact, when using a
Bayes theorem-based algorithm one should keep in mind that the selection of the parameters
to be inferred has to be large enough in order to contain the uncertainty of the observation.
This problem has been discussed in the literature, see [162] among others.
The correction obtained using the EnKF changes by applying iteratively the algorithm several
times. As consequence, the quality of the reconstructed bed is impacted by the number of
iterations used. Table 7.2 demonstrates the effect of changing the number of iterations at
two different times t = 1 s and t = 2 s. Clearly, the DA is impacted by the assimilation
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Figure 7.4: Results for the bed reconstruction using different uncertainties in the background
value.
window that the quality of the correction with the DA dependants on the physical time used
in the simulations. Results included in Table 7.2 gives a clear idea on the impact of these two
parameters on the correction of the bathyemtry in dam-break flows.
As observed in the obtained results, the quality of the reconstruction does not improve with
iterations when using an assimilation window at time t = 1 s. This is due to the fact that the
hydraulic has not been developed enough and all the information are still locked. Note that,
this expected results if the well-known Best Linear Unbiased Estimator (BLUE) is employed.
However, for the assimilation window at time t = 2 s, the quality of the bed reconstruction
improves considerably with the number of iterations. Moreover, the quality of the bed recon-
struction is improved in this case compared to the the first case at t = 1 s. Thus, these results
emphasis the importance of considering a time-based algorithm such as the EnKF rather than
a time-independent one such as the BLUE. It is also evident from the presented results that
the assimilation is closely linked to the hydrodynamic. Hence, using the stochastic approach,
one should make sure that the hydrodynamic has been developed enough to ensure a better
correction. However, it is important to point out that the simulation time will also impact the
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Figure 7.5: RMS errors for the bed reconstruction using different uncertainties in the back-
ground value.
Table 7.2: Evolution of RMS errors for the bed reconstruction using different uncertainties in
the background value for different number of loops at time t = 1 s and t = 2 s.
RMS error
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uncertainty propagation in the numerical model used in the simulations. Therefore, there is
a clear trade-off related to simulation time versus the uncertainty that should be kept under
consideration when using the DA for hydrodynamic models. The best use of such algorithms
dictates that one should have a good length of assimilation window while paying attention to
the uncertainty.
7.3.4 Sensitivity on observed data at the free-surface
Observed data is considered to be one of the most important keys in DA algorithms. Using
the Twin experiment, it allows to assess the impact of the key factor on the quality of bed
corrections. The level of discrepancy in these data will have a direct effect on the quality of
the algorithms. Thus, in order to accurately predict the bathymetry in dam-break flows, DA
algorithms should be precise and accurate with respect to the observation setting. For this
purpose a dam-break problem with the same flow conditions as in the previous test is used in
this run. In this section, three main parameters are investigated with regards to the observa-
tion data: (i) the number of the observation data, (ii) the location of the observation data and
(iii) the uncertainty in the observation data.
First, the effects of the number of observation data used in the EnKF were assessed. This
is especially important in the case where one needs to correct a space-based parameter such
as the bathymetry. In this test case, different numbers of observations are used for the bed
reconstruction and the obtained RMS errors for each number are presented in Table 7.3. It is
clear that, as the number of iterations increases the accuracy of the reconstructed bed increases
and the RMS error decreases accordingly. However, given the hydrodynamic of the dam-break
under study, location of the observation data is important. This is for example what explains
the difference between the run using 50 observations and the run using 25 observations. Note
that the effects of the number of observation data is clearly seen on the correction in a way
that more sets of observation data are available the best the correction is. From a practical
point of view, this would mean that one needs to install gauges along the whole flow channel
to collect measurements, which is less likely to be feasible from an economic perspective. An
alternative way would be through the use of remote sensing data. However, the limitation in
these techniques is associated with the uncertainty in the recorded measurements. Next, the
effects of the location of observation data and the uncertainty on these data were examined.
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Figure 7.6: Results for the bed reconstruction using different locations of the observation data.
Table 7.4: RMS errors for the bed reconstruction using different locations of the observation
data.
Location range RMS error
1 m - 10 m 0.1038
10 m - 20 m 0.0062
20 m - 30 m 0.0814
To examine the effect of the spatial distribution of the observed data on the bed reconstruc-
tion, running the same example as before but changing the location of these data. Here, three
different locations of the observation are tested along the flow channel in both downstream
and upstream. More precisely, selecting observation data in the upstream region between 1 m
and 10 m, in the middle region between 11 m and 20 m, and in the downstream region be-
tween 21 m and 30 m. The obtained results are illustrated in Figure 7.6 and the associated
RMS errors are summarized in Table 7.4. Under the considered flow conditions, these results
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Figure 7.7: Results for the bed reconstruction using different uncertainty in the observed data.
clearly highlight the importance of the location in observations for the correction. Again, the
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Table 7.5: RMS errors for the bed reconstruction using different uncertainty in the observed
data.







correction is highly dependent on the hydrodynamic as it has been aforementioned. It is also
evident that, when the dam-break occurs, the dynamics are mostly concentrated around the
dam location. This is mainly the reason why the best bed reconstruction is obtained when the
observation are around the dam location. Furthermore, when the observation data are located
downstream, the EnKF produces a better correction. Needless to mention that, dealing with
shallow water equations, the waves that propagates downstream and upstream do not have
the same velocity. It is expected that the waves propagating downstream have more speed
than the upstream ones. This explains the reason why the correction happening downstream
is better than the upstream correction.
Finally, assessing the sensitivity of the EnKF on the inherited uncertainty in the observa-
tion data. This is an important feature that should be taken under consideration when dealing
with reconstruction of a hydraulic field using the DA. In practice, different kind of observations
would produce different measurements and each measurement is always accompanied with a
range of uncertainty. In the computations reported here, six different uncertainty values with
coefficient of variations CVb = 5%, CVb = 10%, CVb = 15%, CVb = 20%, CVb = 25% and
CVb = 30% are considered. The same flow condition as those used in the previous test cases
has been applied.
Figure 7.7 presents the obtained results for this run and the associated RMS errors are included
in Table 7.5 for the considered coefficients of variations. As can be seen, the uncertainty on
the observation data greatly impacts the correction and it can lead to big discrepancies in
the required results. It is also clear from the RMS errors in Table 7.5 that, increasing the
uncertainty in the observation data results in an increase in the RMS error. It is worth to
mention that the DA is a trade off between the background values and the observation data
used for the bed reconstruction. The quantity and quality of the background values and the
observation data highly influence the algorithm outcome. Consequently, if the uncertainty of
the observation data increases, one would expect more confidence on the background values.
This fact is supported by the results presented in Figure 7.7 as the reconstruction hardly move
from the background value.
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7.4 Conclusion
A robust optimal control method for the bed reconstruction in dam-break flow problems has
been implemented. The governing equations consist of the non-linear system of shallow water
equations with bathymetric effects. A class of four finite volume schemes has been imple-
mented to solve the forward problems. The optimal control methodology is based on the
Ensemble Kalman Filter for the bed reconstruction. This gives a major advantage compared
to the conventional direct problem methodologies based on the partial differential equations
rearrangements. This can lead to complex formulations and implementations, in addition to its
restrictions to simple bed topographies. This numerical approach is applicable for numerous
situations related to the underwater bed reconstructions compared to experimental method.
Experimental method is considered to be extremely difficult and expensive to reach for main-
tenance operations, so sensor failures are not uncommon. When this happen it is very difficult
and takes a lot of time to repair or replace if possible. In addition to the problem of data
missing and distortion until these maintenance operations carried out. The performance of
the proposed method is examined using different numbers and locations of the observed data,
different numbers of loops, and different initial guesses for the bed topography. We have also
added stochasticity to the initial guess for the bed as well as the observed data. In all cases,
the method accurately captures the expected bed confirming its ability to reconstruct the bed
topography from noisy observational data. In addition, the computational results obtained
for the considered test cases demonstrate the accuracy and efficiency of the proposed method.
The presented results also reveal good shock resolution with high accuracy in smooth regions
and without any spurious oscillations near the shock areas. Although we have restricted our
simulations to the one-dimensional problems, the optimal control method investigated in the
current work can be extended to free-surface flows in two space dimensions with viscous terms,




This thesis presents a detailed study of the development and validation of an improved class
of models for simulating the effect of the underground movement on the shallow water waves,
which employed different coupling techniques at the interface. Likewise, an adaptive optimal
control technique for bed reconstructions was implemented. Studying the effect of uncertainty
in some parameters in the system showed that bed uncertainty has an enormous effect on
shallow water simulation. This has been achieved by developing shallow water models to
include techniques to study the full shallow water system. The resulting models have been
verified as robust and less computationally demanding, achieving the goal of this thesis. This
is important, as it also provides a modular platform, from which further advances can be made.
This thesis has been comprised of three major parts. The first of these seeks to resolve the
modelling issues of shallow water flows over deformed beds; coupling techniques between the
water free-surface and bed deformation were carefully examined. A hybrid finite element/finite
volume method for solving free-surface run-up flow problems over deformable beds has been
proposed; topographical deformations are the product of localized force, ensuing the propaga-
tion of waves of varying amplitude and frequency. Nonlinear, one-dimensional shallow water
equations have been utilized, which incorporate friction terms for the water free-surface and
two-dimensional, second-order, solid elastostatic equations for bed deformation. The hydro-
static pressure and friction forces have been implemented for the elastostatic equations whereas
the deformed beds have been accounted for in the shallow water equations through the bathy-
metric forces. As such, the well-balanced finite volume method was applied for the shallow
water system and the stabilized finite element method for linear elasticity equations. Similarly,
two different methods have been offered for the transfer of information through the interface.
The first one was the two-mesh procedure, which employed proper interpolation to transfer
the data between the surface nodes and the control volumes, using uniform finite volume mesh
distribution. In the second method, to avoid interpolation at the interface, a finite volume
method, using non-uniform mesh distribution, has been chosen.
In the second part, the propagation and influence of several uncertainty parameters have been
quantified in a class of numerical methods for free-surface single-layer, two-layer and multi-
layer shallow water models on either flat and non-flat topographies. The uncertainty in the
hydraulic states such as the water height and the water velocity as responses from the bathy-
metric forces (topography, Manning coefficient, wind friction and viscosity between layers) has
been utilized. The free-surface profiles have been computed for different realizations of the
random variables when the bed is excited, with sources whose statistics are well defined. As
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numerical methods for shallow water equations, four finite volume schemes have been imple-
mented. To reduce the required number of samples for uncertainty quantification, the proper
orthogonal decomposition method has been combined with the polynomial chaos expansion,
ensuring the efficient uncertainty quantification of complex hydraulic problems with a large
number of random variables. The obtained results demonstrated that, in some hydraulic ap-
plications, a highly accurate numerical method yields an increase in uncertainty. On the other
hand, when the complexity of the physics increases, these highly accurate numerical methods
display less uncertainty compared with low accuracy methods.
In the third part, the adaptive control Ensemble Kalman Filter has been implemented to tackle
the issue of bed reconstruction in shallow water flows. The main focus was on dam-break prob-
lems over non-flat beds, for which the topography required reconstruction. The reconstruction
was carried out based on water depth observations data at the free-surface. The governing
equations consist of the conservation system of shallow water equations, accounting for bathy-
metric effects. The purpose was to examine the performance of the optimal control method
for different solvers of the direct problem. Computational results have been presented for var-
ious tests of a dam-break problem over non-flat topography. The sensitivity of the method
on different inputs, including the initial guess and the uncertainty of observations, is also ex-
amined. Numerical results exhibit the high resolution of the proposed method and confirm
its capability to provide highly accurate solutions for bed reconstruction in shallow water flows.
Solving different cases in the previous three parts encountered the problem of the wet/dry
interface. To solve this issue, a new numerical model for moving wet/dry fronts in shallow
water equations has been devised, using the parametrization concept and the Riemann solver;
nonlinear shallow water equations were reformulated according to the speed of the wet/dry in-
terface. The new system resolved the wet domain with a well-balanced finite volume method.
A class of simple, easy, and accurate numerical methods has been developed, which overcame
the moving wet/dry front encountered in shallow water flows. This finite volume scheme has
been developed to such an extent that it is capable of satisfying the conservation property,
resulting in numerical solutions free from spurious oscillations in significant moving wet/dry
fronts. It achieved stability for simulations of slowly varying wet/dry interfaces, as well as
rapidly varying wet/dry ones containing shocks. Moreover, the numerical formulation was
designed so that the source terms were discretized using well- balanced techniques. These
features were verified using several test examples of shallow water flows over drying areas. Re-
sults showed the high resolution of the proposed techniques and permitted the straightforward
application of the method to more complex, physically-based shallow water flows.
For future research, the finite element/finite volume model could be further developed to in-
clude erosion and deposition effects, allowing for sediment transport and morphodynamics in
the shallow water flows. The work conducted in this thesis has been mainly focused on the
elastic deformation in bed topography and it can be extended to study the effect of nonlinear
plasticity in bed deformation and the strong interaction of water flows on soft beds. For real-
time simulations, these coupling techniques can be extended to study the three-dimensional
cases. The second area of development could be assessing uncertainty quantification for param-
eters in two-dimensional shallow water flows, in addition to studying the impact of uncertainty
in the force magnitudes and frequencies affecting the underground bed and its results in the
shallow water waves. Developing new optimal control techniques for bed reconstructions, such
as Genetics algorithms and neural networks, might be the third area of development. This
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is important in order to fully investigate the potential of the propsed techniques for future
implementations.
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[31] M. Bermúdez, C. Neal, P. Bates, G. Coxon, J. Freer, L. Cea, and J. Puertas. Quantifying
local rainfall dynamics and uncertain boundary conditions into a nested regional-local
flood modeling system. Water Resources Research, 53:2770–2785, 2017.
[32] P. Bernardara, E. de Rocquigny, N. Goutal, A. Arnaud, and G. Passoni. Uncertainty
analysis in flood hazard assessment: hydrological and hydraulic calibration. Canadian
Journal of Civil Engineering, 37:968–979, 2010.
[33] M. Berveiller, B. Sudret, and M. Lemaire. Stochastic finite element: a non intrusive ap-
proach by regression. European Journal of Computational Mechanics/Revue Européenne
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séances de l’Académie des Sciences, 73:237–240, 1871.
[71] P. Dellar. Non-hydrodynamic modes and a priori construction of shallow water lattice
Boltzmann equations. Phys. Rev. Estate. Nonlin. Soft Matters Phys, 65:1–12, 2002.
[72] S. Dey, S. Saksena, and V. Merwade. Assessing the effect of different bathymetric models
on hydraulic simulation of rivers in data sparse regions. Journal of Hydrology, 575:838–
851, 2019.
Page 194
[73] U. Drahne, N. Goseberg, S. Vater, N. Beisiegel, and J. Behrans. An experimental and
numerical study of long wave run-up on a plane beach. Journal of marine science and
engineering, 4:1–23, 2016.
[74] Z. Drmac. A posteriori computation of the singular vectors in a preconditioned Jacobi
SVD algorithm. IMA journal of numerical analysis, 19:191–213, 1999.
[75] S. Dubreuil, M. Berveiller, F. Petitjean, and M. Salan. Construction of bootstrap confi-
dence intervals on sensitivity indices computed by polynomial chaos expansion. Reliability
Engineering and System Safety, 121:263–275, 2014.
[76] G. Duplis and J. Goel. Finite element with high degree of regularity. Numerical methods
in engineering, 2:563–577, 1970.
[77] M. El-Amrani and M. Seaid. An essentially non-oscillatory semi-lagrangian method for
tidal flow simulations. International Journal for Numerical Methods in Engineering,
81:805–834, 2010.
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[223] P. Sraj, I.and Le Mâıtre, M. Knio, and I. Hoteit. Coordinate transformation and poly-
nomial chaos for the bayesian inference of a Gaussian process with parametrized prior
covariance function. Computer Methods in Applied Mechanics and Engineering, 298:205–
228, 2016.
[224] R. Stanislow and E. Penlinovosky. Run-up of dispersive and breaking waves on beaches.
Oceanologia, 43:61–97, 2001.
[225] J. Stoker. Water Waves. Interscience Publishers, Inc., New York, 1986.
[226] G. Strang. On the construction and the comparison of difference schemes. SIAM J.
Numer. Anal, 5:506–517, 1968.
[227] Y. Sun, S. Chen, and Y. Yang. The families of nonconforming mixed finite elements for
linear elasticity on simplex grids. Applied mathematics and computation, 358:348–362,
2019.
[228] H. Swart and J. Zimmerman. Morphodynamics of tidal intel systems. Fluid Mech,
41:203–229, 2009.
[229] E. Synolakis. The runup of solitary waves. Journal of fluid mechanics, 185:523–545,
1987.
[230] E. Synolakis and L. Kong. Run-up measurements of the december 2014 indian ocean
tsunami. Earthq. Spectra, 22:67–91, 2006.
[231] B. Tang and W. Hsieh. Coupling neural network to dynamical systems via variational
data assimilation. Monthly Weather Review, 131:1855–1870, 2001.
[232] G. Tchamen and R. Kahawita. Modelling wetting and drying effects over complex to-
pography. Hydrological processes, 12:1151–1182, 1998.
[233] C. Temperton and A. Staniforth. An efficient two-time-level Galerkin characterestics
semi-implicit integration scheme. Quart. J. Roy. Meteor. Soc, 113:1025–1039, 1987.
[234] C. Temperton and A. Staniforth. An efficient two-time-level semi-Lagrangian semi-
implicit integration scheme. Quart. J. Roy. Meteor. Soc., 113:1025–1039, 1987.
[235] S. Thomas. A finite element model for the analysis of wave induced stresses, displace-
ments and pore pressures in an unsaturated seabed I: theory. Computers and Geotechnics,
8:1–38, 1989.
[236] Y. Thorimbert, J. Latt, and B. Chopard. Coupling of Lattice Boltzmann shallow water
model with Lattice-Boltzmann free-surface model. Journal of computational science,
33:1–10, 2019.
[237] V. Titov and E. Synolakis. Numerical modeling of tidal wave runup. Coastal ocean
engineering, 124:157–171, 1998.
[238] E. Toro. Shock-capturing methods for free-surface shallow flows. Wiley, 2002.
[239] R. Touma. Well-balanced central schemes for systems of shallow water equations with
wet and dry states. Applied mathematical modelling, 5:1–17, 2015.
Page 205
[240] Y. Tsui and C. Helfrich. Wave-induced pore pressure in submerged sand layer. Journal
of geotechnical engineering, 109:603–618, 1983.
[241] S. Voit. Tsunamis. Fluid Mech, 19:217–236, 1987.
[242] J. Von-Neumann and R. Richtmyer. A method for the numerical calculation of hydro-
dynaic shocks. Journal of applied physics, 21:232–237, 1950.
[243] C. Vreugdenhil. Numerical Method for Shallow Water Flow. Kluwer Academic, Dord-
secht, 1994.
[244] D. Vu and T. Phan. Solving two-dimensional Saint-Venant equation by using cellular
neural network. In Proceedings of the 7th Asian control conference, pages 1258–1263,
August 2009.
[245] D. Wang, B. Bienen, M. Nazem, Y. Tian, J. Zheng, T. Pucker, and M. Randolph.
Large deformation finite element analysis in geotechnical engineering. Computers and
Geotechnics, 65:104–114, 2015.
[246] A. Wasantha. Calibration of riverbed roughness. Journal of Hydraulic Engineering,
121:664–671, 1995.
[247] P. Wetahettiga, K. Vaagsaether, and B. Lie. A solution method for one-dimensional
shallow water equations using flux limiter centered scheme for open Venturi channels.
The journal of computational multiphase flows, 4:212–223, 2018.
[248] N. Wiener. The homogeneous chaos. American Journal of Mathematics, 60:897–936,
1938.
[249] D. Williams. Diffusions, Markov processes, and martingales. Vol. 1, Foundations. Wiley,
1979.
[250] Y. Xing and C. Shu. High order finite difference WENO schemes with the exact con-
servation property for the shallow water equations. J. Comp. Physics, 208:3206–227,
2005.
[251] D. Xiu. Numerical methods for stochastic computations: a spectral method approach.
Princeton university press, 2010.
[252] D. Xiu and G. Karniadakis. The Wiener–Askey polynomial chaos for stochastic differ-
ential equations. SIAM journal on scientific computing, 24:619–644, 2002.
[253] T. Xu, J. Valocchi, M. Ye, F. Liang, and F. Lin. Bayesian calibration of groundwater
models with input data uncertainty. Water Resources Research, 53:3224–3245, 2017.
[254] R. Yahia-Djouadi, D. Hernane-Boukari, and D. Teniou. A study of the inverse of a free
surface problem. Abstr. Appl. Anal, 2:159–171, 2005.
[255] Y. Yamazaki, Z. Kowalik, and K. Cheung. Depth integrated non-hydrostatic model
for wave breaking and run-up. International Journal for numerical methods in fluids,
61:473–497, 2009.
[256] S. Yim, D. Cox, and M. Park. Experimrntal and computational activities at the Oregon
state university needs tsunami facility. Science of Tsunami hazards, 28:1–16, 2009.
Page 206
[257] L. Yinerg. A coupled Lattice Boltzmann model for advection and anistropic dispersion
problem in shallow water. Advances in water Resources, 50:181–193, 2008.
[258] G. Ying and F. Raichlen. Non-breaking and breaking solitary wave run-up. Journal of
Energy, 114:689–706, 1988.
[259] X. Ying and A. Wang. Upwind conservation scheme for the Saint Venant equations. J.
Hydraul. Eng, 130:977–987, 2004.
[260] Y. Ying and Y. Wang. Improved implementation of the HLL approximate Riemann
solver for one dimensional open channel flows. Journal of Hydraulic Research, 46:21–34,
2008.
[261] Y. Yoon, M. Durand, C. Merry, E. Clark, K. Andreadis, and D. Alsdorf. Estimating
river bathymetry from data assimilation of synthetic SWOT measurements. Journal of
hydrology, 464:363–375, 2012.
[262] K. Zen and H. Yamazaki. Mechanism of wave-induced liquefaction and densification in
seabed. Soils and foundations, 30:90–104, 1990.
[263] K. Zen and H. Yamazaki. Oscillatory pore pressure and liquefaction in seabed induced
by ocean waves. Soils and foundations, 30:147–161, 1990.
[264] J. Zhang, J. Zhou, S. Bi, Q. Li, and Y. Fan. A well-balanced numerical scheme for
shallow water simulation on adaptive grids. Journal of physics, 495:1–10, 2014.
[265] M. Zhang and W. Wu. A two dimensional hydrodynamic and sediment transport model
for dam break based on finite volume method with quadtree grid. Applied Ocean Re-
search, 33:297–308, 2011.
[266] S. Zhang and D. Jennifer. 1D finite volume model of unsteady flow over mobile bed.
Journal of hydrology, 405:57–68, 2011.
[267] X. Zhang, W. Long, H. Xie, J. Zhu, and J. Wang. Numerical simulations of flood
inudation processes. Water and marine time engineering, 142:1–10, 2000.
[268] Y. Zhang and Y. Pei. Well-balanced finite volume scheme for shallow water flooding
and drying over arbitrary topography. Engineering applications of computational fluid
mechanics, 2:1994–2006, 1997.
[269] X. Zhihua. Numerical study of breaking waves by a two-phase flow model. International
Journal for numerical methods in fluids, 1:53–67, 2011.
[270] F. Zhou, G. Chen, Y. Huang, and H. Feng. An adaptive moving finite volume scheme for
modeling flood inundation over dry and complex topography. Water Resources Research,
49:1914–1928, 2013.
[271] Q. Zhu, J. Bai, and X. Yang. A multi-fault diagnosis method for sensor systems based
on principle component analysis. Sensors, 10:241–253, 2010.
[272] Q. Zhu, A. Cao, W. Zaifend, J. Song, and C. Shengli. Damage evolution of coasted steel
pipe under cathodic-protection in soil. Anti-Corrosion methods and materials, 58:234–
237, 2011.
Page 207
[273] K. Zti, B. Huat, J. Noorzaei, M. Jaafar, and G. Sew. A review of basic soil constitutive
models for geotechnical application. Journal of geotechnical engineering, 69:201–120,
2009.
