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Continuous dynamical decoupling utilizing time-dependent detuning
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Resilience to noise and to decoherence processes is an important ingredient for the implementation of quan-
tum information processing, and quantum technologies. To this end, techniques such as pulsed and continuous
dynamical decoupling have been proposed to reduce noise effects. In this paper, we suggest a new approach to
implementing continuous dynamical decoupling techniques, that uses an extra control parameter; namely, the
ability to shape the time dependence of the detuning. This approach reduces the complexity of the experimental
setup, such that we are only left with noise originating from the frequency of the driving field, which is much
more robust than the amplitude (Rabi frequency) noise. As an example, we show that our technique can be
utilized for improved sensing.
PACS numbers: 03.67.Ac, 37.10.Vz, 75.10.Pq
INTRODUCTION
Pulsed dynamical decoupling [1–9] has been used to com-
pensate for fundamental noise sources in different quantum
architectures. An alternative approach to the pulsed scheme
is continuous, where the system is driven with a protecting
dressing field for the entire duration of the experiment [10–
20]. In continuous dynamical decoupling an energy gap is
opened in the dressed state basis, protecting against the first
order contribution of slowly varying noise in a perpendicular
direction. However, the new energy gap suffers from Rabi fre-
quency fluctuations, resulting in additional noise which is not
compensated for. One way to overcome this problem is known
as concatenated continuous dynamical decoupling [21–26], in
which a smaller perpendicular energy gap is opened iteratively
in each stage to compensate for the Rabi frequency noise of
the previous dressing field. As a result we are left with the
Rabi frequency noise of the last dressing fields, which is re-
duced. However, this comes at the high cost of the complex-
ity of operating with many driving fields, and the resulting
reduced energy gap, which forces us to operate slower than
it; i.e., all the quantum operators must be slower than the last
energy gap we opened.
In this manuscript we present an alternative approach to use
continuous dynamical decoupling which eliminates the diffi-
culties associated with the regular concatenated approach: the
complexity, and the reduced protecting energy gap. To this
end, rather than using many driving fields, we propose using
only a single driving field as protection from the slowly vary-
ing noise in a perpendicular direction. To compensate for the
Rabi frequency noise of this driving field, we suggest utilizing
the arbitrary waveform generator (AWG), to add a time depen-
dent phase to the driving field, yielding a time-dependently
detuned driving field. This time-dependent detuning behaves
like the second driving field of the concatenated dynamical
decoupling scheme; but, due to the enhanced accuracy of the
AWG, the noise originating from the detuning is assumed to
be negligible, thus removing the need to refocus it.
REGULAR CONCATENATED DYNAMICAL DECOUPLING
We consider a two-level system with an ambient magnetic
field noise in the z direction
H =
ω0
2
σz+δB(t)σz. (1)
To compensate for this noise, which causes dephasing, we can
use the continuous dynamical decoupling approach, in which
we drive the system resonantly, in a perpendicular direction to
the noise (Fig. 1):
Hd1 =Ω1σx cos(ω0t) . (2)
Therefore, in the rotating frame with the bare energy gap, after
using the rotating wave approximation (RWA), Ω1 ω0, the
system is described by (Fig. 1)
HI =
Ω1
2
σx+δB(t)σz. (3)
In the limit where the DC power spectrum of the ambient
magnetic field noise is small compared to the Rabi frequency,√
SδB(t)(0) Ω1, thus we are decoupled from this noise to
the first order, and we are left with a negligible contribution of
the power spectrum of SδB(t)(Ω1) SδB(t)(0). In other words,
the ambient magnetic field noise is suppressed by the energy
gap that is opened in the dressed state basis. However, the
protecting field has its own Rabi frequency noise δΩ1(t)σx,
which causes dephasing as well, thus reducing the coherence
time. To compensate for the Rabi frequency noise, Cai et al.
[21] proposed driving the system with a second driving field,
in a perpendicular direction to the first one, (Fig. 1) e.g.:
Hd2 =Ω2σz cos(Ω1t) . (4)
Therefore, in the two rotating frames, the first one with the
bare energy gap, and the second one with the dressed state
energy gap, we obtain (Fig. 1)
HI2 =
Ω2
2
σz+δΩ1(t)σx, (5)
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2Figure 1. Regular concatenated dynamical decoupling scheme.
By applying a resonant driving field (Eq. 2) we open an energy gap
in the dressed state basis (Eq. 3), which is perpendicular to the noise
in the bare basis. Thus, the noise in the bare basis is suppressed. To
suppress the Rabi frequency (Eq. 4), a second driving field is used to
open the protecting energy gap in the double dressed state basis (Eq.
5). Thus, we are left with the reduced Rabi frequency noise of the
second driving field.
after using the RWA, Ω2  Ω1. Similarly to the above ar-
guments, the new energy gap in the double-dressed state ba-
sis compensates for the Rabi frequency noise of the first pro-
tecting field, and we are left with the reduced Rabi frequency
noise of the second driving field δΩ2(t) δΩ1(t).
Now the concatenation of these two protecting driving
fields can be considered for more driving fields by induction.
Each additional driving field will further reduce the dephasing
noise. However, the drawbacks of this scheme are the com-
plexity of operating with many driving fields, and the need to
carry out additional quantum operations (e.g. quantum gates)
slower than the last protecting energy gap. In what follows we
describe an improved approach, in which these drawbacks are
eliminated.
CONTINUOUS DYNAMICAL DECOUPLINGWITH A TIME
DEPENDENTLY DETUNED DRIVING FIELD
Rather than using many driving fields in order to be left
with a reduced dephasing noise, we suggest driving the sys-
tem with a only single driving field. Utilizing an AWG, a sig-
nal having a very accurate time dependent phase φ(t) can be
generated. This results in a time dependently detuned driving
field, whose Rabi frequency fluctuates Ω1+δΩ1(t) (Fig. 2)
H =
ω0
2
σz+δB(t)σz+[Ω1+δΩ1(t)]σx cos(ω0t+φ(t)) ,(6)
with
φ(t) = 2
Ω2
Ω1
sinΩ1t (7)
As will be shown below, the Rabi frequency of the driving
field Ω1 suppresses the ambient magnetic field noise δB(t)σz,
whereas the time dependent phase φ(t) suppresses the Rabi
frequency noise δΩ1(t)σx.
Figure 2. New continuous dynamical decoupling scheme. By ap-
plying a single, time-dependently detuned driving field (Eq. 6) we
open both an energy gap in the dressed state basis, and in the double
dressed state basis (Eq. 9), to suppress the noise in the bare basis,
and the noise in the dressed state basis, respectively. Now, the fluc-
tuations in the double dressed state basis are assumed to be further
reduced compared to the regular scheme (Fig. 1), since they origi-
nate from the highly accurate time separation of the AWG rather than
the driving field amplitude noise.
By moving to the interaction picture with respect to H0 =
(ω0+2Ω2 cosΩ1t)σz/2, with the transformation unitary
U0(t) = exp
(
−i
∫ t
0
H0(t ′)dt ′
)
= exp
(
−i
[ω0
2
+Ω2sincΩ1t
]
σzt
)
(8)
we obtain (fig. 2)
HI =−Ω2σz cosΩ1t+δB(t)σz+ Ω12 σx+
δΩ1(t)
2
σx. (9)
which is achieved after using the RWA,Ω1ω0 and neglect-
ing the counter-rotating terms. At this stage, we have reached
the same point as the regular concatenated dynamical decou-
pling approach with two driving fields, although we only used
a single one. Thus, the third term of Eq. 9 is the energy gap,
which is opened in the dressed state basis, and protects against
the ambient magnetic field noise (the second term of Eq. 9).
The first term of Eq. 9 behaves like the second driving field
that protects against the Rabi frequency noise (the last term
of Eq. 9), as can be seen by following the derivation in the
previous section. Unlike regular concatenated dynamical de-
coupling, the current protection (the first term of Eq. 9) orig-
inates from the time-dependent detuning, where the noise is
assumed to be negligible. Hence there is no need to continue
to concatenate further protecting driving fields. Note that a
naive approach in which the AWG generates the time depen-
dent phase and imprints it onto a resonant source (Ω1 cosω0t),
would introduce an enhanced amplitude noise δΩ2(t). Rather,
the AWG must generate the whole driving function; namely,
the time dependently detuned driving field (last term of Eq. 6).
In this way, the amplitude noise of the RWA gives rise to an
enhanced δΩ1(t) alone, which is compensated for. However,
it does not affect δΩ2(t), which as a result, is reduced.
3NUMERICAL SIMULATION
We numerically verified that our scheme results in an im-
proved coherence time, by simulating its implementation with
a two-level system that is subject to both magnetic noise and
power fluctuations of the driving field. The noise, B(t), was
simulated as an Ornstein-Uhlenbeck (OU) process [27, 28]
with a zero expectation value, 〈B(t)〉 = 0, and a correlation
function
〈
B(t)B
(
t
′)〉
= cτ2 e
−γ
∣∣∣t−t ′ ∣∣∣, where c is the diffusion
constant and τ = 1γ is the correlation time of the noise. The
OU process was realized by an exact algorithm [29], which
according to
B(t+∆t) = B(t)e−
∆t
τ +n
√
cτ
2
(
1− e− 2∆tτ
)
, (10)
where n is a unit Gaussian random number. We used a pure
dephasing time of T ∗2 = 3 µs, and a correlation time of the
noise of τ = 25 µs (diffusion constant is given by c ≈ 4T ∗2 2τ ).
An OU process was also used to realize driving fluctuations.
Here we used a correlation time of τΩ = 500 µs, and a rela-
tive amplitude error of δΩ = 0.5% (diffusion constant is given
by cΩ = 2δΩ
/
τΩ). In case that dynamical decoupling is not
employed (no driving fields), the Hamiltonian is given by
H =
ω0
2
σz+
B(t)
2
σz. (11)
Our simulation agrees with the theoretical model and shows
that this results in a pure dephasing time of T ∗2 = 3µs (see
Fig. 3).
Figure 3. Pure dephasing with no driving. The theoretical prediction
1+e−
g2t2
2
2 is plotted in green
(
g2 = 2T ∗2 2
)
. The excat OU process is
plotted in blue after avareging over 1500 trails. Time in units of µs.
We continued by adding a single on-resonance driving field
with a Rabi frequency of Ω1 = 10 MHz. In this case we have
that
H =
ω0
2
σz+Ω1(1+δ1(t))cos(ω0t)σx+
B(t)
2
σz, (12)
were Ω1δ1(t) = δΩ1(t) in Eq. 5.
In Fig. 4 (Fig. 5) the result of a simulation without (with)
driving fluctuations is shown. The analytical function of the
dephasing rate due to magnetic noise under a strong driving
field is known [30, 31], and in this case the coherence time
is given by T2 = 170µs (green line in Fig. 4). Driving fluc-
tuations, however, constitute the major source of dephasing.
The coherence time due to driving fluctuations alone would
be T2= 57µs (blue line in Fig. 4) and together with the effect
of the magnetic noise, a single drive obtains T2 = 50µs (red
line in Fig. 4).
Figure 4. Dephasing due to magnetic noise under an ideal single-
drive. Analytical solution is plotted in green and corresponds to a
coherence time of T2 = 170µs. The excat OU process is plotted in
blue after avareging over 2500 trails. Time in units of µs.
Figure 5. Dephasing due to magnetic noise and driving fluctuations
of a single-drive. Analytical solutions: (i) Dephasing due to mag-
netic noise (green), (ii) Dephasing due to driving noise (blue), and
(iii) Total dephasing (red), which corresponds to a coherence time of
T2 = 57µs. The excat OU process is plotted in blue after avareging
over 2500 trails. Time in units of µs.
In case of a concatenated double-drive, driving fluctuations
4of the second driving field constitute the major source of de-
phasing. The Hamiltonian is given by
H =
ω0
2
σz+
B(t)
2
σz
+Ω1(1+δ1(t))cos(ω0t)σx
+Ω2(1+δ2(t))cos(
Ω1
2
t)σz, (13)
were Ωiδi(t) = δΩi(t) for i= 1,2.
The simulation shows that the a concatenated double-drive
results in T2 ' 450µs, where we used a second drive with a
Rabi frequency of Ω2 = 1 MHz (see Fig. 6).
Figure 6. Dephasing due to magnetic noise and driving fluctuations
of a concatenated double-drive. Dephasing is mostly due to noise in
the second driving field δΩ2(t) which is not compensated for. The
double-drive results in a coherence time of T2 ' 450µs. The excat
OU process is plotted in blue after avareging over 1000 trails. Time
in units of µs.
In our scheme there is no first order dephasing rate of the
doubly-dressed states because there are no fluctuations in Ω2.
The dephasing now comes mostly as a second order effect of
the fluctuations in Ω1. Indeed, our simulation suggests that
in this case a coherence time of T2' 1000µs is attained (see
Fig. 7).
UTILIZING THE TIME DEPENDENT DETUNING FOR
MAGNETOMETRY
In a magnetometery experiment, a signal whose amplitude
is related to the magnetic field is measured. In the following,
we propose two ways to perform magnetometry experiments
while utilizing the protecting time dependently detuned driv-
ing field to increase the coherence time, which results in a
better sensitivity.
Figure 7. Dephasing due to magnetic noise and driving fluctuations
of the time-dependently detuned driving field. Assuming δΩ2(t) =
0, dephasing is mostly due to noise δΩ1(t)which is compensated for.
This approach results in a coherence time of T2' 1000µs. 1+e−t/10002
is plotted in red. The excat OU process is plotted in blue after avareg-
ing over 1000 trails. Time in units of µs.
First magnetometry approach
The first magnetometry approach is realized by measuring a
magnetic field polarized in the z direction with frequency ωd .
Thus, the Hamiltonian of the bare energy, the protecting time
dependently detuned driving field (Eq. 6), and the z signal
reads
H =
ω0
2
σz+Ω1σx cos([ω0+2Ω2sincΩ1t] t)+gσz cosωdt,
(14)
where we have omitted the noisy terms.
Following the same derivation steps, by first moving to the
first interaction picture (Eq. 8), the signal is not affected, and
we obtain
HI =−Ω2σz cosΩ1t+ Ω12 σx+gσz cosωdt. (15)
In the second stage we move to the interaction picture
with respect to the dressed state energy Ω12 σx, which protects
against the magnetic noise. Thus, after using the RWA, as-
suming Ω1−ωd Ω1+ωd , we obtain
HI2 =−
Ω2
2
σz+
g
4
[
(σz− iσy)ei(Ω1−ωd)t +h.c
]
. (16)
In this stage we have two optional ways to proceed. If the
resonant condition holds Ω1 = ωd , we can use a Ramsey ex-
periment to measure a shift g/2 in the double dressed state
energy. If we set the detuning Ω1−ωd = ±Ω2, we can per-
form the Rabi experiment in the double dressed states, with
Rabi oscillations g/4. Both alternatives use the RWA where
gΩ2.
5Second magnetometry approach
The second approach to realizing a magnetometry exper-
iment while utilizing the time dependently detuned driving
field uses an oscillating magnetic field, polarized in the x di-
rection. Unlike the first approach, now the magnetic fields that
we sense should be oscillating fast, to survive the bare energy
gap. The Hamiltonian containing the bare energy, the protect-
ing time dependently detuned driving field (Eq. 6), and the x
signal reads
H =
ω0
2
σz+Ω1σx cos([ω0+2Ω2sincΩ1t] t)+gσx cosωdt,
(17)
neglecting the noisy terms.
Following the same derivation steps as above, we first move
to the first interaction picture (Eq. 8), where the signal is af-
fected, and we obtain
HI =−Ω2σz cosΩ1t+ Ω12 σx+
g
2
(σ+ f (t)+h.c) . (18)
where we have used the RWA assuming ω0−ωd  ω0 +ωd ,
and the exponent function is
f (t) = ei(ω0−ωd+2Ω2sincΩ1t)t . (19)
In the next stage of the derivation we move to the inter-
action picture with respect to the dressed state energy Ω12 σx,
which protects against the magnetic noise. Here it is easier
to rotate the system by −pi/4 around the y axis, such that
σx→ Sz, σz→−Sx, and σy→ Sy. Thus we obtain
HI2 =
Ω2
2
Sx+
g
4
[(
Sz+S+eiΩ1t −S−e−iΩ1t
)
f (t)+h.c
]
.
(20)
Next, we move to the frame rotating with the double
dressed state energy gap Ω2Sx/2. For convenience, we ro-
tate the system back with pi/4 around the y axis; namely, we
transform back to the σ basis. Therefore, we obtain
HI3 =
g
4
(
σ+eiΩ2t +σ−e−iΩ2t
)
f (t)+h.c (21)
+
g
8
[
−σz+σ+eiΩ2t −σ−e−iΩ2t
]
eiΩ1t f (t)+h.c (22)
− g
8
[
−σz−σ+eiΩ2t +σ−e−iΩ2t
]
e−iΩ1t f (t)+h.c(23)
SinceΩ2Ω1, we can approximate the exponent function
f (t)≈ ei(ω0−ωd)t
[
1+ i
2Ω2
Ω1
sinΩ1t
]
. (24)
Similar to the first magnetometry approach, we also have
two ways to proceed. By setting the detuning ω0−ωd =±Ω2,
we are left with the following energy preserving terms
HI3 =
g
4
σx+O
([
Ω2
Ω1
]2)
, (25)
which can be used for a Rabi experiment in the double dressed
state basis. The second way to proceed from Eq. 23 is to set
the detuning ω0−ωd =±Ω1, thus resulting in
HI3 =±
g
4
σz+O
([
Ω2
Ω1
]2)
, (26)
which can be used for a Ramsey experiment in the double
dressed state basis.
CONCLUSION AND SUMMARY
In this manuscript we propose a new scheme for continu-
ous dynamical decoupling, which removes the complexity of
the regular scheme, and possesses a reduced Rabi frequency
noise. By imposing a time-dependent detuning, our single
driving field opens energy gaps in both the dressed state and
the double dressed state basis. Thanks to the enhanced accu-
racy of the AWG, the fluctuations of the double dressed state
energy gap are further reduced compared to the regular con-
tinuous scheme. We show how the new technique can be used
for magnetmetry, where the enhanced coherence time gives
rise to a better sensitivity. Furthermore, we note that this new
dynamical decoupling scheme might be utilized for increasing
the coherence time and the fidelity of dressed state based en-
tangling gates [22, 23] and dressed state based quantum sim-
ulations [24–26], for both trapped ions and nitrogen-vacancy
defects in diamond.
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