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Résumé - L’objectif initial de ce travail de thèse est de valoriser les informations
relatives au suivi temporel de la vigne, du raisin et de l’environnement de la plante et
enregistrées dans des bases de données (BD) de traçabilité pour permettre la comparaison
entre parcelles et millésimes, en vue de décisions par analogies.
Les travaux réalisés durant cette thèse ont permis de proposer une méthode de trans-
formation qui permet de représenter des ensembles de données asynchrones dans un
espace commun afin de les comparer. Cette méthode s’appuie sur l’expertise du système
de production. Dans ce travail de thèse, cette méthode a été appliquée à la comparaison
de couples parcelle × millésime.
L’expertise du système de production viticole permet, dans une première phase, de
définir (i) la forme générale de la cinétique d’évolution de grandeurs de mesures évaluées
sur la vigne, le raisin ou l’environnement de la plante et (ii) l’effet du climat sur la plante.
Cette expertise est utilisée, dans une seconde phase, pour proposer des modèles paramé-
triques de l’évolution de chaque grandeur. Les données de suivi de chaque couple parcelle
× millésime permettent d’ajuster les paramètres du modèle. Un vecteur de paramètres
est défini par couple parcelle × millésime. Ce vecteur représente l’espace commun qui
rend les couples parcelle × millésime comparables. Deux stratégies de comparaison sont
alors possibles : (i) les comparaisons sont réalisées à partir des paramètres (méthode in-
tensive), ou (ii) les comparaisons sont réalisées à partir de l’estimation de la valeur de la
grandeur pour chaque couple parcelle × millésime et chaque unité de temps, commune
à tous les couples (méthode extensive).
Cette méthode a été appliquée à trois exemples différents.
Dans une première application, les climats de différents millésimes intervenus sur
différents cépages, entre la floraison et la véraison, ont été comparés entre eux après
modélisation des grandeurs de mesure climatiques, à l’aide de modèles très simples.
Dans une seconde puis une troisième application, la cinétique d’augmentation du
pH et d’accumulation des sucres dans les baies de raisin pendant la maturation a été
modélisée sous la forme d’une sigmoïde. Les comparaisons ont ensuite été réalisées en
travaillant sur (i) la courbe représentative de chaque cinétique (pH), (ii) les paramètres
du modèle (sucres) et (iii) une estimation journalière de la concentration en sucres dans
les baies.
Les bases de données utilisées dans ces applications proviennent de deux régions très
différentes. Des données issues du suivi de la station expérimentale INRA Pech Rouge
en Languedoc-Roussillon, dans le sud de la France, ont été utilisées pour l’application 1
et une partie de l’application 3. Des données de suivi de différents domaines de la Napa
Valley en Californie ont servi pour l’application 2 et une partie de l’application 3.
Le changement d’espace de représentation des données apporte une connaissance nou-
velle pour décrire les individus et les phénomènes temporels de la vigne. Cette connais-
sance pourrait permettre de formaliser un raisonnement par analogies utilisant et valori-
sant l’expérience passée pour la gestion du millésime en cours.
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Introduction
Ce travail de thèse s’inscrit dans le cadre d’un projet de recherche et développement
collaboratif visant à développer les technologies de l’information et de la communication
pour la viticulture : le projet Vinnotec. L’objectif de ce projet est de fournir de nouveaux
outils aux viticulteurs. Ces outils permettront à ceux-ci de faciliter leur travail au jour
le jour et à terme de renforcer leur compétitivité sur le marché mondial.
1.1 Projet Vinnotec : développement des nouvelles tech-
nologies pour la viticulture et l’œnologie
Le projet Vinnotec est un projet de recherche et développement collaboratif. Il a
débuté en juillet 2007 et se terminera en juin 2012. L’objectif global de ce projet est le
développement des technologies de l’information et de la communication pour répondre
aux nouveaux enjeux de la filière viti-vinicole. Le projet a été labellisé par le pôle de
compétitivité Qualiméditerranée.
Il s’agit d’un projet de recherche et développement partiellement financé par la région
Languedoc-Roussillon. L’essentiel des partenaires du projet est donc situé en Languedoc-
Roussillon.
13 partenaires sont associés au projet. Le consortium du projet est constitué de (i)
4 centres de recherche et de formation : l’INRA (institut national de la recherche agro-
nomique), l’IFV (institut français de la vigne et du vin), Irstea (institut de recherche en
sciences et technologies pour l’environnement et l’agriculture) anciennement Cemagref et
Montpellier SupAgro (centre international d’étude supérieures en sciences agronomiques
de Montpellier), (ii) 7 industriels : le Groupe ICV (institut coopératif du vin), Ondalys,
Pellenc SA, Neotic, Inter Rhône, Vivelys et Sodimel et (iii) 2 caves coopératives : La cave
des vignerons du Mont Tauch et la cave de Laudun et Chusclan Vignerons.
Les objectifs opérationnels du projet sont : (i) de faciliter la collaboration entre les
acteurs de la recherche et de l’industrie travaillant dans le domaine des nouvelles tech-
nologies appliquées à la viticulture en Languedoc-Roussillon, (ii) de permettre le déve-
loppement d’outils innovants et de méthodes d’aide à la décision au vignoble et en cave
basés sur les technologies de l’information et de la communication, les innovations de-
vant rapidement être mises sur le marché et (iii) de permettre l’adaptation, grâce aux
innovations développées, du vin au marché actuel et ainsi accroître la compétitivité des
entreprises.
Pour atteindre ces objectifs, le projet a été divisé en différents axes de recherche. Les
axes 1 et 2 sont organisés autour du développement d’outils innovants pour la gestion
du vignoble (axe 1) et des vinifications (axe 2). Un troisième axe a été proposé autour
de la création de systèmes d’aide à la décision pour la gestion du vignoble et / ou
des vinifications. Enfin, un quatrième axe a pour but de développer une plateforme
de stockage et d’échange de données de suivi d’un domaine. Ces données seront ainsi
accessibles pour le test des outils mis en place.
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Axe 1 : Développement d’outils innovants pour la gestion du vignoble
Différents outils ont été développés grâce à la collaboration entre recherche et industrie
dans le cadre du projet Vinnotec. Ces outils sont basés sur :
– l’imagerie multispectrale pour permettre la caractérisation des parcelles par télé-
détection
– la vision numérique pour évaluer le rendement et la qualité potentiels du raisin
– la spectrométrie proche infrarouge pour suivre rapidement et de manière non des-
tructive la maturation du raisin et son potentiel aromatique
– le développement des systèmes d’information pour proposer un système innovant
ultra ergonomique de saisie de l’information à la parcelle
Axe 2 : Développement d’outils innovants pour la gestion des vinifications
Les outils développés dans cet axe sont basés sur :
– la vision numérique pour évaluer le potentiel qualitatif et l’aspect sanitaire du raisin
à l’entrée en cave
– la spectrométrie proche infrarouge intégrée dans un capteur permettant le suivi et
le contrôle des fermentations alcooliques et de l’élevage du vin
Axe 3 : Mise en place de systèmes d’aide à la décision
Dans cet axe, deux types de système d’aide à la décision ont été considérés.
Le premier système d’aide à la décision est basé sur le traitement des données de
traçabilité des domaines dans le but d’analyser les performances techniques des structures
de production.
Le second système d’aide à la décision a pour objectif de valoriser les données de
traçabilité des domaines pour la création de nouvelles règles de décision spécifiques au
contexte local. Pour ces travaux, l’expertise viticole et l’expérience des viticulteurs à
propos de leurs domaines ont été utilisés pour aider à la valorisation des données de
traçabilité.
A terme, ces travaux devraient permettre de proposer un outil d’aide à la décision au
vignoble basé sur la réalisation d’analogies entre parcelles et millésimes. Ce travail donne
les premiers fondements nécessaires pour cet outil d’aide à la décision.
Cette valorisation des données de traçabilité par mobilisation de l’expertise viticole
constitue le travail effectué dans cette thèse. Elle sera donc détaillée dans ce mémoire.
Axe 4 : Création d’une plateforme de stockage et d’échange de données pour
le domaine expérimental de l’INRA Pech Rouge
Afin de faciliter le développement et le test des outils et des systèmes d’aide à la décision
créés dans le cadre du projet, une plateforme de stockage et d’échange de données a été
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mise en place sur un domaine expérimental de l’INRA : la station expérimentale INRA
de Pech Rouge.
Cette plateforme contiendra à terme l’historique complet de traçabilité du domaine.
Les nouvelles mesures de suivi effectuées au vignoble ou en cave y seront enregistrées en
temps réel.
Cette plateforme permet aux industriels d’avoir accès à un grand nombre de données
pour comparer leurs résultats au suivi classique du domaine.
Les outils développés ont aussi pu être testés dans le domaine. Pour faciliter l’inter-
prétation de leurs résultats, les industriels ont accès via cette plateforme à de nombreuses
données complémentaires.
Une partie des données historiques de traçabilité du domaine, enregistrées dans le
cadre du suivi classique du domaine, a aussi servi au test de la méthodologie proposée
dans la thèse.
Ce projet est donc un projet regroupant un grand nombre d’acteurs. Cette thèse n’est
qu’une partie du projet mais fait partie intégrante de la recherche pour le développement
des technologies de l’information et de la communication à destination de la viticulture
et l’œnologie.
1.2 Evolution récente de la viticulture : une augmen-
tation des données de suivi enregistrées
Depuis les années 80, l’agriculture a tiré profit de l’émergence, l’amélioration et de
la convergence de plusieurs technologies comme des techniques de contrôle automatique,
les télécommunications, les techniques de traitement de l’information et l’amélioration et
la miniaturisation des ordinateurs [100].
Ces technologies ont permis un meilleur enregistrement des données de suivi dans des
bases de données. Ces changements ont aussi provoqué une augmentation constante des
mesures de suivi effectuées sur les systèmes de production agricole [4, 100]. Plus récem-
ment, le développement de capteurs portatifs de mesures sur la plante ou de réseaux de
capteurs automatisés entraîne une augmentation du nombre de mesures de suivi réalisées.
Plus de mesures sont réalisées au sein d’une même parcelle et la fréquence des mesures
augmente [32]. Les mesures sont de plus géolocalisées, c’est à dire que la position de
chaque mesure est connue de façon précise. Grâce à cette géolocalisation, les mesures
de traçabilité peuvent être répétées exactement au même point. Elles favorisent donc un
suivi temporel des plantes. Elles favorisent aussi les comparaisons intra-parcellaires des
mesures.
Les systèmes de production agricole sont suivis grâce à des mesures ponctuelles datées.
Ces mesures sont une information locale et spécifique pour caractériser le système de
production à un instant donné.
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En viticulture, ces mesures peuvent être :
– des relevés réalisés sur la plante comme, par exemple, la mesure de la surface foliaire
– des relevés effectués au niveau des baies : mesure du poids de 100 baies, mesure
de la concentration en sucres, en acides ou en anthocyanes dans les baies de raisin,
par exemple
– des relevés permettant de caractériser l’environnement de la plante peuvent aussi
être entrepris : mesure de la température de l’air, mesure de la contenance en eau
des sols par exemple
Ces mesures sont réalisées de façon manuelle ou automatisée. Elles sont utilisées pour
prendre une décision ou pour assurer une traçabilité du système de production.
En viticulture, des capteurs effectuant des mesures sur la plante, le raisin ou l’envi-
ronnement de la plante ont été développés ou adaptés de l’agriculture pour être appliqués
aux caractéristiques de la vigne. Ces nouvelles technologies ont principalement permis
de réaliser plus de mesures d’une même grandeur au sein d’une même parcelle [4, 91].
Les mesures sont généralement présentées sous forme de cartes où est représentée la va-
riabilité d’une grandeur de mesure au sein d’une ou de plusieurs parcelles. Les mesures
réalisées sont enregistrées dans des bases de données de traçabilité.
De multiples capteurs sont en cours de développement ou de test. Le nombre de
mesures, permettant de suivre le système de production viticole, issues de ces capteurs
ne fera qu’augmenter avec le temps. De nombreux travaux de la littérature font référence
à ces capteurs, parmi lesquels :
– Des caméras ont été utilisées dans les bandes spectrales du visible, du proche in-
frarouge ou de l’infrarouge thermique. Elles ont permis d’effectuer des estimations
à haute résolution spatiale de l’état hydrique de la vigne [1, 45, 57, 67, 85, 88].
– Des caméras multispectrales ont aussi permis de déterminer la surface foliaire de
la vigne [55, 54, 69] ou la vigueur de la plante [4]
– Des réseaux de capteurs sans fils ont été développés et installés dans des par-
celles. Ils permettent des mesures de composantes climatiques : température de
l’air, température du sol, humidité de l’air etc. Ces réseaux ont permis l’étude du
microclimat au sein d’une parcelle et de définir le mésoclimat global d’une parcelle
ou d’un ensemble de parcelles [3, 8, 65]
– Des capteurs installés sur les machines à vendanger permettent d’effectuer des
mesures de poids de récolte directement lors de la vendange. Des estimations de
rendement à un niveau intraparcellaire ont pu en être retirées [13, 89, 90]
– Des mesures de resistivité ont permis de créer des cartes représentant la composi-
tions des sols [2, 13]
– Des capteurs permettant la mesure de la concentration de certains composés chi-
miques dans les baies de raisin ont aussi été développés. Ils permettent d’estimer
à tout moment la concentration en eau, sucres [35, 41, 46], anthocyanes, flavonols
[18, 46] ou la concentration en acides aussi évaluée par le niveau de pH [23, 46]
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dans les baies de raisin [44]
– Des capteurs permettant la mesure de la surface foliaire de chaque plante ont aussi
été testés
Le développement de ces nouvelles technologies va entraîner l’augmentation du nombre
de données de suivi (i) de la plante, (ii) de la composition chimique des baies ou (iii)
de l’environnement de la plante. Ces données sont donc disponibles pour prendre des
décisions ou sont enregistrées pour représenter la traçabilité du système de production
au niveau parcellaire ou intraparcellaire.
Les données de suivi de la plante, de son environnement ou issues des mesures de
capteurs décrits ci-dessus sont enregistrées dans des bases de données. Ces bases de
données contenant toute la traçabilité d’un domaine pour différents cycles de production
sont appelées bases de données de traçabilité [5].
Toutes ces données nouvellement disponibles constituent un fort potentiel pour ca-
ractériser le système de production viticole. Elles peuvent permettre de caractériser le
système de production à plusieurs dates. Elles peuvent aussi permettre de caractériser
plusieurs positions au sein d’une même parcelle. Ces données ont donc un important po-
tentiel pour comparer en inter ou intraparcellaire l’état du système de production. Il faut
donc valoriser ces données pour permettre ces comparaisons. Ce souhait de valorisation
a été l’un des fondements pour proposer le sujet de ce travail de thèse.
1.3 L’utilisation des données de traçabilité
1.3.1 Prise de décision par analogies entre parcelles et cycles de
production
Dans leur article sur la modélisation de la prise de décision en agriculture, Attonaty
et al. [5] font un bilan des formalismes utilisés pour la prise de décision en agriculture.
Ces formalismes sont, selon ces auteurs, principalement basés sur la comparaison d’en-
sembles homogènes de parcelles. La comparaison d’ensembles homogènes de parcelles
peut prendre en compte un nombre variable de systèmes de productions : parcelles et
cycles de production.
Les systèmes de production agricoles fonctionnent de façon cyclique et récurrente [6].
C’est pourquoi la comparaison du système de production en cours de cycle de production
avec des cas déjà résolus pourra faciliter des prises de décisions.
La figure 1.1 présente comment la comparaison de différents systèmes de production
peut amener à une prise de décision.
Pour prendre une décision sur un système de production à une date tj, correspondant
à un stade clef du développement de la plante, l’état actuel du système est défini [17]. Cet
état actuel prend en compte l’historique du système de production, de son environnement
(climat, sol...) et de l’effet de l’environnement sur le système de production. Il est défini
grâce aux données de suivi de la plante et de son environnement enregistrées tout au
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Figure 1.1 – Prise de décision par analogies en agriculture
long du cycle de production.
Pour une date tj′ équivalente à la date tj, l’état du système de production lors des
cycles passés est défini. Ce travail est effectué pour différentes parcelles et différents
cycles.
L’état du système de production est alors comparé à l’état des systèmes des couples
parcelle × cycle de production de la base de données de traçabilité. Les cas les plus
proches sont alors déterminés.
Pour ces parcelles, le comportement de la plante et de son environnement sur la fin du
cycle végétatif et la quantité et qualité du produit fini obtenu sont connus. Les décisions
et opérations effectuées sur la plante ou son environnement pour obtenir le produit fini
sont aussi connues.
En fonction du produit fini qu’il souhaite obtenir, l’agriculteur va prendre une déci-
sion, en faisant des hypothèses sur l’évolution du climat sur la fin du cycle de production.
Cette décision sera le meilleur équilibre entre risques et meilleur traitement pour essayer
d’obtenir le produit fini décidé en début de saison [17]. L’agriculteur peut donc déci-
der soit (i) d’effectuer les mêmes actions que sur une des parcelles, pour un cycle de
production, ressemblantes déterminées [17], soit (ii) de choisir des actions différentes de
celles effectuées sur les parcelles ressemblantes pour tenter de modifier la quantité ou la
composition du produit fini.
Un tel raisonnement est reproduit à chaque étape où une décision stratégique doit
être prise. Ce type de raisonnement, fonctionnant sur des comparaisons avec des cas déjà
résolus est appelé raisonnement par analogies.
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Pour permettre la caractérisation d’un grand nombre d’états du système de produc-
tion, de comportements et de produits finis différents, un tel raisonnement doit bénéficier
d’une grande quantité de données et de références disponibles pour les comparaisons [5].
Des procédures d’apprentissage pourront alors être mises en place. Ces procédures ont
pour objectif d’aider la prise de décision grâce aux comparaisons [32, 38].
La définition des états antérieurs du système de production des couples parcelle ×
cycle de production utilisés pour les analogies et leur comportement sur la fin du cycle
de production fait appel à la connaissance experte des cultures [28]. Elle fait aussi appel
à la connaissance experte de leur domaine par les agriculteurs. Cette connaissance est
empirique et mal formalisée par les agriculteurs eux-mêmes [63].
La formalisation des processus de prise de décision se heurte donc à cet empirisme
[29]. Chaque agriculteur est le meilleur expert de son domaine et cette connaissance
peut-être valorisable pour faciliter la prise de décision [29, 31].
Les bases de données de traçabilité contiennent l’historique de suivi d’un très grand
nombre de systèmes de production. Les données de suivi d’un système de production
peuvent, à tout moment, être mobilisées pour caractériser son état à un stade de déve-
loppement donné.
Les données contenues dans les bases de données de traçabilité devraient donc per-
mettre de mettre en place des raisonnements par analogie.
1.3.2 Définition de l’objectif pratique de la thèse : vers la créa-
tion d’un outil d’aide à la décision facilitant les analogies
entre parcelles
L’objectif initial de la thèse est la valorisation des données contenues dans les bases
de données de traçabilité des domaines viticoles pour faciliter la prise de décisions stra-
tégiques sur le système en cours de production.
Connaissant le potentiel d’un raisonnement par analogies pour la prise de décision
en agriculture, il a été décidé de proposer un formalisme qui permette de faciliter la
comparaison de systèmes de production viticole et la réalisation d’analogies entre eux.
Les données de suivi du système de production, contenues dans les bases de données
de traçabilité, ont un fort potentiel pour représenter à tout moment, pour un stade
de développement de la plante choisi, l’état du système de production quel que soit le
millésime.
L’objectif opérationnel du travail réalisé est donc de valoriser les données de suivi des
bases de données de traçabilité pour faciliter la réalisation d’analogies entre différents
systèmes de production viticoles, quels que soient les millésimes, ou cycles de production,
durant lesquels ils ont été produits.
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1.4 Organisation du mémoire de thèse
Après ce chapitre qui a permis de décrire le contexte et le problème opérationnel dans
lequel se situe ce travail de thèse, la suite du manuscrit sera structurée en six chapitres.
Le chapitre 2 présentera l’analyse de la problématique. Dans ce chapitre, les poten-
tialités de comparaisons de systèmes de production viticole en utilisant les informations
brutes des bases de données de traçabilité seront évaluées. Puis, les outils déjà dispo-
nibles pour faciliter la comparaison de séquences temporelles seront présentés. Enfin,
les besoins, propres au cas étudié, pour permettre la comparaison de couples parcelle ×
millésime seront déterminés.
La méthodologie utilisée sera formalisée dans le chapitre 3. Les différents concepts
utilisés seront définis dans ce chapitre. Une méthode de modélisation de la cinétique de
grandeurs de mesure basée sur la collaboration entre les données de suivi et l’expertise
du système de production étudié sera présentée.
Cette approche méthodologique sera ensuite appliquée à trois exemples.
La modélisation de l’évolution du climat entre floraison et véraison pour 7 millésimes
et 11 cépages sera présentée dans le chapitre 4. L’apport de cette modélisation pour
la réalisation d’analogies sur le comportement climatique des millésimes sera ensuite
détaillé.
Puis, l’utilisation d’un modèle commun pour représenter l’évolution de différentes
grandeurs mesurées dans les baies de raisin, la fonction logistique, sera détaillée. La
modélisation de l’augmentation du pH pour 53 parcelles d’un même millésime et la
comparaison de parcelles à partir d’une visualisation graphique de cette augmentation
sera présentée dans le chapitre 5. La modélisation de l’accumulation de sucres dans
les baies de raisin pour 7 millésimes d’une même parcelle puis 65 parcelles d’un même
millésime et la comparaison de ces millésimes ou parcelles selon deux types d’utilisation
des modèles sera ensuite présentée dans le chapitre 6.
Enfin, le chapitre 7 exposera les conclusions et les perspectives de ce travail de thèse.
Des perspectives pour améliorer la méthode de modélisation et les comparaisons réalisées
seront présentées.
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L’objectif de ce travail de thèse est la valorisation des bases de données de traçabilité
pour faciliter un raisonnement par analogies entre parcelles et / ou millésimes.
Afin de proposer une méthode de comparaison de parcelles et d’individus, il faut
répondre aux questions suivantes :
1. Est-il possible de comparer des parcelles et / ou des millésimes à partir des données
brutes des bases de données de traçabilité ?
2. Quels sont les outils déjà disponibles permettant de faciliter ces comparaisons ?
3. Quelles recherches sont nécessaires pour permettre la comparaison de parcelles et
/ ou millésimes à partir des informations contenues dans les bases de données de
traçabilité viticoles ?
2.1 Est-il possible de comparer les parcelles et les mil-
lésimes à partir des données brutes des bases de
données de traçabilité ?
2.1.1 Le système de production viticole : un système temporisé
et cyclique
Chaque année, la vigne suit un cycle biologique fixé. Ce cycle est représenté dans la
figure 2.1, pour l’hémisphère nord. Ce cycle peut être subdivisé en (i) un cycle végétatif
et (ii) un cycle reproducteur. Le cycle végétatif représente le développement du feuillage
depuis le débourrement jusqu’à la chute des feuilles en passant par le moment où la
surface foliaire est maximale. Le cycle reproducteur représente le développement de la
baie de raisin depuis sa formation au moment de la nouaison jusqu’à sa maturité, moment
où elle pourra être vendangée.
Fév. Mars Avr. Mai Juin Juil. Août Sept. Oct. Nov.… …
Cycle végétatif
Pleurs Débourrement Arrêt de croissance 
Chute des 
feuilles 
Repos hivernal Repos
Croissance des organes 
végétatifs Aoûtement
Cycle reproducteur
Floraison 
-
Nouaison
Véraison Maturité
Croissance des organes 
reproducteurs
Maturation
D’après A. Reynier, 2007
Figure 2.1 – Cycle biologique annuel de la vigne [79]
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L’évolution de la plante suit donc les mêmes étapes quel que soit le millésime. Ces
étapes sont ordonnées dans le temps. Une échelle de temps représentant le développement
de la plante peut donc être définie. La date, dite en calendrier julien, à laquelle se fait
chaque mesure permettra de faire référence à une étape du développement de la plante.
Les mesures qui vont être utilisées pour la comparaison de parcelles et / ou millésimes
permettent l’étude de l’évolution de la plante ou de la baie de raisin. Elles ont un com-
portement dynamique. Comparer deux mesures provenant de stades de développement
de la plante différents n’aura donc aucune utilité.
Pour la comparaison de parcelles et / ou de millésimes, le stade de développement
auquel les mesures font référence doit donc être identique.
2.1.2 Comparaison de parcelles et de millésimes à partir des don-
nées brutes des bases de données de traçabilité
Les parcelles doivent pouvoir être comparées entre elles qu’elles proviennent du même
millésime ou non. Le système de production unitaire utilisé pour les comparaisons repré-
sente donc un couple parcelle × millésime.
Informations contenues dans les bases de données de traçabilité utilisées pour
les comparaisons
Dans les bases de données de traçabilité, les dates d’opération ainsi que, s’il y en a eu,
les quantités de produit appliquées sont conservées. Ces bases de données contiennent
aussi un grand nombre de données de suivi : (i) suivi de l’état hydrique de la plante,
(ii) suivi climatique, (iii) suivi de la surface foliaire, (iv) suivi de la maturation du raisin
et bien d’autres. Ce sont ces données de suivi qui vont être valorisées pour aider à la
comparaison de couples parcelle × millésime.
Chaque donnée de suivi représente l’évaluation d’une grandeur de mesure à laquelle
est associée sa date de mesure. Pour chaque couple parcelle × millésime, une grandeur
de mesure est donc représentée par un ensemble de données de suivi associées à leur date
de mesure. La fréquence des mesures dépend de chaque grandeur et de chaque couple
parcelle × millésime.
Deux grands types de grandeurs et de fréquence de mesure peuvent tout de même
être considérés :
– Grandeurs mesurées à l’aide de capteurs automatiques, avec des mesures à haute
fréquence et à pas de temps régulier. Ces grandeurs peuvent caractériser la plante
et son environnement. Les capteurs associés peuvent être des capteurs climatiques
(température de l’air, vitesse du vent...) ou des capteurs situés sur la plante (mesure
de la température de feuillage, évaluation du flux de sève...)
– Grandeurs nécessitant la présence du viticulteur sur le terrain pour être mesurées.
La fréquence des mesures de ces grandeurs est beaucoup plus faible que celle réalisée
par des capteurs automatiques. Le pas de temps entre deux mesures est aussi très
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hétérogène. Ces grandeurs sont toutes les grandeurs mesurées sur la plante et son
environnement pour lesquelles les mesures ne sont pas automatisées. Ce peut être
les mesures de poids des baies, de potentiel hydrique, de concentration en sucres
ou en acides dans les baies pour n’en citer que quelques unes
Ces deux types de grandeurs sont très différents l’un de l’autre. Permettent-ils de
comparer des couples parcelle × millésime en tant que tels ?
Les informations issues des bases de données de traçabilité permettent diffi-
cilement la comparaison des couples parcelle × millésime
Pour comparer des couples parcelle × millésime à partir des données brutes les re-
présentant, les données sont comparées deux à deux.
Dans cette partie, les deux types de grandeurs seront analysés séparément. Les gran-
deurs mesurées à l’aide de capteurs automatiques seront étudiées en premier. Puis, en
second, les grandeurs mesurées grâce à des relevés sur le terrain seront analysées.
Les grandeurs de mesure évaluées à l’aide de capteurs automatiques sont représentées
par un grand nombre de données.
Soit la température moyenne de l’air, mesurée par une station météorologique au-
tomatique à fréquence journalière. Soit la comparaison de la température moyenne de
l’air entre le débourrement et la floraison pour deux millésimes d’une même parcelle de
Carignan d’un domaine du Languedoc-Roussillon : la station expérimentale INRA Pech
Rouge (figure 2.2).
Millésime 1
Millésime 2
Débourrement
j = 86
Débourrement
j = 98
Floraison
j = 148
Floraison
j = 151
65 mesures journalières
54 mesures journalières
D F
D F
Figure 2.2 – Dates de débourrement et de floraison et nombre de mesures de la température journalière
pour une même parcelle et 2 millésimes différents
Les dates de débourrement et de floraison sont différentes pour ces deux millésimes.
Entre le 98ème et le 148ème jour, les températures moyennes journalières peuvent être
comparées deux à deux. Mais les températures des jours compris entre le 86ème et le
97ème jour du millésime 1 ne peuvent pas être comparées avec le millésime 2. De même,
les températures des jours compris entre le 149ème et le 151ème jour du millésime 2
ne peuvent pas être comparées avec le millésime 1. A partir des données brutes, les
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deux millésimes ne pourront donc pas être comparés sur la totalité de la période de
débourrement à floraison.
La température de l’air mesurée au 100ème jour de l’année ne représente pas de
façon précise l’évolution de la température sur toute la période entre le débourrement
et la floraison. La température de l’air peut varier considérablement d’un jour à l’autre.
L’étude de la température de l’air entre débourrement et floraison doit donc prendre en
compte un comportement moyen de celle-ci sur toute la période plutôt qu’une mesure
ponctuelle.
Il est donc difficile de comparer ces deux millésimes en se basant sur les données
brutes de température moyenne journalière. Un retraitement de ces données mènera à
une comparaison plus précise.
La difficulté de comparaison de l’exemple donné dans la figure 2.2 est généralisé à
tout type de comparaison de couples parcelle × millésime quelle que soit la grandeur de
mesure, mesurée automatiquement.
Dans le cas de la comparaison de deux couples parcelle × millésime sur des intervalles
avec des bornes identiques, la comparaison au jour le jour de données brutes pourra être
réalisée. Chaque mesure journalière ne représente pas l’évolution de la grandeur sur toute
la période étudiée. La comparaison au jour le jour de données brutes ne permet donc pas
de réaliser une comparaison objective, représentant toute la période étudiée, de couples
parcelle × millésime pour la grandeur.
Pour réaliser des comparaisons qui seront ensuite utilisées pour faire des analogies
entre le passé et le présent, il faut donc retraiter les données de suivi des grandeurs de
mesures évaluées automatiquement.
La figure 2.3 présente l’exemple du suivi de l’augmentation de la concentration en
sucres dans les baies de raisin pour une même parcelle et trois millésimes différents.
Chaque point représente une mesure ponctuelle de cette concentration.
Pour chacun des trois millésimes présentés, les mesures sont réalisées à des dates
différentes. Le nombre total de mesures varie d’un millésime à l’autre (3 pour 2007, 4
pour 2003 et 7 pour 2006). Les données de ces trois millésimes ne peuvent donc pas être
comparées une à une. De plus, le cycle reproducteur de la vigne et la forme de la cinétique
d’accumulation des sucres dans les baies de raisin impliquent qu’il n’y a aucune utilité à
comparer des mesures de juillet avec des mesurées réalisées au mois d’août ou au mois
de septembre. Ces trois millésimes ne peuvent donc pas être comparés en se basant sur
les informations brutes des bases de données de traçabilité.
De tels exemples pourraient être donnés pour toutes les grandeurs de mesures mesu-
rées directement sur le terrain. La comparaison de couples parcelle × millésime pourrait
être possible si toutes les mesures de ces couples étaient synchrones. L’exemple présenté
dans la figure 2.3 met donc en évidence qu’il est très difficile de comparer des couples
parcelle × millésime à partir des données brutes pour les grandeurs de mesures évaluées
directement sur le terrain.
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Figure 2.3 – Mesures ponctuelles de la concentration en sucres dans les baies de raisin pour une même
parcelle et 3 millésimes différents
Quelle que soit la grandeur de mesure, il y a une hétérogénéité (i) du nombre to-
tal de mesures et (ii) des dates de mesures de cette grandeur. Les données sont dites
asynchrones.
La quantité totale de mesures d’une grandeur pour une parcelle et un millésime fixé est
appelée dimension de l’espace dans lequel ce couple parcelle × millésime est représenté.
Les couples parcelle × millésime sont donc représentés dans des espaces de dimension
différente. La comparaison des couples parcelle × millésime à partir des données brutes
des bases de données de traçabilité n’est donc pas possible.
Afin de pouvoir comparer les couples parcelle × millésime entre eux, il faut trouver un
moyen de les représenter dans un espace commun. Cet espace commun devra permettre
de représenter avec le moins de perte d’information possible la cinétique de la grandeur
de mesure pour laquelle les couples parcelle × millésime sont comparés.
L’objectif de ce travail de thèse est donc la définition d’un espace commun entre
les couples parcelle × millésime qui permette la comparaison de ces couples et limite
le plus possible la perte de l’information initiale contenue dans les bases de données de
traçabilité.
2.2 Comment rendre comparables les données de tra-
çabilité ?
2.2.1 Etat de l’art
Dans d’autres domaines que l’agriculture, l’utilisation de bases de données spatio-
temporelles pour enregistrer et valoriser le suivi de systèmes très différents, du plus simple
au plus complexe (du processus industriel avec le suivi d’une seule grandeur de mesure
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[86] au suivi de l’historique d’un malade en hôpital par exemple [20]) a été largement
étudiée.
Les données à enregistrer dans ces bases de données étaient (i) mesurées sur des pas
de temps différents, (ii) asynchrones et (iii) en nombre différent d’un cas à l’autre. Ces
données présentaient donc les mêmes caractéristiques que les données viticoles décrites
dans la partie 2.1.2.
Le premier objectif des travaux disponibles dans la littérature est de permettre un
enregistrement homogène des données.
Pour permettre cet enregistrement, des intervalles de temps identiques d’un cas à
l’autre ont été définis [20, 86, 97]. Des données faisant référence à un même intervalle de
temps peuvent être enregistrées dans une même matrice et sont comparables entre elles.
Les solutions proposées pour enregistrer les données dans des intervalles de temps
identiques sont principalement basées sur la discrétisation de l’axe temporel en modules
temporels [43, 53, 84, 87]. Les modules temporels sont des intervalles de temps de taille
identique définis pour une grandeur de mesure. L’ensemble des modules temporels définis
pour une grandeur de mesure couvre toute la surface de l’intervalle initial d’étude de cette
grandeur.
Chaque module temporel est représenté par une date de début, une date de fin et
une durée [97]. Des relations de précédence et d’inclusion entre deux intervalles de temps
peuvent alors être proposées [43, 87].
Le second objectif des travaux disponibles dans la littérature est de proposer un
formalisme d’enregistrement des données qui facilite leur comparaison.
Pour pouvoir comparer différents cas entre eux, l’étape qui suit la discrétisation de
l’axe de temps en modules temporels est d’enregistrer les données mesurées dans le mo-
dule temporel auquel elles appartiennent. Pour ce faire, la date de mesure est alors
comparée aux dates de début et de fin de chaque module [97].
La comparaison de différents cas se fait à partir de la comparaison d’une et une seule
valeur représentative de la grandeur par module temporel. Les données brutes enregistrées
dans les bases de données temporelles peuvent présenter différents cas :
– Une et une seule donnée pour chaque module temporel a été mesurée
– Plusieurs données ont été mesurées pour chaque module temporel
– Il y a au moins un module temporel pour lequel une mesure manque
Dans les deux derniers cas, pour avoir une et une seule valeur représentant la grandeur
par intervalle, il faut convertir les données déjà existantes [86]. Des fonctions de conversion
sont donc définies pour chaque grandeur de mesure [43]. Ces fonctions de conversion sont
soit des fonctions d’interpolation s’il manque des valeurs pour certains modules temporels,
soit des fonctions d’agrégation s’il y a un trop grand nombre des mesures par module
temporel [53, 84].
La définition de la fonction de conversion est spécifique à chaque grandeur. Pour ne
pas perdre d’information, la fonction de conversion de chaque grandeur doit être définie
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à partir de la connaissance experte de cette grandeur [84, 97].
Pour enregistrer et valoriser des données hétérogènes dans des bases de données tem-
porelles, les étapes suivantes ont donc été proposées :
– Discrétisation de l’axe temporel en modules temporels
– Conversion des données pour ne garder qu’une et une seule valeur par module
temporel via une fonction de conversion qui fait appel à la connaissance experte de
la grandeur de mesure
En viticulture, la connaissance experte du système de production doit permettre de
proposer des fonctions de conversion représentant l’évolution de chaque grandeur de
mesure.
2.2.2 Application et limites de l’utilisation de ces propositions
pour la comparaison de données de traçabilité viticoles
Le système de production viticole a été largement étudié. Son cycle biologique annuel
(figure 2.1) est connu. Mais surtout, la cinétique de chaque grandeur de mesure évaluée
sur la plante ou le raisin a été étudiée. Un exemple de ce type de cinétique est donné dans
la figure 2.4. Elle représente l’évolution entre la nouaison et la maturité du volume des
baies. Sur le même graphique, les transformations globales d’autres grandeurs mesurées
dans la baie sont données mais leur cinétique n’est pas tracée.
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Figure 2.4 – Cinétique du volume des baies de raisin de la nouaison à la maturité et évolution globale
des autres grandeurs mesurées dans les baies
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L’effet de l’environnement sur la plante et le raisin a lui aussi été étudié. Ces connais-
sances ont été reportées dans la littérature et sont donc disponibles pour valoriser les
données contenues dans les bases de données de traçabilité.
La connaissance experte de la vigne et de son cycle biologique doit donc permettre
de définir des modules temporels utiles à l’étude de chaque grandeur de mesure. Ces
modules temporels ont comme bornes des stades de développement de la plante. Pour
chaque couple parcelle × millésime, la date de ces stades est différente. Les modules
temporels ont donc des bornes de dates différentes en fonction de chaque couple parcelle
×millésime. La longueur de chaque module sera elle aussi propre à chaque couple parcelle
× millésime. La définition des modules temporels telle que présentée dans les travaux
cités dans la section 2.2.1 devra donc être adaptée aux spécificités du cas viticole. Les
définitions fournies dans ces travaux ne peuvent donc pas être directement appliquées à
la valorisation des informations des bases de données de traçabilité viticoles.
Enfin, la connaissance de la cinétique des grandeurs de mesure évaluées sur la plante
et la baie de raisin et de l’effet des grandeurs de mesure évaluées sur l’environnement de
la plante sur celle-ci et son raisin doit permettre de proposer des fonctions de conversion
objectives pour extrapoler ou agréger les données brutes des bases de données de traça-
bilité. Ces fonctions de conversion sont spécifiques à chaque grandeur. Les fonctions de
conversion proposées dans les travaux cités dans la section 2.2.1 ne pourront donc pas
être utilisées pour la valorisation des informations contenues dans les bases de données
de traçabilité viticole.
Pour proposer une nouvelle représentation de l’information contenue dans les bases
de données de traçabilité, il faut donc proposer un formalisme de discrétisation de l’axe
temporel propre aux spécificités du système de production viticole. Les fonctions de
conversion doivent être définies pour chaque grandeur en mobilisant l’expertise du sys-
tème de production viticole.
2.3 Collaboration entre données de traçabilité et ex-
pertise pour créer un espace commun pour la com-
paraison de parcelles et / ou de millésimes
La figure 2.5 résume l’approche envisagée pour permettre la comparaison de parcelles
et / ou de millésimes à partir des informations contenues dans les bases de données de
traçabilité viticole.
Pour chaque couple parcelle × millésime, un nombre identique de valeurs est estimé.
Ces valeurs ne sont plus asynchrones. Les couples sont représentés dans un espace com-
mun. Les couples parcelle × millésime ont donc été rendus comparables.
21
Analyse de la problématique
Connaissance experte
- Cycle biologique 
vigne
- Cinétiques 
- Effet environnement
sur plante
…
T0 T1 T2 Tn-1 Tn
0
50
100
150
200
250
C
o
n
ce
n
tr
a
tio
n
 
en
 
su
cr
es
 
(g/
L
)
Discrétisation de l’axe temporel Définition de fonctions de conversion 
représentant l’effet de chaque grandeur sur la 
plante ou sa cinétique
BD traçabilité
MaturationVéraison Maturité
ê1 …
T0 T1 T2 Tn-1 Tn
ê2 ên-1 ên
ê1 …
T0 T1 T2 Tn-1 Tn
ê2 ên-1 ên
Parcelle 1
Parcelle 2
Définition d’un espace commun pour la 
comparaison des parcelles et / ou millésimes
Figure 2.5 – Collaboration entre données de traçabilité et expertise pour comparer les parcelles et / ou
millésimes
Pour définir la discrétisation temporelle servant pour l’étude de chaque grandeur et
la fonction de conversion relative à cette grandeur, l’expertise du système de production
viticole est essentielle. Cette expertise est disponible dans la littérature.
La proposition de ce travail de thèse est de faire collaborer les données des bases de
données de traçabilité viticoles avec la connaissance experte de ce système pour créer un
espace commun de comparaisons entre les couples parcelle × millésime.
La méthodologie mise en place pour définir cet espace commun de comparaison est
détaillée dans l’approche théorique qui est présentée en chapitre 3.
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3.1 Définitions
Afin de pouvoir valoriser les bases de données de traçabilité en utilisant les concepts
présentés dans le chapitre 2, il est nécessaire de définir différents termes propres au cas
en cours d’étude. Nous proposons donc une terminologie propre, adaptée des définitions
issues des travaux sur les bases de données temporelles [43, 53, 84, 86, 87, 97] et élaborée
à partir de la connaissance experte du système de production viticole (ou agricole) et des
besoins relatifs à la définition d’un espace commun.
3.1.1 Mode d’étude d’un phénomène temporel
Définition 3.1.1 Système Φ : Un système est un ensemble d’éléments interagissant
entre eux ou interdépendants qui forment un tout.
Soit l’étude d’un système dans le temps,
Définition 3.1.2 Phénomène temporel Φ : Un phénomène temporel est un ensemble
de modifications d’un système qui suit une ou plusieurs lois générales applicables au
système considéré ou à un système analogue.
Cette définition large s’applique aux évolutions internes du système étudié comme les
phénomènes biologiques, biochimiques etc. Elle s’applique également aux évolutions liées
à l’environnement du système considéré comme la température, l’humidité etc.
Définition 3.1.3 Grandeur g : Une grandeur de mesure permet l’évaluation de l’évo-
lution du phénomène temporel. Cette évaluation est directe ou indirecte via des effets
induits sur le système par le phénomène étudié.
Définition 3.1.4 Base temporelle TΦ : Un phénomène temporel est étudié sur un
intervalle de temps donné appelé base temporelle.
Définition 3.1.5 Cycle temporel T : Un cycle temporel est l’intervalle de temps re-
groupant toutes les bases temporelles d’étude d’un système.
Définition 3.1.6 Discrétisation temporelle ∆ : Découpage de la base temporelle en
une succession d’intervalles de temps contigus Wa nécessaires pour l’étude de Φ.
La discrétisation est définie, en fonction du phénomène temporel en cours d’étude,
selon une grille régulière ou irrégulière.
∆ est caractérisée par N intervalles contigus [W1, · · · ,WN ] et N+1 bornes de ces
intervalles telles que ∀a ∈ [1;N ] , Wa = ]Ta−1;Ta] et W1 = [T0;T1].
L’ensemble des fenêtres Wa, comme on peut le voir dans la figure 3.1, recouvre la
totalité de la base temporelle TΦ. L’intervalle de temps du cycle temporel couvert par
chaque base temporelle TΦ dépend du phénomène temporel étudié.
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Figure 3.1 – Discrétisation de l’échelle temporelle pour l’étude d’un phénomène temporel
Définition 3.1.7 Mesure x : Une mesure est l’évaluation de la valeur d’une grandeur
à un moment donné.
Exemples : Soit le système pied de vigne. De nombreux phénomènes peuvent être
étudiés sur celui-ci comme l’évolution de la surface foliaire de la plante ou celle de sa
balance hormonale.
Pour étudier le développement de la baie de raisin au cours du millésime, un des
phénomènes temporels, Φ, qui peut être suivi est l’augmentation du poids des baies
entre la formation de la baie et la vendange. La grandeur de mesure, g, est donc le poids
de la baie. La base temporelle d’étude, TΦ, sera la période entre la formation de la baie,
estimée au moment de la floraison, et la vendange.
Pour étudier l’évolution de la quantité de feuillage de la vigne au cours du millésime,
un des phénomènes temporels, Φ, qui peut être suivi est l’évolution de la surface foliaire
exposée entre la formation des feuilles et la chute de celles-ci. La grandeur de mesure,
g, est donc la surface foliaire exposée. La base temporelle, TΦ, est la période entre la
formation des premières feuilles, estimée au moment du débourrement et la chute des
feuilles.
Ces deux phénomènes temporels sont étudiés sur des bases temporelles différentes.
D’autres phénomènes seraient étudiés sur d’autres bases temporelles. L’intervalle de
temps regroupant toutes ces bases est le millésime. Le cycle temporel, T , est donc repré-
senté par un millésime.
La discrétisation temporelle, ∆, d’étude de chaque phénomène sera quand à elle définie
en fonction des besoins exprimés pour chaque étude de ce phénomène.
3.1.2 Description d’une base de données spatio-temporelles
Définition 3.1.8 Base de données spatio-temporelles TDB : Une base de données
spatio-temporelles est constituée d’un ensemble de descripteurs dj. Chaque descripteur dj
représente une donnée brute.
TDB = {dj ,j ∈ [1; J ]}
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Définition 3.1.9 Descripteur : Un descripteur dj est une donnée datée et géoréféren-
cée. Tout descripteur est donc considéré comme étant un triplet dj = (tj, sj, xj) où :
xj est la mesure
tj est la date à laquelle la mesure a été effectuée
sj est l’emplacement géographique de la mesure
Définition 3.1.10 Individu I : Un individu est un ensemble de descripteurs dj de
même localisation et dont toutes les dates de mesure sont incluses dans un seul cycle
temporel.
Tout individu est donc caractérisé par DI , un sous ensemble de descripteurs de la
base de données TDB. L’individu I est tel que :
∀dj ∈ DI , tj ∈ T , sj est unique
Définition 3.1.11 Séquence temporelle TSg,I : La séquence temporelle est l’ensemble
des descripteurs de DI relatifs à une même grandeur de mesure g.
A des fins de simplification, il sera sous-entendu dans la suite du document que la
grandeur de mesure de chaque séquence temporelle est clairement définie. Elle sera donc
explicitée clairement et la séquence temporelle sera notée TSI dans la suite du document.
Exemples :
Soit à nouveau le système pied de vigne, la base de données spatio-temporelles, TDB,
relative à l’étude de ce système contiendra toutes les mesures datées et géoréférencées
de suivi de tous les phénomènes temporels possibles sur vigne. Un individu, I, sera
le regroupement de toutes les mesures effectuées sur une même zone, sj, souvent une
parcelle, pour un millésime, T . Pour chaque individu, I, un sous ensemble DI regroupant
toutes les données de la base de données spatio-temporelles TDB correspondant au
millésime T auquel l’individu I se rapporte et à sa localisation sj pourra donc être défini.
Pour étudier la grandeur de mesure poids des baies, le descripteur, dj, est la mesure
à une date donnée du poids des baies. La séquence temporelle, TSI , relative à l’étude de
la grandeur de mesure poids des baies sera l’ensemble des mesures ponctuelles du poids
des baies et leur date de mesure.
De même, pour étudier la grandeur de mesure surface foliaire exposée, le descrip-
teur, dj, est la mesure ponctuelle datée de cette grandeur. La séquence temporelle, TSI ,
regroupera l’ensemble de ces descripteurs soit les mesures associées à leur date de mesure.
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3.2 Méthode de comparaison de plusieurs individus.
3.2.1 Rappel du problème soulevé par la comparaison d’indivi-
dus.
La comparaison d’individus entre eux est difficile compte tenu des propriétés sui-
vantes :
1. Caractère asynchrone des données : Les descripteurs des séquences temporelles ne
sont pas mesurés à des dates identiques. De plus, les phénomènes temporels étudiés,
Φ, ont un comportement dynamique. Il n’y a donc aucun intérêt à comparer deux
données relevées à des dates différentes.
2. Différence de dimension des séquences temporelles. Le nombre de données contenues
dans chaque séquence temporelle varie d’un individu à l’autre. Une comparaison
terme à terme est alors impossible.
Ces contraintes mettent en évidence la difficulté de comparaison de séquences tem-
porelles quels que soient les individus considérés. De ce fait, il devient nécessaire de
développer des méthodes adaptées pour permettre la représentation de tous les individus
dans un espace commun. Les individus pourront alors être comparés dans cet espace
commun.
3.2.2 Approche méthodologique proposée
Dans cette partie, la méthode proposée pour comparer différents individus à partir des
séquences temporelles représentant un phénomène temporel est détaillée. Notre approche
est basée sur la définition de modèles paramétriques et leur ajustement à l’aide des
séquences temporelles.
Soit (Φ,∆) un couple phénomène temporel et discrétisation de la base temporelle
associée à ce phénomène.
Soit TSI la séquence temporelle qui permet de caractériser (Φ,∆). Selon la définition
3.1.11, TSI peut s’écrire de la manière suivante :
TSI =

...
...
tj xj
...
...
 , tj ∈ TΦ
Soit l’hypothèse qu’un phénomène temporel est correctement caractérisé dès lors
qu’une mesure de la séquence temporelle TSI est présente pour chaque fenêtre Wa de la
discrétisation temporelle ∆.
Quel que soit le descripteur, aucune information n’est fournie a priori à propos de la
fenêtre à laquelle celui-ci appartient.
27
Approche théorique
L’approche proposée dans ce travail de thèse est basée sur la projection des des-
cripteurs des TSI dans chaque fenêtre Wa et la conversion des données brutes pour ne
conserver qu’une seule valeur par fenêtre Wa. Quel que soit dj de TSI , on dit que : dj se
projette dans Wa si et seulement si tj ∈ ]Ta−1;Ta].
Définition 3.2.1 Nombre de descripteurs projetés dans une fenêtre Wa, ba,I :
L’entier naturel ba,I représente le nombre de descripteurs projetés dans la fenêtre Wa
pour l’individu I.
Typologie des modifications de séquences temporelles nécessaires en fonction
des entiers ba,I
– ∀a ∈ [1;N ] si ba,I > 1, il faudra agréger la connaissance contenue dans TSI .
– ∀a ∈ [1;N ] si ba,I = 1, la connaissance contenue dans TSI correspond aux besoins
exprimés pour l’analyse de Φ
– ∀a ∈ [1;N ] si ∃ a / ba,I = 0, Certaines fenêtres ne présentent aucune information.
Il faudra interpoler la connaissance contenue dans TSI .
Pour obtenir une valeur par fenêtreWa et représenter l’individu dans l’espace commun
choisi pour la comparaison, l’approche proposée va faire collaborer les données mesurées
avec un modèle paramétrique. Le modèle paramétrique représente l’évolution du phéno-
mène temporel pour la grandeur considérée.
Cette approche reste la plus générale possible afin d’étudier l’ensemble des problèmes
identifiés qu’ils soient de sur-échantillonnage ou de sous-échantillonnage des séries tem-
porelles par rapport aux besoins exprimés pour l’analyse de Φ.
Définition 3.2.2 Modèle M(g) : Le modèle M(g) est une représentation simplifiée,
sous forme mathématique, de la connaissance experte de l’évolution de la grandeur g
servant à l’étude du phénomène Φ sur la base temporelle TΦ.
Plusieurs modèles peuvent être définis pour la même grandeur. Un modèle peut être
de type très simple comme une moyenne ou un écart-type d’une séquence temporelle.
Des modèles plus complexes représentant une fonction de forme connue peuvent aussi
être utilisés.
Soit maintenant Θ = {θk}, k ∈ IN*, un vecteur de paramètres qui définit M(g).
Chaque paramètre θk est ajustable.
L’approche proposée consiste à ajuster le modèle grâce aux descripteurs de la séquence
temporelle TSI . Chaque paramètre θk sera donc défini grâce aux valeurs expérimentales
de TSI .
Le modèleM(g) est défini grâce à l’expertise du système de production. L’ajustement
de l’ensemble des paramètres de Θ pour chaque individu permet la définition d’une et
une seule formule de M(g) pour l’individu I. Pour chaque individu, un modèle sera
donc défini grâce à la collaboration entre l’expertise du système de production et les
descripteurs des séquences temporelles extraites des bases de données de traçabilité.
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Le modèle étalonné pour l’individu I sera noté MI(g) et les paramètres de ce modèle
seront notés ΘI = {θk,I}, k ∈ IN*.
3.2.3 Utilisation des vecteurs de paramètres pour faciliter les
comparaisons
Soit un modèle MI(g), deux utilisations du modèle peuvent être envisagées (i) en
extension et (ii) en intension.
La définition en extension d’un concept est le fait de formuler sa signification en
explicitant l’ensemble des objets qui le représentent.
Définition 3.2.3 Utilisation extensive d’un modèle MI(g) : Un modèle MI(g)
est utilisé en extensif quand une valeur de la grandeur g pour l’individu I est estimée
pour chaque fenêtre Wa de la discrétisation ∆ associée à l’étude de g. L’estimation de la
grandeur g pour l’individu I et la fenêtre Wa est notée gˆ(I,Wa)
La définition en intension d’un concept est le fait de spécifier toutes les propriétés
nécessaires et suffisantes permettant de définir l’appartenance d’un terme au concept.
Définition 3.2.4 Utilisation intensive d’un modèle MI(g) : Le vecteur ΘI repré-
sente les informations nécessaires et suffisantes pour définir tout point du modèle. Ce
vecteur représente donc l’utilisation intensive du modèle MI(g).
Exemples : Pour étudier l’évolution du poids de la baie entre la floraison et la récolte,
la discrétisation temporelle d’étude peut être choisie comme homogène, chaque fenêtre
Wa étant un jour.
L’utilisation en intension du modèle reviendra à travailler sur les valeurs des para-
mètres du modèle qui permet de représenter la cinétique du poids des baies de la floraison
à la récolte.
L’utilisation en extension du modèle, qui permet de représenter la cinétique du poids
des baies de la floraison à la récolte, revient à estimer une valeur du poids des baies pour
chaque jour entre la floraison et la récolte.
Soit I1 et I2, deux individus à comparer pour une grandeur g en se basant sur un
unique modèle M(g).
L’ajustement de M(g) avec les séquences temporelles TS1 et TS2, correspondant
respectivement aux individus I1 et I2, permet d’obtenir les vecteurs ΘI1 et ΘI2 .
I1 et I2 sont comparés selon l’utilisation intensive des modèles MI1(g) et MI2(g) si les
paramètres de ΘI1 et ΘI2 servent pour la comparaison. A l’inverse, I1 et I2 sont comparés
selon l’utilisation extensive des modèles MI1(g) et MI2(g) si les estimations de la valeur
de g pour chaque fenêtre Wa de la discrétisation temporelle ∆ sont utilisées pour la
comparaison.
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3.3 Bilan : Schéma récapitulatif des étapes de retrai-
tement des données
La figure 3.2 présente un schéma récapitulatif des différentes étapes mises en place
pour retraiter les données brutes des bases de données de traçabilité viticoles. L’expertise
est d’abord mobilisée pour définir des modèles paramétriques de l’évolution de chaque
grandeur sur des bases temporelles jugées utiles pour l’analyse. Puis les modèles peuvent
être utilisés en intensif ou en extensif. Les résultats des modèles, paramètres ou estima-
tions, sont enregistrés dans de nouvelles bases de données qui seront utilisées pour les
comparaisons.
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Figure 3.2 – Schéma récapitulatif des étapes de retraitement proposées
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La base de données construite à partir des paramètres ajustés de chaque modèle
d’un individu, I, est appelée base de données paramétrique, Zpara. La base de données
construite avec les estimations de chaque grandeur g pour chaque individu I dans chacune
des fenêtres Wa de la discrétisation temporelle ∆ choisie pour l’étude de la grandeur g
est appelée base de données extensive, Zext.
A titre d’exemple, il a été proposé de comparer les individus en utilisant des tech-
niques d’analyses descriptives classiques telles que l’analyse en composantes principales
(ACP), l’analyse des correspondances multiples (ACM) ou la classification ascendante
hiérarchique (CAH). Dans les applications présentées par la suite, les comparaisons se
sont appuyées sur des ACP.
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Application 1 : Etude du climat d’un
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Dans ce chapitre, les potentialités d’utilisation de la méthode pour caractériser le
vécu climatique de chaque parcelle pour chaque millésime sont étudiées. Ce travail ne
vise pas à fournir de nouvelles connaissances sur la climatologie du domaine dont les
données proviennent mais à vérifier que la méthode proposée permet de retrouver une
connaissance empirique déjà acquise sur le vécu climatique de chaque millésime.
4.1 Introduction : Effet des paramètres climatiques sur
l’évolution de la plante entre la floraison et la vé-
raison
Tout au long de son cycle de développement et de reproduction [79], la vigne est
sensible au climat [19, 37]. La température, le régime hydrique et le rayonnement solaire
sont les trois facteurs de climat les plus importants pour activer ou limiter la croissance
de la vigne et le développement de la baie [16, 70, 80]. L’activité métabolique de la
plante a une réponse continue en fonction de ces facteurs. Des niveaux trop faibles et
éventuellement trop élevés de ces facteurs auront alors pour effet d’inhiber cette activité
métabolique, et donc la croissance de la plante et le développement de la baie.
A la floraison, les fleurs sont pollinisées et vont se différencier en baies. La baie va
alors se développer comme un organe photosynthétique jusqu’à la véraison [11]. Elle reçoit
beaucoup de nutriments venant du feuillage ou des racines. Au moment de la véraison,
la baie change de fonction et devient un organe puits qui servira à la reproduction de la
plante.
Le climat facilite ou inhibe le développement de la plante et de la baie. La plante
est beaucoup moins sensible aux effets du climat après la véraison qu’entre la floraison
et la véraison [9, 16, 58]. De plus, le poids final de la baie, et donc le rendement final
de la parcelle est quasiment fixé au moment de la véraison [72]. Des auteurs ont même
proposé le poids des baies 4 semaines après la nouaison comme le meilleur estimateur du
rendement final [11].
Le climat entre floraison et véraison a aussi un effet important sur l’accumulation de
différents composés dans les baies et le feuillage [9, 52, 58, 70].
La période de floraison à véraison est donc la période où le climat, en plus de son effet
sur la croissance de la plante, peut avoir l’effet limitant le plus marqué sur le raisin, son
rendement et sa composition à la vendange. Le climat peut aussi influencer la composition
de la baie entre la véraison et la récolte, mais cette période n’a pas été étudiée dans cette
application. Il a donc été choisi d’appliquer l’approche théorique proposée à un ensemble
de paramètres climatiques entre floraison et véraison. L’objectif de ce travail sur les
paramètres climatiques est de permettre la comparaison d’individus sur la base d’une
caractérisation du climat entre la date de floraison et la date de véraison.
Dans un premier temps, cette partie donnera un rapide état de l’art relatif à l’incidence
des paramètres du climat sur la vigne et le raisin. Cet état de l’art permettra de justifier
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et de présenter succinctement un certain nombre d’indices utilisés classiquement pour
décrire l’incidence du climat sur la plante et le fruit. Enfin, l’intégration de ces indices
comme expertise dans l’approche générale proposée et leur utilisation pour comparer des
individus seront discutées.
4.1.1 Effet de la température sur la vigne et le raisin
La chaleur est fondamentale pour le développement du végétal [19, 76]. La tempéra-
ture est souvent considérée comme le facteur climatique majeur agissant sur la vigne [98].
La température a un effet cumulatif sur la plante [98]. Chaque stade phénologique est
atteint après l’accumulation d’une certaine quantité de températures actives [76, 77, 95].
Dans le Bordelais, par exemple, il a été observé que la date de véraison est déterminée
par (i) la date de floraison, (ii) le nombre de jours ayant dépassé 30˚ C entre la floraison
et la véraison [56] et (iii) le cumul de températures actives depuis le début du cycle de
la plante.
Connaissant l’effet cumulatif de la température sur la plante, de nombreux modèles
basés sur l’effet cumulatif des températures ont été proposés pour estimer la date d’at-
teinte des stades phénologiques [11, 42, 49, 76, 98].
L’intensité de la réponse de la plante à la température dépend de la valeur de cette
température. Ainsi, en dessous d’un certain seuil, estimé à 10˚ C, les températures n’ont
pas d’action sur celle-ci [14]. De plus, au dessus d’un autre seuil, estimé entre 35 et
40˚ C, l’activité de la plante est inhibée [19, 37]. L’intensité de la photosynthèse suit une
courbe de forme approximativement gaussienne en réponse à la température [15]. Une
photosynthèse plus active permet un développement de la plante et de la baie ainsi qu’une
maturation plus rapides.
Quelle que soit la période du cycle végétatif, la photosynthèse est maximale quand
la température est proche de 25˚ C [15, 16]. Elle est presque inexistante avant 10˚ C et
s’annule à partir de 40˚ C [15, 16]. Le développement de la baie et la maturation présentent
une vitesse maximale quand la température est comprise entre 20 et 25˚ C [16, 19, 42, 58,
59, 72, 80].
Pour avoir un fonctionnement métabolique optimal, la vigne a donc besoin d’une
chaleur relative mais pas excessive.
Le taux de nouaison (différenciation des fleurs en baies) est réduit aux températures
basses (<15˚ C) et élevées (>35˚ C) [11, 16, 19, 36, 58]. Un climat trop froid ou trop chaud
au moment de la floraison va donc favoriser les erreurs de différenciation de la fleur en
baie telles que le millerandage et la coulure [80].
Enfin, les températures trop basses et trop élevées entre floraison et véraison limitent
la taille finale des baies de raisin. Au sein de la plage de températures permettant un
grandissement des baies efficace, une augmentation de la température va avoir un effet
bénéfique sur le poids final de la baie [71].
La température entre floraison et véraison peut aussi avoir un effet sur l’accumulation
des différents composés chimiques dans les baies de raisin. L’accumulation des sucres dans
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les baies est plus sensible aux températures entre la floraison et la véraison et pendant
la véraison que pendant la maturation [52].
4.1.2 Effet du régime hydrique sur la vigne
Le régime hydrique de la vigne est déterminé par le bilan entre l’eau qui lui est
apportée via les précipitations et l’irrigation, si elle est autorisée, et les pertes d’eau par la
plante et son environnement : la transpiration de la plante, perte d’eau par ruissellement
et drainage [16, 30]. S’il y a eu plus de transpiration que d’eau apportée, le régime
hydrique est alors déficitaire et l’on parle de contrainte hydrique.
Son niveau peut être évalué grâce à des indices climatiques et notamment l’indice de
sécheresse [70, 92].
Ce facteur est, après la température, le facteur limitant le plus important pour le
grandissement de la baie entre floraison et véraison.
Il faut 250 à 350 mm d’eau à la vigne entre le débourrement et la vendange pour que
la contrainte hydrique ne soit pas trop sévère [37]. Dans les vignobles où la température
est suffisante pour l’activité de la vigne, la contrainte hydrique devient le facteur limitant
essentiel dans la détermination du poids final de la baie. C’est le cas des vignobles situés
en zone méditerranéenne [16, 37, 82]. Cette contrainte va aussi conditionner la vigueur
de la plante [16].
La photosynthèse est d’abord peu affectée par une contrainte hydrique modérée avant
une valeur seuil après laquelle son taux diminue de façon significative [15].
Une contrainte hydrique sévère entre floraison et véraison va ainsi limiter de façon
irréversible le poids final de la baie. Les précipitations vont quant à elles permettre
d’augmenter le poids final de la baie [11, 16, 36, 66, 70, 80, 93].
Une contrainte hydrique sévère, notamment dans les climats chauds, au moment de
la nouaison peut entrainer une coulure importante [70, 80]. Des pluies au même moment
vont aussi favoriser la coulure et le millerandage [11, 36].
Une contrainte hydrique modérée après la nouaison peut avoir un effet positif sur la
qualité du raisin en favorisant l’accumulation de polyphénols et d’arômes dans les baies
de raisin [70, 74, 93].
L’alimentation hydrique doit donc, à l’instar de la température, être comprise dans
une gamme de valeurs optimales, favorisant l’activité de la vigne [80]. Cette gamme de
valeurs varie en fonction du stade phénologique [70]. Une contrainte hydrique sévère a
des conséquences d’autant plus graves qu’elle apparaît tôt [19].
4.1.3 Effet du rayonnement solaire sur la vigne
Le rayonnement solaire sert pour la photosynthèse. Il va permettre l’activité des
feuilles et donc la synthèse des nutriments qui vont être utilisés pour le développement
des baies et de la plante [15]. Dans les zones viticoles traditionnelles, ce n’est en général
pas un facteur limitant [80].
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La photosynthèse et le poids de la baie sont d’autant plus importants que la radiation
solaire est importante, et ce jusqu’à un seuil après lequel la réponse de la baie et de la
plante au rayonnement stagne [16, 9].
Plus il y aura de rayonnement entre floraison et véraison et plus le poids et la taille
des baies seront élevés [16, 52, 56].
La lumière est nécessaire à la synthèse des polyphénols [19, 37]. Une plus importante
exposition des baies entre floraison et véraison va accentuer l’accumulation des sucres,
des anthocyanes et des tanins dans les baies [9, 52, 58].
Hormis les trois facteurs détaillés ci-dessus, d’autres facteurs climatiques peuvent
avoir des effets sur la vigne. Ces facteurs ne seront pas détaillés dans cette introduction
mais on pourra citer par exemple (i) l’humidité de l’air [15] ou (ii) la vitesse du vent [52]
qui agissent sur le micro-climat de la baie et influencent ainsi sa taille et sa composition
[7].
Le climat change beaucoup les caractéristiques du raisin mûr [11]. L’effet du climat sur
la plante est déterminant et complexe. Il y a donc un réel intérêt à étudier son évolution
sur chaque millésime. Sur la période de floraison à véraison, connaître l’évolution du
climat et ses caractéristiques comparées aux autres millésimes pourrait permettre de
faire, par analogie, des hypothèses sur le rendement ou la composition du raisin attendu.
L’évolution du climat a été étudiée au travers de modèles simples : moyenne, écart-
type ou comptage de jours ayant dépassé un seuil. Ces modèles seront présentés dans ce
chapitre.
4.2 Matériel et Méthodes
4.2.1 Données climatiques utilisées
Cette étude a été réalisée à partir des données climatiques de la station expérimentale
INRA Pech Rouge. Ce domaine est situé à Gruissan, en Languedoc-Roussillon, dans le
sud de la France. Ses Coordonnées géographiques sont 43˚ 10’N, 3˚ 06’E dans le système
géodésique WGS84.
Les données d’une station météorologique automatique ont été utilisées. Cette station
était située au sein d’une des parcelles de la station expérimentale INRA Pech Rouge.
Cette station effectuait des mesures horaires ou journalières systématiques de différentes
grandeurs qui étaient ensuite archivées sur un serveur de l’INRA. Ces relevés étaient
réalisés pour le suivi habituel du domaine. Pour cette application, les données journalières
ont été utilisées.
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4.2.2 Définition de la base de données d’étude
Le travail réalisé portait sur la comparaison entre le vécu climatique de différents
individus sur la période allant de la floraison à la véraison. La base temporelle de travail
(TΦ) correspondait donc à l’intervalle entre ces deux stades phénologiques.
Utilisation d’observations de dates phénologiques pour définir les bornes de
la base temporelle
De 2003 à 2009, sur un réseau de 11 parcelles, les dates des principaux stades phéno-
logiques ont été enregistrées dans la base de données de traçabilité représentant tout le
domaine. 10 cépages étaient représentés dans ce réseau : Carignan, Chardonnay, Gamay,
Grenache noir, Marselan, Mourvèdre, Petit Verdot, Portan, Syrah et Viognier. 9 parcelles
correspondaient chacune à un cépage. Le nom du cépage était donc utilisé en référence
à la parcelle. 2 parcelles de Syrah étaient comprises dans ce réseau de parcelles. Une de
ces parcelles était cultivée dans la plaine (Syrah plaine), tandis que l’autre était cultivée
sur le plateau calcaire du domaine (Syrah plateau).
Les dates de mi floraison et mi véraison des 11 cépages ou dénomination pour la Syrah
ont été extraites de la base de données de traçabilité contenant l’ensemble des mesures
et observations réalisées sur toutes les parcelles du domaine. Ces dates correspondaient à
l’observation de l’apparition des fleurs ou de la véraison des baies sur la moitié des vignes
ou des baies de chaque parcelle. Les dates de floraison et véraison, en jour julien, et le
nombre de jours entre floraison et véraison pour chacun des cépages ou dénomination
pour la Syrah ont été regroupées dans le tableau 4.1.
Chaque cépage, ou dénomination pour la Syrah, représentait une localisation sj indé-
pendante. Par mesure de simplification, les deux parcelles de Syrah ont été considérées
comme des cépages indépendants et nommées cépage dans la suite de cette application.
L’ensemble de ces localisations a été étudié sur 7 millésimes (T ). Un individu, I, était
donc l’étude d’un cépage pour un millésime.
Tous les relevés journaliers des grandeurs climatiques ont été extraits du serveur de
l’INRA.
Chaque descripteur était une mesure journalière d’une grandeur et sa date de mesure.
Pour chaque cépage, la séquence temporelle (TSI) représentative de chaque grandeur
contenait l’ensemble des descripteurs de cette grandeur dont les dates de mesures étaient
comprises entre la floraison et la véraison.
Les mesures provenaient d’une station à relevés automatiques. Hormis dysfonctionne-
ment de la station, une mesure par jour de chaque grandeur est donc réalisée. Le nombre
de descripteurs d’une séquence temporelle correspondait donc au nombre de jours entre
floraison et véraison pour chacun des individus.
Pour cette application, la discrétisation temporelle choisie ne comportait qu’une seule
fenêtre Wa entre la floraison et la véraison. Cette unique fenêtre correspondait donc à
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Table 4.1 – Dates en jours julien de la floraison et de la véraison et nombre de jours entre ces deux
stades pour les 11 cépages et les 7 millésimes étudiés
Cépage Date de floraison
2003 2004 2005 2006 2007 2008 2009
Carignan 148 154 154 151 142 147 144
Chardonnay 137 152 150 146 135 139 139
Gamay 136 151 147 147 134 135 141
Grenache noir 147 155 155 153 141 145 145
Marselan 146 154 154 154 140 145 145
Mourvèdre 150 159 158 155 148 151 148
Petit Verdot 145 155 153 150 139 145 145
Portan 139 150 150 145 136 136 143
Syrah plaine 148 156 154 151 140 146 144
Syrah plateau 148 157 157 149 141 145 145
Viognier 142 153 152 149 135 136 140
Cépage Date de véraison
2003 2004 2005 2006 2007 2008 2009
Carignan 202 208 209 198 194 206 197
Chardonnay 196 202 203 198 197 203 196
Gamay 194 197 200 188 185 191 196
Grenache noir 202 209 209 196 205 206 200
Marselan 200 207 207 197 200 205 201
Mourvèdre 198 205 206 206 200 208 198
Petit Verdot 209 212 212 205 203 203 197
Portan 193 202 199 194 192 199 196
Syrah plaine 202 204 205 198 195 203 198
Syrah plateau 196 204 205 195 197 204 196
Viognier 198 203 204 206 201 200 197
Cépage Nombre de jours floraison à véraison
2003 2004 2005 2006 2007 2008 2009
Carignan 53 53 54 46 51 58 52
Chardonnay 58 49 52 51 61 63 56
Gamay 57 45 52 40 50 55 54
Grenache noir 54 53 53 42 53 60 54
Marselan 53 52 52 42 59 59 55
Mourvèdre 47 45 47 50 51 56 49
Petit Verdot 63 56 58 54 63 57 51
Portan 53 51 48 48 55 62 52
Syrah plaine 53 47 50 46 54 56 53
Syrah plateau 47 46 47 45 55 58 50
Viognier 55 49 51 56 65 63 56
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tout l’intervalle de la base temporelle TΦ.
4.2.3 Grandeurs climatiques utilisées
Différentes grandeurs ont été retenues de part leur influence sur la plante, son envi-
ronnement et le raisin. Elles sont présentées dans le tableau 4.2.
Les grandeurs choisies étaient relatives aux facteurs mis en avant par l’étude biblio-
graphique de l’effet du climat sur l’activité métabolique de la vigne : température de l’air
et du sol, évapotranspiration et hauteur de précipitations rayonnement solaire toutes
deux relatives au régime hydrique de la plante, rayonnement solaire, humidité de l’air et
vitesse du vent.
4.2.4 Calcul des paramètres
La cinétique des grandeurs climatiques ne suit pas une forme fixe. Le climat varie
d’un jour à l’autre d’année en année. La connaissance experte du climat ne peut donc
pas se traduire sous la forme de cinétiques. L’évolution de chaque grandeur climatique
étant aléatoire, la meilleure façon d’envisager le climat dans sa globalité est d’étudier son
comportement moyen sur une période donnée.
La connaissance experte du climat se traduit dans la définition de fenêtres de tem-
pératures, niveau hydrique ou rayonnement solaire qui activent plus ou moins ou même
inhibent l’activité métabolique de la plante.
Entre les différents individus, le temps entre floraison et véraison varie de 40 à 65 jours
(tableau 4.1). Chaque grandeur était donc caractérisée par 40 à 65 descripteurs dans la
fenêtre Wa. Pour ne garder qu’une seule valeur de la séquence temporelle dans la fenêtre
Wa, les modèles choisis étaient donc des modèles permettant d’agréger les données.
Moyenne, somme et écart-type de descripteurs
Pour agréger l’information contenue dans les séquences temporelles représentatives de
chaque grandeur, la moyenne et / ou la somme des descripteurs ainsi que leur écart-type
ont été calculés pour toute la période entre floraison et véraison. Les grandeurs pour
lesquelles ces calculs ont été réalisés, le type de calcul et le code de paramètre employé
sont récapitulés dans le tableau 4.3.
Pour la plupart des grandeurs, la moyenne des descripteurs a été calculée entre la
floraison et la véraison. La somme des descripteurs pour la même période n’a été calculée
que dans certains cas. Enfin, l’écart-type des descripteurs a été calculé pour toutes les
grandeurs où une moyenne ou une somme ont été calculées.
Compteurs de jours où une grandeur a dépassé un seuil
La connaissance experte du climat sur la vigne permet de proposer des températures
au niveau desquelles la croissance et la maturation sont de vitesse maximales, des niveaux
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Table 4.2 – Grandeurs utilisées pour la comparaison du comportement climatique sur différents indivi-
dus
Grandeur Code Unité
Amplitude thermique journalière AMP C˚
Température minimale de l’air TN C˚
Température maximale de l’air TX C˚
Température moyenne de l’air TM C˚
Température minimale du sol à 10 cm
de profondeur
S1N C˚
Température maximale du sol à 10 cm
de profondeur
S1X C˚
Température moyenne du sol à 50 cm
de profondeur
S5M C˚
Rayonnement solaire global RG J.cm−2
Evapotranspiration potentielle (mé-
thode de Penman-Monteith)
ETP mm
Hauteur des précipitations RR mm
Intensité maximale des précipitations RRX mm
Humidité minimale de l’air UN %
Humidité maximale de l’air UX %
Humidité moyenne de l’air UM %
Nombre d’heures où l’humidité de l’air
a été inférieure à 40%
U4 h
Nombre d’heures où l’humidité de l’air
a été supérieure à 80%
U8 h
Nombre d’heures où l’humidité de l’air
a été supérieure à 90%
U9 h
Vitesse moyenne du vent V m.s−1
Vitesse maximale du vent VX m.s−1
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Table 4.3 – Type de calcul réalisé par grandeur et nom du paramètre extrait
Grandeur Moyenne Somme Ecart-type
AMP AMPM EtAMP
ETP ETPM ETPS EtETP
RG RGM EtRG
RR RRS EtRR
S1N S1NM EtS1N
S1X S1XM EtS1X
S5M S5MM S5MS EtS5M
TM TMM TMS EtTM
TN TNM EtTN
TX TXM EtTX
UM UMM EtUM
UN UNM EtUN
UX UXM EtUX
V VM EtV
VX VXM EtVX
de rayonnement global utiles à la photosynthèse etc. Cette connaissance a été utilisée pour
définir des seuils de température, précipitations, rayonnement global et humidité de l’air
qui ont une influence sur le comportement de la vigne.
Les connaissances disponibles dans la littérature et citées dans la partie 4.1 ont été
utilisées pour proposer des seuils ou des intervalles de températures déterminants pour
la croissance de la vigne.
Le détail des choix effectués est donné dans l’annexe A.
Pour chacun de ces seuils, si le descripteur répondait à l’inégalité ou était dans l’in-
tervalle proposé un compteur était incrémenté de 1. Ainsi, le nombre de jours où une
grandeur a franchi un seuil ou bien était restée dans un intervalle fixé a été comptabilisé.
Les valeurs de nombre de jours ainsi calculées ont été divisées par le nombre de jours
entre floraison et véraison de chaque individu. Chaque paramètre représentait donc la
fréquence d’apparition d’un certain seuil pour une grandeur fixée et par individu.
Les différents compteurs mis en place sont détaillés dans le tableau 4.4.
Indices bioclimatiques
Différents indices bioclimatiques ont été proposés dans la littérature pour suivre l’évo-
lution de la plante ou prédire l’atteinte des stades phénologiques et la maturité [11]. Ils
sont calculés à l’aide de différentes grandeurs : température de l’air, hauteur des précipi-
tations, insolation etc.
Ces indices sont considérés comme très utiles pour caractériser une situation viticole.
Quelques uns des indices bioclimatiques disponibles dans la littérature ont été calculés
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Table 4.4 – Compteurs du nombre de jours ayant dépassé un seuil et description des seuils
Paramètre Grandeur d’origine Calcul
TM20 TM TM<20
TM25 TM TM>25
TMMat TM TM ∈ [20; 25]
TMCR TM TM ∈ [20; 30]
TX25 TX TX<25
TX30 TX TX>30
TX35 TX TX>35
TXOPT TX TX ∈ [30; 35]
RR15 RR RR ∈ [0; 15]
RR30 RR RR>30
RRX30 RRX RRX>30
RG22 RG RG>2200
RG11 RG RG<1100
U46 U4 U4<6
U4F U4 U4>12
U86 U8 U8<6
U8F U8 U8>12
U96 U9 U9<6
U9F U9 U9>12
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et insérés à la base de données paramétrique de cet exemple.
Les indices utilisés dans cette application sont de deux types : (i) indices basés sur
des cumuls de températures, indices visant à caractériser la croissance de la plante et la
vitesse de maturation ou (ii) évaluation de l’état hydrique des plantes. Les calculs ont
été réalisés entre la floraison et la véraison. Les indices ont donc été adaptés à la base
temporelle choisie.
Les indices calculés étaient : le cumul de températures base 10 ou indice de Winkler
(Win), le cumul de températures base 10 où les températures supérieures à 19 C˚ ne
comptent pas dans le calcul de la somme ou indice de Gladstones (Glad), l’indice hélio-
thermique de Huglin (IH), l’indice thermopluviométrique de Ribéreau-Gayon et Peynaud
(ITP) et l’indice de sécheresse (IS).
Le détail des calculs effectués est donné dans l’annexe B.
Les indices Win, Glad, IH et ITP, correspondant à des sommes de températures,
avaient, par millésime, une valeur d’autant plus élevée que le temps passé entre la floraison
et la véraison était grand. Afin de pouvoir aussi travailler avec des valeurs ne prenant
pas en compte la précocité de chaque cépage et chaque millésime, pour chaque individu,
les valeurs calculées ont été pondérées du nombre de jours compris dans chaque base
temporelle. Ces valeurs pondérées ont été définies comme des paramètres à part entière.
4.2.5 Utilisation des paramètres
Pour chaque individu I, représentant un cépage étudié sur un millésime, l’ensemble
des paramètres présentés dans la section 4.2.4 a été enregistré dans une nouvelle base de
données dite paramétrique avant d’être analysé.
Pour cette application, la base temporelle, TΦ, n’a été discrétisée qu’en une seule
fenêtreWa. Chaque paramètre correspondait donc à l’estimation d’une valeur de la gran-
deur pour chaque fenêtre de la discrétisation temporelle. L’utilisation intensive et exten-
sive des modèles était donc identique.
Les données ont ensuite été analysées par analyse en composante principale (ACP)
[64, 83]. Deux analyses ont été effectuées. La première prenait en compte les valeurs des
indices bioclimatiques non pondérées. Elle permettait ainsi d’évaluer les potentiels de
la méthode pour caractériser le climat à partir de calculs couramment réalisés par les
viticulteurs. La seconde analyse, quant à elle prenait en compte les valeurs pondérées des
indices bioclimatiques.
Ces analyses ont été réalisées avec le logiciel STATlab V3.0 (SLP Infoware, Ivry sur
Seine, France).
La figure 4.1 donne un récapitulatif de tous les paramètres utilisés dans cette appli-
cation et du type de calcul ayant permis leur modélisation. Un numéro et un symbole
a été attribué à chacun des paramètres pour une lecture plus facile et rapide des plans
d’ACP. Pour les indices bioclimatiques, les grandeurs de mesures utilisées pour le cal-
cul de chaque indice sont rappelées. Les indices bioclimatiques pondérés ont la lettre P
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indiquée à la fin de leur code, leur couleur et numéro sont différents des autres indices.
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Paramètre Numéro Type calcul Symbole Paramètre Numéro Type calcul Symbole
AMPM 1 Moy. ETPM 25 Moy.
EtAMP 2 ET ETPS 26 Somme
TMM 3 Moy. EtETP 27 ET
TMS 4 Somme RRS 28 Somme
EtTM 5 ET EtRR 29 ET
TNM 6 Moy. UMM 30 Moy.
EtTN 7 ET EtUM 31 ET
TXM 8 Moy. UNM 32 Moy.
EtTX 9 ET EtUN 33 ET
S5MM 10 Moy. UXM 34 Moy.
S5MS 11 Somme EtUX 35 ET
EtS5M 12 ET RGM 36 Moy.
S1N 13 Moy. EtRG 37 ET
EtS1N 14 ET RR15 38 Compt.
S1X 15 Moy. RR30 39 Compt.
EtS1X 16 ET RRX30 40 Compt.
TM20 17 Compt. RG22 41 Compt.
TM25 18 Compt. RG11 42 Compt.
TMMat 19 Compt. U46 43 Compt.
TMCR 20 Compt. U4F 44 Compt.
TX25 21 Compt. U86 45 Compt.
TX30 22 Compt. U8F 46 Compt.
TX35 23 Compt. U96 47 Compt.
TXOPT 24 Compt. U9F 48 Compt.
VM 49 Moy. VXM 51 Moy.
EtV 50 ET EtVX 52 ET
Win 53 Ind. - TM WinP 58 Ind. - TM
Glad 54 Ind. -TM GladP 59 Ind. -TM
IH 55 Ind. - TM et TX IHP 60 Ind. - TM et TX
ITP 56 Ind. - TM et RR ITPP 61 Ind. - TM et RR
IS 57 Ind. - ETP et RR ISP 62 Ind. - ETP et RR
Figure 4.1 – Liste des paramètres utilisés dans l’application et symbole associé
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4.3 Résultats
4.3.1 Adéquation de l’exemple à la méthode proposée
Les séquences temporelles sont constituées par le regroupement de tous les descrip-
teurs d’une grandeur mesurés entre la date de floraison et la date de véraison.
Le nombre de jours entre floraison et véraison varie d’un individu à l’autre (tableau
4.1). Le nombre des descripteurs contenus dans chaque séquence temporelle varie donc
d’un individu à l’autre. Les séquences temporelles sont donc de dimensions différentes.
Chaque individu a une date de floraison et une date de véraison propre (tableau 4.1).
Soit deux individus de la base de données : le Portan (Individu I1) et la Syrah Plaine
(Individu I2) pour le millésime 2003. Ces deux individus sont de dimension identique (53
jours - voir figure 4.2), l’individu I1 présente une date de floraison et de véraison 9 jours
avant celles de l’individu I2.
I1 : Portan 
2003
I2 : Syrah Plaine 
2003
53 descripteurs 
53 descripteurs
F = 139
F = 148
V = 193
V = 202
descripteur
Descripteurs spécifiques à I1 Descripteurs spécifiques à I235 descripteurs communs 
à I1 et I2
Figure 4.2 – Etude de deux individus de même dimension : TS asynchrones
Les 9 premiers descripteurs de la séquence temporelle de I1 ne renseignent pas l’in-
dividu I2. Les 9 derniers descripteurs de l’individu I2 ne renseignent pas l’individu I1.
Les mesures de chacun des deux individus ne sont donc pas toutes effectuées à des dates
identiques. Les mesures des séquences temporelles TS1 et TS2 sont donc asynchrones.
De telles observations pourraient être réalisées quels que soient les individus. Les
données brutes sont donc toujours asynchrones.
Les séquences temporelles qui seront comparées dans cette application présentent
donc les deux problèmes cités dans la section 3.2.1. L’étude de cette base de données
constitue donc bien un exemple applicatif pour la méthodologie proposée.
4.3.2 Résultats de l’ACP réalisée en utilisant les indices biocli-
matiques non pondérés
Pour cette analyse, 57 variables ont été prises en compte.
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Dans cet exemple, les 4 premières composantes principales ont été conservées. Elles
représentent respectivement 42,3 %, 19,13%, 11,86% et 10,54% de variance expliquée.
L’ensemble des ces 4 axes permet donc d’expliquer 83,84% de la variance totale entre
les 11 cépages pour les 7 millésimes étudiés. Le pourcentage de variance résiduel, soit
16.16%, est expliqué par les autres axes de l’ACP mais leur pourcentage de variance
expliquée, toujours inférieur à 6%, a été jugé comme négigeable face à celui des autres
axes.
L’analyse détaillée du plan 1-2 sera présentée. Les conclusions tirées de l’analyse
du plan 3-4 seront ensuite données. L’analyse détaillé du plan 3-4 est disponible dans
l’annexe C.
Analyse du plan constitué des deux premières composantes principales
La figure 4.3 présente la position des individus dans le plan constitué des deux pre-
mières composantes principales. Le symbole de chaque individu est le millésime durant
lequel cet individu a été produit.
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Figure 4.3 – Position des individus sur le plan constitué des deux premières composantes principales
Chaque millésime forme un groupe séparé. Pour la plupart, ils sont positionnés sur
l’axe 1 et étendus sur l’axe 2. Sur la gauche de la figure, les millésimes 2006, 2005 et
2004 sont regroupés sur l’axe 1 et centrés sur l’axe 2. Les millésimes 2003 et 2009 sont
proches de cet ensemble, plus proches du centre de l’axe 1 et négatifs sur l’axe 2. 2007 est
positif sur les deux axes, nettement séparé des autres millésimes. Enfin, tous les individus
du millésime 2008 sont dans le quart de plan positif sur l’axe 1 et négatif sur l’axe 2.
Ce millésime est nettement séparé des 6 autres. Le nuage de points représentatif de ce
millésime est, a contrario des autres millésimes, très étendu sur l’axe 1.
Ce plan met donc en avant un regroupement des individus selon le millésime pendant
lequel ils ont été produits puis une répartition des cépages au sein du nuage de points
représentant le millésime. Il y a donc probablement un type de climat par millésime qui,
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Table 4.5 – Moyenne ou somme des variables climatiques principales entre le 01 juin (jour 152) et le 15
juillet (jour 196)
TMm (˚ C) RRs (mm) ETPm (mm) RGm (J.cm−2) UMm S5Mm (˚ C)
2003 23,9 5,5 6,0 2521,8 65,0 22,9
2004 21,9 10,5 6,2 2553,5 58,4 22,2
2005 22,7 22,5 6,1 2684,1 60,6 24,0
2006 22,9 3,0 6,0 2684,0 63,9 24,8
2007 20,8 49,0 5,1 2426,4 71,3 21,4
2008 20,8 45,0 5,8 2524,0 65,5 22,6
2009 22,3 45,0 5,9 2514,3 60,2 23,5
TM : température moyenne, RR : somme de précipitations, ETP : évapotranspiration
potentielle, RG : rayonnement global, UM : humidité moyenne de l’air, S5M :
température moyenne du sol à 50 cm de profondeur, m : moyenne, s : somme
pour la base de données étudiée, peut être très différent d’un millésime à l’autre. Cette
typologie climatique annuelle détermine une position globale de chaque individu qui est
ensuite ajustée en fonction de chaque cépage. Ces ajustements sont la représentation de
l’atteinte des stades phénologiques à des dates différentes entre les cépages.
Le tableau 4.5 donne la moyenne (i) de la température moyenne de l’air (TM) et
du sol à 50 cm de profondeur (S5M), (ii) de l’évapotranspiration potentielle (ETP), (iii)
du rayonnement global (RG), (iv) de l’humidité moyenne de l’air (UM) et (v) la somme
des précipitations (RR) entre le 01/06 (jour 152) et le 15/07 (jour 196). Ces dates sont
proches des dates de floraison et véraison observées pour les différents cépages et les
différents millésimes, données dans le tableau 4.1.
La température moyenne (TMm) de l’air des millésimes 2007 et 2008 est nettement
plus faible que celle des autres millésimes. 2007, 2008 et 2009 présentent un cumul de
précipitations (RRs) quasiment identique et supérieur à celui des autres millésimes. 2007
présente aussi la valeur de température du sol, de rayonnement global et d’ETP la plus
basse et la valeur d’humidité de l’air la plus élevée. 2007 est donc un millésime plus frais,
humide et moins ensoleillé que les autres millésimes sur cette période. 2008 est lui aussi
plus frais et pluvieux mais le rayonnement global, la température du sol ou l’humidité
de l’air sont proches des moyennes des autres millésimes. 2009 est pluvieux mais chaud
et ensoleillé. Il présente une forte évapotranspiration (ETPm) et une faible humidité de
l’air (UMm), comme les autres millésimes. Enfin, sur cette période, 2003, 2004, 2005 et
2006 présentent des moyennes climatiques semblables, air et sol chaud, peu de pluie et
de forts évapotranspiration et rayonnement global.
Ces moyennes démontrent principalement une dualité au niveau de la température de
l’air et les précipitations entre 2007 et 2008 et tous les autres millésimes. De plus, 2007
est le millésime avec le climat le plus différent des autres, plus frais, humide, pluvieux et
moins ensoleillé. Cette dualité se retrouve sur l’axe 1. Cet axe permet donc de différencier
les années de climat chaud, sec et ensoleillé des années de climat frais et pluvieux.
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Table 4.6 – Temps entre floraison et véraison et position sur l’axe 2 par millésime
2003 2004 2005 2006 2007 2008 2009
FV CP2 FV CP2 FV CP2 FV CP2 FV CP2 FV CP2 FV CP2
47 -0,24 45 3,50 47 1,22 40 4,04 50 7,11 55 -3,60 49 -0,73
47 0,05 45 3,80 47 1,26 42 3,44 51 6,73 56 -3,03 50 -1,08
53 -1,48 46 3,77 48 1,92 42 3,87 51 6,33 56 -3,85 51 -1,35
53 -1,60 47 3,45 50 0,57 45 1,47 54 5,96 57 -4,55 52 -1,69
53 -1,48 49 3,06 51 0,49 46 1,82 55 5,78 58 -4,00 52 -1,56
53 -3,24 49 2,88 52 0,08 46 1,82 55 5,70 58 -4,90 53 -1,90
54 -1,74 51 2,41 52 0,73 48 0,66 59 4,55 59 -5,04 54 -1,93
55 -3,87 52 1,17 52 0,10 50 0,61 61 4,17 60 -5,13 54 -2,18
57 -4,03 53 0,67 53 -0,64 51 -0,11 63 3,50 62 -5,35 55 -2,01
58 -4,51 53 0,65 54 -0,83 54 -1,76 63 3,55 63 -5,68 56 -2,89
63 -4,77 56 -0,29 58 -1,81 56 -2,44 65 2,86 63 -5,66 56 -2,84
FV : nombre de jours entre floraison et véraison, CP2 : Position de l’individu sur la
seconde composante principale
Sur l’axe 2, le millésime 2007 est séparé d’un groupe constitué des millésimes 2003,
2008 et 2009. Les valeurs fournies dans le tableau 4.5 ne permettent pas de séparer le
millésime 2007 du groupe des trois millésimes. Aucune conclusion a priori à propos de
la position des millésimes ne peut donc être tirée sur cet axe.
Le tableau 4.6 donne, pour chaque millésime, la correspondance pour chaque individu
entre le nombre de jours entre la floraison et la véraison et la position sur l’axe 2.
Globalement, pour chaque millésime, la position de chaque cépage sur l’axe 2 est
d’autant plus négative que le temps entre floraison et véraison est long. L’axe 2 pourrait
donc être un axe qui permet, au sein d’un même millésime, de séparer les individus selon
la longueur du temps passé entre la floraison et la véraison.
Pour un même nombre de jours entre floraison et véraison, les dates d’atteinte des
stades peuvent varier de plusieurs jours. Par exemple, comme on peut le voir dans le
tableau 4.1, en 2005, les cépages Chardonnay, Gamay et Marselan sont tous caractérisés
par une durée de 52 jours entre floraison et véraison. Le Gamay a atteint la floraison le
147ème, le Chardonnay le 150ème et le Marselan le 154ème jour. Les dates de véraison
sont respectivement le 200ème, le 203ème et le 207ème jour. Le Gamay a donc subi le
même climat que le Marselan entre le 154ème jour et le 200ème jour mais un climat
spécifique entre le 147ème et le 154ème jour. Le Marselan a quant à lui subi un climat
spécifique entre le 200ème et le 207ème jour. Ces cépages n’ont donc pas vécu un climat
totalement identique entre floraison et véraison. Cette différence peut donc expliquer que
ces individus ne soient pas confondus.
La figure 4.4 présente le cercle des corrélations des paramètres étudiés dans l’ACP
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pour le plan constitué des deux premières composantes principales (61% de l’inertie du
nuage). Les paramètres se répartissent principalement de part et d’autre de l’axe 1 et
négativement sur l’axe 2.
Un grand nombre de paramètres est à proximité du cercle des corrélations. Les para-
mètres sont donc bien représentés dans ce plan.
La figure 4.4 propose également une interprétation des axes qui sera justifiée dans les
paragraphes suivants.
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Figure 4.4 – Cercle de corrélation des variables - plan 1-2 - ACP réalisée sur les paramètres climatiques
entre floraison et véraison
Sur l’axe 1, à chaque extrémité les paramètres se répartissent de chaque côté de l’axe.
Les paramètres corrélés négativement à l’axe 1 et légèrement positivement à l’axe 2
correspondent à des températures maximales de l’air élevées, des amplitudes thermiques
journalières importantes, des températures moyennes optimales pour la croissance de la
plante et un rayonnement solaire élevé. Cette direction, dans le sens négatif de l’axe 1 et
légèrement positif de l’axe 2, représente donc des températures et rayonnement optimaux
pour la croissance de la plante et la photosynthèse.
Les paramètres orientés négativement sur l’axe 1 et légèrement négativement sur l’axe
2 correspondent à des températures de l’air et du sol élevées, que ce soit en moyenne ou
selon des compteurs de jours où la température a dépassé un seuil fixé, les paramètres
de transpiration élevée de la plante et un air très sec. L’ensemble de ces paramètres
permettent de caractériser une direction qui représente un climat chaud et sec, favorisant
l’évapotranspiration.
Une simplification possible du sens négatif de l’axe 1 est un climat chaud, sec et
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ensoleillé entre la floraison et la véraison, favorable à la croissance de la plante et de la
baie et à la photosynthèse.
Les paramètres corrélés positivement à l’axe 1 et légèrement positivement à l’axe 2
correspondent à une humidité de l’air élevée, un grand nombre de jours pluvieux et un
indice de sécheresse moins limitant. Cette direction représente donc un climat humide et
pluvieux entre floraison et véraison.
Les paramètres corrélés positivement à l’axe 1 et légèrement négativement à l’axe 2
représentent des précipitations élevées, des températures fraîches et une forte intensité
maximale du vent. Cette direction caractérise donc un climat plus frais et pluvieux.
L’axe 1 est donc un axe qui permet d’opposer les climats chauds, secs et ensoleillés
et les climats plus frais, humides et pluvieux.
L’axe 2 est principalement déterminé par les paramètres se projetant négativement
sur celui-ci.
Cet axe est corrélé négativement avec les paramètres correspondants à des cumuls de
température, indices bioclimatiques ou sommes de températures, le cumul d’évapotrans-
piration et les paramètres mettant en avant une importante variabilité des températures
entre les jours.
Il est donc possible que cet axe permette de différencier, pour des températures, des
sommes de précipitations ou des rayonnements solaires semblables, les individus pour
lesquels la période de floraison à véraison est plus longue des individus pour lesquels elle
est plus courte.
La figure 4.5 présente à nouveau la position des individus dans la carte factorielle
constituée des deux premières composantes principales de l’ACP en cours d’étude. Les
directions mises en avant grâce à l’analyse du cercle des corrélations sont représentées
sur la carte.
Les millésimes 2006, 2005 et 2004 puis 2003 et 2009 sont négatifs sur l’axe 1. Ils
sont donc caractérisés par un climat plus chaud, sec et ensoleillé entre la floraison et la
véraison que les millésimes 2007 et 2008. Dans le sens opposé, 2007 et 2008, positifs sur
l’axe 1, présentent un climat plus frais, humide, pluvieux et moins ensoleillé. Lors de
l’analyse du tableau 4.5, il avait été noté une dualité entre les millésimes 2007 et 2008 et
tous les autres millésimes. Les millésimes 2007 et 2008 étaient effectivement plus pluvieux
et frais que les autres. La position des millésimes sur l’axe 1 est donc cohérente avec les
moyennes du tableau 4.5.
Les millésimes 2006, 2005 et 2004 sont très peu étalés sur l’axe 1 et plus étendus sur
l’axe 2. Sur ces millésimes, les cépages ont subi un type unique de climat, chaud, sec
et ensoleillé. Les individus sont ensuite étalés selon le nombre de jours entre floraison
et véraison, nombre qui fait varier le cumul des températures. Comme il avait été noté
grâce au tableau 4.6, les cépages à l’extrémité basse des nuages de points seront ceux
pour lesquels le temps entre floraison et véraison est le plus long. Il y aura ensuite un
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Figure 4.5 – Carte factorielle des individus analysés dans l’ACP avec les directions mises en avant
gradient de temps entre floraison et véraison, avec des individus positionnés de plus en
plus haut dans le nuage de points.
Le millésime 2003 est séparé en deux nuages de points distincts. Le premier est,
comme les millésimes 2006, 2005 et 2004, positionné sur l’axe 1 et étendu sur l’axe 2.
Le second est positionné, négativement, sur l’axe 2 avec peu de variabilité sur celui-ci et
plus étendu sur l’axe 1. Cette partie du nuage de points peut donc être constituée d’un
ensemble d’individus avec des cumuls de température semblables mais des températures,
rayonnement solaire et ETP différents.
Le millésime 2009 est centré sur l’axe 1. C’est un millésime chaud et ensoleillé mais
aussi pluvieux (Tableau 4.5) entre floraison et véraison. Sa position est donc compensée
entre les deux actions antagonistes des deux extrémités de l’axe 1. Sur l’axe 2, les individus
sont à nouveau répartis en fonction du temps passé entre floraison et véraison.
En positif sur l’axe 1, le millésime 2007 est orienté par la direction représentant
un temps humide et pluvieux tandis que le millésime 2008 est orienté par la direction
caractérisant un temps plus frais et pluvieux. Ces deux millésimes, de comportement
d’abord opposé aux 5 autres millésimes, ont donc chacun un comportement spécifique.
A nouveau, sur l’axe 2, les individus se séparent en fonction du temps entre floraison et
véraison.
Chaque millésime a donc un comportement propre sur ce plan. Pour la période allant
de la floraison à la véraison, une typologie de chaque millésime, comparée aux autres
millésimes, et ajustée à chaque cépage, peut facilement être proposée à partir de ces
observations. Puis une typologie climatique propre à chaque individu peut être définie
pour un millésime ou entre les millésimes. Ces typologies peuvent ensuite être comparées
entre elles et des analogies entre individus quels que soient le cépage et le millésime
peuvent être proposées.
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Les deux premières composantes principales peuvent facilement être décrites grâce à
un ensemble de paramètres. Elles permettent de séparer (i) les millésimes entre eux pour
l’axe 1 et (ii) les cépages au sein d’un millésime pour l’axe 2.
L’insertion d’un nouveau millésime, en conservant les même 11 cépages, dans une telle
analyse permettrait de connaître rapidement ses chaleur, pluviométrie et ensoleillement
relatifs par rapport aux millésimes déjà présents dans la base de données.
Conclusions de l’analyse du plan constitué de la troisième et de la quatrième
composante principale
Une analyse similaire à celle présentée dans la section 4.3.2 a été effectuée sur le plan
constitué de la troisième et de la quatrième composante principale. Ce plan représente
22,4% de variance totale expliquée.
Corrélé à des cumuls de températures et des indices bioclimatiques, l’axe 3 permet
de différencier, au sein de chaque millésime, les cépages en fonction de la longueur de
l’intervalle entre floraison et véraison. Les nuages de points représentatifs de chaque
millésime sont très étendus sur cet axe.
L’axe 4 est déterminé par l’opposition entre (i) des températures maximales du sol
et de l’air élevées associées à de fortes variations de la température d’un jour à l’autre
ainsi qu’à un grand nombre de jours où la température moyenne a été raisonnable et
(ii) un nombre de jours où l’air a rarement été extrêmement sec et d’importantes varia-
tions d’humidité de l’air d’un jour à l’autre. Cet axe permet de différencier le millésime
2004 (températures raisonnables) et le millésime 2006 (humidité variable). Les autres
millésimes sont confondus sur cet axe.
Ce plan ne permet pas de différencier les millésimes entre eux, hormis 2004 et 2006
mais présente une forte différenciation des cépages au sein d’un millésime. Ce plan sera
donc utilisé principalement pour différencier le vécu climatique des cépages au sein de
chaque millésime et de comparer ces vécus pour comprendre des différences spécifiques
entre cépages pour un millésime donné.
4.4 Etude comparative de l’ACP avec indices biocli-
matiques pondérés
Dans une seconde analyse, 54 variables ont été prises en compte. Les indices bio-
climatiques ayant permis cette analyse sont les indices pondérés. Les trois paramètres
correspondant à des sommes de descripteurs ont été retirés pour l’analyse. Leur valeur
pondérée, soit la moyenne de la séquence temporelle sur la base temporelle, était déjà
prise en compte dans l’analyse.
A nouveau, les 4 premières composantes principales ont été conservées. Elles repré-
sentent respectivement 50.3%, 18.25%, 11.24% et 8.36% de variance expliquée. L’en-
semble de ces 4 axes permet donc d’expliquer 88.15% de la variance totale entre les 11
cépages pour les 7 millésimes étudiés. Les pourcentages de variance expliquée par chaque
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axe sont du même ordre de grandeur que ceux de l’ACP réalisée avec les paramètres
prenant en compte la précocité des cépages.
Dans cette partie, seulement la comparaison des résultats entre les plans de chacune
des ACP sera présentée. L’analyse en détail de l’ACP, très semblable à celle de l’ACP
réalisée avec les indices bioclimatiques non pondérés sera occultée.
4.4.1 Analyse comparative du plan constitué des deux premières
composantes principales
L’analyse de ce plan lors de la première analyse avait mis en avant :
– Une différenciation des millésimes sur l’axe 1 en fonction de la chaleur, de l’enso-
leillement et de la sécheresse de chacun.
– Une différenciation des cépages au sein de chaque millésime sur l’axe 2 principale-
ment imposée par les sommes de descripteurs et les indices bioclimatiques
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Figure 4.6 – Carte factorielle des individus analysés dans l’ACP sans paramètres prenant en compte la
précocité des cépages avec les directions déterminées par les paramètres mises en avant
La figure 4.6 présente le plan factoriel issu de la seconde analyse. Les axes déterminés
par l’analyse du cercle de corrélations sont aussi présentés sur cette figure.
Sur ce plan, les millésimes se différencient à nouveau sur l’axe 1 mais sont plus étalés.
Au sein d’un millésime, il n’est plus possible de différencier les cépages sur l’axe 2.
Sur l’axe 1, les même paramètres sont retrouvés de part et d’autre de celui-ci. Les
indices bioclimatiques issus de sommes de températures se confondent aux paramètres
représentant des températures chaudes.
Sur l’axe 2 ; les paramètres représentant des sommes de descripteurs ou les indices
bioclimatiques de sommes de températures ne sont plus représentés. Par ailleurs, les
autres paramètres projettés négativement sur cet axe lors de l’analyse de l’ACP réalisée
avec les indices bioclimatiques non pondérés sont à nouveau projettés négativement.
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Sur ce plan, on voit donc que les paramètres prenant en compte la précocité des
cépages n’ont pas créé un axe artificiel sur lequel les cépages se différenciaient les uns
des autres. La disposition des nuages de points sur cette seconde analyse indique par
contre que ces paramètres ont permis une meilleure différenciation des cépages, différen-
ciation qui n’est pas due à des différences climatiques mais à une précocité des stades
phénologiques changeant entre les cépages.
Grâce à ce plan, le vécu climatique global de chaque millésime peut donc être comparé
à celui des six autres millésimes. De plus, pour un même cépage, en travaillant sur la
projection de chaque individu, ce vécu climatique de chaque millésime peut à nouveau
être comparé. Enfin, au sein d’un millésime, le vécu climatique de chaque cépage peut
être comparé à celui des autres cépages. Pour chaque millésime, il faudrait maintenant
analyser en profondeur le vécu climatique de chaque cépage en fonction des différents
paramètres disponibles afin de comprendre la position de chacun au sein du nuage de
points représentant le millésime.
Ce plan ne contredisant pas les informations observées lors de la première analyse de
données, travailler avec les indices bioclimatiques non pondérés ne semblent pas influencer
un artefact mathématique non prévu dans le cas présent.
4.4.2 Analyse comparitive du plan constitué de la troisième et
de la quatrimère composante principale
L’analyse de ce plan lors de la première ACP avait mis en avant :
– Une différenciation des cépages au sein de chaque millésime sur l’axe 3, cet axe étant
déterminé par des sommes de températures et des indices bioclimatiques issus de
sommes de températures
– Une opposition entre (i) des températures maximales du sol et de l’air élevées avec
de fortes variations de températures entre les jours et des températures moyennes
raisonnables et (ii) une humidité de l’air très variable mais rarement extrèmement
sec. Sur cet axe, 2004 était opposé à 2006. 2006 était orienté par la direction des
paramètres représentant l’humidité de l’air variable tandis que 2004 était caractirisé
par des températures moyennes raisonnables et des températures élevées chaudes.
La figure 4.7 présente le plan factoriel issu de cette seconde analyse pour la troisième
et la quatrième composante principale. Les axes déterminés par l’analyse du cercle des
corrélations sont indiqués sur ce plan.
Sur ce second plan, l’axe 3 est déterminé par une opposition entre des températures
chaudes mais modérées, c’est à dire n’ayant pas atteint des valeurs où l’activité photosyn-
thétique de la vigne est inhibée, et des jours peu secs. L’axe 4 est quant à lui déterminé
par une opposition entre des jours dans forte humidité et les paramètres correspondant
à une humidité de l’air très variable d’un jour à l’autre.
Les paramètres cités lors de la première analyse se retrouvent donc à nouveau. Ils
sont par contre répartis homogènement sur ce plan. Le troisième axe de l’ACP réalisée
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Figure 4.7 – Carte factorielle des individus analysés dans l’ACP sans paramètres prenant en compte la
précocité des cépages avec les directions déterminées par les paramètres mises en avant pour la troisième
et la quatrième composante principale
avec les paramètres prenant en compte la précocité de chaque cépage était exclusivement
déterminé par ces paramètres. Cet axe était donc un axe artificiel. Le fait d’avoir oté ces
paramètres a permis de mettre en avant une variabilité climatique entre les individus qui
était auparavant présente uniquement sur l’axe 4.
2004 est toujours orienté par l’axe correspondant à des températures chaudes mais
modérées. 2006 est quant à lui orienté par la direction déterminée par les paramètres
représentant des jours avec peu de temps très sec. 2003, se différencie sur ce plan, ce qui
n’était pas le cas lors de la première analyse, et est orienté par la direction déterminée
par les paramètres représentant une humidité variable d’un jour à l’autre. Une nouvelle
information est donc disponible sur ce plan. Des informations nouvelles sur les paramètres
ayant eu une influence globale sur le climat de chaque millésime sont donc disponibles.
L’absence des variables prenant en compte la précocité de chaque cépage a donc permis
de mettre en avant des différences de vécu climatique de chaque millésime et chaque
cépage.
Sur ce plan, l’utilisation de paramètres prenant en compte la précocité de chaque
cépage a donc impliqué la création d’un axe artificiel, artefact mathématique des choix
réalisés. Pourtant la position des millésimes, toujours cohérente entre les deux analyses
permet de conclure sur l’importance des paramètres climatiques choisis et l’intérêt de
l’analyse réalisée.
Sur ce plan, le vécu climatique de chaque millésime peut être comparé à celui des
autres millésime et des informations nouvelles sur l’humidité de l’air sont disponibles.
Ces informations sont des informations supplémentaires à la connaissances empirique
apportée par les producteurs. A nouveau, il faudrait analyser chaque millésime pour
comprendre le vécu climatique spécifique à chaque cépage puis analyser le vécu clima-
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tique de chaque millésime pour chaque cépage pour prendre des décisions à partir de ces
analyses.
Compte tenu de la proximité des résultats obtenus, l’utilisation de paramètres prenant
en compte la précocité des cépages ne semble pas altérer les informations mises en avant
par ces analyses. Les deux types d’analyse pourraient donc être entrepris pour donner
une caractérisation globale du climat de chaque cépage pour chaque millésime entre la
floraison et la véraison.
4.5 Conclusion : Bilan de l’étude comparative du cli-
mat entre cépages et millésimes
Dans cette application, le comportement climatique entre floraison et véraison subi
par 11 cépages pour 7 millésimes d’un domaine du Languedoc-Roussillon a été étudié.
Plusieurs modèles de chaque grandeur de mesure ont été proposés. Ces modèles visent
à agréger les informations contenues dans les séquences temporelles représentatives de
chaque individu en une et une seule valeur sur toute la base temporelle d’étude, soit
entre floraison et véraison. Les différents modèles permettent d’évaluer le comportement
moyen de chaque grandeur et sa variabilité.
Les 77 individus ont ensuite été comparés grâce à des analyses en composantes prin-
cipales utilisant pour variables les paramètres climatiques calculés en agrégeant les sé-
quences temporelles. Grâce à ces ACP, entre floraison et véraison, le climat global de
chaque millésime en comparaison aux autres millésimes, peut être analysé. Puis le climat
spécifique vécu par chaque cépage pour un millésime ou entre millésimes peut être étudié.
De telles analyses nécessitent d’étudier en profondeur chaque nuage de points. L’objectif
du travail présenté dans cette thèse étant de mettre en avant les potentialités d’une mé-
thode de comparaison de données asynchrones en vue de la réalisation d’analogies entre
individus, ces analyses n’ont pas été réalisées.
A partir des plans factoriels obtenus, plusieurs niveaux d’analogies ont pu être iden-
tifiés :
– Analogies entre millésimes au niveau du climat global de chacun
– Analogies entre millésimes pour un cépage donné
– Analogies entre cépages pour un millésime donné
Les millésimes les plus proches, tous cépages confondus ou par cépage peuvent être
différents.
Mais, il faudrait pouvoir réaliser ces analogies sur la base des 4 composantes princi-
pales identifiées.
En extrayant la position de chaque individu sur chacune des quatre composantes
principales, 83% de la variabilité climatique sur la période floraison à véraison peut être
représentée dans un espace de dimension 4.
Chaque composante principale est décrite par une combinaison de paramètres propre
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aux spécificités de la base de données étudiée. Ces composantes principales représentent
donc un méta-paramètre expliquant une part de la variabilité climatique dans un en-
semble de parcelles et pour un ensemble de millésimes fixe. Suivant la base de données,
chaque méta-paramètre a sa définition propre. Un tel ensemble de méta-paramètres pour-
rait être défini pour chaque période entre deux stades de développement clefs de la vigne.
A partir du calcul de ces méta-paramètres, il est possible de définir :
– Les millésimes de climat les plus proches sur la base des 4 composantes principales
– Les millésimes de climat les plus proches pour un cépage donné sur la base des 4
composantes principales
– Les cépages de climat les plus proches pour un même millésime sur la base des 4
composantes principales
– Les cépages de climat les plus proches tous millésimes confondus sur la base des 4
composantes principales
Dans le cadre de la mise en place d’un outil d’aide à la décision, une telle analyse
du climat pourrait permettre de caractériser le climat de chaque millésime pour chaque
cépage en utilisant des indices habituellement utilisés par les viticulteurs. Une telle ca-
ractérisation permettrait de confirmer les connaissances empiriques du producteur. De
plus, une telle analyse pourrait permettre de rapprocher le millésime en cours du ou des
millésimes dont il est le plus proche d’un point de vue climatique. Ces rapprochements
pourraient être effectués en séparant les cépages ou non. Ces rapprochements sont utili-
sés par les viticulteurs de façon empirique pour prendre des décisions en connaissant le
vécu climatique passé du millésime en cours et en présageant la réponse de la vigne au
climat futur et à l’environnement. L’utilisation de ces travaux pourrait donc permettre,
de façon automatisée, au viticulteur de caractériser rapidement le millésime sur lequel il
est en train de travailler comparativement aux autres millésimes.
Ces rapprochements permettent donc d’envisager très rapidement la réaction de
chaque cépage pour chaque type de millésime.
A partir de ces analogies climatiques, des hypothèses sur le comportement de la plante
pourraient être envisagées. Ces hypothèses prendraient en compte la réponse de la vigne
et de son raisin aux spécificités du millésime en cours. Un calendrier prévisionnel de
travaux pourrait être envisagé en supposant que le climat du millésime reste dans la
lignée de celui dont il est le plus proche à un moment donné.
60
Chapitre 5
Application 2 : Modélisation de
l’augmentation du pH pendant la
maturation
Sommaire
5.1 Introduction : l’évolution du pH au cours de la maturation 62
5.2 Matériel et méthodes . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.1 Matériel expérimental . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.2 Définition d’un temps thermique pour chaque jour . . . . . . . 64
5.2.3 Modélisation paramétrique de l’augmentation du pH dans les
baies de raisin . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.4 Utilisation des modèles . . . . . . . . . . . . . . . . . . . . . . . 66
5.3 Résultats et discussion . . . . . . . . . . . . . . . . . . . . . . 66
5.3.1 Caractérisation du mésoclimat de chacun des trois domaines
choisis pour l’utilisation du modèle en extensif . . . . . . . . . 66
5.3.2 Adéquation de l’exemple aux problèmes de comparaison des sé-
quences temporelles . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.3 Validation d’un modèle d’augmentation du pH sur les 53 indi-
vidus de la base de données . . . . . . . . . . . . . . . . . . . . 68
5.3.4 Comparaison graphique de la cinétique de pH des trois parcelles
étudiées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.4 Conclusion : Un modèle avec du potentiels pour comparer
les cinétiques d’augmentation du pH dans différentes parcelles 75
61
Application 2 : Modélisation de l’augmentation du pH pendant la maturation
Dans ce chapitre, les potentialités d’utilisation de tout type de séquence temporelle
avec la méthode proposée pour comparer l’évolution du pH entre parcelles et millésimes
sont évaluées, même dans les cas où la séquence temporelle ne couvrirait pas parfaitement
l’ensemble de la cinétique : absence possible de quelques mesures en début et / ou en fin
de cinétique.
5.1 Introduction : l’évolution du pH au cours de la
maturation
Le potentiel hydrogène (pH) mesure l’acidité d’une solution. Ses valeurs sont com-
prises entre 0 et 14. Il est adimensionnel. Plus une solution est acide et plus sa valeur de
pH est basse [22] et inversement.
Dans les baies de raisin, le pH dépend d’une relation complexe entre la concentration
de chaque acide, sa (ou ses) constantes de dissociation et la concentration en cations
dans le moût [19]. Il n’est donc pas toujours corrélé avec l’abondance des acides dans les
baies. 90 % de l’acidité totale dans les baies est dûe à deux acides : l’acide malique et
l’acide tartrique [11, 19]. Pourtant, le pH d’une baie dépend surtout des teneurs en acide
tartrique et en potassium [80].
La teneur en acide tartrique de chaque baie augmente au cours de la phase de crois-
sance herbacée des raisins (de la floraison à la véraison) puis reste constante pendant
la maturation. Par phénomène de dilution, la concentration en acide tartrique va donc
légèrement diminuer pendant la maturation [11]. Sur la même période, le raisin s’enrichit
en potassium. La cinétique d’augmentation de la teneur en potassium dans les baies suit
une courbe semblable à celle d’accumulation des sucres dans les baies [80]. La cinétique
d’accumulation des sucres dans les baies prend la forme d’une sigmoïde entre la véraison
et la récolte [19, 25, 40, 75]. De la véraison à la récolte, le bilan acido-basique entre l’acide
tartrique et le cation potassium est donc de moins en moins acide. Le pH augmente donc
au cours de la maturation. L’augmentation du pH suit une courbe de forme semblable à
celle représentant l’accumulation des sucres, soit une courbe de forme sigmoïdale [18, 52].
La fonction logistique permet de représenter l’évolution d’une population au sein d’un
milieu de taille non extensible [96]. Elle est de forme sigmoïdale. En viticulture, elle a
déjà été utilisée pour modéliser l’accumulation de sucres dans les baies de raisin entre
la floraison et la récolte [11, 25, 40, 68]. Il va donc être possible d’essayer de modéliser
l’augmentation du pH au cours de la maturation en utilisant la fonction logistique et
en adaptant celle-ci aux spécificités de cette grandeur. A notre connaissance, une telle
approche n’a jamais été proposée dans la littérature.
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5.2 Matériel et méthodes
5.2.1 Matériel expérimental
Sites d’étude
Cette étude a été réalisée sur les données provenant d’un ensemble de domaines
de la région viticole de la Napa Valley en Californie. La Napa Valley est une vallée de
production longue de 40 kilomètres et large de 10 kilomètres environ dont la pointe sud est
située à une vingtaine de kilomètres au nord de la baie de San Francisco. La géographie
et la géologie particulières de cette vallée impliquent que plusieurs mésoclimats sont
présents dans la région, malgré sa surface limitée [33]
Cette étude a été réalisé à partir de 53 parcelles plantées du cépage Cabernet-
Sauvignon. Elles ont été analysées uniquement sur le millésime 2011. Les parcelles choisies
étaient situées dans des domaines de production différents de la Napa Valley. Les raisins
étaient donc produits sur des sols très différents et dans des zones présentant des mésocli-
mats très différents. Les parcelles étaient irriguées sur tout le cycle végétatif. La densité
de plantation variait entre 1500 et 7500 pieds par hectare. Les plantes étaient palissées,
conduites en cordon de royat ou guyot. Les parcelles ont été plantées entre 1985 et 2008.
Données utilisées
Pour chaque individu, les mesures ont débuté avant ou au début de la véraison et
se sont échelonnées jusqu’à la fin de la maturation. Un seul millésime, T , 2011, a été
considéré. Chaque parcelle représentait une localisation unique, sj (avec j ∈ [1; 53]).
D’après les producteurs dont les bases de données étaient utilisées, les mesures étaient
réalisées pour représenter l’ensemble de la parcelle et évaluer son évolution globale au
cours de la maturation. Chaque échantillon était donc réalisé en prenant des baies de
différents pieds, à différents endroits de la grappe et vérées ou non vérées.
Pour le millésime 2011 et les 53 parcelles étudiées, la mesure, xj, de pH dans les
baies associée à sa date de mesure, tj, et à son temps thermique de mesure dont le
calcul est donné en section 5.2.2, GDD(tj), a été extraite de la base de données de
traçabilité contenant l’ensemble des valeurs de relevés. Une base de données a été créée
en regroupant les données selon les définitions de la partie 3.1. Pour chaque individu,
la base temporelle, TΦ, a été définie comme l’intervalle entre la première mesure et la
récolte. La base temporelle a ensuite été divisée en unités de temps calendaire, Wa, ou
thermique, W ′a, depuis la première mesure jusqu’à la récolte.
Les données de description relatives à la base de données ont été regroupées dans le
tableau 5.1. Le nombre de mesures des séquences temporelles représentant les différentes
parcelles analysées a été indiqué pour chaque domaine. Au maximum 1 mesure par jour
était réalisée. L’intervalle de temps entre deux mesures dépendait de chaque parcelle
étudiée. La valeur d’indice héliothermique (IH) a été calculée selon la formule de Huglin
[49]. La valeur d’indice de fraîcheur des nuits (IF) a été calculée selon la formule disponible
dans l’article de Tonietto et Carbonneau [92].
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Table 5.1 – Description des individus de la base de données - pH
Domaine Nombre de parcelles Nombre de mesures IH IF
2 3 14 2420,6 9,9
6 4 9 - 10 2333,7 10,3
9 7 13 - 16 2425,0 11,8
10 6 5 - 14 2320,9 10,4
11 1 12 2501,0 10,9
17 5 11 - 12 2336,8 9,6
19 4 11 - 12 2072,0 12,1
20 2 10 - 11 2415,3 11,8
23 6 10 - 12 2205,2 10,9
26 2 8 2034,6 10„6
27 1 6 2417,6 9,8
31 12 6 - 16 2137,5 14,1
5.2.2 Définition d’un temps thermique pour chaque jour
Pour chaque jour, une valeur de temps thermique a été définie en utilisant le modèle
proposé par Parker et al. [76]. Le calcul du temps thermique faisait intervenir le calcul
de la température moyenne journalière Tmoy tel que défini dans la relation 5.1
Tmoy =
TN + TX
2
(5.1)
Avec TN : température minimale de l’air et TX : température maximale de l’air
Le degré jour, ˚j, de chaque jour était défini selon la relation 5.2.
j˚ =
{
0, si Tmoy ≤ 0
Tmoy, si Tmoy > 0
(5.2)
Enfin, le temps thermique, GDD (Growing Degree Day), de chaque jour a été calculé
suivant la relation 5.3
∀ le jour j, GDD(j) =
i=j∑
i=60
j˚(i) (5.3)
Dans le modèle proposé par Parker et al [76], le calcul des GDD est initialisé au jour
60 de l’année, soit le 01/03 pour les années non bisextiles comme 2011.
Pour chaque date de mesure, tj, la valeur en GDD, GDD(tj), a donc été calculée
et intégrée à la base de données de traçabilité contenant toutes les valeurs de relevés
réalisés.
64
Application 2 : Modélisation de l’augmentation du pH pendant la maturation
5.2.3 Modélisation paramétrique de l’augmentation du pH dans
les baies de raisin
La fonction logistique a été adaptée pour modéliser l’augmentation du pH dans les
baies de raisin depuis la véraison jusqu’à la récolte. Le modèle proposé est présenté dans
l’équation 5.4.
xpH(t) = xpH(t0) +
pHmax − xpH(t0)
1 + e
Infl - t
τ
(5.4)
où xpH(t) représentait le niveau de pH dans les baies de raisin au temps t, xpH(t0)
correspondait au niveau de pH au moment du début de la véraison.
Le modèle paramétrique de l’équation 5.4 contenait 3 paramètres : pHmax qui repré-
sentait le niveau de pH maximal dans les baies, Infl qui correspondait à l’abscisse du
point d’inflexion et τ qui permettait d’ajuster la pente de la courbe au point d’inflexion.
En plus des trois paramètres, la valeur réelle de la pente au point d’inflexion, Sl, était
dérivée de l’équation 5.4 et calculée grâce à la formule 5.5.
Sl =
pHmax − xpH(t0)
4τ
(5.5)
La valeur d’initialisation de la cinétique, xpH(t0), a été estimée en moyennant les
niveaux de pH mesurés juste avant ou au moment du début de la véraison sur toutes
les parcelles de Cabernet-Sauvignon de la base de données de traçabilité étudiée pour le
millésime 2011. Cette moyenne était de 2,54.
Pour chaque individu, l’ajustement de la courbe définie équation 5.4 a été réalisée
par la méthode des moindres carrés. L’algorithme d’optimisation utilisé était celui de
Levenberg-Marquardt. La méthode a été implémentée avec la fonction nlinfit du logiciel
MatLab v7.O (The MathWorks Inc., Natick, MA).
Pour chaque individu, l’erreur quadratique moyenne, RMSE, d’ajustement du modèle
aux descripteurs de la séquence temporelle a été définie grâce au calcul donné dans la
formule 5.6.
Soit k le nombre total de descripteurs de TSI , RMSE =
√√√√ j=k∑
j=1
(xj − xˆj)2
k
(5.6)
La RMSE représente l’écart moyen entre chaque descripteur de la séquence temporelle
et l’estimation de ce descripteur grâce au modèle. Plus sa valeur est basse et plus la qualité
d’ajustement du modèle est bonne.
En complément de cette valeur de RMSE, l’erreur moyenne d’ajustement du modèle
a été calculée grâce à la formule donnée dans l’équation 5.7. Cette erreur correspondait
à une évaluation pondérée du coefficient de variation entre la séquence temporelle et le
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modèle.
Soit k le nombre total de descripteurs de TSI , %erreur =
RMSE∑j=k
j=1
xj
k
(5.7)
5.2.4 Utilisation des modèles
Approche intensive
Pour chaque individu, les paramètres Xsmax, Infl et Sl ont été estimés puis enregis-
trés dans une nouvelle base de données dite paramétrique (Zpara).
Approche extensive
Une base temporelle thermique, T ′Φ unique a été définie. Les mesures de pH commen-
çaient avant la véraison. La base temporelle choisie était donc comprise entre 600 GDD
avant le début de la véraison (-600) et 1500 GDD après le début de la véraison. Une
discrétisation temporelle, ∆′, homogène a été choisie. Chaque fenêtre, W ′a, correspondait
à 20 GDD.
Pour chaque individu, la valeur de pH a donc été recalculée tous les 20 GDD. A
partir de ces estimations, la cinétique d’augmentation du pH de chaque parcelle, en
temps thermique, a été tracée. Les comparaisons ont été réalisées entre les courbes.
Pour cet exemple, uniquement 3 parcelles ont été étudiées. Elles provenaient chacune
d’un domaine. Ces domaines étaient situés dans des zones différentes de la Napa Valley.
Le sol et le mésoclimat de chacun des trois domaines était très différent de celui des deux
autres. Leur numéro étaient le 7, le 16 et le 40.
La parcelle 7 appartenait au domaine 6, la parcelle 16 au domaine 10 et la parcelle
40 au domaine 19. Ces parcelles avaient été choisies aléatoirement. Un autre ensemble de
trois parcelles aurait pu être choisi.
5.3 Résultats et discussion
Dans cette partie, l’équation du modèle proposée sera validée sur un grand nombre
d’individus. Puis, la comparaison de trois parcelles sera réalisée à titre d’exemple du
potentiel de la méthode proposée.
5.3.1 Caractérisation du mésoclimat de chacun des trois domaines
choisis pour l’utilisation du modèle en extensif
La valeur de IH dans le domaine 19 (tableau 5.1) est nettement plus basse que celle
calculée pour les domaines 6 et 10. La valeur de IF dans le domaine 19 (tableau 5.1)
est nettement plus élevée que celle calculée pour les domaines 6 et 10. Le domaine 19
présente donc un mésoclimat nettement différent des deux autres domaines. Comparer
l’augmentation du pH dans une parcelle de ce domaine à celle d’une parcelle des deux
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autres domaines peut donc permettre d’envisager si l’effet du climat est important sur
les différences d’augmentation du pH pour le millésime et les parcelles étudiées.
Le domaine 6 est situé dans la plaine de la vallée, au sud de celle-ci. Le domaine 10
est situé dans la plaine de la vallée plus au nord que le domaine 6. Les domaines 6 et
10, bien que présentant des valeurs d’indices bioclimatiques identiques, ne sont donc pas
cultivés sur des sols identiques. Comparer l’accumulation du pH entre deux parcelles,
chacune provenant d’un des deux domaines, permettra donc d’étudier si le type de sol
est influant sur les différences d’augmentation du pH pour le millésime et les parcelles
étudiées.
5.3.2 Adéquation de l’exemple aux problèmes de comparaison
des séquences temporelles
La figure 5.1 présente la position des dates de mesures et les mesures effectuées sur
chacune des trois parcelles utilisées pour l’étude comparative d’individus.
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Figure 5.1 – Dates de mesures du pH des trois parcelles choisies
La parcelle 7 a fait l’objet de 11 mesures entre le 10ème jour avant véraison et le
50ème jour après véraison. La parcelle 16 n’a fait l’objet que de 5 mesures. Une mesure
a été effectuée juste avant la véraison. les autres mesures se sont échelonnées entre le
20ème et le 50ème jour après la véraison. Enfin, la parcelle 40 a fait l’objet de 11 mesures
selon une grille quasiment régulière entre le 20ème jour avant la véraison et le 70ème jour
après la véraison.
La dimension de la séquence temporelle représentant la parcelle 16 est différente de
celle des séquences temporelles représentant les parcelles 7 et 40. Sur la figure 5.1, il
est aussi possible de voir que les descripteurs des trois séquences temporelles sont asyn-
chrones. Les trois parcelles étudiées présentent donc l’ensemble des problèmes soulevés
pour la comparaison d’individus présentés en partie 3.2.1.
Les trois domaines d’où proviennent les parcelles sont situés dans des mésoclimats
différents (section 5.3.1). La température de l’air dans ces parcelles était donc très dif-
férente d’une parcelle à l’autre de part les mésoclimats de chaque domaine. Dû à ces
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différences, pour un même jour après le début de la véraison, le cumul de températures
(GDD) de chaque domaine sera donc différent. Les acides vont être détériorés et l’eau
accumulée dans les baies de raisin en réponse à la température [9, 11, 16, 19, 52, 56, 72].
La vitesse d’augmentation du pH sera donc différente en fonction de la quantité de tem-
pérature accumulée dans chaque parcelle. Il faut donc vérifier si les relevés sont toujours
asynchrones si l’échelle de temps est le calendrier thermique.
La figure 5.2 donne la position des mesures de chacune des trois parcelles étudiées
après passage de l’échelle de temps en calendrier thermique. Malgré le changement
d’échelle de temps, les données sont toujours asynchrones.
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Figure 5.2 – GDD de mesures du pH des trois parcelles choisies
Quelle que soit l’échelle de temps considérée, les trois individus étudiés ont des sé-
quences temporelles asynchrones. Deux séquences temporelles sont de dimension égale et
la dernière est de dimension différente. Ces séquences temporelles constituent donc un
bon exemple pour l’étude des problèmes de comparaison de données précités. Cet exemple
va donc permettre d’évaluer le potentiel de la méthode proposée pour leur résolution.
5.3.3 Validation d’un modèle d’augmentation du pH sur les 53
individus de la base de données
Le tableau 5.2 donne les statistiques de répartition des valeurs ajustées des trois
paramètres définis dans l’équation 5.4 : pHmax, Infl et τ , de la pente réelle, Sl, de la
courbe au point d’inflexion et de la valeur de RMSE et du pourcentage d’erreur entre la
cinétique ajustée et les descripteurs de la séquence temporelle représentant chacun des
53 individus de la base de données.
Validation de la qualité globale de l’ajustement du modèle
Les valeurs de RMSE représentant la qualité d’ajustement du modèle sont comprises
entre 4,22.10−3 et 2,65.10−1.
Les valeurs de %erreur sont comprises entre 0.15 et 9.1 %. Ces valeurs indiquent que
lors de l’ajustement du modèle, il y a au plus 10% d’écart entre les descripteurs de chaque
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Table 5.2 – Répartition des paramètres ajustés lors de la modélisation du pH - Base de données pH -
53 individus
pHmax Infl (j) τ (j−1) Sl (j−1) RMSE %erreur
Minimum 3,23 138,57 7,04 5,37 . 10−4 4,22 . 10−3 0,13
Premier quartile 3,39 453,62 206,86 8,47 . 10−4 4,75 . 10−2 1,56
Médiane 3,47 576,05 241,76 9,33 . 10−4 6,34 . 10−2 2,15
Troisième quartile 3,59 660,86 288,01 1,11 . 10−3 8,45 . 10−2 2,82
Maximum 3,93 789,69 469,98 3,33 . 10−2 2,65 . 10−1 9,06
séquence temporelle et les estimations de ces descripteurs. La fonction logistique utilisée
comme modèle s’ajuste donc avec un pourcentage d’erreur faible aux données de chaque
séquence temporelle.
La formule du modèle donnée dans la formule 5.4 permet de représenter avec peu
d’erreur l’augmentation du pH dans les baies de raisin. Ce modèle est donc bien un
modèle représentatif de cette augmentation.
Validation de la valeur de pHmax
Les valeurs de pHmax sont comprises entre 3,23 et 3,93.
Auparavant, de nombreux auteurs ont relaté des valeurs de pH à vendange pour des
raisins de Cabernet-Sauvignon cultivés en Australie, France et Californie. En France,
entre 1952 et 1958, sur le terroir de Pauillac, le pH à vendange de baies de Cabernet-
Sauvignon a été observé à des valeurs comprises entre 2,9 et 3,4 [19]. Sur le même terroir,
en 2000, un pH moyen des baies de 3,6 à la vendange a été relevé [11]. En 1998, un pH
à vendange compris entre 3,35 et 3,61 a été observé [73]. Enfin, sur le terroir de Saint
Emilion, un pH moyen de 3,4 a été relevé [94]. En Australie, en 2001 et 2002, un pH à
maturité compris entre 3,66 et 4,26 a été évalué [23] puis sur les millésimes 2003 à 2005,
un pH compris entre 3,43 et 3,61 a été observé [47]. Finalement, en 1967, en Californie,
la valeur moyenne du pH des raisins de Cabernet-Sauvignon à vendange est évaluée à
3,81 [19]. En 2001, des valeurs comprises entre 3,6 et 4,1 sont notées [9]. Tous ces auteurs
ont donc noté des valeurs du pH dans les baies de Cabernet-Sauvignon à la vendange
comprises entre 2,9 et 4,26.
Les valeurs ajustées sur les individus de la base de données en cours d’étude sont
cohérentes par rapport aux valeurs observées par tous ces auteurs. Il est donc possible
de valider les valeurs ajustées de pHmax et de confirmer la qualité de l’estimation de ce
paramètre.
Validation de la valeur de Infl
Les valeurs de Infl sont comprises entre 139 et 790 GDD. Sur la région de production
de la Napa Valley, le millésime 2011 a été très frais et caractérisé par une maturation
languissante en début de celle-ci pour certaines parcelles (source personnelle). Cette
atypicité pourrait donc expliquer la forte variabilité des valeurs du paramètre Infl.
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En moyenne, entre véraison et vendange, les parcelles de la base de données en cours
d’étude ont accumulé 1606 GDD. Au point d’inflexion, le pH n’a augmenté que de la
moitié de son augmentation totale. Sur la partie de la courbe comprise entre Infl et
la vendange, le pH devra donc augmenter autant que l’augmentation déjà réalisée de
véraison à Infl. Infl est toujours inférieur à la moitié des GDD accumulés entre véraison
et vendange. Il y a donc une augmentation de GDD au moins égale à l’accumulation de
GDD ayant déjà eu lieu avant Infl pour permettre une augmentation de pH de même
valeur que celle effectuée de véraison à Infl. Les valeurs de Infl ajustées sont donc
logiques.
Validation de la valeur de τ et de Sl
Le pH moyen à maturité des raisins des parcelles de la base de données étudiée est
de 3,49. Le pH moyen des baies à véraison est de 2,54. Il y a donc une augmentation
moyenne du pH de 0,95 au cours de la maturation. Les GDD moyens entre véraison et
vendange pour les parcelles de la base de données sont de 1606 GDD. Si l’augmentation
de pH dans les baies de raisin était linéaire entre la véraison et la vendange, ces moyennes
reviendraient à une élévation de 5,92.10−4 de pH par GDD.
La pente au point d’inflexion est comprise entre 5,37.10−4 et 4,45.10−3. Le premier
quartile de répartition des valeurs de la pente Sl, donné dans le tableau 5.2, permet de
montrer que 75% des valeurs sont supérieures à 8,47.10−4. Les valeurs de pente au point
d’inflexion sont donc en majorité supérieures à la valeur calculée si l’augmentation de
pH était linéaire.
La cinétique d’augmentation du pH dans les baies de raisin est de forme sigmoïdale.
L’augmentation du pH dans les baies de raisin va donc d’abord être lente avant d’entrer
dans une phase d’accumulation linéaire rapide. Puis, en fin de maturation, cette aug-
mentation va ralentir et atteindre un plateau qui correspondra à la valeur de pHmax.
Par rapport à une augmentation totalement linéaire entre véraison et vendange, comme
celle présentée dans le calcul ci-dessus, le pH dans les baies va donc augmenter de façon
moins importante en début et fin de maturation. Par contre, en milieu de maturation
et donc au niveau du point d’inflexion, où la pente est calculée, cette augmentation est
plus rapide que si l’accumulation avait été exclusivement linéaire. Les valeurs de pente
calculées sont supérieures à la valeur d’accumulation linéaire. Cette différence correspond
aux observations réalisées ci-dessus.
Les valeurs de Sl sont de même ordre de grandeur que la valeur d’accumulation
linéaire calculée. Les valeurs de Sl et donc celles de τ sont donc logiques.
La pourcentage d’erreur d’ajustement du modèle aux descripteurs des séquences tem-
porelles de chacun des 53 individus de la base de données est faible. De plus, les pa-
ramètres ajustés peuvent être validés à l’aide de données expertes ou en utilisant les
connaissances contenues dans la base de données. Cette analyse permet donc de valider
l’utilisation de la fonction logistique pour représenter l’augmentation du pH des baies de
raisin au cours de la maturation, et ce sur un grand nombre d’individus.
70
Application 2 : Modélisation de l’augmentation du pH pendant la maturation
Potentiel de comparaison des individus à partir des valeurs des paramètres
Après ajustement, les paramètres de chaque individu peuvent être comparés aux pa-
ramètres des autres individus. En comparant deux individus, il est possible de connaître,
pour chacun des paramètres, la position relative de l’un par rapport à l’autre.
Ainsi, si l’on compare un individu I1 à un individu I2, il sera possible de dire si :
– le pHmax de I1 est plus ou moins élevé que celui de I2, ce qui traduit une acidité
plus ou moins importante dans les baies de l’un des deux individus
– Infl est atteint plus tôt ou plus tard pour l’individu I1 par rapport à l’individu
I2. La différence de valeur de Infl traduit une précocité plus importante de l’aug-
mentation du pH pour l’un des deux individus
– Sl de I1 est plus élevée ou plus faible que cette de I2. Cette différence représentera
une plus forte rapidité d’augmentation du pH pour l’un des deux individus.
De telles comparaisons peuvent être faites en prenant en compte un plus grand nombre
d’individus.
Mais, la comparaison un à un des paramètres ne prend pas en compte la forme de
la cinétique complète d’accumulation. La comparaison d’individus en utilisant la repré-
sentation graphique des cinétiques modélisées permet de travailler sur toute la cinétique.
Elle va être présentée dans la partie suivante.
5.3.4 Comparaison graphique de la cinétique de pH des trois
parcelles étudiées
Les trois parcelles provenaient de trois domaines différents. Comme montré dans la
partie 5.3.1, le climat et / ou le type de situation et de sol des 3 domaines choisis est
différent d’un domaine à l’autre. Puisque le climat entre les domaines et donc entre les
parcelles est différent, pour chaque jour, le j˚ (section 5.2.2) dans chaque domaine est
différent. La valeur de GDD sera donc différente d’une parcelle à l’autre. L’accumulation
des températures tout au long de l’année, et donc a fortiori après véraison, peut être plus
rapide dans un domaine par rapport à celle des autres domaines.
C’est pourquoi, pour ne pas insérer une variabilité supplémentaire dans la comparai-
sons des cinétiques, l’échelle de temps choisie était l’échelle de temps thermique.
Le tableau 5.3 donne les valeurs ajustées des paramètres pHmax, Infl et τ définis
dans l’équation 5.4 ainsi que de la pente réelle de la courbe au point d’inflexion, Sl. La
RMSE et le pourcentage d’erreur de l’ajustement du modèle aux 3 séquences temporelles
est aussi fourni.
Les trois parcelles choisies présentent des pourcentages d’erreur d’ajustement compris
entre 1 et 3%. L’ajustement de la courbe aux descripteurs de la séquence temporelle, TSI ,
de chaque individu présente donc peu d’erreurs.
La valeur de pHmax dans la parcelle 40 est plus élevée que celle des deux autres
parcelles. L’équilibre acido-basique dans la parcelle 40 est donc moins acide à la vendange
que celui des deux autres parcelles.
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Table 5.3 – Valeur des paramètres ajustés lors de la modélisation de l’augmentation de pH de trois
parcelles de la base de données étudiées
pHmax Infl (˚ C) τ (˚ C−1) Sl (˚ C−1) RMSE %erreur (%)
Parcelle 7 3,46 363,55 312,23 0,739.10−3 2,95.10−2 0,93
Parcelle 16 3,42 422,94 182,32 1,21.10−3 0,422.10−2 3,12
Parcelle 40 3,55 516,41 277,55 0,911.10−3 2,93.10−2 3,01
Les GDD des points d’inflexion suivent un ordre. La parcelle 7 présente un Infl
atteint plus tôt que celui de la parcelle 16, lui même atteint plus tôt que celui de la
parcelle 40. L’augmentation du pH est donc la plus précoce dans la parcelle 7 et la plus
tardive dans la parcelle 40.
Enfin, la pente au point d’inflexion est plus élevée pour la parcelle 16 que pour la
parcelle 40, elle même ayant une pente plus élevée que la parcelle 7. L’augmentation du
pH au point d’inflexion est donc plus rapide pour la parcelle 16 que pour la parcelle 40
puis pour la parcelle 7.
Les valeurs ajustées des paramètres pour les 3 parcelles étudiées présentent donc d’im-
portantes différences. La comparaison des cinétiques d’augmentation devrait permettre
de comprendre le comportement réel de chacune.
Les cinétiques du pH pendant la maturation des trois parcelles en cours d’étude sont
représentées figure 5.3. Les valeurs des paramètres pHmax et Infl sont indiquées pour
chacune d’elle.
Les courbes permettent de comparer l’évolution du pH de plusieurs parcelles en per-
mettant l’analyse des courbes complètes ou de la position des paramètres pour chacune
d’elle.
La courbe représentative de la parcelle 16 présente des plateaux marqués en début
et fin de maturation et une pente dans la phase linéaire d’accumulation élevée. L’aug-
mentation du pH commence donc lentement puis est rapide et atteint tôt le plateau de
pHmax.
De comportement différent, la cinétique de la parcelle 7 présente des plateaux moins
marqués en début et fin de maturation. L’augmentation du pH dans les baies des raisin
de la parcelle 7 est moins rapide dans la phase linéaire d’accumulation que celle dans les
baies des raisins de la parcelle 16. L’augmentation de pH dans les baies des raisins de la
parcelle 7 est donc plus rapide que dans les baies de raisins de la parcelle 16 au début de
la maturation puis plus lente et atteint moins facilement le plateau de pHmax.
La cinétique représentative de l’augmentation du pH dans les baies des raisins de la
parcelle 40 est médiane entre les 2 autres cinétiques avant d’atteindre un pHmax plus
élevé. En début de maturation (GDD < 200), l’augmentation de pH est donc plus rapide
dans les baies des raisins de la parcelle 7 puis dans celles des raisins de la parcelle 40 puis
dans celles des raisins de la parcelle 16. Cette tendance s’inverse dès 400 GDD après le
début de la véraison.
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Figure 5.3 – Modèles de la cinétique du pH pendant la maturation de trois parcelles de Cabernet-
Sauvignon
En fin de maturation, les trois cinétiques présentent un ralentissement plus ou moins
marqué de l’augmentation du pH dans les baies. Le plateau de pHmax est atteint à partir
de 900 GDD pour la parcelle 16, de 1200 GDD pour la parcelle 40 et est difficile à
déterminer pour la parcelle 7. L’arrêt d’augmentation du pH est donc plus net dans les
baies des parcelles 16 et 40 que dans les baies de la parcelle 7.
A tout moment, grâce à la figure 5.3, il est possible de définir la parcelle dans laquelle
le niveau de pH est le plus élevé.
Jusqu’à 400 GDD après le début de la véraison, le niveau de pH est plus élevé dans
les baies des raisins de la parcelle 40 que dans celles des raisins de la parcelle 16. Puis,
après 600 GDD, le niveau de pH dans les baies de la parcelle 7 est plus faible que dans
celle de la parcelle 16. Enfin, le niveau de pH dans les baies de la parcelle 40 devient plus
élevé que dans les baies des deux autres parcelles à partir de 900 GDD. Ces comparaisons
ne sont que des exemples de toutes les positions entre les trois courbes visibles que la
figure 5.3.
La vitesse maximale d’accumulation va donc influencer le niveau de pH sur toute la
période de maturation. Pour les trois parcelles étudiées, cette pente a influencé la position
relative de la valeur de pH de chaque parcelle par rapport aux autres sur l’ensemble de
la cinétique.
Comme le montre la figure 5.3, les baies de la parcelle 40 sont caractérisées par un
pH plus elevé que celui des baies des deux autres parcelles à partir de 1000 GDD et
sur toute la fin de la cinétique. Les mesures se sont prolongées plus longuement pour la
parcelle 40 que pour les deux autres parcelles. Nous supposons que la dernière mesure de
chaque parcelle a été réalisée à proximité de la date de vendange et qu’il n’y a donc pas
un problème d’ajustement du modèle.
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Il a été rappelé dans la section 5.1 que le pH dans les baies de raisin est principalement
dû à la concentration en acide tartrique et en cation potassium dans les baies. La teneur en
acide tartrique des baies est fixée à la véraison et pendant la maturation, sa concentration
diminue uniquement par phénomène de dilution. La concentration en cation potassium
peut être augmentée par une forte alimentation hydrique du sol [19, 52].
Un pH élevé peut donc être dû à (i) une teneur en acide faible à la véraison, (ii) une
concentration en acide tartrique diminuée par une forte dilution due à des baies plus
grosses ou (iii) une concentration en cation potassium élevée.
Le pH plus élevé de la parcelle 40 peut donc être dû à (i) une teneur moins importante
d’acide tartrique dans les baies de cette parcelle que dans les baies des deux autres
parcelles à véraison, à (ii) des baies plus grosses pour la parcelle 40 que pour les deux
autres parcelles ou (iii) à une concentration en cation potassium plus importante dans
les baies de la parcelle 40 que dans les baies des deux autres parcelles.
La parcelle 40 pourrait donc avoir été irriguée avec de plus grandes quantités d’eau que
les parcelles 7 et 16. Cette irrigation aurait alors permis que la concentration en cation
potassium dans les baies de raisin soit plus importante. Ce point n’est qu’une supposition
permettant d’expliquer le niveau plus élevé du pH dans les baies des raisins de la parcelle
40 par rapport à celui des deux autres parcelles et n’a pas pu être vérifié. Afin de pouvoir
confirmer cette hypothèse, il faudrait connaître la cinétique d’accumulation dans les
baies de chaque parcelle du cation potassium ainsi que l’évolution de la concentration
en acide tartrique pour les 3 parcelles. Comprendre les différences dans ces cinétiques
d’accumulation nécessite donc des mesures complémentaires.
Le point d’inflexion est atteint d’abord par la cinétique représentant l’augmentation
de pH dans les baies de la parcelle 7 puis par celle représentant l’augmentation du pH
dans les baies de la parcelle 16 et enfin par la cinétique représentant l’augmentation de
pH dans les baies de la parcelle 40. L’augmentation de pH a donc été plus précoce dans
les baies de la parcelle 7 que dans celle de la parcelle 16 ou de la parcelle 40. la valeur
du paramètre Infl n’a pas de lien avec la pente de la cinétique et donc avec la notion de
rapidité de l’augmentation du pH dans les baies de raisin.
En conclusion, l’étude de la cinétique de l’augmentation du pH dans différentes par-
celles permet de mettre en avant les parcelles où cette augmentation a été rapide ou lente.
Dans un objectif d’aide à la décision, une séquence temporelle en cours de construction
pourrait être comparée à différents individus des millésimes passés dès les premières me-
sures. Cette comparaison pourrait permettre d’envisager si l’augmentation du pH dans
les baies de raisin de la parcelle en cours d’étude est plus rapide ou plus lente et si la
valeur de pHmax a des chances d’être plus élevée ou plus basse que celle des individus
auxquels la cinétique en cours de construction est comparée.
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5.4 Conclusion : Un modèle avec du potentiels pour
comparer les cinétiques d’augmentation du pH dans
différentes parcelles
L’augmentation du pH dans les baies de raisin a été modélisée grâce à une sigmoïde
adaptée de la fonction logistique. Ce modèle a été validé sur un grand nombre de données
et l’erreur d’ajustement du modèle s’est avérée faible.
Les paramètres du modèle peuvent être comparés entre eux. Les individus dont les
pHmax, Infl ou Sl sont proches peuvent être déterminés. Mais, la comparaison des pa-
ramètres ne permet pas la comparaison entre individus de la cinétique complète d’aug-
mentation du pH.
Les cinétiques d’augmentation du pH dans trois parcelles de Cabernet-Sauvignon de
la Napa Valley pour le millésime 2011 ont été comparées sur une base graphique. Il a été
montré que le niveau du pH peut être ordonné entre les parcelles à tout moment de la
cinétique. Cet ordre ne reste pas constant.
La comparaison graphique des cinétiques d’accumulation a permis de comparer les
courbes dans leur ensemble et les paramètres des courbes. La compréhension des facteurs
climatiques ou culturaux influençant les différences dans ces cinétiques reste encore à
améliorer.
Si le pH des baies de raisin au moment de la vendange est trop élevé (> 3,6), la vinifi-
cation du raisin sera compliquée [52]. Suivre la cinétique du pH est donc essentielle pour
s’assurer d’un bon potentiel de vinification. Comparer les cinétiques de pH pour tenter de
comprendre dans quels cas (climat, pratiques culturales) le pH sera trop élevé permettra
donc de produire des règles de décisions pour limiter une trop grande augmentation non
désirée du pH.
Afin de pouvoir évaluer l’effet du climat, des pratiques culturales ou même du type de
sol sur le cinétique d’augmentation du pH dans les baies de raisin, des analyses descrip-
tives comme des analyses en composantes principales sur un plus grand nombre d’indivi-
dus pourraient être réalisées. A partir de la carte factorielle de répartition des individus,
des groupes d’individus en fonction du type de sol de chaque parcelle ou de la quan-
tité d’eau apportée par irrigation pourraient être recherchés. De tels groupes, déterminés
pour chaque base de données, permettraient par exemple d’apporter une connaissance
sur les pratiques culturales à éviter pour limiter les pH trop élevés. Cette connaissance
est un exemple de règles de décisions qui pourraient être extraites de la mise en place à
grande échelle de la méthode objet de cette thèse.
De plus, à partir des groupes mis en place, des règles de comportement indiquant le
climat et les actions entreprises sur une parcelle et le type de raisin obtenu pourraient être
mises en place. Ces règles serviraient alors de base à la mise en place d’un raisonnement
par analogies.
Ce travail pourrait ensuite être couplé à la modélisation du climat telle que celle
75
Application 2 : Modélisation de l’augmentation du pH pendant la maturation
présentée dans le chapitre 4. Une information globale sur le vécu climatique et la cinétique
de pH de chaque individu pourrait alors être comparée avec la même information pour
d’autres individus. Des analogies prenant en compte le vécu global de chaque individu
pourraient alors être mises en place.
Ce travail d’application n’a pas été entrepris dans cette thèse. Les enjeux d’un tel
travail sont présentés dans le chapitre 7 de ce manuscrit.
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Dans ce chapitre, comme celà l’a été fait dans le chapitre précédent pour le pH, les
potentialités d’utilisation de tout type de séquence temporelle avec la méthode proposée
pour comparer l’accumulation de sucres entre parcelles et millésime sont évaluées, même
dans les cas où les séquences temporelles ne couvriraient pas parfaitement l’ensemble de
la cinétique : absence possible de quelques mesures en début et / ou en fin de cinétique.
6.1 Introduction : Evolution des sucres dans les baies
de raisin
Les sucres sont des produits de la photosynthèse [11, 19, 25, 79, 80]. Ils sont prin-
cipalement synthétisés dans les feuilles sous forme de saccharose [27]. Le saccharose est
ensuite utilisé pour le métabolisme de la feuille, stocké sous forme d’amidon ou transporté
vers les autres organes tels que les baies. Puis, le saccharose est hydrolysé en glucose et
fructose, appelés sucres réducteurs, dont la concentration sera dosée dans les baies de
raisin [27].
Les sucres réducteurs sont transformés en alcool pendant la vinification via le proces-
sus de fermentation alcoolique [12].
Les sucres sont essentiels dans la détermination de la qualité du raisin et leur évolution
dans les baies a été largement étudiée.
De la floraison à la véraison, la concentration en sucres dans les baies reste assez
faible. Cette concentration est de quelques dizaines de grammes par litre. Puis, à partir
de la véraison, les sucres vont être accumulés dans les baies pour atteindre, à la vendange,
des concentrations souvent supérieures à 200 grammes par litre [11, 19, 21, 72, 80].
La cinétique de l’accumulation des sucres dans les baies de raisin a la forme d’une
sigmoïde. Cela signifie que l’accumulation est lente au début de la maturation puis rapide
dans une phase appelée phase d’accumulation linéaire. Enfin, l’accumulation ralentit en
fin de maturation [11, 19, 21, 72, 80].
La cinétique d’accumulation des sucres dans les baies de raisin a auparavant été
modélisée grâce à la fonction logistique [11, 25, 40, 68, 75]. Dans cette application, la
fonction logistique a donc été à nouveau adaptée à la modélisation de l’accumulation des
sucres dans les baies de raisin.
6.2 Matériel et Méthodes
Une seule grandeur de mesure est considérée dans cet exemple : la concentration en
sucres dans les baies. Deux cas d’étude différents ont été pris en compte.
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6.2.1 Matériel expérimental
Premier cas d’étude : base de données 1
Site d’étude Une première étude a été réalisée en utilisant des données provenant de
la station expérimentale INRA Pech Rouge. Ce domaine est situé à Gruissan dans le sud
de la France, dans la région de production du Languedoc-Roussillon (43˚ 10’N, 3˚ 06’E,
dans le système géodésique WGS84). Les données utilisées pour l’application présentée
ci-dessous provenaient d’une parcelle de Mourvèdre du domaine, mesurant 0,77 ha et
plantée en 1991. La vigne était palissée et conduite en cordon de royat. La densité de
plantation était de 4000 pieds par hectare.
Données utilisées Les mesures de la concentration en sucres ont été réalisées en
grammes par litre de moût (g.L−1). Elles ont été effectuées entre la véraison et la ré-
colte. Au maximum une mesure était effectuée pour une journée. Le nombre de mesures
correspondait donc au nombre de jours où une mesure avait été effectuée. L’intervalle
de temps entre deux mesures dépendait de chaque individu et le temps maximum entre
deux mesures n’était pas fixé. Sept millésimes, T , de 2003 à 2009 ont été pris en compte
dans cette base de données.
Les échantillons ayant permis l’évaluation de la concentration en sucres dans les baies
étaient supposés comme représentatifs de l’ensemble de la parcelle étudiée. Ces échan-
tillons étaient donc supposés constitués de baies à différents niveaux de maturation,
correspondant ainsi aux différences de maturité entre les pieds ou au sein d’une grappe.
A priori les échantillons étaient constitués d’un ensemble de baies et ne présentaient pas
de grappes entières.
Les données de description relatives à la base de données 1 ont été regroupées dans le
tableau 6.1. Les classes d’indices agroclimatiques ont été définies par classification ascen-
dante hiérarchique (CAH) [83] des millésimes en fonction des trois indices bioclimatiques
servant à la classification multicritères de Tonietto et Carbonneau [92].
Pour la parcelle et les millésimes étudiés, la mesure de la concentration en sucres
dans les baies de raisin associée à sa date de mesure a été extraite de la base de données
de traçabilité représentant l’ensemble des données relevées. Une base de données a été
créée en regroupant les données selon les définitions données en partie 3.1. Une seule
localisation sj, correspondant à la parcelle de Mourvèdre choisie, a été prise en compte.
Chaque millésime représentait donc un individu, I, unique. La base de données 1 était
donc constituée de 7 individus. La base temporelle, TΦ a été définie comme l’intervalle
entre véraison et récolte. Elle a ensuite été divisée en jours. Chaque fenêtre de temps,
Wa, de la discrétisation temporelle, ∆, était donc une journée.
Second cas d’étude : base de données 2
Site d’étude Une seconde étude a été réalisée en utilisant des données provenant de
plusieurs domaines de la région viticole de Napa Valley en Californie. La Napa Valley
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est une vallée longue d’une quarantaine et large d’une dizaine de kilomètres située au
nord de la baie de San Francisco. Elle est comprise entre 38˚ 38’ et 38˚ 14’ N de latitude
et 122˚ 27’ et 122˚ 17’ O de longitude dans le système géodésique WGS84.
Un total de 65 parcelles a servi à l’analyse. Ces parcelles étaient toutes plantées du
cépage Cabernet-Sauvignon. Elles étaient irriguées durant tout le cycle végétatif. Les
densités de plantation variaient entre 1500 et 7500 pieds par hectare. Toutes les parcelles
étudiées étaient palissées, conduites en cordon de royat ou guyot. Elles ont été plantées
entre 1985 et 2008.
Données utilisées Les mesures de la concentration en sucres ont été réalisées en de-
grés brix (˚ Br). L’abaque de conversion des données en degrés Brix vers des valeurs de
concentration en grammes par litre de moût ne permet de convertir les degrés brix qu’à
partir de 10 degrés. L’ensemble des séquences temporelles considérées dans la base de
données 2 ayant des valeurs de degrés brix inférieures à 10, les mesures ne pouvaient donc
pas être transcrites en grammes par litre de moût. Les mesures ont commencé avant la
véraison et se sont poursuivies jusqu’à la récolte. Au maximum une mesure par jour a été
effectuée. Le nombre de mesures correspondait donc au nombre de jours où une mesure
avait été effectuée. L’intervalle de temps entre deux mesures dépendait de chaque indi-
vidu et le temps maximum entre deux mesures n’était pas fixé. Un seul millésime (T ) a
été considéré. Les 65 parcelles représentaient chacune une localisation, sj, unique.
Les échantillons ayant permis l’évaluation de la concentration en sucres dans les baies
étaient supposés comme représentatifs de l’ensemble de la parcelle étudiée. Ces échan-
tillons étaient donc supposés constitués de baies à différents niveaux de maturation,
correspondant ainsi aux différences de maturité entre les pieds ou au sein d’une grappe.
A priori les échantillons étaient constitués d’un ensemble de baies et ne présentaient pas
de grappes entières.
Les données de description relatives à la base de données 2 ont été regroupées dans le
tableau 6.2. La valeur des indices bioclimatiques utilisés par Tonietto et Carbonneau dans
leur classification multicritère des climats viticoles [92] a été calculée grâce aux données
météorologiques de chaque domaine. Les classes relatives à ces indices ont ensuite été
définies par classification ascendante hiérarchique (CAH) [83].
Pour le millésime et les parcelles étudiées, la mesure de la concentration en sucres
dans les baies de raisin associée à sa date de mesure a été extraite de la base de données
de traçabilité représentant l’ensemble des données relevées. Une base de données a été
créée en regroupant les données selon les définitions données en partie 3.1.
Un seule cycle temporel (T ) a été considéré. Chaque parcelle, sj, représentait donc un
individu I. Pour chaque individu, la base temporelle, TΦ a été définie comme l’intervalle
entre la première mesure et la récolte. Le pas de temps minimum de mesure étant le
jour, la base temporelle a donc été divisée en jour depuis la première mesure à la récolte.
Chaque fenêtre Wa de la discrétisation temporelle ∆ était donc un jour.
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6.2.2 Modélisation paramétrique de l’accumulation de sucres dans
les baies
Dans différents travaux déjà publiés, sur des bases de données provenant de différentes
régions viticoles, la sigmoïde représentant l’accumulation des sucres dans les baies de
raisin a été modélisée depuis la floraison grâce à la fonction logistique, en adaptant cette
fonction aux spécificités de l’accumulation de sucres dans les baies de raisin [11, 25, 40,
68].
Pour les deux cas d’étude considérés, la fonction logistique a été adaptée pour mo-
déliser l’accumulation des sucres depuis la véraison. L’accumulation de sucres dans les
baies de raisin a donc été modélisée grâce à l’équation 6.1
xs(t) = xs(t0) +
Xsmax − xs(t0)
1 + e
Infl - t
τ
(6.1)
où, xs(t) représentait la concentration en sucres dans la baie de raisin au temps t, t0
représentait le jour au niveau duquel le modèle était initialisé, soit la date correspondant
au début de la véraison(t0 = 0).
Le modèle paramétrique présenté équation 6.1 contenait 3 paramètres : Xsmax qui
représentait le chargement maximum en sucres, soit le degré alcoolique potentiel du vin
produit à partir de ce raisin, Infl qui représentait l’abscisse du point d’inflexion et τ qui
permettait d’ajuster la pente au point d’inflexion.
La pente, Sl, de la courbe au point d’inflexion a été calculée grâce à la formule
donnée en équation 6.2. Sa valeur a été extraite pour l’utilisation du modèle en intensif
en remplacement du paramètre τ , car plus explicite.
Sl =
Xsmax − xs(t0)
4τ
(6.2)
Pour la base de données 1, la valeur d’initialisation a été définie en se basant sur la
connaissance de la concentration en sucres dans les baies de raisin non encore vérées ([19]
p.100). Sa valeur a été fixée à xs(t0) = 20g.L−1.
Pour la base de données 2, la valeur d’initialisation a été calculée en moyennant,
pour le millésime 2011, les teneurs mesurées avant véraison sur toutes les parcelles de
Cabernet-Sauvignon du système d’information étudié. Cette moyenne était de 5.5˚ Br.
L’ajustement du modèle à chaque séquence temporelle a été réalisé grâce à la méthode
des moindres carrés. L’algorithme utilisé pour cet ajustement était celui de Levenberg-
Marquardt. La méthode a été implémentée sous MatLab V7.0 (The MathWorks Inc,
Natick, MA) avec la fonction de curve fitting non linéaire nlinfit. Pour chaque séquence
temporelle TSI , les résultats étaient extraits sous la forme du vecteur ΘI .
Pour chaque individu, l’erreur quadratique moyenne, RMSE, d’ajustement du modèle
aux descripteurs de la séquence temporelle a été définie grâce au calcul donné dans la
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formule 6.3.
Soit k le nombre total de descripteurs de TSI , RMSE =
√√√√ j=k∑
j=1
(xj − xˆj)2
k
(6.3)
La RMSE représente l’écart moyen entre chaque descripteur de la séquence temporelle
et l’estimation de ce descripteur grâce au modèle. Plus sa valeur est basse et plus la qualité
d’ajustement du modèle est bonne.
En complément de cette valeur de RMSE, l’erreur moyenne d’ajustement du modèle
a été calculée grâce à la formule donnée dans l’équation 6.4. Cette erreur correspondait
à une évaluation pondérée du coefficient de variation entre la séquence temporelle et le
modèle.
Soit k le nombre total de descripteurs de TSI , %erreur =
RMSE∑j=k
j=1
xj
k
(6.4)
6.2.3 Utilisation du modèle
Pour chacun des deux cas d’étude, les deux formes d’utilisation des modèles, présen-
tées dans la partie 3.2.3, ont été étudiées.
Approche intensive
Pour chaque individu I, les paramètres Xsmax, Infl et Sl ont été enregistrés dans
une nouvelle base de données dite paramétrique (Zpara) avant d’être analysés. Deux bases
de données ont été créées, une pour chaque base de données initiale.
Les données ont ensuite été analysées par analyse en composante principale (ACP)
[64, 83]. L’ACP a été réalisée avec le logiciel STATlab V 3.0 (SLP Infoware, Ivry sur
Seine, France).
Approche extensive
Pour cette approche, une base temporelle, TΦ, unique, quelle que soit la base de don-
nées initiale, a été définie. Cette base temporelle couvrait une fenêtre de temps comprise
entre le jour de la véraison et le 65ème jour après la véraison. Une discrétisation tem-
porelle homogène, chaque fenêtre Wa étant un jour, a été choisie. Pour chaque individu
I, la concentration en sucres dans le moût a donc été estimée à partir du modèle ajusté
pour chaque jour entre la véraison et le 65ème jour après la véraison. Ces estimations ont
été enregistrées dans une nouvelle base de données dite extensive (Zext), une par base de
données initiale.
Les données ont ensuite été analysées par analyse en composante principale (ACP).
Les variables à analyser par cette ACP étant en très grand nombre, mais faisant référence
à l’évaluation du même phénomène, les composantes principales ont été étudiées sous
84
Application 3 : Modélisation de l’accumulation de sucres dans les baies de raisin
pendant la maturation
forme de loading [64]. L’ACP a été réalisée avec le logiciel MatLab V 7.0 (The MathWorks
Inc., Natick, MA).
6.3 Résultats et Discussion
6.3.1 Adéquation des exemples aux problèmes de comparaison
de séquences temporelles
Cas des Individus de la base de données 1
Dans la base de données 1, 5 à 7 mesures d’évaluation de la maturité ont été effectuées
suivant le millésime (7 en 2003 et 2005, 5 en 2004, 6 les autres années). La figure 6.1
présente, pour chaque séquence temporelle, la position en nombre de jours après véraison
de ces mesures.
50,00
100,00
150,00
200,00
250,00
C
o
n
c
e n
t r
a
t i
o
n
 e
n
 s
u
c r
e
s  
d
a
n
s  
l e
s  
b
a
i e
s  
( g
. L
- 1
) 2003
2004
2005
2006
2007
0,00
0 10 20 30 40 50 60 70C
o
n
c
e n
t r
a
t i
o
n
 e
n
 s
u
c r
e
s  
d
a
n
s  
l e
s  
b
a
i e
s  
Nombre de jours depuis le debut de la Veraison
Cepage Mourvedre
2008
2009
Figure 6.1 – Date des relevés effectués pour chacun des 7 individus de la base de données 1
Cette figure met en évidence des données très asynchrones entre les millésimes. Ainsi,
pour le millésime 2004, les suivis de maturation ont commencé après le 30ème jour
après la véraison alors que, pour le millésime 2008, ils ont débuté dès le 10ème jour
après la véraison. Les concentrations en sucre étant très variables et les courbes des
cinétiques étant difficiles à définir à l’œil nu, cette figure met bien en avant l’impossibilité
de comparer ces 7 millésimes à partir des séquences temporelles brutes.
Ces observations confirment les problèmes de comparaison présentés en partie 3.2.1.
Le cas d’étude de la base de données 1 permettra donc de travailler sur l’ensemble des
problèmes de comparaison soulevés précédemment.
Cas des Individus de la base de données 2
Pour les parcelles étudiées dans la base de données 2, le nombre de mesures effectuées
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par parcelle varie entre 7 et 18. Les mesures ont commencé avant véraison et se se sont
étendues jusqu’à la récolte.
Les dates de mesures ont été définies en fonction des besoins et des possibilités de
chaque domaine. Elles sont réfléchies pour chaque domaine parcelle par parcelle. Toutes
les parcelles d’un même domaine ne peuvent pas être évaluées le même jour. Les mesures
sont donc asynchrones.
Une représentation semblable à la figure 6.1 pourrait être réalisée. Ce second cas
d’étude, tout comme le premier, permettra donc d’étudier l’ensemble des problèmes de
comparaison soulevés précédemment.
Quelle que soit la base de données étudiée, les données brutes sont donc asynchrones
entre les individus. De plus, les séquences temporelles représentatives de chaque individu
n’ont pas la même dimension. Pour une même grandeur, il n’est donc pas possible de
comparer les individus en utilisant les séquences temporelles. L’approche de modélisation
est donc un prérequis possible à toute comparaison d’individus. Les deux cas d’étude
choisis sont donc de bons exemples pour le test des méthodes proposées dans l’approche
théorique précédente.
6.3.2 Validation d’un modèle d’accumulation de sucres dans les
baies de raisin pour chaque individu
Construction d’une cinétique complète d’accumulation depuis la véraison jus-
qu’à la récolte
Les figures 6.2 et 6.3 présentent la forme du modèle après ajustement du vecteur ΘI
et donc de la valeur des trois paramètres présentés dans l’équation 6.1, Xsmax, Infl et
τ . Les courbes représentées correspondent respectivement aux millésimes 2004 et 2009
(base de données 1) puis aux parcelles 32 et 36 (base de données 2). Les trois paramètres
extraits pour l’application en intensif du modèle sont présentés sur chacune des courbes.
Pour une même forme de courbe, les trois paramètres prennent des valeurs différentes
en fonction de la séquence temporelle de l’individu. Par exemple, figure 6.2, le point
d’inflexion de 2004 (figure 6.2(a)) est plus tardif que celui de 2009 (figure 6.2(b)), respec-
tivement 25 et 19 jours après le début de la véraison. Figure 6.3, la valeur de concentration
maximale de la parcelle 32 (figure 6.3(a)) est plus élevée que celle de la parcelle 36 (figure
6.3(b)). Grâce à la séquence temporelle représentative de chaque individu, l’ajustement
des trois paramètres du modèle choisi pour représenter l’accumulation de sucres dans les
baies de raisin permet donc de prendre en compte les spécificités de chaque individu et
en particulier de ses conditions de maturation.
Les deux figures mettent aussi en évidence que le modèle choisi permet d’estimer
l’évolution en continu de l’accumulation de sucres dans les baies de raisin de la véraison
(ou de la première mesure si elle est réalisée avant la véraison) à la récolte. Il est donc
possible d’estimer, à toute date de la période de maturation, la concentration en sucres
dans les baies.
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Figure 6.2 – Deux exemples de modèle paramétrique ajusté et sa séquence temporelle pour la base de
données 1 : (a) cinétique du millésime 2004, (b) cinétique du millésime 2009
Validation des paramètres calculés lors de l’ajustement du modèle à chaque
séquence temporelle
Le tableau 6.3 présente les valeurs ajustées du vecteur ΘI pour le modèle représentant
l’accumulation des sucres dans les baies de raisin défini en équation 6.1 pour chacun des
7 individus de la base de données 1. Dans ce modèle, il y a trois paramètres, Xsmax,
Infl et τ . Les valeurs de la pente, Sl, au point d’inflexion sont aussi présentées. Enfin,
la RMSE et le pourcentage d’erreur d’ajustement du modèle aux descripteurs de la base
de données sont donnés.
Les données provenant de la Napa Valley étant plus nombreuses, le tableau 6.4 donne
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Figure 6.3 – Deux exemples de modèle paramétrique ajusté et sa séquence temporelle pour la base de
données 2 : (a) cinétique de la parcelle 32, (b) cinétique de la parcelle 36
les statistiques de répartition des paramètres ajustés lors de la modélisation de l’accu-
mulation de sucres dans les baies de raisin pour les individus de la base de données 2.
Les statistiques de répartition de la valeur de la pente au point d’inflexion, de la RMSE
d’ajustement du modèle aux descripteurs de chaque séquence temporelle et du pourcen-
tage d’erreur d’ajustement du modèle sont aussi renseignées.
Qualité d’ajustement du modèle
Pour la base de données 1, les pourcentages d’erreur d’ajustement du modèle aux
descripteurs de chaque séquence temporelle sont compris entre 3,5% et 13%. Le pour-
centage d’erreur de 13% a été obtenu pour un seul individu. Pour les 6 autres individus,
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Table 6.3 – Valeurs ajustées des paramètres pour chaque individu de la base de données 1
Millésime Xsmax (g.L−1) Infl (j) τ (j−1) Sl(g.L−1.j−1) RMSE (g.L−1) %erreur (%)
2003 187,17 11,65 5,68 7,36 12,75 7,54
2004 192,43 25,46 6,88 6,27 7,49 4,21
2005 159,28 11,3 4,02 8,66 10,20 6,70
2006 201,77 10,91 3,45 13,17 12,88 6,75
2007 188,99 19,56 8,62 4,90 12,61 7,99
2008 195,93 15,8 11,08 3,97 19,34 13,03
2009 204,45 18,72 5,09 9,06 6,88 3,49
Table 6.4 – Statistiques de répartition des paramètres pour les individus de la base de données 2
Xsmax (˚ Br) Infl (j) τ (j−1) Sl (˚ Br.j−1) RMSE (˚ Br) %erreur (%)
Minimum 18,57 4,17 4,71 0,39 0,54 2,73
Premier quartile 22,18 11,32 5,89 0,59 0,90 5,76
Médiane 23,03 14,22 6,63 0,65 1,08 6,51
Troisième quartile 23,44 17,32 7,55 0,70 1,21 7,42
Maximum 24,73 21,40 12,11 0,88 1,80 12,88
le pourcentage d’erreur d’ajustement du modèle est inférieur à 8%. Il y a donc globable-
ment moins de 10% d’erreur entre les descripteurs de chaque séquence temporelle et leur
estimation par le modèle.
Pour la base de données 2, les pourcentages d’erreur calculés pour la base de données
2 sont compris entre 2,73% et 12,88%. 75% des individus présentent un pourcentage
d’erreur inférieur à 7,5%. Il y a donc une erreur limitée entre les descripteurs de chaque
séquence temporelle et leur estimation par le modèle.
L’évaluation de la concentration en sucres dans les baies de raisin est sensible à
l’ensemble de baies utilisé pour les relevés. Les baies d’une même grappe ne maturent
pas à la même vitesse. La maturation d’un pied peut aussi être plus rapide que celle du
pied d’à côté. Il peut donc rapidement y avoir une importante différence de concentration
dans les baies de raisin de différents endroits de la grappe ou de différents pieds d’une
même parcelle. Pour avoir une estimation réelle de la concentration moyenne en sucres
dans les baies de raisin d’une parcelle, il faut donc effectuer des relevés homogènes, en
échantillonnant les mêmes ceps et les mêmes parties de la grappe. Si les relevés ne sont pas
effectués de façon homogène, un bruit dans la cinétique réelle d’accumulation des sucres
dans les baies de raisin peut être inséré. De plus, en fin de maturation, les baies sont très
sensibles à la température et à l’humidité de l’air. Un phénomène de déshydratation et
dilatation des baies peut être observé. Dans la fin de la maturation, il y a donc un bruit
important entre les mesures de concentration.
Ces observations peuvent permettre d’expliquer les valeurs élevées (> 10%) de cer-
tains pourcentages d’erreur d’ajustement du modèle aux descripteurs des séquences tem-
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porelles.
Malgré cela, il est possible de dire que le modèle s’ajuste bien aux séquences tempo-
relles.
Validation des valeurs ajustées pour le paramètre Xsmax
Pour la base de données 1, la valeur de Xsmax est comprise entre 160 (17,1˚ Br et
9,5˚ alc) et 205 g.L−1(21,1˚ Br et 12,2˚ alc). Dans la Napa Valley, le paramètre Xsmax varie
entre 18,5 (175 g.L−1 et 10,4˚ alc) et 25˚ Br (250 g.L−1 et 14,9˚ alc).
L’effet (i) de différentes pratiques culturales (effeuillage, quantité de bourgeons laissées
au moment de la taille ...) et (ii) de l’action du climat sur la vigne et sur la composition
des baies a été évaluée dans différents pays et pour de nombreux cépages.
Un échantillon de ces travaux a été réalisé en Australie [21, 47], Chili [10], Espagne
[82], Etats-Unis d’Amérique (Californie et Oregon) [9, 48, 52, 60], France [11, 18, 56,
94], Italie [50], Roumanie [51], Slovénie [24], et Suisse [61] pour les cépages Cabernet
franc, Cabernet-Sauvignon, Chardonnay, Chenin, Grenache Noir, Merlot, Pinot Gris,
Pinot Noir, Thompson seedless, et Zweiglet. Des mesures pour confirmer des résultats de
modélisation de l’accumulation de sucres dans les baies de raisin en France, notamment
en Champagne [68] ou dans le Bordelais [26] ont aussi été effectuées.
A la vendange, la concentration en sucres a été indiquée comme variant entre 16˚ Br
(150g.L−1 et 8,9˚ alc) et 29˚ Br (300 g.L−1 et 17,8˚ alc). Une majorité des valeurs est com-
prise entre 17˚ Br (158 g.L−1 et 9,4 a˚lc) et 25˚ Br (250 g.L−1 et 14,8˚ alc).
Les valeurs calculées lors de l’ajustement du modèle à chaque séquence temporelle
sont comprises dans les fenêtres de variations présentées ci-dessus. De plus, l’absence
d’essai particulier sur les vignes étudiées permet d’expliquer des fenêtres de valeurs moins
étendues que celles données par tous ces auteurs.
Finalement, les valeurs sont, au dire des producteurs, proches des concentrations ob-
servées à l’entrée en cave. Ces différents points permettent donc de valider un ajustement
logique du paramètre Xsmax.
Validation des valeurs ajustées pour le paramètre Infl
Le point d’inflexion est atteint entre 11 et 25 jours après le début de la véraison pour
la base de données 1 et entre 4 et 21 jours après la véraison pour la base de données 2. La
précocité et la vitesse de maturation dans les baies de raisin sont différentes d’un cépage
à l’autre. Le cépage de la base de données 1 et de la base de données 2 étant différent,
il n’est pas possible de comparer les valeurs du paramètres Infl dans ces deux bases de
données.
Le point d’inflexion représente une concentration en sucres dans les baies égale à la
concentration à véraison plus la moitié de la quantité totale accumulée (Xsmax-xs(t0)).
La fonction logistique est symétrique. Le point d’inflexion se situe donc au milieu de
l’axe de temps. L’atteinte du niveau maximal de cette fonction nécessite donc un temps
double de celui attendu pour atteindre le point d’inflexion.
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Les modèles ajustés ont une forme rappelant cette symétrie. Il doit donc falloir at-
tendre un temps au moins approximativement double au temps nécessaire pour atteindre
le point d’inflexion pour obtenir une concentration en sucres dans les baies proche de la
valeur de Xsmax. Les baies doivent être vendangées après un temps au minimum double
de la valeur du paramètre Infl.
Le temps le plus faible entre véraison et récolte pour les 7 individus de la base de
données 1 est de 55 jours. Les valeurs de Infl ajustées pour la base de données 1 sont
toujours inférieures à 27 jours après le début de la véraison, ce qui correspond à la moitié
du temps minimum entre véraison et vendange. Pour la base de données 1, ces valeurs
toujours inférieures à la moitié du temps entre véraison et vendange permettent de valider
un ajustement logique de ce paramètre.
Le temps moyen entre véraison et récolte observé sur les parcelles de Cabernet-
Sauvignon de la base de données 2 a été de 76 jours en 2011. Les valeurs de Infl ajustées
pour la base de données 2 sont toujours inférieures à 38 jours après le début de la vérai-
son, ce qui correspond à la moitié du temps minimum entre véraison et vendange. Pour la
base de données 2, ces valeurs toujours inférieures à la moitié du temps entre véraison et
vendange permettent donc à nouveau de valider un ajustement logique de ce paramètre.
Validation des valeurs ajustées du paramètre τ et de la pente, Sl, de la courbe
au point d’inflexion
La pente représente l’accumulation maximum de sucres en une journée pour l’individu
considéré. Pour la base de données 1, sa valeur est comprise entre 4 et 13 g.L−1.j−1.
Pour le cépage Mourvèdre sur le domaine étudié, la moyenne de la concentration en
sucres à maturité est de 197,3 g.L−1, soit une accumulation de 177,3 g.L−1 depuis la
véraison, pour un temps moyen entre véraison et vendange de 64 jours. Si l’accumula-
tion de sucres est considérée comme linéaire, ce temps entre véraison et vendange et
cette accumulation moyenne correspondraient à une augmentation de 2,8 g.L−1.j−1 de la
concentration en sucres dans les baies.
L’accumulation de sucres dans les baies a la forme d’une sigmoïde. Elle est d’abord
lente en début de maturation, puis elle s’accélère pour entrer dans une phase d’accumula-
tion dite linéaire. En fin de maturation, elle ralentit pour atteindre un plateau maximum.
La pente au point d’inflexion de la courbe représentant cette accumulation est donc su-
périeure à la pente d’une droite représentant la même accumulation de sucres.
Les valeurs de pentes calculées sont supérieures à cette valeur d’accumulation moyenne
tout en restant dans le même ordre de grandeur. Ceci permet de valider un ajustement
cohérent de ce paramètre.
Pour la base de données 2, une accumulation moyenne de 17,3˚ Brix (la moyenne de
Xsmax est de 22,8 et la concentration en sucres avant le début de l’accumulation est de
5,5 B˚rix) sur une période de 76 jours a été observée. Si l’accumulation est considérée
comme linéaire, il y aura donc une augmentation de 0,23 B˚r.j−1.
La pente de la courbe au point d’inflexion est calculée entre 0,39 et 0,88 B˚r.j−1.
Ces valeurs sont supérieures à la valeur précédemment calculée tout en étant dans un
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même ordre de grandeur. Les valeurs du paramètre Sl et donc du paramètre τ dont elle
dérive sont donc logiques.
Retour sur la signification des paramètres du modèle
L’importation de sucres dans les baies de raisin se fait sous la forme de saccharose.
Avant la véraison, le saccharose est consommé pour le métabolisme de la baie [80, 81].
Après la véraison, il est hydrolysé en fructose et glucose par une enzyme appelée invertase
[27]. Ces sucres, appelés sucres réducteurs, sont accumulés dans la vacuole [78]. L’activité
de l’invertase augmente de la floraison à la véraison puis reste constante sur toute la
maturation. Ceci explique que l’accumulation des sucres dans les baies ne commence
qu’à partir de la véraison.
L’importation de saccharose dans les baies se fait conjointement à l’eau et aux acides
aminés via le phloème [21, 72]. Le phloème est inhibé à partir d’une concentration seuil
en saccharose dans les baies dépendante du cépage. A titre d’exemple, cette concentration
est de 20˚ Br dans les baies de Syrah [21, 81]. Le poids des baies est alors à son maximum
et il peut diminuer par déshydratation des baies. L’action de la température porte à la fois
sur l’activité photosynthétique, le métabolisme en général et l’intensité des migrations
chez la vigne [80]. Une augmentation de la température favorise ces activités jusqu’à
un niveau seuil à partir duquel l’activité de la feuille et le transport des nutriments
est inhibé. Une alimentation hydrique suffisante est nécessaire au bon déroulement des
processus biochimiques de la maturation. Mais, la circulation de la sève élaborée via le
phloème n’est pas directement liée à l’état hydrique de la plante [80]. Une contrainte
hydrique modérée n’a donc pas d’effet sur le potentiel de maturation de la baie tant
que le métabolisme de création des sucres peut avoir lieu. Une contrainte hydrique trop
forte, par contre, à partir de -0,6 MPa si l’on estime le potentiel de base [70], limite
l’activité de la feuille et a donc un effet négatif sur la maturation. L’accumulation de
sucres dans les baies sera donc plus rapide lorsque la température sera plus haute sauf
si des températures ou des contraintes hydriques extrêmes sont atteintes.
Un point d’inflexion précoce peut donc être induit par un millésime chaud où l’aﬄux
de sucres dans les baies est très rapide. La concentration inhibatrice de l’activité du
phloème sera alors atteinte plus rapidement. La cinétique d’accumulation des sucres
dans les baies de raisin sera donc précoce et rapide (pente élevée). Inversement, il sera
supposé que les années ayant des points d’inflexion tardifs et avec une pente plus faible
peuvent traduire un climat plus frais ou un contrainte hydrique très élevée.
L’activité du phloème s’arrête à partir d’une concentration en sucres seuil dépendante
du cépage quel que soit le climat du millésime. Pour les millésimes à climat atypique,
elle peut aussi se stopper plus tôt. Cela pourrait expliquer la concentration très faible
pour les raisins de 2005 et une concentration assez faible dans les baies représentant le
millésime 2003, pour les individus de la base de données 1. Les valeurs de Xsmax seront
donc dues à une deshydratation des baies plus ou moins importante selon le climat. Les
individus pour lesquels la fin de maturation est très chaude et sèche pourraient donc
présenter des valeurs de Xsmax très élevées. De même, les individus avec les valeurs de
Xsmax les plus importantes seront ceux avec le plus grand temps de latence entre la fin
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de l’accumulation réelle et la vendange, à condition qu’aucune pluie ne vienne empêcher
la déshydratation. La valeur de Xsmax n’est par contre pas déterminée par la précocité
ou la rapidité de maturation.
La figure 6.4 montre la représentation graphique des 7 cinétiques ajustées grâce aux
données de la base de données 1.
La figure 6.5, quant à elle, montre quelques exemples de courbes déterminées grâce
aux données de la base de données 2. L’ensemble des courbes de cette base de données
ne pouvant être tracé, la valeur minimale ou maximale de chacun des trois paramètres,
Xsmax, Infl et Sl, a été extraite de la base de données paramétrique relative à la base
de données 2. Ces valeurs sont appelées valeurs extrêmes. Pour chacune de ces valeurs
extrêmes, la valeur ajustée des deux autres paramètres, relatifs au modèle paramétrique
ajusté dont est issue la valeur extrême, a permis de représenter la courbe réellement
ajustée avec ce paramètre extrême. Ces 6 courbes permettent donc de représenter la
variabilité des formes de courbes possibles avec les résultats d’ajustement de cette base
de données.
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Figure 6.4 – Cinétiques d’accumulation des sucres dans les baies de raisin modélisées pour les 7 individus
de la base de données 1
Quelle que soit la figure, chaque individu a un comportement spécifique.
Ainsi, pour la figure 6.4, 2006 est un millésime qui ressort comme ayant des baies très
vite très concentrées en sucres, ce qui correspond selon les observations précédentes à un
millésime chaud donc précoce et avec une accumulation rapide. A l’inverse, 2004 apparaît
comme un individu avec des baies dans lesquelles la concentration reste longtemps faible,
ce qui indique un millésime tardif et / ou lent et donc avec un climat plutôt plus frais.
Dans la figure 6.5, les principales différences entre les courbes s’observent au moment
de la véraison ou peu après. Ainsi, les cinétiques caractéristiques du point d’inflexion
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Figure 6.5 – Quelques cinétiques d’accumulation des sucres dans les baies de raisin pour la base de
données 2
le plus précoce et de la pente la plus faible démontrent une accumulation des sucres
nettement commencée à la date de véraison. La maturation a donc commencé avant
cette date. Le début de la véraison est le moment où la première baie change de couleur
ou devient translucide. La date du début de la véraison est positionnée grâce à des
observations sur le terrain. Elle est difficile à évaluer, car il faut voir le changement de
couleur de la première baie de la parcelle, qui peut être plus ou moins visible. Un retard
dans la position de cette date peut donc être observé. Dans le cas de la base de données 2,
les séquences temporelles couvrent toute la maturation. Pour des séquences temporelles
ne couvrant que la fin de la maturation, l’ajustement de la courbe nécessite un point
d’initialisation forçant le début de la cinétique à présenter des concentrations proches de
la valeur experte fixée pour la véraison. Une date avancée ou retardée aura donc pour effet
de modifier la valeur des paramètres mais l’ajustement restera toujours de forme identique
et la valeur à véraison fixe. Pour des séquences temporelles démarrées avant véraison et
allant jusqu’à la vendange, la courbe ajustée est affectée par la valeur d’initialisation
estimée pour les premiers points de la séquence temporelle. Mais dès que l’accumulation
linéaire commence, la cinétique s’ajuste aux valeurs mesurées. Une erreur dans la date
de véraison pourra impliquer son estimation alors que la phase d’accumulation linéaire
a déjà commencé. Le concentration en sucres dans les baies, au moment où la véraison
commence, sera donc surestimée.
Il y a donc une variabilité très importante entre les cinétiques représentatives de
chaque individu. Sur les courbes, il n’est pas possible de dire de façon certaine quels
individus ont eu une cinétique semblable et quels individus ont eu une cinétique différente
au regard de l’accumulation de sucres dans les baies.
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Deux ACP ont été réalisées sur chacune des bases de données pour faciliter les compa-
raisons. La première utilise en variables les paramètres du modèle (utilisation intensive).
La seconde a été réalisée en prenant chaque estimation journalière comme une variable
indépendante (utilisation extensive).
6.3.3 Résultats des analyses descriptives de la base de données
1 après modélisation
Résultats de l’approche intensive
Pour cette application, les deux premières composantes principales ont été conservées.
Elles représentent respectivement 51,49 et 36,85 % de variance totale expliquée. Le plan
1-2 correspond donc à 88,34 % de variance expliquée.
La figure 6.6 donne la position des 7 millésimes étudiés grâce à la base de données 1
sur le plan factoriel 1-2. Le millésime 2006 se situe en haut à gauche de la carte tandis que
2005 est en bas à gauche de celle-ci. 2004 est à droite, positionné sur l’axe 1. 2007 et 2008
sont plutôt à droite de la carte, un peu négatifs sur l’axe 2. 2003 est moins nettement à
gauche que 2006 et 2005 mais toujours dans cette moitié de la carte factorielle et un peu
négatif sur l’axe 2. Enfin, 2009 est centré sur l’axe 1 et nettement positif sur l’axe 2.
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Figure 6.6 – Carte factorielle du plan 1-2 de l’ACP réalisée sur les 7 individus de la base de données 1
en prenant comme variables les 3 paramètres ajustés pour chaque modèle
Lors de l’analyse de la figure 6.4 et des valeurs des paramètres (tableau 6.3), 2003,
2005 et 2006 ont été observés comme les trois millésimes les plus précoces. Ils ont tous
trois une pente au point d’inflexion assez élevée. L’accumulation a donc été précoce et
rapide pour ces trois millésimes.
2004, 2007 et 2009 sont les millésimes les plus tardifs. La valeur de la pente au
point d’inflexion de 2009 est plus élevée que celle de 2004 et 2007. Bien que tardive,
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l’accumulation de sucres dans les baies de raisin pour le millésime 2009 a donc été rapide.
2004 et 2007 sont donc des millésimes tardifs avec une accumulation lente.
Enfin, 2008 est un millésime avec une pente très faible.
Il y a donc à gauche de la carte factorielle, les millésimes les plus précoces et de vitesse
d’accumulation rapide, alors qu’à droite se trouvent les millésimes les plus tardifs et /
ou de vitesse d’accumulation lente. Il est donc possible d’envisager que l’axe 1 est un axe
de précocité et de rapidité de la maturation.
Les millésimes avec les Xsmax les plus élevés, 2006 et 2009 sont en haut de la carte,
positifs sur l’axe 2. A l’autre extrémité, 2005, dont le Xsmax est très faible est en bas de
celle-ci, négatif sur l’axe 2. Enfin, les 4 autres millésimes, de Xsmax proches et médians
sont mal projetés sur la seconde composante principale. L’axe 2 pourrait donc être un
axe représentant le chargement maximal en sucres dans les baies.
La figure 6.7(a) présente le cercle de corrélations des variables de l’ACP en cours
d’étude. Chacun des trois paramètres est représenté à proximité du cercle des corrélations.
La première composante principale est bien corrélée positivement au paramètre Infl
et moyennement corrélée négativement à la pente de la courbe au point d’inflexion. C’est
donc un axe de précocité et rapidité de la cinétique d’augmentation de la concentration
en sucres dans les baies de raisin. Plus un individu sera projeté négativement sur cet
axe et plus il sera précoce et/ou avec une pente d’accumulation maximale rapide. La
corrélation négative entre Sl et Infl permet de supposer que plus l’accumulation de
sucres dans les baies présentera un point d’inflexion tardif et plus la vitesse maximale
d’accumulation de sucres dans les baies sera faible. La corrélation moyenne et l’angle
entre Sl et infl indiquent néanmoins que des exceptions peuvent exister à la relation
citée juste avant. Ces conclusions recoupent les observations réalisées lors de l’étude de
la carte factorielle du plan 1-2. La première composante principale est donc bien un axe
de précocité et rapidité de la maturation.
La seconde composante principale est bien corrélée positivement au paramètre Xsmax
et légèrement corrélée positivement à la pente. Cet axe peut donc bien être décrit comme
un axe représentant le chargement maximum en sucres dans les moûts.
Ces deux composantes principales mettent en avant qu’il y a peu de relation entre le
paramètre Infl et le paramètre Xsmax. Pour la base de données 1, la charge maximale
en sucres dans les moûts n’est donc pas déterminée par la précocité de la parcelle.
La pente et le paramètre Xsmax sont projetés orthogonalement l’un à l’autre. Ces
deux paramètres ne présentent donc aucune corrélation. La valeur de Xsmax ne sera
donc en aucun cas déterminée par la valeur de Sl et inversement.
Le paramètre Xsmax est donc plus indépendant des deux autres paramètres que ceux-
ci entre eux. Pour les individus de la base de données 1, la concentration maximale en
sucres d’un individu n’est donc pas déterminée par sa précocité ou sa vitesse maximale
d’accumulation.
Différents travaux antérieurs ont montré que la valeur de Xsmax est principalement
déterminée par une déshydratation plus ou moins importante après l’arrêt d’apport actif
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Figure 6.7 – Analyse en composante principale des 7 millésimes de la base de données 1 par les trois
paramètres de chaque modèle : (a) cercle des corrélation, (b) carte factorielle du plan 1-2
de sucres dans les baies par le phloème [21, 80, 81]. La valeur de Xsmax n’est donc
effectivement pas liée à une plus grande précocité de la maturation ou à une vitesse
d’accumulation plus élevée.
Dans la figure 6.7(b), les directions des paramètres, déterminées par l’ACP, ont été
insérées à la carte factorielle étudiée.
La position des individus rappelle les résultats de l’analyse du tableau 6.3. Les indi-
vidus qui avaient été observés comme précoces, 2003, 2005 et 2006, se projettent tous
négativement sur l’axe représentatif du paramètre Infl. Les individus avec une valeur de
Xsmax élevée, 2004, 2006 et 2009, se projettent positivement sur la direction déterminée
par ce paramètre. Enfin, les individus avec une pente faible, 2007 et 2008, se projettent
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négativement sur l’axe déterminé par le paramètre Sl.
Grâce à ce plan factoriel, le paramètre le plus déterminant pour différencier un indi-
vidu des 6 autres est mis en avant.
Le millésime 2006 est caractérisé par une pente très élevée. La position de 2005 et
2009 est plutôt déterminée par leur valeur de Xsmax. La valeur faible de la pente au
point d’inflexion semble influencer le positionnement de 2007 et 2008 plus que celui du
millésime 2004. Enfin, le millésime 2004 est plutôt marqué par un caractère tardif du
millésime.
En 2004, Tonietto et Carbonneau ont proposé une classification multicritère des zones
viticoles se basant sur trois indices bioclimatiques : l’indice héliothermique de Huglin
(IH), l’indice de sécheresse (IS) et l’indice de fraicheur des nuits (IF) [92] . Le tableau
6.1 présente les valeurs de ces indices pour chacun des 7 millésimes de la base de données
et un regroupement par classification ascendante hierarchique des millésimes en fonction
de ces indices [83]. Ces classes présentent des liens avec la position des individus décrite
ci-dessus :
– 2003 et 2006 sont des millésimes chauds et secs. La chaleur peut avoir induit une
accumulation très rapide des sucres qui est ensuite stoppée par une contrainte
hydrique trop importante ou même des températures trop élevées [9] (cas de 2003).
– 2004 et 2007 sont plus frais et présentent un bilan hydrique moins limitant. Ce
contexte hydrique moins limitant a favorisé une accumulation plus lente qui n’est
pas stoppée.
– 2008 a une cinétique très semblable à 2007. Pour ce millésime, les températures
plus fraîches peuvent avoir compensé l’effet de la contrainte hydrique.
– 2009 est une année de vendange très précoce et très concentrée en sucres sur tout le
domaine. Malgré un bilan climatique ne présentant pas tant de chaleur, la matura-
tion a été extrêmement rapide. Compte tenu des informations disponibles, aucune
interprétation rigoureuse n’a pu être formulée.
– 2005 est une année atypique. Un orage de 124 mm étant intervenu le 5 septembre
a impliqué une confusion dans le calcul de l’indice de sécheresse. La saturation en
eau des sols après l’orage peut avoir eu pour effet de stopper la maturation de ce
millésime. Cette supposition a été validée par des employés de la station expéri-
mentale de l’INRA Pech Rouge. Ce millésime précoce et rapide, qui aurait pu être
aussi concentré que 2006 a donc pu être artificiellement bloqué à une concentration
maximale en sucres très basse.
Pour la base de données 1, il est possible d’observer que la teneur maximale en sucres
dans les baies de raisin n’est pas limitée par des températures trop basses. En effet,
les concentrations maximales en sucres les plus basses ne sont pas liées aux millésimes
où l’indice de Huglin est le plus bas. L’accumulation de sucres va être limitée par une
contrainte autre que le besoin de chaleur. Une contrainte hydrique trop importante et
des températures très élevées (cas de 2003) ou un événement climatique particulier (cas
de 2005) ont par exemple limité la teneur maximale de sucres dans les baies.
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Cette ACP met en avant l’intérêt de travailler sur les trois paramètres représentant la
cinétique complète d’accumulation de sucres dans les baies de raisin entre la véraison et
la vendange. En effet, la concentration maximale de sucres dans les baies, la précocité et
la rapidité de maturation peuvent être reliées à des typologies climatiques et ainsi fournir
une typologie globale du millésime.
Cette analyse met aussi en avant la nécessité d’avoir des connaissances sur le climat
ou l’environnement de la plante représentative de chaque individu pour expliquer et
pondérer les observations possibles lors de l’analyse de la maturation par exemple.
Pourtant, comme cela a été montré dans la figure 6.4, les paramètres ajustés et la
forme de la courbe qui en résulte peuvent être très différents. L’approche intensive pré-
sentée ici permet de travailler sur la forme globale de chaque cinétique. L’étude de l’ac-
cumulation au jour le jour pourrait de ce fait apporter d’autres informations. C’est le
sujet de la partie suivante sur l’utilisation du modèle en extension.
Résultats de l’approche extensive
Cette seconde application considère que chaque estimation journalière de la concen-
tration en sucres dans les baies de raisin est un descripteur indépendant pour l’ACP. La
concentration en sucres dans les baies de chaque jour est donc une variable qui sera prise
en compte indépendamment des autres dans l’ACP. Pour chaque individu, le nombre
de variables est donc très important (66 dans le cas présent). Chacune des variables est
dépendante des autres puisque faisant partie d’un même processus chimique. De telles
analyses sont très courantes en chimiométrie [39, 64, 99]. Les variables étant toutes dé-
pendantes, les auteurs précités ont proposé d’étudier les composantes principales sous
forme de loading plutôt que de travailler sur le cercle des corrélations. Un loading repré-
sente, pour l’ensemble des variables, l’évolution du poids de chacune d’entre elle dans la
détermination de la composante principale.
Pour cet exemple, les deux premières composantes principales, correspondant res-
pectivement à 70,77% et 23% de variabilité expliquée ont été conservées. La figure 6.8
présente le loading de la première composante principale (a) et celui de la seconde com-
posante principale (b). Le jour après le début de la véraison est l’abscisse de ces courbes.
En ordonnée, à chaque jour après le début de la véraison est associé le poids de celui-ci
dans la détermination de la composante principale.
Le loading de la première composante principale représente 70,77% de variabilité
expliquée. Il va donc permettre d’identifier les courbes qui sont les plus différentes, ainsi
que les fenêtres qui impliquent cette différence.
Le loading de la première composante suit une courbe de forme approximativement
gaussienne. Les dates avant le 10ème et après le 30ème jour après le début de la véraison
ont un poids très faible dans la détermination de cette composante principale.
En première approximation, cette composante peut donc être simplifiée en un créneau
entre le 10ème et le 30ème jour après la véraison. Dans ce créneau, les variables proches
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Figure 6.8 – Loadings des deux premières composantes principales de l’ACP réalisée sur l’utilisation
extensive des modèles ajustés à partir de la base de données 1 : (a) loading de la première composante
principale, (b) loading de la seocnde composante principale
du 20ème jour après la véraison ont un poids plus important dans la détermination de
la composante principale que les autres. Ce créneau représente la variabilité des courbes
dans la phase d’accumulation linéaire.
Cette composante principale permet de différencier les cinétiques en fonction de l’in-
tégrale de leur concentration en sucres entre le 10ème et le 30ème jour après la véraison.
L’intégrale du taux de sucres entre deux dates sera d’autant plus importante que la
concentration en sucres dans les baies est élevée et qu’elle augmente dans cette phase.
Les millésimes vont donc se différencier, sur cette composante principale, en fonction de
leur concentration en sucres relativement à celle des autres millésimes sur ce créneau.
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Presque 71% de la variabilité entre les 7 courbes en cours d’étude est donc approxi-
mativement comprise dans un créneau limité et tôt après la véraison. La variabilité entre
les sept cinétiques au moment de la véraison et en fin de maturation ne représente donc
au plus que 30% de la variabilité totale.
Le loading de cette composante principale est entièrement négatif. Les individus ayant
les concentrations en sucres les plus faibles entre le 10ème et le 30ème jour après la
véraison seront donc projetés dans le sens positif et inversement.
La figure 6.9 présente les 7 cinétiques ajustées sur les individus de la base de données
1. Les parties des courbes grisées représentent les fenêtres de dates qui n’ont pas présenté
de poids important dans la détermination du loading.
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Figure 6.9 – Variabilité des 7 cinétiques étudiées dans le créneau déterminé par la première composante
principale
Sur les courbes présentées dans la figure 6.9, les individus les plus concentrés dans
le créneau contenu entre le 10ème et le 30ème jour après le début de la véraison sont
le millésime 2003 et le millésime 2006. Ces individus ont auparavant été décrits comme
précoces et présentant une accumulation rapide. Les individus les moins concentrés sont le
millésime 2004 et le millésime 2007. Ces millésimes ont été caractérisés comme tardifs. Un
individu précoce et rapide sera très rapidement fortement chargé en sucres. A l’inverse,
un individu tardif et qui aurait une pente faible aura des concentrations en sucres faibles
pour un même jour après la véraison. Cette composante principale peut donc être décrite
comme un axe combinant précocité et rapidité d’accumulation soit la pente de la courbe
dans la phase d’accumulation linéaire.
Le loading de la seconde composante principale est positif puis négatif. Les jours avant
le 10 ème jour après la véraison puis compris entre le 20ème et le 30ème jour après le
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début de la véraison ont un poids très faible dans la détermination de cette composante
principale. Les jours compris entre le 10ème et le 20ème jour après le début de la véraison
ont un poids positif dans la détermination de cette composante. Puis, les jours postérieurs
au 30ème jour après la véraison ont un poids négatif dans la détermination de celle-ci.
En première approximation, cet axe est donc une combinaison entre une intégrale de
la concentration en sucres en début de phase d’accumulation linéaire et une intégrale de
la concentration en sucres en fin de maturation.
Compte tenu de la base temporelle TΦ choisie, la période après le 30ème jour après le
début de la véraison couvre une période de 35 jours. Le poids de la période après le 30ème
jour après le début de la véraison est donc très important dans la détermination de ce
loading. La concentration en sucres dans les baies en fin de maturation aura donc un effet
plus important dans la détermination de la position d’un individu sur cette composante
principale que sa concentration entre le 10ème et le 20ème jour après le début de la
véraison.
La première partie du loading de la seconde composante principale peut être étudiée
comme un créneau entre le 10ème et le 20ème jour après le début de la véraison. Les
individus vont donc d’abord se séparer en fonction de l’intégrale de la concentration en
sucres dans les baies de chacun dans ce créneau. La seconde partie de ce loading permet de
différencier les individus en fonction de l’intégrale de la concentration de sucres dans leurs
baies après le 30ème jour après le début de la véraison. La position de chaque individu
sur cette composante principale sera donc une combinaison entre ces deux intégrales.
Puisque cette composante principale est déterminée par une première partie de loading
positive puis une seconde partie de loading négative, les individus qui vont ressortir sur
cette composante sont soit (i) les individus qui auront eu un début de maturation avec des
concentrations en sucres plus faibles que les autres individus et une fin de maturation avec
des concentrations en sucres plus élevées que les autres individus, soit (ii) les individus
qui auront eu un début de maturation avec des concentrations en sucres plus élevées
que les autres individus et une fin de maturation avec des concentrations en sucres plus
faibles que les autres individus.
Si les deux valeurs d’intégrales sont élevées, alors la position de l’individu sur la
seconde composante principale sera compensée entre la fenêtre comprise entre le 10ème
et le 20ème jour après le début de la véraison et la fenêtre après le 30ème jour après le
début de la véraison. De même, si les deux valeurs d’intégrales sont faibles, la position
de l’individu en cours d’étude sur la deuxième composante principale sera à nouveau
compensée.
Ce loading permet donc de mettre en avant les cinétiques les plus amples, soit avec
le plus d’écart de concentration, entre la période comprise entre le 10ème et le 20ème
jour après le début de la véraison et la fin de la maturation et les cinétiques les moins
amples entre ces même périodes. Cette notion d’amplitude est explicitée dans la figure
6.10. Dans cette figure, on observe que la cinétique 1 est une cinétique avec une forte
concentration en sucres par rapport à la cinétique 2 dans le créneau compris entre le
10ème et le 20ème jour après le début de la véraison et une faible concentration en sucres
par rapport à la cinétique 2 après le 30ème jour après le début de la véraison. L’écart
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entre les concentrations en sucres dans les baies des raisin représentées par la cinétique
1 est faible entre les deux fenêtres étudiées, tandis que celui entre les concentrations en
sucres dans les baies de raisin représentées par la cinétique 2 est important entre les
deux fenêtre étudiées. La cinétique 1 est représentative d’une cinétique peu ample. La
cinétique 2 est représentative d’une cinétique ample.
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Figure 6.10 – Mise en avant de la notion d’amplitude de courbe pour la différenciation des individus
sur la seconde composante principale
Les individus que cette composante fait donc ressortir sont les individus ayant un
Xsmax élevé mais une concentration en sucres dans les baies faible peu de temps après le
début de la véraison, d’un côté. Et, de l’autre côté, les individus ayant un Xsmax faible
mais une concentration en sucres dans les baies élevée peu de temps après le début de la
véraison.
La figure 6.11 présente les cinétiques ajustées pour chacun des 7 individus de la base
de données 1. Les fenêtres de dates ayant un poids non déterminant pour la seconde
composante principale sont grisées.
2005 est un millésime caractérisé par une cinétique très peu ample entre le créneau
[10; 20] et le créneau postérieur au 30ème jour après le début de la véraison. Ce millésime
devrait donc ressortir nettement positif sur cet axe. A l’inverse, 2009 est un millésime
pour lequel la concentration en sucres dans les baies dans le créneau [10; 20] est un peu
plus faible que la moyenne tandis que la concentration maximale en sucres dans les baies
pour ce millésime est très élevée. Ce millésime devrait donc ressortir négativement sur
cet axe.
A l’oeil nu, il n’est ensuite pas possible d’observer d’autres courbes pour lesquelles la
faiblesse ou l’importance de l’amplitude entre les concentrations dans les baies de raisin
sur les deux fenêtres de temps identifiées serait caractéristique.
La figure 6.12 présente la position des 7 individus de la base de données étudiée dans
le plan défini par les deux composantes principales décrites ci dessus.
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Figure 6.11 – Variabilité des 7 cinétiques étudiées dans les fenêtres déterminées par la seconde compo-
sante principale
Sur la première composante principale, les individus se projettent dans l’ordre sui-
vant : 2004 puis 2007 puis un groupe médian composé de 2005, 2008 et 2009 enfin 2003
puis 2006. Sur la seconde composante principale, 2005 est positif, 2009 est négatif et les
autres millésimes sont centraux. Sur ce plan, un classement des millésimes sur la pre-
mière composante principale peut donc être observé et une différenciation en fonction de
la seconde composante principale s’ajoute.
Comme la figure 6.9 le montre, 2004 est le millésime avec les baies les moins concen-
trées dans le créneau compris entre le 10ème et le 30ème jour après le début de la véraison,
mis en avant par la première composante principale. Opposé à 2004, 2006 est le millésime
avec les baies les plus concentrées dans ce même créneau. Dans l’analyse précédente, 2004
a été indiqué comme un millésime tardif et donc la maturation est plutôt lente. 2006 est
quant à lui le millésime le plus précoce avec une pente maximale d’accumulation élevée.
L’axe 1 permet donc effectivement de différencier les millésimes précoces des millésimes
tardifs. Le créneau étudié faisant une intégrale entre le 10ème et le 30ème jour après
la véraison, un millésime précoce mais dont l’accumulation s’arrête tôt (cas de 2003 et
2005) sera donc projeté de façon moins négative qu’un millésime précoce et dont l’accu-
mulation n’est pas encore stoppée au 30ème jour après la véraison. C’est pourquoi 2003
et 2005 sont plus centraux que 2006 sur cet axe. 2007 est le second millésime le moins
concentré sur le créneau [10; 30]. C’est un millésime tardif et d’accumulation lente mais
sa différence de concentration dans les baies avec 2004 implique une position de valeur
positive plus faible que 2004. Les autres millésimes sont centraux sur la fenêtre étudiée,
ce qui explique leur position médiane sur l’axe 1.
Sur l’axe 2, seuls les millésimes 2005 et 2009 ressortent. Comme il a été dit précédem-
ment, 2005 présente très peu de différence de concentration entre le créneau [10; 20] et le
créneau postérieur au 30ème jour après le début de la véraison. Il est donc logiquement
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Figure 6.12 – Carte factorielle du plan 1-2 de l’ACP réalisée sur l’utilisation extensive des modèles
ajustés à partir de la base de données 1
projeté positivement sur cet axe. 2005 est un millésime précoce, dont l’accumulation a
été rapide puis stoppée à des concentrations très basses suite à un très fort orage. C’est
pourquoi il présente aussi peu de différence de concentration entre les deux fenêtres consi-
dérées. 2009 est le second millésime le moins concentré entre le 10ème et le 20ème jour
après le début de la véraison. C’est ensuite le second millésime le plus concentré après le
30ème jour après le début de la véraison. La pente au point d’inflexion de la cinétique
de ce millésime est élevée. C’est un millésime qui a commencé sa maturation tard mais
pour lequel celle-ci a ensuite été très rapide. C’est donc un millésime qui présente une
grande différence de concentration entre le créneau [10; 20] et la fenêtre après le 30ème
jour après le début de la véraison. Il est donc normal qu’il soit projeté négativement sur
l’axe 2.
Dans ces deux exemples, 7 individus, initialement non comparables car étant caracté-
risés par des séquences temporelles asynchrones et de dimension différentes, ont pu être
comparés à l’aide d’une ACP. Leur comportement a pu être expliqué par des connaiss-
naces sur le climat et l’analyse des cinétiques d’accumulation de chacun. Dans ce cas, la
méthode de traitement des données proposée dans le chapitre 3 répond donc aux besoins
exprimés de comparaison d’individus.
6.3.4 Résultats des analyses descriptives de la base de données
2 après modélisation
A partir des modèles ajustés pour les individus de la base de données 2, deux ACP ont
été réalisées. La première est effectuée en prenant pour variables les paramètres ajustés
pour chaque individu. La seconde utilise comme variables l’estimation journalière de la
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Figure 6.13 – Carte factorielle du plan 1-2 de l’ACP réalisée sur les 65 individus de la base de données
2. La classe 1 est représentée par l’ellipse en pointillés, la classe 2 par l’ellipse en pointillés mixtes, la
classe 3 par l’ellipse en trait continu puis la classe 4 par l’ellipse en tirets.
concentration en sucres dans les baies de raisin entre le jour où la véraison commence et
le 65ème jour après le début de la véraison. Ces deux analyses sont donc identiques aux
analyses présentées pour l’étude de la base de données 1. L’objectif de ces analyses est
de tester la possibilité à partir d’une méthodologie commune d’obtenir des paramètres
de cinétiques ou leur représentation graphique utiles pour la comparaison d’individus.
Cette analyse a donc pour objectif de tester la généricité de l’approche proposée.
Dans cette approche, un seul millésime, T , 2011 a été pris en compte. 65 parcelles sj
sont présentes dans la base de données 2. Ces parcelles représentent chacune un individu
I.
Résultats de l’approche intensive
Pour cette approche, uniquement les deux premières composantes principales ont été
conservées. Elle représentent respectivement 45,76 et 33,27 % de variance expliquée. Le
plan 1-2 représente donc 79,03 % de variance totale expliquée.
La figure 6.13 montre la position des individus de la base données 2 sur la carte facto-
rielle constituée des deux premières composantes principales de l’ACP. le symbole choisi
pour chaque individu correspond à la classe agroclimatique dans laquelle se situe le do-
maine auquel la parcelle appartient. Comme précédemment, cette classe a été déterminée
grâce à la classification proposée par Tonietto et Carbonneau en 2004 [92].
Chaque zone est aussi représentée par une ellipse. L’ellipse de chaque classe représente
la surface dans laquelle 95% des individus de cette classe devraient être présents si la
distribution de ceux-ci était gaussienne. Le centre de chaque ellipse est le centre de gravité
du nuage de points correspondant à la classe agroclimatique. Pour chacune des classes,
il est mis en avant sur la carte factorielle par un point rouge.
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Le tableau 6.5 donne les moyennes et écart-types des valeurs des paramètres ajustés
pour chaque classe agroclimatique.
Table 6.5 – Moyenne et écart-type de chaque paramètre par zone agroclimatique
Zone Brix Max (˚ Br) Infl (j) Pente (˚ Br.j−1)
1 23,2 +/- 0,9 14,4 +/- 5,2 0,61 +/- 0,11
2 22,8 +/- 0,8 10,9 +/- 3,1 0,64 +/- 0,08
3 22,2 +/- 1,5 15,0 +/- 3,8 0,63 +/- 0,07
4 23,1 +/- 1,0 16,2 +/- 2,9 0,73 +/- 0,10
Le paramètre Infl a une valeur moyenne d’approximativement 11 jours après le
début de la véraison pour la classe 2. C’est la valeur la plus basse entre les 4 zones
agroclimatiques. Ce même paramètre a une valeur moyenne d’approximativement 16
jours après le début de la véraison pour la classe 4. C’est la valeur la plus haute entre
les 4 classes. La classe 1 et la classe 3 présentent respectivement une valeur de Infl
d’approximativement 14,5 puis 15 jours après le début de la véraison. La classe 2 est
donc la classe la plus précoce alors que la classe 4 est la classe la plus tardive. Les deux
autres classes présentent une précocité moyenne, plus proche de celle de la classe 4 que
de celle de la classe 2.
La classe 3 présente une valeur de Xsmax d’approximativement 22˚ Br tandis que les
trois autres classes présentent une valeur de Xsmax proche de 23˚ Br. La classe 3 a donc
des parcelles qui ont présenté une concentration maximale en sucres dans les baies un
peu plus basse que les trois autres classes.
Enfin, la classe 4 présente une valeur de pente proche de 0,7˚ Br.j−1 alors que la pente
est calculée avec une valeur proche de 0,6˚ Br.j−1 pour les 3 autres classes. La pente des
individus de la classe 4 est donc un peu plus élevée que celle des individus des trois autres
classes. C’est donc une classe où l’accumulation de sucres dans les baies des individus y
appartenant a été un peu plus rapide que dans les baies des individus des trois autres
classes.
Sur la figure 6.13, les classes sont assez confondues. Des tendances peuvent tout de
même être mises en avant. Ainsi, la classe 2 est la plus à droite du plan. La classe 1
possède les individus les plus à gauche du plan. Enfin, la classe 3 présente les individus
les plus en haut du plan.
Sur la direction de la première composante principale, il y a donc un ordonnancement
des classes, depuis la classe 1 vers la classe 2. La classe 4 a très peu d’individus sur la
droite du plan et est globalement la plus à gauche. La classe la plus précoce ressort donc
nettement sur cet axe. La zone la plus tardive est légèrement mise en avant. La première
composante principale pourrait donc être à nouveau déterminée par le paramètre Infl.
Sur la direction de la seconde composante principale, uniquement la classe 3 se diffé-
rencie des trois autres classes. La classe 3 présente des individus avec un Xsmax moyen
plus faible que dans les autres classes. La seconde composante principale pourrait donc
être à nouveau déterminée par le paramètre Xsmax.
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La figure 6.14 présente le cercle des corrélations des trois variables de cette ACP.
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Figure 6.14 – Cercle des corrélations des variables de l’ACP réalisée sur les 65 parcelles de la base de
données 2 en prenant en variables les trois paramètres ajustés pour chaque modèle
La première composante principale est déterminée par les paramètres Infl et Sl. Ils
se projettent tous les deux dans le sens positif. Le paramètre Infl et le paramètre Sl
sont donc corrélés. La classe 4, avec la valeur de Infl la plus tardive, est en effet la classe
présentant la valeur de pente au point d’inflexion la plus élevée. Cet axe est donc un axe
de tardiveté et de rapidité maximale d’accumulation. Plus un individu sera projeté en
négatif sur cet axe et plus il sera précoce et / ou de vitesse maximale faible. Inversement,
un individu projeté en positif sera tardif et de vitesse maximale d’accumulation des
sucres dans les baies importante. Contrairement aux individus de la base de données 1,
pour la base de données 2, la précocité d’accumulation, soit une valeur de Infl faible,
ne préjuge pas de la rapidité de cette même accumulation de sucre dans les baies de
raisin. Un individu plus tardif aura même tendance à présenter une vitesse maximale
d’accumulation plus élevée.
La seconde composante principale est déterminée par le paramètre Xsmax. Il se pro-
jette dans le sens négatif. Cet axe est donc un axe de chargement maximal des baies.
Plus la concentration maximale dans les baies d’un individu sera élevée et plus il sera
projeté dans le sens négatif sur cet axe.
Comme lors de l’étude de la base de données 1, les paramètres Xsmax et Sl sont
orthogonaux. Ils ne présentent donc pas de corrélation. La vitesse maximale d’accumula-
tion n’a donc, pour cet ensemble d’individus, aucun effet sur la concentration maximale
en sucres dans les baies. Les paramètres Xsmax et Infl sont quasiment orthogonaux. De
la même façon que celà avait été observé lors de l’étude de la base de données 1, pour la
base de données 2, la valeur de Xsmax ne sera donc pas déterminée par la valeur de Infl
ou de Sl.
108
Application 3 : Modélisation de l’accumulation de sucres dans les baies de raisin
pendant la maturation
−4 −3 −2 −1 0 1 2 3 4
−4
−3
−2
−1
0
1
2
3
4
Composante principale 1 − 45,76%
C o
m
p o
s a
n t
e  p
r i n
c i
p a
l e
 2
 −
 3
2 ,
2 7
%
 
 
1
2
3
4
1
2
3
4
Xsmax plus élevé
Sl et
Infl
plus
élevés
Figure 6.15 – Carte factorielle du plan 1-2 de l’ACP réalisée sur les 65 individus de la base de données
2
La figure 6.15 présente à nouveau le plan factoriel 1-2. Sur cette figure, la signification
des deux axes est rappelée.
Les individus appartenant à chaque zone sont très étalés sur tout le plan factoriel.
L’effet du climat pour l’étude de cette base de données est donc moins net que dans le
cas de l’étude de la base de données 1.
Toutes les parcelles de cette étude sont irriguées. Le niveau de contrainte hydrique
de chaque individu est donc à la discrétion de chaque viticulteur.La formule d’indice de
sécheresse ne prend pas en compte les quantités d’eau apportées par irrigation. la valeur
d’indice de sécheresse de chaque classe n’est donc pas représentative de la contrainte
hydrique de chaque individu. En insérant les quantités d’eau apportées à chaque parcelle
par irrigation, un indice de sécheresse corrigé pourrait être calculé pour chaque individu
et cet indice pourrait alors être utilisé pour l’analyse des résultats.
Pour la base de données 2, des trois indices utilisés par Tonietto et Carbonneau pour
leur classification agroclimatique, les indices calculés à partir des températures de l’air,
IH et IF, seront donc plus représentatifs du climat subi par les individus que l’indice de
sécheresse IS.
Pour l’étude de la position des différentes classes sur le plan factoriel 1-2, plus d’at-
tention sera donc portée aux indices IH et IF qu’à l’indice IS. L’indice IF est utile pour
connaître le type d’arômes qui seront présents dans les baies [92]. L’indice héliothermique,
IH, est donc celui qui a le plus d’influence sur la rapidité de l’accumulation des sucres
dans les baies et le potentiel de concentration maximale en sucres dans les baies de raisin.
Le tableau 6.6 donne la moyenne de l’indice IH et des moyennes de températures
moyenne, maximale et minimale sur la période allant du 01/04 au 30/09 pour chacune
des 4 classes agroclimatiques.
Les classes 3 et 4 présentent une valeur de IH plus faible que les classes 1 et 2. Les
classes 3 et 4 présentent aussi des températures maximales plus faibles que les classes 1
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Table 6.6 – Moyenne d’IH et des températures moyenne, maximale et minimale sur la période 01/04
au 30/09 par zone agroclimatique
Classe IH (˚ C) TM (˚ C) TX(˚ C) TN(˚ C)
1 2435 18 28,6 10,1
2 2378 17,7 28 9,3
3 2158 17,1 26,5 9,7
4 2128 17,4 25,9 10,1
et 2. Ce sont probablement ces températures maximales qui impliquent une valeur de IH
plus faible. Les valeurs moyennes de températures sont quant à elles très proches entre
les 4 classes.
Entre la classe la plus précoce, la classe 2, et la classe la plus tardive, la classe 4, il y a
donc une différence au niveau du cumul des températures et des températures maximales
de l’air. La précocité des individus de la classe 2 peut donc être éventuellement induite par
ces températures plus chaudes, favorisant une activité photosynthétique plus importante.
A l’inverse les individus de la classe 4 sont plus tardifs à cause de températures plus
faibles.
Les températures de l’air subies par les individus ont donc eu un effet sur la précocité
de maturation. Ces conclusions recoupent des connaissances sur l’effet des températures
sur la rapidité de maturation.
Résultats de l’approche extensive
Pour cet exemple, les deux premières composantes principales déterminées par l’ACP
ont été conservées. Elles permettent d’expliquer 73,57 puis 22,41 % de la variance totale.
Le plan défini par les deux premières composantes principales explique donc 95,98 % de
la variance totale.
La figure 6.16 donne le loading de chacune des deux premières composantes princi-
pales.
Le loading de la première composante principale est toujours négatif. Comme lors de
l’étude de la base de données 1, il suit une courbe de forme approximativement gaussienne.
Les jours après le 30ème jour après le début de la véraison ont un poids très faible
dans la détermination de cette composante. Pour faciliter l’analyse de ce loading, il est
donc possible de simplifier cette composante principale en un créneau entre le jour où la
véraison commence et le 30ème jour après le début de la véraison. Dans ce créneau, les
individus vont se différencier en fonction de l’intégrale de la concentration en sucres dans
les baies entre les deux bornes du créneau.
En première approximation, la première composante principale met donc en avant
que presque 74% de la variabilité entre les 65 courbes étudiées se situe dans un créneau
compris entre le début de la véraison et 30 jours après celui-ci, soit sur moins de la
première moitié de la cinétique.
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Figure 6.16 – Loadings des deux premières composantes principales de l’ACP réalisée sur l’utilisation
extensive des modèles ajustés à partir de la base de données 2 : (a) Loading de la première composante
principale, (b) Loading de la seconde composante principale
Comme il avait été noté lors de l’analyse de la figure 6.5, la cinétique d’accumulation
des sucres peut avoir commencé sa phase d’accumulation linéaire avant la date du début
de la véraison observée. C’est pourquoi, contrairement au cas de la base de données 1, les
jours juste après le début de la véraison ont un poids important dans la détermination
de cette composante principale.
Les individus avec les concentrations les plus élevées entre la véraison et le 30ème
jour après le début de la véraison seront projetés dans le sens négatif sur cet axe et
inversement.
Comme il a été noté pendant l’étude de la base de données 1, les individus présentant
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les intégrales de concentration les plus élevées avant le 30ème jour après le début de la
véraison sont les individus précoces et avec une vitesse importante d’accumulation des
sucres dans les baies.
Cette composante principale peut donc être décrite comme un axe permettant de
différencier les individus à accumulation précoce des individus à accumulation tardive.
Le loading de la seconde composante principale est positif puis négatif. Il est positif
jusqu’au 20ème jour après le début de la véraison mais le poids de chaque jour dans la
détermination de la composante principale est très faible. Après le 30ème jour après le
début de la véraison, chaque jour a un poids négatif important dans la détermination de
cette composante principale.
En première approximation, cette composante principale peut donc être décrite comme
faisant l’intégrale de la concentration en sucres dans les baies à partir du 30ème jour après
le début de la véraison et sur toute la fin de la maturation. Cette partie du loading est
négative. Les individus les plus concentrés seront projetés négativement et inversement.
Les individus les plus concentrés après le 30ème jour après le début de la véraison sont
ceux qui ont des Xsmax élevés et atteignent le plateau de Xsmax tôt. Cette composante
principale discrimine les individus avec une forte valeur de Xsmax, assez précoces et de
vitesse assez forte pour atteindre le plateau de Xsmax tôt, des individus avec une valeur
de Xsmax faible ou très tardifs ou lents qui n’atteignent le plateau que très tardivement.
Comme dans le cas de l’étude de la base de données 1, dans cette base de données, les
deux loadings présentés en figure 6.16 indiquent qu’il y a nettement plus de variabilité
entre les courbes dans la première partie de la cinétique que dans la seconde.
D’une manière générale, les formes des loadings sont très similaires pour les deux
bases de données. Les courbes représentant l’accumulation des sucres dans les baies de
raisin présentent donc des fenêtres de date de variabilité maximum semblables. Ces ré-
sultats sont obtenus sur deux bases de données de cépage, provenance et millésimes
différents. Les formes similaires des loadings montrent que, malgré toutes les différences
entre les deux bases de données, les fenêtres de jours, après le début de la véraison, où les
courbes présentent le plus de variabilité sont communes. L’hypothèse que de tels loadings
puissent être observés quelle que soit la base de données étudiée peut donc être émise. Si
cette hypothèse est vraie, il y aurait donc systématiquement plus de variabilité entre les
courbes sur la période allant de la véraison au point d’inflexion qu’au niveau des plateaux
représentant les concentrations maximales dans les baies.
La figure 6.17 présente la position des individus sur le plan constitué par les deux
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Figure 6.17 – Carte factorielle du plan 1-2 de l’ACP en extensif réalisée sur les 65 individus de la base
de données 2. La classe 1 est représentée par l’ellipse en pointillés, la classe 2 par l’ellipse en tirets, la
classe 3 par l’ellipse en trait continu puis la classe 4 par l’ellipse en pointillés mixtes.
premières composantes principales. Les individus sont représentés en fonction de la classe
agro-climatique à laquelle ils appartiennent.
Les ellipses représentatives de chaque classe ont été définies de façon semblable à celles
utilisées pour l’approche intensive. Le centre de l’ellipse de chaque classe agro-climatique
est le centre de gravité du nuage de points représentant la classe. Il est mis en avant
par un point rouge. L’ellipse de chaque classe représente la surface dans laquelle 95%
des individus de cette classe devraient être présents si la distribution de ceux-ci était
gaussienne.
Les 4 classes sont relativement confondues sur ce plan factoriel. Les individus de
chacune des classes n’ont donc pas une position induite par la classe d’où ils proviennent.
Cependant, certaines tendances peuvent être observées.
La classe 2 présente des individus projetés principalement sur la gauche du plan
factoriel. Les individus de cette classe agroclimatique présentent donc une intégrale de
concentration en sucres dans les baies de raisin élevée entre le jour où commence la
véraison et le 30ème jour après le début de la véraison. Les individus de la classe 2 sont
donc globablement plus concentrés en début de maturation.
La classe 3 est très étendue. Certains individus de cette classe sont situés dans le
quart en haut à droite du plan. Ces individus présentent donc (i) une intégrale de la
concentration en sucres dans les baies de raisin entre le jour où commence la véraison et
le 30ème jour après le début de la véraison faible puis (ii) une intégrale de la concentration
en sucres dans les baies de raisin après le 30ème jour après le début de la véraison faible.
La classe 3 est donc la classe où les individus peu concentrés en sucres dans les baies sur
toute la période de maturation sont présents.
La classe 4 présente des individus projetés principalement dans le quart en bas à
gauche de ce plan. L’intégrale de la concentration en sucres dans les baies de raisin
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des individus de cette classe est (i) plutôt faible avant le 30ème jour après le début
de la véraison puis (ii) plutôt élevée après le 30ème jour après le début de la véraison.
Cette classe est donc globalement caractérisée par des individus avec une concentration
en sucres dans les baies de raisin faible en début de maturation, mais qui augmente
rapidement et est élevée en fin de maturation.
Les caractéristiques des différentes classes recoupent les observations réalisées lors de
l’analyse des résultats de l’approche intensive. Les individus se regroupent tout de même
moins selon leur classe agro-climatique que lors de l’analyse des résultats de l’approche
intensive.
Il y a donc une plus grande variabilité des individus au sein d’une même classe agro-
climatique au niveau de la forme des cinétiques. L’effet du climat sur la forme réelle
suivie par la cinétique d’accumulation des sucres dans les baies de raisin est donc moins
important que celui visible sur la valeur des paramètres du modèle défini en équation
6.1.
Grâce à ces deux analyses, un grand nombre de parcelles d’un même millésime a
pu être comparé alors qu’aucune comparaison n’aurait pu être réalisée sur la base des
séquences temporelles. Il est maintenant possible de rapprocher les parcelles ayant eu un
comportement proche. Les comparaisons peuvent être effectuées à partir de séquences
temporelles provenant de différents domaines. Une parcelle pourra donc être comparée à
un grand nombre de parcelle et celle(s) dont elle aura le comportement le plus proche sera
/ seront mise(s) en avant. Ces analyses confirment donc le potentiel de la méthodologie
proposée pour comparer des individus avec des séquences temporelles hétérogènes.
6.4 Conclusion : Une méthodologie générique qui per-
met de comparer des individus hétérogènes
Le test de la méthode proposée dans cette thèse, effectué sur chacune des deux bases
de données, a prouvé que cette méthode permet de comparer des individus initialement
incomparables.
Dans le cas de l’étude de la base de données 1, 7 millésimes d’une même parcelle ont
été comparés. Pour chaque millésime, des notions de précocité et de concentration en
sucres dans les baies en comparaison aux autres millésimes ont pu être mises en avant.
De plus, les résultats des modèles ont aussi pu être comparés à une classification agro-
climatique des millésimes. Des connaissances expertes de l’effet du climat sur la précocité
et la vitesse de maturation ainsi que sur la quantité maximale de sucres accumulée dans
les baies de raisin ont été retrouvées. Pour la base de données 1, la méthodologie proposée
permet donc de créer de la connaissance locale, entre les millésimes et en fonction du
climat, du comportement de la cinétique d’accumulation des sucres dans les baies de
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raisin. Cette connaissance locale ne contredit pas la connaissance experte de l’effet du
climat sur l’accumulation des sucres dans les baies de raisin.
Dans le cas de l’étude de la base de données 2, 65 parcelles d’un même millésime
ont été comparées. Pour chaque parcelle, la ou les parcelles de comportement le plus
proche peuvent être définies. Ces proximités peuvent être définies à partir de l’étude des
paramètres du modèle (équation 6.1) ajustés aux données de chaque séquence temporelle.
Elles peuvent aussi être déduites de l’étude de la cinétique complète de l’accumulation
de sucres dans les baies de chaque parcelle. La différenciation des parcelles en classes
agro-climatiques a permis de retrouver de la connaissance experte sur l’effet du climat
sur la précocité de maturation par exemple. Pour cette base de données, de nouvelles
connaissances du contexte local ont été mises en avant. Cette nouvelle connaissance ne
contredit pas la connaissance experte de l’effet du climat sur la précocité de la maturation
par exemple.
Pour chacune des bases de données, la méthode proposée a donc permis de rendre les
individus comparables. Les comparaisons se sont de plus avérées utiles pour la compré-
hension du phénomène spécifique, pour chaque millésime ou parcelle, d’accumulation des
sucres dans les baies de raisin. La méthode proposée est donc générique pour représen-
ter l’accumulation des sucres dans les baies de raisin. Elle permet de plus de créer une
nouvelle connaissance à propos de chaque individu, complémentaire des connaissances
expertes déjà disponibles.
Que ce soit pour l’approche intensive ou pour l’approche extensive, les composantes
principales étaient à peu prêt déterminées par soit (i) les mêmes paramètres, soit (ii) les
mêmes créneaux de dates dans lesquelles la variabilité des courbes était importante. De
plus, les pourcentages de variabilité expliqués par chaque composante principale étaient
du même ordre de grandeur pour les deux analyses.
L’utilisation de la méthode objet de cettte thèse semble donc apporter une nouvelle
connaissance spécifique à l’étude de l’accumulation de sucres dans les baies :
– Le paramètre Xsmax est assez indépendant des paramètres Infl et Sl qui sont
quant à eux bien corrélés.
– Il y a moins de variabilité entre individus au niveau du paramètre Xsmax qu’au
niveau du paramètre Infl
– Les courbes présentent environ 70% de variabilité en début de maturation et sont
donc peu variables sur la fin de celle-ci.
Dans le cadre d’une utilisation accrue de cette méthode, à partir des cartes factorielles
obtenues lors des analyses descriptives, l’effet de certaines pratiques culturales ou d’un
type de sol par exemple sur la cinétique d’accumulation de sucres dans les baies de raisin
pourrait être étudiée. Des regroupements comme celui présenté avec les classes agrocli-
matiques pourraient être réalisés. L’effet d’une pratique culturale sur la concentration
maximale en sucres dans les baies de raisin pourrait ainsi en être compris. Ce travail
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est un travail de valorisation de la méthode mise en place dans cette thèse qui n’a pas
été réalisé. Il devra être entrepris pour la mise en place d’un outil d’aide à la décision
utilisant la méthode développée.
Dans cette partie, l’échelle de temps choisie était le calendrier julien. Cependant,
l’utilisation du calendrier thermique aurait permis de comparer les individus en prenant
en compte la quantité de chaleur que chacun a pu accumuler et non en fonction du
nombre jours passés depuis la véraison. Ainsi, les individus pourraient être comparés
sans artefacts dus à des différences du climat entre eux.
Le calendrier thermique n’est pas encore répandu chez les professionnels de la filière
viti-vinicole. C’est pourquoi, les cinétiques ont été analysées en temps julien mais le
travail sur un temps thermique reste une perspective de développement qui sera étudiée
prochainement. Les cinétiques pourront ainsi être comparées en travaillant sur la vitesse
réelle d’accumulation des sucres dans les baies de raisin.
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7.1 Bilan des travaux réalisés
7.1.1 Une méthode de modélisation paramétrique de séquences
temporelles pour permettre les comparaisons
L’objectif de cette thèse est de valoriser les bases de données de traçabilité dans une
optique d’aide à la décision. Il a été choisi d’utiliser les données de bases de données
de traçabilité pour proposer un formalisme permettant de réaliser des analogies entre
parcelles et millésimes.
La première étape d’un raisonnement par analogies est la comparaison de couples
parcelle × millésime. De ce fait, l’objectif de ce travail de thèse est d’utiliser les données
de traçabilité pour comparer ces couples.
Une première constatation a été que les données brutes des bases de données de
traçabilité sont asynchrones. Une seconde constatation a été que le nombre d’évaluations
d’une grandeur varie d’une parcelle à l’autre et d’un millésime à l’autre. Les ensembles
de données caractérisant chaque couple parcelle × millésime sont donc dans des espaces
de dimension différente.
L’objectif opérationnel du travail de thèse est de proposer un formalisme permettant
de retraiter les données de traçabilité pour que tous les couples parcelle × millésime
soient représentés dans un espace commun afin de les rendre comparables.
Pour représenter les couples parcelle × millésime dans un espace commun, une mé-
thode de modélisation paramétrique de l’évolution de chaque grandeur pour chaque
couple parcelle × millésime a été proposée.
Une nomenclature des différents éléments présents dans les bases de données de tra-
çabilité a d’abord été proposée.
La connaissance experte en viticulture permet de connaître (i) l’évolution de chaque
grandeur ou (ii) l’effet de chaque grandeur sur la plante. A partir de cette connaissance,
des modèles paramétriques ont été définis pour représenter ces évolutions ou évaluer ces
effets.
Pour chaque individu, la séquence temporelle relative à la grandeur modélisée a per-
mis d’ajuster le ou les paramètres du modèle. A partir de ces paramètres ajustés, une
estimation de la valeur de la grandeur dans toutes les fenêtres temporelles de la discré-
tisation temporelle choisie pour l’étude de la grandeur a aussi pu être calculée.
Pour chaque individu, deux représentations de l’évolution de chaque grandeur sont
donc disponibles : (i) un vecteur constitué des paramètres du modèle ajusté ou (ii) un
vecteur constitué de toutes les estimations de la grandeur dans toutes les fenêtres de la
discrétisation de la base temporelle. Ces représentations constituent les espaces communs
entre individus permettant de les rendre comparables.
Trois applications ont été proposées pour évaluer les potentialités de la méthode
mise en place : (i) la première traite de la comparaison du comportement climatique de
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millésimes pour différents cépages, (ii) la seconde présente l’étude des potentialités d’un
modèle pour comparer les cinétiques d’augmentation du pH et (iii) la troisième permet
d’évaluer les potentialités d’un modèle pour comparer les cinétiques d’accumulation des
sucres dans les baies et présente les premiers résultats de la comparaison d’individus.
7.1.2 Trois applications différentes d’une même méthode
Pour les trois applications choisies, une ou plusieurs grandeurs de mesure ont été
modélisées.
Dans tous les cas, l’approche méthodologique proposée a permis de comparer des in-
dividus auparavant non comparables car les séquences temporelles étaient de dimensions
différentes et / ou asynchrones.
Comparaison du comportement climatique de couples cépage × millésime
La première application étudiée était la comparaison du comportement climatique de
différents millésimes et pour différents cépages entre la floraison et la véraison. L’étude a
porté sur 7 millésimes et 11 cépages. Partant de mesures effectuées par une station mé-
téorologique automatique de l’INRA, située dans le vignoble de la station expérimentale
INRA Pech Rouge, un ensemble de grandeurs de mesure climatiques a été retenu pour
leur importance sur la vigne. Ces grandeurs ont été modélisées grâce à des modèles très
simples : moyenne, somme, écart-type ou compteurs d’un nombre de jours ayant dépassé
un seuil sur toute la base temporelle choisie. Un grand nombre de paramètres a donc été
évalué pour chaque individu.
La floraison et la véraison ont observées à des dates différentes pour chaque individu.
Les dates de la base temporelle sur laquelle les modèles ont été ajustés sont donc spé-
cifiques à chaque individu. Les valeurs des paramètres représentent le climat subi par
chaque individu et sont différentes d’un individu à l’autre même au sein d’un millésime.
Les paramètres ajustés pour chaque individu ont été analysés grâce à une analyse en
composantes principales. Cette analyse a permis la comparaison des individus.
Le climat global de chaque millésime a pu être comparé à celui des autres millésimes,
entre la floraison et la véraison.
Pour un cépage particulier, l’effet réel du climat du millésime pouvait être comparé
à celui des autres millésimes.
Au sein d’un millésime, les cépages ont pu être comparés entre eux et l’effet du climat
sur les cépages précoces ou tardifs a pu être différencié. Cette étude a donc été plus
approfondie qu’une analyse qui aurait juste pris en compte le climat global du millésime.
Grâce à cette analyse en composantes principales, avec 4 composantes principales,
83% de la variabilité entre les 7 millésimes et les 11 cépages a été représentée. L’extraction
de la position de chaque individu sur ces 4 composantes principales permet de représenter,
dans un espace de dimension 4, 83% de la variabilité entre les individus.
119
Conclusion et perspectives
Une analyse de l’intervalle entre deux stades phénologiques peut être envisagée quels
que soient les stades. Ainsi, sur différentes périodes des analogies entre millésimes et
cépages peuvent être proposées. Le climat subi par la vigne transforme son potentiel et
modifie les interventions des viticulteurs. Pour un individu en cours d’étude, ces analogies
sur le climat ont un fort potentiel d’aide à la décision. A partir de la connaissance des
individus passés les plus proches, de leur itinéraire technique, de la composition du raisin
vendangé et du vin obtenu, des décisions stratégiques peuvent être prises pour soit obtenir
le même type de vin / raisin, soit obtenir un type de vin / raisin différent.
Modélisation de l’augmentation de pH et comparaison d’individus à partir
des courbes modélisées
L’augmentation du pH dans les baies de raisin a été étudiée pour 53 parcelles de
Cabernet-Sauvignon de la Napa Valley en Californie, uniquement en 2011.
L’augmentation du pH dans les baies de raisin a été modélisée grâce à une sigmoïde
adaptée de la fonction logistique. Trois paramètres ont été ajustés pour chaque individu.
Ces trois paramètres permettent de reconstituer toute la cinétique d’augmentation du
pH depuis les premières mesures jusqu’à la maturité du raisin.
Une approche de comparaison de cinétiques sur une base graphique a ensuite été pro-
posée. La comparaison des courbes a permis de comparer les cinétiques d’augmentation
du pH dans les baies de raisin de différents individus dans leur ensemble.
Auparavant, le pH dans les baies de différents individus pouvait être comparé à la
vendange et / ou lors de mesures synchrones. L’approche méthodologique proposée per-
met donc de comparer les cinétiques à tout moment entre les premières mesures et la
vendange.
Les différences de comportement des cinétiques restent encore mal expliquées. Des
informations complémentaires sur le climat ou le régime hydrique subis par les vignes, par
exemple, semblent nécessaires. Ces informations, associées à la comparaison de nombreux
individus, pourraient permettre de proposer des règles de décision utiles pour le pilotage
de la plante. Ces questions pourraient faire l’objet de futures recherches.
Modélisation de l’accumulation des sucres dans les baies de raisin et étude
du potentiel des deux modes d’utilisation des modèles pour comparer les
individus
Deux bases de données ont servi pour cette application. La première était constituée de
7 individus : suivi de l’accumulation de sucres dans les baies de raisin pour une parcelle de
Mourvèdre de la station expérimentale INRA Pech Rouge entre 2003 et 2009. La seconde
était constituée de 65 individus : suivi de l’accumulation de sucres dans les baies de raisin
pour 65 parcelles de Cabernet-Sauvignon de la Napa Valley sur le millésime 2011.
L’accumulation de sucres dans les baies de raisin a été modélisée grâce à une sigmoïde
adaptée de la fonction logistique. Trois paramètres ont été ajustés pour chaque individu.
120
Conclusion et perspectives
Deux types de représentations de chaque individu, issues des deux types d’utilisa-
tion possibles pour un modèle, ont ensuite été analysés : (i) le vecteur constitué des
trois paramètres ajustés pour chaque individu et (ii) le vecteur constitué des estimations
journalières de la concentration en sucres sur toute la base temporelle d’étude.
Une analyse en composante principale a été réalisée sur les deux types de vecteurs
cités ci-dessus, pour chacune des deux bases de données d’étude.
L’approche méthodologique proposée a permis de comparer les individus de chacune
des bases de données et de définir l’individu avec l’accumulation de sucres la plus précoce
ou avec l’accumulation la plus rapide dans la phase linéaire d’accumulation. L’analyse
des individus à partir de l’estimation journalière de la concentration en sucres dans les
baies de raisins sur toute la base temporelle étudiée a permis de comparer les individus
en étudiant l’ensemble de leur cinétique d’accumulation.
Les résultats de l’ACP sur l’utilisation en extension des modèles ont mis en avant
des fenêtres de dates, à l’intérieur de la base temporelle, dans lesquelles les cinétiques
étaient les plus différentes. Ces fenêtres étaient semblables pour les deux bases de données
étudiées. Les cinétiques des différents individus ont été comparées en évaluant l’intégrale
de la concentration en sucres dans les baies de raisin sur ces fenêtres.
Sur les plans factoriels des ACP, les individus les plus proches ont pu être identifiés.
Ces plans peuvent donc servir de base à un raisonnement par analogies.
Afin de pouvoir appuyer les comparaisons et analogies entre individus, une classifi-
cation agro-climatique des individus a été utilisée. Trois indices ont été calculés pour
chacun des individus.
Des connaissances expertes de l’effet du climat sur la précocité, la rapidité et l’intensité
de l’accumulation des sucres dans les baies de raisin ont été retrouvées pour les deux bases
de données.
Cette connaissance du type de climat intervenu sur chaque individu a donc permis de
comprendre une partie des différences entre les cinétiques d’accumulation de sucres dans
les baies de raisin des différents individus. Cette relation pourrait être, à terme, utilisée
pour un meilleur pilotage de la culture.
7.1.3 Atteinte de l’objectif de la thèse et généricité de la méthode
La méthode proposée dans le chapitre 3 a été validée pour comparer des individus
en travaillant avec différents types de grandeur de mesure. Les modèles ont permis de
représenter la cinétique de toutes sortes de grandeurs pour des individus de provenance,
cépage, pratiques culturales très différents, avec une bonne qualité d’ajustement des
modèles. Les modèles choisis permettent donc de représenter la cinétique de chaque
grandeur quel que soit le type de séquence temporelle initiale.
La méthode proposée pourrait s’appliquer à tout type de données asynchrones issues
du suivi de l’évolution d’un système agricole ou industriel à condition qu’un modèle
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puisse être déterminé pour la grandeur analysée. Pour ce faire, il faudrait se référer à
l’expertise des ces systèmes pour définir les modèles.
Les comparaisons ont permis d’acquérir une nouvelle connaissance du contexte local.
Ces comparaisons se sont avérées utiles quelle que soit la provenance des données.
L’approche proposée permet donc de comparer des individus pour toute grandeur de
mesure quelle que soit la provenance de la base de données de traçabilité.
L’objectif de ce travail de thèse, de proposer une méthode de traitement des infor-
mations des bases de données de traçabilité dans un but de comparaison d’individus a
donc été atteint. La méthode nécessite néanmoins qu’un modèle de forme fixe puisse être
défini pour la grandeur analysée.
7.2 Perspectives de développement du travail proposé
7.2.1 Elargissement du nombre de grandeurs modélisées, du nombre
de paramètres calculés
Dans l’application 1, un grand nombre de grandeurs climatiques ont été modélisées.
Les modèles choisis pour comparer le comportement climatique de différents individus
entre floraison et véraison peuvent être appliqués à tout type de fenêtre de temps. L’étude
du climat à toute période du cycle biologique de la vigne est donc possible. Dans ce cas-ci,
il n’est pas nécessaire de produire d’autres modèles, mais l’étude des paramètres à d’autres
périodes pourrait faire correspondre d’autres individus entre eux. De telles analogies à
tout moment du cycle biologique peuvent ensuite être utilisées pour un meilleur pilotage
de la plante.
Dans les applications 2 et 3, la fonction logistique a été adaptée à l’étude de l’augmen-
tation du pH et de l’accumulation de sucres dans les baies de raisin. Ces deux grandeurs de
mesure ne représentent qu’un échantillon de toutes les grandeurs de mesures qui peuvent
être évaluées sur la plante ou dans les baies.
Des modèles représentant la cinétique d’autres grandeurs doivent donc maintenant
être proposés. Ces modèles permettront de comparer les individus en travaillant sur le
comportement de la plante et de la baie dans son ensemble.
Deux types de modèles peuvent être envisagés :
1. Les modèles qui seront adaptés de la fonction logistique comme pour les deux
grandeurs présentées
2. Les modèles pour lesquels la fonction à choisir pour représenter la cinétique de la
grandeur est différente de la fonction logistique
Dans le premier cas, des cinétiques telles que l’augmentation du poids des baies ou
celle de la teneur en sucres dans les baies (mg.baie−1), l’accumulation des anthocyanes
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ou du cation potassium dans les baies de raisin, de la véraison à la récolte, pourront être
modélisées en adaptant la fonction logistique selon la même logique que celle présentée
dans les applications 2 et 3.
Certains auteurs ont utilisé la fonction logistique pour modéliser la cinétique de 1
AT
[75]. Ce postulat devra être testé pour permettre une représentation de la cinétique de
dégradation des acides dans les baies de raisin.
Les courbes de croissance de chaque rameau et de chaque feuille ont la forme d’une
sigmoïde [19]. La surface foliaire de la vigne est une combinaison du nombre et de la taille
des rameaux, qui conditionne le nombre de feuilles, et de la taille de chaque feuille. Il
est donc envisageable que la cinétique de la surface foliaire de chaque plante, à condition
qu’aucune action visant à réduire cette surface n’ait été effectuée, suive une sigmoïde sur
tout le cycle végétatif. Elle pourrait alors être modélisée grâce à la fonction logistique.
La mise en place d’un tel modèle permettrait une comparaison de la surface foliaire de
différents individus à tout moment du cycle végétatif. Plus la surface foliaire d’une plante
est importante, plus les produits de la photosynthèse seront synthétisés en grand nombre.
La comparaison des individus au regard de la surface foliaire pourrait donc permettre de
faire rapidement des prédictions quand au potentiel qualitatif de chaque vigne.
La fonction logistique devrait donc permettre de représenter la cinétique d’un grand
nombre de grandeurs évaluées sur la plante ou dans les baies. Les individus pourront
donc être comparés, comme présenté dans ce travail de thèse, sur la base d’un ensemble
de vecteurs de paramètres ou d’estimations représentatifs de l’activité de la vigne et du
raisin.
Dans le second cas, la fonction logistique ne pourra pas être utilisée pour modéliser
la cinétique de ces grandeurs. Des grandeurs comme l’état hydrique de la plante ou l’évo-
lution de la concentration en acide tartrique ou en tanins dans les baies sont concernées.
Pour modéliser la cinétique de l’acide tartrique ou des tanins dans les baies de raisin,
des connaissances expertes devront à nouveau être mobilisées pour définir les fonctions
les plus à même de représenter leur évolution au cours de la maturation.
L’état hydrique de la vigne, comme cela a été rappelé dans l’application 1, est évalué
par le bilan entre l’eau reçue par la plante par précipitations ou irrigation et l’eau per-
due par transpiration de la plante, drainage ou ruissellement au niveau des sols. Cette
grandeur a donc une cinétique aussi aléatoire que celle des grandeurs climatiques entrant
dans le bilan permettant de calculer sa valeur. Il n’est donc pas possible d’utiliser une
fonction pour représenter cette cinétique. Des connaissances expertes existent sur la gra-
vité de la contrainte hydrique sur la vigne à tout moment du cycle végétatif [70]. Ces
connaissances pourront permettre de comparer les individus en fonction de cette gravité
et ainsi faciliter le pilotage de la culture.
Dans un même ordre d’idées, dans le cas, par exemple, d’une action visant à diminuer
la quantité de feuillage de la vigne comme un effeuillage ou un rognage, la cinétique de
la surface foliaire de la plante ne suivrait alors plus une une fonction logistique. Plus
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particulièrement, de telles actions rendraient l’utilisation d’une fonction impossible pour
appliquer la méthode objet de cette thèse. Il faudrait alors envisager de travailler avec
soit (i) des modèles non paramétriques, soit (ii) sur des bases temporelles représentant
l’intervalle entre deux de ces actions pour pouvoir revenir à l’utilisation d’une fonction
dérivable telle que la fonction logistique, soit (iii) de se référer à des modèles de type
moyenne et écart-type comme ceux mis en place pour l’étude du climat présentée dans
le chapitre 4. Une telle problématique n’a par contre pas été envisagée ni étudiée durant
cette thèse et mérite un développement futur.
La modélisation d’autres grandeurs est une perspective de développement de la mé-
thode proposée de longue haleine. A terme, l’objectif est de pouvoir comparer des indivi-
dus sur la base de tout type de grandeur mesurée sur la plante, la baie ou l’environnement.
Les comparaisons se feront donc sur le comportement global de la baie. Elles permet-
tront de faire des raisonnements par analogie prenant en compte l’évolution de la plante
et de la baie en entier à tout moment.
7.2.2 Analyse multivariée des individus
Dans les applications 2 et 3, les paramètres ajustés pour chaque individu ont été
utilisés pour comparer les individus sur la base de la cinétique d’une seule grandeur.
L’augmentation du pH et l’accumulation des sucres dans les baies de raisin sont
modélisées à l’aide de la même fonction. Les paramètres ajustés sont donc en nombre
identique et représentent des points clefs de la courbe semblables : valeur maximale,
abscisse du point d’inflexion et pente de la courbe au point d’inflexion.
Pour ces deux grandeurs, le paramètre Infl représente la moitié de la maturation.
Pour chaque individu, les valeurs d’abscisses du point d’inflexion pourraient être utilisées
pour définir une vitesse globale comparée de la maturation de chaque grandeur. Une telle
connaissance pourrait être utilisée pour estimer l’ordre d’atteinte de la valeur maximale
pour chaque individu à l’issue de la maturation.
La date de maturité du raisin est définie par une combinaison, la plus optimale pos-
sible, de la maturité de toutes les grandeurs mesurées dans le raisin. La comparaison
des paramètres Infl pourrait donc, à terme, permettre de définir une date de maturité
estimée.
Plus que cette comparaison entre les abscisses des points d’inflexion, la comparai-
son entre individus pourrait bénéficier d’une analyse de données en combinant les deux
grandeurs modélisées. Pour chaque individu, le paramètre le plus limitant entre les deux
grandeurs serait identifié. Les individus se regrouperaient alors en fonction de leur res-
semblance sur la base de l’accumulation des sucres dans les baies et de l’augmentation
du pH.
Après la mise en place de modèles pour représenter la cinétique d’autres grandeurs
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représentant des composés évalués dans les baies de raisin, une comparaison multivariée
pourrait alors être réalisée. Une telle comparaison pourrait permettre de faire des analo-
gies entre individus sur la base de la composition chimique de la baie et des cinétiques
modélisées.
7.2.3 Modification des modèles pour représenter au mieux les
cinétiques réelles des différentes grandeurs
Les modèles permettant de représenter l’augmentation du pH ou l’accumulation de
sucres dans les baies de raisin sont définis à partir de la même fonction. Les équations
proposées pour modéliser la cinétique de ces grandeurs sont semblables. De tels modèles
pourraient être définis pour d’autres grandeurs mesurées sur la plante ou dans les baies.
Les caractéristiques de ces équations sont les suivantes :
– 3 paramètres : Xmax la valeur maximale de la grandeur, Infl l’abscisse du point
d’inflexion de la courbe et τ un paramètre permettant d’ajuster la valeur de la
pente Sl de la courbe au point d’inflexion
– une valeur d’initialisation correspondant à la concentration ou au niveau de la
grandeur mesurée au moment où la véraison commence
La valeur d’initialisation permet de forcer une valeur basse du modèle si la séquence
temporelle à laquelle le modèle est ajusté ne possède pas de descripteurs juste avant ou
au moment de la véraison.
Pour les séquences temporelles couvrant toute la maturation, avec des mesures ayant
commencé avant la véraison, cette valeur d’initialisation n’est pas nécessaire.
Dans l’application 3, la figure 6.3 montre que les modèles ajustés surestiment les
premières valeurs de B˚r. La valeur d’initialisation choisie pour cette grandeur était de
5,5˚ Br. Cette valeur était supérieure aux mesures contenues dans les deux séquences
temporelles modélisées (<5˚ Br). C’est donc à cause de cette valeur d’initialisation que les
premières mesures de la séquence temporelle étaient surestimées. Cette surestimation de
la valeur d’initialisation fait augmenter la RMSE d’ajustement du modèle. Elle implique
donc, artificiellement, une augmentation du pourcentage d’erreur d’ajustement du modèle
à la séquence temporelle.
Lors d’un ajustement du modèle à une séquence temporelle dont les mesures ont
commencé avant la véraison, la valeur de la grandeur à véraison pourrait être considérée
comme un quatrième paramètre. Ce paramètre serait alors ajusté au même titre que les
3 autres paramètres. La valeur réelle de la grandeur pour l’individu considéré au moment
où la véraison commence serait ainsi calculée. Ce paramètre pourrait ensuite servir pour
les analyses de données.
La composition des baies à véraison ne serait donc plus une connaissance issue de
l’expertise. Les individus pourraient alors être comparés par rapport à leur composition
à véraison tout comme à tout autre date de la maturation.
L’ajustement d’un quatrième paramètre lorsque cela est possible va être développé
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très prochainement. Deux types de modèles seront donc disponibles.
Le modèle qui sera ajusté pour chaque individu sera choisi en fonction du type de
séquence temporelle à laquelle le modèle sera ajusté, et notamment de la présence de
descripteurs avant la véraison ou non.
En fonction des séquences temporelles, 3 ou 4 paramètres seront ajustés. Il faudra
donc comparer les individus séparément en fonction du type de séquence temporelle
permettant leur ajustement.
Ce choix du nombre de paramètres ajustés par modèle en fonction du type de séquence
temporelle disponible constitue une perspective d’amélioration de la méthode mise en
place, notamment au niveau de la définition des modèles paramétriques.
7.2.4 Utilisation d’autres méthodes d’analyses pour comparer les
individus
Dans les applications présentées, les données issues de la modélisation ont été ana-
lysées par analyse en composante principale. Une première évolution pourrait constituer
dans le fait de réaliser ces ACP en prenant en compte différentes grandeurs. Ainsi, les
analogies entre individus pourraient être réalisées en prenant en compte la globalité de
chaque plante ou baie.
D’autres analyses pourraient être proposées. Parmi celles-ci, des analyses en corres-
pondances multiples (ACM) ou des analyses factorielles multiples (AFM) peuvent être
envisagées [34].
L’analyse en correspondances multiples permet de travailler sur des classes de valeurs.
Chaque paramètre peut être divisé en classes. Pour chaque individu, la classe à laquelle
appartient le paramètre est alors définie. Les grandeurs se regroupent ensuite en fonction
du nombre de fois où deux classes apparaissent en même temps.
Une analyse en correspondances multiples pourrait être envisagée pour intégrer aux
analyses la notion de gravité de la contrainte hydrique de chaque individu. De plus, les
corrélations entre grandeurs ne sont pas forcément linéaires. Des effets non linéaires d’une
grandeur sur une autre pourraient être alors mis en évidence. Une analyse conjointe des
grandeurs climatiques et des grandeurs agronomiques pourrait être envisagée dans ce
cadre. Grâce à de telles analyses, des groupes d’individus de comportement semblable
pourraient être identifiés. Ces analogies pourraient ensuite être utilisées par les viticul-
teurs comme une information complémentaire pour leurs décisions.
L’analyse factorielle multiple est une analyse adaptée au traitement de matrices dans
lesquelles un ensemble d’individus est décrit par plusieurs groupes de variables. Ce type
d’analyse est une alternative à l’ACP classique. Une sous-matrice constituée avec chaque
groupe de variable est analysée par ACP séparément puis les résultats sont combinés.
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Cette analyse pourrait être utilisée pour analyser conjointement les grandeurs clima-
tiques et les grandeurs agronomiques. Une ACP serait réalisée pour chacun des deux
styles de grandeurs puis les résultats seraient combinés. Des liens entre grandeurs clima-
tiques et grandeurs agronomiques pourraient alors être mis en évidence.
7.2.5 Calcul de distance à partir des positions des individus sur
les plans factoriels des analyses de données
Après chaque analyse de données, la position de chaque individu sur les différentes
composantes principales peut être extraite.
A partir de ces positions, une distance entre deux individus peut être calculée. Les
individus analogues peuvent ensuite être définis comme ayant une distance faible.
Deux individus proches sur un plan factoriel peuvent être éloignés sur un autre plan.
Un calcul de distance pourrait permettre de définir les individus analogues, toutes com-
posantes principales confondues.
De tels calculs de distances permettraient de faire des analogies de façon objective.
Dans le cas d’une analyse avec un très grand nombre d’individus, qui se superposeraient
sur les plans factoriels, un calcul de distance rendrait les analogies plus faciles.
7.2.6 Mise en place d’un système à base de cas
La réalisation d’analogies entre individus pourrait être automatisable. Une technique
d’analyse, le raisonnement à base de cas, permet de réaliser un raisonnement par analogies
[62].
Pour un individu que l’on veut rapprocher d’un autre, un système à base de cas
effectue une recherche dans la base de connaissance et renvoie un cas similaire à l’individu
en cours d’analyse. Puis, à partir du cas similaire, un conseil de gestion de l’individu en
cours d’analyse peut être fourni pour, soit suivre la même trajectoire que le cas similaire,
soit suivre une trajectoire différente.
Mettre en place un tel outil permettra de répondre pleinement à la problématique
pratique initiale de cette thèse. Mettre en place un système à base de cas en complément
du travail déjà réalisé constituera un travail de recherche futur.
Un outil d’aide à la décision pourrait être extrait de ce système à base de cas. Il
fournirait des préconisations d’actions sur la vigne pour obtenir au mieux possible un
raisin de composition voulue.
7.2.7 Evaluation de la qualité d’ajustement des modèles en fonc-
tion du type de séquence temporelle
Dans le cas de la modélisation paramétrique de grandeurs à partir de fonctions telles
que la fonction logistique, la qualité de l’ajustement du modèle en fonction du type de
séquence temporelle peut-être questionnée. Ce cas correspond aux suivis réalisés sur le
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terrain. Lors de ces suivis, comme les applications 2 et 3 le montrent, en général moins de
20 mesures permettent de suivre la cinétique de la grandeur sur toute la base temporelle
d’étude.
Mathématiquement, le nombre de descripteurs nécessaires par séquence temporelle
pour permettre l’ajustement d’un modèle correspond au nombre de paramètres du mo-
dèle. Dans le cadre de l’utilisation de la fonction logistique, comme dans dans les ap-
plications 2 et 3, celà indique que 3 mesures au cours de la maturation pourraient être
suffisantes pour ajuster le modèle. Si elles sont suffisantes, quelle est la qualité et le
représentativité du modèle ainsi ajusté et à partir de combien de données un modèle
ajusté pourrait être considéré comme présentant peu d’erreur ? Quelle est la meilleure
répartition des mesures pour un bon ajustement des modèles ? Afin de répondre à ces
questions, l’évaluation de la qualité d’ajustement des modèles en fonction du type de
séquence temporelle va être étudiée.
Dans le cas d’un modèle adapté de la fonction logistique, si, par exemple, les mesures
servant à ajuster la sigmoïde ne couvrent pas la fin de la base temporelle, aucun descrip-
teur ne permettra l’ajustement de la valeur de Xmax du modèle. Le modèle sera donc
ajusté avec un plateau de Xmax qui risque d’être sous-estimé.
Ce cas n’est qu’un cas particulier des possibles erreurs d’ajustement du modèle en
fonction de chaque type de séquence temporelle.
Rappelons aussi qu’afin d’éviter une erreur d’ajustement du modèle dans les cas
où la séquence temporelle ne couvrait pas la période proche de la véraison, un point
d’initialisation expert a systématiquement été inséré aux modèles ajustés.
L’effet de tout type de séquence temporelle syr la qualité d’ajustement du modèle,
quels que soient ses dimensions et intervalles de temps entre deux mesures doit donc être
évalué.
Afin de tester l’erreur d’ajustement du modèle en fonction du type de séquence tem-
porelle, un test de sensibilité devra être envisagé. Ce test visera à ajuster un modèle à
partir de différentes séquences temporelles représentant la même cinétique. A partir d’une
cinétique d’équation connue, différentes séquences temporelles devront être générées. Le
modèle sera ajusté avec ces séquences temporelles. L’écart entre chaque paramètre ajusté
et la valeur réelle du paramètre de la cinétique initiale sera alors estimé. A partir de ces
écarts, la sensibilité de l’ajustement de chaque paramètre au type de séquence temporelle
permettant l’ajustement pourrait être estimée.
Le type de séquence temporelle permettant l’ajustement le plus précis possible de cha-
cun des paramètres pourrait ainsi être défini. Un indice de qualité globale de l’ajustement
de chaque paramètre et du modèle serait ainsi donné pour chaque séquence temporelle.
Cet indice pourrait être utilisé pour donner une qualité, a priori, d’ajustement de chaque
paramètre en fonction des caractéristiques de la séquence temporelle. Lors de l’analyse
des résultats, cet indice permettrait de prendre en compte une imprécision de chaque
paramètre sur la position des individus en fonction de la qualité d’ajustement de chacun.
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Définition de dates de mesures optimales à partir du test de sensibilité d’ajus-
tement du modèle en fonction de la séquence temporelle utilisée
Dans un objectif de pilotage, une telle approche pourrait être utilisée pour définir les
dates auxquelles les mesures d’une grandeur doivent être réalisées.
La séquence temporelle minimale à partir de laquelle l’ajustement du modèle est
toujours de bonne qualité pourrait être définie. De plus, la position approximative des
descripteurs au sein de la séquence temporelle pour minimiser les erreurs d’ajustement
des paramètres et la RMSE pourrait être fournie.
A partir de ces connaissances, les dates optimales de mesures, dans un but d’utilisation
des modèles proposés, pourraient être proposées. Ces dates seraient proposées sous la
forme d’une fenêtre de dates possibles pour la mesure. La position de la mesure en
fonction des stades de développement clefs pourrait aussi être définie. A titre d’exemple,
il pourrait entre autres être conseillé de réaliser systématiquement une mesure à proximité
de la date de véraison.
Un tel conseil sur le positionnement des dates d’échantillonnage permettrait de réduire
le nombre de mesures effectuées et de les répartir aux moments cruciaux de l’évolution
de chaque grandeur.
7.2.8 Simulation de la fin d’une cinétique
Dans le cas notamment de l’étude de la maturation ou de l’évolution de la surface
foliaire, il faut simuler la fin de la cinétique pour comparer un individu dès les premières
mesures avec les individus passés. L’ajustement des modèles sur une séquence temporelle
incomplète conduirait à des valeurs des paramètres ajustés incertaines.
Une approche pour simuler la fin d’une courbe est d’utiliser les données passées conte-
nues dans la base de données de traçabilité. Ces données permettent de définir des inter-
valles dans lesquels chaque paramètre peut se situer.
Un des paramètres serait alors choisi et serait fixé pour la simulation. Sa valeur serait
définie dans l’équation de la courbe et ne serait donc plus ajustée.
Plusieurs valeurs de ce paramètre seraient alors testées entre les bornes de l’intervalle
défini grâce aux données passées. Une valeur des deux autres paramètres serait alors
ajustée. Si ces valeurs sont entre les deux bornes de l’intervalle défini pour chacun des
paramètres, alors le triplet de paramètres serait défini comme possible pour représenter
la cinétique en cours de simulation. Un ensemble de triplets possibles serait ainsi défini.
Ces triplets de paramètres pourraient alors être comparés aux individus de la base
de données de traçabilité. Des analogies pourraient ainsi être réalisées dès les premières
mesures de chaque individu.
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7.3 Utilisation du travail de recherche réalisé pour ai-
der au pilotage de la vigne
Comme cela a été présenté dans les perspectives d’utilisation des trois applications
de cette thèse, une étude de l’effet de différents paramètres agronomiques sur la vigne
pourrait être réalisée à partir des cartes factorielles réalisées après analyse descriptive.
Pour l’ensemble d’individus représenté sur la carte factorielle, si un paramètre agrono-
mique a un effet sur un des paramètres des modèles, cela serait mis en avant. De nouvelles
connaissances propres au contexte local seraient ainsi définies. Ces connaissances pour-
raient ensuite amener à la mise en place de règles de décision propres à chaque base
de données en cours d’étude. Un tel travail sera à effectuer au cas par cas et est une
perspective d’utilisation de la méthode objet de cette dans un cadre de production.
La modélisation paramétrique des grandeurs de mesure évaluées sur la vigne, le raisin,
l’environnement de la plante et les comparaisons entre individus permettent de caractéri-
ser de façon objective chaque individu en fonction des autres individus renseignés dans la
base de données de traçabilité. Une meilleure connaissance objective de chaque individu
en découle.
Des analogies entre individus peuvent être réalisées. Les raisonnements par analogies
sont habituellement utilisés en agriculture et a fortiori en viticulture pour prendre des
décisions. Pour un individu en cours de production, en fonction de la connaissance (i)
du produit fini souhaité et (ii) de l’itinéraire technique et du produit fini obtenu pour
les cas analogues déjà résolus, des décisions stratégiques de gestion de la vigne, du raisin
ou de l’environnement de la plante peuvent être prises par le viticulteur. Permettant des
analogies entre parcelles et millésimes, le travail de recherche réalisé facilite cette prise
de décision. Il constitue donc une aide potentielle à la décision objective et utile.
Le travail réalisé pourrait donc être utilisé pour piloter la culture et faciliter l’obten-
tion d’un produit fini fixé. Une production de qualité supérieure à la production actuelle
pourrait ainsi résulter de l’utilisation de ce travail.
Enfin, les analogies sont faites en se basant sur des connaissances acquises par l’ana-
lyse de données représentant le contexte local. De nouvelles connaissances pour chaque
base de données pourraient donc être produites. Ces connaissances seraient spécifiques
au contexte local. Elles pourraient à terme permettre de mettre en place des règles de
décision propres à chaque domaine ou ensemble de domaines constituant une base de
données de traçabilité.
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Annexe A
Détail du choix des valeurs seuils pour
les compteurs
La connaissance experte présentée dans la partie 4.1 a été utilisée pour définir les
seuils des compteurs utilisés pour l’étude comparative du climat entre les 7 millésimes et
les 11 cépages sur la période allant de la floraison à la véraison. Les choix effectués sont
détaillés ci-dessous. Certains seuils ont été adaptés au contexte particulier de la station
expérimentale INRA Pech Rouge, de climat méditerranéen.
Les sens des inéquations utilisées pour le calcul des différents compteurs sont donnés
dans le tableau 4.4. La liste ci-dessous ne détaille que les raisons ayant mené au choix
des valeurs présentées dans ce tableau.
1. L’activité photosynthétique de la plante est maximale lorsque les températures sont
proches de 25˚ C. La vitesse de maturation est maximale lorsque les températures
sont comprises entre 20 et 25˚ C. Le climat du domaine étudié est méditérranéen.
Les températures sont donc chaudes.
– Températures fraiches, ne permettant pas une activité métabolique maximale :
TM20 et TX25
– Températures élevées, activité métabolique maximale puis pouvant être limitée
par des températures extrêmes : TM25, TX30 et TX35
– Températures comprises entre deux bornes qui représentent une vitesse de ma-
turation maximale : TMMat
– Températures comprises entre deux bornes qui représentent une activité photo-
synthétique maximale : TMCR et TXOPT
2. Les précipitations permettent une incorporation de l’eau dans le sol pour qu’elle
soit utilisée par la plante à partir d’une intensité de 30 mm
– Jours avec des précipitations, mais ces précipitations ne présentent pas un cumul
assez élevé pour que l’eau ait été utilisée par la plante : RR15
– Jours avec des précipitations suffisantes pour que l’eau ait été utilisée par la
plante : RR30 et RRX30
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3. L’activité photosynthétique est maximale à partir de 400W.m−2 de rayonnement
global. Elle est en augmentation avant ce seuil. 400W.m−2 correspondent à 2200J.cm−2.
– Jours avec un rayonnement global ayant permis une activité photosynthétique
maximale : RG22
– Jours avec un rayonnement global ayant impliqué une limitation importante de
l’activité photosynthétique : RG11
4. L’activité photosynthétique de la vigne est maximale lorsque l’humidité de l’air est
comprise entre 60 et 70%
– Jours avec un temps d’humidité relative très faible de longue durée : U4F
– Jours avec un temps d’humidité relative très faible de courte durée : U46
– Jours avec un temps d’humidité relative très forte de longue durée : U8F et U9F
– Jours avec un temps d’humidité relative très forte de courte durée : U86 et U96
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Annexe B
Calcul détaillé des indices
bioclimatiques entre floraison et
véraison
Les cumuls de températures seront détaillés dans un premier temps puis le calcul de
l’indice de sécheresse sera détaillé dans un second temps.
B.1 Les indices basés sur des cumuls de températures
B.1.1 Cumul de températures base 10 : Les degrés jour de Wink-
ler (Win) [98]
Pour chaque jour, une valeur de degrés jour dite base 10 a été déterminée comme
présenté en équation B.1 :
∀i ∈ [F ;V ] , j˚Win(i) =
{
0, si TM ≤ 10
TM − 10, si TM > 10 (B.1)
Puis, l’indice (équation B.2) a été calculé en additionnant toutes les valeurs de degrés
jours base 10 de la floraison à la véraison.
Win =
i=V∑
i=F
j˚Win(i) (B.2)
B.1.2 Cumul de températures base 10 et sans prise en compte
des températures supérieures à 19 C˚ : Indice de Glad-
stones (Glad) [42]
Pour chaque jour, une valeur de degrés jour de base 10 et ne prenant pas en compte
les températures supérieures à un seuil fixé à 19 C˚ a été déterminée selon la formule
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donnée en équation B.3 :
∀i ∈ [F ;V ] , j˚Glad(i) =

0, si TM ≤ 10
TM − 10, si 10 < TM < 19
9, si TM ≥ 19
(B.3)
Puis, l’indice (équation B.4) a été calculé en additionnant toutes les valeurs de degrés
jours base 10 et seuillés à 19 C˚ de la floraison à la véraison.
Glad =
i=V∑
i=F
j˚Glad(i) (B.4)
B.1.3 Cumul de températures moyennes et maximales : indice
héliothermique de Huglin (IH) [49]
Pour chaque jour, une valeur de degrés jour entre la température moyenne et la
température maximale auxquelles 10 C˚ sont enlevés a été déterminée. Le calcul est
présenté en équation B.5.
∀i ∈ [F ;V ] , j˚IH(i) = (TM(i)− 10) + (TX(i)− 10) (B.5)
Puis, l’indice a été calculé en additionnant toutes les valeurs de degrés jours en les
pondérant d’un paramètre représentant la longueur du jour déterminé en fonction de la
latitude du domaine (équation B.6).
IH =
i=V∑
i=F
k × j˚IH(i)
2
(B.6)
k est un coefficient de longueur du jour. Sa valeur est de 1.03 pour les latitudes de la
station expérimentale INRA Pech Rouge.
B.1.4 Cumul de précipitations soustrait du cumul de tempéra-
tures : indice thermo-pluviométrique (ITP) de Ribéreau-
Gayon et Peynaud, in [11]
Cet indice était calculé en réalisant la différence entre la somme des températures
entre floraison et véraison et la somme des précipitations sur la même période (équation
B.7).
ITP =
i=V∑
i=F
TM(i)−
i=V∑
i=F
RR(i) (B.7)
B.2 Les indices d’évaluation de l’état hydrique
Un seul indice a été utilisé pour évaluer l’état hydrique de la plante.
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B.2.1 L’indice de sécheresse (IS) [92]
Cet indice a été calculé à partir du 1er avril et jusqu’à la véraison. Sa formule globale
est donnée en équation B.8.
IS = W0 +RRSV − TvV − EsV (B.8)
W0 correspondait à la réserve hydrique initiale du sol. W0=200 mm.
RRSV était la somme des précipitations du 1er avril à la véraison. Elle était calculée
selon la formule de l’équation B.9
RRSV =
i=V∑
i=01/04
RR(i) (B.9)
TvV était la transpiration potentielle de la plante et EsV était l’évaporation directe
du sol. Ils étaient tous deux calculés sur une base mensuelle grâce aux formules détaillées
ci-dessous : la transpiration potentielle mensuelle de la plante (Tvmois) est détaillée en
équation B.10 tandis que l’évaporation directe du sol mensuelle (Esmois) est détaillée en
équation B.11.
Tvmois = kmois × ETPmois (B.10)
Esmois =
ETPmois
Nmois
× (1− kmois)× JPmmois (B.11)
kmois était le coefficient d’absorption radiative de la vigne. Il était évalué à 0,1 en
avril, 0,3 en mai et 0,5 de juin à septembre.
ETPmois était la somme mensuelle d’évapotranspiration potentielle.
Nmois était le nombre de jours par mois.
JPmmois représentait le nombre de jours d’évaporation efficace depuis le sol pour
chaque mois. Il était calculé grâce à la formule donnée en équation B.12.
JPmmois =
RRmois
5
(B.12)
RRmois était la somme mensuelle de précipitations.
Le calcul de l’indice de sécheresse pouvait présenter deux cas différents : la date de
véraison pouvait être en juillet ou en août.
Si la date de véraison était en juillet, Tvmois et Esmois étaient calculés normalement
pour les mois d’avril, mai et juin. Puis pour le mois de juillet, TvJV correspondait à
la transpiration potentielle de la plante jusqu’à la véraison (équation B.13) et EsJV
correspondait à l’évaporation directe du sol en juillet jusqu’à la véraison (équation B.14).
TvJV = 0, 5× ETPJV (B.13)
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ETPJV était la somme d’évapotranspiration potentielle sur le mois de juillet jusqu’à
la véraison.
Esmois =
ETPJV
NJV
× 0, 5× RRJV
5
(B.14)
NJV était le nombre de jours en juillet avant la véraison
RRJV était la hauteur totale des précipitations sur le mois de juillet jusqu’à la véraison
Les valeurs de TvV et EsV étaient alors la somme de ces calculs comme présentés en
équation B.15 pour la transpiration potentielle et en équation B.16 pour l’évaporation
directe du sol.
TvV = Tvavr + Tvmai + Tvjuin + TvJV (B.15)
EsV = Esavr + Esmai + Esjuin + EsJV (B.16)
Si la date de véraison était en août, Tvmois et Esmois étaient calculés normalement
pour les mois d’avril, mai, juin et juillet. Puis pour le mois d’août, TvAV correspondait
à la transpiration potentielle de la plante jusqu’à la véraison (équation B.17) et EsAV
correspondait à l’évaporation directe du sol en août jusqu’à la véraison (équation B.18).
TvAV = 0, 5× ETPAV (B.17)
ETPAV était la somme d’évapotranspiration potentielle sur le mois d’août jusqu’à la
véraison.
Esmois =
ETPAV
NAV
× 0, 5× RRAV
5
(B.18)
NAV était le nombre de jours en août avant la véraison
RRAV était la hauteur totale des précipitations sur le mois d’août jusqu’à la véraison
Les valeurs de TvV et EsV étaient alors la somme de ces calculs comme présentés en
équation B.19 pour la transpiration potentielle et en équation B.20 pour l’évaporation
directe du sol.
TvV = Tvavr + Tvmai + Tvjuin + TvJuil + TvAV (B.19)
EsV = Esavr + Esmai + Esjuin + EsJuil + EsAV (B.20)
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Annexe C
Analyse détaillée du plan factoriel 3-4
de l’ACP réalisée à partir des
paramètres climatiques sur les 11
cépages et les 7 millésimes
La figure C.1 donne la position des individus analysés par l’ACP en cours d’étude dans
la carte factorielle constituée de la troisième et de la quatrième composantes principales.
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Figure C.1 – Carte factorielle des composantes principales 3 et 4 de l’ACP réalisée sur les paramètres
climatiques entre floraison et véraison
Contrairement à la carte factorielle des deux premières composantes principales, les
millésimes sont assez confondus sur ce graphique. Deux millésimes, 2004 et 2006, se
différencient nettement des autres millésimes.
Sur la troisième composante principale, les millésimes sont tous très étendus et les
positions des individus présentent des recoupements d’un millésime à l’autre. Un millé-
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Table C.1 – Correspondance entre le temps entre floraison et véraison et la position sur l’axe 3 par
millésime
2003 2004 2005 2006 2007 2008 2009
FV CP3 FV CP3 FV CP3 FV CP3 FV CP3 FV CP3 FV CP3
47 2,52 45 -2,97 47 -0,33 40 -6,23 50 -1,07 55 -4,17 49 -2,69
47 2,16 45 -0,61 47 -0,54 42 -4,59 51 -0,24 56 -2,25 50 -2,86
53 4,69 46 -0,43 48 -0,81 42 -4,38 51 0,74 56 -2,62 51 -2,20
53 3,85 47 -0,10 50 0,42 45 -4,71 54 0,82 57 -2,31 52 -1,78
53 4,69 49 -0,30 51 0,51 46 -3,50 55 1,39 58 -1,85 52 -1,97
53 0,59 49 0,04 52 0,74 46 -3,50 55 0,81 58 -1,91 53 -1,44
54 4,88 51 0,13 52 0,31 48 -3,43 59 2,73 59 -1,53 54 -1,24
55 2,82 52 1,43 52 1,53 50 -0,67 61 2,87 60 -1,24 54 -1,31
57 1,67 53 1,79 53 2,25 51 -2,04 63 4,06 62 -1,65 55 -0,87
58 2,58 53 1,89 54 2,58 54 -0,34 63 3,96 63 -0,89 56 -0,81
63 7,26 56 2,81 58 4,04 56 0,37 65 4,20 63 -1,29 56 -0,44
FV : nombre de jours entre floraison et véraison, CP3 : Position de l’individu sur la
troisième composante principale
sime se différencie d’un autre par le climat global de floraison à la véraison. Puis, au sein
du millésime, les individus ou cépages se différencient (i) par la date exacte d’atteinte de
la floraison et de la véraison, qui permettent d’ajuster les valeurs des paramètres pour
chacun et (ii) par la longueur de la période entre floraison et véraison qui, comme cela a
été noté dans l’analyse du plan composé des deux premières composantes principales, a
un effet sur la valeur des paramètres correspondant à des sommes de descripteurs.
Le tableau C.1 regroupe les positions de chacun des individus sur la troisième com-
posante principale, séparées par millésimes et ordonnées en fonction du nombre de jours
qu’il s’est passé entre la floraison et véraison. Comme dans le cas du tableau 4.6 pour
l’axe 2, il y a une correspondance globale entre le temps entre floraison et véraison et la
position sur l’axe 3. Au sein de chaque millésime, plus le nombre de jours entre floraison
et véraison est élevé et plus la coordonnée de l’individu sur l’axe 3 est orientée vers le
positif. Les cépages avec un nombre de jours important entre floraison et véraison seront
donc projetés à droite du nuage de points représentant chaque millésime tandis que ceux
avec une véraison d’apparition précoce après la floraison seront positionnés à gauche du
nuage de points. Entre les individus, des inversions peuvent néanmoins être observées. Le
nombre de jours entre floraison et véraison n’est donc pas le seul paramètre influençant
la disposition des individus au sein de chaque nuage de points.
La troisième composante principale pourrait donc permettre de différencier les indi-
vidus selon le nombre de jours entre floraison et véraison auquel seraient associés des
paramètres qui pourraient être mis en avant dans le cercle des corrélations.
Les millésimes sont très peu étendus sur la quatrième composante principale. Cette
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composante principale est donc une composante qui permet de travailler sur le climat
global du millésime.
Sur la quatrième composante principale, 2003, 2005, 2007, 2008 et 2009 sont confon-
dus, au centre de l’axe. Cette composante ne permet donc pas de les différencier entre
eux. 2004 ressort des autres millésimes dans le sens positif de cette composante princi-
pale, tandis que 2006 se sépare dans le sens négatif de l’axe. Cette composante principale
permet donc d’expliciter les différences climatiques entre 2004 et 2006.
Dans les moyennes fournies dans le tableau 4.5, aucune valeur ne permet de différen-
cier 2004 et 2006 entre eux et des autres millésimes. Dans le cas présent, il n’est donc pas
possible de tirer une conclusion a priori sur la signification de cette composante princi-
pale. L’analyse du cercle des corrélations va permettre d’essayer de comprendre quelles
grandeurs permettent de différencier ces millésimes des autres millésimes.
Les différents millésimes semblent suivre une direction oblique toujours semblable
quel que soit le millésime. Le cercle des corrélations pourrait donner une signification à
cette direction.
La figure C.2 donne le cercle des corrélations des paramètres dans le plan constitué
de la troisième et de la quatrième composantes principales.
55
564
53
19
45
31
7
54
35
9
47
46
49
32
52
33
15
21
5
11
26
17
34
20
18
51
44
48
614
10 40
57
8
22
12
25 42
13
39
27
1
324
36
50
16
37
38 29
41
28
2
-0,4
-0,2
0
0,2
0,4
0,6
0,8
1
C
o
m
p o
s a
n
t e
 
p r
i n
c
i p
a
l e
 
4  
-
1 0
,
5 4
%
Cumuls de 
températures, indices 
bioclimatiques plus 
Important nombre de jours où Tm 
est entre 20 et 25 °C 
Humidité de l'air varie beaucoup 
43
23 30
-1
-0,8
-0,6
-1 -0,8 -0,6 -0,4 -0,2 0 0,2 0,4 0,6 0,8 1
C
o
m
p o
s a
n
t e
 
p r
i n
c
i p
a
l e
 
4  
Composante principale 3 - 11,86%
élevés
Nombreuses journées avec moins de 6h où l'humidité de l'air est inférieure à 40% 
Température maximale du sol en surface élevée -
Variation des températures de l'air d'un jour à l'autre élevées
Figure C.2 – Cercle de corrélation des variables - plan 3-4 - ACP réalisée sur les paramètres climatiques
entre floraison et véraison
Contrairement au cercle des corrélations du plan constitué des deux premières com-
posantes principales, les paramètres sont plutôt mal représentés sur ce cercle.
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La troisième composante principale est assez bien corrélée positivement à un ensemble
de paramètres représentant des cumuls de températures et le calcul des différents indices
bioclimatiques entre floraison et véraison hormis l’indice de sécheresse. Cet axe est donc
principalement déterminé par ces sommes. La valeur d’un cumul de températures entre
floraison et véraison va être augmentée d’abord par un nombre de jours sur cette période
plus long puis éventuellement par des températures plus élevées sur celle-ci.
La troisième composante principale est donc, comme cela avait été supposé à l’analyse
de la position des individus, un axe qui pourra permettre de différencier au sein d’un
millésime, les cépages avec le temps entre floraison et véraison le plus long, de ceux avec
le temps le plus court. Il pourra aussi permettre de séparer les millésimes avec des cumuls
de température globalement plus élevés et ceux avec des indices plus faibles.
La quatrième composante principale est assez bien corrélée positivement avec le comp-
teur de jours où la température moyenne de l’air a été comprise entre 20 et 25˚ C (optimum
pour la maturation) et d’importantes variations de l’humidité de l’air d’un jour à l’autre.
En négatif, elle est déterminée par le compteur du nombre de jours où le temps pendant
lesquels l’humidité de l’air a été inférieure à 40% est inférieur à 6 heures, le compteur
du nombre de jours où la température maximale a été supérieure à 35˚ C, la tempéra-
ture maximale du sol en surface et d’importantes variations de température d’un jour à
l’autre.
Cet axe est donc déterminé par l’opposition entre :
– des températures maximales du sol et de l’air élevées associées à de fortes variations
de la température d’un jour à l’autre et un grand nombre de jours où la température
moyenne a été raisonnable.
– un nombre de jours où l’air a rarement été extrêmement sec et d’importantes va-
riations d’humidité de l’air d’un jour à l’autre.
De tels antagonismes n’auraient jamais pu être mis en avant sans la modélisation des
paramètres climatiques et la réalisation de cette ACP.
La figure C.3 présente la position des individus dans la carte factorielle de la troi-
sième et de la quatrième composante principale sur laquelle les directions des groupes de
paramètres présentées auparavant ont été tracées.
Il avait été noté que chaque millésime était étendu selon une même direction oblique.
L’ensemble de paramètres correspondant aux cumuls de températures entre floraison et
véraison détermine cette direction. Sur cette direction, les millésimes se confondent les
uns aux autres.
Cet axe permet donc de différencier les cépages au sein d’un millésime sans réelle-
ment prendre en compte les spécificités climatiques de chaque millésime. Au sein d’un
millésime, une plus forte valeur d’indice bioclimatique reflète un nombre de jours entre
floraison et véraison plus long. Pour un millésime, les cépages avec une floraison précoce
et / ou une véraison tardive seront donc vers la droite du nuage de points tandis que ceux
avec une floraison tardive et / ou une véraison précoce seront vers la gauche du nuage
de points.
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Figure C.3 – Carte factorielle des composantes principales 3 et 4 de l’ACP réalisée sur les paramètres
climatiques entre floraison et véraison avec les directions mises en avant
Le tableau 4.1 montre qu’il n’y a ni un ordre de longueur de la période entre floraison
et véraison entre les cépages ni un temps entre floraison et véraison pour un même cépage
prédéfini. La position de chaque cépage à l’intérieur du nuage de points caractérisant le
millésime sera donc spécifique à chaque millésime. Le tableau 4.1 rappelle aussi que pour
un même nombre de jours entre floraison et véraison, les dates de floraison et véraison
ne sont pas fixes. Les sommes de températures ne seront donc pas toutes identiques. Il y
aura donc une variabilité de la valeur des indices bioclimatiques entre les cépages due aux
températures à proximité de la floraison et à proximité de la véraison. Les températures
autour de ces deux stades phénologiques ont donc un effet déterminant sur la position
d’un cépage au sein du nuage de points représentatif d’un millésime.
Perpendiculairement à cette direction correspondant aux indices bioclimatiques à
l’exception de l’indice de sécheresse, un axe est défini par l’opposition entre (i) des tem-
pératures de l’air modérées, optimales pour la maturation, et des températures maximales
extrêmes associées à un sol chaud en surface et (ii) une humidité de l’air très variable
d’un jour à l’autre et un air qui n’est que peu souvent extrêmement sec.
C’est cet antagonisme qui permet de différencier 2004 et 2006 des autres millésimes.
Il est donc possible de dire que la période entre floraison et véraison du millésime 2006
a présenté un grand nombre de jours où la température a dépassé 35˚ C, un sol chaud
en surface et des températures variables d’un jour à l’autre. De l’autre côté, 2004 a été
caractérisé par une période de floraison à véraison avec des températures optimales pour
la croissance de la baie et beaucoup de variabilité de l’humidité de l’air.
Ce plan permet donc principalement, au sein d’un millésime, de différencier les cépages
en fonction du temps passé entre floraison et véraison et des dates de floraison et véraison.
La position relative d’un cépage au sein d’un millésime peut-être comparée à celle du
même cépage au sein des autres millésimes. Des analogies entre millésimes pour un même
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cépage peuvent donc être réalisées. Ces analogies sont complémentaires à celles réalisées
sur le plan factoriel 1-2 et pourront servir à une caractérisation du climat de chaque
individu en fonction des autres individus.
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