In this note we derive the exact spectral asymptotics for the covariance operator of the Riemann-Liouville process, one of the two common definitions of the fractional Brownian motion. The obtained approximation for the eigenvalues indicates that from the spectral standpoint the Riemann-Liouville process appears to be a closer relative of the standard Brownian motion, than its Mandelbrot-Van Ness counterpart.
The main result
There are two common fractional generalizations of the standard Brownian motion. The one introduced by Mandelbrod and Van Ness in [11] , is the unique Gaussian process, which is H-selfsimilar and has stationary increments. This process B H = (B H t , t ∈ R + ) has covariance function
where H ∈ (0, 1] is its Hurst exponent. A different process W H = (W H , t ∈ R + ) is obtained as the stochastic integral
where B = (B t , t ∈ R + ) is the standard Brownian motion. This definition is motivated by the Riemann-Liouville fractional integration theory, which is where the particular kernel in (1.2) comes from. While both processes have much in common, distinct analytic structure often makes one of them a more adequate extension of the Brownian motion, depending on the context, see [12] . In this paper, we examine this distinction from yet another angle, namely, from the standpoint of the spectral theory of their covariance operators.
Recall that for a random process with covariance function K(s, t) one can associate the integral operator (Kf )(t) := 1 0 K(s, t)f (s)ds, t ∈ (0, 1), acting on a suitable function space. If the kernel K(s, t) is regular enough, say continuous as in our case, then the operator is compact and its spectrum consists only of the eigenvalues λ n , n ∈ N. More precisely, the eigenproblem
has countably many solutions (λ n , ϕ n ). The eigenvalues λ n are nonnegative, since the operator is self-adjoint, and converge to zero if put in decreasing order. The corresponding eigenfunctions form a complete orthonormal basis in L 2 ([0, 1]). The spectral decomposition plays an important role in a variety of applications, including the Karhunen-Loéve expansion, [9, ; equivalence of Gaussian measures, [17] ; the L 2 -small deviations problem, [13] , [14] ; functional quantization, [10] ; sampling from heavy tailed distributions, [19] ; non-central limit theorems, [8] ; statistical analysis, [3] , [4] , etc. Unfortunately problem (1.3) can be solved explicitly only for a few processes.
For the Brownian motion B with K(s, t) = s ∧ t, the eigenproblem has a closed form solution and the eigenvalues are given by the well known formula
For the fractional Brownian motion (fBm) B H with covariance (1.1), no explicit solution to the eigenproblem is known. The asymptotic approximation, recently obtained in [5] (see also [1, 2] , [14] , [10] ), implies that for any
where the constant vanishes only at H = 1 2 (see Remark 2.4). The main result of this paper is the following asymptotic formula for the eigenvalues of the Riemann-Liouville process (1.2).
The difference in the multiplicative factors in formulas (1.5) and (1.6) comes from the normalization, which is usually chosen to match the variances Var(B H t ) = Var(W H t ) = t 2H . The appearance of the same power 2H + 1 in (1.5) and (1.6) can be attributed to fractional integration, being analogous to the way the standard integration affects the spectrum. Therefore, in view of the faster decay of the residual term in (1.6), the Riemann-Liouville process is arguably a more 'genuine' fractional counterpart of the Brownian motion than the Mandelbrot-Van Ness fBm, at least from the spectral perspective.
Proof
The derivation of the formula (1.6) is done by the method, used in [5] to derive (1.5). It is inspired by the approach from [18] to approximation of solutions to integral equations with weakly singular kernels, see also [7] , [15] . The detailed description of the method and the class of operators to which this method is in principle applicable, can be found in [5, Section 4] . In this paper this class is extended to include the Riemann-Liouville fractional integrals and derivatives.
In a nutshell the main idea is to reduce the eigenprolem (1.3) to an equivalent integro-algebraic system of equations, which turns out to be more amenable to asymptotic analysis. This is done using the analytic properties of the Laplace transform
of the solution to (1.3) with the covariance kernel of the process (1.2),
where we defined α := 1 2 − H ∈ (− 1 2 , 1 2 ). The proof for positive and negative values of α is similar, though some calculations are carried out slightly differently; we will give the details only for α > 0, omitting the complementary case.
The proof uses some standard notations and classical tools from complex analysis. Throughout we will use the standard branches of the multivalued functions, unless stated otherwise. Often we will encounter sectionally holomorphic functions, which are holomorphic on the complex plane, cut along the real (semi-)axis with a finite jump discontinuity across the cut. For such a function Ψ(z), we will use the limit notations
Finding a sectionally holomorphic function satisfying given a boundary condition is known as the Hilbert problem. In particular, a function Ψ(z), sectionally holomorphic on C \ R + and satisfying
where g(·) is a Hölder function on R + ∪{∞}, is determined by the Sokhotski-Plemelj formula
Here Q(·) is an entire function, which matches the growth of Ψ(·) at infinity. A comprehensive account of the related theory can be found in [6] .
2.1. The Laplace transform. The following lemma gives the key representation formula for the Laplace transform.
Lemma 2.1. The function defined in (2.1) admits the representation
3)
and the functions Φ 0 (z) and Φ 1 (z), defined in (2.7) below, are sectionally holomorphic on the cut plane C \ R + and satisfy the following estimates
Proof. We can write
where I β a± are the Riemann-Liouville fractional integrals, see [16] . Hence applying the fractional derivative
Using the identity
where we defined
In these notations, (2.5) becomes
and taking the Laplace transform we obtain
where conditions u(1, τ ) = 0 and v(0, τ ) = 0 were taken into account. Consequently, applying the Laplace transform gives
In view of the relation between Laplace transforms of a function and its derivative, equation (2.6) implies
where we used the condition v 0 (0) = 0. Combining the latter three expressions we arrive at the claimed formulas with
(2.7)
The estimates in (2.4) are valid for α > 0 and can be verified by standard calculations.
The function Λ(z) bares much information about the structure of the eigenproblem at hand. Its main properties are summarized in the following lemma.
a) The function in (2.3) admits the closed form expression
It is sectionally holomorphic on C \ R with the limits
9)
which satisfy the following symmetries
and, consequently, (2.12)
Proof. Formula (2.8) follows from the identity
and (2.9)-(2.11) are verified directly using (2.8).
Since Λ(z) = Λ(z), to find all zeros of Λ, it suffices to locate the zeros only in the upper half plane. To this end, let z = νe iφ with ν ∈ R + and φ ∈ (0, π). Then
The real and imaginary parts of this expression vanish if and only if
Eliminating λ c α ν 2−2α from these equations gives
Since α ∈ (0, 1 2 ), the only solution is φ = π 2 . Plugging it back into (2.13) gives ν as in (2.12).
Equivalent problem.
In this section we will formulate a problem, equivalent to solving eigenproblem (1.3). The crucial observation to this end is that, since the integration in (2.1) is carried out on a finite interval, the Laplace transform ϕ(z) is an entire function. However, by Lemma 2.2, the function Λ(z) in the denominator of representation formula (2.2) is discontinuous on the real line and vanishes at ±z 0 . It thus follows that these singularities must be removable, that is, the numerator of (2.2) must compensate the discontinuity and share the zeros with the denominator.
2.2.1.
Removal of singularities. The discontinuity in (2.2) is removed by equating the limits in the upper and the lower half planes,
which, due to (2.10), can be written as
Removal of the poles in (2.2) implies Φ 0 (z 0 ) + Φ 1 (−z 0 )e −z 0 = 0, (2.15) since the zeros of Λ(z) are purely imaginary and conjugate, and Φ j (z) = Φ j (z) by definition (2.7).
Auxiliary integral equations.
Sectionally holomorphic functions Φ 0 (z) and Φ 1 (z), which satisfy the growth estimates in (2.4) and the boundary conditions in (2.14) , can be uniquely characterized by means of solutions to an auxiliary system of integral equations. To this end, note that the non-vanishing sectionally holomorphic function
solves the homogeneous Hilbert problem with the boundary conditions
and satisfies the growth estimates
If we now define X(z) := z −1 X c (z), then in view of (2.4) and (2.16), the sectionally holomorphic function
is O(1) as z → 0 and therefore its restriction to R − is (square) integrable near zero. Dividing the first equation in (2.14) by X + (t) shows that Ψ 0 (z) satisfies the boundary condition
where we used the properties of Λ(z) from Lemma 2.2. Similarly, the function Y (z) :
Therefore the sectionally holomorphic function
is O(1) as z → 0 with (square) integrable restriction to R − near the origin. Dividing the second equation in (2.14) by Y + (t) we find that Ψ 1 (z) satisfies the boundary condition
To recap, we constructed a pair of functions Ψ 0 (z) and Ψ 1 (z), sectionally holomorphic on C \ R + , whose restrictions to R − are (square) integrable and which satisfy the boundary conditions
where
Both of these latter functions are in fact real valued,
Moreover, since by (2.11), θ 0 (t) := θ(νt) is constant with respect to ν, these functions satisfy h(νt) = ν 1−α h 0 (t) and g(νt) = ν α−1 g 0 (t), (2.20) where h 0 (·) and g 0 (·) do not depend on ν.
In view of (2.4) and (2.16), both Ψ 0 (z) and Ψ 1 (z) are asymptotic to constants as z → ∞ and hence applying the Sokhotski-Plemelj formula to (2.19) we get
where the integrals are well defined, since by construction, Ψ 0 (−t) and Ψ 1 (−t) are integrable near the origin. In particular, P (t) := Ψ 0 (−t) and Q(t) := Ψ 1 (−t), t ∈ R + , solve the system of integral equations
In terms of the functions introduced above, condition (2.15) becomes
where P (z) and Q(z) are the unique analytic extensions to the cut plane C\R − . These equations provide an alternative characterisation for solutions to eigenproblem (1.3), as summarised in the following lemma. Note that in (b) either of the constants C 0 or C 1 can be eliminated using the algebraic part (2.22) and thus ϕ depends only on a single constant, which agrees with uniqueness of eigenfunctions up to a multiplicative constant.
Asymptotic analysis.
In this subsection we argue that the system of equations (2.21)-(2.22) has countably many solutions and derive their asymptotics under appropriate enumeration. To this end, consider two systems of integral equations, cf. (2.21),
23)
and
Calculations as in [5, Lemma 5.6] show that the integral operators in (2.23) and (2.24) are contractions on L 2 (R + ), at least for all ν large enough. Since these systems have anti-diagonal structure, fixed point iterations yield the unique solutions, such that
Extending these functions to C \ R − by analyticity and using linearity and scaling property (2.20), solutions to (2.21) can be expressed as
The condition (2.22) now can be written as 
with a constant, which depends only on α. Hence condition (2.26) is equivalent to X c (−iν) 2 e (1−α) π 2 i e −iν 1 + R(ν) = 0 where |R(ν)| ≤ C 1 ν −1 . This implies −2 arg X c (iν) + (1 − α) π 2 − ν + arctan Re R(ν) 1 + Im R(ν) + πn = 0, n ∈ Z.
A tedious but direct calculation shows that |R ′ (ν)| ≤ C 2 ν −1 as well and hence for all positive sufficiently large n, the unique solution to the integroalgebraic system from Lemma 2.3 can be obtained by the fixed point iterations. Enumerating the solutions by n, introduced above, we obtain ν n = πn − 2 arg X c (z 0 ) + (1 − α) π 2 + O(n −1 ), n → ∞. The chosen enumeration may differ by a constant shift from the enumeration, which accounts for all the eigenvalues and puts them in increasing order. This shift can be identified by comparing the formula (2.28) to (1.4) , which should be approached as H ր 1 2 . The details of this calibration procedure can be found in [5, Section 5.1.7] and it produces the formula ν n = πn − π 2 + O(n −1 ), n → ∞, (2.29) which, along with (2.12), gives the asymptotics claimed in (1.6). where the sequence ν n can be written as
The second order asymptotic term here contains an additional part, cf. (2.29), which depends on H and remains nonzero for all H = 1 2 .
