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Abstract
This paper is concerned with an algorithm for finding a singularity of the nonsmooth vector
fields. Firstly, we discuss the main results of the Newton method presented in [12] for solving the
aforementioned problem. Combining this method with a nonmonotone line search strategy, we
then propose a global version of the Newton Method. Finally, numerical experiments illustrating
the practical advantages of the proposed scheme are reported.
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1 Introduction
In this paper, we consider the problem of finding a singularity of the nonsmooth vector fields
defined on Riemannian manifolds, by means of a global version of the Newton method. Although
the interest in nonsmooth functions in the Riemannian setting has increased; see for example
[2, 18, 21, 23, 24, 25, 26, 29], only a few studies exist on nonsmooth vector fields in this context;
see [21, 33]. Recently, [12] proposed and analyzed a version of the Newton method for finding a
singularity of a class of locally Lipschitz continuous vector field. For the smooth vector fields, much
has already been done, see [1, 6, 17, 19, 20, 30, 36]. In, [7] was proposed a global version of the
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Newton method, called damped Newton method, for finding a singularity of smooth vector fields.
In particular, the basic idea of this method is to use a linear search when the full step does not
provide a sufficient decrease for values of the chosen merit function. Owing to the aforementioned
facts, we believe that the development of news schemes for nonsmooth vector fields might be of
significant interest.
Newton method is very popular by their fast local convergence, however, it is very sensitive
with respect to the initial iterate and may diverge if it is not sufficiently close to the solution.
To bypass this drawback, some strategies have been incorporated on the Newton method, for
example, BFGS, Levenberg–Marquardt and Trust Region; see [3, 5, 14, 16, 32]. Another strategy
of particular interest is the one by using a nonmonotone linear search together with a merit function,
see [22, 27]. It is worth pointing out that the nonmonotone strategies have been shown more efficient
than monotone ones owing to the fact that enforcing the monotonicity of the function values may
make the method to converge slower.
The goal of this paper is to present a global version of the Newton method for finding a singularity
of nonsmooth vector fields. Basically, we combine our first algorithm presenting in [12] with the
nonmonotone line search strategy. We show that any accumulation point of the iterative sequence
is a stationary point of the chosen merit function. To the convergence rate, we ensure that the
sequence generated by the proposed method reduces to a sequence generated by the Newton method
after a finite number of iterations. Moreover, to assess the practical behavior of the new scheme,
some numerical experiments are reported. In particular, we present a scenario in which the global
version becomes interesting in practice.
This paper is organized as follows. In Section 2, some notations and basic results are presented.
In Section 3, we discuss some main results of nonsmooth analysis and of the Newton method to
the Riemannian context. In Section 4, we describe a global version of the Newton method and
establish its convergence theorems. In Section 5, we present some numerical experiments of the
proposed scheme. Finally, some concluding remarks are given in Section 6.
2 Notations and Definition
In this section, we recall some notations, definitions, and basic properties used herein, see, for
example, [28, 34, 35]. Let M be an n-dimensional smooth Riemannian manifold with Riemannian
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metric denoted by 〈·, ·〉 and the corresponding norm by ‖·‖. The length of a piecewise smooth curve
γ : [a, b]→M joining p to q in M, i.e., γ(a) = p and γ(b) = q, is denoted by ℓ(γ). The Riemannian
distance between p and q is defined as d(p, q) = infγ∈Γp,q ℓ(γ), where Γp,q denotes the set of all the
piecewise smooth curves in M joining points p and q. This distance induces the original topology
on M; i.e., (M, d) is a complete metric space and the bounded and closed subsets are compact.
The open ball of radius δ > 0, centered at p is defined by Bδ(p) := {q ∈ M : d(p, q) < δ}. The
tangent space at point p is denoted by TpM, the tangent bundle by TM :=
⋃
p∈M TpM, and a vector
field by a mapping X : M → TM such that X(p) ∈ TpM. Let γ be a curve joining points p and
q in M, and let ∇ be the Levi–Civita connection associated to (M, 〈·, ·〉). For each t ∈ [a, b], ∇
induces a linear isometry between the tangent spaces Tγ(a)M and Tγ(t)M, relative to 〈·, ·〉, defined
by Pγ,a,tv = Y (t), where Y denotes the unique vector field on γ such that ∇γ′(t)Y (t) = 0 and
Y (a) = v. The aforementioned isometry is called parallel transport along the segment γ joining
γ(a) to γ(t). It can be showed that Pγ, b, t◦Pγ, a, b = Pγ, a, t and Pγ, t, a = P−1γ, a, t, for all a ≤ b ≤ t. For
simplicity and convenience, whenever there is no confusion, we consider the notation Pγ,p,q instead
of Pγ, a, b, where γ denotes a segment joining p to q, with γ(a) = p and γ(b) = q. We use the short
notation Ppq instead of Pγ,p,q whenever there exists a unique geodesic segment joining p to q. Let
f : M → R be a smooth function, the Riemannian gradient f ′(p) of f at p ∈ M is defined as the
unique element in TpM such that
f ′(p)T ξp = Df(p)[ξp], ∀ ξp ∈ TpM, (1)
where Df(p) : TpM → TpM is the differential of f at p. A vector field Y along the smooth curve
γ in M is parallel when ∇γ′Y = 0. If γ′ is parallel, we say that γ is a geodesic. Because the
geodesic equation ∇γ′γ′ = 0 is a second-order nonlinear ordinary differential equation, the geodesic
γ is determined using its position p and velocity v at p. It is easy to check that ‖γ′‖ is constant.
The restriction of a geodesic to a closed bounded interval is called a geodesic segment. A geodesic
segment joining p to q in M is minimal if its length is equal to d(p, q), and, in this case, it will be
denoted by γpq. A Riemannian manifold is complete if its geodesics γ(t) are defined for any value of
t ∈ R. The Hopf–Rinow theorem asserts that any pair of points in a complete Riemannian manifold
M can be joined by a (not necessarily unique) minimal geodesic segment. Hereinafter, M denotes
an n-dimensional smooth and complete Riemannian manifold. Because of the completeness of the
Riemannian manifold M, the exponential map at p, expp : TpM→M can be given by expp v = γ(1),
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where γ denotes the geodesic defined by its position p and velocity v at p, and γ(t) = expp(tv) for
any value of t. The inverse of the exponential map (if exists) is denoted by exp−1p . Let p ∈M, the
injectivity radius of M at p is defined by rp := sup{r > 0 : expp|Br(0p) is a diffeomorphism}, where
0p denotes the origin of the TpM, and Br(0p) := {v ∈ TpM : ‖v − 0p‖ < r}.
Remark 1. For p¯ ∈ M, the above definition implies that if 0 < δ < rp¯, then expp¯Bδ(0p¯) = Bδ(p¯).
Therefore, for all p, q ∈ Bδ(p¯), there exists a unique geodesic segment γ joining p to q, given by
γpq(t) = expp(t exp
−1
p q) for all t ∈ [0, 1] and d(p, q) = ‖ exp−1p q‖.
Next, we present a quantity that plays an important role in the sequel; it was defined in [13].
Definition 2. Let p ∈ M and rp be the radius of injectivity of M at p. We define the quantity as
follows:
Kp := sup
{
d(expq u, expq v)
‖u− v‖ : q ∈ Brp(p), u, v ∈ TqM, u 6= v, ‖v‖ ≤ rp, ‖u− v‖ ≤ rp
}
.
In the following remark, we show that an estimative for the value of Kp can be found for Rie-
mannian manifolds with non-negative sectional curvature.
Remark 3. The number Kp measures how fast the geodesics spread apart in M. Particularly, when
u = 0 or, more generally, when u and v are on the same line through 0, then d(expq u, expq v) =
‖u − v‖. Therefore, Kp ≥ 1 for all p ∈ M. When M has non-negative sectional curvature, the
geodesics spread apart less than the rays [15, Chapter 5], i.e., d(expp u, expp v) ≤ ‖u − v‖; in this
case, Kp = 1 for all p ∈M.
Definition 4. The directional derivative of X at p along the direction v ∈ TpM is defined by
∇X(p, v) := lim
t↓0
1
t
[
Pexpp(tv)pX(expp(tv))−X(p)
]
∈ TpM,
whenever the limit exists, where Pexpp(tv)p denotes the parallel transport along γ(t) = expp(tv).
In particular, if the directional derivative exists for every v, the vector field X is directionally
differentiable at p. We end this section with two definitions know, namely norm of a linear mapping
and descent direction for functions on Riemannian manifolds.
Definition 5. Let p ∈M. The norm of a linear mapping A : TpM→ TpM is defined by
‖A‖ := sup {‖Av‖ : v ∈ TpM, ‖v‖ = 1} .
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Definition 6. Let f : M→ R be a continuously differentiable function in a neighborhood of p ∈M.
A vector v ∈ TpM, is called a descent direction for f at p if satisfies f ′(p)T v < 0, where f ′(p)T is
the transpose of the gradient of f at p.
3 Preliminary Results
Here, we discuss on Riemannian settings the main results of nonsmooth analysis studied in [12].
We begin by presenting the concept of locally Lipschitz continuous vector fields. This concept was
introduced in [11] for gradient vector fields, and its extension to general vector fields can be found
in [9, p. 241].
Definition 7. A vector field X : Ω ⊆ M → TpM is regarded as locally Lipschitz continuous if for
each p¯ ∈ Ω there exist constants L, δ > 0, such that ‖Pγ,p,qX(p)−X(q)‖ ≤ L ℓ(γ) for all p, q ∈ Bδ(p¯)
and all geodesic segment γ joining p to q.
Remark 8. According to the Rademacher theorem, see [12, Theorem 3.2], locally Lipschitz contin-
uous vector fields are everywhere differentiable.
Next, we define the Clarke–generalized covariant derivative of a vector field, which has appeared
in [12]. This derivative requires only the local Lipschitz continuity of the vector field X and its
well-definedness is ensured by Rademacher theorem.
Definition 9. The Clarke–generalized covariant derivative of a locally Lipschitz continuous vector
field X is a set-valued mapping ∂X : M⇒ TM defined as
∂X(p) := conv
{
H ∈ L(TpM) : ∃ {pk} ⊂ DX , lim
k→∞
pk = p, H = lim
k→∞
Ppkp∇X(pk)
}
,
where “conv” represents the convex hull, L(TpM) the vector space that comprises all the linear
operators from TpM to TpM, and DX the set of points at which X is differentiable.
Remark 10. According Definition 9 and [17, Corollary 3.1], it is evident that if X is differentiable
near p, and if its covariant derivative is continuous at p, then ∂X(p) = {∇X(p)}. Otherwise,
∂X(p) could contain other elements that are different from ∇X(p), even if X is differentiable at
p (see [10, Example 2.2.3]). In [12, Proposition 3.1] were established important results for the
Clarke–generalized covariant derivative. The results established there that will be useful in our
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study are: (i) no vacuity of the set ∂X(p) for all p ∈ M and (ii) local limitation for set-valued
mapping ∂X : M⇒ TM, i.e., for all δ > 0 and any p ∈M, there exists a L > 0, such that ‖V ‖ ≤ L
for all q ∈ Bδ(p) and all V ∈ ∂X(q).
The next definition is important for the discussions hereinafter, as it presents an important
condition for ensuring the well-definedness of the sequence generated by the Newton methods even
when there is no differentiability.
Definition 11. We say that a vector field X on M is regular at p ∈ M if all Vp ∈ ∂X(p) are
non-singular. If X is regular at every point of Ω ⊆M, we say that X is regular on Ω.
Next, we establish for the locally Lipschitz continuous vector fields that, if Vp¯ is non-singular
there exists a neighborhood of p¯ ∈ M where Vp is non-singular. The proof is analogous to [12,
Lemma 4.2].
Lemma 12. Let X be a locally Lipschitz continuous vector field on M. Assume that X is regular
at p¯ ∈M and let λp¯ ≥ max{‖V −1p¯ ‖ : Vp¯ ∈ ∂X(p¯)}. Then, for every ǫ > 0 satisfying ǫλp¯ < 1, there
exists 0 < δ < rp¯ such that X is regular on Bδ(p¯) and
‖V −1p ‖ ≤
λp¯
1− ǫλp¯ , ∀ p ∈ Bδ(p¯), ∀ Vp ∈ ∂X(p).
As already mentioned, in this paper, we propose and investigate a global version of the Newton
method for finding a singularity of a vector field X on M, i.e., to solve the following problem
find p ∈M such that X(p) = 0, (2)
where X denotes a locally Lipschitz continuous vector field on M. In [12] was propose a version
of Newton method (NM) for solving the problem (2). The algorithm is described formally in the
sequence.
Algorithm 1. Newton method
Step 0. Let p0 ∈M be given, and set k = 0.
Step 1. If X(pk) = 0, then stop.
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Step 2. Choose a Vk := Vpk ∈ ∂X(pk) and compute pk+1 = exppk(−V −1k X(pk)).
Step 3. Set k ← k + 1, and go to Step 1.
The local convergence analysis of the Newton method described by Algorithm 1 was made under
the following assumptions for the locally Lipschitz continuous vector field X.
A1. Let p¯ ∈M, 0 < δ < rp¯ and X be regular on Bδ(p¯). Consider λp¯ ≥ max{‖V −1p¯ ‖ : Vp¯ ∈ ∂X(p¯)}
and ǫ > 0 satisfy ǫλp¯ < 1. For all p ∈ Bδ(p¯) and all Vp ∈ ∂X(p) there hold
‖V −1p ‖ ≤
λp¯
1− ǫλp¯ , (3)∥∥X(p¯)− Ppp¯ [X(p) + Vp exp−1p p¯]∥∥ ≤ ǫ d(p, p¯)1+µ, 0 ≤ µ ≤ 1. (4)
It is worth mentioning that the semismooth and µ-order semismooth vector fields for 0 < µ ≤ 1
satisfy inequalities (3) and (4), see [12].
Definition 13. Let 0 < δ < rp¯ be given by above assumption. The Newton iteration mapping
NX : Bδ(p¯)⇒M for X is defined by NX(p) := {expp(−V −1p X(p)) : Vp ∈ ∂X(p)}.
In the following, we present a result about the behavior of the Newton iteration mapping near a
singularity of the vector field X, whose proof can be found in [12, Lemma 4.1].
Lemma 14. Suppose that p∗ ∈M is a solution of problem (2), X satisfies A1 with p¯ = p∗ and the
constants ǫ > 0, 0 < δ < rp∗ and 0 ≤ µ ≤ 1 satisfy ǫλp∗(1 + δµKp∗) < 1. Then, there exists δˆ > 0
such that X is regular on B
δˆ
(p∗) and
d
(
expp(−V −1p X(p)), p∗
) ≤ ǫλp∗Kp∗
1− ǫλp∗
d(p, p∗)
1+µ, ∀ p ∈ B
δˆ
(p∗), ∀ Vp ∈ ∂X(p).
Consequently, NX is well-defined on Bδˆ(p∗) and NX(p) ⊂ Bδˆ(p∗) for all p ∈ Bδˆ(p∗).
We end this section with a result establishing the convergence rate for a sequence generated by
Algorithm 1. Its proof is a direct application of Lemma 14, see [12, Theorem 4.1].
Theorem 15. Suppose that p∗ ∈M is a solution of problem (2), X satisfies A1 with p¯ = p∗, and
the constants ǫ > 0, 0 < δ < rp∗ and 0 ≤ µ ≤ 1 satisfy ǫλp∗(1 + δµKp∗) < 1. Then, there exists
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0 < δˆ < δ such that for each p0 ∈ Bδˆ(p∗)\{p∗}, {pk} in Algorithm 1 is well defined, belongs to
B
δˆ
(p∗), and converges to p∗ with order 1 + µ as follows:
d (pk+1, p∗) ≤ ǫλp∗Kp∗
1− ǫλp∗
d(pk, p∗)
1+µ, k = 0, 1, . . . .
4 Global Version of the Newton Method
In this section, we propose e analyze a global version of the Newton Method (GNM) for finding a
singularity of locally Lipschitz continuous vector fields on M, i.e., to solve problem (2). Basically,
the GNM consists of combining the Newton method given by Algorithm 1, with the nonmonotone
line search technique of [22]. In particular, this technique guarantees a nonmonotone decrease of
the merit function ϕ : M→ R defined by
ϕ(p) :=
1
2
‖X(p)‖2, (5)
with ‖ · ‖ denoting the Euclidean norm. To analyze the global convergence of the proposed scheme,
we assume throughout this paper that the function ϕ is continuously differentiable, even though
X itself is not. Moreover, the gradient de ϕ at p is explicitly computable using any element of
the Clarke–generalized covariant derivative of X, i.e., ϕ′(p) = V TX(p) for any V ∈ ∂X(p). In the
following, we formally state the GNM to solve problem (2).
Algorithm 2. Global Version of the Newton Method
Step 0. Choose parameters β ∈ (0, 1) and σ ∈ (0, 1/2). Let p0 ∈ M and M ≥ 0 be given. Set
k = 0 and m0 = 0.
Step 1. If X(pk) = 0, then stop.
Step 2. Choose a Vk := Vpk ∈ ∂X(pk) and compute vk := vpk ∈ TpkM as a solution of the linear
equation
X(pk) + Vkv = 0. (6)
If such vk exists go to Step 3; otherwise, set vk = −ϕ′(pk) = −[V Tk X(pk)], with ϕ defined by
(5).
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Step 3. If vk = 0, then stop. Otherwise, set α = 1 and do α = βα, while
ϕ(exppk (αvk)) > max0≤j≤mk
{ϕ(pk−j)}+ σαϕ′(pk)T vk, (7)
with the nonmonotone index function mk ≤ min{mk−1 + 1, M} for all k ≥ 1.
Step 4. Set αk = α, update pk+1 := exppk(αvk), k ← k + 1, and go to Step 1.
Remark 16. Notably, to guarantee the well-definedness of a sequence generated by Algorithm 2,
we should to check in each iteration k three issues: (i) the Clarke–generalized covariant derivative
∂X(pk) must be nonempty, see [12, Proposition 3.1]; (ii) all element Vk ∈ ∂X(pk) must be non-
singular, see Lemma 12; and (iii) the search direction vk ∈ TpkM obtained in Setp 2 must be a
descent direction for ϕ at pk. The last condition is discussed in the following. Finally, we remark
that if X is continuously differentiable and M = 0 our method is equivalent to the method proposed
in [8].
In the following, we present an useful result for establishing the well-definedness of a sequence
generated by Algorithm 2. Its proof is similar to [8, Lemma 3] and, we decided to present the proof
here for the sake of completeness.
Lemma 17. Suppose that p ∈M is such that X(p) 6= 0 and V ∈ ∂X(p). Assume that v = −V TX(p)
or that is a solution of the following linear equation
X(p) + V v = 0. (8)
If v 6= 0, then v is a descent direction for ϕ at p.
Proof. Firstly, assume that v = −V TX(p). Since ϕ′(p) = V TX(p), we have ϕ′(p)T v =
−‖V TX(p)‖2 < 0. Now, suppose that v is a solution of (8), i.e., v = −V −1X(p). Again us-
ing the fact that ϕ′(p) = V TX(p), we obtain that ϕ′(p)T v = X(p)TV v. By the property of the
norm, we have ϕ′(p)T v = −‖X(p)‖2 < 0, since X(p) 6= 0. Therefore, for both choices, we conclude
that v is a descent direction for ϕ at p.
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4.1 Global Convergence Analysis
In this section, we shall present and prove a result on the global convergence of the GNM. We show
that under natural assumptions, this method is well defined and preserves the fast convergence
rates of the Newton method described by Algorithm 1. We begin by showing that the GNM is well
defined, i.e., the Setp 3 in Algorithm 2 is satisfied in a finite number of backtrackings.
Lemma 18. Let {pk} be a sequence generated using Algorithm 2. Then {pk} is well defined.
Proof. Let p0 ∈ M and suppose that X(p0) 6= 0. According to Lemma 17, we obtain that v0 =
−V −10 X(p0) or v0 = V T0 X(p0) are such that ϕ′(p0)T v0 < 0. Since ϕ : M → R is a continuously
differentiable function and σ ∈ (0, 1/2), we have
lim
t↓0
ϕ(expp0(tv0))− ϕ(p0)
t
= ϕ′(p0)
T v0 ≤ σϕ′(p0)T v0 < 0.
Therefore, it is straightforward to show that there exists δ ∈ (0, 1] such that
ϕ(expp0(tv0)) < ϕ(p0) + σtϕ
′(p0)v0 = ϕ(pl(0)) + σtϕ
′(p0)v0, t ∈ (0, δ)
The last inequality implies that α0 is well defined. Hence, p1 generated using Algorithm 2 is well
defined. Using an induction argument, we can prove that {pk} is well define and the proof of lemma
is concluded.
In the next theorem, we will also show that all limit points of the sequence generated by the
Algorithm 2 are singularities for the vector field X. To this end, we assume that the sequence
generated using Algorithm 2 is infinite, and that vk 6= 0 and X(pk) 6= 0 for all k = 0, 1, . . ..
Otherwise, if {pk} is finite, then the last iterate is a solution of problem (2) or a stationary point
of the merit function ϕ defined in (5).
Theorem 19. Let X be a locally Lipschitz continuous vector field on M. Assume that X is regular
at p∗ ∈ M, the level set Ω0 := {p ∈ M : ϕ(p) ≤ ϕ(p0)} is bounded, and {pk} generated using
Algorithm 2 has a accumulation point p∗. If {vk} is bounded, then p∗ is a singularity of X.
Proof. We show that p∗ ∈ M is such that X(p∗) = 0 whenever {vk} is bounded, by adapting
the proof present in [22, Theorem 1]. Without loss of generality, we assume that ϕ′(pk) 6= 0
and X(pk) 6= 0 for all k = 0, 1, . . .. Owing to X be regular at p∗ by using Lemma 12 for every
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ǫ > 0 satisfying ǫλp∗ < 1, there exists 0 < δ < rp∗ such that Vk ∈ ∂X(pk) is non-singular for all
pk ∈ Bδ(p∗). Hence, (6) has a solution and vk = −V −1k X(pk) for k = 0, 1, . . .. Let l(k) be an integer
such that k −mk ≤ l(k) ≤ k and
ϕ(pl(k)) := max
0≤j≤mk
ϕ(pk−j). (9)
Since mk+1 ≤ mk + 1, it follows that {ϕ(pl(k))} is monotonically nonincreasing, and from the
boundless of Ω0, we ensure that {ϕ(pl(k))} has a limit as k goes to infinity. From (7) and (9), for
k > M , we have
ϕ(pl(k)) ≤ ϕ(pl(k)−1) + σαl(k)−1ϕ′(pl(k)−1)T vl(k)−1. (10)
Because αl(k)−1 > 0 and ϕ
′(pl(k)−1)
T vl(k)−1 < 0, by taking limits as k goes to infinity, in (10),
it follows that limk→∞[αl(k)−1ϕ
′(pl(k)−1)
T vl(k)−1] = 0 and following the idea in the proof of [22,
Theorem 1 (a)], we can write limk→∞[αkϕ
′(pk)
T vk] = 0. Now, let p∗ be an accumulation point of
{pk}, and relabel {pk} a subsequence converging to p∗. Hence, there exists a subsequence of indices
K ⊂ N such that
lim
k∈K
[αkϕ
′(pk)
T vk] = 0. (11)
We have two possible cases to consider: lim supk∈K αk > 0 or limk∈K αk = 0. In the first case,
passing onto a further subsequence if necessary, we can assume from (11) that limk∈K1 ϕ
′(pk)
T vk = 0
where K1 ⊂ K. Because {vk} is bounded, there exists a subsequence of indices K2 ⊂ K1 such that
limk∈K2 vk = v∗ 6= 0. Moreover, using that limk∈K2 pk = p∗ and that ϕ is continually differentiable,
we obtain that ϕ′(p∗)
T v∗ = 0. In addition, since vk = −V −1k X(pk) and ϕ′(pk)T vk = −‖X(pk)‖2,
we conclude that X(p∗) = 0 what means p∗ is a singularity of X. Now, we assume that second case
holds, i.e., limk∈K αk = 0. Let αk be chosen in the Step 3 of Algorithm 2 such that αk = α¯k/2,
where α¯k was the last step that satisfy (7), i.e.,
ϕ(exppk(α¯kvk)) > max0≤j≤mk
{ϕ(pk−j)}+ σα¯kϕ′(pk)T vk ≥ ϕ(pk) + σα¯kϕ′(pk)T vk, k ∈ K. (12)
Using equality (1), the fact that expp(0) = p for p ∈ M, and the mean value theorem applied to
the smooth function ϕ ◦ exppk : TpkM→ R, there exists tk ∈ [0, α¯k] such that
ϕ(exppk(α¯kvk))− ϕ(pk)
α¯k
= D(ϕ ◦ exppk)(tkvk)[vk] = ϕ′(exppk(tkvk))T [D exppk(tkvk)[vk]], (13)
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for k ∈ K. Combining (12) and (13), we obtain that ϕ′(exppk(tkvk))T [D exppk(tkvk)[vk]] >
σϕ′(pk)
T vk. Since {vk} is bounded, there exists a subsequence of indices K1 ⊂ K such
that limk∈K1 vk = v∗ 6= 0, and thus limk∈K1{tkvk} = 0. Using that the exponential map-
ping is smooth and limk∈K1 pk = p∗, we have limk∈K1{exppk(tkvk)} = expp∗(0) = p∗ and
limk∈K1 D exppk(tkvk)[vk] = D expp∗(0)[v∗] = v∗. Hence, owing to ϕ be continuous differentiable
taking limit on the last inequality, we get
lim
k∈K1
ϕ′(exppk(tkvk))
T [D exppk(tkvk)[vk]] = ϕ
′(p∗)
T v∗ ≥ σϕ′(p∗)T v∗.
This implies that (1− σ)ϕ′(p∗)T v∗ ≥ 0, which may only holds when ϕ′(p∗)T v∗ ≥ 0 since 1− σ > 0.
On the other hand, since ϕ′(pk)
T vk < 0, by taking limit, we conclude that ϕ
′(p∗)
T v∗ ≤ 0, which
combined with ϕ′(p∗)
T v∗ ≥ 0, yields ϕ′(p∗)T v∗ = 0. So, since ϕ′(p∗)T v∗ = −‖X(p∗)‖2 and v∗ is a
descent direction for ϕ at p∗, we conclude that X(p∗) = 0, and proof theorem is complete.
Now, we prove a global convergence theorem for the GNM. In particular, we show that after a
finite number of iteration, our method reduces to the NM described by Algorithm 1. Consequently,
under natural assumptions the fast local convergence for the GNM is preserved.
Theorem 20. Let X be a locally Lipschitz continuous vector field on M. Assume that X satisfies
A1 with p¯ = p∗, the level set Ω0 := {p ∈ M : ϕ(p) ≤ ϕ(p0)} is bounded and {pk} generated using
Algorithm 2 has a accumulation point p∗. Then, p∗ is a singularity of X and {pk} generated by
Algorithm 2 with σ ∈ (0, 1/2) converges to p∗ with order 1 + µ.
Proof. Since X satisfies A1 with p¯ = p∗, we can take λp∗ > 0 such that λp∗ ≥ max{‖V −1p∗ ‖ : Vp∗ ∈
∂X(p∗)}. So, it follows from Lemma 12 that for every ǫ > 0, 0 ≤ µ ≤ 1 and 0 < δ < rp∗ satisfying
ǫλp∗(1 + δ
µKp∗) < 1, we have
∥∥V −1k ∥∥ ≤ λp∗1− ǫλp∗ , ∀ pk ∈ Bδ(p∗), ∀ Vk ∈ ∂X(pk). (14)
On the other hand, using that the parallel transport is an isometry and some algebraic manipula-
tions, we obtain that ‖X(pk)‖ ≤ ‖X(p∗)−Ppkp∗ [X(pk)+Vk exp−1pk p∗]‖+‖X(p∗)‖+‖Vk‖‖ exp−1pk p∗‖.
Now, since X satisfies (4), all element Vk ∈ ∂X(pk) is such that ‖Vk‖ ≤ L, where L > 0 repre-
sentees the Lipschitz constant of X around p∗, see [12, Proposition 3.1 (ii)]. Moreover, using that
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‖ exp−1pk p∗‖ = d(pk, p∗) < δ the last inequality reduces to
∥∥X(pk)∥∥ < (ǫ+ L)δµ + ∥∥X(p∗)∥∥. (15)
This implies that {X(pk)} is bounded. Combining (6), (14) and (15), we have {vk} is bounded, and
according to Theorem 19, we conclude that X(p∗) = 0. Now, we turn to the convergence rate. To
this end, we proceed to prove that there exists an integer k0 > 0 such that for all k ≥ k0, we have
αk = 1; hence pk+1 = exppk(vk), where vk = −V −1k X(pk). Indeed, since Vp∗ is non-singular and
X(p∗) = 0, Lemma 14 implies that there exists 0 < δˆ < δ such that Vk ∈ ∂X(pk) is non-singular
for all pk ∈ Bδˆ(p∗) and NX(pk) ⊂ Bδˆ(p∗). Consequently, pk+1 ∈ Bδˆ(p∗). Since p∗ is a cluster
point of {pk}, there exists k0 > 0 such that shrinking δˆ if necessary, we have pk0 ∈ Bδˆ(p∗). Let
p˜k0 := exppk0
(v0). Considering that X(p∗) = 0 and the parallel transport is an isometry, we obtain
by (4) with µ = 0 that
‖X(p˜k0)‖ −
∥∥∥Vk0+1 exp−1p˜k0 p∗
∥∥∥ ≤ ǫd(p˜k0 , p∗). (16)
Since p˜k0 ∈ Bδˆ(p∗), we can apply [12, Proposition 3.1 (ii)] to conclude that all element Vk0+1 ∈
∂X(p˜k0) is such that ‖Vk0+1‖ ≤ L. Moreover, since ‖ exp−1p˜k0 p∗‖ = d(p˜k0 , p∗), inequality (16) reduces
to ‖X(p˜k0)‖ ≤ (ǫ+ L)d(p˜k0 , p∗). Now, using Lemma 14 with p = pk0 and µ = 0, we obtain that
‖X(p˜k0)‖ ≤ (ǫ+ L)
ǫλp∗Kp∗
1− ǫλp∗
d(pk0 , p∗). (17)
Because p˜k0 = exppk0
(−V −10 X(pk0)) and ‖V −10 ‖ ≤ λp∗/(1 − ǫλp∗) using triangular inequality, the
definition of the exponential mapping and Lemma 14, we have
d(pk0 , p∗) ≤
λp∗
1− ǫλp∗
‖X(pk0)‖+ d(p˜k0 , p∗) ≤
λp∗
1− ǫλp∗
‖X(pk0)‖+
ǫλp∗Kp∗
1− ǫλp∗
d(pk0 , p∗).
This implies that d(pk0 , p∗) ≤ [λp∗/(1 − ǫλp∗(1 +Kp∗))]‖X(pk0)‖. Thus, combining this inequality
with (17) we conclude that ‖X(p˜k0)‖ǫ¯ ≤ ‖X(pk0)‖, where ǫ¯ = (ǫ+L)ǫλ2p∗Kp∗/(1−ǫλp∗)[1−ǫλp∗(1+
Kp∗)]. By (5), since ϕ
′(pk0)
T v0 = −‖X(pk0)‖2, we can take ǫ > 0 such that ǫ¯ ≤
√
1− 2σ to conclude
that
ϕ(p˜k0) =
1
2
‖X(p˜k0)‖2 ≤
1− 2σ
2
‖X(pk0)‖2 ≤ max
0≤j≤mk0
{ϕ(pk0−j)}+ σϕ′(pk0)T v0.
From (7), we have αk0 = 1; hence pk0+1 = p˜k0 . This implies that pk0+1 ∈ Bδˆ(p∗) since NX(pk0) ⊂
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δˆ
(p∗). By induction of the above arguments, we obtain that
αk = 1, pk+1 ∈ NX(pk) ⊂ Bδˆ(p∗), ∀ k ≥ k0. (18)
Since ǫ > 0 and 0 < δ < rp∗ satisfy ǫλp∗(1 + δ
µKp∗) < 1, we can apply Theorem 15 to conclude
from (18) that the sequence {pk} generated by Algorithm 2 converges with order 1 + µ to p∗.
5 Numerical Experiments
This section reports some preliminary numerical experiments obtained by applying the GNM and
NM under a class of locally Lipschitz continuous vector fields. Before setting the problem, we begin
by presenting some preliminaries on the sphere geometry. Let 〈·, ·〉 be the usual inner product on
R
n, with corresponding norm denoted by ‖ · ‖. The (n− 1)–dimensional Euclidean sphere and its
tangent hyperplane at a point p are denoted, respectively, by
S
n−1 := {p = (p1, . . . , pn) ∈ Rn : ‖p‖ = 1} , TpSn−1 := {v ∈ Rn : 〈p, v〉 = 0} .
Now, we present the problem at stake. The absolute value vector field (AVVF) is described as:
find p ∈ Sn−1 such that (I − ppT ) [Ap− |p| − b] = 0,
where I denote the n×n identity matrix, I−ppT : Rn → TpSn−1 is the linear mapping denominated
by projection onto the tangent hyperplane TpS
n−1, A ∈ Rn×n, b ∈ Rn ≡ Rn×1, and |p| denotes the
vector whose i-th component is equal to |pi|. In our implementation, each AVVF was generated
randomly. We used the Matlab routine sprand to construct matrix A. In particular, this routine
generates a sparse matrix with a predefined dimension, density, and singular values. Initially, we
defined the dimension n of the problem and the density. Next, we randomly generated the vector of
singular values from a uniform distribution on (0, 1). To ensure that the condition ‖A−1‖ < 1/3 is
fulfilled and consequently the well-definedness of the method be guaranteed (see [4, Theorem 2]), we
rescale the vector of singular values. To generate the vector b, we selected a random solution p∗ ∈
S
n−1 from a uniform distribution on (−100, 100) and computed b = Ap∗ − |p∗|. In both methods,
we choose p0 ∈ Sn−1 uniform distribution on (−100, 100) as the starting point. We stopped the
execution of Algorithm 2 at pk, declaring convergence if ‖(I − pkpTk )[Apk − |pk| − b]‖ < 10−6. In
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case this stopping criterion is not satisfied, the method stops when a maximum of 100 iterations
has been performed. For this class of problems, an element of the Clarke–generalized Jacobian at
p (see [12, 4, 31]) is given by
V = (I − ppT )[A− diag(sgn(p))]− pT [Ap − |p| − b]I, p ∈ Sn−1,
where diag(α) denotes a diagonal matrix with diagonal elements α1, α2, . . . , αn, and sgn(p) denotes
a vector with components equal to −1, 0, or 1 depending on whether the corresponding component
of the vector p is negative, zero, or positive, respectively. The numerical results were obtained using
Matlab version R2016a on a 2.5 GHz Intel R© CoreTM i5 2450M computer with 6 GB of RAM and
Windows 7 ultimate system.
Table 1: Performance of the GNM and NM
GNM (M = 0) GNM (M = 1) GNM (M = 5) NM
Dimension % It Time % It Time % It Time % It Time
100 99 40 13.96 96 29 13.58 98 32 17.58 95 20 18.74
400 97 28 14.96 92 25 14.53 96 36 20.61 86 20 18.69
800 97 25 15.36 100 23 14.82 96 23 23.38 94 24 22.20
1600 98 34 17.14 96 31 16.91 90 34 23.43 95 25 23.80
Table 1 display the numerical results obtained for AVVFs of dimensions 100, 400, 800, and 1600.
For the numerical tests, we considered three options distinct for the constant M , namely M = 0,
M = 1, and M = 5. It is worth pointing out that for M = 0 the equality (7) reduces to Armijo
condition for all k = 0, 1, . . .. The methods were compared on the percentage of problems solved
(%), average number of iterations (It), and average CPU time in seconds (Time). We generated 100
AVVFs of dimensions 100, 400, 800, and 1600. The density of matrix A was set to 0.003, similar
to that in [6]. This implies that only approximately 0.3% of the elements of A are non-null. We
executed each test problem for three times and defined the corresponding CPU time as the mean
of these measurements to reach a higher accuracy of the CPU time.
Analyzing Table 1, we can observe that for the set of test problems, the strategy of globalization
becomes the NM more robust. For example, for AVVEs of dimension 800, the robustness rate of
NM was 94%, while that of GNM (M = 1) was 100%. Regarding the average number of iterations,
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we observe that in most cases the NM is better than GNM (M = 0, M = 1 and M = 5). However,
if we analyze the average time spent in solving the problems, it is possible to note that the behavior
of both versions of GNM (M = 0 and M = 1) is better than of NM.
In summary, these experiments indicate that the constant M interferes with the behavior of
GNM. For example, the Armijo condition (M = 0) was shown to be inferior to the nonmonotone
technique (M = 1) both in terms of the number of interactions and the average time.
6 Conclusions
This paper proposed and analyzed the GNM for finding a singularity of the nonsmooth vector
fields. It basically consists of combining our first algorithm, see [12], with a nonmonotone line
search technique. Under suitable conditions, global convergence of the algorithm to a stationary
point of the chosen merit function was established. Some numerical experiments were carried out
in order to illustrate the numerical behavior of the methods. They indicate that the proposed
schemes represent a promising alternative for finding a singularity of the nonsmooth vector fields.
References
[1] I. K. Argyros and S. d. Hilout. Newton’s method for approximating zeros of vector fields on
Riemannian manifolds. J. Appl. Math. Comput., 29(1-2):417–427, 2009.
[2] D. Azagra, J. Ferrera, and F. Lo´pez-Mesas. Nonsmooth analysis and Hamilton–Jacobi equa-
tions on Riemannian manifolds. J. Funct. Anal., 220(2):304–361, 2005.
[3] R. Behling, A. Fischer, M. Herrich, A. Iusem, and Y. Ye. A Levenberg-Marquardt method
with approximate projections. Comput. Optim. Appl., 59(1-2):5–26, 2014.
[4] J. Y. Bello Cruz, O. P. Ferreira, and L. F. Prudente. On the global convergence of the inexact
semi-smooth Newton method for absolute value equation. Computational Optimization and
Applications, 65(1):93–108, Sep 2016.
[5] D. P. Bertsekas. Constrained Optimization and Lagrange Multiplier Methods. Academic Press,
New York, 2014.
16
[6] T. Bittencourt and O. P. Ferreira. Local convergence analysis of inexact Newton method with
relative residual error tolerance under majorant condition in Riemannian manifolds. Appl.
Math. Comput., 261:28–38, 2015.
[7] M. A. d. A. Bortoloti, T. A. Fernandes, O. P. Ferreira, and J. Yuan. Damped Newton’s method
on Riemannian manifolds. J. Global Optim., 77(3):643–660, 2020.
[8] M. A. d. A. Bortoloti, T. A. Fernandes, O. P. Ferreira, and J. Yuan. Damped Newton’s Method
on Riemannian Manifolds. J. Global Optim., 2020.
[9] R. D. Canary, D. Epstein, and A. Marden. Fundamentals of hyperbolic geometry: selected
expositions, volume 328 of London Mathematical Society Lecture Note Series. Cambridge
University Press, Cambridge, 2006.
[10] F. H. Clarke. Optimization and nonsmooth analysis, volume 5 of Classics in Applied Math-
ematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, second
edition, 1990.
[11] J. X. da Cruz Neto, L. L. de Lima, and P. R. Oliveira. Geodesic algorithms in Riemannian
geometry. Balkan J. Geom. Appl., 3(2):89–100, 1998.
[12] F. R. de Oliveira and O. P. Ferreira. Newton method for finding a singularity of a special class
of locally lipschitz continuous vector fields on riemannian manifolds. J Optim Theory Appl,
185(2):522–539, 2020.
[13] J.-P. Dedieu, P. Priouret, and G. Malajovich. Newton’s method on Riemannian manifolds:
convariant alpha theory. IMA J. Numer. Anal., 23(3):395–419, 2003.
[14] J. E. Dennis, Jr. and R. B. Schnabel. Numerical methods for unconstrained optimization and
nonlinear equations, volume 16 of Classics in Applied Mathematics. Society for Industrial and
Applied Mathematics (SIAM), Philadelphia, PA, 1996. Corrected reprint of the 1983 original.
[15] M. P. do Carmo. Riemannian geometry. Mathematics: Theory & Applications. Birkha¨user
Boston, Inc., Boston, MA, 1992. Translated from the second Portuguese edition by Francis
Flaherty.
[16] J. Fan. On the Levenberg-Marquardt methods for convex constrained nonlinear equations. J.
Ind. Manag. Optim., 9(1):227–241, 2013.
17
[17] T. A. Fernandes, O. P. Ferreira, and J. Yuan. On the Superlinear Convergence of Newton’s
Method on Riemannian Manifolds. J. Optim. Theory Appl., 173(3):828–843, 2017.
[18] O. P. Ferreira. Dini derivative and a characterization for Lipschitz and convex functions on
Riemannian manifolds. Nonlinear Anal., 68(6):1517–1528, 2008.
[19] O. P. Ferreira and R. C. M. Silva. Local convergence of Newton’s method under a majorant
condition in Riemannian manifolds. IMA J. Numer. Anal., 32(4):1696–1713, 2012.
[20] O. P. Ferreira and B. F. Svaiter. Kantorovich’s theorem on Newton’s method in Riemannian
manifolds. J. Complexity, 18(1):304–329, 2002.
[21] E. Ghahraei, S. Hosseini, and M. R. Pouryayevali. Pseudo-Jacobian and characterization of
monotone vector fields on Riemannian manifolds. J. Convex Anal., 24(1):149–168, 2017.
[22] L. Grippo, F. Lampariello, and S. Lucidi. A nonmonotone line search technique for Newton’s
method. SIAM J. Numer. Anal., 23(4):707–716, 1986.
[23] P. Grohs and S. Hosseini. Nonsmooth trust region algorithms for locally Lipschitz functions
on Riemannian manifolds. IMA J. Numer. Anal., 36(3):1167–1192, 2016.
[24] S. Hosseini, W. Huang, and R. Yousefpour. Line search algorithms for locally Lipschitz func-
tions on Riemannian manifolds. SIAM J. Optim., 28(1):596–619, 2018.
[25] S. Hosseini and M. R. Pouryayevali. Nonsmooth optimization techniques on Riemannian
manifolds. J. Optim. Theory Appl., 158(2):328–342, 2013.
[26] S. Hosseini and A. Uschmajew. A Riemannian Gradient Sampling Algorithm for Nonsmooth
Optimization on Manifolds. SIAM J. Optim., 27(1):173–189, 2017.
[27] B. Iannazzo and M. Porcelli. The Riemannian Barzilai-Borwein method with nonmonotone
line search and the matrix geometric mean computation. IMA J. Numer. Anal., 38(1):495–517,
2018.
[28] S. Lang. Differential and Riemannian manifolds, volume 160 of Graduate Texts in Mathemat-
ics. Springer-Verlag, New York, third edition, 1995.
[29] Y. S. Ledyaev and Q. J. Zhu. Nonsmooth analysis on smooth manifolds. Trans. Amer. Math.
Soc., 359(8):3687–3732, 2007.
18
[30] C. Li and J. Wang. Convergence of the newton method and uniqueness of zeros of vector fields
on riemannian manifolds. Sci. China Ser. A Math., 48(11):1465–1478, 2005.
[31] O. L. Mangasarian. A generalized Newton method for absolute value equations. Optimization
Letters, 3(1):101–108, Jan 2009.
[32] J. Nocedal and S. J. Wright. Numerical Optimization. Springer, New York, NY, USA, second
edition, 2006.
[33] F. Rampazzo and H. J. Sussmann. Commutators of flow maps of nonsmooth vector fields. J.
Differential Equations, 232(1):134–175, 2007.
[34] T. Sakai. Riemannian geometry, volume 149 of Translations of Mathematical Monographs.
American Mathematical Society, Providence, RI, 1996. Translated from the 1992 Japanese
original by the author.
[35] L. W. Tu. An introduction to manifolds. Universitext. Springer-Verlag New York, second
edition, 2011.
[36] J. H. Wang. Convergence of Newton’s method for sections on Riemannian manifolds. J. Optim.
Theory Appl., 148(1):125–145, 2011.
19
