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We consider maintaining information about the rank of a matrix under changes of the
entries. For n × n matrices, we show an upper bound of O(n1.575) arithmetic operations
and a lower bound ofΩ(n) arithmetic operations per element change. The upper bound is
validwhen changing up toO(n0.575) entries in a single columnof thematrix.We also give an
algorithm that maintains the rank using O(n2) arithmetic operations per rank one update.
These bounds appear to be the first nontrivial bounds for the problem. The upper bounds
are valid for arbitrary fields, whereas the lower bound is valid for algebraically closed fields.
The upper bound for element updates uses fast rectangular matrix multiplication, and
the lower bound involves further development of an earlier technique for proving lower
bounds for dynamic computation of rational functions.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
1.1. The problem
Given a field k the function rank : kn2 7→ {0, . . . , n} denotes the rank of an n × n matrix, i.e. the maximal number
of linearly independent columns in the matrix, or, equivalently, the maximal number of linearly independent rows in the
matrix. The dynamic matrix rank problem consists in maintaining the rank of an n × n matrix M = {mij} under change
operations. We consider two versions of the problem.
• An element update changes a single entry of the matrix only. For each i, j = 1, . . . , n, there is an operation changeij such
that changeij(v) assigns the value v ∈ k tomij.• A rank one update may change all entries of the matrix by adding another matrix of rank one. The matrix M is changed
intoM + abT for some vectors a, b ∈ kn that are parameters of the update.
The term rank one update or equivalently rank one modification seems to be common in the literature (e.g. [1]). A rank one
update is a very general yet restricted update to a matrix. An element update can be expressed as a special case of a rank
one update,M+ eiveTj , where ei is the unit vector with a 1 in entry i and 0’s elsewhere. We treat element updates separately,
since faster algorithms are possible in this special case.
1.2. Earlier work
We are not aware of earlier nontrivial bounds for dynamic matrix rank; the best upper bound until now appears to
arise from computing the rank from scratch. Off-line rank computation reduces to matrix multiplication via computing the
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row-echelon form of the matrix using a nice recursive construction due to Schönhage [2] and Keller-Gehrig [3]. There is a
self-contained description in [4, Section 16.5]. The reduction implies that the rank of a given n× nmatrix can be computed
using O(n2.376) arithmetic operations [5].
Sankowski [6] gives several dynamic algorithms for computing matrix inverse, matrix determinant and solving systems
of linear equations. The best of these algorithms obtains worst case time O(n1.495) per element update/query. Sankowski’s
algorithms rely on the matrix staying nonsingular through all updates, and he states that the time bound gets worse if the
matrix is allowed to become singular. Hence, it is not clear that similar upper bounds can be given for dynamic matrix rank.
There are simple expressions for the inverse and determinant of a rank one update of a matrix (Sherman–Morrison
formula [7,8]),
(A+ uvT)−1 = A−1 − (A
−1u)(vTA−1)
1+ vTA−1u
and
det(A+ uvT) = (1+ vTA−1u) det A.
These expressions lead to dynamic algorithms using O(n2) arithmetic operations per rank one update, provided both
A and A + uvT are nonsingular. However, because of the nonsingularity requirement these formulae leave open how to
construct an equally fast dynamic algorithm for matrix rank under rank one updates.
Frandsen et al. [9] gives Ω(n) lower bounds for dynamic matrix inverse and matrix determinant with element
updates/queries in a model based on algebraic computation trees. The lower bound is based on an incompressibility result
from algebraic geometry and works only for dynamic evaluation of a set of polynomials or rational functions over a given
field. It is not clear that the technique can be adapted to matrix rank, which is essentially a constant function except on the
algebraic subset of singular matrices.
1.3. Results
We give three dynamic algorithms. The first two algorithms use the techniques from two of Sankowski’s algorithms, but
as mentioned earlier some modifications are necessary to make the techniques work for rank.
The first algorithm, which is quite elementary, finds the rank by recomputing a reduced row-echelon form of the matrix
for every element change. This can be done using O(n2) arithmetic operations per change. This bound is valid also when a
change alters arbitrarily many entries in a single column of the matrix.
The second algorithm maintains the rank by using an implicit representation of the reduced row-echelon form. This
implicit representation is kept sufficiently compact by using fast rectangular matrix multiplication for global rebuilding,
obtaining a worst case complexity of O(n1.575) arithmetic operations per element change. This bound is still valid when a
change alters up to O(n0.575) entries in a single column of the matrix.
Our third algorithm considers rank one updates. It needs O(n2) arithmetic operations per update to maintain the rank.
This result is more general than our first algorithm that handles column updates only. However, the first algorithm uses a
different approach that is needed as a stepping stone for the asymptotically fast second algorithm for element updates.
We show a lower boundΩ(n) on the worst case time used per change of a matrix entry, when maintaining the rank of
a matrix over a field. The lower bound is valid for any algebraically closed field. Our model of computation combines the
classical algebraic computation trees used for off-line algebraic computation [4] with the notion of history dependence [9]
that lets us extend the model to dynamic computations. For the computation trees we allow the four arithmetic operations
in computation nodes, zero-tests in branching nodes, and leaves are labelled with the rank. The history dependence may be
interpreted as a technique for letting the computation trees branch also on any discrete information that was obtained in
earlier change operations. Technically, the history dependence works by assigning (infinitely) many computation trees to
each change operation. There is one tree for each history, where a history is every bit of discrete information the system has
obtained so far; in particular this includes the result of every branching test made in earlier operations. All our upper bound
algorithms can be formulated in this model, and it seems to be a natural model for dynamic algebraic computations that are
generic in the sense of being valid for all fields, though it is slightly weaker than the model used in [9].
Our proof technique is a nontrivial adaptation of a technique from [9]. The earlier techniqueworks for dynamic evaluation
of rational functions, and it exploits that a rational function is uniquely determined from its values on a small subset (via
the Schwartz–Zippel theorem). However, the function of matrix rank is mostly constant and all the interesting behaviour
occurs on a lower-dimensional subset (the singular matrices). We manage to augment the earlier technique to show lower
bounds for dynamic verification of evaluation of a rational function. Then we get the lower bound for dynamic rank using a
reduction via dynamic verification of matrix vector multiplication.
1.4. Later work
Sankowski has recently shown that dynamic matrix rank has an upper bound of O(n1.495) over infinite fields when
allowing randomization and a small probability of error [10].
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Kavitha has recently shown that dynamic matrix rank has an amortized upper bound O(nω−1), where ω < 2.376 is the
exponent of matrix multiplication, when assuming a lookahead ofΘ(n) update positions [11].
In comparison to these new bounds all our upper bounds are worst case deterministic, assume no lookahead, and are
valid for an arbitrary field.
A recent paper [12] has extended the lower bound techniques of the present paper in two respects. Firstly, the lower
bound for element updates has been generalised to an Ω(n2) bound for column updates (and hence also for rank one
updates). Secondly, the result is valid for the field of real numbers in addition to the algebraically closed fields. Hence our
algorithms for maintaining matrix rank under column updates and under rank one updates are optimal for all these fields.
1.5. Applications
A dynamic matrix rank algorithm can be used to construct a randomized dynamic algorithm for maintaining the size of
a maximum cardinality matching in a graph [13].
A mixed matrix is a matrix where some entries are undefined. The maximum rank matrix completion problem consists
in assigning values to the undefined entries in a mixed matrix such that the rank of the resulting fully defined matrix
is maximized. Geelen [14] has described a simple polynomial time algorithm for maximum rank matrix completion of
complexity O(n9) that uses a data structure for dynamic matrix rank. However, this application has been superseded by
newer results. Berdan [15] has introduced improvements reducing the complexity to O(n4). Harvey et al. [16] has an
algorithm of complexity O(n3 log n) for maximum rank matrix completion using a different technique.
2. Upper bound on dynamic matrix rank
Our first two algorithms are inspired by Sankowski’s algorithms [6]. However, Sankowski considers only updates that
preserves nonsingularity. Maintaining rank information means that we must concentrate on the nonsingular case and for
this reason our algorithms are somewhat different.
2.1. Preliminaries
In the following all matrices will be n× nmatrices over some fixed field k. A vector v is an n-dimensional column vector,
and we use the notation vT for row vectors. Let ei denote a vector with a 1 in the ith entry and 0’s elsewhere. Hence veTl
denotes a matrix that has vector v in column l and 0’s elsewhere. We let Al denote the column l of matrix A.
We call an entry in thematrix leading if it is the first nonzero entry in its row. Recall that amatrix is in reduced row-echelon
formwhen
• the leading entry in every row is 1 (call such entry a leading 1),
• a column containing a leading 1 has 0’s in all other entries, and
• rows are sorted according to the position of leading 1, i.e. if row i has a leading 1 in position j then every other row i′ < i
must have a leading 1 in some position j′ < j. In particular, all rows consisting of only 0’s are at the bottom of the matrix.
Using the notation of [17,6], we let ω(1, , 1) denote the exponent of multiplying n× n matrices by n × nmatrices, i.e.
O(nω(1,,1)) arithmetic operations suffice for this matrix multiplication.
Proposition 1 (Huang and Pan [17, Section 8.2]). Let ω = ω(1, 1, 1) < 2.376 and let α = 0.294. Then
ω(1, , 1) ≤
{ 2+ o(1), 0 ≤  ≤ α
2(1− )+ ( − α)ω
1− α , α <  ≤ 1.
2.2. Elementary dynamic algorithm (column updates)
Though the algorithm is elementary, we describe it fairly detailed in Algorithm 1, since it is the basis for the faster
algorithm in the next section.
For a matrix A, we maintain matrices U and E under changes of the entries in A such that
U is nonsingular, E is in reduced row-echelon form, and UA = E. (1)
Clearly, the rank of A is the number of nonzero rows in E.
The initialization for a given matrix A consists in computing a matrix E in reduced row-echelon form and corresponding
transformation matrix U . This can be done using O(n3) arithmetic operations by Gaussian elimination or using O(nω)
arithmetic operations by an augmentation of the technique for computing echelon form asymptotically fast [4, Section 16.5].
It turns out that our update algorithm works as well for update of an entire column of A as for update of a single entry,
so let us assume that an update changes A into A′ = A+ veTl , for some column index l and vector v. We must find U ′, E ′ that
together with A′ satisfy (1). Note that
UA′ = U(A+ veTl ) = E + UveTl = E + v′eTl ,
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for some vector v′. We need only find some row operations that will bring D = E + v′eTl into reduced row-echelon form E ′
and then apply the same row operations to U to get U ′.
In the following we have a prose description of the algorithm. It is accompanied by pseudo-code in Algorithm 1, and we
exemplify the core of the algorithm in Fig. 1.
The algorithm may be divided into 3 parts. First, if column l in D contains a leading entry it may be necessary to clean
up the column, i.e. ensure that all entries in the column become 0 except for the leading entry that becomes 1. If we have
several choices for a leading entry in column l, we must pick the one that is immediately followed by most consecutive 0’s
in its row to make sure that the cleaning does not pollute other rows. This is handled in lines 3–7 of Algorithm 1 resulting in
the matrix D′. The matrix (I +W ′), whereW ′ has at most a single nonzero column and I is the identity matrix, represents
the row operations that transform D into D′.
Secondly, we may in the process of computing D (or D′) have cancelled a former leading entry in column l of E creating
a new leading entry in some column t > l, making it necessary to clean up column t as well. This is handled in lines 8–
11 of Algorithm 1 resulting in matrix D′′ with row operations represented by matrix (I + W ′′), where W ′′ has at most a
single nonzero column. Note that the cleaning up of column t cannot cancel any further leading entries, since E is in reduced
row-echelon form.
Finally, we may have to permute rows. This is done in line 12–13 of the algorithm, resulting in the updated E ′. All row
operations applied so far to E are also applied to U in line 14.
Algorithm 1 Dynamic Matrix Rank (elementary version; column updates)
Memory n× nmatrices A,U, E, where
U is nonsingular, E is in reduced row-echelon form, and UA = E
Change Given vector v and column index l
compute new memory A′,U ′, E ′ such that A′ = A+ veTl :
1: v′ ← Uv;
2: D← E + v′eTl = {dij};
3: If D has a leading entry in column l then
4: select row k such that dk,l is a leading entry and if dk′,l is any other
leading entry then the number of 0’s that immediately follow dk,l
in row k is at least as large as the number of 0’s that immediately
follow dk′,l in row k′ (equality between number of immediately
following 0’s only occurs if both rows have all 0’s in E).
5: v1 ← cleanColumn(Dl, k);W ′ ← v1eTk;
6: elseW ′ ← 0;
7: D′ ← (I +W ′)D;
8: if E = {eij} has leading entry esl for some s and
row s of D′ = {d′ij} has leading entry d′st for some t > l then
9: v2 ← cleanColumn(D′t , s);W ′′ ← v2eTs ;
10:elseW ′′ ← 0;
11: D′′ ← (I +W ′′)D′;
12:Let P be a matrix that permutes the rows of D′′ into echelon form
13:E ′ ← PD′′;
14:U ′ ← P(I +W ′′)(I +W ′)U;
where cleanColumn given vector v and index r with vr 6= 0,
returns vectorw such that (I + weTr ) represents the row operations
needed to change any column of a matrix from v to er :
wi ←
{− vi
vr
for i 6= r
1
vr
− 1 for i = r
Note that a complete update needs only O(n2) arithmetic operations. We have shown
Theorem 2. Dynamic matrix rank over an arbitrary field can be solved using O(n2) arithmetic operations per element change
(worst case). This bound is valid when a change alters arbitrarily many entries in a single column. Given an initial matrix the data
structure for the dynamic algorithm can be built using O(nω) arithmetic operations.
2.3. Asymptotically faster dynamic algorithm (element updates)
To speed up the dynamic algorithm, we only maintain an implicit representation of the reduced row-echelon form of the
matrix. Let  ∈ ]0, 1] be determined later. We maintain matrices A, T , C, S, R, (I + R)−1 and an array L such that:
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Fig. 1. An example illustrating the maintenance of a reduced row-echelon form under column updates. In the above matrices x denotes an unspecified
entry, whereas x′ denotes an unspecified nonzero entry. Matrix D arises from updating column 2 of E (in some unspecified manner). Matrix D′ arises from
cleaning column 2 of D (using l = 2 and k = 3 in Algorithm 1). Matrix D′′ arises from cleaning column 3 of D′ (using s = 2 and t = 3 in Algorithm 1).
Finally, matrix E ′ arises from D′′ by permuting rows.
• A is the current matrix.
• R and S have at most n nonzero columns.
• U = (I + R)T is invertible
• E = (I + R)(C + S) is in reduced row-echelon form except possibly for a permutation of rows
• UA = E
• L(i) contains the column index of the leading 1 in row i of E if it exists, and otherwise (row i is all 0’s) it contains 0.
Compared to the simple algorithm in the previous subsection, we do not permute rows in our matrices. Instead the
permutation needed to bring E into reduced row-echelon form is represented implicitly by the array L. E itself is represented
by the three matrices C , S and R, where C is an old version of E, S represents the changed columns since C was valid, and
(I+R) represents the row operations needed to transform C+ S into reduced row-echelon form. Similarly, U is represented
by R and T .
We only allow updates that change at most n entries of A, and all changes must be in a single column.When performing
an update, we change R to incorporate the additional row operations needed. In this way, R and S may eventually get more
than n nonzero columns, and we recompute T and C , while R and S are reset to zero-matrices. This recomputation involves
multiplying rectangular matrices and can be done in the background using global rebuilding. It turns out that the existence
of asymptotically very fast algorithms for rectangular matrix multiplication suffices to ensure a good worst case bound on
the complexity of an update.
In the followingwe first consider the changes to Algorithm1 caused by the implicit representation of E andU , and discuss
details of the global rebuilding afterwards.
We assume an update changes A into A′ = A+ veTl , for some column index l and vector v, which has at most n nonzero
entries. If we can compute the vector v′ and the matricesW ′,W ′′ used in Algorithm 1, then we may compute the updated
versions R′, S ′ and (I + R′)−1 of the matrices in the data structure as follows
• S ′ = S + (I + R)−1v′eTl• I + R′ = (I +W ′′)(I +W ′)(I + R)
• (I + R′)−1 = (I + R)−1(I +W ′)−1(I +W ′′)−1.
Note that R′ has at most 2 more nonzero columns than R, and S ′ has at most 1 more nonzero column than S.
Note that (I+R)−1− I has the same number of nonzero columns as R and this number is O(n). Similarly, if (I+W ′)−1 =
(I + W¯ ) and (I +W ′′)−1 = (I + ¯¯W ) then each of W¯ , ¯¯W ,W ′ andW ′′ has at most a single nonzero column. Therefore R′, S ′
and (I + R′)−1 may all be computed using O(n1+) arithmetic operations, though we still need to argue that v′,W ′,W ′′ can
be computed within the same bound. It is not necessary to compute all entries of matrices D,D′,D′′. It suffices to know
• v′ = Uv = (I + R)(Tv)
• column l of E, viz. El = (I + R)((C + S)el)
• column l of D, viz. Dl = El + v′
• column t of D′, where t 6= l, viz. D′t = (I +W ′)Et = (I +W ′)(I + R)((C + S)et)
• row s of D′, viz. eTsD′ = (eTs (I +W ′)(I + R))(C + S)+ eTs (I +W ′)v′eTl .
which may all be computed using O(n1+) arithmetic operations, when parenthesizing as above and recalling that v has at
most O(n) nonzero entries, R has at most O(n) nonzero columns andW ′ has at most a single nonzero column.
In order to determinewhetherD has a leading entry in column l and select the row k in lines 3–4 of Algorithm 1 it suffices
to scan Dl and the list L, since D is identical to E except possibly for column l. Similarly, we can determine whether E has a
leading entry in column l (line 8 of Algorithm 1) within time O(n).
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Finally L is updated. At line 5, L(k) is changed to l, and at line 8, L(s) is updated to t or 0 as appropriate. Clearly, we can
maintain the rank of matrix Awith no extra cost, since the rank is the number of nonzero entries in L.
The entire update has so far used O(n1+) arithmetic operations. To bound the number of nonzero columns in R, we need
to recompute C, T and reset R, S to zero-matrices. This may be done using two multiplications of n× n by n × nmatrices
taking O(nω(1,,1)) arithmetic operations. To keep the time per update small, we use the technique of global rebuilding [18].
We keep two versions of the data structure, where one version is being used for handling updates, while the other version
is being rebuilt in the background. We distribute a complete rebuilding over n updates. This implies that a freshly rebuilt
version of our data structurewill be outdated by n newupdates. However, ourworking version of the data structure is never
outdated bymore than 2n updates. Thereforewemay do an update includingwork on rebuilding usingO(n1++nω(1,,1)−)
arithmetic operations. Choosing  to balance the two terms, one obtains based on Proposition 1 the bound of O(n1.575)
arithmetic operations per update. We have shown
Theorem 3. Dynamic matrix rank over an arbitrary field can be solved using O(n1.575) arithmetic operations per element change
(worst case). This bound is valid when a change alters up to O(n0.575) entries in a single column. Given an initial matrix the data
structure for the dynamic algorithm can be built using O(nω) arithmetic operations.
2.4. Rank one updates
For a matrix A, we maintain invertible matrices U , V and a diagonal matrix D such that
UAV T = D. (2)
Clearly, the rank of A is the same as the rank of D, which is the number of nonzero entries.
Assume that an update changes A into A′ = A+ uvT. We must find U ′, V ′, D′ that together with A′ satisfies (2). Note that
UA′V T = D+ UuvTV T = D+ abT,
where vectors a = Uu and b = Vv may be computed using O(n2) arithmetic operations. Hence, we need only find row
operations and column operations that return a diagonal matrix to diagonal form again after a rank one update, and then
apply the same operations to U and V , respectively, to obtain U ′ and V ′.
There are several cases.
Case 1. There are indices r 6= s such that arbs 6= 0 and Drr = Dss = 0. In this case the rank will increase by one. We use
row and column operations to cancel all entries of the rank one update except for arbs, which is moved into the diagonal.
The row and column operations will not change the original diagonal entries of D. We use the row operations R = (I+weTr ),
where the entries of vectorw are defined by
wi =
{−ai/ar for i 6= r
0 for i = r.
It will eliminate all rows except row r in the rank one update. The symmetric column operations CT = (I + eswT), where
the entries of vectorw are defined by
wi =
{−bi/bs for i 6= s
0 for i = s
will eliminate all entries in row r except the sth entry. Finally we may use a permutation matrix P to move the remaining
nonzero entry arbs to the diagonal. To summarize D′ = PR(D+ abT)CT.
Case 2a (Assume case 1 does not apply). There are indices r 6= s such that arbs 6= 0, Drr = 0, (and necessarily Dss 6= 0). In
this case the rank remains unchanged. We use row operations to cancel all entries of the rank one update without changing
the original diagonal entries of D. We start by the same row operations as in the first case. But using column operations
afterwards would not be useful; cleaning row r in this manner would pollute row s. Instead we use a second batch of row
operations given by R2 = (I + erwT), where the entries of vectorw are defined by
wi =
{−arbi/Dii for i 6= r and Dii 6= 0
0 for i = r or Dii = 0.
This removes all entries from the rank one update. To summarize D′ = R2R(D+ abT).
Case 2b (Assume case 1 does not apply). There are indices r 6= s such that arbs 6= 0, Dss = 0, (and necessarily Drr 6= 0).
This is symmetric to case 2a.
Case 3 (Assume cases 1, 2a, 2b do not apply). There are indices r 6= s such that arbs 6= 0, (and necessarilyDss 6= 0,Drr 6= 0).
In this case our row and column operations will cancel the entries of the rank one update while possibly changing (and zero-
ing) the Drr entry. So the rank may decrease or be unchanged. We use the same row operations as in case 2a. However, the
first batch of row operations may pollute column r . Therefore we need an additional batch of column operations to clean
this up. Let CT2 = (I + weTr ), where the entries of vectorw are defined by
wi =
{
(Drr/ar) · ai/Dii for i 6= r and Dii 6= 0
0 for i = r or Dii = 0
then we may use D′ = R2R(D+ abT)CT2 .
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If neither of the previous cases hold then abT is a diagonal matrix and no action is needed. Note that multiplying a matrix
with one of R, R2, C or C2 can be done with O(n2) operations. Hence, the entire U,D, V representation of matrix A can be
maintained within this time for a rank one update.
We have shown
Theorem 4. Dynamic matrix rank over an arbitrary field can be solved using O(n2) arithmetic operations per rank one update
(worst case). Given an initial matrix the data structure for the dynamic algorithm can be built using O(nω) arithmetic operations.
3. Lower bound on dynamic matrix rank
Our lower bound proof has two steps. We introduce the intermediate problem of dynamic matrix vector multiplication
verification (MVMV), where the MVMV problem consists in verifying thatMx = y for square matrixM and column vectors
x and y.
In the first step we use the technique of Frandsen et al. [9] to show a lower bound for dynamic MVMV. A refinement of
the technique is necessary, since the original technique applies to dynamic computation of rational functions, whereas we
need a lower bound for dynamically verifying such a computation. Since verification is potentially easier than computation,
one might expect it to be harder to prove a lower bound. Though we succeed, our proof works only for algebraically closed
fields rather than infinite fields in general, and for a restrictedmodel namely history dependent algebraic computation trees
where branching is based on=-comparisons rather than general predicates.
In the second step, we give a reduction, which implies the wanted lower bound for dynamic matrix rank.
3.1. Model of computation
Let k be a field. Recall that an algebraic subsetW ⊂ kn is an intersection of sets of the form {x ∈ kn|p(x) = 0}, where p
is a nontrivial multivariate polynomial over k.
Both the computation of matrix rank and the verification of a matrix vector product may be seen as instances of the
following more general problem:
Given a field k and a familyW = {Wi}l−1i=0 of algebraic subsets of kn, let the function fW : kn 7→ {0, 1, . . . , l} be defined by
fW(x) =
min{i|x ∈ Wi} if x ∈
l−1⋃
i=0
Wi
l otherwise.
MVMV arises as fW0 : kn2+n+n 7→ {0, 1}, for W0 = {(M, x, y) ∈ kn2 × kn × kn|Mx = y}, where the function value 0 is
interpreted as true and 1 as false. Similarly, matrix rank arises as fW0,...,Wn−1 : kn2 7→ {0, . . . , n} forWi consisting of those
matrices whose (i+ 1)× (i+ 1)minors are all zero.
The problem of computing fW : kn 7→ {0, 1, . . . , l} dynamically consists of maintaining the value of f (x1, . . . , xn), under
the operations changei(c), which assign xi the value c ∈ k, for i = 1, . . . , n. We assume that initially (x1, . . . , xn) =
(0, . . . , 0).
Our change algorithms will be a specific kind of algebraic computation trees. Compared to [9,4] we allow only branching
based on=-comparison, and the output is encoded directly in the type of leaf.
We first introduce our version of algebraic computation trees for off-line sequential computation. Given a function fW,
we may compute it by an algebraic branching tree that has 3 types of nodes:
• an internal computation node, labelled with a program line of the form yi ← yj ◦ yk, where ◦ ∈ {+,−, ·, /} and yj, yk are
variables or inputs. When the computation path goes through this node, variable yi is assigned the value of yj ◦ yk.
• an internal branching node, labelled with y, a variable or an input. A branching node always has precisely two
descendants. The path of computation chooses a branch based on whether the value of y is 0 or not.
• a leaf node, labelled with one of {0, 1, . . . , l}. When reaching a leaf node the label is the function value.
The complexity of an algebraic branching tree is its depth, i.e. the length of the longest path from the root to a leaf.
For dynamic computation we use history dependent algebraic computation trees [9], i.e. for each changei(x) operation
(i = 1, . . . , n), we assign not just one algebraic branching tree, but we assign (infinitely) many trees, namely one tree for
each history, where a history is every bit of discrete information the system has obtained so far; namely, the sequence
of input variables that were changed, what other variables have been assigned a value, and the result of every branching
test made so far during the execution of the operations performed. When we execute a change operation, we find the tree
corresponding to the current history and execute this. The complexity of a solution is the depth of its deepest tree.
Note that the dynamic algorithms for matrix rank from the previous section can be interpreted as families of history
dependent algebraic computation trees of complexity O(n2) and O(n1.575), respectively. All discrete information is encoded
in the history. In particular, the contents of the array L from the asymptotically fast dynamic algorithm is represented as
part of the history, so there are different trees for the different possible contents of array L.
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3.2. Lower bound for dynamic MVMV
Basically we want to modify the lower bound proof for dynamic matrix vector multiplication [9] to be valid for the
corresponding verification problem, dynamicMVMV. An essential ingredient of thementioned proof is to use the Schwartz–
Zippel theorem to extrapolate correct behaviour (computing a specific polynomial) from a large finite subset to everywhere.
However, in the case of a verification problem we compute a 0, 1-valued function, which is constant except on an algebraic
subset, so correct behaviour cannot be extrapolated in the same way.
We manage to get around this problem, but have to restrict the computation trees to branch based on = -comparisons
only, and the field must be algebraically closed.
We will prove our lower bound specifically for the dynamic MVMV problem, but the technique do apply more generally
to verification of polynomial or rational functions (similar to [9, Theorem 2.1].
We need the following incompressibility result.
Proposition 5. Let k be an algebraically closed field. Let W be a proper algebraic subset of km and let φ = (f1/g1, . . . , fn/gn) :
km \W 7→ kn be a rational map where fi, gi ∈ k[x1, . . . , xm] for i = 1, . . . , n. If φ is injective then m ≤ n.
Proof. The proposition is a special case of [9, Lemma 2.1]. 
We also need an additional technical result
Proposition 6. Let k be a field, and let W be a proper algebraic subset of kn2+n. There exists a proper algebraic subset W1 ⊂ kn2
such that for all M ∈ kn2 \W1, we can find a proper algebraic subset WM ⊂ kn such that
W ⊆ {(M, x) ∈ kn2+n |M ∈ W1 or x ∈ WM}
Proof. The proposition is a special case of [9, Lemma 2.4]. 
Theorem 7. Let k be an algebraically closed field. Then every history dependent algebraic computation tree solution for dynamic
MVMV(M, x, y), where (M, x, y) ∈ kn2 × kn × kn has complexity at least n/4.
Proof. Let a family of algebraic computation trees solving dynamic evaluation of MVMV be given, and let the max depth of
any computation tree representing a change be d.
If we concatenate several change operations into a composite change, we may compose the associated computation
trees into a larger tree by letting the root of a tree replace a leaf in a previous tree. Let in this way P = P1; P2; P3 denote the
algebraic computation tree for off-line MVMV(M, x, y) that arises by concatenating changes in the following order (with no
prior history, all inputs are initially 0) assuming input variablesM = {mij}, x = {xi}, and y = {yj}.
P1 : change1(m11); · · · ; changen2(mnn);
P2 : changen2+1(x1); · · · ; changen2+n(xn);
P3 : changen2+n+1(y1); · · · ; changen2+2n(yn);
Define a modified tree P ′ = P1; P2; P ′3 where
P ′3 : changen2+n+1((Mx)1); · · · ; changen2+2n((Mx)n);
Note that P ′ is essentially P pruned to contain only leaves labelled true.
Given specific values for M, x the computation will follow a specific path through P ′. Note that among possible
computation paths, there will be a unique main path pi = pi1;pi2;pi3 satisfying that there is an algebraic subsetW ∈ kn2+n
such that allM, x ∈ kn2+n \W will follow the path pi . Here pi1 denotes the portion of the path running through P1 etc.
Let us add some intuition behind themain path. In P ′ some branching nodeswill be trivial in that every input (M, x) takes
the same branch. However, the main path arises by taking the 6=-branch at all nontrivial branching nodes. In each nontrivial
branching node, a proper algebraic subset of inputs will diverge from the main path. W is also a proper algebraic subset,
since it is the finite union of these diverging sets.
The path pi can also be found in the tree P , since P ′ is essentially a pruning of P , though pi will not be the main path in P .
By Proposition 6, there is an algebraic subsetW1 such that forM ∈ kn2 \W1 there is an algebraic subsetWM such that for
x ∈ kn \WM we haveM, x ∈ kn2+n \W , i.e.M, x takes the path pi through P ′.
Let V be the set of the variables, which is written by computation nodes on pi1 and read by computation and branching
nodes on pi2;pi3. Let v ∈ k|V | denote the contents of V after the execution of pi1 but before the execution of pi2;pi3. Clearly,
v is a rational function ofM . Let g : kn2 \W1 7→ k|V | denote this rational function.
We will now argue that g is injective. Assume to the contrary that we can find specific matrices M1,M2 ∈ kn2 \ W1
with M1 6= M2 and g(M1) = g(M2). Let W2 = {x | M1x = M2x}, which is an algebraic subset of kn. Choose an arbitrary
x1 ∈ kn \ (W2 ∪WM1 ∪WM2). When the algebraic computation tree P is applied to the input (M1, x1,M1x1) it will follow
path pi and compute true as it should. However, when P is applied to input (M2, x1,M1x1) it will also follow path pi , since
g(M1) = g(M2), and therefore also answer true, which is incorrect. By contradiction, we have shown that g is injective.
Using that g : kn2 \W1 7→ k|V | is injective, Proposition 5 implies that |V | ≥ n2. However, since the pathpi2;pi3 contains at
most 2dn computation and branching nodes each of which can read at most 2 variables, it follows that 4dn ≥ |V |, implying
that d ≥ n/4. 
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3.3. Dynamic MVMV reduces to dynamic matrix rank
Let k be a field. Given an instance (M, x, y) ∈ kn2+n+n of MVMV, create an instanceM ′ ∈ k(2n)2 of matrix rank, where
M ′ =
[
I xeT1
M yeT1
]
where zeT1 is the n × n matrix with vector z in the first column and 0’s elsewhere. Clearly, rank(M ′) ∈ {n, n + 1} and
rank(M ′) = n if and only ifMx = y. Since the change of an input in (M, x, y) corresponds to a single change ofM ′, we have
reduced dynamic MVMV to dynamic matrix rank, and Theorem 7 implies
Theorem 8. Let k be an algebraically closed field. Then every history dependent algebraic computation tree solution for dynamic
computation of rank(M) where M ∈ kn2 has complexity at least n/8.
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