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We derive the gauge covariance requirement imposed on the QED fermion-photon three-point
function within the framework of a spectral representation for fermion propagators. When satisfied,
such requirement ensures solutions to the fermion propagator Schwinger-Dyson equation (SDE)
in any covariant gauge with arbitrary numbers of spacetime dimensions to be consistent with the
Landau-Khalatnikov-Fradkin transformation (LKFT). The general result has been verified by the
special cases of three and four dimensions. Additionally, we present the condition that ensures the
vacuum polarization is independent of the gauge parameter. As an illustration, we show how the
Gauge Technique dimensionally regularized in 4D does not satisfy the covariance requirement.
I. INTRODUCTION
The infinite set of Schwinger-Dyson equations consti-
tutes the field equations of any theory. They relate
Green’s functions to each other. In QED and QCD,
they relate, for instance, the fermion propagator to the
gauge boson propagator and the fermion-boson interac-
tion. The expansion of the Schwinger-Dyson equation
for each Green’s function in powers of the coupling yields
the well-known perturbative series. However, most of the
phenomena in hadron and nuclear physics are controlled
by QCD in the regime of strong coupling [1, 2]. Then al-
ternative truncations of the Schwinger-Dyson equations
are required to capture the essence of the physics. A
particularly simple truncation much used for the fermion
propagator equation is to treat the fermion-boson vertex
as simply proportional to γµ — the Maris-Tandy ansa¨tz
[3]. It is argued that this might well be appropriate in
the Landau gauge. Then the fermion mass function in
the strong coupling regime can be shown to have a char-
acteristic momentum dependence illustrated in Fig. 2 of
Ref. [4] (also see Fig. 1 of Ref. [5]). One realizes that
whether the current quark mass (defined at some appro-
priate large momentum) is 5 or 100 MeV, the mass at
low momenta is ∼ 350 MeV heavier: an infrared behavior
that matches constituent quark masses. It has been ar-
gued that such behavior of this gauge-dependent quantity
is directly correlated with the momentum dependence of
physical observables such as the electromagnetic formfac-
tors of the pion and the proton [6–9]. It would then seem
natural to check how the mass functions shown in Ref. [4]
change with gauge. Solving the Schwinger-Dyson equa-
tion for the fermion in 4D with the same Maris-Tandy
interaction in the Feynman gauge (for instance) changes
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FIG. 1. The dependence of the fermion propagator mass func-
tion M(p2) on ξ. The black solid line is the parametric form
of M(p2) given by Eq. (2.1) of Ref. [12] with M0 = 3 MeV,
c = 1.239 and ΛQCD = 401 MeV. The red dashed line and
the blue dash-dot line correspond to what the mass function
should be when αξ = 3 and αξ = 6 respectively. The red
dashed line and the blue dash-dot line are obtained by the
LKFT for the fermion propagator in 4D within the MS renor-
malization scheme at the scale µ = Λ, with F (p2) = 1 and
M(p2) given by the black line as the initial conditions in the
Landau gauge.
the mass function as in Fig. 11 of Ref. [10]. The corre-
sponding 3D results are illustrated by Fig. 3.2 of Ref. [11].
However, the gauge covariance of the fermion prop-
agator is exactly specified by the Landau-Khalatnikov-
Fradkin transformation (LKFT) [13]. As we will remind
the reader this relates the propagator functions in one
gauge to those in another. If one applies this to the 4D
fermion mass functions shown in Fig. 2 of Ref. [4] for the
Landau gauge, one obtains the behaviour in two other co-
variant gauges plotted in Fig. 1. The corresponding 3D
2results are given by Fig. 3.4 of Ref. [11]. The fact that the
curves in Fig. 1 strongly disagree with those in Fig. 11 of
Ref. [10] indicates that the Maris-Tandy ansa¨tz for the
interaction cannot be appropriate in both the Landau
and Feynman gauges. Indeed, it may not hold in any
covariant gauge.
The purpose of this paper is to present the conditions
that ensure the solutions of the Schwinger-Dyson equa-
tion (SDE) for the fermion propagator are gauge covari-
ant [14]. We study this in QED, where particles having a
physical mass-shell means it is natural that the fermion
propagator satisfies a spectral representation. This al-
lows the SDE to be investigated at all momenta, and we
are not restricted to spacelike momenta (or nearby time-
like momenta) as in QCD studies.
This article is organized as the following. In Section II,
the spectral representation is introduced for the fermion
propagator. Then an abstract version of the SDE for
the fermion propagator spectral functions is obtained in
terms of the distribution Ω. Section III briefly reviews re-
sults of the LKFT for the fermion propagator. In Section
IV, the gauge covariance requirements for the fermion
propagator and the photon propagator SDEs are derived.
In Section V, with known contributions to Ω calculated,
the consistency requirement for the fermion equation is
written for the unknown terms of Ω. As an example,
the Gauge Technique anza¨tz of Salam, Delbourgo and
Strathdee [15–18] translates into an Ω that is shown ex-
plicitly not to satisfy the consistency requirement in the
quenched calculation in 4D. Section VI is the summary.
II. SPECTRAL REPRESENTATION OF
FERMION PROPAGATOR AND ITS SDE
A. Spectral representation of fermion propagator
as a bijective mapping
The fermion propagator SF (p) can be decomposed into
Dirac vector and Dirac scalar components defined by
SF (p) = S1(p
2)/p+ S2(p
2)1. (1)
Each component function is similar to a scalar propa-
gator function. Therefore, the spectral representation of
fermion propagator requires two scalar spectral functions;
Sj(p
2; ξ) =
∫ +∞
m2
ds
ρj(s; ξ)
p2 − s+ iε
, (2)
where j = 1, 2 and the dependence on the covariant
gauge parameter ξ has been made explicit. The Feynman
prescription of a momentum space propagator is denoted
by the iε term in the denominator, while the normal writ-
ing of ǫ is reserved for how far away the number of space-
time dimensions is from 4 by d = 4 − 2ǫ. The spectral
integral given in Eq. (2) is convergent if SF (p) vanishes
when p2 → ∞. That the integrals converge without the
0 Re(z)
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FIG. 2. The illustration of analytic functions with branch
cuts along the positive real axis. The contour can be used
prove Eq. (2) using Cauchy’s integral formula. When used to
prove Eq. (3), z stands for the complex p2.
need for subtractions is assured by the renormalizability
of QED in d < 4 dimensions.
Apparently when the fermion propagator takes its
free-particle form, the spectral functions are given by
ρ1(s) = δ(s−m
2) and ρ2(s) = mδ(s−m
2). When interac-
tions are present, the fermion propagator is modified by
quantum loop corrections and therefore develops branch
cuts starting at the particle production thresholds. Such
corrections add θ-functions to the spectral functions.
The existence of a spectral representation, Eq. (2), is
determined by the analytic structure of the propagator
functions Sj(p
2) in the complex momentum plane. We
expect that apart from free-particle poles and branch
cuts along the positive real axis, propagator functions are
holomorphic everywhere else. In this scenario, the spec-
tral functions uniquely determine the propagator func-
tions in the complex momentum plane.
Meanwhile, when the analytic structure of the fermion
propagator meets such requirements, the inverse of
Eq. (2) is given by
ρj(s; ξ) = −
1
π
Im
{
Sj(s+ iε; ξ)
}
. (3)
The Feynman prescription combined with the limiting
form of the δ-function,
lim
ε→0
ε/(x2 + ε2) = πδ(x),
specifies that any simple pole structure of the propagator
function corresponds to a δ-function term in its spectral
function. In addition since Sj(p
2 + iε) = S∗j (p
2 − iε),
functions calculated by Eq. (3) are indeed the spectral
functions occurring in Eq. (2), which can be verified us-
ing Cauchy’s integral formula with the contour in Fig. 2.
Therefore we have shown that the spectral representation
given by Eq. (2) and its inverse Eq. (3) specify a bijec-
tive mapping between the propagators as functions in the
complex momentum plane and their spectral functions.
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FIG. 3. The diagrammatic representation of the SDE for
the fermion propagator in momentum space. The fermion-
photon vertex is unknown and an ansa¨tz is required to solve
this equation.
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FIG. 4. The diagrammatic representation of the SDE for the
fermion propagator spectral functions.
B. SDE for fermion propagator spectral functions
The SDE for the fermion propagator in momentum
space is represented by Fig. 3. It has been solved ex-
tensively using specific ansa¨tze for the fermion photon
vertex [19, 20] (also see Ref. [10, 21–31]). Solutions in
the Minkowski space have been obtained by [32] (also
see Ref. [33–37]). Alternatively, these equations can be
solved using complex conjugate poles to represent the
propagator functions [5, 38–40].
Each diagram in Fig. 3 is not obviously linear in the
spectral functions ρj(s; ξ). However, an easier way to
solve for the spectral functions ρj(s; ξ) directly from the
propagator SDE is by multiplying each term of the equa-
tion depicted in Fig. 3 by SF (p; ξ). After this multi-
plication, we obtain Fig. 4, where the first term on the
right-hand side is clearly linear in ρj(s; ξ). After decom-
posing this equation into its two Dirac components, the
identity in Fig. 4 becomes
p2S1(p
2)−mS2(p
2) + σ1(p
2) = 1 (4a)
S2(p
2)−mS1 + σ2(p
2) = 0, (4b)
where σj(p
2) are the Dirac scalar and vector components
of the loop integral. For the second term on the right-
hand side of Fig. 4, recall the Ward identity states that
for QED, Z1 = Z2 [41]. Therefore the fermion prop-
agator SF (p; ξ) shares the same renormalization con-
stant with the fermion-photon vertex structure defined
as SF (k)Γ
µ(k, p)SF (p), which indicates that the latter is
also linear in ρj(s; ξ).
The gauge covariance of the solutions to the fermion
and boson propagator Schwinger-Dyson equations will
constrain the allowed forms of the fermion-boson ver-
tex Γµ(k, p). However the vertex in its full complexity
with its 11 non-zero components is not required. Only
the projections implied by the Schwinger-Dyson equa-
tion of Figs. 3, 4, and the corresponding equation for the
inverse photon propagator (i.e. for the vacuum polar-
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FIG. 5. The diagrammatic representation of the SDE for the
photon propagator.
ization) Fig. 5 are constrained. Thus it is this effective
vertex that is restricted.
One specific spectral construction of the vertex struc-
ture linear in ρj(s; ξ) and satisfying the longitudinal
Ward-Green-Takahashi identity is the Gauge Technique
[18], which makes the ansa¨tz
SF (p)Γ
µ(k, p)SF (p) =
∫
dW
1
/k −W
γµ
1
/p−W
ρ(W ),
(5)
where ρ(W ) = sign(W )[ρ1(W
2) + Wρ1(W
2)]. In this
particular case
σ1(p
2) + /pσ2(p
2) = ie2
∫
dk
∫
dW ρ(W )
× γν
1
/k −W
γµ
1
/p−W
Dµν(q). (6)
Transverse supplements to the Gauge Technique are
required to meet various principles of QED, includ-
ing renormalizablility [42, 43], gauge covariance [44]
and transverse Ward-Green-Takahashi identities [45–48].
However, from the equality Z1 = Z2 [41] we can further
assume that such modifications are also linear in ρj(s; ξ),
and once known, allow us to calculate the loop integral
in Fig. 4, resulting in a function of p as a linear func-
tional of ρj(s; ξ). Since this one-loop integral reduces
to corrections to the fermion propagator in perturbative
calculations, such p2 dependences must be linearly gen-
erated from the free-particle propagator. Therefore after
taking the imaginary part of Fig. 4, or equivalently that
of Eq. (4), we obtain
sρ1(s; ξ)−mBρ2(s; ξ)−
1
π
Im
{
σ1(s+ iε; ξ)
}
= 0, (7a)
ρ2(s; ξ)−mBρ1(s; ξ)−
1
π
Im
{
σ2(s+ iε; ξ)
}
= 0. (7b)
The real constant term on the left-hand side disappears.
After dividing Eq. (7a) by s, Eq. (7) can be rewritten as
∫
ds′
(
Ω11(s, s
′; ξ) Ω12(s, s
′; ξ)
Ω21(s, s
′; ξ) Ω22(s, s
′; ξ)
)(
ρ1(s
′; ξ)
ρ2(s
′; ξ)
)
+
(
ρ1(s; ξ)
ρ2(s; ξ)
)
=
(
0
0
)
, (8)
4where the Ωij(s, s
′; ξ) encode all required linear opera-
tions on the spectral functions ρj(s; ξ), which are ob-
tained by functional derivatives similar to
Ω(s, s′) = −
δ
δρ(s′)
1
π
Im
{
σ(s+ iε)
}
. (9)
The bare mass coupling in Eq. (7) is explicitly included in
the off-diagonal terms of Ωij(s, s
′; ξ). When the fermion-
photon vertex is given by the Gauge Technique the re-
sulting σj is given by Eq. (6). Then mB is the only cou-
pling between equations for ρ1 and ρ2. However, when
dimension-odd operators are allowed to enter the expres-
sion for SF (k)Γ
µ(k, p)SF (p), they will contribute addi-
tionally to off-diagonal elements of Ωij .
For a given ansa¨tz for the fermion-photon vertex that
ensures SF (k)Γ
µ(k, p)SF (p) being linear in ρj(s; ξ), there
is a corresponding Ω. It is the matrix Ω that is con-
strained by gauge covariance. Regardless of the photon
being quenched or not, the SDE for fermion propagator
spectral functions takes the form of Eq. (8). Solutions to
Eq. (8) found in different covariant gauges are, of course,
different because the fermion propagator is not a phys-
ical observable. However any ansa¨tz for the fermion-
photon vertex that respects Eq. (8) is expected to be
gauge covariant. Satisfying the Ward-Green-Takahashi
identity, a consequence of gauge invariance, however, is
not sufficient to ensure the gauge covariance of solutions
to Eq. (8), as we will see explicitly later on. In order
to explore the conditions on the Ωij(s, s
′; ξ) that ensure
gauge covariance of solutions to Eq. (8), the LKFT for
the fermion propagator needs to be solved first.
III. LKFT FOR FERMION PROPAGATOR
Detailed discussion of the LKFT for the fermion prop-
agator has been made elsewhere [49]. Consequently in
the present article, only crucial intermediate steps are
included. Because of the existence of bijective relations
among the fermion propagator in coordinate space, in
momentum space and in spectral representation, LKFT
manifests itself as isomorphic representations for the
fermion propagator in these spaces. Being linear in the
coordinate representation suggests that LKFT in the
spectral representation should also be a linear transform.
Therefore without loss of generality,
ρj(s; ξ) =
∫
ds′Kj(s, s
′; ξ)ρj(s
′; 0), (10)
where distributions Kj(s, s
′; ξ) represent linear opera-
tions that encode ξ dependences of ρj(s; ξ) to be deter-
mined by LKFT. These operations observe closure, as-
sociativity, the existence of the identity element and the
inverse elements.
Because the LKFT is independent of the initial condi-
tions for ρj(s; ξ), one can obtain the following differen-
tial equations for Kj(s, s
′; ξ) by taking the ξ derivative of
the coordinate space LKFT and subsequently taking the
Fourier transform,
∂
∂ξ
∫
ds
Kj(s, s
′; ξ)
p2 − s+ iε
= −
α
4π
∫
ds
Ξj(p
2, s)
p2 − s+ iε
Kj(s, s
′; ξ),
(11)
where z = p2/s. Explicit calculations reveal that
Ξ1
p2 − s
=
Γ(ǫ)
s
(
4πµ2
s
)ǫ
(−2) 2F1(ǫ+ 1, 3; 3− ǫ; z)
(1− ǫ)(2− ǫ)
(12a)
Ξ2
p2 − s
=
Γ(ǫ)
s
(
4πµ2
s
)ǫ
−1
1− ǫ
2F1(ǫ+ 1, 2; 2− ǫ; z).
(12b)
where recall ǫ is defined by d = 4− 2ǫ. Eq. (11) is solved
by
Kj = exp
(
−
αξ
4π
Φj
)
, (13)
where Φj are distributions independent of ξ and can be
solved from ∫
ds
Φj(s, s
′)
p2 − s+ iε
=
Ξj(p
2, s′)
p2 − s′ + iε
. (14)
Eq. (14) is solved once we have established how to gener-
ate the z dependences in Eq. (12) from linear operations
on the free-particle propagator with respect to the vari-
able s alone. To do so requires the Riemann-Liouville
definition of fractional calculus [50];
Iαf(z) =
1
Γ(α)
∫ z
0
dz′(z − z′)α−1f(z′). (15)
For α > 0, the Riemann-Liouville fractional derivative is
defined as
Dαf(z) =
(
d
dz
)⌈α⌉
I⌈α⌉−αf(z), (16)
where ⌈α⌉ is the ceiling function. Specifically for
α ∈ (0, 1), ⌈α⌉ = 1 and
Dαf(z) =
1
Γ(1− α)
d
dz
∫ z
0
dz′(z − z′)−αf(z′). (17)
Furthermore, we define the dimensionless operator φ such
that at the operator level
∫
ds′Φ = φ, then
φn = Γ(ǫ)
(
4πµ2
p2
)ǫ
Γ(1− ǫ)
Γ(1 + ǫ)
z2ǫ+2−nDǫzn−1Dǫzǫ−1.
(18)
Distributions φn in Eq. (18) correspond to Φj with
n = 3, 2 for j = 1, 2; see Eqs. (12a, 12b) respectively.
The exponential form of Kj given by Eq. (13) remains
illusive even with φn explicitly written as Eq. (18). To
see how Kj works explicitly, consider any function of the
5spectral variable that can be written as a linear combi-
nation of zβ, we can show that
Kjz
β = exp
(
−αφn
)
zβ =
+∞∑
m=0
(−α)m
m!
φ
m
n z
β
=
+∞∑
m=0
(−α)m
m!
Γ(n+ β + (m− 1)ǫ− 1)Γ(β +mǫ)
Γ(n+ β − ǫ− 1)Γ(β)
zβ+mǫ,
(19)
where
α ≡
αξ
4π
Γ(ǫ)Γ(1 − ǫ)
Γ(1 + ǫ)
(
4πµ2
p2
)ǫ
. (20)
Specifically for small ǫ, the operations given by Eq. (19)
reduce to
Kj =
(
µ2z
p2
)−ν
exp
{
− ν
[
1
ǫ
+ γE + ln 4π +O(ǫ
1)
]}
× z2−nIνzn−1−νIνz−ν−1, (21)
where ν = αξ/(4π).
IV. GAUGE COVARIANCE REQUIREMENTS
FOR THE PROPAGATOR SDES
A. Gauge covariance requirement on the fermion
propagator SDE
For notational convenience, when two distributions
are multiplied together, the integration over the spectral
variable is implied. After adopting this notation, only
dependences on ξ are required to be written explicitly.
Therefore Eq. (8) becomes(
ρ1(ξ)
ρ2(ξ)
)
+
(
Ω11(ξ) Ω12(ξ)
Ω21(ξ) Ω22(ξ)
)(
ρ1(ξ)
ρ2(ξ)
)
=
(
0
0
)
. (22)
Since LKFT does not couple ρ1 with ρ2, we have the
following abbreviated versions of Eq. (10),
ρj(ξ) = Kj(ξ)ρj(0). (23)
Substituting Eq. (23) into Eq. (22) gives(
K1(ξ)
K2(ξ)
)(
ρ1(0)
ρ2(0)
)
+(
Ω11(ξ) Ω12(ξ)
Ω21(ξ) Ω22(ξ)
)(
K1(ξ)
K2(ξ)
)(
ρ1(0)
ρ2(0)
)
=
(
0
0
)
.
(24)
Since obviously
(diag{K1(ξ), K2(ξ)})
−1 = diag{K1(−ξ), K2(−ξ)}
with matrix inversion defined by regular matrix multipli-
cation and distribution inversion defined by distribution
multiplication that gives a δ-function. Combining this
result with Eq. (22) in the Landau gauge,(
ρ1(0)
ρ2(0)
)
+
(
Ω11(0) Ω12(0)
Ω21(0) Ω22(0)
)(
ρ1(0)
ρ2(0)
)
=
(
0
0
)
, (25)
yields(
Ω11(0) Ω12(0)
Ω21(0) Ω22(0)
)
=(
K1(−ξ)
K2(−ξ)
)(
Ω11(ξ) Ω12(ξ)
Ω21(ξ) Ω22(ξ)
)(
K1(ξ)
K2(ξ)
)
.
(26)
Since for different ansa¨tz the Landau gauge solutions
ρ(s; 0) are allowed to be different, Eq. (26) is the nec-
essary condition for solutions to the SDE for the fermion
propagator to be consistent with its LKFT.
Meanwhile, when Ω(0) is given by Eq. (26), Eq. (25)
becomes Eq. (24), which, when viewed as equations
for K1(ξ)ρ1(0) and K2(ξ)ρ2(0), is identical to Eq. (22).
Therefore Eq. (26) is also the sufficient condition for
solutions to the fermion propagator SDE to be consis-
tent with LKFT. Therefore solutions of the SDE for
fermion propagator are consistent with LKFT if and only
if Eq. (26) is satisfied.
B. Gauge covariance requirement on the photon
propagator SDE
After gauge fixing, the photon propagator becomes
Dµν(q) = ∆µν(q) + ξ
qµqν
q4 + iε
, (27)
where
∆µν(q) =
G(q2)
q2 + iε
(
gµν −
qµqν
q2
)
(28)
is the Landau gauge photon propagator. The dressing
function G(q2) is determined by the SDE for the photon
propagator.
As illustrated in Fig. 5, the same vertex structure
SF (k)Γ
µ(k, p)SF (p) appears in the SDE for photon prop-
agator. This allows us to derive the gauge covariance
requirement on the photon propagator SDE. Meanwhile,
the spectral representation ensures the transversality of
the vacuum polarization tensor through the translational
invariance of the loop momentum. To start with, the
dependence of the photon propagator Dµν(q) on the co-
variant gauge parameter ξ is completely specified by the
ξqµqν/q4 term, as a direct consequence of which, G(q2)
of Eq. (28) and the transverse vacuum polarization ten-
sor Πµν(q2) = (gµνq2 − qµqν)Π(q2) are required to be
independent of ξ.
Next, one should expect the analytic structure of the
photon propagator to differ from that for the fermion
6propagator, with singularities in distinct (but related)
positions. Nevertheless, we can still proceed by keeping
the external momentum dependence explicit without in-
troducing a spectral function for the photons. Therefore
the consistency requirement for the photon propagator
SDE is simply given by ∂ξΠ(q
2) = 0. Since the vacuum
polarization function Π(q2) is linear in the fermion prop-
agator spectral functions. One can write
Π(q2) =
∫
dW Ωγ(q2,W ; ξ) ρ(W ; ξ)
=
∫
ds (Ωγ1(q
2, s; ξ), Ωγ2(q
2, s; ξ))
(
ρ1(s; ξ)
ρ2(s; ξ)
)
. (29)
With the ξ dependence of ρj(s; ξ) given by Eq. (13), the
ξ independence of Π(q2) specifies
Ωγj (q
2, s; ξ) =
∫
ds′Ωγj (q
2, s′; 0) exp
[
αξ
4π
Φj(s
′, s)
]
,
(30)
or at the operator level Ωγξ = Ω
γ
0e
νΦ. This is the con-
sistency requirement between the photon SDE and the
LKFT.
V. THE DECOMPOSITION OF Ω
The operator Ω can be decomposed into components
from the fermion mass, and the longitudinal and trans-
verse parts of the photon propagator. Some of these can
be calculated exactly. In the quenched approximation,
G(q2) = 1 and the photon propagator is known exactly.
When photons are unquenched, the vacuum polarization
produces a nontrivial G(q2) in Eq. (28). In this case the
introduction of a spectral representation for the photon
propagator is required. Meanwhile, since the longitu-
dinal part of the fermion-photon vertex is fixed by the
Ward-Green-Takahashi identity, contributions from the
ξqµqν/q4 term to Ω are known exactly regardless of either
the dressing of the photon propagator or the transverse
part of the fermion-photon vertex.
While the bare mass mB contributes to off-diagonal
terms of Ωij containing terms at most linear in mB, al-
lowing the following decomposition of Ω,
Ω = Ωm +Ωξ +Ω∆, (31)
where
Ωm(s, s′) =
(
−
mB
s
δ(s− s′)
−mBδ(s− s
′)
)
(32)
stands for the operation linear in mB that is also inde-
pendent of ξ. Furthermore, denoting by Ωξ the contri-
bution from the longitudinal component of the photon
propagator ξqµqν/q4, this can be readily computed ex-
actly. While Ω∆ is calculated with the ∆µν(q) term of the
photon propagator in Eq. (27), which remains unknown
without either the photon dressing function or the trans-
verse part of the fermion-photon vertex.
Ωξ, being linear in ξ, vanishes in the Landau gauge.
While Ω∆ depends on the gauge because of the transverse
aspects of SF (k)Γ
µ(k, p)SF (p). These need not be zero in
the Landau gauge, despite this being commonly assumed.
A. Exact expressions for Ωξ
In order to calculate Ωξ in any dimensions, based on
Eq. (9) we need to calculate the contribution to σj(p
2; ξ)
as functionals of ρj(s; ξ) with explicit dependence on the
number of spacetime dimensions d = 4 − 2ǫ. We denote
by σξj the contribution to σj from the longitudinal com-
ponent of the photon propagator. After replacingDµν(q)
by ξqµqν/q
4, we have
σξ1(p
2) + /pσ
ξ
2(p
2) = ie2ξ
∫
dW
∫
dk /q
1
/k −W
/q
1
q4
ρ(W )
/p−W
=
−αξ
4π
∫
dW
∫ 1
0
dy Γ(ǫ)
(
4πµ2
s
)ǫ{
−ǫ(1− y)y
(1− yz)Dǫ
/p+
y[3ǫ− 4 + (3− 2ǫ)y]
Dǫ
/p+
W
Dǫ
}
ρ(W )
/p−W
, (33)
with y being the Feynman parameter, z = p2/s and the combined denominator given by D = (1 − y)(1 − yz). After
applying the integral definition of hypergometric functions [51], we have
∫ 1
0
dy
yp(1 − y)q
(1 − yz)a
=
Γ(p+ 1)Γ(q + 1)
Γ(p+ q + 2)
2F1(a, p+ 1; p+ q + 2; z). (34)
7Then the loop-integral factor of Eq. (33) becomes
ie2
∫
dk /q
1
/k −W
/q
q4
= −
α
4π
Γ(ǫ)
(
4πµ2
s
)ǫ{ −ǫ/p
(3 − ǫ)(2− ǫ)
2F1(1 + ǫ, 2; 4− ǫ; z) +
(3ǫ− 4)/p
(2− ǫ)(1 − ǫ)
2F1(ǫ, 2; 3− ǫ; z)+
2(3− 2ǫ)/p
(3− ǫ)(2− ǫ)(1− ǫ)
2F1(ǫ, 3; 4− ǫ; z) +
W
1− ǫ
2F1(ǫ, 1; 2; z)
}
. (35)
Since σξj are properly formulated Feynman diagrams cor-
responding to loop-corrections to the fermion propagator
where the ρj(s; ξ) are given by δ-functions, one expects
that linear combinations of hypergeometric functions in
Eq. (35) are finite (at least in 4D) when z → 1 such that
there are contributions to fermion propagator functions
no more singular than those of a free particle.
After numerous applications of contiguous relations
for hypergeometric functions 2F1(a, b; c; z), Eq. (33) be-
comes
σξ1(p
2) =
αξ
4π
∫
ds
(
4πµ2
s
)ǫ
Γ(ǫ)
1− ǫ
× 2F1(ǫ, 2; 2− ǫ; z) ρ1(s), (36a)
σξ2(p
2) =
αξ
4π
∫
ds
(
4πµ2
s
)ǫ
ǫΓ(ǫ)
(2 − ǫ)(1− ǫ)
× 2F1(ǫ+ 1, 2; 3− ǫ; z)
1
s
ρ2(s). (36b)
Details of the intermediate steps can be found in Ap-
pendix A.
Next, since Ωξ is only linear in ξ, we define Θ as
Θ = −ν−1Ωξ , (37)
(recalling ν ≡ αξ/4π) such that the distribution Θ is
independent of ξ. Apparently only diagonal elements of
Θij survive, therefore
− νΘ11(s, s
′; ξ) = −
1
s
δ
δρ1(s′; ξ)
1
π
Im
{
σξ1(s+ iε; ξ)
}
.
(38a)
− νΘ22(s, s
′; ξ) = −
δ
δρ2(s′; ξ)
1
π
Im
{
σξ2(s+ iε; ξ)
}
.
(38b)
Let us define at the operator level
∫
dsΘ = diag
{
θ1, θ2
}
.
Since
1
p2 − s+ iε
= −
1
p2
+∞∑
β=1
zβ ,
Eqs. (36, 38) imply
−νθ1
1
p2 − s+ iε
= νΓ(ǫ)
(
4πµ2
p2
)ǫ
1
p2
1
1− ǫ
×
+∞∑
β=1
(ǫ)β−1(2)β−1
(2− ǫ)β−1(β − 1)!
zβ+ǫ (39a)
−νθ2
1
p2 − s+ iε
= νΓ(ǫ)
(
4πµ2
p2
)ǫ
1
p2
ǫ
(2− ǫ)(1− ǫ)
×
+∞∑
β=1
(ǫ + 1)β−1(2)β−1
(3− ǫ)β−1(β − 1)!
zβ+ǫ.
(39b)
Therefore we have the following identities for θj ,
θ1z
β =
(
4πµ2
p2
)ǫ
Γ(1− ǫ)Γ(β + ǫ − 1)β
Γ(1 + β − ǫ)
zβ+ǫ, (40a)
θ2z
β =
(
4πµ2
p2
)ǫ
Γ(1− ǫ)Γ(β + ǫ)β
Γ(2 + β − ǫ)
zβ+ǫ, (40b)
which completely specify Θ, and consequently Ωξ.
B. Consistency requirement as recurrence relations
Based on previous analysis, for a given ansa¨tz for
the fermion-photon vertex that ensures the vertex struc-
ture SF (k)Γ
µ(k, p)SF (p) being linear in ρ(W ), the cor-
responding distributions Ωij can be calculated. Such an
ansa¨tz is consistent with LKFT if and only if Eq. (26) is
satisfied. Independent of any ansa¨tz, two terms Ωm and
Ωξ are now known exactly.
In this subsection we explore how Eq. (26) is satisfied
incorporating Ω∆, i.e. with Ωm and Ωξ explicitly in-
cluded. Straightforwardly, one could substitute Eq. (31)
with known components into the consistency requirement
Eq. (26), and obtain
Ω∆ = e−νΦ(Ωm +Ω∆0 )e
νΦ − Ωm + νΦ, (41)
as the consistency requirement on Ω∆. Alternatively,
with LKFT for fermion propagator spectral functions
given by Eq. (13), we have
Ωξ = e
−νΦΩ0e
νΦ, (42)
where the subscript of Ωξ highlights the ξ dependent Ω in
Eq. (31), therefore Ω0 = lim
ξ→0
Ωξ. To see how infinitesimal
8changes in ξ affect Ω∆, consider taking the derivative
with respect to ν (effectively ξ) of Eq. (42),
∂νΩξ = −Φe
−νΦΩ0e
νΦ + e−νΦΩ0e
νΦΦ = [Ωξ,Φ].
Substituting in Eq. (31) and Eq. (37) produces
∂νΩ
∆ + [Φ,Ω∆] = −[Φ,Ωm] + Θ + ν[Φ,Θ]. (43)
In order to recover the corresponding terms using the
spectral representation for the fermion propagator, one
calculates
∫
ds ds′
1
p2 − s+ iε
Ω(s, s′) ρ(s′). (44)
Since the zβ expansion is in fact the p2/s expansion of
the free-particle propagator, commutators of operations
on zβ should be calculated with zβ to the left. There
exists an alternative convention to Eq. (44) that locates
the free-particle propagator to the right of the opera-
tion, which subsequently modifies Eq. (26). The net ef-
fect of adopting the alternative convention to solutions
of Eq. (43) is, however, zero compared with the conven-
tion given by Eq. (44) because deriving Eq. (26) using
the alternative convention for the location of free-particle
propagator leads to exchanging Kξj with K
−ξ
j .
Within this convention of locations, the right-hand side
of Eq. (43), operating on zβ can be calculated according
to Eqs. (B1, B2).
Since physical Ω∆ are generated by loop-corrections to
the fermion propagator, the following criteria apply:
• while the dependence of Ω∆ on ν = αξ/(4π) is al-
lowed to be any order, Ω∆ cannot depend on the
bare coupling alone because of the renormalizabil-
ity of fermion propagator SDE, the bare and renor-
malized forms of αξ being identical.
• for diagonal elements of Ω∆, a trivial solution exists
with Ω∆ = νΘ = −Ωξ. However, in this case there
is no correction to the free-particle propagator.
More generally, we define
Ω∆ =
(
Ω∆11 −
mB
p2
Ω∆12
−mBΩ
∆
21 Ω
∆
22
)
(45)
such that Ω∆ij correspond to dimensionless transforms.
In addition, from Eq. (13), one can easily verify
∂νKξ +ΦKξ = 0. The similarity of Eq. (43) to this differ-
ential equation for Kξ indicates the following expansions
for Ω∆ij ,
Ω∆ij z
β =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)mǫ
ωij(β,m) z
β+mǫ,
(46a)
for (ij) 6= (12), and
Ω∆12 z
β =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)mǫ
ω12(β,m) z
β+mǫ+1.
(46b)
where the expansion coefficients ωij(β,m) are allowed to
implicitly depend on ǫ. The ‘12’ component of Ω∆ is ex-
panded differently from other components to ensure that
Ω∆ given by Eq. (45) translates into operations solely on
the spectral variables.
With Eq. (46), the left-hand side of Eq. (43) can be
calculated according to Eq. (B3). Then recurrence re-
lations for ωij(β,m) are obtained by the comparison of
O(νm) terms in Eq. (43). As a result, we have
− ω11(β,m+ 1) + Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
ω11(β + ǫ,m)− ω11(β,m)
Γ(2 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β +mǫ)
}
=


Γ(1− ǫ)
Γ(β + ǫ− 1)Γ(β + 1)
Γ(1 + β − ǫ)Γ(β)
for m = 0,
−
Γ(ǫ)[Γ(1− ǫ)]2
Γ(1 + ǫ)
(
β + 1
β + 2ǫ
−
1 + β + ǫ
β + 1
)
Γ(β + 2ǫ)Γ(β + ǫ+ 1)
Γ(β − ǫ+ 2)Γ(β)
for m = 1,
0 for m ≥ 2.
(47a)
− ω12(β,m+ 1) + Γ(ǫ)
Γ(1 − ǫ)
Γ(1 + ǫ)
{
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
ω12(β + ǫ,m)− ω12(β,m)
Γ(2 + β +mǫ)Γ(β + 1 + (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β + 1 +mǫ)
}
=

Γ(1− ǫ)
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β + 1)
for m = 0,
0 for m ≥ 1.
(47b)
9− ω21(β,m+ 1) + Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(1 + β)Γ(β + ǫ)
Γ(1 + β − ǫ)Γ(β)
ω21(β + ǫ,m)− ω21(β,m)
Γ(2 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β +mǫ)
}
=

Γ(1− ǫ)
Γ(1 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
for m = 0,
0 for m ≥ 1.
(47c)
− ω22(β,m+ 1) + Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(1 + β)Γ(β + ǫ)
Γ(1 + β − ǫ)Γ(β)
ω22(β + ǫ,m)− ω22(β,m)
Γ(1 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(1 + β + (m− 1)ǫ)Γ(β +mǫ)
}
=


Γ(1− ǫ)
Γ(β + ǫ)Γ(β + 1)
Γ(2 + β − ǫ)Γ(β)
for m = 0,
−
Γ(ǫ)[Γ(1− ǫ)]2
Γ(1 + ǫ)
(
1
β + 1
−
1
1 + β − ǫ
)
Γ(β + 2ǫ)Γ(β + ǫ + 1)
Γ(β − ǫ+ 1)Γ(β)
for m = 1,
0 for m ≥ 2.
(47d)
These recurrence relations specify how gauge covariance
is satisfied when distributions Ω∆ij are expanded as Tay-
lor series in ν = αξ/4π written in Eq. (46). On one
hand, when the Ω∆ij are only known in the Landau gauge,
Eq. (47) can be used to calculate Ω∆ij in any other co-
variant gauge. On the other hand, when an ansa¨tz for
SF (k)Γ
µ(k, p)SF (p) is known, the operations of Ω
∆
ij on
zβ can be calculated. Eq. (47) then works to verify if
this ansa¨tz ensures that solutions to fermion propagator
SDE are consistent with LKFT.
C. Example: The Gauge Technique in the
quenched approximation in 4D
In the quenched approximation with the Gauge Tech-
nique ansa¨tz for SF (k)Γ
µ(k, p)SF (p) [18], we deduce the
Ωij to be
Ω11(s, s
′; ξ) = −
3α
4π
{(
1
ǫ
− γE + ln 4π +
4
3
+ ln
µ2
s
)
× δ(s− s′)−
s′
s2
θ(s− s′)
}
−
αξ
4π
1
s
θ(s− s′),
Ω12(s, s
′; ξ) = −
mB
s
δ(s− s′),
Ω21(s, s
′; ξ) = −mBδ(s− s
′),
Ω22(s, s
′; ξ) = −
3α
4π
{(
1
ǫ
− γE + ln 4π +
4
3
+ ln
µ2
s
)
× δ(s− s′)−
1
s
θ(s− s′)
}
−
αξ
4π
s′
s2
θ(s− s′),
(48)
where mB is the bare mass and d = 4− 2ǫ. Equivalently
written as operators on z, Ωij become
Ω11(ξ) = −
3α
4π
[
C˜ + ln(z)− z−1I
]
−
αξ
4π
Iz−1,
Ω12 = −
mB
p2
z,
Ω21 = −mB,
Ω22(ξ) = −
3α
4π
[
C˜ + ln(z)− Iz−1
]
−
αξ
4π
z−1I, (49)
where C˜ = 1/ǫ− γE + ln(4πµ
2/p2) + 4/3.
Meanwhile, since in 4D the LKFT for the fermion prop-
agator reduces to Eq. (21), we have,
zβK1(ξ) =
(
µ2
p2
)−ν
exp
{
− ν
[
1
ǫ
+ γE + ln(4π)
]}
×
Γ(β − ν)Γ(2 + β − ν)
Γ(β)Γ(2 + β)
zβ−ν, (50a)
zβK2(ξ) =
(
µ2
p2
)−ν
exp
{
− ν
[
1
ǫ
+ γE + ln(4π)
]}
×
Γ(β − ν)Γ(1 + β − ν)
Γ(β)Γ(1 + β)
zβ−ν. (50b)
For the consistency requirement, it is more convenient to
write Eq. (26) as
(
Ω11(ξ) Ω12(ξ)
Ω21(ξ) Ω22(ξ)
)
=
(
K1(ξ)Ω11(0)K1(−ξ) K1(ξ)Ω12(0)K2(−ξ)
K2(ξ)Ω21(0)K1(−ξ) K2(ξ)Ω22(0)K2(−ξ)
)
. (51)
With the assistance of the following four identities for
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fractional calculus,
Iαzβ =
Γ(β + 1)
Γ(α+ β + 1)
zα+β, (52a)
Dαzβ =
Γ(β + 1)
Γ(−α+ β + 1)
z−α+β, (52b)
Iαzβ ln(z) =
Γ(β + 1)
Γ(α+ β + 1)
{
ψ(β + 1)−
ψ(α+ β + 1) + ln(z)
}
zα+β, (52c)
Dαzβ ln(z) =
Γ(β + 1)
Γ(−α+ β + 1)
{
ψ(β + 1)
− ψ(−α+ β + 1) + ln(z)
}
z−α+β, (52d)
where ψ(β) is the digamma function, one then obtains
zβK1(ξ)Ω11(0)K1(−ξ)
= −
3α
4π
{
C˜ −
1
β − ν + 1
+ ψ(β)− ψ(β − ν)+
ψ(β + 2)− ψ(β + 2− ν) + ln z
}
zβ, (53a)
zβK1(ξ)Ω12(0)K2(−ξ) = −
mB
p2
β
β − ν
zβ+1, (53b)
zβK2(ξ)Ω21(0)K1(−ξ) = −mB
β + 1
β + 1− ν
zβ, (53c)
zβK2(ξ)Ω22(0)K2(−ξ)
= −
3α
4π
{
C˜ −
1
β − ν
+ ψ(β)− ψ(β − ν)+
ψ(β + 1)− ψ(β + 1− ν) + ln z
}
zβ. (53d)
While from Eq. (49), we have
zβΩ11(ξ) =
{
−
3α
4π
[
C˜ −
1
β + 1
+ ln z
]
−
ν
β
}
zβ, (54a)
zβΩ12(ξ) = −
mB
p2
zβ+1, (54b)
zβΩ21(ξ) = −mBz
β, (54c)
zβΩ22(ξ) =
{
−
3α
4π
[
C˜ −
1
β
+ ln z
]
−
ν
β + 1
}
zβ (54d)
Observe that the digamma functions only occur in
Eq. (53), not in Eq. (54). Additionally, the dependence
on ν is only linear in Eq. (54), but not in Eq. (53). There-
fore the consistency requirement given by Eq. (51) is not
satisfied by the Gauge Technique in 4D. The same con-
clusion has been realized by Delbourgo, Keck and Parker
[52] in a completely different approach.
VI. SUMMARY
In this paper we have formulated the fermion propaga-
tor SDE in terms of propagator spectral functions. With
the fermion-photon vertex structure SF (k)Γ
µ(k, p)SF (p)
being linear in the ρj(s; ξ) as implied by the equality
of renormalization factors Z1 = Z2, we have derived
the necessary and sufficient condition for the solutions
of the fermion propagator SDE to be consistent with
LKFT in covariant gauges. With known contributions
to the fermion propagator SDE calculated, this reduces
the consistency requirement to that for the contribution
to Ω in Eq. (8) from the Landau gauge photon propaga-
tor. Next, an expansion of the operator Ω∆ (defined in
Eq.(31)), similar to that of Kj in Eq. (19), has been pos-
tulated in Eq. (46). The consistency requirements can
then be converted into the form of recurrence relations
of this expansion, shown in Eq. (47). The requirement
on SF (k)Γ
µ(k, p)SF (p) to ensure the gauge invariance of
Π(q2) was also derived.
We observe that the Gauge Technique [15–18] does not
ensure gauge covariance for the fermion propagator in
QED. In fact, when fermions are massive, dimension-odd
operators are required in SF (k)Γ
µ(k, p)SF (p) to ensure
gauge covariance. Our formalism for the SDEs using a
spectral representation allows propagators to be solved in
Minkowski space. Furthermore, our consistency require-
ments can be used as criteria for truncating the SDEs for
QED propagators.
Importantly, our calculations have been performed in
arbitary dimensions. Keeping ǫ = 2− d/2 explicit to the
end turns out to give concise and meaningful results in
the case of the σξj in Eq. (33), the fermion Schwinger-
Dyson equation, as well as the LKFT for the fermion
propagator. Results are concise in the sense that one
hypergeometric function describes the p2 dependence for
each Dirac component of every loop integral. Meaning-
ful in the sense that the results apply to any number
of spacetime dimensions as long as hypergeometric func-
tions converge. Based on these two merits, one might sus-
pect that dimensional regularization evaluated by keep-
ing ǫ explicit to the last step is intrinsic to QED itself.
This work marks a path towards ensuring consistent
truncations of the Schwinger-Dyson equations for the
fermion and boson propagators yield gauge covariant
fermion mass functions like that in Fig. 1: an essential
requirement for validating any truncation scheme used.
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Appendix A: Simplification of σ
ξ
j (p
2; ξ)
To simplify Eq. (35), we will need contiguous relations
for hypergeometric functions from Ref. [51] and the fol-
lowing identity
(A/p+BW )(/p+W ) = s(Az +B) + (A+B)/pW
= s(z − 1)
[(
A+
A+B
z − 1
)
+
A+B
s(z − 1)
/pW
]
. (A1)
Equations referred to by Eq. (15.2.XX) are identities in
Ref. [51]. With a = 3, b = 1 + ǫ, c = 4− ǫ, Eq. (15.2.19)
becomes
2(3− 2ǫ)
(3 − ǫ)(2− ǫ)(1− ǫ)
2F1(ǫ, 3; 4− ǫ; z)
=
2
(3− ǫ)(2− ǫ)
2F1(2, 1 + ǫ; 4− ǫ; z)+
2(1− z)
(3 − ǫ)(1− ǫ)
2F1(3, 1 + ǫ; 4− ǫ; z). (A2)
Explicitly then,
A =
−ǫ
(3− ǫ)(2− ǫ)
2F1(1 + ǫ, 2; 4− ǫ; z)+
3ǫ− 4
(2 − ǫ)(1− ǫ)
2F1(ǫ, 2; 3− ǫ; z)+
2(3− 2ǫ)
(3 − ǫ)(2− ǫ)(1− ǫ)
2F1(ǫ, 3; 4− ǫ; z)
=
2(1− z)
(3− ǫ)(1− ǫ)
2F1(1 + ǫ, 3; 4− ǫ; z)+ (A3)
1
3− ǫ
2F1(1 + ǫ, 2; 4− ǫ; z)+
3ǫ− 4
(2 − ǫ)(1− ǫ)
2F1(ǫ, 2; 3− ǫ; z),
where Eq. (A2) is used to derive Eq. (A3). From
Eq. (15.2.17) with a = 1, b = ǫ, c = 3− ǫ we have
B =
1
1− ǫ
2F1(ǫ, 1; 2− ǫ; z)
=
1
2− ǫ
2F1(ǫ, 1; 3− ǫ; z)+
1
(2− ǫ)(1− ǫ)
2F1(ǫ, 2; 3− ǫ; z). (A4)
Next, with a = ǫ, b = 2, c = 3− ǫ, Eq. (15.2.15) be-
comes
1
2− ǫ
2F1(ǫ, 1; 3− ǫ; z)
=
1− 2ǫ
(2 − ǫ)(1− ǫ)
2F1(2, ǫ; 3− ǫ; z)+
ǫ(1− z)
(2− ǫ)(1− ǫ)
2F1(2, ǫ+ 1; 3− ǫ; z). (A5)
With a = ǫ, b = 3, c = 4− ǫ, Eq. (15.2.17) becomes
−1
1− ǫ
2F1(ǫ, 2; 3− ǫ; z)
=
−(3− 2ǫ)
(3− ǫ)(1 − ǫ)
2F1(ǫ, 2; 4− ǫ; z)+
−ǫ
(3− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 4− ǫ; z). (A6)
With a = 2, b = 1 + ǫ, c = 4− ǫ, Eq. (15.2.15) becomes
− (3− 2ǫ) 2F1(ǫ, 2; 4− ǫ; z)+
(1− 2ǫ) 2F1(ǫ + 1, 2; 4− ǫ; z)
= −2(1− z) 2F1(ǫ + 1, 3; 4− ǫ; z). (A7)
Therefore
A+B
=
2(1− z)
(3− ǫ)(1− ǫ)
2F1(1 + ǫ, 3; 4− ǫ; z)+ (A8a)
ǫ(1− z)
(2− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 3− ǫ; z)+
−1
1− ǫ
2F1(ǫ, 2; 3− ǫ; z)+
1
3− ǫ
2F1(1 + ǫ, 2; 4− ǫ; z)
=
2(1− ǫ)
(3− ǫ)(1− ǫ)
2F1(1 + ǫ, 3; 4− ǫ; z)+ (A8b)
ǫ(1− z)
(2− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 3− ǫ; z)+
−(3− 2ǫ)
(3− ǫ)(1− ǫ)
2F1(ǫ, 2; 4− ǫ; z)+
1− 2ǫ
(3− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 4− ǫ; z)
=
ǫ(1− z)
(2− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 3− ǫ; z), (A8c)
where Eqs. (A5, A6, A7) are used to derive
Eqs. (A8a, A8b, A8c), respectively. In addition, with
a = ǫ, b = 2, c = 4− ǫ, Eq. (15.2.14) becomes
ǫ 2F1(ǫ + 1, 2; 4− ǫ; z)
= 2 2F1(ǫ, 3; 4− ǫ; z)− (2 − ǫ) 2F1(ǫ, 2; 4− ǫ; z). (A9)
With a = ǫ, b = 2, c = 3− ǫ, Eq. (15.2.14) becomes
ǫ 2F1(ǫ + 1, 2; 3− ǫ; z)
= 2 2F1(ǫ, 3; 3− ǫ; z)− (2− ǫ) 2F1(ǫ, 2; 4− ǫ; z).
(A10)
With a = ǫ, b = 2, c = 4− ǫ, Eq. (15.2.24) becomes
(1 − ǫ) 2F1(ǫ, 2; 4− ǫ; z) + 2 2F1(ǫ, 3; 4− ǫ; z)
= (3− ǫ) 2F1(ǫ, 2; 3− ǫ; z). (A11)
With a = ǫ, b = 2, c = 3− ǫ, Eq. (15.2.24) becomes
− ǫ 2F1(ǫ, 2; 3− ǫ; z) + 2 2F1(ǫ, 2; 3− ǫ; z)
= (2− ǫ) 2F1(ǫ, 2; 2− ǫ; z). (A12)
Then
12
A+
A+B
(z − 1)
=
−ǫ
(3− ǫ)(2− ǫ)
2F1(1 + ǫ, 2; 4− ǫ; z) +
3ǫ− 4
(2− ǫ)(1− ǫ)
2F1(ǫ, 2; 3− ǫ; z)+
2(3− 2ǫ)
(3− ǫ)(2 − ǫ)(1− ǫ)
2F1(ǫ, 3; 4− ǫ; z) +
−ǫ
(2− ǫ)(1 − ǫ)
2F1(ǫ + 1, 2; 3− ǫ; z)
=
1
(3− ǫ)(2− ǫ)
{
2(2− ǫ)
1− ǫ
2F1(ǫ, 3; 4− ǫ; z) + (2− ǫ) 2F1(ǫ, 2; 4− ǫ; z)
}
+ (A13a)
1
(2− ǫ)(1 − ǫ)
{
− 2 2F1(ǫ, 3; 3− ǫ; z) + 2(ǫ− 1) 2F1(ǫ, 2; 3− ǫ; z)
}
=
2
(3− ǫ)(1− ǫ)
2F1(ǫ, 3; 4− ǫ; z) +
1
3− ǫ
2F1(ǫ, 2; 4− ǫ; z)+ (A13b)
−2
(2− ǫ)(1 − ǫ)
2F1(ǫ, 3; 3− ǫ; z) +
−2
2− ǫ
2F1(ǫ, 2; 3− ǫ; z)
=
ǫ
(1− ǫ)(2− ǫ)
2F1(ǫ, 2; 3− ǫ; z) +
−2
(2− ǫ)(1− ǫ)
2F1(ǫ, 3; 3− ǫ; z) (A13c)
=
−1
1− ǫ
2F1(ǫ, 2; 2− ǫ; z), (A13d)
where Eqs. (A9, A10, A11, A12) have been utilized to derive Eqs. (A13a, A13b, A13c, A13d), respectively. Finally
we obtain,
ie2ξ
∫
dk/q
1
/k −W
/q
q4
1
/p−W
=
−αξ
4π
Γ(ǫ)
(
4πµ2
s
)ǫ{
−1
1− ǫ
2F1(ǫ, 2; 2− ǫ; z)+
−ǫ
(2− ǫ)(1− ǫ)
2F1(ǫ+ 1, 2; 3− ǫ; z)
/p
W
}
. (A14)
Appendix B: Operations on zβ from terms in Eq. (43)
For commutators on the right-hand side of Eq. (43), explicit calculation shows that
zβφ3θ1 =
Γ(ǫ)[Γ(1 − ǫ)]2
Γ(1 + ǫ)
(
4πµ2
p2
)2ǫ
β + 1
β + 2ǫ
Γ(β + 2ǫ)Γ(β + ǫ+ 1)
Γ(β − ǫ+ 2)Γ(β)
zβ+2ǫ, (B1a)
zβθ1φ3 =
Γ(ǫ)[Γ(1 − ǫ)]2
Γ(1 + ǫ)
(
4πµ2
p2
)2ǫ
1 + β + ǫ
β + 1
Γ(β + 2ǫ)Γ(β + ǫ+ 1)
Γ(β − ǫ+ 2)Γ(β)
zβ+2ǫ, (B1b)
zβφ2θ2 =
Γ(ǫ)[Γ(1 − ǫ)]2
Γ(1 + ǫ)
(
4πµ2
p2
)2ǫ
1
β + 1
Γ(β + 2ǫ)Γ(β + ǫ + 1)
Γ(β − ǫ+ 1)Γ(β)
zβ+2ǫ, (B1c)
zβθ2φ2 =
Γ(ǫ)[Γ(1 − ǫ)]2
Γ(1 + ǫ)
(
4πµ2
p2
)2ǫ
1
1 + β − ǫ
Γ(β + 2ǫ)Γ(β + ǫ+ 1)
Γ(β − ǫ+ 1)Γ(β)
zβ+2ǫ, (B1d)
and
zβ(φ3z − zφ3) = Γ(ǫ)
(
4πµ2
p2
)ǫ
Γ(1 − ǫ)
Γ(1 + ǫ)
[
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
−
Γ(2 + β)Γ(β + 1 + ǫ)
Γ(2 + β − ǫ)Γ(β + 1)
]
zβ+ǫ+1
= −Γ(1− ǫ)
(
4πµ2
p2
)ǫ
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β + 1)
zβ+ǫ+1 (B2a)
zβ(φ2 − φ3) = Γ(ǫ)
(
4πµ2
p2
)ǫ
Γ(1 − ǫ)
Γ(1 + ǫ)
[
Γ(1 + β)Γ(β + ǫ)
Γ(1 + β − ǫ)Γ(β)
−
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
]
zβ+ǫ
= −Γ(1− ǫ)
(
4πµ2
p2
)ǫ
Γ(1 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
zβ+ǫ. (B2b)
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Up until now all terms on the right-hand side of Eq. (43) are explicit. For the left-hand side, we have
zβ∂νΩ
∆
ij =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
[−ωij(β,m+ 1)]z
β+(m+1)ǫ (i, j) 6= (1, 2), (B3a)
zβ∂νΩ
∆
12 =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
[−ω12(β,m+ 1)] z
1+β+(m+1)ǫ (B3b)
zβ(φ3Ω
∆
11 − Ω
∆
11φ3) =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
ω11(β + ǫ,m)
− ω11(β,m)
Γ(2 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β +mǫ)
}
zβ+(m+1)ǫ (B3c)
zβ(φ3Ω
∆
12 − Ω
∆
12φ2) =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(2 + β)Γ(β + ǫ)
Γ(2 + β − ǫ)Γ(β)
ω12(β + ǫ,m)
− ω12(β,m)
Γ(2 + β +mǫ)Γ(β + 1+ (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β + 1 +mǫ)
}
z1+β+(m+1)ǫ (B3d)
zβ(φ2Ω
∆
21 − Ω
∆
21φ3) =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(1 + β)Γ(β + ǫ)
Γ(1 + β − ǫ)Γ(β)
ω21(β + ǫ,m)
− ω21(β,m)
Γ(2 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(2 + β + (m− 1)ǫ)Γ(β +mǫ)
}
zβ+(m+1)ǫ (B3e)
zβ(φ2Ω
∆
22 − Ω
∆
22φ2) =
+∞∑
m=0
(−ν)m
m!
(
4πµ2
p2
)(m+1)ǫ
Γ(ǫ)
Γ(1− ǫ)
Γ(1 + ǫ)
{
Γ(1 + β)Γ(β + ǫ)
Γ(1 + β − ǫ)Γ(β)
ω22(β + ǫ,m)
− ω22(β,m)
Γ(1 + β +mǫ)Γ(β + (m+ 1)ǫ)
Γ(1 + β + (m− 1)ǫ)Γ(β +mǫ)
}
zβ+(m+1)ǫ. (B3f)
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