Abstract. In this article, we show that every Jordan {g, h}-derivation over Tn(C) is a {g, h}-derivation under an assumption, where C is a commutative ring with unity 1 = 0. We give an example of a Jordan {g, h}-derivation over Tn(C) which is not a {g, h}-derivation. Also, we study Jordan {g, h}-derivation over Mn(C).
Introduction
Jordan derivation over prime rings was initiated by Herstein in 1957 [9] and he proved that every Jordan derivation over a prime ring of characteristic not 2 is a derivation. In 1975, Cusack established the same result for semiprime rings [1] . Let A, B be two algebras over a commutative ring C. Throughout the paper, we assume C is 2-torsion free with unity 1 = 0. A ring R is 2-torsion free if 2a = 0 for some a ∈ R implies a = 0. Jordan derivation over rings and algebras are studied by many authors [2, 3, 5, 7, 13, 14, 15] , where they found every Jordan derivation over undertaken rings or algebras is a derivation. After that some generalizations of (Jordan) derivations have been introduced like (Jordan) left derivation, (Jordan) generalized derivation, (Jordan) P -derivation. Many results had been proved on those derivations over some rings and algebras [4, 8, 10, 11, 12] .
Recently, in 2016 Brešar [6] introduced {g, h} derivation and Jordan {g, h} derivation. They have considered algebra over a field F with char(F ) = 2. We take the same definition with assuming the algebra over C. Let A be a unital algebra over C and f, g, h : A → A are linear maps. Then f is said to be a {g, h}-derivation if (1.1) f (xy) = g(x)y + xh(y) = h(x)y + xg(y) for all x, y ∈ A.
If f = g = h in (1.1), Then f is a usual derivation. Now, f is said to be a Jordan {g, h}-derivation if (1.2) f (x • y) = g(x)
• y + x • h(y) for all x, y ∈ A.
If f = g = h in (1.2), then f is a usual Jordan derivation. Every {g, h}-derivation is Jordan {g, h}-derivation, but the converse is not true which has been shown by Now, suppose f : T n (C) → T n (C) is a Jordan {g, h}-derivation. First we prove (2.1) f (e ij e kl ) = g(e ij )e kl + e ij h(e kl ) = h(e ij )e kl + e ij g(e kl ), which is equivalent to (2.2) f (e kl e ij ) = g(e kl )e ij + e kl h(e ij ) = h(e kl )e ij + e kl g(e ij ) (by Lemma 2.3).
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Lemma 2.4. f (e ii e jj ) = g(e ii )e jj + e ii h(e jj ) = h(e ii )e jj + e ii g(e jj ), for i = j.
Proof. Let i = j. Without loss of generality, let i < j. Since f is a Jordan {g, h}-
ii e ii . Equating the coefficients of e 1j , e 2j , . . . , e i−1,j , e i+1,j , . . . , e j−1,j respectively from both sides of (2.5),
(jj) ii = 0 (equating the coefficients of e jj and e ii ) =⇒ g
Equating the coefficients of e i,i+1 , e i,i+2 , . . . , e i,j−1 , e i,j+1 , . . . , e in from (2.5),
Equating the coefficients of e ij from (2.5),
Now, f (e ii e jj ) = 0 and
ij )e ij = 0 (by using (1a),(1b),(1c) and (1d)).
Similarly, by using (2.6), we get h(e ii )e jj + e ii g(e jj ) = 0. Hence we prove that, f (e ii e jj ) = g(e ii )e jj + e ii h(e jj ) = h(e ii )e jj + e ii g(e jj ).
Lemma 2.5. f (e ii e jk ) = g(e ii )e jk + e ii h(e jk ) = h(e ii )e jk + e ii g(e jk ), for j < k.
Proof. Our aim is to prove the following.
f (e ii e jk ) = g(e ii )e jk + e ii h(e jk ) = h(e ii )e jk + e ii g(e jk ), where j < k.
Case 1. Let i = j. Then (2.7) equivalent to f (e ij e ii ) = g(e ij )e ii + e ij h(e ii ) = h(e ij )e ii + e ij g(e ii ), where i < j.
ii e ij + g
ii e ij .
From (2.9) and (2.10), equating the coefficients of e 1i , e 2i , . . . , e i,i−1 , e ii respectively, (3a) g
From (2.8) and (2.11), equating the coefficients of e 1i , e 2i , . . . , e i,i−1 , e ii respectively, (3b) h
From (2.6), equating the coefficients of e jj , e ii respectively, (2a) 2h
From (2.6), equating the coefficients of e j,j+1 , e j,j+2 , . . . , e jn respectively,
From (2.5), equating the coefficients of e j,j+1 , e j,j+2 , . . . , e jn respectively,
ii e ii + h
jn e in = 0 (by (3b),(1b),(1e)).
Case 2. Claim: f (e ii e jk ) = g(e ii )e jk +e ii h(e jk ) = h(e ii )e jk +e ii g(e jk ), where i < j.
kk e jk + g
Equating the coefficients of e ik , e ii , e i,i+1 , . . . , e i,k−1 , e i,k+1 , . . . , e in respectively from both sides of (2.12), (2.13)
f (e ii e jk ) = 0.
in e in = 0 ( by (1a),(1b) and (2.13)).
Similarly, using f (e ii • e jk ) = h(e ii ) • e jk + e ii • g(e jk ), we have h(e ii )e jk + e ii g(e jk ) = 0. Case 3. Claim: (2.14)
f (e ii e jk ) = g(e ii )e jk + e ii h(e jk ) = h(e ii )e jk + e ii g(e jk ), where i > j.
Subcase 1. Let k = i. Then (2.14) is equivalent to f (e jj e ij ) = g(e jj )e ij + e jj h(e ij ) = h(e jj )e ij + e jj g(e ij ), for i < j.
⋆
Equating the coefficients of e 1i , e 2i , . . . , e i−1,i , e ii from (2.6), (2c) g
Comparing the coefficients of e jj , e j,j+1 , . . . , e jn from (2.9) and (2.11),
f (e jj e ij ) = 0.
g(e jj )e ij + e jj h(e ij ) = g
jn e jn = 0 (by (2c) and (3c)).
In a similar way, h(e jj )e ij + e jj g(e ij ) = 0.
Equating the coefficients of e ii , e i,i+1 , . . . , e in from (2.15), (2.16) 2h
Since (2.5) is also true for i > j, equating the coefficients of e 1j , e 2j , . . . , e jj from (2.5),
in e in = 0 (by (1f) and (2.16) ).
In a similar fashion, h(e ii )e jk + e ii g(e jk ) = 0. Lemma 2.6. f (e ij e kl ) = g(e ij )e kl + e ij h(e kl ) = h(e ij )e kl + e ij g(e kl ), for i < j, k < l.
Proof. We prove (2.17) f (e ij e kl ) = g(e ij )e kl + e ij h(e kl ) = h(e ij )e kl + e ij g(e kl ), where i < j, k < l. Case 1. Let j = k. Then (2.17) equivalent to f (e kj e ik ) = g(e kj )e ik +e kj h(e ik ) = h(e kj )e ik + e kj g(e ik ), where i < k < j.
i−1,i = 0. Comparing the coefficients of e k,j+1 , e k,j+2 , . . . , e kn from (2.8) and (2.18),
As discussed in Lemma (2.5), from h(e ii )e kj + e ii g(e kj ) = f (e ii e kj ) = 0 and h(e ik )e jj + e ik g(e jj ) = f (e ik e jj ) = 0, equating the coefficients of e ii and e jj respectively,
f (e kj e ik ) = 0.
g(e kj )e ik + e kj h(e ik ) = g
1i e 1k + g
ii e ik + h
jn e kn = 0 (by (3d),(2.19),(3e)) .
Similarly, we can prove that, h(e kj )e ik + e kj g(e ik ) = 0.
ii e ij . Equating coefficients of e 1l , e 2l , . . . , e i−1,l , e i+1,l , . . . , e k−1,l from (2.20),
k−1,k = 0. Equating coefficients of e il from (2.20),
ik + h (kl) jl = 0. Equating coefficients of e i,j+1 , e i,j+2 , . . . , e i,l−1 , e i,l+1 , . . . , e in from (2.20),
⋆ By Lemma (2.5), equating the coefficients of e kk and e jj from 0 = f (e ij e kk ) = g(e ij )e kk + e ij h(e kk ) and 0 = f (e jj e kl ) = g(e jj )e kl + e jj h(e kl ) respectively,
jj .
f (e ij e kl ) = 0.
g(e ij )e kl + e ij h(e kl ) = g
1k e 1l + g
kk e kl + +h
jn e in = 0 (by (20a),(20b),(2.21),(20c)).
Simiarly we can show that, h(e ij )e kl + e ij g(e kl ) = 0.
Similarly, (2.23) 0 = f (e jj e kl ) = g(e jj )e kl + e jj h(e kl ) = g
jn e in = 0 (by (2.22) and (2.23)).
Similarly we can show that h(e ij )e kl + e ij g(e kl ) = 0.
Proof of Theorem (2.1): Let f be a Jordan {g, h}-derivation on T n (C). Since f (e 2 ii ) = f (e ii ) = g(e ii )e ii + e ii h(e ii ), we get f (e 2 ii ) = h(e ii )e ii + e ii g(e ii ), for all i = 1, 2, . . . , n (by Lemma 2.2). By Lemma 2.4-2.6, we can prove that f (xy) = g(x)y + xh(y) = h(x)y + xg(y) for all x, y ∈ T n (C).
Remark 2.7. Now we give an example where f is a Jordan {g, h}-derivation over T 2 (C), but not a {g, h}-derivation over T 2 (C). For example, let g : T 2 (C) → T 2 (C) as g(x) = a•x, where a = e 11 +e 12 +e 22 and C is the field of complex numbers. Then 0 is Jordan {g, −g} derivation, but 0(e 2 11 ) = 0 = −e 12 = g(e 11 )e 11 + e 11 ((−g)(e 11 )), that is, 0 is not a {g, −g} derivation.
3. Jordan {g,h} derivation on M n (C) Now we study Jordan {g, h}-derivation over full matrix algebra M n (C). We prove every Jordan {g, h}-derivation on M n (C) is a {g, h}-derivation.
Theorem 3.1. Let M n (C) be the algebra of n × n matrices over C. Then every Jordan {g, h}-derivation on M n (C), n ≥ 2, into itself is a {g, h}-derivation.
f (e ij e kl ) = g(e ij )e kl + e ij h(e kl ) = h(e ij )e kl + e ij g(e kl ), which is equivalent to (3.2) f (e kl e ij ) = g(e kl )e ij + e kl h(e ij ) = h(e kl )e ij + e kl g(e ij ) (by Lemma 2.3).
kl e kl , where g Now we use (3.3) and (3.4) to derive next few identities. Let i = j.
ni e nj . Similarly, we have
We have several lemmas. Lemma 3.2. f (e ii e ii ) = g(e ii )e ii +e ii h(e ii ) = h(e ii )e ii +e ii g(e ii ), for i = 1, 2, . . . , n.
Proof. Equating the coefficients of e 1j , . . . , e i−1,j , e i+1,j , . . . , e nj from (3.7) and (3.8), we have
ni . Similarly, equating the coefficients of e j1 , . . . , e j,i−1 , e j,i+1 , . . . , e jn from (3.13) and (3.14), we have
in . By using (3.15) and (3.16), we have f (e ii • e ii ) = 2(g(e ii )e ii + e ii h(e ii )) =⇒ f (e 2 ii ) = g(e ii )e ii + e ii h(e ii ). Similarly we can prove that,
ii ) = h(e ii )e ii + e ii g(e ii ). Lemma 3.3. f (e ii e jj ) = g(e ii )e jj + e ii h(e jj ) = h(e ii )e jj + e ii g(e jj ), for i = j.
Proof. Comparing the coefficients of e 1j , . . . , e i−1,j , e i+1,j , . . . , e nj from (3.5), (3.17) g
(ii) nj = 0. Comparing the coefficients of e ij from (3.5),
Comparing the coefficients of e i1 , . . . , e i,j−1 , e i,j+1 , . . . , e in from (3.5),
in = 0. Using (3.17),(3.18) and (3.19),
f (e ii e jj ) = 0 = g(e ii )e jj + e ii h(e jj ).
Similarly by using (3.6),
f (e ii e jj ) = 0 = h(e ii )e jj + e ii g(e jj ).
Lemma 3.4. f (e ii e jk ) = g(e ii )e jk + e ii h(e jk ) = h(e ii )e jk + e ii g(e jk ), for j = k.
Proof. We have two cases.
Case1. Let i = j. We prove that f (e ik e ii ) = g(e ik )e ii + e ik h(e ii ) = h(e ik )e ii + e ik g(e ii ), for i = k which is equivalent to f (e ij e ii ) = g(e ij )e ii + e ij h(e ii ) = h(e ij )e ii + e ij g(e ii ), for i = j.
Equating the coefficients of e 1j , e 2j , . . . , e nj , e j1 , e j2 , . . . , e jn from 0 = f (e ij • e ij ), we have (3.20) g
jn + h (ij) jn = 0. Comparing the coefficients of e 1i , . . . , e i−1,i , e i+1,i , . . . , e ni from (3.7) and (3.8),
ni . Using (3.20) and (3.22),
Comparing coefficients of e ii from (3.8) and (3.10), (3.25) h
ji .
From (3.6), equating the coefficients of e ji , (3.26) h
By (3.25) and (3.26),
ii + h
(ii) ji = 0. From (3.6), equating the coefficients of e j1 , . . . , e j,i−1 , e j,i+1 , . . . , e jn , (3.27 ) and (3.28), g(e ij )e ii + e ij h(e ii ) = 0 = f (e ij e ii ). Similarly, we can prove that f (e ij e ii ) = h(e ij )e ii + e ij g(e ii ).
Case 2. Let j = k. Equating the coefficients of e i1 , e i2 , . . . , e in from 0 = f (0) = f (e ii • e jk ),
Using (3.17),(3.29) and (3.30), g(e ii )e jk + e ii h(e jk ) = 0 = f (e ii e jk ). Similarly, f (e ii e jk ) = h(e ii )e jk + e ii g(e jk ).
Lemma 3.5. f (e ij e kl ) = g(e ij )e kl + e ij h(e kl ) = h(e ij )e kl + e ij g(e kl ), for i = j and k = l.
Proof. We have three cases. Case 1. Let j = k. By Lemma 3.4, 0 = f (e ij e kk ) = g(e ij )e kl + e ij h(e kl ). Now comparing the coefficients of e 1k , e 2k , . . . , e nk , (3.31) g
ik + h (kk) jk = 0. Similarly, from 0 = f (e jj e kl ), equating the coefficients of e j1 , e j2 , . . . , e jn , (3.33) h
jk + h (kl) jl = 0. By Lemma 3.3, 0 = f (e jj e kk ) = g(e jj )e kk + e jj h(e kk ). Now equating the coefficients of e jk , ik + h (kl) jl = 0. So, by (3.31),(3.33) and (3.36), g(e ij )e kl + e ij h(e kl ) = 0 = f (e ij e kl ). Similarly we have f (e ij e kl ) = h(e ij )e kl + e ij g(e kl ).
Case 2. Let j = k and i = l. We prove f (e kl e ik ) = g(e kl )e ik + e kl h(e ik ) = h(e kl )e ik + e kl g(e ik ). now from 0 = f (e kl e ii ) = g(e kl )e ii + e kl h(e ii ), equating the coefficients of e 1i , e 2i , . . . , e ni , ki + g
(ii) li = 0. Equating the coefficients of e l1 , e l2 , . . . , e ln from 0 = f (e ll e ik ) = g(e ll )e ik + e ll h(e ik ), li + g (ik) lk = 0. Equating the coefficients of e li from 0 = f (e ll e ii ) = g(e ll )e ii + e ll h(e ii ), ki + h (ik) lk = 0. So, by (3.37),(3.39) and (3.42), g(e kl )e ik + e kl h(e ik ) = 0 = f (e kl e ik ). Similarly we have f (e kl e ik ) = h(e kl )e ik + e kl g(e ik ).
Case 3. Let j = k and i = l. We prove f (e ij e ji ) = g(e ij )e ji + e ij h(e ji ) = h(e ij )e ji + e ij g(e ji ). From e ij • e ji = e ii + e jj , using Lemma 3.2, (3.43) g(e ij ) • e ji + e ij • h(e ji ) = g(e ii )e ii + e ii h(e ii ) + g(e jj )e jj + e jj h(e jj ).
Equating the coefficients of e 1i , . . . , e i−1,i , e ii , e i+1,i , . . . , e j−1,i , e j+1,i , . . . , e ni and e i1 , . . . , e i,i−1 , e i,i+1 , . . . , e i,j−1 , e i,j+1 , . . . , e in from both sides of (3.43), ii + h in . Equating the coefficients of e jj from g(e ij )e jj + e ij h(e jj ) = f (e ij ) = g(e ii )e ij + e ii h(e ij ), (3.47) g
ji . Equating the coefficients of e jj from g(e jj )e ji + e jj h(e ji ) = f (e ji ) = g(e ji )e ii + e ji h(e ii ), (3.48) h
ij . Using (3.44)-(3.48), we get g(e ij )e ji + e ij h(e ji ) = g(e ii )e ii + e ii h(e ii ) = f (e ii ) = f (e ij e ji ). Similarly, we can prove that f (e ij e ji ) = h(e ij )e ji + e ij g(e ji ).
