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general enough to represent the domain knowledge of the underlying problem, and specific enough to allow efficient computation [11] .
2.Related Works:
Related works in AI concentrated on games, geometrical problems, symbolic algebra, theorem proving, and other formal systems. In each case the semantics of the domains were fairly simple [1] . Other works included techniques for assessing KR differences between skill groups [3] ; KR in the social sciences [7] ; general KR [8] , KR from the user model perspective [12] and KR rules generation, and reasoning are presented in [13] . In the present situation due to research complexities, to understand KR, there is the strong need to know the different types of knowledge in existance and also to know the various techniques needed to study and represent knowledge. In this paper, an attempt was made to shed more light on KR, and to look at some techniques for KR in the real world, with the view to understand their relevance and to realise their crucial importance in the development of effective KB Systems which form a fundamental foundation for quality information integration and general KM.
3.Types of Knowlege and Knowledge Pyramid:
Apriori Knowledge comes before knowledge perceived through senses. It is considered universally true, while Aposterior Knowledge is verifiable through the senses and may not always be true. Procedural Knowledge is knowing how to do something. For instance knowing how to produce a Map,the Surveyors task, while Declarative knowledge is knowing that something is true or false. For instance knowing the speed limit of a car. Tacit Knowledge is a language that is not easily expressed by language [6] . The paper introduces a framework, the Knowledge Pyramid, which helps to understand how knowledge increases in value with increasing degrees of formalization which in turn helps organizations to transform their knowledge assets into critical business decisions that can be implemented consistently and efficiently across the enterprise [9] . The Knowledge Pyramid is a framework for understanding how competitive advantage depends on the retention, expansion, and systematic automation of collective knowledge. [9] 
Knowlege Representation
Before looking at the categorical methods, lets have a broader classification of knowledge.The simplest analysis requires that we distinguish between procedural knowledge, such as how to produce a Map and declarative knowledge, such as knowing the speed limit of a car. In the former knowledge, control information neccessary to use the knowledge is embeded in the knowledge itself, e.g. how to find relevant facts and inferences. It requires an interpreter to follow instructions specified in the knowledge [8] . Whereas the later type of knowledge is a static representation where the knowledge about objects, events, and their relationship and states are given. It requires a program to know what to do with knowledge and how to it [8] Many schemes for representing knowledge have been advanced including First Order Predicate Logic, (FOPL). The strong argument for classical FOPL is that it has a well understood theoretical foundation [6] . Fundamental units which are employed in the analysis are as follows: clause, rule, fact, goal, subgoal, logical variable, constant, atom, function, argument, and arity which is the number of elements in an argument list of a Predicate.
5.Kinds of Knowledge to be Represented in AI
Let us first consider what kinds of knowledge might need to be represented in AI systems: Objects : Facts about objects in our world domain. e.g. Guitars have strings, trumpets are brass instruments. Events: Actions that occur in our world. e.g. Li played the guitar in Gaoxin Band. Performance: A behavior like playing things. Meta-knowledge: knowledge about what we know. Thus in solving problems in AI we must represent knowledge and there are two entities to deal with: Facts truths about the real world and what we represent. This can be regarded as the knowledge level representation of the facts which we manipulate. We can structure these entities at two levels: The knowledge level: at which facts are described and the symbol level, at which representations of objects are defined in terms of symbols that can be manipulated in programs. Firstly acquiring knowledge/ Learning Systems: This is more than simply adding new facts to a knowledge base. New data may have to be classified prior to storage for easy retrieval, interaction and inference. Within existing facts, there is the need to avoid redundancy and replication in the knowledge so that facts can be updated. Next is retrieval, where the representation scheme used can have a critical effect on the efficiency of the method. Humans are very good at it.Lastly, reasoning which infers facts from existing data. By providing conceptual models that distinguish these types of knowledge, the re use-oriented development of KB systems was made [4] .
Properties for KR Systems:
The following properties should be possessed by a knowledge representation system. Representational Adequacy: the ability to represent the required knowledge;Inferential Adequacy: the ability to manipulate the knowledge represented to produce new knowledge corresponding to that inferred from the original. Inferential Efficiency: the ability to direct the inferential mechanisms into the most productive directions by storing appropriate guides. Acquisitional Efficiency: the ability to acquire new knowledge using automatic methods wherever possible rather than reliance on human intervention.To date, no single system optimizes all of the above properties [8] . Here knowledge representation methods/ techniques are briefly surveyed:
Decısıon Tree:
Knowledge is structured as a tree; internal nodes are questions or tests while links or arcs are possible outcomes of tests and leaves are decisions. Tree is used in a common way of representing decision making as a troubleshooting guide and as a Taxonomy key. The advantages of decision tree are that it is easy to implement and also fast in getting inferences. While the disadvantages are that it doesnt only scale well, but also large decision trees are hard to maintain and to debug. 
Rules: Forward Chaining and Backward Chaining
Production Rules: are used to formulate knowledge in expert systems. The formal variation of these rules is Backus -Naur Form (BNF) which is a Meta language for the definition of a language syntax; Grammar which is a complete unambiguous set of production rules for a specific language; A parse Tree is graphical representation of a sentence in that language; Production rules provides only a syntactic description of the language and not all sentences make sense.
Example: In Production rules conditions and actions must be clearly defined.
Merits and demerits of Production Rules are: Production rules get started quickly, simpler, easy to understand and basic inference is straightforward, whereas, the demerits are while some types of knowledge are difficult to express in such rules, large sets of rules are difficult to understand and maintain either. Good at capturing existing knowledge but there is no capability for reasoning about new problems.However, decision tress and rules are very ad-hoc. They don't capture the structure of a domain. Therefore modeling-based representations reflect the structure of the domain and then reason based on the model is seen below.
Chaining Rules:
They are specializations of production rules with a LHS and RHS patterns. LHS has some kinds of conditions while the RHS has some kinds of actions. Forward Chaining, is typically used in domains that are data-driven. The LHS does the testing while the RHS asserts some conditions or state to be true. It's appropriate when there are many possible conditions. Example: Automotive Diagnostic System. Backward Chaining, this is typically used in domains that are goal-driven. More appropriate when there are relatively fewer goals or when data is relatively more expensive to acquire, example Systems for diagnosing Cancer. c-Logic: Logic has the advantage of having good formal characteristics which are complete and sound. It is very flexible and can get started easily. However it doesn't reflect human thinking very well [6] . Logic acquisition is slow, monotonic and is a language with concrete rules (10) . It enables one to do logical reasoning. In comparison with logical reasoning, logics are languages whereas the later is a process which may use logic [10] . It is a good representation of knowledge with syntax and semantics. Syntax are symbolic rules for constructing legal sentences, while semantics are used to interpret and read sentences in the logic as such assign a meaning to each sentence. For example: "All lecturers are 2m tall". Syntactically, it is a valid sentence and semantically, the sentence is understandable. However, it is logically it is wrong!
Propositional Logic/ Calculus:
The propositional calculus is based on statements which have truth values (true or false). The calculus provides a means of determining the truth values associated with statements formed from atomic statements. It combines atoms in binary operations using connectives referred to as, the disjunction for an OR opereation, conjunction for AND operation and implication conditional arguments.The negation is the only unary operation. Propositional logic is a means for assessing the truth value of compound statements from the truth values of the `building blocks'. For instance: P= all dogs are Cute; if P is True then one would like to prove that: My dog Dora is Cute, then one needs some rules on how to go proving it. To show that this argument is sound, one must be able to identify individuals, such as Dora in the example, together with their properties and predicates. This is the objective of predicate calculus. Generally, there is the need to get to know the structure and meaning of the statements. This is where Predicate Logic is useful.
Predicates Logic (PL)/ Calculus:
This allows us to talk about objects. Properties such as Is-wet (today); relations such as Likes (Li, Apple). It implies the existence of a set of predicate symbols along with a set of connectives. In this logic, each atom is a predicate.The predicate calculus includes a wider range of entities. It permits the description of relations and the use of variables.It also requires an understanding of quantification and the language of predicate calculus requires Variables and Constants; these include the logical constants. For all and There exists: logical constants are additions to the logical connectives of propositional calculus. They are known as Quantifiers. The non-logical constants include both the names of entities that are related and the names of the relations. For example, the constant dog might be a relation and the constant Dora an entity. First Order Predicate Calculus contains: Predicate which are properties or relations and also relates to a number of entities. This number is usually greater than one. A predicate with one argument is often used to express a property e.g. sun(hot) may represent the statement that the sun has the property of being" hot". If there are no arguments then we can regard the `predicate' as standing for a statement. For example: Jane is Joy's mother; Jane is Mary's mother; Any two persons having the same mother are siblings; Joy and Mary are siblings.The truth of the statement "Jane is Joy's mother" can only be assessed within a certain context. There are many people named Jane and Joy, and without further information, the statement in question can refer to many different people,which makes it ambiguous. To prevent such ambiguities we introduce the concept of a domain or universe of discourse. The universe of discourse or domain is the collection of all persons, ideas, symbols, data structures, etc, that affect the logical argument under consideration. The elements of the domain are called individuals and the truth of a statement may depend on the domain selected.The number of elements in the argument list of a predicate is called the Arity of the predicate. The arity of a predicate is fixed. For example a predicate cannot have two arguments in one case and three in another. A predicate with arity n is often called an n-place predicate. A one-place predicate is called a property. A predicate name, followed by an argument list in parentheses is called an Atomic formula. The atomic formulas can be combined by logical connectives like propositions.For instance, if cat(Tom) and hastail (Tom) are two atomic formulas, expressing that Tom is a cat and that Tom has a tail respectively; one can form: cat(Tom) →hastail(Tom). The method that assigns truth values to all possible combinations of individuals of a predicate is called an Assignment. In a finite domain (universe of discourse), one can represent the assignments of predicates with arity n by n-dimensional arrays.
First Order Predicate Logic (FOPL):
It is a more expressive logic than propositional logic. It consists of constants (objects), predicates which are properties and relations. It also has functions which transforms objects. There are variables and qualifiers, with the former representing any object while the later qualifies values of variables. Thus there is Universal Quantifier which is true for all objects and an Existential Quantifier which shows that there exists at least one object. Relationships: isa and instance: Two attributes isa and instance play an important role in many aspects of KR. The reason for this is that they support property inheritance. Isa: used to show class inclusion, e.g. isa(mega_star,rich). Instance: used to show class membership, e.g. instance (prince,mega_star).
Higher Order and Multi Valued Logics:
This is more expressive than first order logic. Here too, function and predicates are also objects described by predicate and then transformed by functions. These are beyond the truth and false values. It comprises of more than two truth values. The values could range from the true, false and unknown. Precisely, this type of logic, is FUZZY logic which uses probabilities and the truth value is in [0, 1].
Prolog:
Prolog is a logic programming language that is based on FOPL but uses a restricted version of the clausal form. Clausal form is a particular way of writing the propositions of FOPL. The restriction is known as Horn clause form. Strictly, it is not the only one but most such languages are its descendents and does not have the familiar control primitives used by languages like PASCAL, so the system does not give too much help to the programmer to employ structured programming concepts. Prolog provides a search strategy for free but at a cost and the programmer has to develop a methodology to handle the unexpected consequences of a faulty program. In particular, one has to pay careful attention to the issue of backtracking. It is like Lists Programming language (LISP) which has pure subset of features. The implication is that some features of both languages are regarded as impure. These are often provided for efficiency or for usefulness, but strictly unnecessary features. The impure features of Prolog damage the pleasing equality between the declarative and procedural readings of Prolog programs.
Conclusion:
Quality Knowledge Representation combines the best of natural and formal languages. It is expressive, concise, unambiguous, and independent of context.It is also efficient (the knowledge could be represented in a format suitable for computers) and effective as there is an inference procedure to make new sentence. With thorough understanding of the KR and its techniques, it would enable quality and efficient KB systems capable of providing the desired answers for sound and effective reasoning. KR is very important for Knowledge based systems. A selected KR scheme should have appropriate inference methods to allow for reasoning. Popular KR schemes are Rules, Semantic Nets, Schemata (Frames and Scripts) and Logic. Balance must be found between effective representations, efficiency, and understandability for effectiveness. Effective KR should be used to represent the most important aspects of the real world, such as action, space, time, mental events. Research and development in Knowledge Engineering can result in a clear understanding of the various kinds of knowledge which play an important role in realizing KB systems. Problem-solving methods and ontologies are the most notable concepts that are based on these foundations. To cope with these problems, specific tools are to be designed. For encoding data, a specific meta language should be developed, flexible and rich enough to deal with information that may be contradictory, uncertain, or false as with regards to a certain consensus or that may be intentional or conditional propositions.
