Abstract. Accurate robot detection and localisation is fundamental in applications which involve robot navigation. Typical methods for robot detection require a model of a robot. However in most applications the availability of such model can not be warranted. This paper discusses a different approach. A method is presented to localise the robot in a complex and dynamic scene based only on the information that the robot is following a previously specified movement pattern. The advantage of this method lies in the ability to detect differently shaped and differently looking robots as long as they perform the previously defined movement.
Introduction
Successful robot detection and 3D localisation is one of the most desired features in many high level applications. Many algorithms for robot navigation depend on robust object localisation.
Usually the problem of localising a robot by using two stereo cameras is solved by first creating a model of a robot and then mapping given image data to this model. Such an approach has two important drawbacks. First it requires an offline phase during which a model of a robot is learned. In many applications such an offline phase is hardly practicable. And second it is very hard to find a model which takes care for any possible appearance of the robot. Moreover sometimes it is simple impossible to extract or find features which are both discriminable against other objects and invariant to lighting conditions, changes in pose and different environment. A robot which is working on a construction side can change his appearance due to dirt and his form and structure due to possible damage. In such situation most of the common approaches would fail.
An online learning algorithm which enables the learning of a model in real time could be a solution. But now we face a chicken and egg problem: to apply a learning algorithm we need the position of an object, and to get a position of an object we need a model. The answer to this problem lies in the behavior or motion based localisation of a robot. An algorithm which first tracks all moving objects in the scene and then selects one which is performing a previously specified motion is the solution to this problem. In the example of a robot working on the construction side it would be sufficient to let the robot to perform some simple recurring movement. A system which is trained to recognise such movements would be able to localise the robot.
Another important scenario is that of supplying robots. Differently looking robots which deliver packages to an office building do know to which office they have to go but don't know how. A system which is able to localise these different looking robots in the entrance hall could navigate them to the target office. However again the question here arises is how to recognise these robots. Apparently it is not possible to teach the system all the different models. But to train the system to recognise moving objects which perform a special systematic movement is practicable.
Previous Work
The detection of objects which perform a recurring movement requires an object detection mechanism, appropriate object representation method and a suitable tracking algorithm. Common object detection mechanisms are point detectors (Moravec's detector [13] , Harris detector [9] , Scale Invariant Feature Transform [11] ), background modeling techniques (Mixture of Gaussians [18] , Eigenbackground) and supervised classifiers (Support Vector Machines [14] , Neural Networks, Adaptive Boosting [21] ). Commonly employed object representations for tracking are points [20] [16] , primitive geometric shapes [6] or skeletal models [1] . Depending on the chosen object representation form different tracking algorithm can be used. Widely used are for example Kalman Filter [4] , Mean-shift [6] , Kanade-Lucas-Tomasi Feature Tracker (KLT) [17] , SVM tracker [2] .
For object trajectory representation also different approaches have been suggested. Chen [5] proposed a segmented trajectory based approach. The trajectories are segmented based on extrema in acceleration measured by high frequency wavelet coefficients. In [3] , Bashir segment the trajectories based on dominant curvature zero-crossings and represent each subtrajectory by using Principal Component Analysis (PCA).
In [10] different algorithm for 3D reconstruction and object localisation are presented.
Proposed Approach at a Glance
In this paper a procedure is presented which solves the task of 3D localisation of a robot based on the robot's behavior. A system equipped with two stereo cameras was trained to recognise robots which perform periodic movements. The specialisation of the system to periodic movements was chosen for two reasons. First it is the simplicity of this movement. Almost every mobile robot is able to drive back and forth or in a circle. And second it is the easy discriminability of this movement from the others.
The overall procedure for 3D localisation of the robot is composed of the following steps:
-In both image sequences extract moving objects from the background using an adaptive background subtraction algorithm. -In both image sequences track the moving objects over some period of time.
-In both image sequences extract the object which is performing a periodic movement. This step provides a pixel position of a robot in both images. -By using a triangulation method compute the 3D location of the robot.
Each of these steps is described in more detail in the following sections.
Adaptive Background Subtraction
To extract moving objects from the background an adaptive background subtraction algorithm according to Grimson and Stauffer [18] has been used. It allows the timely updating of a background model to gradual illumination changes as well as the significant changes in the background.
In their approach each pixel in the image is modelled by a mixture of K Gaussian distributions. K has a value from 3 to 5. The probability that a certain pixel has a color value of X at time t can be written as
where w i,t is a weight parameter of the i-th Gaussian component at time t and η(X t ; θ i,t ) is the Normal distribution of i-th Gaussian component at time t represented by
where μ i,t is the mean and Σ i,t = σ 2 i,t I is the covariance of the i-th component at time t. It is assumed that the red, green and blue pixel values are independent and have the same variances. The K Gaussians are then ordered by the value of w i,t /σ i,t . This value increases both as a distribution gains more evidence and the variance decreases. Thus this ordering causes that the most likely background distributions remain on the top. The first B distributions are then chosen as the background model. B is defined as
where the threshold T is the minimum portion of the background model. Background subtraction is done by marking a pixel as foreground pixel if its value is more than 2.5 standard deviations away from any of the B distributions. The first Gaussian component that matches the pixel values is updated by the following equations
where
The weights of the i-th distribution are adjusted as follows
where α is the learning rate and M i,t is 1 for the distribution which matched and 0 for the remaining distributions. Figure 1 shows the extraction of the moving objects i.e. two robots and a person from the background.
Fig. 1. Extraction of the moving objects from the background
After labeling the connected components in the resulting foreground image axis parallel rectangles around these components have been computed. The centers of these rectangles have been used to specify the positions of the objects in the image.
The 2D Tracking Algorithm
The tracking algorithm used in our application is composed of the following steps:
-In two consecutive images compute the rectangles around the moving objects. -From each of these consecutive images extract and find corresponding SIFTFeatures (Scale-invariant feature transform) [11] . -Identify corresponding rectangles (rectangles which surround the same object) in both images by taking into account the corresponding SIFT-Features. Two rectangles are considered as being corresponded, when the SIFT-Features they surround are corresponding to each other.
In this algorithm SIFT-Features have been chosen because as is shown in [12] they do outperform most other point detectors and are more resilient to image deformations. Figure 2 shows the tracking of the objects in two consecutive images taking from one camera. Next the advances in using this algorithm are described.
Robust Clustering of SIFT-Features
As one can see on the left image SIFT-Features are computed not only on the moving objects but all over the scene. Thus the task to solve is the clustering of those features which belong to each moving object, so that the position of an object can be tracked to the consecutive image.
The clustering of the SIFT-Features which represent the same object is done here by the computation of the rectangles around the moving object. An example of it can be seen on the right image. Although the SIFT tracking algorithm tracks all SIFT features which have been found on the previous image, only those features have been selected which represent the moving object. The short lines in the image indicate the trajectory of successfully tracked SIFT features.
An alternative approach for clustering the corresponding SIFT features according to the lengths and the angles of the translation vectors defined by the two positions of the corresponding SIFT features has also been considered but led to very unstable results and imposed to many constraints on the scene. For example it is not justifiable to restrict the speed of the objects to a minimum velocity. The speed of an object has a direct influence on the lengths of the translation vector. Thus to separate SIFT features which represent a very slowly moving object from those from the background it would be necessary to define a threshold. This is not acceptable.
Accurate Specification of the Object's Position
Another advantage of the computation of the rectangles is the accurate specification of the object's position in the image. As stated before the position of an object is specified by the center of the rectangle surrounding this object.
Defining the position of an object as the average position of the SIFTFeatures representing this object is not a valuable alternative. Due to possible changes in illumination or little rotation of the object it was shown that the amount of SIFT-Features and also the SIFT features themselves representing this object can not be assumed as being constant over the whole period of time. As one can see the SIFT features which have been tracked from image 1 to image 2 are not the same as those which have been tracked from image 2 to image 3. Thus the average positions calculated from these two different amounts of SIFT features which do represent the same object vary.
To accomplish the detection that these two average points belong to the same trajectory it is necessary to define a threshold. This is very inconvenient. Also the question of how to define this threshold has to be answered. The problem of defining a threshold is not an issue when computing rectangles around the objects.
Effective Cooperation between SIFT Features and Rectangles
One final question arises, why do we need to compute and cluster SIFT features at all? Why it is not enough to compute only the rectangles and track the object's position by looking at which of the rectangles in the consecutive images overlap? The answer is simple. In the case of a small, very fast moving object the computed rectangles will not overlap and the system will fail miserably.
Thus the rectangles are used to cluster the SIFT features which represent the same object, and the SIFT features are used to find corresponding rectangles in two consecutive images. It is exactly this kind of cooperation which makes the proposed algorithm this successful. Now that the exact position of every object in the scene can be determined in every image, the task to solve is the computation of the trajectory of every object and the selection of an object which performs a systematic movement.
Robot Detection in both Camera Images
In our application robot detection was done by selecting a moving object which performed a periodic movement. An algorithm for detecting such a movement has been developed. It is composed of the following steps.
-Mapping of the object's trajectories to a more useful and applicable form.
The trajectory of an object which is performing a periodic movement is mapped to a cyclic curve. -Detection that a given curve has a periodic form.
These steps are described in more detail below.
Mapping of Object's Trajectories
The position of the object in the first image is chosen as the start position of this object. Then after every consecutive image the euclidean distance between the new position and the start position of this object is computed. Mapping these distances over the number of processed images in a diagram results in a curve which has a cyclic form when the object is performing a periodic movement. One example of such a curve is shown in figure 4 . Often the amplitude and the frequency of the resulting curve can not be assumed as being constant over the whole period of time. As one can see both maximums and minimums vary but can be expected to lie in some predefined range. An algorithm has been developed which can deal with such impurities.
Detection of the Periodic Curve
The detection of the periodic curve is based on the identification of maximums and minimums and also on the verification whether the founded maximums and minimums lie in the predefined ranges. The developed algorithm is an online algorithm and processed every new incoming data (in our case newly computed euclidean distance between the new and the start position of an object) on time. The algorithm is structured as follows:
Initialization Phase: During this phase the values of the parameters predicted maximum, predicted minimum and predicted period are initialized as the averages of the maximums, minimums and periods detected and computed so far. Later these values are used to verify if for example a newly detected maximum lies in the range of the predicted maximum. Working Phase: During this phase the detection of a periodic curve is performed. For every newly detected maximum or minimum the algorithm first checks if the reached maximum or minimum lies in the range of the predicted maximum or minimum respectively. Next it verifies if also the period (the difference in timestamps between the new and the last maximum or minimum detected) lies in the range of predicted period. When all of these conditions are true then the given curve is identified as representing a periodic movement. The values of the three parameters predicted maximum, predicted minimum and predicted period are updated every time a new maximum or minimum is detected.
An implementation of this algorithm in pseudo code is given in figure 5. ...do the same steps if minimum has been detected. 23. } The values of the parameters predicted maximum, predicted minimum and predicted period are computed as the averages of the last three maximums, minimums and periods respectively. If no sufficient data is available the values are computed as the averages of the maximums, minimums and periods detected and computed so far.
The thresholds of the valid ranges around the predicted maximum, predicted minimum and predicted period have been determined empirically. Through the variation of these thresholds the degree of accuracy of the desired periodic movement can be established. Now that the robot's position and the SIFT features representing the robot have been determined in both camera images, the next task to solve is the 3D localisation of a robot.
3D Localisation of a Robot
The problem of 3D localisation is very common in the computer vision community. Depending on how much information about the scene, relative camera's positions and camera calibrations is provided different algorithm have been developed to solve this task.
For the demonstration purpose a very simple experimental environment has been chosen. The two cameras were positioned with the 30 cm distance from each other facing the blackboard. The camera's orientation and calibration were known. The robot was moving in front of the blackboard in the view of both cameras. Figure 6 shows exemplary two images taken from the cameras. The corresponding SIFT features in the two images were used as an input to the triangulation algorithm. Due to measurement errors the backprojected rays usually don't intersect in space. Thus their intersection was estimated as the point of minimum distance from both rays. Figure 7 shows the triangulation results from the top view. The red points correspond to the 3D reconstruction computed at timestamp t and the green points correspond to the reconstruction computed at timestamp t + 1. Due to the chosen simple environment it is easy to recognise which of the reconstructed points belong to which parts of the scene.
The obvious procedure to compute the robot's 3D position would be the following:
-Reconstruction of the SIFT features which lie inside the robot's rectangle. -Computation of the average of the reconstructed 3D points.
Unfortunately one problem with this approach arises. Depending on the form of the robot it happens that some SIFT features inside the robot's rectangle don't represent the robot but lie on the background instead. Thus the simple computation of the average of the reconstructed 3D points often does not well approximate the true robot's position. This is especially the case if the distance between the robot and the background is long.
Hence before computing the 3D reconstruction of the SIFT features it is necessary to remove outliers. An outlier is here defined as a features which lies on the background. Efficiently this can be done by sorting out features whose position in the two consecutive images taken from one camera didn't change.
Conclusions
In this paper a behavior based object detection algorithm has been presented. The developed method allows the detection of robots in the scene independently of their appearance and shape. The only requirement imposed on the robots was the performance of a periodic recurring movement.
The algorithm presented circumvents the usual requirement of creating a model of a robot of interest. Therefore it is very good suited for applications where a creation of a model is not affordable or practicable for some reasons. Moreover the presented method builds a preliminary step for an online learning algorithm. After the position of a robot is known a system can start to learn the appearance and the shape of the robot online. Having the model a wide range of already developed algorithms can then be used for example for tracking or navigation.
Although the system described in this paper was trained to recognise periodic movements it also can be easily modified to recognise another movement patterns. One possible utilisation would then be the recognition of thieves in a shop or in a parking lot based on their suspicious behavior.
