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Abstract
Third-state dynamics [AAE08,PVV09] is a well-known process for quickly and ro-
bustly computing approximate majority through interactions between randomly-chosen
pairs of agents. In this paper, we consider this process in a new model with persistent-
state catalytic inputs, as well as in the presence of transient leak faults.
Based on models considered in recent protocols for populations with persistent-state
agents [DK18,ADK+17,ATU20] we formalize a Catalytic Input (CI) model comprising
n input agents andm worker agents. Form = Θ(n), we show that computing the parity
of the input population with high probability requires at least Ω(n2) total interactions,
demonstrating a strong separation between the CI and standard population protocol
models. On the other hand, we show that the third-state dynamics can be naturally
adapted to this new model to solve approximate majority in O(n log n) total steps with
high probability when the input margin is Ω(
√
n log n), which preserves the time and
space efficiency of the corresponding protocol in the original model.
We then show the robustness of third-state dynamics protocols to the transient
leak faults considered by [ADK+17, ATU20]. In both the original and CI models,
these protocols successfully compute approximate majority with high probability in
the presence of leaks occurring at each time step with probability β ≤ O (√n log n/n).
The resilience of these dynamics to adversarial leaks exhibits a subtle connection to
previous results involving Byzantine agents.
∗Supported in part by NSF grant CCF-1650596
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1 Introduction
The population protocol model [AAD+06] is a theoretical framework for analyzing dis-
tributed computation in ad hoc networks of anonymous, mobile agents. Through pairwise
interactions among the finite-state nodes of a system, population protocols can solve nu-
merous problems in distributed computing, including majority (which is also referred to as
comparison or consensus) [AAE08, CHKM19, ATU20], source detection [ADK+17, DK18],
and leader election [AG15,GS18,GSU19].
Originally motivated by passively mobile sensor networks [AAD+06], more recent research
in population protocols has been used to study computation by chemical reaction networks
[CDS14], DNA strand displacement [CDS+13,TWS15], and biochemical networks [CCN12].
Applications of population protocols in chemistry have inspired various adaptations of the
model, including the introduction of transient leaks, or spontaneous faulty state transitions
[ADK+17,ATU20]. In brief, a “leak” simulates the event that a molecule undergoes a reaction
that typically takes place in the presence of a catalyst, where the catalyst is a molecule that
enables the transformation of the other molecule but does not itself change state.
Generally, leaks can be dealt with using error-correcting codes [WTE+18]; however, for
certain problems there are often more efficient, specialized solutions [ADK+17,ATU20]. In-
terestingly, some of these solutions have also considered the behavior of protocols on pop-
ulations containing a small number of persistent-state catalysts, but without the presence
of leaks. For example, Alistarh et al. [ATU20] showed a O(log n) state protocol for the
comparison problem, which is equivalent to determining the majority value among the set
of catalytic agents.
Our contribution In this work, motivated by the recent interest in population models with
catalytic agents and with transient leaks, we study the majority problem in the presence
of these two variants. In particular, we consider the effect of catalysts and leaks on the
behavior of the well-known third-state dynamics protocols [AAE08,PVV09] for computing
approximate majority, which is the problem of determining which of two input values
is initially more prevalent in a population, subject to a lower constraint on the size of the
initial input value margin.
To begin, we formalize a catalytic input (CI) model consisting of n catalytic input
agents which, in accordance with their namesake, do not ever change state, and m worker
agents that wish to compute some function on the configuration of catalytic agents. While
conceptually similar to other models considering these types of catalytic agents [ADK+17,
ATU20,dCN20], introducing the distinction between the two (possibly unrelated) population
sizes provides a new level of generality for designing and analyzing protocols in this setting,
both with and without leaks.
Although the CI and original population models share similarities, we show a strong
separation between the computational power of the two: when m = Θ(n), we prove a lower
bound showing that Parity cannot be computed in fewer than Ω(n2) interactions with
high probability in the CI model. On the other hand, the result of [KU18] shows that this
predicate is computable within O(n polylog n) total steps in the original model with high
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probability1. However, we show that not all predicates face the same hardness result in the
CI model: by adapting the third-state dynamics process [AAE08], we present a constant-
state protocol for approximate majority with catalytic inputs. The protocol converges with
high probability to a correct output in O(N logN) total steps (where N = m+ n) when the
initial input margin is Ω(
√
N logN) and m = Θ(n). A similar lower bound technique is used
to show that this input margin is optimal in the CI model up to a O(
√
logN) factor when
m = Θ(n).
Moreover, in the presence of transient leak faults, we show that both the third-state
dynamics protocol in the original model and our adapted protocol in the CI model exhibit a
strong robustness to these spurious events: when the probability of a leak event is bounded,
we show that both protocols still quickly reach a configuration where nearly all agents share
the correct input majority value with high probability.
Relation Between Third-State Dynamics in CI and Original Model The three-
state protocol of Angluin et al. [AAE08] was proven to solve approximate majority with
high probability in the original population model when the input margin (the initial differ-
ence between the counts of the two input values) is sufficiently large. Their protocol, which
we refer to as Single-B Approximate Majority (or SBAM), assumes one-way communication
(where at most one agent per interaction can change state). Condon et al. [CHKM19] in-
troduced a slight variation of the original protocol assuming two-way communication (where
both agents can update their state following an interaction), which we refer to as Double-B
Approximate Majority (or DBAM). Condon et al. simplified the analysis for these approximate
majority algorithms by introducing a tri-molecular chemical reaction network (CRN) called
Tri (and referred to here as TriAM). The TriAM protocol uses a molecule-count-preserving
transition function for 3-way interactions to solve approximate majority in O(n log n) steps
in populations where the initial margin is Ω(
√
n log n). The authors proved that TriAM is
correct and efficient with high probability using random walk analysis techniques. Then, the
authors showed how the correctness and efficiency of both the SBAM and DBAM protocols can
be reduced to the TriAM analysis, as long as the initial margin in the population is at least
Ω(
√
n log n).
Given the simplicity of two-way communication, our protocol for approximate majority
in the CI model adapts the behavior of the DBAM protocol. We refer to our variant of this
protocol in the CI model as DBAM-C. Here, each catalytic input agent holds a persistent value
of IX or IY , and each worker agent holds either an undecided, or blank value B, or an X or
Y value corresponding to a belief in an IX or IY input majority, respectively. The transition
rules for the TriAM, DBAM, and DBAM-C protocols are given in Figure 1.
Structure of the Paper The structure of the remainder of the paper is as follows: in the
next subsection we review related work, and in Section 2 we introduce notation and defini-
tions central to our results. Section 3 presents our lower bounds over the CI model, which
demonstrates the separation between the CI and original population models. In Section 4,
we analyze the correctness and efficiency of the DBAM-C protocol for approximate majority in
the CI model, and in Section 5 we demonstrate the leak-robustness of both the DBAM-C and
1We define “high probability” to mean with probability at least 1 − n−c where n is the total number of
agents and c ≥ 1.
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X +X + Y → X +X +X
X + Y + Y → Y + Y + Y
(a) Tri-molecular CRN
(TriAM)
X + Y → B +B
X +B → X +X
Y +B → Y + Y
(b) Double-B
(DBAM)
X + Y → B +B
X +B → X +X
Y +B → Y + Y
IX +B → IX +X
IY +B → IY + Y
(c) Double-B with Catalysts
(DBAM-C)
Figure 1: Protocols for approximate majority. Subfigure 1a is a tri-molecular CRN. Subfig-
ures 1b and 1c are both di-molecular CRNs where all rate constants are 1; these are also
classified as population protocols.
original DBAM protocols. Then in Section 6, we compare the notion of transient leaks with
the adversarial Byzantine model, demonstrating parallels between previous results examining
Byzantine behavior and our work.
1.1 Related Work
The notion of a persistent source state was introduced by [DK18], where sources are used to
solve source detection (the detection of a source in the population) and bit broadcast (the
broadcast of a 0 or 1 message from a set of source agents). An accompanying work [ADK+17]
introduces the concept of leaks, or spontaneous faulty state changes, and investigates source
detection in their presence. The work demonstrates that source detection in the presence of
leaks (up to rate β = O(1/n)) can be solved with high probability using log n
k
+O(log log n)
states, where k ≤ n is the number of sources in the population.
More recently, [ATU20] examines the problem of comparison in the presence of leaks.
Comparison is a generalization of the majority problem, where some possibly small subset of
the population is in input state X0 or Y0 and the task of the population is to determine which
of the two states is more prevalent. This work solves comparison in O(n log n) interactions
using O(log n) states per agent, assuming that |X0| ≥ C|Y0| for some constant C, and that
X0, Y0 ≥ Ω(log n). The protocol is self-stabilizing, meaning that it dynamically responds to
changes in the counts of input states.
Our protocol is an adaptation of the third-state dynamics process introduced by [AAE08]
and [PVV09] to the CI model. The approximate majority problem in the catalytic input
model is equivalent to the comparison problem considered by [ATU20], so we demonstrate
how our protocol compares to the results of this work. We show that our DBAM-C protocol for
approximate majority in the CI model converges correctly within the same time complexity
of O(n log n) total steps, while only using constant state space (compared to the logarithmic
state used by the protocols in their work). Moreover, in populations where m = Θ(n),
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our protocol tolerates a less restrictive bound on the input margin compared to [ATU20]
(Ω(
√
n log n) compared to Ω(n)). In the presence of transient leaks, our protocol also shows
robustness to a higher adversarial leak rate of β ≤ O(√n log n/n). However, unlike [ATU20],
our protocol is not self-stabilizing and requires that the number of inputs be at least a
constant fraction of the total population for our main results. In order to achieve these
results, we leverage the random walk analysis techniques and analysis structure introduced
by [CHKM19].
The third-state dynamics protocols considered in this work are also related more generally
to opinion or consensus dynamics studied in other models of distributed computation and
multi-agent systems (see [BCN20] for a recent survey). In particular, d’Amore et al. [dCN20]
recently analyzed an analogous version of the SBAM protocol in the synchronous PULL model
with a complete communication graph, where at each round all agents update their state in
parallel after observing (pulling) the state of a random node in the network. In their work,
the authors considered systems with stubborn agents (as in [YOA+13]) and in the presence of
probabilistic communication noise, which are similar to the persistent-state catalytic agents
and transient leaks we consider in the present work, respectively. In the presence of either
stubborn agents or communication noise (which the authors show are equivalent under cer-
tain technical conditions), the protocol of [dCN20] reaches a configuration where Θ(n) agents
support the majority opinion within O(log n) parallel rounds with high probability, so long
as the initial input margin in the population is Ω(
√
n log n).
The parallel, synchronous scheduling model considered in [dCN20] is fundamentally dis-
tinct from the sequential, pairwise scheduling used in population protocols. Additionally,
while the consideration of stubborn agents in [dCN20] originally stems from the analysis of
opinion dynamics on networks where some agents are unwilling to change states [YOA+13],
the presence of catalytic agents in our work was motivated by the transient leak events
that are studied in chemical reaction networks. However, comparing the results of [dCN20]
with our own (which share similar convergence guarantees) highlights the general robust-
ness of third-state dynamics-like protocols in various distributed models to the presence of
persistent-state agents and also transient leaks and other modes of communication failure.
To this end, we also compare the impact of leaks in our protocols with that of faulty
Byzantine agents that have been considered in previous work on population protocols. The
fast robust approximate majority protocol of [AAE08] is proven to be robust to z = o(
√
n)
Byzantine agents. In [CHKM19], the same protocol is proven to reach a relaxed consensus
(where n−8z agents converge to the correct output) in the presence of z < ∆0/16 Byzantine
agents, where ∆0 ≥
√
γn log n is the initial margin. We show that DBAM is robust to leak
rate β ≤ O(√n log n/n) with sampling error O(log n/n) for β ≤ log n/n and O(β) for
log n/n < β < O(
√
n log n/n). This second bound matches the result from [CHKM19],
where the probability of sampling a non-convergent agent is O(z/n) = O(β).
2 Preliminaries
We begin with some definitions. Denote by N the number of agents in the population.
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Population Protocols Population protocols are a class of algorithms which model inter-
actions between mobile agents with limited communication range. Agents only interact with
one another if they are within close enough proximity of each other. In order to model this
type of system in an asynchronous setting, interactions between pairs of agents are executed
in sequence. The interaction pattern of these agents is dictated by a scheduler, which
may be random or adversarial. In this work we will assume that the scheduler is uniformly
random, meaning that an ordered pair of agents is chosen to interact at each time step
independently and uniformly at random from all N(N − 1) ordered pairs of agents in the
system.
As defined by the seminal paper which first introduced population protocols [AAD+06], a
population protocol P consists of a state set S = {s1, s2, ..., sk}, a rule set R : S2 7→ S2, an
output alphabet O, and an output function f : S 7→ O. The output function computes
the evaluation of some function on the population locally at each agent. The configuration
of the population is denoted as a vector c = 〈c1, c2, ..., ck〉 such that each ci ≥ 0 is equal to
the number of agents in the population in state si, from which it follows that
∑
ci = N . For
convenience, we denote by |si| the number of agents in the population in state si.
At each point in time, the scheduler chooses an ordered pair of agents (ai, aj), where
ai is the initiator and aj is the responder [AAD+06]. The agents interact and update
their state according to the corresponding rule in R. In general, a rule in R is written
as A + B −→ C + D to convey that two agents, an initiator in state A and a responder
in state B, interact and update their states to be C and D, respectively. By convention,
N/2 interactions make one unit of parallel time [AAE08]. This convention is equivalent to
assuming every agent interacts once per time unit on average.
An execution is the sequence of configurations of a run of the protocol, which converges
when the population arrives at a configuration d such that all configurations chronologically
after d have the same output at each agent as those in d [AAD+06]. In order to determine
the success or failure of an execution of P , we will consider a sample of the population to
signify the outcome of the protocol [ADK+17]. After the expected time to converge, one
agent is selected at random and its state is observed. The output associated with the agent’s
state is considered the output of the protocol. The probability of sampling an agent whose
state does not reflect the desired output of the protocol is called the sample error rate.
Multiple samples can be aggregated to improve the rate of success.
Catalysts and Leaks Following [ADK+17], in an interaction of the form A+B −→ A+D,
we say A catalyzes the transformation of the agent in state B to be in state D. If A catalyzes
every interaction it participates in, A is referred to as a catalyst.
In chemistry, a reaction that occurs in the presence of a catalyst also occurs at a lower rate
in the absence of that catalyst. For this reason, recent work in DNA strand displacement,
chemical reactions networks, and population protocols [TWS15,ADK+17,ATU20] have stud-
ied the notion of leakage: When a catalytic reaction A+B −→ A+D is possible, then there
is some probability that a transition B −→ D can occur without interacting with A at all.
This type of event, called a leak, was introduced in [TWS15].
The probability with which the non-catalyzed variation of a reaction takes place is the
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leak rate, which we denote by β. We simulate a leak as follows: At each step in time, with
probability 1−β, the scheduler samples an ordered pair of agents to interact with one another
as described in the beginning of the Section; the rest of the time (i.e. with probability β)
one agent is chosen uniformly at random from all possible agents and the leak function
` : S → S is applied to update this agent’s state.
Catalytic Input Model In this work, we formalize a catalytic input (CI) model con-
sisting of n catalytic agents that supply the input and m worker agents that perform the
computation and produce output. We define N = m+n to be the total number of agents in
the population. At each time step, the scheduler samples any two agents in the population
to interact with one another. If two catalysts are chosen to interact, then the interaction is
considered to be null as no nontrivial state transition occurs. When n = o(m), the proba-
bility that two catalysts are chosen to interact is upper bounded by a constant, and so the
total running time of the protocol is asymptotically equivalent to the number of non-null
interactions needed to reach convergence. In the CI model, we consider convergence to be a
term that refers to the states of the worker agents only, as the catalytic agents never change
state. Namely, for the approximate majority problem, successful convergence equates to all
worker agents being in the majority-accepting state. In general, we wish to obtain results
that hold with high probability with respect to the total number of agents N .
3 Catalytic Input Model Lower Bounds
In this section, we give initial results characterizing the computational power of the CI
population protocol model. Using information-theoretic arguments, we prove two lower
bounds over the catalytic model when the number of input agents is a constant fraction of
the total population:
Theorem 3.1. In the catalytic input model with n input agents and m = Θ(n) worker agents,
any protocol that computes the Parity of the inputs with probability at least 1−N−γ requires
at least Ω(N2) total steps for any γ ≥ 1.
Theorem 3.2. In the catalytic input model with n input agents and m = Θ(n) worker
agents, any protocol that computes the Majority of the inputs within O(N logN) total steps
requires an input margin of at least Ω(
√
N) to be correct with probability at least 1 − N−γ
for any γ ≥ 1.
The first result can be viewed as a separation between the CI and original population
models: since it is shown in [KU18] that the Parity of agents can be computed in the
original model within O(polylog n) parallel time with high probability, our result indicates
that not all semi-linear predicates over the input population in the CI model can be computed
in sub-linear parallel time with high probability. Additionally, this rules out the possibility
of designing fast protocols for exact majority in the CI model when the input size is a
constant fraction of the entire population. On the other hand, the second result indicates
the existence of a predicate — approximate Majority — that does not require a large
increase in convergence time to be computed with high probability in this new model.
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Sampling Catalytic Inputs One key characteristic of a CI population is the inability for
worker agents to distinguish which inputs have previously interacted with a worker. Instead,
every worker-input interaction acts like a random sample with replacement from the input
population. For proving lower bounds in this model, this characteristic of a CI population
leads to the following natural argument: consider a population of n catalytic input agents and
a worker population consisting of a single super-agent. Here, we assume the super-agent
has unbounded state and computational power, and it is thus able to simulate the entire
worker population of any protocol with more workers. In this simulation, any interaction
between a worker and an input agent is equivalent to the super-agent interacting with an
input chosen uniformly at random: in other words, as a sample with replacement from the
input population. If the super-agent needs S samples to compute some predicate over the
inputs with high probability, then so does any multi-worker protocol in the CI model. We
denote this information-theoretic model as the Super CI model, and restate the above
argument more formally in the following lemma.
Lemma 3.1. Consider a population with n catalytic input agents and a worker population
consisting of a single super-agent W . Let P be a predicate over the input population that
requires S total interactions between W and the input population in order for W to correctly
compute P with probability . Then for a CI population with n catalytic inputs and m worker
agents, computing P correctly with probability  requires at least S total interactions.
3.1 Proof of Theorem 3.1
We now develop the proof of Theorem 3.1, which says that in a CI model population with
n input agents and m worker agents where m = Θ(n), computing the Parity of the inputs
requires at least Ω(n2) = Ω(N2) total interactions to be correct with high probability. To do
this, we will show that in the Super CI model described in the previous section, a computa-
tionally unbounded super-agent W requires at least Ω(n2) samples of the input population
to correctly compute the input parity with high probability. Applying Lemma 3.1 then gives
Theorem 3.1.
Reduction from Majority to Parity For an input population C of n agents, each
with input value 0 or 1, the Parity of C is said to be 1 if an odd number of agents have
input value 1, and 0 otherwise. Now, consider separately the Majority predicate over C,
which is simply the majority value of the input population. Letting X denote the number
of 1-inputs, and Y the number of 0-inputs, we refer to the input margin of the population
C as the quantity |X − Y |. Suppose that n is odd and the input majority of C is 1. Then
X and Y are either
⌊
n
2
⌋
and
⌈
n
2
⌉
or vice versa. These two cases can be distinguished either
by computing the Majority predicate or the Parity predicate, making both of these
problems equivalent to distinguishing the two cases under this constraint on the input. We
will now argue that distinguishing these cases in the Super CI model requires Ω(n2) samples.
Optimality of the Sample Majority Map Recall that in the Super CI model, a predicate
over the input population C is computed by a single super agent worker W with unbounded
computational power. Thus, the output of W can be viewed as a mapping between a string
of input values obtained from interactions with between W and the input population and
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the output set {0, 1}. We will refer to interactions between W and the input population as
samples of the input, and for a fixed number of samples S, we refer to W ’s output as its
strategy.
To begin, we will show that for a fixed distribution over the input values of C, the
strategy that maximizes the W ’s probability of correctly outputting the majority value of
C is simply to output the majority value of its samples. Let I ∈ {0, 1}S be the sample
string representing the S independent samples with replacement taken by W , and let S
denote the set of all 2S possible sample strings. We model the population of input agents as
being generated by an adversary. Specifically, letM denote the majority value (0 or 1) of the
input population, where we treat M as a a random variable whose distribution is unknown.
In any realization of M , we assume a fixed fraction p > 1/2 of the inputs hold the majority
value.
Given an input population, the objective of the worker agent is to correctly determine
the value of M through its input sample string I. By Yao’s principle [Yao77], the worst
case expected error of the worker’s strategy when M is chosen according to some arbitrary
distribution is no more than the error of the best deterministic strategy when M is chosen
according to some fixed distribution. Thus, assuming M is chosen according to some fixed
distribution, we model the worker’s strategy as a fixed map f : {0, 1}S → {0, 1}. Let-
ting FS denote the set of all such maps, W then faces the following optimization problem:
maxf∈FS Pr[f(I) = M ].
For a given f ∈ FS, let pf = Pr[f(I) = M ], and let Φ ∈ FS denote the map that outputs
the majority value of the input sample string I. In the following lemma, we show that for
any adversarially chosen input population, setting f := Φ maximizes pf . In other words,
to maximize the probability of correctly guessing the input population majority value, the
worker’s optimal strategy is to simply guess the majority value of its S independent samples.
The proof of the Lemma simply uses and expands the definitions of conditional probability
and the Law of Total Probability to obtain the result.
Lemma 3.2. Let I = {0, 1}S be a sample string of size S drawn from an input population
with majority value M and majority ratio p. Then Pr[Φ(I) = M ] ≥ Pr[f(I) = M ] for all
maps f ∈ FS, where Φ is the map that outputs the majority value of the sample string I.
Proof. Recall that we model the majority value of the input population M as a 0-1 random
variable whose distribution is chosen adversarially. By Yao’s Lemma, it is enough to prove
the optimality of Φ for the fixed average case, where Pr[M = 0] = Pr[M = 1] = 1/2.
For any map f ∈ FS, we can compute pf = Pr[f(I) = M ] by
pf = Pr[f(I) = M ] (1)
= Pr[f(I) = M,M = 0] + Pr[f(I) = M,M = 1] (2)
= Pr[M = 0] · Pr[f(I) = M |M = 0] + Pr[M = 1] · Pr[f(I) = M |M = 1] (3)
=
1
2
· Pr[f(I) = M |M = 0] + 1
2
· Pr[f(I) = M |M = 1], (4)
where the last inequality follows from assuming Pr[M = 0] = Pr[M = 1] = 1/2. Recall that
I = {0, 1}S is the input string of S independent samples from the input population, and S
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is the set of all possible values of I. Thus for any f ∈ FS, the law of total probability gives
Pr[f(I) = M |M = 0] =
∑
s∈S
Pr[f(I) = M, I = s|M = 0] (5)
=
∑
s∈S
Pr[f(s) = M, I = s|M = 0] (6)
=
∑
s∈S
Pr[f(s) = M |M = 0] · Pr[I = s|f(s) = M,M = 0] (7)
Since the events I = s and f(s) = M are independent, Pr[f(s) = M |I = s,M = 0] =
Pr[f(s) = M |M = 0] for every s ∈ S. Additionally, given that every f ∈ Fs is a deterministic
map, we can rewrite
Pr[f(s) = M |M = 0] = Pr[f(s) = 0] = 1{f(s)=0},
where 1{f(s)=0} is the indicator random variable of the event f(s) = 0. Thus for any f ∈ FS
and every s ∈ S we have
Pr[f(s) = M |M = 0] =
∑
s∈S
Pr[I = s|M = 0] · 1{f(I)=0}. (8)
It can be similarly shown that
Pr[f(s) = M |M = 1] =
∑
s∈S
Pr[I = s|M = 1] · 1{f(s)=1} (9)
for every s ∈ S and a fixed f ∈ FS. Thus substituting back into (7) gives
Pr[f(I) = M ] =
1
2
∑
s∈S
(
Pr[I = s|M = 0] · 1{f(I)=0} + Pr[I = s|M = 1] · 1{f(I)=1}
)
. (10)
Now, let S0 ⊂ S denote the set of of input sample strings {0, 1}S with a 0-majority, and
let S1 ⊂ S denote the set of sample strings with a 1-majority. Without loss of generality,
assume S0 and S1 are disjoint and that S0 ∪ S1 = S. Additionally, for a fixed f ∈ FS and
any s ∈ S define α(f, s) by
α(f, s) = Pr(I = s|M = 0) · 1{f(s)=0} + Pr(I = s|M = 1) · 1{f(s)=1}.
Thus for a fixed f ∈ FS we can again rewrite
Pr[f(I) = M ] =
1
2
(∑
s∈S0
α(f, s) +
∑
s∈S1
α(f, s)
)
. (11)
Recall that Φ ∈ FS is the map that outputs the majority value of the input sample
string I ∈ {0, 1}S. Fix any other map f 6= Φ ∈ FS. Since f 6= Φ, there exists at least one
string s ∈ S such that f(s) 6= Φ(s), and assume without loss of generality that s ∈ S0. By
definition, this means Φ(s) = 0 and f(s) = 1. Using the definition of α(f, s), and recalling
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that Pr[si = 0|M = 1] = 1 − p < 0.5 and Pr[si = 1|M = 1] = p > 0.5 are the probabilities
that a single sample of s is 0 or 1 respectively, we have
α(s, f) = Pr[I = s|M = 0] · 1{f(s)=0} + Pr[I = s|M = 1] · 1{f(s)=1} (12)
= Pr[I = s|M = 0] · 0 + Pr[I = s|M = 1] · 1{f(s)=1} (13)
= Pr[si = 0|M = 1]k · Pr[si = 1|M = 1]S−k (14)
= (1− p)k · pS−k (15)
where S/2 ≤ k < S since s ∈ S0. Meanwhile, for the same s ∈ S0, using the majority sample
map Φ gives
α(s,Φ) = Pr[I = s|M = 0] · 1{Φ(s)=0} + Pr[I = s|M = 1] · 1{Φ(s)=1} (16)
= Pr[I = s|M = 0] · 1{Φ(s)=0} + Pr[I = s|M = 1] · 0 (17)
= Pr[si = 0|M = 0]k · Pr[si = 1|m = 0]S−k (18)
= pk · (1− p)S−k (19)
where again S/2 ≤ k < S since s ∈ S0. Since by definition p > 1/2, it follows that
α(Φ, s) > α(f, s) for any f ∈ FS where f 6= Φ, and for any s ∈ S0 where f(s) 6= Φ(s).
It can similarly be shown that α(Φ, s) > α(f, s) for any s ∈ S1 with f(s) 6= Φ(s). By the
definition of Pr[f(I) = S] from (11), it follows that Pr[f(I) = M ] < Pr[Φ(I) = M ] for any
f 6= Φ ∈ FS, thus proving the claim.
Sample Lower Bound for Majority with Input Margin 1 We have established by
Lemma 3.2 that to correctly output the input population majority, the super worker agent’s
error-minimizing strategy is to output the majority of its S samples. Now the following
lemma shows that when the input margin of the population is 1, this strategy requires at
least Ω(n2) samples in order to output the input population majority with probability at least
1− n−c for some constant c ≥ 1. The proof uses a tail bound on the Binomial distribution
to show the desired trade off between the error of probability and the requisite number of
samples needed to achieve this error.
Lemma 3.3. Let C be a Super CI population of n agents with majority value M and input
margin 1, and consider an input sample string I = {0, 1}S obtained by a super worker agent
W . Then for any c ≥ 1, letting Φ(I) denote the sample majority of I, Pr[Φ(I) 6= M ] ≤ n−c
only holds when S ≥ Ω(n2).
Proof. We will assumeM = 1 without loss of generality, meaning that p = 1/2+1/2n. Since
Pr[Φ(I) 6= M ] = Pr[XS ≤ S/2], we will prove that S ≥ Ω(n2) is a necessary constraint to
satisfy Pr[XS ≤ S/2] ≤ n−c.
Here Pr[XS ≤ S/2] is just the lower tail of the CDF of a binomial distribution with
parameter p. Thus when p = 1/2 + δ for δ > 0, we have the following lower bound on
Pr[XS ≤ S/2] (see [Ash90]):
Pr[XS ≤ S/2] ≥ 1√
2S
· exp (−S ·DKL(12 || p)) . (20)
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Here, DKL denotes the Kullback-Leibler (KL) divergence between a fair coin and a Bernoulli
random variable with bias p. This can be rewritten as
DKL(
1
2
|| p) = 1
2
· log 1/2
p
+
1
2
· log 1/2
1− p (21)
=
1
2
· log 1
4p · (1− p) (22)
≤ 4δ2, (23)
where the last inequality holds for 0 < δ ≤ 1/3.
Substituting (23) into (20) then gives
Pr[XS ≤ S/2] ≥ 1√
2S
· exp (−4Sδ2) , (24)
and since we are assuming p = 1/2 + 1/2n, we have
Pr[XS ≤ S/2] ≥ 1√
2S
· exp
(
− S
n2
)
, (25)
where δ = 1/2n ≤ 1/3 for all n ≥ 2. Thus to ensure Pr[XS ≤ S/2] ≤ n−c, it is necessary to
have (1/
√
2S) · exp (−S/n2) ≤ n−c.
Taking natural logarithms then yields the following constraint on S:
S
n2
+ 0.5 logS + 0.5 ≥ c · log n. (26)
We now want to show S ≥ Ω(n2) is needed to satisfy (26). To do this, consider any
S ′ = o(n2). Observe then that S ′/n2 = o(1) and 0.5 logS ′ < log n. It follows that
S ′
n2
+ 0.5 logS ′ + 0.5 < o(1) + log n
≤ c log n,
where the final inequality necessarily holds for all c ≥ 1 for large enough n.
Thus no value S = o(n2) can satisfy the necessary condition of (26), which means that
we must have S ≥ Ω(n2) in order to ensure Pr[XS ≤ S/2] = Pr[Φ(XS) 6= M ] ≤ n−c holds
for any c ≥ 1.
The proof of Theorem 3.1 (which is restated for convenience) then follows by combining
Lemmas 3.1, 3.2, and 3.3.
Theorem 3.1. In the catalytic input model with n input agents and m = Θ(n) worker agents,
any protocol that computes the Parity of the inputs with probability at least 1−N−γ requires
at least Ω(N2) total steps for any γ ≥ 1.
12
Proof. By Lemmas 3.2 and 3.3, in the Super CI model with an input population C of n agents
and input margin 1, a single super-agent worker W can only compute the majority value of
C with high probability by taking at least S = Ω(n2) input samples. By Lemma 3.1, this
means that in the regular CI model with an input population of n agents, any protocol for
Majority with input margin 1 requires at least Ω(n2) total steps to be computed correctly
with probability at least 1 − n−c. Because computing Majority on a population with
input margin 1 reduces to computing Parity over this input, we have that any protocol for
Parity in the CI model requires at least Ω(n2) total steps in the worst-case to be correct
with probability at least 1− n−c. When the size of the worker population is m = Θ(n), this
means that N = m + n = Θ(n). Thus for an appropriate choice of c, computing Parity
on such populations requires at least Ω(N2) samples to be correct with probability at least
1−N−γ for any γ ≥ 1.
3.2 Proof of Theorem 3.2
As mentioned, the result from Theorem 3.1 implies a strong separation between the CI model
and original population model, as [KU18] has shown that Parity is computable with high
probability within O(n polylog n) total steps in the original model. Thus, the persistent-
state nature of input agents in the CI model may seem to pose greater challenges than in the
original model for computing predicates quickly with high probability. However, using the
same sampling-based lower bound techniques developed in the preceding section, we show
that when restricted only to S = O(n log n) total steps, any protocol computing Majority
in the CI model when m = Θ(n) requires an input margin of at least Ω(
√
n) = Ω(
√
N) to
be correct with high probability in N .
Moreover, in the Section 4 we present a protocol for Majority in the CI model that
converges correctly with high probability within O(n log n) total steps, so long as the initial
input margin is Ω(
√
n log n). Thus, the existence of such a protocol indicates that the Ω(
√
n)
lower bound on the input margin is nearly tight (up to
√
log n factors) for protocols limited to
O(n log n) total steps when m = Θ(n). We now proceed with a formal proof of Theorem 3.2,
which follows similarly to the proof of Theorem 3.1.
Input Margin Lower Bound for Majority We return to the Super CI model and use
the same notation developed in Section 3.1. We want to show that when S = O(n log n), we
must have p ≥ 1/2+Ω(1/√n) in order to ensure Pr[Φ(I) 6= M ] = Pr[XS ≤ S/2] ≤ n−c. This
lower bound on p (the proportion of 1-agents, wlog, in the input population) corresponds to
an input margin lower bound of Ω(
√
n).
Lemma 3.4. Assume a 0-1 population of n agents with majority value M and majority
proportion p = 1/2+δ, and consider an input sample string I = {0, 1}S where S = O(n log n).
Then for any c ≥ 1, Pr[Φ(I) 6= M ] ≤ n−c only holds when δ ≥ Ω(1/√n), where Φ is the
map that outputs the majority value of I.
Proof. Again wlog assume M = 1. Since Pr[Φ(I) 6= M ] = Pr[XS ≤ S/2], we will show that
δ ≥ Ω(1/√n) is a necessary condition to have Pr[X ≤ S/2] ≤ n−c when S = O(n log n).
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Recall the lower bound on Pr[XS ≤ S/2] from Lemma 3.3:
Pr[XS ≤ S/2] ≥ 1√
2S
· exp (−4Sδ2) , (27)
which holds for 0 < δ ≤ 1/3. (Note that when δ = 1/√n, δ ≤ 1/3 for all n ≥ 9).
Setting S = an log n for some a > 0 lets us write (27) as
Pr[XS ≤ S/2] ≥ 1√
2an log n
· exp (−4an log n · δ2) , (28)
which means it is necessary to have (1/
√
2an log n) · exp(−4an log n · δ2) ≤ n−c to ensure
that Pr[XS ≤ S/2] ≤ n−c.
Again by taking natural logarithms, we find that we require
4an log n · δ2 + 0.5 log n+ 0.5 log log n+ 0.5 log a+ 0.5 ≥ c log n. (29)
To show that δ ≥ Ω(1/√n) is needed to satisfy (29), we use a similar strategy as in Lemma 3.3
and consider any δ′ = o(1/
√
n). This would imply 4an log n · (δ′)2 = o(4a log n) = o(log n),
and since 0.5 log log n = o(log n) and a > 0 is a constant, we have
4an log n · (δ′)2 + 0.5 log n+ 0.5 log log n+ 0.5 log a+ 0.5 = 0.5 log n+ o(log n) (30)
< c log n, (31)
where the final equality will hold for all c ≥ 1 and large enough n.
Thus if δ = o(1/
√
n), then the necessary condition (29) will be violated, meaning that
that we must have δ = Ω(1/
√
n) to ensure Pr[XS ≤ S/2] ≤ n−c holds for any c ≥ 1 when
S = O(n log n). Since we defined p = 1/2 + δ, this corresponds to requiring an input margin
of at least Ω(
√
n) when S = O(n log n).
We now formally prove Theorem 3.2, which is restated for convenience.
Theorem 3.2. In the catalytic input model with n input agents and m = Θ(n) worker
agents, any protocol that computes the Majority of the inputs within O(N logN) total steps
requires an input margin of at least Ω(
√
N) to be correct with probability at least 1 − N−γ
for any γ ≥ 1.
Proof. By Lemmas 3.2 and 3.4, in the Super CI model with an input population C of size n,
computing Majority correctly in S = O(n log n) samples with probability at least 1− n−c
requires an input margin of at least Ω(
√
n). By an argument similar to Lemma 3.1, note
that this implies that any protocol that computesMajority in the regular CI model within
O(n log n) total steps also requires an input margin of Ω(
√
n) to be correct with probability
at least 1 − n−c. Now consider that the size of the worker population is m = Θ(n), which
means that N = m + n = Θ(n). This implies that for an appropriate choice of constant c
and taking only O(N logN) total steps, the input margin must be at least Ω(
√
N) in order
forMajority to be computed correctly with probability at least 1−N−γ for any γ ≥ 1.
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4 Approximate Majority with Catalytic Inputs
We now present a protocol, DBAM-C, for computing approximate majority in the CI model.
As mentioned earlier, the protocol is a natural adaptation of a third-state dynamics from
the original model, where we now account for the behavior of n catalytic input agents and m
worker agents. Using the CI model notation introduced in Section 2, we consider a population
with N = n+m total agents. Each input agent begins (and remains) in state IX or IY , and
we assume each worker agent begins in a blank state B, but may transition to states X or Y
according to the transition rules found in Figure 1. Letting iX and iY (and similarly x, y and
b) be random variables denoting the number of agents in states IX and IY (and respectively
X, Y , and B), we denote the input margin of the population by  = |iX − iY |. Throughout
the section, we assume without loss of generality that iX ≥ iY .
As described in Section 1, the DBAM-C protocol is a natural adaptation of the DBAM
protocol for the CI model. Intuitively, an undecided (blank) worker agent adopts the state
of a decided agent (either an input or worker), but decided workers only revert back to a blank
state upon interactions with other workers of the opposite opinion. Thus the protocol shares
the opinion-spreading behavior of the original DBAM protocol, but note that the inability for
decided worker agents to revert back to the blank state upon subsequent interactions with
an input allows the protocol to converge to a configuration where all workers share the same
X or Y opinion.
Main Result The main result of the section characterizes the convergence behavior of
the DBAM-C protocol when the input margin  is sufficiently large. Assuming that iX ≥ iY ,
recall that we say the protocol correctly computes the Majority of the inputs if we reach a
configuration where x = m. The following theorem then says that, subject to mild constraints
on the population sizes, when the input margin is Ω(
√
N logN), the protocol correctly
computes the majority value of the inputs in roughly logarithmic parallel time with high
probability.
Theorem 4.1. There exists some constant α ≥ 1 such that, for a population of n inputs,
m workers, and initial input margin  ≥ α√N logN , the DBAM-C protocol correctly computes
the majority value of the inputs within O
(
N4
m3
logN
)
total interactions with probability at
least 1−N−c for any c ≥ 1 when m ≥ n/10 and N is sufficiently large.
Because the CI model allows for distinct (and possibly unrelated) input and worker
population sizes, we aim to characterize all error and success probabilities with respect to
the total population size N . Intuitively, the result of Theorem 4.1 says that with input
margin at least Ω(
√
N logN), the protocol correctly computes approximate majority within
O(N logN) total steps. However, our analysis and proof of Theorem 4.1 characterize the
convergence behavior for a broad range of input and worker population sizes, and thus the
result includes higher-order multiplicative terms. On the other hand, in the case when
m = Θ(n) — which is an assumption used to provide lower bounds over the CI model from
Section 3 — we have as a corollary of the previous result that the protocol correctly computes
the majority of the inputs within O(N logN) total steps with probability at least 1−N−α.
This result is formally stated as Corollary 4.2 further below.
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4.1 Analysis Overview
The proof of the main result leverages and applies the random walk tools from [CHKM19]
(in their analysis of the original DBAM protocol) to the DBAM-C protocol. Given the uniformly-
random behavior of the interaction scheduler, the random variables x, y and b (which rep-
resent the count of X, Y , and B worker agents in the population) each behave according
to some one-dimensional random walk, where the biases in the walks change dynamically as
the values of these random variables fluctuate.
Based on the coupling principle that an upper bound on the number of steps for a random
walk with success probability p to reach a certain position is an upper bound on the step
requirement for a second random walk with probability pˆ ≥ p to reach the same position,
we make use of several progress measures that give the behavior of the protocol a natural
structure. First, we define xˆ = x + b/2, yˆ = y + b/2, and P =  + xˆ − yˆ. The use of xˆ and
yˆ match the analysis from [CHKM19], where it can be easily seen that xˆ+ yˆ = m will hold
throughout the protocol. On the other hand, the progress measure P captures the collective
gap between the majority and non-majority opinions in the population. Observe that the
protocol has correctly computed the input majority value when P = +m and yˆ = 0.
Now, similar again to the analysis of [CHKM19], we define the following Phases and
stages of the DBAM-C protocol.
1. Phase 1 of the protocol starts with P =  and completes correctly once P ≥ +7m/8.
Each stage of Phase 1 begins with P = 2t · and completes correctly once P = 2t+1 ·
or when P ≥ + 7m/8, where t ∈ {0, . . . , O(logN)}.
2. Phase 2 of the protocol starts with yˆ = 7m/8 (equivalent to P ≥  + 7m/8) and
completes correctly once yˆ ≤ α logm. Each stage of Phase 2 begins with yˆ =
2−s ·m/16 and completes correctly once yˆ ≤ 2−(s+1) ·m/16 or when yˆ ≤ α logm, where
s ∈ {0, . . . , O(logN)}.
3. Phase 3 of the protocol starts with yˆ = α logm and completes correctly once yˆ = 0.
Intuitively, every correctly-completed stage of Phase 1 results in the progress measure P
doubling, and every correctly-completed stage of Phase 2 results in the progress measure yˆ
decreasing by a factor of two. Note that of the protocol’s non-null transitions (see Figure 1),
only the interactions B+ IX , B+ IY , B+X, and B+ Y change the value of either progress
measure. For this reason, we refer to the set of non-null transitions (which includes X + Y
interactions) as productive steps, and the subset of interactions that change our progress
measures as the set of blank-consuming productive steps (note we sometimes refer to these
as productive-b or prod-b steps in the analysis).
The strategy for every stage and Phase is to employ a combination of standard Cher-
noff bounds and martingale techniques (in general, see [GS01] and [Fel68]) to obtain with-
high-probability estimates of (1) the number of productive steps needed to complete each
Phase/stage correctly, and (2) the number of total steps needed to obtain the productive
step requirements. Given an input margin that is sufficiently large (that also places a mild
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restriction on the relative size of the input population), and also assuming a population
where the number of worker agents is at least a small constant fraction of the input size, we
can then sum over the error probabilities of each Phase/stage and apply a union bound to
yield the final result of Theorem 4.1.
We note that while the DBAM-C protocol is conceptually similar to the original DBAM
protocol, the presence of persistent-state catalysts whose opinions never change requires
a careful analysis of the convergence behavior. Moreover, simulation results presented in
Section 5 show interesting differences in the evolution of the protocol for varying input and
worker population sizes.
4.2 Proof of Theorem 4.1
In this section we develop the tools used to prove Theorem 4.1. Similar to the techniques
developed in [CHKM19], we divide the analysis into two main components: correctness
and efficiency. For correctness, we derive with-high-probability bounds on the number of
productive steps needed to correctly complete each stage of Phases 1 and 2, and Phase
3. For efficiency, we subsequently derive the number of total steps needed to obtain these
productive-step counts with high probability.
To begin, we state the following standard probabilistic tools used throughout the analysis:
absorption probabilities for one-dimensional random walks, and standard upper and lower
Chernoff bounds.
Lemma 4.1. [Fel68] If we run an arbitrarily long sequence of independent trials, each with
success probability at least p > 1/2, then the probability that the number of failures ever
exceeds the number of successes by b is at most
(
1−p
p
)b
.
Lemma 4.2. [Che52] If we run N independent Bernoulli trials, each with success probability
p, then the number of successes SN has expected value µ = Np, and for 0 < δ < 1, P[SN ≤
(1− δ)µ] ≤ exp(− δ2µ
2
), and P[SN ≥ (1 + δ)µ] ≤ exp(− δ2µ3 ).
The following subsections proceed to prove the correctness and efficiency of the stages
and phases of the protocol.
4.2.1 Phase 1: Blank-Consuming Step Bounds
For a population with an initial input margin  ≥ α√N logN , the following lemma gives an
upper bound on the number of productive-b (blank-consuming) steps needed to complete
each stage of Phase 1 correctly. Recall that each stage of Phase 1 completes correctly when
the progress measure P = + xˆ− yˆ doubles from its initial value.
Lemma 4.3. During Phase 1 of the DBAM-C protocol on a population with input margin
 ≥ α√N logN for some α ≥ 1, starting at P = ∆, within 100N productive-b steps P will
increase to min{2P , 7m/8 + } with probability at least 1−N−(α/6) −N−(α/2).
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Proof. Observe that from the time at which P = ∆ until the point (if ever) P decreases
below 1
2
∆, P is strictly greater than 1
2
∆. Therefore, until P reaches 1
2
∆, the probability of
a successful interaction (conditioned on having a blank-consuming interaction) is at least
p =
biX + bx
biX + bx+ biY + by
=
iX + x
iX + x+ iY + y
=
P + iY + y
P + 2(iY + y)
(32)
=
1
2
+
P
4(iY + y) + 2P
>
1
2
+
∆
10N
(33)
where the final inequality holds because P > 1
2
∆, iY + y < N , and ∆ < N . The change in
P can thus be viewed as a biased random walk starting at ∆ with success probability p.
Now, by Lemma 4.1, starting at P = ∆, the probability of ever having an excess margin
of 1
2
∆ between B + Y or B + IY steps to B +X or B + IX steps is at most
q =
(
1− p
p
)∆/2
=
(
5N −∆
5N + ∆
)∆/2
=
(
1− 2∆
5N + ∆
)∆/2
(34)
≤ exp(−∆2/(5N + ∆)) (35)
≤ N−(α/6) (36)
where the final inequality holds given the assumption that  ≥ α√N logN . Thus with high
probability, P will never drop below 1
2
∆ when starting initially from ∆.
Now in a sequence of 100N productive-b steps, in order for P to reach min{2P, 7m/8+},
it is sufficient to ensure that the number of B+X or B+IX steps within the sequence (which
we denote by Sx) exceeds the number of B + Y or B + IY steps within the sequence (which
we denote by Sy) by at least ∆.
Assuming that P ≥ ∆/2 holds, we can see that in expectation over the sequence of 100N
productive-b steps that E[SX ] = 50N + 10∆. As long as SX ≥ 50N + 0.5∆ it follows that
SX − SY ≥ ∆, and thus applying an upper Chernoff bound shows that
Pr[SX < (50N + 0.5∆)] = Pr [ SX < (1− (9.5∆/(50N + 10∆))) · E[SX ] ] (37)
≤ exp
(
−1
2
· 9.5
2∆2
50N + 10∆
)
(38)
≤ exp
(
−1
2
· α logN
)
≤ N−(α/2), (39)
where again the penultimate inequality is due to the assumption that ∆ ≥  ≥ α√N logN .
Now, summing over all error probabilities and taking a union bound shows that P will
increase to min{2P, 7m/8 + } within 100N productive-b steps with probability at least
1−N−(α/6) −N−(α/2).
4.2.2 Phases 2 and 3: Blank-Consuming Step Bounds
The following lemma gives analogous bounds on the number of productive-b steps needed to
complete stages of Phase 2, and Phase 3, correctly with high probability. Recall that each
18
stage of Phase 2 of the protocol begins with yˆ = m/k, where 16 ≤ k ≤ m/(α logm), and
ends correctly when yˆ decreases by a factor of 2 from its original value (similarly, Phase 3
starts with yˆ = α logm and ends correctly once yˆ reaches 0). Note that the following lemma
proves a slightly stronger result by showing the number of productive-b steps needed to bring
yˆ to 0, which will always be an upper bound on the number of steps needed to complete a
stage of Phase 2, or Phase 3 correctly.
Lemma 4.4. Say yˆ = m
k
for 16 ≤ k ≤ m/(α logm) during Phase 2 of the DBAM-C protocol on
a population with input margin  ≥ α√N logN for some α ≥ 1. Assuming that yˆ remains
below 2m/k, then after at most 480N2
m2
(α logN + m
k
) productive-b steps, yˆ goes to 0 with
probability at least 1−N−α for α ≥ 1.
Proof. Recall from Lemma 4.3 that throughout the execution of DBAM-C on a population
with input margin  ≥ α√N logN , the probability of a B +X or B + IX step (conditioned
on having a blank-consuming step) is bounded from below by 1
2
+ ∆
10N
, where ∆ = + xˆ− yˆ.
This lower bound holds as long as ∆ never drops below /2, which is ensured given the
starting conditions of Phase 2 and by the assumption that yˆ ≤ 2m/k.
Now, given that x+ y+ b = m is invariant throughout the execution, ∆ can be rewritten
as ∆ = m − 2yˆ + . Also, since we assume yˆ starts at m
k
and never exceeds 2m
k
with high
probability, it follows that
∆ = m− 2yˆ +  ≥ m− 4m
k
+ m(k−4)
k
+ . (40)
Denoting B+ IX and B+X steps as succeeding and B+ IY and B+Y steps as failing, then
the probability of a succeeding, productive-b interaction (conditioned on a blank-consuming
step) can be rewritten as
p =
1
2
+
∆
10N
≥ 1
2
+
(k − 4)
10k
· m
N
(41)
Now, consider a sequence of λ productive-b interactions. Note that succeeding productive-b
interactions each increase yˆ by 1/2, whereas the remaining failing productive-b interactions
decrease yˆ by 1/2. Letting Sx and Sy denote the number of succeeding and failing steps
among the λ total prod-b interactions respectively, observe that Sx must exceed Sy by
(2m)/k in order for yˆ to decrease to 0 within the sequence. This means that having Sx ≥
(λk + 2m)/(2k) is sufficient to ensure that yˆ decreases to 0.
In expectation, we have E[Sx] = λp, and thus yˆ will reach 0 as long as Sx is no more than
λp − λk+2m
2k
smaller than its expected value. Using a Chernoff lower tail bound and setting
δ = λk(2p−1)−2m
2kλp
, the probability of yˆ failing to reach 0 can thus be bounded by
pf = Pr [yˆ > 0 after λ prod-b steps] = Pr
[
Sx ≤ λk+2m2k
]
(42)
= Pr [ Sx ≤ (1− δ) · E[Sx] ] (43)
≤ exp
(
− δ2
2
· E[Sx]
)
= exp
(
− (λk(2p−1)−2m)2
8k2λp
)
. (44)
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The upper bound on pf can be slightly exaggerated by observing
exp
(
− (λk(2p−1)−2m)2
8k2λp
)
= exp
(
−
(
λ
8p
· (2p− 1)2 − (2p−1)m
2pk
+ m
2
2λk2p
))
(45)
≤ exp
(
−
(
λ(2p−1)2
8p
− m
k
))
, (46)
where the last inequality follows from 2p−1
p
≤ 1 for p ≤ 1, and from m2
2λk2p
≥ 0.
To ensure that pf is no larger than N−α, it is then sufficient to find λ such that (46) is
bounded from above by exp(−α logN). This holds when
α(2p− 1)2
8p
− m
k
≥ α logN ⇐⇒ α ≥ 8p
(2p− 1)2 ·
(
α logN +
m
k
)
. (47)
The term 8p
(2p−1)2 is decreasing in p for p > 1/2, and since we have p ≥ 12 + (k−4)10k · mN =
5kN+(k−4)m
10kN
, we see that
8p
(2p− 1)2 ≤
40kN + 8(k − 4)m
10kN
· 25k
2N2
(k − 4)2m2
=
(100kN + 20(k − 4)m) · kN
(k − 4)2m2
≤ 120k
2N2
(k − 4)2m2
≤ 120k
2N2
(k
2
)2m2
= 480 · N
2
m2
,
where the last inequality holds given k
2
≤ k − 4 when k ≥ 8, which is satisfied by our
assumption that 16 ≤ k ≤ m
α logm
.
By this upper bound on 8p
(2p−1)2 and the condition on λ from (47), it follows that setting
λ = 480 · N
2
m2
(
α logN +
m
k
)
is a sufficient number of productive-b interactions to guarantee that yˆ decreases to 0 with
probability at least 1−N−α.
Lemma 4.4 relies on the assumption that yˆ starts at m/k and never exceeds (2m/k) (for
16 ≤ k ≤ m
α logm
). In the following lemma, we prove this latter assumption holds with high
probability, subject to a mild set of constraints on the sizes of the population.
Lemma 4.5. Assuming m ≥ n/10 and m ≥ 8 · α log12/11 11m for α ≥ 1, if yˆ reaches m/k
during the execution of DBAM-C for 16 ≤ k ≤ m
α logm
, then yˆ will never exceed 2m/k with
probability at least 1−N−α.
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Proof. As before, let p denote the probability of a successful prod-b step, conditioned on a
prod-b step. Recall that p = ix+x
ix+iy+x+y
, which, up until the moment that yˆ > 4m/k can be
rewritten as
p =
ix + x
ix + iy + x+ y
≥ N − (iy + y + b)
N
(48)
≥ 1− iy + 2yˆ
N
(49)
≥ 1−
n
2
+ 4m
k
N
(50)
≥ 1− 2n+m
4N
(51)
(52)
where the final inequality holds since 16 ≤ k, and we can show that p ≥ 12
23
by observing
that
2n+m
4N
=
2n+m
4n+ 4m
≤ 11
23
⇐⇒ 2n ≤ 21m, (53)
which is satisfied by the assumption that m ≥ 10n.
If initially yˆ = 2m/k, then yˆ only exceeds 2m/k if the number of failing prod-b steps
exceeds the number of succeeding prod-b steps by 2m/k, since each prod-b step changes yˆ
in magnitude by 1/2.
By Lemma 4.1, this event occurs with probability at most(
1− p
p
)2m/k
≤
(
11
12
)2m/k
≤
(
11
12
)m/8
, (54)
where the first inequality follows from the bound p ≥ 12/23, and the second from assuming
k ≥ 16. We can then observe that(
11
12
)m/8
≤ N−α ⇐⇒ m ≥ 8α · log12/11N, (55)
where we note that 8α · log12/11N is at most 8α · log12/11(11m) by the assumption that
m ≥ n/10. Thus assuming we have m ≥ 8α log12/11(11m) and m ≥ n/10, the probability
that yˆ ever exceeds 2m/k is bounded from above by N−α.
Using Lemmas 4.4 and 4.5 and taking a union bound, we have the following upper bounds
on the number of productive-b steps needed to complete each stage of Phases 2, and Phase
3 of the protocol correctly:
Corollary 4.1. During the DBAM-C protocol on a population with initial input margin  ≥
α
√
N logN for some α ≥ 1, assuming that m ≥ n/10 and m ≥ 8α · log(11m), then with
probability at least 1− 2N−α:
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• At most 480 · N2
m2
(
α logN + m
2s
)
productive-b steps are required to complete stage s of
Phase 2 correctly.
• At most 480 · N2
m2
(α logN + α logm) productive-b steps are required to complete Phase
3 correctly.
4.2.3 Total Productive Step Upper Bounds
Lemma 4.3 and Corollary 4.1 give upper bounds on the number of blank-consuming (productive-
b) steps needed to complete the stages of Phase 1, the stages of Phase 2, and Phase 3 of the
protocol correctly. The following simple lemma then gives corresponding upper bounds on
the total number of productive steps (including X + Y interactions) that are sufficient to
ensure each stage/Phase completes correctly with high probability.
Lemma 4.6. During the DBAM-C protocol on a population with input margin  ≥ α√N logN
for some α ≥ 1, assuming m ≥ n/10 and m ≥ 8α · log(11m), then
• At most 201N total productive steps are required to complete stage t of Phase 1 correctly
with probability at least 1−N−(α/6) −N−(α/2)
• At most 961N2
m2
(
α logN + m
2s
)
total productive steps are required to complete stage s of
Phase 2 correctly with probability at least 1− 2N−α.
• At most 961N2
m2
(α logN +α logm) total productive steps are required to complete Phase
3 correctly with probability at least 1− 2N−α.
Proof. Consider any sequence of λ total productive steps consisting of Sxy X +Y steps, and
Sb productive-b steps. At the very least, we require Sxy ≤ y0 + Sb, (where y0 denotes the
number of Y agents at the start of the sequence). Otherwise, the total number of X + Y
steps would exceed the maximum number of Y agents able to “fuel" these interactions. Since
λ = Sxy + Sb, we require that λ ≤ y0 + 2 · Sb.
In each stage of Phase 1, we know y0 ≤ yˆ0 ≤ m, and from Lemma 4.3 we require
Sb ≤ 100N to complete the stage correctly with probability at least 1 −N−(α/6) −N−(α/2).
Therefore each stage of Phase 1 requires at most λ ≤ m+ 2 · 100N ≤ 201N total productive
steps to complete correctly with this same probability.
In stage s of Phase 2, we know that y0 ≤ yˆ0 ≤ m/16, and from Corollary 4.1 we require
Sb ≤ 480 · (N2/m2)(α logN +m/2s) to complete the stage correctly with probability at least
1−2N−α. So stage s of Phase 2 requires at most λ ≤ m/16+960·(N2/m2)(α logN+m/2s) ≤
961 · (N2/m2)(α logN + m/2s) total productive steps to complete correctly with this same
probability.
Similarly in Phase 3, we have y0 ≤ yˆ0 ≤ α logm, and again from Corollary 4.1 we
require Sb ≤ 480 · (N2/m2)(α logN + α logm) to complete the Phase correctly again with
probability at least 1 − 2N−α. Thus λ ≤ α logm + 960 · (N2/m2)(α logN + α logm) ≤
961 · (N2/m2)(α logN + α logm) total productive steps is sufficient to complete the Phase
correctly this same probability.
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4.2.4 Efficiency of the Protocol
Lemma 4.6 gives bounds on the number of productive steps needed for the protocol to
complete correctly with high probability. Here, we give upper bounds on the total number
of interactions needed to ensure that the requisite number of productive steps are met in
each stage and Phase with high probability.
To bound the total number of steps φ needed to obtain at least λ productive steps with
high probability, we provide a lower bound on the probability of a productive step during a
given stage or Phase and then apply Chernoff bounds. Letting pˆ denote the probability that
the next interaction is a productive step, we can observe that
pˆ =
b(ix + iy + x+ y) + xy(
N
2
) ≥ bx+ xy(
N
2
) ≥ 2x · (y + b/2)
N2
=
2x · yˆ
N2
(56)
The correct starting and ending conditions of each stage in Phase 1 and Phase 2 correspond
to lower bounds on yˆ, and thus a sufficient lower bound on pˆ can be obtained by providing
a lower bound on x throughout the protocol. Specifically, we wish to show that the number
of X workers eventually remains above some constant fraction of m with high probability,
which we prove in the following lemma.
Lemma 4.7. During the DBAM-C protocol on a population with input margin  ≥ α√N logN
for some α ≥ 1, and with m ≥ n/10 for sufficiently large m, by the end of Phase 1, the
number of X worker agents will exceed and never drop below 3m/8 for each remaining stage
and Phase of the protocol with probability at least 1−N−α.
Proof. Since m = x + y + b throughout the protocol, observe that b ≤ m/4 implies that
x + y ≥ 3m/4. Therefore, once the protocol reaches a point where the difference x − y
remains positive with high probability, it follows that x ≥ 3m/8 will also continue to hold
with high probability. So to show that x ≥ 3m/8 by the end of Phase 1, it is sufficient to
show that b will reach and remain below m/4 by the end of Phase 1 with high probability.
First, we recall that Phase 1 of the protocol ends when P ≥ xˆ− yˆ+  = 7m/8 + , where
 is the input margin of the population. Since Lemma 4.6 tells us that each stage of Phase 1
completes correctly with high probability, it follows that x− y ≥ 0 must hold if the protocol
has reached a configuration where Phase 1 is complete.
Moreover, because the correct ending conditions of Phase 1 imply that yˆ = y + b/2 ≤
m/16, it follows that if Phase 1 completes correctly, we must have b ≤ m/8 — any larger
value of b would imply a value of yˆ that exceeds m/16. By Lemma 4.5, in Phase 2 of the
protocol, which begins with yˆ = m/16, the value of yˆ will never exceed m/8 with probability
at least 1 − N−α assuming that m ≥ n/10 and m is sufficiently large. Furthermore, this
means that each subsequent stage of Phase 2, and Phase 3 of the protocol will also ensure
that yˆ ≤ m/8 with probability at least 1−N−α under the same assumptions. In turn, this
means that from the end of Phase 1 and onward, it will hold that b ≤ m/4 during each
subsequent stages of Phase 2 and Phase 3 of protocol with this same probability.
The fact that x ≥ 3m/8 will hold with high probability for the remainder of the protocol
by the end of Phase 1 can now be used to provide lower bounds on pˆ and subsequent high
23
probability upper bounds on the total number of steps needed to complete each Phase and
stage correctly. The following lemma gives these total step upper bounds for each part of
the protocol:
Lemma 4.8. During the DBAM-C protocol on a population with input margin  ≥ α√N logN
for α ≥ 1, assuming that m ≥ n/10 for large enough m:
• at most max
{
1608N3
mn
, 8576N
3
m2
}
total steps are needed to complete each stage of Phase 1
correctly.
• at most 82, 000 · N4
m3
+ 41, 000 · 2s+1N2
m2
· α logN total steps are needed to complete stage
s of Phase 2 correctly.
• at most 2563·N4
m3
(α logm+α logN) total steps are needed to complete Phase 3 correctly,
each with probability at least 1− 2N−α −N−(α/6) −N−(α/2) when N is sufficiently large.
Proof. Let φp denote the number of productive steps obtained in a sequence of φ total steps,
and let λ denote the required number of productive steps for a Phase/stage to complete
correctly whp. If the probability of a productive step is pˆ ≥ p′, then the lower Chernoff
bound from Lemma 4.2 gives Pr(φp ≤ φ·p′2 ) ≤ exp(−φ·p
′
8
). So to provide upper bounds on φ
for each Phase/stage, we first give lower bounds on pˆ and then choose φ such that φp ≥ λ
holds whp using the Chernoff bound. We do this for each Phase as follows:
i. Stages of Phase 1: By Lemma 4.7, b ≤ m
4
will eventually hold by the end of Phase 1
with probability at least 1 − N−α. Thus, for the stages of Phase 1, we provide lower
bounds on pˆ in two cases. For stages where b ≥ m
4
, we have
pˆ ≥ (b · ix)/N2 ≥ mn/4N2,
since ix ≥ n/2 given an IX input majority. For stages where b ≤ m4 holds, it follows that
pˆ ≥ (2x · yˆ)/N2 ≥ 3m2/64N2
since yˆ ≥ m/16 for all of Phase 1.
Now, by Lemma 4.6, each stage of Phase 1 completes correctly within λ = 201N
productive steps with probability at least 1 − N−(α/6) − N−(α/2). So taking φ total
steps such that φ · pˆ/2 = λ = 201N means that φp ≤ λ with probability at most
exp(−λ/4) ≤ exp(−50N) ≤ N−α. In the case that b ≥ m
4
and pˆ ≥ mn
4N2
, it is sufficient
to set
φ = 2 · 4N
2
mn
· 201N = 1608 · N
3
mn
in order to ensure φp ≥ 201N with probability at least 1−N−α. In the case that b ≤ m4
and pˆ ≥ 3m2
64N2
, it is sufficient to set
φ = 2 · 64N
2
3m2
· 201N = 8576 · N
3
m2
24
in order to ensure the same result. Summing over all error probabilities and taking a
union bound, it follows that each stage of Phase 1 requires at most
φ ≤ max
{
1608 · N
3
mn
, 8576 · N
3
m2
}
total steps to complete correctly with probability at least 1−2N−α−N−(α/6)−N−(α/2).
ii. Stages of Phase 2 : For each stage s of Phase 2, we have yˆ ≥ m
16·2s+1 , which means that
pˆ ≥ 2x · yˆ
N2
≥ 3m
4
· m
16 · 2s+1 ·
1
N2
=
3
64 · 2s+1 ·
m2
N2
,
where we use the fact that x ≥ 3m
8
holds with probability at least 1 − N−α from
Lemma 4.7. By Lemma 4.6, we have that stage s of the Phase completes correctly within
λ = 961(N2/m2)(λ logN + m/22) productive steps with probability at least 1− 2N−α,
and so taking φ total steps such that (φpˆ)/2 = λ ensures that φp ≤ λ with probability
at most exp(−λ/4) ≤ exp(−α logN) by the Chernoff bound.
Given the lower bound on pˆ, it is thus sufficient to set
φ = 2 · 64 · 2
s+1N2
3m2
· 961N
2
m2
(
λ logN +
m
2s
)
= 82, 000 · N
4
m3
+ 41, 000 · 2s+1 · N
2
m2
· α logN
to ensure φp ≥ λ with probability at least 1 − N−α for each stage s of the Phase.
Summing over all error probabilities and taking a union bound, it follows that φ total
steps are sufficient to complete each stage of Phase 2 correctly with total probability at
least 1− 4N−α
iii. Phase 3 : Again because yˆ ≥ 1/2 and x ≥ 3m/8 with probability at least 1 − N−α
throughout Phase 3 by Lemma 4.7, we have
pˆ ≥ 2x · yˆ
N2
≥ 3
4
· m
N2
throughout the Phase with this same probability. By Lemma 4.6, λ = 961(N2/m2)(α logm+
α logN) productive steps are needed to complete the Phase correctly with probability
at least 1− 2N−α. By a similar argument as in Phases 1 and 2, this means taking
φ = 2 · 4N
2
3m2
· 961 · N
2
m2
(α logm+ logN) = 2563 · N
4
m3
(α logm+ logN)
total steps is sufficient to ensure that φp ≥ λ with probability at least 1 − N−α. Now
again by the union bound, it follows that these φ total steps are sufficient to ensure that
Phase 3 of the protocol completes correctly with probability at least 1− 4N−α.
We conclude the proof by observing that the success probability of stages of Phase 2 and
Phase 3 are at least that of the stages of Phase 1, thus giving the stated result.
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4.2.5 Concluding the Proof
Using the Lemmas and Corollaries established in the preceding subsections, we now conclude
to prove Theorem 4.1. For convenience, we restate the Theorem below:
Theorem 4.1. There exists some constant α ≥ 1 such that, for a population of n inputs,
m workers, and initial input margin  ≥ α√N logN , the DBAM-C protocol correctly computes
the majority value of the inputs within O
(
N4
m3
logN
)
total interactions with probability at
least 1−N−c for any c ≥ 1 when m ≥ n/10 and N is sufficiently large.
Proof. By Lemma 4.8, provided that m ≥ n/10 and N is sufficiently large, each of the
O(logN) stages of Phase 1 of the protocol require max{O(N3/(mn)) , O(N3/m2)} ≤
O(N4/m3) total steps to complete correctly with probability at least 1− 2N−α −N−(α/6) −
N−(α/2); each of the O(logN) stages of Phase 2 of the protocol require O(N4/m3) total steps
to complete correctly with probability at least 1− 2N−α −N−(α/6) −N−(α/2); and Phase 3
of the protocol requires O((N4/m3) logN) total steps to complete correctly with probability
at least 1 − 2N−α − N−(α/6) − N−(α/2). Now for any c ≥ 1, it follows by the union bound
that for an appropriate choice of constant α ≥ 1, the entire DBAM-C protocol will complete
correctly within O((N4/m3) logN) total interactions with probability at least 1−N−c given
that m ≥ n/10 and sufficiently large N , which gives the stated result.
As a simple corollary of Theorem 4.1, we state the following result, which simplifies the
convergence guarantees of the DBAM-C protocol in the case when m = Θ(n).
Corollary 4.2. There exists some constant α ≥ 1 such that, for a population of n inputs,
m = cn workers where c ≥ 1, and an initial input margin  ≥ α√N logN , the DBAM-C
protocol correctly computes the majority of the inputs within O(N logN) total interactions
with probability at least 1−N−α when N is sufficiently large
We note that the result of Corollary 4.2 implies that the CI model input margin lower
bound from Theorem 3.2 is tight up to a multiplicative O(
√
logN) factor.
5 Approximate Majority with Transient Leaks
We now turn to consider the behavior of the DBAM and DBAM-C protocols in the presence of
transient leak faults. Recall first that one motivation for considering the CI model was to
allow for the design and analysis of protocols that are robust to these probabilistic, state-
flipping faults. On the one hand, better understanding the behavior of protocols in the CI
model without the presence of leaks (as in Sections 3 and 4) has led to results of independent
interest. Naturally then, we also seek to show that, similar to the protocols for [ADK+17]
and [ATU20] that the DBAM-C protocol in the CI model is also robust to leak events.
However, because the DBAM-C protocol in the CI model can be viewed as an adaptation
of the DBAM protocol in the original population model, it seems equally interesting to ask
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whether the original DBAM protocol itself exhibits a similar robustness to transient leaks. In
this section, we give affirmative results showing that even in the presence of adversarial leak
events (which occur up to some bounded rate β), both the DBAM and DBAM-C protocols will,
with high probability, reach configurations where nearly all agents share the input majority
opinion. In the presence of leaks, we consider the approximate majority predicate to be
computed correctly upon reaching these low sample-error configurations. In a sense, these
results exhibit the general robustness of the family of third-state dynamics protocols in both
the original and CI population models. We proceed by giving an overview of the main result
for the DBAM protocol in the original model, and then follow with a similar overview for the
result using the DBAM-C protocol.
5.1 Leak Robustness of the DBAM Protocol
Recall that a transient leak is an event where an agent spuriously changes its state according
to some leak function `. Within the population model, we assume that the occurrence of such
events are dictated by the random scheduler and occur with probability β at each subsequent
interaction step. In the following analysis, we assume a strong adversarial leak behavior
where each leak event is of the form X → Y .
Our main result shows that, when the leak rate β is sufficiently bounded, the protocol
still reaches a configuration with bounded sample error (the proportion of agents in the
non-initial-majority state) within O(n log n) total interactions with high probability. Unlike
the scenario without leak events, note that the protocol will never be able to fully converge
to a configuration where all agents remain in the majority opinion. However, reaching a con-
figuration where despite leaks, nearly all agents hold the input majority value state matches
similar results of [AAE08, CHKM19, ADK+17, ATU20]. Formally, we have the following
Theorem:
Theorem 5.1. There exists some constant α ≥ 1 such that, for a population with initial
input margin  ≥ α√n log n and adversarial leak rate β ≤ (α√n log n)/12672n, an execution
of the DBAM protocol will reach a configuration with
1. sample error O(β) when ω(log n/n) ≤ β ≤ (α√n log n)/12672n
2. sample error O(log n/n) when β ≤ O(log n/n)
within O(n log n) total interactions with probability at least 1− n−c for any c ≥ 1 when n is
sufficiently large.
Analysis Overview To prove Theorem 5.1, we again make modified use of the random
walk tools from [CHKM19] and from the analysis of the DBAM-C protocol from Section 4.
Using the progress measures yˆ = y + b/2 and P = xˆ− yˆ, observe that an X → Y leak event
incurs twice as much negative progress to both measures as opposed to B+X events. Thus,
the key required difference is to account for the stagnation (or potentially the reversal) of
the protocol’s progress toward reaching a high-sample-error configuration in the presence of
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adversarial leaks. Note that since the sample error of a configuration is defined to be (y+b)/n
(since we assume an initial x majority wlog), we will use the value yˆ/n to approximate a
configuration’s sample error. Moreover, throughout the analysis, we make use of the following
structure, which is partially adapted from the non-leak DBAM analysis in [CHKM19]:
1. First, we classify the leak rate β into two categories: When ω(log n/n) ≤ β ≤
O(
√
n log n/n) we say that β is large. When β ≤ O(log n/n), we say that β is small.
2. Phase 1 begins with the start of the protocol and ends correctly when P = xˆ − yˆ ≥
2n/3. Each stage of phase 1 begins with P = ∆0 · 2t, and ends correctly once
P = ∆0 · 2t+1 for t ∈ {0, 1, . . . , O(log n)}.
3. Phase 2 of the protocol begins once yˆ ≤ n/6 (which is equivalent to xˆ − yˆ ≥ 2n/3)
and ends correctly when yˆ ≤ 25βn when β is large, and when yˆ ≤ 25a log n (where
a ≥ 1) when β is small.
For large β, each normal stage of Phase 2 begins with yˆ ≤ n/k where 6 ≤ k ≤ 1/(50β)
and completes correctly when reaching yˆ ≤ max{n/2k, 50βn}. Here, the final stage of
Phase 2 begins with yˆ = n/k = 50βn and ends once yˆ ≤ 25βn.
For small β, each normal stage of Phase 2 begins with yˆ = n/k where 6 ≤ k <
n/(50a log n) and completes correctly when reaching yˆ ≤ max{n/2k, 50a log n}. The
final stage of Phase 2 in this case begins with yˆ = n/k = 50a log n and ends once
yˆ ≤ 25a log n.
In this leak-prone setting, we refer to productive interactions as any of the the non-null
transitions found in Figure 1 in addition to a leak event. The set of three non-null and non-
leak transitions are referred to as non-leak productive steps, and the interactions B +X and
B + Y are referred to as blank-consuming productive steps. Thus for each phase and stage,
we obtain high-probability estimates on the number of productive and total steps needed to
complete the phase/stage correctly in two steps: first, we bound the number of leak events
that can occur during a fixed interval of productive events, and we then subsequently show
that a smaller sub-sequence of non-leak productive steps is sufficient to ensure that enough
progress is made to offset the negative progress of the leaks. We again rely on a combination
of Chernoff concentration bounds and Martingale inequalities in order to show this progress
at every phase and stage.
5.1.1 Proof of Theorem 5.1
We now develop and prove the lemmas which lead to a proof of our main result considering the
DBAM protocol with transient leaks. The strategy here is to show that even with adversarial
leaks, the protocol will reach a configuration with sample error O(β) within O(n log n) total
steps with high probability. We do this by proving correct behavior of the stages of the two
phases of the protocol within a bounded number of total steps with high probability.
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Utility Lemmas To begin, we state and prove several lemmas that will be used repeatedly
throughout the analysis. The first lemma proves that, with bounded leak rate β and a
bounded number of leak events during a sequence of productive steps, the progress measure
xˆ− yˆ will never decrease by more than a factor of two during a stage of Phase 1.
Lemma 5.1. Throughout the DBAM protocol on a population with initial input margin α
√
n log n
and adversarial leak rate β ≤ α
√
n logn
12672n
, the probability that, during the stage of Phase 1 start-
ing at xˆ − yˆ = ∆, the protocol reaches a configuration with xˆ − yˆ = ∆/2 within a sequence
of 66n productive steps before finishing correctly is at most n−(α/6) when the number of leak
events in the sequence is at most (α
√
n log n)/8.
Proof. For a population with initial input margin ∆0 = α
√
n log n, the number of leak events
in the sequence of 66n productive steps is at most (α
√
n log n)/4 ≤ ∆0/8. Because each leak
event decreases the value xˆ− yˆ by two, in total these leak events can decrease the xˆ− yˆ by
at most ∆0/4 in magnitude.
For the stage of Phase 1 that starts with xˆ− yˆ = ∆, up until the point that xˆ− yˆ < ∆/2,
the probability of a B + X interaction conditioned on a blank-consuming productive step,
denoted by p(bx), is at least
p(bx) ≥ x
n
≥ 1
2
+
xˆ− yˆ
4n
=
2n+ ∆
4n
. (57)
Given the at most ∆/4 decrease to xˆ− yˆ contributed by the leak events, xˆ− yˆ can only
decrease to ∆/2 if the number of B+Y interactions exceeds the number of B+X interactions
by at least ∆/4 before the stage completes correctly.
Using Lemma 4.1, observe that this bad event occurs with probability at most(
2n−∆
2n+ ∆
)∆/4
=
(
1− 2∆
2n+ ∆
)∆/4
≤ exp
(
− ∆
2
4n+ 2∆
)
(58)
≤ exp
(
−α log n
6
)
≤ n−(α/6). (59)
The next lemma shows that during a fixed sequence of productive steps during a stage
of Phase 2 of the protocol with a bounded number of leaks, the progress measure xˆ− yˆ will
never drop below n/2 with high probability. In turn, this implies that the probability of
a B + X interaction (conditioned on a blank-consuming step) is bounded from below by a
constant fraction greater than 1/2.
Lemma 5.2. During Phase 2 of the DBAM protocol with adversarial leak rate β ≤ O(√n log n/n),
the probability of a B + X interaction conditioned on a blank-consuming productive step is
at least 5/8 throughout any sequence of 16n productive steps with probability at least 1−n−a
for a ≥ 1 and sufficiently large n when the number of leak events within this sequence is at
most n/24.
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Proof. Recall that, conditioned on a blank-consuming productive step, the probability of a
B +X interaction, denoted by p(bx), can be written as
p(bx) ≥ 1
2
+
xˆ− yˆ
4n
. (60)
To show that p(bx) ≥ 5/8 holds throughout a sequence of interacitons during Phase 2, it is
sufficient to show that xˆ− yˆ ≥ n/2 holds during the sequence.
For this, recall that Phase 2 of the protocol begins when xˆ− yˆ reaches 2n/3. Assuming
that in a sequence of 16n productive steps we have at most n/24 leaks, it follows that in
order for xˆ − yˆ to drop further to n/2 requires the number of B + Y steps to exceed the
number of B +X steps by at least n/12 throughout the sequence in the worst case.
Thus again using Lemma 4.1, we have that this event occurs with probability at most(
3/8
5/8
)n/12
=
(
3
5
)n/12
≤ n−a (61)
for a ≥ 1 when n is sufficiently large. Thus with high probability, we have that xˆ − yˆ
will remain above n/2 throughout a sequence of at most 16n productive steps with high
probability during Phase 2 of the protocol. It follows then that p(bx) ≥ 5/8 will hold with
probability at least 1− n−a throughout each such sequence in Phase 2.
Lemma 5.3. Throughout Phase 1 of the DBAM protocol on a population with initial input
margin α
√
n log n and adversarial leak rate β ≤ O(√n log n/n), the number of x agents
in the population remains above n/4 with probability at least 1 − n−α − n−(α/6) when n is
sufficiently large.
Proof. When b ≤ n/4, we have x+ y ≥ 3n/4, which by Lemma 5.1 implies that x ≥ 3n/8 >
n/4 with probability at least 1− n−(α/6).
On the other hand, say n/4 ≤ b ≤ n/2 at some point during Phase 1 of the protocol.
As long as b ≥ n/2, we have x + y ≥ n/2, which by similar reasoning as the previous case
implies x ≥ n/4 with probability at least 1−n−(α/6). Thus, to prove the claim it is sufficient
to show that b ≤ n/2 will hold with high probability throughout protocol.
To do this, let b0 denote the number of blank agents at a given point, and let b1 denote the
number of blank agents after the next productive step. Since we are considering adversarial
leak behavior, note that the count of blank agents is only affected by X + Y interactions
(which increase b by 2) and B + X or B + Y interactions (which decrease b by 1). Thus
given the history of the protocol up encoded by the value of b0 we have
E[b1|b0] = b0 + 2 · p(xy)− p(bx/by) (62)
where p(xy) denotes the conditional probability of an X + Y interaction, and p(bx/by)
denotes the conditional probability of either a B + X or B + Y interaction. Since we have
n/4 ≤ b ≤ n/2, it follows up until the point b > n/2 that x + y ≥ n/2, and thus 2· (xy) ≤
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2(n/4)(n/4) = n2/8. Additionally, we have p(bx/by) = b(x + y) ≥ (n/4)(n/2) = n2/8. This
implies
E[b1|b0] = b0 + 2p(xy)− p(bx/by) ≤ n2/8− n2/8 = b0, (63)
which means b is a supermartingale with respect to the sequence of productive events.
Letting b0 = n/4 and letting bt denote the difference in the count of blank agents from
b0 after the next t productive steps, Azuma’s inequality [GS01] gives that
Pr[bt > n/4] ≤ exp
(
−(n/4)
2
2t
)
≤ exp
(
− n
2
16t
)
. (64)
Thus for any t = O(n), it follows that Pr[bt > n/4] ≤ exp(−a log n) ≤ n−a for any a ≥ 1
when n is sufficiently large. Then summing over all error probabilities and taking a union
bound, we find that the result will hold with probability at least 1− n−α − n−(α/6).
The next lemma shows a lower bound on the number of agents in state X throughout
finite sequence of productive steps during Phase 2 of the protocol when the number of leak
events is bounded.
Lemma 5.4. Throughout Phase 2 of the DBAM protocol on a population with adversarial leak
rate β ≤ O(√n log n/n), during any sequence of at most 16n productive steps, the number
of x agents in the population remains above n/3 with probability at least 1 − n−a when the
number of leak events in the sequence is at most n/24 for a ≥ 1 when n is sufficiently large.
Proof. The proof of Lemma 5.2 shows that during Phase 2 of the protocol, xˆ− yˆ will remain
above n/2 throughout a sequence of at most 16n productive steps with probability at least
1−n−a when the number of leak events in the sequence is at most n/24. Because xˆ+ yˆ = n,
it follows that yˆ = (n − (xˆ − yˆ))/2 ≤ n/4 < n/3, which will hold with probability at least
1− n−a throughout each stage of Phase 2.
Finally, the following lemma shows a relationship between the number of blank-consuming
productive steps guaranteed to occur among a greater sequence of non-leak productive events.
Lemma 5.5. Throughout the DBAM protocol, in a sequence of λ total non-leak productive
steps, at least (λ− y0)/2 will be blank-consuming steps, where y0 is the initial number of Y
agents present in the population throughout the sequence.
Proof. Consider a sequence of λb blank-consuming productive steps. This means at most
λb of the interactions are B + Y steps, and so along with the y0 initial count of Y agents,
there can be at most λb + y0 interactions of type X +Y . Otherwise, the number of Y agents
needed to produce a X + Y step would be insufficient. Thus a total of λb blank-consuming
steps will be obtained in at most λ ≤ 2 · λb + y0 total (non-leak) productive events. Solving
for λb completes the proof.
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Phase 1 Behavior We now show the correctness of each stage of Phase 1 of the protocol.
To begin, we bound the number of leak events with high probability within a fixed sequence
of productive steps.
Lemma 5.6. For a population with initial input margin  ≥ α√n log n for some α ≥ 1 and
adversarial leak rate β ≤ α
√
n logn
12672n
, at any point in Phase 1 of the DBAM protocol, the number
of leak events among a sequence of 66n productive steps is no more than (α
√
n log n)/8 with
probability at least 1− 2n−α − n−(α/6) for sufficiently large n.
Proof. Recall that p(l), the probability of a leak event conditioned on a productive event
can be written as
p(l) =
β
(
n
2
)
β
(
n
2
)
+ (1− β)φ ≤
β(n2/2)
β(n2/3) + (1− β)φ (65)
where φ = b(x + y) + xy and the last inequality holds for sufficiently large n. To further
bound p(l) from above, we can observe that
φ = b(x+ y) + xy = x(y + b) + by (66)
≥ xyˆ (67)
Now, since yˆ ≥ n/6 throughout Phase 1, and since by Lemma 5.3, x ≥ n/4 holds throughout
the entire protocol with high probability at least 1− n−α− n−(α/6), it follows that φ ≥ xyˆ ≥
n2/24 will hold with this same probability throughout all stages of the phase. Substituting
into (65) gives
p(l) ≤ β(n
2/2)
β(n2/3) + (1− β)φ ≤
β(n2/2)
β(n2/3) + (1− β)(n2/24) (68)
≤ β(n
2/2)
β(7n2/24) + n2/24
(69)
=
1/2
7/24 + 1/(24β)
≤ 12β (70)
By the assumption that β ≤ α
√
n logn
12672n
, this means
p(l) ≤ 12
12672
· α
√
n log n
n
≤ α
√
n log n
1056n
(71)
with high probability throughout all stages of Phase 1.
In 66n productive steps then, the expected number of leaks E[l] is at most α
√
n logn
16
. Using
an upper Chernoff bound, and letting l denote the number of leak events, it follows that
Pr
[
l >
α
√
n log n
8
]
= Pr [l > 2 · E[l]] (72)
≤ exp
(
−α
√
n log n
54
)
≤ exp (−α log n) , (73)
where the last inequality holds for sufficiently large n. So by the union bound, with proba-
bility at least 1 − 2n−α − n−(α/6), the number of leak events within 66n productive steps is
at most (α
√
n log n)/8.
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Lemma 5.7. For a population with initial input margin  ≥ α√n log n for some α ≥ 1
and adversarial leak rate β ≤ α
√
n logn
12672n
, each stage of Phase 1 in the DBAM protocol completes
correctly within 2376n total interaction events with probability at least 1− 6n−α − 3n−(α/6).
Proof. By Lemma 5.6, the number of leak events within 66n productive steps is at most
(α
√
n log n)/8 with probability at least 1−2n−α−n−(α/6). Since every leak event decrement
the progress measure xˆ− yˆ by 2, this means leak events decrease xˆ− yˆ in magnitude by at
most (α
√
n log n)/4 with this same probability throughout the sequence.
Thus, in order to ensure xˆ− yˆ doubles from its initial value ∆0, it is sufficient to show that
among a smaller sequence of only blank-consuming productive steps, the number of B +X
interactions will exceed the number of B + Y interactions by at least ∆0 + (α
√
n log n)/4
with high probability.
Note by Lemma 5.5 that in a sequence of 65n total productive steps during Phase 1 of
the protocol (where y ≤ n), at least 32n will be blank-consuming productive steps. To this
end, we will consider a sequence of 32n blank-consuming steps.
When xˆ − yˆ ≥ ∆0/2, then the probability of a B + X interaction conditioned on a
blank-consming interaction – which we will denote by p(bx) – can be bounded below by
p(bx) =
bx
bx+ xy
≥ x
x+ y
≥ x+ b/2
x+ y + b
≥ xˆ
n
≥ 1
2
+
∆0
4n
. (74)
By Lemma 5.1, xˆ− yˆ ≥ ∆0/2 will hold with probability at least 1− n−(α/6) throughout
every stage of Phase 1, and so the bound in (74) holds with the same probability.
Now we will show that over the sequence of 32n blank-consuming steps, the number of
B + X interactions (which we denote by Sx) will exceed the number of B + Y interactions
(which we denote by Sy) by at least ∆0 + (α
√
n log n)/4 with high probability. To do this,
note that using the lower bound on p(bx) from (74), we have that in expectation
E[Sx] = 32n · p(bx) ≥ 32n ·
(
1
2
+
∆0
4n
)
= 16n+ 8∆0. (75)
As long as Sx is at least 16n + 5∆0/8, then Sx will exceed Sy by at least 5∆0/4 during the
sequence of 32n blank-consuming interactions. In other words, so long as Sx is no more than
(7 + 3/8) · ∆0 smaller than the E[Sx], then Sx − Sy ≥ 5∆0/4 will hold. Using an upper
Chernoff bound, we find that the probability of this event failing to occur is at most
exp
(
−(7 + 3/8)
2
2
· ∆
2
0
16n+ 8∆0
)
≤ exp
(
−(7 + 3/8)
2
2
· αn log n
24n
)
(76)
≤ exp (−α log n) (77)
≤ n−α. (78)
Thus within 32n blank-consuming steps, xˆ− yˆ will increase by at least 5∆0/4 with high
probability. So in a sequence of 66n productive events, at most (α
√
n log n)/8 < n leaks occur
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with high probability. And as just shown, the at least 65n remaining non-leak productive
steps are sufficient to increase xˆ− yˆ by at least 5∆0/4 with probability at least 1−n−α. This
is enough to both offset the maximum decrease in xˆ − yˆ incurred by the leak events, while
also allowing the progress measure to double from its original value with high probability.
To complete the proof, we will compute the number of total interaction events needed to
obtain with high probability the requisite 66n productive steps that can be used to complete
a stage of Phase 1 correctly. We denote by p(prod) the probability that the next event is a
productive one, and so
p(prod) =
(1− β)φ(
n
2
) + β ≥ (1− β)φ
n2/2
, (79)
where φ = b(x + y) + xy ≥ x · yˆ. Since yˆ ≥ n/6 throughout all stage of Phase 1, and since
by Lemma 5.3 x ≥ n/4 holds with probability at least 1 − n−α throughout Phase 1 of the
protocol, it follows that φ ≥ n2/24 with probability at least 1− 2n−α − n−(α/6) throughout
the first phase. Substituting this back into (79) gives
p(prod) ≥ (1− β)φ
n2/2
≥ (1− β)(n
2/24)
n2/2
(80)
≥ (2/3)(n
2/24)
n2/2
=
1
18
(81)
where the final inequality is due to β ≤ 1/3 when β ≤ O(√n log n/n), which holds for
sufficiently large n.
Thus in a sequence of 2376n total steps, the expected number of productive events is at
least
E[prod] = 2376n · p(prod) ≥ 2376n · 1
18
= 132n. (82)
Then by applying an upper Chernoff bound, we can see that
Pr[ prod ≤ 66n ] = Pr[ prod ≤ (1/2) · E[prod] ] ≤ exp
(
−132n
8
)
(83)
≤ exp (−n) ≤ n−α (84)
for any α ≥ 1 for sufficiently large n. Thus assuming the lower bound on p(prod), with
probability at least 1 − n−α, the 66n productive steps needed to complete a stage whp of
Phase 1 are obtained within 2376n total steps.
Now summing all error probabilities and taking a union bound, we conclude that 2376n
total steps are sufficient to complete each stage of Phase 1 correctly with probability at least
1− 6n−α − 3n−(α/6).
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Phase 2 Behavior The next set of Lemmas give analogous leak event and total step
bounds to show the successful completion of stages of Phase 2 in the protocol, despite the
presence of adversarial leaks.
Lemma 5.8. During Phase 2 of the DBAM protocol on a population with adversarial leak rate
ω(log n/n) ≤ β ≤ α
√
n logn
12672n
, starting at any point during the stage that begins with yˆ = n/k
for 6 ≤ k ≤ 1/(50β), the number of leak events among a sequence of 90n/k productive steps
is no more than 6n/k with probability at least 1−2n−a, for a ≥ 1 when n is sufficiently large.
Proof. Recall that when the leak rate β is large, a stage of Phase 2 begins with yˆ = n/k for
6 ≤ k ≤ 1/(50β) and ends once yˆ decreases by a factor of 2.
These means that, throughout the stage that begins with yˆ = n/k, the quantity
φ = b(x+ y) + xy ≥ x · yˆ ≥ n
3
· n
2k
=
n2
6k
. (85)
Here, the inequality holds from Lemma 5.4, which says that x ≥ n/3 with probability at
least 1− n−a throughout Phase 2 of the protocol.
As before, letting p(l) denote the probability of a leak event conditioned on any productive
step, we then have
p(l) ≤ (n
2/2)β
(n2/3)β + (1− β)φ ≤
(n2/2)β
(n2/3)β + n2/6k − (n2/6k)β (86)
≤ (n
2/2)β
(11n2/36)β + n2/6k
, (87)
where the final inequality holds given that we are assuming k ≥ 6. Simplifying further then
gives
p(l) ≤ 1/2
11/36 + 1/(6kβ)
≤ 1/2
1/(6kβ)
≤ 3kβ. (88)
Now, consider a sequence of 90n/k total productive events. Letting l denote the number
of leak events among this sequence, we then have
E[l] = p(l) · 90n
k
≤ (3kβ) · 90n
k
= 270nβ. (89)
Using an upper Chernoff bound then shows that
Pr[ l > 300nβ ] = Pr[ l > (1 + 1/9) · E[l] ] (90)
≤ exp
(
− 1
3 · 81 · 270nβ
)
(91)
≤ exp (−nβ) . (92)
Given the assumption that β ≥ ω(log n/n), it follows that n · β ≥ ω(log n), which means
that we can further write
Pr[ l > 300nβ ] ≤ exp(−ω(log n)) ≤ n−a (93)
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for a ≥ 1 when n is sufficiently large. Since we also only consider 6 ≤ k ≤ 1/(50β), it follows
that 300nβ ≤ 6n/k.
Thus summing over all error probabilities (including the one used to derive the lower
bound on φ in (85)), we have that with probability at least 1 − 2n−a, the number of leak
events within a sequence of 90n/k total productive steps is at most 6n/k.
Lemma 5.9. During Phase 2 of the DBAM protocol with adversarial leak rate β ≤ a log n/n,
starting at any time during the stage that begins with yˆ = n/k for 6 ≤ k ≤ n/(50a log n), the
number of leak events among a sequence of 90n/k productive steps is no more than 6n/k
with probability at least 1− 2n−a for a ≥ 1 and sufficiently large n.
Proof. Recall from expression (88) in the Proof of Lemma 5.8 that for the stage of Phase 2
beginning at yˆ = n/k, the probability of a leak event conditioned on an productive step is
p(l) ≤ 3βk ≤ 3a log n
n
· k, (94)
since we are assuming β ≤ (a log n)/n, where the bound holds with probability at least
1− n−a.
Consider now a sequence of 90n/k total productive steps. Again using l to denote the
number of leak events that occur among this sequence, we have
E[l] =
90n
k
· p(l) ≤ 90n
k
· 3a log n
n
· k ≤ 270a log n. (95)
Using an upper Chernoff bound then shows that the probability of having more than
300a log n leak events in this sequence is at most
Pr[ l > 300a log n ] = Pr[ l > (1 + 1/9)E[l] ] (96)
≤ exp
(
− 1
3 · 81 · 270a log n
)
(97)
≤ exp (−a log n) ≤ n−a. (98)
Since we assume that 6 ≤ k ≤ n/(50a log n), it follows that 300a log n ≤ 6n/k. Then
summing over all error probabilities, we have that the number of leak events within the
sequence of 90n/k productive steps is at most 6n/k with probability at least 1− 2n−a.
Lemma 5.10. During the DBAM protocol on a population with adversarial leak rate ω(log n/n) ≤
β ≤ (α√n log n)/(12672n), each stage of Phase 2 with initial value yˆ = n/k for 6 ≤ k ≤
1/(50β) completes correctly within 1080n total steps with probability at least 1 − 6n−a for
a ≥ 1 when n is sufficiently large.
Proof. Consider a sequence of 90n/k productive steps at the start of the stage when initially
yˆ = n/k. By Lemma 5.8, the number of leak events among such a sequence is at most 6n/k
with probability at least 1− 2n−a.
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In order to ensure yˆ decreases by a factor of two from its initial value, it is sufficient
to show that among the remaining 84n/k non-leak productive steps in the sequence, the
number of B+X interactions exceeds the number of B+Y by at least 2n/k+ 6n/k = 8n/k.
By Lemma 5.5, at least 40n/k out of the 84n/k non-leak productive steps will be blank-
consuming productive steps, thus we will show that the desired excess of B + X to B + Y
steps will be achieved with high probability among this sequence of blank-consuming steps.
So consider now a sequence of 40n/k blank-consuming productive steps during this stage
of Phase 2. By Lemma 5.2, we have that the probability of a B+X interaction conditioned
on a blank-consuming step, which we denote by p(bx) is at least 5/8, which holds with
probability at least 1− n−a.
Then letting Sx and Sy denote the the number of B +X and B + Y interactions among
the sequence of blank consuming steps respectively, we have in expectation that
E[Sbx] = p(bx) · 40n
k
≥ 5
8
· 40n
k
=
25n
k
, (99)
which implies that E[Sx − Sy] ≥ 10n/k. So to ensure that Sx − Sy ≥ 8n/k means that we
must have Sx ≥ 24n/k, which is at most a quantity n/k smaller than E[Sx].
Using a lower Chernoff bound then shows that the probability of having Sx < 24n/k is
bounded by
Pr[Sx < 24n/k] = Pr[ Sx < (1− 1/25) · E[Sx] ] (100)
≤ exp
(
− 1
2 · 25 ·
n
k
)
(101)
≤ exp (−βn) (102)
≤ exp (−ω(log n)) ≤ n−a (103)
for a ≥ 1 and sufficiently large n, where the second to last inequality holds by the assumption
that k ≤ 1/(50β). So within the sequence of 40n/k blank-consuming productive steps, the
number of B + X steps will exceed the number of B + Y steps by at least 8n/k with high
probability.
To complete the proof, we compute the number of total steps required to obtain with high
probability the 90n/k productive events needed to complete the stage of Phase 2 correctly.
For this, note that the probability that the next interaction event is a productive step,
which we denote by p(prod) is
p(prod) =
(1− β)φ(
n
2
) + β ≥ φ− βφ
n2/2
(104)
where φ = b(x + y) + xy ≥ xyˆ. Throughout the stage beginning with yˆ = n/k, we have
yˆ ≥ n/(2k), and by Lemma 5.4 x ≥ n/3 with probability at least 1 − n−a throughout the
entirety of Phase 2. Together, this means that φ ≥ n2/6k, and substituting back into (104)
gives
p(prod) ≥ n
2/6k − βn2/(6k)
n2/2
≥ n
2/12k
n2/2
=
1
6k
, (105)
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where the final inequality holds from observing βn2/(6k) ≤ n2/12k for sufficiently large n
when β ≤ O(√n log n/n). So for the stage of phase 2 starting at yˆ = n/k, in a sequence of
1080n total interactions, the expected number of productive steps, denoted by E[prod] is at
least
E[prod] ≥ 1080n · p(prod) ≥ 1080
6k
=
180n
k
. (106)
By an upper Chernoff bound then, we have
Pr[ prod < 90n/k ] = Pr[ prod < (1/2) · E[prod] ] (107)
≤ exp
(
−180
8
· n
k
)
(108)
≤ exp (−ω(log n)) ≤ n−a (109)
for a ≥ 1 when n is sufficiently large n. So at least 90n/k in a sequence of 1080n total
interactions will be productive events with high probability.
Now, by summing over all error probabilities and taking a union bound, we have that
with large leak rate β, each stage of Phase 2 will complete correctly within 1080n total
interactions with probability at least 1− 6n−a for a ≥ 1 when n is sufficiently large.
For the case when the leak rate β is small (i.e. when β ≤ O(log n/n), we can similarly
show that each stage of Phase 2 completes within O(n) total steps with high probability via
the following Lemma.
Lemma 5.11. During the DBAM protocol on a population with adversarial leak rate β ≤
a log n/n, each stage of Phase 2 with initial value yˆ = n/k for 6 ≤ k ≤ n/(50a log n)
completes correctly within 1080n total steps with probability at least 1− 6n−a for a ≥ 1 when
n is sufficiently large.
The proof of this Lemma uses the bound on the number of leak events from Lemma 5.9
for small β and is nearly identical to that of Lemma 5.10 and is thus omitted.
Concluding the Proof Using the preceding lemmas, we have the following proof of The-
orem 5.1, which characterizes the behavior of the DBAM protocol in the presence of adversarial
leaks. We restate the Theorem for convenience.
Theorem 5.1. There exists some constant α ≥ 1 such that, for a population with initial
input margin  ≥ α√n log n and adversarial leak rate β ≤ (α√n log n)/12672n, an execution
of the DBAM protocol will reach a configuration with
1. sample error O(β) when ω(log n/n) ≤ β ≤ (α√n log n)/12672n
2. sample error O(log n/n) when β ≤ O(log n/n)
within O(n log n) total interactions with probability at least 1− n−c for any c ≥ 1 when n is
sufficiently large.
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Proof. By Lemma 5.7, at most O(n) total interactions are needed to complete each of the
O(log n) stages of Phase 1 correctly with probability at least 1 − 6n−α − 3n−(α/6). And by
Lemmas 5.10 and 5.11 for both the small and large β cases, at most O(n) total interactions
are needed to complete each stage of Phase 2 correctly with probability at least 1 − 6n−a
for any a ≥ 1. Following the correct completion of Phase 2, the protocol will have reached
a configuration with sample error at most O(yˆ/n) = O(β) when β is large, and at most
O(log n/n) when β is small. Thus setting the error parameters appropriately for each phase
and taking a union bound, it follows that for any c ≥ 1 and sufficiently large n, there
exists some constant α ≥ 1 such that the protocol reaches a configuration with the specified
bounded sample error within O(n log n) total steps with probability 1− n−c when the input
margin is at least α
√
n log n.
5.2 Leak Robustness of the DBAM-C Protocol
We transfer the analysis from the previous subsection to show that in the CI model, the
DBAM-C protocol also exhibits a similar form of leak-robustness. For simplicity, the following
theorem presents the result in the case where m = Θ(n), but we suspect that just as in
the non-leak setting, the behavior likely extends to other combinations of input and worker
populations sizes.
Theorem 5.2. There exist constants α, d ≥ 1 such that, for a population with m = cn for
c ≥ 1 and input margin  ≥ α√N logN , the DBAM-C protocol will reach a configuration with
1. sample error O(β) when ω(logN/N) ≤ β ≤ (α√N logN)/dN
2. sample error O(logN/N) when β ≤ O(logN/N)
within O(N logN) total interactions with probability at least 1 − N−a for a ≥ 1 when N is
sufficiently large.
Here, we use the same progress measures introduced in the non-leak setting in Section 4,
and again we refer to productive steps as any of the non-null transitions found in Figure 1,
and to non-leak productive steps and blank-consuming productive steps in the obvious way.
The phases and stages used throughout the analysis of the protocol are similar to those
used in both Sections 4 and 5.1. However, to accommodate the analysis we slightly adjust
the phases defined in the non-leak analysis to the following:
i. Phase 1 begins with the start of the protocol, and ends correctly when P = + xˆ− yˆ ≥
7m/8, where  = ix−iy denotes the initial input margin of the population, and xˆ = x+b/2
and yˆ = y + b/2 as used previously.
Every stage of Phase 1 completes correctly with subsequent doublings of the progress
measure P . Letting ∆0 denote the initial value of P , stage T of Phase 1 begins when
P = ∆0 · 2T and ends once either P ≥ ∆0 · 2T+1 or when P ≥ 7m/8 + .
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ii. Phase 2 of the protocol begins once P ≥ 7m/8, which is equivalent to when yˆ ≤ m/16.
When β is large, the phase completes correctly when yˆ ≤ 600βm, and when β is small,
the phase completes correctly when yˆ ≤ 600a logm for some a ≥ 1.
• Every stage of Phase 2 completes correctly with a subsequent halving of yˆ. When
β is large, the stage of Phase 2 that begins with yˆ = m/k where 16 ≤ k < 1/(600β)
completes correctly when reaching yˆ ≤ max{m/2k, 300βm}. The final stage of
Phase 2 for large β begins with yˆ = 600βm and ends correctly once yˆ ≤ 300βm.
• For small β, the stage of Phase 2 that begins with yˆ = m/k where 16 ≤ k <
m/(600a logm) and a ≥ 1 completes correctly when reaching yˆ ≤ max{m/2k, 300a logm}.
The final stage of Phase 2 for large β begins with yˆ = 600a logm and ends correctly
once yˆ ≤ 300a logm.
5.2.1 Proof of Theorem 5.2
We now proceed to build and prove the lemmas used to derive the main result in showing
the robustness of the DBAM-C protocol to transient leaks.
Utility Lemmas Similar to the previous section, we start by stating and proving several
utility lemmas used throughout the analysis.
Lemma 5.12. Throughout the DBAM-C protocol on a population with m = cn and initial
input margin α
√
N logN , there exists some d ≥ 1 such that when β ≤ (α√N logN)/dN ,
the probability during the stage of Phase 1 starting at P = ∆0 that P drops to ∆0/2 within
a sequence of 200N productive steps before finishing the stage correctly is at most N−α/6,
assuming that the number of leak events in the sequence is at most (α
√
N logN)/8.
Proof. If the number of leak events in the sequence of 200N productive steps is at most
(α
√
N logN)/8 ≤ ∆0/8, then P only further drops to ∆0/2 if, in a subsequence of blank-
consuming steps, the number of B + Iy or B + Y steps ever exceeds the number of B + Ix
or B +X steps by an additional at ∆0/4.
Recall from the non-leak analysis that up until the point P drops to ∆0/2, the conditional
probability of a P -increasing blank-consuming step is at least 1/2 + ∆0/10N . Thus using
Lemma 4.1, the probability of our bad event occuring within the sequence of steps is at most
exp (−δ20/(5N + ∆0)) ≤ N−α/6.
Lemma 5.13. Throughout the DBAM-C protocol on a population with m = cn and initial
input margin α
√
N logN , there exists some d ≥ 1 such that when β ≤ (α√N logN)/dN ,
the number of X worker agents in the population will, by the end of Phase 1, exceed 3m/8,
and it will remain above this value through the completion of Phase 2 with probability at least
1 − N−α. Similarly, the number of B worker agents in the population will, by the end of
Phase 1, be at most m/4, and it will remain below this value by through the completion of
Phase 2 with probability at least 1−N−α/6.
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Proof. Recall that the protocol begins when b = m and Phase 1 ends once yˆ ≤ m/16,
meaning that b ≤ m/8 by the end of Phase 1. Thus at some point during Phase 1 of the
protocol, the number of blank agents will drop and remain below b ≤ m/4 for the remainder
of the Phase.
Now if b ≤ m/4 then xˆ + yˆ ≥ 3m/4, and Lemma 5.12 implies that throughout every
stage of Phase 1, xˆ ≥ yˆ must hold with probability at least 1−N−α/6. Thus when b ≤ m/4
we must have x ≥ 3m/8 with this same probability.
Lemma 5.14. Throughout the DBAM-C protocol on a population with m = cn and initial
input margin α
√
N logN , there exists some d ≥ 1 such that when β ≤ (α√N logN)/dN ,
the value of yˆ will remain below m/6 with probability at least 1−N−α throughout a sequence
of 200m/k productive steps during the stage of Phase 2 beginning with yˆ = m/k when the
number of leak events in the sequence is no more than m/k.
Proof. By the end of Phase 1 of the protocol, we have xˆ− yˆ ≥ 7m/8. So xˆ− yˆ will remain
above 2m/3 throughout a stage of Phase 2 so long as P doesn’t decrease by at least an
additional m/12 (since the leak events decrease P by at most m/8 given that we consider
16 ≤ k).
Using the fact that, until the point xˆ− yˆ ≥ 3m/4 we have the probability of an increase
to P conditioned on a blank-consuming step to be at least 1/2 + (3m/40N), it follows from
an application of Lemma 4.1 that xˆ − yˆ only drops to 2m/3 during a sequence of 200m/k
productive steps with probability at most N−α for α ≥ 1 when N is sufficiently large.
Because xˆ + yˆ = m, it follows that yˆ ≤ m/6 when xˆ − yˆ ≥ 2m/3, which finishes the
proof.
Lemma 5.15. Throughout the DBAM-C protocol, in a sequence of λ total non-leak productive
steps, at least (λ− y0)/2 will be blank-consuming steps, where y0 is the initial number of Y
agents present in the population throughout the sequence.
Proof. The proof is identical to that of Lemma 5.5 from the leak analysis of the DBAM protocol.
Phase 1 Behavior The following two lemmas now characterize the number of total steps
needed to complete each stage of Phase 1 of the protocol correctly, despite the presence of
leaks. Note that, by Lemma 5.13, each stage of Phase 1 will either have b ≥ m/4, or b ≤ m/4
and x ≥ 3m/8 with high probability. We will refer to these two scenarios as case 1 and case
2 respectively, and we characterize the following two Lemmas in terms of both cases.
Lemma 5.16. For a population where m = cn and with input margin  ≥ α√N logN for
c, α ≥ 1, there exists some d ≥ 1 such that when β ≤ (α√N logN)/dN , any point in Phase
1 of the DBAM-C protocol, the number of leak events within a sequence of 200N productive
steps is at most (α
√
N logN)/8 with probability at least 1 − N−α − N−α/6. for sufficiently
large N .
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Proof. Conditioned on a productive interaction, the probability of a leak event, denoted by
p(l) is given by
p(l) ≤ β
(
N
2
)
β
(
N
2
)
+ (1− β)φ, (110)
where φ = b(ix + iy) + b(x+ y) + xy.
Recall that by Lemma 5.13, in the first case of a Phase 1 stage we have b ≥ m/4 = cn/4,
meaning that φ ≥ bn ≥ cn2/4. Thus in this first case, we can further simplify to find
p(l) ≤ 1/2
1/4 + 1/(4βc)
= 2βc. (111)
Now in a sequence of 200N productive steps, the expected number of leak events in this
first case is at most 400Nβc. Applying an upper Chernoff bound further shows that the
number of leak events within this sequence will only exceed 800Nβc with probability at
most N−α. Then for any α, c ≥ 1, it follows that for some suitable choice of d that
800 ·N · α
√
N logN
dN
≤ α
√
n logN
8
. (112)
In the second case given by Lemma 5.13, we have x ≥ m/8 with probability at least
1−N−α/6. Along with the fact that yˆ ≥ m/16 throughout all stages of Phase 1 means that
φ ≥ xyˆ ≥ (3/128)c2n2. Substituting this into (110) shows that in this second case,
p(l) ≤ 1/2
1/4 + 3/(128β)
≤ 143β. (113)
Now again in a sequence of 200N productive steps, the expected number of leak events in
this case is at most 28600βN . When β ≤ (α√N logN)/dN , setting d sufficiently large and
applying an upper Chernoff bound shows that the number of leaks among this sequence will
only exceed (α
√
N logN)/8 with probability at at least N−α when N is sufficiently large.
Thus in either case of a Phase 1 stage, the number of leak events in a sequence of
200N productive steps will never exceed (α
√
N logN)/8, and by summing over all error
probabilities and taking a union bound, this behavior holds with probability at least 1 −
N−α −N−α/6.
Lemma 5.17. For a population where m = cn and with input margin  ≥ α√N logN for
c, α ≥ 1, there exists some d ≥ 1 such that when β ≤ (α√N logN)/dN , each stage of Phase
1 of the DBAM protocol completes correctly within max{38000N, 3600Nc} total interactions
with probability at least 1−N−α −N−α/6 −N−(2/3)α when N is sufficiently large.
Proof. Consider a stage of Phase 2 starting with P = + (xˆ− yˆ) = ∆0, and recall that the
stage completes correctly once P increases to max{2∆0, 7m/8 + }.
By Lemma 5.16, when β ≤ (α√N logN)dN , for suitable choice of d ≥ 1, a sequence of
200N productive events will contain at most (α
√
N logN)/8 leak events with probability at
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least 1 − 2N−α. This means that leaks decrease the value of P by at most (α√N logN)/4
throughout the sequence with this same probability and choice of d.
We will show that despite these leaks, the stage still completes correctly in the remaining
at least 199N non-leak productive events with high probability. Note that by Lemma 5.15,
among this subsequence of 199N non-leak productive steps, at least 98N will be blank-
consuming productive steps.
Thus, it is sufficient to show that within 98N blank-consuming productive steps, the
number of B +X and B + IX steps (which we will denote by Sx) will exceed the number of
B + Y and B + IY steps (which we will denote by SY ) by at least (5/4)∆0, which is clearly
enough to double the initial value of P despite the leak events.
Recall from the non-leak analysis of the DBAM protocol that, conditioned on a blank-
consuming productive step, the probability of a B + X or B + IX steps as at least 1/2 +
∆0/(10N). Thus we have in expectation over the sequence of 98N steps that E[Sx] ≥
49N + 9.8∆0.
In order to ensure that Sx − Sy ≥ (5/4)∆0, it is sufficient to have SX ≥ 49N + 0.8∆0,
which is at most 8∆0 smaller than E[Sx]. Using a lower Chernoff bound thus shows that
Pr[ Sx < (49N + 0.8∆0) ] ≤ exp
(
−81
2
· ∆
2
0
49N + 9.8∆0
)
(114)
≤ exp
(
−2
3
α logN
)
≤ N−(2/3)α. (115)
Thus with high probability, 200N steps is sufficient to increase P from ∆0 to at most 2∆0
despite the leak events.
To complete the proof, we compute the number of total interactions needed to obtain with
high probability these 200N productive events. For this, let p(prod) denote the probability
that the next interaction is a productive event, where
p(prod) ≥ (1− β)φ(
N
2
) + β ≥ (9/10)φ
N2/2
, (116)
where the inequality holds given that β ≤ 1/10 when N is sufficiently large.
Now recall that in the first case of a Phase 1 stage where b ≥ m/4 that φ ≥ cn2/4, and
thus p(prod) ≥ (9/20)(c/(c+ 1)2) ≥ 1/(9c). Using an upper Chernoff bound, it follows that
in a sequence of 3600Nc total steps, the probability of having fewer than 200N productive
steps as at most exp(−50Nc) ≤ N−α when n is sufficiently large.
In the second case of a Phase 2 stage where x ≥ m/4, which by Lemma 5.13 holds
with probability at least 1 − N−α/6, we have that φ ≥ (3c2n2)/128, and thus we find that
p(prod) ≥ 1/95. Again, using an Upper Chernoff bound shows that within a sequence of
38000N total steps, the probability of obtaining fewer than 200N productive steps is at most
exp(−(38000/4)N) ≤ N−α for sufficiently large N .
Summing all error probabilities and taking a union bound shows that for leak rate β ≤
(α
√
N logN)/dn when d ≥ 1 is chosen suitably, each stage of Phase 1 will complete within
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at most max{3600Nc , 38000N} with probability at least 1−N−α−N−α/6−N−(2/3)α when
N is sufficiently large.
Phase 2 Behavior The next set of Lemmas characterizes the mixing time of each stage
of Phase 2 of the protocol. Here, we make separate claims based on whether the leak rate β
is large or small, however the proofs involved for both cases are nearly identical.
Lemma 5.18. During Phase 2 of the DBAM protocol on a population where m = cn for
c ≥ 1 and adversarial leak rate ω(logN/N) ≤ β ≤ O(√N logN/N), starting at any point
during the stage that begins with yˆ = m/k for 16 ≤ k ≤ 1/(600β), the number of leak
events in a sequence of 200m/k total productive steps is at most m/k with probability at least
1−N−α −N−α/6 for α ≥ 1 when N is sufficiently large.
Proof. The probability of leak event conditioned on any productive step, which we denote
by p(l), is given by
p(l) =
β
(
N
2
)
β
(
N
2
)
+ (1− β)φ, (117)
where again φ = bn+ b(x− y) + xy ≥ bn+ xyˆ.
Recall that the stage of Phase 2 that begins yˆ = m/k and only finishes once yˆ decrease to
m/2k. Also, by Lemma 5.13 we have that x ≥ 3m/8 holds throughout Phase 2 of the protocol
with probability at least 1−n−α/6. Thus throughout the stage it follows that φ ≥ 3m2/16k.
In turn, simplifying our expression for p(l) leads to the bound p(l) ≤ (16/16)kβ.
Now consider a sequence of 200m/k productive steps. Letting l denote the number
of leak events within this sequence we have in expectation that E[k] < 540mβ. Then
applying an upper Chernoff bound shows that the probability that l exceeds 600mβ is at most
exp(−(1/3·81)·(540cnβ)) ≤ n−α for α ≥ 1 and sufficiently large n given that β = ω(log n/n).
Futher observe that 600mβ ≤ m/k when k ≤ 1/(600β), which by our assumptions on
k is always satisfied. Summing over all error probabilities and taking a union bound then
shows that the number of leaks within the sequence of productive steps as at most m/k with
probability at least 1−N−α −N−α/6.
Lemma 5.19. During Phase 2 of the DBAM protocol on a population where m = cn for
c ≥ 1 and adversarial leak rate β ≤ (a logN)/N for a ≥ 1, starting at any point during
the stage that begins with yˆ = m/k for 16 ≤ k ≤ m/(600a logm) the number of leak events
in a sequence of 200m/k total productive steps is at most m/k with probability at least
1−N−α −N−α/6 for α ≥ 1 when N is sufficiently large.
The proof of Lemma 5.19 is nearly identical to that of Lemma 5.18, and uses the distinct
upper bounds on β and k to show the result. For ease of readability, we omit the full proof.
Lemma 5.20. During the DBAM-C protocol on a population where m = cn for c ≥ 4 and
adversarial leak rate ω(logN/N) ≤ β ≤ O(√N logN/N), each stage of Phase 2 with initial
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value yˆ = m/k for 16 ≤ k ≤ 1/(600β) completes within 1200cn total interactions with
probability at least 1− 5N−α −N−α/6 for α ≥ 1 when N is sufficiently large.
Proof. Recall that by Lemma 5.18 the number of leak events in a sequence of 200m/k
productive steps is at most m/k with probability at least 1− 2N−α.
Our goal is to show that in the remaining at least 199m/k non-leak productive steps,
the stage of Phase 2 starting with yˆ = m/k completes (decreases to yˆ = m/2k) with high
probability. To do this, recall by Lemma 5.15 that among this sequence of 199m/k productive
steps, at least 98m/k steps will be blank-consuming interactions.
Among this subsequence, let Sx denote the number of B + X or B + IX interactions,
and similarly let Sy denote the number of B + Y or B + IY interactions. Thus to show that
the stage completes correctly, it is sufficient to show that among this sub-sequence of blank-
consuming steps, Sx − Sy ≥ 2m/k +m/k = 3m/k, which holds since each blank-consuming
interaction changes yˆ by a value of 2.
By Lemma 5.14 we have that throughout the stages of Phase 2 of the protocol, yˆ ≤ m/6
holds with probability at least 1−N−α for α ≥ 1. Letting p(bx) denote the probability of a
B +X or B + IX interaction, this means that p(bx) ≥ 1/2 + (2m/3)/10N , and when c ≥ 4
it can be verified that p(bx) ≥ 1/2 + 7/320 = 167/320.
Thus in a sequence of 98m/k blank-consuming productive steps, in expectation we have
E[Sx] ≥ 51m/k. In order to ensure that Sx−Sy ≥ 3m/k, we must have Sx ≥ 50.5m/k, which
is at most 0.5m/k smaller than E[Sx]. Then applying a lower Chernoff bound, it follows that
the
Pr[ Sx < 50.5m/k] = Pr[ Sx < (1− 1/102)E[Sx] ] (118)
≤ exp
(
−1
2
· 1
(102)2
· 51m
k
)
(119)
≤ exp (−1.4 · ω(logN)) (120)
≤ N−α (121)
for α ≥ 1 when n is sufficiently large, where the penultimate inequality follows from the
assumptions that k ≤ 1/(600β), β ≥ ω(N logN), and m = cn for c ≥ 4.
To complete the proof, we must compute the number of total interactions needed to
obtain 200m/k productive steps with high probability. Recall from line (116) in the Proof
of Lemma 5.17 that the probability that the next event is a productive step, denoted by
p(prod) is at least ((9/10)φ)/(N2/2), where φ = bn+ b(x+ y) + xy ≥ xyˆ.
Note that by Lemma 5.13 we have x ≥ 3m/8 with probability at least 1−N−α/6 through-
out Phase 2, which means that throughout the stage beginning with yˆ = m/k we have
φ ≥ 3m2/(16k) with high probability. This implies then that p(prod) ≥ (27/81)/k ≥ 1/(3k)
throughout the stage with high probability.
Now, applying an upper Chernoff bound shows that in 1200m = 1200cn total steps, the
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probability of obtaining fewer than 200m/k productive steps is at most
exp
(
−50cn
k
)
≤ exp (−30000c · ω(logN)) ≤ N−α (122)
for sufficiently large n, where again we use the fact that k ≤ 1/(600β), β ≥ ω(N logN), and
m = cn for c ≥ 4.
Thus summing over all error probabilities and taking a union bound, we find that with
probability at least 1− 4N−α −N−α/6, each stage of Phase 2 will complete correctly within
1200cn total steps when N is sufficiently large.
Lemma 5.21. During the DBAM-C protocol on a population where m = cn for c ≥ 4 and
adversarial leak rate β ≤ (a logN)/N for a ≥ 1, each stage of Phase 2 with initial value
yˆ = m/k for 16 ≤ k ≤ m/(600a logm) completes within 1200cn total interactions with
probability at least 1− 4N−α −N−α/6 for α ≥ 1 when N is sufficiently large.
The proof of Lemma 5.21 is again nearly identical to the proof of Lemma 5.20 (save for
the adjustments to the upper bound of β and k), and thus we omit a full proof for readability.
Concluding the Proof Finally, we use the preceding Lemmas to prove the main DBAM-C
with leaks result of Theorem 5.2 For convenience, we restate the Theorem:
Theorem 5.2. There exist constants α, d ≥ 1 such that, for a population with m = cn for
c ≥ 1 and input margin  ≥ α√N logN , the DBAM-C protocol will reach a configuration with
1. sample error O(β) when ω(logN/N) ≤ β ≤ (α√N logN)/dN
2. sample error O(logN/N) when β ≤ O(logN/N)
within O(N logN) total interactions with probability at least 1 − N−a for a ≥ 1 when N is
sufficiently large.
Proof. For a population where m = cn, by Lemma 5.17, each of the O(logN) stages of Phase
1 complete correctly within O(cN) total steps with high probability when the constant d is
chosen appropriately. By Lemmas 5.20 and 5.21, it follows that with high probability each
of the O(logN) stages of Phase 2 complete correctly within O(N) total steps for both small
and large β. By setting the error parameters associated with each stage of Phases 1 and 2
appropriately, it follows by a union bound that for sufficiently large n, there exist constants
α, d ≥ 1 such that the protocol will reach a configuration with the specified bounded sample
error (according to the size of β) within O(N logN) total steps with probability at least
1−N−a for any a ≥ 1.
Note that Theorems 5.1 and 5.2 show that both the DBAM and DBAM-C protocols still
succeed in computing approximate majority (where we define this as reaching a low sample-
error configuration) quickly with high probability in the presence of adversarial leaks that
are bounded by a certain rate. The upper bound on the leak rate β decreases as N grows
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Figure 2: All simulations are for m = n, ∆0 =
√
N logN , and varying values of β over
4N logN total interactions. Though the simulation results are from single runs and thus
provide an illustration of typical behavior rather than statistically significant data, it is not
hard to see that larger values ofm = n and smaller values of β yield a higher rate of successful
sampling, as expected.
large which, due to the proportional relationship between β and the sample error, causes the
probability of a successful sample to increase with N . These relationships are clearly shown
across various simulations of the DBAM-C protocol in Figure 2. Moreover, Figure 3 depicts
aggregate sample data over many executions of the DBAM-C protocol for varying values of N .
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Figure 3: Sample success rate (y-axis) averaged over 3000 executions for n = 600, ∆0 =√
N logN , and β = 1/N , and varying values of m (x-axis). Samples were drawn uniformly
from the worker population after 4N logN total interactions.
6 Leaks Versus Byzantine agents
The original third-state dynamics approximate majority protocol [AAE08] is robust to a
bounded number of Byzantine agents. In addition, as shown in the previous sections, both
the DBAM protocol and the DBAM-C protocol in the CI model are robust to a bounded leak
rate. This raises a natural question about the comparison between these faulty behaviors
in population protocols. In this section, we consider the connection between leaks and
Byzantine agents.
These two conditions are similar in the sense that both may produce state changes not
specified by the protocol. But they still differ in fundamental ways. While leaks can occur
at any agent with fixed probability throughout an execution, Byzantine agents are a fixed
subset of the population. A leak also does not change the subsequent behavior of an agent,
while Byzantine agents may continue to misbehave forever.
However, there are parallels between these two models of adversarial behavior. A leak
at one agent can can cause additional agents to deviate from a convergent configuration;
similarly, interactions among non-Byzantine agents, some of which have deviated from a
convergent configuration by interacting with a Byzantine agent, can cause additional non-
Byzantine agents to diverge. We prove that for the DBAM and DBAM-C protocols, introducing
a leak rate of β asymptotically has the same effect as introducing O(βN) Byzantine agents
to the population, demonstrating an equivalence between these two notions of adversarial
behavior in this class of third-state approximate majority population protocols. For our
purposes, we define two adversarial modelsM1 andM2 to be equivalent for some protocol
P if P converges to the same asymptotic sample error rate in the same asymptotic running
time in both models.
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6.1 Equivalence of Byzantine Agents and Leaks in DBAM and DBAM-C
In the previous sections, we assumed that leaks were optimally adversarial, meaning that
the leak would take the randomly selected agent and convert it to a Y in order to maximally
decrease the progress measure. While this type of adversarial leak behavior may apply to
worst-case malfunctions of certain technologies, it does not align with the law of catalysis
which originally motivated the study of leaks in population protocols. This law dictates that
certain reactions which occur in the presence of a catalyst also occur at a lower rate in the
absence of a catalyst. Since there are no transitions in either DBAM or DBAM-C which cause
an agent in state X to transition to state Y , a leak from X to Y is not chemically sound.
In light of this, the following analysis considers weak leaks, which cause the selected agent
to decrease its confidence in the majority value by one degree (i.e. a leak causes an agent in
state X to transition to B and an agent in state B to transition to Y , matching the catalytic
X + Y and Y +B transitions). We provide the following Theorem:
Theorem 6.1. A population of N agents running DBAM (or DBAM-C) with weak leak rate
O(β) is equivalent to a population of N+B agents, where B = O(Nβ) agents are Byzantine,
running DBAM (or DBAM-C) without leaks.
Proof. Below we will refer to the running protocol as P , referring to either DBAM or DBAM-C.
Though different from the notation used in previous sections, we will refer to the total number
of agents in the population (catalytic or otherwise) as N . We will prove the equivalence of
these adversarial behaviors in two parts.
First we must show that running P among N agents with weak leak rate β has the same
asymptotic error rate and runtime as running P in a population of N + B agents without
leaks, where B = O(Nβ) is the number of Byzantine agents. We can do this by imagining
that the N honest agents are the entire population executing P . At each step in time, the
scheduler selects two agents from the population to interact. When any two of the N honest
agents interact, the interaction is indistinguishable from the case where there are N total
agents in the non-Byzantine setting. However, with some probability p, one Byzantine and
one non-Byzantine agent are selected to interact with one another, potentially causing the
non-Byzantine agent to diverge from a convergent state. In the DBAM and DBAM-C protocols,
this would mean that the Byzantine agent could just stay in state Y , causing catalysts and
Y -agents to stay the same (as needed), B-agents to become Y -agents, and X-agents to
become B-agents. The probability of this cross-interaction is
p =
NB(
N+B
2
) ≤ N(cNβ)(
N+cNβ
2
) ≤ 2N(cNβ)
N2
(123)
= 2cβ (124)
= O(β) (125)
We define an effective interaction to be any interaction that produces a non-null state
transition. Here, an effective interaction is any interaction between honest agents and any
simulated leaks, i.e. interactions between honest and Byzantine agents. The runtime of the
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simulation is the number of total steps it takes to have sufficiently many effective interactions
to successfully complete the protocol among the N honest agents. The probability of an
effective interaction is
N(N − 1)/2 +NB(
N+B
2
) = N(N − 1) + 2NB
(N +B)(N +B − 1) (126)
=
N(N + 2B − 1)
(N +B)(N +B − 1) (127)
So if the runtime of P onN honest agents with leaks is O(N logN) total interactions, then
the simulation must run for O((N +B) logN) so that the expected fraction of “productive”
interactions is
O
(
N(N + 2B − 1)
(N +B)(N +B − 1)(N +B) logN
)
≤ O
(
N(2N + 2B − 2)
N +B − 1 logN
)
(128)
= O(N logN) (129)
For B = O(Nβ) and β ≤ 1, (N +B) logN = N logN +O(Nβ logN) = O(N logN).
Next we must show that running P with N + B agents, where B = O(Nβ) agents are
Byzantine, has the same asymptotic error rate and runtime as running P in a population
of N agents with leak rate β. In the Byzantine setting, we only care about the behavior of
the honest nodes. Therefore, as before, we can imagine that the N agents in the population
are equivalent to the N honest agents in the population we are trying to simulate and now
suppose that there are an additional O(Nβ) Byzantine agents. Assuming that the Byzantine
agents are optimally adversarial (always in the Y state), then weak leaks among the honest
agents directly simulate interactions with Byzantine agents. Also as before, the total runtime
of the simulation will be O(N logN) = O((N + B) log(N + B)) because we are omitting
interactions among Byzantine agents entirely, yielding fewer total interactions to simulate
the same behavior in the population of N +B.
6.2 Super-Adversarial Byzantine Agents
In Theorem 6.1, we assumed that leaks are not optimally adversarial (converting X to Y ),
but rather only decrease the confidence in the majority value by one degree. However, our
analysis in previous sections assumes optimally adversarial leaks in order to demonstrate
that in the worst possible case (i.e. for the maximum decrease in the progress measure), we
still succeed in computing the approximate majority up to leak rate β. The equivalent to
this in the Byzantine model would be to add a transition to DBAM or DBAM-C of the form
T + _ → T + Y , where T is a special state held only by super-adversarial Byzantine
agents, and _ is a wildcard representing any non-catalytic state. This new state transition
indicates that interacting with a Byzantine agent causes any non-catalytic agent to shift into
the Y state, exactly modeling the optimally adversarial leaks described in earlier sections.
We observe that the proof of Theorem 6.1 can be repurposed to demonstrate an equiva-
lence between the stronger notion of optimally adversarial leaks used in earlier sections and
the modified protocols defined above for super-adversarial Byzantine agents.
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7 Conclusion and Open Problems
We have shown that third-state dynamics can be used to solve approximate majority with
high probability in O(n log n) steps up to leak rate β = O(
√
n log n/n), both in the standard
population protocol model as well as the CI model when m = Θ(n). However, we have
not addressed in this work the issue of long-term convergence. For example, by the end
of Phase 2 of the DBAM-C protocol, we have shown that the population reaches a state
with high probability where the fraction of the population in the majority state is at least
1 − max{O(logN/N), O(βN)}. This was shown by proving that the probability of the
progress measure yˆ = y + b
2
increasing is bounded below a threshold value, but we know
this probability is still positive (though very small). Therefore, over an infinite sequence
of interactions, the protocol will eventually diverge from a low sample-error configuration.
Characterizing the sample error of the protocol more precisely over time is thus left as an
open problem.
Moreover, while our lower bound results over the CI model from Section 3 indicate a
strong separation between the CI and original population models, it remains open what fast
protocols (or further lower bounds) for other predicates (similar to approximate majority)
exist in this CI model.
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