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Abstract Often it is claimed that the recent changes in
northern European climate are at least partly anthropogenic
even though a human influence has not yet been success-
fully detected. Hence we investigate whether the recent
changes are consistent with regional climate change pro-
jections. Therefore, trends in winter (DJF) mean
precipitation in northern Europe are compared to human
induced changes as predicted by a set of four regional
climate model simulations. The patterns of recent trends
and predicted changes match reasonably well as indicated
by pattern correlation and the similarity is very likely not
random. However, the model projections generally under-
estimate the recent change in winter precipitation. That is,
the signal-to-noise ratio of the anthropogenic precipitation
change is either rather low or the presently used simula-
tions are significantly flawed in their ability to project
changes into the future. European trends contain large
signals related to the North Atlantic Oscillation (NAO), of
which a major unknown part may be unrelated to the
anthropogenic signal. Therefore, we also examine the
consistency of recent and projected changes after sub-
tracting the NAO signal in both the observations and in the
projections. It turns out that even after the removal of the
NAO signal, the pattern of trends in the observations is
similar to those projected by the models. At the same time,
the magnitude of the trends is considerably reduced and
closer to the magnitude of the change in the projections.
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1 Introduction
When asking for proof of anthropogenic effects on our
changing climate, usually ‘‘detection and attribution stud-
ies’’ are sought after (Hasselmann 1993, 1997; Allen and
Tett 1999). That is, one first asks if the most recent changes
are within the range of internal climate variability (Hegerl
et al. 2007; Barnett et al. 2005). This detection step does
not lead to the identification of a specific forcing, thus a
further step—the ‘‘attribution’’—is needed. This is to
determine the most plausible mix of causes, which explains
best the once detected external forcing.
In the regional view, the formal detection and attribution
has rarely been done (e.g., for France, Spagnoli et al. 2002;
for Europe, Zwiers and Zhang 2003 and Stott 2003). This is
related to the fact that the signal-to-noise ratio decreases
when the area becomes smaller (Stott and Tett 1998). Thus,
it is not surprising that the Baltex Assessment of Climate
Change for the Baltic Sea Basin (BACC) failed to find any
formal detection and attribution attempts (BACC author
team 2008); instead, most analyses were examining whe-
ther ‘‘significant’’ trends would prevail. Obviously, this
approach is mislead by an inadequate connotation of the
term ‘‘significant’’, which is sometimes falsely understood
as proof for detection. Instead, a significant trend means
nothing but that if we would observe the same period in a
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parallel world, we would again see a positive trend. This
statement does not imply that the trend is improbable if
only natural factors prevail, nor can we draw conclusion on
the underlying mechanisms causing the change. Addition-
ally, for formal detection we need significance of the
results against natural (internal) variability. Consequently,
the estimate of natural (internal) variability is the most
crucial part of a detection study.
In the present paper, we pursue a different line of
analysis—motivated by the missing or highly imperfect
knowledge of natural variability in wintertime precipita-
tion. We ask if the most recent trends are consistent with
what contemporary regional climate models envisage as
the response to increasing greenhouse gases (GHG) and
changing aerosol concentrations. In this way, we offer the
possibility to falsify the hypothesis of a presently obser-
vable anthropogenic signal. In this setup the recent
change is (apart from uncertainties in the initial data and
the preprocessing of the data) given, the response to
anthropogenic forcing, however, has to be estimated. A
testable hypothesis of the above research question is
‘‘observed change is drawn from the set of simulated
responses to anthropogenic forcing‘‘. However, as we have
reasons to believe that the estimated responses available do
not represent unbiased versions of the ‘‘true’’ response, we
refrain from formally testing the hypothesis and collect
plausibility arguments instead.
Detection, i.e. rejection of the null hypothesis of ‘‘no
anthropogenic signal’’ would be preferable, and the possi-
ble outcome of our analysis, namely ‘‘no falsification’’, is
less interesting but nevertheless useful. However, it is
important to be aware of the limitations of our approach.
Our method cannot discriminate the plausibility of differ-
ent forcing-effects but merely assess the consistency of
recent changes with an a priori assumed mechanism, in
particular increasing levels of GHGs in the atmosphere.
Furthermore, we cannot deduce a detection statement—‘‘it
is unlikely that the observed change is due to natural
variability’’—from a positive outcome (‘‘anthropogenic
forcing is a good explanation for the observed trend’’) of
our analysis. Obviously, a regular ‘‘detection and attribu-
tion’’ analysis is more informative, but our method is
applicable also in cases of considerably less data and
without reference to sometimes hardly available estimates
of natural variability.
If the recent trend fails to be consistent with the
expected trend, then—given all assumptions are correct—
in principle three reasons may be thought of: The model is
insufficient (the expected signal is false), the natural vari-
ability overwhelms the signal, or more than the expected
mechanism is at work, for instance decreasing concentra-
tions of industrial aerosols in parallel to an increase of
GHGs. However, due to the lack of meaningful estimates
of the natural climate variability and the response to
competing forcing mechanisms, we are not able to dis-
criminate between these three reasons using the analysis as
presented in this publication.
We focus on wintertime (DJF) precipitation in the Baltic
catchment (denoted by solid grey contours in Figs. 2, 3,
and 4) and northern European land areas (e.g. Fig. 2) as we
expect the largest changes due to anthropogenic forcing to
occur in this season. Furthermore, we know that wintertime
precipitation is mainly large scale and thus more reliably
simulated by climate models.
2 Materials and methods
2.1 Observations
Trends in observation data are computed using the well-
known gridded data set of the Climatic Research Unit
(CRU TS 2.1, Mitchell and Jones 2005). These fields
consist of monthly precipitation totals on a 0.5 9 0.5
degree latitude–longitude grid available for the period from
1901 to 2002. The gridded observations have further been
interpolated to the rotated latitude–longitude grid described
in the next section in order to keep the effective grid box
area comparable within the research domain. Trends in the
observation data have been calculated using ordinary least
squares linear regression.
It has been claimed that the CRU TS 2.1 data set is not
suited for detection and attribution studies as the station
series have not previously been homogenized and possible
effects of urban development and land use changes are still
present in the data. However, we expect the data to suffi-
ciently reflect precipitation development in northern
Europe during the last decades of the twentieth century due
to the large number of stations entering the analysis and
assuming that most of the inhomogeneities are not
systematic.
2.2 Anthropogenic climate change signal estimates
The anthropogenic climate change signal is derived from
time slice experiments with a regional climate model.
Using well separated (in this case 110 years) time slices to
estimate the anthropogenic climate change signal has the
advantage of increasing the signal-to-noise ratio. In con-
trast, deriving the anthropogenic fingerprint from transient
climate change simulations for the period under investi-
gation (here 1973–2002) requires a large ensemble in order
to get a noise free fingerprint. Such large ensembles of
transient regional climate change experiments are not
available at the moment. We try to capture the range of
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probable responses by looking at the different climate
change projections, well aware of the fact that we might
underestimate this range considerably.
The set of regional climate model simulations used in
this paper consists of experiments run with the Rossby
Centre regional Atmosphere-Ocean model (RCAO) of the
Swedish Meteorological and Hydrological Institute
(SMHI). These experiments have been carried out as part
of the EU project PRUDENCE and are described in detail
in Ra¨isa¨nen et al. (2004), Kjellstro¨m (2004), and references
therein. The atmospheric part of the RCAO has been run on
a rotated latitude–longitude grid with a grid spacing of
0.44 (approximately 49 km).
For each of the two different driving global models, the
ECHAM4/OPYC (Roeckner et al. 1999) and HADAM3H
(Gordon et al. 2000), a control run representing present day
conditions (1961–1990) and two scenario runs (2071–
2100) based on IPCC SRES A2 and B2 scenarios have
been run. The regional anthropogenic change signals for
the different driving GCMs and scenarios have been
defined as the difference between scenario and respective
control run means scaled to change per decade. As we have
only two ‘‘points’’ along the time axis, namely the change
of 30 year mean precipitation from 1961–1990 to 2071–
2100, we scale the projections by assuming a linear
development between 1961 and 2100; the validity of this
assumption is discussed at the end of this section. The
signal is further scaled to change per decade. Hence, we
have a set of four regional climate change projections
available, which are referred to as HadAM A2 (B2) and
ECHAM A2 (B2) in the following according to the driving
GCM and emission scenario used.
Underlying to our analysis are several assumptions,
which are listed in the following:
First, we assume that our contemporary models are good
enough for projecting anthropogenic climate change. We
believe that they are, but we have to acknowledge that a
conclusive proof of that assumption is not possible at this
time.
Second, we presume that regional climate models—
especially when coupled with an ocean model and thus
resulting in much more realistic sea surface temperatures in
the Baltic Sea—provide more realistic estimates of the
present and future climates in this region than GCMs do.
Third, the response to anthropogenic forcing is assumed
to be linear. This is supported by the analysis of climate
change projections with different GHG forcings (SRES A2
and B2) which vary mainly in magnitude (Ra¨isa¨nen et al.
2004). Additionally, the global mean response to anthro-
pogenic forcing is as a first approximation linear as well
(Cubasch et al. 2001).
The significance of the climate change estimates has
been assessed using the lookup table test as described in
(Zwiers and von Storch 1995). This modified t test takes
into account that the data in the two samples (1961–1990
and 2071–2100) are autocorrelated. In order to get a con-
servative estimate of the autocorrelation coefficient, we
have set negative autocorrelation estimates to zero.
Although this test accounts for temporal interdependence
of the observations, the spatial correlation is not dealt with
in particular. The abovementioned test indicates whether
the estimated response could be due to internal model
variability. The influence of high-frequency variability is
expected to be small (this is supported by the results of the
adjusted t test). Still, as we do not use an initial condition
ensemble, we cannot quantify the influence of low-fre-
quency variability on the climate change scenarios.
2.3 NAO representations and NAO signals
We use a station based NAO index, which is defined as the
difference in normalized monthly sea level pressure (SLP)
between Reykjavik and Gibraltar according to Jones et al.
(1997). The NAO index in the set of regional climate
model simulations has been derived accordingly from the
respective SLP fields. The reference period for the nor-
malization of SLP time series is 1961–1990. The variability
in the dimensionless NAO index based on observations is
higher than the variability based on the two different 1961–
1990 representations in the regional model simulations
with a standard deviation of 1.46 in the observations and
1.14 (1.09) in the HadAM (ECHAM) simulation.
The signal or fingerprint of the NAO is defined as the
fraction of the variability in wintertime precipitation,
which covaries with the NAO index. Thus, we regress the
detrended precipitation time series on the detrended NAO
index for each grid box separately using ordinary least
squares estimation of the parameters of the linear regres-
sion. The slope of the regression is the NAO signal or
fingerprint. This signal is removed from the observations
by subtracting the product of the trend in the NAO index
times the NAO signal from the trend in the observations.
From the climate change projections, we remove the NAO
fingerprint by simply subtracting the respective NAO fin-
gerprint times the difference in the average NAO index for
the periods 1961–1990 and 2071–2100.
2.4 Comparing the patterns of change
The comparison of recent and expected trends R and E may
be broken down by considering the dimensionless patterns
R ¼ RjjRjj and E ¼ EjjEjj ; and the norms jjRjj and jjEjj: The
latter are the intensities of the pattern and are defined as
follows:





















The index subscript i counts the spatial points i = 1, ..., n.
The patterns are compared with the pattern correlation
coefficient (PCC, Eq. 2), which is different from the cen-
tered pattern correlation and uncentered cross-moment






















q is bound by 1, i.e., |q| B 1. We use uncentered pattern
correlation because the information about a human induced
change is both in the spatial mean and the spatial vari-
ability of the pattern.
Furthermore, we use a bootstrap test to investigate the
range of PCCs of randomly generated trend fields with a
spatial covariance structure similar to that of precipitation
trends. Therefore, we repeatedly (200 times) randomly
select 30 years of winter precipitation from the 102 avail-
able years and compute the trends. We then calculate PCCs
for every two different trend fields once, giving us an
ensemble of 19,900 randomly generated PCCs. For this set
of PCCs, we compute the percentiles. Additionally, as we
know that the data might be autocorrelated, we repeat this
experiment by randomly selecting groups of five and fif-
teen consecutive years, this technique is known as the
moving blocks bootstrap (Wilks 1997). It is shown, that for
both the Baltic catchment and all of northern Europe, the
distribution broadens and thus the percentiles increase (see
Table 1).
We use the results derived from the moving block
bootstrap experiment with a block length of 5 years,
however the selection of the block length is subjective.
According to Wilks (1997), the appropriate block length is
dependent on the autocorrelation structure of the data under
investigation and should thus be derived individually at
each grid point. In contrast, one should use the same block
length for all variables in multivariate problems. Thus, the
ideal block length cannot be computed as at least one of the
two criteria is violated. However, additional analyses with
Wilks (1997) rule for choice of the block length have
shown that—assuming first order autocorrelation—no
block lengths larger than four are found within the domain.
The respective histograms of PCCs for the Baltic
catchment and northern Europe are shown in Fig. 1. The
percentiles of the random PCCs are listed in Table 1, the
uncertainties (2 standard deviations estimated from 20
repeats of the above experiment) for these percentile esti-
mates range from 0.02 to 0.03 for the Baltic catchment
(0.03–0.04 for northern Europe). The bootstrap estimates
of random PCCs for the Baltic catchment and northern
Europe after removing the NAO signal lie slightly higher
as shown in the last row of Table 1.
3 Observed and simulated changes in winter
precipitation totals
3.1 Trends in observation data
We use 30-year trends in order to assess the most recent
changes. On the one hand, the period under investigation
should be sufficiently short, as we know from global and
continental scale results, that the anthropogenic signal in
temperature emerges in the last few decades from natural
variability (Hegerl et al. 2007). In contrast, the influence of
natural variability on the observed trend reduces with
increasing trend length on the other hand.
When different trend lengths are used, the pattern
remains mostly unaffected. The magnitude of the trends,
however, decreases with increasing trend length due to
either a reduction of the fraction of trends induced by
natural variability and/or due to a weaker anthropogenic
signal in the mid-twentieth century (not shown).
Figure 2 shows the 30-year changes in seasonal winter
(DJF) precipitation according to the gridded CRU data. The
Table 1 Percentiles of PCCs of trends from randomly selected pre-
cipitation fields for the Baltic catchment and northern Europe (in
brackets)
Percentiles 95th 98th 99th
1 year 0.592 (0.525) 0.690 (0.618) 0.742 (0.672)
5 years 0.623 (0.568) 0.718 (0.666) 0.769 (0.721)
15 years 0.688 (0.638) 0.792 (0.753) 0.852 (0.825)
NAO removed



















Fig. 1 Histogram of PCCs of trends of randomly selected precipi-
tation fields. The shaded bars refer to the PCCs for the Baltic
catchment, the hatched bars refer to northern European PCCs. The 5
and 95 percentiles for the Baltic catchment (northern Europe) are
indicated by a circle (triangle)
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pattern is a general increase over most of northern Europe
with regions of slight decrease in central Finland
and southern Poland. The maximum positive (negative)
trend within the Baltic catchment amounts to 31.01
(-14.28) mm/decade (seasonal totals). On average, the
Baltic catchment has become wetter by 8.24 mm/decade.
Highest relative rates of change are found over the Baltic
states with rates of change up to 20.62% of 1961–1990
mean per decade, which corresponds roughly to a doubling
of the seasonal precipitation during the period under
investigation. An overview of the spatial statistics of the
relative rates of change for the Baltic catchment based on
the changes in CRU is given in Table 2.
It is well known that a part of the precipitation trend, in
particular along the Atlantic coastline, is strongly affected
by the North Atlantic Oscillation (Lamb and Peppler 1987;
Wanner et al. 2001). The NAO signal in wintertime pre-
cipitation is a general increase (decrease) in precipitation
with increasing (decreasing) NAO index over most parts of
the domain under investigation, which is strongest in
southern Norway and along the Norwegian coast (not
shown). In view of our hypothesis, that the signal-to-noise
ratio of anthropogenic climate change in the NAO would
be low (Rauthe et al. 2004), we subtracted the NAO signal
from the precipitation trends (Fig. 3 left panel). Further-
more, a number of studies conclude that the observed
increase in the NAO is at least partially externally forced
(Osborn et al. 1999; Gillett et al. 2002; Gillett 2005,
among others), but the simulated trend in the NAO is
generally smaller than observed (Gillett et al. 2002; Osborn
2004). Excluding the NAO signal thus also excludes a part
of the variability from the observations, which is not
reproduced by present day climate models. As a conse-
quence, we expect the similarity of the patterns of the
observed and simulated changes to increase and the
intensities of the changes to converge.
The removal of the NAO signal leads to a considerable
reduction in precipitation trends along the west coast of
Europe as shown in the right panel of Fig. 3. The spa-
tially averaged 30-year trend over the Baltic catchment
decreases by 2.31 mm/decade when removing the NAO;
the largest and smallest trends over the Baltic catchment
are also reduced (31.01 vs. 26.47 mm/decade; -14.28
vs. -13.74 mm/decade). Nevertheless, the distribution is
smoother (spatial standard deviation = 5.88 mm/decade)
without the NAO than with the NAO (6.55 mm/decade).
However, in central Finland and in southern parts of the
Elbe catchment, subtracting the NAO signal increases the
trends. These findings qualitatively apply to wider northern
Europe as well.
3.2 Expected changes derived from climate change
scenarios
Figure 4 shows the anthropogenic climate change projec-
tions for winter precipitation as derived from a pair of 30-
year simulations, namely 2071–2100 and 1961–1990.
Apart from the scenarios as introduced in Sect. 2.2, the
respective mean change of the scenarios forced with SRES
A2 and B2, HadAM and ECHAM as well as the overall
mean is shown in Fig. 4. The nine maps are to first order
similar with increasing precipitation all over the Baltic
catchment and in most of northern Europe. The major
difference among the projections is located in an area just
outside the Baltic catchment. Along the coastline in
northwestern Norway, the HadAM simulations project a
decrease in precipitation whereas the experiments driven
with the ECHAM model show an increase.
Spatially averaged future changes in the Baltic catch-
ment are larger in the ECHAM driven simulations
(7.27 mm/decade) than in HadAM driven simulations
(4.12 mm/decade) as shown in Fig. 4. In accordance with
the stronger forcing, the mean response to the A2 emission
scenario is higher than the response to B2 (6.59 and
percentage of 1961−1990 mean per decade
−12 −8 −4 0 4 8 12
Fig. 2 Trends in winter (DJF) precipitation totals 1973–2002 in units
of relative change compared to the 1961–1990 mean precipitation
(according to the CRU TS 2.1 data)
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4.80 mm/decade). Additionally, it is found that the spatial
standard deviation of HadAM trends is lower (1.56 and
0.76 mm/decade for A2 and B2) than the standard devia-
tion of the ECHAM simulations (2.38 and 1.39,
respectively).
We have further assessed the significance of the pro-
jected anthropogenic change according to the regional
model simulations. It is shown that for most of the region
under consideration, the anthropogenic signal is hardly
describable as a result of internal model variability. For the
Baltic catchment, all of the changes as projected in the
ECHAM driven runs have found to be significant at the
five-percent level (one-sided t test taking into account
autocorrelation, see Sect. 2.4), whereas the fraction of
significant changes is 97.7% (96.6%) for HadAM A2 (B2).
Extending the research domain to all of northern Eur-
ope decreases the amount of grid boxes where the
projections are significantly different from internal climate
variability. Significant changes are found for 93.4 (90.9)
percent of all land grid points in HadAM A2 (B2) and
90.7 (94.7) percent in ECHAM A2 (B2). As shown in
Fig. 4, the regions where the projections are not signifi-
cantly different from internal variability are located on the
northwestern coast of Norway and Finland in the HadAM
driven simulations, whereas insignificant changes are
found in the southeastern part of northern Europe in the
ECHAM driven simulations.
The similarity of the different climate change projec-
tions has been assessed using pattern correlation as
introduced in Sect. 2.4. As the observation data are avail-
able over land only, the PCCs between individual
projections have been calculated using land grid boxes only
as well. All of the climate change projections share very
high PCCs of 0.941 (HadAM B2 with ECHAM A2) to
0.996 (ECHAM A2 with B2) for the Baltic catchment.
When the area of interest is extended to wider northern
Europe, the PCCs of projections driven with different
GCMs are considerably reduced (0.831–0.928), whereas
the patterns of simulations with different emission forcings
with the same GCM are very similar with PCCs larger than
0.98.
Furthermore, the NAO signal has been removed from
the simulations and climate change signals have been
computed from the residuals. A consistent increase in the
NAO index is found for all simulations. This change in the
NAO index is stronger in the ECHAM simulations, with an
increase in the difference between the normalized SLP
series of the grid box Gibraltar and Reykjavik of 0.39
(0.61) per 110 years in the A2 (B2) simulation, than in the
HadAM driven ones with an increase of 0.22 (0.20). The
NAO signal in the simulations (not shown) is very similar
to the NAO signal in the observations (e.g. Fig. 3), with
increasing (decreasing) precipitation in northwestern Eur-
ope with increasing (decreasing) NAO index (not shown).
percentage of 1961−1990 mean per decade
−12 −8 −4 0 4 8 12
percentage of original trends
0 20 40 60 80 100 120 140
Fig. 3 Left panel Trends in winter (DJF) mean precipitation 1973–2002, according to the CRU TS 2.1 data after the removal of the NAO signal.
Right panel percentage of trend after the removal of the NAO signal compared to the full trend shown in Fig. 2
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3.3 Correspondence of observed trends
with anthropogenic climate change scenarios
The similarity of observed with possible future patterns of
change is very much dependent on the scenario used (e.g.
Table 3). In general, the pattern of observed trends shows
more similarity with the ECHAM driven simulations than
with HadAM ones. Furthermore, the stronger greenhouse
gas forcing (SRES A2 scenario) leads to higher pattern




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































percentage of 1961−1990 mean per decade
−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
Fig. 4 Anthropogenic climate
change signal in DJF
precipitation according to
RCAO simulations with the four
individual climate change
projections in the upper left four
panels and the respective mean
of simulations driven with the
same GCM (same emission
scenario) in the bottom line
(rightmost column). The
hatched areas denote regions
where the climate change
projections are not significant at
the 5% level (see Sect. 2.2 for
details); in the bottom line and
rightmost column, areas where
the projection of at least one of
the four projections is not
significant are hatched
Table 2 Pattern correlation (see Sect. 2.4) of precipitation in DJF
(observation vs. simulation) for the Baltic catchment and northern
Europe (in brackets)
qR,E CRU NAO removed
HadAM A2 0.83* (0.63*) 0.76* (0.57)
HadAM B2 0.75* (0.54) 0.64 (0.45)
ECHAM A2 0.85* (0.80*) 0.75* (0.71*)
ECHAM B2 0.84* (0.77*) 0.74* (0.68*)
Significant (bootstrap test, 5%) results are labelled with an asterisk
Table 3 Spatial statistics of the observed and expected changes (in
units of percentage change of the respective 1961–1990 mean per
decade) for the Baltic catchment
CRU Range of RCAO scenarios
Spatial mean 6.97 (4.97) 1.89–4.38 (1.79–3.70)
Spatial std 5.27 (4.90) 0.42–0.97 (0.63–1.55)
Intensity 8.73 (6.98) 1.94–4.49 (1.90–4.01)
Values in brackets refer to the spatial statistics for the Baltic catch-
ment after removing the NAO signal
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Baltic catchment, 0.80 for northern Europe) is thus found
when comparing the observed trends with the ECHAM A2
simulation.
The observed PCCs based on the Baltic catchment all
lie above the 95th percentile according to the bootstrap
introduced in Sect. 2.4. This is not the case when extending
the research area to all of northern Europe. The PCCs of
the observed trends and ECHAM driven regional model
simulations are significantly different from random PCCs
whereas PCCs based on HadAM A2 lie close to and PCCs
based on HadAM B2 lie below the 95th percentile of
random PCCs.
The removal of the NAO signal leads to slightly dif-
ferent trend patterns in the observations (as illustrated in
Fig. 3) and in the climate change projections (not shown).
In general, this causes a reduction of the PCCs which is
most pronounced for the HadAM B2 simulation (reduction
of 15%, Table 3). In combination with the slightly higher
significance levels when removing the NAO, PCCs are less
often significantly different from random pattern correla-
tion. For the Baltic catchment the pattern similarity is
significant at the 5% level for all projections except the
HadAM B2 scenario, whereas the PCCs for northern Eur-
ope fail to be significantly different from randomly
generated PCCs for both HadAM simulations.
As a consequence of the normalization of the PCC by
the intensities, no conclusions can be drawn about the
similarity of the magnitude of the changes with pattern
correlation. Therefore, we further compare the spatial mean
change and the intensity of the change (Table 2). In order
to account for systematic biases between model and
observation data, we compare relative changes only. It is
found that the changes in HadAM simulations are weaker
than in ECHAM simulations and in accordance with the
weaker GHG forcing in the SRES B2 driven projections
weaker than in simulations run with SRES A2. Thus
leading to an area mean change of 1.89 (HadAM B2) to
4.38% per decade (with respect to the 1961–1990 mean)
for the Baltic catchment. The spatial mean change in the
observation data is considerably higher with 6.97% per
decade for CRU for the period 1973–2002. The discrep-
ancy between the climate change scenarios and observed
changes is even larger when looking at the intensity of the
change, and thus taking the spatial variability of the trend
fields into account as well. For wider northern Europe, the
spatial statistics show qualitatively similar features (not
shown).
When looking at the spatial statistics after removing the
NAO signal from the data, we find the following. As dis-
cussed in Sect. 3.1, the removal of the NAO leads to a
considerable reduction in the spatial mean trends for the
period from 1973 to 2002. As the removal affects mainly
the spatial mean trend, the intensities are still much higher
in the observations after removing the NAO signal than in
the climate change scenarios.
Both PCCs as well as the intensities are computed
limited to regions of significant change in the climate
change projections as well. The effect on the results for the
Baltic catchment is negligible as only very few grid points
are excluded from the analysis. For northern Europe,
however, we find a considerable increase in pattern simi-
larity statistics which is more pronounced for the HadAM
projections than for projections driven with ECHAM.
Weakest pattern similarity is still found when comparing
the observations with HadAM B2. Focussing on regions
with significant changes leads to a slight increase in the
intensities of the climate change projections and thus
decreases the ratio of intensities.
4 Discussion
4.1 Methodical considerations
It is shown that PCCs are sensitive to both the magnitude of
the mean change and the pattern of the change as an
extension of the analysis from the Baltic catchment to all of
northern Europe and the comparison of results with A2 and
B2 emission scenarios show. Thus we conclude, that the
method is illustrative even in situations where the climate
change scenarios deviate to some extent.
4.2 Regional climate change scenarios
We use a set of climate change projections in our analysis
indicating the range of the response to anthropogenic
forcing. A priori, we consider all of the individual pro-
jections as possible and equally likely. The projected signal
for the Baltic catchment is fairly consistent in both mag-
nitude and pattern taking into account the differences in
GHG forcing for the A2 and B2 scenarios (e.g. CO2
induced radiative forcing of 4.42 (2.73) W/m2 in 2100 with
respect to 2000 for the SRES A2 (B2) scenario, Rama-
swamy et al. 2001). However, there are still large
discrepancies in the way different GCMs model the
response of circulation (and as a consequence precipitation
as well) to anthropogenic forcing as illustrated by the sit-
uation along the Norwegian coast.
4.3 Comparison of observed and simulated changes
4.3.1 Pattern correlation
The pattern of observed trends in winter precipitation in the
Baltic catchment has been found to be consistent with all of
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the regional climate change scenarios used in this analysis
(Table 3). Furthermore, it is very improbable (with a
probability of error of less than 5%) that the correlation
found between patterns of observed and expected changes is
random. This holds true for northern Europe as well, how-
ever, the observed patterns are considerably less consistent
with the HadAM driven scenarios, due to a completely
different response in some parts of northern Europe com-
pared with the ECHAM scenarios. Even though the
scenarios differ much more when extending the research
area from the Baltic catchment to northern European land
areas, we conclude that the recently observed pattern of
change is consistent with the climate change scenarios at
least for the projections driven with ECHAM.
Above findings are strengthened when limiting the
analysis to regions where the changes in the scenarios have
been found to be significant according to an adjusted t test.
The exclusion of regions with insignificant climate change
projections increases the signal-to-noise ratio of anthro-
pogenic change (assuming that the climate models are able
to model both the natural variability and the response to
anthropogenic forcing correctly) and thus it is not sur-
prising that we find better consistency between the
modelled response and observed changes. Furthermore, the
differences in consistency between HadAM and ECHAM
driven simulations for northern Europe vanishes, as the
regions with insignificant changes in the projections are in
this case identical to the regions where the climate change
scenarios differ most.
Further insight is gained when removing the NAO signal
from both the observations and the climate change simu-
lations. The correspondence of the changes in the residuals
is considerably lower than in the full set, and we conclude
consistency between observed and projected changes only
for ECHAM driven scenarios (and HadAM A2 as well for
the Baltic catchment).
The hypothesis that the signal-to-noise ratio of anthro-
pogenic change in the NAO would be low is discussed in
the following. The projected increase in the NAO index
from 1961–1990 to 2071–2100 ranges from 0.2 in the
HadAM simulations to 0.38 (0.61) in ECHAM A2 (B2).
Thus, a consistent increase is shown among all four climate
change projections, which is in line with the findings of
Stephenson et al. (2006). However, the increase is signifi-
cant on the five-percent level for the ECHAM B2 scenario
only according to a t test as introduced in Sect. 2.4. Thus
most of the changes in the NAO in the set of model sim-
ulations could be due to internal variability alone, which in
turn supports the basic assumption that the signal-to-noise
ratio of anthropogenic change in the NAO is low. In
opposition to these findings, Gillett et al. (2002) find that
the response of the NAO to GHG forcing in both the
ECHAM4 and HadCM3 (a coupled version of the model
used to drive the RCM simulations used in this study) is not
explicable by internal variability alone. This discrepancy
could result from differences in the definition of the NAO
index; Osborn (2004) shows that the response to GHG
forcing is much more model dependent when using a sta-
tion based NAO index compared to pattern based indices.
Additionally, the considerable differences between
ECHAM and HadAM driven simulations point again
towards a different response of circulation to anthropo-
genic forcing in these models. Furthermore, it is interesting
to see that the stronger greenhouse gas forcing leads to a
weaker increase in the NAO in the ECHAM driven sce-
narios. This could either be a consequence of a nonlinear
response to the imposed forcing or due to the dominance of
natural variability in the NAO estimates.
The observed trend in the NAO index of Jones et al.
(1997) from 1973 to 2003 is 0.292 per decade. Thus, the
projected increase in the NAO index amounts to 6–19% of
the observed trend in the NAO only. It is a well-known fact
that present day climate models underestimate the vari-
ability of the NAO and presumably also the response to
increasing GHG (Osborn 2004; Stephenson et al. 2006).
Thus we conclude that either the projections of the NAO
increase are correct and hence the signal-to-noise ratio of
anthropogenic change in the NAO is low, or the response
of the NAO to increasing GHG is stronger than simulated.
The latter would have severe consequences for all con-
clusions drawn from these regional climate change
projections as a stronger response of the NAO to GHG
forcing would very likely lead to a stronger response of
precipitation as well.
4.3.2 Magnitude of the rate of change
When comparing the spatial mean change, we find that the
models underestimate the most recent rate of change by a
factor of 1.4 (ECHAM A2) to 3.3 (HadAM B2) for the
Baltic catchment. The same applies for all of northern
Europe as well. In contrast, when removing the NAO
signal, we find considerably better agreement of the
observed area mean change with the climate change pro-
jections. Nevertheless, it is shown that the climate change
simulations generally underestimate the observed change.
Whether this mismatch in magnitude of the area mean
changes is in any way significant is hard to infer from the
data at hand. With respect to uncertainties in the observa-
tion data and interpolation, further experiments have
shown, that for the Baltic catchment, the most recent area
mean trends are significantly (with a probability of alpha-
type error of 5%) different from the estimated area mean
response when adding white noise with a standard devia-
tion of 5.6% of the respective 1961–90 mean. However, as
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systematic biases have not been removed from the data
(New et al. 1999; Mitchell and Jones 2005) the error
mainly due to wind-induced undercatch could be larger
(Adam and Lettenmaier 2003; Yang et al. 2005). Further-
more, the robustness of the conclusions to a shift of the
period analyzed has been investigated. For the Baltic
catchment area mean changes we find that 8 (11) of the last
10 (20) 30-year trends available are higher than the top-
most anthropogenic change estimate (ECHAM A2).
Whether these results indicate an emerging anthropogenic
signal or fluctuations due to natural variability cannot be
inferred. Finally, it should be noted that even though we
analyze relative precipitation changes, and thus systematic
biases between the simulated and observed precipitation
have little influence on the result, modelling deficiencies
could severely influence the conclusions drawn.
As mentioned before, given all assumptions are correct,
there are three possible reasons for this mismatch in the
spatial mean change.
First of all, it could be due to the fact that the regional
models are not able at all to simulate the response to
anthropogenic forcing.
Second, the models could severely underestimate the
response because more than the imposed forcing is at work
or because the sensitivity to anthropogenic forcing is far to
low. Gillett et al. (2004) and Zhang et al. (2007) all con-
clude that the GCMs used in their global-scale detection
and attribution studies considerably underestimate the
response of circulation and precipitation to external forc-
ing. However, Lambert et al. (2004) also find a strong
influence of volcanic forcing. In contrast to the studies
mentioned above, our simulations include anthropogenic
changes only, thus we should keep in mind, that the
response to natural forcing could be dominant in the
observations. Apart from changes in aerosols due to vol-
canic eruptions, the main candidate for an additional
forcing mechanism which could have a large effect on
regional circulation and precipitation are industrial aero-
sols. According to (Ra¨isa¨nen et al. 2004), the ECHAM and
the HadAM model both include changes in global scale
aerosol concentrations, and treat the contribution to the
radiative forcing explicitly. Furthermore, they argue, that
the RCAO is not very sensitive to local changes in radiative
forcing, since most of the climate change signal comes via
the boundary conditions from the GCMs. However, mainly
the indirect aerosol effect could cause strong and small-
scale response in precipitation (Ramanathan et al. 2001)
not captured in the models yet. Additionally, the scientific
understanding of both the direct and indirect aerosol effects
is still considered medium to low (Forster et al. 2007), and
thus there is ample room for speculation.
Third, the signal-to-noise ratio of anthropogenic pre-
cipitation change is very small. Assuming that the model
projections are right in both intensity and pattern, we con-
clude the following: a large fraction of the recent 30-year
trends in wintertime precipitation are due to natural vari-
ability. The removal of the NAO signal leads to a
considerable decrease in the ratio of the intensities as shown
in Table 2. Thus, by excluding the NAO signal we increase
the signal-to-noise ratio, which in turn supports the basic
assumption, that the signal-to-noise ratio in the NAO is low.
Looking at the intensity of the change, and thus taking
the spatial variability of the changes into account as well,
the difference between observations and climate change
simulations increases. Whether this is due to the fact that
the climate change signal is large scale, and thus exhibits
only little spatial variability over a small domain, cannot be
determined. Alternatively, the different spatial scales rep-
resented in the gridded observations compared to the scales
modelled in the RCM setup, could account for the differ-
ence in intensity as well.
5 Conclusions
Our analyses have shown that pattern correlation along
with a comparison of the intensity of the changes as pre-
sented in this paper is suitable to assess the consistency of
observed trends with climate change projections. The
method as presented here is also applicable when natural
variability estimates are missing and thus it is very useful
when investigating climatic parameters for which long-
term observations are not available and which are statisti-
cally less well behaved than surface temperature.
According to pattern correlation studies, anthropogenic
forcing is a plausible explanation of the observed changes
in wintertime precipitation over the Baltic catchment.
Bootstrap experiments also show that it is unlikely that
these pattern correlations are random. The situation is a
little different when extending the area of interest to all of
northern Europe. In this larger area, the climate model
simulations project less consistent changes and conse-
quently PCCs are only significantly different from random
PCCs for some of the simulations. Thus the selection of the
region under consideration has a great effect on the result.
However, it is encouraging that we find consistency of the
observed trends with regional climate change scenarios in
regions where the different simulations project a consistent
and significant change and less so in regions where the
climate change scenarios differ.
The magnitude of the observed area mean change,
however, is higher than the magnitudes as projected by the
regional climate model. Hence, we cannot explain the
observed trends in winter precipitation with increasing
greenhouse gases alone. Both additional forcing mecha-
nisms (such as the indirect aerosol effect) not included
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in this model setup, and a general underestimate of the
response to anthropogenic forcing are possible explana-
tions for the mismatch in the rate of change. Additionally,
another important factor possibly contributing to the trends
in the observation data is natural variability, the importance
of which cannot be inferred using the approach introduced
here.
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