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Resume
Aﬁn de rendre compétitifs les véhicules hybrides ou tout électriques, l’amélioration
des performances des machines électriques embarquées est primordiale. Dans cette op-
tique, le travail présenté s’intéresse en particulier à l’estimation en ligne des variations
de température au sein d’une machine synchrone à aimants permanents. De ce fait,
nous proposons d’estimer les paramètres physiques dépendants de la température, à
savoir la résistance des enroulements et le ﬂux des aimants. La connaissance des varia-
tions de température ou de ces paramètres permet en eﬀet d’éviter une dégradation des
performances en adaptant le contrôle en couple et de mettre en place une surveillance
thermique autorisant notamment une meilleure disponibilité de la machine, sans risque
d’endommagement. Pour répondre à ce double objectif, nous proposons deux observa-
teurs de paramètres basés sur une modélisation réaliste de la machine. Nous établissons
donc, en premier lieu, un modèle électrique du moteur qui tient compte de possibles
diﬀérences entre signaux mesurés et exacts et garantit la robustesse des observateurs
aux paramètres mécaniques. Un algorithme d’identiﬁcation hors ligne des paramètres
est proposé pour valider le modèle. Puis, basé sur ce modèle réaliste, les deux ob-
servateurs proposés, dit de Luenberger et de Kreisselmeier, estiment respectivement,
suivant certaines conditions d’observabilité, le ﬂux et la position pour le premier et un
ou plusieurs paramètres parmi la résistance, le ﬂux et l’inductance pour le second. Ces
observateurs n’utilisent que les mesures de courant et de tension, ainsi qu’une mesure
de position pour l’observateur de Kreisselmeier. Des études théoriques et en simulation
sont menées pour valider le fonctionnement des observateurs et appréhender au mieux
leurs réglages. En particulier, nous présentons une étude évaluant l’impact du bruit
de mesure sur l’observateur de Luenberger aﬁn d’améliorer sa robustesse au bruit sur
une large plage de régime. Finalement, l’implémentation des observateurs sur diﬀérents
bancs d’essais fournit des résultats prometteurs, tant pour l’estimation des paramètres
que pour la faisabilité d’estimer les variations de température.
Mots-clés : MSAP, Observateurs, Modélisation, Identiﬁcation, Sensorless thermique,
Analyses de robustesse, Contrôle en couple de machines électriques
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Abstract
To make hybrid and full electric vehicles competitive, the performance enhance-
ment of the embedded electric motors is essential. For this purpose, the presented
work focuses in particular on the online estimation of temperature variations inside a
permanent magnet synchronous motor. Therefore, we propose to estimate the tempe-
rature dependant parameters, namely the winding resistance and the magnet ﬂux. The
knowledge of these parameters or their temperature variations allows indeed to avoid
performance degradation by adapting the torque control and makes possible a thermal
monitoring, especially for machine availability improvement without risk of damage.
Aiming at this double objective, we propose two parameter observers based on a rea-
listic model of the machine. Thus, we ﬁrst consider an electrical model of the motor
that takes account of possible diﬀerences between measured and exact signals and en-
sures robustness to the mechanical parameters. An oﬄine least squares algorithm for
parameters identiﬁcation is proposed to validate the model. Then, based on this rea-
listic model, we design two observers, called Luenberger and Kreisselmeier. According
to some observability conditions, the ﬁrst one estimates the ﬂux and position while the
latter estimates one or several parameters among resistance, ﬂux and inductance. These
observers use the currents, voltages, and position for the Kreisselmeier observer, as only
measurements. Theoretical and simulation studies are conducted on the observers to
validate their eﬃciency and for a better understanding of their setting parameters. In
particular, we present a study assessing the measurement noise impact on the Luen-
berger observer to improve its robustness to noise over a wide speed range. Finally, the
implementation of the observers on diﬀerent test benches provides promising results,
both on parameters estimation and on the feasibility of temperature variations estima-
tion.
Keywords: PMSM, Observers, Modeling, Identiﬁcation, Temperature sensorless, Ro-
bustness analyses, Torque control of electric motors
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Préambule
Ce préambule a pour but de donner un rapide aperçu du déroulement de la thèse,
lequel donnera au lecteur quelques éclaircissements sur l’orientation de celle-ci. Il y est
notamment question des raisons expérimentales ayant conduit au choix de la modéli-
sation retenue.
Si l’objet de cette thèse est le développement d’observateurs de paramètres, c’est
un problème de modélisation qui a occupé le début de celle-ci. En eﬀet, de premières
tentatives expérimentales d’estimation de paramètres, basées sur la modélisation usuelle
"parfaite" de la machine électrique, nous ont vite fait apparaître les limites de cette
modélisation quant à son adéquation avec notre banc d’essais. Une forte dépendance
au régime des estimations notamment, menant à des valeurs estimées aberrantes à haut
régime. Les observateurs devant être construits à partir d’une modélisation réaliste de
la machine électrique, une première phase a été consacrée à la recherche d’un meilleur
modèle. Trois diﬀérents raﬃnements de la modélisation ont alors été testés, dont un
seul a ﬁnalement été retenu. En parallèle, aﬁn de pouvoir comparer le comportement
des diﬀérents modèles, des algorithmes d’identiﬁcation ont été développés 1.
La première tentative, traduisant notre mauvaise connaissance de la chaîne d’acqui-
sition à notre disposition, nous vit faire l’hypothèse de l’existence dans celle-ci de ﬁltres
déphasant les signaux de courant et de tension. Un nouveau paramètre, modélisant le
déphasage, fut alors introduit, et l’hypothèse retenue face à la grande amélioration des
estimations. Cependant subsistait toujours une dépendance au régime, certes moindre,
ne trouvant son explication dans ce déphasage. En complément de ce dernier, déﬁ-
nitivement retenu, nous avons testé deux autres voies d’amélioration potentielle aﬁn
d’éliminer la dépendance résiduelle au régime.
La deuxième tentative fut alors de prendre en compte les pertes fer dans le modèle
dont on sait qu’elles sont dépendantes du régime. En nous appuyant sur [48], un tel
modèle fut établi, nécessitant à son tour l’introduction d’un paramètre supplémentaire,
une conductance modélisant les pertes fer. Celle-ci engendrant de fortes non linéarités
1. L’algorithme ﬁnalement retenu est présenté au chapitre 3.
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dans les équations, ce fut l’occasion de mettre au point un algorithme d’identiﬁcation
basé sur une méthode de résolution par continuation [44] 2. Cependant, la prise en
compte des pertes fer s’avéra accentuer la dépendance au régime et l’hypothèse fut
rejetée.
Notre troisième et dernière tentative fut de prendre en compte la saturation ma-
gnétique. Pour modéliser ce phénomène faisant disparaître la linéarité entre ﬂux et
courants pour des valeurs élevées de ces derniers et du coup dépendre des courants la
valeur des inductances, nous avons utilisé le modèle présenté dans [22]. Malheureuse-
ment, la conclusion fut la même qu’avec les pertes fer, la modélisation de la saturation
magnétique tendant à augmenter la dépendance au régime. L’hypothèse fut rejetée
également.
Cependant, parallèlement à ces tentatives, des doutes subsistaient quant à la qualité
de la chaîne d’acquisition du banc. Une attente assez longue a malheureusement été né-
cessaire avant de pouvoir nous procurer un autre moyen expérimental pour vériﬁer ces
doutes. Et c’est ﬁnalement grâce à une centrale d’acquisition haute performance, utili-
sée à haute fréquence et disposant d’un ﬁltre anti-repliement réglable, qu’une campagne
d’essais nous a permis de mettre en lumière les faiblesses de notre chaîne d’acquisition
dédiée, nos résultats pâtissant en particulier de repliement venant dégrader les acqui-
sitions de tension. Le modèle prenant en compte uniquement le déphasage fut alors
validé à l’aide de la centrale. De ce fait, nous avons conservé ce modèle, prenant en
compte le déphasage 3 et ignorant les pertes fer et la saturation magnétique. Ce sont
ces raisons historiques empiriques, liées à notre chaîne d’acquisition initiale, qui nous
ont donc poussé à ne pas tenir compte de la saturation magnétique et des pertes fer
dans notre modèle, leurs impacts, s’ils existaient, étant négligeables en comparaison des
lourdes erreurs causées par l’acquisition.
En conséquence, un nouveau banc a par la suite été mis en place, avec une nou-
velle chaîne d’acquisition plus "propre", disposant notamment de ﬁltres anti-repliement.
Celle-ci faisant intervenir une dSPACE - MicroAutoBox, cela a été l’occasion de s’exer-
cer à la programmation d’un circuit logique programmable FPGA. Par la même occa-
sion, la machine électrique a été remplacée. Celle-ci présentant des paramètres physiques
diﬀérents de ceux de la première machine, les résultats en simulation, antérieurs à la
mise en place du nouveau banc, utilisent les caractéristiques de l’ancienne machine,
tandis que les résultats expérimentaux ont été obtenus avec la nouvelle.
2. Une telle méthode consiste en la résolution d’une équation complexe en partant de celle d’une
équation simple, puis en suivant de proche en proche la solution jusqu’à celle de l’équation complexe.
3. Plus tard, le modèle sera amélioré en considérant des ﬁltres passe-bas (produisant en première
approximation un déphasage) plutôt qu’un simple déphasage.
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Entre temps, deux observateurs, dit de Luenberger et de Kreisselmeier, ont été dé-
veloppés et étudiés de manière théorique et en simulation. Toutefois, le temps passé sur
chacun d’entre eux est très inégal. Si les deux observateurs ont dans un premier temps
été étudiés en parallèle, nous nous sommes, après avoir constaté le fonctionnement cor-
rect de l’observateur de Kreisselemeier, bien plus consacré à l’étude de l’observateur
de Luenberger et n’avons du coup pas disposé de beaucoup de temps pour revenir sur
l’optimisation de l’observateur de Kreisselmeier. Ce choix de favoriser l’étude de l’ob-
servateur de Luenberger se justiﬁe par l’utilisation par l’observateur de Kreisselmeier de
méthodes relativement usuelles, sur lesquelles beaucoup d’études ont déjà été réalisées,
les diﬃcultés se situant du coup essentiellement dans l’implémentation et le réglage,
tandis que l’observateur de Luenberger présente des problématiques moins convention-
nelles.
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Introduction générale
Contexte, motivations et objectifs
En atteignant les 105,85 km/h, la "Jamais contente", motorisée par deux machines
électriques, devient le 29 avril 1899 la première voiture à franchir la barre symbolique
des 100 km/h. Cette performance témoigne de l’essor des véhicules électriques à la
ﬁn du XIXe siècle, quelques décennies après l’apparition des premiers prototypes dans
les années 1830. C’est également en 1899 que la première automobile hybride voit le
jour, mais cette technologie ne rencontrera alors jamais le succès et disparaîtra avec
l’arrivée de la première guerre mondiale. Le développement de la voiture à essence aura
également raison de la voiture électrique et il faudra attendre la ﬁn du XXe siècle pour
voir réapparaître ces technologies avec le lancement en 1997 de la première version
de la Toyota Prius, voiture hybride combinant un moteur thermique classique et deux
moteurs électriques, mais consommant uniquement de l’essence et avec un roulage en
électrique pur restant encore marginal.
Motivés par les progrès techniques récents, par l’augmentation du prix du pétrole,
combiné au coût relativement faible de l’électricité, et par le développement des pré-
occupations environnementales, se traduisant par des normes de plus en plus strictes
d’émission de CO2, plusieurs constructeurs ont depuis emboîté le pas à Toyota, axant
leurs recherches sur les hybrides de première génération ou, plus récemment, sur les vé-
hicules tout électriques (lancement de la Nissan LEAF en décembre 2010) ou hybrides
rechargeables (lancements de la Chevrolet Volt en décembre 2010, de la Prius III en
version hybride rechargeable à l’été 2012). Ces derniers, contrairement aux hybrides de
première génération, utilisent également l’électricité en provenance du réseau électrique
comme source d’énergie primaire.
Si le déploiement des infrastructures de rechargement, nécessaires à ces véhicules
hybrides rechargeables comme aux véhicules tout électriques, est une des clés de la
réussite du développement du parc automobile rechargeable, pour atteindre par exemple
en France l’objectif ﬁxé en octobre 2009 par le gouvernement de deux millions de
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véhicules rechargeables en circulation en 2020, ce n’est pas la seule. Le coût actuellement
supérieur à l’achat de tels véhicules à celui des véhicules essence ou diesel et l’autonomie
encore limitée des batteries des véhicules tout électriques sont en eﬀet deux freins
majeurs.
Aﬁn de compenser ce surcoût et d’augmenter l’autonomie des batteries par une
amélioration du rendement du moteur, on attend des systèmes de motorisation de
ces véhicules "verts", et notamment des machines électriques, un fonctionnement aussi
proche que possible de leurs performances optimales. Ceci passe par la commande de
ces machines par des algorithmes de contrôle performants. En embarquant de telles
machines au sein d’un véhicule, on sort toutefois du cadre industriel traditionnel, où
les machines ont un fort taux d’utilisation, et ce à un régime quasi-constant et dans
leur plage nominale de fonctionnement. Au contraire, embarquées, les machines doivent
répondre aux sollicitations constamment changeantes, plus ou moins brèves et intenses,
du conducteur, et parfois même, temporairement, être autorisées à sortir de leur plage
de fonctionnement. De plus, il n’est plus question de réguler le régime mais le couple,
et ce sans mesure directe. Aﬁn, dans ce contexte particulier, de fournir à tout ins-
tant le couple demandé par le conducteur, tout en minimisant les pertes, maintenant
maximales les performances accessibles et préservant l’intégrité de la machine, deux
principaux objectifs, directement ou indirectement liés à la température interne du mo-
teur, sont visés par cette thèse. Dans celle-ci, les travaux sont appliqués à une machine
synchrone à aimants permanents (MSAP), technologie en plein essor depuis quelques
années, sa grande puissance massique notamment, comparativement à celle des ma-
chines asynchrones, en faisant une bonne candidate pour les applications automobiles.
Le premier objectif vise à diagnostiquer le fonctionnement de la machine et à amélio-
rer sa disponibilité à l’aide d’une surveillance thermique. Organe qui coûte cher sous le
capot, on souhaite utiliser la machine électrique le plus souvent possible, au maximum
de son potentiel, mais sans risque de détérioration, i.e. en respectant une contrainte de
température maximale. Une surchauﬀe du moteur peut en eﬀet entraîner une déma-
gnétisation irréversible des aimants ou encore la fonte des isolants entre les ﬁls. Aﬁn de
n’être ni trop prudent ni pas assez quant à cette contrainte thermique, la connaissance
en permanence de la température interne de celle-ci semble être la solution évidente, le
fonctionnement de la machine, lors des phases transitoires notamment, pouvant alors
lui être adaptée.
Si le premier objectif a essentiellement pour but d’améliorer les performances en
transitoire de la machine, le second concerne quant à lui l’amélioration de ses perfor-
mances statiques en cherchant à assurer le meilleur contrôle en couple possible, i.e. ne
dégradant pas les puissance et couple fournis. Plus précisément, le contrôle en couple
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est réalisé à l’aide d’algorithmes faisant intervenir certains paramètres physiques de
la machine, parmi lesquels deux - l’intensité du ﬂux des aimants et la résistance des
enroulements - dépendent de la température. Ces deux paramètres sont donc amenés
à subir des variations au cours d’un trajet et, faire abstraction de celles-ci entraînant
une dégradation des performances, une connaissance en ligne de ces paramètres et de
leurs évolutions, aﬁn de leur adapter le contrôle en ligne, semble nécessaire.
Il apparaît que ces objectifs sont tous deux liés à la connaissance en ligne de la
température interne de la machine électrique, le premier directement, le second indirec-
tement via la connaissance des paramètres en dépendant. Des relations simples existant
entre variations de température et variations des paramètres, la connaissance directe en
ligne de la température permettrait de combiner les deux objectifs. Cependant, l’utilisa-
tion d’un capteur interne de température dans un contexte véhicule n’étant pas viable,
les deux objectifs sont à l’inverse réunis par la connaissance en ligne des paramètres
dépendants de la température. Cette connaissance peut ainsi être directement utilisée
en vue du second objectif et préalablement convertie en variations de température en
vue du premier.
Dans cette thèse, nous cherchons donc à estimer en ligne les deux paramètres phy-
siques du moteur dépendants de la température, l’intensité du ﬂux des aimants et la
résistance des bobinages. A cette ﬁn, il s’agit de concevoir des observateurs de ces deux
paramètres, basés sur une modélisation réaliste de la machine, et n’utilisant que les in-
formations disponibles, à savoir celles issues des capteurs électriques existants de tension
et courant, voire d’un capteur de position. De plus, aﬁn d’être robuste aux paramètres
liés à la charge mécanique (inertie, friction, couple de charge), souvent dynamiquement
changeants ou inconnus, nous faisons le choix de n’utiliser que les équations électriques
de la machine, nous passant donc de l’équation mécanique. D’autre part, l’estimation
de la position, qui fait par ailleurs l’objet de nombreuses recherches spéciﬁques, n’est
certes pas l’objectif premier de cette thèse, mais si celle-ci est accessible simultanément
avec l’estimation d’un paramètre dépendant de la température, il serait dommage de
s’en priver. Plus de détails sur l’organisation du manuscrit sont désormais donnés.
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Organisation du manuscrit
Ce manuscrit s’organise en huit chapitres. Le premier présente la machine synchrone
à aimants permanents et revient sur les enjeux de cette thèse et la démarche adoptée.
Le second est consacré à l’établissement d’un modèle plus réaliste de la machine, le
troisième chapitre étant alors l’écrin du développement et de la mise en œuvre expéri-
mentale d’un algorithme d’identiﬁcation hors ligne des paramètres de la machine, visant
entre autres à valider ce nouveau modèle. Les chapitres 4 à 8 enﬁn sont consacrés au
développement, à l’étude et à l’implémentation de deux observateurs de paramètres. Le
premier (chapitres 4 à 6), dit de Luenberger, ne nécessite pas d’information de position
et estime en ligne le ﬂux et la position. Au développement de l’observateur dans le cas
idéal (chapitre 4) succèdent son adaptation au modèle réaliste (chapitre 5) et l’étude
de l’impact du bruit de mesure (chapitre 6). Le chapitre 7 porte lui sur le second ob-
servateur, dit de Kreisselmeier, nécessitant une information de position et estimant
potentiellement le ﬂux, la résistance et l’inductance de la machine. Enﬁn, le chapitre 8
est consacré à la mise en œuvre expérimentale de ces deux observateurs.
Chapitre 1 : Modélisation de la MSAP et problématique de l’estimation
en ligne de sa température
Le premier chapitre s’intéresse tout d’abord au principe de fonctionnement d’une
machine synchrone à aimants permanents et à sa modélisation classique. Le principe
d’un contrôle en couple de la machine est ensuite présenté. Celui-ci met notamment
en évidence l’importance de la bonne connaissance en ligne des paramètres du moteur
dépendants de la température. La suite de ce chapitre revient alors plus en détails sur ce
second objectif lié à l’amélioration des performances statiques de la machine, ainsi que
sur le premier objectif relatif à l’amélioration des performances en transitoire. Enﬁn, la
manière d’estimer la température est discutée et la démarche adoptée présentée.
Chapitre 2 : Exploitation et amélioration de la modélisation classique
Le deuxième chapitre porte sur la modélisation de la machine. Dans un premier
temps, des propriétés de la modélisation classique de la machine sont étudiées et font
notamment voir le jour à une solution particulière qui nous sera très utile par la suite à
de nombreuses reprises. Dans un second temps, la modélisation classique présentant des
limites quand il s’agit de l’utiliser expérimentalement, un modèle plus réaliste est établi,
faisant intervenir deux nouveaux paramètres par la modélisation de ﬁltres entre les
signaux exacts et les signaux mesurés. Enﬁn, une version approchée de ce modèle réaliste
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est également établie, se concentrant sur le déphasage apporté par les ﬁltres. Cette
version approchée, développée pour des raisons historiques, sera utilisée uniquement
dans le chapitre 3.
Chapitre 3 : Identiﬁcation hors-ligne des paramètres physiques du mo-
teur et du déphasage
Le troisième chapitre est consacré à l’identiﬁcation hors-ligne des paramètres phy-
siques du moteur et du déphasage introduit par la modélisation réaliste du chapitre
2. A cette ﬁn, un algorithme d’identiﬁcation reposant sur une méthode de moindres
carrés est mis au point et mis en œuvre expérimentalement. Si cet algorithme permet
non seulement de diagnostiquer à un instant donné l’état du moteur en déterminant la
valeur de ses paramètres, il est également précieux pour valider la modélisation réaliste
et comparer sa vraisemblance à celle de la modélisation classique. Enﬁn, une étude de
robustesse de l’algorithme aux bruits de mesure sur les signaux de courant et tension
est menée par analyse de Monte-Carlo.
Après que les chapitres 2 et 3 ont permis d’établir et de valider un modèle réaliste du
moteur, les chapitres 4 à 8 s’intéressent à la conception, à l’étude et à la mise en œuvre
de deux observateurs basés sur cette modélisation. Ces deux observateurs correspondent
à deux situations bien diﬀérentes. Si pour l’observateur de Luenberger, présenté aux
chapitres 4 à 6, la position est supposée inconnue, à l’inverse elle est supposée mesurée
et connue pour l’observateur de Kreisselmeier, lequel fait l’objet du chapitre 7. Chacun
des deux observateurs est dans un premier temps développé à partir de la modélisation
classique avant d’être adapté à la modélisation réaliste.
Ainsi, les chapitres 4 à 6 sont consacrés à l’observateur non linéaire de Luenberger.
Cet observateur, robuste aux paramètres relatifs à la charge mécanique, permet, à
vitesse non nulle, d’estimer l’intensité du ﬂux des aimants et la position du rotor, à
l’aide uniquement des signaux mesurés de courant et tension et de la connaissance
de valeurs approchées de la résistance et de l’inductance. L’étude est divisée en trois
chapitres. Le chapitre 4 introduit l’observateur basé sur la modélisation classique, le
chapitre 5 l’adapte à la modélisation réaliste et le chapitre 6 étudie l’impact du bruit
de mesure sur l’observateur. Par ailleurs, des résultats expérimentaux sont présentés
au chapitre 8.
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Chapitre 4 : Observation sans mesure de position : Observateur non
linéaire de Luenberger - Cas idéal
Le quatrième chapitre présente l’observateur non linéaire de Luenberger dans le cas
idéal où les signaux mesurés de courant et tension sont égaux aux signaux exacts. De ce
fait, l’observateur est, dans ce chapitre, construit à partir de la modélisation classique
de la machine électrique. Dans un premier temps, aux exposés du sous-système issu de
la loi de Faraday sur lequel est basé l’observateur et du problème d’estimation succède
l’établissement de l’observabilité instantanée du ﬂux et de la position à vitesse non nulle.
L’observateur sensorless, i.e. sans utilisation de capteur de position, de Luenberger est
alors construit, puis certaines de ses propriétés sont étudiées pour la solution particulière
établie au chapitre 2. Enﬁn, une étude de robustesse de l’observateur à une mauvaise
connaissance de la résistance et de l’inductance clôt le chapitre.
Chapitre 5 : Observateur non linéaire de Luenberger - Cas réaliste
Le cinquième chapitre adapte l’observateur non linéaire de Luenberger, présenté
au chapitre 4, au cas réaliste, i.e. pour lequel les signaux mesurés de courant et ten-
sion diﬀèrent des signaux exacts. Après avoir constaté que, si l’observabilité n’est pas
remise en cause par l’adaptation, ce n’est en revanche pas le cas de la mesurabilité,
des solutions sont proposées. Ainsi, des méthodes de transformation des équations de
l’observateur puis de reconstruction par déconvolution des signaux exacts à partir des
signaux mesurés sont étudiées. Les apports respectifs des diﬀérentes solutions sont enﬁn
comparés en simulation.
Chapitre 6 : Observateur non linéaire de Luenberger - Impact du bruit
de mesure et choix des pôles
Le sixième chapitre étudie l’impact du bruit de mesure sur les signaux de courant
et tension sur les performances de l’observateur, ainsi que le rôle des pôles, i.e. le degré
de liberté du réglage de l’observateur, dans la minimisation des biais d’estimation. Le
chapitre est essentiellement constitué de deux parties : une étude théorique et une
étude en simulation. L’étude théorique vise à résoudre les équations de l’observateur en
présence de bruit après avoir déﬁni un modèle de bruit. Elle est menée pour la solution
particulière et, les calculs n’étant pas simples, dans le cadre de la modélisation classique,
seul le bruit de mesure étant ainsi pris en compte et non pas le bruit de modèle.
D’autres hypothèses simpliﬁcatrices sont également eﬀectuées, l’étude se concentrant
alors notamment sur l’impact du bruit sur les tensions sur l’estimation du ﬂux. La
plupart des calculs de cette étude sont détaillés dans l’annexe A. En revanche, l’étude
xxxvi
en simulation, moins limitante, est réalisée dans le cadre de la modélisation réaliste
et sans hypothèse supplémentaire. Cette étude se décompose en deux étapes : une
minimisation des erreurs sur des grilles de pôles à régimes et bruits ﬁxés, puis une
analyse de Monte-Carlo, sur des proﬁls de régime variable et avec des bruits diﬀérents
d’une simulation à l’autre, permettant de valider les pôles optimaux déterminés par les
grilles.
Chapitre 7 : Observation avec mesure de position : Observateur de
Kreisselmeier
Le septième chapitre est consacré à l’observation avec mesure de position et à l’ob-
servateur de Kreisselmeier développé dans ce but. A partir du modèle de la machine
électrique dénué, comme pour l’observateur de Luenberger, de sa partie mécanique, ren-
dant l’observation robuste aux paramètres relatifs à la charge mécanique, on cherche à
estimer trois paramètres physiques du moteur, à savoir la résistance des enroulements,
l’intensité du ﬂux des aimants et l’inductance. Dans un premier temps, l’observabilité
de ces trois paramètres est étudiée et ne permet pas d’établir de condition nécessaire
et suﬃsante simple d’observabilité. Une condition nécessaire, presque toujours suﬃ-
sante en pratique, est toutefois exposée et peut être complétée d’un test d’observabilité
fournissant une condition suﬃsante. Aﬁn d’exploiter les diﬀérents cas d’observabilité,
l’observateur de Kreisselmeier est alors introduit, d’abord dans le cas idéal puis adapté
au cas réaliste. Selon les situations, il permet d’observer tout ou partie de l’état. Une
étude en simulation de l’observateur termine le chapitre.
Chapitre 8 : Mise en œuvre expérimentale des deux observateurs
Le huitième chapitre regroupe les résultats expérimentaux obtenus avec chacun des
deux observateurs. Au préalable, les bancs électriques, et en particulier le banc SMILE,
ayant servi de support à la mise en œuvre expérimentale sont présentés. Des résultats
complémentaires en simulation, notamment d’estimation de variations de température,
sont exposés dans l’annexe B.
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Chapitre 1
Modélisation de la MSAP et
problématique de l’estimation en
ligne de sa température
Ce chapitre présente la modélisation classique d’une machine synchrone à aimants
permanents et s’intéresse à la problématique de l’estimation en ligne de sa tempéra-
ture interne. Dans un premier temps, nous présentons le principe de fonctionnement
d’une telle machine (§1.1), lequel nous permet en partant de la physique d’établir les
équations classiques du moteur dans deux repères ﬁctifs diﬀérents (§1.2). S’ensuit une
présentation d’un contrôle en couple de la MSAP (§1.3), laquelle met en évidence l’im-
portance d’une bonne connaissance en ligne des paramètres dépendants de la tempéra-
ture aﬁn d’améliorer les performances statiques de la machine. A ce premier enjeu de
la connaissance en temps réel de la température vient s’ajouter un enjeu d’amélioration
des performances en transitoire (§1.4). Enﬁn, à un état de l’art des méthodes d’esti-
mation en ligne de la température succède la description de la démarche d’estimation
adoptée (§1.5).
1.1 Principe de fonctionnement d’une MSAP
La plupart de ce qui est explicité dans ce paragraphe ainsi que dans le suivant est
plus ou moins librement inspiré de [8].
1.1.1 Structure de la machine
Une machine synchrone à aimants permanents est une machine à courant alternatif
constituée d’enroulements au stator et d’aimants permanents au rotor. Le schéma 1.1(a)
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donne un aperçu en vue transversale d’une telle machine avec deux enroulements au
stator, séparés de 90°. Le rotor, au centre, peut adopter une multitude de structures
diﬀérentes, parmi lesquelles la ﬁgure 1.1(b) présente deux exemples.
(a) MSAP (b) Rotors avec aimants en surface ou enterrés
Figure 1.1 – Vues transversales d’une MSAP et de son rotor
Le schéma de gauche présente ainsi un rotor avec aimants en surface, tandis que
celui de droite présente un rotor à aimants enterrés. La diﬀérence essentielle entre ces
deux types d’architecture réside dans leur inductance. Dans le cas d’une machine à
aimants en surface, la perméabilité magnétique de l’aimant étant proche de celle de
l’air de l’entrefer et le fer du rotor ayant partout la même épaisseur, l’inductance est
sensiblement identique quelle que soit la position du rotor relativement au stator. La
machine est dite à pôles lisses. En revanche, dans le cas d’une machine à aimants
enterrés, les aimants sont insérés dans le fer dont la perméabilité est bien diﬀérente.
Cette saillance des pôles, i.e. cette dissymétrie, fait alors varier à chaque fraction de
tour du rotor la valeur de l’inductance de chacun des enroulements statoriques. Une
telle machine, dont l’inductance n’est pas invariante par rotation du rotor, est dite à
pôles saillants.
La machine à laquelle nous nous intéressons est elle une machine triphasée, i.e.
constituée de trois phases au stator, bobinées sinusoïdalement et séparées de 120° l’une
de l’autre. Selon les cas, nous considérerons une machine à pôles lisses ou à pôles
saillants. Les deux modèles seront explicités au paragraphe 1.2.
1.1.2 Fonctionnement de la machine
Le fonctionnement d’une machine synchrone à aimants permanents repose sur l’in-
teraction entre le champ magnétique tournant ~B créé par les courants injectés dans
les trois phases du stator et le moment magnétique ~M des aimants permanents du
rotor, aligné avec l’axe du rotor. Le stator est en eﬀet composé, dans le cas d’une
machine triphasée, de trois enroulements disposés à 120 degrés l’un de l’autre dans
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l’espace et parcourus par des courants triphasés ia, ib et ic équilibrés, i.e. temporelle-
ment déphasés de 120° entre eux, si bien que ia+ ib+ ic ≡ 0. On a ainsi ia = Itri sinωt,
ib = Itri sin
(
ωt− 2π3
)
et ic = Itri sin
(
ωt+ 2π3
)
, avec Itri et ω l’amplitude et la pulsation
des courants. Ces trois enroulements créent trois champs alternatifs dont la résultante
est un champ ~B de module constant tournant dans l’espace à la vitesse ω égale à la
pulsation des courants.
Le pilotage de la machine s’eﬀectue alors en contrôlant le couple ~τ exercé sur le
rotor par les courants des enroulements statoriques. Macroscopiquement et de manière
simpliﬁée, ce couple moteur peut être vu comme le résultat du produit vectoriel entre
le champ magnétique ~B créé par le stator et le moment magnétique ~M du rotor :
~τ ≈ ~M ∧ ~B. Le couple moteur est donc fonction du sinus de l’angle entre ~M et ~B.
Dans le cas d’un fonctionnement en moteur, le couple est positif si ~B est en avance sur
~M . En l’absence de couple résistant sur le rotor, les deux vecteurs sont colinéaires et le
couple moteur nul. L’application d’un couple de charge au rotor tendant à le ralentir, ~M
prend alors du retard sur ~B et ce décalage créé le couple moteur au rotor. Si ce couple
moteur est capable de compenser exactement le couple résistant, le rotor continue à
tourner en synchronisme avec le champ entraîneur ~B et le décalage entre ~M et ~B reste
constant. En revanche, en cas de variation brutale de la fréquence des courants ou du
couple résistant, l’angle entre ~B et ~M risque de devenir supérieur à 90°, provoquant la
décroissance du couple moteur et pouvant mener au décrochage de la machine. Pour
éviter tout décrochage et obtenir un comportement stable de la machine, il est donc
nécessaire de contrôler la position relative du champ ~B par rapport à ~M , les deux
devant tourner à la même fréquence, dite de synchronisme. La fréquence statorique
ne doit alors pas être imposée mais être la conséquence de cet asservissement. Dans
notre cas, cet asservissement vise à faire suivre un couple consigne au couple moteur de
la machine, comme nous le détaillerons dans le paragraphe 1.3. De plus, comme nous
allons le voir, cet asservissement nécessite une information précise sur la position du
rotor, laquelle peut être obtenue à l’aide d’un capteur de position précis ou bien d’un
observateur de cette position, dans le cas d’un contrôle sensorless.
Aﬁn de faciliter le positionnement relatif du champ ~B par rapport au moment ~M ,
i.e. par rapport à l’axe du rotor, un changement de repère préalable est judicieux.
1.1.3 Changements de repères : transformations de Concordia et de
Park
Nous avons vu dans le paragraphe précédent que le champ tournant ~B était obtenu
par un système de trois enroulements disposés à 120° l’un de l’autre et parcourus par des
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courants triphasés équilibrés ia, ib et ic (ﬁgure 1.2(a)). Or, ﬁctivement, on obtiendrait
ce même champ, tournant à la même vitesse ω, avec un système de deux enroulements
placés à 90° et parcourus par des courants sinusoïdaux iα et iβ en quadrature temporelle,
i.e. déphasés de 90°, et d’amplitude
√
3
2 fois supérieure à celle des courants triphasés :
iα = I sinωt et iβ = −I cosωt avec I =
√
3
2Itri(ﬁgure 1.2(b)).
(a) Système triphasé ﬁxe (b) Système diphasé ﬁxe (c) Système diphasé
tournant
Figure 1.2 – Obtention du même champ tournant ~B dans trois systèmes diﬀérents
Il est donc possible de passer du système triphasé ﬁxe lié au stator (a, b, c) au
système diphasé ﬁxe lié au stator (α, β) pour générer le même champ tournant. Ceci
s’eﬀectue par la transformation dite de Concordia à l’aide de la matrice C donnée par
(1.1). De manière générale, tout signal Xabc =
(
Xa Xb Xc
)T
exprimé dans le repère
(a, b, c) peut s’exprimer dans le repère (α, β) par Xαβ =
(
Xα Xβ
)T
= CXabc. La
matrice C−1 permet le changement de repère inverse.
C =
√
2
3
 1 −1/2 −1/2
0
√
3/2 −√3/2
 , C−1 = √2
3

1 0
−1/2
√
3
2
−1/2 −
√
3
2
 (1.1)
De plus, on obtiendrait toujours ce même champ, tournant à la même vitesse ω,
avec un système de deux enroulements disposés à 90°, parcourus par des courants id
et iq ("d" pour direct et "q" pour quadrature), et placés dans un repère (d, q), d’axe d
aligné avec le moment magnétique ~M du rotor et tournant en synchronisme avec lui
(ﬁgure 1.2(c)). On peut donc passer du système diphasé ﬁxe lié au stator (α, β) au
système diphasé tournant lié au rotor (d, q). Ceci s’eﬀectue par une rotation, à l’aide
de la matrice R donnée par (1.2), laquelle fait intervenir l’angle θ, appelé angle de
Park. Cet angle devant traduire la position du rotor, on a θ = ωt. De manière générale,
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tout signal Xαβ exprimé dans le repère (α, β) peut s’exprimer dans le repère (dq) par
Xdq =
(
Xd Xq
)T
= R(θ)Xαβ .
R(θ) =
 cos θ sin θ
− sin θ cos θ
 , R−1(θ) = R(−θ) =
 cos θ − sin θ
sin θ cos θ
 (1.2)
Il est évidemment également possible de passer directement du repère triphasé ﬁxe
(a, b, c) au repère diphasé tournant (d, q). Ceci s’eﬀectue par la transformation dite de
Park, à l’aide de la matrice P donnée par (1.3). Inversement, on passe du repère (d, q)
au repère (a, b, c) par la transformation de Park inverse à l’aide de P−1 donnée par
(1.4).
P(θ) =
√
2
3
 cos θ cos
(
θ − 2π
3
)
cos
(
θ +
2π
3
)
− sin θ − sin
(
θ − 2π
3
)
− sin
(
θ +
2π
3
)
 , (1.3)
P−1(θ) =
√
2
3

cos θ − sin θ
cos
(
θ − 2π
3
)
− sin
(
θ − 2π
3
)
cos
(
θ +
2π
3
)
− sin
(
θ +
2π
3
)
 (1.4)
En résumé, on a :
Xdq = R(θ)Xαβ = R(θ)CXabc = P(θ)Xabc . (1.5)
Ainsi, dans le repère tournant (d, q), le vecteur ~M est ﬁxe et colinéaire à l’axe
d. Il suﬃt alors de positionner le vecteur champ ~B, également ﬁxe à la fréquence de
synchronisme, créé par les deux courants ﬁctifs et constants en régime établi id et iq
circulant dans les enroulements tournants ﬁctifs.
1.2 Modélisations classiques de la MSAP
1.2.1 De la physique aux équations
Comme nous l’avons évoqué précédemment, le fonctionnement de la machine syn-
chrone à aimants permanents repose sur les interactions entre les champs créés par les
aimants permanents du rotor et par les courants circulants dans les enroulements du
stator. Aﬁn d’établir les équations du modèle, notons ~BR le champ magnétique créé
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dans l’entrefer par les aimants du rotor et rappelons que ~B est le champ magnétique
créé dans l’entrefer par les courants circulant dans les enroulements du stator.
Le couple ~τ recherché, exercé par le champ ~B sur le rotor, est impossible à déterminer
directement du fait de l’absence d’enroulements au rotor. Le couple ~τS , exercé par les
aimants du rotor sur les enroulements des diﬀérentes phases, est alors dans un premier
temps calculé. Puis, par la troisième loi de Newton, les forces magnétiques exercées
par le champ magnétique tournant du stator sur le rotor étant opposées aux forces
exercées par le champ magnétique du rotor sur les courants statoriques, on en déduit
~τ = −~τS . Ainsi, de la petite variation de force de Laplace d~FSa sur les courants dans
les enroulements de la phase a, produit vectoriel de ces courants orientés avec ~BR,
on déduit la petite variation de couple d~τSa puis le couple ~τSa , exercés par ~BR sur
les enroulements de la phase a. Les mêmes calculs sont eﬀectués sur les trois phases.
D’après [8, p.454], on obtient alors, dans le cas d’un moteur à pôles lisses :
τSa = p
√
2
3
φia sin θ , τSb = p
√
2
3
φib sin
(
θ − 2π
3
)
, τSc = p
√
2
3
φic sin
(
θ +
2π
3
)
,
(1.6)
avec p le nombre de paires de pôles du moteur et φ l’intensité du ﬂux dû aux aimants
du rotor. On en déduit τS en sommant les couples exercés sur les trois phases puis :
τ = −p
√
2
3
φ
(
ia sin θ + ib sin
(
θ − 2π
3
)
+ ic sin
(
θ +
2π
3
))
. (1.7)
Figure 1.3 – Circuit équivalent d’une phase de la MSAP
En ce qui concerne les équations électriques, elles se déduisent des lois d’Ohm et
de Faraday, cette dernière stipulant qu’un circuit soumis à un ﬂux magnétique variable
est le siège d’une force électromotrice e. Pour ce faire, on regarde chaque phase comme
un circuit électrique (ﬁgure 1.3). On note ψsi le ﬂux magnétique dans les enroulements
de la phase i, issu de la somme des champs magnétiques créés par les courants des
enroulements des trois phases du stator et ψmi le ﬂux dans les enroulements de la
phase i issu du champ magnétique créé par les aimants permanents du rotor. Puis on
introduit le ﬂux magnétique total ψi = ψsi + ψmi . On obtient alors, en supposant les
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tensions des diﬀérentes phases ua, ub et uc équilibrées :
uabc = Riabc +
dψabc
dt
, (1.8)
avec R la résistance de chaque phase du stator, et les ﬂux ψmi dus aux aimants donnés,
d’après [8, p.452], par :
ψmabc =
√
2
3
φ

cos θ
cos
(
θ − 2π
3
)
cos
(
θ − 4π
3
)
 . (1.9)
A l’aide de la transformation de Park (1.3), on en déduit ψmd = φ et ψmq = 0. De
même, en appliquant la transformation de Park aux tensions, courants et ﬂux de (1.8),
on obtient :
dψd
dt
= −Rid + ωψq + ud ,
dψq
dt
= −Riq − ωψd + uq ,
(1.10)
soit, en supposant φ constant :
dψsd
dt
= −Rid + ωψsq + ud ,
dψsq
dt
= −Riq − ω(ψsd + φ) + uq .
(1.11)
D’après [8, p.452], dans le cas d’un moteur non saturé à pôles lisses (i.e. avec une
inductance isotrope notée L), on a :
ψsabc =
2
3
L

1 −1/2 −1/2
−1/2 1 −1/2
−1/2 −1/2 1
 iabc , (1.12)
soit, comme les courants sont équilibrés, i.e. ia + ib + ic ≡ 0 :
ψsabc = Liabc , et donc ψsdq = Lidq . (1.13)
Dans le cas où la machine est à pôles saillants, l’inductance n’est pas invariante par
rotation du rotor. Toujours dans le cas d’une machine non saturée 1, cette variation
1. Dans le cas, non traité dans cette thèse, d’une machine saturée, les proportionnalités entre ψsd
et id et ψsq et iq n’existent plus pour les courants élevés.
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de l’inductance est traduite dans le repère (d, q) à l’aide de l’introduction de deux
inductances notées Ld et Lq, avec donc Ld 6= Lq si la machine est à pôles saillants et
Ld = Lq = L si la machine est à pôles lisses, telles que :
ψsd = Ldid ,
ψsq = Lqiq .
(1.14)
Ainsi, par (1.11) et (1.14), les équations électriques, dans le repère (d, q), d’une machine
non saturée s’écrivent :
Ld
did
dt
= −Rid + ωLqiq + ud ,
Lq
diq
dt
= −Riq − ω(Ldid + φ) + uq .
(1.15)
En outre, s’il est aisé, en appliquant la transformation de Park à (1.7), de voir que,
dans le cas d’une machine à pôles lisses, on a τ = pφiq, on admet (cf. [8, p.649]) que
l’équation du couple dans le repère (d, q) d’une machine à pôles saillants est donnée
par :
τ = pφiq + p(Ld − Lq)idiq . (1.16)
Ces équations mécaniques et électriques établies, il nous est désormais possible de
présenter les équations du modèle d’une machine synchrone à aimants permanents.
Nous allons donner ces modélisations dans les deux repères privilégiés dans lesquels
elles sont couramment exprimées : le repère ﬁxe lié au stator (α, β) et le repère tournant
lié au rotor (d, q). Ces deux modèles présentent des intérêts complémentaires. Ainsi, le
modèle (α, β) est mieux adapté à la conception d’observateur, tandis que le modèle
(d, q) est essentiellement orienté contrôle en couple.
1.2.2 Modèle classique d’une MSAP dans le repère lié au rotor
La modélisation classique, dans le repère (d, q), d’une MSAP à pôles saillants et
non saturée est donnée par les équations suivantes :
Ld
did
dt
= −Rid + ωLqiq + ud ,
Lq
diq
dt
= −Riq − ω(Ldid + φ) + uq ,
Jm
dω
dt
= pφiq + p(Ld − Lq)idiq − τL = τ − τL ,
dθ
dt
= ω ,
(1.17)
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avec p le nombre de paires de pôles de la machine, ω = pωm la vitesse électrique de
rotation de l’arbre du rotor et θ = pθm l’angle électrique de position du rotor, ωm et θm
étant les vitesse et angle mécaniques 2. (ud, uq) et (id, iq) représentent respectivement
les tensions de commande et les courants dans le repère tournant (d, q), dépendant des
signaux mesurés (ia, ib, ic) et (ua, ub, uc) dans le repère ﬁxe (a, b, c), et de la position
du rotor intervenant dans la transformation de Park (1.3). τ , la grandeur à réguler,
est le couple fourni par le moteur, τL le couple de charge et Jm le moment d’inertie.
Les diﬀérents paramètres intervenant dans (1.17) sont la résistance des enroulements
statoriques R, l’intensité du ﬂux dû aux aimants du rotor 3 φ et les inductances directe
et en quadrature (Ld, Lq) qui modélisent la saillance du moteur. Notons que si les
inductances sont supposées être constantes, la résistance et le ﬂux sont en revanche des
paramètres dépendant de la température.
1.2.3 Modèle classique d’une MSAP dans le repère lié au stator
Dans le repère (α, β), cette modélisation se déduit de (1.17) en utilisant (1.2) et
s’écrit :
uαβ =
d
dt
[(L0I + L1M2θ) iαβ] +Riαβ + φω
 − sin θ
cos θ
 ,
Jm
dω
dt
= pφ(iβ cos θ − iα sin θ) + pL1((i2β − i2α) sin 2θ + 2iαiβ cos 2θ)− τL ,
dθ
dt
= ω ,
(1.18)
avec M2θ =
 cos 2θ sin 2θ
sin 2θ − cos 2θ
, L0 = Ld + Lq
2
et L1 =
Ld − Lq
2
. Les courants et
tensions (iα, iβ) et (uα, uβ) ne dépendent ici plus de la position du rotor qui intervient
explicitement. Si la machine est à pôles lisses (Ld = Lq = L), ces équations se simpliﬁent
pour aboutir au système plus agréable suivant :
L
diα
dt
= −Riα + ωφ sin θ + uα ,
L
diβ
dt
= −Riβ − ωφ cos θ + uβ ,
Jm
dω
dt
= pφ(−iα sin θ + iβ cos θ)− τL = τ − τL ,
dθ
dt
= ω .
(1.19)
2. Par la suite, toute vitesse exprimée en tr/min est implicitement une vitesse mécanique.
3. Pour simpliﬁer, ce paramètre sera souvent dénommé "ﬂux".
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Démonstration. D’après (1.2) :
uα = ud cos θ − uq sin θ
=
(
cos θLd
did
dt
− sin θLq diq
dt
)
+R (cos θid − sin θiq)
− ω(Lqiq cos θ + Ldid sin θ)− φω sin θ .
(1.20)
Or :
did
dt
= cos θ
diα
dt
+ sin θ
diβ
dt
− iαω sin θ + iβω cos θ ,
diq
dt
= cos θ
diβ
dt
− sin θdiα
dt
− iαω cos θ − iβω sin θ .
(1.21)
Donc :
uα = (Ld cos
2 θ + Lq sin
2 θ)
(
diα
dt
+ ωiβ
)
+
sin 2θ
2
(Ld − Lq)
(
diβ
dt
− ωiα
)
+ Riα − ω(Lq cos2 θ + Ld sin2 θ)iβ − ω(Ld − Lq)iα sin 2θ
2
− φω sin θ
= ωiβ(Ld − Lq) cos 2θ +
(
Ld + Lq
2
+
Ld − Lq
2
cos 2θ
)
diα
dt
+
sin 2θ
2
(Ld − Lq)diβ
dt
− ωiα(Ld − Lq) sin 2θ +Riα − φω sin θ
= L1
(
2ωiβ cos 2θ + cos 2θ
diα
dt
+ sin 2θ
diβ
dt
− 2ωiα sin 2θ
)
+ L0
diα
dt
+Riα − φω sin θ ,
uα = L1
d
dt
(iα cos 2θ + iβ sin 2θ) + L0
diα
dt
+Riα − φω sin θ .
(1.22)
De même :
uβ = L1
d
dt
(iα sin 2θ − iβ cos 2θ) + L0diβ
dt
+Riβ + φω cos θ . (1.23)
Enﬁn :
τ = pφiq + p(Ld − Lq)idiq ,
τ = pφ(iβ cos θ − iα sin θ) + p(Ld − Lq)
(
(i2β − i2α)
sin 2θ
2
+ iαiβ cos 2θ
)
,
(1.24)
et on obtient le résultat.
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1.3 Contrôle en couple de la MSAP
Dans le contexte automobile, l’objectif de la commande d’une MSAP est de faire
suivre au couple τ le couple de consigne τ⋆ désiré. Le principe de la commande, dite
commande vectorielle, de la machine est illustré par la ﬁgure 1.4, inspirée de [33].
Figure 1.4 – Principe de la commande vectorielle de la MSAP
Cette commande s’eﬀectue traditionnellement dans le repère (d, q). Dans un premier
temps, la consigne de couple τ⋆ est traduite en des consignes de courants i⋆d et i
⋆
q à
l’aide d’un problème d’optimisation sur lequel nous reviendrons un peu plus loin. Deux
correcteurs Proportionnels Intégraux (PI), un sur chaque courant, sont alors utilisés et
fournissent les tensions de commande ud et uq permettant de faire converger les courants
id et iq vers leurs références i⋆d et i
⋆
q . Ces tensions ﬁctives dans le repère (d, q) sont alors
transformées en tensions triphasées dans le repère ﬁxe (a, b, c) via la transformation
de Park inverse (1.3). Une Modulation de Largeur d’Impulsion (MLI) permet alors
d’en déduire les rapports cycliques à envoyer sur chacune des phases d’un onduleur
triphasé pour commander l’ouverture et la fermeture de ses interrupteurs de puissance
(des IGBT par exemple). Puis les trois phases de la machine sont alimentées par les
tensions de sortie de l’onduleur. Par ailleurs, les courants intervenant dans la régulation
sont issus de mesures en sortie de machine, i.e. dans le repère triphasé ﬁxe (a, b, c). Les
courants (ia, ib, ic) sont alors convertis en courants ﬁctifs (id, iq) par transformation de
Park également.
La transformation de Park (ou son inverse) intervient ainsi à deux reprises dans
la commande en couple de la machine. Celle-ci dépendant de la position, une bonne
connaissance à tout instant de cette dernière est primordiale pour assurer le meilleur
contrôle possible. Outre un potentiel décrochage de la machine pour une erreur de 90°,
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voire une inversion de son sens de rotation, une mauvaise connaissance de la position
entraîne en eﬀet des performances sous-optimales de la machine du fait d’un contrôle en
couple mal adapté. Ceci sera illustré au chapitre suivant par les ﬁgures 2.3 et 2.4. Deux
alternatives existent aﬁn de connaître cette position en ligne : l’utilisation d’un capteur
de position ou, dans la cadre d’un contrôle sensorless, la conception et l’utilisation
d’un estimateur de position. De même, le contrôle en couple nécessite la connaissance
en ligne de la vitesse, laquelle peut être soit estimée, soit obtenue par dérivation de la
position délivrée par un capteur.
Revenons désormais sur l’obtention des consignes de courants i⋆d et i
⋆
q à partir de la
consigne de couple τ⋆. L’équation (1.16) nous indique que le couple est une hyperbole
dans le plan (id, iq). Comme il existe une inﬁnité de paires (id, iq) solutions, la référence
est déterminée à l’aide d’un problème d’optimisation, visant par exemple à minimiser
les pertes. Pour les besoins du contrôle, supposons que nous disposions des paramètres
estimés (R̂, φ̂, L̂d, L̂q). Ces estimations peuvent alors être utilisées pour générer la réfé-
rence (i⋆d, i
⋆
q) en résolvant le problème d’optimisation suivant [32], lequel minimise les
pertes Joule : (
i⋆d, i
⋆
q
)
= arg min
(id,iq)∈R2
(
i2d + i
2
q
)
,
sous contraintes : (i) τ⋆ = pφ̂iq + p
(
L̂d − L̂q
)
idiq ,
(ii) i2d + i
2
q ≤ i2max ,
(iii) u2d + u
2
q ≤ u2max ,
(1.25)
avec imax issu de considérations thermiques et umax de contraintes technologiques (ten-
sion maximale délivrable par le bus continu). (i) est issu de (1.17) et (iii) est donné par
les équations électriques de (1.17) en régime permanent :
ud = R̂id − ωL̂qiq ,
uq = R̂iq + ω(L̂did + φ̂) .
(1.26)
La contrainte de tension intervient donc aux vitesses élevées. La ﬁgure 1.5 illustre ce
problème d’optimisation. Le point de fonctionnement minimisant les pertes Joule est
la projection orthogonale de l’origine sur l’hyperbole décrite par le couple à condition
que ce point soit situé à l’intérieur du cercle limite des courants et de l’ellipse limite des
tensions. Si tel n’est pas le cas, le point optimal sera situé à l’intersection de l’hyperbole
et du contour limite le plus contraignant. Enﬁn, si l’hyperbole ne coupe pas les deux
contours limites, le problème n’a pas de solution. Ce problème d’optimisation dérive
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directement du problème classiquement utilisé dit de Maximum Torque Per Ampere
(MTPA), qui, à pertes Joule données, maximise le couple :(
i⋆d, i
⋆
q
)
= arg max
(id,iq)∈R2
τ ,
sous contraintes : (i) τ = pφ̂iq + p
(
L̂d − L̂q
)
idiq ,
(ii) i2d + i
2
q = i
2
max ,
(iii) u2d + u
2
q ≤ u2max .
(1.27)
Le problème de MTPA ﬁxe donc le cercle de rayon i2max et lui cherche une trajectoire de
couple tangente, tandis que dans le problème minimisant les pertes Joule, la trajectoire
de couple est ﬁxée et on cherche le cercle de rayon i2d + i
2
q qui lui est tangent. De
plus amples informations sur l’interprétation géométrique de problèmes d’optimisation
relatifs à la commande de machines électriques peuvent être trouvées dans [7, partie
1.3].
0
0
 id
 iq
vd
2+vq
2
=v
max
2
id
2+iq
2
=i
max
2
(id*,iq*)
τ*
Figure 1.5 – Illustration du problème d’optimisation minimisant les pertes Joule
Outre la nécessité susmentionnée d’une bonne connaissance de la position, le prin-
cipe de la commande de la MSAP donne un premier aperçu de l’importance d’une
bonne connaissance des paramètres (R̂, φ̂, L̂d, L̂q) dont dépend fortement la solution du
problème d’optimisation. Nous allons désormais nous intéresser plus en détails aux en-
jeux liés à la bonne connaissance de ces paramètres estimés et de manière plus générale
à celle de la température du moteur, dont dépendent certains paramètres.
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1.4 Enjeux liés à la connaissance de la température de la
MSAP
On distingue deux enjeux essentiels relatifs à la connaissance de la température
de la machine. Nous venons en eﬀet d’entrevoir qu’aﬁn d’assurer le meilleur contrôle
en couple possible, il était nécessaire de bien connaître à tout instant les valeurs des
paramètres du moteur. Or, parmi ces paramètres, deux dépendent de la température
du moteur, amenée à subir des variations au cours d’un trajet, à savoir la résistance des
enroulements du stator via la résistivité du cuivre et le ﬂux des aimants permanents
qui se démagnétisent avec la température. La valeur de l’inductance, elle, ne dépend
pas de la température. On voit donc apparaître le premier enjeu. Le second enjeu vise
à améliorer la disponibilité du moteur tout en évitant toute détérioration, grâce à la
connaissance de sa température.
1.4.1 Premier enjeu : Fournir le couple demandé malgré l’échauﬀe-
ment du moteur et maintenir les couple et puissance maximum
accessibles
Le premier enjeu consiste à éviter de dégrader les performances du moteur quand
celui-ci chauﬀe, en adaptant en ligne le contrôle en couple aux variations des paramètres
physiques du moteur dépendant de la température. Pour ce faire, ces paramètres phy-
siques doivent être déterminés en ligne, soit par une estimation directe des paramètres,
soit en reliant leurs variations aux variations de température.
En eﬀet, par défaut, le contrôle en couple est réglé en utilisant les valeurs à tempé-
rature nominale (20°C) des paramètres. De ce fait, à température nominale, le contrôle
s’acquitte bien de sa tâche et fournit le couple demandé. En revanche, si la tempéra-
ture est diﬀérente, les valeurs des paramètres physiques du moteur utilisées pour le
contrôle en couple sont diﬀérentes de leurs valeurs réelles. Le problème d’optimisation
(1.25 ou 1.27) s’en trouve biaisé puisque les courants consigne en résultant, optimaux
à température nominale, ne le sont plus à la température réelle. Le couple fourni est
alors inférieur au couple demandé, et il en va de même pour la puissance fournie,
produit du couple par le régime. En particulier, en limite de zone de fonctionnement,
les puissance et couple maximum ne sont plus accessibles. Ainsi, aﬁn de fournir les
puissance et couple demandés en tout point de fonctionnement, et en particulier de
maintenir les puissance et couple maximum accessibles, il est nécessaire d’alimenter le
problème d’optimisation avec les bonnes valeurs des paramètres. En résulte un contrôle
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en couple adaptatif permettant de retrouver les mêmes performances à toute tempé-
rature qu’à température nominale. Notons qu’actuellement ce sont essentiellement des
cartographies des courants consigne i⋆d et i
⋆
q en fonction du couple et de la vitesse qui
sont utilisées par les constructeurs automobiles. Aucun compte n’est alors tenu des
variations des paramètres.
Aﬁn d’illustrer la dégradation des performances due à la non-adaptation en ligne
du contrôle aux variations des paramètres dépendant de la température, et donc in-
versement le gain de performance envisageable en cas d’adaptation, intéressons-nous
à la ﬁgure 1.6. Les performances de deux moteurs y sont présentées. Les courbes de
gauche concernent le moteur du banc SMILE 1.0 (cf. §8.1.2) dont les paramètres sont
indiqués dans le tableau 8.1 et avec imax = 12.2A et umax = 184V . Comme la tension
maximale autorisée est assez élevée pour ce moteur faible puissance, elle n’est pas en-
core contraignante (cf. 1.25 (iii)) aux vitesses maximales d’utilisation de la machine.
Un cas "plus classique" est donc également présenté sur les courbes de droite. Il s’agit
d’un moteur dimensionné pour un bus électrique 4. Dans chacun des cas, on suppose
le moteur chauﬀé à 120°C 5. Les ﬁgures 1.6(a) et 1.6(b) comparent le couple maximal
accessible, dans le cas d’un contrôle adapté aux variations de paramètres et dans celui
d’un contrôle nominal utilisant, comme son nom l’indique, les valeurs nominales des pa-
ramètres, i.e. leurs valeurs à 20°C. En pratique, les pertes Joule, c’est-à-dire i2max, sont
ﬁxées et le problème de MTPA (1.27) eﬀectué pour déterminer les courants consigne
maximisant le couple. Dans le cas d’un contrôle adaptatif, l’optimisation est basée sur
la bonne valeur des paramètres à 120°C. Les courants consigne déterminés permettent
donc bien d’obtenir le couple maximal. En revanche, dans le cas nominal, l’optimisation
est basée sur le moteur à froid, i.e. les valeurs de R̂ et de φ̂ utilisées dans le problème
d’optimisation sont leurs valeurs nominales. Les courants consigne déterminés seraient
donc optimaux à 20°C mais ne le sont pas à la température réelle de 120°C : ils ne
permettent pas d’obtenir le couple maximal. Sur les ﬁgures, on constate ainsi la dégra-
dation de la plage de fonctionnement allant jusqu’à 8 à 10% lorsque les variations dues
à la température ne sont pas prises en compte. A tous les régimes dans le cas du banc
SMILE 1.0, pour les régimes faibles dans le cas du bus électrique. Cette dégradation est
bien évidemment d’autant plus grande que la température est élevée. En multipliant
le couple par le régime, les ﬁgures 1.6(c) et 1.6(d) s’intéressent de manière analogue
à la dégradation de la plage de puissance accessible. Les ordres de grandeur des gains
potentiels sont les mêmes, la principale diﬀérence venant du fait que, dans le cas du
4. p = 4, R = 6.3mΩ, φ = 0.098Wb, Ld = 0.30mH, Lq = 0.48mH, imax = 429A, umax = 184V
5. D’après (1.30) et (1.31), le ﬂux réel est alors inférieur de 12% au ﬂux nominal à 20°C et la
résistance réelle supérieure de 40% à la résistance nominale.
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bus électrique, c’est cette fois-ci à haut régime qu’il est le plus possible de gagner en
puissance accessible. Enﬁn, les ﬁgures 1.6(e) et 1.6(f), obtenues en appliquant le pro-
blème de minimisation des pertes Joule à couple ﬁxé (1.25), présentent, sur toute la
plage de fonctionnement du moteur, la perte de couple, i.e. le couple demandé moins
le couple fourni, en cas de non-adaptation en ligne du contrôle. C’est ainsi pour les
couples les plus élevées que la sous-utilisation du moteur est la plus importante sans
adaptation. Notons que nous n’avons ici présentés que deux exemples, et que les ordres
de grandeurs des extensions des plages de fonctionnement dépendent grandement des
paramètres du moteur considéré et des contraintes.
Remarque : Des deux paramètres dépendants de la température, c’est le ﬂux qui
joue un rôle essentiel ici, de part sa présence dans l’équation du couple. La résistance
n’intervient en eﬀet que dans l’équation des limites de tension et son rôle est nettement
moins signiﬁant. Pour plus de précision, il convient d’évoquer l’allure de la courbe ré-
gime/couple maximum. Ainsi, la ﬁgure 1.6(b) par exemple peut être séparée en deux
zones, le régime limite 6 se situant aux alentours de 2600 tr/min. Sur la ﬁgure 1.6(a), le
régime limite se situerait au-delà des 6000 tr/min, étant donné que la contrainte umax
(tension du bus continu) est très élevée. Pour les régimes inférieurs au régime limite,
c’est la contrainte de courant maximum qui est limitante, la tension maximum n’étant
pas encore atteinte. Le couple maximum accessible est donc indépendant du régime. La
dégradation du couple avec le contrôle nominal a alors pour origine unique la diﬀérence
entre le ﬂux nominal utilisé dans le problème d’optimisation et le ﬂux réel, et est la
même pour tous les régimes inférieurs au régime limite. Puis, au régime limite, la ten-
sion maximum est atteinte. Pour maintenir u2d + u
2
q = u
2
max malgré l’augmentation du
régime, il est alors notamment nécessaire, comme on le voit avec (1.26), de diminuer le
courant id, i.e. de l’augmenter en valeur absolue. C’est ce que l’on appelle le déﬂuxage.
En conséquence, pour respecter la contrainte de courant maximum, le courant iq, po-
sitif, diminue, tout comme du coup le couple maximum accessible. La diﬀérence entre
couple demandé et fourni, issue de la diﬀérence entre le ﬂux nominal utilisé dans le
problème d’optimisation et le ﬂux réel lors du contrôle nominal, diminue alors environ
proportionnellement à iq et au couple. De plus, la diﬀérence entre la valeur nominale
de la résistance utilisée dans l’équation des limites de tension via (1.26) et la résis-
tance réelle impacte également, mais légèrement, l’optimisation et donc la fourniture
de couple.
6. régime de base de la machine
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Figure 1.6 – Apport du contrôle adaptatif sur les performances - moteur à 120°C
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1.4.2 Second enjeu : Améliorer la disponibilité du moteur
Outre la maintien des performances statiques de la machine évoqué au paragraphe
précédent, la connaissance de la température peut permettre d’améliorer la disponi-
bilité du moteur via une amélioration des performances en transitoire de la machine.
Contrairement à la situation précédente où connaître la température n’est qu’indirecte-
ment nécessaire, cette potentielle amélioration est directement basée sur la température.
La connaissance à tout instant de cette température peut en eﬀet permettre d’autoriser
une utilisation sûre de la machine au-delà de ses capacités nominales, lorsqu’il n’y a
aucun danger de surchauﬀe, là où traditionnellement, par un excès de prudence forcé
dû à la méconnaissance de la température, les constructeurs limitent énormément ces
dépassements. Il ne faut en eﬀet par perdre de vue qu’il est primordial d’éviter une
surchauﬀe trop importante de la machine, laquelle pourrait détériorer cette dernière,
en entraînant par exemple la fonte des isolants entre les ﬁls et/ou une démagnétisation
irréversible des aimants (cf. paragraphe 1.5.4). La surveillance de la température alliée
à une limite haute de température permet alors d’utiliser le moteur au maximum de
son potentiel tout en maintenant son intégrité. Des couples plus élevés étant ainsi ac-
cessibles à moteur égal, un sous-dimensionnement de la machine est envisageable pour
atteindre des couples similaires avec un plus petit moteur.
Pour illustrer cet enjeu, nous allons comparer deux approches. La première est
l’approche usuellement appliquée et consiste en une gestion heuristique, i.e. fournissant
rapidement une solution réalisable mais pas nécessairement optimale, de la dynamique
thermique. Il s’agit d’une approche pire cas. Sans la connaissance de la température,
cette approche consiste, dans un premier temps, à autoriser une surcharge pendant
une durée préétablie fonction de la valeur de la surcharge, comme nous l’indiquent les
abaques de la ﬁgure 1.7, issues du catalogue technique Leroy Somer [1] de la machine
électrique utilisée au banc SMILE 1.0 (cf. §8.1.2). Ainsi, dans ce cas, l’application du
couple crête standard est autorisée pendant une durée de 2 secondes et celui de 1,2
fois ce couple crête pendant 0,25s. Dans un second temps, s’ensuit une attente durant
laquelle aucune surcharge n’est plus autorisée, aﬁn de refroidir le moteur. On voit que
cette approche est donc très/trop prudente et qu’elle peut limiter le fonctionnement
d’un moteur pourtant encore froid. En revanche, la seconde approche adapte sa gestion
à la température. Grâce à la connaissance de cette dernière, la surcharge maximale est
connue à tout instant et peut varier d’une fois sur l’autre pour un même dépassement
de couple requis, le but étant de ne pas dépasser une température maximale ﬁxée.
Aucune attente inutile n’est donc nécessaire et des surcharges plus importantes et plus
longues peuvent être autorisées. La mise en œuvre en simulation de ces deux approches
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apparaît sur la ﬁgure 1.8.
Figure 1.7 – Gestion des dépassements de couple par approche heuristique
Le dimensionnement d’une machine pour un cycle est traditionnellement réalisé de
telle sorte à ce que le couple maximum le long du cycle soit accessible. Si l’on dimen-
sionne la machine pour le cycle de la ﬁgure 1.8(a), le moteur n’aura aucun problème à
fournir le couple requis à tout instant du cycle. En revanche, regardons ce qui ce passe
si on utilise une machine sous-dimensionnée pour ce cycle. Les ﬁgures 1.8(b) et 1.8(c)
comparent respectivement la température du moteur et le couple fourni lorsque l’une ou
l’autre des deux approches est appliquée. La température maximale à ne pas dépasser
est ici ﬁxée à 80°C. Dans le cas de l’approche heuristique, après plusieurs surcharges, le
couple se retrouve bridé au couple nominal pendant un certain temps, durant lequel le
couple requis ne peut plus être fourni. Pourtant, un regard sur la courbe de température
nous indique que cette dernière était encore fort raisonnable au moment où le couple a
été limité. En revanche, avec l’approche basée sur la température, la température maxi-
male n’étant jamais atteinte, le couple requis est toujours fourni. Sur la ﬁgure 1.8(c),
la courbe de couple requis est en eﬀet confondue avec celle du couple fourni avec l’ap-
proche basée sur la température. Ainsi, la connaissance de la température rend possible
un sous-dimensionnement de la machine.
Notons que cette connaissance de la température pourrait également être utilisée
à des ﬁns d’étude de vieillissement de la machine, en quantiﬁant de combien vieillit
la machine pour telle température pendant telle durée. Calculs qui seraient reliés aux
résultats de tests ponctuels réguliers du vieillissement des aimants (par la valeur du
ﬂux) et des enroulements (test d’isolement pour savoir si on se rapproche d’une rupture
d’isolement).
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Figure 1.8 – Apport de la connaissance de la température sur les performances en
régime dynamique
1.5 Estimation de la température interne d’une MSAP
Le paragraphe 1.4 a mis en évidence les améliorations possibles des performances
statiques et en transitoire de la machine, en cas de connaissance précise de la tempé-
rature interne du moteur. Le présent paragraphe expose les trois principales solutions
pouvant être considérées dans l’optique d’une telle connaissance et précise la démarche
adoptée dans cette thèse.
1.5.1 Utilisation de capteurs de température
Une solution pour connaître la température interne du moteur consisterait évi-
demment à utiliser des capteurs de température, à la surface du rotor et dans les
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enroulements statoriques. Cependant, si cette solution peut être envisagée dans le cas
d’une machine isolée utilisée sur un banc d’essais, moyennant quelques aménagements,
c’est loin d’être le cas pour une utilisation dans un contexte véhicule. Introduction
de retards, multiplication des connexions, rotation des aimants et perturbations élec-
tromagnétiques par les appareils électriques avoisinants sont autant d’obstacles qui se
présentent à l’encontre de cette solution. Se pose également la question du coût pour
une mise en série sur véhicule.
1.5.2 Utilisation d’un modèle thermique
Une seconde option repose sur la conception et l’utilisation d’un modèle thermique
du moteur. Un tel modèle, généralement assez complexe pour être suﬃsamment précis,
se base sur la géométrie des diﬀérents composants de la machine, sur les paramètres
spéciﬁques au matériel, ainsi que sur les sources de chaleurs connues et les échanges de
chaleurs entre les diﬀérents composants. La température est alors estimée en un certain
nombre de points (d’un seul à plus de dix) du moteur. On trouve un bon état de l’art
sur les modèles thermiques de MSAP et plus généralement de machines électriques dans
[12]. De celui-ci, il ressort que les modèles thermiques sont essentiellement utilisés pour
faire du diagnostic et veiller à la préservation de l’intégrité du moteur en prévenant les
surchauﬀes.
Cependant, l’utilisation d’un modèle thermique peut poser problème dans le contexte
automobile. En eﬀet, du fait du conﬁnement sous le capot, des sources de chaleur ex-
ternes, non prises en compte dans le modèle, sont susceptibles de venir perturber ce
dernier. Ces modèles sont en outre très complexes, le seraient d’ailleurs d’autant plus
si on décidait de prendre en compte les sources externes de chaleur, et peuvent de ce
fait être délicats à concilier avec une supervision temps réel et surtout avec le contrôle
adaptatif.
1.5.3 Estimation en ligne des paramètres dépendants de la tempéra-
ture
Enﬁn, la troisième méthode repose sur l’estimation en ligne des paramètres dépen-
dants de la température, que l’on peut ensuite relier aux variations de température via
des relations simples. On rappelle que les deux paramètres dépendants de la tempé-
rature sont le ﬂux des aimants et la résistance des enroulements. Diverses méthodes
existent pour estimer ces paramètres. A l’instar de notre objectif, certaines publications,
comme [46] ou [49] traitent de l’estimation dans le but de remonter à la température.
Ainsi, [46] présente un observateur du ﬂux des aimants, basé sur la prise en compte
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des non-linéarités dues aux saturations, dans le but d’estimer la température du rotor.
Parallèlement, [49] estime la résistance par plusieurs méthodes basées sur des injections
de courants aﬁn de remonter à la température des enroulements. En fait, de nombreuses
publications s’intéressent à l’estimation des paramètres de la MSAP dans un contexte
plus général et ne se limitent pas à ces deux seuls paramètres. Ainsi, [36] et [29] estiment
résistance et inductances, respectivement à l’aide de l’implémentation d’un algorithme
basé sur les erreurs de sortie en ﬁxant le ﬂux à sa valeur nominale et à l’aide d’une
méthode basée sur le théorème de stabilité de Lyapunov. [21] s’intéresse également à
l’estimation de la résistance et des inductances de deux types de MSAP diﬀérents grâce
à un algorithme des moindres carrés récursifs. On trouve aussi des estimations du ﬂux,
comme dans [50] où un ﬁltre de Kalman est utilisé. Dans [52] sont testés en simulation
deux ﬁltres de Kalman étendus, estimant soit le ﬂux, soit la résistance. Enﬁn, dans
[28], un réseau de neurones est implémenté pour estimer, à régime ﬁxé, inductances,
résistance et ﬂux à partir des mesures de courant, tension et vitesse. De cet état de l’art,
il ressort qu’il semble diﬃcile d’estimer en ligne expérimentalement simultanément la
résistance et le ﬂux de manière correcte, l’estimation de la résistance notamment étant
délicate quand le régime s’élève du fait d’une mauvaise robustesse aux erreurs sur les
autres paramètres du moteur, comme le souligne [25]. Ceux qui s’en sortent le mieux,
relativement à ce dernier point, utilisent en général des moteurs présentant une résis-
tance élevée (supérieure à 1Ω) et des points de fonctionnement confortables : régime
constant ni trop faible, (pour ne pas avoir de problème d’observabilité), ni trop élevé
(le terme contenant la résistance devenant alors faible devant les autres).
Dans [35], P. Milanfar propose également une méthode d’estimation de la tempéra-
ture basée à la fois sur une estimation des paramètres dépendants de la température à
partir de mesures de courants et de tensions, et sur un modèle thermique assez simple
reposant sur un modèle de pertes et une mesure de la température de surface intégrée
dans le modèle, ce qui lui permet d’obtenir la température dans les enroulements. Les
approches sont alors insuﬃsamment précises indépendamment mais la combinaison des
deux limite les erreurs.
1.5.4 Démarche adoptée
La démarche adoptée dans cette thèse pour estimer la température interne d’une
MSAP est la dernière présentée : l’estimation en ligne des paramètres dépendants de
la température. Comme nous l’avons évoqué, cette méthode apparaît en eﬀet comme
la plus viable dans les contextes automobile et temps-réel. En outre, elle permet de
combiner les deux enjeux présentés au paragraphe 1.4, le premier faisant directement
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intervenir les estimées des paramètres dépendants de la température, tandis que le
second repose directement sur l’estimation de la température. Ces deux estimations
(paramètres et température) sont certes liées, mais la précision requise pour l’adaptation
en ligne du contrôle est plus grande que celle requise pour la surveillance des limites
des température. Il est donc préférable de convertir les variations de paramètres en
variations de température que l’inverse.
Il va donc s’agir de concevoir des algorithmes d’estimation - des observateurs -
de l’intensité du ﬂux dû aux aimants du rotor et de la résistance des bobinages du
stator, basés sur une modélisation réaliste de la machine 7, utilisant uniquement les
capteurs électriques existants de courants et tensions, voire de position. Les variations
de résistance et de ﬂux estimées seront alors converties en variations respectives de
température du stator et du rotor, à l’aide des relations suivantes.
Relation entre résistance des enroulements et température
Constitués de cuivre, les enroulements du stator voient leur résistivité augmenter
avec la température. La ﬁgure 1.9 présente ainsi en bleu les valeurs exactes de la résis-
tivité du cuivre à diﬀérentes températures telles que données dans [26].
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Figure 1.9 – Résistivité du cuivre en fonction de la température
On constate que, excepté aux très basses températures, lesquelles ne nous intéressent
pas, la résistivité varie quasiment linéairement avec la température. D’après [18], on
peut alors écrire :
ρ = ρ0(1 + α(TS − TS0)) , (1.28)
7. Pour des raisons empiriques historiques, la saturation magnétique ne sera toutefois pas prise en
compte.
23
Chapitre 1. Modélisation de la MSAP et problématique de l’estimation en ligne de sa
température
avec ρ la résistivité du cuivre à la température TS , ρ0 = 1, 678.10−8Ωm la résistivité
du cuivre à la température TS0 = 20°C et α le coeﬃcient de température de résistivité
du cuivre. Comme la résistance est proportionnelle à la résistivité, on a :
R = R0(1 + α(TS − TS0)) , (1.29)
avec R la résistance à la température TS et R0 la résistance à la température TS0 =
20°C. D’après [18], aux alentours de la température ambiante, le coeﬃcient α du cuivre
vaut environ 3, 93.10−3K−1. La résistivité calculée avec cette formule est indiquée en
rouge sur la ﬁgure 1.9. Ainsi pour deux températures quelconques Ts1 et Ts2 , on a,
avec R1 la résistance à la température Ts1 , R2 la résistance à la température Ts2 ,
∆R = R2 −R1 et ∆TS = TS2 − TS1 :
∆R
R0
= α∆TS avec α = 3, 93.10−3K−1 . (1.30)
Une variation de 1% de la résistance équivaut ainsi à une variation d’environ 2.5°C, i.e.
une variation de 1°C équivaut à une variation d’environ 0, 4% de la résistance.
Relation entre ﬂux des aimants et température
De type NdFeB, les aimants permanents du rotor se démagnétisent sous l’eﬀet
d’une augmentation de température, entraînant une diminution de ﬂux. Une surchauﬀe
trop importante peut d’ailleurs entraîner une démagnétisation irréversible des aimants.
Ces aimants fonctionneront ainsi sans détérioration irréversible jusqu’à la température
maximale de 180°C, leur température de Curie, i.e. la température à laquelle l’aimant
est complètement démagnétisé, valant TCurie = 310°C. Si l’aimant est chauﬀé entre
180°C et 310°C, la démagnétisation n’est que partielle mais irréversible.
A l’instar des variations de résistivité, le ﬂux varie quasi linéairement avec la tem-
pérature. Aux alentours de la température ambiante, il est possible, d’après [9], d’écrire
pour deux températures TR1 et TR2 :
∆φ
φ0
= αB∆TR avec αB = −0.12%K−1 , (1.31)
avec φ0 le ﬂux à la température TR0 = 20°C, φ1 et φ2 les ﬂux respectifs aux températures
TR1 et TR2 , ∆φ = φ2 − φ1, ∆TR = TR2 − TR1 et αB le coeﬃcient de température de
l’induction rémanente des aimants NdFeB.
Une variation de 1% du ﬂux équivaut ainsi à une variation d’environ 8.5°C, i.e. une
variation de 1°C équivaut à une variation d’environ 0, 12% du ﬂux.
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1.6 Conclusion
En guise de conclusion à ce chapitre introductif, intéressons-nous au schéma réca-
pitulatif de la ﬁgure 1.10.
Figure 1.10 – Schéma récapitulatif : Modélisation, Estimation, Contrôle, Supervision
La démarche consiste en la conception d’observateurs de paramètres, implémen-
tables en ligne, basés sur une modélisation réaliste de la machine, et ayant comme
entrées les signaux mesurés de courant et tension, voire la position θ de la machine
donnée par un capteur de position (partie verte). De part la structure des observateurs,
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il est toutefois parfois possible, comme nous le verrons plus loin, d’estimer également
la position θ̂. Dans ce cas, la position ne fait évidemment plus partie des entrées de
l’observateur. Cette estimation de la position et son intégration dans le contrôle de la
machine est la base du contrôle sensorless d’une machine électrique, qui fait l’objet
d’une littérature très fournie, mais n’est pas l’objet principal de cette thèse, à savoir
l’estimation de la température. Cependant, si nous pouvons disposer d’une estimation
de la position à moindre coût supplémentaire, il n’y a pas de raison de s’en priver.
Les paramètres estimés par l’observateur, et notamment les paramètres dépendants
de la température, sont alors utilisés, d’une part pour adapter en ligne le contrôle en
couple de la machine (partie orange), d’autre part pour estimer en ligne les tempéra-
tures du stator, par les variations ∆R̂ de résistance des enroulements, et du rotor, par
les variations ∆φ̂ du ﬂux des aimants (partie violette). Ces estimations de tempéra-
tures permettent la mise en place d’une surveillance thermique. Cette dernière pourra
être utilisée pour diagnostiquer le fonctionnement de la machine et pour améliorer sa
disponibilité, sans risque de détérioration.
Revenons désormais sur deux éléments importants de la première phrase du para-
graphe précédent : les observateurs doivent être basés sur une modélisation réaliste et
ils ont comme entrées les signaux mesurés de courant et tension. De ce fait, l’utilisation
de la modélisation classique présentée dans ce chapitre sous-entend que l’on travaille sur
les signaux exacts de courant et tension. Ceci étant expérimentalement peu probable,
il est préférable de modiﬁer ces équations classiques pour tenir compte de la diﬀérence
entre signaux mesurés et signaux exacts (partie bleue). Aussi allons nous maintenant
nous intéresser à la conception d’un modèle plus réaliste de la machine (chapitre 2)
puis à la validation de celui-ci (chapitre 3).
26
Chapitre 2
Exploitation et amélioration de la
modélisation classique
Dans ce chapitre, nous revenons sur la modélisation de la machine synchrone à ai-
mants permanents en étudiant tout d’abord certaines propriétés des équations de la
modélisation classique avant d’améliorer cette modélisation de manière à nous rappro-
cher de la réalité. Ainsi, le paragraphe 2.1 étudie, dans un premier temps, certaines
propriétés d’invariance du modèle avant d’introduire et d’étudier une solution parti-
culière à tensions et couple constants dans le repère (d, q), laquelle sera d’une grande
aide pour simpliﬁer des calculs complexes par la suite. Puis, le paragraphe 2.2 établit
un nouveau modèle plus réaliste de la machine à partir de la modélisation classique en
introduisant des ﬁltres entre signaux exacts et signaux mesurés. Ce nouveau modèle
fait alors l’objet au paragraphe 2.3 d’une approximation ne retenant que le caractère
déphasant des ﬁltres. Le paragraphe 2.1 est indépendant des paragraphes 2.2 et 2.3,
excepté un résultat de 2.1 utile pour les deux autres paragraphes. Les résultats de 2.1
seront également utilisés à plusieurs reprises dans les chapitres suivants.
2.1 Etude de propriétés du modèle classique de la MSAP
Dans ce paragraphe, nous étudions tout d’abord des propriétés d’invariance du
modèle, avant d’introduire et d’étudier une solution particulière à tensions et couple
constants dans le repère (d, q) à partir de l’équilibre du modèle. Les résultats de ce
paragraphe nous serons utiles à diverses reprises par la suite.
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2.1.1 Propriétés utiles d’invariance
Les équations de la MSAP présentent plusieurs invariances. Parmi celles-ci, deux
nous intéressent particulièrement et nous serons utiles par la suite : l’invariance sous
l’action d’une variation du régime et l’invariance sous l’action d’une variation du couple.
Nous présentons ces invariances sur le modèle classique de la MSAP dans le repère (d, q)
(1.17). Ne touchant pas à la position θ, comme nous allons le voir, ces invariances sont
également valables pour le modèle classique dans le repère (α, β).
Invariance sous l’action d’une variation de régime
Soit V = (id, iq, ud, uq, θ, R, Ld, Lq, φ, Jm, ω, τL). On déﬁnit l’action d’une constante
réelle kω sur V comme la fonction Fkω déﬁnie par :(
ikωd , i
kω
q , u
kω
d , u
kω
q , θ
kω , Lkωd , L
kω
q , φ
kω , Rkω , Jkωm , ω
kω , τkωL , t
kω
)
= Fkω(V, t, kω) =
(
id , iq , kωud , kωuq , θ , Ld , Lq , φ, kωR,
Jm
k2ω
, kωω , τL ,
t
kω
)
.
(2.1)
Ecrites dans les variables kω, les équations (1.17) sont :
Lkωd
dikωd
dtkω
= −Rkω ikωd + ωkωLkωq ikωq + ukωd ,
Lkωq
dikωq
dtkω
= −Rkω ikωq − ωkω(Lkωd ikωd + φkω) + ukωq ,
Jkωm
dωkω
dtkω
= pφkω ikωq + p(L
kω
d − Lkωq )ikωd ikωq − τkωL ,
dθkω
dtkω
= ωkω .
(2.2)
En revenant aux variables initiales, ceci donne :
Ldkω
did
dt
= −kωRid + kωωLqiq + kωud ,
Lqkω
diq
dt
= −kωRiq − kωω(Ldid + φ) + kωuq ,
k2ω
k2ω
Jm
dω
dt
= pφiq + p(Ld − Lq)idiq − τL ,
kω
dθ
dt
= kωω .
(2.3)
Ainsi les équations avec les variables transformées (2.3) sont les mêmes que les équations
avec les variables originelles (1.17), à condition de multiplier les tensions et la résistance
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proportionnellement au régime et de diviser l’inertie par le carré de la constante de pro-
portionnalité. Il y a donc, sous cette condition, invariance sous l’action d’une variation
de régime. Nous retrouvons ici l’approximation bien connue de proportionnalité entre
tensions et régime, valide lorsque ce dernier est à peu près constant (pour que l’eﬀet
de l’inertie soit négligeable) et assez élevé (pour que l’eﬀet de la résistance soit négli-
geable). Et bien sûr, étant donnée la proportionnalité entre les deux, le régime déﬁnit
l’échelle de temps. Ce point est essentiel pour la sélection des constantes de temps dans
tout ce qui est traitement des signaux électriques, observateurs compris.
Invariance sous l’action d’une variation de couple
On déﬁnit l’action d’une constante réelle kτ sur V comme la fonction Fkτ déﬁnie
par :(
ikτd , i
kτ
q , u
kτ
d , u
kτ
q , θ
kτ , Lkτd , L
kτ
q , φ
kτ , Rkτ , Jkτm , ω
kτ , τkτL , t
kτ
)
= Fkτ (V, t, kτ ) =
(
kτ id , kτ iq , ud , uq , θ ,
Ld
kτ
,
Lq
kτ
, φ,
R
kτ
, kτJm , ω , kττL , t
)
.
(2.4)
Ecrites dans les variables kτ , les équations (1.17) sont :
Lkτd
dikτd
dtkτ
= −Rkτ ikτd + ωkτLkτq ikτq + ukτd ,
Lkτq
dikτq
dtkτ
= −Rkτ ikτq − ωkτ (Lkτd ikτd + φkτ ) + ukτq ,
Jkτm
dωkτ
dtkτ
= pφkτ ikτq + p(L
kτ
d − Lkτq )ikτd ikτq − τkτL ,
dθkτ
dtkτ
= ωkτ .
(2.5)
En revenant aux variables initiales, ceci donne :
Ld
kτ
kτ
did
dt
= −R
kτ
kτ id + ω
Lq
kτ
kτ iq + ud ,
Lq
kτ
kτ
diq
dt
= −R
kτ
kτ iq − ω(Ld
kτ
kτ id + φ) + uq ,
kτJm
dω
dt
= pφkτ iq + p(
Ld
kτ
− Lq
kτ
)k2τ idiq − kττL ,
dθ
dt
= ω .
(2.6)
Ainsi les équations avec les variables transformées (2.6) sont les mêmes que les équations
avec les variables originelles (1.17), à condition de multiplier proportionnellement au
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couple les courants et l’inertie et de diviser la résistance et les inductances par la
constante de proportionnalité. Il y a donc, sous cette condition, invariance sous l’action
d’une variation de couple. Si les ordres de grandeur des divers paramètres ne permettent
pas de tirer de conclusions aussi pertinentes que dans le cas précédent, nous retenons
tout de même que l’échelle de temps est peu aﬀectée par une variation de couple.
2.1.2 Introduction et étude d’une solution particulière
Introduction d’une solution particulière
Dans certains cas, aﬁn de simpliﬁer des calculs quasiment irréalisables dans le cas
général, l’utilisation d’une solution particulière, à tensions et couple constants dans le
repère (d, q), pourra nous être utile. Une telle solution permet en eﬀet de donner des
expressions aux signaux de courants et tensions et à leurs dérivées.
Aﬁn d’introduire une telle solution particulière, nous recherchons si le modèle (1.17)
dans le repère (d, q) admet un point d’équilibre en (id, iq, ω) avec ω > 0 en considérant
les entrées, à savoir les tensions ud et uq et le couple de charge τL, constantes. La
proposition suivante nous renseigne sur ce point.
Proposition 2.1. Si τL, ud et uq sont constants, le modèle (1.17) dans le repère (d, q)
a un point d’équilibre en (id, iq, ω), avec ω > 0, si le couple de charge τL vérifie la
contrainte :
τL <
puq
R
(
φ+ (Ld − Lq)ud
R
)
. (2.7)
Le point d’équilibre est alors donné par :
ideq =
Rud + ωeqLquq − Lqω2eqφ
R2 + LdLqω2eq
,
iqeq =
Ruq − ωeqLdud −Rωeqφ
R2 + LdLqω2eq
,
(2.8)
et ωeq solution de :
(Ruq − ωLdud −Rωφ)2(Ld − Lq)ωLq
R
− τL
p
(R2 + LdLqω
2)2
+(Ruq − ωLdud −Rωφ)(R2 + LdLqω2)
(
φ+ (Ld − Lq)ud
R
)
= 0 .
(2.9)
Dans le cas d’un moteur à pôles lisses (Ld = Lq), la contrainte sur τL devient une
condition nécessaire et suffisante d’existence d’un point d’équilibre.
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Démonstration. La recherche d’un point d’équilibre en (id, iq, ω) pour le modèle (1.17)
donne :
ud = Rid − ωLqiq ,
uq = Riq + ω(Ldid + φ) ,
τL
piq
= φ+ (Ld − Lq)id .
(2.10)
On en déduit :
id =
ωLq
R
iq +
ud
R
,
uq = Riq + ω
[
Ld
(
ωLq
R
iq +
ud
R
)
+ φ
]
,
τL
piq
= φ+ (Ld − Lq)
(
ωLq
R
iq +
ud
R
)
,
(2.11)
soit :
iq =
Ruq − ωLdud −Rωφ
R2 + LdLqω2
,
id =
Rud + ωLquq − Lqω2φ
R2 + LdLqω2
,
τL
p
= (Ld − Lq)ωLq
R
i2q +
[
φ+ (Ld − Lq)ud
R
]
iq .
(2.12)
La dernière équation du système donne (2.9), avec à gauche du signe égal un polynôme
de degré 4 en ω, que l’on note Pω. On a lim
ω→+∞
Pω(ω) = −∞, et :
Pω(0) = R
3uq
[
φ+ (Ld − Lq)ud
R
]
− τL
p
R4 . (2.13)
Donc, si :
τL <
puq
R
[
φ+ (Ld − Lq)ud
R
]
, (2.14)
on a Pω(0) > 0 et il existe une solution ωeq > 0 tel que P (ωeq) = 0. On a alors (2.8).
Dans le cas d’un moteur à pôles lisses (Ld = Lq = L), on a :
Pω(ω) = (Ruq − ωLud −Rωφ)(R2 + L2ω2)φ− τL
p
(R2 + L2ω2)2 , (2.15)
donc :
Pω(ω) = 0⇔ τLL
2
p
ω2 + φ(Lud +Rφ)ω +R
(
τLR
p
− φuq
)
= 0 (2.16)
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⇔ ω =
−φ(Lud −Rφ)±
√
φ2(Lud +Rφ)2 − 4τLL
2R
p
(
τLR
p
− φuq
)
2τLL
2
p
. (2.17)
Il existe alors une solution ω > 0 si et seulement si τL <
pφuq
R
.
Si τL, ud et uq sont constants, il existe donc toujours un équilibre (ideq , iqeq , ωeq)
tant que le couple de charge n’est pas trop fort. C’est cet équilibre que l’on choisit
pour déﬁnir notre solution particulière à tensions ud et uq et couple constants. On
introduit l’indice p pour désigner la solution particulière (dans les chapitres suivants,
lors des études pour la solution particulière, cet indice sera en général omis). Dans
le repère (d, q), on note alors (idp, iqp, ωp) = (ideq , iqeq , ωeq) le point d’équilibre pour
les tensions et couple constants (udp, uqp, τLp). Par la proposition, nous voyons qu’il
n’est pas simple d’exprimer (idp, iqp, ωp) en fonction de (udp, uqp, τLp). De ce fait, on
choisit plutôt, pour la solution particulière, d’exprimer (udp, uqp, τLp) en fonction de
(idp, iqp, ωp). Les équations d’équilibre s’écrivent alors simplement :
udqp = Ridqp + ωp
 −Lqiqp
Ldidp
+
 0
φωp
 ,
τLp = pφiqp + p(Ld − Lq)idpiqp .
(2.18)
En passant en coordonnées polaires, on note :
udqp = U
 cosϕu
sinϕu
 , idqp = I
 cosϕi
sinϕi
 , (2.19)
avec les amplitudes U et I et les phases ϕu et ϕi indépendantes du temps pour la
solution particulière. Les équations d’équilibre s’écrivent alors :
U
 cosϕu
sinϕu
 =
 cosϕi −Lq sinϕi
sinϕi Ld cosϕi
 RI
ωpI
+
 0
φωp
 ,
τLp = pφI sinϕi + p
Ld − Lq
2
I2 sin 2ϕi .
(2.20)
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Par ailleurs, on note que dans le repère (α, β), on a :
uαβp = Uvu , iαβp = Ivi ,
vu =
 cos(θ + ϕu)
sin(θ + ϕu)
 , vi =
 cos(θ + ϕi)
sin(θ + ϕi)
 . (2.21)
Nous allons désormais exploiter cette solution particulière pour caractériser les am-
plitudes des courants et tensions en fonction de la vitesse et du couple, ainsi que pour
déterminer le déphasage entre tensions et courants. Ces caractérisations nous serons
utiles ultérieurement, dans le cadre d’applications numériques, d’analyses d’impacts de
bruits, ou pour une estimation approximative de la vitesse par exemple.
Caractérisation de l’amplitude des courants et tensions en fonction de la
vitesse et du couple
Cherchant à déterminer les amplitudes des courants et tensions à vitesse et couple
donnés, pour diﬀérents jeux de vitesse et couple, l’utilisation de la solution particulière
se prête parfaitement à cette caractérisation. Par ailleurs, comme nous utiliserons celle-
ci dans le cas d’un moteur à pôles lisses, nous nous plaçons dans ce paragraphe dans
le cadre d’un tel moteur, i.e. tel que Ld = Lq = L. D’après (2.18), pour un moteur à
pôles lisses, nous avons :
udqp = Ridqp + Lωp
 −iqp
idp
+
 0
φωp
 ,
τLp = pφiqp .
(2.22)
On en déduit directement l’expression de l’amplitude des courants, qui, comme on pou-
vait s’y attendre comme conséquence des propriétés d’invariance étudiées au paragraphe
2.1.1, ne dépend que du couple et pas du régime :
I =
√
i2dp + i
2
qp =
√
i2dp +
τ2Lp
p2φ2
. (2.23)
En revanche, l’expression de l’amplitude de la tension dépend du régime et du couple,
selon l’expression :
U =
√
R2I2 +
2RτLp
p
ωp + (L
2I2 + φ2 + 2Lidpφ)ω
2
p , (2.24)
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ou l’expression :
U =
√
R2i2dp + ω
2
p(L
2idp2 + φ
2 + 2Lidpφ) +
2Rωp
p
τLp +
R2 + ω2pL
2
p2φ2
τ2Lp . (2.25)
La ﬁgure 2.1 présente une application numérique de ces relations (valeurs données
par le tableau 8.1 et id = −2A sauf pour la ﬁgure 2.1(a)). La ﬁgure 2.1(a) présente pour
diﬀérentes valeurs du courant direct, l’amplitude du courant en fonction du couple, et les
ﬁgures 2.1(b) et 2.1(c) présentent l’amplitude de la tension en fonction respectivement
du régime pour diﬀérents couples et du couple à diﬀérents régimes.
D’après (2.23), on remarque que plus idp est proche de zéro, plus l’amplitude des
courants tend à être proportionnelle au couple, la proportionnalité parfaite étant at-
teinte pour idp = 0, ce que conﬁrme la ﬁgure 2.1(a). De même, l’amplitude des tensions
est quasiment proportionnelle au régime. Seule la résistance vient en eﬀet "empêcher"
cette proportionnalité. Si la résistance était proportionnelle au régime, d’après (2.24),
l’amplitude des tensions le serait également. Les deux premiers termes étant négligeables
devant le troisième pour des régimes suﬃsamment élevés, la proportionnalité est qua-
siment eﬀective. C’est ce que conﬁrme la ﬁgure 2.1(b), la proportionnalité étant même
déjà réaliste pour des régime très faibles. Ceci peut s’avérer intéressant pour inverser
approximativement la relation (2.24) et exprimer le régime en fonction de l’amplitude
de la tension. En revanche, comme on le constate sur la ﬁgure 2.1(c), l’amplitude de la
tension est quasiment indépendante de la valeur du couple.
Détermination du déphasage entre tensions et courants
Toujours dans le cadre d’un moteur à pôles lisses et pour la solution particulière
(2.21), la proposition suivante permet de calculer le déphasage entre les tensions et
courants.
Proposition 2.2. Dans le cadre de la solution particulière (2.21), les phases ϕi et
ϕu du courant et de la tension et le déphasage ∆ϕui = ϕu − ϕi entre courants et
tensions sont donnés, pour une MSAP à pôles lisses, selon les conditions initiales, par
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(ϕi1,ϕu1,∆ϕui1) ou par (ϕi2,ϕu2,∆ϕui2) :
ϕi1 = −ϕa + arcsin
U2 − L2I2ω2p −R2I2 − ω2pφ2
2ωpφI
√
L2ω2p +R
2
 ,
ϕi2 = π − ϕi1 − 2ϕa ,
∆ϕuik = arctan 2
(
LIωp + ωpφ cosϕik
U
,
RI + ωpφ sinϕik
U
)
, k = 1, 2 ,
ϕuk = ∆ϕuik + ϕik , k = 1, 2 ,
(2.26)
avec :
ϕa = arctan 2
 LIωp
I
√
L2ω2p +R
2
,
RI
I
√
L2ω2p +R
2
 . (2.27)
La ﬁgure 2.2 présente, en fonction du couple à 4000 tr/min (ﬁg. 2.2(a)) et en fonction
du régime à 1Nm (ﬁg. 2.2(b)), les deux jeux de valeurs prises par les phases ϕu et ϕi sur
les tensions et sur les courants et les deux déphasages associés. L’application numérique
a été réalisée avec les valeurs du tableau 8.1, avec id = −2A et avec les amplitudes I et
U des courants et tensions données par (2.23) et (2.24). On constate que le déphasage
dépend du régime, notamment à bas régime, et aussi très légèrement du couple. Ces
valeurs nous serons utiles lors d’applications numériques concernant l’observateur de
Luenberger aux paragraphes 4.8, 5.3 et 6.2.9.
Démonstration. La partie électrique des équations d’équilibre (2.20) pour un moteur à
pôles lisses est :
a4
 cosϕu
sinϕu
 = R(−ϕi)
 a2
a1
+
 0
a3
 , (2.28)
avec la rotation R déﬁnie par (1.2) et a1 = LIωp, a2 = RI, a3 = ωpφ et a4 = U .
En multipliant à gauche par la rotation R(ϕi), on obtient le système suivant que l’on
cherche à résoudre en ϕi et en ∆ϕui :
a4 cos∆ϕui − a3 sinϕi = a2 ,
a4 sin∆ϕui − a3 cosϕi = a1 .
(2.29)
On en déduit :
cos∆ϕui = cos
(
arctan
(
a1 + a3 cosϕi
a2 + a3 sinϕi
))
=
1√
1 +
(
a1 + a3 cosϕi
a2 + a3 sinϕi
)2 . (2.30)
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Figure 2.1 – Amplitudes des courant et tension en fonction du régime et du couple
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Puis, d’après la première équation de (2.29) :
±a4(a2 + a3 sinϕi)√
(a2 + a3 sinϕi)2 + (a1 + a3 cosϕi)2
= a2 + a3 sinϕi
⇔
√
a21 + a
2
2 + a
2
3 + 2a3(a2 sinϕi + a1 cosϕi) = ±a4 .
(2.31)
Ainsi, au carré :
a1 cosϕi + a2 sinϕi =
a24 − a21 − a22 − a23
2a3
. (2.32)
Or,
a1 cosϕi + a2 sinϕi =
√
a21 + a
2
2 sin(ϕi + ϕa) , (2.33)
avec :
ϕa = arctan 2
 a1√
a21 + a
2
2
,
a2√
a21 + a
2
2
 . (2.34)
Soit :
sin(ϕi + ϕa) =
a24 − a21 − a22 − a23
2a3
√
a21 + a
2
2
. (2.35)
Il y a donc deux solutions pour ϕi :
ϕi1 = arcsin
a24 − a21 − a22 − a23
2a3
√
a21 + a
2
2
− ϕa ,
ϕi2 = π − (ϕi1 + ϕa)− ϕa = π − ϕi1 − 2ϕa .
(2.36)
Or, par (2.29), on a :
sin∆ϕui =
a1 + a3 cosϕi
a4
, cos∆ϕui =
a2 + a3 sinϕi
a4
. (2.37)
Les deux solutions ∆ϕui1 et ∆ϕui2 sont alors données par :
∆ϕuik = arctan 2
(
a1 + a3 cosϕik
a4
,
a2 + a3 sinϕik
a4
)
, k = 1, 2 . (2.38)
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2.2 Etablissement d’un modèle plus réaliste de la MSAP
par modiﬁcation du modèle classique : Modèle réaliste
ou réaliste-ﬁltre
Nous avons donné au paragraphe 1.2 les équations classiques du modèle de la ma-
chine synchrone à aimants permanents dans les repères liés au rotor et au stator. Ce-
pendant, ce modèle fait intervenir les signaux exacts de courants et de tensions. Or,
expérimentalement, les signaux mesurés ont peu de chance d’être rigoureusement égaux
aux signaux exacts. En eﬀet, il est probable que des retards voire des ﬁltres, dont nous
ne connaissons pas les caractéristiques, se cachent dans les capteurs et plus générale-
ment dans la chaîne d’acquisition. Aﬁn d’approcher au mieux la réalité, nous proposons,
outre le modèle classique "parfait" présenté précédemment, d’établir également une ver-
sion modiﬁée, dit modèle réaliste ou modèle réaliste-ﬁltre, de ce modèle. Nous serons
alors amené, selon les situations à utiliser l’un ou l’autre des modèles.
Aﬁn d’établir ce modèle réaliste, nous faisons l’hypothèse que les tensions et cou-
rants mesurés sont issus d’un ﬁltrage du premier ordre de gain unitaire des tensions et
courants exacts. Nous introduisons alors deux nouveaux paramètres dans le modèle : τu
et τi les constantes de temps respectives des ﬁltres sur les tensions et courants exacts
uabc et iabc. Ainsi, avec yuabc et yiabc les tensions et courants mesurés, on déﬁnit :
yuabc =
1
1 + τus
uabc ,
yiabc =
1
1 + τis
iabc ,
soit :
uabc = τuy˙uabc + yuabc ,
iabc = τiy˙iabc + yiabc .
(2.39)
Les tensions yuαβ et courants yiαβ mesurés dans le repère (α, β) sont ensuite obtenus
en appliquant la transformation de Concordia (1.1) aux tensions et courants mesurés
dans le repère (a, b, c) :
yuαβ = Cyuabc ,
yiαβ = Cyiabc .
(2.40)
Comme C est une matrice constante, y˙uαβ = Cy˙uabc et y˙iαβ = Cy˙iabc et on alors :
uαβ = τuy˙uαβ + yuαβ ,
iαβ = τiy˙iαβ + yiαβ ,
soit :
yuαβ =
1
1 + τus
uαβ ,
yiαβ =
1
1 + τis
iαβ .
(2.41)
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Enﬁn, on obtient les tensions yudq et courants yidq mesurés dans le repère (d, q) en
appliquant la rotation (1.2) aux tensions et courants mesurés dans le repère (α, β) :
yudq = R(θ)yuαβ ,
yidq = R(θ)yiαβ .
(2.42)
La matrice R(θ) n’étant pas constante, on a :
y˙udq = R(θ)y˙uαβ − ω
 sin θ − cos θ
cos θ sin θ
 yuαβ = R(θ)y˙uαβ − ω
 −yuq
yud
 ,
y˙udq = R(θ)y˙uαβ − ωJ yudq ,
(2.43)
avec J déﬁni par (1). On en déduit :
udq = τuy˙udq + yudq + ωτuJ yudq ,
idq = τiy˙idq + yidq + ωτiJ yidq ,
soit :
yudq =
1
1 + τus
(udq + ωτuJ yudq) ,
yidq =
1
1 + τis
(idq + ωτiJ yidq) .
(2.44)
Il suﬃt désormais pour obtenir le modèle réaliste de remplacer uα, uβ, iα, iβ , ud,
uq, id et iq dans les équations du modèle classique (1.17),(1.18) et(1.19) dans les diﬀé-
rents repères par leurs expressions données par (2.41) et (2.44). Il n’est pas nécessaire
d’expliciter les expressions obtenues qui ne feraient qu’amener de la complexité inutile.
On note évidemment que si les constantes de temps τu et τi sont nulles, on retrouve les
équations du modèle classique.
En pratique, les retards ou ﬁltrages apparaissant dans la chaîne d’acquisition ne
sont pas forcément des premiers ordres. Il s’agit alors de considérer le ﬁltre du premier
ordre qui s’en approche le plus. Expérimentalement, pour déterminer les constantes de
temps τu et τi des ﬁltres, une solution consiste à eﬀectuer un réglage "à la main", à
l’aide des observateurs présentés plus loin, ce réglage étant à faire une fois pour toute
pour un couple moteur/chaîne d’acquisition donné. Une autre solution, si τu et τi sont
proches, consiste à utiliser l’algorithme d’identiﬁcation présenté au chapitre 3, lequel
se base sur la modélisation approchée du modèle réaliste présentée au paragraphe 2.3.
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2.3 Approximation du modèle réaliste : Modèle réaliste-
déphasage
Pour des régimes faibles par rapport aux fréquences de coupure des ﬁltres, le prin-
cipal impact des ﬁltres intégrés au modèle est de faire apparaître un déphasage sur
les signaux de tensions et courants, la perte de gain étant faible, l’atténuation du gain
étant en eﬀet d’ordre 2 tandis que celle de la phase est d’ordre 1. Ceci nous incite,
à l’aide d’une approximation valide à bas régime, à simpliﬁer le modèle réaliste ou
réaliste-ﬁltre pour y faire apparaître uniquement ce déphasage. Le modèle approché
sera dénoté modèle réaliste-déphasage.
Ce modèle approché est établi pour la solution particulière donnée par (2.21). Ainsi,
d’après (2.41), yiαβp =
1
1 + τis
iαβp et alors :
yiαβp =
1√
1 + τ2i ω
2
 I cos(θ + ϕi − arctan τiω)
I sin(θ + ϕi − arctan τiω)
 . (2.45)
Par un développement limité en τiω au voisinage de 0, i.e. à bas régime (pour ω <<
1/τi), on montre qu’on peut, à l’ordre 1 en τiω, réaliser l’approximation suivante :
yiαβp ≈ R(τiω)iαβp . (2.46)
Notons qu’expérimentalement la fréquence de coupure des ﬁltres est très élevée par
rapport aux fréquences de rotation du moteur. L’hypothèse de bas régime est donc
réaliste.
Démonstration. Au voisinage de 0, on a :
arctan τiω = τiω +O(τ3i ω3) ,
1√
1 + τ2i ω
2
= 1 +O(τ2i ω2) .
(2.47)
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Puis : cos(θ + ϕi − τiω +O(τ3i ω3))
sin(θ + ϕi − τiω +O(τ3i ω3))
 =
 cos(θ + ϕi − τiω)
sin(θ + ϕi − τiω)
 cos(O(τ3i ω3))
+
 − sin(θ + ϕi − τiω)
cos(θ + ϕi − τiω)
 sin(O(τ3i ω3)) ,
(2.48)
et comme cos(O(τ3i ω3)) = 1 +O(τ6i ω6) et sin(O(τ3i ω3)) = O(τ3i ω3) :
yiαβp = (1 +O(τ2i ω2))

 I cos(θ + ϕi − τiω)
I sin(θ + ϕi − τiω)
+
 O(τ3i ω3)
O(τ3i ω3)

 , (2.49)
soit :
yiαβp =
 I cos(θ + ϕi − τiω)
I sin(θ + ϕi − τiω)
+
 O(τ2i ω2)
O(τ2i ω2)
 , (2.50)
et donc :
yiαβp ≈
 cos τiω sin τiω
− sin τiω cos τiω
 I cos(θ + ϕi)
I sin(θ + ϕi)
 . (2.51)
On trouve alors le résultat :
yiαβp ≈ R(τiω)iαβp . (2.52)
On trouve de même que, à bas régime :
yuαβp ≈ R(τuω)uαβp . (2.53)
Si les deux constantes τu et τi sont égales, on en déduit alors le modèle réaliste-déphasage
(2.54) pour la solution particulière dans le repère (d, q), comme l’énonce la proposition
suivante. Le modèle réaliste-déphasage dans le repère (α, β) ne nous étant pas utile,
nous ne le présentons pas.
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Proposition 2.3. Pour la solution particulière (2.21), si τu = τi = τ0 et à bas régime
(i.e. ω << 1/τ0), la modélisation (1.17) avec les expressions des courants et tensions
données par (2.44) peut être approchée par :
yudqp ≈
 R+ ωpL1 sin 2ǫ −ωp(Lq cos2 ǫ+ Ld sin2 ǫ)
ωp(Ld cos
2 ǫ+ Lq sin
2 ǫ) R− ωpL1 sin 2ǫ
 yidqp + ωpφ
sin ǫ
cos ǫ
 ,
τLp ≈ pφ(yidp sin ǫ+ yiqp cos ǫ) + pL1[(y2idp − y2iqp) sin 2ǫ+ 2yidpyiqp cos 2ǫ] ,
θ = ωt ,
(2.54)
avec ǫ = τ0ω, L0 =
Ld + Lq
2
et L1 =
Ld − Lq
2
.
Démonstration. On a :
yidqp = R(θ)yiαβp ≈ R(θ)R(ǫ)iαβp = R(θ)R(ǫ)R(−θ)idqp = R(ǫ)idqp , (2.55)
et de même pour les tensions, soit :
idqp ≈ R(−ǫ)yidqp ,
udqp ≈ R(−ǫ)yudqp .
(2.56)
Pour la solution particulière, la partie électrique des équations d’équilibre (2.18) dans
le repère (d, q) s’écrit :
udqp = Ridqp + ωp
 −Lqiqp
Ldidp
+
 0
ωpφ
 . (2.57)
Ainsi :
yudqp ≈ Ryidqp + ωpR(ǫ)
 −Lq(yidp sin ǫ+ yiqp cos ǫ)
Ld(yidp cos ǫ− yiqp sin ǫ)
+R(ǫ)
 0
ωpφ
 , (2.58)
yudqp ≈
 R+ ωpL1 sin 2ǫ −ωp(Lq cos2 ǫ+ Ld sin2 ǫ)
ωp(Ld cos
2 ǫ+ Lq sin
2 ǫ) R− ωpL1 sin 2ǫ
 yidq +ωpφ
 sin ǫ
cos ǫ
 .
(2.59)
Concernant l’équation du couple, on a :
τLp = pφiqp + p(Ld − Lq)idpiqp ,
τLp ≈ pφ(yidp sin ǫ+ yiqp cos ǫ) + pL1[(y2idp − y2iqp) sin 2ǫ+ 2yidpyiqp cos 2ǫ] .
(2.60)
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On obtient donc le modèle approché (2.54).
On vériﬁe bien dans les équations du modèle approché (2.54) que si ǫ est nul, on
retrouve les équations de la modélisation classique (1.17). De ce fait, il sera aisé de faire
des comparaisons entre le modèle réaliste-déphasage et le modèle classique.
Remarque : Comme idqp = R(θ)iαβp ≈ R(θ − ǫ)yiαβp et udqp = R(θ)uαβp ≈
R(θ − ǫ)yuαβp , on constate que l’intégration dans le modèle d’un déphasage entre si-
gnaux mesurés et exacts de courant et de tension se traduit par ce que l’on peut voir
comme une erreur de position, les θ étant en eﬀet remplacés par θ − ǫ. C’est donc, en
première approximation, également l’impact d’un ﬁltrage du premier ordre des tensions
et courants exacts. Or, comme nous l’avons vu au paragraphe 1.3, le contrôle en couple
de la machine est eﬀectué dans le repère (d, q) et nécessite une connaissance précise de
la position pour eﬀectuer la transformation de Park. La prise en compte du déphasage
dans le modèle est donc essentielle afin d’optimiser le contrôle.
Pour illustrer ce propos, nous allons nous intéresser à l’impact d’une erreur de
position sur les performances de la machine. Cette erreur de position pouvant donc,
entre autres origines possibles, être causée par la non prise en compte du déphasage dans
le modèle, i.e. par l’utilisation de la modélisation classique plutôt que de la modélisation
réaliste.
Impact d’une erreur de position ou d’un retard sur les performances sta-
tiques de la machine
Nous nous plaçons ici dans le cadre général où existe une erreur sur la position,
quelle qu’en soit la cause, et on suppose que tous les paramètres physiques de la ma-
chine sont parfaitement connus. Notons δθ l’erreur de position, et remarquons qu’en
régime établi, cette erreur de position peut se traduire aisément en retard δt par la
relation δθ = ωδt. Etudions alors les impacts respectifs d’une erreur de position et
d’un retard sur les performances statiques de la machine, à savoir les couple et puis-
sance maximum accessibles, comme nous avions étudié l’impact de la connaissance des
paramètres au paragraphe 1.4.1. La diﬀérence entre ces deux situations, illustrées res-
pectivement sur les ﬁgures 2.3 et 2.4, réside dans le fait que la première est à erreur de
position ﬁxée, tandis que pour la seconde, à retard ﬁxé, l’erreur de position est propor-
tionnelle au régime. Ainsi, une erreur de position causée par une non prise en compte
du déphasage s’apparentera à la seconde situation, le déphasage augmentant avec le
régime. L’application numérique a été réalisée, comme pour la ﬁgure 1.6, dans le cas du
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moteur dimensionné pour un bus électrique dont les paramètres sont indiqués en note
de bas de page au paragraphe 1.4.1. Sur chaque courbe sont comparées les performances
sans erreur de position ou sans retard et les performances avec une erreur de position
δθ de 8° électriques (soit 2° mécaniques, puisque p = 4) ou un retard δt de 40µs, i.e.
une erreur de position valant 0.96° électrique à 1000 tr/min ou 9.6° électriques à 10000
tr/min. En pratique, le problème de MTPA (1.27) a été eﬀectué pour déterminer les
courants consignes i⋆dq maximisant le couple à pertes Joule ﬁxées. On considère que les
courants mesurés yidq suivent ces consignes. En l’absence d’erreur de position ou de
retard, les courants mesurés étant égaux aux courants exacts idq, les courants exacts
suivent bien les consignes et le couple maximal est obtenu. En revanche, dans le cas
d’une erreur de position ou d’un retard non nul, on a idq ≈ R(−δθ)yidq = R(−δθ)i⋆dq.
Les consignes ne sont donc pas exactement suivies par les courants exacts, ce qui en-
gendre une perte de performances. Le rôle des tensions, également pris en compte, est
moindre. On constate sur les deux ﬁgures que cette perte de performances, même pour
de légères erreurs de position ou de légers retards, peut être très grande, notamment
aux hauts régimes, la chute de performances avec l’augmentation du régime étant d’au-
tant plus brutale si en outre l’erreur de position augmente avec le régime (ﬁgure 2.4).
En eﬀet, considérons l’équation du couple de la modélisation réaliste-déphasage pour
la solution particulière (2.54), en faisant les approximations, ǫ étant petit, cos ǫ ≈ 1
et sin ǫ ≈ ǫ, et dans le cas d’un moteur à pôles lisses (Ld = Lq) pour simpliﬁer. On
obtient :
τLp ≈ pφ(yiqp + yidpǫ) ,
τLp ≈ τ⋆ + pφyidpǫ ,
(2.61)
où τLp représente ici le couple fourni et τ
⋆ le couple demandé. La diﬀérence entre les
deux dépend donc du produit yidpǫ. Pour les régimes inférieurs au régime limite de
2600 tr/min, on ne déﬂuxe pas ou très peu, étant donné qu’on se situe dans le cas
d’un moteur à pôles lisses. Ainsi, yidp ≈ 0 et le couple fourni est environ égal au couple
demandé. Pour les régimes plus élevés en revanche, on déﬂuxe (comme nous l’avons vu
au paragraphe 1.4) et yidp diminue, i.e. augmente en valeur absolue, avec le régime. La
diﬀérence entre couple demandé et couple fourni augmente donc avec le régime, et ce
d’autant plus vite si de surcroît ǫ augmente avec le régime. Ceci témoigne une nouvelle
fois de l’importance de limiter au maximum les erreurs de position, quelle qu’en soit la
cause.
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Figure 2.3 – Eﬀet d’une erreur de position sur les performances - Bus électrique
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Figure 2.4 – Eﬀet d’un retard sur les performances - Bus électrique
2.4 Conclusion - Bilan sur les diﬀérents modèles
Outre la modélisation classique de la machine synchrone à aimants permanents
présentée au chapitre 1, nous disposons désormais de deux nouvelles modélisations : la
modélisation réaliste-ﬁltre, dite aussi modélisation réaliste, et la modélisation réaliste-
déphasage. Ces trois modèles de MSAP non saturée et à pôles saillants, exprimés dans
les deux repères diphasés (α, β) et (d, q) sont répertoriés dans le tableau 2.1.
Suivant les situations, nous serons amenés à utiliser l’une ou l’autre de ces modéli-
sations. Le modèle réaliste-déphasage pour la solution particulière dans le repère (d, q)
(2.54) a notamment été déterminé car il nous sera utile au chapitre 3. De plus, le mo-
dèle de la machine à pôles lisses dans le repère (α, β) ((1.19) avec ou sans ﬁltrage) a été
présenté. Si la modélisation pôles saillants sera utilisée pour une caractérisation précise
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de la machine dans le chapitre 3, les observateurs seront construits sur une modélisation
pôles lisses par souci de simpliﬁcation 1, la diﬀérence que l’on constatera entre Ld et
Lq lors de la caractérisation de la machine étant faible (cf. tableau 3.4 : Ld = 0.90Lq).
D’une manière générale, si l’on souhaite s’intéresser au cas d’une machine à pôles lisses,
il suﬃt d’utiliser les équations générales avec Ld = Lq = L, soit L0 = L et L1 = 0.
Revenons également sur les principales diﬀérences existant entre les modèles réaliste-
ﬁltre et réaliste-déphasage. Deux d’entre elles sont directement issues de l’approxima-
tion : le modèle réaliste-déphasage ne tient pas compte de la perte de gain et ne permet
pas de diﬀérencier les deux constantes de temps τu et τi. Mais le principal atout de
la modélisation réaliste-ﬁltre sur son approximation réside dans le fait qu’une fois les
constantes de temps des ﬁltres déterminées, le modèle est valable à tous les régimes.
Ceci n’est pas le cas de la modélisation réaliste-déphasage dans laquelle ǫ dépend du
régime, et dont l’utilisation en ligne nécessiterait du coup l’ajout d’un estimateur de
vitesse. C’est pourquoi les observateurs seront basés sur la modélisation réaliste-ﬁltre.
Nous n’allons utiliser la modélisation réaliste-déphasage que dans le chapitre suivant
pour un travail hors ligne, travail destiné à valider expérimentalement cette nouvelle
modélisation. Par la suite, la modélisation réaliste-ﬁltre sera souvent dénotée simple-
ment modélisation réaliste.
Table 2.1 – Récapitulatif des diﬀérents modèles
Modèle Repère (α, β) Repère (d, q)
Classique (1.18) (1.17)
Réaliste-ﬁltre / Réaliste (1.18) avec (2.41) (1.17) avec (2.44)
Réaliste-déphasage (solution particulière) - (2.54)
1. L’adaptation des observateurs au cas des machines à pôles saillants est possible en théorie.
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Chapitre 3
Identiﬁcation hors-ligne des
paramètres physiques du moteur
et du déphasage
Ce chapitre s’intéresse à la mise au point, à la mise en œuvre expérimentale et à
l’étude d’un algorithme d’identiﬁcation hors-ligne des paramètres physiques du moteur
ainsi que du déphasage. Basé sur la modélisation réaliste-déphasage établie au chapitre
2, l’un des objectifs de cet algorithme est la validation de ce modèle plus réaliste. Ainsi,
dans un premier temps, le paragraphe 3.1 présente l’algorithme d’identiﬁcation, dont la
structure particulière permet aisément l’application à la modélisation classique comme
à la modélisation réaliste-déphasage. Le paragraphe 3.2 est alors le cadre de la mise
en œuvre expérimentale de l’algorithme. Les résultats des deux modélisations y sont
comparés. Enﬁn, dans le paragraphe 3.3 est menée, par analyse de Monte-Carlo, une
étude de robustesse des paramètres identiﬁés par l’algorithme au bruit de mesure sur les
signaux de courants et tensions. Ce paragraphe est également l’occasion de caractériser
expérimentalement le bruit sur ces signaux.
3.1 Algorithme d’identiﬁcation
Aﬁn non seulement de valider la modélisation réaliste-déphasage (et par extension
la modélisation réaliste-ﬁltre), mais dans le but également de diagnostiquer à une date
donnée l’état du moteur en déterminant la valeur de ses paramètres, un algorithme
d’identiﬁcation hors-ligne a été mis au point 1. Ce deuxième objectif peut par exemple
1. Le lecteur intéressé par la problématique analogue de l’identiﬁcation des paramètres électriques
d’un moteur à induction peut se référer à la procédure d’identiﬁcation à l’arrêt proposée par Malrait
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prendre la forme d’une procédure d’identiﬁcation et de diagnostic à réaliser à intervalles
réguliers chez un garagiste (le moteur devant tourner lors de la procédure, un banc
à rouleaux par exemple est en eﬀet nécessaire), laquelle permettra de savoir si les
paramètres ont bougé depuis le précédent examen. Du fait de la variation série possible
des paramètres, un premier diagnostic réalisé par le constructeur dès la sortie d’usine
serait d’ailleurs aussi très instructive.
Cet algorithme d’identiﬁcation repose sur une méthode de moindres carrés basée
sur les équations électriques dans le repère (d, q) de la modélisation réaliste-déphasage
en régime stationnaire (2.54), à savoir :
yudq =
 R+ ω
Ld − Lq
2
sin 2ǫ −ω(Lq cos2 ǫ+ Ld sin2 ǫ)
ω(Ld cos
2 ǫ+ Lq sin
2 ǫ) R− ωLd − Lq
2
sin 2ǫ
 yidq + ωφ
 sin ǫ
cos ǫ
 .
(3.1)
L’idée est de réaliser N essais successifs à diﬀérents régimes stationnaires (i.e. avec diﬀé-
rents courants et tensions), puis d’utiliser les 2N équations reliant courants et tensions
mesurés en résultant pour formuler un problème de moindres carrés, la non-linéarité
des équations en ǫ imposant cependant de traiter l’identiﬁcation de ce paramètre sé-
parément. Plus précisément, la procédure suivante, eﬀectuée hors-ligne, est suivie pour
identiﬁer les paramètres physiques du moteur et déterminer le déphasage.
Procédure 3.1. Si le régime ω et les courants et tensions mesurés yidq et yudq sont
connus, et si les courants yidq prennent un nombre suffisant de valeurs constantes dif-
férentes lors de différents régimes stationnaires, alors une estimation ǫ˘ du déphasage
est donnée par le problème d’optimisation suivant :
ǫ˘ = argmin
ǫ
(
min
Θ
‖y − Ξ(ǫ)Θ‖2
)
, (3.2)
avec y et Ξ(ǫ) respectivement donnés par (3.7) et (3.8). Des estimations Θ˘ des para-
mètres physiques du moteur peuvent alors être obtenues via :
Θ˘ = (R˘, φ˘, L˘d, L˘q)
T = Θ⋆(ǫ˘) , (3.3)
avec la fonction Θ⋆ donnée par :
Θ⋆(ǫ) = argmin
Θ
‖y − Ξ(ǫ)Θ‖2 = (ΞT (ǫ)Ξ(ǫ))−1ΞT (ǫ)y. (3.4)
dans [34], visant entre autres à fournir des paramètres convenables à l’algorithme de contrôle, sans
toutefois tenir compte de la dérive thermique des paramètres résistifs. L’identiﬁcation, qui utilise éga-
lement les moindres carrés, y tient notamment compte de la saturation magnétique et procède par
séparation des dynamiques rapides et lentes.
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En eﬀet, on remarque que la forme stationnaire du modèle (3.1) est linéaire en les
paramètres physiques Θ = (R,φ, Ld, Lq)T , à déphasage ǫ ﬁxé, et non linéaire en ǫ. De
ce fait, l’utilisation d’un algorithme de moindres carrés est envisageable pour identiﬁer
Θ à ǫ ﬁxé. Aﬁn de faire apparaître cette linéarité, on réécrit (3.1) comme suit :
yud = (αd(ǫ) + βd(ǫ)yid + γd(ǫ)yiq)Θ ,
yuq = (αq(ǫ) + βq(ǫ)yid + γq(ǫ)yiq)Θ ,
(3.5)
avec :
αd(ǫ) =
(
0 ω sin ǫ 0 0
)
, αq(ǫ) =
(
0 ω cos ǫ 0 0
)
,
βd(ǫ) =
(
1 0 ω
sin 2ǫ
2
−ω sin 2ǫ
2
)
, βq(ǫ) =
(
0 0 ω cos2 ǫ ω sin2 ǫ
)
,
γq(ǫ) =
(
1 0 −ω sin 2ǫ
2
ω
sin 2ǫ
2
)
, γd(ǫ) =
(
0 0 −ω sin2 ǫ −ω cos2 ǫ
)
.
(3.6)
Aﬁn de pouvoir appliquer les moindres carrés pour identiﬁer Θ à partir de (3.5), il est
toutefois nécessaire de disposer d’un nombre suﬃsant de copies de ces deux équations
stationnaires, lesquelles peuvent être obtenues en faisant varier les valeurs constantes
de yid , yiq , yud et yuq . En pratique, les courants sont commandés en leur faisant suivre
des paliers constants successifs 2. Sur chacun de ces paliers, les valeurs moyennes des
courants < yij >
(i) et des tensions < yuj >
(i), j = d, q, sont calculées, une fois le régime
permanent atteint. Le moyennage est nécessaire d’un point de vue expérimental, même
si la théorie indique des valeurs constantes sur le palier. En supposant qu’il y ait N
paliers de (yid , yiq) en entrée, nous disposons de N copies reliant courants, tensions et
paramètres et donc de 2N équations. On déﬁnit alors y le vecteur des valeurs moyennes
des tensions mesurées sur chaque palier et la matrice Ξ(ǫ) :
y =

< yud >
(1)
...
< yud >
(N)
< yuq >
(1)
...
< yuq >
(N)

,
(3.7)
Ξ(ǫ) =

αd(ǫ) + βd(ǫ) < yid >
(1) +γd(ǫ) < yiq >
(1)
...
αd(ǫ) + βd(ǫ) < yid >
(N) +γd(ǫ) < yiq >
(N)
αq(ǫ) + βq(ǫ) < yid >
(1) +γq(ǫ) < yiq >
(1)
...
αq(ǫ) + βq(ǫ) < yid >
(N) +γq(ǫ) < yiq >
(N)

.
(3.8)
Notons que, si la vitesse est évidemment constante sur chaque palier, il est possible
2. Imposer des paliers de courants dans le repère (d, q) revient à imposer des paliers de couple.
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mais pas obligatoire que celle-ci soit la même sur tous les paliers. Si la vitesse change
d’un palier à l’autre, il faut juste prendre garde à la changer également dans la matrice
(3.8).
Enﬁn, cette procédure d’identiﬁcation à ǫ ﬁxé est répétée pour tout ǫ, pris en pra-
tique dans un intervalle raisonnable autour de zéro, le déphasage étant supposé rela-
tivement petit. Ainsi, pour tout ǫ, l’algorithme des moindres carrés donne le meilleur
vecteur de paramètres (3.4). Puis, le déphasage ǫ˘ est choisi comme étant celui mini-
misant la fonction coût (3.2) et les paramètres physiques identiﬁés sont donnés par
(3.3).
3.2 Mise en œuvre expérimentale de l’algorithme et vali-
dation de la modélisation réaliste
Aﬁn de valider la modélisation réaliste-déphasage développée au chapitre 2 et de
déterminer les paramètres du moteur, l’algorithme d’identiﬁcation a été mis en œuvre
expérimentalement au banc SMILE 1.0 (cf. §8.1.2). Notons que, si l’algorithme a été dé-
veloppé pour des raisons historiques en se basant sur la modélisation réaliste-déphasage,
la proximité de celle-ci avec la modélisation réaliste-ﬁltre, permet à la validation du pre-
mier modèle d’entraîner celle du second.
Concrètement, la validation du modèle est basée sur trois points. Premièrement,
un faible coût des moindres carrés, témoignant d’un modèle en adéquation avec les
mesures. Deuxièmement, des valeurs cohérentes des paramètres physiques identiﬁés, en
accord avec les valeurs données par le constructeur. Enﬁn, des valeurs des paramètres
identiﬁés indépendantes du point de fonctionnement de la machine. Notons par ailleurs
qu’il va être aisé de comparer modélisation réaliste-déphasage et modélisation classique,
cette dernière découlant de la précédente en prenant ǫ = 0.
La ﬁgure 3.1 présente tout d’abord les mesures respectives des courants yid et yiq ,
des tensions yud et yuq et du régime. Comme précisé lors de l’exposé de la procédure,
les courants ont été commandés de manière à suivre des paliers constants successifs,
14 paliers d’une dizaine de secondes chacun dans le cas présenté. Les tensions suivent
alors également des paliers constants. Sur chaque signal, les paliers ont été séparés et
les régimes transitoires ôtés, aﬁn de ne considérer que les régimes stationnaires, puis
les valeurs moyennes, représentées en rouge, ont été calculées et intégrées au vecteur y
(3.7) et à la matrice Ξ(ǫ) (3.8). Dans le cas présent, y est donc un vecteur à 28 éléments.
Enﬁn, le régime a été maintenu constant tout au long du processus, mais pour pallier
les petites variations, sa valeur moyenne sur chaque palier a été prise en compte.
50
3.2. Mise en œuvre expérimentale de l’algorithme et validation de la modélisation
réaliste
0 20 40 60 80 100 120 140 160
−10
−5
0
In
te
ns
ité
 [A
]
Temps [s]
(a) Courant mesuré yid
0 20 40 60 80 100 120 140 160
0
5
10
In
te
ns
ité
 [A
]
Temps [s]
(b) Courant mesuré yiq
0 20 40 60 80 100 120 140 160
−20
−15
−10
Te
ns
io
n 
[V
]
Temps [s]
(c) Tension mesurée yud
0 20 40 60 80 100 120 140 160
105
110
115
Te
ns
io
n 
[V
]
Temps [s]
(d) Tension mesurée yuq
0 20 40 60 80 100 120 140 160
4000
4050
4100
4150
4200
R
ég
im
e 
[tr/
mi
n]
Temps [s]
(e) Régime
Figure 3.1 – Séparation des paliers - exemple à 4000 tr/min
Les résultats de cette mise en œuvre expérimentale de l’algorithme d’identiﬁcation
à 4000 tr/min sont présentés sur la ﬁgure 3.2. Sur chaque courbe sont comparés les
résultats obtenus avec la modélisation classique (ǫ = 0, triangles) et avec la modélisation
réaliste-déphasage (ǫ = ǫ˘, cercles). La ﬁgure 3.2(a) présente la fonction coût à minimiser,
pour trouver le déphasage ǫ˘ donné par (3.2). Cette fonction coût mesure la ressemblance
du modèle aux données expérimentales. Avec la modélisation classique le coût est élevé
et on est donc loin d’avoir un modèle en accord avec les mesures. En revanche, la prise
51
Chapitre 3. Identiﬁcation hors-ligne des paramètres physiques du moteur et du
déphasage
en compte du déphasage dans le modèle permet de grandement réduire le coût, divisé
par près de 400 sur cet exemple. La modélisation réaliste-déphasage correspond donc
nettement mieux aux mesures. On remarque sur les ﬁgures 3.2(b) à 3.2(e), présentant
les valeurs des quatre paramètres physiques identiﬁés en fonction du déphasage, i.e.
Θ⋆(ǫ) (3.4), que cette amélioration a des répercussions fortes sur l’identiﬁcation des
paramètres, notamment sur celles de la résistance et des inductances. Ainsi, sur cet
exemple, la résistance, identiﬁée à plus de 7Ω avec le modèle classique, est identiﬁée
aux alentours de 0.3Ω avec le modèle réaliste-déphasage, ce qui est proche de la valeur
donnée par le constructeur (cf. tableau 8.1). Il en va de même pour les inductances dont
l’une est même identiﬁée négative avec le modèle classique. Concernant l’identiﬁcation
du ﬂux, la dépendance au déphasage est également présente mais bien moins marquée,
et la diﬀérence entre les deux modèles est quasi inexistante, les ordonnées des points
d’abscisses respectives ǫ = 0 et ǫ = ǫ˘ étant quasiment égales.
La ﬁgure 3.3 présente par ailleurs la dépendance des paramètres identiﬁés au régime.
Une dépendance la plus faible possible est une condition nécessaire à la validité d’un
modèle, les valeurs des paramètres ne dépendant physiquement pas du régime (aux
échauﬀements près, mais que l’on peut négliger ici). Intéressons-nous tout d’abord à
la ﬁgure 3.3(a) présentant le déphasage identiﬁé. Rappelons que, contrairement à la
modélisation classique pour laquelle le déphasage est identiquement nul, le modèle
réaliste-déphasage prévoit une dépendance du déphasage proportionnelle au régime,
tandis qu’avec le modèle réaliste-ﬁltre, cette dépendance doit être quasiment linéaire
tout en s’accélérant légèrement aux régimes plus élevés (penser au diagramme de Bode
en phase d’un passe-bas du premier ordre aux basses fréquences). C’est justement ce que
l’on retrouve sur la ﬁgure : une dépendance quasi linéaire mais s’accélérant légèrement
avec le régime, comme on peut le voir par exemple grâce à la comparaison avec la
régression linéaire tracée en noir. A titre indicatif, la pente de la régression linéaire est
ici d’environ 1, 9.10−4s (déphasage en rad divisé par vitesse électrique en rad/s). Nous
aurons l’occasion d’utiliser cette valeur aux chapitres 5 et 7. Les ﬁgures 3.3(b) à 3.3(e)
comparent ensuite la dépendance de l’identiﬁcation des paramètres physiques au régime
dans le cas de la modélisation réaliste-déphasage (cercles rouges) et dans celui de la
modélisation classique (triangles bleus). Si la diﬀérence concernant l’identiﬁcation du
ﬂux est une nouvelle fois minime, le résultat est sans appel concernant la résistance et
les inductances identiﬁées, lesquelles dépendent énormément du régime dans le cas du
modèle classique, cette dépendance étant très fortement réduite avec la modélisation
réaliste-déphasage.
En conclusion, la modélisation réaliste-déphasage permet de grandement réduire le
coût des moindres carrés par rapport à la modélisation classique et donc d’augmenter la
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Figure 3.2 – Coût et paramètres identiﬁés en fonction du déphasage à 4000 tr/min
ressemblance du modèle aux mesures, d’obtenir des valeurs cohérentes des paramètres
identiﬁés, lesquelles ne dépendent en outre quasiment pas du régime et d’identiﬁer un
déphasage dépendant du régime de la manière prévue. Autant d’éléments permettant
53
Chapitre 3. Identiﬁcation hors-ligne des paramètres physiques du moteur et du
déphasage
1000 2000 3000 4000 5000
−18
−16
−14
−12
−10
−8
−6
−4
−2
Régime [tr/min]
ε 
[°]
 
 
ε optimal
Régression linéaire
(a) Déphasage
1000 2000 3000 4000 5000
−2
0
2
4
6
8
10
12
14
Régime [tr/min]
R
 [Ω
]
 
 
ε optimal
ε = 0
(b) Résistance
1000 2000 3000 4000 5000
60
65
70
75
80
85
90
Régime [tr/min]
φ [
mW
b]
 
 
ε optimal
ε = 0
(c) Flux
1000 2000 3000 4000 5000
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Régime [tr/min]
L d
 
[m
H]
 
 
ε optimal
ε = 0
(d) Inductance directe
1000 2000 3000 4000 5000
−10
−8
−6
−4
−2
0
2
Régime [tr/min]
L q
 
[m
H]
 
 
ε optimal
ε = 0
(e) Inductance en quadrature
Figure 3.3 – Paramètres identiﬁés en fonction du régime
de valider la modélisation réaliste-déphasage et également la modélisation réaliste-ﬁltre,
les deux étant très proches et la dépendance du déphasage au régime témoignant du fait
que le modèle réaliste-ﬁltre est vraisemblablement meilleur que le réaliste-déphasage. Si
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ces modèles ne sont pas forcément parfaits, leur supériorité par rapport au modèle clas-
sique est ici ﬂagrante. La chaîne d’acquisition ayant servi à réaliser ces essais n’étant pas
particulièrement idéale, l’exemple présenté est toutefois probablement un cas quelque
peu extrême avec un important déphasage entraînant des résultats très mauvais avec
le modèle classique. L’apport du modèle réaliste est donc potentiellement moindre avec
d’autres dispositifs expérimentaux. Cependant, même dans d’autres proportions, l’ap-
port demeure, et dans le "pire" des cas, avec un dispositif parfait, le modèle n’apporte
certes rien, mais rien non plus n’est perdu, la modélisation classique en étant un cas
particulier (ǫ = τ0 = 0).
Toutefois, aﬁn d’être complètement rigoureux, pour valider déﬁnitivement ces ré-
sultats, il convient de nous assurer de la ﬁabilité du processus d’identiﬁcation malgré
la présence de bruit de mesure. C’est ce à quoi nous allons nous consacrer dans le
paragraphe suivant, en étudiant la robustesse de l’algorithme d’identiﬁcation aux in-
certitudes de mesure.
3.3 Etude de la robustesse aux incertitudes de mesure
Aﬁn de caractériser au mieux notre processus d’identiﬁcation et de nous assurer
de sa ﬁabilité, celui-ci reposant sur des données expérimentales et donc soumises aux
bruits, une étude de robustesse aux incertitudes de mesure est menée dans ce para-
graphe. Celle-ci repose, en premier lieu, sur une caractérisation de ce qui peut être
considéré comme des bruits dans les données expérimentales, puis en simulation sur
une analyse de Monte-Carlo exploitant cette caractérisation. Elle vise à quantiﬁer l’im-
pact de bruit sur les signaux de courants et tensions sur les paramètres identiﬁés. A
noter qu’une analyse similaire, non présentée ici, a montré que l’impact d’une mauvaise
connaissance du régime sur les paramètres identiﬁés était quasiment nul.
Comme explicité au paragraphe 3.1, les résultats obtenus au paragraphe 3.2 sont
le fruit de l’application d’un algorithme de moindres carrés aux valeurs moyennes des
courants et tensions mesurés dans le repère (d, q). En eﬀet, (3.9) et (3.10) illustrent les
dépendances respectives de y (3.7) et Ξ(ǫ) (3.8) à ces valeurs moyennes :
y
({
< yud >
(i) , < yuq >
(i)
}
1≤i≤N
)
,
(3.9)
Ξ
(
ǫ ,
{
< yid >
(i) , < yiq >
(i)
}
1≤i≤N
)
.
(3.10)
Cependant ces valeurs moyennes sont sujettes à des incertitudes. Avec δ(i)id le bruit sur
la valeur moyenne < yid >
(i) du signal yid sur le i-ème palier et δ
(i)
iq
, δ(i)ud et δ
(i)
uq déﬁnis
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de manière analogue, on a en réalité :
y
({
< yud >
(i) + δ(i)ud , < yuq >
(i) + δ(i)uq
}
1≤i≤N
)
, (3.11)
Ξ
(
ǫ ,
{
< yid >
(i) + δ
(i)
id
, < yiq >
(i) + δ
(i)
iq
}
1≤i≤N
)
. (3.12)
Aﬁn d’étudier la robustesse aux incertitudes de mesure de la procédure d’identiﬁcation,
nous déterminons alors tout d’abord dans ce paragraphe les caractéristiques des pro-
cessus stochastiques générant ces bruits de mesure sur les diﬀérentes valeurs moyennes.
Puis, une analyse de Monte-Carlo est menée en générant aléatoirement les bruits sui-
vant les distributions déterminées et en appliquant un grand nombre de fois l’algorithme
des moindres carrés, à chaque fois à un jeu de valeurs moyennes diﬀéremment bruitées.
Dans un premier temps, intéressons-nous donc à la caractérisation expérimentale du
bruit de mesure sur les signaux de tensions et de courants.
3.3.1 Caractérisation expérimentale du bruit sur les signaux
Dans ce paragraphe nous cherchons à déterminer des ordres de grandeur des ca-
ractéristiques des processus stochastiques générant le bruit de mesure sur les signaux
de courants et tensions (et pas encore sur leurs valeurs moyennes sur palier). Remar-
quons qu’il s’agira des caractéristiques dans le cas d’un moteur particulier associé à
une chaîne d’acquisition particulière, mais cela n’a pas grande d’importance car nous
ne cherchons ici que des ordres de grandeur. Par ailleurs, notons que l’identiﬁcation des
caractéristiques du bruit permet le réglage des observateurs étudiés dans les prochains
chapitres.
Ainsi, aﬁn d’avoir une idée de l’allure expérimentale des bruits wi et wu sur les
signaux de courants et tensions yi et yu et de leurs caractéristiques, nous travaillons à
partir d’enregistrements réalisés à diﬀérents régimes (de 1000 à 4000 tr/min), provenant
d’essais réalisés au banc SMILE 1.0 (cf. §8.1.2). Pour chaque régime, nous disposons des
tensions et courants mesurés sur chacune des trois phases a, b et c, que l’on transforme
par Concordia (1.1) en tensions et courants dans le repère (α, β). La ﬁgure 3.4 illustre
la suite des opérations sur le cas de la tension yuα à 1000 tr/min.
Dans un premier temps, la tension non bruitée supposée réelle est reconstruite par
moindres carrés à partir de la tension mesurée, la tension réelle étant alors supposée
être de la forme a cosωt + b sinωt. Ceci revenant à considérer que la tension réelle est
le fondamental de la tension mesurée, il est également possible de procéder par FFT.
La tension réelle reconstruite est présentée en bleu sur la ﬁgure 3.4(a) et comparée
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Figure 3.4 – Exemple de caractérisation du bruit sur la tension yuα à 1000 tr/min
à la tension mesurée en rouge. La ﬁgure 3.4(b) présente alors la diﬀérence entre ces
deux tensions, autrement dit le bruit wuα sur yuα . Comme nous n’utilisons qu’un seul
enregistrement de ce bruit, nous supposons qu’il y a ergodicité pour approximer les ca-
ractéristiques du processus stochastique le générant. Ceci nous conduit à supposer que
chaque bruit de mesure est généré par des variables aléatoires indépendantes et identi-
quement distribuées. Dans ce cas, il suit, d’après [5, Theorem 36.4], que les propriétés
statistiques de chaque bruit peuvent être approximées par ses statistiques temporelles,
à condition que la fenêtre temporelle soit assez longue. Les ﬁgures 3.4(c) et 3.4(d) pré-
sentent respectivement la distribution temporelle des valeurs prises par ce bruit sur la
fenêtre, qui peut donc être considérée comme sa distribution statistique, et la fonction
de répartition associée. On constate que le bruit wuα a une répartition à support ﬁni
proche d’une répartition en cloche, que l’on assimilera à celle d’une loi gaussienne tron-
quée, dont il est possible de déterminer l’écart-type σwuα . Les barres rouges ﬁgurant sur
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la fonction de répartition, reportées en vert sur la distribution, représentent ainsi les
valeurs respectives de moins deux écarts-types (2,28% des valeurs), moins un écart-type
(15,87% des valeurs), la moyenne (i.e. environ zéro), plus un écart-type (84,13% des
valeurs) et plus deux écarts-types (97,72% des valeurs). L’écart-type σwuα est obtenu
en mixant et pondérant ces diﬀérentes valeurs. La gaussienne de variance σ2wuα et de
moyenne nulle est tracée en rouge pour s’assurer de sa concordance avec la distribution.
En procédant de même sur les autres signaux et aux diﬀérents régimes, on obtient les
diﬀérents écarts-types des bruits regroupés dans le tableau 3.1.
Table 3.1 – Ecarts-types des bruits sur les diﬀérents signaux dans le repère (α, β)
1000 tr/min 2000 tr/min 3000 tr/min 4000 tr/min
σwuα [V ] 0.380 0.760 1.22 2.06
σwuβ [V ] 0.373 0.740 1.18 2.02
σwiα [mA] 33.0 40.7 52.1 67.5
σwiβ [mA] 32.7 40.2 51.9 67.0
On constate ainsi que les bruits sur les tensions et les courants augmentent avec le
régime, l’augmentation étant d’autant plus marquée pour les tensions. L’amplitude des
tensions augmentant avec le régime, comme nous l’avons constaté au paragraphe 2.1.2,
ceci n’est pas très étonnant. Aﬁn de se faire une meilleure idée, le tableau 3.2 présente,
pour les tensions, un rapport bruit sur signal, déterminé à l’aide de l’expression de
l’amplitude de la tension en fonction du régime (2.24). Le rapport σwu/U est plus stable,
même s’il garde une tendance à l’augmentation. Concernant les courants, l’amplitude
dépendant du couple et non du régime, le rapport σwi/I augmente avec le régime dans
les mêmes proportions que σwi .
Table 3.2 – Rapport bruit sur signal en fonction du régime (tensions)
Régime 1000 tr/min 2000 tr/min 3000 tr/min 4000 tr/min
σwu/U 1.3% 1.3% 1.4% 1.8%
Ensuite, aﬁn de déterminer les propriétés statistiques des bruits dans le repère (d, q),
on choisit d’obtenir les bruits wud et wuq à partir des bruits wuα et wuβ par la rotation
(1.2). Aﬁn de nous assurer que cette rotation ne corrèle pas trop les bruits, la matrice de
corrélation entre les quatre bruits est calculée et présentée sur la ﬁgure 3.5. On rappelle
que la corrélation, par exemple entre les bruits sur les deux courants wid et wiq , est
donnée par Cor(wid , wiq) =
Cov(wid , wiq)
σwidσwiq
. On remarque de légères corrélations entre
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les deux courants et entre les deux tensions, mais comme nous ne cherchons que des
ordres de grandeur, celles-ci ne sont pas trop gênantes.
w_id
w_iq
w_ud
w_uq
w_id
w_iq
w_ud
w_uq
0
0.5
1
Figure 3.5 – Matrice de corrélation des bruits sur les courants et tensions dans le
repère (d, q)
En procédant ensuite de la même manière que pour les bruits dans le repère (α, β),
on obtient les diﬀérents écarts-types des bruits sur les signaux du repère (d, q) regroupés
dans le tableau 3.3. Les petites diﬀérences entre les bruits sur les deux axes d et q
proviennent vraisemblablement des légères corrélations.
Table 3.3 – Ecarts-types des bruits sur les diﬀérents signaux dans le repère (d, q)
1000 tr/min 2000 tr/min 3000 tr/min 4000 tr/min
σwud [V ] 0.347 0.721 1.16 2.08
σwuq [V ] 0.400 0.749 1.20 1.99
σwid [mA] 34.1 37.9 49.3 63.7
σwiq [mA] 32.5 43.4 54.4 68.5
3.3.2 Caractérisation du bruit sur les valeurs moyennes
Maintenant que nous avons un modèle estimé des processus stochastiques à l’origine
des bruits de mesure widq et wudq sur les signaux de courants et tensions, il est aisé de
déterminer celui des processus générant les bruits de mesure δ(i)idq et δ
(i)
udq
, 1 ≤ i ≤ N ,
sur les valeurs moyennes des diﬀérents paliers de courants et tensions. En eﬀet, si
Lipal représente la longueur du i-ème palier, alors, d’après [27, Theorem 3.2.4], sous
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l’hypothèse précédente d’indépendance des bruits de mesure, la distribution de δ(i)id est
une gaussienne à support ﬁni de moyenne nulle et de variance σ2wid/Lipal . Ainsi, il suﬃt
de diviser les valeurs du tableau 3.3 par
√
Lipal pour obtenir les écarts-types σ
(i)
δid
, σ(i)δiq ,
σ
(i)
δud
et σ(i)δuq , 1 ≤ i ≤ N , des processus stochastiques générant les bruits sur les valeurs
moyennes. En pratique, tous les paliers ont été pris de même longueur Lipal = 37700 et
on alors :
∀i, σ(i)δid = σδid , σ
(i)
δiq
= σδiq , σ
(i)
δud
= σδud , σ
(i)
δuq
= σδuq . (3.13)
Nous disposons désormais de toutes les informations nécessaires pour réaliser l’analyse
de Monte-Carlo.
3.3.3 Analyse de Monte-Carlo
L’analyse de Monte-Carlo menée dans cette partie consiste à appliquer un grand
nombre de fois la procédure d’identiﬁcation des paramètres décrite au paragraphe 3.1,
non plus directement aux valeurs moyennes comme dans la partie 3.2, mais aux valeurs
moyennes bruitées, le bruit changeant à chaque itération, aﬁn d’étudier l’impact de ce
bruit sur la répartition des paramètres identiﬁés. Concrétement, on remplace (3.9) et
(3.10) par (3.11) et (3.12) dans la procédure, avec à chaque itération, les 4N bruits{
δ
(i)
id
, δ
(i)
iq
, δ(i)ud , δ
(i)
uq
}
1≤i≤N
générés séparément et aléatoirement selon les distributions
normales de moyenne nulle et d’écarts-types respectifs σδid , σδiq , σδud , σδuq . A noter
que seuls les bruits changent à chaque itération, les valeurs moyennes étant elles les
mêmes pour l’ensemble des expériences aléatoires.
La ﬁgure 3.6 présente les distributions résultantes de cette analyse de Monte-Carlo
des quatre paramètres identiﬁés à 4000 tr/min, obtenues grâce à 25000 expériences
aléatoires indépendantes. Nous faisons l’hypothèse que ces distributions sont également
gaussiennes. Après détermination de leurs valeurs moyennes et écarts-types de la même
manière que nous l’avons fait pour la caractérisation des bruits (cf. barres verticales
vertes), les gaussiennes théoriques sont représentées en rouge. L’analyse a été eﬀectuée
également à d’autres régimes et dans le cas du modèle réaliste-déphasage (ǫ = ǫ˘) et
du modèle classique (ǫ = 0). Les tableaux 3.5, 3.6, 3.7 et 3.8 comparent alors, pour
les diﬀérents régimes et les deux modèles, un ensemble de caractéristiques statistiques,
respectivement pour la résistance R˘, le ﬂux φ˘ et les inductances L˘d et L˘q identiﬁés. Ces
tableaux s’intéressent non seulement à la robustesse de l’algorithme d’identiﬁcation au
bruit sur les signaux de courants et tensions, mais aussi à sa précision globale, laquelle
tient compte outre des incertitudes de mesure également du biais d’identiﬁcation. Ainsi,
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Figure 3.6 – Distributions des paramètres identiﬁés à 4000 tr/min, du fait du bruit
sur les signaux de courant et tension
quatre indicateurs sont calculés dans chaque cas, X représentant respectivement R, φ,
Ld ou Lq :
• l’écart-type σ(X˘) de la distribution du paramètre identiﬁé X˘,
• l’écart-type normalisé σN (X˘) de la distribution de X˘, i.e. σ(X˘) divisé par Xref ,
la valeur référence du paramètre X (cf. tableau 3.4),
• le biais d’identiﬁcation b(X˘) = E[X˘]−Xref , avec E l’espérance,
• une "erreur moyenne normalisée" EMN(X˘) =
√
EQM(X˘)/Xref , où EQM re-
présente l’erreur quadratique moyenne. On rappelle que :
EQM(X˘)
∆
= E[(X˘ −Xref )2] = σ2(X˘) + b2(X˘) . (3.14)
Ainsi, les deux premiers indicateurs nous renseignent sur la robustesse de l’algo-
rithme au bruit de mesure, tandis que le troisième renvoie aux erreurs d’identiﬁcation
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dues à la modélisation, que nous avions traitées de manière qualitative dans la partie
3.2. Enﬁn, l’"erreur moyenne normalisée" combine les eﬀets de ces deux sources d’er-
reurs. On note d’ailleurs que si le biais est nul, l’"erreur moyenne normalisée" est égale
à l’écart-type normalisé. Par ailleurs, ces indicateurs font intervenir des valeurs réfé-
rences des paramètres. Ne disposant pas de meilleure alternative, nous choisissons de
déﬁnir la valeur référence de X comme étant la moyenne des valeurs identiﬁées de X
aux diﬀérents régimes avec la modélisation réaliste-déphasage. Avec une telle déﬁnition,
il est possible que le biais d’identiﬁcation soit légèrement sous-estimé dans le cas de
la modélisation réaliste-déphasage. Les valeurs références utilisées sont alors indiquées
dans le tableau 3.4.
Table 3.4 – Valeurs moyennes des paramètres utilisées comme références
Rref φref Ldref Lqref
0.299 Ω 75.06 mWb 0.858 mH 0.954 mH
Table 3.5 – Ecarts-types et biais de la résistance identiﬁée
Résistance ǫ = ǫ˘ ǫ = 0
Régime σ(R˘) σN (R˘) b(R˘) EMN(R˘) σ(R˘) σN (R˘) b(R˘) EMN(R˘)
[tr/min] [mΩ] [-] [mΩ] [-] [mΩ] [-] [Ω] [-]
1000 1.0 0.34% 4.1 1.4% 0.86 0.29% 0.32 110%
2000 2.3 0.78% 0.9 0.84% 2.0 0.67% 1.4 480%
3000 4.0 1.3% 1.1 1.4% 5.2 1.7% 3.6 1200%
4000 6.4 2.1% 2.5 2.3% 12 4.0% 6.9 2300%
Table 3.6 – Ecarts-types et biais du ﬂux identiﬁé
Flux ǫ = ǫ˘ ǫ = 0
Régime σ(φ˘) σN (φ˘) b(φ˘) EMN(φ˘) σ(φ˘) σN (φ˘) b(φ˘) EMN(φ˘)
[tr/min] [µWb] [-] [mWb] [-] [µWb] [-] [mWb] [-]
1000 5.4 0.0070% 0.36 0.48% 5.5 0.0070% 1.1 1.4%
2000 5.2 0.0070% 0.17 0.23% 5.3 0.0070% 0.67 0.89%
3000 5.6 0.0080% 0.08 0.11% 6.7 0.0090% 0.22 0.29%
4000 7.2 0.010% 0.12 0.16% 11 0.014% 0.12 0.16%
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Table 3.7 – Ecarts-types et biais de l’inductance directe identiﬁée
Ld ǫ = ǫ˘ ǫ = 0
Régime σ(L˘d) σN (L˘d) b(L˘d) EMN(L˘d) σ(L˘d) σN (L˘d) b(L˘d) EMN(L˘d)
[tr/min] [µH] [-] [µH] [-] [µH] [-] [mH] [-]
1000 2.9 0.33% 0.3 0.33% 2.3 0.27% 0.69 80%
2000 3.3 0.38% 3.4 0.55% 2.5 0.29% 1.5 170%
3000 3.7 0.43% 3.9 0.63% 3.6 0.42% 2.2 250%
4000 4.5 0.52% 2.6 0.60% 5.6 0.65% 2.7 310%
Table 3.8 – Ecarts-types et biais de l’inductance en quadrature identiﬁée
Lq ǫ = ǫ˘ ǫ = 0
Régime σ(L˘q) σN (L˘q) b(L˘q) EMN(L˘q) σ(L˘q) σN (L˘q) b(L˘q) EMN(L˘q)
[tr/min] [µH] [-] [µH] [-] [µH] [-] [mH] [-]
1000 4.1 0.43% 9.0 1.0% 4.1 0.43% 0.44 46%
2000 4.1 0.43% 8.0 0.94% 5.2 0.54% 0.64 67%
3000 4.5 0.47% 2.1 0.52% 10 1.1% 2.3 240%
4000 5.9 0.61% 1.1 0.63% 22 2.3% 5.0 520%
A l’aide des tableaux 3.5 à 3.8, on constate tout d’abord que les écarts-types sont
du même ordre de grandeur pour les deux modélisations, quels que soient le régime et
le paramètre considéré. L’impact, traduit par ces écarts-types, du bruit de mesure sur
l’identiﬁcation des paramètres reste d’ailleurs dans des proportions très raisonnables :
quasiment négligeable dans le cas du ﬂux et de l’ordre du pourcent d’erreur relative
pour la résistance et les inductances. On remarque également, et ce de manière plus
marquée pour la résistance identiﬁée, que les écarts-types augmentent avec le régime.
Cette tendance n’est pas surprenante, étant donnée l’augmentation de l’amplitude du
bruit avec le régime. Concernant le biais d’identiﬁcation, non dû au bruit de mesure
mais aux erreurs de modélisation, les tableaux quantiﬁent ce que nous avions constaté
dans la partie 3.2, à savoir que le biais est beaucoup plus grand dans le cas de la
modélisation classique (ǫ = 0) que dans celui de la modélisation réaliste-déphasage
(ǫ = ǫ˘) (attention aux unités !) et que, dans ce premier cas, il augmente avec le régime,
exception faite de l’identiﬁcation du ﬂux. Notons que comparer le biais aux diﬀérents
régimes dans le cas du modèle réaliste-déphasage n’a pas de sens du fait de la déﬁnition
des valeurs références des paramètres. Enﬁn, il est intéressant de comparer l’écart-type
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normalisé σN et l’"erreur moyenne normalisée" EMN aﬁn d’avoir une idée de la part
de l’erreur d’identiﬁcation due au bruit de mesure. Dans le cas du modèle classique,
en exceptant à nouveau le cas du ﬂux, le biais est si grand que l’impact du bruit de
mesure est négligeable par rapport aux erreurs de modèle. En revanche, dans le cas du
modèle réaliste-déphasage, la part de l’impact du bruit de mesure sur l’identiﬁcation
de la résistance et des inductances est grossièrement équivalente à celle du biais (qui,
on le rappelle, est ici potentiellement sous-estimé). En ce qui concerne le ﬂux, quel que
soit le modèle, le bruit de mesure a un impact négligeable sur son identiﬁcation. En
conclusion, outre la conﬁrmation de la "supériorité" du modèle réaliste-déphasage sur
le modèle classique, ces tableaux témoignent de la relativement bonne robustesse de
l’algorithme d’identiﬁcation aux incertitudes de mesure sur les courants et tensions,
et ce quel que soit le modèle, quel que soit le régime et quel que soit le paramètre
considéré, avec toutefois une mention particulière pour le ﬂux.
Aﬁn de mieux visualiser la robustesse aux incertitudes de mesure, la ﬁgure 3.7 pré-
sente, en fonction du régime, les intervalles de conﬁance à 95% (±1.96σ) des paramètres
identiﬁés dans le cas de la modélisation réaliste-déphasage. Excepté pour l’identiﬁca-
tion de la résistance à haut régime un peu plus sujette aux incertitudes de mesure, ceci
conﬁrme la bonne robustesse de la procédure d’identiﬁcation.
3.4 Conclusion
Aﬁn, entre autres, de valider la modélisation réaliste faite au chapitre 2 et de consta-
ter son apport par rapport à la modélisation classique, un algorithme d’identiﬁcation
hors-ligne des paramètres, basé sur une méthode de moindres carrés, a été mis au point
dans ce chapitre. Sa mise en œuvre expérimentale a permis de montrer la grande res-
semblance de la modélisation réaliste aux données expérimentales, là où la modélisation
classique faisait pâle ﬁgure. L’apport de la nouvelle modélisation est donc indéniable et
va s’avérer essentiel lors de la conception d’observateurs, lesquels doivent se baser sur
une modélisation réaliste de la machine. En eﬀet, si déjà hors-ligne l’estimation d’un
paramètre présente un biais important, il y a peu de chances d’aboutir en ligne à une es-
timation correcte... L’analyse de Monte-Carlo visant à étudier l’impact des incertitudes
de mesure sur les courants et tensions sur l’algorithme d’identiﬁcation a ensuite permis
de montrer la bonne robustesse du processus d’identiﬁcation au bruit de mesure, quel
que soit le régime. Cette étude a également nécessité une caractérisation expérimentale
des processus stochastiques générant le bruit sur les tensions et courants, laquelle nous
sera à nouveau utile par la suite, notamment pour le réglage des observateurs.
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Figure 3.7 – Intervalles de conﬁance à 95% des paramètres identiﬁés en fonction du
régime du fait du bruit sur les signaux de courant et tension
Enﬁn, notons que, si nous avons dans ce chapitre exposé un processus d’identiﬁca-
tion hors-ligne des paramètres, ceci est complètement diﬀérent de ce qui nous intéressera
dans les chapitres suivants, à savoir l’observation en ligne des paramètres. En eﬀet, dans
le cas de l’identiﬁcation, le couple et le régime sont imposés par un protocole expéri-
mental, là où ils sont imposés par le conducteur et les conditions de conduite dans le
cas de l’observation, laquelle ne doit pas interférer avec la fourniture du couple.
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Chapitre 4
Observation sans mesure de
position : Observateur non
linéaire de Luenberger - Cas idéal
Après l’établissement au chapitre 2 et la validation au chapitre 3 d’une modélisation
réaliste de la MSAP, le présent chapitre ainsi que les suivants concernent la conception,
l’étude et l’implémentation de deux observateurs basés sur cette modélisation. Deux
observateurs pour deux situations diﬀérentes : dans un cas, la position est supposée
mesurée et donc parfaitement connue, tandis que dans l’autre cas, elle est supposée
inconnue.
Avant de nous consacrer au premier cas au chapitre 7 via le développement d’un
observateur dit de Kreisselmeier, nous nous intéressons dans les chapitres 4 à 6 au cas
où la position est inconnue. A cette ﬁn, un observateur non linéaire, dit de Luenberger,
fait l’objet de ces chapitres. Robuste aux paramètres relatifs à la charge mécanique
connectée à l’arbre du moteur grâce à un choix approprié de coordonnées, cet obser-
vateur permet, à vitesse non nulle, l’estimation en ligne du ﬂux des aimants et de la
position du rotor, à l’aide uniquement des mesures de courants et tensions, ainsi que de
la connaissance de valeurs approchées de la résistance et de l’inductance. Relativement
longue, l’étude de cet observateur de Luenberger est découpée en plusieurs chapitres.
Ainsi, ce chapitre 4 introduit tout d’abord l’observateur dans le cas idéal, c’est-à-dire
sans bruit, ni de modèle (les signaux mesurés sont supposés être les signaux exacts, cas
de la modélisation classique), ni de mesure. Le bruit de modèle est ensuite ajouté au
chapitre 5, où l’observateur est ainsi adapté à la modélisation réaliste, puis c’est au tour
du bruit de mesure au chapitre 6. Enﬁn, des résultats expérimentaux sont présentés au
chapitre 8 et des résultats complémentaires en simulation dans l’annexe B.
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Ainsi, ce chapitre présente l’observateur non linéaire de Luenberger dans le cas idéal.
Signaux mesurés et signaux exacts ne font qu’un et de ce fait l’observateur est construit
à partir de la modélisation classique de la machine. Après l’exposé de quelques considé-
rations sur le contrôle sensorless et la robustesse et l’enjeu de robustesse de l’observa-
tion (4.1), les paragraphes 4.2 et 4.3 exposent dans un premier temps, respectivement
le sous-système de dimension deux de la machine sur lequel est basé l’observateur et
le problème d’estimation. Dans le paragraphe 4.4 est alors établie l’observabilité ins-
tantanée du modèle à vitesse non nulle, avant de construire l’observateur non linéaire
de Luenberger au paragraphe 4.5. La convergence de celui-ci est étudiée au paragraphe
4.6, les conditions de convergence étant ensuite vériﬁées pour la solution particulière au
paragraphe 4.7, le nombre de pôles nécessaires y étant notamment déterminé. Enﬁn, le
paragraphe 4.8 étudie la robustesse de l’observateur à une mauvaise connaissance de la
résistance et de l’inductance.
Remarque : Dans ce chapitre, nous travaillons dans le repère (α, β). Ainsi, pour
simpliﬁer les équations, nous noterons i = iαβ , u = uαβ , Φ = Φαβ et Ψ = Ψαβ . Il s’agit
donc de vecteurs à deux éléments. De plus, nous supposons que la machine est à pôles
lisses, soit Ld = Lq = L.
4.1 Considérations sur le sensorless et la robustesse
Ne disposant pas de la mesure de position, nous nous trouvons ici dans le domaine
très étudié du sensorless, visant, en l’absence d’information de position fournie par un
capteur, à contrôler la machine électrique à l’aide d’une estimation précise de cette
position. Si l’utilisation d’un capteur de position est moins compliquée que celle de
capteurs internes de température (cf. paragraphe 1.5.1), la suppression de ce capteur
est une voie de plus en plus étudiée par les constructeurs pour des raisons de réduction
des coûts, de diminution de l’encombrement, de suppression de câbles et de ﬁabilité
[13] [31]. L’estimation de la position est alors en général obtenue à l’aide d’observateurs
utilisant comme mesures uniquement celles de tension et courant [40]. Cependant, les
équations de ces observateurs font aussi intervenir d’autres paramètres, à savoir les pa-
ramètres physiques de la machine (résistance des enroulements statoriques, inductance,
ﬂux des aimants) et ceux liés à la charge mécanique connectée à son arbre (inertie,
friction, couple de charge). De ce fait, la robustesse à ces données, souvent dynami-
quement changeantes ou inconnues, constitue un enjeu important de l’estimation de
la position. L’objet de cette thèse n’est certes pas le contrôle sensorless de la machine
mais bien l’estimation des variations de température via l’estimation de la résistance
des enroulements et du ﬂux des aimants. De ce fait, l’estimation de l’observateur de ﬂux
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et de position, que nous allons développer, qui nous intéresse en premier lieu est bien
l’estimation du ﬂux et non celle de la position. Toutefois, d’une part, ayant accès grâce
à cet observateur à une estimation de la position, il serait dommage de s’en priver, et
d’autre part, la qualité des estimations du ﬂux et de la position sont liées, une bonne
estimation du ﬂux allant en général de pair avec une bonne estimation de la position
(ceci peut légèrement perdre en véracité en présence de bruit de mesure). La robustesse
aux paramètres nous intéresse donc grandement également dans notre cas.
Parmi les nombreuses publications traitant de l’estimation de la position pour le
contrôle sensorless, estimant ou non simultanément des paramètres du moteur, quelques
unes s’intéressent à l’impact d’une mauvaise connaissance des paramètres et la plupart
développent des estimateurs robustes aux incertitudes de résistance. Par exemple, [20]
augmente l’ordre de son observateur de position avec une loi adaptative pour la ré-
sistance aﬁn d’améliorer la robustesse à bas régime, tandis que [37] développe une
méthode d’identiﬁcation en ligne de la résistance pour rendre le contrôle de la MSAP
robuste aux incertitudes de celle-ci. Les algorithmes de contrôle sensorless, basés sur
l’estimation d’un vecteur de force contre-électromotrice dans [17] et sur un ﬁltre de
Kalman étendu dans [51], sont également assez robustes aux variations de résistance.
Si [20] et [17] montrent une bonne robustesse aux variations d’inductance également, les
incertitudes de ﬂux entraînent des erreurs de position relativement importantes dans
[20], alors que le ﬂux des aimants est supposé constant dans [17]. Concernant [51] et
l’observateur utilisant une boucle à verrouillage de phase proposé par [43], ils montrent
aussi une bonne robustesse à deux des paramètres (la résistance et le ﬂux pour [51],
l’inductance et le ﬂux pour [43]), mais ne considèrent pas la robustesse au troisième
paramètre physique de la machine (i.e. respectivement l’inductance et la résistance).
Quant à [4], l’étude de la robustesse n’y est pas restreinte aux paramètres physiques
de la machine puisqu’un observateur indépendant des paramètres liés à la charge mé-
canique y est présenté. Celui-ci est alors robuste à la fois aux paramètres mécaniques,
via une correction adaptative de la vitesse, et aux incertitudes de ﬂux.
L’observateur non linéaire de Luenberger que nous allons présenter est lui, d’une
part robuste aux paramètres liés à la charge mécanique, grâce à l’utilisation d’un sous-
système spéciﬁque de dimension deux du modèle du moteur, complètement découplé
du comportement mécanique du moteur. D’autre part, la robustesse aux paramètres
physiques de la machine, et plus précisément l’impact d’une mauvaise connaissance de
la résistance et de l’inductance, est étudiée au paragraphe 4.8 et se montre concluante.
Quant à la robustesse aux variations de ﬂux des aimants, elle est évidemment assurée
par l’estimation conjointe du ﬂux et de la position.
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4.2 Modélisation utilisée
Dans cette partie, nous utilisons les équations électriques de la modélisation clas-
sique (1.19) :
L
︷˙︷
i = −Ri+ ωφ
 sin θ
− cos θ
+ u . (4.1)
Aﬁn d’extraire plus d’information sur la dynamique du modèle, il est intéressant de lui
appliquer le changement de coordonnées suivant :
Ψ = Li+Φ , (4.2)
avec :
Φ = φ
 cos θ
sin θ
 . (4.3)
En faisant ce changement de coordonnées, nous avons remplacé la composante θ par
deux coordonnées, à savoir les deux composantes du ﬂux magnétique total (induit +
permanent) Ψ. Ceci implique, dans le cas φ˙ = 0, l’existence d’une contrainte reliant les
deux nouvelles coordonnées :
|Ψ− Li|2 = φ2 . (4.4)
Les équations électriques (4.1) se réécrivent alors :
Ψ˙ = u−Ri , (4.5)
qui n’est rien d’autre que la loi de Faraday. On note que la vitesse ω n’apparaît plus
dans ces équations. Le système de dimension deux (4.5) est donc découplé de l’équation
mécanique.
4.3 Le problème d’estimation
Remarque préliminaire : Les signaux u et i sont supposés disponibles par mesure.
Nous étudierons dans la partie 7.2, l’observabilité de l’état χK = (L,R, φ) quand la
position θ est connue. Ne disposant pas ici de cette information de position, le domaine
d’observabilité de χT = (L,R, φ, θ) est au mieux aussi grand que celui de χK . Autre-
ment dit, dans tous les cas pour lesquels χK est non observable, χT est également non
observable. En particulier, χK et χT ne sont pas observables pour la solution particu-
lière introduite au paragraphe 2.1. Concernant les cas pour lesquels χK est observable,
nous n’avons pas pu obtenir de résultats concluants et ne présentons donc pas de preuve
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formelle d’observabilité ou de non observabilité de l’état χT . Cependant, une version de
l’observateur non linéaire de Luenberger visant à estimer l’état χT = (L,R, φ, θ) a été
développée, sa construction reposant sur le même principe que celle de l’observateur
construit au paragraphe 4.5, mais avec des équations beaucoup plus complexes. Cet ob-
servateur a alors été implémenté en simulation, et ce sans succès quant à l’observation
de l’état χT complet. Ceci n’est évidemment pas une preuve de non observabilité mais
éveille de forts soupçons. Il est toutefois également possible que cet échec soit issu de
problèmes numériques, cette version de l’observateur nécessitant des calculs très lourds,
avec notamment des résolutions, via une technique du résultant [10] [11], d’équations
polynomiales d’ordre parfois supérieur à 10 à 4 inconnues. Quoi qu’il en soit, que ce soit
pour raison de non-observabilité ou de problèmes numériques liés à l’implémentation, il
ne semble pas viable d’implémenter un observateur de Luenberger pour observer l’état
χT = (L,R, φ, θ).
Ainsi, supposant toujours que les signaux u et i sont disponibles par mesure, mais
également que les valeurs des paramètres R et L sont connues, nous cherchons plus
modestement à estimer la position θ et le ﬂux φ. D’après (4.3), cela est équivalent à
estimer Φ (dont φ et θ sont le module et l’argument) et, comme on connaît L et i,
c’est également équivalent à estimer Ψ. Nous cherchons donc à estimer l’état χ = Ψ,
satisfaisant la dynamique :
Ψ˙ = u−Ri , (4.6)
connaissant les entrées i et u et la sortie mesurée :
y(t) = h(χ, t) , (4.7)
où h est déﬁnie en s’inspirant de la contrainte (4.4) par :
h(χ, t) = |Ψ− Li|2 − φ2. (4.8)
On note donc que la mesure de y est identiquement nulle pour toute solution de (4.6)
issue du modèle (4.1).
4.4 Observabilité
Avant de construire un observateur, une étude d’observabilité est nécessaire aﬁn de
connaître les signaux qu’il est possible d’observer à partir du modèle et sous quelles
conditions. A cette ﬁn, nous rappelons dans un premier temps quelques déﬁnitions et
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méthodes relatives à l’observabilité et son étude. Ce qui est exposé dans le paragraphe
suivant est inspiré de [41], [47] et [16].
4.4.1 Déﬁnitions et méthodes
On considère le système suivant :
x˙ = f(x, t) ,
y = h(x, t) ,
(4.9)
avec x ∈ Rn, y ∈ Rp et f et h deux fonctions régulières.
Distinguabilité : Deux états initiaux xa et xb appartenant à un ensemble ouvert
O de Rn sont dits indistinguables dans O à t0 si, pour t ≥ t0 et aussi longtemps que
les deux solutions issues de ces états initiaux restent dans O, les sorties ya(t) et yb(t)
sont identiques. Ils sont dits distinguables dans O à t0 sinon.
Observabilité : Le système (4.9) est dit observable sur O si tous les états initiaux
xa et xb appartenant à O sont distinguables à t0 dans O pour tout t0 ∈ R. Quand O
est un voisinage d’un certain point x0 de R
n, le système est dit localement observable
en x0. Quand O = Rn, le système est dit globalement observable.
On peut également déﬁnir une propriété plus forte décrivant le fait que deux diﬀérents
états peuvent être distingués en regardant la sortie pendant un laps de temps aussi
petit que l’on veut :
Observabilité instantanée : Soit x0 ∈ Rn. Le système (4.9) est localement ins-
tantanément observable en x0 s’il existe un voisinage ouvert O tel que pour tout sous-
ensemble I ⊆ O contenant x0, le système est observable sur I. Si pour tout x0 ∈ Rn, le
système est instantanément observable en x0, il est localement instantanément obser-
vable. Si O = Rn, le système est globalement instantanément observable.
On remarque que les implications suivantes sont vériﬁées par les diﬀérentes observabi-
lités :
Observabilité globale instantanée ⇒ Observabilité globale
⇓ ⇓
Observabilité locale instantanée ⇒ Observabilité locale .
(4.10)
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Introduisons désormais la fonction Hk qui à un état x ∈ Rn associe la sortie et ses k−1
premières dérivées temporelles :
Hk(x, t) =

h1(x, t)
...
hk(x, t)
 , (4.11)
avec h1(x, t) = h(x, t) et hj+1(x, t) la j-ème dérivée de h(x, t), soit :
hj+1(x, t) =
∂hj
∂x
(x, t)f(x, t) +
∂hj
∂t
(x, t) . (4.12)
En découle la déﬁnition suivante :
Observabilité diﬀérentielle d’ordre k : Le système (4.9) satisfait la propriété
d’observabilité différentielle d’ordre k à l’instant t sur O, un ensemble ouvert de Rn, si
la fonction x 7→ Hk(x, t) (4.11) est injective sur O.
S’il existe un entier k > 0 tel que la propriété d’observabilité diﬀérentielle est satisfaite
pour tout t, alors le système est instantanément observable. L’observabilité diﬀérentielle
signiﬁe que l’état peut être exprimé en fonction des sorties et d’un nombre ﬁni de leurs
dérivées en temps.
Illustration sur le cas linéaire
En guise d’illustration, intéressons-nous au cas linéaire avec le système suivant,
d’état x de dimension n et de sortie y :
x˙ = Ax ,
y = Cx .
(4.13)
En dérivant la sortie, on obtient :
Hn(x) =

y
y˙
y¨
...
y(n−1)

=

Cx
CAx
CA2x
...
CAn−1x

. (4.14)
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On voit alors que pour pouvoir exprimer x en fonction de y et de ses dérivées, la matrice
d’observabilité O =
(
C CA CA2 . . . CAn−1
)T
doit être inversible et donc de
rang plein. On retrouve bien la condition d’observabilité du cas linéaire.
4.4.2 Observabilité instantanée du système
Nous démontrons dans cette partie l’observabilité instantanée du système (4.6,4.7)
en montrant qu’il est diﬀérentiellement observable. Dans ce but, nous supposons en
outre que le ﬂux φ, paramètre dépendant de la température, varie lentement avec le
temps, de manière à considérer que l’on a φ˙ = 0. Ceci est réaliste, la constante de temps
thermique étant très grande comparée à la constante de temps électrique.
Proposition 4.1. L’état χ = Ψ, satisfaisant la dynamique (4.6) et avec φ˙ = 0, les en-
trées (i, u,R, L) ainsi que la sortie (4.7) étant connues, est différentiellement observable
d’ordre 3 à l’instant t si et seulement si ω(t) 6= 0.
Démonstration. On cherche à montrer que la fonction (χ 7→ H3(χ, t)), déﬁnie par (4.11)
est injective. Commençons par calculer les dérivées de la sortie :
y = |Ψ|2 − 2LΨT i+ L2|i|2 − φ2 ,
y˙ = 2ΨT
(
u−Ri− L︷˙︷i )− 2LiT (u−Ri− L︷˙︷i ) ,
y¨ = 2ΨT
(
u˙−R︷˙︷i − L︷¨︷i )+ 2 ∣∣∣∣u−Ri− L︷˙︷i ∣∣∣∣2 − 2LiT (u˙−R︷˙︷i − L︷¨︷i ) .
(4.15)
Par déﬁnition du modèle, ces équations ont au moins une solution χ = Ψ. Supposons dé-
sormais qu’il existe une autre solution distincte χ¯ = Ψ¯. On a alors H3(χ¯, t)−H3(χ, t) =
0, soit :
|Ψ¯|2 − |Ψ|2 + 2LiT (Ψ− Ψ¯)
2
(
u−Ri− L︷˙︷i )T (Ψ¯−Ψ)
2
(
u˙−R︷˙︷i − L︷¨︷i )T (Ψ¯−Ψ)
 =

(Ψ¯ + Ψ)T − 2LiT
2
(
u−Ri− L︷˙︷i )T
2
(
u˙−R︷˙︷i − L︷¨︷i )T
 (Ψ¯−Ψ) = 0 . (4.16)
Donc, en utilisant (4.1), (4.2) et (4.3), et avec J donnée par (1) :

(Ψ¯−Ψ)T + 2ΦT
−2ωΦTJ
−2ω˙ΦTJ − 2ωΦ˙TJ
 (Ψ¯−Ψ) = 0 (4.17)
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⇐⇒

ΦT
−ωΦTJ
−ω˙ΦTJ − ωΦ˙TJ
 (Ψ¯−Ψ) =

−|Ψ¯−Ψ|
2
2
0
0
 (4.18)
⇐⇒

cos θ sin θ
−ω sin θ ω cos θ
−ω˙ sin θ + ω2 cos θ ω˙ cos θ + ω2 sin θ
 (Ψ¯−Ψ) =

−|Ψ¯−Ψ|
2
2φ
0
0
 (4.19)
⇐⇒

cos θ sin θ
−ω sin θ ω cos θ
−ω˙ sin θ ω˙ cos θ

(
Ψ¯−Ψ
|Ψ¯−Ψ|2
)
=

− 1
2φ
0
ω2
2φ
 . (4.20)
On peut en eﬀet diviser par |Ψ¯ − Ψ|2 car Ψ¯ 6= Ψ. Si ω = ω˙ = 0, le système (4.20)
a une inﬁnité de solution. Si ω = 0 mais ω˙ 6= 0, le système a une unique solution
Ψ¯−Ψ
|Ψ¯−Ψ|2 = −
1
2φ
 cos θ
sin θ
. Enﬁn, si ω 6= 0, le système n’a pas de solution triviale,
même si ω˙ = 0. Ainsi, si ω 6= 0, le système H3(χ¯, t) = H3(χ, t) n’a pas de solution
si χ¯ 6= χ. Donc H3(χ¯, t) = H3(χ, t) ⇒ χ¯ = χ. La fonction (χ 7→ H3(χ, t)) est alors
injective à l’instant t où ω(t) 6= 0 et l’état χ est diﬀérentiellement observable d’ordre 3.
Au contraire, si ω = 0, il n’y a plus observabilité diﬀérentielle d’ordre 3.
Remarque : Si ω = 0 mais qu’une de ses dérivées est non nulle, il est possible que
le système soit diﬀérentiellement observable d’ordre strictement supérieur à 3.
4.5 Construction d’un observateur non linéaire de Luen-
berger
Sous les conditions précisées par la proposition 4.1, l’état χ = Ψ est donc instanta-
nément observable. Nous proposons d’exploiter cette observabilité en implémentant un
observateur non linéaire de Luenberger, introduit par Luenberger dans le cas linéaire
[30] et étendu au cas non linéaire par Kazantzis et Kravaris [23] et Shoshitaishvili [45].
D’après [2], cet observateur prend la forme suivante :
z˙j = −λj(zj − y) + ηj , 1 ≤ j ≤ m ,
χ̂ = T ⋆(z1, . . . , zm, t) ,
(4.21)
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avec m nombres complexes à parties réelles strictement positives λj , que l’on nommera
les pôles de l’observateur, avec m composantes d’état complexes zj et m signaux ηj
à déﬁnir, dépendant des courants et tensions. χ̂ est l’état estimé et T ⋆ une fonction
à déterminer. Pour construire cet observateur, il est ainsi nécessaire de déterminer les
signaux ηj et la fonction T ⋆. Nous devons également déterminer le nombre et les valeurs
des pôles λj , points sur lesquels nous reviendrons plus tard.
D’après la deuxième équation, on constate qu’avec cet observateur on cherche à
estimer l’état à partir des composantes zj . A cette ﬁn, il est nécessaire, dans un pre-
mier temps, d’exprimer les composantes zj en fonction de l’état, i.e de déterminer les
fonctions Tj telles que zj = Tj(χ, t). Si ces fonctions, solutions d’équations aux déri-
vées partielles, peuvent, dans le cas général, être diﬃciles à déterminer, nous verrons
qu’elles prennent dans notre cas une forme polynomiale simple. Dans un second temps,
comme nous cherchons à déterminer T ⋆, qui à l’inverse exprime l’état en fonction des
composantes zj , nous devons résoudre en χ les équations zj = Tj(χ, t). Cependant, ces
équations pouvant ne pas avoir de solution exacte, nous transformons le problème en
un problème de minimisation, aﬁn, à partir de plusieurs équations, de trouver l’état qui
correspond le mieux.
4.5.1 Première étape : recherche des fonctions Tj
En procédant suivant la théorie développée dans [2] et appliquée dans un cas simi-
laire dans [42], on recherche les fonctions Tj , telles que zj = Tj(χ, t) et les signaux ηj
associés. Les fonctions Tj(χ, t) doivent vériﬁer :
∂Tj
∂χ
(χ, t)χ˙+
∂Tj
∂t
(χ, t) = −λj [Tj(χ, t)− y(t)] + ηj(t) , (4.22)
équations auxquelles on cherche des solutions polynomiales. On a alors la proposition
suivante.
Proposition 4.2. La fonction polynomiale de degré 2 :
Tj = |Ψ|2 − φ2 + cTj Ψ (4.23)
est solution de (4.22), avec :
ηj = c
T
j (u−Ri)− λjL2|i|2 ,
c˙j = −λjcj − 2(u−Ri+ λjLi) .
(4.24)
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Démonstration. En remplaçant, dans (4.22), Tj par son expression donnée par (4.23),
on obtient :
2ΨT Ψ˙ + c˙Tj Ψ+ c
T
j Ψ˙ = −λj(|Ψ|2 − φ2 + cTj Ψ) + ηj
⇔ 2ΨT (u−Ri) + c˙Tj Ψ+ cTj (u−Ri) = −λj(L2|i|2 + φ2 + 2LiTΦ− φ2 + cTj Ψ) + ηj
⇔ (2(u−Ri)T + c˙Tj )Ψ + cTj (u−Ri) = −2λjLiTΨ+ L2λj |i|2 − λjcTj Ψ+ ηj .
(4.25)
Puis, en séparant les termes facteurs de Ψ et les autres, on obtient le système (4.24).
On remarque que, comme les λj sont à parties réelles strictement positives, les compo-
santes de cj sont bornées si les courants et tensions le sont.
4.5.2 Seconde étape : détermination de T ⋆
Déterminer T ⋆ revient à résoudre en χ = Ψ les équations :
zj(t) = Tj(χ, t) , 1 ≤ j ≤ m , (4.26)
soit à résoudre en Ψ, les équations :
zj = |Ψ|2 − φ2 + cTj Ψ . (4.27)
Or, on remarque avec (4.4) que :
|Ψ|2 − φ2 = 2LiTΨ− L2|i|2 . (4.28)
Ceci donne :
zj + L
2|i|2 = (cj + 2Li)TΨ
= (cj + 2Li)
T (Φ + Li) ,
(4.29)
d’où :
(cj + 2Li)
TΦ = zj − cTj Li− L2|i|2 . (4.30)
Il s’agit donc de résoudre en Φ les équations :
(cj + 2Li)
TΦ = zj − cTj Li− L2|i|2 , 1 ≤ j ≤ m . (4.31)
Les pôles λj étant complexes, suivant la nullité ou non de leurs parties imaginaires, on
cherche à résoudre entre m et 2m équations non linéaires à deux inconnues (les deux
composantes de Φ). Comme on a potentiellement plus d’équations que d’inconnues, et
comme, du fait du bruit ou d’eﬀets non modélisés, ces équations peuvent ne pas avoir
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de solution exacte, on transforme le problème en un problème de minimisation. On
cherche ainsi l’estimation Φ̂ de Φ par moindres carrés.
4.5.3 Conclusion : Observateur non linéaire de Luenberger
Ce qui précède nous conduit à l’observateur non linéaire de Luenberger suivant. La
dynamique de l’observateur est :
z˙j = −λjzj + ηj ,
c˙j = −λjcj − 2(u−Rai+ λjLai) , 1 ≤ j ≤ m ,
ηj = c
T
j (u−Rai)− λjL2a|i|2 .
(4.32)
On en déduit l’estimée Φ̂ du vecteur Φ comme solution aux moindres carrés de :
(cj + 2Lai)
T Φ̂ = zj − cTj Lai− L2a|i|2 , 1 ≤ j ≤ m , (4.33)
où u et i sont les tensions et courants exacts dans le repère (α, β) aux bornes du moteur,
et où Ra et La sont les approximations que nous avons de R et L. Les λj sont les pôles
à choisir. Les estimées φ̂ et θ̂ de l’intensité du ﬂux des aimants et de la position sont
ensuite simplement respectivement le module et l’argument du vecteur Φ̂.
Remarque : Dans le cas où les pôles λj sont à partie imaginaire non nulle, il est
utile pour l’implémentation de séparer parties réelles et parties imaginaires. Ainsi, en
notant ℑ2 = −1 et en introduisant les notations suivantes pour les parties réelles et
imaginaires :
λj = λℜj+ℑλℑj , zj = zℜj+ℑzℑj , cj = cℜj+ℑcℑj , ηj = ηℜj+ℑηℑj , (4.34)
les équations (4.32) et (4.33) se réécrivent :
z˙ℜj = −λℜjzℜj + λℑjzℑj + ηℜj ,
z˙ℑj = −λℑjzℜj − λℜjzℑj + ηℑj ,
c˙ℜj = −λℜjcℜj + λℑjcℑj − 2(u−Rai+ λℜjLai) ,
c˙ℑj = −λℑjcℜj − λℜjcℑj − 2λℑjLai ,
ηℜj = c
T
ℜj(u−Rai)− λℜjL2a|i|2 ,
ηℑj = c
T
ℑj(u−Rai)− λℑjL2a|i|2 ,
(4.35)
78
4.6. Convergence de l’observateur de Luenberger
avec les équations à résoudre :
(cℜj + 2Lai)
T Φ̂ = zℜj − cTℜjLai− L2a|i|2 ,
cT
ℑjΦ̂ = zℑj − cTℑjLai .
(4.36)
4.6 Convergence de l’observateur de Luenberger
Dans ce paragraphe, nous vériﬁons la convergence de l’estimation Φ̂ du vecteur
Φ vers Φ, quand la résistance et l’inductance sont parfaitement connues, i.e. quand
Ra = R et La = L.
Par déﬁnition de T , on a :
T˙j(χ, t) = −λj [Tj(χ, t)− y] + ηj . (4.37)
Donc :
˙︷ ︷
zj − Tj(χ, t) = −λj(zj − Tj(χ, t)) . (4.38)
Si Re(λj) > 0, on est sûr de la convergence de zj vers Tj . Par ailleurs, on a :
(cj + 2Li)
T Φ̂ = zj − cTj Li− L2|i|2 ,
(cj + 2Li)
TΦ = Tj − cTj Li− L2|i|2 ,
(4.39)
et donc :
(cj + 2Li)
T (Φ̂− Φ) = zj − Tj . (4.40)
Ainsi, si la matrice constituée des (cj(t)+2Li(t)) est inversible à gauche uniformément
en t (i.e. si son inverse existe et est bornée supérieurement), alors on a convergence de
Φ̂ vers Φ. Se pose alors le problème du rang de la matrice constituée des (cj + 2Li).
Nous l’étudions pour la solution particulière au paragraphe 4.7.
Remarque : L’inversibilité peut également être testée en ligne par un calcul de
déterminant. Lorsque la matrice est non inversible, on gèle alors l’estimation. Ceci
n’a pas de conséquence puisque la dynamique de l’observateur n’est, elle, pas modiﬁée,
contrairement par exemple au cas d’un observateur faisant intervenir un facteur d’oubli
comme celui présenté au chapitre 7.
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4.7 Propriétés de l’observateur pour la solution particu-
lière dans le cas non bruité
Dans cette partie, nous cherchons à résoudre de manière exacte les équations de
l’observateur, i.e. sans recourir à un problème de moindres carrés, dans le cas non bruité.
Pour ce faire, nous nous plaçons dans le cadre de la solution particulière à tensions et
couple constants présentée au paragraphe 2.1. Ceci nous permet notamment d’étudier le
problème du rang de la matrice constituée des (cj+2Li) et de déterminer les conditions
de convergence de l’estimation dans le cadre de cette solution particulière, ainsi que le
nombre minimal de pôles nécessaires. Les expressions déterminées tout au long de ces
calculs serviront également de support à l’étude du cas bruité menée dans le chapitre
6. Les cas à pôles réels et à pôles complexes sont traités séparément.
On rappelle que, dans le cadre de la solution particulière (2.21), u et i se mettent
sous la forme :
u = Uvu , i = Ivi , (4.41)
avec U et I des réels constants et :
vu(t) =
 cos(ωt+ ϕu)
sin(ωt+ ϕu)
 , vi(t) =
 cos(ωt+ ϕi)
sin(ωt+ ϕi)
 . (4.42)
Par ailleurs, dans cette partie, on utilisera un indice 0 pour signiﬁer qu’on se trouve
dans le cadre non bruité, par opposition à l’étude qui sera menée plus loin en présence
de bruit. Enﬁn, introduisons quelques notations qui nous serons utiles pour mener à
bien les calculs :
c = vTu vi = v
T
i vu = cos(ϕu − ϕi) ,
s = vTuJ vi = −vTuJ T vi = vTi J T vu = −vTi J vu = sin(ϕu − ϕi) ,
A = U cos(ωt+ ϕu)−RaI cos(ωt+ ϕi) + ωLaI sin(ωt+ ϕi) ,
B = U sin(ωt+ ϕu)−RaI sin(ωt+ ϕi)− ωLaI cos(ωt+ ϕi) ,
E = A2 +B2 = (Uc−RaI)2 + (Us− ωLaI)2 ,
d+ = λ
2
ℑ
+ ω2 + λ2ℜ ,
d− = λ
2
ℑ
− ω2 + λ2ℜ ,
e = λ2
ℑ
− ω2 − λ2ℜ ,
f = −2λℑλℜ ,
D = (λ2
ℑ
+ λ2ℜ)
2 + ω4 + 2ω2(λ2ℜ − λ2ℑ) .
(4.43)
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4.7.1 Cas à pôles réels
Les équations (4.32) et (4.33) s’écrivent :
z˙0j = −λjz0j + η0j ,
c˙0j = −λjc0j − 2(u−Rai+ λjLai) ,
η0j = c
T
0j (u−Rai)− λj |Lai|2 ,
(4.44)
Φ̂0 étant alors obtenu en résolvant les équations :
c˜T0j Φ̂0 = z˜0j , 1 ≤ j ≤ m , (4.45)
avec les notations :
c˜0j = c0j + 2Lai ,
z˜0j = z0j − cT0jLai− |Lai|2 .
(4.46)
Dans la suite des calculs, par souci de simplicité, on fera abstraction des indices j.
Calcul de c˜0
Pour la solution particulière, c0 vériﬁe l’équation diﬀérentielle suivante :
c˙0 = −λc0 − 2(u−Rai+ λLai) = −λc0 − 2(Uvu − [Ra − λLa]Ivi) . (4.47)
Or le régime asymptotique de x donné par x˙ = −λx+X
 cos(ωt+ ϕ)
sin(ωt+ ϕ)
 est :
x =
X
λ2 + ω2
(λI − ωJ )
 cos(ωt+ ϕ)
sin(ωt+ ϕ)
 , (4.48)
avec les matrices I et J données par (1). Par linéarité, le régime asymptotique de c0
est alors :
c0 = −2λI − ωJ
λ2 + ω2
Uvu + 2
λI − ωJ
λ2 + ω2
(Ra − λLa)Ivi . (4.49)
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On en déduit c˜0 :
c˜0 = c0 + 2Lai = −2λI − ωJ
λ2 + ω2
Uvu + 2
(λI − ωJ )(Ra − λLa) + (λ2 + ω2)LaI
λ2 + ω2
Ivi
= −2λI − ωJ
λ2 + ω2
Uvu + 2
(λI − ωJ )Ra + ω(ωI + λJ )La
λ2 + ω2
Ivi
= −2(λI − ωJ )(Uvu −RaIvi)− ω(ωI + λJ )LaIvi
λ2 + ω2
,
(4.50)
et comme on a la relation :
ωI + λJ = −(ωJ − λI)J , (4.51)
on obtient :
c˜0 =
2(ωJ − λI)(Uvu −RaIvi − ωJLaIvi)
λ2 + ω2
. (4.52)
Calcul de η0
Pour la solution particulière, on a :
η0 = c
T
0 (u−Rai)− λ|Lai|2 = cT0 (Uvu −RaIvi)− λL2aI2 . (4.53)
En y injectant l’expression de c0 donnée par (4.49), on obtient :
η0 = −2
(
λI − ωJ
λ2 + ω2
[Uvu −RaIvi + λLaIvi]
)T
(Uvu −RaIvi)− λL2aI2 . (4.54)
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Avec c et s déﬁnis par (4.43) et en remarquant que vTu vu = v
T
i vi = 1 et que
vTuJ T vu = vTuJ vu = vTi J T vi = vTi J vi = 0 , on a alors :
[λ2 + ω2]η0 = − 2λ[Uvu −RaIvi + λLaIvi]T [Uvu −RaIvi]
+ 2ω[Uvu −RaIvi + λLaIvi]TJ T [Uvu −RaIvi]
− [λ2 + ω2]λL2aI2
= − 2λ[U2 − 2URaIc+R2aI2 + λLaIUc− λLaRaI2]
+ 2ω[λLaIUs]− [λ2 + ω2]λL2aI2
= − λ[U2c2 − 2URaIc+R2aI2]
− λ[U2c2 − 2URaIc+R2aI2 + 2λLaIUc− 2λLaRaI2 + λ2L2aI2]
− λ[U2s2 − 2ωLaIUs+ ω2L2aI2]
− λU2s2
= − λ[(Uc−RaI)2 + (Uc− [Ra − λLa]I)2 + (Us− ωLaI)2 + U2s2] ,
(4.55)
soit :
η0 = −λ(Uc−RaI)
2 + (Uc− [Ra − λLa]I)2 + (Us− ωLaI)2 + U2s2
λ2 + ω2
. (4.56)
On constate que η0 ne dépend pas du temps.
Calcul de z˜0
Pour la solution particulière, z0 vériﬁe l’équation diﬀérentielle suivante :
z˙0 = −λz0 + η0 . (4.57)
Comme η0 est constant, on obtient directement le régime asymptotique de z0 :
z0 = −(Uc−RaI)
2 + (Uc− [Ra − λLa]I)2 + (Us− ωLaI)2 + U2s2
λ2 + ω2
. (4.58)
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On en déduit z˜0 = z0 − cT0 Li− |Li|2 :
(λ2 + ω2)z˜0 = −(Uc−RaI)2 − (Uc− [Ra − λLa]I)2 − (Us− ωLaI)2 − U2s2
+2 [(λI − ωJ )Uvu − (λI − ωJ )(Ra − λLa)Ivi]T LaIvi
−(λ2 + ω2)L2aI2
= −2(Uc−RaI)2 − λ2L2aI2 − 2λLaI(Uc−RI)− 2U2s2 − ω2L2aI2
+2UsωLaI + 2λULaIc+ 2UsωLaI − 2λ(Ra − λLa)LaI2 − (λ2 + ω2)L2aI2
= −2(Uc−RaI)2 − 2(Us− ωLaI)2 ,
(4.59)
soit :
z˜0 = −2(Uc−RaI)
2 + (Us− ωLaI)2
λ2 + ω2
. (4.60)
On constate que le numérateur du terme de droite ne dépend pas de λ.
Calcul de Φ̂0
D’après la relation (4.45), on obtient Φ̂0 en résolvant les équations :
c˜T0j Φ̂0 = z˜0j , 1 ≤ j ≤ m . (4.61)
En utilisant cette relation pour deux pôles réels λ1 et λ2, à l’aide des expressions
(4.52) et (4.60), et en notant la matrice carrée C0 = (c˜0(λ1) c˜0(λ2))T et le vecteur
Z0 = (z˜0(λ1) z˜0(λ2))
T , l’équation à résoudre est :
C0Φ̂0 = Z0 , (4.62)
soit :  [(ωJ − λ1I)(Uvu −RaIvi − ωJLaIvi)]T
[(ωJ − λ2I)(Uvu −RaIvi − ωJLaIvi)]T
 Φ̂0
= −
 1
1
[(Uc−RaI)2 + (Us− ωLaI)2] .
(4.63)
Avec A, B et E déﬁnis par (4.43), l’équation devient :
 −λ1A− ωB ωA− λ1B
−λ2A− ωB ωA− λ2B
 Φ̂0 = −
 E
E
 . (4.64)
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Comme le déterminant de la matrice à inverser est ω(λ2 − λ1)E, les conditions de
convergence de l’observateur sont d’avoir ω non nul et λ1 diﬀérent de λ2. Pour la
solution particulière, nous retrouvons ainsi ici la condition d’observabilité diﬀérentielle
d’ordre 3 (ω 6= 0) et on vériﬁe que l’utilisation de deux pôles réels strictement positifs
diﬀérents (λ1 6= λ2) est suﬃsante. On remarque par ailleurs que si λ1 = λ2, la matrice
n’est plus inversible mais le système (4.64) a encore une solution. Dans les calculs
présentés par la suite, on supposera toujours ces conditions vériﬁées. En inversant, on
obtient alors :
Φ̂0 = C
−1
0 Z0 =
1
ω(λ2 − λ1)E
 ωA− λ2B λ1B − ωA
λ2A+ ωB −ωB − λ1A
 −E
−E
 , (4.65)
soit :
Φ̂0 =
 Φ̂01
Φ̂02
 = 1
ω
 B
−A
 . (4.66)
On peut en déduire les expressions des estimations φ̂0 du ﬂux des aimants et θ̂0 de la
position. Le ﬂux φ̂0 estimé est en eﬀet le module de Φ̂0 :
φ̂0 = |Φ̂0| =
√
E
ω
, (4.67)
et la position estimée est donnée par :
θ̂0 = arctan
Φ̂02
Φ̂01
= − arctan A
B
, (4.68)
avec Φ̂0 = (Φ̂01, Φ̂02)T . Pour la solution particulière, l’estimation Φ̂0 de Φ dans le cas
non bruité ne dépend pas du choix des pôles. Il en va évidemment de même pour les
estimations φ̂0 de φ et θ̂0 de θ.
85
Chapitre 4. Observation sans mesure de position : Observateur non linéaire de
Luenberger - Cas idéal
4.7.2 Cas à pôles complexes
Les équations (4.35) et (4.36) s’écrivent :
z˙ℜ0j = −λℜjzℜ0j + λℑjzℑ0j + ηℜ0j ,
z˙ℑ0j = −λℑjzℜ0j − λℜjzℑ0j + ηℑ0j ,
c˙ℜ0j = −λℜjcℜ0j + λℑjcℑ0j − 2(u−Rai+ λℜjLai) ,
c˙ℑ0j = −λℑjcℜ0j − λℜjcℑ0j − 2λℑjLai ,
ηℜ0j = c
T
ℜ0j
(u−Rai)− λℜjL2a|i|2 ,
ηℑ0j = c
T
ℑ0j
(u−Rai)− λℑjL2a|i|2 ,
(4.69)
Φ̂0 étant alors obtenu en résolvant, pour 1 ≤ j ≤ m, les équations :
c˜Tℜ0jΦ̂0 = z˜ℜ0j ,
cT
ℑ0j
Φ̂0 = z˜ℑ0j ,
(4.70)
avec les notations :
c˜ℜ0j = cℜ0j + 2Lai ,
z˜ℜ0j = zℜ0j − cTℜ0jLai− |Lai|2 ,
z˜ℑ0j = zℑ0j − cTℑ0jLai .
(4.71)
Dans la suite des calculs, par souci de simplicité, on fera abstraction des indices j.
Calcul de cℜ0 et de cℑ0
Pour la solution particulière, cℜ0 et cℑ0 vériﬁent le système d’équations diﬀérentielles
suivant :
c˙ℜ0 = −λℜcℜ0 + λℑcℑ0 − 2(Uvu − [Ra − λℜLa]Ivi) ,
c˙ℑ0 = −λℑcℜ0 − λℜcℑ0 − 2λℑLaIvi .
(4.72)
Or les régimes asymptotiques de x1 et x2 donnés par
x˙1 = −ax1 + bx2 +X1
 cos(ωt+ ϕx1)
sin(ωt+ ϕx1)
 ,
x˙2 = −bx1 − ax2 +X2
 cos(ωt+ ϕx2)
sin(ωt+ ϕx2)
 (4.73)
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sont :
x1 =
(a2 + b2 + ω2)aI + (b2 − a2 − ω2)ωJ
(a2 + b2)2 + ω4 + 2ω2(a2 − b2) X1
 cos(ωt+ ϕx1)
sin(ωt+ ϕx1)

+
(a2 + b2 − ω2)bI − 2abωJ
(a2 + b2)2 + ω4 + 2ω2(a2 − b2)X2
 cos(ωt+ ϕx2)
sin(ωt+ ϕx2)
 ,
x2 =
−(a2 + b2 − ω2)bI + 2abωJ
(a2 + b2)2 + ω4 + 2ω2(a2 − b2)X1
 cos(ωt+ ϕx1)
sin(ωt+ ϕx1)

+
(a2 + b2 + ω2)aI + (b2 − a2 − ω2)ωJ
(a2 + b2)2 + ω4 + 2ω2(a2 − b2) X2
 cos(ωt+ ϕx2)
sin(ωt+ ϕx2)
 .
(4.74)
Par linéarité, les régimes asymptotiques de cℜ0 et cℑ0 sont alors, avec d+, d−, e, f et
D déﬁnis par (4.43) :
cℜ0 =
−2
D
 λℜd+ −ωe
ωe λℜd+
 (Uvu − [Ra − λℜLa]Ivi)
− 2
D
 λℑd− −ωf
ωf λℑd−
λℑLaIvi ,
cℑ0 =
2
D
 λℑd− −ωf
ωf λℑd−
 (Uvu − [Ra − λℜLa]Ivi)
− 2
D
 λℜd+ −ωe
ωe λℜd+
λℑLaIvi ,
(4.75)
soit :
cℜ0 = −2M(Uvu − [Ra − λℜLa]Ivi)− 2NλℑLaIvi
= −2M(Uvu −RaIvi)− 2LaI(λℜM + λℑN)vi ,
cℑ0 = 2N(Uvu − [Ra − λℜLa]Ivi)− 2MλℑLaIvi
= 2N(Uvu −RaIvi) + 2LaI(λℜN − λℑM)vi ,
(4.76)
avec :
M =
1
D
[λℜd+I + ωeJ ] ,
N =
1
D
[λℑd−I + ωfJ ] .
(4.77)
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Identités utiles
Les identités suivantes nous serons utiles pour la suite des calculs :
DvTuMvi = Dv
T
i M
T vu = λℜcd+ + ωse ,
DvTuM
T vi = Dv
T
i Mvu = λℜcd+ − ωse ,
DvTuNvi = Dv
T
i N
T vu = λℑcd− + ωsf ,
DvTuN
T vi = Dv
T
i Nvu = λℜcd− − ωsf ,
DvTuM
T vu = Dv
T
i M
T vi = λℜd+ ,
DvTuN
T vu = Dv
T
i N
T vi = λℑd− .
(4.78)
Calcul de c˜Tℜ0 et c
T
ℜ0
D’après (4.76) :
c˜Tℜ0 = (cℜ0 +2Lai)
T = −2(UvTu −RaIvTi )MT +2LaIvTi (I − λℜMT − λℑNT ) , (4.79)
soit :
Dc˜Tℜ0 = −2(UvTu −RaIvTi )(λℜd+I + ωeJ T )
+ 2LaIv
T
i [(D − λ2ℜd+ − λ2ℑd−)I + λℜω(2λ2ℑ − e)J T ] .
(4.80)
On en déduit :
Dc˜Tℜ0 = −2(UvTu −RaIvTi )(λℜd+I + ωeJ T ) + 2LaωIvTi [λℜd+J T − ωeI] . (4.81)
On a alors également :
DcTℜ0 = −2(UvTu −RaIvTi )(λℜd+I + ωeJ T ) + 2LaωIvTi [λℜd+J T − ωe]− 2DLaIvTi .
(4.82)
Calcul de cT
ℑ0
D’après (4.76) :
cT
ℑ0
= 2(UvTu −RaIvTi )NT + 2LaIvTi (λℜNT − λℑMT ) , (4.83)
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soit :
DcT
ℑ0
= 2λℑ[(Uv
T
u −RaIvTi )(d−I − 2λℜωJ T )
+LaIv
T
i (λℜ[d− − d+]I − ω[e+ 2λ2ℜ]J T )] ,
DcT
ℑ0
= 2λℑ[(Uv
T
u −RaIvTi )(d−I − 2λℜωJ T )− LaIωvTi (2ωλℜI + d−J T )] .
(4.84)
Calcul de ηℜ0
ηℜ0 = c
T
ℜ0
(u−Rai)− λℜL2a|i|2
= −2(UvTu −RaIvTi )MT (Uvu −RaIvi)
− 2LaIvTi (λℜMT + λTℑNT )(Uvu −RaIvi)− λℜL2aI2 ,
(4.85)
soit :
Dηℜ0 = −2[(U2 +R2aI2)λℜd+ − 2URaIλℜcd+]− λℜDL2aI2
− 2LaI[−RaI(λ2ℜd+ + λ2ℑd−) + U(λ2ℜcd+ + λ2ℑcd− + λℜωse+ λℑωsf)] ,
Dηℜ0 = −2λℜd+[U2 +R2aI2 − 2URaIc]− λℜDL2aI2
− 2LaI[(λ2ℜd+ + λ2ℑd−)(Uc−RaI) + Uωs(λℜe+ λℑf)] .
(4.86)
ηℜ0 est donc constant.
Calcul de ηℑ0
ηℑ0 = c
T
ℑ0
(u−Rai)− λℑL2a|i|2
= 2(UvTu −RaIvTi )NT (Uvu −RaIvi)
+ 2LaIv
T
i (λℜN
T − λT
ℑ
MT )(Uvu −RaIvi)− λℑL2aI2 ,
(4.87)
soit :
Dηℑ0 = 2[(U
2 +R2aI
2)λℑd− − 2URaIλℑcd−]− λℑDL2aI2
+ 2LaI[RaIλℜλℑ(d+ − d−) + U(λℜλℑcd− + λℜωsf − λℜλℑcd+ − λℑωse)] ,
Dηℑ0 = 2λℑd−[U
2 +R2aI
2 − 2URaIc]− λℑDL2aI2
+ 2LaI[2λℜλℑω
2(RaI − Uc) + Uωs(λℜf − λℑe)] .
(4.88)
ηℑ0 est donc également constant.
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Calcul de zℜ0
On a :
˙︷ ︷ zℜ0
zℑ0
 = −
 λℜ −λℑ
λℑ λℜ
 zℜ0
zℑ0
+
 ηℜ0
ηℑ0
 . (4.89)
Comme ηℜ0 et ηℑ0 sont constants, le régime asymptotique est donné par : zℜ0
zℑ0
 = 1
λ2ℜ + λ
2
ℑ
 λℜ λℑ
−λℑ λℜ
 ηℜ0
ηℑ0
 . (4.90)
Ainsi :
zℜ0 =
λℜηℜ0 + λℑηℑ0
λ2ℜ + λ
2
ℑ
, (4.91)
soit :
D(λ2ℜ + λ
2
ℑ
)zℜ0 = 2(U
2 +R2aI
2 − 2URaIc)(λ2ℑd− − λ2ℜd+)−DL2aI2(λ2ℜ + λ2ℑ)
+ 2LaI[−λℜ(Uc−RaI)(2λ2ℑω2 + λ2ℜd+ + λ2ℑd−)− Uωs(λ2ℜ + λ2ℑ)e]
= 2(U2 +R2aI
2 − 2URaIc)(λ2ℜ + λ2ℑ)e−DL2aI2(λ2ℜ + λ2ℑ)
+ 2LaI[−λℜ(Uc−RaI)(λ2ℜ + λ2ℑ)d+ − Uωs(λ2ℜ + λ2ℑ)e] ,
(4.92)
soit :
Dzℜ0 = 2(Uc−RaI)2e+ 2U2s2e− 2LaI(Uc−RaI)λℜd+ − 2LaIωUse−DL2aI2 ,
Dzℜ0 = 2(Uc−RaI)[(Uc−RaI)e− LaIλℜd+] + 2Use(Us− LaIω)−DL2aI2 .
(4.93)
Calcul de zℑ0
zℑ0 =
−λℑηℜ0 + λℜηℑ0
λ2ℜ + λ
2
ℑ
, (4.94)
soit :
D(λ2ℜ + λ
2
ℑ
)zℑ0 = 2λℜλℑ(U
2 +R2aI
2 − 2URaIc)(d+ + d−)
+ 2LaI[λℑ(Uc−RaI)(−2λ2ℜω2 + λ2ℜd+ + λ2ℑd−) + Uωs(λ2ℜ + λ2ℑ)f ]
= 4λℜλℑ(U
2 +R2aI
2 − 2URaIc)(λ2ℜ + λ2ℑ)
+ 2LaI[λℑ(Uc−RaI)(λ2ℜ + λ2ℑ)d− + Uωs(λ2ℜ + λ2ℑ)f ] ,
(4.95)
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soit :
Dzℑ0 = 4λℜλℑ(Uc−RaI)2 + 4λℜλℑU2s2 + 2LaI(Uc−RaI)λℑd− − 4LaIUωsλℜλℑ ,
Dzℑ0 = 2λℑ(Uc−RaI)[2λℜ(Uc−RaI) + LaId−] + 4λℜλℑUs[Us− LaIω] .
(4.96)
Calcul de z˜ℜ0
De (4.82), on déduit :
DcTℜ0Lai = −2LaI(Ucλℜd+ − Usωe−RaIλℜd+)− 2L2aω2I2e− 2DL2aI2
= −2LaI(Uc−RaI)λℜd+ + 2LaIωe(Us− LaIω)− 2DL2aI2 .
(4.97)
On obtient alors :
Dz˜ℜ0 = D(zℜ0 − cTℜ0Lai− |Lai|2)
= 2(Uc−RaI)[(Uc−RaI)e− LaIλℜd+] + 2Use(Us− LaIω)−DL2aI2
+ 2LaI(Uc−RaI)λℜd+ − 2LaIωe(Us− LaIω) + 2DL2aI2 −DL2aI2 ,
Dz˜ℜ0 = 2e[(Uc−RaI)2 + (Us− LaIω)2] = 2eE .
(4.98)
Calcul de z˜ℑ0
De (4.84), on déduit :
DcT
ℑ0
Lai = 2LaIλℑ[(Ucd− + 2λℜUωs−RaId−)− 2λℜω2LaI]
= 2LaIλℑ(Uc−RaI)d− + 4λℜλℑLaIω(Us− ωLaI) .
(4.99)
On obtient alors :
Dz˜ℑ0j = D(zℑ0j − cTℑ0jLai)
= 2λℑ(Uc−RaI)[2λℜ(Uc−RaI) + LaId−] + 4λℜλℑUs(Us− LaIω)
− 2LaIλℑ(Uc−RaI)d− − 4λℜλℑLaIω(Us− LaIω) ,
Dz˜ℑ0j = 4λℜλℑ[(Uc−RaI)2 + (Us− LaIω)2] = 4λℜλℑE .
(4.100)
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Calcul de Φ̂0
D’après (4.70), on obtient Φ̂0 en résolvant les équations : Dc˜Tℜ0j
DcT
ℑ0j
 Φ̂0 =
 Dz˜ℜ0j
Dz˜ℑ0j
 , 1 ≤ j ≤ m . (4.101)
En utilisant ce système de deux équations pour un unique pôle complexe λ = λℜ+ℑλℑ,
à l’aide de (4.81), (4.84), (4.98) et (4.100), ceci donne : −(UvTu −RaIvTi )(λℜd+I + ωeJ T ) + LaIωvTi (λℜd+J T − ωeI)
λℑ[(Uv
T
u −RaIvTi )(d−I − 2λℜωJ T )− LaIωvTi (2ωλℜI + d−J T )]
 Φ̂0 =
 e
2λℜλℑ
E .
(4.102)
Si λℑ = 0, il existe des solutions bien que la matrice de gauche soit non inversible. Dans
le cas λℑ 6= 0, nous pouvons simpliﬁer cette seconde équation :
1
e
[LaIωv
T
i (λℜd+J T − ωeI)− (UvTu −RaIvTi )(λℜd+I + ωeJ T )]
1
2λℜ
[(UvTu −RaIvTi )(d−I − 2λℜωJ T )− LaIωvTi (2ωλℜI + d−J T )]
 Φ̂0 =
 E
E
 ,
(4.103)
soit :
CcΦ̂0 = Zc avec Cc =
 cc1 cc2
cc3 cc4
 , (4.104)
avec les notations évidentes pour la matrice 2× 2 Cc et le vecteur à deux éléments Zc.
Cherchons désormais à calculer C−1c , en commençant par le calcul du déterminant de
Cc. On a : cc1
cc2
 = 1
e
a1
 vi1
vi2
+ a2
 vi2
−vi1
+ a3
 vu1
vu2
+ a4
 vu2
−vu1
 ,
 cc3
cc4
 = 1
2λℜ
a5
 vi1
vi2
+ a6
 vi2
−vi1
+ a7
 vu1
vu2
+ a8
 vu2
−vu1
 ,
(4.105)
avec vi1, vi2, vu1 et vu2 les composantes respectives de vi et vu et :
a1 = I(Raλℜd+ − Laω2e) , a2 = −Iω(Laλℜd+ +Rae) ,
a3 = −Uλℜd+ , a4 = Uωe ,
a5 = −I(Rad− + 2Laω2λℜ) , a6 = Iω(Lad− − 2Raλℜ) ,
a7 = Ud− , a8 = 2Uλℜω .
(4.106)
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Ceci donne :
2eλℜ detCc = v
T
i vi(a2a5 − a1a6) + vTu vu(a4a7 − a3a8)
+ vTi vu(a2a7 + a4a5 − a3a6 − a1a8)
+ vTi J T vu(a1a7 + a2a8 − a4a6 − a3a5)
= (a2a5 − a1a6 + a4a7 − a3a8) + c(a2a7 + a4a5 − a3a6 − a1a8)
+ s(a1a7 + a2a8 − a4a6 − a3a5) ,
(4.107)
soit après quelques simpliﬁcations :
2eλℜ detCc = (ed− + 2λ
2
ℜd+)ω[I
2(R2a + L
2
aω
2) + U2 − 2UIRac− 2UIωLas] , (4.108)
soit :
detCc =
(
d−
2λℜ
+
λℜd+
e
)
ω[(Uc−RaI)2 + (Us− ωLai)2] ,
detCc =
DωE
2λℜe
.
(4.109)
E est strictement positif etD se met sous la formeD = (λ2
ℑ
−ω2)2+2ω2λ2ℜ+λ4ℜ+2λ2ℑλ2ℜ.
Nous savons déjà depuis le paragraphe 4.6 qu’une condition nécessaire de convergence
de l’observateur est d’avoir λℜ > 0. Dans ce cas, D est du coup strictement positif et les
conditions de convergence de l’observateur sont alors d’avoir ω non nul, λℜ > 0 et λℑ 6=
0. Pour la solution particulière, nous retrouvons la condition d’observabilité diﬀérentielle
d’ordre 3 (ω 6= 0) et nous vériﬁons que l’utilisation d’un unique pôle complexe à partie
réelle strictement positive et à partie imaginaire non nulle est suﬃsante. En inversant
la matrice Cc, on a alors :
C−1c =
2λℜe
DωE
 cc4 −cc2
−cc3 cc1
 , (4.110)
soit :
Φ̂0 = C
−1
c
 E
E
 = 2λℜe
Dω
 cc4 − cc2
cc1 − cc3
 , (4.111)
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soit après quelques calculs :
Φ̂0 =
1
ω
 −RaIvi2 − ωLaIvi1 + Uvu2
RaIvi1 − ωLaIvi2 − Uvu1
 ,
Φ̂0 =
1
ω
 B
−A
 .
(4.112)
Pour la solution particulière, l’estimation Φ̂0 de Φ dans le cas non bruité ne dépend
donc pas, dans le cas à pôle(s) complexe(s) comme dans le cas à pôles réels, du choix
des pôles.
4.8 Sensibilité de l’observateur de Luenberger à une mau-
vaise connaissance des résistance et inductance (et des
amplitudes des courants et tensions)
4.8.1 Sensibilité à une mauvaise connaissance de la résistance et de
l’inductance
Comme nous l’avons vu, des valeurs approchées Ra et La de la résistance R et de
l’inductance L alimentent l’observateur de Luenberger. Des valeurs de Ra et La aussi
proches que possibles de R et L sont donc nécessaires. Cependant, la résistance varie
légèrement avec la température et l’inductance unique L utilisée dans le modèle diﬀère
de la réalité si la machine n’est pas à pôles tout à fait lisses mais légèrement saillants
(Ld 6= Lq). De plus, l’inductance peut être impactée par une éventuelle saturation. Aﬁn
de déterminer dans quelles proportions de mauvaises approximations Ra et La de R
et L peuvent être problématiques, nous étudions dans ce paragraphe l’impact d’une
mauvaise connaissance de la résistance et de l’inductance sur l’estimation du ﬂux et de
la position. Pouvant, par une démarche similaire, étudier la sensibilité de l’observation
aux amplitudes des courants et tensions, nous nous y intéresserons également en ﬁn de
paragraphe. Cette étude est menée pour la solution particulière et dans le cas idéal.
D’après (4.66) et (4.112), puis (4.67) et (4.68), les ﬂux et position estimés sont
donnés par :
φ̂ =
√
E
ω
,
θ̂ = − arctan A
B
.
(4.113)
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Or, en faisant intervenir la rotation R(ωt) (1.2), et d’après les expressions de A et B
données par (4.43), on a :
R(ωt)
 A
B
 = U
 cosϕu
sinϕu
−
 cosϕi − sinϕi
sinϕi cosϕi
 RaI
ωLaI
 , (4.114)
tandis que, d’après (2.20), la vraie dynamique, dans le cas Ld 6= Lq, est donnée par :
U
 cosϕu
sinϕu
 =
 cosϕi −Lq sinϕi
sinϕi Ld cosϕi
 RI
ωI
+
 0
φω
 . (4.115)
On introduit les notations αr et βr, et on en déduit : αr
βr
 = R(ωt)
 A
B
 =
 (R−Ra)I cosϕi − (Lq − La)Iω sinϕi
(R−Ra)I sinϕi + (Ld − La)Iω cosϕi + φω
 .
(4.116)
L’estimation φ̂ de φ est alors donnée par :
φ̂(Ra, La, R, Ld, Lq) =
√
E
ω
=
1
ω
∣∣∣∣∣∣
 A
B
∣∣∣∣∣∣ = 1ω
∣∣∣∣∣∣
 αr
βr
∣∣∣∣∣∣ , (4.117)
avec αr et βr donnés par (4.116).
Concernant l’estimation θ̂ de θ, on a θ̂ = − arctan(A/B), donc il existe un réel ρ
tel que :  A
B
 = ρ
 − sin θ̂
cos θ̂
 . (4.118)
On a alors :  αr
βr
 = R(ωt)
 A
B
 = ρ
 sin(ωt− θ̂)
cos(ωt− θ̂)
 , (4.119)
et donc :
θ̂(Ra, La, R, Ld, Lq) = ωt− arctan αr
βr
, (4.120)
avec αr et βr donnés par (4.116). Pour simpliﬁer, pour ce qui suit nous considérons le
cas Ld = Lq = L.
Des équations (4.117) et (4.120), on déduit aisément la sensibilité des estimations
à la résistance et à l’inductance, autour des vraies valeurs de celles-ci. En eﬀet, avec
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Xa = (Xa1 , Xa2) = (Ra, La) et X = (R,L), on a pour i = 1, 2 :
∂φ̂
∂Xai
∣∣∣∣∣
Xa=X
=
1
2ω
√
E
∂E
∂Xai
∣∣∣∣
Xa=X
=
1
ω
√
E
(
αr0
∂αr
∂Xai
∣∣∣∣
Xa=X
+ βr0
∂βr
∂Xai
∣∣∣∣
Xa=X
)
,
∂φ̂
∂Xai
∣∣∣∣∣
Xa=X
=
φ√
E
∂βr
∂Xai
∣∣∣∣
Xa=X
,
(4.121)
et :
∂θ̂
∂Xai
∣∣∣∣∣
Xa=X
= −
βr0
∂αr
∂Xai
∣∣∣∣
Xa=X
− αr0
∂βr
∂Xai
∣∣∣∣
Xa=X
β2r0
1
1 +
α2r0
β2r0
,
∂θ̂
∂Xai
∣∣∣∣∣
Xa=X
= −φω
E
∂αr
∂Xai
∣∣∣∣
Xa=X
,
(4.122)
avec αr0 = αr(Xa = X) = 0 et βr0 = βr(Xa = X) = φω. Les diﬀérentes sensibilités
sont alors regroupées dans le tableau 4.1.
Table 4.1 – Sensibilités des ﬂux et position estimés aux résistance et inductance
∂φ̂
∂La
∣∣∣∣∣
Xa=X
= −Iωφ cosϕi√
E
∂θ̂
∂La
∣∣∣∣∣
Xa=X
=
Iω2φ sinϕi
E
∂φ̂
∂Ra
∣∣∣∣∣
Xa=X
= −Iφ sinϕi√
E
∂θ̂
∂Ra
∣∣∣∣∣
Xa=X
=
Iωφ cosϕi
E
En guise d’illustration, le tableau 4.2 présente une application numérique en deux
points de fonctionnement. Celle-ci est réalisée en utilisant pour valeurs des paramètres
celles du tableau 8.1, ainsi que id = −2A, et en calculant les amplitudes I, U et la
phase ϕi à l’aide respectivement de (2.23), (2.24) et (2.26). Sont ainsi calculées l’erreur
relative d’estimation du ﬂux ∆φ̂/φ et l’erreur d’estimation de la position ∆θ̂, pour des
erreurs respectives de 1% sur la connaissance de l’inductance et sur celle de la résistance
autour des vraies valeurs de celles-ci. Les deux points de fonctionnements choisis sont
un point "moyen" (pour le moteur du banc SMILE 1.0), à 2000 tr/min et 1Nm et,
comme nous allons voir que globalement les sensibilités augmentent avec le couple et
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diminuent avec le régime, un point plus susceptible de présenter des sensibilités élevées
à 500 tr/min et 3Nm.
Table 4.2 – AN - Erreurs d’estimation pour des erreurs de 1% sur R et L
∆φ̂/φ ∆θ̂
La = L+ 1%L
2000 tr/min - 1Nm 0.017% 0.018 deg
500 tr/min - 3Nm 0.017% 0.054 deg
Ra = R+ 1%R
2000 tr/min - 1Nm 0.016% 0.005 deg
500 tr/min - 3Nm 0.19% 0.020 deg
Premièrement, on constate que, quel que soit le point de fonctionnement, les erreurs
d’estimation sont relativement faibles, la pire situation se présentant au point de fonc-
tionnement "extrême" pour une erreur sur l’estimation du ﬂux provoquée par une mau-
vaise connaissance de la résistance. Par ailleurs, excepté pour l’erreur d’estimation du
ﬂux due à une mauvaise connaissance de l’inductance qui semble indépendante du ré-
gime et du couple, les erreurs sont, comme annoncé, plus grandes à couple élevé et
régime faible.
Aﬁn de préciser ces premières impressions, regardons dans un premier temps com-
ment varient ces erreurs d’estimation avec le régime et le couple. A cette ﬁn, intéressons-
nous aux ﬁgures 4.1 et 4.2. La ﬁgure 4.1 tout d’abord présente les erreurs d’estimation
du ﬂux (4.1(a) et 4.1(b)) et de la position (4.1(c) et 4.1(d)) pour des erreurs de 1%
sur la résistance et sur l’inductance, autour des vraies valeurs de celles-ci, en fonction
du régime (4.1(a) et 4.1(c)) et du couple (4.1(b) et 4.1(d)). Le couple et le régime sont
alors respectivement ﬁxés à 1Nm et 4000 tr/min. D’une part, on remarque que certaines
erreurs d’estimation sont indépendantes du couple et/ou du régime. Ainsi, on vériﬁe
que l’erreur d’estimation du ﬂux due à une mauvaise connaissance de l’inductance ne
dépend pas du point de fonctionnement. De plus, l’erreur d’estimation de la position
provoquée par une erreur sur l’inductance est indépendante du régime et celle provo-
quée par une mauvaise connaissance de la résistance l’est du couple. D’autre part, on
constate que l’erreur d’estimation du ﬂux du fait d’une erreur sur la connaissance de la
résistance diminue avec le régime et augmente avec le couple. Enﬁn, une erreur sur la
résistance entraîne une erreur de position décroissante avec le régime et une erreur sur
l’inductance une erreur de position croissante avec le couple. En résumé, soit les erreurs
d’estimation sont indépendantes du régime, et/ou du couple, soit elles diminuent avec
le régime et augmentent avec le couple. Concernant l’augmentation des erreurs avec le
couple, celles-ci restent faibles même pour des couples élevés. A l’inverse, il faut être
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(a) Erreur de ﬂux en fonction du régime
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(b) Erreur de ﬂux en fonction du couple
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(c) Erreur de position en fonction du régime
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Figure 4.1 – Erreurs d’estimation pour des erreurs de 1% sur résistance et inductance
prudent à très bas régime puisque, dans les cas concernés, l’erreur tend asymptotique-
ment vers l’inﬁni quand le régime tend vers zéro.
Pour avoir une autre vision de tout ceci, la ﬁgure 4.2 présente en fonction simulta-
nément du régime et du couple, i.e. pour tous les points de fonctionnement, les erreurs
d’estimation du ﬂux (4.2(a)) et de la position (4.2(b) et 4.2(c)) pour de mauvaises
connaissances de la résistance (4.2(a) et 4.2(c)) et de l’inductance (4.2(b)). L’erreur de
ﬂux provoquée par une erreur sur la valeur de l’inductance n’est pas présentée puis-
qu’indépendante du couple et du régime.
Enﬁn, intéressons-nous aux impacts combinés de mauvaises connaissances de la ré-
sistance et de l’inductance. La ﬁgure 4.3 s’y emploie, présentant les erreurs d’estimation
du ﬂux (4.3(a) et 4.3(c)) et de la position (4.3(b) et 4.3(d)), aux deux points de fonc-
tionnement déjà utilisés pour l’application numérique du tableau 4.2, en fonction des
erreurs sur l’inductance en abscisse et sur la résistance en ordonnée. Sans surprise, on
y retrouve les ordres de grandeurs précédemment constatés. S’y ajoute cependant ceci
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Figure 4.2 – Erreurs d’estimation en fonction du régime et du couple
de nouveau que les impacts des erreurs sur la résistance et sur l’inductance peuvent se
compenser si l’on a de la chance. Par exemple, une erreur de +20% sur la résistance
(Ra = R + 20%R) combinée à une surestimation d’environ 18% de la valeur de l’in-
ductance (La = L + 18%L) conduira à une erreur d’estimation du ﬂux nulle à 2000
tr/min et 1Nm. Sans forcément en arriver à ce cas extrême, une erreur d’estimation
due à une erreur sur la résistance et à une erreur sur l’inductance est inférieure à la
somme des erreurs d’estimation provoquées séparément par chacune des deux erreurs
(ou égale dans des cas très particuliers).
Quoi qu’il en soit, les erreurs d’estimation du ﬂux et de la position dues à de
mauvaises connaissances de la résistance et de l’inductance sont faibles - un peu moins
à fort couple et faible régime -, d’autant qu’il est peu probable de commettre des erreurs
très importantes sur la connaissance de ces résistance et inductance. L’observateur de
Luenberger peut donc être considéré comme robuste à de mauvaises connaissances de
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Figure 4.3 – Erreurs d’estimation en fonction des erreurs sur résistance et inductance
la résistance et de l’inductance, tant que l’on reste dans le domaine du raisonnable. Du
coup, une connaissance approchée de ces deux paramètres est suﬃsante pour alimenter
l’observateur.
4.8.2 Sensibilité à une mauvaise connaissance des amplitudes des cou-
rants et tensions
Proﬁtant du travail eﬀectué pour étudier la robustesse de l’observateur de Luen-
berger à de mauvaise connaissances des paramètres, nous étudions dans cette partie
la sensibilité des estimations à une mauvaise connaissance des amplitudes I et U des
signaux de courant et tension. En première approximation, ceci peut en eﬀet être vu
comme l’impact de bruits de mesure constants sur les courants et tensions. De tels
bruits de mesure ne sont évidemment pas réalistes et nous étudierons bien plus en dé-
tails les eﬀets du bruit de mesure au chapitre 6, mais ceci permet toutefois de donner
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une première tendance.
Pour ce faire, nous notons Ua et Ia les valeurs mal connues des amplitudes réelles U
et I, et nous supposons que R et L sont parfaitement connues : Ra = R et La = L.
Supposons dans un premier temps que Ua 6= U mais Ia = I. On a alors :
R(ωt)
 AU
BU
 = Ua
 cosϕu
sinϕu
−
 cosϕi − sinϕi
sinϕi cosϕi
 RI
ωLI
 , (4.123)
avec AU et BU obtenus en remplaçant U par Ua dans les expressions de A et B.
En substituant la vraie dynamique (4.115) dans cette équation, et en introduisant les
notations α′r et β
′
r, on obtient : α′r
β′r
 = R(ωt)
 AU
BU
 = (Ua − U)
 cosϕu
sinϕu
+
 0
φω
 . (4.124)
Si on suppose désormais Ua = U mais Ia 6= I, on a :
R(ωt)
 AI
BI
 = U
 cosϕu
sinϕu
−
 cosϕi − sinϕi
sinϕi cosϕi
 RIa
ωLIa
 , (4.125)
avec AI et BI obtenus en remplaçant I par Ia dans les expressions de A et B. En y
substituant la vraie dynamique (4.115), et en introduisant les notations α′′r et β
′′
r , on a
alors : α′′r
β′′r
 = R(ωt)
 AI
BI
 =
 cosϕi − sinϕi
sinϕi cosϕi
 R
ωL
 (I − Ia) +
 0
φω
 .
(4.126)
En procédant comme pour les sensibilités aux résistance et inductance, les sensibi-
lités des estimations du ﬂux et de la position aux amplitudes des courants et tensions
autour des vraies valeurs de celles-ci sont regroupées dans le tableau 4.3 et l’application
numérique, aux deux mêmes points de fonctionnement que dans le cas précédent, ﬁgure
dans le tableau 4.4.
Là encore, les erreurs d’estimation augmentent avec le couple et diminuent avec le
régime. Mais ce qui nous intéresse ici essentiellement est la diﬀérence entre les impacts
respectifs sur l’estimation du ﬂux d’une erreur sur l’amplitude des tensions et d’un
erreur sur celle des courants. L’impact sur l’estimation du ﬂux est en eﬀet beaucoup plus
grand venant d’une erreur sur l’amplitude des tensions que d’une erreur sur l’amplitude
des courants. En revanche, les impacts sont égaux concernant l’estimation de la position,
ce qui n’a rien d’étonnant à la vue des expressions des sensibilités.
101
Chapitre 4. Observation sans mesure de position : Observateur non linéaire de
Luenberger - Cas idéal
Table 4.3 – Sensibilités des ﬂux et position estimés aux amplitudes des signaux
∂φ̂
∂Ua
∣∣∣∣∣
Ua=U
=
φ sinϕu√
E
∂θ̂
∂Ua
∣∣∣∣∣
Ua=U
= −φω cosϕu
E
∂φ̂
∂Ia
∣∣∣∣∣
Ia=I
= −φR sinϕi + ωL cosϕi√
E
∂θ̂
∂Ia
∣∣∣∣∣
Ia=I
= φω
R cosϕi − ωL sinϕi
E
Table 4.4 – AN - Erreurs d’estimation pour des erreurs de 1% sur U et I
∆φ̂/φ ∆θ̂
Ua = U + 1%U
2000 tr/min - 1Nm 1.0% 0.023 deg
500 tr/min - 3Nm 1.17% 0.074 deg
Ia = I + 1%I
2000 tr/min - 1Nm 0.0017% 0.023 deg
500 tr/min - 3Nm 0.17% 0.074 deg
La ﬁgure 4.4 présente, en fonction du régime à 1Nm (4.4(a) et 4.4(c)) et du couple à
4000 tr/min (4.4(b) et 4.4(d)), les erreurs d’estimation du ﬂux (4.4(a) et 4.4(b)) et de la
position (4.4(c) et 4.4(d)) pour des erreurs de 1% sur les amplitudes U ou I autour des
vraies valeurs de celles-ci. D’une part, on vériﬁe évidemment que les impacts des erreurs
sur les deux amplitudes sont identiques sur l’estimation de la position, augmentant avec
le couple et diminuant avec le régime. D’autre part, l’impact beaucoup plus important
de l’erreur sur l’amplitude des tensions sur l’estimation du ﬂux est conﬁrmé. Cet impact
semble d’ailleurs relativement constant avec le régime et le couple.
Enﬁn, la ﬁgure 4.5 présente, sur tous les points de fonctionnement, les erreurs d’es-
timation du ﬂux (4.5(a) et 4.5(b)) et de la position (4.5(c) et 4.5(d)) pour des erreurs
sur U (4.5(a) et 4.5(c)) et sur I (4.5(b) et 4.5(d)). Cette ﬁgure permet de conﬁrmer
que bas régime et couple élevé ne font pas bon ménage et que l’impact d’une mauvaise
connaissance de U domine largement celui d’une mauvaise connaissance de I, et ce quel
que soit le point de fonctionnement. Nous reviendrons plus en détails sur ce point dans
le chapitre consacré à l’étude du bruit de mesure, validant notamment en simulation
la supériorité de l’impact sur l’estimation du bruit de mesure sur les tensions sur celui
du bruit de mesure sur les courants. Ceci nous sera utile dans ce même chapitre aﬁn de
mener à bien une étude théorique dans laquelle nous serons amenés à négliger le bruit
sur les courants.
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(b) Erreur de ﬂux en fonction du couple
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(c) Erreur de position en fonction du régime
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Figure 4.4 – Erreurs d’estimation pour 1% d’erreur sur les amplitudes des signaux
4.9 Conclusion
Ce chapitre a permis de poser les bases de l’observateur non linéaire de Luenberger
estimant, si la vitesse est non nulle, l’intensité du ﬂux des aimants et la position du rotor
à l’aide de la mesure des signaux de courants et tensions et de connaissances approchées
de la résistance et de l’inductance. Après avoir appliqué un changement de coordonnées
aux équations classiques de la machine, permettant de nous défaire des paramètres
mécaniques, nous avons en eﬀet démontré l’observabilité instantanée du ﬂux et de la
position à vitesse non nulle quand les signaux électriques, la résistance et l’inductance
sont connus. L’étude de sensibilité nous a ensuite permis de constater que nous pouvions
nous contenter de valeurs approximatives de ces deux derniers paramètres. Au passage,
cette étude de sensibilité nous a également donné une première indication quant à
l’impact probablement beaucoup plus grand sur l’observation du bruit de mesure sur
les tensions que de celui sur les courants.
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Figure 4.5 – Erreurs d’estimation en fonction du régime et du couple
Par ailleurs, l’étude de la convergence de l’observateur nous a montré que les pôles
devaient être à partie réelle positive et que cette convergence nécessitait l’inversibilité
d’une matrice. Nous avons étudié le rang de cette matrice pour la solution particulière
en résolvant, pour cette solution, les équations de l’observateur de manière exacte. Il
en est ressorti que l’estimation converge vers la valeur réelle, à régime non nul (on
retrouve ici la condition d’observabilité), en utilisant au minimum deux pôles réels
diﬀérents strictement positifs ou un pôle complexe à partie réelle strictement positive
et à partie imaginaire non nulle.
Notons cependant que cet observateur a pour l’instant été établi dans le cas idéal.
Il est désormais temps de l’adapter à la modélisation réaliste, avec des signaux mesurés
diﬀérant des signaux exacts, avant de nous intéresser à l’impact du bruit de mesure.
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Chapitre 5
Observateur non linéaire de
Luenberger - Cas réaliste
Dans le chapitre précédent, nous avons étudié et construit un observateur non li-
néaire de Luenberger adapté à la modélisation classique du moteur, c’est-à-dire adapté
au cas idéal pour lequel les signaux mesurés de courants et tensions sont égaux aux si-
gnaux exacts. L’observateur devant être basé sur une modélisation réaliste, ce chapitre
présente désormais l’adaptation de cet observateur au modèle réaliste développé au
chapitre 2, les signaux de courants et tensions mesurés y diﬀérant des signaux exacts.
Ainsi, dans un premier temps, le paragraphe 5.1 constate que, si l’adaptation au modèle
réaliste ne remet pas en cause l’observabilité, il n’en va pas de même pour la mesura-
bilité, et propose des solutions pour y remédier au mieux. Ces solutions sont étudiées
dans les paragraphes suivants. Ainsi, d’une part, deux méthodes de transformation des
équations de l’observateur pour son adaptation à la modélisation réaliste sont propo-
sées au paragraphe 5.2 et analysées au paragraphe 5.3. D’autre part, le paragraphe
5.4 présente une méthode de reconstruction, par déconvolution, des signaux exacts à
partir des signaux mesurés. Enﬁn, ces diﬀérentes solutions sont étudiées en simulation
au paragraphe 5.5.
Remarque : Dans ce chapitre, nous travaillons toujours dans le cas d’une machine
à pôles lisses et dans le repère (α, β). Nous conservons et élargissons donc les notations
u = uαβ , i = iαβ , yu = yuαβ et yi = yiαβ . Par ailleurs, on suppose les paramètres R et
L du moteur parfaitement connus : Ra = R et La = L.
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On rappelle que, d’après la paragraphe 2.2, la relation existant entre signaux me-
surés et signaux exacts dans la modélisation réaliste, est donnée par :
yu =
1
1 + τus
u ,
yi =
1
1 + τis
i ,
soit :
u = τuy˙u + yu ,
i = τiy˙i + yi ,
(5.1)
avec u et i les signaux exacts de tensions et courants, et yu et yi les signaux mesurés
de ces tensions et courants.
5.1 Observabilité et mesurabilité
D’après le problème d’estimation déﬁni au paragraphe 4.3, on cherche dans le cas
idéal à estimer l’état χ = Ψ :
χ˙ = f(χ, t, uc) = u−Ri ,
y = h(χ, t, uc) = |Ψ− Li|2 − φ2 ,
(5.2)
avec uc la commande constituée des signaux exacts de courants et tensions i et u. Nous
avons montré que cet état χ est observable si le régime est non nul et que R, L et la
commande uc sont connues.
En nous plaçant désormais dans le cadre de la modélisation réaliste, u est remplacé
par τuy˙u+ yu et i par τiy˙i+ yi, avec τu et τi supposés connus et yu et yi les mesures de
tensions et courants. Comme yu et yi sont connus, y˙u et y˙i sont, du point de vue théo-
rique de l’observabilité, également supposés connus. u et i sont alors supposés connus
et comme la structure de la sortie reste inchangée, l’état χ est toujours observable.
En revanche, si l’observabilité ne pose pas de problème, il n’en va pas de même
en pratique avec la mesurabilité, le modèle de notre système n’étant désormais plus
parfaitement connu. En eﬀet, les u et i mesurés du cas idéal sont remplacés par les
yu et yi mesurés du cas réaliste et par leurs dérivées y˙u et y˙i. Or, si en théorie on
connaît y˙u et y˙i car on connaît yu et yi, ce qui assure l’observabilité, en pratique on
ne connaît que les valeurs temporelles des mesures yu et yi et non pas les fonctions du
temps yu(t) et yi(t). On n’a donc pas accès aux valeurs de y˙u et y˙i, dont on a pourtant
besoin pour l’implémentation. On n’a plus une représentation d’état usuelle mais un
problème d’observateur à entrées inconnues. En eﬀet, en déﬁnissant l’état augmenté
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χm = (Ψ, yu, yi), le problème d’estimation devient :
χ˙m = fm(χm, t, uc) ,
y = hm(χm, t, uc) ,
(5.3)
avec χ˙m décrit par :
Ψ˙ = τuy˙u + yu −R(τiy˙i + yi) ,
y˙u =
1
τu
(u− yu) ,
y˙i =
1
τi
(i− yi) .
(5.4)
Le problème est donc que uc, i.e. u et i, ne fait pas partie des entrées. Trois solutions
s’oﬀrent alors à nous, pour implémenter l’observateur de Luenberger :
• Approximer u et i par yu et yi en tirant parti des faibles valeurs de τu et τi,
• Ajouter en entrée des signaux uˆ et iˆ aussi proches que possible de u et i et leur
faire jouer le rôle de uc,
• Augmenter l’état χm en χma = (Ψ, yu, yi, uc) en déﬁnissant un modèle pour la
commande uc.
Aucune de ces trois solutions n’est parfaite, les deux premières impliquant des ap-
proximations et la troisième nécessitant d’établir un modèle pour la commande, mais
lequel ? Aﬁn de réduire les erreurs, on choisit alors d’en combiner deux : la première ou
la deuxième avec la troisième. On remarque en eﬀet que les deux premières propositions
consistent toutes les deux à faire comme si on connaissait la commande, en considérant
soit que c’est yu et yi, soit uˆ et iˆ. Il est donc nécessaire de choisir l’une ou l’autre. Ainsi,
à l’aide de changements de variables, on intègre au maximum la dynamique de uc dans
les équations de l’observateur. Comme il est cependant impossible d’intégrer toute cette
dynamique, quelques termes résiduels en uc demeurent. On a alors le choix d’approcher
ces termes par les entrées yu et yi ou uˆ et iˆ. Aussi allons-nous maintenant dans un
premier temps nous intéresser à la transformation des équations de l’observateur pour
limiter au maximum la présence de uc dans les équations, puis dans un second temps
à la manière d’approximer u et i par uˆ et iˆ par déconvolution.
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5.2 Transformation des équations de l’observateur pour
la modélisation réaliste
D’après (4.32), les équations de l’observateur de Luenberger, auxquelles l’indice j a
été retiré, s’écrivent :
z˙ = −λz + cT (u−Ri)− λL2|i|2 ,
c˙ = −λc− 2(u−Ri+ λLi) ,
(5.5)
soit, en remplaçant u et i par leurs expressions données par (5.1) :
z˙ = −λz + cT [τuy˙u + yu −R(τiy˙i + yi)]− λL2|τiy˙i + yi|2 ,
c˙ = −λc− 2[τuy˙u + yu − (R− λL)(τiy˙i + yi)] .
(5.6)
On remarque que les dérivées des mesures de tensions et courants y˙u et y˙i apparaissent à
droite du signe égal. Cependant, aﬁn de pouvoir implémenter l’observateur, les dérivées
c˙ et z˙ ne doivent être exprimées qu’en fonction des paramètres connus - la résistance
R, l’inductance L, les constantes de temps τu et τi -, ainsi que des mesures de courants
et tensions yi et yu, mais pas de leurs dérivées. Ceci ne pose aucun problème dans le
cas idéal (cf. (5.5) en considérant que i et u sont les signaux mesurés). En revanche,
c’est plus délicat avec la modélisation réaliste. Notons que les changements de variables
sont possibles, l’important étant d’exprimer une dérivée en fonction des paramètres
connus mais pas de leurs dérivées. S’il reste des dérivées à droite du signe égal qu’il
est impossible de faire passer à gauche, il sera nécessaire d’utiliser (5.1) pour les faire
disparaître en les remplaçant par u et i, ces termes résiduels en uc étant alors étudiés
au paragraphe 5.3.
A l’aide d’un changement de variable, la transformation de l’équation relative à c
ne pose pas de diﬃculté et on peut faire disparaître complètement les dérivées et uc du
membre de droite. Ainsi :
Proposition 5.1. La seconde équation de (5.6) est équivalente, en introduisant la
variable intermédiaire γ, à :
γ˙ = −λc+ 2(R− λL)yi − 2yu ,
c = γ + 2(R− λL)τiyi − 2τuyu .
(5.7)
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Démonstration.
c˙ = −λc− 2[τuy˙u + yu − (R− λL)(τiy˙i + yi)]
⇐⇒ ˙
︷ ︷
c− 2(R− λL)τiyi + 2τuyu = −λc− 2yu + 2(R− λL)yi .
(5.8)
En posant γ = c− 2(R− λL)τiyi + 2τuyu , on obtient le résultat.
La transformation de l’équation relative à z est en revanche plus complexe du fait
de la présence des termes non linéaires en les dérivées cT y˙u, cT y˙i, y˙2i et yiy˙i, dont on
ne connaît directement une primitive que pour le dernier. Il n’est pas possible de faire
disparaître toutes les dérivées mais, en rusant un peu, on peut en limiter le nombre.
Deux méthodes sont alors proposées et seront comparées plus loin.
5.2.1 Méthode no 1
Proposition 5.2. La première équation de (5.6) est équivalente, en introduisant la
variable intermédiaire δ1, à :
δ˙1 = −λz − (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
−2λLτuyTu yi + cT (yu −Ryi)− λLiT (Li− 2τuyu) ,
z = δ1 + [c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi)− λRLτ2i |yi|2 .
(5.9)
Démonstration.
z˙ = −λz + cT [τuy˙u −Rτiy˙i]− λL2|τiy˙i + yi|2 + cT (yu −Ryi) . (5.10)
Or :
˙︷ ︷
cT (τuyu −Rτiyi) = cT (τuy˙u −Rτiy˙i) + (τuyu −Rτiyi)T c˙
= cT (τuy˙u −Rτiy˙i)
+ (τuyu −Rτiyi)T (−λc+ 2[(R− λL)(τiy˙i + yi)− (τuy˙u + yu)])
= cT (τuy˙u −Rτiy˙i) + (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
+ 2(τuyu −Rτiyi)T [Rτiy˙i − τuy˙u]− 2(τuyu −Rτiyi)TλLτiy˙i
= cT (τuy˙u −Rτiy˙i) + (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
−
˙︷ ︷
|τuyu −Rτiyi|2 − 2τuyTu λLτiy˙i +
˙︷ ︷
Rτ2i λL|yi|2 .
(5.11)
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Donc :
cT (τuy˙u −Rτiy˙i) =
˙︷ ︷
[c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi)− λRLτ2i |yi|2
− (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
+ 2τuy
T
u λLτiy˙i ,
(5.12)
soit :
z˙ = −λz +
˙︷ ︷
[c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi)− λRLτ2i |yi|2
− (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
+ 2τuy
T
u λLτiy˙i − λL2|τiy˙i + yi|2 + cT (yu −Ryi) .
(5.13)
Ainsi :
z˙ = −λz +
˙︷ ︷
[c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi)− λRLτ2i |yi|2
− (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
+ 2τuy
T
u λL(i− yi)− λL2|i|2 + cT (yu −Ryi) ,
(5.14)
soit :
˙︷ ︷
z − [c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi) + λRLτ2i |yi|2
= −λz − (τuyu −Rτiyi)T (−λc+ 2[(R− λL)yi − yu])
− 2λLτuyTu yi + cT (yu −Ryi)− λLiT (Li− 2τuyu) .
(5.15)
En posant :
δ1 = z − [c+ (τuyu −Rτiyi)]T (τuyu −Rτiyi) + λRLτ2i |yi|2 , (5.16)
on obtient le résultat.
Remarque : Comme il restait certaines dérivées que l’on ne pouvait pas "primiti-
ver", on a été contraint de faire réapparaître i dans certains termes que l’on approchera
par yi ou iˆ en pratique, mais ce sont là des approximations acceptables comme nous le
verrons plus loin.
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5.2.2 Méthode no 2
Proposition 5.3. Dans le cas λ réel 1, la première équation de (5.6) est équivalente,
en introduisant la variable intermédiaire δ2, à :
δ˙2 = −λz − λ |c|
2
2
− λL
[
−τiyTi (−λc+ 2(R− λL)yi) + cT yi
]
− λL
(
L|i|2 + 2τiyTi u
)
,
z = δ2 − |c|
2
4
− λLτi
(
cT yi − (R− λL)τi|yi|2
)
.
(5.17)
Démonstration. La preuve est écrite pour le cas réel. Pour le cas complexe, il suﬃt de
remplacer |c|2 par |Re(c)|2 + 2iRe(c)T Im(c)− |Im(c)|2. On part de :
z˙ = −λz + cT (u−Ri)− λL2|i|2 . (5.18)
Or :
cT c˙ =
˙︷ ︷
|c|2
2
= cT [−λc− 2(u−Ri+ λLi)]
= −λ|c|2 − 2cTλLi− 2cT (u−Ri) .
(5.19)
Donc :
cT (u−Ri) = −
˙︷ ︷
|c|2
4
− λcT ( c
2
+ Li) . (5.20)
Par ailleurs :
cT y˙i =
˙︷ ︷
cT yi − yTi c˙
=
˙︷ ︷
cT yi − yTi (−λc+ 2[(R− λL)(τiy˙i + yi)− (τuy˙u + yu)])
=
˙︷ ︷
cT yi − yTi (−λc+ 2[(R− λL)yi − yu])− (R− λL)τi
˙︷ ︷
|yi|2 + 2τuyTi y˙u ,
(5.21)
soit :
cT i = τic
T y˙i + c
T yi
= τi
(
˙︷ ︷
cT yi − (R− λL)τi|yi|2
)
− τiyTi (−λc+ 2[(R− λL)yi − yu]) + 2τiτuyTi y˙u + cT yi .
(5.22)
1. Dans le cas λ complexe, remplacer |c|2 par |Re(c)|2 + 2iRe(c)T Im(c)− |Im(c)|2.
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Finalement, en regroupant :
z˙ = −λz −
˙︷ ︷
|c|2
4
− λ |c|
2
2
− λL2|i|2 − λL
[
τi
(
˙︷ ︷
cT yi − (R− λL)τi|yi|2
)
−τiyTi (−λc+ 2[(R− λL)yi − yu]) + 2τiτuyTi y˙u + cT yi
]
.
(5.23)
Puis, en faisant réapparaître un u, ne pouvant "primitiver" le terme en yTi y˙u :
z˙ = −λz −
˙︷ ︷
|c|2
4
− λ |c|
2
2
− λL2|i|2 − λL
[
τi
(
˙︷ ︷
cT yi − (R− λL)τi|yi|2
)
−τiyTi (−λc+ 2(R− λL)yi) + 2τiyTi u+ cT yi
]
,
z˙ = −λz −
˙︷ ︷[
|c|2
4
+ λLτi
(
cT yi − (R− λL)τi|yi|2
)]
− λ |c|
2
2
− λL
[
−τiyTi (−λc+ 2(R− λL)yi) + cT yi
]
− λL
(
L|i|2 + 2τiyTi u
)
.
(5.24)
En posant :
δ2 = z +
|c|2
4
+ λLτi
(
cT yi − (R− λL)τi|yi|2
)
, (5.25)
on obtient le résultat.
5.2.3 Méthodes no 1 et no 2 : Implémentation dans le cas complexe
Pour implémenter les méthodes no 1 et no 2 dans le cas complexe, il est nécessaire
de séparer parties réelles et imaginaires. En posant λ = λℜ + ℑλℑ, c = cℜ + ℑcℑ,
z = zℜ+ℑzℑ, γ = γℜ+ℑγℑ, δ1 = δ1ℜ +ℑδ1ℑ et δ2 = δ2ℜ +ℑδ2ℑ , l’implémentation des
équations de l’observateur est alors réalisée à l’aide des équations suivantes :
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γ˙ℜ = −λℜcℜ + λℑcℑ + 2(R− λℜL)yi − 2yu ,
γ˙ℑ = −λℜcℑ − λℑcℜ − 2λℑLyi ,
cℜ = γℜ + 2(R− λℜL)τiyi − 2τuyu ,
cℑ = γℑ − 2λℑLτiyi .
δ˙1ℜ = −λℜzℜ + λℑzℑ − (τuyu −Rτiyi)T (−λℜcℜ + λℑcℑ + 2[(R− λℜL)yi − yu])
−2λℜLτuyTu yi + cTℜ(yu −Ryi)− λℜLiT (Li− 2τuyu) ,
δ˙1ℑ = −λℜzℑ − λℑzℜ − (τuyu −Rτiyi)T (−λℜcℑ − λℑcℜ − 2λℑLyi)
−2λℑLτuyTu yi + cTℑ(yu −Ryi)− λℑLiT (Li− 2τuyu) ,
zℜ = δ1ℜ + [cℜ + (τuyu −Rτiyi)]T (τuyu −Rτiyi)− λℜRLτ2i |yi|2 ,
zℑ = δ1ℑ + c
T
ℑ
(τuyu −Rτiyi)− λℑRLτ2i |yi|2 .
δ˙2ℜ = −λℜzℜ + λℑzℑ − λℜ
|cℜ|2 − |cℑ|2
2
+ λℑc
T
ℜcℑ − λℜL
(
L|i|2 + 2τiyTi u
)
− λℜL
[
−τiyTi (−λℜcℜ + λℑcℑ + 2(R− λℜL)yi) + cTℜyi
]
+ λℑL
[
−τiyTi (−λℜcℑ − λℑcℜ + 2(R− λℑL)yi) + cTℑyi
]
,
δ˙2ℑ = −λℜzℑ − λℑzℜ − λℑ
|cℜ|2 − |cℑ|2
2
− λℜcTℜcℑ − λℑL
(
L|i|2 + 2τiyTi u
)
− λℑL
[
−τiyTi (−λℜcℜ + λℑcℑ + 2(R− λℜL)yi) + cTℜyi
]
− λℜL
[
−τiyTi (−λℜcℑ − λℑcℜ + 2(R− λℑL)yi) + cTℑyi
]
,
zℜ = δ2ℜ −
|cℜ|2 − |cℑ|2
4
− λℜLτi
(
cTℜyi − (R− λℜL)τi|yi|2
)
+ λℑLτi
(
cT
ℑ
yi − (R− λℑL)τi|yi|2
)
,
zℑ = δ2ℑ −
cTℜcℑ
2
− λℑLτi
(
cTℜyi − (R− λℜL)τi|yi|2
)
− λℜLτi
(
cT
ℑ
yi − (R− λℑL)τi|yi|2
)
.
(5.26)
5.2.4 Schéma récapitulatif
Aﬁn de mieux visualiser les changements inhérents à la transformation des équations
de l’observateur, la ﬁgure 5.1 présente le schéma de l’observateur adapté au modèle
classique (ﬁgure 5.1(a)), i.e. le cas idéal étudié au chapitre 4, où signaux mesurés et
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signaux exacts sont identiques, et le schéma de l’observateur plus adapté au modèle
réaliste (ﬁgure 5.1(b)) que nous venons de développer dans ce paragraphe. Les équations
(1) à (6) font référence aux équations suivantes : (1)↔ (5.5), (2)↔ (4.33), (4)↔ (5.7),
(5) ↔ (5.9), (6) ↔ (5.17). L’indice 1 ou 2 pour les équations (4) à (6) précise s’il s’agit
de la première où de la deuxième équation de la référence.
(a) Observateur adapté au modèle classique (b) Observateur adapté au modèle réaliste
Figure 5.1 – Transformation de l’observateur pour son adaptation au modèle réaliste
On souligne la présence toujours nécessaire de u et i en entrée. Nous étudions au
paragraphe 5.3 les approximations qu’engendreraient leurs remplacements par yu et yi,
avant d’étudier une autre manière d’y remédier au paragraphe 5.4.
5.3 Etude des approximations découlant de la présence
résiduelle de termes en uc dans les équations de l’ob-
servateur
A l’aide de (5.7) et des méthodes no 1 et no 2, nous avons fait disparaître en grande
partie les éléments inconnus (y˙u et y˙i ou u et i) des équations de l’observateur. Ce-
pendant, que ce soit avec la première ou la seconde méthode, cette disparition n’est
pas totale. Ainsi, il reste avec la première méthode un terme λLiT (Li − 2τuyu) dans
l’expression de δ˙1, et avec la seconde un terme λL
(
L|i|2 + 2τiyTi u
)
dans l’expression de
δ˙2. Comme nous l’avons déjà évoqué, deux possibilités s’oﬀrent à nous concernant ces
i et u résiduels : les remplacer par les mesures yi et yu ou par les reconstructions iˆ et
uˆ. Nous verrons au paragraphe 5.4 comment obtenir ces reconstructions des courants
et tensions exacts. Avant ceci, nous nous intéressons ici aux approximations eﬀectuées
dans le cas d’un remplacement par yi et yu.
Il est délicat d’étudier formellement l’impact global des approximations, le poids
des termes approximés relativement aux termes non approximés étant compliqué à
déterminer et dépendant notamment de la valeur de λ. Cet impact global sera toutefois
étudié en simulation au paragraphe 5.5. Dans ce paragraphe, nous allons nous contenter
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dans les équations de l’observateur
de calculer les erreurs relatives causées par les approximations de yTu i par y
T
u yi, de y
T
i u
par yTi yu et de |i|2 par |yi|2. Pour ce faire, nous utilisons la solution particulière (2.21),
et d’après (2.45), on a :
yi =
I√
1 + τ2i ω
2
 cos(θ + ϕi − arctan τiω)
sin(θ + ϕi − arctan τiω)
 ,
yu =
U√
1 + τ2uω
2
 cos(θ + ϕu − arctan τuω)
sin(θ + ϕu − arctan τuω)
 .
(5.27)
5.3.1 Etude de l’approximation de yTu i par y
T
u yi
On a :
yTu i =
UI√
1 + τ2uω
2
cosϕ1 , (5.28)
avec ∆ϕui = ϕu − ϕi et ϕ1 = ∆ϕui − arctan τuω. Par ailleurs :
yTu yi =
UI√
1 + τ2uω
2
√
1 + τ2i ω
2
cos(ϕ1 + arctan τiω)
=
UI√
1 + τ2uω
2(1 + τ2i ω
2)
[cosϕ1 − τiω sinϕ1] ,
(5.29)
en utilisant cos(arctan x) = 1/
√
1 + x2 et sin(arctan x) = x/
√
1 + x2. L’erreur relative
est donc :
yTu i− yTu yi
yTu i
=
cosϕ1 − 11+τ2
i
ω2
(cosϕ1 − τiω sinϕ1)
cosϕ1
=
τ2i ω
2
1 + τ2i ω
2
+
τiω
1 + τ2i ω
2
tanϕ1
=
τiω
1 + τ2i ω
2
(τiω + tan(∆ϕui − arctan τuω)) ,
yTu i− yTu yi
yTu i
=
τiω
1 + τ2i ω
2
(
τiω +
tan∆ϕui − τuω
1 + τuω tan∆ϕui
)
.
(5.30)
La ﬁgure 5.2 présente l’erreur relative résultant de l’approximation de yTu i par y
T
u yi
en fonction du régime et pour diﬀérentes constantes de temps τu et τi. L’application
numérique a été réalisée en utilisant pour les paramètres les valeurs du tableau 8.1, ainsi
que id = −2A et un couple de 1Nm. Le déphasage ∆ϕui est calculé grâce à (2.26). On
rappelle que l’on a identiﬁé expérimentalement au paragraphe 3.2 une pente, pouvant
s’apparenter aux constantes de temps τu et τi du banc SMILE 1.0, d’une valeur de
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1, 9.10−4s. On vériﬁe sans surprise que l’erreur relative augmente avec le déphasage,
i.e. avec le régime et les constantes de temps du ﬁltre. Ces erreurs sont de l’ordre de la
dizaine de pourcent, ce qui semble raisonnable étant donné qu’elle n’aﬀecte qu’un seul
terme de δ˙1, les autres n’ayant pas à être approchés 2.
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Figure 5.2 – Erreur relative résultant de l’approximation de yTu i par y
T
u yi
5.3.2 Etude de l’approximation de yTi u par y
T
i yu
De manière analogue, on a, avec ϕ2 = ∆ϕui + arctan τiω :
yTi u =
UI√
1 + τ2i ω
2
cosϕ2 ,
yTi yu =
UI√
1 + τ2i ω
2(1 + τ2uω
2)
[cosϕ2 + τuω sinϕ2] ,
(5.31)
l’erreur relative étant alors donnée par :
yTi u− yTi yu
yTi u
=
τuω
1 + τ2uω
2
(
τuω − tan∆ϕui + τiω
1− τiω tan∆ϕui
)
. (5.32)
La ﬁgure 5.3 présente, dans les mêmes conditions que la ﬁgure 5.2, l’erreur relative
résultant de l’approximation de yTi u par y
T
i yu. Les conclusions à en tirer sont similaires.
2. Se référer aux courbes "équations transformées" de la ﬁgure 5.11 pour l’impact sur les estimations
du ﬂux et de la position de l’approximation.
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dans les équations de l’observateur
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Figure 5.3 – Erreur relative résultant de l’approximation de yTi u par y
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i yu
5.3.3 Etude de l’approximation de |i|2 par |yi|2
On a directement :
|i|2 − |y2i |
|i|2 =
τ2i ω
2
1 + τ2i ω
2
. (5.33)
La ﬁgure 5.4 présente, toujours dans les mêmes conditions, l’erreur relative résultant de
l’approximation de |i|2 par |yi|2. L’erreur est légèrement plus faible que pour les deux
autres approximations.
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Enﬁn, la ﬁgure 5.5 compare, pour deux jeux diﬀérents de constantes de temps, les
erreurs relatives dues aux trois approximations.
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Figure 5.5 – Comparaison des erreurs relatives résultant des trois approximations
Ces approximations sont déjà raisonnables et acceptables, ce que nous conﬁrmerons par
l’étude en simulation du paragraphe 5.5, mais il est toutefois possible de faire mieux
en remplaçant les u et i résiduels par leurs reconstructions uˆ et iˆ plutôt que par yu et
yi. Nous allons désormais nous intéresser à la manière d’obtenir ces reconstructions des
courants et tensions exacts à partir des signaux mesurés.
5.4 Déconvolution
On cherche dans ce paragraphe à reconstruire les signaux exacts de courants et ten-
sions à partir des signaux mesurés, supposés être obtenus par ﬁltrage des signaux exacts.
On cherche ainsi à reconstruire l’entrée d’un ﬁltre, i.e. à réaliser une déconvolution.
Aﬁn de simpliﬁer les notations dans ce paragraphe, nous y notons x l’entrée du
ﬁltre à reconstruire à partir de la connaissance de y. Ainsi, x représente i ou u, et y
représente yi ou yu. Les reconstructions iˆ et uˆ sont donc notées xˆ. Avec τx la constante
de temps du ﬁltre, représentant τi ou τu, on a donc :
x = τxy˙ + y . (5.34)
Remarque : Dans ce paragraphe, la notation ℑ2 = −1 est remplacée par j2 = −1.
Le problème posé par la déconvolution est de déterminer une fonction de transfert
causale Hd de réponse impulsionnelle hd telle qu’une distance à déﬁnir entre les deux
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fonctions t 7→ x(t) et t 7→ hd ∗ y(t) soit la plus faible possible. En présence de bruit
de mesure sur y, connaissant le spectre de x et celui du bruit, une solution est donnée
par le ﬁltre de Wiener-Hopf [39]. Lorsque ces spectres ne sont pas connus mais que le
contenu fréquentiel de x est dans [0, ωmax], ce que nous supposons être le cas, on peut
chercher Hd minimisant :
ωmax∫
0
|X(jω)−Hd(jω)Y (jω)|2 , ou sup
ω∈[0,ωmax]
|X(jω)−Hd(jω)Y (jω)|2 , (5.35)
avec dans notre cas :
Y (jω) =
1
1 + jωτx
X(jω) , (5.36)
soit Hd minimisant :
ωmax∫
0
∣∣∣∣1− Hd(jω)1 + jωτx
∣∣∣∣2 , ou sup
ω∈[0,ωmax]
∣∣∣∣1− Hd(jω)1 + jωτx
∣∣∣∣2 . (5.37)
Ainsi, en posant Jd =
∣∣∣∣1− Hd(jω)1 + jωτx
∣∣∣∣2 et en nous limitant, par exemple, à Hd sous la
forme :
Hd(jω) =
axjω + bx
cxjω + 1
, (5.38)
avec cx > 0, nous obtenons :
Jd =
∣∣∣∣(1 + jωτx)(1 + jωcx)− (bx + jωax)(1 + jωτx)(1 + jωcx)
∣∣∣∣2
=
(1− τxcxω2 − bx)2 + (τx + cx − ax)2ω2
(1 + ω2τ2x)(1 + ω
2c2x)
,
Jd =
(1− bx)2 − [2(1− bx)τxcx + (τx + cx − ax)2]ω2 + τ2xc2xω4
(1 + ω2τ2x)(1 + ω
2c2x)
.
(5.39)
Pour aller plus loin sans trop compliquer l’analyse, nous supposons ωτx << 1 et ωcx <<
1, ∀ω ∈ [0, ωmax]. On a alors :
Jd = ((1− bx)2 + ω2[(τx + cx − ax)2 − 2(1− bx)τxcx])(1− ω2τ2x)(1− ω2c2x)
+o(ω2τ2x , ω
2c2x) ,
Jd = (1− bx)2 + [−(1− bx)2(τ2x + c2x) + (τx + cx − ax)2 − 2(1− bx)τxcx]ω2
+o(ω2τ2x , ω
2c2x) .
(5.40)
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Ceci nous conduit à choisir bx = 1 et ax = τx + cx pour minimiser Jd. On a alors :
Jd =
τ2xc
2
xω
4
(1 + ω2τ2x)(1 + ω
2c2x)
. (5.41)
Comme il s’agit d’une fonction croissante de ω :
sup
ω∈[0,ωmax]
Jd(cx, ω) =
τ2xc
2
xω
4
max
(1 + ω2maxτ
2
x)(1 + ω
2
maxc
2
x)
. (5.42)
C’est une fonction croissante en cx, lequel doit donc être pris le plus petit possible. Ceci
rend l’approximation cxω << 1 d’autant plus valide. Nous en déduisons :
Hd =
jω(τx + cx) + 1
jωcx + 1
= 1 +
τx(jωcx + 1)− τx
cx(jωcx + 1)
,
Hd = 1 +
τx
cx
−
τx
cx
jωcx + 1
,
(5.43)
et donc l’estimation :
x̂ =
(
1 +
τx
cx
)
y − τx
cx
y2 , (5.44)
avec y2 donné par :
cxy˙2 = y − y2 , soit : y2 = 1
1 + jωcx
y , (5.45)
cx étant alors la constante de temps à ﬁxer d’un ﬁltre passe-bas du premier ordre agis-
sant sur la sortie y du premier ﬁltre. Nous avons vu qu’il fallait choisir cette constante
de temps cx, strictement positive, la plus petite possible. Cependant, en choisissant cx
trop petite, on risque non seulement d’avoir des problèmes numériques, mais surtout
on augmente la sensibilité au bruit de mesure de la reconstruction, en augmentant la
fréquence de coupure du ﬁltre. Un compromis doit alors être trouvé quant au choix de
cx.
Aﬁn de déterminer l’apport de la déconvolution et le rôle joué par la constante de
temps cx, intéressons-nous à la ﬁgure 5.6. A cette ﬁn, on déﬁnit exxh l’erreur d’esti-
mation de x par x̂, soit avec la déconvolution, et exy l’erreur d’estimation qui serait
commise sans déconvolution :
exxh =
∣∣∣∣X −HdYX
∣∣∣∣ = √Jd = τxcxω2√1 + ω2τ2x√1 + ω2c2x ,
exy =
∣∣∣∣X − YX
∣∣∣∣ = ωτx√1 + ω2τ2x .
(5.46)
120
5.4. Déconvolution
En notant la seconde erreur exy(τx), on constate que l’on a :
exxh = exy(τx)exy(cx) . (5.47)
Notons dans un premier temps que, comme exy(τx) < 1, la déconvolution permet bien de
réduire l’erreur d’estimation. La ﬁgure 5.6(a) présente, pour diﬀérents régimes, l’erreur
d’estimation exy en fonction, au choix, de τx ou de cx.
0 0.5 1 1.5 2 2.5 3
x 10−3
0
10
20
30
40
50
60
70
80
90
100
τ
x
 ou c
x
 [s]
e x
y 
[%
]
 
 
1000 tr/min
2000 tr/min
3000 tr/min
4000 tr/min
5000 tr/min
(a) ...sans déconvolution
0 0.5 1 1.5 2 2.5 3
x 10−3
0
5
10
15
20
25
30
c
x
 [s]
e x
x h
 
[%
]
 
 
1000 tr/min
2000 tr/min
3000 tr/min
4000 tr/min
5000 tr/min
(b) ...avec déconvolution
Figure 5.6 – Erreurs d’estimation de x...
En voyant la ﬁgure comme l’erreur d’estimation exy(τx), on vériﬁe que celle-ci aug-
mente avec la constante de temps τx du ﬁltre, i.e. avec l’écart entre signaux exacts et
signaux mesurés. La droite verticale noire indique alors l’erreur d’estimation commise
aux diﬀérents régimes pour τx = 1, 9.10−4s. Celle-ci grimpe jusqu’à 30% à 5000 tr/min.
Si on voit désormais cette même ﬁgure 5.6(a) comme exy(cx), la ﬁgure nous indique
quel pourcentage de cette erreur restera après la déconvolution, en fonction du choix de
cx, de près de 0% pour cx quasi nulle à près de 100% pour cx très élevée. L’erreur résul-
tante est indiquée sur la ﬁgure 5.6(b) pour τx = 1, 9.10−4s. En prenant cx suﬃsamment
petite, on peut donc en théorie grandement réduire l’erreur.
Notons qu’en acceptant ici de garder une légère erreur d’estimation après déconvo-
lution, cette dernière ne nécessite pas la connaissance de ω. D’autres implémentations
de la déconvolution seraient possibles et feraient intervenir une estimation du régime ou
se baseraient sur un modèle de celui-ci (par exemple en supposant ω constant sur une
fenêtre). Diverses méthodes existent pour estimer ω - utilisation d’une Phase-Locked
Loop, d’un observateur adaptatif, dérivation de l’estimation de la position, etc. - mais
nous avons choisi ici d’utiliser la méthode présentée plus haut ne faisant pas intervenir
le régime.
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En l’absence de bruit, nous avons vériﬁé que la déconvolution présentée dans ce
paragraphe permettait de réduire l’erreur commise sur x, quel que soit le choix de cx,
l’amélioration étant d’autant plus importante que cx est choisie petite. N’étant pas
complètement certain du comportement de la déconvolution en présence de bruit, l’uti-
lisation de la déconvolution seule pour adapter l’observateur à la modélisation réaliste,
i.e. en gardant pour l’observateur ses équations de la modélisation classique et en les
alimentant par les signaux uˆ et iˆ reconstruits par déconvolution, paraît cependant ris-
qué. C’est pourquoi il sera préférable, si l’on souhaite utiliser la déconvolution, de le
faire en complément de la transformation des équations de l’observateur et de remplacer
uniquement les termes résiduels en u et i par les signaux uˆ et iˆ.
Par ailleurs, la déconvolution peut également être utile en sortie d’observateur. En
eﬀet, les courants i interviennent dans les équations à résoudre par moindres carrés.
Le signal i peut alors être remplacé soit par la mesure yi, soit par la reconstruction
par déconvolution iˆ. On note que seul le bruit sur les courants peut ici dégrader la
reconstruction par déconvolution, les tensions n’intervenant pas.
5.5 Etude en simulation de l’adaptation de l’observateur
à la modélisation réaliste
La principale diﬃculté liée à l’utilisation de la modélisation réaliste vient du fait
que les courants et tensions mesurés yi et yu sont diﬀérents des courants et tensions
exacts i et u intervenant dans les équations de l’observateur basé sur la modélisation
classique. Aﬁn d’adapter l’observateur à la modélisation réaliste, deux solutions ont été
présentées : la transformation des équations de l’observateur (avec les approximations
résiduelles étudiées au paragraphe 5.3) et la déconvolution, laquelle peut intervenir en
deux endroits. Ces deux méthodes peuvent être utilisées seules ou simultanément. Le
schéma 5.7 récapitule alors les diﬀérentes situations.
Trois indicateurs D1, D2 et M y ﬁgurent, lesquels peuvent prendre les valeurs 0, 1,
voire 2. Ainsi, on peut choisir d’utiliser les équations non transformées de l’observateur
(M = 0, équations (a) : (5.5)), dans lesquelles interviennent uniquement les courants
et tensions i et u qu’il faut remplacer soit par yi et yu (D1 = 0), soit par iˆ et uˆ
(D1 = 1) obtenus par déconvolution (équations (f) : (5.44)). Sinon, on peut choisir
d’utiliser les équations transformées de l’observateur, avec la méthode no 1 (M = 1,
équations (b) : (5.7) et (5.9)) ou la méthode no 2 (M = 2, équations (c) : (5.7) et
(5.17)). Dans ces équations interviennent les mesures yi et yu en majeure partie, mais
aussi i et u dans quelques termes. Ce sont ces courants et tensions exacts résiduels que
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Figure 5.7 – Adaptation de l’observateur à la modélisation réaliste : diﬀérents cas.
l’on peut remplacer au choix par yi et yu (D1 = 0) ou par iˆ et uˆ (D1 = 1). Enﬁn, les
courants et tensions i et u interviennent une dernière fois dans les équations à résoudre
par moindres carrés (équations (e) : (4.33)). On a alors une nouvelle fois la même
possibilité d’utiliser (D2 = 1) ou non (D2 = 0) la déconvolution.
Nous allons dans ce paragraphe étudier en simulation et comparer ces diﬀérentes
possibilités (déconvolution(s) ou non, transformation des équations ou non, cas réel ou
complexe, cas non bruité ou cas bruité). Sauf mention contraire, nous utilisons deux
pôles réels. Les simulations ont été réalisées à l’aide de Matlab/Simulink avec les valeurs
des paramètres du moteur données par le tableau 8.1, ainsi qu’un couple τ = 1Nm et
un courant id = −2A. Pour chacune d’entre elles, le même proﬁl de vitesse, présenté
sur la ﬁgure 5.8(a), a été utilisé. Le régime y varie entre 20 et 4750 tr/min. Par ailleurs,
en accord avec la valeur identiﬁée pour le banc SMILE 1.0, les constantes de temps
des ﬁltres sont ﬁxées à τu = τi = 1, 9.10−4s. Dans le cas des simulations avec bruit de
mesure, nous nous sommes inspiré des bruits caractérisés au chapitre 3 dans le tableau
3.1. Ainsi, nous avons généré des bruits d’écarts-types σwu = 1V et σwi = 50mA. Les
pôles ont été ﬁxés à λ1 = 100 et λ2 = 200 ou à λ = 100 + 200ℑ. Les pôles n’ont
pas ici été réglés spéciﬁquement, mais toutefois choisis à des valeurs empiriquement
cohérentes, le but étant pour l’instant de comparer les diﬀérents cas plutôt que de
chercher à obtenir des résultats optimaux minimisant les erreurs. Le choix de ces pôles,
notamment en présence de bruit de mesure, sera étudié plus en détails au chapitre 6.
Enﬁn, les constantes de temps des ﬁltres utilisés pour la déconvolution ont été choisies
les plus petites possibles mais suﬃsamment grandes pour ne pas avoir de problèmes
numériques, soit ci = cu = 3, 8.10−6s.
Avant d’étudier séparément les impacts des diﬀérents traitements sur l’observation,
la ﬁgure 5.8 présente les deux cas extrêmes, en l’absence de bruit de mesure. Ainsi sont
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comparés respectivement sur les ﬁgures 5.8(b) et 5.8(c) le ﬂux et la position électrique
estimés au ﬂux et à la position réels (références en noir), quand tous les traitements ont
été appliqués (en bleu : D1 = 1, D2 = 1, M = 1) ou en l’absence de tout traitement
(en rouge : D1 = 0, D2 = 0, M = 0). Ceci nous permet de constater qu’il y a
beaucoup à gagner en adaptant l’observateur à la modélisation réaliste. Sans surprise,
quand l’observateur est basé sur la modélisation classique, les erreurs d’estimation sont
quasiment proportionnelles au régime, i.e. approximativement au déphasage. Le ﬂux
estimé reﬂète alors l’allure du proﬁl et on retrouve le déphasage lors de l’estimation de
la position. Sur le proﬁl, ces erreurs atteignent plus de 3% sur l’estimation du ﬂux, soit
l’équivalent d’une erreur d’estimation de la température du rotor de plus de 25°C, et
de 15 degrés électriques sur celle de la position. En revanche, si l’observateur est adapté
au mieux à la modélisation réaliste, les estimations du ﬂux et de la position deviennent
quasiment parfaites. Nous allons désormais détailler les apports respectifs des diﬀérents
traitements, ainsi que leurs robustesses au bruit de mesure.
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Figure 5.8 – Impact de l’adaptation de l’observateur à la modélisation réaliste
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5.5.1 Apport de la transformation des équations
Commençons par nous intéresser à l’apport de la transformation des équations (M =
1 ou M = 2), et tout d’abord au choix de la méthode de transformation.
Choix de la méthode
La ﬁgure 5.9 compare, dans le cas non bruité, les deux méthodes de transformation
des équations, tous les autres traitements étant eﬀectifs, i.e. ici les deux déconvolutions.
Notons que nous considérerons désormais, dans le cas présent ainsi que dans tous ceux
qui suivent, directement les erreurs d’estimation, la courbe de gauche présentant l’er-
reur relative d’estimation du ﬂux en pourcentage et celle de droite l’erreur d’estimation
de la position électrique en degrés. Pour obtenir l’erreur d’estimation de la position
mécanique, on divise cette dernière par p, soit 3 dans le cas présent. On constate que
les résultats sont très proches avec l’une ou l’autre des méthodes, les performances de
la méthode no 1 étant légèrement meilleures pour l’estimation du ﬂux et celles de la
méthode no 2 pour celle de la position. Le choix de la méthode n’est donc pas primor-
dial. Dans la suite, l’estimation du ﬂux nous intéressant davantage, nous utiliserons la
méthode no 1.
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Figure 5.9 – Impact de la méthode de transformation des équations - D1=1, D2=1
Impact de la transformation des équations
Transformation des équations inclue, trois traitements sont étudiés dans ce para-
graphe et dans les deux suivants, soit 8 combinaisons et 28 comparaisons deux à deux
possibles. Nous n’allons pas regarder ces 28 comparaisons, mais pour chacun des trois
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traitements, nous considérerons respectivement dans le cas non bruité l’impact de l’ab-
sence de ce traitement les deux autres étant eﬀectifs, puis l’impact de la présence de ce
traitement les deux autres étant absents, et enﬁn cette même seconde situation dans
le cas bruité. Pour plus de clarté, le tableau 5.1 récapitule les 8 combinaisons possibles
et le tableau 5.2 fait l’inventaire des 6 comparaisons deux à deux présentées sur les
ﬁgures. Notons que la ﬁgure 5.8 comparait les combinaisons (A) et (H).
Table 5.1 – Index des huit combinaisons possibles
Combinaison (A) (B) (C) (D) (E) (F) (G) (H)
M 0 0 0 0 1 1 1 1
D1 0 0 1 1 0 0 1 1
D2 0 1 0 1 0 1 0 1
Table 5.2 – Inventaire des ﬁgures présentées
Traitement étudié Figures concernées Combinaisons comparées
Transformation 5.10 (D) / (H)
des équations 5.11 et 5.12 (A) / (E)
Déconvolution 5.13 (F) / (H)
en entrée 5.14 et 5.15 (A) / (C)
Déconvolution 5.16 (G) / (H)
en sortie 5.17 et 5.18 (A) / (B)
Ainsi, la ﬁgure 5.10 compare, dans le cas sans bruit, les estimations quand tous les
traitements sont eﬀectués (en bleu) et celles quand les équations ne sont pas transfor-
mées (en rouge). Concernant l’estimation du ﬂux, d’une erreur de l’ordre du millième
de pourcent, on passe à une erreur de l’ordre du dixième de pourcent, soit cent fois
plus grande, quand on ne modiﬁe pas les équations de l’observateur. De même l’erreur
de position est multipliée par un facteur supérieur à dix. Ces erreurs restent cepen-
dant très faibles. En l’absence de bruit, si la transformation des équations améliore les
performances de manière non négligeable, l’utilisation des déconvolutions peut donc
s’avérer suﬃsante.
La ﬁgure 5.11 compare désormais, toujours dans le cas sans bruit, les estimations
quand aucun traitement n’est eﬀectué (en rouge) à celles quand les équations sont
126
5.5. Etude en simulation de l’adaptation de l’observateur à la modélisation réaliste
0 0.5 1 1.5 2
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
Temps [s]
Er
re
ur
 d
e 
flu
x 
[%
]
 
 
Equations transformées
Equations non transformées
(a) Erreur d’estimation du ﬂux
0 0.5 1 1.5 2
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
Temps [s]
Er
re
ur
 d
e 
po
sit
io
n 
él
ec
tri
qu
e 
[de
g]
 
 
Equations transformées
Equations non transformées
(b) Erreur d’estimation de la position
Figure 5.10 – Impact de la transformation des équations - D1=1, D2=1 - Sans bruit
transformées (en bleu). L’apport de la transformation des équations est ici considérable
permettant de diviser l’erreur d’estimation du ﬂux par environ 30 et celle de la position
par 100. Il est toutefois à noter que l’estimation du ﬂux perd en qualité aux très bas
régimes.
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Figure 5.11 – Impact de la transformation des équations - D1=0, D2=0 - Sans bruit
La même comparaison entre absence de traitement (en rouge) et utilisation des
équations transformées (en bleu) est présentée sur la ﬁgure 5.12, mais cette fois-ci
en présence de bruit de mesure. Les performances sont globalement comparables au
cas sans bruit, si ce n’est que désormais, que ce soit avec ou sans transformation des
équations et qu’il s’agisse du ﬂux ou de la position, l’estimation aux très bas régimes
est mauvaise (même si on ne distingue pas toujours la courbe rouge derrière la courbe
bleu, c’est bien le cas). On note également que l’estimation, aux régimes suﬃsamment
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élevés, de la position avec équations transformées est légèrement dégradée, avec une
erreur culminant aux alentours de 0.5 degré.
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Figure 5.12 – Impact de la transformation des équations - D1=0, D2=0 - Avec bruit
5.5.2 Impact de la déconvolution en entrée
Nous regardons désormais l’impact de l’utilisation de la déconvolution en entrée de
l’observateur (D1 = 1). La ﬁgure 5.13 compare, dans le cas sans bruit, les estimations
quand tous les traitements sont eﬀectués (en bleu) et celles quand la déconvolution en
entrée n’est pas utilisée (en rouge). Les performances sont du même ordre de grandeur
que celles constatées à la ﬁgure 5.10, les estimations du ﬂux et de la position étant
certes fortement dégradées en cas de non utilisation de la déconvolution en entrée, mais
les erreurs restant tout de même faibles. Ainsi, en l’absence de bruit, la transformation
des équations et l’utilisation de la déconvolution en sortie peuvent suﬃre.
De même, les performances constatées sur la ﬁgure 5.14, comparant dans le cas
sans bruit les estimations quand aucun traitement n’est eﬀectué (en rouge) et celles
quand on utilise la déconvolution en entrée (en bleu), sont du même ordre de grandeur
à celles obtenus dans le cadre de la ﬁgure 5.11. En l’absence de bruit, l’apport de la
déconvolution en entrée est donc, à l’instar de la transformation des équations, très
important, avec la même perte de qualité pour les très bas régimes.
Cependant, les performances quasi similaires de la déconvolution en entrée et de la
transformation des équations se limitent au cas non bruité. En eﬀet, dans le cas bruité,
présenté sur la ﬁgure 5.15, on constate que, comme on le redoutait au paragraphe 5.4,
l’utilisation de la déconvolution en entrée est peu robuste au bruit. Si bien que pour
l’estimation du ﬂux, les performances sont comparables avec ou sans déconvolution en
entrée. Concernant l’estimation de la position, le bruit dégrade également beaucoup les
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Figure 5.13 – Impact de la déconvolution en entrée - M=1, D2=1 - Sans bruit
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Figure 5.14 – Impact de la déconvolution en entrée - M=0, D2=0 - Sans bruit
performances mais l’erreur reste quand même moindre en utilisant la déconvolution.
A choisir entre déconvolution en entrée et transformation des équations, la deuxième
solution est donc largement à privilégier.
5.5.3 Impact de la déconvolution en sortie
Passons à l’étude de l’impact de l’utilisation de la déconvolution en sortie (D2 = 1).
La ﬁgure 5.16 compare, dans le cas sans bruit, les estimations quand tous les trai-
tements sont eﬀectués (en bleu) et celles quand la déconvolution en sortie n’est pas
utilisée (en rouge). Là encore, aux régimes suﬃsamment élevés, les performances sont
du même ordre de grandeur qu’en l’absence de transformation des équations ou de dé-
convolution en entrée, l’estimation du ﬂux étant un peu moins dégradée mais celle de
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(a) Erreur d’estimation du ﬂux
0 0.5 1 1.5 2
0
2
4
6
8
10
12
14
16
18
20
Temps [s]
Er
re
ur
 d
e 
po
sit
io
n 
él
ec
tri
qu
e 
[de
g]
 
 
Sans déconvolution en entrée
Avec déconvolution en entrée
(b) Erreur d’estimation de la position
Figure 5.15 – Impact de la déconvolution en entrée - M=0, D2=0 - Avec bruit
la position un peu plus. Par contre, aux très bas régimes les estimations sont fortement
dégradées. Ainsi, en l’absence de bruit, la transformation des équations et l’utilisation
de la déconvolution en entrée sont suﬃsantes, exception faite des très bas régimes.
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(b) Erreur d’estimation de la position
Figure 5.16 – Impact de la déconvolution en sortie - M=1, D1=1 - Sans bruit
Les ﬁgures 5.17 et 5.18 témoignent du fait que, dans le cas bruité ou non, l’utilisa-
tion seule de la déconvolution en sortie ne permet pas d’améliorer de manière notable
l’estimation, ce qui n’est évidemment pas une surprise puisqu’on n’agit pas dans ce cas
sur la dynamique de l’observateur.
5.5.4 Comparaison entre pôles réels et complexes
Aﬁn de compléter notre tour d’horizon des diﬀérentes situations, un cas reste à
envisager : l’utilisation d’un pôle complexe plutôt que de deux pôles réels. Ainsi, la ﬁgure
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Figure 5.17 – Impact de la déconvolution en sortie - M=0, D1=0 - Sans bruit
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Figure 5.18 – Impact de la déconvolution en sortie - M=0, D1=0 - Avec bruit
5.19 compare, dans le cas non bruité, les estimations quand tous les traitements sont
eﬀectués, si on utilise deux pôles réels (en bleu) ou un pôle complexe (en rouge). Comme
lorsqu’il s’agissait de comparer les deux méthodes de transformation des équations de
l’observateur, on remarque qu’il n’y a pas grande diﬀérence sur les performances, que
l’on utilise un pôle complexe ou deux pôles réels. Le cas à deux pôles réels s’en sort
toutefois mieux aux très bas régimes, mais il est possible que ceci découle du choix des
pôles, lesquels n’ont pas été réglés spéciﬁquement ici. Ce choix des pôles étant d’autant
plus important en présence de bruit, il est préférable pour le cas bruité de se rapporter
à l’étude plus poussée du chapitre 6.
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Figure 5.19 – Comparaison pôle(s) réels/complexe - M=1, D1=1, D2=1 - Sans bruit
5.5.5 Bilan de l’étude en simulation
Cette étude en simulation nous a apporté plusieurs enseignements quant à l’adap-
tation de l’observateur à la modélisation réaliste. Tout d’abord, sans traitement par
transformation des équations de l’observateur ou par déconvolution, les estimations du
ﬂux et de la position sont plutôt médiocres et dépendantes du régime. En revanche, ces
traitements permettent d’importantes améliorations. Ainsi, dans le cas non bruité, l’uti-
lisation uniquement de la transformation des équations, à l’aide de l’une ou l’autre des
deux méthodes (M=1 ou M=2), ou uniquement de la déconvolution en entrée (D1=1)
permet de très fortement réduire les erreurs d’estimation, estimations qui deviennent
alors fort correctes, excepté l’estimation du ﬂux aux très bas régimes. L’utilisation de
deux des trois traitements améliore encore les estimations, et l’utilisation conjointe des
trois traitements conduit à des estimations quasi parfaites, même aux très bas régimes.
Dans le cas bruité, la situation est quelque peu diﬀérente. Premièrement, quels que
soient les méthodes et traitements que l’on emploie, une estimation correcte est impos-
sible aux très bas régimes. D’autre part, s’il est toujours possible d’utiliser uniquement
la transformation des équations pour obtenir de bonnes estimations, il n’est plus ques-
tion d’utiliser uniquement la déconvolution en entrée. L’utilisation de cette dernière
est en eﬀet très sensible au bruit et son apport s’en voit considérablement réduit. En
revanche, son utilisation conjointe à celle de la transformation des équations est béné-
ﬁque. Quelles que soient les combinaisons de traitements utilisés, la transformation des
équations est d’ailleurs toujours nécessaire. L’utilisation de la déconvolution en sortie
est moins décisive. Elle risque moins de dégrader les performances en présence de bruit
mais ne peut apporter que de légères améliorations.
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5.6 Conclusion
Dans ce chapitre, nous avons étudié l’impact de la modélisation réaliste sur les per-
formances de l’observateur et adapté au mieux celui-ci à cette modélisation. L’observa-
teur a en eﬀet initialement été construit sur la modélisation classique. Si le passage à la
modélisation réaliste ne remet pas en cause l’observabilité, c’est plus délicat concernant
la mesurabilité, le modèle du système n’étant plus parfaitement connu, les courants et
tensions exacts intervenant dans les équations de l’observateur n’étant plus directement
mesurés. Deux solutions sont alors proposées pour adapter l’observateur : transformer
ses équations (deux méthodes sont présentées) et/ou reconstruire au mieux, par décon-
volution, les signaux exacts de courant et tension à partir des signaux mesurés. Une
étude en simulation nous montre que, si en n’appliquant aucune de ces solutions, les
estimations sont médiocres, en revanche on obtient, en l’absence de bruit de mesure, de
très bons résultats, excepté pour le ﬂux aux très bas régimes, en appliquant au moins
l’une des deux solutions, et encore meilleurs en combinant les deux. Par contre, en
présence de bruit, seule la transformation des équations fournit de bons résultats, la
déconvolution étant très sensible au bruit. La déconvolution peut toutefois être utilisée
conjointement à la transformation des équations.
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Chapitre 6
Observateur non linéaire de
Luenberger - Impact du bruit de
mesure et choix des pôles
Au chapitre précédent, nous avons étudié l’impact de la modélisation réaliste, i.e.
du bruit de modèle, sur les performances de l’observateur puis avons adapté du mieux
possible l’observateur à cette modélisation. Dans le présent chapitre, c’est désormais
l’impact du bruit de mesure sur les performances de l’observateur que nous étudions,
ainsi que la manière de choisir les pôles en conséquence. En eﬀet, de la résolution de
manière exacte des équations de la modélisation classique de l’observateur de Luenber-
ger pour la solution particulière dans le cas non bruité, au paragraphe 4.7, est ressorti
que l’estimation était parfaite quels que soient les pôles choisis. L’estimation ne dépen-
dait alors pas du choix des pôles. Dans le cas bruité en revanche, il est peu probable
d’obtenir une estimation parfaite et le choix des pôles aura un rôle à jouer quant à
la qualité de l’estimation. Plus précisément, le bruit de mesure va introduire des biais
d’estimation qu’il s’agit de minimiser avec les seuls degrés de liberté à notre disposi-
tion, à savoir les pôles. C’est cet objectif de minimisation des erreurs d’estimation lié
au choix des pôles qui va nous intéresser tout au long de ce chapitre, à travers deux
parties : une étude théorique (§6.2) et une étude en simulation (§6.3).
Lors de l’étude théorique, menée pour la solution particulière, les calculs n’étant
pas simples, seul le bruit de mesure est pris en compte. Nous travaillons donc avec
la modélisation classique où signaux mesurés et exacts sont égaux. De plus, seul le
cas à deux pôles réels est étudié et, au cours de l’étude, nous sommes amené à nous
focaliser sur l’estimation qui nous intéresse le plus, à savoir celle de l’intensité du ﬂux
des aimants. Enﬁn, des approximations seront nécessaires, notamment celle négligeant
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l’impact du bruit sur les courants sur l’estimation du ﬂux. En revanche, l’étude en
simulation est moins limitante et permet de combiner les impacts du bruit de mesure
et du bruit de modèle en travaillant sur la modélisation réaliste. Les cas à un pôle
complexe et de l’estimation de la position peuvent également être traités, et le bruit
sur les courants être pris en compte.
Mais avant de nous lancer dans les calculs fastidieux et les longues simulations,
il nous est déjà possible, en étendant aux équations de l’observateur les propriétés
d’invariance constatées au paragraphe 2.1.1, de faire un constat quant à la dépendance
au point de fonctionnement, i.e. au régime et au couple, du choix des pôles. C’est l’objet
du paragraphe 6.1.
Remarque : Dans ce chapitre, nous travaillons toujours dans le cas d’une machine
à pôles lisses et dans le repère (α, β). Comme dans les chapitres 4 et 5, les indices αβ
ont été ôtés des notations pour simpliﬁcation. Par ailleurs, on suppose les paramètres
R et L du moteur parfaitement connus : Ra = R et La = L.
6.1 Extension des propriétés d’invariance aux équations
de l’observateur de Luenberger
Au paragraphe 2.1.1, nous avons présenté les paramètres à faire varier pour obtenir
les invariances sous l’action d’une variation de régime et sous l’action d’une variation
de couple des équations classique de la machine électrique dans le repère (d, q). La
position n’étant pas aﬀectée par les transformations, ces invariances sont identiques
dans le repère (α, β). Dans ce paragraphe, nous poursuivons l’étude des invariances sur
les équations de l’observateur de Luenberger (4.32), en rajoutant du coup les paramètres
zj , cj et λj . Ceci a pour but de déterminer a priori comment les pôles sont impactés
par des variations de régime ou de couple.
6.1.1 Invariance sous l’action d’une variation de régime
Soit Ve = (i, u, θ, R, Lφ, Jm, ω, τL, zj , cj , λj) l’extension aux trois nouveaux para-
mètres du vecteur V adapté au repère (α, β) et à un moteur à pôles lisses. On étend
l’action de la constante réelle kω sur Ve en déﬁnissant la fonction Fekω par :(
ikω , ukω , θkω , Lkω , φkω , Rkω , Jkωm , ω
kω , τkωL , z
kω
j , c
kω
j , λ
kω
j , t
kω
)
= Fekω(Ve, t, kω) =
(
i , kωu, θ , L, φ, kωR,
Jm
k2ω
, kωω , τL , zj , cj , kωλj ,
t
kω
)
.
(6.1)
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Transformée par cette action, les équations (4.32) deviennent :
z˙kωj = −λkωj zkωj + (ckωj )T (ukω −Rkω ikω)− λkωj (Lkω)2|ikω |2 ,
c˙kωj = −λkωj ckωj − 2(ukω −Rkω ikω + λkωj Lkω ikω) ,
(6.2)
soit :
kω z˙j = −kωλjzj + cTj (kωu− kωRi)− kωλjL2|i|2 ,
kω c˙j = −kωλjcj − 2(kωu− kωRi+ kωλjLi) .
(6.3)
Ainsi, les équations avec les variables transformées (6.3) sont les mêmes que les équa-
tions avec les variables originelles (4.32). Il y a donc invariance sous l’action d’une
variation de régime, à condition, en plus des changements établis au paragraphe 2.1.1,
de multiplier les pôles proportionnellement au régime. De ce fait, si les pôles λj sont les
meilleurs au régime ω, les pôles optimaux au régime ωkω = kωω sont λ
kω
j = kωλj . Le
choix des pôles est donc dépendant du régime. Bien sûr dans le cas bruité l’invariance
n’est plus parfaite, mais en considérant des bruits très petits devant les signaux, les
résultats restent approximativement vrais.
6.1.2 Invariance sous l’action d’une variation de couple
On étend l’action de la constante réelle kτ sur Ve en déﬁnissant la fonction Fekτ par :(
ikτ , ukτ , θkτ , Lkτ , φkτ , Rkτ , Jkτm , ω
kτ , τkτL , z
kτ
j , c
kτ
j , λ
kτ
j , t
kτ
)
= Fekτ (Ve, t, kτ ) =
(
kτ i , u, θ ,
L
kτ
, φ,
R
kτ
, kτJm , ω , kττL , zj , cj , λj , t
)
.
(6.4)
Transformée par cette action, les équations (4.32) deviennent :
z˙kτj = −λkτj zkτj + (ckτj )T (ukτ −Rkτ ikτ )− λkτj (Lkτ )2|ikτ |2 ,
c˙kτj = −λkτj ckτj − 2(ukτ −Rkτ ikτ + λkτj Lkτ ikτ ) ,
(6.5)
soit :
z˙j = −λjzj + cTj (u−
R
kτ
kτ i)− λjL
2
k2τ
|kτ i|2 ,
c˙j = −λjcj − 2(u− R
kτ
kτ i+ λj
L
kτ
kτ i) .
(6.6)
Ainsi, les équations avec les variables transformées (6.6) sont les mêmes que les équa-
tions avec les variables originelles (4.32). Il y a donc invariance sous l’action d’une
variation de couple, avec les changements établis au paragraphe 2.1.1 et sans modiﬁca-
tion des pôles en fonction du couple. De ce fait, si les pôles λj sont les meilleurs pour un
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couple τL, ils le sont également pour tout autre couple. Le choix des pôles est donc in-
dépendant du couple. Comme dans le cas de l’action d’une variation de régime, dans le
cas bruité l’invariance n’est plus parfaite, mais les résultats restent approximativement
vrais.
6.1.3 Bilan
L’étude de l’extension des propriétés d’invariance aux équations de l’observateur de
Luenberger nous a permis de constater que, dans le cas bruité, les pôles optimaux sont
approximativement indépendants du couple et proportionnels au régime. De ce fait, par
la suite, nous nous contenterons d’étudier la dépendance au régime du choix des pôles.
A commencer par l’étude théorique.
6.2 Etude théorique du cas bruité
Dans ce paragraphe, nous menons une étude théorique sur l’impact de bruits de
mesure sur les performances de l’observateur non linéaire de Luenberger. L’objectif de
cette étude est de déterminer une expression du biais d’estimation en fonction des pôles
et des caractéristiques du bruit. Cette expression pourra alors être utilisée pour débiai-
ser l’estimation ou au moins pour minimiser le biais d’estimation et déterminer le rôle
joué par le choix des pôles dans cette minimisation. Aﬁn de ne pas ajouter de diﬃ-
cultés supplémentaires aux calculs, nous travaillons dans ce paragraphe dans le cadre
idéal du chapitre 4, i.e. pour lequel les signaux mesurés de courants et tensions sont
égaux aux signaux exacts (modélisation classique). Après avoir présenté les équations
de l’observateur dans le cas bruité (6.2.1) et déﬁni un modèle de bruit (6.2.2), les pa-
ragraphes 6.2.3 à 6.2.6 s’intéressent à la résolution des équations de l’observateur en
présence de bruit. Des hypothèses et approximations devront être faites pour simpliﬁer
les calculs. L’étude se concentrera notamment sur l’impact du bruit sur les tensions sur
l’estimation du ﬂux. Les paragraphes 6.2.7 et 6.2.8 se chargeront alors de déterminer le
biais d’estimation du ﬂux avant qu’on ne cherche à le minimiser au paragraphe 6.2.9,
le débiaisage n’étant en revanche pas testé.
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6.2.1 Equations de l’observateur dans le cas bruité
En faisant intervenir le bruit de mesure sur les équations de la modélisation classique
(4.32) de l’observateur non linéaire de Luenberger, celles-ci deviennent :
z˙j = −λjzj + ηj ,
c˙j = −λjcj − 2(ybu −Rybi + λjLybi) ,
ηj = c
T
j (ybu −Rybi)− λj |Lybi |2 ,
(6.7)
où ybu et ybi sont les mesures bruitées des tensions et des courants. Les indices j
correspondent aux diﬀérents pôles λj .
D’après (4.33), on en déduit une estimation Φ̂ du vecteur de ﬂux en résolvant les
équations :
(cj + 2Lybi)
T Φ̂ = zj − cTj Lybi − |Lybi |2 , 1 ≤ j ≤ m , (6.8)
que l’on réécrit :
c˜Tj Φ̂ = z˜j , (6.9)
avec les notations :
c˜j = cj + 2Lybi ,
z˜j = zj − cTj Lybi − |Lybi |2 .
(6.10)
Avec wu et wi les bruits de mesure respectifs sur les tensions et les courants, les mesures
bruitées s’écrivent :
ybu = u+ wu , ybi = i+ wi . (6.11)
Dans le cadre de la solution particulière (2.21), u et i se mettent sous la forme :
u = Uvu et i = Ivi , (6.12)
avec :
vu(t) =
 cos(ωt+ ϕu)
sin(ωt+ ϕu)
 , vi(t) =
 cos(ωt+ ϕi)
sin(ωt+ ϕi)
 . (6.13)
Il nous reste désormais à caractériser les bruits wu et wi. Ce point fait l’objet du
paragraphe 6.2.2.
6.2.2 Modèle de bruit
Remarque : On met en garde le lecteur à propos de la ressemblance entre les
notations utilisées pour le bruit w, la vitesse électrique ω et l’aléa ω¯.
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Modèle de bruit
Notre modèle de bruit s’appuie sur les observations faites dans le chapitre 3. Pour
satisfaire notre hypothèse d’ergodicité et plus précisément de la coïncidence entre sta-
tistiques stochastiques et statistiques temporelles, et au vu du paragraphe [14, §XI.7],
nous supposons que le bruit b sur une tension ou un courant est un processus stochas-
tique stationnaire au sens faible (voir [14, §II.8.b]), de moyenne nulle et de fonction de
covariance continue. D’après [14, Theorem XI.4.1], ce bruit peut s’écrire :
b(t, ω¯) =
∞∫
0
cos(ωt)dbc(ω, ω¯) +
∞∫
0
sin(ωt)dbs(ω, ω¯) , (6.14)
où ω¯ est l’aléa pris dans un ensemble probabilisé, l’intégrale est une intégrale stochas-
tique au sens de [14, §IX.2] et bc et bs sont des processus à accroissements orthogonaux
comme déﬁnis dans [14, §II.10]. Ici pour éviter les diﬃcultés de technique mathéma-
tique et nous permettre d’aller au plus vite à une quantiﬁcation des eﬀets des bruits,
nous remplaçons l’intégrale stochastique ci-dessus par une somme ﬁnie et prenons donc
(voir [14, Example XI.3.5]) :
b(t, ω¯) =
K∑
k=1
[cos(ωkt)bc,k(ω¯) + sin(ωkt)bs,k(ω¯)] [ωk − ωk−1] , (6.15)
où les réels ωk satisfont : 0 ≤ ω0 < ω1 < . . . < ωk < . . . < ωK , et où les bc,k et bs,k sont
des variables aléatoires indépendantes de même loi. Par la suite nous aurons besoin de
la bornitude de ces variables. Elles ne peuvent donc pas suivre une loi gaussienne. En
revanche, elles peuvent par exemple suivre une loi équidistribuée entre deux valeurs ou
encore avoir une répartition en cloche mais à support ﬁni (en suivant par exemple une
loi gaussienne tronquée). C’est cette dernière hypothèse qui semble expérimentalement
la plus pertinente, comme nous l’avons constaté au paragraphe 3.3.1 sur la ﬁgure 3.4(c).
En prenant des coordonnées polaires pour le vecteur (bc,k, bs,k)[ωk − ωk−1], nous
réécrivons ceci sous la forme 1 :
b(t, ω¯) =
K∑
k=1
Bk(ω¯) cos(ωkt+ ϕk(ω¯)) . (6.16)
Enﬁn, aussi bien pour les tensions que pour les courants, nous supposons qu’il n’y
a qu’une source unique pour le bruit qui donne naissance à un même signal pour les
1. Cette forme est celle donnée directement par le Théorème de Karhunen-Loève [3, §1.4] lorsqu’on
s’intéresse à la représentation spectrale sur un intervalle de temps compact.
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composantes α et β, à un déphasage de π/2 près. Les bruits wu et wi sont donc :
wu(t, ω¯) =
K∑
k=1
buk(t, ω¯) =
K∑
k=1
Buk(ω¯)
 cos(ωkt+ ϕbuk(ω¯))
sin(ωkt+ ϕbuk(ω¯))
 ,
wi(t, ω¯) =
L∑
l=1
bil(t, ω¯) =
L∑
l=1
Bil(ω¯)
 cos(ωlt+ ϕbil(ω¯))
sin(ωlt+ ϕbil(ω¯))
 .
(6.17)
Il nous sera utile d’utiliser les notations plus compactes :
wu(t, ω¯) =
K∑
k=1
ek(t)Yuk(ω¯) , wi(t, ω¯) =
L∑
l=1
el(t)Yik(ω¯) , (6.18)
où :
ek(t) =
 cos(ωkt) − sin(ωkt)
sin(ωkt) cos(ωkt)
 , el(t) =
 cos(ωlt) − sin(ωlt)
sin(ωlt) cos(ωlt)
 ,
Yuk(ω¯) = Buk(ω¯)
 cos(ϕbuk(ω¯))
sin(ϕbuk(ω¯))
 , Yil(ω¯) = Bil(ω¯)
 cos(ϕbil(ω¯))
sin(ϕbil(ω¯))
 .
(6.19)
En notant E l’espérance, nous supposons :
|Buk(ω¯)| ≤ bproba ∀ω¯ ,
E [Buk(ω¯) cosϕbuk(ω¯)] = E [Buk(ω¯) sinϕbuk(ω¯)] = 0 ∀k ,
E [Buk(ω¯)Bul(ω¯) cosϕbuk(ω¯) sinϕbul(ω¯)] = 0 ∀k, l ,
E [Buk(ω¯)Bul(ω¯) cosϕbuk(ω¯) cosϕbul(ω¯)] = 0 ∀k 6= l ,
E [Buk(ω¯)Bul(ω¯) sinϕbuk(ω¯) sinϕbul(ω¯)] = 0 ∀k 6= l ,
E
[
B2uk(ω¯) cos
2 ϕbuk(ω¯)
]
= E
[
B2uk(ω¯) sin
2 ϕbuk(ω¯)
]
=
σ2buk
2
∀k ,
E[B2uk(ω¯)] = σ
2
buk ∀k ,
E[B2il(ω¯)] = σ
2
bil
∀l ,
(6.20)
où la borne supposée bproba sera déterminée à partir des expériences dans le paragraphe
suivant.
Le bruit total est donc vu comme la somme de bruits à diﬀérentes fréquences.
Nous allons, dans un premier temps, nous limiter à l’étude de l’impact d’une seule des
composantes de chacun des bruits. On choisit de prendre une composante diﬀérente -
la k-ème pour les tensions, la l-ème pour les courants - pour le bruit sur les tensions et
pour le bruit sur les courants.
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On note alors :
bu(t, ω¯) = buk(t, ω¯) , Bu(ω¯) = Buk(ω¯) , ϕbu(ω¯) = ϕbuk(ω¯) , ωu = ωk ,
bi(t, ω¯) = bil(t, ω¯) , Bi(ω¯) = Bil(ω¯) , ϕbi(ω¯) = ϕbil(ω¯) , ωi = ωl .
(6.21)
Ainsi :
bu(t, ω¯) = Bu(ω¯)vbu(t, ω¯) ,
bi(t, ω¯) = Bi(ω¯)vbi(t, ω¯) ,
(6.22)
avec :
vbu(t, ω¯) =
 cos(ωut+ ϕbu(ω¯))
sin(ωut+ ϕbu(ω¯))
 , vbi(t, ω¯) =
 cos(ωit+ ϕbi(ω¯))
sin(ωit+ ϕbi(ω¯))
 . (6.23)
On étudie ainsi le cas où :
ybu(t, ω¯) = u(t) + bu(t, ω¯) , ybi(t, ω¯) = i(t) + bi(t, ω¯) . (6.24)
Par la suite, pour alléger les notations, les dépendances des diﬀérents signaux et gran-
deurs à t et ω¯ ne seront plus forcément indiquées.
Détermination expérimentale de la borne bproba dans le cas des tensions
Avant de nous attaquer à la résolution des équations de l’observateur dans le cas
bruité, nous proposons une détermination expérimentale de la borne bproba que nous
avons introduit ci-dessus telle que |Buk(ω¯)| ≤ bproba pour tout ω¯. Avant de nous attaquer
à la résolution des équations de l’observateur dans le cas bruité, nous proposons une
détermination expérimentale de cette borne.
Nous avons caractérisé expérimentalement au paragraphe 3.3.1 les bruits sur les
tensions et courants dans les repères (α, β) et (d, q) à partir d’enregistrements prove-
nant d’essais réalisés au banc SMILE 1.0 (cf. §8.1.2). Nous disposons donc des signaux
temporels et des distributions des diﬀérents bruits, les écarts-types évalués ayant été
regroupés dans les tableaux 3.1 et 3.3. Nous nous limitons ici au cas du bruit sur les
tensions.
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Avec le modèle de bruit déﬁni au paragraphe précédent, nous obtenons, pour tout
T ≥ 0 :
T∫
0
ek(t)
Twu(t, ω¯)dt =
T∫
0
ek(t)
T
∑
ka
eka(t)Yuka (ω¯)dt
=
∑
ka
T∫
0
 cos([ωk − ωka ]t) sin([ωk − ωka ]t)
− sin([ωk − ωka ]t) cos([ωk − ωka ]t)
Yuka (ω¯)dt
= TYuk(ω¯)
+
∑
ka 6=k
T∫
0
 cos([ωk − ωka ]t) sin([ωk − ωka ]t)
− sin([ωk − ωka ]t) cos([ωk − ωka ]t)
Yuka (ω¯)dt
= T Yuk(ω¯) +R(T, ω¯) ,
(6.25)
où la fonction T 7→ |R(T, ω¯))| est une somme ﬁnie d’intégrales de fonctions périodiques
de moyennes nulles. T n’étant pas forcément multiple de la période de ces fonctions, un
résidu ﬁni peut subsister. La fonction T 7→ |R(T, ω¯))| est donc bornée indépendamment
de ω¯, ce qui nous donne :
Yuk(ω¯) = lim
T→+∞
1
T
T∫
0
ek(t)
Twu(t, ω¯)dt , ∀ω¯ , (6.26)
et donc aussi, d’après l’inégalité de Cauchy-Schwarz :
|Buk(ω¯)| = |Yuk(ω¯)| ≤ lim
T→+∞
1
T
T∫
0
|ek(t)Twu(t, ω¯)|dt
≤ lim
T→+∞
1
T
T∫
0
|wu(t, ω¯)|dt
≤ lim
T→+∞
√√√√√ 1
T
T∫
0
|wu(t, ω¯)|2dt , ∀ω¯ .
(6.27)
Une valeur possible pour possible bproba est donc :
bproba =
√√√√√ 1
T
T∫
0
|wu(t, ω¯)|2dt , (6.28)
avec T suﬃsamment grand.
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La ﬁgure 6.1 présente alors en bleu la valeur calculée de cette borne à diﬀérents
régimes. Puis, après constat d’une dépendance d’allure quadratique de la valeur de la
borne en fonction du régime, on détermine par moindres carrés la fonction bproba =
8, 99.10−8ω2m+8, 32.10
−5ωm+0, 207 avec ωm la vitesse mécanique exprimée en tr/min,
laquelle semble une bonne candidate et permet l’extrapolation. Elle est représentée en
rouge sur la ﬁgure. Notons que cette valeur de la borne n’est qu’un ordre de grandeur
obtenu sur un moteur particulier, destinée à être utilisée plus loin dans le cadre d’une
application numérique visant à valider une approximation.
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Figure 6.1 – Valeur de la borne bproba en fonction du régime et extrapolation
6.2.3 Résolution des équations de l’observateur dans le cas bruité :
Prise en compte d’une unique composante fréquentielle de cha-
cun des bruits
Maintenant que les équations de l’observateur dans le cas bruité et le modèle de
bruit ont été établis, nous débutons dans ce paragraphe, et poursuivons jusqu’au para-
graphe 6.2.6, l’étude de la résolution des équations de l’observateur dans le cas bruité,
comme nous l’avions fait dans le cas non bruité au paragraphe 4.7. A nouveau, nous
travaillons dans le cadre de la solution particulière. Les calculs étant incomparablement
plus complexes que dans le cas sans bruit, nous nous limiterons en revanche à l’étude
du cas à deux pôles réels. Si le lecteur motivé, désœuvré et un peu fou souhaite s’atteler
à la résolution du non moins complexe cas complexe, les équations du cas non bruité du
paragraphe 4.7.2 peuvent lui servir de point de départ. Nous nous appuierons d’ailleurs
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nous-mêmes beaucoup sur leurs homologues réelles du paragraphe 4.7.1. Par ailleurs,
pour ne point trop eﬀrayer le lecteur, un condensé des calculs les plus fastidieux a été
placé en annexe A. Pour débuter cette résolution, nous considérons le cas ne tenant
compte que d’une seule composante fréquentielle du bruit wu sur les tensions et d’une
seule composante fréquentielle du bruit wi sur les courants. L’ensemble des compo-
santes fréquentielles sera pris en compte à partir du paragraphe 6.2.8. Nous avons alors
la proposition suivante :
Proposition 6.1. Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions et une composante du bruit
de mesure wi sur les courants, le vecteur Φ̂ à estimer est obtenu en résolvant :
CΦ̂ = Z , (6.29)
avec la matrice carrée C et le vecteur Z donnés par :
C = C0 + CuBu + CiBi ,
Z = Z0 + ZuBu + ZiBi + ZiiB
2
i + ZuuB
2
u + ZuiBuBi ,
(6.30)
les expressions des différents termes intervenant dans les expressions de C et Z étant
explicitées au paragraphe A.2.
Démonstration. La preuve ﬁgure en annexe au paragraphe A.2.
C’est ici qu’apparaît la diﬃculté majeure de cette étude, l’inversion de la matrice C
et de surcroît le produit C−1Z étant quasiment irréalisables de manière formelle. Une
issue aﬁn de poursuivre l’étude est alors de réaliser des approximations.
6.2.4 Restriction à l’étude de l’impact du bruit sur les tensions sur
l’intensité du ﬂux et approximations
La poursuite de l’étude nécessitant la simpliﬁcation du problème, nous allons com-
mencer par réduire l’étendue de celui-ci en nous focalisant sur l’essentiel, à savoir sur
l’estimation du ﬂux φ, qui est, des deux paramètres estimés, celui qui nous intéresse en
premier lieu du fait de son lien avec la température. Cependant, ceci divise la tâche à
accomplir par deux, mais ne rend pas le calcul de C−1Z plus aisé. Remarquons alors
que l’étude de sensibilité à une mauvaise connaissance des amplitudes des courants et
tensions du paragraphe 4.8 nous a laissé entrevoir la probable dominance de l’impact
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sur l’estimation du ﬂux φ du bruit sur les tensions vis-à-vis de l’impact sur cette estima-
tion du bruit sur les courants. Cette première impression étant conﬁrmée en simulation
un peu plus loin, en ﬁn de paragraphe 6.3.1, nous allons désormais faire l’hypothèse que
l’impact sur l’estimation du ﬂux du bruit sur les courants est négligeable par rapport
à l’impact du bruit sur les tensions sur le ﬂux φ. Nous nous limitons ainsi, à partir de
ce point, à cette étude de l’impact du bruit sur les tensions sur l’estimation du ﬂux.
L’étude de l’impact du bruit sur les courants se ferait de manière analogue avec des cal-
culs et expressions "légèrement" plus compliqués. Les termes croisés courants-tensions
pourraient alors être considérés comme nuls par hypothèse d’indépendance des variables
aléatoires relatives aux bruits sur les tensions et aux bruits sur les courants. On cherche
donc à résoudre CΦ̂ = Z dans le cas où Ci, Zi, Zii et Zui sont nuls, c’est-à-dire :
(C0 + CuBu)Φ̂ = Z0 + ZuBu + ZuuB
2
u , (6.31)
i.e.
Φ̂ = (C0 + CuBu)
−1(Z0 + ZuBu + ZuuB
2
u) . (6.32)
L’inversion de C et le produit C−1Z n’en restent cependant pas moins inenvisageables.
À ce stade il est intéressant d’énoncer la proposition suivante :
Proposition 6.2. Soit M une matrice de norme strictement inférieure à 1. Alors, en
posant :
Sn =
n∑
i=0
M i , (6.33)
nous avons, avec I la matrice identité :
lim
n→+∞
Sn = (I −M)−1 , ‖Sn − (I −M)−1‖ ≤ ‖M‖
n+1
1− ‖M‖ . (6.34)
Remarquons que l’inversibilité de la matrice I −M pour une norme ‖M‖ suﬃsam-
ment petite est une simple conséquence de la continuité du déterminant. L’intérêt de
la proposition ci-dessus est de quantiﬁer ce “suﬃsamment petite” et de donner une
estimation de l’erreur.
Démonstration. Soit T la fonction matricielle :
T (S) = I + M S . (6.35)
Pour deux matrices quelconques Sa et Sb, nous obtenons :
‖T (Sa)− T (Sb)‖ = ‖M(Sa − Sb)‖ ≤ ‖M‖ ‖Sa − Sb‖ . (6.36)
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D’après notre hypothèse sur M , la fonction T est une contraction. D’après le théorème
du point ﬁxe de Banach, puisque la suite Sn vériﬁe la relation T (Sn) = Sn+1, elle admet
un point ﬁxe S∗ satisfaisant :
lim
n→∞
Sn = S
∗ = T (S∗) = I + M S∗ , (6.37)
et donc :
S∗(I −M) = I , soit lim
n→∞
Sn = (I −M)−1 . (6.38)
De plus, nous avons :
‖Sn − S∗‖ = ‖T (Sn−1)− T (S∗)‖ ≤ ‖M‖ ‖Sn−1 − S∗‖
≤ ‖M‖2 ‖Sn−2 − S∗‖
≤ ‖M‖n−1 ‖S1 − S∗‖ .
(6.39)
Or :
‖S1 − S∗‖ = ‖T (S0)− T (S∗)‖ ≤ ‖T (S0)− T (S1)‖+ ‖T (S1)− T (S∗)‖
≤ ‖M‖ ‖S0 − S1‖ + ‖M‖ ‖S1 − S∗‖
≤ ‖M‖
1− ‖M‖ ‖S0 − S1‖ =
‖M‖
1− ‖M‖ ‖M‖ ,
(6.40)
donc : ∥∥∥Sn − (I −M)−1∥∥∥ = ‖Sn − S∗‖ ≤ ‖M‖n+1
1− ‖M‖ . (6.41)
Ainsi, si une norme de C−10 CuBu est strictement inférieure à 1, alors nous avons,
en prenant M = −C−10 CuBu et n = 2 :
∥∥∥[I − (C−10 CuBu) + (C−10 CuBu)2]− (I + C−10 CuBu)−1∥∥∥ ≤ ‖C−10 CuBu‖31− ‖C−10 CuBu‖ . (6.42)
Puisque nous avons :
Φ̂ = (C0 + CuBu)
−1(Z0 + ZuBu + ZuuB
2
u) , (6.43)
et comme :
(I + C−10 CuBu)
−1 = (C0 + CuBu)
−1C0 = Φ̂(Z0 + ZuBu + ZuuB
2
u)
−1C0 , (6.44)
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nous en déduisons :
‖Φ̂ −
[
I − (C−10 CuBu) + (C−10 CuBu)2
]
C−10 [Z0 + ZuBu + ZuuB
2
u]‖ ≤
‖C−10 CuBu‖3
1− ‖C−10 CuBu‖
‖C−10 [Z0 + ZuBu + ZuuB2u]‖ .
Nous avons donc une approximation de Φ̂ qui est d’autant meilleure que la norme de
C−10 CuBu est petite. La matrice C
−1
0 CuBu étant homogène de degré 1 en les bruits, sa
norme sera d’autant plus petite que le rapport signal sur bruit sera grand. La norme
de C−10 Cu est calculée et étudiée à la section 6.2.5.
Nous allons utiliser cette approximation pour en obtenir une pour l’estimation du
module φ̂ = |Φ̂| du ﬂux total. Notre approximation est :
Φ̂ ≈ (C−10 −C−10 CuC−10 Bu+C−10 CuC−10 CuC−10 B2u)C−10 [Z0+ZuBu+ZuuB2u] . (6.45)
En nous limitant à l’ordre 2 en ‖Bu‖, nous obtenons :
Φ̂ ≈ Φ̂0 +ΦuBu +ΦuuB2u , (6.46)
avec Φ̂0, le terme non bruité, donné par (4.66), et les notations suivantes :
Φu = C
−1
0 Zu − C−10 CuΦ̂0 ,
Φuu = C
−1
0 Zuu − C−10 CuΦu .
(6.47)
Nous en déduisons :
φ̂2 ≈ |Φ̂0 +ΦuBu +ΦuuB2u|2
≈ φ̂20 + 2Φ̂T0 ΦuBu + [|Φu|2 + 2Φ̂T0 Φuu]B2u ,
(6.48)
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et donc :
φ̂ ≈
√
φ̂20 + 2Φ̂
T
0 ΦuBu + [|Φu|2 + 2Φ̂T0 Φuu]B2u
≈ φ̂0
√√√√1 + 2Φ̂T0 Φu
φ̂20
Bu +
[|Φu|2 + 2Φ̂T0 Φuu]
φ̂20
B2u
≈ φ̂0
(
1 +
1
2
[
2Φ̂T0 Φu
φ̂20
Bu +
[|Φu|2 + 2Φ̂T0 Φuu]
φ̂20
B2u
]
− 1
8
[
2Φ̂T0 Φu
φ̂20
Bu +
[|Φu|2 + 2Φ̂T0 Φuu]
φ̂20
B2u
]2
≈ φ̂0 + Φ̂
T
0 Φu
φ̂0
Bu +
1
2
[
[|Φu|2 + 2Φ̂T0 Φuu]
φ̂0
− (Φ̂
T
0 Φu)
2
φ̂30
]
B2u .
(6.49)
Aﬁn d’obtenir une approximation de notre estimation φ̂ du module du ﬂux, il est
donc nécessaire de calculer en particulier C−10 Cu, C
−1
0 Zu, C
−1
0 Zuu, Φu, Φuu et Φ̂
T
0 Φu,
|Φu|2 et Φ̂T0 Φuu. Ces calculs sont réalisés en annexe au paragraphe A.3 et aboutissent
à la proposition 6.4. Avant cela, le paragraphe 6.2.5 se consacre à la validation de
l’approximation par le calcul d’une norme de C−10 Cu.
6.2.5 Calcul de la norme de C−10 Cu et validation de l’approximation
Aﬁn de pouvoir valider l’approximation réalisée au paragraphe précédent, il est
nécessaire de calculer une norme de C−10 Cu. Nous avons choisi celle de Frobenius.
Proposition 6.3. Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, la norme de Frobenius de C−10 Cu est
donnée par : ∥∥∥C−10 Cu∥∥∥
F
=
1
ωφ̂0
√
(1 + α2L)(1 + ρ
2
1)(1 + ρ
2
2)
(ρ21 + α
2
L)(ρ
2
2 + α
2
L)
, (6.50)
avec αL =
ωu
ω
, ρ1 =
λ1
ω
et ρ2 =
λ2
ω
.
Démonstration. La preuve ﬁgure en annexe au paragraphe A.4.
Nous avons vu dans la section 6.2.4 que pour valider l’approximation eﬀectuée, la
norme de C−10 CuBu devait être strictement inférieure à 1. On rappelle que, d’après les
hypothèses sur le bruit eﬀectuées dans la section 6.2.2, on a |Buk(ω¯)| ≤ bproba pour
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tout aléa ω¯. Ainsi,
∥∥∥C−10 CuBu∥∥∥
F
≤
∥∥∥C−10 Cu∥∥∥
F
bproba pour tout aléa ω¯. Dans le cadre
de l’application numérique, nous utiliserons la formule déterminée en ﬁn de paragraphe
6.2.2 pour calculer cette borne bproba(ω) croissante avec le régime.
A régime ﬁxé, la dérivée du carré de la norme par rapport à ρ1 donne :
∂
∥∥∥C−10 Cu∥∥∥2
F
∂ρ1
=
2ρ1
ω2φ̂20
(1 + α2L)(1 + ρ
2
2)
(ρ21 + α
2
L)
2(ρ22 + α
2
L)
(α2L − 1) . (6.51)
L’expression de la dérivée par rapport à ρ2 est évidemment obtenue en intervertissant
ρ1 et ρ2 dans cette expression. Ainsi, si αL > 1 (soit ωu > ω), la norme est croissante
avec ρ1 et ρ2 ; si αL < 1 (soit ωu < ω), la norme est décroissante avec ρ1 et ρ2 ; et si
αL = 1 (soit ωu = ω), la norme est constante avec ρ1 et ρ2. Si αL < 1, les valeurs les
plus élevées de la norme sont donc obtenues pour les faibles ρ1 = λ1/ω et ρ2 = λ2/ω,
i.e. pour les faibles pôles λ1 et λ2, la norme étant d’autant plus élevée que le régime ω
est élevé. Ainsi, pour αL < 1, le domaine de norme supérieure à 1 concerne les faibles
pôles et s’étend à des pôles d’autant plus élevés que le régime est haut. Inversement,
pour αL > 1, le domaine de norme supérieure à 1 concerne les pôles élevés et s’étend à
des pôles d’autant plus faible que le régime est bas.
La ﬁgure 6.2 donne quelques aperçus des domaines de validité de l’approximation,
les ﬁgures de gauche concernant le bas régime (60 tr/min) et celles de droite un plus
haut régime (1000 tr/min). Pour l’application numérique, la valeur utilisée pour φ̂0 est
celle donnée pour φ par le tableau 8.1. Les ﬁgures 6.2(a) et 6.2(b) présentent, à régime
ﬁxé et pour diﬀérents jeux de pôles (faibles, intermédiaires et élevés), la valeur de la
norme
∥∥∥C−10 Cu∥∥∥
F
bproba en fonction du rapport αL de la composante fréquentielle ωu
du bruit sur les tensions sur le régime. On vériﬁe que, quel que soit le régime, quand
αL < 1, la norme est d’autant plus faible que les pôles sont élevés et inversement quand
αL > 1, la norme étant indépendante des pôles quand αL = 1. On constate également
que seuls certains jeux de pôles sont valables sur tout le spectre, d’autres pouvant ne
pas permettre une approximation valide à l’une ou l’autre des extrémités de celui-ci. Les
ﬁgures 6.2(c) à 6.2(f) présentent, respectivement en trois et deux dimensions, la valeur
de la norme en fonction des pôles à régime et composante fréquentielle ﬁxés (on notera
que les axes de 6.2(c) et 6.2(d) sont orientés diﬀéremment). Ces courbes s’intéressent
aux zones les plus susceptibles de présenter des normes élevées, à savoir pour αL > 1 à
bas régime et pour αL < 1 à "haut" régime, et conﬁrment les tendances annoncées plus
haut. Enﬁn, les ﬁgures 6.2(g) et 6.2(h) présentent, dans ces mêmes zones sensibles, les
domaines d’invalidité de l’approximation (i.e. pour lesquels la norme est supérieure à
1) pour diﬀérents régimes en fonction des pôles λ1 et λ2, la composante fréquentielle
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étant ﬁxée par rapport au régime. On y vériﬁe que pour que l’approximation soit valide
à bas régime sur l’ensemble du spectre, les pôles doivent être d’autant plus faibles que
le régime est bas, et inversement, qu’à haut régime ils doivent être d’autant plus élevés
que le régime est élevé.
Finalement, la ﬁgure 6.2 met l’accent sur les quelques zones à problèmes potentiels,
mais globalement l’approximation est valide sur un très large domaine, excepté à très
bas régime. Ce constat conﬁrme que nous pouvons poursuivre l’étude en réalisant l’ap-
proximation. Nous veillerons toutefois à nous assurer a posteriori que les pôles optimaux
qui résulteront de cette étude seront dans les domaines de validité de l’approximation.
6.2.6 Estimation du ﬂux après restriction de l’étude et approxima-
tions
La restriction à l’étude de l’impact du bruit sur les tensions sur l’estimation du ﬂux
et les approximations du paragraphe 6.2.4 nous permettent de calculer une estimation
approchée de l’intensité du ﬂux des aimants. Elle est donnée par la proposition suivante :
Proposition 6.4. Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, l’estimation φ̂ de l’intensité du flux des
aimants est approchée par :
φ̂ ≈ φ̂0 + T2Bu
ω
√
E
+
1√
E
(
ωT 21B
2
u
2E
+
T3B
2
u
ω
− T4B
2
u
ω2E
)
, (6.52)
les expressions de T1, T2, T3 et T4 étant explicitées au paragraphe A.3 par (A.78),
(A.75) et (A.80).
Démonstration. La preuve ﬁgure en annexe au paragraphe A.3.
6.2.7 Moyenne temporelle du biais sur le ﬂux estimé
Les paragraphes 6.2.3 à 6.2.6 nous ont permis, en résolvant les équations de l’ob-
servateur, moyennant quelques hypothèses et approximations, de déterminer une ex-
pression approchée du ﬂux estimé φ̂ en présence de bruit sur les tensions. Une seule
composante fréquentielle de ce bruit a toutefois été prise en compte. L’objectif étant
désormais que le ﬂux estimé soit le plus proche possible du ﬂux réel, autrement dit du
ﬂux φ̂0, l’estimation du ﬂux étant parfaite dans le cas non bruité, nous allons chercher
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Figure 6.2 – Etude du domaine de validité de l’approximation
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à minimiser le biais d’estimation ou plutôt sa moyenne temporelle. A cette ﬁn, nous
déterminons tout d’abord dans ce paragraphe l’expression de la moyenne temporelle du
biais causé par l’unique composante fréquentielle du bruit, avant de déterminer le biais
moyen engendré par l’ensemble des composantes fréquentielles du bruit au paragraphe
6.2.8. Il sera alors temps de le minimiser au paragraphe 6.2.9.
Par déﬁnition, le biais sur φ̂ engendré par la composante bu(t, ω¯) du bruit est donné
par :
b(φ̂, bu) = E[φ̂]− φ̂0 , (6.53)
Nous avons obtenu :
b(φ̂, bu) =
E[BuT2]
ω
√
E
+
1√
E
(
ωE[B2uT
2
1 ]
2E
+
E[B2uT3]
ω
− E[B
2
uT4]
ω2E
)
. (6.54)
Puis, l’espérance de la moyenne temporelle étant égale à la moyenne temporelle, notée
<.>, de l’espérance, la moyenne temporelle du biais est donnée par :
< b(φ̂, bu) >=
E[< BuT2 >]
ω
√
E
+
1√
E
(
ωE[< B2uT
2
1 >]
2E
+
E[< B2uT3 >]
ω
− E[< B
2
uT4 >]
ω2E
)
.
(6.55)
Proposition 6.5. Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, la moyenne temporelle < b(φ̂, bu) > du
biais sur φ̂ engendré par la composante bu(t, ω¯) est donnée par :
< b(φ̂, bu) > =
σ2bu√
E
(
ω[(∆γu)
2 + (∆δu)
2]
4
+
∆iΛu
ω
−ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)
2ω2
)
,
(6.56)
avec les notations définies par (A.4), (A.5), (A.6) et (A.7). Dans les cas particuliers
où ωu = ω ou ωu = 2ω, on a le biais moyen, indépendant de λ1 et λ2, suivant :
< b(φ̂, bu) >=
σ2bu
4ω
√
E
. (6.57)
Démonstration. La preuve ﬁgure en annexe au paragraphe A.5.
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6.2.8 Prise en compte de l’ensemble des composantes fréquentielles
du bruit sur les tensions
Nous venons, dans les paragraphes précédents, de déterminer le biais moyen sur le
ﬂux engendré par l’une des composantes du bruit sur les tensions. Nous allons désormais
nous intéresser au biais moyen engendré par l’intégralité du bruit sur les tensions.
Pour ce faire, nous allons démontrer que le biais engendré par le bruit avec toutes ses
composantes fréquentielles peut être approximé par la somme des biais pour chaque
fréquence, c’est à dire que nous avons :
< b
(
φ̂,
∑
k
buk(t, ω¯)
)
> ≈
∑
k
< b(φ̂, buk(t, ω¯)) > . (6.58)
Pour ceci, nous reprenons à la source les équations de l’observateur en l’absence de
bruit sur les courants. Par (6.7) nous avons :
c˙ = −λc− 2(ybu −Ri+ λLi) ,
z˙ = −λz + cT (ybu −Ri)− λ|Li|2 .
(6.59)
En séparant partie déterministe, i.e. non bruitée, caractérisée par un indice 0 et repre-
nant les notations de la section 4.7, et partie bruitée caractérisée par un indice b, on
obtient :
c = c0 + cb ,
c˙0 = −λc0 − 2(u−Ri+ λLi) ,
c˙b = −λcb − 2wu ,
z = z0 + zb ,
z˙0 = −λz0 + cT0 (u−Ri)− λ|Li|2 ,
z˙b = −λzb + cT0 wu + cTb (u−Ri+ wu) ,
(6.60)
avec, d’après (6.17) et (6.18) :
wu(t, ω¯) =
∑
k
ek(t)Yuk(ω¯) =
∑
k
buk(t, ω¯) . (6.61)
Puis d’après (6.9), on a :
(c0 + cb + 2Li)
T Φ̂ = z0 + zb − cT0 Li− cTb Li− |Li|2 ,
soit : (c˜0 + cb)T Φ̂ = z˜0 + zb − cTb Li .
(6.62)
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On remarque qu’en introduisant la matrice ǫk(t) vériﬁant ǫ˙k = −λǫk− 2ek, on obtient :
cb(t, ω¯) =
∑
k
ǫk(t)Yuk(ω¯) , (6.63)
cb ainsi déﬁni vériﬁant en eﬀet son équation diﬀérentielle (6.60). On en déduit :
z˙b = −λzb +
∑
k
[
cT0 ekYuk + (u−Ri)T ǫkYuk
]
+
∑
k,l
Y Tukǫ
T
k elYul . (6.64)
En introduisant le vecteur zbk et la matrice zbkl vériﬁant :
z˙bk = −λzbk + ǫTk (u−Ri) + eTk c0 ,
z˙bkl = −λzbkl + ǫTk el ,
(6.65)
on obtient de même l’expression de zb :
zb =
∑
k
Y Tukzbk +
∑
k,l
Y TukzbklYul . (6.66)
En prenant deux pôles réels λ1 et λ2, d’après (6.62), l’estimation Φ̂ est donnée par :
c˜0(λ1)
T +
∑
k
Y Tukǫk(λ1)
T
c˜0(λ2)
T +
∑
l
Y Tul ǫl(λ2)
T
 Φ̂
=

z˜0(λ1) +
∑
m
Y Tum
[
zbm(λ1)− ǫm(λ1)TLi+
∑
n
zbmnYun
]
z˜0(λ2) +
∑
m
Y Tum
[
zbm(λ2)− ǫm(λ2)TLi+
∑
n
zbmnYun
]
 .
(6.67)
Avec la matrice C0 et le vecteur Z0 déﬁnis par (A.38), et en posant :
Cb1 =

∑
k
Y Tukǫk(λ1)
T
∑
l
Y Tul ǫl(λ2)
T
 ,
Zb1 =
∑
m
 Y
T
um
[
zbm(λ1)− ǫm(λ1)TLi
]
Y Tum
[
zbm(λ2)− ǫm(λ2)TLi
]
 , Zb2 = ∑
m,n
 Y TumzbmnYun
Y TumzbmnYun
 ,
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le système constitué par l’équation (6.62) appliquée aux deux pôles λ1 et λ2 devient :
(C0 + Cb1)Φ̂ = Z0 + Zb1 + Zb2 . (6.68)
D’après la proposition 6.2, si la norme de la matrice C−10 Cb1 est inférieure à 1, nous
avons :
‖
[
I − C−10 Cb1 + C−10 Cb1C−10 Cb1
]
− (I + C−10 Cb1)−1‖ ≤
‖C−10 Cb1‖3
1− ‖C−10 Cb1‖
, (6.69)
et donc :
‖Φ̂−
[
I − C−10 Cb1 + C−10 Cb1C−10 Cb1
]
C−10 [Z0 + Zb1 + Zb2]‖
≤ ‖C
−1
0 Cb1‖3
1− ‖C−10 Cb1‖
‖C−10 [Z0 + Zb1 + Zb2] ‖ .
(6.70)
Comme précédemment le fait que la norme de C−10 Cb1 soit inférieure à 1 est impliquée
par le fait que les vecteurs Yuk soient de normes suﬃsamment petites et donc qu’il en
soit de même des Buk . Ainsi en se limitant à un développement au deuxième ordre en
les Yuk , et en rappelant que C
−1
0 Z0 = Φ̂0 , nous obtenons l’approximation :
Φ̂ ≈ Φ̂0 + Φ̂b1 + Φ̂b2 , (6.71)
en posant :
Φ̂b1 = C
−1
0 [Zb1 − Cb1Φ̂0] , Φ̂b2 = −C−10 Cb1C−10 [Zb1 − Cb1Φ̂0] + C−10 Zb2 ,
(6.72)
qui sont des termes de degrés 1 et 2 en les Yuk .
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Ainsi nous obtenons une approximation à l’ordre 2 en les Yuk de la norme du ﬂux, à
comparer à (6.49) :
φ̂ = |Φ̂| ≈
√
|Φ̂0 + Φ̂b1 + Φ̂b2|2
≈ |Φ̂0|
√√√√1 + 2 Φ̂T0|Φ̂0| Φ̂b1 + Φ̂b2|Φ̂0| + |Φ̂b1 + Φ̂b2|
2
|Φ̂0|2
≈ |Φ̂0|
(
1 +
1
2
[
2
Φ̂T0
|Φ̂0|
Φ̂b1 + Φ̂b2
|Φ̂0|
+
|Φ̂b1 + Φ̂b2|2
|Φ̂0|2
]
− 1
8
[
2
Φ̂T0
|Φ̂0|
Φ̂b1 + Φ̂b2
|Φ̂0|
+
|Φ̂b1 + Φ̂b2|2
|Φ̂0|2
]2
≈ φ̂0 + Φ̂
T
0 Φ̂b1
φ̂0
+
1
2
[
|Φ̂b1|2 + 2Φ̂T0 Φ̂b2
φ̂0
− (Φ̂
T
0 Φ̂b1)
2
φ̂30
]
.
(6.73)
Une approximation du biais est donc :
b
(
φ̂,
∑
k
buk(t, ω¯)
)
≈ Φ̂
T
0 E[Φ̂b1]
φ̂0
+
1
2
[
E[|Φ̂b1|2] + 2Φ̂T0 E[Φ̂b2]
φ̂0
− E[(Φ̂
T
0 Φ̂b1)
2]
φ̂30
]
. (6.74)
En utilisant les hypothèses (6.20), nous avons maintenant les expressions suivantes dont
la caractéristique essentielle pour nous est que, dans leur version ﬁnale, la sommation
ne porte que sur un seul indice :
E[Φ̂b1] = C
−1
0 E[Zb1 − Cb1Φ̂0]
= C−10
∑
k
E

 Y Tuk
[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]
Y Tuk
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]


= C−10
∑
k
 E[Yuk ]
T
[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]
E[Yuk ]
T
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]

E[Φ̂b1] = 0 .
(6.75)
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E[Φ̂b1Φ̂
T
b1] = C
−1
0 E
[
(Zb1 − Cb1Φ̂0)(Zb1 − Cb1Φ̂0)T
]
C−10
T
=
∑
k,l
C−10 E

 Y
T
uk
[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]
Y Tuk
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]

×
 Y
T
ul
[
zbl(λ1)− ǫl(λ1)T (Φ̂0 + Li)
]
Y Tul
[
zbl(λ2)− ǫl(λ2)T (Φ̂0 + Li)
]

T × C−10 T
=
∑
k,l
C−10

[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]T
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]T
E [YukY Tul ]
×
([
zbl(λ1)− ǫl(λ1)T (Φ̂0 + Li)
] [
zbl(λ2)− ǫl(λ2)T (Φ̂0 + Li)
])
C−10
T
E[Φ̂b1Φ̂
T
b1] =
∑
k
σ2buk
2
C−10

[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]T
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]T

×
([
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
] [
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
])
C−10
T .
(6.76)
C0E[Φ̂b2] = E
∑
k,l
 Y Tukǫk(λ1)T
Y Tukǫl(λ2)
T
C−10
 Y
T
ul
[
zbl(λ1)− ǫl(λ1)T (Φ̂0 + Li)
]
Y Tul
[
zbl(λ2)− ǫl(λ2)T (Φ̂0 + Li)
]


C0E[Φ̂b2] =
∑
k
E

 Y Tukǫk(λ1)T
Y Tukǫl(λ2)
T
C−10
 Y
T
uk
[
zbk(λ1)− ǫk(λ1)T (Φ̂0 + Li)
]
Y Tuk
[
zbk(λ2)− ǫk(λ2)T (Φ̂0 + Li)
]

 .
(6.77)
Puisque chacune de ces expressions est une somme en k, où k est l’indice de la com-
posante fréquentielle, nous avons bien établi que le biais total peut s’écrire, à chaque
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instant t, comme une approximation de la somme des biais pour chaque fréquence et
donc que nous avons bien (6.58).
Par les expressions (6.58) et (6.57), nous disposons ainsi d’une formule explicite du
biais d’estimation b(λ1, λ2, σbuk) en fonction des pôles λ1 et λ2 et des variances σ
2
buk
des
composantes du bruit de mesure, en supposant L, R, I, U et ω donnés par ailleurs. Donc,
pour deux jeux de pôles (λ1a, λ2a) et (λ1b, λ2b), on obtient φ̂a = φ̂0 + b(λ1a, λ2a, σbuk)
et φ̂b = φ̂0 + b(λ1b, λ2b, σbuk). En soustrayant ces deux estimations φ̂a − φ̂b, on obtient
une équation en les σbuk. Puis, en faisant la diﬀérence de K doublets d’estimations,
on obtient K équations à K inconnues (les σbuk). En résolvant ce système en les σbuk
puis en substituant les solutions dans la formule explicite du biais b(λ1, λ2, σbuk), cette
fonction devient connue et on peut débiaiser l’estimation. Si ce débiaisage n’a pas été
testé, nous utilisons en revanche dans le paragraphe suivant l’expression obtenue du
biais pour minimiser ce dernier sur l’estimation du ﬂux et déterminer le rôle joué par
le choix des pôles dans cette minimisation.
6.2.9 Minimisation de la moyenne temporelle du biais et détermina-
tion des pôles optimaux
Remarque : Les applications numériques réalisées dans ce paragraphe utilisent les
valeurs données dans le tableau 8.1, ainsi que id = −2A et un couple de 1Nm. Les
amplitudes U et I des tensions et courants sont obtenues grâce aux expressions (2.23)
et (2.24) et les phases ϕu et ϕi par (2.26).
Aﬁn de réduire au maximum l’impact du bruit, on cherche à déterminer les pôles
(λ1, λ2) permettant de minimiser le biais moyen sur l’estimation du ﬂux. Comme ex-
plicité dans le paragraphe 6.2.2, on considère que le bruit sur les tensions est la somme
des bruits aux diﬀérentes fréquences ωk. Nous avons montré, dans le paragraphe 6.2.8,
que sous certaines hypothèses que nous considérons remplies, le biais total peut être
approximé par la somme des biais à ces diﬀérentes fréquences, dont l’expression en
fonction de la fréquence est donné par (6.56). Par ailleurs, n’ayant pas d’information
sur les valeurs respectives des σ2buk, nous considérons ici que toutes les composantes du
bruit ont la même variance, i.e. que nous avons aﬀaire à un bruit blanc à support spec-
tral ﬁni. Nous supposons donc les variances σ2buk toutes égales : ∀k, σ2buk = σbu . Aussi
cherche-t-on désormais, ne connaissant pas la valeur de σ2bu , à minimiser par rapport
aux pôles λ1 et λ2 et à diﬀérentes vitesses ω, le coût total J :
J(λ1, λ2, ω) =
K∑
k=1
Jk(λ1, λ2, ω)[ωk − ωk−1] , (6.78)
159
Chapitre 6. Observateur non linéaire de Luenberger - Impact du bruit de mesure et
choix des pôles
avec le coût par composante Jk :
Jk(λ1, λ2, ω) =< b(φ̂, buk(t, ω¯)) > /σ
2
bu . (6.79)
Pour 1 ≤ K ′ ≤ K, on note JK′(λ1, λ2, ω) =
K′∑
k=1
Jk(λ1, λ2, ω)[ωk − ωk−1] le coût partiel
sur les K ′ premières fréquences.
Idéalement, il s’agirait d’annuler, à ω ﬁxé, le gradient de J(λ1, λ2) en prenant garde
aux éventuels minima locaux. Cependant, ce calcul étant quasiment irréalisable de
manière formelle, nous allons évaluer le coût en tous points d’une grille sur λ1 et λ2, à
diﬀérentes vitesses ﬁxées.
En chaque point des grilles, il s’agit de calculer J(λ1, λ2, ω). En pratique, nous
considérons les fréquences équiréparties ω0 = 0, ω1, . . . , ωk = kω1, . . . , ωK = Kω1, avec
ω1 = 0.01ω. Pour déterminer la fréquence ωK et la valeur de K à laquelle stopper
la somme, intéressons-nous à la ﬁgure 6.3. Les ﬁgures de gauche comparent diﬀérents
régimes et sont à pôles ﬁxés à 355 et 356. Les ﬁgures de droite sont elles à régime ﬁxé
à 1000 tr/min et comparent diﬀérents pôles. Tout d’abord, les ﬁgures 6.3(a) et 6.3(b)
présentent le coût par composante Jk(λ1, λ2, ω) pour les 1000 premières composantes
spectrales buk(t, ω¯) du bruit sur les tensions. Puis, sur les ﬁgures 6.3(c) à 6.3(f) sont
représentés les coûts partiels JK′(λ1, λ2, ω) sur les K
′ premières fréquences en fonction
de K ′. Les ﬁgures 6.3(e) et 6.3(f) sont des zooms sur les faibles valeurs de K ′ des deux
ﬁgures précédentes. Le coût par composante étant d’après 6.3(a) et 6.3(b) toujours
positifs, le coût partiel est une fonction croissante de K ′. On remarque sur les ﬁgures
6.3(c) et 6.3(d) que ce coût partiel semble tendre vers une limite quand K ′ augmente,
la convergence apparaissant d’autant plus lente que les pôles sont élevés et le régime
faible. En considérant alors le "pire cas" quant à la rapidité de convergence du coût
partiel vers sa limite, i.e. pour le régime le plus faible étudié et pour les pôles les plus
importants de la grille de recherche, on choisit d’arrêter la somme pour K=500000
(soit ωK = 5000ω), la fréquence étant alors suﬃsante pour avoir atteint une valeur
très proche de la limite. Par ailleurs, on vériﬁe bien sur la ﬁgure 6.3(b) ce qu’indiquait
(6.57) à la proposition 6.5, à savoir que pour ωk = ω et ωk = 2ω, soit pour k = 100 et
k = 200, le biais moyen est indépendant de la valeur des pôles.
Il nous est désormais possible d’évaluer J sur les grilles de recherche. La ﬁgure
6.4 présente un exemple de ces grilles, la croix rouge représentant le point de coût
minimal. On note λopt(ω) = argmin
λ1,λ2
J(λ1, λ2, ω). Les pôles λopt(ω), obtenus par aﬃnages
successifs des grilles de recherche, ainsi que les coûts associés J(λopt, ω) sont alors
présentés dans le tableau 6.1. Ces pôles optimaux et leurs coûts associés sont également
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représentés en fonction du régime sur la ﬁgure 6.5.
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0 2 4 6 8 10
x 104
0
0.5
1
1.5
2
2.5
3
3.5
4
K’
J K
’ 
[W
b/V
2 /s
]
 
 
λ=−35,−36
λ=−177,−178
λ=−355,−356
λ=−710,−711
λ=−1421,−1422
λ=−2131,−2132
(d) Coût partiel pour ωm = 1000 tr/min
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(e) Coût partiel pour λ = 355, 356
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Figure 6.3 – Coût par composante et coût partiel pour diﬀérents régimes et pôles
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Figure 6.4 – Exemple de minimisation sur grille de J à 4000 tr/min
Table 6.1 – Pôles optimaux et coûts associés
Régime λopt J(λopt) [Wb/V
2/s]
100 tr/min 35,36 0,65
500 tr/min 177,178 0,13
1000 tr/min 355,356 6, 5.10−2
2000 tr/min 710,711 3, 3.10−2
4000 tr/min 1421,1422 1, 6.10−2
6000 tr/min 2131,2132 1, 1.10−2
En premier lieu, nous nous assurons que l’approximation eﬀectuée au paragraphe
6.2.4 et étudiée dans le cas général au paragraphe 6.2.5 est valide pour les pôles opti-
maux déterminés. A cette ﬁn, sur la ﬁgure 6.6 est tracée, en fonction de la composante
fréquentielle, la valeur de la norme
∥∥∥C−10 Cu∥∥∥
F
bproba, donnée par (6.50), pour les diﬀé-
rents régimes avec leurs pôles optimaux associés. Les normes étant largement inférieures
à 1, dans tous les cas, sur l’ensemble des composantes fréquentielles, l’approximation
est validée.
On remarque d’une part que les paires de pôles minimisant le coût J sont constituées
de deux pôles très proches. Ceci étant assez risqué numériquement, on peut voir cela
comme une indication qu’il faudrait plutôt utiliser un pôle complexe que deux pôles
réels. Nous reviendrons sur ce point au paragraphe 6.3. D’autre part, on remarque
que les pôles optimaux sont proportionnels au régime, comme nous l’avions envisagé
au paragraphe 6.1, et que le coût associé lui est lui inversement proportionnel. Aussi,
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Figure 6.5 – Pôles optimaux λopt et coût associé J(λopt) en fonction du régime
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Figure 6.6 – Vériﬁcation de la norme pour validation de l’approximation
même en cas d’utilisation à chaque régime des pôles optimaux à ce régime, le biais sera
d’autant plus grand que le régime est faible, et l’estimation d’autant meilleure que le
régime est élevé.
Cependant, en pratique, il n’est pas certain que l’on puisse adapter les pôles en
temps réel au régime, régime qui n’est en outre pas directement estimé par l’observa-
teur. Il est alors intéressant de regarder ce qui se passe quand le moteur tourne à un
régime donné et que les pôles choisis pour l’observateur sont ceux optimaux pour un
autre régime. Ceci est présenté sur la ﬁgure 6.7, obtenue en utilisant la proportionnalité
au régime des pôles optimaux. On a ainsi supposé λopt1 = 0.355ωm et λopt2 = 0.356ωm
avec ωm exprimé en tr/min. Les ﬁgures 6.7(a) et 6.7(b) présentent la valeur du coût en
fonction du régime réel et du régime pour lequel les pôles optimaux ont été choisis. La
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ligne rouge représente donc les cas où l’optimisation est eﬀectuée sur la bonne valeur.
L’information essentielle dévoilée par ces ﬁgures est la vigilance accrue dont il faut faire
preuve lors du choix des pôles à bas régime. A bas régime, choisir des pôles trop élevés
peut en eﬀet conduire à des erreurs gigantesques. A contrario, à haut régime, choisir des
pôles trop faibles est certes préjudiciable mais moins rédhibitoire. Ceci vient en partie
du fait de la diminution du biais à haut régime, les erreurs d’optimisation ayant du
coup moins d’impact sur le biais. C’est ce que conﬁrme la ﬁgure 6.7(c) pour laquelle,
à régime réel ﬁxé, on compare le coût au coût minimal à ce régime. La ligne rouge
est donc celle des 0%. On remarque qu’on gagne un peu en symétrie, témoignant du
fait qu’une erreur d’optimisation à haut régime peut également conduire à un coût bien
supérieur au coût minimal, tout en ayant donc beaucoup moins de conséquences regret-
tables. En nous repenchant sur la ﬁgure 6.7(b), on voit qu’il est quasiment impossible
de trouver une paire de pôles ﬁxes permettant de minimiser le biais sur toute la plage
de fonctionnement du moteur. Si un tel choix devait cependant être eﬀectué, il serait
toutefois préférable de choisir des pôles optimisés pour le bas régime. En revanche, en
choisissant deux paires de pôles distinctes, une optimisée pour le bas régime et une
optimisée pour le haut régime, on voit qu’on peut déjà fortement minimiser le biais
sur l’ensemble de la plage. En pratique, cette solution consiste à faire tourner deux
observateurs en parallèle, un avec chaque paire de pôles et à passer de l’un à l’autre
en fonction du régime, ou encore en fonction de l’amplitude des tensions qui lui est
proportionnelle. Ceci fera, en simulation, l’objet du paragraphe 6.3.3. La proportion-
nalité des pôles optimaux au régime rend également tentante une adaptation directe
des pôles proportionnellement au régime, sous réserve de disposer d’une estimation
précise de celui-ci. Cependant, la faisabilité d’une telle adaptation n’est pas du tout
certaine, des questions se posant notamment quant à la vitesse de convergence d’un
observateur dont on change les paramètres en permanence. Entre ces deux solutions,
on peut également envisager de faire tourner simultanément un nombre ﬁni supérieur
à deux d’observateurs. Nous reviendrons sur cette question du réglage de l’observateur
en fonction du régime lors de l’étude en simulation du paragraphe suivant.
6.3 Etude en simulation du cas bruité
Au paragraphe précédent, nous avons mené une étude théorique sur l’impact du
bruit de mesure sur les estimations fournies par l’observateur non linéaire de Luen-
berger. Cette étude a notamment permis de déterminer les jeux de pôles à choisir, en
fonction du régime, pour minimiser le biais sur l’estimation du ﬂux engendré par ces
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Figure 6.7 – Coût J en fonction du régime réel et du régime auquel sont choisis les
pôles optimaux
bruits. Aﬁn d’arriver à ce résultat, diverses hypothèses et approximations ont été néces-
saires. En particulier, l’étude a été conduite dans le cadre de la modélisation classique
supposant les signaux mesurés égaux aux signaux exacts, l’impact du bruit sur les cou-
rants a été négligé, et nous avons cherché uniquement à minimiser le biais d’estimation
du ﬂux dans le cas à deux pôles réels.
Dans ce paragraphe, nous allons désormais étudier l’impact du bruit de mesure en
simulation. Ceci va nous permettre, d’une part de valider ou non les résultats théoriques
obtenus, et d’autre part d’étendre l’analyse au cadre de la modélisation réaliste, de tenir
compte du bruit sur les courants, ainsi que de considérer le cas de la minimisation du
biais d’estimation de la position et le cas à un pôle complexe. L’étude se décompose
en deux grandes étapes. La première (6.3.1) concerne l’estimation et consiste, à régime
165
Chapitre 6. Observateur non linéaire de Luenberger - Impact du bruit de mesure et
choix des pôles
constant et pour des bruits identiques d’une simulation à l’autre, à minimiser les er-
reurs d’estimation sur une grille de pôles. Réalisée à diﬀérents régimes constants, cette
première étape permet ainsi de déterminer, en fonction du régime, des jeux de pôles
optimaux. La seconde étape (6.3.2) est une évaluation des performances via une ana-
lyse de Monte-Carlo permettant de valider le choix des pôles sur des proﬁls de régime
non constant et de déterminer leurs zones de fonctionnement. Les pôles sont ainsi ﬁxés
d’après les résultats de la précédente étape et s’ensuivent de nombreuses simulations,
sur le même proﬁl de régime, utilisant chacune les mêmes signaux mais bruités diﬀé-
remment. Enﬁn, l’alternance en ligne des jeux de pôles en fonction du régime est mise
en œuvre (6.3.3).
Remarque : Dans ce paragraphe, la notation ℑ2 = −1 est remplacée par j2 = −1.
6.3.1 Première étape : Minimisation des erreurs sur grilles de pôles
Cette première étape consiste, à régime constant, à minimiser sur une grille de pôles
les erreurs d’estimation du ﬂux et de position engendrées par les bruits de mesure sur
les courants et tensions. Ainsi, le régime étant ﬁxé, sont tout d’abord générés une fois
pour toutes les quatre signaux de bruit wiα , wiβ , wuα et wuβ , respectivement sur les
deux courants et les deux tensions. Ces bruits suivent les distributions gaussiennes dont
les écarts-types ont été déterminés au chapitre 3 et présentés dans le tableau 3.1. Au
besoin, pour les régimes ne ﬁgurant pas dans le tableau, les valeurs sont extrapolées.
Par ailleurs, la machine électrique à pôles lisses dont les paramètres physiques sont
indiqués dans le tableau 8.1, avec id = −2A et un couple de 1Nm, est simulée au régime
donné et génère les signaux exacts de courants et tensions. Aﬁn de nous intéresser à
la modélisation réaliste, ces signaux sont ﬁltrés par des passe-bas du premier ordre
de constantes de temps τi = τu = 1, 9.10−4s. A ces quatre signaux résultants sont
alors ajoutés les quatre signaux de bruit, et les quatre signaux bruités qui en découlent
constituent les entrées de l’observateur. A régime donné, ce sont ces mêmes quatre
signaux bruités qui sont utilisés pour toutes les simulations, i.e. sur l’intégralité de la
grille, pour éviter l’éventuel impact sur les résultats que pourraient causer des signaux
de bruits, certes statistiquement identiques, mais temporellement diﬀérents. Les autres
entrées, à savoir les valeurs de la résistance et de l’inductance, sont supposées connues,
de même que les valeurs des constantes de temps des ﬁltres.
Tirant parti de nos travaux du chapitre 5 sur l’adaptation de l’observateur à la
modélisation réaliste, nous utilisons les équations transformées de l’observateur, en
l’occurrence par la méthode no 1. En revanche, nous n’utilisons pas de déconvolution,
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laquelle a montré ses limites en présence de bruit. De toute façon, le but étant de dé-
terminer là où l’erreur est minimale et non de minimiser l’erreur, même s’il est possible
d’obtenir des erreurs plus faibles avec d’autres méthodes, le résultat ne devrait pas être
trop faussé.
En sortie de l’observateur, on calcule les erreurs d’estimation du ﬂux et de la posi-
tion. Pour dépendre le moins possible de l’allure temporelle du bruit, les erreurs sont
moyennées sur un intervalle de temps suﬃsamment long, tout en faisant attention à
ce que le régime transitoire se soit déjà complètement évanoui. Et ceci est répété en
tous les points d’une grille sur les pôles. Il s’agit ensuite de trouver le point de la grille,
i.e. les pôles, minimisant les erreurs d’estimation. Nous étudions les deux cas à deux
pôles réels et à un pôle complexe. Les grilles sont donc toujours de dimension deux. En
pratique, les simulations sont tout d’abord lancées sur une grille dont les valeurs sont
situées sur une plage très large et varient approximativement de manière logarithmique,
aﬁn de grossièrement localiser la zone d’erreur minimale. Puis de nouvelles grilles plus
ﬁnes sont successivement utilisées pour préciser le résultat, tout en faisant attention à
éviter les potentiels minima locaux.
Tout ce processus est répété à diﬀérents régimes constants. A chaque fois, on dé-
termine les pôles permettant de minimiser l’erreur de ﬂux, ainsi que ceux minimisant
l’erreur de position, et ce dans le cas à deux pôles réels comme dans celui à un pôle
complexe. A chaque régime sont donc associés quatre jeux de pôles optimaux.
Minimisation des erreurs sur les grilles
La ﬁgure 6.8 présente un exemple, à un régime de 1000 tr/min, de grilles sur les-
quelles on cherche à minimiser l’erreur d’estimation du ﬂux (ﬁgures 6.8(a) à 6.8(d)) ou
de la position (ﬁgures 6.8(e) à 6.8(h)), dans le cas à deux pôles réels (ﬁgures 6.8(a),
6.8(b),6.8(e) et 6.8(f)) ou à un pôle complexe (ﬁgures 6.8(c), 6.8(d),6.8(g) et 6.8(h)).
Sur chaque ligne, les mêmes résultats sont présentés en trois dimensions à gauche et en
deux dimensions à droite. La croix rouge indique le point d’erreur minimale (pas forcé-
ment obtenu directement grâce à cette grille mais après aﬃnage avec d’autres grilles).
Les tableaux 6.2 et 6.3 récapitulent les résultats des minimisations des grilles respec-
tivement dans le cas à deux pôles réels et dans le cas à un pôle complexe. Sont indiqués
pour chaque régime l’erreur minimale d’estimation du ﬂux et les pôles associés ainsi
que l’erreur qui, si l’on utilise ces pôles, est commise sur l’estimation de la position. De
même sont indiqués l’erreur minimale d’estimation de la position, les pôles associés et
l’erreur de ﬂux associée. On note que, dans le cas à un pôle complexe, il arrive parfois
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Figure 6.8 – Erreurs de ﬂux et de position en fonction des pôles - 1000 tr/min
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que l’erreur décroisse continuellement quand la partie imaginaire tend vers zéro. On
note alors ǫm la partie imaginaire optimale. En théorie, ǫm peut donc être aussi proche
de zéro que l’on souhaite. Cependant, choisir ǫm trop proche de zéro peut être risqué
car on se rapproche alors d’un cas à un seul pôle réel ne permettant pas l’observation.
En pratique, on pourra par exemple prendre ǫm = 0.5. Ceci ne pose pas de problème
majeur car la diminution de la valeur de l’erreur quand ǫm tend vers zéro est de toute
façon inﬁme.
Table 6.2 – Erreurs minimales et pôles associés dans le cas à deux pôles réels
Régime [tr/min] 100 500 1000 2000 4000 6000
Erreur φ min [%] 0.16 0.025 0.045 0.045 0.18 0.27
Pôles associés 31,32 36,37 52,53 42,70 63,577 157,705
Erreur θ associée [deg] 0.12 0.15 0.31 0.58 1.2 2.0
Erreur θ min [deg] 0.11 0.15 0.30 0.49 1.2 1.9
Pôles associés 24,26 50,52 46,107 38,236 210,293 350,351
Erreur φ associée [%] 0.18 0.033 0.050 0.053 0.23 0.29
Table 6.3 – Erreurs minimales et pôles associés dans le cas à un pôle complexe
Régime [tr/min] 100 500 1000 2000 4000 6000
Erreur φ min [%] 0.087 0.021 0.045 0.045 0.19 0.28
Pôles associés 11+j22 17+j18 51+j8 50+jǫm 149+jǫm 293+jǫm
Erreur θ associée [deg] 0.096 0.24 0.31 0.62 1.3 2.0
Erreur θ min [deg] 0.084 0.15 0.30 0.49 1.2 1.9
Pôles associés 13+j33 50+j12 74+jǫm 131+jǫm 251+j84 332+j237
Erreur φ associée [%] 0.14 0.034 0.056 0.099 0.25 0.34
Notons toutefois que, symétriquement à ce que nous indiquions au paragraphe 6.2.9,
à savoir qu’un optimum constitué de deux pôles réels très proches était numériquement
risqué et qu’il était alors préférable de passer au cas à un pôle complexe, un pôle
complexe optimum à partie imaginaire proche de zéro indique qu’il faut passer à deux
pôles réels.
Si nous nous intéressons tout d’abord à la minimisation de l’erreur d’estimation du
ﬂux dans le cas à deux pôles réels, i.e. le cas que nous avons étudié formellement au
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paragraphe précédent et dont les résultats sont indiqués dans le tableau 6.1, on constate
que l’on retrouve la tendance d’augmentation des pôles optimaux avec le régime. Aux
bas régimes, on retrouve également que la paire de pôles optimale est constituée de
deux pôles très proches. En revanche, les pôles optimaux ne sont plus proportionnels
au régime et leurs valeurs sont diﬀérentes, même si les ordres de grandeur sont glo-
balement les mêmes. Ces diﬀérences ont plusieurs origines possibles : l’utilisation, non
plus de la modélisation classique, mais de la modélisation réaliste accompagnée de ses
approximations ; la prise en compte, outre des bruits sur les tensions, des bruits sur les
courants ; la diﬀérence entre la modélisation théorique du bruit avec ses hypothèses et
les bruits injectés en simulation ; de possibles approximations dues au schéma numé-
rique lors de la simulation ; le moyennage temporel de l’erreur, etc. On note par ailleurs
que l’on ne peut pas comparer la valeur ni même la tendance de l’erreur minimale avec
le coût obtenu de manière théorique, car ce dernier était calculé indépendamment de
l’amplitude du bruit.
Concernant désormais la minimisation de l’erreur de position dans le cas réel, on
remarque une tendance similaire d’augmentation des pôles optimaux avec le régime.
Ces paires de pôles optimales sont toutefois diﬀérentes de celles minimisant l’erreur
de ﬂux. Le calcul de l’erreur associée sur l’autre paramètre pour l’optimisation d’un
paramètre nous renseigne sur l’importance de l’impact de ces diﬀérences de pôles op-
timaux. Ainsi, en comparant les deuxième et septième lignes, ainsi que les cinquième
et quatrième, on constate que ces diﬀérences sont loin d’être catastrophiques, avec des
erreurs d’estimation du ﬂux supérieures aux erreurs minimales d’uniquement 10 à 30%
suivant le régime et des erreurs de position encore moins aﬀectées.
Enﬁn, dans le cas complexe, les parties réelles des pôles optimaux augmentent éga-
lement avec le régime, tandis que, pour l’optimisation de l’estimation du ﬂux, la partie
imaginaire optimale diminue avec lui. La tendance de la variation avec le régime de la
partie imaginaire optimale dans le cas de la minimisation de l’erreur d’estimation de la
position est moins claire. Par ailleurs, les erreurs minimales sont très proches, que l’on
utilise deux pôles réels ou un pôle complexe. Par contre, le compromis ﬂux/position
est légèrement plus compliqué. La ﬁgure 6.9 compare ces diﬀérents cas en représen-
tant en fonction du régime, pour l’estimation du ﬂux (ﬁgure 6.9(a)) et de la position
(ﬁgure 6.9(b)), les erreurs minimales dans les cas réel (bleu, plein) et complexe (vert,
pointillés), ainsi que les erreurs en utilisant les pôles optimisés pour la minimisation
de l’autre paramètre (cas réel : rouge, plein et cas complexe : cyan, pointillés). On y
visualise ce que nous venons d’évoquer : si les erreurs minimales se valent dans les cas
complexe et réel, les erreurs associées sont plus faibles dans le cas réel. Mais ceci n’est
de toute façon pas un réel problème puisqu’il est toujours possible de faire tourner deux
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Figure 6.9 – Erreurs minimales de ﬂux et de position et erreurs associées
observateurs en parallèle, l’un réglé pour minimiser l’erreur d’estimation du ﬂux, l’autre
pour minimiser celle de position. En revanche, se pose désormais la question autrement
plus cruciale des erreurs engendrées si l’observateur est réglé, non plus pour minimiser
l’erreur d’estimation d’un autre paramètre mais celle à un autre régime. Mais juste
avant d’étudier cette question, revenons un instant sur la sélection entre pôle complexe
et pôles réels.
Comme nous venons de le voir, les erreurs minimales se valent dans les cas complexe
et réel. Utiliser un pôle complexe plutôt que deux pôles réels et inversement est donc
possible. Ainsi, pour éviter les potentiels problèmes numériques déjà évoqués liés à
deux pôles réels trop proches ou à un pôle complexe à partie imaginaire quasi nulle,
on peut choisir dans ces deux cas d’utiliser respectivement le pôle complexe optimal
et les deux pôles réels optimaux. Au regard des tableaux 6.2 et 6.3 dans lesquels sont
indiqués en rouge les pôles numériquement risqués, on constate en eﬀet qu’il existe à
chaque régime, que ce soit pour l’estimation du ﬂux ou de la position, au moins l’un
des deux cas (réel ou complexe) pour lequel on ne risque pas de problème numérique.
Ainsi, on peut envisager, pour l’estimation du ﬂux, d’utiliser un pôle complexe jusqu’à
environ 1000 tour/min puis deux pôles réels au-delà. Dans le cas de l’estimation de la
position, il faudrait diviser en trois zones : pôle complexe jusqu’à 500 tr/min puis à
partir d’environ 4000 tr/min, deux pôles réels au milieu.
Inﬂuence sur l’estimation de pôles réglés pour l’optimisation à un autre
régime et choix des pôles
Avec deux paramètres à estimer indépendamment, il est aisé de faire tourner deux
observateurs en parallèle. C’est en revanche plus compliqué avec les régimes. D’une
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part, il en existe une inﬁnité et on ne peut faire tourner une inﬁnité d’observateurs en
parallèle, et d’autre part les régimes ne doivent pas être traités indépendamment mais
l’observateur doit s’adapter au régime, et ce sans estimateur de régime.
Lors de l’étude théorique de minimisation du biais d’estimation du ﬂux dans le cas
réel, disposant de formules littérales, nous avons pu calculer à tous les régimes ce qu’il
advenait de l’erreur si l’observateur était optimisé pour un quelconque autre régime.
Il en est ressorti qu’à bas régime, choisir des pôles optimisés pour le haut régime était
catastrophique, et qu’à haut régime, choisir des pôles optimisés pour le bas régime était
également mauvais mais moins préjudiciable. En tout cas, trouver une paire de pôles
ﬁxe permettant de minimiser le biais sur toute la plage de fonctionnement semblait im-
possible. Les pôles optimaux étant proportionnels au régime, une solution pour pallier
l’inﬁnité de régimes aurait été d’estimer le régime et d’adapter directement la valeur
des pôles proportionnellement à cette estimation. Toutefois, outre les problèmes liés
à l’estimation du régime, la faisabilité d’une telle solution était loin d’être garantie.
Cependant, cette question ne se pose plus ici, les pôles optimaux n’étant pas propor-
tionnels au régime. L’autre solution envisagée était de faire tourner deux observateurs
en parallèle, l’un réglé pour le bas régime et l’autre pour le haut régime, et de passer
de l’un à l’autre en fonction du régime, dont une estimation grossière serait suﬃsante.
Cette solution semblait viable lors de l’étude théorique, l’utilisation de deux jeux de
pôles convenablement choisis permettant de minimiser correctement le biais sur l’en-
semble de la plage de fonctionnement.
Nous allons vériﬁer ici si une telle solution à deux jeux de pôles est toujours envi-
sageable, non seulement dans le cas de l’estimation du ﬂux avec deux pôles réels mais
également pour l’estimation de la position et le cas complexe. Par contre, ne disposant
pas ici d’expression littérale, nous nous contenterons de calculer aux six régimes étudiés
ce qui se passe si l’observateur est optimisé pour l’un ou l’autre des cinq autres régimes.
Les résultats sont présentés dans les tableaux 6.4 à 6.7, ainsi que sur la ﬁgure 6.10. Les
tableaux concernent respectivement les erreurs d’estimation du ﬂux puis de la position
dans le cas réel, puis ces mêmes erreurs respectives dans le cas complexe. Les colonnes
indiquent le régime auquel tourne le moteur, tandis que les lignes précisent pour quel
régime l’observateur a été optimisé, les pôles associés étant également indiqués. Les
cases grisées correspondent ainsi aux cas idéaux où l’observateur a été optimisé pour le
régime adéquat. L’objectif est de savoir s’il est possible de trouver deux régimes d’op-
timisation garantissant à eux deux des erreurs raisonnables à tous les régimes, i.e. tels
que, à chaque régime, le minimum des deux erreurs soit raisonnable. A la vue des ta-
bleaux et/ou de la ﬁgure 6.10, sur laquelle les ﬁgures de gauche représentent le contenu
des tableaux sous forme d’histogrammes, tandis que les ﬁgures de droite présentent le
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rapport entre l’erreur commise avec le régime d’optimisation et l’erreur minimale au
même régime avec le bon régime d’optimisation, on s’aperçoit que, quel que soit le cas
considéré, c’est possible. Le meilleur choix semble être de retenir les pôles associés à
une optimisation à 100 tr/min pour les bas régimes, à savoir pour les régimes inférieurs
à une valeur comprise entre 500 et 1000 tr/min, et les pôles associés à une optimisation
à 4000tr/min pour les hauts régimes, i.e. pour les régimes supérieurs à la valeur retenue
entre 500 et 1000 tr/min. Ce choix est indiqué en rouge dans les tableaux.
Table 6.4 – Deux pôles réels - Erreur de ﬂux [%] suivant le régime d’optimisation
Régime [tr/min] 100 500 1000 2000 4000 6000
R
ég
im
e
d
’o
p
ti
m
i-
-s
at
io
n
et
p
ôl
es
100 tr/min 31,32 0.16 0.027 3.0 9.8 54 81
500 tr/min 36,37 0.17 0.025 0.090 3.6 80 66
1000 tr/min 52,53 0.28 0.035 0.045 0.046 12 66
2000 tr/min 42,70 0.29 0.035 0.045 0.045 8 51
4000 tr/min 63,577 3 0.27 0.15 0.10 0.18 0.49
6000 tr/min 157,705 8.8 0.80 0.43 0.24 0.26 0.27
Table 6.5 – Deux pôles réels - Erreur de position [°] suivant le régime d’optimisation
Régime [tr/min] 100 500 1000 2000 4000 6000
R
ég
im
e
d
’o
p
ti
m
i-
-s
at
io
n
et
p
ôl
es
100 tr/min 24,26 0.11 0.26 4.2 8.1 17 19
500 tr/min 50,52 0.26 0.15 0.31 0.61 7.1 16
1000 tr/min 46,107 0.26 0.16 0.30 0.52 2.6 14
2000 tr/min 38,236 0.45 0.21 0.32 0.49 1.5 6.1
4000 tr/min 210,293 0.80 0.34 0.43 0.54 1.2 2.0
6000 tr/min 350,351 1.1 0.45 0.54 0.62 1.2 1.9
Table 6.6 – Un pôle complexe - Erreur de ﬂux [%] suivant le régime d’optimisation
Régime [tr/min] 100 500 1000 2000 4000 6000
R
ég
im
e
d
’o
p
ti
m
i-
-s
at
io
n
et
p
ôl
es
100 tr/min 11+j22 0.087 0.055 30 35 142 163
500 tr/min 17+j18 0.11 0.021 8.1 31 125 163
1000 tr/min 51+j8 0.27 0.034 0.045 0.047 30 65
2000 tr/min 50+jǫm 0.25 0.032 0.045 0.045 21 42
4000 tr/min 149+jǫm 2.0 0.18 0.12 0.11 0.19 0.46
6000 tr/min 293+jǫm 7.2 0.64 0.35 0.21 0.26 0.28
Finalement, nous disposons désormais, pour chacun des quatre cas (optimisation
du ﬂux ou de la position avec deux pôles réels ou un pôle complexe), de deux jeux
de pôles, l’un pour minimiser les erreurs d’estimation à bas régime et l’autre pour
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(c) 1 pôle C - erreur ﬂux
100
500
1000
2000
4000
6000
100
500
1000
2000
4000
6000
0
200
400
600
800
Régime [tr/min]Optimisation [tr/min]
Er
re
ur
 d
e 
flu
x 
/ E
rre
ur
 m
in
i
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(e) 2 pôles R - erreur position
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Figure 6.10 – Impact du régime d’optimisation des pôles en fonction du régime
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Table 6.7 – Un pôle complexe - Erreur de position [°] suivant le régime d’optimisation
Régime [tr/min] 100 500 1000 2000 4000 6000
R
ég
im
e
d
’o
p
ti
m
i-
-s
at
io
n
et
p
ôl
es
100 tr/min 13+j33 0.084 0.21 4.2 11 25 30
500 tr/min 50+j12 0.18 0.15 0.31 0.61 7.6 16
1000 tr/min 74+jǫm 0.25 0.15 0.30 0.52 2.6 13
2000 tr/min 131+jǫm 0.44 0.20 0.32 0.49 1.3 2.9
4000 tr/min 251+j84 0.80 0.34 0.43 0.54 1.2 2.0
6000 tr/min 332+j237 1.1 0.45 0.52 0.60 1.2 1.9
les minimiser à haut régime. Il serait possible de combiner cette alternance des jeux
de pôles en fonction du régime avec l’alternance pôles réels/pôle complexe évoquée
pour les problèmes numériques. Ceci conduirait à choisir deux jeux de pôles (un pôle
complexe pour le bas régime, deux pôles réels pour le haut régime) pour l’estimation
du ﬂux et trois jeux (un pôle complexe à bas régime, deux pôles réels pour les régimes
intermédiaires et un autre pôle complexe à haut régime) pour l’estimation de la position.
Cependant, pour des raisons historiques, nous n’avons pas considéré cette alternance
pôles réels/pôle complexe. Du coup, ce sont les jeux de pôles regroupés dans le tableau
6.8, parmi lesquels deux peuvent s’avérer risquer, que nous allons utiliser pour l’analyse
de Monte-Carlo de la seconde étape. Mais avant de passer à celle-ci, nous allons nous
intéresser à deux résultats annexes obtenus en simulation sur les grilles : la comparaison
de l’impact sur les erreurs d’estimation du bruit sur les tensions et de celui sur les
courants et la mise en évidence de l’impact de la modélisation réaliste sur la dépendance
aux pôles.
Table 6.8 – Jeux de pôles utilisés pour l’analyse de Monte-Carlo
Critère d’optimisation 2 pôles réels 1 pôle complexe
Haut régime (HR)
Flux λ1 = 63, λ2 = 577 λ = 149 + jǫm
Position λ1 = 210, λ2 = 293 λ = 251 + j84
Bas régime (BR)
Flux λ1 = 31, λ2 = 32 λ = 11 + j22
Position λ1 = 24, λ2 = 26 λ = 13 + j33
Comparaison des impacts respectifs des bruits sur les courants et sur les
tensions et validation de l’hypothèse négligeant les bruits sur les courants
Nous avons, dans le paragraphe précédent, lors de l’étude théorique, fait l’hypothèse
que, dans le cas réel, l’impact sur l’estimation du ﬂux du bruit sur les courants était
négligeable par rapport à l’impact du bruit sur les tensions. L’étude de la sensibilité à
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une mauvaise connaissance des amplitudes des courants et tensions du paragraphe 4.8.2
nous en a donné une première idée dans le cas idéal de la modélisation classique et pour
la solution particulière. Voyons désormais ce qu’il en est en simulation, à 1000 tr/min,
sur une grille de pôles. Outre, le cas de l’estimation du ﬂux avec deux pôles réels, la
ﬁgure 6.11 présente, également dans les trois autre cas, le rapport des erreurs dues aux
bruits sur les tensions sur les erreurs dues aux bruits sur les courants. Pour ce faire,
les mêmes simulations ont été eﬀectuées, avec dans un premier temps uniquement du
bruit sur les tensions, puis dans un second temps uniquement du bruit sur les courants.
On constate que, quelque soit le point de la grille et le cas considéré, il y a au moins
un rapport cinq entre les impacts des deux bruits. Ceci valide l’hypothèse nous ayant
conduit à ne considérer que le bruit sur les tensions. D’ailleurs, non présentée ici, la
grille résultant de la simulation avec uniquement les bruits sur les tensions est très
proche de celle avec les bruits sur les tensions et sur les courants.
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Figure 6.11 – Rapport des erreurs dues au bruit sur les tensions sur celles dues au
bruit sur les courants - 1000 tr/min
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Impact de la modélisation réaliste sur la dépendance aux pôles
Nous avons vu au paragraphe 4.7 que, dans le cas idéal sans bruit, l’estimation du
ﬂux et de la position ne dépend pas du choix des pôles. Nous avons vu, en revanche,
au paragraphe 6.2 dans le cas idéal avec bruit de mesure et dans cette partie dans
le cas réaliste avec bruit de mesure, que les pôles avaient leur rôle à jouer dans les
estimations. Reste à savoir si le rôle des pôles est uniquement lié au bruit de mesure
ou si la modélisation réaliste y est également pour quelque chose. Aﬁn de répondre à
cette interrogation, nous vériﬁons d’abord sur grilles que si l’on utilise la modélisation
classique et en l’absence de bruit de mesure, les erreurs d’estimation ne dépendent
pas du choix des pôles. Cette vériﬁcation, non montrée ici, est réalisée en introduisant
volontairement une erreur de 5% sur la valeur de la résistance, aﬁn de ne pas avoir
une peu concluante erreur nulle en tous points des grilles. Les grilles présentent alors
des erreurs d’estimation constantes en tous points. Dans un second temps, on repète
exactement la même expérience mais avec la modélisation réaliste et les équations
transformées de l’observateur. La ﬁgure 6.12 présente les résultats à 1000 tr/min. On
en conclut aisément que la modélisation réaliste a, tout comme le bruit de mesure, un
impact sur la dépendance des estimations aux pôles. Il n’est toutefois pas indispensable
de mener une étude spéciﬁque plus complète du cas de l’utilisation de la modélisation
réaliste sans bruit de mesure puisque l’étude menée en ce début de paragraphe regroupe
déjà les deux facteurs impactant la dépendance aux pôles (modélisation réaliste et bruit
de mesure).
6.3.2 Seconde étape : Analyse de Monte-Carlo
Cette seconde étape a pour but de valider le choix des pôles eﬀectué lors de la
première étape et la viabilité de l’utilisation de deux jeux de pôles sur des proﬁls
réalistes et avec diﬀérents signaux de bruits. En eﬀet, à bruits et régime ﬁxés, les grilles
de la première étape nous ont permis de déterminer les meilleurs jeux de pôles selon
que l’on souhaite minimiser l’erreur d’estimation de ﬂux ou de position, à bas régime
ou à haut régime (cf. tableau 6.8). Ce sont désormais ces jeux de pôles que nous ﬁxons,
mais le régime est maintenant variable, suivant diﬀérents proﬁls ﬁxés, et les signaux
de bruits varient d’une simulation à l’autre, tout en étant générés suivant les mêmes
distributions.
Protocole
Concrètement, l’analyse de Monte-Carlo est réalisée comme suit. Tout d’abord,
on ﬁxe un proﬁl de vitesse. Quatre tels proﬁls sont étudiés, à savoir un proﬁl bas
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Figure 6.12 – Dépendance des erreurs d’estimation aux pôles due au modèle réaliste
régime (ﬁgure 6.17(a)), un proﬁl haut régime (ﬁgure 6.18(a)), un proﬁl mixte (ﬁgure
6.15(a)) et un proﬁl en pentes (ﬁgure 6.19(a)). Le jeu de pôles est également ﬁxé suivant
l’erreur d’estimation que l’on souhaite minimiser et à quel régime. Pour N = 400
simulations, les signaux de bruits sur les courants et tensions sont générés, suivant les
distributions gaussiennes de moyennes nulles et d’écarts-types donnés par le tableau
6.9, et ajoutés aux signaux exacts de courants et tensions. Ces valeurs sont inspirées de
celle du tableau 3.1 et adaptées au régime moyen des proﬁls. Nous obtenons ainsi N
Table 6.9 – Ecarts-types des bruits de mesure choisis pour l’analyse de Monte-Carlo
Proﬁl Mixte Bas régime Haut régime Pente
σwi 50mA 20 mA 70mA 50mA
σwu 1V 0.1V 2V 1V
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courbes diﬀérentes d’évolution des erreurs d’estimation du ﬂux et de la position. Notons
que nous considérons les erreurs en valeur absolue. A chaque instant, i.e. en réalité en
sous-échantillonnant toutes les 2ms, on obtient donc un histogramme des valeurs prises
par chacune des erreurs. La ﬁgure 6.13 illustre ceci en traçant les histogrammes d’erreur
d’estimation de la position à trois instants diﬀérents, puis la ﬁgure 6.14(a) présente la
fonction de répartition correspondant à "l’instant bleu" (t=0.72s).
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Figure 6.13 – Un histogramme à chaque instant du proﬁl - Exemple : erreur de position
Cette fonction de répartition est alors découpée en plusieurs intervalles. Les distribu-
tions d’erreur obtenues ne sont certes pas gaussiennes, mais nous nous sommes inspiré
de la courbe en cloche pour déﬁnir les intervalles de découpage : moins de 2,5% des
valeurs, de 2,5 à 15% des valeurs, de 15 à 50% des valeurs, de 50 à 85% des valeurs,
de 85 à 97,5% des valeurs et de 97,5 à 99,7% des valeurs. Enﬁn, ces intervalles sont
reportés sur un graphe fonction du temps, comme illustré, sur la période de temps
correspondant au palier à bas régime, à la ﬁgure 6.14(b) (les valeurs en abscisse de
la ﬁgure 6.14(a) sont reportées en ordonnée sur la ﬁgure 6.14(b)). Est ainsi tracée la
déformation de l’histogramme au cours du temps, i.e. au ﬁl du proﬁl.
Résultats
Comme annoncé, l’analyse de Monte-Carlo a été réalisée sur quatre proﬁls diﬀérents
pour éprouver le plus complètement possible l’observateur. 2 Un proﬁl "mixte" (ﬁgures
2. Le couple de charge est lui ﬁxé à 1Nm.
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Figure 6.14 – Déformation de l’histogramme d’erreur de position au cours du temps
6.15 et 6.16) tout d’abord, présentant des passages à haut (jusqu’à 4500 tr/min) comme
à bas régime (notamment un palier à 100 tr/min). Un proﬁl "bas régime" (ﬁgure 6.17)
ensuite, variant entre 10 et 120 tr/min, puis un proﬁl "haut régime" (ﬁgure 6.18) entre
2800 et 5400 tr/min. Enﬁn, un proﬁl plus atypique en pentes (ﬁgure 6.19) a également
été testé, montant linéairement de 100 à 5700 tr/min, redescendant aussitôt jusqu’à une
vitesse nulle avant de repartir vers les 5700 tr/min. L’intérêt de ce dernier proﬁl est de
déterminer plus simplement les vitesses limites en deçà ou au-delà desquelles un jeu de
pôles fournit de bons résultats. Notons que, pour des raisons pratiques, les proﬁls sont de
courte durée, l’échelle des temps ayant été divisée par 10 par rapport à un proﬁl réaliste.
Ceci ayant pour conséquence de rendre le proﬁl plus contraignant du fait de variations
plus brusques, nous étudions un cas "pire" que la réalité. Si l’observateur fonctionne
sur ces proﬁls, il devrait logiquement encore fonctionner sur des proﬁls plus réalistes.
Notons également qu’il ne faut pas tenir compte des résultats aux tous premiers instants
du proﬁl, durant lesquels le contrôle du moteur est encore en train de converger.
Par ailleurs, aﬁn de pouvoir bien vériﬁer la complémentarité ou non des deux jeux
de pôles, les résultats sont à chaque fois présentés "en miroir". Ainsi, sur chaque ﬁgure
est présenté dans la moitié du haut l’erreur d’estimation quand les pôles sont optimisés
pour le haut régime (4000 tr/min), et dans la moitié du bas quand ceux-ci sont optimisés
pour le bas régime (100 tr/min).
Commençons par les résultats sur le proﬁl mixte des ﬁgures 6.15 et 6.16. Pour
ce proﬁl, nous avons présenté les résultats de tous les diﬀérents cas. Ainsi, la ﬁgure
6.15 compare les erreurs relatives d’estimation du ﬂux, dans le cas à deux pôles réels
(6.15(b) et 6.15(c)) puis dans le cas à un pôle complexe (6.15(d) et 6.15(e)), suivant
que les jeux de pôles sont optimisés pour minimiser l’erreur d’estimation de la position
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(6.15(b) et 6.15(e)) ou celle du ﬂux (6.15(c) ou 6.15(d)), et à chaque fois avec les deux
jeux de pôles optimisés pour le haut et le bas régime en parallèle. La ﬁgure 6.16 fait
de même avec les erreurs d’estimation de la position. Sur les autres proﬁls, nous nous
contenterons de présenter les résultats, dans le cas réel, de l’erreur d’estimation du ﬂux
pour des pôles optimisés pour le ﬂux et de l’erreur d’estimation de la position pour des
pôles optimisés pour la position. Première remarque, et d’importance, concernant les
résultats sur proﬁl mixte, les deux jeux de pôles haut régime et bas régime semblent à
première vue complémentaires dans toutes les situations, les erreurs n’étant jamais trop
importantes simultanément avec les deux jeux. Les erreurs sont grandes avec les pôles
optimisés pour le haut régime essentiellement sur le plateau à bas régime. C’est un
peu moins clair concernant les pôles optimisés pour le bas régime, globalement mauvais
toutefois quand le régime s’élève (mais pas toujours). En regardant désormais plus en
détails, la comparaison des ﬁgures 6.15(b) et 6.15(c) et des ﬁgures 6.15(d) et 6.15(e)
nous conﬁrme que, dans le cas complexe comme dans le cas réel, l’estimation du ﬂux est
meilleure quand les pôles sont optimisés pour le ﬂux et non pour la position. Il en va de
même pour l’estimation de la position (comparaison des ﬁgures 6.16(b) et 6.16(c) et des
ﬁgures 6.16(d) et 6.16(e)), globalement meilleure quand les pôles sont optimisés pour
la position et non pour le ﬂux, notamment pour le cas à pôles réels (c’est moins net
dans le cas complexe). Enﬁn, en comparant les ﬁgures 6.15(c) et 6.15(d) et les ﬁgures
6.16(c) et 6.16(d), on constate que les résultats sont plus ou moins similaires avec les
pôles réels ou le pôle complexe. Très proches concernant l’estimation de la position, un
peu moins concernant celle du ﬂux, pour laquelle avec un pôle complexe l’erreur est
moindre à haut régime mais plus grande à bas régime qu’avec deux pôles réels.
Intéressons-nous désormais au proﬁl bas régime et à la ﬁgure 6.17. Sont donc pré-
sentés, uniquement dans le cas réel, le cas complexe étant comparable, les erreurs d’es-
timation du ﬂux (6.17(b) et 6.17(c)) et de la position (6.17(d) et 6.17(e)) quand les
pôles sont optimisés pour la bonne grandeur (ﬂux ou position). Les ﬁgures 6.17(c) et
6.17(e) sont des gros plans des ﬁgures 6.17(b) et 6.17(d). Sans surprise, le passage par
le palier à 10 tr/min est catastrophique pour l’observateur réglé pour le haut régime.
Ce même observateur est moins mauvais en les autres points du proﬁls mais insuﬃ-
sant tout de même, notamment pour l’estimation du ﬂux avec des erreurs de plusieurs
pourcents. A l’inverse, l’observateur réglé pour le bas régime est plutôt bon, excepté
toutefois au passage sur le palier à 10 tr/min, sur lequel l’estimation, en particulier
celle du ﬂux, se dégrade progressivement. Un passage bref à très bas régime ne devrait
donc pas poser de problème. En revanche, cela devient plus gênant quand la durée de
ce passage augmente. Les pôles optimisés pour le bas régime l’étant pour un régime
de 100 tr/min, il n’est pas bien surprenant qu’ils ne fassent plus tout à fait l’aﬀaire à
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(c) Avec 2 pôles R optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(d) Avec 1 pôle C optimisé pour le ﬂux à HR (en haut) et BR (en bas)
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Figure 6.15 – Erreur relative d’estimation du ﬂux sur le proﬁl mixte
182
6.3. Etude en simulation du cas bruité
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1000
2000
3000
4000
5000
Temps [s]
R
ég
im
e 
[tr/
mi
n]
(a) Proﬁl Mixte
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
15
10
5
0
5
10
15
Temps [s]
Er
re
ur
 d
e 
po
sit
io
n 
[°]
 
 
< 2,5% 2,5−15% 15−50% 50−85% 85−97,5% 97,5−99,7%
(b) Avec 2 pôles R optimisés pour le ﬂux à HR (en haut) et BR (en bas)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
15
10
5
0
5
10
15
Temps [s]
Er
re
ur
 d
e 
po
sit
io
n 
[°]
 
 
< 2,5% 2,5−15% 15−50% 50−85% 85−97,5% 97,5−99,7%
(c) Avec 2 pôles R optimisés pour la position à HR (en haut) et BR (en bas)
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Figure 6.16 – Erreur d’estimation de la position sur le proﬁl mixte
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(b) Erreur de ﬂux - Pôles optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(c) Erreur de ﬂux - Pôles optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(d) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
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(e) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
Figure 6.17 – Erreurs d’estimation sur le proﬁl Bas régime - 2 pôles R
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10 tr/min. Peut-être serait-il intéressant du coup d’utiliser un troisième jeu de pôles si
l’on souhaite estimer également le très bas régime.
Passons maintenant au proﬁl haut régime et à la ﬁgure 6.18. Les deux mêmes
cas que pour le proﬁl bas régime sont présentés. En toute logique, l’observateur réglé
pour le haut régime est plutôt bon sur l’ensemble du proﬁl avec, pour plus de 50%
des simulations des erreurs de ﬂux et de position respectivement inférieures à 0.1%,
soit une erreur d’estimation de la température du rotor inférieure à 1°C, et 0.2 degré.
Les estimations sont fortement moins bonnes, et ce d’autant plus que le régime est
élevé, avec l’observateur réglé pour le bas régime, surtout concernant l’estimation de la
position.
Enﬁn, considérons le proﬁl en pentes et la ﬁgure 6.19, et déduisons-en les zones
de régime pour lesquelles chacun des deux jeux de pôles est eﬃcace. A nouveau, les
deux mêmes cas sont présentés. On note que si l’estimation du ﬂux avec l’observateur
réglé pour le haut régime est surtout mauvaise à bas régime, l’erreur est également
légèrement plus élevés aux "très hauts" régimes (i.e. supérieurs aux 4000 tr/min du
réglage) qu’aux hauts et moyens régimes. Ce n’est pas le cas de l’estimation de la
position, toujours d’autant meilleure que le régime est élevé. Avec l’observateur réglé
pour le bas régime, on vériﬁe bien que les erreurs se produisent aux régimes élevés.
On conﬁrme également ce que nous avons évoqué dans le cas du proﬁl bas régime,
à savoir qu’aux très bas régimes l’estimation se dégrade progressivement en cas de
séjour prolongé. Ce dernier étant ici relativement bref, l’erreur reste raisonnable. On
souligne à cette occasion que même pour une vitesse quasi nulle, l’observateur présente
des performances tout à fait honorables. Déterminons désormais les vitesses limites
d’eﬃcacité des observateurs. Nous considérons qu’un observateur est eﬃcace si, pour
99,7% des simulations, l’erreur d’estimation du ﬂux est inférieure à 1%, soit 8.5°C,
et l’erreur d’estimation de la position à 2 degrés. Les limites des zones d’eﬃcacité,
suivant cette déﬁnition, sont tracées en magenta sur les ﬁgures 6.19(c) et 6.19(e). Par
reports sur la courbe du proﬁl (6.19(a)), on en déduit les diﬀérentes zones d’eﬃcacité
des observateurs. Les résultats sont présentés dans le tableau 6.10. A titre informatif
sont également présentés dans ce tableau les zones où les critères sont remplis pour
50% des simulations. Ainsi, on constate que, pour l’estimation de la position, on peut
utiliser l’observateur optimisé pour le bas régime jusqu’à 800 tr/min et celui optimisé
pour le haut régime à partir de 450 tr/min. Les zones se chevauchant, toute la plage
de régime peut donc être couverte par ces deux jeux de pôles complémentaires. Il en va
de même pour l’estimation du ﬂux, un observateur fonctionnant correctement jusqu’à
860 tr/min et l’autre à partir de 680 tr/min. En choisissant un régime de changement
d’observateur aux alentours de 600 tr/min pour l’estimation de la position et de 750
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(c) Erreur de ﬂux - Pôles optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(d) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
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(e) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
Figure 6.18 – Erreurs d’estimation sur le proﬁl Haut régime - 2 pôles R
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(b) Erreur de ﬂux - Pôles optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(c) Erreur de ﬂux - Pôles optimisés pour le ﬂux à HR (en haut) et BR (en bas)
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(d) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
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(e) Erreur de position - Pôles optimisés pour la position à HR (en haut) et BR (en bas)
Figure 6.19 – Erreurs d’estimation sur le proﬁl Pente - 2 pôles R
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Table 6.10 – Proﬁl pente - Complémentarité des deux jeux de pôles
Critère Optimisation BR Optimisation HR
Erreur position < 2°
99,7% cas ωm < 800 tr/min ωm > 450 tr/min
50% cas ωm < 870 tr/min ωm > 120 tr/min
Erreur ﬂux < 1%
99,7% cas ωm < 860 tr/min ωm > 680 tr/min
50% cas ωm < 890 tr/min ωm > 420 tr/min
tr/min pour l’estimation du ﬂux, nous devrions donc obtenir une estimation correcte
du ﬂux et de la position pour tous les régimes. Attention toutefois aux séjours prolongés
à très bas régime, pour lesquels, comme nous l’avons constaté, les estimations peuvent
se dégrader. Si la machine est amenée à fonctionner régulièrement à des vitesses quasi
nulles, l’utilisation d’un troisième jeu de pôles est à envisager.
6.3.3 Mise en œuvre en simulation de l’alternance des observateurs
en fonction du régime
La minimisation des erreurs sur les grilles nous a permis de déterminer pour chaque
situation (réel/complexe, estimation du ﬂux/de la position) deux jeux de pôles opti-
maux, l’un pour le bas régime, l’autre pour le haut régime. Par l’analyse de Monte-
Carlo, nous avons ensuite déterminé les zones de fonctionnement de ces diﬀérents jeux
de pôles et en avons déduit des valeurs seuil de régime pour procéder au choix de l’ob-
servateur à utiliser. Nous allons désormais tester en simulation cette alternance en ligne
des jeux de pôles en fonction du régime. Pour ce faire, à l’instar des observateurs de ﬂux
et de position, les observateurs bas régime et haut régime fonctionnent en permanence
simultanément et l’on vient choisir l’estimation de l’un ou de l’autre comme estimation
retenue.
Les caractéristiques du moteur et du bruit sont les mêmes que celles utilisées pré-
cédemment dans le paragraphe. La mise en œuvre est illustrée sur le proﬁl mixte, les
proﬁls bas régime et haut régime ne nécessitant pas d’alternance d’observateur et le
proﬁl en pentes, peu réaliste, ayant surtout eu pour but de déterminer les seuils de
régime. Les cas à deux pôles réels et à un pôle complexe étant très proches, nous nous
contentons ici de présenter le cas complexe. Par ailleurs, la sélection de l’observateur
à utiliser doit se faire par comparaison du régime au régime seuil. Cependant, nous ne
disposons pas d’observateur de régime et nous n’avons pas besoin d’une information
très précise de ce régime. En eﬀet, il existe une zone autour de la valeur seuil pour la-
quelle les deux observateurs fournissent des résultats corrects. Ainsi, une information,
188
6.3. Etude en simulation du cas bruité
éventuellement approximative, de la valeur relative du régime par rapport à la valeur
seuil est suﬃsante, et cette information peut nous être fournie par l’amplitude de la
tension. Cette dernière est en eﬀet, d’après le paragraphe 2.1.2, environ proportionnelle
au régime, et en outre aisément accessible en ligne grâce à la mesure des signaux de
tensions : U =
√
u2α + u
2
β . On convertit alors les valeurs seuil de régime en valeurs seuil
d’amplitude de la tension (600 tr/min pour la position et 750 tr/min pour le ﬂux de-
viennent respectivement 18.0V et 22.2V) et on sélectionne l’observateur à utiliser par
comparaison de l’amplitude de la tension à la tension seuil. On vériﬁe, en comparant
les ﬁgures 6.20(a) et 6.20(b), que ce changement du critère de sélection est viable. Pour
plus de sécurité toutefois, l’amplitude de la tension calculée est ﬁltrée, de manière à
éviter de faire les frais du bruit quand l’amplitude de la tension est très proche du
seuil. En eﬀet, l’amplitude non ﬁltrée risquerait alors d’osciller entre les deux côtés de
la valeur seuil, entraînant des changements très fréquents d’observateur, ce qui n’est
évidemment pas souhaitable. La ﬁgure 6.20 présente alors, ici dans le cas de l’estima-
tion du ﬂux, l’observateur à sélectionner : l’observateur haut régime quand l’état vaut
1, l’observateur bas régime quand l’état vaut 0.
Les ﬁgures 6.21 et 6.22 présentent les résultats de cette alternance d’observateurs,
respectivement pour l’estimation du ﬂux et de la position. Dans les deux cas sont pré-
sentés le paramètre estimé par chacun des deux observateurs et les erreurs d’estimation
(ﬁgures (b) et (d)), puis ce paramètre estimé et l’erreur d’estimation (ﬁgures (c) et
(e)) lorsque l’on utilise en ligne l’alternance des observateurs imposée par la ﬁgure (a).
Les résultats sont très concluants, chacun des deux observateurs pris indépendamment
étant passagèrement la source d’erreurs importantes, tandis que le ﬂux et la position
estimés grâce à l’alternance des jeux de pôles présentent de faibles erreurs (attention,
les échelles des axes des ordonnées ne sont pas les mêmes). On note notamment que la
position estimée est continue, ce qui est très important en vue d’une implémentation
en boucle fermée sur la position sans risque de détérioration de la machine.
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Figure 6.20 – Utilisation de l’amplitude de la tension pour la sélection de l’observateur
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(e) Erreur de ﬂux après sélection de l’observateur
Figure 6.21 – Mise en œuvre de l’alternance des observateurs - estimation du ﬂux
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(e) Erreur de position après sélection de l’observateur
Figure 6.22 – Mise en œuvre de l’alternance des observateurs - estimation de la position
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6.4 Conclusion
Dans ce chapitre, nous avons étudié l’impact de bruits de mesure sur les courants
et tensions sur l’estimation du ﬂux et de la position par l’observateur non linéaire de
Luenberger. Cette étude avait notamment pour but de minimiser les biais d’estimation
engendrés par les bruits grâce au degré de liberté dont nous disposons, à savoir le réglage
des pôles. Par un constat initial, nous avons tout d’abord déterminé que le choix des
pôles ne dépendait pas ou quasiment pas du couple, mais qu’il était en revanche lié
au régime, les pôles optimaux devant être plus ou moins proportionnels à celui-ci. La
dépendance au couple n’a alors pas été étudiée.
Dans un premier temps, à l’aide de la déﬁnition d’un modèle de bruit, une étude
théorique a été menée. Après quelques hypothèses et approximations, et une fois l’étude
restreinte au cas de l’estimation du ﬂux avec deux pôles réels, une expression de la
moyenne temporelle du biais sur le ﬂux estimé a pu être établie. Sa minimisation
numérique par rapport aux deux pôles permet de conﬁrmer le constat initial. Dans le cas
étudié au ﬁnal, i.e. après hypothèses et approximations, les pôles optimaux sont en eﬀet
proportionnels au régime. Par contre, ce que ne pouvait nous révéler le constat initial,
c’est l’impact sur le biais de l’utilisation, à un régime, de pôles optimaux pour un autre
régime. Ceci nous intéresse au plus haut point pour régler l’observateur, l’adaptation
en ligne en continu des pôles au régime n’étant vraisemblablement pas envisageable. La
conclusion est quasiment sans appel : impossible avec un seul jeu de deux pôles réels de
couvrir toute la plage de fonctionnement du moteur de manière eﬃcace. En revanche,
l’utilisation de deux jeux de pôles, l’un optimisé pour le bas régime, l’autre pour le haut
régime, apparaît beaucoup plus prometteuse. Toutefois, cette étude théorique présente
des limites. D’une part, par sa restriction à l’estimation du ﬂux dans le cas réel. D’autre
part, par ses approximations et hypothèses, notamment de décorrélations, de limitations
des calculs aux termes d’ordre deux, de non prise en compte du bruit sur les courants,
et d’utilisation de la modélisation classique et non pas réaliste. Il est probable que tout
ceci crée une proportionnalité artiﬁcielle des pôles optimaux au régime.
Aﬁn d’y remédier, une étude en simulation est ensuite menée, faisant ﬁ de ces ap-
proximations, hypothèses et restrictions, et fournissant ainsi des résultats plus réalistes,
dans les cas réel et complexe, d’estimation du ﬂux et de la position. Cette étude est
divisée en deux grandes étapes. Avec la première, minimisant les erreurs d’estimation
sur des grilles de pôles, nous déterminons des jeux de pôles optimaux en fonction du
régime et du cas considéré. Sans grande surprise, la proportionnalité de ces pôles op-
timaux au régime a disparu, mais la tendance reste toutefois globalement la même,
les pôles optimaux augmentant avec le régime. Nous constatons par ailleurs que les
193
Chapitre 6. Observateur non linéaire de Luenberger - Impact du bruit de mesure et
choix des pôles
résultats sont relativement comparables que l’on utilise deux pôles réels ou un pôle
complexe. Il faut toutefois se montrer prudent quant aux problèmes numériques que
pourraient causer deux pôles réels trop proches ou un pôle complexe à partie imaginaire
quasi nulle. Nous remarquons également que les pôles optimaux sont diﬀérents que l’on
souhaite minimiser l’erreur de ﬂux ou l’erreur de position. Ceci incite à utiliser deux
observateurs simultanément, l’un pour le ﬂux, l’autre pour la position. Deux observa-
teurs simultanés, c’est aussi ce qu’il nous faut pour couvrir correctement toute la plage
de fonctionnement. En conﬁrmation de l’étude théorique, nous constatons en eﬀet que
l’utilisation d’un unique jeu de pôles ne permet pas d’obtenir des estimations satisfai-
santes à tous les régimes. Deux réglages diﬀérents, semblant complémentaires, sont alors
retenus. Les analyses de Monte-Carlo de la seconde étape permettent de valider le choix
des pôles sur diﬀérents proﬁls de régime présentant des caractéristiques variées. Les ré-
sultats sont plutôt concluants, au moins l’un des deux observateurs fournissant à tout
instant une bonne estimation, excepté aux très bas régimes pour lesquels l’utilisation
d’un troisième observateur pourrait s’avérer judicieuse. Ces analyses de Monte-Carlo
sont également l’occasion de déterminer des zones de fonctionnement pour chacun des
deux observateurs, séparées par un régime seuil. Une estimation grossière du régime
permet alors d’alterner automatiquement entre les deux observateurs et d’obtenir des
estimations convaincantes sur la totalité d’un proﬁl présentant des hauts comme des
bas régimes.
Par ailleurs, nous avons évoqué la possibilité de débiaiser les estimations à partir
du calcul des formules explicites du biais. Une telle expression a été déterminée pour
le biais sur le ﬂux et il peut être envisagé d’en faire de même pour la position. Cette
possibilité de débiaiser n’a pas été testée, mais elle peut s’avérer une voie d’exploration
intéressante.
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Chapitre 7
Observation avec mesure de
position : Observateur de
Kreisselmeier
Ce chapitre s’intéresse à l’observation des paramètres physiques (résistance, ﬂux et
inductance) de la MSAP dans le cas où la position est connue, via le développement d’un
observateur dit de Kreisselmeier. Comme l’observateur de Luenberger, cet observateur
n’est basé que sur les équations électriques de la machine pour le rendre robuste aux
paramètres relatifs à la charge mécanique connectée à l’arbre du moteur. Mais ceci
impose de disposer de la mesure de la position du rotor. S’il a pour ambition d’estimer
en ligne simultanément la résistance des enroulements, l’intensité du ﬂux des aimants
et l’inductance à l’aide des mesures des courants et tensions et de la position, nous nous
intéresserons également à des observations partielles, notamment la plus importante à
nos yeux du fait de la dépendance de ces deux paramètres à la température, à savoir
celle de la résistance et du ﬂux à inductance connue.
Après avoir exposé le problème d’estimation au paragraphe 7.1, nous étudions l’ob-
servabilité des trois paramètres au paragraphe 7.2. A défaut d’établir une condition
nécessaire et suﬃsante d’observabilité, une condition nécessaire, presque toujours suf-
ﬁsante en pratique, y est explicitée, laquelle est complétée par un test d’observabilité
fournissant une condition suﬃsante. En suivant la même démarche que pour l’obser-
vateur de Luenberger, l’observateur de Kreisselmeier est introduit dans le cas idéal au
paragraphe 7.3, i.e. quand les signaux mesurés sont égaux aux signaux exacts. Le para-
graphe 7.4 adapte alors cet observateur au cas réaliste. Enﬁn, le paragraphe 7.5 propose
une étude en simulation de l’observateur, visant notamment à discuter du réglage de
ses diﬀérents degrés de liberté, à tester sa robustesse à une mauvaise connaissance de
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paramètres supposés connus et au bruit de mesure, et à se faire une idée de la qualité
des estimations auxquelles on peut s’attendre. Notons que des résultats expérimen-
taux sont présentés au chapitre 8 et des résultats complémentaires en simulation dans
l’annexe B.
Remarque : Dans ce chapitre, nous travaillons dans le repère (α, β). Ainsi, pour
simpliﬁer les équations, nous noterons i = iαβ , u = uαβ , etc. De plus, nous supposons
que la machine est à pôles lisses, soit Ld = Lq = L.
7.1 Modèle et problème d’estimation
Aﬁn d’obtenir un modèle pour résoudre le problème d’estimation des trois para-
mètres physiques L, R et φ du moteur, nous notons que la résistance et le ﬂux varient
suﬃsamment lentement sous l’eﬀet de la température pour pouvoir considérer leurs
variations comme nulles quand on les compare aux constantes de temps électriques ou
mécaniques. Il en va de même pour les possibles variations de l’inductance dues à des
eﬀets de saturation magnétique.
Remarquons que, pour un modèle d’une MSAP, si on choisit comme état (i, θ, ω),
alors l’observabilité diﬀérentielle à l’ordre 1 est garantie dès que ω est non nulle, comme
démontré dans [19], et ceci quelle que soit la partie mécanique. En revanche, si, comme
dans notre cas, on rajoute ne serait-ce qu’un des paramètres R, L ou φ comme compo-
sante de l’état à observer, alors l’observabilité diﬀérentielle doit être regardée à l’ordre
2, ce qui fait explicitement intervenir la partie mécanique, qui elle-même requiert des
hypothèses sur le comportement du couple. Par contre, si on suppose que θ est mesurée,
on n’a plus besoin de faire intervenir la partie mécanique. C’est cette dernière voie que
nous suivons. Ainsi, le modèle que nous utilisons repose uniquement sur les équations
électriques de la modélisation classique de la MSAP à pôles lisses dans le repère (α, β)
(1.19) et est donné par :
χ˙K =

L˙
R˙
φ˙
 =

0
0
0
 ,
L
︷˙︷
i = −Ri+ ωφ
 sin θ
− cos θ
+ u ,
y = i .
(7.1)
Ce modèle a pour entrées u et θ, pour état (χK , i) et pour sortie mesurée i. Il n’est pas
sous forme standard d’état puisque la dérivée ω de l’entrée θ intervient. Son intérêt est
196
7.2. Etude de l’observabilité
que, ce dernier point mis à part, il nous permet de résoudre notre problème d’estimation
par la technique bien connue des observateurs linéaires adaptatifs.
Insistons bien sur le fait que (7.1) n’est pas le modèle d’une MSAP puisque la partie
mécanique du modèle n’est pas prise en compte. Du coup, θ peut être n’importe quelle
fonction du temps, alors que, dans la réalité, θ est donnée par l’équation diﬀérentielle
Jmθ¨ = pφ(−iα sin θ + iβ cos θ)− τL. On remarque que si τL peut être n’importe quelle
fonction du temps, le problème reste le même, puisqu’on peut toujours satisfaire l’équa-
tion mécanique (voir (7.5)). En revanche, si un modèle est imposé pour τL (couple de
charge constant, suivant une rampe, etc.), alors la prise en compte de l’équation méca-
nique a son utilité. Dans notre cas, nous ne traitons donc pas le modèle d’un moteur
mais celui d’un système dynamique qui a a priori beaucoup plus de solutions possibles,
rien n’étant imposé pour θ. Si cette non prise en compte de la partie mécanique associée
à un modèle du couple de charge, certes rend probablement plus délicate l’observabilité,
comme nous le verrons au paragraphe suivant, et nous contraint à utiliser la mesure
de la position, il s’agit néanmoins d’un choix délibéré de notre part dans une optique
de robustesse aux paramètres relatifs à la charge mécanique. Rappelons en eﬀet que
notre objectif est l’estimation de la résistance et du ﬂux et pas celle de la position, de
la vitesse ou encore du couple de charge.
Avant d’entrer dans la présentation de cette solution, intéressons-nous à l’observa-
bilité en général ou à celle d’un seul ou de deux de ces paramètres, l’autre ou les autres
étant alors supposé(s) connu(s).
7.2 Etude de l’observabilité
Dans cette partie, nous cherchons à savoir si les trois paramètres intervenant dans le
modèle (7.1), i.e. R, L et φ, sont observables. A cette ﬁn nous cherchons s’il existe deux
moteurs diﬀérents produisant la même sortie pour les mêmes entrées. Plus précisément,
nous voulons savoir s’il existe ou pas deux jeux de paramètres diﬀérents (R¯, L¯, φ¯) 6=
(R,L, φ) produisant la même sortie i pour les mêmes entrées (u, θ). Nous avons tout
d’abord la proposition suivante :
Proposition 7.1. Soient (R,L, φ) et (R¯, L¯, φ¯) deux jeux de paramètres distincts tel que
le produit (R− R¯)(L− L¯) est strictement positif. Pour toute fonction dérivable t 7→ θ(t)
(ce qui nous donne la fonction t 7→ ω(t) = θ˙(t)), il existe une entrée t 7→ ubad(t) et une
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sortie t 7→ ibad(t) satisfaisant :
L
︷˙︷
i bad = −Ribad + φω
 sin θ
− cos θ
+ ubad ,
L¯
︷˙︷
i bad = −R¯ibad + φ¯ω
 sin θ
− cos θ
+ ubad .
(7.2)
Démonstration. Il suﬃt de prendre ibad comme une solution de :
(L− L¯)︷˙︷i bad = −(R− R¯)ibad + (φ− φ¯)ω
 sin θ
− cos θ
 , (7.3)
qui est bornée en temps positif puisque (L − L¯) et (R − R¯) sont de même signe, puis
de prendre ubad donnée par :
ubad = Ribad − φω
 sin θ
− cos θ
− L︷˙︷i bad . (7.4)
Nous en concluons que le modèle (7.1) n’est pas uniformément observable puisqu’il
existe de "mauvaises" entrées ne permettant pas la distinguabilité de son état. Nous
remarquons par ailleurs que la prise en compte de la dynamique mécanique n’y chan-
gerait rien si le couple de charge est inconnu. Il suﬃt en eﬀet de prendre pour chacun
des moteurs un couple approprié donné par :
τL = −Jmω˙ + pφiTbad
 − sin θ
cos θ
 ,
τ¯L = −J¯mω˙ + pφ¯iTbad
 − sin θ
cos θ
 .
(7.5)
Le problème d’observabilité que nous avons détecté sur notre modèle (7.1) existe donc
aussi sur le modèle complet du moteur, i.e. prenant en compte également la partie
mécanique du modèle, si le couple de charge peut être n’importe quelle fonction du
temps, ce qui est en général le cas en réalité. Cependant, en pratique, les équations des
observateurs construits à partir du modèle complet de la MSAP imposent usuellement
un modèle sur le couple de charge, ce qui peut permettre de limiter les couples ibad/ubad,
voire de se défaire entièrement de ces problèmes d’observabilité. Ainsi, par exemple, les
observateurs adaptatifs interconnectés présentés dans [15] et [19], estimant le régime,
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la position, le couple de charge et la résistance, ainsi que le ﬂux pour le premier et
l’inductance pour le second, utilisent l’équation de la mécanique en supposant le couple
de charge constant.
Heureusement, ces non-observabilités ne sont obtenues que pour des mauvaises en-
trées très particulières, comme nous le verrons plus loin. En revanche la possibilité
de passer au voisinage de telles entrées est possible, ceci engendrant un mauvais condi-
tionnement du problème d’observation. Aﬁn de nous garder de toute mauvaise surprise,
nous pouvons eﬀectuer en ligne un test d’observabilité, lequel permettra en outre de
corroborer les résultats obtenus sur les cas traités.
7.2.1 Test d’observabilité
Le test d’observabilité proposé s’inspire du grammien d’observabilité ([6, §6.2.1]) et
fournit une condition suﬃsante d’observabilité. Il nécessite la connaissance de la vitesse,
ce qui n’est pas un problème insurmontable puisque la position est mesurée.
Proposition 7.2. Soit P (t) la matrice vérifiant :
P˙ (t) = −αpP (t) +MTO(t)MO(t) , (7.6)
avec αp un coefficient strictement positif et :
MO =
 u i
 ω sin θ
−ω cos θ
  . (7.7)
S’il existe ǫp > 0, tel que le déterminant de P (t) est supérieur à ǫp, alors l’état χK est
observable sur l’horizon [0, t].
Démonstration. L’état χK est observable si :
L
︷˙︷
i = −Ri+ ωφ
 sin θ
− cos θ
+ u
L¯
︷˙︷
i = −R¯i+ ωφ¯
 sin θ
− cos θ
+ u
 ∀t ⇒ χK = χ¯K , (7.8)
soit si :
(L− L¯)︷˙︷i = −(R− R¯)i+ ω(φ− φ¯)
 sin θ
− cos θ
 ∀t ⇒ χK = χ¯K . (7.9)
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En remplaçant alors
︷˙︷
i par son expression, ceci est équivalent à :
(L− L¯)u− (L− L¯)Ri+ (L− L¯)ωφ
 sin θ
− cos θ

+L(R¯−R)i− Lω(φ− φ¯)
 sin θ
− cos θ
 = 0 ∀t ⇒ χK = χ¯K
⇐⇒ (L− L¯)u+ (L¯R− LR¯)i+ (Lφ¯− L¯φ)ω
 sin θ
− cos θ
 = 0 ∀t ⇒ χK = χ¯K
⇐⇒MO(t)e = 0 ∀t ⇒ χK = χ¯K ,
(7.10)
avec :
e = (L− L¯, L¯R− LR¯, Lφ¯− L¯φ)T . (7.11)
Comme nous avons e = 0⇒ χK = χ¯K , le système est observable si :
eTMO(t)
TMO(t)e = 0 ∀t ⇒ e = 0 . (7.12)
Nous déﬁnissons alors :
P (t) =
∫ t
0
exp(−αp(t− s))MO(s)TMO(s)ds , (7.13)
et comme nous avons :
eTP (t)e = 0 ⇒ eTMO(t)TMO(t)e = 0 ∀t ∈ [0, T ] , (7.14)
une condition suﬃsante d’observabilité est l’inversibilité de P (t).
En pratique, le test consiste à implémenter en ligne l’équation diﬀérentielle :
P˙ (t) = −αpP (t) +MTO(t)MO(t) (7.15)
et à évaluer le déterminant de P (t).
7.2.2 Etude de l’observabilité dans le cas de courants ﬁctifs id et iq
constants
Pour vériﬁer que les mauvaises entrées sont très particulières, nous étudions dans ce
paragraphe l’observabilité dans le cas usuel de courants ﬁctifs id et iq constants. Comme
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la position θ est supposée connue, nous pouvons faire cette étude dans le repère (d, q).
Dans le repère (d, q), avec id et iq constants et Ld = Lq = L, les équations électriques
de la modélisation classique (1.15) s’écrivent :
ud(t) = Rid − ω(t)Liq ,
uq(t) = Riq + ω(t)(Lid + φ) .
(7.16)
L’état χK est donc observable si : (R− R¯)id − ω(t)(L− L¯)iq = 0
(R− R¯)iq + ω(t)(L− L¯)id + ω(t)(φ− φ¯) = 0
 ∀t ⇒ χK = χ¯K . (7.17)
En dérivant en t, nous obtenons la condition d’observabilité diﬀérentielle à l’ordre K 1 :

−ω(t)iq id
−ω˙(t)iq 0
−ω¨(t)iq 0
...
...
−ω(K)(t)iq 0

 L− L¯
R− R¯
 = 0

ω(t)id iq ω(t)
ω˙(t)id 0 ω˙(t)
ω¨(t)id 0 ω¨(t)
...
...
...
ω(K)(t)id 0 ω
(K)(t)


L− L¯
R− R¯
φ− φ¯
 = 0

∀t ⇒

L
R
φ
 =

L¯
R¯
φ¯
 .
(7.18)
Nous en déduisons la proposition suivante.
Proposition 7.3. Si les courants fictifs id et iq sont constants, l’état χK = (L,R, φ)
est différentiellement observable à l’ordre K si et seulement si le courant iq est non nul
et pour tout temps t si au moins une des K dérivées en temps du régime est non nulle.
Démonstration. Supposons iq 6= 0 et qu’à l’instant t, la k-ème dérivée ω(k) de ω est non
nulle. Nous pouvons alors tirer les 3 équations suivantes de (7.18) :

−ω(k)(t)iq 0 0
ω(t)id iq ω(t)
ω(k)(t)id 0 ω
(k)(t)


L− L¯
R− R¯
φ− φ¯
 = 0 . (7.19)
1. Pour une déﬁnition, se référer au paragraphe 4.4.1 ou à [16, deﬁnition 4.2].
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Le déterminant de la matrice de gauche étant −ω(k)(t)2i2q 6= 0, on en déduit le résultat.
Inversement, si iq est nul, alors les seules lignes non nulles dans (7.18) sont du type
0 id 0
ω(k)(t)id 0 ω
(k)(t)
ω(j)(t)id 0 ω
(j)(t)


L− L¯
R− R¯
φ− φ¯
 = 0 . (7.20)
Donc aucun mineur d’ordre 3 ne peut être non nul. De même, si pour tout k, ω(k)
est nul, seules deux lignes sont non nulles dans (7.18). Il n’existe alors aucun mineur
d’ordre 3 non nul.
Si la condition énoncée dans cette proposition n’est pas satisfaite, il est tout de
même possible que certains des paramètres soient observables, ceci nécessitant éven-
tuellement la connaissance d’un ou des autre(s) paramètre(s). En regardant par quoi
est multiplié chacun des écarts de paramètre dans (7.18), on trouve directement les
conditions nécessaires suivantes :
• Si L est diﬀérentiellement observable, alors id ou iq est non nul, et ω ou au moins
une de ses dérivées en temps est non nulle.
• Si R est diﬀérentiellement observable, alors id ou iq est non nul.
• Si φ est diﬀérentiellement observable, alors ω ou au moins une de ses dérivées en
temps est non nulle.
Ces conditions ne sont toutefois pas suﬃsantes. Il existe également des cas où il est
nécessaire de connaître la valeur d’un paramètre pour connaître les deux autres, des
cas où l’on peut observer un paramètre indépendamment des autres et où l’observabilité
d’un second paramètre nécessite la connaissance du troisième, etc. Face à cette diversité
de situations, le tableau 7.1 présente les diﬀérents paramètres observables dans chacun
des diﬀérents cas que constituent la nullité ou non des courants id et iq, du régime
ω et de ses dérivées. Notons que pour id, iq et ω, 0 signiﬁe nul et 1 signiﬁe non nul.
Par contre, pour ω(k), 0 signiﬁe que toutes les dérivées de ω sont nulles, tandis que
1 signiﬁe qu’au moins l’une des dérivées est non nulle. Par ailleurs, la notation R(φ)
(respectivement φ(R), L(φ), φ(L)) signiﬁe que l’on peut observer R (respectivement
φ, L, φ) si φ (respectivement R, φ, L) est connu. On constate donc qu’il existe déjà
beaucoup de situations diﬀérentes dans ce cas simple à courants id et iq constants. Et
ces situations vont se multiplier à l’inﬁni dans le cas général, du fait de la perte du
rôle équivalent joué ici par toutes les dérivées successives de ω. Nous nous limiterons
alors dans le cas général à déterminer des conditions nécessaires d’observabilité, le test
d’observabilité présenté au paragraphe 7.2.1 pouvant être utilisé en complément.
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Table 7.1 – Observabilité des paramètres dans les diﬀérents cas quand les courants id
et iq sont constants
ω(k) ω id iq Param. observables ω
(k) ω id iq Param. observables
0 0 0 0 - 1 0 0 0 φ
0 0 0 1 R 1 0 0 1 L,R,φ
0 0 1 0 R 1 0 1 0 R + L(φ) ou φ(L)
0 0 1 1 R 1 0 1 1 L,R,φ
0 1 0 0 φ 1 1 0 0 φ
0 1 0 1 L + R(φ) ou φ(R) 1 1 0 1 L,R,φ
0 1 1 0 R + L(φ) ou φ(L) 1 1 1 0 R + L(φ) ou φ(L)
0 1 1 1 1 connu ⇒ 2 autres 1 1 1 1 L,R,φ
7.2.3 Etude de l’observabilité dans le cas général
Dans ce paragraphe, nous reprenons ce que nous venons de faire, mais cette fois
sans l’hypothèse que id et iq sont constants. Dans le repère (d, q), avec Ld = Lq = L,
les équations électriques de la modélisation classique (1.15) s’écrivent :
L
︷˙︷
id(t) = −Rid(t) + ω(t)Liq(t) + ud(t) ,
L
︷˙︷
iq(t) = −Riq(t)− ω(t)L(iq(t) + φ) + uq(t) .
(7.21)
L’état χK est donc observable si : (R− R¯)id(t) + (L− L¯)(
︷˙︷
id(t)− ω(t)iq(t)) = 0
(R− R¯)iq(t) + (L− L¯)(
︷˙︷
iq(t) + ω(t)id(t)) + ω(t)(φ− φ¯) = 0
 ∀t ⇒ χK = χ¯K .
(7.22)
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En dérivant en t, nous obtenons la condition d’observabilité diﬀérentielle à l’ordre K :


︷˙︷
id(t)− ω(t)iq(t) id(t)︷¨︷
id(t)− ω˙(t)iq(t)− ω(t)
︷˙︷
iq(t)
︷˙︷
id(t)...︷︷
id(t)− ω¨(t)iq(t)− 2ω˙(t)
︷˙︷
iq(t)− ω(t)
︷¨︷
iq(t)
︷¨︷
id(t)
...
...
i
(K)
d (t)− . . .− ω(t)i(K−1)q (t) i(K−1)d (t)

L− L¯
R− R¯
 = 0
 ︷˙︷
iq(t) + ω(t)id(t) iq(t) ω(t)︷¨︷
iq(t) + ω˙(t)id(t) + ω(t)
︷˙︷
id(t)
︷˙︷
iq(t) ω˙(t)...︷︷
iq(t) + ω¨(t)id(t) + 2ω˙(t)
︷˙︷
id(t) + ω(t)
︷¨︷
id(t)
︷¨︷
iq(t) ω¨(t)
...
...
...
i(K)q (t) + . . .+ ω(t)i
(K−1)
d (t) i
(K−1)
q (t) ω
(K−1)(t)


L− L¯
R− R¯
φ− φ¯
 = 0

∀t
⇒

L
R
φ
 =

L¯
R¯
φ¯
 .
(7.23)
La seconde matrice du système (7.23) peut désormais être de rang 3 au maximum et
la première de rang 2. La diﬃculté d’exprimer des conditions suﬃsantes d’observabilité
vient du fait de la possible existence de relations particulières entre id, iq, ω et leurs
dérivées, lesquelles viendraient abaisser le rang de ces matrices, par exemple si, entre
autres, (
︷˙︷
iq + ωid)
︷˙︷
iq = (
︷¨︷
iq + ω˙id + ω
︷˙︷
id)iq. La présence des dérivées de id et iq permet
donc d’ajouter de l’information et, en toute logique, d’améliorer l’observabilité, mais,
si on est malchanceux, elle peuvent également détruire de l’information. En revanche,
il est toujours possible d’établir des conditions nécessaires d’observabilité en regardant,
comme précédemment, par quoi est multiplié chacun des écarts de paramètres dans
(7.23). Ainsi :
• Si L est diﬀérentiellement observable, alors au moins une des dérivées de id ou iq
est non nulle, ou ω ou une de ses dérivées est non nulle et id ou iq est non nul.
• Si R est diﬀérentiellement observable, alors id, iq ou au moins une de leurs dérivées
est non nul.
• Si φ est diﬀérentiellement observable, alors ω ou au moins une de ses dérivées est
non nulle.
On sait également, d’après le cas particulier étudié au paragraphe précédent, que si
id et iq sont constants, alors les trois paramètres sont observables si et seulement si
iq 6= 0 et qu’au moins l’une des dérivées de ω est non nulle. De tout ceci, on déduit la
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condition nécessaire d’observabilité indiquée par la proposition suivante :
Proposition 7.4. Une condition nécessaire d’observabilité différentielle à l’ordre K
de l’état χK = (L,R, φ)
T est donnée par : pour tout t, (une dérivée du courant id(t)
ou iq(t) est non nulle, et le régime ω(t) ou une de ses K dérivées est non nul) ou (le
courant iq(t) est non nul, et au moins une des K dérivées du régime ω(t) est non nulle).
Comme nous l’avons évoqué, cette condition n’est donc mathématiquement pas
suﬃsante, mais elle l’est quasiment en pratique. Par ailleurs, cette proposition indique
notamment qu’il est nécessaire que, soit le régime soit variable, soit le courant id ou
iq soit variable, pour que l’état χK soit diﬀérentiellement observable. Ainsi, pour la
solution particulière introduite au paragraphe 2.1, l’état χK n’est pas observable.
Cas où un ou deux paramètres sont connus
Si l’état χK n’est pas observable, il est toutefois parfois possible d’observer quand
même un ou deux des trois paramètres. Dans ce paragraphe, nous nous intéressons à
ces observabilités partielles, tout d’abord en précisant les conditions nécessaires d’ob-
servabilité diﬀérentielle de deux paramètres quand l’autre est connu (non suﬃsantes
toujours pour la même raison de possible existence de relations particulières), puis les
conditions nécessaires et suﬃsantes d’observabilité diﬀérentielle d’un paramètre quand
les deux autres sont connus. Les propositions suivantes sont obtenues à partir de (7.23),
en ne considérant pas, dans les deux matrices, les colonnes des paramètres connus.
Proposition 7.5. Si l’inductance L est connue, une condition nécessaire d’observabilité
différentielle à l’ordre K de la résistance R et du flux φ est donnée par : pour tout t,
(id(t) ou l’une de ses K dérivées est non nul et ω(t) ou l’une de ses K dérivées est non
nul) ou (il existe j et k dans {0, . . . ,K} tels que i(j)q (t)ω(k)(t) 6= i(k)q (t)ω(j)(t)).
Proposition 7.6. Si la résistance R est connue, une condition nécessaire d’observabi-
lité différentielle à l’ordre K de l’inductance L et du flux φ est donnée par : pour tout
t, (
︷˙︷
id(t) − ωiq(t) ou l’une de ses K dérivées est non nul, et ω(t) ou l’une de ses K
dérivées est non nul) ou (il existe j et k dans {0, . . . ,K} tels que [︷˙︷iq+ωid](j)(t)ω(k)(t) 6=
[
︷˙︷
iq + ωid]
(k)(t)ω(j)(t)).
Proposition 7.7. Si le flux φ est connu, une condition nécessaire d’observabilité diffé-
rentielle à l’ordre K de l’inductance L et de la résistance R est donnée par : pour tout
t, il existe j et k dans {0, . . . ,K} tels que ([︷˙︷id−ωiq](j)(t)i(k)d (t) 6= [︷˙︷id−ωiq](k)(t)i(j)d (t))
ou [
︷˙︷
iq + ωid]
(j)(t)i(k)q (t) 6= [
︷˙︷
iq + ωid]
(k)(t)i(j)q (t)).
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Proposition 7.8. Si l’inductance L et la résistance R sont connues, alors le flux φ est
différentiellement observable à l’ordre K si et seulement si, pour tout t, le régime ω ou
l’une de ses K dérivées est non nul.
Proposition 7.9. Si l’inductance L et le flux φ sont connus, alors la résistance R est
différentiellement observable à l’ordre K si et seulement si pour tout t, le courant id(t)
ou iq(t)) ou une de leurs K dérivées est non nul.
Proposition 7.10. Si la résistance R et le flux φ sont connus, alors l’inductance L est
différentiellement observable à l’ordre K si et seulement si pour tout t,
︷˙︷
id(t) − ωiq(t)
ou
︷˙︷
iq(t) + ωid(t) ou une de leurs K dérivées est non nul.
Remarque : Il existe aussi des cas d’observabilité d’un ou deux paramètres sans
connaissance nécessaire du ou des paramètres non observés, à l’instar de ce que l’on a
vu lors de l’étude du cas particulier à courants id et iq constants (cf. tableau 7.1). Ces
cas ne sont pas détaillés ici.
7.2.4 Bilan sur l’observabilité de l’état χK
En résumé, l’état χK = (L,R, φ)T n’est pas partout observable et, comme il existe
une inﬁnité de situations diﬀérentes suivant la nullité ou non des signaux de courants id,
iq et de leurs dérivées ainsi que du régime et de ses dérivées, il est diﬃcile d’établir une
condition nécessaire et suﬃsante d’observabilité. En revanche, une condition nécessaire
d’observabilité est donnée par la proposition 7.4, laquelle indique notamment qu’il est
nécessaire que, soit le régime, soit le courant id, soit le courant iq soit variable. En
particulier, si le régime ou le couple varie et que l’autre est non nul, alors la condition
nécessaire est respectée. Si cette condition nécessaire n’est pas mathématiquement suf-
ﬁsante, elle l’est quasiment en pratique, à moins de se heurter à des cas très particuliers.
Pour ne pas prendre de risque, le test d’observabilité de la proposition 7.2, qui fournit
une condition suﬃsante d’observabilité, peut être, en parallèle, implémenté en ligne en
complément. Par ailleurs, quelques conditions nécessaires (et suﬃsantes) ont été pré-
sentées sur le cas particulier à courants ﬁctifs constants ou dans le cas d’observations
partielles de l’état χK .
Enﬁn, notons que nous avons étudié ici l’observabilité dans le cas d’un moteur à
pôles lisses. Peut-être la prise en compte de la saillance pourrait-elle simpliﬁer l’étude
de l’observabilité. Ou non...
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7.3 Observateur de Kreisselmeier dans le cas idéal
Nous proposons d’exploiter la linéarité en les paramètres du modèle (7.1) par l’im-
plémentation d’un des observateurs linéaires adaptatifs [38] que l’on trouve dans la
littérature. Nous avons retenu celui décrit par Kreisselmeier dans [24]. Dans un pre-
mier temps, nous présentons cet observateur dans le cas idéal, i.e. quand les signaux
mesurés sont égaux aux signaux exacts, la modélisation classique étant alors de mise.
Nous nous intéresserons à l’implémentation dans le cas réaliste au paragraphe suivant.
A ce stade, nous cherchons à estimer l’état complet sans nous préoccuper de son obser-
vabilité. Celle-ci réapparaîtra plus tard sous forme d’inversabilité d’une matrice. Nous
préciserons en ﬁn de paragraphe comment n’estimer qu’une partie de cet état, que ce
soit pour raison de non observabilité ou par choix.
Le but de l’observateur de Kreisselmeier est de transformer les équations à l’aide
de ﬁltres stables, de degré relatif supérieur ou égal à 1, aﬁn de remplacer les équations
données par (7.1) par des équations toujours linéaires en les paramètres, mais ne faisant
plus intervenir les dérivées. Le problème d’estimation est alors résoluble, par exemple,
par moindres carrés. En eﬀet, en l’état, les équations électriques du moteur peuvent
s’écrire de manière linéaire en les paramètres à estimer mais elles font intervenir des
dérivées de signaux auxquelles nous n’avons pas accès. Pour contourner ce problème,
nous intégrons ces équations à l’aide de ﬁltres de degré relatif un.
Reprenons le modèle (7.1) en introduisant la notation :
γ(t) =
 cos θ(t)
sin θ(t)
 , (7.24)
en se rappelant que, la position étant mesurée, γ(t) est connu. Nous obtenons :
L
︷˙︷
i (t) = −Ri(t)− φγ˙(t) + u(t) . (7.25)
Nous adoptons aussi la notation :
if (t) = H0(s)i(t) , avec H0(s) =
µ
s+ µ
, (7.26)
pour déﬁnir le signal ﬁltré if solution de :
︷˙︷
if (t) = −µ(if (t)− i(t)) , (7.27)
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soit :
if (t) = e
−µtif (0) + µ
t∫
0
e−µ(t−s)i(s)ds . (7.28)
On a alors aussi
︷˙︷
if (t) = H0(s)
︷˙︷
i (t), et on pose de la même manière uf (t) = H0(s)u(t)
et γ0f (t) = H0(s)γ(t), ce qui entraîne γ˙0f (t) = H0(s)γ˙(t). Du fait de la linéarité, on a
du coup :
g0(t) = H0(s)f0(t) , (7.29)
avec :
f0(t) = L
︷˙︷
i (t) +Ri(t) + φγ˙(t)− u(t) = 0 ,
g0(t) = L
︷˙︷
if (t) +Rif (t) + φγ˙0f (t)− uf (t) .
(7.30)
Ainsi :
g˙0(t) + µg0(t) = µf0(t) = 0 , (7.31)
et donc :
g0(t) = e
−µtg0(0) . (7.32)
En prenant µ > 0, g0(t) est nulle en régime établi, i.e. en régime établi, l’équation
suivante est vériﬁée :
L
︷˙︷
if (t) +Rif (t) + φγ˙0f (t) = uf (t) . (7.33)
En déterminant
︷˙︷
if , if , γ˙0f et uf , et en disposant de plusieurs répétitions de (7.33), on
peut alors estimer χK = (L,R, φ)T comme solution aux moindres carrés de (7.33) et de
ses répétitions. Pour ce faire, deux points restent à préciser : la façon dont on détermine
les signaux ﬁltrés et la manière dont on implémente les moindres carrés.
7.3.1 Obtention des signaux ﬁltrés
Pour implémenter l’observateur, les signaux
︷˙︷
if , if , γ˙0f et uf sont nécessaires. Leur
obtention ne présente pas de diﬃculté particulière en utilisant les représentations d’état
suivantes. Aﬁn de déterminer If = (
︷˙︷
if if )
T , on considère :
x˙i(t) = −µ xi(t) + µ i(t) ,
If (t) =
 −µ
1
 xi(t) +
 µ
0
 i(t) . (7.34)
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De même, γ˙0f est déterminé à l’aide de la représentation d’état (7.35), en posant Γ0f =
(γ˙0f γ0f )
T :
x˙γ0(t) = −µ xγ0(t) + µ γ(t) ,
Γ0f (t) =
 −µ
1
 xγ0(t) +
 µ
0
 γ(t) . (7.35)
Enﬁn, pour déterminer Uf = uf , on considère :
x˙u(t) = −µ xu(t) + µ u(t) ,
Uf (t) = xu(t) .
(7.36)
7.3.2 Approche par une formulation faible
Pour justiﬁer ce que nous appellerons par la suite "moindres carrés en espace", il
est utile de donner une autre interprétation de l’équation (7.33). Notre point de départ
est que, à chaque instant t, le modèle (7.25) écrit aux instants s, i.e.
L
︷˙︷
i (s) = −Ri(s)− φγ˙(s) + u(s) , ∀s ≤ t (7.37)
nous donne une inﬁnité d’équations. Pour nous ramener à un nombre ﬁni d’équations,
nous projetons, au sens de l’espace Hilbertien des fonctions de carrés intégrables L2(]−
∞, t]), sur un sous-espace de dimension ﬁnie engendré par m fonctions tests notées ψk,
1 ≤ k ≤ m. Précisément, nous nous ramenons aux m équations :
t∫
−∞
ψk(t, s)
[
L
︷˙︷
i (s) +Ri(s) + φγ˙(s)− u(s)
]
ds = 0 . (7.38)
En choisissant ces fonctions tests décroissantes vers 0 suﬃsamment vite lorsque s tend
vers −∞, une intégration par parties donne :
L
ψk(t, t)i(t)− t∫
−∞
∂ψk
∂s
(t, s)i(s)ds
+ φ
ψk(t, t)γ(t)− t∫
−∞
∂ψk
∂s
(t, s)γ(s)ds

+R
 t∫
−∞
ψk(t, s)i(s)ds
 = t∫
−∞
ψk(t, s)u(s)ds .
(7.39)
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Nous réecrivons ces m équations sous la forme plus compacte :
Lipk(t) + φγpk(t) +Rik(t) = uk(t) , (7.40)
avec les notations :
ipk(t) = ψk(t, t)i(t)−
t∫
−∞
∂ψk
∂s
(t, s)i(s)ds ,
γpk(t) = ψk(t, t)γ(t)−
t∫
−∞
∂ψk
∂s
(t, s)γ(s)ds ,
ik(t) =
t∫
−∞
ψk(t, s)i(s)ds ,
uk(t) =
t∫
−∞
ψk(t, s)u(s)ds .
(7.41)
Un choix possible pour ces fonctions tests est :
ψk(t, s) = µk exp(−µk[t− s]) , (7.42)
et dans ce cas, nous avons :
ipk(t) =
µks
s+ µk
i(t) ,
γpk(t) =
µks
s+ µk
γ(t) ,
ik(t) =
µk
s+ µk
i(s) ,
uk(t) =
µk
s+ µk
u(t) .
(7.43)
De la sorte, lorsque m = 1, nous retrouvons (7.33). Mais nous pouvons également
prendre m plus grand de façon à obtenir, à chaque instant t, plus d’équations que
d’inconnues. C’est ce cas que nous appelons "en espace".
7.3.3 Implémentation des moindres carrés
Comme nous venons de le voir au paragraphe précédent, une voie possible pour réa-
liser l’estimation des paramètres R, L et φ est l’utilisation de moindres carrés en espace
avec m ﬁltres implémentés en parallèle, pouvant être vus comme issus de l’utilisation
de m fonctions tests ψk données par (7.42), m devant être suﬃsamment grand pour
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disposer d’au moins autant d’équations que d’inconnues. Une autre voie a également
été étudiée : l’utilisation de moindres carrés récursifs, i.e. en temps, avec un seul ou
plusieurs ﬁltre(s), et avec facteur d’oubli. On note que les moindres carrés récursifs avec
plusieurs ﬁltres sont des moindres carrés à la fois en temps et en espace.
Considérons l’implémentation de m ﬁltres en parallèle (avec possibilité de prendre
m = 1 dans le cas des moindres carrés récursifs). Pour 1 ≤ k ≤ m, on note ifk(t) =
H0k(s)i(t) avec H0k(s) =
µk
s+ µk
. De même, on note γ0fk(t) = H0k(s)γ(t) et ufk(t) =
H0k(s)u(t). On a alors :
y0K(t) = Φ0K(t)χK , (7.44)
avec le vecteur, de taille 2m, y0K(t) et la matrice, de dimension 2m× 3, Φ0K(t) donnés
par :
y0K(t) =

uf1(t)
...
ufm(t)
 et Φ0K(t) =

˙︷ ︷
if1(t) if1(t) γ˙0f1(t)
...
...
...
˙︷ ︷
ifm(t) ifm(t) γ˙0fm(t)
 . (7.45)
Résolution par moindres carrés en espace
Dans le cadre de la résolution par moindres carrés en espace, 2m doit être supérieur
ou égal au nombre de paramètres à estimer. Si on cherche à estimer χK en entier, on
prend donc m ≥ 2. L’estimation, par moindres carrés en espace, χ̂KE de χK à l’instant
t est donnée par :
χ̂KE (t) = argminχK
‖y0K(t)− Φ0K(t)χK‖2 = (ΦT0K(t)Φ0K(t))−1ΦT0K(t)y0K(t) . (7.46)
Notons que, s’il y a observabilité, la matrice ΦT0K(t)Φ0K(t) est inversible.
Résolution par moindres carrés récursifs avec facteur d’oubli
Dans le cadre de la résolution par moindres carrés récursifs, on peut se contenter de
m = 1 puisqu’il s’agit de moindres carrés en temps, mais il est également possible d’en
faire des moindres carrés en temps et en espace en prenant m > 1. On note foubli, avec
0 < foubli < 1, le facteur d’oubli, lequel permet de ne pas avoir à subir éternellement
les conséquences d’une anomalie d’estimation à un instant donné du passé. Le facteur
d’oubli pondère en eﬀet les informations utilisées, le poids étant d’autant plus faible que
l’information appartient au passé. Utiliser un facteur d’oubli est ainsi proche d’utiliser
une fenêtre glissante exponentielle. De plus, si un facteur d’oubli égal à 1 reviendrait à
ne jamais rien oublier, plus le facteur d’oubli est faible, moins l’horizon sur lequel on
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retient les informations du passé est important et on se rapproche des moindres carrés
simples. On introduit également la matrice carrée Q, de dimension égale au nombre de
paramètres à estimer et que l’on initialise à t = t0 par la matrice identité. L’estimation,
par moindres carrés récursifs, χ̂KR de χK à l’instant tn est alors donnée, d’après [6,
§7.4.3], par :
Q(tn) = 1
foubli
Q(tn−1)− 1
f2oubli
Q(tn−1)Φ0K(tn)
×
(
I + 1
foubli
ΦT0K(tn)Q(tn−1)Φ0K(tn)
)−1
ΦT0K(tn)Q(tn−1) ,
χ̂KR(tn) = χ̂KR(tn−1) +
1
foubli
Q(tn−1)Φ0K(tn)
×
(
I + 1
foubli
ΦT0K(tn)Q(tn−1)Φ0K(tn)
)−1 (
y0K(tn)− ΦT0K(tn)χ̂KR(tn−1)
)
.
(7.47)
Notons que, s’il y a observabilité, la suite matricielle Q(tn) est bornée.
7.3.4 Estimation partielle de l’état
Dans le cas où l’état complet χK = (L,R, φ)T n’est pas observable, mais où un ou
deux de ses paramètres le sont, ou si l’on ne souhaite observer qu’un ou deux paramètres
de χK , connaissant le ou les autre(s), au moins de manière approchée, une simple petite
modiﬁcation suﬃt. Que l’on résolve par moindres carrés en espace ou récursifs, il est
en eﬀet suﬃsant de transférer dans le vecteur y0K les colonnes de Φ0K associées aux
paramètres connus. Par exemple, si l’on cherche à estimer la résistance et l’inductance
connaissant le ﬂux, le problème devient :
yr0K(t) = Φr0K(t)χrK , (7.48)
avec :
yr0K(t) = y0K(t)− φaΦ0K3(t) ,
Φr0K(t) =
(
Φ0K1(t) Φ0K2(t)
)
,
χrK =
(
L R
)T
,
(7.49)
où Φ0Kj représente la j-ème colonne de la matrice Φ0K , et φa l’approximation dont
nous disposons de φ. On déﬁnit de même Ra et La les approximations que nous avons
de R et L.
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7.3.5 Conclusion : Observateur de Kreisselmeier dans le cas idéal
La dynamique de l’observateur de Kreisselmeier dans le cas idéal est :
˙︷ ︷
ifk(t) = −µk(ifk(t)− i(t)) ,
γ˙0fk(t) = −µk(γ0fk(t)− γ(t)) , 1 ≤ k ≤ m ,
u˙fk(t) = −µk(ufk(t)− u(t)) ,
(7.50)
où i et u sont les courants et tensions exacts dans le repère (α, β) aux bornes du moteur,
et où γ = (cos θ sin θ)T . Les µk sont à choisir. On en déduit l’estimée χ̂K = (L̂, R̂, φ̂)T
de χK comme étant la solution aux moindres carrés en espace (χ̂K = χ̂KE ) ou récursifs
(χ̂K = χ̂KR) de :
L
˙︷ ︷
ifk(t) +Rifk(t) + φγ˙0fk(t) = ufk(t) , 1 ≤ k ≤ m . (7.51)
Il est également possible de n’estimer qu’une partie de χK , connaissant des valeurs
approchées du ou des paramètre(s) que l’on ne souhaite pas estimer. Par exemple, si
on cherche à estimer la résistance et l’inductance connaissant le ﬂux, on résout :
L
˙︷ ︷
ifk(t) +Rifk(t) = ufk(t)− φaγ˙0fk(t) , 1 ≤ k ≤ m , (7.52)
où φa est l’approximation que nous avons de φ, les approximations Ra et La étant
déﬁnies de manière analogue. Une étude de robustesse à de mauvaises approximations
de R, L et φ par Ra, La et φa est menée en simulation au paragraphe 7.5.5.
7.4 Observateur de Kreisselmeier dans le cas réaliste
Tout d’abord, rappelons que dans le cadre de la modélisation réaliste présentée au
paragraphe 2.2, les signaux mesurés yi et yu de courants et tensions ne sont pas égaux
aux signaux exacts i et u, mais sont obtenus par ﬁltrage de ceux-ci par des ﬁltres
passe-bas du premier ordre, de constantes de temps respectives τi et τu :
u(t) = τuy˙u(t) + yu(t) ,
i(t) = τiy˙i(t) + yi(t) .
(7.53)
On met d’ailleurs ici en garde le lecteur aﬁn de bien distinguer les ﬁltres de la mo-
délisation réaliste, établissant les relations entre signaux mesurés et signaux exacts,
des ﬁltres utilisés pour implémenter l’observateur de Kreisselmeier. Par ailleurs, nous
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considérerons que, même pour la modélisation réaliste, la position mesurée est la po-
sition exacte. En eﬀet, contrairement aux signaux de courants et tensions qui doivent
être ﬁltrés (notamment pour éviter le repliement dû à la modulation de largeur d’im-
pulsion gouvernant l’onduleur), l’information de position arrive directement du codeur
incrémental, i.e. du capteur de position.
Comme nous l’avons vu au paragraphe 5.1 dans le cadre de l’observateur de Luen-
berger, l’utilisation de la modélisation réaliste plutôt que de la modélisation classique
ne modiﬁe pas l’observabilité. Ainsi, l’état χK est observable dans le cas réaliste si et
seulement si χK est observable dans le cas classique. Il en va de même pour les ob-
servabilités partielles de χK . Mais, comme au paragraphe précédent, dans un premier
temps, nous ne nous préoccupons pas de l’observabilité et nous cherchons à estimer
l’état complet, l’estimation partielle étant évoquée en ﬁn de paragraphe. Nous suppo-
sons également que les constantes de temps τu et τi sont connues. Le cas de leur non
connaissance fera l’objet d’une remarque.
Si le principe de l’observateur de Kreisselmeier reste exactement le même dans le
cas réaliste que dans le cas classique, il est cependant nécessaire d’y apporter quelques
modiﬁcations. En eﬀet, du fait du degré de dérivation supplémentaire apporté par les
ﬁltres de la modélisation réaliste, les ﬁltres de l’observateur doivent désormais être au
minimum de degré relatif deux.
Ainsi, toujours avec γ = (cos θ sin θ)T , et d’après (1.18) et (2.41), les équations
électriques de la modélisation réaliste dans le repère (α, β) s’écrivent, toujours de ma-
nière linéaire en R, L et φ :
L(τiy¨i(t) + y˙i(t)) = −R(τiy˙i(t) + yi(t))− φγ˙(t) + (τuy˙u(t) + yu(t)) . (7.54)
On pose y¨if (t) = H1(s)y¨i(t) = H1(s)s2yi(t). Comme y¨i(t) et y˙i(t) ne sont pas acces-
sibles, il est nécessaire de choisir une fonction de transfert H1(s) du ﬁltre de degré
relatif au moins égal à deux. On choisit d’utiliser un ﬁltre passe-bas du second ordre :
H1(s) =
d
s2 + as+ d
, (7.55)
avec a et d à choisir. La dynamique du signal ﬁltré yif est donnée par :
y¨if (t) + ay˙if (t) = −d(yif (t)− yi(t)) . (7.56)
On pose alors :
yif (t) = H1(s)yi(t) , yuf (t) = H1(s)yu(t) et γ1f = H1(s)γ . (7.57)
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Par linéarité, on a :
g1(t) = H1(s)f1(t) , (7.58)
avec :
f1(t) = L(τiy¨i(t) + y˙i(t)) +R(τiy˙i(t) + yi(t)) + φγ˙(t)− (τuy˙u(t) + yu(t)) = 0 ,
g1(t) = L(τiy¨if (t) + y˙if (t)) +R(τiy˙if (t) + yif (t)) + φγ˙1f (t)− (τuy˙uf (t) + yuf (t)) .
(7.59)
Ainsi :
g¨1(t) + ag˙1(t) + dg1(t) = df1(t) = 0 . (7.60)
Donc, en imposant que a et d soient positifs, nous sommes assurés que g1(t) tend vers
zéro lorsque t tend vers l’inﬁni. Ainsi, en régime établi, l’équation suivante est vériﬁée :
L(τiy¨if (t) + y˙if (t)) +R(τiy˙if (t) + yif (t)) + φγ˙1f (t) = (τuy˙uf (t) + yuf (t)) . (7.61)
Comme dans le cas idéal, en déterminant les signaux ﬁltrés yif , y˙if , y¨if , yuf , y˙uf et
γ˙1f , et en disposant de plusieurs répétitions de (7.61), on peut estimer χK = (L,R, φ)T
comme solution aux moindres carrés de (7.61) et de ses répétitions. Intéressons-nous
tout d’abord à la manière de déterminer les signaux ﬁltrés.
7.4.1 Obtention des signaux ﬁltrés
Les signaux yif , y˙if , y¨if , yuf , y˙uf et γ˙1f sont obtenus à l’aide des représentations
d’état données par les propositions 7.11 et 7.12.
Proposition 7.11. On détermine Yif = (y¨if y˙if yif )
T à l’aide de la représentation
d’état :
x˙yi(t) = Aixyi(t) + Biyi(t) ,
Yif (t) = Cixyi(t) + Diyi(t) ,
(7.62)
avec :
Ai =
 −a 1
−d 0
 , Bi =
 d
d
2/a
 , Ci =

−a 0
0 a/d
a/d −d2/d2
 , Di =

d
0
0
 .
(7.63)
Démonstration. On a :
Yif (t) =

y¨if (t)
y˙if (t)
yif (t)
 =

s2
s
1
 yif (t) =

s2
s
1
H1(s)yi(t) . (7.64)
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La fonction de transfert entre yi et Yif est donc donnée par (s2 s 1)TH1(s). En notant
que la première composante s2H1(s) =
s2d
s2 + as+ d
se décompose en :
s2H1(s) = d− d as+ d
s2 + as+ d
, (7.65)
notre problème se réduit à trouver (Ai, Bi, Ci, Di) satisfaisant :
−as− d
s
1
 d
s2 + as+ d
+

d
0
0
 = Ci(sI −Ai)−1Bi +Di . (7.66)
La solution n’est pas unique puisque la base pour xyi n’est pas spéciﬁée. Pour contourner
cette diﬃculté, nous imposons la forme suivante pour la matrice Ai :
Ai =
 −a 1
−d 0
 . (7.67)
Par ailleurs, nous avons bien évidemment :
Di = (d 0 0)
T . (7.68)
Il nous reste donc à trouver Bi et Ci solution de :
Ci
 s 1
−d s+ a
Bi =

−as− d
s
1
 d . (7.69)
Une solution est bien :
Bi =
 d
d
2/a
 et Ci =

−a 0
0 a/d
a/d −a2/d2
 . (7.70)
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En procédant de la même façon avec l’identité : s
1
 d
s2 + as+ d
= Cu(sI −Au)−1Bu +Du , (7.71)
nous obtenons :
Proposition 7.12. On détermine Yuf = (y˙uf yuf )
T à l’aide de la représentation
d’état :
x˙yu(t) = Auxyu(t) + Buyu(t) ,
Yuf (t) = Cuxyu(t) + Duyu(t) ,
(7.72)
avec :
Au =
 −a 1
−d 0
 , Bu =
 d
0
 , Cu =
 1 0
0 −1/d
 , Du =
 0
0
 . (7.73)
De même, on détermine Γ1f = (γ˙1f γ1f )
T à l’aide de la représentation d’état :
x˙γ1(t) = Aγxγ1(t) + Bγγ(t) ,
Γ1f (t) = Cγxγ1(t) + Dγγ(t) ,
(7.74)
avec :
Aγ =
 −a 1
−d 0
 , Bγ =
 d
0
 , Cγ =
 1 0
0 −1/d
 , Dγ =
 0
0
 . (7.75)
7.4.2 Implémentation des moindres carrés
Disposant en régime établi de (7.61), nous souhaitons estimerR, L et φ, les constantes
de temps τu et τi étant connues. Comme dans le cas idéal, on détermine χK par moindres
carrés en espace ou moindres carrées récursifs avec facteur d’oubli. Considérons que l’on
implémente m ﬁltres en parallèle. Pour 1 ≤ k ≤ m, avecm ≥ 2 pour les moindres carrés
en espace et m ≥ 1 pour les moindres carrés récursifs, on note yifk (t) = H1k(s)yi(t)
avec H1k(s) =
dk
s2 + aks+ dk
. De même, on note γ1fk(t) = H1k(s)γ(t) et yufk (t) =
H1k(s)yu(t). On a alors :
y1K(t) = Φ1K(t)χK , (7.76)
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avec le vecteur, de taille 2m, y1K(t) et la matrice, de dimension 2m× 3, Φ1K(t) donnés
par :
y1K(t) = τu

y˙uf1 (t)
...
y˙ufm (t)
+

yuf1 (t)
...
yufm (t)
 ,
Φ1K(t) =

τiy¨if1 (t) + y˙if1 (t) τiy˙if1 (t) + yif1 (t) γ˙1f1
...
...
...
τiy¨ifm (t) + y˙ifm (t) τiy˙ifm (t) + yifm (t) γ˙1fm
 .
(7.77)
A l’instar du cas idéal, il est possible de n’observer qu’un ou deux des trois paramètres
de χK par des manipulations analogues des colonnes.
Remarque : Si les constantes de temps τi et τu sont inconnues, il peut en pratique
être possible de les estimer en plus de R, L et φ, en modiﬁant et adaptant le vecteur
y1K(t) et la matrice Φ1K(t), et en prenantm ≥ 3 dans le cas de l’utilisation des moindres
carrés en espace. Sont alors estimés R, φ, τu, aχ = Lτi et bχ = L+Rτi et L et τi sont
obtenues par résolution du système constitué de aχ et bχ. Cependant, l’observabilité de
l’état (L,R, φ, τu, τi) n’ayant pas été étudiée, nous ne disposons pas de garantie quant
aux résultats obtenus.
7.4.3 Conclusion : Observateur de Kreisselmeier dans le cas réaliste
La dynamique de l’observateur de Kreisselmeier dans le cas réaliste est :
y¨ifk + aky˙ifk = −dk(yifk − yi) ,
y¨ufk + aky˙ufk = −dk(yufk − yu) , 1 ≤ k ≤ m ,
γ¨1fk + akγ˙1fk = −dk(γ1fk − γ) ,
(7.78)
où yu et yi sont les tensions et courants mesurés dans le repère (α, β) aux bornes
du moteur et où γ est donné par γ = (cos θ sin θ)T . Les ak et dk sont des coeﬃcients
positifs à choisir. On en déduit l’estimée χ̂K = (L̂, R̂, φ̂)T de χK comme étant la solution
aux moindres carrés en espace ou récursifs de :
L(τia y¨ifk + y˙ifk) +R(τia y˙ifk) + φγ˙1fk = τua y˙ufk + yufk , (7.79)
où τua et τia sont les approximations que nous avons des constantes de temps τu et τi.
Il est également possible de n’estimer qu’une partie de χK , connaissant des valeurs
approchées des paramètres que l’on ne souhaite pas estimer. Par exemple, si on cherche
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à estimer la résistance et le ﬂux connaissant l’inductance, on résout :
R(τia y˙ifk) + φγ˙1fk = τua y˙ufk + yufk − La(τia y¨ifk + y˙ifk) , (7.80)
où La est l’approximation que nous avons de L. On rappelle que Ra et φa sont déﬁnies de
manière analogue. Par ailleurs, une étude de robustesse à de mauvaises approximations
de R, L, φ, τu et τi par Ra, La, φa, τua et τia est réalisée en simulation et présentée au
paragraphe 7.5.5.
Remarque : On note que, quand les constantes de temps τi et τu sont parfaite-
ment connues, et en l’absence de bruit, l’adaptation de l’observateur au cas réaliste
n’altère pas les estimations, contrairement à ce qui se passe dans le cas de l’observa-
teur de Luenberger, où des approximations, même réduites au maximum, demeurent
nécessaires.
7.5 Etude en simulation de l’observateur de Kreisselmeier
Dans ce paragraphe, nous étudions en simulation l’observateur de Kreisselmeier que
nous avons présenté aux paragraphes 7.3 et 7.4. Nous nous intéressons notamment aux
impacts des diﬀérents paramètres de réglage de l’observateur, à une vériﬁcation des
conditions d’observabilité, et à la robustesse de l’observateur à une mauvaise connais-
sance des paramètres supposés connus. Pour clôturer cette étude, l’impact du bruit de
mesure sera quantiﬁé via une analyse de Monte-Carlo.
L’étude est menée sur l’observateur de Kreisselmeier dans le cas réaliste, cas pour
lequel, comme nous l’avons vu, les estimations ne sont pas altérées par rapport au
cas idéal si les constantes de temps τi et τu sont parfaitement connues. La machine
électrique à pôles lisses, dont les paramètres physiques sont indiqués dans le tableau
8.1, avec id = −2A, est simulée et génère les signaux exacts de courants et tensions.
Ces signaux, pour les besoins de la modélisation réaliste, sont ensuite ﬁltrés par des
passe-bas du premier ordre de constantes de temps τu = τi = 1, 9.10−4s. De plus, dans
les cas où du bruit est pris en compte sur les signaux de courants et tensions, celui-ci est
généré suivant les distributions gaussiennes dont les écarts-types sont présentés dans le
tableau 3.1.
Par ailleurs, il existe cinq degrés de liberté pour régler l’observateur :
• l’utilisation des moindres carrés en espace ou des moindres carrés récursifs avec
facteur d’oubli,
• le nombre de ﬁltres utilisé,
• la valeur des coeﬃcients intervenant dans ces ﬁltres,
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• les paramètres estimés,
• et dans le cas des moindres carrés récursifs, la valeur du facteur d’oubli.
Comme on ne les étudie pas tous en même temps, les degrés de liberté non étudiés sont
ﬁxés. Le réglage par défaut retenu est : utilisation des moindres carrés récursifs avec un
facteur d’oubli valant foubli = 0.9998, visant à estimer les trois paramètres résistance,
ﬂux et inductance, les constantes de temps étant parfaitement connues, avec un unique
ﬁltre de paramètres a = 2ξω0 et d = ω20 avec ξ = 1 et ω0 = 1000rad/s.
7.5.1 Impact des variations de régime ou de couple
Dans ce premier paragraphe de l’étude en simulation, nous nous attachons à vé-
riﬁer les conditions d’observabilité liées au régime et au couple. En eﬀet, si, lors de
l’étude d’observabilité du paragraphe 7.2, nous n’avons pu tirer de conclusion générale,
une multitude de situations diﬀérentes pouvant se présenter, la proposition 7.4 fournit
toutefois une condition nécessaire d’observabilité de l’état χK = (L,R, φ)T . De cette
proposition ressort notamment que, si le régime ou le couple varie et que l’autre est non
nul, alors la condition nécessaire d’observabilité de χK est respectée. Cette condition
n’étant pas suﬃsante, on peut la compléter par le test d’observabilité présenté au pa-
ragraphe 7.2.1, lequel fournit une condition suﬃsante d’observabilité si le déterminant
ou la valeur propre minimale d’une matrice P est supérieure à une certaine constante
ǫp > 0.
La ﬁgure 7.1 présente les diﬀérentes conﬁgurations auxquelles nous nous sommes
intéressé : un régime constant à 1000 tr/min (7.1(a)) allié à un couple constant à 1Nm
(7.1(c)), à un couple présentant de petites variations (7.1(c)) ou à un couple suivant un
proﬁl (7.1(d)) ; ou un régime présentant de petites variations (7.1(a)) ou suivant un pro-
ﬁl (7.1(b)) associé à un couple constant à 1Nm. Dans un premier temps, nous regardons
comment se comporte le test d’observabilité dans les diﬀérentes conﬁgurations. Pour
ce faire, la ﬁgure 7.1(e) présente, pour ces diﬀérentes conﬁgurations, la valeur propre
minimale de la matrice P (cf. proposition 7.2) en échelle logarithmique. La constante
αp a ici été ﬁxée à 10000. Nous savons uniquement que pour que la condition suﬃsante
d’observabilité soit remplie, cette valeur propre minimale doit être supérieure à une
constante ǫp > 0. Si nous ne connaissons pas la valeur d’ǫp, nous savons en revanche
que plus la valeur propre minimale est élevée, plus le risque de non observabilité est
faible. Comme le cas à régime et couple constants ne remplit déjà pas la condition
nécessaire d’observabilité, il ne risque pas de remplir la condition suﬃsante. Ceci se
conﬁrme sur la ﬁgure (courbe bleue), la valeur propre minimale étant très faible dans
ce cas stationnaire (≈ 10−15). On peut également en déduire que la constante ǫp est
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Figure 7.1 – Allure des régime et couple et test d’observabilité
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supérieure à 10−15. De même, les passages constants du proﬁl de couple (courbe vio-
lette) et du proﬁl de régime (courbe cyan) sont non observables. Notons au passage
que les pentes apparaissant sur la ﬁgure sont les décroissances exponentielles liées à la
convergence de la matrice P , la vitesse de convergence dépendant de la valeur de αp. En
revanche, la valeur propre minimale est beaucoup plus grande dans le cas des variations
de régime (courbe verte) ou de couple (courbe rouge) et dans le cas des proﬁls de régime
et de couple hors passages constants. Nous pouvons donc présumer de l’observabilité
de l’état dans ces conﬁgurations.
Tout ceci nous est conﬁrmé par la ﬁgure 7.2, laquelle présente les estimations (7.2(a)
et 7.2(c)) et erreurs d’estimation (7.2(b) et 7.2(d)) dans les diﬀérentes conﬁgurations de
régime et de couple. Pour ne pas surcharger, les résultats d’estimation de l’inductance
et du ﬂux ne sont pas présentés mais ils sont analogues. Tout d’abord, les ﬁgures
7.2(a) et 7.2(b) s’intéressent aux cas où l’état est présumé observable (excepté sur
les paliers constants des proﬁls de régime et couple). L’observabilité est conﬁrmée, la
résistance estimée (tout comme les inductance et ﬂux estimés) convergeant vers la valeur
réelle de la résistance. On remarque également le début d’une divergence sur le passage
constant du proﬁl de couple, laquelle n’a cependant pas le temps de trop s’accroître,
le couple redevenant variable à temps. En zoomant sur la courbe concernant le régime
variant suivant le proﬁl, on remarque le même phénomène sur le palier constant mais
dans des proportions moindres. Un palier constant plus long et la conséquence serait
toutefois tout aussi "désastreuse". Les ﬁgures 7.2(c) et 7.2(d) conﬁrment ensuite la non
observabilité dans le cas à régime et couple constants. Comme dans le cas des passages
constants des proﬁls, la divergence reste mesurée quelques instants avant de s’envoler.
Finalement, en pratique, la seule conﬁguration où l’état χK = (L,R, φ)T semble non
observable est le cas à couple et régime constant.
Pour les essais suivants, nous nous placerons toujours dans des cas observables, i.e.
pas à régime et couple constants. Comme les résultats en régime établi seront parfaits
dans le cas sans bruit, nous nous intéresserons essentiellement au cas bruité. De plus,
les eﬀets étant analogues que l’on considère un proﬁl de couple ou un proﬁl de régime,
nous nous contenterons, pour ne pas surcharger, d’étudier le cas du régime. En général,
on étudiera les estimations sur un proﬁl de régime, avec en outre de petites variations
de régime pour ne pas perdre l’observabilité sur le passage constant, et avec du bruit
de mesure.
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(d) Erreur d’estimation de la résistance avec régime et couple constants
Figure 7.2 – Estimation de la résistance en fonction de l’allure des régime et couple
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7.5.2 Impact du facteur d’oubli
Intéressons-nous désormais aux impacts des diﬀérents paramètres de réglage à com-
mencer par le facteur d’oubli. La ﬁgure 7.3 présente, pour le proﬁl de régime, soumis
en outre à de petites variations de régime, de la ﬁgure 7.3(a), les estimations de la
résistance (7.3(b) et 7.3(d)) et du ﬂux (7.3(c) et 7.3(e)), dans le cas non bruité (7.3(b)
et 7.3(c)) et dans le cas bruité (7.3(d) et 7.3(e)), pour diﬀérentes valeurs du facteur
d’oubli. Les résultats sont analogues pour l’estimation de l’inductance. Les autres pa-
ramètres de réglage sont ﬁxés comme précisé en introduction du paragraphe 7.5. Deux
conclusions sont à tirer de ces ﬁgures. Premièrement, plus le facteur d’oubli est élevé,
plus le temps de convergence est long. Ceci vient du fait que les mauvaises estimations
du passé sont conservées plus longtemps. Dans le cas non bruité, on serait donc tenté
de choisir un faible facteur d’oubli, nous rapprochant ainsi des moindres carrés simples.
Cependant, le deuxième point concerne le cas bruité où le facteur d’oubli agit comme
un ﬁltre sur les estimations, moyennant les erreurs. Un facteur d’oubli plus élevé permet
alors de meilleures estimations. Un compromis doit donc être trouvé entre vitesse de
convergence et intensité du ﬁltrage pour régler le facteur d’oubli.
7.5.3 Impact de la méthode et du nombre de ﬁltres utilisés
Comparons maintenant moindres carrés en espace et moindres carrés récursifs ainsi
que l’impact sur l’estimation du nombre de ﬁltres utilisés. Pour ce faire, la ﬁgure 7.4
présente, pour le proﬁl de régime de la ﬁgure 7.4(a) et en présence de bruit de mesure,
les estimations de la résistance (7.4(b) et 7.4(d)) et du ﬂux (7.4(c) et 7.4(e)), pour
diﬀérents nombres de ﬁltres, lorsque l’on utilise les moindres carrés en espace (7.4(b) et
7.4(c)) ou les moindres carrés récursifs (7.4(d) et 7.4(e)). Les résultats sont analogues
pour l’estimation de l’inductance. Les autres paramètres de réglage sont ﬁxés comme
précisé en introduction du paragraphe 7.5. On rappelle que, dans le cadre des moindres
carrés recursifs, un seul ﬁltre suﬃt tandis que dans le cadre des moindres carrés en
espace, au moins deux ﬁltres sont nécessaires ici car on estime trois paramètres. D’une
part, on constate que, concernant les moindres carrés en espace, il est préférable d’utili-
ser le plus grand nombre de ﬁltres possible, tandis qu’avec les moindres carrés récursifs,
on obtient de meilleurs résultats en utilisant un seul ﬁltre, i.e. en se contentant de
moindres carrés en temps et non en temps et en espace. D’autre part, en faisant no-
tamment attention aux diﬀérences entre les échelles, on remarque que les estimations
sont largement meilleures avec les moindres carrés récursifs avec un ﬁltre qu’avec les
moindres carrés en espace, même avec beaucoup de ﬁltres, ceux-ci subissant fortement
les bruits. Par la suite, on utilisera donc les moindres carrés récursifs avec un seul ﬁltre.
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(c) Estimation du ﬂux - cas sans bruit
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(d) Estimation de la résistance - cas avec bruit
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(e) Estimation du ﬂux - cas avec bruit
Figure 7.3 – Impact du facteur d’oubli sur l’estimation de la résistance et du ﬂux
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(b) Estimation de la résistance - Moindres carrés en espace
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(d) Estimation de la résistance - Moindres carrés récursifs
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Figure 7.4 – Impact de la méthode et du nombre de ﬁltres utilisés
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7.5.4 Impact du nombre de paramètres estimés
Un autre paramètre de réglage concerne le nombre de paramètres estimés. En eﬀet,
si nous n’avons pour l’instant considéré que des cas où l’on estime les trois paramètres
R, L et φ de χK , il est possible de n’en estimer qu’un ou deux connaissant une (des)
valeur(s) approchée(s) de l’autre (des autres). Dans ce paragraphe, nous considérons
que nous connaissons parfaitement les paramètres non estimés , i.e. que les valeurs
approchées sont les valeurs réelles des paramètres. Le cas où cette connaissance n’est
pas parfaite sera étudié lors de l’étude de robustesse du paragraphe 7.5.5. La ﬁgure 7.5
présente, pour le proﬁl de régime de la ﬁgure 7.5(a) et en présence de bruit de mesure, les
estimations de la résistance 7.5(b), du ﬂux 7.5(c) et de l’inductance 7.5(d), selon que l’on
estime un ou deux autre(s) paramètre(s) en plus ou uniquement le paramètre concerné.
On remarque que, globalement, l’estimation est meilleure quand celle-ci est concentrée
sur un unique paramètre, et également meilleure quand on estime deux plutôt que
trois paramètres. Ceci n’est pas très surprenant étant donné que les paramètres non
estimés sont ici supposés parfaitement connus et ne répercutent donc pas d’erreur sur
les paramètres à estimer, contrairement à ce qui peut être le cas quand on estime tous
les paramètres. En revanche, si les paramètres non estimés sont mal connus, l’apport
n’est plus forcément aussi évident, comme nous le verrons avec l’étude de robustesse
du paragraphe 7.5.5.
7.5.5 Robustesse de l’observateur de Kreisselmeier à une mauvaise
connaissance des paramètres supposés connus
Comme nous venons de l’évoquer, dans le cas où l’on n’estime pas tous les para-
mètres de l’état χK = (L,R, φ)T , la meilleure connaissance possible des paramètres
non estimés semble a priori nécessaire, ces paramètres faisant alors partie des données
de l’observateur. On rappelle que les approximations que nous avons des paramètres R,
L et φ quand ils ne sont pas estimés sont notées respectivement Ra, La et φa. Dans ce
paragraphe, nous quantiﬁons les erreurs relatives d’estimation des paramètres dues à
une mauvaise connaissance des paramètres supposés connus. Ces derniers peuvent donc
être Ra, La et φa, mais également les valeurs approchées τua et τia que nous avons des
constantes de temps τu et τi, constantes de temps que nous avons jusqu’alors supposées
parfaitement connues, i.e. τua = τu et τia = τi. La position en revanche est supposée
parfaitement connue, i.e. la position mesurée est supposée être la position exacte. Nous
regarderons l’impact d’une erreur de position sur les estimations au paragraphe 7.5.6.
Par ailleurs, aﬁn de n’étudier que l’impact d’une mauvaise connaissance des para-
mètres, l’étude de robustesse est menée dans le cas non bruité. Le choix des coeﬃcients
227
Chapitre 7. Observation avec mesure de position : Observateur de Kreisselmeier
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
1000
2000
3000
4000
5000
Temps [s]
R
ég
im
e 
[tr/
mi
n]
(a) Proﬁl de régime
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.2
0.22
0.24
0.26
0.28
Temps [s]
R
és
ist
an
ce
 e
st
im
ée
 [Ω
]
 
 
Esti R,L,Φ Esti R,L Esti R,Φ Esti R Référence
(b) Résistance estimée selon les paramètres observés
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.09
0.091
0.092
0.093
0.094
Temps [s]
Fl
ux
 e
st
im
é 
[W
b]
 
 
Esti R,L,Φ Esti L,Φ Esti R,Φ Esti Φ Référence
(c) Flux estimé selon les paramètres observés
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(d) Inductance estimée selon les paramètres observés
Figure 7.5 – Impact du nombre de paramètres estimés
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du ﬁltre ne joue alors aucun rôle. Notons également que la robustesse dépend du point
de fonctionnement. Nous avons ici choisi un point de fonctionnement "moyen" à 1000
tr/min et 1Nm. De plus, pour éviter de subir la non observabilité du cas à couple et
régime constants, de petites variations sont ajoutées au régime. En mesurant la ro-
bustesse en d’autres points de fonctionnement, il est diﬃcile de tirer des conclusions
générales : suivant les cas, la robustesse est soit meilleure, soit moins bonne, soit iden-
tique, quand le couple ou le régime augmente ou diminue. Ce point de fonctionnement
donne toutefois une bonne idée de ce qui est robuste à une mauvaise connaissance des
paramètres et de ce qui ne l’est pas.
Le tableau 7.2 présente les résultats de l’étude de robustesse . Diﬀérentes situations
ont été considérées, avec pour chacune d’elles précisé, parmi les cinq paramètres R, φ,
L, τu et τi, lesquels sont supposés parfaitement connus (première colonne) et lesquels
sont supposés approchés (deuxième colonne), les paramètres restants étant estimés et
apparaissant dans les trois dernières colonnes. Pour chacun des paramètres approchés,
nous avons supposé une erreur de 1% par rapport à la valeur réelle. Les erreurs en régime
établi sur les paramètres estimés ﬁgurent alors dans les colonnes de droite. Remarquons
que, si les erreurs pour de mauvaises connaissances des paramètres R, L, φ et/ou τu
sont linéaires avec la valeur de cette mauvaise connaissance (i.e. sur l’exemple de la
première ligne : si La = L + 10%, alors ∆R̂/R = 18% et ∆φ̂/φ = 0.75%), ce n’est
pas tout à fait le cas avec une mauvaise connaissance de τi, l’erreur sur les paramètres
estimés croissant en général de moins en moins vite quand τia s’éloigne de τi.
Dans un premier temps, ce tableau présente les robustesses à de mauvaises connais-
sances de paramètres parmi R, φ et L, avec des constantes de temps parfaitement
connues, respectivement quand deux paramètres sont estimés pour un paramètre ap-
proché, quand un paramètre est estimé pour deux paramètres approchés et enﬁn quand
un paramètre est estimé, un paramètre approché et un paramètre parfaitement connu.
Dans un second temps, les paramètres R, φ et L sont soit parfaitement connus soit esti-
més, et c’est au tour des constantes de temps d’être approchées. Les erreurs d’estimation
qui nous semblent acceptables ont été grisées. On constate qu’il s’agit essentiellement
d’estimations du ﬂux. Toutes les estimations du ﬂux apparaissent d’ailleurs robustes
à une mauvaise connaissance des autres paramètres, tant que celles-ci restent raison-
nables. En revanche, l’estimation de la résistance n’est acceptable, et même parfaite,
que quand le ﬂux est parfaitement connu et l’inductance approchée, quelle que soit la
valeur de cette approximation, La ne jouant pas de rôle dans l’estimation unique de
la résistance. Symétriquement, mais cela nous importe moins, son estimation ne nous
étant pas primordiale, l’estimation de l’inductance n’est acceptable, et aussi parfaite,
que quand le ﬂux est parfaitement connu et la résistance approchée, peu importe sa
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Table 7.2 – Impact sur l’estimation des approximations sur les paramètres supposés
connus - 1000 tr/min - 1Nm
Entrées de l’observateur Paramètres estimés
Paramètres Paramètres approchés Erreurs relatives
parfaitement connus (Xa = X + 1%X) ∆R̂/R ∆φ̂/φ ∆L̂/L
(τua , τia) = (τu, τi) La 6= L 1.8% 0.075% -
(τua , τia) = (τu, τi) φa 6= φ 24% - 13%
(τua , τia) = (τu, τi) Ra 6= R - 0.041% 5.5%
(τua , τia) = (τu, τi) (φa, La) 6= (φ,L) 24% - -
(τua , τia) = (τu, τi) (Ra, La) 6= (R,L) - 0.014% -
(τua , τia) = (τu, τi) (Ra, φa) 6= (R,φ) - - 13%
(τua , τia , La) = (τu, τi, L) φa 6= φ 24% - -
(τua , τia , φa) = (τu, τi, φ) La 6= L 0% - -
(τua , τia , La) = (τu, τi, L) Ra 6= R - 0.031% -
(τua , τia , Ra) = (τu, τi, R) La 6= L - 0.017% -
(τua , τia , φa) = (τu, τi, φ) Ra 6= R - - 0%
(τua , τia , Ra) = (τu, τi, R) φa 6= φ - - 13%
(τua) = (τu) τia 6= τi 1.2% 0.047% 0.69%
(τia) = (τi) τua 6= τu 3.6% 0.011% 0.07%
- (τua , τia) 6= (τu, τi) 4.8% 0.16% 0.76%
(La) = (L) (τua , τia) 6= (τu, τi) 3.4% 0.10% -
(La, φa) = (L, φ) (τua , τia) 6= (τu, τi) 0.89% - -
(La, Ra) = (L,R) (τua , τia) 6= (τu, τi) - 0.0036% -
valeur. On note également une faible dépendance de l’estimation de l’inductance à une
erreur sur τu. Cherchant dans la mesure du possible à estimer au mieux la résistance et
le ﬂux, nous voyons qu’une bonne estimation simultanée des deux paramètres est très
compliquée, à cause de la résistance, quand on fait intervenir des valeurs approchées
d’autres paramètres. Si nous n’auront visiblement pas trop de problème, quelle que soit
la situation, avec l’estimation du ﬂux avec, pour ce point de fonctionnement, dans le
pire des cas (pour 1% d’erreur sur τu et 1% d’erreur sur τi) une erreur de 0.16% soit
1.4°C, l’estimation de la résistance simultanément au ﬂux ne semble viable qu’en ne
faisant pas intervenir de valeurs approchées et donc qu’en estimant simultanément les
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trois paramètres, tout en espérant ne pas trop se tromper sur les constantes de temps.
On retrouve alors ici la situation évoquée en ﬁn de paragraphe 7.5.4 quant au
choix du nombre de paramètres à estimer. Si dans le cas bruité, l’estimation d’un
seul paramètre, les autres étant parfaitement connus, est meilleure que l’estimation du
paramètre simultanément aux autres, ce n’est plus forcément le cas quand les autres
paramètres sont mal connus. Un compromis est à trouver entre robustesse au bruit de
mesure et robustesse à la mauvaise connaissance des paramètres supposés connus.
7.5.6 Robustesse de l’observateur de Kreisselmeier à une mauvaise
connaissance de la position
Dans le paragraphe précédent, nous avons supposé que la position mesurée était
égale à la position exacte, i.e. que la position était parfaitement connue. Si tel n’est
pas le cas, nous regardons dans ce paragraphe comment sont impactées les estimations
des paramètres par une erreur de position. L’étude est menée pour le même point de
fonctionnement à 1000 tr/min et 1Nm et de manière analogue à ce qui a été eﬀectué
au paragraphe précédent. Le tableau 7.3 présente dans quatre cas, où seule la valeur de
la position est approchée (par un simple décalage), les erreurs relatives d’estimation de
la résistance, du ﬂux et/ou de l’inductance pour une erreur d’un degré sur la position.
En conclusion, à moins de ne chercher qu’à estimer le ﬂux en connaissant les valeurs
Table 7.3 – Impact sur l’estimation d’une erreur de position de 1° - 1000 tr/min - 1Nm
Entrées de l’observateur Paramètres estimés
Paramètres Erreurs relatives
parfaitement connus ∆R̂/R ∆φ̂/φ ∆L̂/L
(τua , τia) = (τu, τi) 110% 3.5% 2.6%
(τua , τia , La) = (τu, τi, L) 100% 3.3% -
(τua , τia , La, φa) = (τu, τi, L, φ) 23% - -
(τua , τia , La, Ra) = (τu, τi, L,R) - 0.015% -
exactes de la résistance, de l’inductance et des constantes de temps, il est extrêmement
important de disposer d’une mesure très précise de la position.
7.5.7 Impact du bruit de mesure : Analyse de Monte-Carlo
Nous avons dans les paragraphes précédents étudié les impacts de quatre des cinq
degrés de liberté. Le dernier paramètre de réglage restant à étudier est la valeur des
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coeﬃcients ξ et ω0 desquels on déduit a et d qui interviennent dans le ﬁltre utilisé.
Pour eﬀectuer ce réglage, on se trouve dans une situation analogue à celle du réglage
des pôles λ1 et λ2 dans le cas de l’observateur de Luenberger (paragraphe 6.3). Comme,
pour notre objectif particulier ultime d’estimation de température, seuls la résistance
et le ﬂux nous intéressent, nous supposons l’inductance et les constantes de temps
parfaitement connues. La position mesurée est supposée exacte. De plus, nous utilisons
les moindres carrés récursifs avec un facteur d’oubli valant foubli = 0.9998, avec un
unique ﬁltre.
Faute de temps, nous ne menons pas ici une étude aussi complète que celle du
paragraphe 6.3, mais nous nous en inspirons. Le propos de ce paragraphe n’est du coup
pas de déterminer comment choisir les coeﬃcients ξ et ω0 en fonction du régime et du
paramètre dont on minimise l’erreur d’estimation, mais uniquement d’avoir une rapide
idée des ordres de grandeurs auxquels on peut s’attendre en termes d’impact sur les
estimations du bruit de mesure.
Ainsi, on cherche tout d’abord, à deux régimes constants diﬀérents (100 et 4000
tr/min), à minimiser sur des grilles sur ξ et ω0 les erreurs d’estimation de la résistance
et du ﬂux engendrées par les bruits de mesure sur les courants et les tensions. La
procédure est alors la même qu’au paragraphe 6.3.1, en utilisant les mêmes signaux de
bruits générés une fois pour toutes wiα , wiβ , wuα et wuβ , d’écarts-types ﬁgurant dans
le tableau 6.9, avec id = −2A et un couple de 1Nm. Les constantes de temps choisies
sont toujours τu = τi = 1, 9.10−4s. Les grilles sont en revanche moins aﬃnées mais
prennent toutefois des valeurs variant de façon logarithmique aﬁn d’être eﬃcaces, et
on prend soin de vériﬁer que les optima ne se trouvent pas en bordure de grille. Les
résultats, à savoir les coeﬃcients minimisant les erreurs d’estimation aux deux diﬀérents
régimes et en fonction du paramètre dont on minimise l’erreur sont indiqués dans le
tableau 7.4. Ce sont ces valeurs de ξ et ω0 que nous avons ensuite utilisées pour réaliser
Table 7.4 – Observateur de Kreisselmeier - (ξ, ω0) optimaux selon régime et paramètre
Régime Minimisation R̂−R Minimisation φ̂− φ
100 tr/min ξ = 1.6, ω0 = 100 rad/s ξ = 0.4, ω0 = 100 rad/s
4000 tr/min ξ = 0.1, ω0 = 1200 rad/s ξ = 3.5, ω0 = 4000 rad/s
l’analyse de Monte-Carlo dont les résultats sont présentés par la ﬁgure 7.6. Comme
cette optimisation de ξ et ω0 a été réalisée rapidement et de manière relativement
grossière, il n’est pas impossible que l’on puisse obtenir de meilleurs résultats. Nous ne
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cherchons ici qu’à déterminer les ordres de grandeur des erreurs. L’analyse de Monte-
Carlo a été réalisée en suivant le même protocole, détaillé au paragraphe 6.3.2, que
dans le cas de l’observateur de Luenberger. Nous l’avons mis en œuvre sur le proﬁl
mixte, auquel ont été rajouté de petites variations de régime, rappelé par la ﬁgure
7.6(a). Les erreurs relatives d’estimation du ﬂux et de la résistance sur le proﬁl sont
indiquées respectivement par les ﬁgures 7.6(b) et 7.6(c), avec à chaque fois dans la moitié
supérieure les résultats pour l’optimisation de ξ et ω0 à 4000 tr/min (HR) et dans la
moitié inférieure les résultats pour l’optimisation de ξ et ω0 à 100 tr/min (BR). Notons
que nous ne présentons pas les résultats dans le premier dixième de seconde car ceux-ci
sont faussés par le temps de convergence dû au facteur d’oubli. Cette convergence est
d’ailleurs un peu plus longue dans le cas de l’estimation de la résistance, du fait du
choix de ξ et ω0 optimisés pour le bas régime. Dans ce dernier cas, nous ne considérons
alors que les résultats à partir de t = 0.2s.
Concernant l’erreur relative d’estimation du ﬂux (ﬁgure 7.6(b)), on constate au
premier abord que cette erreur reste plutôt faible, quel que soit le régime et que ce soit
pour l’optimisation haut régime ou bas régime, cette erreur dépassant rarement les 1%
(soit 8.5°C). En regardant de plus près, on remarque qu’en dehors du palier à très bas
régime, l’erreur maximale est très faible avec l’optimisation haut régime, de l’ordre de
0.1%, soit environ 1°C seulement. En comparant avec les erreurs d’estimation du ﬂux
avec l’observateur de Luenberger optimisé pour le haut régime (moitiés supérieures des
ﬁgures 6.15(b), 6.15(c), 6.19(b) et 6.19(c)), on note que les ordres de grandeurs sont
similaires pour les régimes suﬃsamment élevés. En revanche, les erreurs sont beaucoup
plus raisonnables dans le cas présent pour les bas régimes. Dans le cas de l’observateur
de Luenberger, nous pallions ce problème d’erreurs élevées aux bas régimes par une
alternance d’observateurs en fonction du régime. Une telle alternance n’est peut-être
pas nécessaire avec l’observateur de Kreisselmeier. Elle peut toutefois probablement
quand même apporter un plus, comme nous le voyons sur la ﬁgure 7.6(b) où l’erreur
aux bas régimes est moindre dans la moitié inférieure, celle de l’optimisation bas régime.
Si on choisit de n’utiliser qu’un seul jeu de coeﬃcients (ξ, ω0), il apparaît cependant
préférable d’en utiliser un optimisé pour le haut régime.
Par ailleurs, nous constatons l’existence d’un "pic" d’erreur à t = 0.82s dans le cas
de l’optimisation haut régime, suite à une brusque variation de régime. On retrouve ce
phénomène dans le cas de l’estimation de la résistance (ﬁgure 7.6(c)), avec de légers
"pics" d’erreur consécutifs aux brusques variations de régime. Si des variations de régime
sont utiles à l’observabilité, de trop brusques variations peuvent en eﬀet causer des
erreurs passagères du fait du temps de convergence de l’algorithme des moindres carrés
récursifs, temps de convergence lié à la valeur du facteur d’oubli. L’allure du proﬁl
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Figure 7.6 – Observateur de Kreisselmeier cas bruité : Monte-Carlo sur proﬁl mixte
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de régime envisagé peut ainsi être également prise en compte lors du compromis entre
vitesse de convergence et intensité du ﬁltrage visant à régler la valeur du facteur d’oubli.
Intéressons-nous désormais à la ﬁgure 7.6(c) et à l’erreur relative d’estimation de
la résistance. En nous concentrant sur la moitié supérieure, i.e. l’erreur avec le jeu
de coeﬃcients ξ et ω0 optimisé à 4000 tr/min, et en faisant abstraction des "pics"
dus à la vitesse de convergence des moindres carrés récursifs, on constate que, quel
que soit le régime, l’erreur sur la résistance estimée est inférieure à 6% environ, soit
15°C. On remarque également qu’à l’inverse de l’estimation du ﬂux, c’est à bas régime
que l’estimation est meilleure. Ceci n’est pas étonnant. En eﬀet, d’après les équations
électriques du moteur (regarder (1.19) par exemple), la résistance apparaît dans le
terme Ri, tandis que le ﬂux se trouve dans le terme ωφ
(
sin θ − cos θ
)T
. Ainsi, à
couple égal, le terme lié au ﬂux est d’autant plus prépondérant et le terme lié à la
résistance d’autant moins que le régime augmente. A haut régime, le ﬂux est donc
plus simple à identiﬁer, contrairement à la résistance se retrouvant dans un petit terme
"noyé" au milieu des autres. A bas régime, la tension étant également plus faible, le
terme prépondérant devient celui de la résistance et c’est au tour du ﬂux d’être plus
diﬃcile à estimer. De même, une augmentation du couple augmentant les courants,
elle ampliﬁe le terme lié à la résistance et améliore l’estimation de celle-ci. L’impact
est toutefois plus léger. Par ailleurs, à la vue de l’estimation avec l’optimisation à 100
tr/min (partie inférieure), il n’est pas évident que l’utilisation de ce second jeu soit
très utile. On note tout de même une légère amélioration à bas régime. Cependant, il
n’est pas à exclure qu’en faisant une étude plus poussée des grilles, comme dans le cas
de l’observateur de Luenberger, notamment en étudiant d’autres régimes que 100 et
4000 tr/min, on réussirait à trouver deux jeux plus complémentaires. Cette remarque
vaut également pour l’estimation du ﬂux. Toujours est-il, qu’excepté aux bas régimes,
l’estimation de la résistance n’est précise en moyenne qu’à 2 ou 4% environ, soit 5
à 10°C, et ce uniquement du fait du bruit de mesure (i.e. sans les problèmes liés à
une mauvaise connaissance des constantes de temps, de la position ou de l’inductance).
L’estimation de la température des enroulements via l’estimation de la résistance semble
ainsi beaucoup plus hasardeuse que celle des aimants via l’estimation du ﬂux, que ce
soit avec l’observateur de Luenberger ou de Kreisselmeier.
7.5.8 Estimation des constantes de temps inconnues
Lors d’une remarque au paragraphe 7.4.2, nous avons évoqué la possibilité d’estimer,
sans garantie d’observabilité, simultanément la résistance, l’inductance, le ﬂux et les
deux constantes de temps. A titre informel, nous présentons ici les résultats de la mise
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en œuvre en simulation de cette quintuple estimation dans le cas non bruité (ﬁgure
7.7) puis dans le cas bruité (ﬁgure 7.8), sur le proﬁl de régime de la ﬁgure 7.7(a),
soumis en outre à de petites variations. Le réglage des degrés de liberté est eﬀectué
comme indiqué en introduction du paragraphe 7.5, à l’exception des constantes de
temps qui ont été diﬀérenciées pour l’occasion : τu = 1, 8.10−4s et τi = 2, 2.10−4s. Les
ﬁgures présentent les estimations des constantes de temps (7.7(b), 7.8(a) et 7.8(b)), de
la résistance (7.7(c) et 7.8(c)), du ﬂux (7.7(d) et 7.8(d)) et de l’inductance (7.7(e) et
7.8(e)). Dans le cas bruité, ces estimations sont en outre comparées à celles obtenues
lors de l’estimation de R, L et φ uniquement, quand les constantes de temps sont
parfaitement connues. Nous constatons que la convergence des cinq paramètres est
parfaite dans le cas non bruité. C’est moins le cas dans le cas bruité, où l’on obtient
tout de même des estimations proches de celles obtenues pour l’estimation de R, L et φ
uniquement à τu et τi parfaitement connues. Cependant, si l’estimation de τu est plutôt
bonne, l’estimation de τi est bien plus douteuse.
7.6 Conclusion
Dans ce chapitre, nous avons présenté, implémenté et étudié un observateur dit
de Kreisselmeier. Celui-ci vise à estimer simultanément la résistance des enroulements,
l’intensité du ﬂux des aimants et l’inductance, à l’aide des mesures des signaux de
courants et tensions et de la position, voire aussi de la connaissance des constantes de
temps des ﬁltres dans le cas réaliste. Mais ceci sans utiliser la partie mécanique des
équations du modèle du moteur. Si l’on peut chercher à estimer ces trois paramètres,
on peut également se contenter de n’en estimer qu’un ou deux, le ou les autre(s) étant
alors supposé(s) connu(s).
L’étude d’observabilité nous a montré que l’état constitué des trois paramètres
physiques du moteur n’était pas partout observable. Si nous n’avons pas été en mesure
d’établir une condition nécessaire et suﬃsante d’observabilité, nous avons en revanche
explicité une condition nécessaire, quasiment suﬃsante en pratique, cette condition né-
cessaire étant notamment respectée quand le couple ou le régime varie et que l’autre
est non nul. Cette condition n’étant toutefois pas suﬃsante, le test d’observabilité en
ligne présenté, fournissant lui une condition suﬃsante d’observabilité, peut-être utilisé
en complément pour éviter toute mauvaise surprise. Par ailleurs, dans le cas d’obser-
vabilités partielles, des conditions nécessaires un peu moins restrictives ont été établies
pour l’observabilité de deux des trois paramètres, l’autre étant connu, et des condition
nécessaires et suﬃsantes pour l’observabilité d’un seul paramètre, les deux autres étant
supposés connus.
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Figure 7.7 – Constantes de temps inconnues et estimées - Cas sans bruit
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Figure 7.8 – Constantes de temps inconnues et estimées - Cas avec bruit
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Exploitant cette observabilité quand elle existe et la linéarité en les paramètres
du modèle, nous avons implémenté un observateur linéaire adaptatif de Kreisselmeier.
Celui-ci consiste à ﬁltrer les équations du modèle aﬁn d’en faire disparaître les déri-
vées des signaux auxquelles nous n’avons pas accès, pour nous ramener à un problème
linéaire classique résoluble par exemple par moindres carrés. Cette linéarité rend par
ailleurs aisée l’adaptation de l’observateur à l’estimation partielle de l’état quand la
partie non estimée de cet état est connue. Introduit dans le cas idéal, l’observateur de
Kreisselmeier est ensuite adapté au cas réaliste sans diﬃculté majeure, mais en faisant
apparaître dans ses équations les constantes de temps des ﬁltres. Si ces dernières sont
parfaitement connues, les estimations ne sont en rien altérées lors du passage du cas
idéal au cas réaliste. Si tel n’est pas le cas en revanche, leur mauvaise connaissance est
source d’erreur, notamment sur l’estimation de la résistance.
En clôture du chapitre, des études en simulation ont été menées. Elles ont tout
d’abord servi à vériﬁer les conclusions auxquelles nous avait conduit l’étude d’obser-
vabilité et à valider en parallèle le fonctionnement du test d’observabilité. Elles ont
ensuite permis de discuter du réglage des cinq degrés de liberté de l’observateur, à
savoir moindres carrés en espace ou récursifs, valeur du facteur d’oubli dans ce second
cas, nombre de ﬁltres utilisés, valeur des coeﬃcients intervenant dans ces ﬁltres et pa-
ramètres estimés. Ces réglages font, pour la plupart, l’objet de compromis et dépendent
notamment du bruit de mesure et de la qualité de la connaissance des paramètres suppo-
sés connus. C’est pourquoi des études de robustesse à une mauvaise connaissance de ces
paramètres et de la position, ainsi qu’une analyse de Monte-Carlo visant à déterminer
l’impact du bruit de mesure sur les estimations, viennent compléter les discussions.
De ces études en simulation, il ressort en particulier que l’estimation du ﬂux s’en sort
toujours plutôt bien, que les paramètres à connaître soient mal connus ou que l’on soit
en présence de bruit de mesure, avec des erreurs d’estimation, qui, une fois converties
en termes de température, correspondent à des erreurs de l’ordre de 1°C. Ainsi, la
qualité de l’estimation du ﬂux avec l’observateur de Kreisselmeier est comparable à
celle avec l’observateur de Luenberger, qui, rappelons-le, ne nécessite pas le mesure
de la position. Cependant, là où il est nécessaire d’alterner, suivant le régime, entre
deux observateurs de Luenberger présentant deux jeux de pôles diﬀérents, un seul
observateur de Kreisselmeier peut s’avérer suﬃsant pour tous les régimes, même si
en utiliser deux peut apporter de légères améliorations. L’estimation de la résistance
en revanche est plus délicate, les erreurs d’estimation conduisant plutôt à des erreurs
sur la température estimée de l’ordre d’une dizaine de degrés Celsius. La diﬃculté
d’estimation de la résistance étant notamment due aux faibles courants qui circulent
dans notre moteur relativement aux fortes valeurs du régime, cette estimation sera
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d’autant meilleure que le couple est élevé et le régime faible. De manière analogue,
l’estimation de la résistance sera plus simple pour un moteur à résistance élevée et
faible ﬂux. C’est l’inverse pour l’estimation du ﬂux. Enﬁn, notons également qu’il est
primordial d’être très précis sur la mesure de la position, la moindre erreur pouvant se
payer très cher. C’est là un des avantages importants de l’observateur de Luenberger,
ne nécessitant pas, à l’instar de tout observateur sensorless, la mesure de la position.
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Chapitre 8
Mise en œuvre expérimentale des
deux observateurs
Ce chapitre est dédié à la mise en œuvre expérimentale de l’observateur de Luenber-
ger et de l’observateur de Kreisselmeier. Le paragraphe 8.1 présente dans un premier
temps les trois bancs électriques de l’IFP Energies Nouvelles (IFPEN) sur lesquels des
résultats ont pu être obtenus, résultats présentés ensuite au paragraphe 8.2. En raison
des diﬀérentes caractéristiques des bancs et du fait des diﬀérentes périodes de mise à
disposition de ceux-ci, les essais présentés varient d’un banc à l’autre. Par ailleurs, ces
moyens expérimentaux ne nous ayant pas permis de réaliser certains essais, notamment
de suivi de variation de température, l’annexe B présente des résultats complémentaires
obtenus en simulation.
8.1 Présentation du dispositif expérimental
Les diﬀérents résultats expérimentaux présentés dans cette thèse, et notamment
dans ce chapitre (ainsi qu’au chapitre 3), ont été obtenus sur les bancs électriques de
l’IFPEN. Nous présentons dans un premier temps ce que ces bancs ont en commun,
avant de revenir sur les spéciﬁcités de chacun des trois bancs utilisés.
8.1.1 Descriptif général des diﬀérents bancs électriques de l’IFPEN
Les bancs électriques de l’IFPEN sont des moyens d’essais dédiés aux machines
électriques en vue de leur utilisation au sein d’applications véhicule, notamment pour :
• le prototypage de lois de commande pour moteurs électriques,
• l’identiﬁcation et la modélisation des machines électriques en vue de leur pilotage,
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• la validation expérimentale à l’aide d’une architecture Hardware-in-the-Loop (HiL)
reproduisant un contexte véhicule.
Ces bancs sont constitués de deux MSAP liées mécaniquement par une boite de
vitesse, permettant de choisir les rapports entre les deux machines, ou par un rapport
constant. La première de ces deux machines, dénommée eMot, a pour vocation de
fournir un couple, tandis que la seconde, dénommée eGen, est utilisée dans le but de
contrôler le régime de rotation de la ligne d’arbre. Chacune des deux machines est reliée
à un onduleur de tension via un câble de puissance acheminant les tensions triphasées
nécessaires au fonctionnement des machines depuis leurs onduleurs de tension respectifs.
La machine de charge eGen est pilotée par un onduleur de puissance commercial
intégré dans une armoire électrique. Il est possible de la commander en vitesse (en
émulant ainsi la vitesse du véhicule). On n’a toutefois pas la main sur ces commandes.
La machine de traction eMot, pilotée en couple, est elle, en revanche, commandée par
un système de prototypage temps réel ouvert qui nous permet d’intégrer des lois de
commande développées à l’IFPEN ou encore les observateurs développés dans le cadre
de cette thèse. Ce système de prototypage temps réel varie d’un banc à l’autre. A noter
que c’est également l’armoire électrique qui, à l’aide de redresseurs, est chargée de
produire, à partir du réseau EDF, les bus de tension continue alimentant les onduleurs.
Par ailleurs, les MSAP sont équipées de capteurs de position (codeur incrémental
à 4096 points par tour pour le banc SMILE par exemple), de capteurs de couple, et
l’onduleur 1 pilotant la machine de traction eMot est équipé de capteurs de courant
dans les diﬀérentes phases et de capteurs de tension entre phases.
Nous allons désormais nous intéresser un peu plus en détails aux caractéristiques
propres des trois diﬀérents bancs électriques utilisés.
8.1.2 Banc SMILE
Le banc SMILE (Scaled-down Motor In-the-Loop for Electriﬁed vehicles) est un
banc à échelle réduite équipé originellement de deux MSAP de puissances 1.7kW pour
eMot (machine de gauche sur la photo 8.1) et 2.2kW pour eGen (machine de droite),
et de même vitesse maximale 6000 tr/min. Le banc SMILE a vu se succéder deux
dispositifs que nous nommons SMILE 1.0 et SMILE 2.0, la transformation du banc
s’étant produite vers la ﬁn de la thèse. Ainsi, les résultats d’identiﬁcation du chapitre
3, obtenus durant la première partie de la thèse, l’ont été sur le banc SMILE 1.0, tandis
que les résultats d’estimation par les observateurs, présentés dans ce chapitre, sont issus
du banc SMILE 2.0.
1. Fréquences des MLI : 20kHz pour le banc SMILE et le banc haute vitesse, 15kHz pour le banc
forte puissance
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Figure 8.1 – Banc SMILE 1.0
Les valeurs des paramètres, tels qu’indiqués par la notice technique, de la machine de
traction eMot du banc SMILE 1.0 sont données par le tableau 8.1. Ce sont ces valeurs
que nous avons utilisées pour l’essentiel de nos calculs et simulations des chapitres
précédents.1
Table 8.1 – Paramètres de la MSAP eMot du banc SMILE 1.0
p 3
R(20°C) 0.2525 Ω1
φ(20°C)
√
3/2× 0.075 Wb
Ld 0.77 mH
1
Lq 0.94 mH
1
Pour le banc SMILE 2.0, la MSAP eMot a été remplacée, dans le but d’augmenter
la vitesse électrique grâce à un plus grand nombre de paires de pôles, la vitesse méca-
nique étant limitée, par une Machine Synchrone à Double Excitation (MSDE) dont les
paramètres sont indiqués dans le tableau 8.2. Notons qu’utilisée, comme nous l’avons
fait, sans rajouter d’excitation supplémentaire, cette machine est décrite par les mêmes
équations qu’une MSAP.
La transformation du banc SMILE a également concerné le système de prototypage
temps réel pilotant la machine eMot et la chaîne d’acquisition, ceux du banc SMILE 1.0
ne permettant pas d’obtenir de résultats corrects, la chaîne d’acquisition, mal connue,
ne disposant entre autres pas de ﬁltre anti-repliement (FAR). La chaîne d’acquisition du
banc SMILE 2.0 a alors notamment été équipée d’un FAR analogique de fréquence de
1. Pour les applications numériques et simulations, nous avons utilisé R = 0.25Ω et, dans les cas où
nous avons considéré une machine à pôles lisses, L = Ld = Lq = 0.80mH.
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Table 8.2 – Paramètres de la MSDE eMot du banc SMILE 2.0
p 10
R(20°C) 0.167 Ω
φ(20°C) 7.3 mWb
Ld 0.6 mH
Lq 0.7 mH
coupure 125kHz et une MicroAutoBox dSPACE utilisée comme système de prototypage
temps réel. Celle-ci est constituée de deux modules, comme indiqué sur le schéma 8.2 2,
la MicroAutoBox que nous utilisons n’étant pas équipée du FPGA du module DS1511.
Le premier de ces deux modules est un circuit logique programmable FPGA (Field-
Figure 8.2 – dSPACE MicroAutoBox
Programmable Gate Array), échantillonné à 1MHz, placé après le FAR analogique à
125kHz 3. Le second module est un processeur échantillonné à 10kHz. Pour ne pas avoir
de problème avec ce sous-échantillonnage dans le processeur, des FAR numériques 4 de
fréquence de coupure 5kHz sont implémentés en sortie du FPGA. Le FPGA reçoit de
l’onduleur les acquisitions des courants et tensions, ainsi que du capteur de position
des signaux permettant de reconstruire la position. Au sein du FPGA, la position est
2. www.dspace.com
3. L’acquisition à 1MHz permet d’utiliser un FAR analogique de bande passante assez élevée, 125kHz
en l’occurrence, bien plus élevée que la fréquence de rotation du moteur notamment. Ce ﬁltre ne
perturbe du coup quasiment pas les acquisitions de courant et tension.
4. Ces ﬁltres étant numériques, ils sont plus facilement caractérisables que le FAR analogique. La
bande passante plus basse n’est donc pas problématique. La modélisation réaliste et ses paramètres τu
et τi permettent notamment de tenir compte de ce ﬁltre.
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alors calculée, puis transmise, en compagnie des signaux de courant et tension ﬁltrés
(à 5kHz), au processeur. Dans le processeur sont implémentés les observateurs et la
commande vectorielle. Le processeur transmet alors les rapports cycliques 5 au FPGA.
A partir de ceux-ci, les temps d’ouverture et de fermeture des IGBT de l’onduleur sont
calculés et les signaux carrés résultants sont utilisés pour commander l’onduleur.
Si l’échelle réduite du banc SMILE le rend facilement accessible et à un coût res-
treint, ce qui rend possible le développement de nos algorithmes, il est néanmoins moins
bien instrumenté que les deux bancs IFPEN grande échelle présentés ci-après, sur les-
quels quelques essais ont ponctuellement pu être réalisés.
8.1.3 Banc forte puissance
Le banc forte puissance (ﬁgure 8.3(a)) est équipé de deux MSAP de puissance 100kW
et de vitesse maximale 4000 tr/min, ainsi que d’un onduleur ouvert, réalisé à l’IFPEN,
auquel on peut appliquer des lois de commande IFPEN. Le système de prototypage
temps réel pilotant la machine eMot est un PC industriel avec xPC Target où il est
possible d’intégrer du code. Les paramètres du banc forte puissance sont donnés par le
tableau 8.3.
Table 8.3 – Paramètres de la MSAP eMot du banc forte puissance
p 9
R(20°C) 0.014 Ω
φ(20°C) 0.116 Wb
Ld 0.15 mH
Lq 0.21 mH
8.1.4 Banc haute vitesse
Le banc haute vitesse (ﬁgure 8.3(b)) est équipé de deux MSAP de puissance 40kW
et de vitesse maximale 22000 tr/min, ainsi que d’un onduleur fermé mais sur lequel
une centrale d’acquisition a été ajoutée, laquelle permet de récupérer les signaux de
courant, tension, position, régime et température. Il est également équipé d’une sonde de
température sur le stator et d’un circuit de refroidissement liquide dont la température
est pilotée entre 5 et 100°C. Les paramètres du banc haute vitesse sont indiqués dans
le tableau 8.4.
5. Ratio entre la durée de fermeture des IGBT par période de commutation, ﬁxée à 5.10−5s, et cette
même période.
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(a) Banc forte puissance (b) Banc haute vitesse
Figure 8.3 – Bancs forte puissance et haute vitesse
Table 8.4 – Paramètres de la MSAP eMot du banc haute vitesse
p 3
R(20°C) 0.0631 Ω
φ(20°C) 0.072 Wb
Ld 0.86 mH
Lq 1.45 mH
8.2 Résultats expérimentaux
La plupart des essais expérimentaux ont été menés au banc SMILE, l’accès aux
deux autres bancs n’ayant pu être que ponctuel. Le banc SMILE 1.0 a ainsi été le
support de l’identiﬁcation présentée au chapitre 3 et l’instigateur du développement
de la modélisation réaliste. Au banc SMILE 2.0, les observateurs de Luenberger et
Kreisselmeier ont été testés pour estimer les paramètres et la position. N’ayant en
revanche pas été en mesure de chauﬀer le moteur de ce banc, nous n’avons pas pu
tester de suivi de température. A défaut, de tels résultats sont présentés en simulation
dans l’annexe B. Grâce à son circuit de refroidissement et à sa sonde de température,
le banc haute vitesse nous a tout de même permis de valider la faisabilité du suivi de
température par l’observateur de Luenberger. Par ailleurs, nous présentons les résultats
de l’implémentation en ligne de l’observateur de Luenberger au banc forte puissance.
Remarque : On rappelle que les positions et erreurs de position présentées sur les
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ﬁgures sont des positions et erreurs de positions électriques. Ainsi, par exemple, pour
un moteur à dix paires de pôles, une erreur de dix degrés électriques sur une ﬁgure
correspond à une erreur de un degré mécanique.
8.2.1 Résultats au banc SMILE 2.0
Le fonctionnement des observateurs a été vériﬁé en ligne sur le banc SMILE 2.0.
Cependant, les résultats présentés dans ce paragraphe ont été obtenus hors ligne à partir
des acquisitions des courants et des tensions, aﬁn de pouvoir présenter sur un même
essai l’inﬂuence des diﬀérents réglages sur l’estimation 6. Les deux observateurs, de
Luenberger et de Kreisselmeier, ont été mis en œuvre sur ce même essai. Pour cet essai,
le couple consigne a été ﬁxé à 1Nm et le régime consigne suit des paliers à environ 100,
500, 1000 et 1500 tr/min 7, comme indiqué sur la ﬁgure 8.4(a). Les valeurs approchées
Ra, φa et La des paramètres à utiliser le cas échéant dans les observateurs ont été
choisies d’après le tableau 8.2 : Ra = R(20°C) = 0.167Ω, φa = φ(20°C) = 7.3mWb
et, comme nous utilisons le modèle d’une machine à pôles lisses, La = 0.65mH. A
noter que ce sont ces valeurs Ra, φa et La qui servent de références et sont dénommées
"résistance réelle", "ﬂux réel" et "inductance réelle" sur les ﬁgures. C’est donc un abus de
langage dans le cas de l’inductance, la machine n’étant pas à pôles lisses. Par ailleurs,
après réglages, les constantes de temps de la modélisation réaliste retenues sont τu =
τi = 1, 45.10
−4s. Leur ordre de grandeur est cohérent avec la fréquence de coupure du
FAR numérique à 5kHz (soit une constante de temps de 2.10−4s) en sortie du FPGA.
La légère diﬀérence vient, d’une part du fait que le FAR est diﬀérent du ﬁltre utilisé
pour la modélisation réaliste, et d’autre part du fait que les constantes de temps de la
modélisation réaliste peuvent résulter, outre du FAR, d’autres phénomènes physiques.
Enﬁn, comme précisé au paragraphe 8.1.2, le processeur est échantillonné à 10kHz, soit
une période d’échantillonnage de 100µs.
Résultats avec l’observateur de Luenberger
Les résultats présentés dans cette sous-partie ont été obtenus avec l’observateur de
Luenberger, dont le réglage des pôles retenu est le suivant :
• estimation de la position à bas régime : λ1 = 370, λ2 = 380,
• estimation de la position à haut régime : λ1 = 500, λ2 = 510,
• estimation du ﬂux à bas régime : λ1 = 20, λ2 = 30,
6. Des résultats obtenus directement en ligne sont présentés dans le cas du banc forte puissance.
7. Un régime de 1500 tr/min au banc SMILE 2.0, dont le moteur a 10 paires de pôles, correspond à
un régime électrique de 15000 tr/min, soit le même que lorsque le moteur du banc SMILE 1.0 (3 paires
de pôles) tourne à 5000 tr/min.
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• estimation du ﬂux à haut régime : λ1 = 200, λ2 = 210.
Il aurait également été possible d’utiliser des pôles complexes à partie imaginaire non
nulle. Par ailleurs, dans le cas de l’utilisation de la transformation des équations, nous
avons utilisé la méthode no 2 (5.17), et dans le cas de l’utilisation de la déconvolution
(D1 et D2), les constantes de temps retenues valent ci = cu = 4.10−6s. Enﬁn, l’alter-
nance entre les observateurs bas régime et haut régime a été réglée à 300 tr/min, soit
à une amplitude des tensions U d’environ 3.5V.
Cette alternance est illustrée sur les ﬁgures 8.4(a) à 8.4(c). Ainsi, la ﬁgure 8.4(a)
compare la consigne de régime au régime seuil de 300 tr/min. Cependant, n’ayant pas
accès à la mesure de régime, nous utilisons son image approximative, à savoir l’am-
plitude de la tension (ﬁgure 8.4(b)), pour déterminer quand changer d’observateur.
L’alternance est alors représentée sur la ﬁgure 8.4(c). Les ﬁgures 8.4, 8.5 et 8.6 pré-
sentent alors les résultats d’estimation du ﬂux et de la position pour diﬀérents réglages.
L’alternance entre les deux observateurs étant mise en œuvre, les ﬁgures 8.4(d),
8.5(c) et 8.5(d) comparent respectivement le ﬂux estimé, la position estimée et l’erreur
d’estimation de la position 8, que l’on utilise (en rouge) ou non (en bleu) la trans-
formation des équations. Aucune déconvolution n’est ici mise en œuvre. Les courbes
bleues représentent donc les estimations que l’on obtiendrait avec un observateur basé
sur la modélisation classique. Si l’apport de l’utilisation de la modélisation réaliste, en
l’occurence via la transformation des équations, n’est pas considérable dans le cas de
l’estimation du ﬂux, il est très important concernant l’estimation de la position, et ce
d’autant plus que le régime est élevé. On constate que, avec ou sans transformation
des équations donc, l’estimation du ﬂux sur le proﬁl de régime considéré est relative-
ment bonne, hormis sur les brusques variations de régime des transitoires, mais une
estimation viable est vite rétablie une fois ceux-ci achevés. On note toutefois une légère
dépendance du ﬂux estimé au régime. Le modèle ayant été établi en se basant sur le
banc SMILE 1.0, pour lequel pertes fer et saturation magnétique ne semblaient pas
jouer de rôle signiﬁcatif, et les expériences présentes étant menées sur le banc SMILE
2.0 aux caractéristiques diﬀérentes, il n’est pas impossible que cette dépendance ait
8. Les petits sauts ne sont pas dus à l’observateur mais au capteur de position fournissant la position
référence à laquelle est comparée l’estimation. La précision du capteur de position est en eﬀet de
360/4096=0.088 degré mécanique, soit 0.88 degré électrique. Notons au passage que, plus un moteur a
de paires de pôles, moins la position électrique fournie par le capteur est précise. Un moteur à grand
nombre de paires de pôles peut donc s’avérer être un handicap pour l’observateur de Kreisselmeier, peu
robuste aux erreurs de position.
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pour origine l’un et/ou l’autre de ces phénomènes physiques non modélisés. 9 Concer-
nant l’estimation de la position, l’adaptation de l’observateur à la modélisation réaliste
en prenant en compte la transformation des équations permet donc d’obtenir de très
bons résultats puisqu’on réussit à quasiment annuler l’erreur d’estimation de la posi-
tion, et ce quel que soit le régime 10. Notre estimation de position est alors précise à un
degré électrique (soit 0.1 degré mécanique), voire moins, près.
Parallèlement, la transformation des équations étant utilisée, les ﬁgures 8.4(e) et
8.5(e) comparent respectivement le ﬂux et la position estimés par l’observateur réglé
pour le bas régime (≤300 tr/min, en bleu) et par l’observateur réglé pour le haut ré-
gime (>300 tr/min, en rouge). Si on note notamment le mauvais comportement de
l’observateur de ﬂux réglé pour le bas régime aux régimes élevés, l’utilisation de deux
observateurs ne semble pas, pour cette plage de régimes et pour ce moteur, indispen-
sable. Comme nous allons le voir, il n’en va pas de même avec le forte puissance.
Les résultats présentés sur les ﬁgures 8.4 et 8.5 ont été obtenus sans utiliser la
déconvolution. Nous étudions l’inﬂuence de la mise en œuvre de cette dernière sur la
ﬁgure 8.6. Les ﬁgures 8.6(b) et 8.6(d) étudient les impacts respectifs sur le ﬂux estimé
et l’erreur d’estimation de la position de l’utilisation de la déconvolution complément
de la transformation des équations, tandis que les ﬁgures 8.6(c) et 8.6(e) étudient ces
mêmes impacts quand la déconvolution est utilisée seule, i.e. sans transformation des
équations. Il apparaît clairement que, tant pour l’estimation du ﬂux que pour celle de la
position, la déconvolution ne doit pas être utilisée seule, au risque d’aggraver les défauts
des résultats issus de la modélisation classique. En revanche, elle peut être utilisée en
complément de la transformation des équations, améliorant alors ici très légèrement
les résultats, en réduisant notamment un petit peu la dépendance du ﬂux estimé au
régime. Ceci conﬁrme ce que nous avions constaté en simulation au chapitre 5.
9. On remarque également, quand le régime s’élève, l’apparition de légères oscillations basse fré-
quence. Leur origine n’est pas tout à fait certaine mais il est probable que ces oscillations soient issues
de la régulation de vitesse de la machine de charge, sur laquelle nous n’avons pas la main. Elles ne sont
donc pas à proprement parler liées à l’observateur, les oscillations étant d’ailleurs déjà présentes sur les
acquisitions de tension (cf. ﬁgure 8.4(b)).
10. Une solution consistant à utiliser la modélisation classique et à corriger l’estimation de la po-
sition grâce à la connaissance des caractéristiques du FAR, et donc du déphasage engendré, est bien
moins intéressante, non seulement car elle suppose que le déphasage est uniquement l’œuvre du FAR
numérique, mais surtout car elle nécessite à la fois d’estimer le régime et d’adapter l’estimation de la
position à celui-ci.
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(d) Estimation du ﬂux avec ou sans transformation des équations
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(e) Estimation du ﬂux avec chacun des deux observateurs
Figure 8.4 – Banc SMILE - Luenberger - Estimation du ﬂux et apport de τu/τi
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(d) Erreur d’estimation de la position avec ou sans transformations des équations
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(e) Erreur d’estimation de la position avec chacun des deux observateurs
Figure 8.5 – Banc SMILE - Luenberger - Estimation de la position et apport de τu/τi
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(b) ...sur l’estimation du ﬂux, en complément de la transformation des équations.
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(c) ...sur l’estimation du ﬂux, sans utiliser la transformation des équations.
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(d) ...sur l’estimation de la position, en complément de la transformation des équations.
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(e) ...sur l’estimation de la position, sans utiliser la transformation des équations.
Figure 8.6 – Banc SMILE - Luenberger - Inﬂuence de l’utilisation de la déconvolution...
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Résultats avec l’observateur de Kreisselmeier
Les résultats présentés dans cette sous-partie ont été obtenus avec l’observateur
de Kreisselmeier, avec les réglages suivants : utilisation des moindres carrés récursifs
avec un facteur d’oubli foubli = 0.9998 et avec un seul ﬁltre de paramètres ξ = 0.8 et
ω0 = 1000rad/s.
Comme le conﬁrme la faible valeur propre minimale du test d’observabilité de
la ﬁgure 8.7(b), il n’est malheureusement pas possible sur l’essai considéré, à couple
constant et à régime constant par palier, d’estimer simultanément les trois paramètres
R, L et φ. Les estimations du ﬂux (ﬁgure 8.7(c)), de la résistance (ﬁgure 8.7(d)) et
de l’inductance (ﬁgure 8.7(e)) lorsque les trois paramètres sont estimés simultanément
sont donc farfelues. Heureusement, nous allons voir sur les ﬁgures suivantes que les
estimations d’un ou deux paramètres sont plus probantes, les valeurs approchées La
et/ou Ra et/ou φa nécessaires étant alors utilisées.
La ﬁgure 8.8 présente les estimations respectives du ﬂux (ﬁgure 8.8(b)), de la ré-
sistance (ﬁgure 8.8(c)) et de l’inductance (ﬁgure 8.8(d)) lorsque seul le paramètre en
question est estimé, les valeurs approchées étant utilisées pour les deux autres para-
mètres. Sur chaque ﬁgure 11, on étudie l’apport de la prise en compte des constantes de
temps τu et τi (en rouge), i.e. de la modélisation réaliste, dans l’observateur. L’apport de
l’utilisation de l’observateur de Kreisselmeier adapté au modèle réaliste est indéniable,
et ce, comme avec l’observateur de Luenberger, d’autant plus que le régime est élevé.
Les estimations résultantes sont toutes plutôt bonnes. L’apport est plus discret dans le
cas de l’estimation du ﬂux, celle-ci état déjà relativement correcte avant, mais tout de
même bien présent. Toujours à propos de l’estimation du ﬂux, on note la même dépen-
dance au régime de l’estimation que celle constatée avec l’observateur de Luenberger.
Ceci va dans le sens de l’hypothèse d’un phénomène physique, non négligeable au banc
SMILE 2.0, non modélisé. De même, les estimations de la résistance et de l’inductance
dépendent aussi légèrement du régime. Ceci peut provenir du même phénomène, direc-
tement ou indirectement 12. La non prise en compte de la légère saillance du moteur
dans le modèle peut également y jouer un rôle.
Enﬁn, la ﬁgure 8.9 compare les estimations, respectivement du ﬂux (ﬁgure 8.9(b)),
de la résistance (ﬁgure 8.9(c)) et de l’inductance (ﬁgure 8.9(d)), selon que l’on estime un
seul ou deux paramètres simultanément. Concernant le ﬂux, on compare les diﬀérentes
estimations avec celle obtenue avec l’observateur de Luenberger. Dans tous les cas, les
11. La convergence après les brusques variations de régime des transitoires pourrait être accélérée
en diminuant la valeur du facteur d’oubli. A noter que, contrairement aux estimations du ﬂux et de la
résistance, l’estimation de l’inductance ne décroche pas durant les brusques variations de régime.
12. Par "indirectement", on entend : du fait de la mauvaise robustesse des estimations de la résistance
et de l’inductance à l’utilisation d’une valeur approchée du ﬂux diﬀérente de sa valeur réelle.
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constantes de temps τu et τi sont prises en compte. Tout d’abord, on retrouve ce que
nous avions constaté au paragraphe 7.5.5, à savoir que les estimations de la résistance
et de l’inductance sont robustes l’une à l’autre, et du coup leur estimation simultanée
ne dégrade pas leurs estimations séparées. Si en régime établi, l’estimation simultanée
du ﬂux et de l’inductance se comporte également bien, ce n’est malheureusement pas le
cas pour la situation qui nous intéresse le plus, à savoir l’estimation simultanée du ﬂux
et de la résistance, les estimations se dégradant pour les régimes les plus élevés. Enﬁn,
l’estimation du ﬂux (simultanément ou non avec celle de l’inductance) avec l’observateur
de Kreisselmeier est comparable à celle avec l’observateur de Luenberger. L’estimation
avec l’observateur de Luenberger présente toutefois l’avantage de ne pas nécessiter la
mesure de la position.
8.2.2 Résultats au banc forte puissance
L’observateur de Luenberger a été implémenté au banc forte puissance et testé
en ligne. En découlent les résultats présentés sur les ﬁgures 8.10 à 8.12, obtenus sur
diﬀérents essais. Pour ces essais, le couple consigne a été ﬁxé à 2Nm et le régime consigne
suit des paliers variables d’un essai à l’autre. Les acquisitions sont échantillonnées à
10kHz, soit une période d’échantillonnage de 100µs. Les valeurs approchées Ra et La
des paramètres à utiliser dans les observateurs ont été choisies d’après le tableau 8.3 :
Ra = R(20°C) = 14mΩ et La = Ld = 0.15mH. Les valeurs références dénommées "ﬂux
réel" et "position réelle" sont respectivement la valeur du ﬂux à 20°C indiquée dans le
tableau 8.3 et la position mesurée par le capteur de position. Par ailleurs, après réglage,
les constantes de temps de la modélisation réaliste retenues sont τu = τi = 1, 3.10−4s.
Le réglage des pôles retenu est lui le suivant :
• jeu de pôles BR : λ1 = 100, λ2 = 200,
• jeu de pôles HR : λ1 = 10000, λ2 = 11000.
Si rien n’est précisé, c’est le jeu de pôle HR qui est utilisé. D’autre part, dans le cas
de l’utilisation de la transformation des équations, nous avons utilisé la méthode no 1
(5.9), et dans le cas de l’utilisation de la déconvolution (D1 et D2), les constantes de
temps retenues valent ci = cu = 4, 8.10−6s. Sauf mention contraire, la déconvolution
n’est pas utilisée.
La ﬁgure 8.10 étudie l’apport de l’utilisation de la modélisation réaliste via la trans-
formation des équations (la déconvolution n’est pas utilisée) sur l’estimation du ﬂux
(ﬁgure 8.10(b)) et de la position (ﬁgures 8.10(c) 13 et 8.10(d)). On fait passer le régime
d’un palier à 1000 tr/min à un palier à 3000 tr/min (ﬁgure 8.10(a)). Les estimations
13. Même si cela n’apparaît pas clairement sur la ﬁgure du fait d’un sous-échantillonnage lors de
l’enregistrement des acquisitions, la position varie bien évidemment entre 0 et 360 degrés.
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Figure 8.7 – Banc SMILE - Kreisselmeier - Estimation de R, L et φ simultanément
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(b) Estimation du ﬂux uniquement
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(c) Estimation de la résistance uniquement
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(d) Estimation de l’inductance uniquement
Figure 8.8 – Banc SMILE - Kreisselmeier - Estimations séparées et apport de τu/τi
256
8.2. Résultats expérimentaux
0 5 10 15 20
0
5
10
15
Temps [s]
U 
[V
]
 
 
(a) Amplitude de la tension, image du régime
0 5 10 15 20
5
6
7
8
9
10
x 10−3
Temps [s]
Fl
ux
 [W
b]
 
 
Estim. R,φ Estim. L,φ Estim. φ Luenberger Flux réel
(b) ...sur l’estimation du ﬂux
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(c) ...sur l’estimation de la résistance
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Figure 8.9 – Banc SMILE - Kreisselmeier - Inﬂuence des paramètres estimés...
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avec l’observateur basé sur la modélisation réaliste (en rouge) sont comparées à celles
avec celui basé sur la modélisation classique (en bleu). Si au banc SMILE 2.0 c’est
surtout dans le cas de l’estimation de la position que la modélisation réaliste est un
véritable atout, c’est ici autant pour le ﬂux que pour la position que les estimations sont
grandement améliorées par l’utilisation de la modélisation réaliste. Comme prévu, c’est
aux régimes les plus élevés que l’apport est le plus grand, avec des erreurs d’environ
15% et de près de 20 degrés corrigées sur le ﬂux et la position estimés à 3000 tr/min.
Si un léger décrochage est à noter pour l’estimation du ﬂux lors du transitoire, l’esti-
mation de la position reste toujours très bonne, avec une erreur de l’ordre du degré.
Par ailleurs, contrairement au banc SMILE 2.0, on ne remarque pas de dépendance au
régime du ﬂux estimé.
La ﬁgure 8.11 s’intéresse à l’inﬂuence de l’utilisation de la déconvolution en com-
plément de la transformation des équations sur l’estimation du ﬂux (ﬁgure 8.11(b)) et
de la position (ﬁgure 8.11(c)) pour un régime passant de 1000 à 3000 tr/min (ﬁgure
8.11(a)). Comme au banc SMILE 2.0, l’apport de l’utilisation de la déconvolution est
très discret, tant sur l’estimation de la position que du ﬂux.
La ﬁgure 8.12 compare de même les estimations du ﬂux (ﬁgure 8.12(b)) et de la
position (ﬁgure 8.12(c)) avec deux jeux de pôles diﬀérents, l’un réglé pour le bas régime
(en rouge) et l’autre pour le haut régime (en bleu), pour l’estimation du ﬂux. La limite
entre réglages bas et haut régimes est située aux alentours de 700 tr/min pour le ﬂux.
On fait alors alterner le régime (ﬁgure 8.12(a)) entre la zone bas régime et la zone
haut régime. Si au banc SMILE 2.0, l’utilisation de deux jeux de pôles ne semblait
pas absolument nécessaire, il n’en va clairement pas de même au banc forte puissance,
notamment pour l’estimation du ﬂux. En eﬀet, concernant l’estimation du ﬂux, seul
l’observateur réglé pour les bas régimes est eﬃcace à bas régime et inversement à
haut régime. En alternant entre les deux observateurs, il est donc possible d’avoir
une estimation correcte aux bas comme aux hauts régimes 14. C’est moins marqué
concernant l’estimation de la position, où le jeu de pôles réglé pour le haut régime
semble ici suﬃre. Il apparaît en eﬀet que la limite entre réglages bas et haut régimes
pour l’estimation de la position doit être plus basse que celle pour le ﬂux, plutôt vers les
200 ou 300 tr/min, et il aurait probablement fallu tester un régime plus faible pour voir
apparaître la pleine utilité du second jeu de pôles pour l’estimation de la position. En
14. La convergence de l’observateur réglé pour le haut régime apparaît ici un peu lente, mais ceci
ne vient que du fait que le ﬂux estimé présenté est la sortie d’un ﬁltre passe-bas visant à atténuer les
légères oscillations du ﬂux estimé en sortie d’observateur. Il est donc tout à fait possible, en modiﬁant
le ﬁltre, d’accélérer cette convergence, voire de la rendre quasiment instantanée en supprimant le ﬁltre.
Cependant, n’ayant plus eu accès au banc forte puissance après ces essais, cette modiﬁcation n’a pu
être eﬀectuée.
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tout cas, avec deux jeux de pôles, quitte à ce qu’ils soient diﬀérents pour l’estimation
du ﬂux et celle de la position, il est possible d’estimer correctement le ﬂux et la position
quel que soit le régime.
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Figure 8.10 – Banc forte puissance - Apport de la prise en compte de τu et τi
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Figure 8.11 – Banc forte puissance - Inﬂuence de l’utilisation de la déconvolution en
complément de la transformation des équations
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Figure 8.12 – Banc forte puissance - Alternance entre pôles réglés pour BR et HR
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8.2.3 Résultats au banc haute vitesse
Nous avons récupéré un essai, avec variation de température du moteur, réalisé
au banc haute vitesse. Pour une température du circuit de refroidissement liquide de
40°C, le moteur a temporairement tourné à 3000 tr/min et sous un couple de 20Nm.
Les signaux de courant et tension, ainsi que la température fournie par la sonde de
température du stator ont alors été enregistrés. Le moteur a ensuite été chauﬀé en
portant la température du circuit de refroidissement à 60°C et, une fois la température
stabilisée, la même acquisition a été réalisée. Le ﬂux des aimants a donc diminué (cf.
§1.5.4). Les acquisitions sont échantillonnées à 50kHz, soit une période d’échantillon-
nage de 20µs. Sur chacune des deux acquisitions, nous avons alors mis en œuvre hors
ligne l’observateur de Luenberger pour estimer le ﬂux 15. Notons que via l’estimation
du ﬂux, nous estimons la variation de température des aimants, tandis que la tem-
pérature mesurée est celle des enroulements. Concernant les réglages de l’observateur
de Luenberger, les valeurs approchées Ra et La ont été choisies d’après le tableau 8.4
Ra = R(20°C) = 63.1mΩ
16 et La = 1.16mH. Par ailleurs, la chaîne d’acquisition étant
équipée d’un FAR à 12.5kHz, nous choisissons τu = τi = 8.10−5s. Après réglage, les
pôles retenus sont λ1 = 600 et λ2 = 610. Enﬁn, la transformation des équations est
utilisée avec la méthode no 2 (5.17), mais pas la déconvolution.
Les résultats sont indiqués sur la ﬁgure 8.13. La ﬁgure 8.13(a) présente tout d’abord
la température mesurée des enroulements du stator tout au long de l’essai. On constate
que le passage de la température du circuit de refroidissement de 40 à 60°C se tra-
duit par une augmentation de la température des enroulements de 55 à 73°C, soit une
augmentation de 18°C. Ensuite, la ﬁgure 8.13(b) compare les estimations du ﬂux ob-
tenues à partir des deux acquisitions, à savoir celle d’avant la chauﬀe du moteur (en
bleu), et celle d’après (en rouge). On note que, comme le ﬂux, le ﬂux estimé a bien
diminué avec l’augmentation de la température du moteur. Plus précisément, la valeur
moyenne du ﬂux estimé passe de 71.4 mWb à 70.0 mWb, soit une diminution de 1.96%.
En utilisant la relation (1.31), on en déduit que la température estimée des aimants
a augmenté de 16.3°C. Notre estimation de variation de température des aimants est
donc très proche de la variation de température réelle des enroulements. Comme nous
n’avons pas accès à la mesure de température des aimants, nous ne pouvons certes pas
comparer avec précision notre estimation à la réalité mais ce résultat n’en est pas moins
très prometteur.
15. Ne disposant pas de la mesure de la position, nous n’avons pu tester l’estimation de la résistance
et du ﬂux par l’observateur de Kreisselmeier.
16. On commet donc une légère erreur étant donné qu’on se situe à des températures supérieures.
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Figure 8.13 – Banc haute vitesse - Estimation du ﬂux à deux températures diﬀérentes
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8.3 Conclusion
Dans ce chapitre, nous avons présenté des résultats de la mise en œuvre expérimen-
tale des observateurs de Luenberger et Kreisselmeier sur un banc petite échelle, le banc
SMILE 2.0, sur un banc forte puissance et sur un banc haute vitesse.
Les estimations de ﬂux et de position fournies par l’observateur de Luenberger sur le
banc SMILE 2.0 et sur le banc forte puissance sont plutôt concluantes, avec des erreurs
d’estimation du ﬂux et de la position respectivement de l’ordre du pourcent et du degré
électrique (soit bien moins d’un degré mécanique). La comparaison entre les estima-
tions obtenues via un observateur de Luenberger basé sur la modélisation classique de la
MSAP et l’observateur de Luenberger adapté à notre modélisation réaliste témoigne du
grand apport de cette dernière, tant pour l’estimation de la position, pour laquelle des
erreurs de la dizaine voire de la vingtaine de degrés électriques selon le régime sont cor-
rigées, que pour l’estimation du ﬂux, notamment au banc forte puissance où des erreurs
d’estimation d’une dizaine de pourcents sont annulées. Au banc SMILE 2.0, on note
toutefois une légère dépendance résiduelle du ﬂux estimé au régime. La modélisation
réaliste retenue peut probablement être encore améliorée aﬁn d’aﬃner cette estimation.
Cette dépendance au régime n’apparaît toutefois pas dans les estimations au banc forte
puissance, où notre modélisation semble suﬃsante. Par ailleurs, nos essais conﬁrment
que si l’on souhaite utiliser la déconvolution, ceci ne doit se faire qu’en complément de
la transformation des équations par l’une ou l’autre des deux méthodes proposées au
chapitre 5, son apport étant alors très léger sur nos deux bancs, et non pas toute seule.
D’autre part, l’alternance entre deux observateurs de Luenberger utilisant deux jeux
de pôles diﬀérents en fonction du régime apparaît absolument nécessaire au banc forte
puissance, moins au banc SMILE 2.0.
Concernant la mise en œuvre de l’observateur de Kreisselmeier, celle-ci n’a pu être
réalisée qu’au banc SMILE 2.0 et sur des essais ne remplissant pas la condition né-
cessaire d’observabilité diﬀérentielle des trois paramètres physiques résistance, ﬂux et
inductance simultanément. Nous nous sommes alors intéressé aux estimations d’un ou
deux paramètre(s), le ou les autre(s) étant connu(s). Excepté l’estimation simultanée
de la résistance et du ﬂux un peu plus délicate, notamment quand le régime s’élève,
ces estimations d’un ou deux paramètre(s) sont plutôt bonnes, avec des erreurs d’esti-
mation du ﬂux comparables à celles obtenues avec l’observateur de Luenberger, lequel
ne nécessite toutefois pas la connaissance de la position, et des erreurs d’estimation de
la résistance et de l’inductance de quelques pourcents. Comme pour l’observateur de
Luenberger, baser l’observateur de Kreisselmeier sur notre modélisation réaliste de la
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MSAP, plutôt que sur la modélisation classique, permet de fortement améliorer les esti-
mations de chacun des trois paramètres. On note également la même légère dépendance
au régime des estimations.
Enﬁn, concernant l’estimation de la variation de température, le seul essai qu’il a
été possible de réaliser, au banc haute vitesse, est très encourageant avec une variation
de température des aimants estimée proche de la variation de température des enrou-
lements mesurée. Des résultats complémentaires en simulation, notamment de suivi de
variation de température, sont proposés dans l’annexe B. Par ailleurs, comme nous
l’avons mentionné plus haut, et comme nous l’avions évoqué au paragraphe 7.5.7, l’es-
timation simultanée de la résistance et du ﬂux, i.e. de la température des enroulements
et de la température des aimants, semble délicate. Il est de ce fait vraisemblablement
judicieux de ne chercher à estimer qu’une des deux températures, l’allure de l’autre
devant être proche, peut-être à un gain près.
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Chapitre 9
Conclusion générale et
perspectives
Le travail présenté dans cette thèse avait pour thème l’estimation en ligne de pa-
ramètres physiques de la machine synchrone à aimants permanents pour applications
automobiles, aﬁn de répondre à deux objectifs liés aux variations de température. D’une
part, l’amélioration des performances statiques de la machine via l’adaptation de son
contrôle en couple aux variations de ses paramètres sous l’eﬀet de la température.
D’autre part, la mise en place d’une surveillance thermique, visant à diagnostiquer le
fonctionnement de la machine et améliorer sa disponibilité sans risque de détérioration.
Grâce aux relations simples existant entre la variation des températures du moteur
et la variation des deux paramètres dépendant de ces dernières, la résistance des en-
roulements et l’intensité du ﬂux des aimants, les deux objectifs ont été réunis en un
seul : la connaissance en ligne du ﬂux et de la résistance, le premier objectif deve-
nant ainsi accessible directement et le second par le biais d’une conversion préalable
paramètre/température.
Pour atteindre cet objectif, nous avons proposé d’utiliser des observateurs de ces
deux paramètres, basés sur un modèle le plus réaliste possible de la machine, utilisant
uniquement les signaux mesurés de courant et de tension, voire de position. Ceci avec
le parti pris de n’utiliser que les équations électriques du modèle, c’est-à-dire en se
passant de l’équation mécanique, aﬁn d’être robuste aux paramètres liés à la charge
mécanique (inertie, friction, couple de charge), propriété très intéressante car il est en
général plutôt compliqué d’avoir un accès précis à ces données, sujettes à changement
quand le moteur tourne.
Ainsi, dans un premier temps, nous avons établi un tel modèle plus réaliste, faisant
intervenir des ﬁltres entre les signaux exacts et mesurés des courants et des tensions.
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Aﬁn de valider ce modèle, nous avons développé un algorithme d’identiﬁcation hors-
ligne utilisant une méthode de moindres carrés. Celui-ci nous a permis de constater, à
partir de données expérimentales, l’apport très important de notre modèle réaliste par
rapport au modèle usuel de la MSAP.
Dans un second temps, muni de ce modèle réaliste, nous avons développé deux ob-
servateurs, dits de Luenberger et de Kreisselmeier, la diﬀérence entre les deux résidant
dans la disposition ou non de la mesure de position en plus des signaux de courant et
tension. Ainsi, l’observateur de Kreisselmeier dispose-t-il de la mesure de position et
l’observateur de Luenberger non. Des études d’observabilité nous ont permis de détermi-
ner qu’il était possible, sans mesure de position d’une part, d’estimer en ligne le ﬂux et
la position à régime non nul, et avec mesure de position d’autre part, d’estimer en ligne
un à trois des trois paramètres physiques du moteur (résistance, ﬂux et inductance),
selon des conditions que nous avons précisées. Dans les deux cas, la connaissance de va-
leurs approchées des paramètres physiques non estimés est en outre nécessaire. Chacun
des deux observateurs a tout d’abord été construit à partir de la modélisation clas-
sique de la MSAP avant d’être adapté à notre modélisation réaliste. Les observateurs
développés ont alors fait l’objet d’études théoriques et en simulation, notamment de
sensibilité à de mauvaises connaissances des paramètres supposés connus, de robustesse
au bruit de mesure et d’inﬂuence des diﬀérents paramètres de réglage. Parmi celles-ci,
l’étude la plus marquante a consisté à calculer une expression du biais d’estimation du
ﬂux par l’observateur de Luenberger engendré par du bruit de mesure, aﬁn notamment
de déterminer comment choisir les pôles de l’observateur en vue de la minimisation de
ce biais. Cette étude théorique a été complétée d’une étude en simulation étendue à
la minimisation de l’erreur d’estimation de la position. Le tableau de la page suivante
donne un rapide aperçu des propriétés des deux observateurs et des résultats des études
évoquées. On rappelle que Ra, φa, La, τua et τia sont les valeurs approchées que nous
avons de R, φ, L, τu et τi.
Enﬁn, les observateurs ont été mis en œuvre expérimentalement sur trois bancs
d’essais électriques de l’IFPEN aux caractéristiques diﬀérentes. Nous avons obtenus des
premiers résultats plutôt concluants d’estimation simultanée du ﬂux et de la position
avec l’observateur de Luenberger, ainsi que d’estimations séparées de la résistance, du
ﬂux ou de l’inductance avec l’observateur de Kreisselmeier. L’estimation simultanée du
ﬂux et de la résistance semble en revanche plus délicate. Pour répondre à notre objectif
d’estimation du ﬂux et de la résistance, les estimations du ﬂux étant comparables avec
les deux observateurs, nous conseillons pour estimer le ﬂux d’utiliser de préférence
l’observateur de Luenberger, lequel ne nécessite pas la mesure de la position. Pour
l’estimation de la résistance, l’observateur de Kreisselmeier est le seul choix possible.
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Observateur Luenberger Kreisselmeier
Mesure de position Non Oui
Signaux mesurés Courants et tensions
Grandeurs
nécessaires
τua , τia , Ra, La
τua , τia (+ Ra, La et/ou φa
selon situation)
Grandeurs estimées φ, θ
1, 2 ou 3 paramètres parmi R, φ
et L selon situation
Conditions
d’observabilité
ω 6= 0 Selon situation
Adaptation au
modèle réaliste
Paramètres supplémentaires τu et τi
Expressions plus complexes à implémenter
Légère approximation Aucune approximation
Paramètres de
réglage
• 2 jeux de 2 pôles R ou d’1 pôle
C (pour φ et de même pour θ)
• Régime seuil d’alternance des
jeux de pôles
• Méthode no 1 ou no 2
• Utilisation ou non de la décon-
volution
• τua , τia , Ra, La
• 2 coeﬃcients (possibilité d’uti-
liser plusieurs jeux)
• Nombre de ﬁltres
• Moindres carrés ou moindres
carrés récursifs
• Facteur d’oubli
• Choix des paramètres estimés
• τua , τia (+ Ra, La et/ou φa
selon situation)
Sensibilité
• Faible sensibilité de φ̂ et θ̂ à
Ra 6= R et La 6= L
• Faible sensibilité de l’estima-
tion de φ̂ à Ra 6= R et La 6= L
• R̂ insensible à La 6= L et in-
versement
• Fortes sensibilités de R̂ et L̂ à
φa 6= φ
• Fortes sensibilités à une erreur
de position (sauf pour φ̂ seul)
Robustesse au bruit
de mesure
• Améliorée par l’alternance
entre les deux jeux de pôles
• Ordres de grandeur des er-
reurs d’estimation (pour ré-
gimes suﬃsamment élevés) :
– sur φ̂ : < 0.2% (≈ 2°C)
– sur θ̂ : < 1 degré élec.
• Meilleure quand moins de pa-
ramètres à estimer
• Ordres de grandeur des er-
reurs d’estimation (pour ré-
gimes suﬃsamment élevés) :
– sur φ̂ : < 0.2% (≈ 2°C)
– sur R̂ : 3% (≈ 8°C)
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Chapitre 9. Conclusion générale et perspectives
Si un premier essai d’estimation d’une variation de température des aimants a pu
être eﬀectué en toute ﬁn de thèse et s’est avéré prometteur, tout comme les résultats en
simulation de suivi de température et d’adaptation du contrôle au ﬂux estimé, il sera
intéressant, dans la continuité des travaux présentés dans cette thèse, de poursuivre
la validation expérimentale de nos objectifs, en réalisant des essais sur une machine
capable de monter relativement rapidement en température et équipée de capteurs
internes de température, à savoir :
• comparer les variations de température estimées au rotor et au stator aux varia-
tions réelles de température mesurées,
• adapter en ligne le contrôle en couple aux variations de ﬂux et de résistance
estimées,
• mettre en place un organe de surveillance thermique adaptant la disponibilité en
transitoire de la machine aux températures estimées.
Avant qu’il ne soit question de température, il sera également intéressant de poursuivre
la validation expérimentale des observateurs en testant le fonctionnement :
• des deux observateurs sur des cycles réalistes, présentant notamment des transi-
toires, en HiL et non uniquement à des points de fonctionnements ﬁxes,
• des deux observateurs sur des calculateurs temps réels dédiés aux applications
automobiles, et non plus industrielles, en prenant garde à la compatibilité des
temps de calcul,
• de l’observateur de Luenberger en boucle fermée sur la position estimée du contrôle
(même si l’estimation de position n’est pas l’objet de cette thèse).
Par ailleurs, des voies d’exploration intéressantes plus théoriques sont envisageables :
• l’adaptation des études d’observabilité et des observateurs au cas des machines à
pôles saillants (Ld 6= Lq),
• la prise en compte de la saturation magnétique et/ou des pertes fer dans la
modélisation réaliste,
• l’étude théorique de la minimisation du biais d’estimation du ﬂux dû au bruit
de mesure, non plus pour le cas à deux pôles réels mais pour le cas à un pôle
complexe, voire ces deux mêmes études théoriques pour la minimisation du biais
d’estimation de la position, dans le cas de l’observateur de Luenberger,
• la tentative de débiaisage des estimations à l’aide des formules explicites du biais,
dans le cas de l’observateur de Luenberger,
• l’approfondissement de la méthode d’alternance entre les jeux de pôles de l’ob-
servateur de Luenberger en fonction du régime : deux observateurs en parallèle,
modiﬁcation directe en ligne des pôles dans un unique observateur, etc.,
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• l’adaptation des observateurs aux "très faibles" régimes (<100 tr/min) : utili-
sation d’un troisième jeu de pôles ou d’un autre jeu de coeﬃcients, blocage de
l’estimation, alternance avec un autre observateur dédié aux bas régimes, etc.,
• l’exploitation des régimes transitoires pour l’observation,
• le développement et l’étude d’autres observateurs puis la comparaison de leurs
performances avec celles des observateurs présentés.
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Annexe A
Démonstrations des propositions
du paragraphe 6.2
A.1 Notations et identités utilisées dans cette annexe
Les notations suivantes nous serons utiles tout au long de cette annexe :
c = vTu vi = v
T
i vu = cos(ϕu − ϕi) ,
s = vTuJ vi = −vTuJ T vi = vTi J T vu = −vTi J vu = sin(ϕu − ϕi) ,
(A.1)
cbuu = v
T
buvu = v
T
u vbu = cos([ωu − ω]t+ [ϕbu − ϕu]) ,
sbuu = −vTbuJ T vu = vTuJ T vbu = sin([ωu − ω]t+ [ϕbu − ϕu]) ,
cbui = v
T
buvi = v
T
i vbu = cos([ωu − ω]t+ [ϕbu − ϕi]) ,
sbui = −vTbuJ T vi = vTi J T vbu = sin([ωu − ω]t+ [ϕbu − ϕi]) ,
cbiu = v
T
bi
vu = v
T
u vbi = cos([ωi − ω]t+ [ϕbi − ϕu]) ,
sbiu = −vTbiJ T vu = vTuJ T vbi = sin([ωi − ω]t+ [ϕbi − ϕu]) ,
cbii = v
T
bi
vi = v
T
i vbi = cos([ωu − ω]t+ [ϕbi − ϕi]) ,
sbii = −vTbiJ T vi = vTi J T vbi = sin([ωu − ω]t+ [ϕbi − ϕi]) ,
cbubi = v
T
buvbi = v
T
bi
vbu = cos([ωu − ωi]t+ [ϕbu − ϕbi ]) ,
sbubi = −vTbuJ T vbi = vTbiJ T vbu = sin([ωu − ωi]t+ [ϕbu − ϕbi ]) ,
(A.2)
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A = U cos(ωt+ ϕu)−RI cos(ωt+ ϕi) + ωLI sin(ωt+ ϕi) ,
B = U sin(ωt+ ϕu)−RI sin(ωt+ ϕi)− ωLI cos(ωt+ ϕi) ,
E = A2 +B2 = (Uc−RI)2 + (Us− ωLI)2 ,
P = cos(ωut+ φbu) ,
Q = sin(ωut+ φbu) ,
G = BQ+AP = Ucbuu −RIcbui − ωLIsbui ,
H = AQ−BP = Usbuu −RIsbui + ωLIcbui ,
(A.3)
Λu(λ) =
λ2 + ω2
λ2 + ω2u
,
Ωua(λ) =
λ2 − ω2u + ωωu
λ2 + (ωu − ω)2
,
Ωub(λ) =
λ2 − ω2 + ωωu
λ2 + (ωu − ω)2
,
Ωuc(λ) =
λ(2ωu − ω)
λ2 + (ωu − ω)2
,
Ωud(λ) =
λ(ωu − 2ω)
λ2 + (ωu − ω)2
,
Ω′ua(λ) = Ωua(λ)−
ωu
ω
,
Ω′uc(λ) = Ωuc(λ) +
λ
ω
,
(A.4)
Γuk(λ) = Ωuk(λ)Λu(λ) , ∀k ∈ {a, b, c, d} ,
Γ′uk(λ) = Ω
′
uk(λ)Λu(λ) , ∀k ∈ {a, b, c, d} ,
(A.5)
αu(λ) = λΩub(λ) ,
βu(λ) = λΩud(λ) ,
γu(λ) = Γ
′
ua(λ) + Ωub(λ) ,
δu(λ) = Γ
′
uc(λ) + Ωud(λ) .
(A.6)
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Par ailleurs, ∀ζ ∈ {Λu,Ωu,Γu,Γ′u, zˇ, αu, βu, γu, δu}, on note :
∆ζ =
ζ(λ2)− ζ(λ1)
λ2 − λ1 ,
∆dζ =
λ2ζ(λ2)− λ1ζ(λ1)
λ2 − λ1 ,
∆iζ =
λ2ζ(λ1)− λ1ζ(λ2)
λ2 − λ1 .
(A.7)
On note également :
Mαβ =
 ∆αu ∆βu
∆iαu ∆iβu
 , Mγδ =
 ∆γu ∆δu
∆iγu ∆iδu
 . (A.8)
Enﬁn, on a les propriétés suivantes, vériﬁées par calcul symbolique avec Matlab :
∆αu∆γu +∆βu∆δu = 0 ,
(∆αu)
2 + (∆βu)
2 = ω2[(∆γu)
2 + (∆δu)
2]
= −ω[∆βu∆γu −∆αu∆δu] ,
ω[ω∆δu +∆iγu] = −[−ω∆αu +∆iβu] ,
ω[−ω∆γu +∆iδu] = [ω∆βu +∆iαu] .
(A.9)
A.2 Démonstration de la proposition 6.1
A.2.1 Rappel de l’énoncé de la proposition 6.1
Proposition . Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions et une composante du bruit
de mesure wi sur les courants, le vecteur Φ̂ à estimer est obtenu en résolvant :
CΦ̂ = Z , (A.10)
avec la matrice carrée C et le vecteur Z donnés par :
C = C0 + CuBu + CiBi ,
Z = Z0 + ZuBu + ZiBi + ZiiB
2
i + ZuuB
2
u + ZuiBuBi ,
(A.11)
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les expressions des différents termes intervenant dans les expressions de C et Z étant
explicitées au paragraphe A.2.
A.2.2 Démonstration
Pour simpliﬁer les notations, les indices j, correspondant aux diﬀérents pôles, ne
sont pas indiqués.
Calcul de c
D’après (6.7), on a :
c˙ = −λc− 2(ybu −Rybi + λLybi) , (A.12)
soit :
c˙ = −λc− 2(Uvu − [R− λL]Ivi)− 2(Buvbu − [R− λL]Bivbi) , (A.13)
et donc, en utilisant (4.48) et par linéarité :
c = c0 − 2λI − ωuJ
λ2 + ω2u
Buvbu + 2
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi ,
c = −2λI − ωJ
λ2 + ω2
Uvu + 2
λI − ωJ
λ2 + ω2
(R− λL)Ivi
−2λI − ωuJ
λ2 + ω2u
Buvbu + 2
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi .
(A.14)
Calcul de c˜
En utilisant (4.52) pour le terme non bruité c˜0 et en simpliﬁant de manière analogue
le terme bruité, on obtient :
c˜ = c˜0 + c˜uBu + c˜iBi , (A.15)
avec les notations suivantes :
c˜0 =
2(ωJ − λI)(Uvu −RIvi − ωJLIvi)
λ2 + ω2
,
c˜u =
2(ωuJ − λI)
λ2 + ω2u
vbu ,
c˜i = −2(ωiJ − λI)(RI + ωiLJ )
λ2 + ω2i
vbi .
(A.16)
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Calcul de η
D’après (6.7), on a :
η = cT (ybu −Rybi)− λ|Lybi |2 , (A.17)
soit :
η = cT (Uvu −RIvi +Buvbu −RBivbi)− λL2(I2 +B2i + 2IBivTi vbi) . (A.18)
En injectant l’expression de c donnée par (A.14) et en utilisant (4.56) pour le terme
non bruité η0, on obtient :
η = − λ(Uc−RI)
2 + (Uc− [R− λL]I)2 + (Us− ωLI)2 + U2s2
λ2 + ω2
− λL2(B2i + 2IBivTi vbi)
− 2
(
λI − ωuJ
λ2 + ω2u
Buvbu
)T
(Uvu −RIvi)
+ 2
(
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi
)T
(Uvu −RIvi)
− 2
(
λI − ωJ
λ2 + ω2
Uvu
)T
(Buvbu −RBivbi)
+ 2
(
λI − ωJ
λ2 + ω2
(R− λL)Ivi
)T
(Buvbu −RBivbi)
− 2
(
λI − ωuJ
λ2 + ω2u
Buvbu
)T
(Buvbu −RBivbi)
+ 2
(
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi
)T
(Buvbu −RBivbi) .
(A.19)
277
Annexe A. Démonstrations des propositions du paragraphe 6.2
En utilisant les notations (A.2) et en remarquant que vTbivbi = v
T
buvbu = 1 et que
vTbiJ T vbi = vTbuJ T vbu = 0, on obtient :
η = − λ(Uc−RI)
2 + (Uc− [R− λL]I)2 + (Us− ωLI)2 + U2s2
λ2 + ω2
− λL2(B2i + 2IBicbii)
− 2Buλ(Ucbuu −RIcbui)− ωu(−Usbuu +RIsbui)
λ2 + ω2u
+ 2Bi(R− λL)λ(Ucbiu −RIcbii)− ωi(−Usbiu +RIsbii)
λ2 + ω2i
− 2U λ(Bucbuu −RBicbiu)− ω(Busbuu −RBisbiu)
λ2 + ω2
+ 2I(R− λL)λ(Bucbui −RBicbii)− ω(Busbui −RBisbii)
λ2 + ω2
− 2Buλ(Bu −RBicbubi)− ωu(RBisbubi)
λ2 + ω2u
+ 2(R− λL)Biλ(Bucbubi −RBi)− ωi(Busbubi)
λ2 + ω2i
,
(A.20)
soit :
η = η0 + η0bibiB
2
i + η0bubuB
2
u + (ηcbubi cbubi + ηsbubi sbubi)BuBi
+ (ηcbii cbii + ηsbii sbii + ηcbiu cbiu + ηsbiu sbiu)Bi
+ (ηcbui cbui + ηsbui sbui + ηcbuu cbuu + ηsbuu sbuu)Bu ,
(A.21)
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avec les notations suivantes :
η0 = −λ(Uc−RI)
2 + (Uc− [R− λL]I)2 + (Us− ωLI)2 + U2s2
λ2 + ω2
,
η0bibi = −λL2 −
2λ(R− λL)R
λ2 + ω2i
,
η0bubu = −
2λ
λ2 + w2u
,
ηcbii = 2I
[
−λL2 +R(R− λL)
(
− λ
λ2 + ω2i
− λ
λ2 + ω2
)]
,
ηsbii = 2I
[
R(R− λL)
(
− ωi
λ2 + ω2i
+
ω
λ2 + ω2
)]
,
ηcbiu = 2U
[(
(R− λL)λ
λ2 + ω2i
+
λR
λ2 + ω2
)]
,
ηsbiu = 2U
[(
(R− λL)ωi
λ2 + ω2i
− ωR
λ2 + ω2
)]
,
ηcbui = 2I
[(
λR
λ2 + ω2u
+
(R− λL)λ
λ2 + ω2
)]
,
ηsbui = 2I
[(
ωuR
λ2 + ω2u
− (R− λL)ω
λ2 + ω2
)]
,
ηcbuu = −2U
[(
λ
λ2 + ω2u
+
λ
λ2 + ω2
)]
,
ηsbuu = 2U
[(
− ωu
λ2 + ω2u
+
ω
λ2 + ω2
)]
,
ηcbubi = 2
[(
λR
λ2 + ω2u
+
(R− λL)λ
λ2 + ω2i
)]
,
ηsbubi = 2
[(
ωuR
λ2 + ω2u
− (R− λL)ωi
λ2 + ω2i
)]
.
(A.22)
Calcul de z
D’après (6.7), on a :
z˙ = −λz + η
= −λz + η0 + η0bibiB2i + η0bubuB2u + (ηcbubi cbubi + ηsbubi sbubi)BuBi
+ (ηcbii cbii + ηsbii sbii + ηcbiu cbiu + ηsbiu sbiu)Bi
+ (ηcbui cbui + ηsbui sbui + ηcbuu cbuu + ηsbuu sbuu)Bu .
(A.23)
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Or le régime asymptotique de x donné par x˙ = −λx+X1 cos(ωt+ϕ) +X2 sin(ωt+ϕ)
est :
x =
1
λ2 + ω2
[(X1λ−X2ω) cos(ωt+ ϕ) + (X2λ+X1ω) sin(ωt+ ϕ)] . (A.24)
On en déduit :
z = z0 + z0bibiB
2
i + z0bubuB
2
u + (zcbubi cbubi + zsbubi sbubi)BuBi
+ (zcbii cbii + zsbii sbii + zcbiu cbiu + zsbiu sbiu)Bi
+ (zcbui cbui + zsbui sbui + zcbuu cbuu + zsbuu sbuu)Bu ,
(A.25)
avec les notations suivantes, z0 étant déﬁnie par (4.58) :
z0bibi =
η0bibi
λ
, z0bubu =
η0bubu
λ
,
zcbii =
ηcbiiλ− ηsbii(ωi − ω)
λ2 + (ωi − ω)2
, zsbii =
ηsbiiλ+ ηcbii(ωi − ω)
λ2 + (ωi − ω)2
,
zcbiu =
ηcbiuλ− ηsbiu(ωi − ω)
λ2 + (ωi − ω)2
, zsbiu =
ηsbiuλ+ ηcbiu(ωi − ω)
λ2 + (ωi − ω)2
,
zcbui =
ηcbuiλ− ηsbui(ωu − ω)
λ2 + (ωu − ω)2
, zsbui =
ηsbuiλ+ ηcbui(ωu − ω)
λ2 + (ωu − ω)2
,
zcbuu =
ηcbuuλ− ηsbuu(ωu − ω)
λ2 + (ωu − ω)2
, zsbuu =
ηsbuuλ+ ηcbuu(ωu − ω)
λ2 + (ωu − ω)2
,
zcbubi =
ηcbubiλ− ηsbubi(ωu − ωi)
λ2 + (ωu − ωi)2
, zsbubi =
ηsbubiλ+ ηcbubi(ωu − ωi)
λ2 + (ωu − ωi)2
.
(A.26)
Calcul de z˜
D’après (A.14), on a :
cTLybi = 2LI
(
λI − ωJ
λ2 + ω2
(R− λL)Ivi
)T
vi − 2LI
(
λI − ωJ
λ2 + ω2
Uvu
)T
vi
+ 2LI
(
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi
)T
vi − 2LI
(
λI − ωuJ
λ2 + ω2u
Buvbu
)T
vi
+ 2LBi
(
λI − ωJ
λ2 + ω2
(R− λL)Ivi
)T
vbi − 2LBi
(
λI − ωJ
λ2 + ω2
Uvu
)T
vbi
+ 2LBi
(
λI − ωiJ
λ2 + ω2i
(R− λL)Bivbi
)T
vbi − 2LBi
(
λI − ωuJ
λ2 + ω2u
Buvbu
)T
vbi ,
(A.27)
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soit :
cTLybi =
2LI
λ2 + ω2
[Iλ(R− λL)− U(λc+ ωs)] + 2LB
2
i (R− λL)λ
λ2 + ω2i
− 2LIBu
λ2 + ω2u
[λcbui + ωusbui]−
2LUBi
λ2 + ω2
[λcbiu − ωsbiu]
+2LIBi(R− λL)
(
λcbii + ωisbii
λ2 + ω2i
+
λcbii − ωsbii
λ2 + ω2
)
−2LBuBi
λ2 + ω2u
[λcbubi + ωusbubi ] ,
(A.28)
et :
|Lybi |2 = L2(I2 +B2i + 2IBicbii) . (A.29)
En utilisant (4.60) pour simpliﬁer le terme non bruité, on obtient :
z˜ = z˜0 + z˜0bibiB
2
i + z˜0bubuB
2
u + (z˜cbubi cbubi + z˜sbubi sbubi)BuBi
+ (z˜cbii cbii + z˜sbii sbii + z˜cbiu cbiu + z˜sbiu sbiu)Bi
+ (z˜cbui cbui + z˜sbui sbui + z˜cbuu cbuu + z˜sbuu sbuu)Bu ,
(A.30)
avec les notations suivantes :
z˜0 = −2(Uc−RI)
2 + (Us− ωLI)2
λ2 + ω2
,
z˜0bibi = −2L2 −
2(R− λL)(R+ λL)
λ2 + ω2i
, z˜0bubu = −
2
λ2 + w2u
,
(A.31)
z˜cbii = zcbii − 2λLI(R− λL)
(
1
λ2 + ω2i
+
1
λ2 + ω2
)
− 2L2I ,
z˜sbii = zsbii − 2LI(R− λL)
(
ωi
λ2 + ω2i
− ω
λ2 + ω2
)
,
(A.32)
z˜cbiu = zcbiu +
2λLU
λ2 + ω2
, z˜sbiu = zsbiu −
2ωLU
λ2 + ω2
,
z˜cbui = zcbui +
2λLI
λ2 + ω2u
, z˜sbui = zsbui +
2ωuLI
λ2 + ω2u
,
z˜cbuu = zcbuu , z˜sbuu = zsbuu ,
z˜cbubi = zcbubi +
2λL
λ2 + ω2u
, z˜sbubi = zsbubi +
2ωuL
λ2 + ω2u
.
(A.33)
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On écrit :
z˜ = z˜0 + z˜uBu + z˜iBi + z˜iiB
2
i + z˜uuB
2
u + z˜uiBuBi , (A.34)
avec :
z˜u = z˜cbui cbui + z˜sbui sbui + z˜cbuu cbuu + z˜sbuu sbuu ,
z˜i = z˜cbii cbii + z˜sbii sbii + z˜cbiu cbiu + z˜sbiu sbiu ,
z˜ii = z˜0bibi ,
z˜uu = z˜0bubu ,
z˜ui = z˜cbubi cbubi + z˜sbubi sbubi .
(A.35)
Expression à résoudre pour calculer Φ̂
D’après la relation (6.9), on obtient Φ̂ en résolvant :
c˜Tj Φ̂ = z˜j , (A.36)
avec c˜j = c˜(λj), z˜j = z˜(λj) et c˜ et z˜ déﬁnis respectivement par (A.15) et (A.34). En
utilisant cette relation pour deux λ, l’équation à résoudre est :
CΦ̂ = Z , (A.37)
avec la matrice carrée C = (c˜1 c˜2)T et le vecteur Z =
 z˜1
z˜2
. On déﬁnit de même :
C0 =
(
c˜0(λ1) c˜0(λ2)
)T
, Z0 =
(
z˜0(λ1) z˜0(λ2)
)T
,
Cu =
(
c˜u(λ1) c˜u(λ2)
)T
, Zu =
(
z˜u(λ1) z˜u(λ2)
)T
,
Ci =
(
c˜i(λ1) c˜i(λ2)
)T
, Zi =
(
z˜i(λ1) z˜i(λ2)
)T
,
Zuu =
(
z˜uu(λ1) z˜uu(λ2)
)T
, Zii =
(
z˜ii(λ1) z˜ii(λ2)
)T
,
Zui =
(
z˜ui(λ1) z˜ui(λ2)
)T
.
(A.38)
Ainsi, on a :
C = C0 + CuBu + CiBi ,
Z = Z0 + ZuBu + ZiBi + ZiiB
2
i + ZuuB
2
u + ZuiBuBi .
(A.39)
282
A.3. Démonstration de la proposition 6.4
A.3 Démonstration de la proposition 6.4
A.3.1 Rappel de l’énoncé de la proposition 6.4
Proposition . Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, l’estimation φ̂ de l’intensité du flux des
aimants est approchée par :
φ̂ ≈ φ̂0 + T2Bu
ω
√
E
+
1√
E
(
ωT 21B
2
u
2E
+
T3B
2
u
ω
− T4B
2
u
ω2E
)
, (A.40)
les expressions de T1, T2, T3 et T4 étant explicitées au paragraphe A.3 par (A.78),
(A.75) et (A.80).
A.3.2 Démonstration
Expression de C−10
En s’inspirant de (4.64), on a :
C0 = 2

−λ1A− ωB
λ21 + ω
2
ωA− λ1B
λ21 + ω
2
−λ2A− ωB
λ22 + ω
2
ωA− λ2B
λ22 + ω
2
 ,
detC0 =
2ωE(λ2 − λ1)
(λ21 + ω
2)(λ22 + ω
2)
,
C−10 =
1
2ωE(λ2 − λ1)
 (λ21 + ω2)(ωA− λ2B) (λ22 + ω2)(λ1B − ωA)
(λ21 + ω
2)(λ2A+ ωB) (λ
2
2 + ω
2)(−ωB − λ1A)
 .
(A.41)
Expression de Cu
D’après (A.38) :
Cu =
(
c˜u(λ1) c˜u(λ2)
)T
, (A.42)
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avec, d’après (A.16), et en utilisant P et Q déﬁnis par (A.3) :
c˜u(λ) =
2(ωuJ − λI)
λ2 + ω2u
vbu =
2
λ2 + ω2u
 −λ1P − ωuQ
ωuP − λ1Q
 . (A.43)
Ainsi :
Cu = 2

−λ1P − ωuQ
λ21 + ω
2
u
ωuP − λ1Q
λ21 + ω
2
u
−λ2P − ωuQ
λ22 + ω
2
u
ωuP − λ2Q
λ22 + ω
2
u
 . (A.44)
Calcul de C−10 Cu
Avec Λu(λ), ∆Λu, ∆dΛu et ∆iΛu déﬁnis par (A.4) et (A.7), on a :
C−10 Cu =
1
ωE(λ2 − λ1)
 C0u1 C0u2
C0u3 C0u4
 , (A.45)
avec :
C0u1 = Λu(λ1)(ωA− λ2B)(−λ1P − ωuQ) + Λu(λ2)(λ1B − ωA)(−λ2P − ωuQ)
= Λu(λ1)(−λ1ωAP − ωωuAQ+ λ1λ2BP + λ2ωuBQ)
+ Λu(λ2)(−λ1λ2BP − λ1ωuBQ+ λ2ωAP + ωωuAQ)
= (Λu(λ2)− Λu(λ1))(ωωuAQ− λ1λ2BP )
+ (λ2Λu(λ2)− λ1Λu(λ1))ωAP + (λ2Λu(λ1)− λ1Λu(λ2))ωuBQ
= (λ2 − λ1)[∆Λu(ωωuAQ− λ1λ2BP ) + ∆dΛuωAP +∆iΛuωuBQ] .
(A.46)
De même :
C0u2 = (λ2 − λ1)[∆Λu(−ωωuAP − λ1λ2BQ) + ∆dΛuωAQ−∆iΛuωuBP ] ,
C0u3 = (λ2 − λ1)[∆Λu(ωωuBQ+ λ1λ2AP ) + ∆dΛuωBP −∆iΛuωuAQ] ,
C0u4 = (λ2 − λ1)[∆Λu(−ωωuBP + λ1λ2AQ) + ∆dΛuωBQ+∆iΛuωuAP ] .
(A.47)
Ainsi :
ωEC−10 Cu = ∆Λu
ωωu
 AQ −AP
BQ −BP
+ λ1λ2
 −BP −BQ
AP AQ


+ ∆dΛuω
 AP AQ
BP BQ
+∆iΛuωu
 BQ −BP
−AQ AP
 .
(A.48)
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Expression de Zu
D’après (A.38) :
Zu =
(
z˜u(λ1) z˜u(λ2)
)T
, (A.49)
avec, d’après (A.33) et (A.35) :
z˜u(λ) = z˜cbui cbui + z˜sbui sbui + zcbuu cbuu + zsbuu sbuu . (A.50)
Or, d’après (A.26) et (A.33) :
z˜cbui =
ηcbuiλ− ηsbui(ωu − ω)
λ2 + (ωu − ω)2
+
2λLI
λ2 + ω2u
, (A.51)
donc, avec (A.22) et Ωua et Ωub déﬁnis par (A.4) :
(λ2 + ω2)z˜cbui =
2I
λ2 + (ωu − ω)2
[
λ2RΛu(λ) + λ
2(R− λL)− (ωu − ω)ωuRΛu(λ)
+(ωu − ω)ω(R− λL)] + 2IλLΛu(λ) ,
(λ2 + ω2)z˜cbui = 2I[(RΩua(λ) + λL)Λu(λ) + (R− λL)Ωub(λ)] .
(A.52)
Ainsi, en procédant de même pour les autres termes, on obtient :
(λ2 + ω2)z˜u(λ) = 2(zˇcbui(λ) cbui + zˇsbui(λ) sbui + zˇcbuu(λ) cbuu + zˇsbuu(λ) sbuu) , (A.53)
avec les notations suivantes :
zˇcbui(λ) = I[(RΩua(λ) + λL)Λu(λ) + (R− λL)Ωub(λ)] ,
zˇsbui(λ) = I[(RΩuc(λ) + ωuL)Λu(λ) + (R− λL)Ωud(λ)] ,
zˇcbuu(λ) = −U [Ωua(λ)Λu(λ) + Ωub(λ)] ,
zˇsbuu(λ) = −U [Ωuc(λ)Λu(λ) + Ωud(λ)] .
(A.54)
285
Annexe A. Démonstrations des propositions du paragraphe 6.2
Calcul de C−10 Zu
D’après (A.41), on a :
C−10 Zu = C
−1
0
 z˜u(λ1)
z˜u(λ2)

=

(λ21 + ω
2)(ωA− λ2B)z˜u(λ1) + (λ22 + ω2)(λ1B − ωA)z˜u(λ2)
2ωE(λ2 − λ1)
(λ21 + ω
2)(λ2A+ ωB)z˜u(λ1) + (λ
2
2 + ω
2)(−ωB − λ1A)z˜u(λ2)
2ωE(λ2 − λ1)
 ,
(A.55)
soit :
2ωE(λ2 − λ1)C−10 Zu = ω[(λ21 + ω2)z˜u(λ1)− (λ22 + ω2)z˜u(λ2)]
 A
B

+ [λ1(λ
2
2 + ω
2)z˜u(λ2)− λ2(λ21 + ω2)z˜u(λ1)]
 B
−A
 .
(A.56)
Et donc, ∆zˇ et ∆izˇ étant déﬁnis par (A.7) :
ωEC−10 Zu = −ω[∆zˇcbui cbui +∆zˇsbui sbui +∆zˇcbuu cbuu +∆zˇsbuu sbuu]
 A
B

− [∆izˇcbui cbui +∆izˇsbui sbui +∆izˇcbuu cbuu +∆izˇsbuu sbuu]
 B
−A
 .
(A.57)
Avec, en utilisant (A.5) et (A.7) :
∆zˇcbui = I[R(∆Γua +∆Ωub) + L(∆dΛu −∆dΩub)] ,
∆zˇsbui = I[R(∆Γuc +∆Ωud) + L(ωu∆Λu −∆dΩud)] ,
∆zˇcbuu = −U [∆Γua +∆Ωub] ,
∆zˇsbuu = −U [∆Γuc +∆Ωud] ,
∆izˇcbui = I[R(∆iΓua +∆iΩub) + Lλ1λ2(∆Ωub −∆Λu)] ,
∆izˇsbui = I[R(∆iΓuc +∆iΩud) + L(ωu∆iΛu + λ1λ2∆Ωud)] ,
∆izˇcbuu = −U [∆iΓua +∆iΩub] ,
∆izˇsbuu = −U [∆iΓuc +∆iΩud] .
(A.58)
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Calcul de C−10 CuΦ̂0
D’après (4.66) et (A.48), on a :
ω2EC−10 CuΦ̂0 = ∆Λu
ωωu
 AQ −AP
BQ −BP
+ λ1λ2
 −BP −BQ
AP AQ
 B
−A

+ ∆dΛuω
 AP AQ
BP BQ
 B
−A

+ ∆iΛuωu
 BQ −BP
−AQ AP
 B
−A
 .
(A.59)
Soit, avec G et H déﬁnis par (A.3) :
ω2EC−10 CuΦ̂0 = ∆Λu
ωωuG
 A
B
+ λ1λ2H
 B
−A

+ −∆dΛuωH
 A
B
+∆iΛuωuG
 B
−A

= [∆ΛuωωuG−∆dΛuωH]
 A
B

+ [∆Λuλ1λ2H +∆iΛuωuG]
 B
−A
 .
(A.60)
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Calcul de Φu
D’après (6.47), Φu = C−10 Zu − C−10 CuΦ̂0. Ainsi, en utilisant (A.57) et (A.60) et en
remplaçant G et H par leurs expressions :
ω2EΦu = [(∆ΛuωωuRI +∆dΛuω
2LI − ω2∆zˇcbui)cbui
+(∆Λuω
2ωuLI −∆dΛuωRI − ω2∆zˇsbui)sbui
−(∆ΛuωωuU + ω2∆zˇcbuu)cbuu + (∆dΛuωU − ω2∆zˇsbuu)sbuu]
 A
B

+ [(∆iΛuωuRI −∆Λuλ1λ2ωLI − ω∆izˇcbui)cbui
+(∆Λuλ1λ2RI +∆iΛuωωuLI − ω∆izˇsbui)sbui
−(∆iΛuωuU + ω∆izˇcbuu)cbuu − (∆Λuλ1λ2U + ω∆izˇsbuu)sbuu]
 B
−A
 .
(A.61)
Or, avec αu, βu, γu et δu déﬁnis par (A.6) :
−(∆ΛuωωuU + ω2∆zˇcbuu) = Uω(−ωu∆Λu + ω∆Γua + ω∆Ωub)
= Uω2(∆Γ′ua +∆Ωub) = Uω
2∆γu ,
∆dΛuωU − ω2∆zˇsbuu = Uω(∆dΛu + ω∆Γuc + ω∆Ωud)
= Uω2(∆Γ′uc +∆Ωud) = Uω
2∆δu ,
−(∆iΛuωuU + ω∆izˇcbuu) = U(−ωu∆iΛu + ω∆iΓua + ω∆iΩub)
= Uω(∆iΓ
′
ua +∆iΩub) = Uω∆iγu ,
−(∆Λuλ1λ2U + ω∆izˇsbuu) = U(−λ1λ2∆Λu + ω∆iΓuc + ω∆iΩud)
= Uω(∆iΓ
′
uc +∆iΩud) = Uω∆iδu ,
(A.62)
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∆ΛuωωuRI +∆dΛuω
2LI − ω2∆zˇcbui
= Iω[−R(−ωu∆Λu + ω∆Γua + ω∆Ωub) + ωL∆dΩub]
= Iω2[L∆dΩub −R(∆Γ′ua +∆Ωub)]
= Iω2[L∆αu −R∆γu] ,
∆Λuω
2ωuLI −∆dΛuωRI − ω2∆zˇsbui
= Iω[−R(∆dΛu + ω∆Γuc + ω∆Ωud) + ωL∆dΩud]
= Iω2[L∆dΩud −R(∆Γ′uc +∆Ωud)]
= Iω2[L∆βu −R∆δu] ,
∆iΛuωuRI −∆Λuλ1λ2ωLI − ω∆izˇcbui
= I[−R(−ωu∆iΛu + ω∆iΓua + ω∆iΩub)− ωLλ1λ2∆Ωub]
= Iω[−R(∆iΓ′ua +∆iΩub)− Lλ1λ2∆Ωub]
= Iω[L∆iαu −R∆iγu] ,
∆Λuλ1λ2RI +∆iΛuωωuLI − ω∆izˇsbui
= I[−R(−λ1λ2∆Λu + ω∆iΓuc + ω∆iΩud)− ωLλ1λ2∆Ωud]
= Iω[−R(∆iΓ′uc +∆iΩud)− Lλ1λ2∆Ωud]
= Iω[L∆iβu −R∆iδu] .
(A.63)
On en déduit :
ωEΦu =
 ωA B
ωB −A
I [LMαβ −RMγδ]
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 ,
(A.64)
avec les matrices Mαβ et Mγδ déﬁnies par (A.8).
Expression de Zuu
D’après (A.38) :
Zuu =
(
z˜uu(λ1) z˜uu(λ2)
)T
, (A.65)
avec, d’après (A.31) et (A.35) :
z˜uu(λ) = − 2
λ2 + ω2u
. (A.66)
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Calcul de C−10 Zuu
D’après (A.41), on a :
C−10 Zuu = C
−1
0
 z˜uu(λ1)
z˜uu(λ2)

=
−1
ωE(λ2 − λ1)
 Λu(λ1)(ωA− λ2B) + Λu(λ2)(λ1B − ωA)))
Λu(λ1)(λ2A+ ωB) + Λu(λ2)(−ωB − λ1A))
 ,
(A.67)
soit :
ωEC−10 Zuu = ω∆Λu
 A
B
+∆iΛu
 B
−A
 . (A.68)
Calcul de C−10 CuΦu
D’après (A.64) et (A.48), on a :
ω2E2C−10 CuΦu =
∆Λuωωu
 AQ −AP
BQ −BP
 ωA B
ωB −A

+ ∆Λuλ1λ2
 −BP −BQ
AP AQ
 ωA B
ωB −A

+ ∆dΛuω
 AP AQ
BP BQ
 ωA B
ωB −A

+ ∆iΛuωu
 BQ −BP
−AQ AP
 ωA B
ωB −A

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 ,
(A.69)
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ω2E2C−10 CuΦu =
∆Λuωωu
 A
B
(ωH G)−∆Λuλ1λ2
 B
−A
(ωG −H)
+ ∆dΛuω
 A
B
(ωG −H)+∆iΛuωu
 B
−A
(ωH G)

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 .
(A.70)
Or les termes de la forme
(
ωH G
)
Mαβ
 cbui
sbui
 sont des scalaires, donc :
ω2E2C−10 CuΦu = ω
(
ωu∆Λu ∆dΛu
) ωH G
ωG −H

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 A
B

+
(
ωu∆iΛu −λ1λ2∆Λu
) ωH G
ωG −H

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 B
−A
 .
(A.71)
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Calcul de Φuu
D’après (6.47), Φuu = C−10 Zuu − C−10 CuΦu. Ainsi, en utilisant (A.68) et (A.71) :
ω2E2Φuu = ω
Eω∆Λu − (ωu∆Λu ∆dΛu)
 ωH G
ωG −H

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 A
B

+
ωE∆iΛu − (ωu∆iΛu −λ1λ2∆Λu)
 ωH G
ωG −H

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 B
−A
 .
(A.72)
Calcul de Φ̂T0 Φu
En utilisant (4.66) et (A.64) :
ω2EΦ̂T0 Φu =
(
0 E
)I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu

= E(I[(L∆iαu −R∆iγu)cbui + (L∆iβu −R∆iδu)sbui]
+U [∆iγu cbuu +∆iδu sbuu]) .
(A.73)
Ainsi :
Φ̂T0 Φu =
1
ω2
T2 , (A.74)
avec la notation :
T2 = I[(L∆iαu−R∆iγu)cbui+(L∆iβu−R∆iδu)sbui]+U [∆iγu cbuu+∆iδu sbuu] . (A.75)
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Calcul de |Φu|2
D’après (A.64), on a :
ωEΦu = ω(I[(L∆αu −R∆γu)cbui + (L∆βu −R∆δu)sbui]
+U [∆γucbuu +∆δusbuu])
 A
B

+ (I[(L∆iαu −R∆iγu)cbui + (L∆iβu −R∆iδu)sbui]
+U [∆iγucbuu +∆iδusbuu])
 B
−A
 .
(A.76)
Comme les vecteurs
 A
B
 et
 B
−A
 sont orthogonaux, le théorème de Pythagore
donne :
ω2E|Φu|2 = ω2T 21 + T 22 , (A.77)
avec T2 déﬁni par (A.75) et :
T1 = I[(L∆αu −R∆γu)cbui + (L∆βu −R∆δu)sbui] + U [∆γucbuu +∆δusbuu] . (A.78)
Calcul de Φ̂T0 Φuu
En utilisant (4.66) et (A.72) :
ω3E2Φ̂T0 Φuu = ωE
2T3 − ET4 , (A.79)
avec :
T3 = ∆iΛu ,
T4 =
(
ωu∆iΛu −λ1λ2∆Λu
) ωH G
ωG −H

×
I(LMαβ −RMγδ)
 cbui
sbui
+ UMγδ
 cbuu
sbuu
 .
(A.80)
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Expression de l’approximation de φ̂
D’après (6.49), et en notant, d’après (4.67), que φ̂20 = E/ω
2 :
φ̂ ≈ φ̂0 + Φ̂
T
0 Φu
φ̂0
Bu +
1
2
[
[|Φu|2 + 2Φ̂T0 Φuu]
φ̂0
− (Φ̂
T
0 Φu)
2
φ̂30
]
B2u
≈ φ̂0 + T2
ω2φ̂0
Bu +
1
2
[
ω2T 21 + T
2
2
ω2Eφ̂0
+
2ωET3 − 2T4
ω3Eφ̂0
− T
2
2
ω4φ̂30
]
B2u
≈ φ̂0 + T2Bu
ω
√
E
+
ω
2
√
E
[
T 21
E
+
T 22
ω2E
+
2T3
ω2
− 2T4
ω3E
− T
2
2
ω2E
]
B2u
φ̂ ≈ φ̂0 + T2Bu
ω
√
E
+
1√
E
[
ωT 21B
2
u
2E
+
T3B
2
u
ω
− T4B
2
u
ω2E
]
.
(A.81)
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A.4 Démonstration de la proposition 6.3
A.4.1 Rappel de l’énoncé de la proposition 6.3
Proposition . Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, la norme de Frobenius de C−10 Cu est
donnée par : ∥∥∥C−10 Cu∥∥∥
F
=
1
ωφ̂0
√
(1 + α2L)(1 + ρ
2
1)(1 + ρ
2
2)
(ρ21 + α
2
L)(ρ
2
2 + α
2
L)
, (A.82)
avec αL =
ωu
ω
, ρ1 =
λ1
ω
et ρ2 =
λ2
ω
.
A.4.2 Démonstration
D’après (A.45), on a :
∥∥∥C−10 Cu∥∥∥
F
=
1
ωE(λ2 − λ1)
√
C20u1 + C
2
0u2 + C
2
0u3 + C
2
0u4 , (A.83)
donc :
ω2E2
∥∥∥C−10 Cu∥∥∥2
F
= (∆ΛuωωuAQ−∆Λuλ1λ2BP +∆dΛuωAP +∆iΛuωuBQ)2
+ (−∆ΛuωωuAP −∆Λuλ1λ2BQ+∆dΛuωAQ−∆iΛuωuBP )2
+ (∆ΛuωωuBQ+∆Λuλ1λ2AP +∆dΛuωBP −∆iΛuωuAQ)2
+ (−∆ΛuωωuBP +∆Λuλ1λ2AQ+∆dΛuωBQ+∆iΛuωuAP )2 .
(A.84)
Comme A2Q2 + A2P 2 + B2Q2 + B2P 2 = (A2 + B2)(P 2 + Q2) = E, et les doubles
produits se simpliﬁant entre eux, on obtient :
ω2E2
∥∥∥C−10 Cu∥∥∥2
F
=
[
(∆Λuωωu)
2 + (∆Λuλ1λ2)
2 + (∆dΛuω)
2 + (∆iΛuωu)
2
]
E . (A.85)
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Donc :
(λ2 − λ1)2ω2E
∥∥∥C−10 Cu∥∥∥2
F
= (Λu(λ2)− Λu(λ1))2(ω2ω2u + λ21λ22)
+ (λ2Λu(λ2)− λ1Λu(λ1))2ω2
+ (λ2Λu(λ1)− λ1Λu(λ2))2ω2u
= Λu(λ1)
2[ω2ω2u + λ
2
1λ
2
2 + λ
2
1ω
2 + λ22ω
2
u]
+ Λu(λ2)
2[ω2ω2u + λ
2
1λ
2
2 + λ
2
2ω
2 + λ21ω
2
u]
− 2Λu(λ1)Λu(λ2)[ω2ω2u + λ21λ22 + λ1λ2ω2 + λ1λ2ω2u] ,
(A.86)
(λ2 − λ1)2ω2E
∥∥∥C−10 Cu∥∥∥2
F
=
(λ21 + ω
2)2
(λ21 + ω
2
u)
2 (λ
2
1 + ω
2
u)(λ
2
2 + ω
2)
+
(λ22 + ω
2)2
(λ22 + ω
2
u)
2 (λ
2
2 + ω
2
u)(λ
2
1 + ω
2)
− 2 (λ
2
1 + ω
2)(λ22 + ω
2)
(λ21 + ω
2
u)(λ
2
2 + ω
2
u)
(λ1λ2 + ω
2)(λ1λ2 + ω
2
u)
=
(λ21 + ω
2)(λ22 + ω
2)
(λ21 + ω
2
u)(λ
2
2 + ω
2
u)
(λ2 − λ1)2(ω2 + ω2u) .
(A.87)
Finalement, en utilisant (4.68), la norme est donnée par :
∥∥∥C−10 Cu∥∥∥
F
=
1
ωφ̂0
√√√√(ω2 + ω2u)(λ21 + ω2)(λ22 + ω2)
ω2(λ21 + ω
2
u)(λ
2
2 + ω
2
u)
, (A.88)
soit : ∥∥∥C−10 Cu∥∥∥
F
=
1
ωφ̂0
√
(1 + α2L)(1 + ρ
2
1)(1 + ρ
2
2)
(ρ21 + α
2
L)(ρ
2
2 + α
2
L)
. (A.89)
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A.5 Démonstration de la proposition 6.5
A.5.1 Rappel de l’énoncé de la proposition 6.5
Proposition . Dans le cadre de la solution particulière (2.21), de l’utilisation des
équations bruitées de l’observateur non linéaire de Luenberger (6.7 et 6.8) avec deux
pôles réels, et du modèle de bruit explicité au paragraphe 6.2.2, en ne prenant en compte
qu’une composante du bruit de mesure wu sur les tensions, et en tenant compte des
approximations réalisées dans la partie 6.2.4, la moyenne temporelle < b(φ̂, bu) > du
biais sur φ̂ engendré par la composante bu(t, ω¯) est donnée par :
< b(φ̂, bu) > =
σ2bu√
E
(
ω[(∆γu)
2 + (∆δu)
2]
4
+
∆iΛu
ω
−ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)
2ω2
)
,
(A.90)
avec les notations définies par (A.4), (A.5), (A.6) et (A.7). Dans les cas particuliers
où ωu = ω ou ωu = 2ω, on a le biais moyen, indépendant de λ1 et λ2, suivant :
< b(φ̂, bu) >=
σ2bu
4ω
√
E
. (A.91)
A.5.2 Démonstration
Calcul d’espérances utiles
On a :
< Bucbui > =

0 si ωu 6= ω
Bu cos(ϕbu − ϕi) si ωu = ω
. (A.92)
Or, d’après (6.20) :
E[Bu cos(ϕbu − ϕi)] = E[Bu cosϕbu ] cosϕi + E[Bu sinϕbu ] sinϕi = 0 ,
E[Bu sin(ϕbu − ϕu)] = E[Bu sin(ϕbu − ϕi)] = 0 ,
(A.93)
et on alors ∀ωu > 0 :
E[< Bucbui >] = E[< Busbui >] = E[< Busbuu >] = 0 . (A.94)
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Par ailleurs :
< B2ucbui cbuu > =

c
2
B2u si ωu 6= ω
B2u cos(ϕbu − ϕi) cos(ϕbu − ϕu) si ωu = ω
. (A.95)
Soit dans le cas ωu = ω, en utilisant (6.20) :
< B2ucbui cbuu > = B
2
u cos
2 ϕbu cosϕu cosϕi +B
2
u sin
2 ϕbu sinϕu sinϕi
+ B2u cosϕbu cosϕbi sin(ϕu + ϕi) ,
E[< B2ucbui cbuu >] =
σ2bu
2
(cosϕu cosϕi + sinϕu sinϕi) =
σ2bu
2
c .
(A.96)
Donc, ∀ωu > 0, E[< B2ucbui cbuu >] =
σ2bu
2
c. De manière analogue, on obtient ∀ωu > 0 :
E[< B2ucbui cbuu >] =
c
2
σ2bu , E[< B
2
ucbui sbuu >] = −
s
2
σ2bu ,
E[< B2usbui cbuu >] =
s
2
σ2bu , E[< B
2
usbui sbuu >] =
c
2
σ2bu ,
E[< B2ucbui sbui >] = 0 , E[< B
2
ucbuu sbuu >] = 0 ,
E[< B2uc
2
bui >] =
σ2bu
2
, E[< B2uc
2
buu >] =
σ2bu
2
,
E[< B2us
2
bui >] =
σ2bu
2
, E[< B2us
2
buu >] =
σ2bu
2
.
(A.97)
On en déduit ∀ωu > 0 :
E[< B2u G cbui >] = E[< B
2
uH sbui >] =
σ2bu
2
(Uc−RI) ,
E[< B2u G cbuu >] = E[< B
2
uH sbuu >] =
σ2bu
2
(U −RIc− ωLIs) ,
E[< B2u G sbui >] = −E[< B2uH cbui >] =
σ2bu
2
(Us− ωLI) ,
E[< B2u G sbuu >] = −E[< B2uH cbuu >] =
σ2bu
2
(RIs− ωLIc) .
(A.98)
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Calcul des espérances ∀ωu > 0
De T1, donné par (A.78), on déduit :
T 21 = I
2[(L∆αu −R∆γu)cbui + (L∆βu −R∆δu)sbui]2
+ U2[∆γucbuu +∆δusbuu]
2
+ 2UI[(L∆αu −R∆γu)cbui + (L∆βu −R∆δu)sbui][∆γucbuu +∆δusbuu] ,
2E[< B2uT
2
1 >]
σ2bu
= I2[(L∆αu −R∆γu)2 + (L∆βu −R∆δu)2]
+ U2[(∆γu)
2 + (∆δu)
2]
+ 2UI[(L∆αu −R∆γu)∆γuc− (L∆αu −R∆γu)∆δus
+(L∆βu −R∆δu)∆γus+ (L∆βu −R∆δu)∆δuc] ,
2E[< B2uT
2
1 >]
σ2bu
= ((∆αu)
2 + (∆βu)
2)L2I2
+ ((∆γu)
2 + (∆δu)
2)((Uc−RI)2 + U2s2)
+ 2(∆αu∆γu +∆βu∆δu)LI(Uc−RI)
+ 2(∆βu∆γu −∆αu∆δu)LUIs ,
2E[< B2uT
2
1 >]
σ2bu
= [((∆αu)
2 + (∆βu)
2)L2I2 + ((∆γu)
2 + (∆δu)
2)((Uc−RI)2 + U2s2)
+2(∆βu∆γu −∆αu∆δu)LUIs] ,
(A.99)
soit en utilisant la deuxième propriété de (A.9) :
2E[< B2uT
2
1 >]
σ2bu
= [(∆γu)
2 + (∆δu)
2][ω2L2I2 + (Uc−RI)2 + U2s2 − 2ωLUIs]
= [(∆γu)
2 + (∆δu)
2][(Uc−RI)2 + (Us− ωLI)2] ,
2E[< B2uT
2
1 >]
σ2bu
= [(∆γu)
2 + (∆δu)
2]E .
(A.100)
Ensuite, par T2 et T3, respectivement donnés par (A.75) et (A.80), on a :
E[< BuT2 >] = 0 ,
E[< B2uT3 >] = ∆iΛuσ
2
bu .
(A.101)
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Enﬁn, de T4, donné par (A.80), on déduit :
E[< B2uT4 >] = ωωu∆iΛu(I[(L∆αu −R∆γu)E[< B2uHcbui >]
+(L∆βu −R∆δu)E[< B2uHsbui >]]
+U [∆γuE[< B
2
uHcbuu >] + ∆δuE[< B
2
uHsbuu >]])
− λ1λ2ω∆Λu(I[(L∆αu −R∆γu)E[< B2uGcbui >]
+(L∆βu −R∆δu)E[< B2uGsbui >]]
+U [∆γuE[< B
2
uGcbuu >] + ∆δuE[< B
2
uGsbuu >]])
+ ωu∆iΛu(I[(L∆iαu −R∆iγu)E[< B2uGcbui >]
+(L∆iβu −R∆iδu)E[< B2uGsbuu >]]
+U [∆iγuE[< B
2
uGcbuu >] + ∆iδuE[< B
2
uGsbuu >]])
+ λ1λ2∆Λu(I[(L∆iαu −R∆iγu)E[< B2uHcbui >]
+(L∆iβu −R∆iδu)E[< B2uHsbuu >]]
+U [∆iγuE[< B
2
uHcbuu >] + ∆iδuE[< B
2
uHsbuu >]]) ,
2E[< B2uT4 >]
σ2bu
= (Uc−RI)I[ωu∆iΛu(L(ω∆βu +∆iαu)−R(ω∆δu +∆iγu))
+λ1λ2∆Λu(L(∆iβu − ω∆αu)−R(∆iδu − ω∆γu))]
+ (Us− ωLI)I[ωu∆iΛu(L(∆iβu − ω∆αu)−R(∆iδu − ω∆γu))
−λ1λ2∆Λu(L(ω∆βu +∆iαu)−R(ω∆δu +∆iγu))]
+ (U − ωLIs−RIc)U
×[ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(∆iδu − ω∆γu)]
+ (RIs− ωLIc)U
×[ωu∆iΛu(∆iδu − ω∆γu)− λ1λ2∆Λu(ω∆δu +∆iγu)] ,
2E[< B2uT4 >]
σ2bu
= I[ωu∆iΛu(Uc−RI)− λ1λ2∆Λu(Us− ωLI)]
×[L(ω∆βu +∆iαu)−R(ω∆δu +∆iγu)]
+ I[ωu∆iΛu(Us− ωLI) + λ1λ2∆Λu(Uc−RI)]
×[L(−ω∆αu +∆iβu)−R(−ω∆γu +∆iδu)]
+ U [ωu∆iΛu(U − ωLIs−RIc)− λ1λ2∆Λu(RIs− ωLIc)]
×[ω∆δu +∆iγu]
+ U [ωu∆iΛu(RIs− ωLIc) + λ1λ2∆Λu(U − ωLIs−RIc)]
×[−ω∆γu +∆iδu] .
(A.102)
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En remarquant que nous avons les expressions suivantes :
U − ωLIs−RIc = (Uc−RI)c+ (Us− ωLI)s ,
RIs− ωLIc = (Us− ωLIc)c− (Uc−RI)s ,
(A.103)
on peut alors écrire :
2E[< B2uT4 >]
σ2bu
= (Uc−RI)LI
×[ωu∆iΛu(ω∆βu +∆iαu) + λ1λ2∆Λu(−ω∆αu +∆iβu)]
− (Uc−RI)RI
×[ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]
+ (Uc−RI)Uc
×[ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]
+ (Uc−RI)Us
×[−ωu∆iΛu(−ω∆γu +∆iδu) + λ1λ2∆Λu(ω∆δu +∆iγu)]
+ (Us− ωLI)LI
×[ωu∆iΛu(−ω∆αu +∆iβu)− λ1λ2∆Λu(ω∆βu +∆iαu)]
+ (Us− ωLI)RI
×[−ωu∆iΛu(−ω∆γu +∆iδu) + λ1λ2∆Λu(ω∆δu +∆iγu)]
+ (Us− ωLI)Us
×[ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]
+ (Us− ωLI)Uc
×[ωu∆iΛu(−ω∆γu +∆iδu)− λ1λ2∆Λu(ω∆δu +∆iγu)] .
(A.104)
En utilisant les deux dernières propriétés de (A.9), on obtient alors :
2E[< B2uT4 >]
σ2bu
= [ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]
×[−(Uc−RI)RI + (Uc−RI)Uc
−ω(Us− ωLI)LI + (Us− ωLI)Us]
+ [−ωu∆iΛu(−ω∆γu +∆iδu) + λ1λ2∆Λu(ω∆δu +∆iγu)]
×[−ω(Uc−RI)LI + (Uc−RI)Us
+(Us− ωLI)RI − (Us− ωLI)Uc]
= [ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]
×[(Uc−RI)2 + (Us− ωLI)2] ,
(A.105)
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soit :
2E[< B2uT4 >]
σ2bu
= [ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)]E . (A.106)
Enﬁn, d’après (6.55), E[< BuT2 >] étant nulle :
< b(φ̂, bu) >=
1√
E
(
ωE[< B2uT
2
1 >]
2E
+
E[< B2uT3 >]
ω
− E[< B
2
uT4 >]
ω2E
)
, (A.107)
soit :
< b(φ̂, bu) > =
σ2bu√
E
(
ω[(∆γu)
2 + (∆δu)
2]
4
+
∆iΛu
ω
−ωu∆iΛu(ω∆δu +∆iγu) + λ1λ2∆Λu(−ω∆γu +∆iδu)
2ω2
)
.
(A.108)
Cas particulier ωu = ω
Si ωu = ω, les expressions déﬁnies en (A.4), (A.5), (A.6) et (A.7) deviennent :
Λu(λ) = 1 , ∆Λu(λ) = 0 , ∆iΛu(λ) = 1 ,
Ωua(λ) = 1 , Ωub(λ) = 1 , Ωuc(λ) =
ω
λ
, Ωud(λ) = −ω
λ
,
Ω′ua(λ) = 0 , Ω
′
uc(λ) =
λ2 + ω2
λω
, Γ′ua(λ) = 0 , Γ
′
uc(λ) =
λ2 + ω2
λω
,
γu(λ) = 1 , ∆γu = 0 , ∆iγu = 1 ,
δu(λ) =
λ
ω
, ∆δu =
1
ω
, ∆iδu = 0 .
(A.109)
Ainsi :
< b(φ̂, bu) >=
σ2bu
4ω
√
E
. (A.110)
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Cas particulier ωu = 2ω
Si ωu = 2ω, les expressions déﬁnies en (A.4), (A.5), (A.6) et (A.7) deviennent :
Λu(λ) =
λ2 + ω2
λ2 + 4ω2
, Ωua(λ) =
λ2 − 2ω2
λ2 + ω2
, Ω′ua(λ) = −
λ2 + 4ω2
λ2 + ω2
,
Ωub(λ) = 1 , Ωuc(λ) =
3λω
λ2 + ω2
, Ωud(λ) = 0 ,
Ω′uc(λ) =
λ
ω
λ2 + 4ω2
λ2 + ω2
, Γ′ua(λ) = −1 , Γ′uc(λ) =
λ
ω
,
γu(λ) = 0 , ∆γu = 0 , ∆iγu = 0 ,
δu(λ) =
λ
ω
, ∆δu =
1
ω
, ∆iδu = 0 .
(A.111)
Ainsi :
< b(φ̂, bu) >=
σ2bu
4ω
√
E
. (A.112)
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Annexe B
Résultats complémentaires en
simulation : estimation de la
température et boucle fermée
Dans cette annexe, nous nous intéressons à la mise en œuvre en simulation de
situations n’ayant pu être validées expérimentalement : le fonctionnement en boucle
fermée du contrôle dans le cas de l’observateur de Luenberger (i.e. l’utilisation pour le
contrôle de la position estimée et non de la position mesurée), l’estimation et le suivi
de la température du moteur (aimants et enroulements), et l’adaptation du contrôle à
la valeur estimée du ﬂux.
B.1 Hypothèses
Dans cette annexe, la machine électrique à pôles lisses dont les paramètres physiques
sont indiqués dans le tableau 8.1 est simulée. Le courant ﬁctif id est ﬁxé à −2A et le
contrôle en couple repose uniquement sur l’adaptation de iq, le couple demandé étant
1Nm. On étudie le cas de la modélisation réaliste. Les signaux exacts de courant et
tension simulés sont alors ﬁltrés par des ﬁltres passe-bas du premier ordre de constantes
de temps τu = τi = 1, 9.10−4s supposées parfaitement connues. Dans le cas bruité,
on ajoute aux signaux sortant des ﬁltres les bruits générés suivant les distributions
gaussiennes dont les écarts-types sont présentés dans les tableaux 3.1 (en extrapolant)
et 6.9, à savoir :
• régime constant à 500 tr/min : σwi = 25mA, σwu = 0.2V ,
• régime constant à 4000 tr/min : σwi = 67mA, σwu = 2V ,
• proﬁl mixte (pour le paragraphe B.2) : σwi = 50mA, σwu = 1V .
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Par ailleurs, la valeur exacte L de l’inductance est supposée connue, ainsi que les
valeurs exactes à 20°C R0 et φ0 de la résistance et du ﬂux. On rappelle que d’après
(1.29) et (1.31), résistance et température des enroulements et ﬂux et température des
aimants sont reliés par :
R = R0(1 + α(TS − TS0)) ,
φ = φ0(1 + αB(TR − TR0)) ,
(B.1)
avec TR0 = TS0 = 20°C et R et φ les valeurs respectives de la résistance et du ﬂux aux
températures respectives TS des enroulements et TR des aimants. Les constantes α et
αB valent :
α = 3, 93.10−3K−1 ,
αB = −1, 2.10−3K−1 .
(B.2)
Ainsi, une variation de 1% de la résistance équivaut à une variation d’environ 2.5°C
de la température des enroulements et une variation de 1% du ﬂux à une variation
d’environ 8.5°C de la température des aimants. Inversement, une variation de 1°C de la
température des enroulements équivaut à une variation d’environ 0.4% de la résistance
et une variation de 1°C de la température des aimants à une variation d’environ 0.12%
du ﬂux.
Enﬁn, on utilise les réglages suivants pour les observateurs :
• Observateur de Luenberger :
– D1=1, D2=1, M=1 (cf. ﬁgure 5.7),
– réglage BR : λ1 = 31, λ2 = 32,
– réglage HR : λ1 = 63, λ2 = 577.
• Observateur de Kreisselmeier :
– cas non bruité : foubli = 0.9992, ω0 = 4000rad/s, ξ = 1.5,
– cas bruité, estimation ﬂux : foubli = 0.9998, ω0 = 4000rad/s, ξ = 3.5,
– cas bruité, estimation résistance : foubli = 0.9998, ω0 = 1200rad/s, ξ = 0.1.
B.2 Impact sur les estimations du contrôle en boucle fer-
mée avec l’observateur de Luenberger
Dans ce paragraphe, on compare les estimations de position et de ﬂux obtenues
avec l’observateur de Luenberger quand le contrôle est eﬀectué en boucle ouverte ou en
boucle fermée, i.e. si la position utilisée pour réaliser la transformation de Park néces-
saire à la commande vectorielle, réalisée dans le repère (d, q), est la position mesurée ou
la position estimée. Dans le cas d’un contrôle sensorless, ne disposant pas de la mesure
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de la position, on boucle en eﬀet sur la position estimée. Ceci ne concerne pas l’obser-
vateur de Kreisselmeier pour lequel la position mesurée est utilisée, mais uniquement
l’observateur de Luenberger. Les simulations des chapitres 4 à 6 et les résultats avec
l’observateur de Luenberger du chapitre 8 ont été obtenues en boucle ouverte, i.e. en
utilisant la position mesurée. Ceci n’est donc pas réaliste mais, comme nous allons le
voir sur la ﬁgure B.2, cela n’a pas eu une grande inﬂuence et nos résultats n’ont pas
été faussés.
La simulation est réalisée dans le même cadre qu’au paragraphe 6.3.3, sur le proﬁl
mixte de la ﬁgure B.1(a), en utilisant l’alternance des observateurs. La ﬁgure B.1 est
du coup la reprise de la ﬁgure 6.20.
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Figure B.1 – Proﬁl de régime et sélection de l’observateur
La ﬁgure B.2 compare, dans le cas bruité, les estimations de position (ﬁgures B.2(a)
à B.2(c)) et de ﬂux (B.2(d) et B.2(e)) sur ce proﬁl mixte avec l’observateur de Luen-
berger, en boucle fermée (en bleu) et en boucle ouverte (en vert). Excepté un temps
d’ajustement au démarrage pour la boucle fermée (ﬁgures B.2(a) et début de B.2(d)),
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Figure B.2 – Comparaison des estimations avec contrôle en boucle ouverte ou fermée
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on constate que les estimations sont très proches dans le cas du ﬂux comme de la posi-
tion. Le bouclage sur la position estimée ne pose donc pas de problème et nos résultats
en simulation des chapitres 4 à 6 ne sont pas remis en cause.
B.3 Suivi d’une variation de température avec l’observa-
teur de Luenberger et adaptation du contrôle aux
variations du ﬂux
Dans ce paragraphe et le suivant, on cherche à estimer et suivre la température
des aimants et des enroulements du moteur. Pour ce faire, on simule une augmentation
de température des enroulements (ﬁgure B.3(a)) simultanément à une augmentation
de la température des aimants (courbe rouge de la ﬁgure B.3(d)). Ces variations de
températures sont converties en variations respectives de résistance et de ﬂux (ﬁgure
B.3(b) et courbe rouge de B.3(c)) via les relations (B.1). Les résistance et ﬂux estimés
sont alors inversement convertis en températures estimées des enroulements et des
aimants. On rappelle que les observateurs ont été construits en faisant l’hypothèse
R˙ = φ˙ = 0, i.e. que la résistance et le ﬂux varient suﬃsamment lentement sous l’eﬀet
de la température pour pouvoir considérer leurs variations comme nulles quand on les
compare aux constantes de temps électriques ou mécaniques. Les variations simulées
étant peut-être ici un peu trop rapides, plus rapides que dans la réalité en tout cas, on
peut considérer que l’on est dans une sorte de "pire cas" de ce point de vue là.
Dans ce paragraphe pour l’observateur de Luenberger, comme dans le suivant pour
l’observateur de Kreisselmeier, on s’intéresse au suivi des variations de température
dans le cas non bruité dans un premier temps puis dans le cas bruité. On étudie no-
tamment l’impact de la non prise en compte de la variation, due à la température, de
la résistance ou du ﬂux quand l’un de ces paramètres est supposé connu et qu’on n’en
connaît que la valeur exacte à 20°C. On illustre également l’adaptation du contrôle en
couple aux variations du ﬂux estimé. Ceci n’est montré que dans le cas de l’observateur
de Luenberger mais est analogue avec l’observateur de Kreisselmeier. Enﬁn, notons
que, sauf mention contraire, les simulations sont réalisées à un régime constant de 4000
tr/min, auquel sont ajoutées de petites variations dans le cas de l’observateur de Kreis-
selmeier pour des raisons d’observabilité. Par ailleurs, dans le cas de l’observateur de
Luenberger, on utilise pour le contrôle la position estimée.
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B.3.1 Cas non bruité : Estimation de la température des aimants
et robustesse à la non prise en compte des variations de la
résistance
La ﬁgure B.3 compare, dans le cas non bruité, l’estimation du ﬂux (ﬁgure B.3(c)),
traduite en estimation de la température des aimants (ﬁgure B.3(d)), quand la résis-
tance varie (ﬁgure B.3(b)), du fait de la variation de la température des enroulements
(ﬁgure B.3(a)), ou non. La situation réelle est la première (courbes bleues sur les ﬁgures
B.3(c) à B.3(e)) et sa comparaison avec la seconde (cas artiﬁciel, courbes vertes) permet
de déterminer la robustesse de l’estimation à la non prise en compte de la variation de la
résistance dans l’observateur (lequel utilise la valeur de la résistance à 20°C) 1. L’erreur
d’estimation de la température des aimants (ﬁgure B.3(e)) est légèrement augmentée
du fait de cette non connaissance des variations de la résistance. L’estimation reste tou-
tefois très bonne. Aﬁn de réduire ce léger problème, on pourrait envisager déduire de la
température estimée des aimants une estimation de la température des enroulements
et donc de la résistance dont on pourrait alors adapter la valeur dans l’observateur.
Sauf mention contraire, dans les simulations suivantes, la résistance est variable.
B.3.2 Cas non bruité : Adaptation du contrôle en couple aux varia-
tions du ﬂux
La ﬁgure B.4 compare, dans le cas non bruité, les allures du courant iq (ﬁgure
B.4(a)) et du couple fourni (ﬁgure B.4(b)) quand on adapte le contrôle en couple aux
variations du ﬂux estimé (en bleu) ou non (en vert). Dans ce dernier cas, on utilise
toujours la valeur à 20°C du ﬂux dans le contrôle. Sans surprise, comme nous l’avions
évoqué au paragraphe 1.4.1, l’adaptation du contrôle aux variations de ﬂux, i.e. aux
variations de température, permet de fournir le couple demandé, ce qui n’est pas le cas
sans adaptation. Cette adaptation est donc essentielle.
B.3.3 Cas bruité : Estimation de la température des aimants et ro-
bustesse à la non prise en compte des variations de résistance
La ﬁgure B.5 compare, dans le cas bruité, l’estimation du ﬂux (ﬁgure B.5(a)), tra-
duite en estimation de la température des aimants (ﬁgure B.5(b)), quand la résistance
1. Pour étudier la robustesse de l’estimation à la non prise en compte de la variation de la résistance
physique dans les équations de l’observateur, nous avons choisi de comparer les résultats quand la
résistance physique varie ou ne varie pas, la valeur de la résistance utilisée dans l’observateur étant
constante. Nous aurions, de manière équivalente, pu comparer les résultats, la résistance physique
variant, quand la valeur de la résistance utilisée dans l’observateur est constante ou adaptée à la
variation de la résistance physique. Cette remarque vaut également pour la robustesse à la variation
du ﬂux.
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Figure B.3 – Estimation de la température des aimants et robustesse à la variation
de la résistance
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Figure B.4 – Impact de l’adaptation du contrôle aux variations du ﬂux
varie (cas réel, en bleu), du fait de la variation de la température des enroulements
(ﬁgures B.3(a) et B.3(b)), ou non (cas artiﬁciel, en vert). L’erreur d’estimation de la
température des aimants (ﬁgure B.5(c)) est légèrement augmentée du fait de la non
prise en compte des variations de résistance dans l’observateur, mais l’ordre de gran-
deur de l’erreur d’estimation reste le même, à savoir environ 1°C.
B.3.4 Cas bruité : Adaptation du contrôle en couple aux variations
du ﬂux
La ﬁgure B.6 compare, dans le cas bruité, les allures du courant iq (ﬁgure B.6(a)) et
du couple fourni (ﬁgure B.6(b)) quand on adapte le contrôle en couple aux variations
du ﬂux estimé (en bleu) ou non (en vert). Comme dans le cas non bruité, l’adaptation
du contrôle aux variations du ﬂux permet globalement de fournir le couple demandé,
contrairement au cas où l’on utilise toujours la valeur à 20°C du ﬂux dans le contrôle.
B.3.5 Cas bruité : Estimation de la température des aimants selon le
régime
La ﬁgure B.7 compare, dans le cas bruité, l’estimation du ﬂux (ﬁgure B.7(a)), tra-
duite en estimation de la température des aimants (ﬁgure B.7(b)) à deux régimes dif-
férents : 4000 tr/min (en bleu) et 500 tr/min (en vert). L’erreur d’estimation de la
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Figure B.5 – Estimation de la température des aimants et robustesse à la variation
de la résistance
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Figure B.6 – Impact de l’adaptation du contrôle aux variations de ﬂux
température des aimants (ﬁgure B.7(c)) est plus élevée pour le plus faible régime, mais
reste raisonnable, aux alentours de 1.5°C.
B.4 Suivi d’une variation de température avec l’observa-
teur de Kreisselmeier
Dans ce paragraphe, nous procédons de la même manière que pour l’observateur
de Luenberger au paragraphe précédent (cf. introduction du paragraphe B.3), excepté
qu’avec l’observateur de Kreisselmeier il est possible d’estimer la température des en-
roulements, via l’estimation de la résistance, en plus de la température des aimants. Si
on peut donc estimer simultanément les deux températures, il est également possible de
ne se consacrer qu’à l’estimation d’une seule en connaissant la valeur de la résistance ou
de ﬂux selon le cas. On note que l’estimation simultanée des deux températures évite
tout problème de robustesse aux variations de résistance ou de ﬂux.
B.4.1 Cas non bruité : Estimation de la température des aimants et
impact de la variation de la résistance et du choix des para-
mètres estimés
La ﬁgure B.8 compare, dans le cas non bruité, l’estimation du ﬂux (ﬁgure B.8(a)),
traduite en estimation de la température des aimants (ﬁgure B.8(b)), quand seul le ﬂux
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Figure B.7 – Estimation de la température des aimants à bas et haut régimes
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est estimé, avec une résistance qui varie (cas réel, en bleu), du fait de la variation de la
température des enroulements (ﬁgures B.3(a) et B.3(b)), ou non (cas artiﬁciel, en vert),
ou quand ﬂux et résistance variables sont estimés simultanément (cas réel, en rouge).
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Figure B.8 – Estimation de la température des aimants et impact de la variation de
la résistance
L’erreur d’estimation de la température des aimants dans les diﬀérents cas (ﬁgure
B.8(c)) nous conﬁrme que l’estimation simultanée de la résistance et du ﬂux évite les
problèmes de robustesse à une non prise en compte des variations de résistance, ces
problèmes de robustesse restant malgré tout limités.
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B.4.2 Cas non bruité : Estimation de la température des enroule-
ments et impact de la variation du ﬂux et du choix des para-
mètres estimés
La ﬁgure B.9 compare, dans le cas non bruité, l’estimation de la résistance (ﬁgure
B.9(a)), traduite en estimation de la température des enroulements (ﬁgures B.9(b) et
B.9(c)), quand seule la résistance est estimée, avec un ﬂux qui varie (cas réel, en bleu),
du fait de la variation de la température des aimants (courbes noires des ﬁgures B.8(a)
et B.8(b)), ou non (cas artiﬁciel, en vert), ou quand ﬂux et résistance variables sont
estimés simultanément (cas réel, en rouge). L’erreur d’estimation de la température des
enroulements dans les diﬀérents cas (ﬁgures B.9(d) et B.9(e)) nous permet de vériﬁer,
en comparant les courbes bleues et vertes, ce que nous avons vu au paragraphe 7.5.5,
à savoir que l’estimation de la résistance, et a fortiori l’estimation de la température
des enroulements, n’est pas robuste à une mauvaise connaissance du ﬂux. En revanche,
l’estimation simultanée de la résistance et du ﬂux permet de grandement améliorer
l’estimation en se défaisant de ce problème de mauvaise robustesse.
B.4.3 Cas bruité : Estimation de la température des aimants et im-
pact de la variation de la résistance et du choix des paramètres
estimés
La ﬁgure B.10 compare, dans le cas bruité, l’estimation du ﬂux (ﬁgure B.10(a)),
traduite en estimation de la température des aimants (ﬁgure B.10(b)), quand seul le
ﬂux est estimé, avec une résistance qui varie (cas réel, en bleu), du fait de la variation
de la température des enroulements (ﬁgures B.3(a) et B.3(b)), ou non (cas artiﬁciel,
en vert), ou quand ﬂux et résistance variables sont estimés simultanément (cas réel,
en rouge). Si les erreurs d’estimation de la température des aimants (ﬁgure B.10(c))
sont un peu plus grandes dans le cas de l’estimation simultanée de la résistance et du
ﬂux, l’impact du bruit prenant le pas sur celui de la non prise en compte des variations
de résistance, les ordres de grandeurs sont très proches dans les diﬀérents cas. On
note également que les erreurs d’estimation de la température des aimants sont du
même ordre de grandeur avec l’observateur de Kreisselmeier qu’avec l’observateur de
Luenberger (ﬁgure B.5(c)).
B.4.4 Cas bruité : Estimation de la température des aimants selon le
régime
La ﬁgure B.11 compare, dans le cas bruité, l’estimation du ﬂux (ﬁgure B.11(a)),
traduite en estimation de la température des aimants (ﬁgure B.11(b)), quand ﬂux et
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(c) Estimation de la température des enroulements - Zoom
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(d) Erreur d’estimation de la température des enroulements
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Figure B.9 – Estimation de la température des enroulements et impact de la variation
du ﬂux
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Figure B.10 – Estimation de la température des aimants et impact de la variation de
la résistance
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robustesse sont estimés simultanément, à deux régimes diﬀérents : 4000 tr/min (en
bleu) et 500 tr/min (en vert).
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Figure B.11 – Estimation de la température des aimants à bas et haut régimes
L’erreur d’estimation de la température des aimants (ﬁgure B.11(c)) est globalement
légèrement plus grande pour le régime le plus élevé, mais toujours de l’ordre de 1 ou
1.5°C.
B.4.5 Cas bruité : Estimation de la température des enroulements
et impact de la variation du ﬂux et du choix des paramètres
estimés
La ﬁgure B.12 compare, dans le cas bruité, l’estimation de la résistance (ﬁgure
B.12(a)), traduite en estimation de la température des enroulements (ﬁgures B.12(b)
et B.12(c)), quand seule la résistance est estimée, avec un ﬂux qui varie (cas réel, en
bleu), du fait de la variation de la température des aimants (courbes noires des ﬁgures
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B.8(a) et B.8(b)), ou non (cas artiﬁciel, en vert), ou quand ﬂux et résistance variables
sont estimés simultanément (cas réel, en rouge). Comme dans le cas non bruité, on
vériﬁe sur les ﬁgures d’erreur d’estimation de la température des enroulements (ﬁgures
B.12(d) et B.12(e)) que l’estimation de la température des enroulements n’est pas
robuste à la non prise en compte des variations de ﬂux. L’estimation simultanée de
la résistance et du ﬂux permet cependant de grandement améliorer l’estimation mais
avec des erreurs d’estimation de la température des enroulements restant toutefois
importantes, de l’ordre de 3 ou 4°C.
B.4.6 Cas bruité : Estimation de la température des enroulements
selon le régime
La ﬁgure B.13 compare, dans le cas bruité, l’estimation de la résistance (ﬁgure
B.13(a)), traduite en estimation de la température des enroulements (ﬁgure B.13(b)),
quand ﬂux et résistance sont estimés simultanément, à deux régimes diﬀérents : 4000
tr/min (en bleu) et 500 tr/min (en vert). L’erreur d’estimation de la température des
enroulements (ﬁgure B.13(c)) est globalement plus grande pour le régime le plus élevé.
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Annexe B. Résultats complémentaires en simulation : estimation de la température et
boucle fermée
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(d) Erreur d’estimation de la température des enroulements
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Figure B.12 – Estimation de la température des enroulements et impact de la variation
du ﬂux
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B.4. Suivi d’une variation de température avec l’observateur de Kreisselmeier
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Figure B.13 – Estimation de la température des enroulements à bas et haut régimes
323

Annexe C
Publications
Publications
• N. Henwood, J. Malaizé and L. Praly. PMSM Identiﬁcation for Automotive Ap-
plications : Cancellation of Position Sensor Errors. In Proceedings of the 37th
Annual Conference on IEEE Industrial Electronics Society - IECON 2011, Mel-
bourne, Australia, 7-10 Nov. 2011.
• N. Henwood, J. Malaizé and L. Praly. A Robust Nonlinear Luenberger Obser-
ver for the Sensorless Control of SM-PMSM : Rotor Position and Magnets Flux
Estimation. In Proceedings of the 38th Annual Conference on IEEE Industrial
Electronics Society - IECON 2012, Montreal, Canada, 25-28 Oct. 2012.
• J. Malaizé, L. Praly and N. Henwood. Globally Convergent Nonlinear Obser-
ver for the Sensorless Control of Surface-Mount Permanent Magnet Synchronous
Machines. In Proceedings of the IEEE 51st Annual Conference on Decision and
Control - CDC 2012, Maui, HI, USA, 10-13 Dec. 2012.
Brevet
• W. Dib et N. Henwood. Procédé et système de détermination de températures
internes d’une machine électrique synchrone au moyen d’observateurs d’état. Ré-
férence 6687/00/SK.
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