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D. Reynolds and J. Gomatam, Stochastic modelling of Genetic Algorithms 
This paper presents stochastic models for two classes of Genetic Algorithms. We present important distinctions 
throughout between classes of Genetic Algorithms which sample with and without replacement, in terms of 
their search dynamics. For both classes of algorithm, we derive sufficient conditions for convergence, and 
analyse special cases of Genetic Algorithm optimisation. We also derive a long-run measure of crossover 
bias for optimisation via Genetic Algorithms, which has practical implications with respect to the choice of 
crossover operators. For a class of Genetic Algorithms, we provide theoretical underpinning of a class of 
empirically derived results, by proving that the algorithms degenerate to random&d, cost-independent search 
as mutation probabilities increase. For an alternative class of Genetic Algorithms, we show that degeneration 
accompanies excessive crossover rates. In formulating the models, important definitions are. introduced which 
capture in simple form the probabilistic properties of the genetic operators, which provides models which are 
independent of solution encoding schemes. 
Special Volume on Frontiers in Problem Solving: Phase Transitions and Complexity 
(T. Hogg, B. Hubermann and C. Williams, Guest Editors) 
T. Hogg and B.A. Huberman, Phase transitions and the search problem 
We describe lhow techniques that were originally developed in statistical mechanics can be applied to search 
problems that arise commonly in artificial intelligence. This approach is useful for understanding the typical 
behavior of classes of problems. In particular, these techniques predict that abrupt changes in computational 
cost, analogous to physical phase transitions, should occur universally, as heuristic effectiveness or search 
space topolog:y is varied. We also present a number of open questions raised by these studies. 
B. Selman, D. Mitchell and H.J. Levesque, Generating hard satisfiability problems 
We report results from large-scale experiments in satisfiability testing. As has been observed by others, testing 
the satisliability of random formulas often appears surprisingly easy. Here we show that by using the right 
distribution of instances, and appropriate parameter values, it is possible to generate random formulas that 
are hard, thalt is, for which satisfiability testing is quite difficult. Our results provide a benchmark for the 
evaluation of satisfiability testing procedures. 
Elsevier Science B.V. 
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J.M. Crawford and L.D. Auton, Experimental results on the crossover point in 
random 3-SAT 
Determining whether a propositional theory is satisfiable is a prototypical example of an NP-complete problem. 
Further, a large number of problems that occur in knowledge-representation, learning, planning, and other areas 
of Al are essentially satisfiability problems. This paper reports on the most extensive set of experiments to date 
on the location and nature of the crossover point in satisfiability problems. These experiments generally confirm 
previous results with two notable exceptions. First, we have found that neither of the functions previously 
proposed accurately models the location of the crossover point. Second, we have found no evidence of any 
hard problems in the under-constrained region. In fact the hardest problems found in the under-constrained 
region were many times easier than the easiest unsatisfiable problems found in the neighborhood of the 
crossover point, We offer explanations for these apparent contradictions of previous results. 
I.F! Gent and T. Walsh, The satisfiability constraint gap 
We describe an experimental investigation of the satisfiability phase transition for several different classes of 
randomly generated problems. We show that the “conventional” picture of easy-hard-easy problem difficulty 
is inadequate. In particular, there is a region of very variable problem difficulty where problems are typically 
underconstrained and satisfiable. Within this region, problems can be orders of magnitude harder than problems 
in the middle of the satistiability phase transition. These extraordinarily hard problems appear to be associated 
with a “constraint gap”. That is, a region where search is a maximum as the amount of constraint propagation 
is a minimum. We show that the position and shape of this constraint gap change little with problem size. 
Unlike hard problems in the middle of the satisfiability phase transition, hard problems in the variable region 
are not critically constrained between satisfiability and unsatisfiability. Indeed, hard problems in the variable 
region often contain a small and unique minimal unsatisfiable subset or reduce at an early stage in search to a 
hard unsatisfiable subproblem with a small and unique minimal unsatisfiable subset. The difficulty in solving 
such problems is thus in identifying the minimal unsatisfiable subset from the many irrelevant clauses. The 
existence of a constraint gap greatly hinders our ability to find such minimal unsatisfiable subsets. However, it 
remains open whether these problems remain hard for more intelligent backtracking procedures. We conjecture 
that these results will generalize both to other SAT problem classes, and to the phase transitions of other 
NP-hard problems. 
P. Prosser, An empirical study of phase transitions in binary constraint satisfaction 
problems 
An empirical study of randomly generated binary constraint satisfaction problems reveals that for problems 
with a given number of variables, domain size, and connectivity there is a critical level of constraint tightness 
at which a phase transition occurs. At the phase transition problems, change from being soluble to insoluble, 
and the difficulty of problems increases dramatically. A theory developed by Williams and Hogg ( 1994)) and 
independently developed by Smith ( 1994). predicts where the hardest problems should occur. It is shown that 
the theory is in close agreement with the empirical results, except when constraint graphs are sparse. 
D.G. Mitchell and H. J. Levesque, Some pitfalls for experimenters with random SAT 
We consider the use of random CNF formulas in evaluating the performance of SAT testing algorithms, and in 
particular the role that the phase transition phenomenon plays in this use. Examples from the literature illustrate 
the importance of understanding the properties of formula distributions prior to designing an experiment. We 
expect this to be of increasing importance in the field. 
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T. Hogg, Refining the phase transition in combinatorial search 
Many recent studies have identified phase transitions from under- to overconstmined instances in classes of 
constraint satisfaction search problems, and their relation to search cost. For example, cases that are difficult 
to solve with a variety of search methods are concentrated near these transitions. These studies show that a 
simple parameter describing the problem structure predicts the difficulty of solving the problem, on average. 
However, this prediction is associated with a large variance and depends on the somewhat arbitrary choice of 
the problem class. Thus these results are of limited direct use for individual instances. To help address this 
limitation, additional parameters, describing problem structure. as well as heuristic effectiveness, are introduced. 
These are shown to reduce the variation in some cases. This also provides further insight into the nature of 
intrinsically hard search problems. 
B.M. Smith and M.E. Dyer, Locating the phase transition in binary constraint 
satisfaction problems 
The phase transition in binary constraint satisfaction problems, i.e. the transition from a region in which 
almost all problems have many solutions to a region in which almost all problems have no solutions, as 
the constraints become tighter, is investigated by examining the behaviour of samples of randomly-generated 
problems. In contrast to theoretical work, which is concerned with the asymptotic behaviour of problems as 
the number of variables becomes larger, this paper is concerned with the location of the phase transition in 
finite problems. The accuracy of a prediction based on the expected number of solutions is discussed; it is 
shown that the variance of the number of solutions can be used to set bounds on the phase transition and to 
indicate the accuracy of the prediction. A class of sparse problems, for which the prediction is known to be 
inaccurate, is considered in detail; it is shown that, for these problems, the phase transition depends on the 
topology of the constraint graph as well as on the tightness of the constraints. 
J.W. Freeman, Hard random 3-SAT problems and the Davis-Putnam procedure 
It is by now well known that randomly generated 3-SAT problems are very difficult to solve on the average 
when the ratio of clauses to variables is a constant which is approximately equal to 4.24. This difficulty appears 
to be algorithm-independent, but it is certainly a consequence of using the popular Davis-Putnam procedure in 
Loveland’s form (DPL). The purpose of this paper is to try to provide an explanation of why these problems 
are hard for DPL by experimentally determining how their complexity decreases as the depth of their associated 
search trees illcreases. We use a highly optimized version of DPL to plot the average number of remaining 
variables versus search tree depth for several nontrivial sizes of critically constrained, underconstrained, 
and overconstrained problems. These plots have a distinct piecewise-linear shape, consisting of an initial, 
gradual descent from the original number of variables, and a second, steeper descent to substantially smaller 
subproblems. They help explain exactly why DPL performs poorly on the critically constrained problems, 
and why its performance is much better on under- and overconstmined problems. Also, we can use the key 
parameters of these plots, e.g., the depth at which rapid constraint propagation occurs, as another basis of 
comparison for implementations of DPL. 
R. Schrag and J.M. Crawford, Implicates and prime implicates in Random 3-SAT 
It has been observed previously that Random 3-SAT exhibits a phase transition at a critical ratio of constraints 
to variables, where the average frequency of satisfiability falls abruptly from I to 0. In this paper we look 
beyond satisfiability to implicates and prime implicates of non-zero length and show experimentally that, for 
any given length, these exhibit their own phase transitions. All of these phase transitions appear to share the 
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same critical point as the well-known satisfiability phase transition. We also find a rich, regular pattern, in 
which phase transitions for longer implicates or prime implicates are less steep at a given problem size and 
all the phase transitions sharpen with increasing problem size. 
Implicates correspond in a one-to-one way to nogoods, and prime implicates correspond similarly to 
minimal nogoods. Knowledge about these phase transitions helps us to understand more about the behavior 
of search algorithms and knowledge compilation approaches in the context of Random 3-SAT. 
W. Zhang and R.E. Korf, A study of complexity transitions on the asymmetric 
traveling salesman problem 
The traveling salesman problem (TSP) is one of the best-known combinatorial optimization problems. Bnnch- 
and-bound (BnB) is the best method for finding an optimal solution of the TSP. Previous research has 
shown that there exists a transition in the average computational complexity of BnB on random trees. We 
show experimentally that when the intercity distances of the asymmetric TSP are drawn uniformly from 
(0, I (2, , r}, the complexity of BnB experiences an easy-hard transition as r increases. We also observe 
easy-hard-easy complexity transitions when asymmetric intercity distances are chosen from a log-normal 
distribution. This transition pattern is similar to one previously observed on the symmetric TSP. We then 
explain these different transition patterns by showing that the control parameter that determines the complexity 
is the number of distinct intercity distances. 
T. Bylander, A probabilistic analysis of propositional STRIPS planning 
I present a probabilistic analysis of propositional STRIPS planning. The analysis considers two assumptions. 
One is that each possible precondition (likewise postcondition) of an operator is selected independently of 
other pre- and postconditions. The other is that each operator has a fixed number of preconditions (likewise 
postconditions) Under both assumptions, I derive bounds for when it is highly likely that a planning instance 
can be efficiently solved, either by finding a plan or proving that no plan exists. Roughly, if planning instances 
under either assumption have n propositions (ground atoms) and g goals, and the number of operators is less 
than an 0( II In g) bound, then a simple, efficient algorithm can prove that no plan exists for most instances. 
If the number of operators is greater than an fl(n Ing) bound, then a simple, efficient algorithm can find 
a plan for most instances. The two bounds differ by a factor that is exponential in the number of pre- and 
postconditions. A similar result holds for plan modification, i.e., solving a planning instance that is close to 
another planning instance with a known plan. Thus it appears that propositional STRIPS planning, a PSPACE- 
complete problem, exhibits a easy-hard-easy pattern as the number of available operators increases with a 
narrow range of hard problems. An empirical study demonstrates this pattern for particular parameter values. 
Because propositional STRIPS planning is PSPACE-complete, this extends previous phase transition analyses, 
which have focused on NP-complete problems. Also, the analysis shows that surprisingly simple algorithms 
can solve a large subset of the planning problems. 
B. Selman and S. Kirkpatrick, Critical behavior in the computational cost of satis- 
fiability testing 
In previous work, we employed finite-size scaling, a method from statistical mechanics, to explore the crossover 
from the SAT regime of k-SAT, where almost all randomly generated expressions are satisfiable, to the UNSAT 
regime, where almost all are not. In this work, we extend the experiments to cover critical behavior in the 
computational cost. We find that the median computational cost takes on a universal form across the transition 
regime. Finite-size scaling accounts for its dependence on N (the number of variables) and on M (the number 
of clauses in the k-CNF expression). 
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We also inquire into the sources of the complexity by studying distributions of computational cost. In 
the SAT phase we observe an unusually wide range of costs. The median cost increases linearly with N, 
while the mean is significantly increased over the median by a small fraction of cases in which exponentially 
large costs an: incurred. We show that the large spread in cost of finding assignments is mainly due to the 
variability of running time of the Davis-Putnam (DP) procedure, used to determine the satistiability of our 
expressions, In particular, if we consider a single satisfiable expression and run DP many times, each time 
randomly relabelling the variables in the expression, the resulting distribution of costs nearly reproduces the 
distribution o’F costs encountered by running DP search once on each of many such randomly generated 
satisfiable expressions. There are intriguing similarities and differences between these effects and kinetic 
phenomena smdied in statistical physics, in glasses and in spin glasses. 
J.C. Pemberton and W. Zhang, Epsilon-transformation: exploiting phase transitions 
to solve combinatorial optimization problems 
It has been shown that there exists a transition in the average-case complexity of tree search problems, from 
exponential to polynomial in the search depth. We develop a new method, called e-transformation, which 
makes use of this complexity transition, to find a suboptimal solution. With a random tree model, we show 
that. as the tree depth approaches infinity, the expected number of nodes expanded by branch-and-bound 
( BnB) using c-transformation is at most cubic in the search depth, and that the relative error of the solution 
cost found with respect to the optimal solution cost is bounded above by a small constant. We also present 
an iterative version of e-transformation that can be used to find both suboptimal and optima1 goal nodes. 
Depth-first BnB (DFBnB) using iterative e-transformation significantly improves upon DFBnB on random 
trees with large branching factors and deep goal nodes, finding a better solution sooner. We then present 
experimental results for c-transformation and iterative e-transformation on the asymmetric traveling salesman 
problem (ATSP) and the maximum boolean satisfiability problem, and identify the conditions under which 
these two methods are effective. On asymmetric traveling salesman problems, DFBnB using e-transformation 
outperforms a well-known local search method, and DFBnB using iterative e-transformation improves upon 
DFBnB. 
S.H. Cleat-water and T. Hogg, Problem structure heuristics and scaling behavior 
for genetic algorithms 
Recent empirical and theoretical studies have shown that simple parameters characterizing the structure of many 
constraint satisfaction problems also predict the cost to solve them, on average. We apply these observations 
as a heuristic to improve the performance of genetic algorithms for some constraint satisfaction problems. In 
particular, we use a simple cost measure to evaluate the likely solution difficulty of the different unsolved 
subproblems appearing in the population. This is used to determine which individuals contribute to subsequent 
generations and improves upon the traditional direct use of the underlying cost function. As a specific test case, 
we used the GENESIS genetic algorithm to search for the optimum of a class of random Walsh polynomials 
and identified the improvement due to this new heuristic. We describe how this improvement depends on 
the population size and accuracy of the underlying theory. Finally, we discuss extensions to other types of 
machine learning and problem solving systems. 
S. Zilberstein and S. Russell, Optimal composition of real-time systems 
P. Dasgupta, P.P. Chakrabarti and SC. DeSarkar, Searching game trees under a 
partial order 
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Z. Huang, M. Masuch and L. Poles, ALX, an action logic for agents with bounded 
rationality 
SO. Hansson, A test battery for rational database updating (Research Note) 
R.E. Valdes-Perez, A new theorem in particle physics enabled by machine discovery 
(Research Note) 
A. Borgida, On the relative expressiveness of description logics and predicate logics 
(Research Note) 
