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Abstract
We investigate the relationship between social distancing, as measured by encounter
rates using cellphone proximity data, and COVID-19 infections and deaths. Consistent
with the existing literature on the effectiveness of non-pharmaceutical interventions, we
find a positive and statistically significant relationship between the encounter rate and
new infections and deaths. However, the magnitude of this effect is relatively weak. One
explanation for this weak effect is that the effectiveness of social distancing varies across
counties due to local population heterogeneity. To this end, we interact the encounter
rate with county-level characteristics and find that several of these interaction terms
are statistically significant. Furthermore, after controlling for these interaction terms,
we find that the effect of social distancing is around 15 times larger than the effect size
found in estimates without the interactions.
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1 Introduction
We examine the effect of social distancing on the novel coronavirus (COVID-19) outcomes
using daily county-level data on the number of COVID-19 infections and deaths. Sim-
ilar to contemporary work, we measure social distancing with encounter rates recovered
from cellphone proximity data (see Section 2.2 for more details), and consistent with these
existing studies, we find a small positive yet statistically significant relationship between
encounter rates and new COVID-19 infections and deaths. To investigate this effect fur-
ther, we interact encounter rates with an array of county-level characteristics, with the goal
being to determine if the effectiveness of social distancing is impacted by the characteris-
tics of the underlying population. We find that many of these interactions are statistically
significant, with race and political affiliation (among others) affecting the relationship be-
tween social distancing and COVID-19 outcomes. We also find that after controlling for
this variation in the effectiveness of social distancing, the estimated average effect of social
distancing increases by a factor of fifteen. This suggests that cellphone data as a measure
of social distancing is useful but does not tell policymakers much about other suggested
non-pharmaceutical interventions (NPIs) that are being used in conjunction with (or even
in place of) social distancing as well as other vulnerabilities that may shape the relationship
between encounters and outcomes.1
Understanding the impact of social distancing and other non-pharmaceutical interven-
tions, such as mask-wearing, on COVID-19 infections and deaths is extremely important.
Studies on the effectiveness of social distancing during modern pandemics suggest that non-
pharmaceutical interventions are extremely effective at curbing infections and deaths. Caley
et al. (2008) estimates that social distancing interventions saved 260 per 10,000 lives in Syd-
ney, Australia during the Great Influenza Epidemic of 1918 (also erroneously known as the
“Spanish Flu”). Kelso et al. (2009) models the effects of social distancing measures (e.g.,
school closures and workplace nonattendance) on a computer-simulated community and find
that these measures reduce cases from 7% to 73% depending on the contact rate, duration,
how quickly social distancing is adopted, and the average number of secondary cases gener-
ated by a single infection (R0).2 Finally, Fong et al. (2020) presents a meta-analysis of the
effectiveness of various non-pharmaceutical interventions (including quarantine, isolation,
contact tracing, workplace closures, and school closures) and find that these interventions
reduce viral transmission and represent a valid mitigation effort.
While our results echo that of previous studies on the effectiveness of social distancing,
finding a positive association between encounter rates and COVID-19 infections and deaths,
we are primarily interested in how the effectiveness of such practices are impacted by the
local population. Stated differently, we also consider the extent to which the characteristics
of the local population influence the success of social distancing efforts. As an illustrative
example, one can imagine two counties that both close schools and shutter non-essential
businesses. Given that both counties are subject to the same policy, they will look similar
1For example, we show that holding county-level encounters fixed, counties with a higher 2016 vote for
Donald Trump see a significantly larger COVID-19 infection and death rate than counties with a lower 2016
vote for Donald Trump.
2For example, R0 of 5 means one infected individual infects five others. In terms of well-known diseases,
Mumps has a relatively high R0 factor (Béraud et al., 2018); HIV has a low one (Holtgrave, 2010).
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in terms of social distancing measures. However, if the residents of one county fully embrace
mask-wearing, hand washing, and limit their informal social gatherings while the residents of
the other county refuse to do the same, then the spread of the virus may differ substantially
between the two counties. Understanding how variation in local characteristics can alter
the effectiveness of public policy is important, especially given the strong political divide
that exists within the United States.
In a closely related paper, Allcott et al. (2020a) considers the role played by both policy
interventions, such as stay-at-home orders, and voluntary social distancing on economic and
health outcomes at the combined statistical area (CSA) level. Allcott et al. (2020a) finds
that the policy response is modest and most of the effect is driven by voluntary responses.
However, one of the key characteristics of the U.S. COVID-19 pandemic, namely the wide
geographic variation in severity of impact, is left unexplained by both public policy and vol-
untary social distancing. Instead, the authors conclude that “exogenous characteristics such
as population and density” are the primary determinants of this geographic heterogeneity.
The authors reach this conclusion using the SIRD (Susceptible, Infected, Recovered, De-
ceased) model of disease transmission to estimate the effect of stay-at-home orders on the
contact rate, finding that these policies reduce the contact rate by 9 to 14 percent. Using
these estimates, the authors conduct counterfactual analysis by equalizing policy and social
distancing across all CSAs. Even after equalizing these two variables, they find that about
half of the variation in high and low transmission CSAs is due to variation in the popula-
tion and population density and that racial composition and partisanship explain a smaller
share.
Our work differs from Allcott et al. (2020a) in a very important way. While both papers
focus on an aspect of geographic variation during the COVID-19 pandemic, Allcott et al.
(2020a) focuses on the number of cases in a given area or region, while we focus on the
effectiveness of social distancing practices. Allcott et al. (2020a) attempts to uncover the
determinants of infection “hot spots” but generally views social distancing scores as identical
across various geographic areas. Allcott et al. (2020a) recognizes that this may not be the
case by stating that their measure of social distancing cannot distinguish between high and
low-risk activities. In our paper, we consider this point further by interacting our measure
of social distancing (the encounter rate) with county-level characteristics. Many of these
interaction terms are found to be statistically significant, suggesting that the effectiveness
of social distancing is impacted by the underlying characteristics of the local population.
We believe that these underlying characteristics (such as race, income, political affiliation,
etc.) serve as an indirect measure of risky behavior, social trust, and access to quality
health infrastructure (e.g. access to testing and treatment).3
We present our results in steps, focusing first on the average relationship between social
distancing and COVID-19 infections and deaths, and then establishing the link between this
relationship and the underlying county-level characteristics. We first estimate the relation-
ship between lagged encounter rates and COVID-19 outcomes, controlling for local trends,
day of week effects, and county fixed effects, and we find a small but statistically significant
positive relationship between encounter rates and COVID-19 outcomes. We posit that the
low magnitude of this relationship is due to substantial heterogeneity at the county-level.
3It should also be noted that our paper considers a much longer time horizon (January 22 to November
29), while Allcott et al. (2020a) focuses on the first wave of the pandemic (March 15th to April 30th).
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To demonstrate this, we estimate the relationship between encounters and COVID-19 out-
comes for each county in Florida and, as expected, we observe substantial heterogeneity. We
then turn back to the full sample and show that county-level characteristics interacted with
encounter rates greatly impact the effect of encounters on COVID-19 outcomes. Further-
more, once these interaction terms are included, the magnitude of the relationship between
COVID-19 outcomes and encounters increases by over a factor of fifteen. This demon-
strates that the actual relationship between social distancing and COVID-19 outcomes is
much larger than previously estimated.
The paper proceeds as follows. Section 2 provides an overview of the data used in our
analysis. Section 3 presents our results, which are shown in steps, and Section 4 discusses
these results and concludes.
2 Data Description
We use both time-invariant and time-varying data in our analysis. The time-invariant
data consists of county-level characteristics (e.g., percent of the county that identifies as
male, etc.), while the time-varying data includes COVID-19 infections, COVID-19 deaths,
and encounter rates, and is also measured at the county-level.4 The next few subsections
provide detailed descriptions of each of these data.
2.1 Time-Invariant Data
Summary statistics for the time-invariant data are found in Table 1 and the distributions
of each of these variables can be found in Figure 6 (Appendix). All time-invariant data is
measured at the county-level and is taken from 2018 population estimates/counts. Variable
descriptions are as follows: %Age >75 is the percent of the population that is over the
age of 75, the Infant Death Rate is the number of infant deaths per 100,000 infants, %
GOP is the percent of the county that voted Republican in the 2016 election (MIT Election
Data and Science Lab, 2018), income is median county income, % Black is the percent of
the county residents who are Black or African American, % Essential are the number of
employees working at “essential” businesses per 100 county residents,5 % College is the
percentage of the county with a college education averaged over the years 2014 to 2018, and
% Male is the percent of the county that identifies as male. All of our data comes from
readily accessible public sources.6 Correlations of the time-invariant variables are found in
the Appendix (Table 5)
4Independent cities, typically in Virginia, are merged with their neighboring counties.
5We consider workers employed in the following industries to be classified as essential: Construction
(NAICS: 23), Health Care and Social Assistance (NAICS: 62), Administrative and Support and Waste Man-
agement and Remediation Services (NAICS: 56) and Executive, Legislative, and Other General Government
Support (NAICS: 9211).
6Data sources include the Small Area Income and Poverty Estimates (United States Census Bureau,
2019b), the United States Department of Agriculture (United States Department of Agriculture, 2020), the
CDC’s WONDER databse (Centers for Disease Control and Prevention, 2019) and the County Business
Patterns Survey (United States Census Bureau, 2019a).
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Table 1: Time Invariant County-Level Summary Statistics
Mean Std. Dev. Min Max
%Age > 75 8.25 2.37 1.17 27.3
Infant Death Rate 632.6 770.6 0 10344.8
% GOP (2016) 63.4 15.6 4.09 94.6
Income 52.8 13.7 25.4 140.4
% Black 9.85 14.5 0.097 86.6
% Essential 7.27 3.93 0 47.1
% College 21.5 9.32 0 74.6
% Male 50.1 2.27 43.1 73.2
Observations 3111
2.2 Time-Varying Data
Summary statistics for our time-varying data are presented in Table 2. Variable descriptions
are as follows: Total Infections is the number of cumulative cases of COVID-19 in county
i on day t, New Infections is the difference in total infections in county i in day t from
day t − 1,7 and Day Number reports the day in consideration, with Day 1 corresponding
to January 22 of 2020 (the day following the first positive COVID-19 test in the United
States) and Day 291 corresponding to November 29 of 2020.
Table 2: Time-Varying County-Level Summary Statistics
Mean Std. Dev. Min Max
Infections 1214.6 6626.4 0 408396
Deaths 37.3 249.5 0 7700
New Infections 13.8 80.0 0 14129
New Deaths 0.27 2.81 0 707
Day Number 158 90.9 1 315
Encounter Rates 0.26 22.2 -1.00 5675.1
Observations 980280
To measure social distancing at the county-level, we use cellphone tracking data reported
by Unacast (2020). This data starts on February 22, 2020 (day 34 of our panel) and runs
to November 29, 2020.8 Typically, this type of cellphone data is used to ensure internet
connectivity and provide device authentication (Sprenger, 2019). We believe cellphone data
is also a reasonable proxy for social distancing as it provides an approximate location of
cellphones, which are carried regularly by a majority of Americans. For example, a study
by the Pew Research Center (2019) finds that 92% of American adults own a cellphone
and that 67% own a smartphone. The same study finds that 90% of cellphone owners
“frequently” carry their cellphone. Similar cellphone data has been used in a number of
recent studies as a proxy for social distancing (Peak et al., 2018; Gollwitzer et al., 2020;
Gao et al., 2020). However, several of these studies utilize data from SafeGraph INC (2020)
7Due to reporting errors there are sometimes negative new infections. To deal with these errors, we
truncate new infections at zero.
8See Ngo (n.d.) for additional details.
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rather than Unacast (2020). As such, it is natural to question whether these two data
sources differ in meaningful ways. We do not believe this is the case. First, the Unacast
(2020) data is constructed in a similar way to SafeGraph INC (2020), using anonymous data
from GPS pings from millions of cellphones in the U.S. (Goolsbee and Syverson, 2020).9
Second, the pattern of social distancing shown in studies using SafeGraph INC (2020) data
looks similar to the Unacast (2020) data; encounters plummet contemporaneously with state
shut down orders but also remain low after the policies expired (See Figure 4). Arguably,
the primary difference between the Uncast data and SafeGraph data is that the Unacast
data is reported at the county level, which maps nicely to publicly available census and
COVID-19 outcome data.
The measure of social distancing we use is the encounter rate constructed by Unacast
(2020). This measure is a time-varying county-level measure of social distancing. The
Unacast (2020) encounter rate is constructed using the following three components; i) the
number of encounters at the county-level, ii) the county land area, and iii) the average
encounter rate at the national level during the pre-COVID-19 time period (February 10,
2020 - March 8, 2020). An encounter occurs when 2 devices are within 50 square meters of
each other for less than hour.10 The number of encounters within a county is then divided
by the size of the county (square kilometers) and this ratio is weighted by the average pre-
COVID 19 national encounter rate. Unacast then subtracts 1 from this term to express the
measure as a rate, so if on day t county i has an encounter rate equal to the pre-COVID
baseline their encounter rate would be 0.
2.3 Trends in Time-Varying data
Figure 4 presents the number of new infections/deaths in the United States (per million)
and the average encounter rate by day. Corresponding figures for each US state can be
found in Figures 7, 8, 9, 10, 11, and 12 - with the first two presenting new infections, the
second two presenting daily deaths and the last two relating to social distancing. While
these figures present an overall trend in infections, deaths and encounters, they also point
to “seasonality” - with new infections peaking on Friday and social distancing generally
peaking on Sunday.
2.4 Geographic Variation in Social Distancing and COVID-19 Deaths
Social distancing and new infections vary across time and geography. Figure 2 presents
social distance scores by US county on March 21 and the total number of infections on that
day, as well as 10, 20, and 30 days after. Initially, infections appear most concentrated
in densely populated areas on the East Coast (particularly around New York City and
9The Safegraph dataset focuses on the number of visits and the amount of time spent at points of interest;
such as restaurants, bars, and hotels. Recent publications using this data include Painter and Qiu (2020);
Andersen (2020); Dimke et al. (2020); Brzezinski et al. (2020); Glaeser et al. (2020).
10This time dimension has both strengths and weaknesses. On one hand, it prevents interactions caused by
neighborhoods/families/offices but on the other, it discounts interactions at large gatherings lasting longer
than an hour (e.g., a concert). While somewhat troubling we are not terribly concerned because these types
of events (e.g., Concerts and Major League Baseball games) were generally canceled or took place with
limited/no public attendance.
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Figure 1: Trends in Daily Infections, Daily Deaths, and Social Distancing
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Notes: New COVID-19 infections (left), deaths (center) and average encounter rates (right) by day. Day 1
corresponds to January 22, 2020, which is when the CDC started tracking data. The first reported case in
the US was the day before; January 21. Social distancing data does not start until February 22, 2020 which
corresponds to day 34.
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Newark), as well as southern California and southern Florida. Over the course of the next
30 days, the number of cases increased dramatically in the United States, particularly in the
Southeastern and Southwestern parts of the country. Many of the areas that experienced
the largest increases in new COIVD-19 cases were also the areas that practiced less social
distancing 30 days prior. For instance, the Southeastern portion of the United States had
relatively few cases of COVID-19 in mid-March, but during this period practiced relatively
less social distancing. As we will show, this led to an increase in the total number of
infections weeks later.
3 Results
For geographic reasons, we focus our attention on the continental United States, though our
results are robust to the inclusion of Hawaii and Alaska (results available upon request).
In Section 3.1, we demonstrate that counties with higher encounter rates tend to have
more COVID-19 infections and deaths than counties with lower encounter rates. However,
we show that this relationship, while statistically significant, is relatively small. Next, in
Section 3.2 we show that there is substantial heterogeneity in the correlation of encounters
and COVID-19 infections and deaths. This heterogeneity is what is generating the relatively
weak association. And finally, in Section 3.3, we demonstrate that some of this variation is
explained by the interaction of the encounter rates with county characteristics.
In all of the presented analysis, we omit observations in which there have been no
previously reported infections. These omitted observations are in the early days of the
pandemic. In Figure 13 (left panel), in the Appendix, we show how the number of counties
with no infections changes over the course of the pandemic. Some counties have no COVID-
19 deaths - these counties are also omitted and a graph illustrating the number of counties
with no COVID-19 deaths is found in Figure 13 (right panel).
3.1 Encounters and COVID-19 Infections and Deaths
We begin by exploring the relationship between the encounter rate and COVID-19 infections
and deaths. We do so by estimating the conditional mean of new COVID-19 infections
(Equation 1) and deaths (Equation 2) in county i on day t with a fixed-effects Poisson (Ii,t
andDi,t, respectively). This specification is chosen due to the relatively high variance of new
infections. Many U.S. counties experience zero or very few new COVID-19 infections/deaths
(count data). As such, typical linear models are not suitable.11 Consequently, we rely on
nonlinear estimation methods that are commonly applied to problems involving count data
(Lovett and Flowerdew, 1989; Coxe et al., 2009; Hutchinson and Holtman, 2005). Given that
our data is panel in nature, we use the fixed effects Poisson model (Hausman et al., 1984),
which is commonly used in studies of infectious disease (Ma, 2020; Persico et al., 2020;
Homaira et al., 2018, 2012; Nasreen et al., 2014).12 The reported coefficients are semi-
11While not our chosen specification, results found using a linear county fixed effects model are presented
in Table 6 of the Appendix. Here we note that the main results hold; including the increase in the magnitude
of the encounter rate (though the increase is smaller).
12Due to the large number of fixed effects present, we use the Poisson pseudo-likelihood regression with
multiple levels of fixed effects Stata package to estimate our models (Correia et al., 2019).
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Figure 2: Total Infections and Social Distancing by US County
Notes: Social distancing scores on March 21, 2020 (top panel) and total infections on March 31, April 10,
and April 20. Darker colors correspond to less social distancing (i.e., lower social distancing scores) and
more infections.
9
elasticities - meaning they give the percentage increase in the dependent variable caused by
a one-unit increase in the explanatory variable which implies that the estimated effect size
is not constant.
The primary independent variables are the square root of the encounter rates + 1 (ER)
in county i on day t − 21 (for infections) and the ER +1 in county i on day t − 39 (for
deaths).13 We adopt the 21 and 39 day lag structure for infections and deaths to account for
common delays in viral transmission, testing, and the appearance of symptoms. We have
estimated the model with a variety of other lag structures and found consistent results.14
For the sake of readability we will refer to this transformed encounter rate as the encounter
rate. We take the square root of the Unacast encounter rate for two reasons.15 First, as
shown in Table 2, there is substantial variation in encounter rates; much of this variation
is caused by a handful of counties in New York.16 Second, and most importantly, the
encounter rate is based on cellphone data which, in general, has two primary issues: first,
cellphone coverage is poorer in more rural areas (meaning even if two cellphones are near
each other, the encounter may not register) and second, relative to people living in urban
areas, people in rural populations are less likely to own a smartphone (Perrin, 2019). In
practical terms, these two characteristics imply the encounter rate in rural counties will
over-state the level of social distancing. Though these same issues exist in urban areas it
will not be as significant due to the better coverage and higher cellphone take-up rate. In
our view, taking the square root of encounters partially corrects for this bias.
Other control variables in the main regressions include county fixed effects (αi), day
of week effects fixed effects (ω), week number fixed effects (ψ), and state-specific trends,
(ρst). We also include an “exposure” variable, which measures the county population minus
the total number of infections (δi,t). This variable is included in all estimated models and
is the susceptible population within the county.17 As such, our outcome variable can be
interpreted as a rate.18
E(Ii,t|ER) = exp {β0 + β1ERi,t−21 + αi + ω + ρst+ ψ + δi,t} (1)
E(Di,t|ER) = exp {β0 + β1ERi,t−39 + αi + ω + ρst+ ψ + δi,t} (2)
Table 3 presents our initial estimation results, with the first column corresponding to
infections and the third column corresponding to deaths. For all models, standard errors are
clustered at the county level. We first note that the sign of the coefficients are consistent with
13We add one to the encounter rate to prevent taking the square root of a negative number.
14See Figure 14 in the Appendix for the coefficient of the encounter rate from models with alternative lag
structures.
15Though we present results using a transformation of the encounter rate, it should be noted that our
results are qualitatively robust. Similar coefficient estimates (in terms of direction and significance) are
found when we use the Unacast encounter rate or different transformed encounter rate (ER +1 raised to .25,
.75, and .9 power rather than .5) rather than our transformed encounter rate. These estimates are found in
Tables 8, 9, 10, and 11 in the Appendix.
16All of the 141 observations with an encounter rate greater than 400 are from the state of New York.
17There have been documented cases of reinfection (c.f., Tillett et al., 2020), but reinfection is still viewed
as being extremely rare.
18We do not include lagged infections/new cases as an explanatory variable because it is already in
the exposure variable. Further we omit observations that have no infections. However, regression results
including lagged infections lagged infections interacted with encounters are in the Appendix (Table 7).
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expectation, indicating that encounter rates are positively associated with infections. This
result is consistent with what we learned in the first months of the pandemic (January and
February 2020). Namely, that several mitigation strategy studies involving China (Fan et al.,
2020; Pan et al., 2020), India (Mandal and Mandal, 2020), and Italy (Guzzetta et al., 2020)
demonstrated quarantine, isolation, and other NPIs (all of which raise social distancing)
are effective in reducing the number of cases.19 Second, we note that the magnitude of the
estimated coefficients are relatively small and with varying levels of significance - which is
similar to what is found in Allcott et al. (2020a).
There are three reasonable explanations for a statistically significant, yet small positive
association between encounter rates and COVID-19 infections and deaths. First, encounter
rates might not influence infections and death by much, though this seems unlikely given
current research. Second, the coefficient may be downwardly biased due to reverse causal-
ity, where areas with high COVID-19 infections and deaths also limit social distancing.20
And finally, it may be the case that the nature of the relationship between encounter rates
and COVID-19 outcomes varies significantly with the underlying characteristics of the pop-
ulation. If this is the case, then Table 3 is actually reporting the average relationship
between encounters and COVID-19 outcomes. Therefore, if there is variation in the use of
other NPIs at the county-level, we would expect the encounter rate to have a heterogeneous
relationship.
As an initial test of this “heterogeneity hypothesis”, we re-estimate Equation 2 using two
sub-samples. The first sub-sample (n = 241) consists of counties that are in the top quartile
in terms of the percent of the electorate that voted for Donald Trump in 2016 election (%
GOP > 74.65 %) and the bottom quartile in terms of income (Income < $43,671). The
second sub-sample (n = 293) consists of the counties that are in the top quartile in income
(Income > $58,715) and the bottom quartile of 2016 Donald Trump support (% GOP
<54.54%). In both sub-samples, we find a positive and statistically significant relationship
between lagged encounters and daily COVID-19 deaths. However, the point estimate is
found to be quite large in the first sub-sample (β1 = 0.38; p = 0.022) and quite small
in the second sub-sample (β1 = 0.023; p = 0.03). The difference in coefficient estimates
across the two sub-samples provides initial evidence in support of county-level heterogeneity
driving the low estimated effect of encounters on COVID-19 outcomes from our full-sample
regressions.
3.2 Variation in the Effect of Encounters
To further test this “heterogeneity hypothesis” discussed above, we re-estimate the effect of
encounters, focusing on the state of Florida, but here we also interact the lagged encounter
rates with the county fixed effect. This process allows us to demonstrate how the effect of
encounters differs across counties. We use Florida because it has been hit relatively hard by
COVID-19 and it has a large number of diverse counties.21 We include county fixed effects
19Banholzer et al. (2020) conduct an analysis of the effectiveness of various NPIs using cross-country data
for 20 countries. They find all NPIs lead to reductions in new cases, with venue closures being the most
effective.
20Reverse causality is almost certainly occurring to some degree.
21In principle, we could estimate a similar model using national data but we found this estimation com-
putationally infeasible as it required the estimation of roughly 3,000 additional coefficients.
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(αi), day-of-week effects fixed effects (ω), week number fixed effects (ψ), and the exposure
variable (δi,t). The full specifications for these models are in Equations 5 and 4.
E(Ii,t|ER) = exp {βiαiERi,t−21 + αi + ω + ψ + δi,t} (3)
E(Di,t|ER) = exp {βiαiERi,t−39 + αi + ω + ψ + δi,t} (4)
Because we are only interested in the differences in encounter rates, we present our
results graphically rather than using a table - though these estimates are available upon
request.22 Graphical estimation results are presented in Figure 3. As expected, the esti-
mated relationship between encounters and COVID-19 outcomes varies significantly at the
county-level, indicating substantial heterogeneity in the estimated response. The impact of
encounter rates is found to be largest in the northern panhandle.
Figure 3: Estimated County-Level Effect of Encounter Rates on New Infections and Deaths
in the State of Florida
Notes: County specific coefficient estimates for each county in Florida. In the left-hand panel the outcome
variable is COVID-19 infections. Right-hand panel is the outcome variable is COVID-19 deaths. Time
period is from January 22, 2020 to November 29, 2020.
22We do not include these point estimates and standard errors for space reasons: there are 67 counties in
Florida so presenting these results would require a large table.
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3.3 The Joint Effect of Encounters and County Characteristics
Given the substantial heterogeneity in the effect of encounters on COVID-19 outcomes that
we observed in the previous section, we now explore how this effect varies depending on
the county’s underlying demographic characteristics within our full sample. We take this
approach because while estimates similar to those presented in the previous section could
be done for each state/county, doing so does not tell us why they vary. To uncover the
source of the variation, we estimate the following fixed effects Poisson:
E(yi,t|ER,X) = exp



β0 + β1ERi,t−p +
8
∑
j=2
βjERi,t−pXi + αi + ω + ρst+ ψ + δi,t



(5)
where yi,t is either the COVID-19 infections or deaths, p is either 21 or 39 (in the case of in-
fections and deaths, respectively),Xi is a vector of county-level demographics/characteristics
differenced from the national mean - which is done so the coefficient on the encounter rate
can be interpreted as an “average” effect (i.e., the effect of encounters for a county with
average characteristics). ER denotes the encounter rate, and as before, we also include the
exposure variable. The county characteristics include the percent of the county population
over the age of 75 (% Age > 75), the infant mortality rate (Infant Death), the percent of the
county electorate who voted for Donald Trump in the 2016 election (% GOP), the percent
of the county that are Black or African American (% Black), the percent of the county
working in an essential industry (% Essential), the percent of the county with a bachelors
degree (% College), and the percent of the county population that identifies as Male (%
Male). Other control variables include county fixed effects (αi), day of week effects fixed
effects ω, week number fixed effects ψ, and state-specific trends, ρst. Estimation results are
presented in the second and fourth column of Table 3. For each of these models, we cluster
standard errors at the county level.
First, note that as expected there is a statistically significant positive relationship be-
tween encounters and COVID-19 outcomes. However, these relationships are much stronger
and more significant than those discussed in Section 3.1. In other words, once the “effect” of
county characteristics are controlled for, the relationship between encounters and COVID-
19 outcomes becomes substantially stronger. For a county with the average characteristics,
a ten percent increase in the encounter rate from the national pre-COVID average results
in a three percent increase in the number of new infections and a four percent increase in
deaths per susceptible county resident.
We now discuss how the effect of encounters changes depending on the county character-
istics. Several county characteristics are shown to positively affect the relationship between
encounters and new COVID-19 infections. These include: % GOP, % Male, and % Black.
For COVID-19 deaths, we note that almost every interacted characteristic is again statisti-
cally significant (% college and income are the only ones that are not). This finding is similar
to what is found in Allcott et al. (2020b), which find that counties with a high prevalence of
2016 Trump supporters are less inclined to engage in social distancing. Our result goes one
step further and shows that two counties with the same level of social distancing could have
different COVID-19 death rates depending on differences in GOP support. GOP support is
not the only characteristic that is found to increase COVID deaths. Other characteristics
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Table 3: The Effect of Social Distancing on COVID-19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.017∗∗∗ 0.29∗∗∗ 0.029∗∗ 0.38∗∗∗
(3.13) (3.91) (2.12) (7.08)
ER X % Age > 75 0.014 0.045∗∗∗
(0.91) (3.99)
ER X Infant Death -0.00031 -0.00034∗∗∗
(-1.57) (-3.10)
ER X Income -0.0080∗∗∗ -0.0013
(-3.28) (-1.14)
ER X % GOP 0.0087∗∗∗ 0.0061∗∗∗
(2.90) (4.68)
ER X % Black 0.0080∗∗ 0.0097∗∗∗
(2.12) (4.03)
ER X % Essential 0.0093 0.0061∗∗
(1.41) (2.43)
ER X % College 0.0067 -0.0014
(1.56) (-0.86)
ER X % Male 0.074∗∗ 0.093∗∗∗
(2.14) (3.93)
LL -6053705.1 -6019371.7 -375013.6 -373084.9
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most
columns)/deaths (two right most columns) and encounters and the
interaction of encounters with county characteristics. Other control
variables include county specific fixed effects, week fixed effects, day of
the week effects, and state specific time trends. Standard errors are
clustered at the county.
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include the percent of the population older than 75, the percent of the population that
are Black or African American, the percent of the county working in an essential industry,
and the percent of the county population that identifies as male. The opposite is found
with only one characteristic: the infant death rate. The signs and coefficient estimates are
consistent with the results from the infections equation and, perhaps more importantly, the
precision of the effects increase.
We now ask the question, which of these interactions are economically significant? To
answer this question, we calculate the marginal effect of encounters on COVID-19 outcomes
at various levels of each characteristic (roughly 35-45 percent of the characteristic’s standard
deviation) while holding the other characteristics fixed at the national average.23 These
effects are presented in Figure 4 with the two left (right) columns corresponding to new
infections (deaths). To give a better idea of how much the characteristic has to change
to result in a meaningful difference, we also present each characteristic’s mean (solid line)
and first/third quartiles (dashed lines). In the top left panel of Figure 4 we show how
the effect of lagged encounters on new COVID-19 cases is larger in areas with high 2016
GOP support - holding the other characteristics fixed at the national average; a 7.2 percent
increase in GOP support increases the effect of encounters on infections (deaths) by about
7 (3) percentage points. Similar results are found with respect to the percentage of county
residents who are African American or identify as male. Other characteristics have a more
modest effect.
To further explain the observed heterogeneity in the effect of encounters we derive
each county’s estimated joint effect (EJE) of encounters on COVID-19 outcomes using the
second (infections) and fourth (deaths) models presented in Table 3. The distributions of
EJEs on infections and deaths are presented in Figure 5. With each of these distributions,
we also include a solid “zero line” to identify the proportion of the EJEs that are negative
(e.g., work in the opposite direction than we would expect) and a dashed “mean line” which
corresponds to the EJE that would be observed in a county with the average characteristics.
As expected, the EJEs are highly correlated (ρ= 0.97) and the vast majority of EJEs are
positive. Overall, the estimated joint effect of encounters on infections is positive for 89%
of counties in the continental United States. The figure rises to 93 % for deaths.
In Table 4, we present the mean county characteristics for counties with a positive (+
EJE) and negative EJE (- EJE). Here we find that the EJEs with signs that are con-
trary to expectations (i.e., negative) generally occur in counties with populations that are
relatively young, heavily democratic, and that have a relatively small African American
population (e.g., the counties we would expect, ex-post). These results highlight the nature
of the effect of encounters: it is multi-dimensional. What this means is that a single qual-
ity/characteristic is not the only cause for a particular county’s mortality rate. Further,
this multi-dimensional nature makes it difficult to identify the average effect of encounters
on COVID-19 outcomes.
As a final test of our results, we compare our EJEs with mask usage survey data (The
New York Times and Dynata, 2020). This survey data is measured at the county level and
is based on roughly 250,000 interviews conducted by Dynata in early July, 2020. During the
survey interview, respondents were asked how often they wore a mask with the following
23These points of estimation are determined by splitting the spread between 5% and 95% percentile of the
characteristic into 8 bins of equal distance.
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Figure 4: Estimated Joint Effects
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Figure 5: Distribution of Estimated Joint Effects
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corresponds to infections right corresponds to deaths. Solid line indicates zero while dashed line indicates
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Table 4: Average Characteristics of Counties with Positive and Negative Estimated Joint Effects
+ EJE Inf. - EJE Inf. p (Median) p (U-Test) + EJE Deaths - EJE Deaths p (Median) p (U-Test)
% Age >75 8.25 7.82 .02 0 8.24 7.71 .13 0
Infant Death Rate 516.57 1547.5 0 0 539.36 1949.11 0 0
% College 20.84 26.32 0 0 21.16 25.68 .29 0
% GOP (2016) 64.544 52.44 0 0 63.84 53.77 0 0
Income 51.44 62.42 0 0 52.51 55.38 .94 .86
% Black 10.34 8.15 .01 .02 10.25 7.95 0 0
% Essential 7.37 7.44 .11 .35 7.38 7.37 .94 .91
% Male 50.11816 49.64 .5 .01 50.1 49.55 .17 .01
Population 91389.99 242945.9 .81 .11 107226.2 129627.7 .02 .01
Notes: Average characteristics of counties with positive and negative estimated joint effects. Columns 1 and 2 correspond to the groups of counties
with a positive (column 1) and negative (column 2) EJE generated when estimating new cases of COVID-19. Columns 5 and 6 correspond to the groups
of counties with a positive (column 5) and negative (column 6) EJE generated when estimating new deaths due to COVID-19. Columns 3, 4, 7, and 8
present p-values derived from median tests (3 and 7) and U-tests (4 and 8).
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possible responses: Never, Rarely, Sometimes, Recently, and Always. If our EJEs are
serving as a proxy variable for risk adjusted encounters, then we would expect to observe
a significant correlation between our EJEs and reported mask usage. This is exactly what
we find. Specifically, the correlation between the percent of county respondents who report
to “always” wear a mask and the EJEs generated in our infections and deaths regressions
are -0.2027 and -0.165, respectively (and both are highly significant; p < 0.001).24
4 Discussion and Conclusion
Each state (and in many cases each city and county) in the United States responded in their
own way to the COVID-19 pandemic. This disorganization led to substantial variation in
infections and deaths across both time and geography. Some of this heterogeneity can likely
be attributed to differences in the county, state, and city-level lockdown orders and other
government-mandated COVID-19 responses. As such, it is tempting to use a difference-in-
difference (DiD) approach to estimate the effect of NPIs on COVID-19 infections and deaths.
However, there are two main problems with such an approach: i) the policies in question
were implemented at different times from different levels of administration (state, county,
city), often reflecting different degrees of restriction25 and ii) even in areas where no wide-
spread policy was enacted, many steps were still taken that generate similar results (e.g.,
school closures or large national firms/manufacturers temporarily shuttering all locations).
Furthermore, while one could use DiD with social distancing measures to separate the effect
of voluntary compliance from official ordinance, doing so assumes that all encounters are
roughly the same in terms of COVID-19 transmission, which our analysis calls into question.
We find, after controlling for other factors, that counties with higher encounter rates have
more COIVD-19 infections and deaths than counties with lower encounter rates on average.
Overall, this result is compatible with independent contemporaneous works (Friedson et al.,
2020; Courtemanche et al., 2020; Dave et al., 2020). However, there is substantial variation
in the effect of encounters, suggesting that other NPIs (such as face masks) are being more
commonly used in some areas and/or there are obstacles preventing testing and delaying
treatments. Our results are consistent with observable virus trends in the U.S. since the
beginning of the pandemic. Males, Republicans, and African Americans are all less likely to
perceive COVID-19 as a serious health risk and therefore less likely to follow public health
measures (Khubchandani et al., 2020; Masters et al., 2020; Lehmann and Lehmann, 2020).
Our strongest results are observed when estimating deaths - which is expected consider-
ing the drawbacks of using infection data (e.g., depends on testing availability, willingness
to be tested, and timing). We find that an increase in the number of encounters (less social
distancing) results in more deaths in counties with a larger proportion of residents over
age 75, a higher GOP vote in the 2016 presidential election, a larger proportion of Black
or African American residents, and a larger proportion of male residents. The effect of
encounters tends to be less severe in areas with a high infant mortality rate - suggesting
24We find similar results when comparing EJEs to the percent of the county reporting to “never” wear
a mask, with ρ = 0.168 and ρ = 0.137 for EJEs recovered from the infections and deaths regressions,
respectively.
25One good example of this is the Missouri statewide Stay at Home Order which expired on May 3, 2020;
a more restrictive county order, in Jackson County Missouri, did not end until May 11, 2020.
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NPIs in addition to social distancing are being used extensively in such areas.26
Our results present a cautionary tale for policymakers facing a future public health crisis.
While a decentralized policy response may be ideal in principle, our results suggest that
dealing with a highly transmittable infectious disease requires a uniform and, arguably, more
heavy-handed approach. While policies limiting mobility and social gatherings represent a
natural first step, these policies will have little impact if other basic guidelines are not being
followed. In a world full of distrust and mixed messaging, even basic recommendations made
by public health experts, such as “wear a mask in public”, can be labeled as “fake news”
and ignored by large segments of the population. This weakens the effectiveness of policies
limiting mobility and creates an environment that is ripe for further disinformation.
26It is also possible that the low infant mortality rate in rural areas is driving this result. To test this
possibility we estimated similar models using obesity, smoking, and diabetes rates and find a similar rela-
tionship. Therefore it seems that “low health” counties are adjusting their behaviors in ways that prevent
adverse outcomes.
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5 APPENDIX
Figure 6: Distribution of the Time In-Variant Variables of Interest
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Table 5: Correlation of Time-Invariant Variables
%Age > 75 Infant Death Rate % GOP (2016) Income % Black % Essential % College % Male
%Age > 75 1
Infant Death Rate -0.00922 1
% GOP (2016) 0.318∗∗∗ 0.0173 1
Income -0.290∗∗∗ -0.125∗∗∗ -0.242∗∗∗ 1
% Black -0.220∗∗∗ 0.114∗∗∗ -0.417∗∗∗ -0.238∗∗∗ 1
% Essential -0.163∗∗∗ -0.0345 -0.363∗∗∗ 0.287∗∗∗ 0.0385∗ 1
% College -0.209∗∗∗ -0.102∗∗∗ -0.489∗∗∗ 0.719∗∗∗ -0.0808∗∗∗ 0.484∗∗∗ 1
% Male -0.0548∗∗ 0.0172 0.158∗∗∗ -0.0442∗ -0.136∗∗∗ -0.239∗∗∗ -0.184∗∗∗ 1
∗
p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
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Figure 11: Encounter Rates by Day and and State (AK - MI)
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Notes: Social distancing by state and day. From top left to bottom right: Alabama, Alaska, Arkansas,
Arizona, California, Colorado, Connecticut, Delaware, Florida, Georgia, Hawaii, Iowa, Idaho, Illinois, Indi-
ana, Kansas, Kentucky, Louisiana, Massachusetts, Maryland, Maine, Michigan, Minnesota, Missouri, and
Mississippi.
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Figure 13: Number of Infection and Death Free Counties by Day
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Notes: Number of US counties without any reported infections (left panel) and US counties without any
reported deaths (right panel).
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Figure 14: Estimated Relationship between Lagged Encounters and Daily COVID-19
Deaths and Infections
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Notes: Estimated relationship between lagged encounters and daily COVID-19 infections (left panel) and
deaths (right panel). Each dot represents a coefficient that is estimated from a model with only a single
lagged encounter rate that is x days in the past (where x ∈ 0, 3, 6, ...48) and control variables. These control
variables include: county specific fixed effects, week fixed effects, day of the week effects, and state specific
time trends. Bars correspond to 95 % intervals using clustered standard errors. All models are fixed effects
poisson.
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Table 6: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.027∗∗∗ 0.089 0.038∗∗∗ 0.14∗∗∗
(3.28) (1.62) (4.58) (4.82)
ER X % Age > 75 0.0095 0.019∗∗∗
(0.72) (3.08)
ER X Infant Death -0.00013 -0.00025∗∗∗
(-1.61) (-4.79)
ER X Income -0.0099∗∗∗ -0.00068
(-4.57) (-0.57)
ER X % GOP 0.010∗∗∗ 0.0023∗∗∗
(4.62) (2.88)
ER X % Black 0.011∗∗∗ 0.0046∗∗∗
(4.79) (3.09)
ER X % Essential -0.0063∗ 0.00040
(-1.75) (0.21)
ER X % College 0.021∗∗∗ -0.00089
(5.32) (-0.50)
ER X % Male 0.015 0.027∗∗
(0.45) (2.39)
LL -583747.9 -582307.6 -75219.2 -75041.2
Counties 3092 3091 2830 2829
Observations 465994 465857 84494 84474
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of the natural log of daily COVID-19 infections (two left
most columns)/deaths (two right most columns) per 100,000 and encounters and the
interaction of encounters with county characteristics. Other control variables include
county specific fixed effects, week fixed effects, day of the week effects, and state specific
time trends. All models are linear fixed effects panel regressions. Standard errors are
clustered at the county.
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Table 7: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.0060 0.27∗∗∗ 0.024∗∗ 0.34∗∗∗
(1.20) (3.75) (2.23) (6.28)
L. Inf. -0.00000024 -0.00000059 -0.0000057∗∗ -0.0000057∗∗∗
(-0.21) (-0.49) (-2.53) (-2.85)
L. Inf. X ER -0.0000032∗∗∗ -0.0000031∗∗∗ -0.0000019∗∗∗ -0.0000017∗∗∗
(-5.95) (-5.77) (-2.97) (-3.01)
ER X % Age > 75 0.027∗ 0.049∗∗∗
(1.65) (4.03)
ER X Infant Death -0.00026∗∗ -0.00035∗∗∗
(-2.13) (-4.06)
ER X Income -0.0069∗∗∗ -0.00084
(-2.95) (-0.73)
ER X % GOP 0.0072∗∗∗ 0.0059∗∗∗
(3.20) (5.49)
ER X % Black 0.0080∗∗ 0.010∗∗∗
(2.52) (4.53)
ER X % Essential 0.0079∗ 0.0068∗∗∗
(1.78) (3.77)
ER X % College 0.0060 -0.0017
(1.63) (-1.09)
ER X % Male 0.076∗∗ 0.093∗∗∗
(2.31) (4.12)
LL -5859788.0 -5833748.2 -370550.9 -369025.6
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most columns)/deaths (two right
most columns) and encounters and the interaction of encounters with county character-
istics. Other control variables include county specific fixed effects, week fixed effects,
day of the week effects, and state specific time trends. All models are fixed effects
poisson. Standard errors are clustered at the county. Unlike results reported in Table
3, these estimates control for the include the total number of infections, L. Inf., 21
days in the past in the models estimating infections and 39 days in the past in models
estimating deaths as well as the interaction of lagged infections and encounters.
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Table 8: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.000256∗∗∗ 0.0483∗∗∗ 0.000221∗∗∗ 0.0369∗∗∗
(5.10) (6.25) (2.85) (10.74)
ER X % Age > 75 0.00670∗∗∗ 0.00608∗∗∗
(4.47) (10.54)
ER X Infant Death -0.0000299 -0.0000284∗∗∗
(-1.11) (-4.92)
ER X Income -0.000589∗∗∗ -0.000191∗∗
(-3.81) (-2.52)
ER X % GOP 0.000853∗∗∗ 0.000677∗∗∗
(3.09) (8.52)
ER X % Black 0.00107∗∗ 0.00114∗∗∗
(2.13) (7.13)
ER X % Essential 0.000839 0.000708∗∗∗
(1.57) (5.05)
ER X % College 0.000426∗ 0.0000996
(1.93) (1.26)
ER X % Male 0.0127∗∗∗ 0.0111∗∗∗
(2.71) (8.21)
LL -6053138.4 -6031100.0 -375508.6 -373138.8
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most columns)/deaths (two right
most columns) and encounters and the interaction of encounters with county character-
istics. Other control variables include county specific fixed effects, week fixed effects,
day of the week effects, and state specific time trends. All models are fixed effects
poisson. Standard errors are clustered at the county. Unlike results reported in Table
3, encounters are measured using the original encounters rate as calculated by Unacast.
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Table 9: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.0733 0.411∗∗ 0.369∗∗∗ 1.048∗∗∗
(0.95) (2.15) (3.08) (5.67)
ER X % Age > 75 -0.0722 0.0667∗
(-1.54) (1.67)
ER X Infant Death -0.000738 -0.00128∗∗∗
(-1.53) (-3.06)
ER X Income -0.0315∗∗∗ 0.000644
(-3.47) (0.11)
ER X % GOP 0.0279∗∗∗ 0.0135∗∗
(3.08) (2.32)
ER X % Black 0.0211∗∗ 0.0233∗∗∗
(2.06) (2.96)
ER X % Essential 0.0174 0.0145
(0.65) (1.05)
ER X % College 0.0330∗∗ -0.0191∗
(2.11) (-1.87)
ER X % Male 0.0603 0.130∗
(0.82) (1.92)
LL -6055235.9 -6011975.1 -374724.6 -373410.2
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most columns)/deaths (two right
most columns) and encounters and the interaction of encounters with county character-
istics. Other control variables include county specific fixed effects, week fixed effects,
day of the week effects, and state specific time trends. All models are fixed effects
poisson. Standard errors are clustered at the county. Unlike results reported in Table
3, “Encounter Rate” is Uncast’s Encounter Rate + 1 raised to the .25 power.
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Table 10: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.00221∗∗∗ 0.139∗∗∗ 0.00245∗∗ 0.127∗∗∗
(4.46) (6.23) (2.24) (9.06)
ER X % Age > 75 0.0157∗∗∗ 0.0190∗∗∗
(3.34) (6.84)
ER X Infant Death -0.000108 -0.0000998∗∗∗
(-1.34) (-3.82)
ER X Income -0.00223∗∗∗ -0.000643∗∗
(-3.86) (-2.37)
ER X % GOP 0.00281∗∗∗ 0.00221∗∗∗
(3.02) (6.90)
ER X % Black 0.00320∗∗ 0.00359∗∗∗
(2.19) (5.75)
ER X % Essential 0.00304 0.00216∗∗∗
(1.59) (4.09)
ER X % College 0.00162∗ 0.000180
(1.65) (0.58)
ER X % Male 0.0379∗∗∗ 0.0356∗∗∗
(2.83) (5.96)
LL -6053137.4 -6025799.8 -375326.4 -373023.3
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most columns)/deaths (two right
most columns) and encounters and the interaction of encounters with county character-
istics. Other control variables include county specific fixed effects, week fixed effects,
day of the week effects, and state specific time trends. All models are fixed effects
poisson. Standard errors are clustered at the county. Unlike results reported in Table
3,“Encounter Rate” is Uncast’s Encounter Rate + 1 raised to the .75 power.
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Table 11: The Effect of Social Distancing on Covid 19 Infections and Deaths
Infections Infections Deaths Deaths
Encounter Rate 0.000609∗∗∗ 0.0761∗∗∗ 0.000574∗∗ 0.0615∗∗∗
(4.85) (6.51) (2.55) (10.27)
ER X % Age > 75 0.00994∗∗∗ 0.00981∗∗∗
(4.25) (9.15)
ER X Infant Death -0.0000511 -0.0000471∗∗∗
(-1.19) (-4.48)
ER X Income -0.00101∗∗∗ -0.000324∗∗∗
(-3.97) (-2.65)
ER X % GOP 0.00139∗∗∗ 0.00111∗∗∗
(3.11) (7.98)
ER X % Black 0.00169∗∗ 0.00183∗∗∗
(2.16) (6.76)
ER X % Essential 0.00142 0.00112∗∗∗
(1.59) (4.79)
ER X % College 0.000727∗ 0.000153
(1.84) (1.18)
ER X % Male 0.0204∗∗∗ 0.0180∗∗∗
(2.80) (7.47)
LL -6053105.4 -6029096.3 -375449.4 -373076.9
Counties 3092 3091 2975 2974
Observations 729062 728821 680456 680215
t statistics in parentheses
∗
p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
Notes: Estimated association of infections (two left most columns)/deaths (two right
most columns) and encounters and the interaction of encounters with county character-
istics. Other control variables include county specific fixed effects, week fixed effects,
day of the week effects, and state specific time trends. All models are fixed effects
poisson. Standard errors are clustered at the county. Unlike results reported in Table
3, “Encounter Rate” is Uncast’s Encounter Rate + 1 raised to the .9 power.
40
