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Abstract
In this work, the rotational dynamics of magnetic nanoparticles (MNPs) in
a size range from 12 nm to more than 100 nm was investigated with respect
to its application in rotating magnetic field-based homogeneous bioassays.
This concept enables the direct quantitative detection of proteins in solution,
which is a promising technique owing to the increasing need for patient-side
laboratory diagnostics.
A fluxgate-based measurement system was developed, which detects the
stray field of the MNP sample magnetization induced by a rotating magnetic
field (RMF). The gradiometric arrangement of two fluxgate magnetometers
facilitates even outside a magnetically shielded environment a robust mag-
netic detection of various MNP types. The performance of the measurement
system was characterized with different reference samples. For instance, iron
oxide nanoparticle samples with iron concentrations below 0.005 g/L could
be detected. For the analysis of the rotational dynamics, the phase lag be-
tween the rotating magnetic field and the MNP sample magnetization was
calculated. This physical quantity enables in the investigated concentration
range a particle concentration-independent characterization of the dissolved
MNPs, for example the determination of their hydrodynamic size.
An accurate description of the measurement results for all field frequen-
cies and amplitudes was given by a numerical solution of the Fokker-Planck
equation, which is the basic equation for the description of the magneti-
zation dynamics of a MNP ensemble in magnetic fields including thermal
agitation. An empirical model derived from these results was discussed and
applied for the evaluation of the RMF bioassay concept, which relies on the
change of the phase lag caused by proteins specifically bound to the particle
surface.
Measurements on various spherical and rod-shaped MNPs with single- and
multi-cores matched perfectly with simulations based on the presented the-
ory and were supported by additional characterization techniques, for exam-
ple photon correlation spectroscopy and static magnetization measurements.
Experiments with spherical single-core iron oxide nanoparticles dominated
by the Brownian relaxation and conjugated with protein G demonstrated
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the feasibility of the quantitative protein detection based on the RMF con-
cept. For this single-core particle type a core diameter of 30 nm was found
to be optimal since its dynamics is significantly affected by small proteins
bound to the surface but it is still clearly dominated by the Brownian re-
laxation. Multi-core particles with a larger hydrodynamic size and partly
dominated by the Ne´el relaxation process were less suitable for the di-
rect detection of proteins in solution when avoiding cross-linking effects.
Finally, measurements on streptavidin functionalized single-core particles
demonstrated the principle quantitative analysis of samples containing the
biomedical relevant biomarker HER2.
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1Introduction
The combination of magnetic properties and a geometrical structure in the
nanometer range results in some unique properties which make magnetic
nanoparticles (MNPs) so interesting for science and practical applications.
Although a lot of research was conducted in this field since the publication
of Louis Ne´el’s and William Fuller Brown’s fundamental contributions for
the understanding of fine magnetic particles [1, 2], still basic questions re-
garding their dynamic magnetic properties and their impact on practical
applications exist, e.g. in the biomedical field.
In the project NAMDIATREAM, which is funded by the European Com-
mission, magnetic nanoparticles are applied as nanotechnological toolkits
for multi-modal disease diagnostics and treatment monitoring. One par-
ticular technology platform aims at the investigation and realization of a
homogeneous bioassay concept for a high-sensitive optical biomolecule de-
tection based on the magnetic manipulation of rod-shaped MNPs in rotating
magnetic fields [3]. This point-of-care testing [4] is intended to satisfy the
increasing need for patient-side laboratory diagnostics and supports an early
disease detection as well as an effective therapy monitoring, which play a
crucial role in our aging society. The homogeneous bioassay concept bene-
fits from the direct detection of the biomolecules in solution, which requires
no washing steps as it is often necessary for indirect detection methods, e.g.
in the enzyme-linked immunosorbent assay (ELISA). Due to this simplicity
it is also described as a mix and measure principle.
Magnetic nanoparticles are well applicable for this concept since they can be
functionalized with specific biorecognition elements binding the biomolecules
of interest. This interaction can be transduced into an analyzable signal
by manipulating the particles with a magnetic field and measuring their
response. The magnetic manipulation of the MNPs can be realized with
various types of magnetic fields. For instance, switched magnetic fields
are utilized in the case of magnetorelaxometry [5, 6] and alternating mag-
netic fields featuring one or more frequencies enable AC susceptibility based
bioassays [7, 8, 9, 10]. The manipulation with a rotating magnetic field rep-
resents a comparable new approach which was so far only applied to realize
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bioassays based on magnetic particles in the upper nanometer and the mi-
crometer size range [11, 12] or to investigate the induced magnetic particle
interactions [13] and the impact on highly concentrated ferrofluids [14].
Throughout this work the dynamic response of magnetic nanoparticles to
rotating magnetic fields was investigated, which can be characterized by the
occurring phase lag between the magnetization of the nanoparticle ensemble
and the rotating magnetic field. Furthermore, adequate physical models for
the analysis of the measurement results and the applicability of the concept
for the direct detection of biomolecules in solution were studied. Since the
rod-shaped nanoprobes for an optical detection had to be designed, syn-
thesized and established during the project, a reference system based on a
magnetic detection was required for the investigation of the rotational dy-
namics with reference particles. A detailed description of this system can
be additionally found in the present work.
In chapter 1 the fundamentals of magnetic nanoparticles with respect to
their application, structure and especially their dynamics are described. In
addition, the utilized characterization techniques are introduced and the
term bioassay with a focus on magnetic nanoparticles and the applied prin-
ciples is explained. After the definition of the rotating magnetic field (RMF)
in chapter 2, theories describing the rotational dynamics of MNPs in a
RMF are discussed. They range from a comparable simple mechanical
model to the numerical solution of the Fokker-Planck equation, which is
the basic equation for the description of the dynamics of the magnetiza-
tion of an ensemble of MNPs in magnetic fields including thermal agitation.
An empirical model derived from this equation is discussed and the basis
of further simulations. The developed reference system based on fluxgate
magnetometers for the detection of the MNP dynamics in a RMF is pre-
sented in chapter 3. This includes a detailed description of the system’s
single components, e.g. the field excitation unit and the sensors, the applied
software and control concept as well as a characterization of the system’s
performance and errors based on measurements and simulations. Chapter
4 deals with the measurement results of the RMF system for different mag-
netic nanoparticle systems. For instance, the results of spherical iron oxide
single-core particles in the range of 25 nm to 40 nm and larger multi-core
or rod-shaped particles are illustrated. A comparison with additional char-
acterization techniques is carried out and the influence of the particle and
environmental parameters on the RMF results is discussed. Finally, the de-
tection of biomolecules in solution based on the RMF concept is presented
with spherical MNPs and two biological test systems. On the basis of these
3results, the quantitative detection and the influence of the particle systems
and the binding reaction are examined. As an outlook, the quantitative
detection of a medical relevant biomolecule is demonstrated.
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51 Fundamentals
This chapter describes the fundamentals that are essential for the under-
standing of this work. First, the basic concepts of magnetic nanoparticle
structure, synthesis and dynamics are introduced. This includes the descrip-
tion of the magnetization effects of single particles and particle ensembles.
In addition, characterization methods, which are applied in this work for
the independent determination of the particle parameters, are explained.
Finally, a review about bioassays is given, the final application of this re-
search.
1.1 Magnetic Nanoparticles
The basic structure of a magnetic nanoparticle (MNP) consists of a magnetic
core in the nanometer range with a magnetic moment m and a protective
shell with a thickness of some nanometers around the core. The core size
is defined by the core volume Vc and the hydrodynamic size by the volume
of core plus shell, the so called hydrodynamic volume Vh. For spherical
particles the corresponding core and hydrodynamic diameter dc and dh can
be used equivalently. The magnetic moment of the particle is specified as for
any magnetic material by the material-dependent saturation magnetization
Ms and the corresponding volume Vc:
m = MsVc. (1.1)
Magnetic particles with a core diameter in the lower nanometer range are
affected by finite-size effects. The two dominant effects are the superpara-
magnetism and the single-domain structure. In addition, surface effects be-
come more important because more atoms of the magnetic core are surface
ones, which can result in a surface anisotropy. These effects are explained in
detail in the following sections. The purpose of the particle shell is to pro-
tect the magnetic core from aging, prevent the MNPs from agglomeration,
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stabilize them in the surrounding media and enable a linking of different
functional molecules. Fig. 1.1 displays, as an example, single-core MNPs
whose magnetic moments are represented by red arrows. The gray zigzag
lines depict a protective polymer shell. It is linked with antibodies, that can
bind specifically proteins in the surrounding media. Due to the similar size
range of proteins and MNPs the latter are still measurably affected in size
by bound proteins.
1.1.1 Applications
The linking of functional molecules and the existence of a magnetic moment
in combination with the finite-size and surface effects are the key character-
istics of a MNP that facilitate various unique applications, especially in the
biomedical field [15]. The magnetic separation is today one of the standard
methods for the efficient extraction of biological substances from complex
media [16, 17, 18], e.g. the collection of antibodies from serum. Magnetic
drug targeting offers the possibility to deliver magnetically labeled drugs
to a specific organ in the body by the application of magnetic field gra-
dients [19]. This approach can even be combined with an imaging of the
delivery process due to the contrast agent functionality of MNPs in mag-
netic resonance imaging (MRI) [20, 21] and a controlled drug release by the
application of thermosensitive polymers [22]. In the cancer treatment mag-
netic hyperthermia is a promising approach. In the tumor region locally
injected MNPs destroy the cancer cells via heat generation induced by an
alternating magnetic field [23, 24]. As a new diagnostic in vivo applica-
tion the magnetic particle imaging (MPI) is investigated [25]. In contrast
to MRI the magnetic particles themselves are the source of the imaging
signal. The physical detection principle enables in vivo real-time imaging
of the magnetic particle distribution with positive contrast and significantly
higher temporal resolution compared to MRI [26, 27]. In the field of in vitro
diagnostics, e.g. bioassays for the quantification of proteins in biological me-
dia, magnetic nanoparticle based approaches were intensively studied and
still attract researchers’ focus. Especially, homogeneous bioassays based on
MNPs as a direct magnetic label [28, 7] can satisfy the need for point-of-care
diagnostics [4]. A detailed explanation of different bioassays can be found
in section 1.3.
Besides the biomedical applications of magnetic nanoparticles several other
technical ones exist. In these cases the term ferrofluid is frequently used,
which describes an ensemble of highly concentrated MNPs in aqueous or oily
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Figure 1.1: Single-core magnetic nanoparticles in solution, functionalized with
antibodies and specifically bound to antigens.
media. Ferrofluids can be exploited as seals, dampers and heat transporters
in pumps [29, 30] or loudspeakers [31]. Further uses are the investigation
of energy harvesting approaches [32] or the recovery of enzymes in catalytic
reactions [33].
1.1.2 Synthesis, stability, functionality
The magnetic materials that MNPs consist of are the elements cobalt, nickel
and iron, alloys or oxidic compounds. The most common used magnetic
nanoparticles in biomedicine to date are iron oxide MNPs [34] due to their
biocompatibility, non-toxicity and relatively well-established synthesis pro-
cesses. Fine iron oxide nanoparticles can be even found in different organ-
isms, e.g. magnetotactic bacteria [35]. Iron oxide material exists in one
of four phases: Wu¨stite (FeO), hematite (α-Fe2O3), maghemite (γ-Fe2O3)
and magnetite (Fe3O4). Since wu¨stite and hematite show an antiferromag-
netic or weakly ferromagnetic behavior at room temperature, magnetite and
maghemite are the favorable phases. Iron oxide MNPs for biomedical appli-
cations are commonly synthesized with chemical procedures. The synthesis
of iron oxides from aqueous Fe2+ and Fe3+ salts in a highly basic solution
under inert atmosphere, the so called co-precipitation, is a convenient pro-
cess [36, 34]. A better control of the particle size and shape, especially for
small nanoparticles, can be achieved with the thermal decomposition of iron-
oleate [37]. An comprehensive overview of different synthesis approaches for
iron oxide nanoparticles is given by Laurent et. al. [34]. The experimen-
tally determined saturation magnetizations of magnetite nanoparticles were
found to be lower than the bulk literature value of 480 kA/m [36, 38], which
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can be explained by the existence of biphasic particles or magnetic dead
layers [39]. The deployment of a pure magnetic element or another alloy,
e.g. cobalt iron oxide [40], would result in a significantly increased Ms [41].
For instance, cobalt exhibits a Ms of 1446 kA/m, which is more than three
times higher. However, biocompatibility and toxicity problems as well as
difficult stabilization and conjugation processes can hinder the synthesis or
application. Another aspect that can be influenced by the synthesis process
is the particle shape. Besides a spherical geometry, different other shapes
are possible. For instance, cubic iron oxide [36, 34] and elongated cobalt
[42, 43] as well as nickel [44] particle protocols are established.
Fig 1.2 illustrates that a magnetic nanoparticle does not necessarily consist
of only one single-core. So called multi-core particles, which contain a clus-
ter of several magnetic nanocrystals, are available from the lower nanometer
range up to several micrometers [45]. These particles possess a reduced mag-
netic moment in relation to the material’s saturation magnetization due to
the interaction of the nanocrystals [46]. A further surface modification of
the particles results in a shell or coating which is essential for the MNP
stability. Attractive forces such as the van der Waals force and the mag-
netic dipole-dipole interaction, which let the particles agglomerate, have to
be in equilibrium with the repulsive forces as the steric and electrostatic
repulsion. Here, various compounds have been applied as coatings. The
most common ones are monomeric stabilizers like carboxylates, phosphates
and sulfates, inorganic materials like silica or gold as well as polymers like
dextran, polyethylene glycol (PEG) or polyvinyl alcohol (PVA) [34, 47]. In
some cases the coating even affected the magnetic properties, for instance,
paramagnetic particles became ferromagnetic [48]. In order to give MNPs
the functionality to interact specifically with their environment, they need
to be conjugated with specific molecules. Different interaction systems ex-
ist in biomedicine: Antibody-antigen, avidin-biotin, DNA-DNA or ligand-
receptor. In all cases a strategy for the coupling of one of the specific
biomolecules to the MNP is necessary. This can range from electrostatic
interactions to covalent bonds. An overview about different conjugation
strategies was given by Kozissnik et al. [49].
Regarding the stability of suspended MNPs, different stabilization criteria
exist which have first been formulated during the development of technical
ferrofluids [50]. They deal with the stability in a magnetic gradient field,
prevention of agglomeration induced by magnetic dipole-dipole interactions
or van der Waals forces or the hindrance of sedimentation caused by the
gravitational field. For a typical ferrofluid in water at room temperature
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(i) (ii)
Figure 1.2: Multi-core (i) and single-core (ii) nanoparticles with protective polymer
shell (gray lines) and magnetic moment (red arrow).
the hydrodynamic diameter which prevents the particles from sedimentation
was calculated to be smaller than 12 nm [48]. The influence of the dipole-
dipole interactions in relation to the particle thermal energy Eth = kBT can
be estimated by the modified interaction parameter λ∗ which is defined as
[51]
λ∗ =
µ0M
2
s pid
3
c
148kBT
d3c
d3h
(1.2)
with the vacuum permeability µ0, the Boltzmann constant kB and the tem-
perature T . An interaction parameter λ∗  1 indicates a non-negligible
magnetic particle interaction. For instance, an iron oxide MNP with a
12 nm core diameter, an additional shell with a thickness of 3 nm and a Ms
of 480 kA/m yields at 300 K room temperature an interaction parameter of
0.76.
1.1.3 Nanomagnetism
The size reduction of a ferromagnet down to the nanometer regime results
in the disappearance of the domain walls because surface energies, e.g. the
domain wall energy, become more significant than the volume energies, e.g.
the demagnetization energy. Finally, a single magnetic domain is energeti-
cally more favorable and the formation of single-domain (SD) nanoparticles
at a distinct size is caused [52].
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Magnetic anisotropy
The magnetization of a nanoparticle commonly favors one or more align-
ments inside the particle core due to the existence of energetically favorable
states which are described by the anisotropy energy EK. This magnetic
anisotropy originates from different particle properties. For a MNP the
main ones are the crystal and the shape anisotropy [53]. However, sur-
face and exchange anisotropies can also contribute [54]. A domination of
the shape anisotropy frequently causes an alignment of the magnetization
along one axis, which is also referred to as the easy axis. The two possible
orientations along the axis are consequently separated by the anisotropy
energy. The corresponding energy EK of such an uniaxial MNP anisotropy
is represented by
EK(Θ) = KeffVc sin
2(Θ) (1.3)
with the effective anisotropy constant Keff and the angle Θ between the
easy axis and the magnetization. In the presence of a constant magnetic
field H oriented at an angle Φ with respect to the easy axis (see Fig. 1.3(i)),
the magnetization rotates and the anisotropy energy changes according to
EK(ϑ) = KeffVc sin
2(Θ)− µ0VcHMs cos(Θ − Φ). (1.4)
This equation, which describes the anisotropy energy of a single-domain par-
ticle possessing a coherent domain rotation in the presence of a magnetic
field, is attributed to the Stoner-Wohlfarth model [52]. Fig. 1.3 (ii) illus-
trates the uniaxial anisotropy energy as a function of the angle Θ and in the
absence of a magnetic field. The two similar energy minimums depict the
two orientations along the easy axis. Thus, none of these two orientations
is energetically favorable. However, under the action of a positive (Fig. 1.3
(iii)) or negative (Fig. 1.3 (iv)) magnetic field parallel to the easy axis the
magnetization orientation in the direction of the field is favored. This orig-
inates from the absolute difference of the energy minimums at 0° and 180°.
For non-parallel configurations of H and the easy axis energy minimums at
other Θ can occur, especially for stronger magnetic fields [55]. Finally, this
approach enables the calculation of a single-domain particle’s magnetiza-
tion curve and it explains why such a particle can possess a hysteresis (Fig.
1.4) although no irreversible effects originating from domain-wall pinning
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Figure 1.3: (i) Definition of the angles Φ and Θ for an MNP with uniaxial magnetic
anisotropy in a magnetic field. (ii) Resulting anisotropy energy in the absence of
a magnetic field as a function of Θ. In the presence of a magnetic field applied at
an angle Φ = 0° to the easy axis only one global minimum exists: For a positive
field (iii) at Θ = 0° and a negative field (iv) at Θ = 180°.
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exist. In the following subsections we assume an uniaxial anisotropy for the
described MNPs.
Superparamagnetism
The hysteresis of a single-domain nanoparticle’s magnetization curve van-
ishes with a further size reduction. Thus, the magnetization curve of an
ensemble of such particles is represented by a single sigmoid function with-
out a coercive field Hc and remanent magnetization Mr (Fig. 1.4). This
regime is referred to as superparamagnetic. This term was first introduced
by Bean and Livingston [56]. It is a consequence of the reduced anisotropy
energy barrier between the two magnetization orientations (Fig. 1.3 (ii))
which shrinks in comparison to the thermal energy Eth. Thus, a flipping of
the magnetization from one orientation to the other can be induced by the
thermal energy and the nanoparticle acts like a paramagnet, however, with
a significantly higher magnetic moment. Fig. 1.5 illustrates the nanoparti-
cle coercivity as a function of the core diameter. Below the core diameter
dspm no coercivity exists, thus dspm marks the upper superparamagnetic
border. In the ferromagnetic regime the core diameter dSD indicates the
transition form a single-domain to a multi-domain (MD) nanoparticle. In
addition, dSD corresponds to the particle size which possesses the highest
coercivity. This is a consequence of the increased anisotropy of a larger
particle in the SD regime and the energetically more favorable domain-wall
rotation in the MD regime. A rough estimation for magnetite nanoparticles
[48] leads to a dspm of 12.2 nm and a dSD of 52.7 nm. For the classification
of the superparamagnetic regime the blocking temperature TB is frequently
used. This temperature is related to the thermal energy which has to be
exceeded in order to cross the energy barrier ∆Ecrit and observe a change
of the system’s magnetization state in the given measurement time, a so
called relaxation process. ∆Ecrit is in the case of an uniaxial anisotropy
and a measurement time of 100 s defined as [53]
∆Ecrit = 25kBTB = KeffVc. (1.5)
As a second criterion for superparamagnetism, besides the absence of a hys-
teresis, the magnetization curves measured at different temperatures have
to superimpose if plotted over the magnetic field normalized to the temper-
ature H/T .
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Langevin function
The magnetization curve of an ensemble of magnetic nanoparticles expresses
the magnetization’s dependence on the applied magnetic field, the tem-
perature and the particle core parameters dc and Ms. As in the case of
a paramagnet, the magnetization of an ensemble of noninteracting super-
paramagnetic particles can be described by the Langevin function L(ξ), the
particle magnetic moment m and the particle number density n:
M = nmL(ξ). (1.6)
In addition, this approach is also valid for larger MNPs, which are suspended
in a liquid, do align randomly in the absence of a magnetic field and do not
interact with each other. In Fig 1.6 the Langevin function is plotted against
the Langevin parameter ξ. The definition of L(ξ) is
L(ξ) = coth(ξ)− 1
ξ
(1.7)
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Figure 1.6: Langevin function L(ξ) with dependence on Langevin parameter ξ.
with ξ representing the relation of magnetic to thermal energy:
ξ =
µ0mH
kBT
. (1.8)
Thus, the rise of the magnetization with respect to the magnetic field is in-
creased by a higher magnetic moment and a lower particle temperature. The
saturation value of the magnetization curve corresponds to the saturation
magnetization Ms, which is a material-dependent property. The Langevin
function can be approximated by L(ξ) = ξ/3 for ξ  1 and L(ξ) = 1− 1/ξ
for ξ  1. In the case of small ξ values the rise of the Langevin function
corresponds to the initial DC susceptibility χ0.
Susceptibility
The susceptibility χ represents the relation of the sample’s magnetization
to the inducing magnetic field H:
M = χH (1.9)
Thus, for a magnetizing static field, the initial DC susceptibility χ0 is defined
by
χ0 =
δM
δH
∣∣∣∣
H=0
. (1.10)
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From these definitions Curie’s law is derived as [52]
χ0 =
nµ0m
2
3kBT
=
CCurie
T
(1.11)
which explains the temperature dependence of a paramagnet with respect
to the Curie constant CCurie. It is important to note, that this relation is
only valid for small fields and χ0  1. Otherwise the magnetic field in the
sample is reduced by the induced magnetic moments’ field and a deviation
between the field inside and outside the sample arises. This phenomenon is
named demagnetization and is taken into account by the demagnetization
factor [58]. The magnetic flux density B of an ensemble of MNPs under the
action of a magnetic field takes with Eq. 1.9 and the relative permeability
µr of the given material the form
B = µ0 (H +M) = µ0 (1 + χ)H = µ0µrH. (1.12)
Relaxation processes
The observable change of the magnetization state of an ensemble of MNPs
towards an equilibrium state in a given measurement time is characterized
as relaxation process. There exist two relaxation processes for a magnetic
nanoparticle: The Brownian and the Ne´el relaxation. If a MNP is suspended
in a liquid, capable to undergo Brownian motion and the particles’ magnetic
moments are thermally blocked (T  TB), then the MNPs are dominated
by the Brownian relaxation. This process correlates with a rotation of the
whole mobile particles in the liquid (see Fig. 1.7). The corresponding
Brownian time constant τB is defined as
τB =
3ηVh
kBT
(1.13)
with the liquid’s dynamic viscosity η. For MNPs with a non-spherical shape
τB needs to be modified, because the rotational drag of a particle is shape
dependent. For instance, based on a model by Tirado et al. [59] the time
constant of a rod-shaped particle with the hydrodynamic length Lh and
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Figure 1.7: After an alignment of the particle moments along the magnetic field
H, the particle magnetizations relax via the Brownian (B) or Ne´el (N) relaxation
process.
diameter dh can be expressed by
τB,rod =
piηL3h
6kBT
[
ln(
Lh
dh
) + C
]−1
(1.14)
with
C = −0.662 + 0.891 dh
Lh
. (1.15)
If the MNPs are immobilized or the magnetic moments are not thermally
blocked, then the MNPs are dominated by the Ne´el relaxation. This process
correlates with a rotation of the magnetic moment in the particle core (see
Fig. 1.7). Thus, the Ne´el time constant is expressed as
τN = τ0 exp
(
KeffVc
kBT
)
(1.16)
with the constant τ0 which is usually quoted to be 1× 10−9 s [60]. If both
relaxation processes are present for one particle type and the two time con-
stants differ only slightly, then the application of the effective time constant
τeff is appropriate:
τeff =
τBτN
τB + τN
. (1.17)
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Brownian relaxation.
If τB and τN differ significantly from each other, then the relaxation process
with the shorter time constant dominates. This is in accordance with Eq.
1.17. Thus, not only the relaxation time but also the process can be in-
fluenced by a variation of the particle core and hydrodynamic parameters.
In this work, particles dominated by the Brownian and the Ne´el relaxation
process are named Brownian and Ne´el particles, respectively. Fig. 1.8 il-
lustrates τeff as a function of the core and hydrodynamic diameter for a
viscosity of 1 mPa · s, an effective anisotropy constant of 20 kJ/m3 and a
temperature of 300 K. The black line corresponds to the border between the
Brownian and Ne´el particle regime, which is specified by the shorter time
constant. Due to the exponential dependence of the Ne´el time constant on
the core diameter, the regime of the Ne´el particles is in this representation
comparably small. For instance, a core diameter of 20 nm ensures for all
hydrodynamic diameters smaller than 50 nm a domination of the Brownian
relaxation process. However, the influence of the viscosity, anisotropy con-
stant and temperature is not considered in Fig. 1.8. Furthermore, the time
constants possess a dependence on the strength of the magnetic field which
aligns the particles [61, 62].
1.1.4 Size distribution
The synthesis process of a batch of magnetic nanoparticles is not absolutely
controllable regarding the uniformity of the different particle parameters.
They exhibit size distributions with quite different forms and characteris-
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tics. For instance, Gaussian, log-normal and even gamma distributions are
applied [63] and the width of the distribution can range from almost mono-
to significantly polydisperse.
In this work, the distributions of the particle magnetic moment m as well
as the core and hydrodynamic diameter dc and dh are described by the
log-normal distribution density functions fm(m), fc(dc), fh(dh) with the
parameters µm, µc and µh as well as σm, σc and σh. The log-normal dis-
tribution is well applicable for parameters with a fixed lower border which
causes an asymmetric distribution [64]. Thus, it is commonly found for
magnetic nanoparticle parameters [48, 65] where natural limits exist, for
instance, the particle core size. The log-normal density function of the vari-
able x is defined as
f(x) =
1
σ
√
2pi
1
x
exp
[
− (ln(x)− µ)
2
2σ2
]
. (1.18)
The median and mean value of the distribution x˜ and x¯ as well as the
standard deviation sx are defined by
x˜ = eµ, (1.19)
x¯ = eµ+σ
2/2 (1.20)
and
sx = x¯ ·
√
eσ2 − 1. (1.21)
Fig. 1.9 displays log-normal density functions for µ = 1 and different σ.
Whereas for σ = 0.05 the density function is almost identical to the one of a
Gaussian distribution, the asymmetric shape is more and more pronounced
with increasing σ. This effect is also found for the distribution parameters.
For small σ the median value x˜ equals the mean value x¯, while for an
increasing σ the mean value is growing.
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Figure 1.9: Lognormal density functions for median value µ = 1 and different
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1.2 Characterization methods
In this work, the rotational dynamics of suspended magnetic nanoparticles
are investigated. In this context, the particle hydrodynamic volume and
magnetic moment are the main parameters of interest. For the analysis of
these parameters a variety of physical measurement techniques exist. This
section provides a short overview about the mainly applied techniques.
1.2.1 Electron microscopy
The electron microscopy is based on the quantum mechanical effect, that
electrons posses wave-like characteristics, which can be expressed by the
de Broglie wavelength. In order to generate electrons with a wavelength
that enables the observation of objects in the nano- and even subnanometer
range the electrons are accelerated through voltages of up to 400 kV. The
scanning electron microscopy (SEM) is based on the measurement of the
secondary or backscattered electrons of the primary electron beam, which
is irradiating the sample. Thus, the surface of the object is scanned and in
the case of nanoparticles the core and shell are imaged. Due to the sample
preparation process the MNP shell changes its structure and an accurate
determination of the hydrodynamic shell width is hindered. The electron
beam of a transmission electron microscope (TEM) is aligned through the
sample and detected on the backside. The beam is scattered in dependence
on the material density which causes the contrast of a TEM image. For
this reason, only the MNP core can be reasonably imaged with a TEM.
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A high resolution transmission electron microscope (HRTEM) even enables
the analysis of the crystallographic MNP core structure. For the electron
microscopy the samples are placed in a vacuum chamber to ensure that no
interactions of the electron beam with the air occurs. A detailed descrip-
tion of the operation of electron microscopes was published by Chescoe and
Goodhew [66].
For this work, TEM measurements were performed with the Philips CM12
with an acceleration voltage of 100 kV. A drop of suspended MNPs was
slowly dried on a carbon coated copper grid to ensure the formation of only
one single MNP layer. The MNP suspensions were diluted to an iron concen-
tration of 0.1 g/L. The size distribution of the MNP cores was determined
via a software analysis of the TEM images.
1.2.2 Photon correlation spectroscopy
The photon correlation spectroscopy (PCS), which is also known as dynamic
light scattering (DLS), facilitates the determination of the hydrodynamic
size of suspended nanoparticles via the measurement of light scattered by
the particles diffusing in solution [67]. For particles with a diameter d sig-
nificantly smaller than the wavelength λ of the incident beam the scattered
light is dominated by the Rayleigh scattering, while for particles in the size
range of λ the more complex Mie scattering has to be taken into account.
The intensity IR of the scattered light (Rayleigh scattering) in the distance
F from the causative nanoparticle is expressed by [68]
IR =
I0pi
4d6
8λ4F 2
(
n2r − 1
n2r + 2
)2 (
1 + cos2 θ
)
. (1.22)
Here, I0 denotes the initial intensity of the incident unpolarized light, θ the
measurement angle with respect to the direction of the incident light and nr
the particle refractive index. In addition, IR depends on d
6 and consequently
bigger particles cause a significantly stronger scattering intensity. However,
this effect is not analyzed to determine the particle size. The determination
is based on the effect that the wavelength of the scattered light exhibits a
distribution which correlates with the particle diffusion coefficient D. For
spherical noninteracting particles the diffusion coefficient can be expressed
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via the Stokes-Einstein expression [67]
D =
kBT
3piηdh
(1.23)
which incorporates the particle hydrodynamic diameter. In practice, the
autocorrelation function of the measured scattering light signal Ga (τ
?) is
calculated depending on the delay time τ?. This function can be modeled
for non-interacting monodisperse particles by
Ga (τ
?) = Aa +Ba exp
(−2Dq2τ?) (1.24)
with the scattering vector’s amplitude q defined as
q =
4pinr
λ
sin
(
θ
2
)
. (1.25)
The system parameters Aa and Ba define the start and end value of the
autocorrelation function. One approach to analyze Ga (τ
?) regarding the
hydrodynamic size distribution is the method of cumulants [67, 69]. This
method results for mono-modal particles in a reliable determination of the
mean particle size and the related polydispersity. However, this approach is
not applicable to multi-modal particle distributions. For a known particle
distribution type, Eq. 1.24 in combination with the corresponding distribu-
tion function can be fitted with a nonlinear least-squares approach to the
measurement results [70]. Alternatively, the Contin and the non-negative
least-squares (NNLS) methods are utilized [67], which require additional
prior knowledge. The size distribution directly determined from the mea-
surement results is intensity weighted due to the scattered light based mea-
surement principle of PCS. This necessitates a conversion of the directly
determined distribution function to a volume or number weighted one if a
comparison with other measurement techniques or the usage in other phys-
ical models is intended [70]. Furthermore, PCS measurement results can be
easily affected by various physical or chemical effects. For instance, multi-
ple scattering between the diluted particles can significantly influence the
decay of Ga (τ
?), resulting in a wrong determined particle size. Other ma-
nipulating aspects that have to be avoided are number fluctuations of the
22 1 Fundamentals
particles in the measurement window, interactions between the particles in
the solution or a change of the sample temperature and viscosity. Moreover,
the size distribution of small particles determined via PCS is sensitive to
some few larger particles in solution [71]. Due to the intensity weighted
measurement signal, larger particles can dominate the signal and cause the
size distribution to exhibit a shift or tail to larger sizes which does not re-
flect the reality. Thus, the size determination of magnetic nanoparticles
with PCS is also influenced by non-magnetic contamination.
For the investigations of this work, the photon cross-correlation spectrom-
eter (PCCS) system Nanophox from Sympatec GmbH was utilized. In this
measurement system, two laser-detector pairs are installed which enable the
calculation of the cross-correlation spectrum. The analysis of this spectrum
for the investigation of the particle size significantly reduces the negative
influence of multiple-scattering [72], because single- and multiple-scattering
events can be distinguished. As sample cuvette the UVette from Eppendorf
AG was applied for all measurements. The sample volume was 100 µL and
the particle iron concentration ranged from 1 mg/L to 50 mg/L.
1.2.3 Static magnetization curve
The measurement of the static magnetization curve is an essential tool for
the determination of the particle magnetic moments. Furthermore, it can
be exploited to investigate the particle core size [73] and to specify the
blocking temperature [48] or the material phase composition [74] by per-
forming temperature-dependent measurements. In principle, an ensemble
of MNPs is placed in the system, aligned along a stepwise increasing static
magnetic field and the resulting magnetization is measured with a magnetic
field sensor. In order to reach the saturation of the MNP ensemble’s mag-
netization, magnetic fields of up to 5 T are required. Thus, superconducting
coils are built into a corresponding measurement system. As magnetic field
sensors superconducting quantum interference devices (SQUIDs) are com-
monly used to ensure the measurement of even weak paramagnetic material.
So, for both processes, the field generation and the magnetization detec-
tion, a cryogenic cooling is required, which is usually realized with liquid
helium. The analysis of the measurement data can be performed by fitting
the Langevin equation (Eq. 1.7) incorporating an appropriate distribution
function to the measured static magnetization curve. However, this method
requires the knowledge of the distribution type. A physically more adequate
way to estimate the distribution can be achieved by the reconstruction of the
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magnetization curve via the Langevin function applying singular value de-
composition (SVD). The SVD method was already successfully employed for
this purpose by Berkov et al. [65]. The static magnetization measurements
in this work were performed with the Magnetic Property Measurement Sys-
tem (MPMS) from Quantum Design International on liquid samples with a
particle iron concentration in the range of 0.1 g/L to 0.5 g/L.
1.2.4 AC susceptibility
An ensemble of MNPs in a time-varying magnetic field possesses a frequency-
dependent susceptibility χ. Fannin et al. [75] studied this effect on ferroflu-
ids and presented a description of the so called AC susceptibility (ACS)
based on Debye’s theory for dielectric effects in dipolar fluids [76]. In the
case of MNPs dominated by the Brownian relaxation process the measure-
ment of the complex AC susceptibility χ facilitates the determination of the
particles hydrodynamic size. The susceptibility’s real and imaginary part
χ′ and χ′′ are described by
χ′(ω) =
χ0
1 + (ωτB)2
(1.26)
and
χ′′(ω) =
χ0 ωτB
1 + (ωτB)2
(1.27)
as a function of the angular frequency ω = 2pif , the Brownian time constant
as well as the initial DC susceptibility (see subsection 1.1.3). The real
part possesses a drop with increasing frequency, whereas the imaginary part
exhibits a global maximum at a distinct frequency (Fig. 1.10). The position
of the imaginary part maximum coincides in the ideal case with the one of
the real part dropped to half of its start value. At this point the product
of the time constant and the angular frequency ωτB is one. Therefore, the
MNP dynamics are also specified by the characteristic frequency fc, which
is defined as
fc =
1
2piτB
(1.28)
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Figure 1.10: Real and imaginary part χ′ and χ′′ of complex AC susceptibility as
a function of angular frequency and Brownian time constant.
and gives an estimation of the maximum frequency of a dynamic alternating
magnetic field that a MNP can follow. Eq. 1.26 and 1.27 are well applica-
ble for a Langevin parameter ξ  1 which ensures a linear dependence of
the ensemble magnetization on the magnetic field. However, for larger ξ,
for instance, caused by an increased field strength, the model needs to be
extended. One approved extension was introduced by Yoshida et al. [62]
and subsequently improved by solving the Fokker-Planck equation [77]:
χ′(ω) =
χ1(0)
1 + (ωτB,H)2
(1.29)
and
χ′′(ω) = k′′
χ1(0)ωτB,H
1 + (ωτB,H)2
(1.30)
with
χ1(0) = χ0
[
1− 0.0636ξ
2
1 + 0.18ξ + 0.0659ξ2
]
, (1.31)
k′′ = 1 +
0.024ξ2
1 + 0.18ξ + 0.033ξ2
(1.32)
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and
τB,H =
τB√
1 + 0.126ξ1.72
. (1.33)
With this set of equations incorporating the field-dependent Brownian time
constant τB,H an approximate description of the MNPs’ dynamic magne-
tization in an alternating magnetic field even for ξ > 1 is possible. The
consideration of the particle size distribution enables a correct modeling of
real MNP samples. For instance, Chung et al. [8] introduced for the theo-
retical description of spherical MNPs’ complex ACS independent core and
hydrodynamic size distributions. The adoption of this approach to Eq. 1.29
and 1.30 results in
χ′(ω) =
∫
dh
fh(dh)
∫
dc
fc(dc)
µ0nm
2(dc)
3kBT
χ1,n(0)
1 + (ωτB,H)2
ddcddh (1.34)
and
χ′′(ω) =
∫
dh
fh(dh)
∫
dc
fc(dc)
µ0nm
2(dc)
3kBT
k′′
χ1,n(0)ωτB,H
1 + (ωτB,H)2
ddcddh (1.35)
with χ1(0) normalized to χ0:
χ1,n(0) = 1− 0.0636ξ
2
1 + 0.18ξ + 0.0659ξ2
. (1.36)
The presence of MNPs dominated by the Ne´el relaxation also affects the
measured AC susceptibility. In the case of a pure Ne´el particle sample simi-
lar real and imaginary parts occur and for a theoretical description with the
Debye model τB is replaced by τN. For a sample with both particle types
present in solution two cases exist: If the time constants fulfill the condition
τN  τB the complex AC susceptibilities of the Brownian and Ne´el particles
can be treated independently as theoretically shown by Fannin and Charles
[75] and supported with measurements by Lak et al. [78]. Consequently,
these samples are characterized as bi-modal. For τN ≈ τB the single real
and imaginary parts overlap each other with the result that no clear dis-
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tinction is possible. A theoretical description with the Debye model can
be performed if τB is replaced by τeff [8]. A clear distinction between the
ACS of the Brownian and the Ne´el particles can be achieved by performing
additional measurements on the same sample after it is freeze-dried. Thus,
all suspended particles are immobilized and Brownian rotation is blocked.
In this work, a self-constructed ACS measurement setup was applied. It
is based on a cylindrical inductor for the generation of the homogeneous
alternating excitation field with an magnitude of 95 µT and an integrated
detection coil. For the realization of a gradiometric detection principle both
coils are set up twice with parameters as similar as possible. The frequency
range of the measurement setup is 0.2 kHz to 1000 kHz. A detailed descrip-
tion of the applied setup was given by Ludwig et al. [40]. The samples
for the ACS measurements are placed into a cylindrical glass vial with an
outer diameter of 7.8 mm or a conical plastic vial usually used for microtiter
plates. The sample volume was 150µL and the particle iron concentration
ranged from 0.1 g/L to 5 g/L.
1.2.5 Magnetorelaxometry
The measurement of the magnetization relaxation process Mrel(t) of an
ensemble of MNPs is the basis of the magnetorelaxometry (MRX). For this
reason, the MNPs are aligned in a static magnetic field H, which causes after
a distinct time tmag the MNP magnetization M (see Fig. 1.11). In the ideal
case the magnetizing field is switched off instantaneously and the induced
relaxation process is measured and analyzed to characterize the applied
MNPs. The magnetization of Ne´el particles in a so called switched magnetic
field can be described by the moment superposition model (MSM) [79, 80].
For monodisperse non-interacting Ne´el particles the MSM is simplified and
Mrel(t) can be expressed by
Mrel(t) = M∞ [1− exp (−tmag/τN,H)] exp (−t/τN) (1.37)
with the MNP magnetizationM∞ after tmag =∞ for the given field strength.
The first part of this equation with the field-dependent Ne´el time constant
τN,H describes the magnetization process, whereas the second part the mag-
netization relaxation process. Different expressions of τN,H based on one
approach were discussed in detail by Chantrell [79], Eberbeck [80] and Lud-
wig [55]. The general form of the MSM, which incorporates the core size
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Figure 1.11: Magnetorelaxometry (MRX) principle based on the alignment of an
MNP ensemble in a switched DC field and the measurement as well as analysis of
the resulting magnetization relaxation process.
density function f(dc), is described by
Mrel(t) = nMs
∫
dc
f(dc)
pi
6
d3cL(dc)
[
1− exp
(
− tmag
τN,H
)]
× exp
(
− t
τN
)
ddc.
(1.38)
This model was extended by Eberbeck et al. [81] for the description of
MNPs suspended in a carrier liquid, which are additionally affected by the
Brownian relaxation process. The resulting cluster moment superposition
model (CMSM) incorporates τeff (see section 1.1.3) and the corresponding
field-dependent effective time constant τeff,H:
Mrel(t) = nMs
∫
dh
f(dh)
∫
dc
f(dc)
pi
6
d3cL(dc)
[
1− exp
(
− tmag
τeff,H
)]
× exp
(
− t
τeff
)
ddcddh.
(1.39)
Here, the particle hydrodynamic size distribution is represented by the den-
sity function f(dh). Consequently, this model can be fitted to the measured
magnetization relaxation curves to determine the particle parameters and
binding state with respect to a possible functionalization [82]. A reduction of
the number of free fitting parameters can be achieved by the determination
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of the core size distribution parameters from an independent measurement
on a freeze-dried reference sample with Eq. 1.38.
The magnetic field strength in a MRX setup usually accounts to some mil-
litesla, because no magnetization saturation is required. Thus, air coils
powered by an fast switching electronics are utilized. For the detection of
the MNPs’ magnetization decay SQUIDs, fluxgates and magnetoresistive
sensors are applied. The MRX measurements in this work were performed
with a fluxgate-based setup [83]. The field strength was set to 2 mT and
tmag as well as the measurement time to some seconds, depending on the
particle properties.
1.3 Bioassays
The application of receptors for the identification and quantification of bi-
ological targets in a sample is described as bioassay. The receptor displays
a bio-recognition molecule, for instance an antibody, that specifically binds
to the biological target molecule of interest, for instance a biomarker in-
dicating a medical condition. If antibodies are utilized as receptors the
term immunoassay is commonly used. The recognition or formation of a
receptor-target complex is the first step in a bioassay. The second one is
the detection and analysis of the complexes in the solution. Therefore, ad-
ditional processing steps and instrumentation are required, which enable
the transduction of the recognition process into an analyzable electrical sig-
nal. Thus, the second step is also characterized as transducer and based
on an electrochemical, optical, mass sensitive, thermometric, radioactive,
magnetic or other physical effect [84, 85].
In the context of bioassays the term biosensor is frequently applied. In prin-
ciple both display the same application: The identification and quantifica-
tion of biological material. However, a difference exists which is expressed
by the definition of electrochemical biosensors given by the International
Union of Pure and Applied Chemistry [86]: ”An electrochemical biosensor
is a self-contained integrated device, which is capable of providing specific
quantitative or semi-quantitative analytical information using a biological
recognition element (biochemical receptor) which is retained in direct spatial
contact with an electrochemical transduction element.” Due to this spatial
proximity any other processing step is not required. The receptors in a
biosensor directly induce the electrical transducer signal. Fig. 1.12 illus-
trates this difference compared to the general concept of a bioassay that
1.3 Bioassays 29
target
receptor
electrical
transducer
signal
(i)
transducer
signal
additional 
instrumentation
(ii)
Figure 1.12: Comparison of biosensor and bioassay concept: (i) Receptor-target
complexes induce directly the electrical biosensor output signal. (ii) Different
processing steps and instrumentation are required to receive analyzable electrical
signals in a bioassay.
incorporates different steps and instrumentation. Furthermore, a biosensor
which is disposable or at least unable to monitor continuously the concen-
tration of the biological material is also defined as bioprobe. The most
popular examples for a biosensor are glucose and pregnancy testing [87].
At this point it should be mentioned, that the given definitions are not
adopted one-to-one by all users [85]. However, this work will employ them
and, therefore, introduce the following two groups: Homo- and heteroge-
neous bioassays. If the recognition and transduction process are realized in
one step, but still further instrumentation is required for the generation of
an analyzable electrical signal, than it is characterized as a homogeneous
bioassay. This assay type is the intended application of the work’s research
and enables a faster process and a real-time analysis of the sample solution
compared to the classical heterogeneous bioassays, for example the enzyme-
linked immunosorbent assay. In the following sections a short overview
about different assay types is given. In addition, the law of mass action is
presented, which describes the dependence of the receptor-target complex
concentration on the initial ones. Finally, the logistic function is introduced.
It facilitates a calibration of the assay.
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1.3.1 Enzyme-linked immunosorbent assay
The enzyme-linked immunosorbent assay (ELISA) is one of the standard
methods for the quantification of biological material in samples as proteins,
peptides, hormones and other small molecules [84]. As recognition molecules
antibodies are used. The transduction process is based on enzymes which
amplify the reaction of a substrate into products. The products themselves
cause optically detectable effects, for example a colorimetric one. The stan-
dard enzyme for the catalytic reaction is horseradish peroxidase (HRP).
The instrumentation for the detection of the optical effect is commonly a
photometer which enables the determination of the product concentration
via the Beer–Lambert law [84]:
Aopt = − ln( I
I0
) = εbc. (1.40)
The absorbance Aopt, which is measured by the photometer, is proportional
to the natural logarithm of the relative intensity attenuation II0 . If this
attenuation depends only on the molecular absorption of the sample’s prod-
ucts, then Aopt is directly proportional to the molecular extinction coeffi-
cient ε, the light path length in the sample b and the product concentration
c. Finally, the target molecule concentration depends directly on the opti-
cally measured amount of products in solution. A calibration of the whole
assay ensures a correct relation of the different quantities.
There exist several configurations of ELISA. In the direct format (see Fig
1.13(i)) the target molecule (antigen) is linked to a plate by covalent bonds
or adsorption. Then the enzyme-linked antibody is added to the plate. Af-
ter the equilibrium of the antibody-antigen reaction is reached, not reacted
antibody is washed out through several washing steps. Finally, the substrate
is added and converted into its products, if linked enzymes are present in the
solution. The direct ELISA display the fastest format, however, it requires
extra effort for the linking of the enzymes to each target-specific antibody
type. This problem can be solved by the application of an enzyme-linked
secondary antibody (see Fig 1.13(ii)) which binds the enzyme-free primary
target-specific antibody (indirect ELISA). A higher specificity and conse-
quently signal-to-noise ratio is achieved by the sandwich assay. Here, the
antigen in the investigated solution is captured by another primary anti-
body which is initially bound to the plate. Further ELISA formats exist
with different advantages and drawbacks.
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Figure 1.13: ELISA in a direct configuration (i) and as a sandwich type (ii) with
two primary and one secondary antibody for each antigen.
In general, ELISA displays an excellent method for the quantification of
biological material and it has been dominating the laboratory immunoas-
says for more than 20 years. However, it is limited to the operation in
climate-controlled laboratories with skilled personnel due to the in parts
complex and time-consuming preparation steps [4], which are characteristic
for a heterogeneous bioassay.
1.3.2 Magnetic assays
The application of antibody functionalized Brownian MNPs enables the
realization of homogeneous bioassays. The basic principle consists of one
preparation step, the mixture of the sample and the MNPs, as well as a
measurement step after the binding reaction reached its equilibrium. For
the second step, the MNPs are manipulated with a magnetic field and their
dynamic response is analyzed in order to determine the amount of bound
target molecules, because a change of the particle hydrodynamic size affects
directly the Brownian particle dynamics in solution. The whole procedure is
also named as a mix-and-measure principle. The hydrodynamic size of the
MNPs is typically below 100 nm to ensure a measurable hydrodynamic size
change also for small bound target molecules. If the detection is based on
the agglutination of the MNPs via the target molecules also larger particles
are applied. The investigated particles have either a single- or a multi-core.
The detection of the particle dynamics can be performed magnetically or
optically. However, some optical detection schemes, e.g. the direct mea-
surement of light scattered or transmitted by the particles, require MNPs
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Figure 1.14: Principle of the homogeneous bioassay based on MNPs in a rotating
magnetic field. The phase lag between the particle magnetic moment and the field
is increased by bound target molecules.
with a shape anisotropy. For the manipulation of the MNPs different mag-
netic field types were investigated. One of the first approaches, the so called
magnetic relaxation immunoassay (MARIA) [5, 28], adopts the MRX tech-
nique with the switched magnetic DC fields (see section 1.2.5). Besides
the quantification of small target molecules, the MRX technique was em-
ployed for the tumor cell detection and imaging [88, 89]. Connolly et al.
[7] proposed an approach which is based on the measurement of the ACS
in alternating magnetic fields (see section 1.2.4). This manipulation tech-
nique was transfered by several researchers into practical applications and
continuously improved [9, 8, 90, 91, 92]. For instance, the generation of
two alternating fields with different frequencies and the measurement of the
mixed frequency ACS facilitates the detection of a highly MNP specific sig-
nal [93, 94]. A comparable new approach is based on a rotating magnetic
field (RMF), which is subject of this work. The initial idea was presented
and realized by Schrittwieser et al. [3, 95] with elongated MNPs and an
optical detection scheme. However, it is also applicable for other particle
shapes and a magnetic detection scheme as presented in this work. The
assay principle is depicted in Fig. 1.14. The phase lag ϕ between the parti-
cle magnetic moment and the RMF is measured before and after the target
molecules are bound. Due to the dependence of ϕ on the particle hydrody-
namic size, the phase lag change ∆ϕ is analyzed for the quantification of the
bound targets. The further chapters of this work will deal with theories de-
scribing the magnetization dynamics of MNPs in a RMF, the construction
of a measurement setup for the analysis of the dynamics, measurements on
real samples and a realization of the bioassay principle.
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A wide variety of other magnetic particle based bioassays has been presented
in the literature. Some of them even facilitate rotating magnetic fields but
with particles in the upper nanometer or micrometer range. Thus, bacteria
cells instead of small proteins were detected [11] or a cluster formation
process was required [12]. Heterogeneous bioassays in combination with
magnetic particles have also been intensively studied, e.g. the so called
micro- or biochip based assays [96]. Another promising biosensor format
which can be combined with MNPs are the lateral flow techniques which
require almost no sample preparation [97].
1.3.3 Law of mass action
The recognition process of the receptor R with respect to the target T in a
bioassay displays a reversible binding reaction between the two reactants R
and T that form the product RT:
R + T
 RT. (1.41)
This reaction can be modeled at its equilibrium via the law of mass action
[98]:
Ka =
c (RT)
c (R) c (T)
. (1.42)
Here, Ka represents the association constant which describes the strength
of the affinity in a binding reaction. The reactant concentrations c (R) and
c (T) are related to the initially applied concentrations c0 as follows:
c (R) = c0 (R)− c (RT) (1.43)
and
c (T) = c0 (T)− c (RT) . (1.44)
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Finally, the concentration of the product c (RT) as a function of the initial
reactant concentrations and the association constant can be expressed by
[84]
c (RT) = 0.5 (c0 (T) + c0 (R) + 1/Ka)−
0.5
[
(c0 (T) + c0 (R) + 1/Ka)
2 − 4 c0 (T) c0 (R)
]1/2
.
(1.45)
Here, it can be seen that the concentration of the product does not scale
linearly with the initial concentrations of the reactants. In fact, below the
concentration range of the inverse association constant, the concentration
relation of the product to the initial reactants starts to shrink significantly.
Thus, a high affinity constant and a high receptor concentration are desir-
able for the creation of enough receptor-target complexes (products) and a
strong transducer signal. In addition, Eq. 1.45 can be utilized to determine
the binding reaction’s association constant. Therefore, a sample series with
different known target molecule concentrations and a fixed amount of re-
ceptors is analyzed regarding the resulting product concentrations and Eq.
1.45 is fitted to these results with Ka as a free parameter.
1.3.4 Assay calibration with logistic function
A logistic function (see Fig. 1.15) is commonly used to analyze the results
of bioassays to provide a relation between the physical transduction effect
and the target molecule concentration [99] and corresponds to the Hill equa-
tion [100] which is directly derived from a binding reaction scheme between
molecules and receptors. In contrast to the law of mass action it incorpo-
rates the possibility of multiple receptor binding sites. The logistic function
was also used to model the measurement effect versus target molecule con-
centration in the susceptibility reduction method by Yang et al. [91]. For
the physical effect S of a bioassay as a function of the initial target molecule
concentration c0, the logistic function takes the form
S =
Slow − Shigh
1 +
(
c0
c0,half
)α + Shigh (1.46)
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Figure 1.15: Logistic function in a half logarithmic representation illustrating the
dependence of the physical effect S on the initial target molecule concentration
c0.
with the minimal and maximal possible physical effect Slow and Shigh as
well as the target molecule concentration which causes the physical effect
(Shigh−Slow)/2. The parameter α affects the slope of the curvature [99] and
can correlate in the case of a binding reaction scheme with the number of
target molecules bound to one receptor [100]. A calibration of the bioassay
is performed as follows. A series of samples with a fixed receptor concen-
tration and a varying amount of target molecules is prepared. Here, a wide
concentration range has to be investigated, which covers a not measurable
change of S and its saturation. The transducer effect is analyzed for each
sample and plotted against c0. Finally, the logistic function is fitted to the
measurement result. The gained parameters enable the definite translation
of any measured physical effect into the target molecule concentration.
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2 Rotating magnetic field
In this chapter, theories describing the rotational dynamics of a MNP en-
semble magnetization in a rotating magnetic field are presented. The models
are based on the assumption that the MNPs are single-core particles domi-
nated by the Brownian relaxation process also referred to as rigid magnetic
dipole [101]. A mechanical model based on the equilibrium of forces [102]
can be applied to describe the principle dependencies of the magnetization
on the parameters. However, a realistic model including thermal agitation is
based on magnetization equations as clarified by Shliomis [103]. These can
either be phenomenological magnetization equations [101, 104] or a model
derived microscopically from the Fokker-Planck equation via the effective-
field method [105, 106]. Finally, Yoshida et al. [107] published numerical
solutions of the Fokker-Planck equation adapted to MNP in RMF and de-
rived an empirical model with a high accuracy for the analysis of RMF mea-
surements. The corresponding set of equations is applied for the analysis
of the measurement results in the present work. The modeling of the com-
plete MNP ensemble magnetization in a rotating magnetic field represents
a vectorial problem. Thus, the according vector quantities are identified by
an arrow.
2.1 Definition of a rotating magnetic field
The RMF is defined as a magnetic field which rotates with a constant field
magnitude H and angular frequency ω in the (x,y)-plane:
~H = [H cos(ωt), H sin(ωt), 0]. (2.1)
The dynamic MNP ensemble magnetization ~M rotates in the steady-state
with the same angular frequency as explained by Zaitsev and Shliomis [108].
However, ~M lags behind ~H with a characteristic phase lag ϕ, which is
expressed by the difference of the RMF and magnetization phase angles ϕH
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Figure 2.1: Magnetic nanoparticle with magnetization ~M (rigid magnetic dipole)
in rotating magnetic field ~H with phase lag ϕ and angular frequency ω.
and ϕM (see Fig. 2.1). Thus, ~M is expressed as
~M = [M cos(ωt− ϕ),M sin(ωt− ϕ), 0]. (2.2)
In the following sections theories are introduced which can be adopted to
describe the dependence of ϕ on the field strength and frequency as well as
the particle and suspension characteristics.
2.2 Mechanical model
A mechanical model for the description of the rotational motion of magnetic
nanoparicles in rotating magnetic fields was introduced by Keshoju et al.
[102, 109] for elongated particles, so called nanorods. Additionally, a similar
approach was applied by Gu¨nther et al. [44] to determine the rotational
diffusion coefficient of nickel nanorods in suspension. Here, the mechanical
model is adopted for spherical magnetic nanoparticles.
In a RMF a magnetic torque ~τm acts on a MNP which is defined as
~τm = ~m× µ0 ~H. (2.3)
Thus, the absolute value τm can be calculated with
τm = µ0Ms
pi
6
d3cH0 sin(ϕ). (2.4)
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Due to the rotational drag that a rotating spherical MNP possesses, an
opposite viscous torque ~τd exists [110] whose absolute value is given by
τd = piωηd
3
h. (2.5)
In the steady state τm and τd are equal. Thereby, the phase lag ϕ is related
to the rotating field, particle and suspension characteristics via the following
expression:
ϕ = arcsin
[
6ηωd3h
µ0Msd3cH0
]
. (2.6)
This equation gives an impression of the dependence of the phase lag on
the mentioned parameters. However, the inverse sinus dependence is not
reflected by measurements of the nanoparticles’ magnetization in a RMF. As
mentioned by Rosensweig [50], Eq. 2.6 is only valid for larger nanoparticles
which are not disturbed by a reorientation process induced by the Brownian
motion. In fact, for magnetic nanoparticles applied in this work an inverse
tangent relation is observed which can be described by the following theories.
2.3 Magnetization equations
The application of a phenomenological magnetization equation developed
for the description of the dynamics of ferrofluids - suspended MNPs - in
magnetic fields enables a physical correct method to model the MNP ensem-
ble magnetization in a RMF. Shliomis presented in 1972 a phenomenologi-
cal magnetization equation [101] as a modification of the Debye relaxation
model [76] and consequently generalized it [103]. The model is based on
different ideas: The allowance of internal rotation explains the existence of
a visible and a non-visible internal angular momentum of the ferrofluid. The
former can be expressed by the local angular velocity of the whole fluid ~Ω
and the latter by the angular velocity of the single particles ~ωp. A deviation
of these angular velocities can be maintained by the torque of a magnetic
field acting on the MNP ensemble magnetization which is expressed by
6ηφ(~ωp − ~Ω) = ~M × ~H. (2.7)
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Here, φ represents the volume fraction of solid phase in solution and η the
dynamic viscosity. A local frame of reference Σ? is introduced to keep the
single particles quiescent. Thus, the frame rotates with the angular velocity
~ωp and any change of the magnetization vector in the rotating frame of
reference d? ~M/dt is attributed to the fixed observer frame of reference Σ
by
d ~M
dt
= ~ωp × ~M + d
? ~M
dt
. (2.8)
In addition, the magnetization relaxation in the system follows the Debye-
like equation
d? ~M
dt
= − 1
τB
( ~M − ~M0) (2.9)
with the Brownian time constant τB for the rigid dipoles and the equilibrium
magnetization ~M0. After the substitution of Eq. 2.7 and 2.9 into 2.8, one
can split small magnetization deviations from its equilibrium ~M − ~M0 into
the components parallel and perpendicular to the magnetic field. Finally,
the general form of the magnetization equation is expressed by [103]
d ~M
dt
= ~Ω × ~M −
~H
[
~H · ( ~M − ~M0)
]
H2τ‖
−
~H × ( ~M × ~H)
H2τ⊥
. (2.10)
~M0 is described by the Langevin equation L(ξ) as ~M0 = nmL(ξ)~ξ/ξ, where
n represents the particle number density. For the splitting of the magneti-
zation deviation into the components parallel and perpendicular to the field
~H, the two time constants τ‖ and τ⊥ are introduced as
τ‖ = τB (2.11)
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and
τ⊥ =
2τB
2 + ξL(ξ)
. (2.12)
A further magnetization equation for the description of the magnetization
process of suspended MNPs is based on a microscopical derivation from
the Fokker-Planck equation via the effective-field method [105, 106]. This
approach was successfully used to describe measurements on ferrofluids [111,
112, 113]. Moreover, it coincides with numerical solutions of the Fokker-
Planck equation [114] and was applied as a reference for comparisons with
other magnetization equations [103, 115]. It is given by:
d ~M
dt
= ~Ω× ~M−
[
1− (
~ξ · ~ζ)
ζ2
]
~M
τB
− 1
L(ζ)
[
1
L(ζ)
− 1
ζ
] ~M × ( ~M × ~H)
6ηφ
. (2.13)
Here, ~M is related to the effective field ~He via ~M = nmL(ζ)~ζ/ζ with the
dimensionless effective field ~ζ = mµ0 ~He/kBT and the true dimensionless
field ~ξ = mµ0 ~H/kBT based on the definition of the Langevin parameter.
This magnetization equation is certainly more complex for analyzing MNP
magnetization dynamics. Hence, Eq. 2.13 can be linearized if the effective
field ~He departs only slightly from the equilibrium and it reduces to Eq.
2.10 incorporating the parallel and perpendicular time constants [103]
τ‖ =
d lnL(ξ)
d ln ξ
τB (2.14)
and
τ⊥ =
2L(ξ)
ξ − L(ξ)τB. (2.15)
This set of times constants results compared to the previous ones (Eq. 2.12
and 2.11) in a slightly preciser description of the MNP magnetization dy-
namics which is demonstrated by a comparison of the phase and magnitude
errors of MNPs in a RMF in section 2.5.
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Figure 2.2: Relaxation time constants τ‖ (Eq. 2.14) and τ⊥ (Eq. 2.15) normalized
to τB.
Whereas Eq. 2.10 and 2.13 provide a general description of the MNP mag-
netization dynamics in various magnetic fields, they considerably simplify
for a MNP ensemble in a RMF as expressed by Eq. 2.1 and 2.2. In this
case, one can introduce a frame of reference for the magnetization equation
rotating with the angular frequency ω [103]. Thus, ~H, ~M and ~M0 become
constant vectors
~H = [H, 0, 0], (2.16)
~M = [M cos(ϕ),−M sin(ϕ), 0], (2.17)
~M0 = [M0, 0, 0] (2.18)
and the angular velocity of the whole MNP suspension ~Ω is reduced by the
RMF angular velocity ~ω. Under the condition that a MNP suspension in a
homogeneous RMF is quiescent with ~Ω = ~0 [108] Eq. 2.10 results in:
~0 = [−M sin(ϕ)ω,−M cos(ϕ)ω, 0]− 1
τ‖
[M cos(ϕ)−M0, 0, 0]
− 1
τ⊥
[0,−M sin(ϕ), 0] .
(2.19)
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Consequently ϕ can be defined via the y-component of Eq. 2.19 as
ϕ = arctan(ωτ⊥). (2.20)
The magnitude of the magnetization M results from the x-component of
Eq. 2.19 with τ⊥ ≈ τ‖ for ξ < 1 (see Fig. 2.2) and Eq. 2.20 in
M = M0 cos(ϕ). (2.21)
Due to these simplifications the real and imaginary part of the MNP mag-
netization M ′ and M ′′ in a RMF can be described with a Debye-like model:
M ′
Ms
=
L(ξ)
1 + (ωτ⊥)2
(2.22)
and
M ′′
Ms
=
L(ξ)ωτ⊥
1 + (ωτ⊥)2
. (2.23)
These equations reduce for ξ  1 to the Debye model which is utilized for
the theoretical description of the complex AC susceptibility in low fields.
Thus, the dynamic MNP magnetization in a RMF and alternating mag-
netic field are identical for ξ  1. Finally, it can be seen that the phase lag
of the MNP magnetization in a RMF reveals an inverse tangent dependence
on the perpendicular time constant and RMF angular frequency. The direct
proportionality of τ⊥ to τB leads to an increase of ϕ with growing hydro-
dynamic particle size. In contrast, ϕ decreases with H and m due to the
inverse proportionality of τ⊥ to ξ. Furthermore, Eq. 2.20 clarifies that the
suspension parameters, T and η, also effect the phase lag. The magnitude of
the MNP magnetization possesses in comparison to ϕ a contrary dependence
on the particle, field and suspension parameters (see Eq. 2.21). Regarding
the angular frequency of the single MNPs ωp, Zaitsev and Shliomis pointed
out that it does not necessarily coincide with the angular frequency of the
field ω. [108, 103]. Due to the Brownian motion of the single particles in so-
lution their average angular frequency is reduced depending on the particle,
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suspension and field parameters. Magnetic and optical measurements on
diluted MNP suspensions confirmed the physical dependencies of the MNP
magnetization phase lag in a RMF [116, 3]. However, it turned out that for
high field magnitudes (ξ  1) and frequencies (ωτB  1) deviations from
the model appeared which are caused by the applied approximations.
2.4 Fokker-Planck equation
The thermal induced variations that occur in an ensemble of nanoparticles,
the Brownian motion, can be explained by the method of Fokker-Planck
[117]. This diffusion equation method results in the Fokker-Planck equation
(FPE) which is a linear partial differential equation describing the temporal
development of a probability density function in the presence of diffusion
and drift [118]. The FPE can be applied to describe adequately the magne-
tization dynamics of suspended magnetic nanoparticles that are essentially
affected by the Brownian motion [105, 119, 103]. Yoshida et al. [107] pre-
sented numerical solutions of the FPE adopted to MNPs in a RMF in order
to determine the MNP magnetization. In this case, the FPE is defined as
2τB
∂W
∂t
=
1
kBt
(∇2Epot)W + 1
kBT
(∇Epot) · (∇W ) +∇2W (2.24)
with the potential energy Epot which is given by
Epot(θ, φ, t) = −mH sin(θ) cos(ωt− φ) (2.25)
and the distribution function W which - expanded into spherical harmonics
- reads
W (θ, φ, t) =
∞∑
n=0
n∑
m=−n
an,m(t)P
|m|
n cos(θ)e
imφ. (2.26)
P
|m|
n represents the associated Legendre functions and an,m(t) the temporal
coefficients of the spherical harmonics. E and W are expressed in spherical
coordinates. The detailed steps of the performed numerical solution are ex-
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Figure 2.3: Comparison of simulation results based on numerical solution of FPE
(Eq. 2.24) and magnetization equation model (Eq. 2.22 and 2.23) with perpen-
dicular time constant (Sh2: Eq. 2.14) for ξ = 50 in real and imaginary part (i)
as well as phase and magnitude (ii) representation. [107] © 2012, AIP Publishing
LLC.
plained in [107]. The results are displayed as real and imaginary part of the
MNP magnetization M ′ and M ′′ in relation to the product of angular fre-
quency and Brownian time constant ωτB. In Fig. 2.3(i) one can see that M
′
and M ′′ for ξ = 50 exhibit curvatures qualitatively similar to the ACS spec-
tra from section 1.2.4, however, with an imaginary part maximum around
ωτB = 20. By comparison, the corresponding results of the magnetization
equation model (Eq. 2.22 and 2.23) with the perpendicular time constant
(Eq. 2.14) show a significant deviation for ξ = 50 (Fig. 2.3(i)). On the
other hand, for small Langevin parameters (ξ < 1) the deviations between
the numerical simulation results and the magnetization equation model are
negligible [107]. The corresponding phase lags and normalized magnitudes
are calculated by
ϕ = arctan(M ′′/M ′) (2.27)
and
M =
√
M ′2 +M ′′2. (2.28)
46 2 Rotating magnetic field
The phase and magnitude representation in Fig. 2.3 (ii) confirms the devi-
ations of the linearized magnetization equation from the numerical FPE so-
lutions. Furthermore, one can see the mentioned dependencies of the phase
lag and magnitude on the field frequency and the particle hydrodynamic
size because ϕ and M are plotted against ωτB. In addition, the numeri-
cal FPE solutions have been successfully applied to describe the measured
MNP magnetization dynamics in a RMF. The corresponding MNP parame-
ters were determined with independent measurement techniques [107]. Due
to the observed deviations of the linearized magnetization equation and the
difficult real-time analysis of measurement results with the FPE, Yoshida
et al. [107] expanded Eq. 2.22 and 2.23 for a higher modeling and analysis
accuracy. These equations are stated in the following as empirical model
and presented in the next section.
2.5 Empirical model
The empirical model is an extension of the Debye-like equations 2.22 and
2.23. They take the form
M ′
Ms
=
L(ξ)
1 + (ωτ⊥)2
[
1 + a4(ωτ⊥)2 + a5(ωτ⊥)a3
1 + a1(ωτ⊥)2 + a2(ωτ⊥)a3
]
(2.29)
and
M ′′
Ms
=
L(ξ)(ωτ⊥)
1 + (ωτ⊥)2
{
b1 + b2
[
1 + (ωτ⊥)2
]
(ωτ⊥)(0.4b3−1)
1 + 0.25(ωτ⊥)2b3
}
(2.30)
with the Langevin parameter dependent coefficients
a1 =
3.76ξ2 + 0.029ξ4
1 + 29.6ξ + 7.61ξ2 + 0.00382ξ4
, (2.31)
a2 = 0.13ξ
1.1, (2.32)
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a3 = 4 + 16
(
ξ
ξ + 17
)2
, (2.33)
a4 = 0.1ξ, (2.34)
a5 =
0.0865ξ + 0.205ξ2 + 0.0003974
1 + 0.88ξ + 0.606ξ2 + 0.00652ξ4
, (2.35)
b1 = 1− 0.2ξ
1.2
ξ1.2 + 5.5
, (2.36)
b2 =
0.6ξ1.5
ξ1.5 + 16
(2.37)
and
b3 = 1.4 +
3.2ξ
ξ + 5
. (2.38)
These equations enable a modeling of the MNP magnetization in a RMF
with a high accuracy in a reasonable time. Fig. 2.4 displays a comparison of
the simulation results based on the numerical FPE solution and the empiri-
cal model. For ξ = 50 only slight differences in the real and imaginary part
as well as phase and magnitude representation are discernible. A detailed
illustration of the according phase and magnitude errors of the MNP mag-
netization in a RMF is presented in Fig. 2.5. Here, the true value accords
to the results of the numerical FPE solution. In addition to the empirical
model the errors of the magnetization equation model (Eq. 2.22 and 2.23)
with the two different perpendicular time constants (Eq. 2.12 and 2.15) are
displayed. The analysis of the errors confirms the accuracy of the empirical
model compared to the magnetization equation model. Especially, for the
latter a dramatic error growth is observed when the Langevin parameter
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Figure 2.4: Comparison of simulation results based on numerical solution of FPE
(Eq. 2.24) and empirical model (Yo: Eq. 2.29 and 2.30) for ξ = 50 in real
and imaginary part (i) as well as phase and magnitude (ii) representation. [107]
© 2012, AIP Publishing LLC.
increases from 1 to 50. Whereas for ξ = 1 the maximum phase and magni-
tude error of the magnetization equation model amount to −1.5°/−2.8° and
3 %/8.6 %, for ξ = 50 maximum errors of −35.1°/−35.6° and 46.9 %/49.8 %
occur. In contrast, the maximum errors of the empirical model increase only
from −0.13° and −0.12 % to 2.3° and 18.9 %.
2.6 System considerations
A solution of magnetic nanoparticles dominated by the Brownian relaxation
process contains frequently a small fraction of fast Ne´el dominated particles.
Especially, particle ensembles with a mean diameter slightly larger than the
threshold dspm (see section 1.1.3) exhibit this effect due to their size distri-
bution. A reduction of the core size can cause a reduced anisotropy energy,
which results in a Ne´el particle although the majority of particles is dom-
inated by the Brownian relaxation. Furthermore, multi-core particles can
show a similar effect caused by an amount of nanocrystals in the magnetic
core that are thermally not blocked. These fast particles possess a phase lag
of almost zero degree in the investigated frequency range (ωτB < 50) which
is not affected by a change of the hydrodynamic diameter. However, they
contribute to the sample magnetization and resulting magnetic flux density.
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Figure 2.5: Comparison of phase and magnitude errors of simulation results based
on the empirical model (Yo: Eq. 2.29 and 2.30) and the magnetization equation
model (Eq. 2.22 and 2.23) with the perpendicular time constants defined by Eq.
2.12 (Sh1) and Eq. 2.15 (Sh2). The Langevin parameter ξ amounts to 1 (i+ii)
and 50 (iii+iv). The true values are given by the numerical solution of the FPE.
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Figure 2.6: Illustration of factor k determination from the ACS spectrum for a
MNP sample with Brownian relaxation dominated particles (B) and small portion
of fast Ne´el relaxation dominated ones (N).
In order to correct this effect in the modeling the factor k is introduced:
k = nNm2N/
(
nBm2B + nNm
2
N
)
. (2.39)
This factor represents the relation of Ne´el to all particles with respect to
the Ne´el and Brownian particle number densities nN and nB as well as the
mean square of the corresponding magnetic moments mN and mB which is
defined as
m2 =
∫
m
fm(m)m
2dm. (2.40)
Fig. 2.6 illustrates the determination of the factor k from the complex
spectrum of the AC susceptibility. Hence, the imaginary part peaks of
the Brown and Ne´el dominated particles have to be clearly distinguishable
which satisfies the condition τN  τB. The factor k is then calculated
from the relation between the Ne´el dominated particles’ and whole sample’s
DC susceptibility. Thus, only the complete ACS of the Brownian particle
fraction needs to be measured.
The developed measurement system detects the magnetic flux density BS
of the MNP samples. Considering the particle parameter distributions and
the contribution of the fast Ne´el dominated particles in solution the real
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and imaginary part of BS(H,ω) can be expressed by
B′S(H,ω)
BS(H0, 0)
= (1− k) 3kBT
H0m2B
∫
dh
fh(dh)
×
∫
mB
fm(mB)mB
M ′(H,ω)
Ms
dmBddh + k
H
H0
(2.41)
and
B′′S (H,ω)
BS(H0, 0)
= (1− k) 3kBT
H0m2B
∫
dh
fh(dh)
×
∫
mB
fm(mB)mB
M ′′(H,ω)
Ms
dmBddh
(2.42)
normalized to the sample’s magnetic flux density for a given DC excitation
field H0 which is defined by
BS(H0, 0) = nBm2B
gH0
3kBT
+ nNm2N
gH0
3kBT
. (2.43)
The factor g represents the geometries and the arrangement of the sensor
and sample, which influence the strength of BS coupling into the sensor.
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3 Measurement system
In this chapter, the developed measurement system for the investigation of
the dynamics of magnetic nanoparticles in a rotating magnetic field is pre-
sented. First, the system requirements are defined. Then, the hard- and
software components, e.g. the coils, sensors and control program, as well
as their interaction are explained. Finally, the performance of the measure-
ment system is characterized regarding systematic and random errors and
a maximal measurement uncertainty of the phase lag determination for a
defined set of measurement parameters is estimated.
3.1 System requirements
In order to investigate the rotational dynamics of MNPs as potential markers
for a homogeneous bioassay based on a RMF, the magnetic field generation
and the detection system need to fulfill some requirements. These are the
RMF frequency range, magnitude and homogeneity as well as the sensor
noise performance, frequency bandwidth and geometry. Furthermore, prac-
tical aspects as the sample handling and environmental influences have to
be taken into account.
Rotating magnetic field
The hydrodynamic size and the magnetic moment define the modified Brow-
nian relaxation time constant τ⊥ of MNPs in a RMF (see Eq. 2.15) assuming
that they are dissolved in an aqueous medium at room temperature. Thus,
the minimum upper frequency of the measurement system is specified by
these parameters corresponding to Eq. 1.28 which defines a relation be-
tween τ⊥ and the modified characteristic frequency fch,⊥. In addition, τ⊥
incorporates the RMF magnitude via the Langevin parameter. Hence, the
magnitude has an additional influence on fch,⊥. Fig. 3.1 depicts the mod-
ified characteristic frequency as a function of the hydrodynamic diameter
and the Langevin parameter for spherical particles. While for ξ < 1 field
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Figure 3.1: Characteristic frequency fch,⊥ as a
function of the hydrodynamic diameter dh and
the Langevin parameter ξ for spherical mag-
netic nanoparticles suspended in an aqueous
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axis as. The schematic illustrates
the location of the analyzed stray
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frequencies of up to 10 kHz facilitate the investigation of particles with hy-
drodynamic diameters down to 35 nm, the same frequency scope results for
ξ = 20 in a significantly increased lower limit of 75 nm. The initial motiva-
tion of this measurement system development is based on the investigation
of elongated cobalt nanoparticles with a hydrodynamic length of 90 nm and
diameter of 16 nm [3] which results in a modified characteristic frequency
of 2.3 kHz for ξ = 1. With a system frequency range of 1 Hz to 5 kHz a
measurement of the complete spectrum of the magnetization dynamics is
ensured and even smaller particles can be analyzed. The field strength re-
quired for a Langevin parameter ξ = 1 amounts in the case of the elongated
cobalt particle to 1.3 mT. Hence, a maximum system field strength of up to
10 mT fulfils this requirement and additionally enables the investigation of
the magnetization dynamics field dependence. Finally, a homogeneous mag-
netic field has to be generated in the area of the MNP sample. Deviations
of the field magnitude from its desired value smaller than 1 % are necessary
to ensure the negligence of disturbing field components and guarantee the
applicability of the physical model for the description of the measurement
results.
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Detection
The main requirements of the sensor system for the detection of the MNP
dynamics are given by the system frequency range (sensor bandwidth) and
the magnetic flux density BS induced by the MNP ensemble magnetization
(magnetic noise). Furthermore, geometric aspects have to be considered due
to limited space in the measurement system and the desired sample handling
(sensor geometry). The frequency range has been discussed in the former
section and was defined to range from 1 Hz to 5 kHz. The measurement
quantity BS depends on the particle magnetic moment and concentration,
which define the sample magnetization (see Eq. 1.6). Additional influences
result from the RMF magnitude and the spatial measurement arrangement,
e.g. the distance between sample and sensor. With the discussed field
magnitudes of up to 10 mT BS depends strongly on the investigated sample.
In the case of highly concentrated samples (φ  0.1) with a high Ms,
flux densities in the millitesla range can be detected in close proximity to
the sample. On the other hand, for samples with comparable low particle
concentrations (φ 0.1), as they are subject of this research, flux densities
in the nanotesla range can be induced. Fig. 3.2 displays the simulated
stray field of a sample with iron oxide single-core particles possessing a core
diameter of 30 nm and an iron concentration c(Fe) of 0.5 g/L (φ = 0.014) in a
homogeneous 1 mT field. This simulation was performed with the program
FEMM [120] and is based on a magnetization curve measurement of the
corresponding sample with a MPMS. The stray field along the blue line is
plotted over the distance as to the sample’s middle axis. Inside the sample
solution, BS amounts to field strengths of more than 800 nT. However,
outside the sample a maximum value of 200 nT is observed and decays
quickly in accordance with the 1/a3s dependence of a magnetic dipole far
field [121]. The size of the sensor geometry is directly limited by the size
and arrangement of the field generation unit. In this work, the desired field
homogeneity requires a coil system with minimum radii of some centimeters.
Thus, the upper sensor geometry limit lies in the same range. The handling
of the samples is discussed in the following section.
Sample handling
Fig. 3.3 displays the two types of vials that are applied for the measure-
ment of the MNP magnetization dynamics in MRX and ACS as well as the
storage of the samples in a cooled environment. The left vial is manufac-
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tured out of glass and closed with a polyethylene cap. The outer diameter
amounts to 7.8 mm and the height is 35 mm. It is distributed by the neo-
Lab Migge Laborbedarf-Vertriebs GmbH (Heidelberg, Germany) under the
identifier 7-0736. The right vial is a conical polystyrene vessel manufac-
tured by the Nunc GmbH & Co. KG (Wiesbaden, Germany) under the
brand BreakApartTM PolySorpTM. It is sealed with a blue polyethylene
cap. The largest diameter of this vial is found in the height of the cap
with 8.8 mm. Both vial types have to fit into the measurement system. In
addition, a fast and uncomplicated change of the samples in the system has
to be enabled. In the optimal case, the sample can be placed manually into
the measurement system in one step.
3.2 Hardware and Construction
A sketch of the measurement system hardware and interplay of the com-
ponents, which fulfill the described requirements, can be found in Fig. 3.4.
A photograph of the whole system including all components is shown in
Fig. 3.5. It consists of a 2-axis Helmholtz coil system that is powered by a
current control unit for the generation of a rotating magnetic field. Inside
the coil system two fluxgate magnetometers are set up in a gradiometric
arrangement. Between these two sensors the sample is placed in a holder
which can control the sample temperature and position along the sensitive
measurement axis of the fluxgate magnetometers. Additional electronics
and a measurement and control interface, which is equipped with analog-
to-digital as well as digital-to-analog converters, enable an automation of
the whole measurement process. A side and top view of the system with
the gradiometric fluxgate arrangement in the center of the 2-axis Helmholtz
coil is displayed in Fig. 3.6 and 3.7.
3.2.1 Fluxgate magnetometer
The utilized fluxgate magnetometer system MAG-03IEL from Bartington
Instruments Limited (Witney, United Kingdom) provides magnetic sensors
which facilitate the measurement of weak magnetic fields down to the pi-
cotesla range at room temperature. Their magnetic noise amounts to values
smaller than < 6 pT/
√
Hz at 1 Hz and the frequency bandwidth ranges from
DC to 5 kHz. A list with further parameters is shown in Table 3.1 [123].
The whole sensor system consists of three single sensors, each housed in-
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Figure 3.3: Photograph of
sample vials utilized for
measurements on magnetic
nanoparticle suspensions.
measurement and control interface
current 
control 
unit
°Ctemp. + 
position 
unit
Figure 3.4: Schematic of the measurement system
with interaction between the single components.
Figure 3.5: Photograph of RMF measurement system with all components.
58 3 Measurement system
fluxgate
MNP sample fluxgate
core
RMF
Bs
x
z
y
Figure 3.6: Side view of the measure-
ment system. A MNP sample is placed
between two fluxgates. The stray field
of the sample is coupling into the flux-
gate cores with respect to the sample
position. [122] ©2014, AIP Publishing
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Figure 3.7: Top view of the measure-
ment system. A MNP sample is placed
between two fluxgates. A homogeneous
RMF is aligning the sample magnetiza-
tion.
side a ceramic cylinder with an diameter of 8 mm and a length of 30 mm.
The construction of the single sensor unit is illustrated in Fig. 3.8 and
called Vacquier type. Here, the two magnetic cores are excited by their
primary coil fields in opposite directions, however, with the same symmet-
ric saturated magnetization profile. These non-linear core magnetizations
compensate each other in the absence of an external magnetic field. In the
presence of a field, the magnetization profiles do not coincide anymore and
the detection coil wound around this configuration detects a signal which
can be analyzed to determine the causative field. In practice, the second
harmonic of the measurement coil‘s output signal is processed which occurs
only in the presence of the external magnetic field. The compensation coil
extends the linear measurement range of the sensor by keeping the cores’
magnetization profile symmetric. A detailed explanation of fluxgates, their
different configurations and operation is given by Ripka [124]. The three
sensor units are connected with a measurement and supply electronics. Two
units are used for the gradiometric arrangement which is shown in Fig. 3.6.
The stray field of a MNP sample placed in between couples into the sen-
sor on the left side with an reversed direction compared to the one on the
right side. If the output signals of the two units are subtracted from each
other, power line interferences, the DC earth magnetic field and other global
3.2 Hardware and Construction 59
disturbances are compensated and the signal caused by the sample is dou-
bled. This gradiometric measurement results in a more robust measurement
process which enables an operation of the measurement system outside a
magnetic shielding. The signal-to-noise ratio (SNR) is increased by a factor
of
√
2 [125]. The relative height (z-position) of the sample with respect
to the cores in one unit defines the direction of the coupling stray field.
Thus, the gradiometric signal in the upper position (Pos.1, Fig. 3.6) poss-
eses an reversed direction compared to the lower position (Pos.2, Fig. 3.6).
Therefore, it is important to align the two sensor units with respect to their
core positions inside the coil system and not with respect to the ceramic
cylinder. The ends of the cores in each unit are determined with the help
of a small magnetic dipole which is moved along the sensors measurement
axis (z-direction). The relative position of each end causes a maximum in
the sensor’s output signal. The existence of these two positions (Pos.1 and
Pos.2) facilitates a further improvement of the measurement process, if one
measurement in each position is performed and both signals are subtracted
from each other:
Uout = (Ux,1 − Uz,1)− (Ux,2 − Uz,2) = 4UMNP. (3.1)
The output signal of this measurement procedure Uout equals the signal
induced by a MNP sample in one sensor UMNP multiplied by four, if the
single signals of fluxgate X and Z in the positions Pos.1 and Pos.2 Ux,1, Uz,1,
Ux,2 and Uz,2 correspond to UMNP as follows
Ux,1 = Uz,2 = UMNP (3.2)
and
Ux,2 = Uz,1 = −UMNP. (3.3)
Besides the amplification of the measurement signal, this process compen-
sates again environment and system disturbances and facilitates an auto-
mated repetition of the sample measurement. The components providing
the positioning of the sample in the z-direction are presented in section
3.2.4. If quick measurement repetitions are required or a movement of the
sample should be avoided, the positioning unit can be deactivated and the
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Table 3.1: Parameters of 3-axes fluxgate magnetometer MAG-03IEL.
bandwidth: 0 kHz to 5 kHz
measurement range: ±100 µT
sensitivity: 105 VT
magnetic noise (at 1 Hz): < 6 pT/
√
Hz
zero field offset: <5 nT
measurement in the second position is replaced by a measurement without
sample (blank measurement). This procedure is analogous to the one of the
fluxgate based MRX measurement system [83].
The sensor units are oriented perpendicularly to the plane of the rotating
magnetic field, so that the sensors measure only the magnetic nanoparticle’s
stray field. Otherwise the sensors measurement range would be exceeded by
the coupling component of the RMF Hpar. Due to production inaccuracies,
the cores in the fluxgate units are not perfectly orientated parallel to the
axis of the ceramic cylinder (see Fig. 3.9). Thus, the sensor units have to
be aligned manually into their vertical positions with the help of special
sensor mountings. Applying a rotating field with a magnitude of 1 mT, the
field Hpar detected by each single fluxgate in the absence of a sample can
be minimized to below 100 nT, i.e., the sensors can be balanced to better
than 1 · 10−4. This corresponds to a tilt angle αT of less than 0.003° which
is defined by
αT = arcsin(
Hpar
H
). (3.4)
The limited fluxgate frequency bandwidth causes a frequency response of the
single sensor units, that results in a significant phase shift and magnitude
drop. The measured frequency response of the sensor units X and Z is
presented in Fig. 3.10. Whereas the magnitude drops at 5 kHz to 70 %
of its start value which is in agreement with the specified −3 dB cutoff
frequency, the phase shifts to almost 180°. Thus, the frequency response of
the fluxgates has to be corrected to ensure an exact determination of the
phase and magnitude of the MNP samples. The applied software procedure
is explained in section 3.3.2. Measurements describing the influence of the
RMF on the sensor’s frequency response are presented in section 3.4.1.
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Figure 3.9: Component Hpar of magnetic field H
coupling into misaligned fluxgate core. The tilt an-
gle αT defines the misalignment and the relative
strength Hpar/H.
The fluxgate sensor units induce stray fields via their compensation coils.
Whereas the effect of this field on the sample was studied in the absence of
an exciting magnetic field for a fluxgate-based MRX system [83] and found
to be subordinate, it was not investigated in the presence of a rotating
magnetic field. In the ideal case of a perfect perpendicularity between the
sensor axis and the RMF plane, no stray field is induced. However, the
existing tilt angle and the coupling RMF component Hpar cause a stray field.
Fig. 3.11 (i) illustrates a measurement arrangement of the corresponding
analysis. A pick up coil with the geometry of the desired 150µL samples
is placed between the two fluxgate units and detects the sensor stray field
in the z-direction while a rotating field is generated. In order to eliminate
any component of the RMF seen by the pick up coil, the voltage difference
between measurements with fluxgates switched on and off is calculated. The
measurement results in Fig. 3.11 (ii) show a negligible voltage difference
compared to the induction voltage uAC of the pick up coil in a 1 mT AC
field. Measurements with the pick up coil in the x- and y-direction result
in a similar relation of the possible stray field and RMF excitation. The
maximum relation of ∆u/uAC amounts to 1 ·10−3 for all configurations and
frequencies larger than 1 kHz. Thus, no significant stray field component
from the sensor is present which may affect the whole sample and cause
noticeable errors in the RMF excitation.
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Figure 3.10: Measured frequency response of fluxgate X and Z as well as their
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Figure 3.11: (i) Schematic of pick up coil measuring the fluxgate stray field in
z-direction induced by a perpendicular rotating magnetic field. (ii) Voltage differ-
ence ∆u of pick up coil between measurements with fluxgates switched on and off
for different heights and as a function of frequency. The RMF magnitude amounts
to 1 mT. For comparison the coil‘s induction voltage in a homogeneous 1 mT AC
field is shown.
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3.2.2 2-axis Helmholtz coil system
Rotating magnetic fields can be realized with permanent magnets [126, 127]
or electromagnets [14, 128]. The application of permanent magnets enables
the generation of high field strengths (µ0H  10 mT), however, results in
limited field homogeneities. Furthermore, for the rotation an electromo-
tive unit is required, whose rotational frequency is limited by its mechanics.
The operation of a coil system also necessitates additional hardware, e.g. an
electrical unit which provides the coil current. Here, the resulting maximum
current of the system restricts the field strength. However, the operation
of rotation frequencies of 5 kHz and more requires less effort compared to a
permanent magnet in combination with an electromotive unit. In addition,
less vibrations are induced which reduces mechanical disturbances.
In this work, Helmholtz coils are applied which consist of a pair of identical
coils with a middle radius rcoil and facilitate the generation of a homoge-
neous magnetic field [129]. The cross-sectional area of an corresponding
field simulation is presented in Fig. 3.12. The space between the two single
coils displays the relative homogeneous area, whose optimum is achieved for
a distance between the two coils equal to their radius. Consequently, the
sample has to be placed in this center. For the generation of the rotating
magnetic field, a second, larger Helmholtz coil is set up perpendicular to
the first one. If both coils are driven by sinusoidal currents with a phase
shift of 90° to each other, a rotating magnetic field results (see Eq. 2.1).
Fig. 3.13 depicts a schematic of this configuration with an illustration of
the corresponding field components HS1 and HS2 of the small (S1) and large
(S2) Helmholtz coil. The superimposition of these two components results
in a RMF with a constant field magnitude HRMF.
The mechanical and electrical parameters of the single coils are summarized
in Table 3.2. The given radii and number of windings are optimized with re-
spect to the required space, field homogeneity, field strength and frequency
range. The material of the coil bodies is polyvinyl chloride (PVC) and the
windings consist of a 2 mm diameter copper wire. The electrical parame-
ters result in a resonance frequency of the single Helmholtz coils which is
significantly larger than the system’s maximum frequency of 5 kHz. Fig.
3.14 displays the measured absolute value of the coil impedances. Here, one
can see a resonance frequency of 1.02 MHz and 0.66 MHz for S1 and S2,
respectively. The field homogeneity was determined by simulating the field
distribution of the two coils as shown in Fig. 3.12. In a cylindrical space
with a length and diameter of 20 mm lying on the axis of the Helmholtz
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Figure 3.12: Simulated magnetic flux density distribution of small Helmholtz coil
(S1). The blue squares represent the winding package cross sections and the black
lines the field distribution.
Table 3.2: Parameters of the 2-axis Helmholtz coil system.
Parameter coil S1 coil S2
middle radius rcoil: 50 mm 67.5 mm
number of windings Ncoil: 39 46
resistance Rcoil: 267 mΩ 247 mΩ
inductance Lcoil: 433.7 µH 881.9 µH
capacity Ccoil: 56.6 pF 65.6 pF
coil constant kcoil: 0.707 mT/A 0.613 mT/A
coil in the center of the system a maximum deviation from the desired field
component in the direction of the coil axis of 0.3 % (S1) and 0.15 % (S2) was
found. The maximum component perpendicular to the coil axis amounts
to 0.25 % (S1) and 0.05 % (S2) of the desired field strength. Thus, negli-
gible field inhomogeneities exist and guarantee a correct modeling of the
magnetization dynamics in a RMF.
3.2.3 Current control
The coil current is provided by the high power operational amplifier DCP780
from SERVOWATT Gmbh (Gerlingen, Germany). The amplifier’s rated
permanent current is ±15 A with a maximum permanent output voltage of
±50 V and a power bandwidth of 25 kHz. The circuit of the amplifier unit is
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Figure 3.13: Schematic of the RMF
generation with two perpendicular
Helmholtz coils. The inset shows the
field magnitudes of the single Helmholtz
coil fields and the resulting RMF.
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Figure 3.14: Absolute value of measured
impedance of Helmholtz coil S1 and S2
with and without series capacity as a
function of frequency.
shown in Fig. 3.15. The circuit is identical for both coils except capacity Cg.
It amounts to 470 pF for coil S1 and to 1 nF for coil S2. With this circuit
the amplifier behaves as a current regulator. The current of the amplifiers
load, the coil current Icoil, is directly defined by the input voltage Uin:
Icoil = −Uin R1
R2Rshunt
. (3.5)
The amplitude response of this current regulator possesses in practice errors
of up to 10 %. Hence, the magnitude of the single coil currents Icoil,S1 and
Icoil,S2 as well as the phase between these currents is controlled additionally
by a proportional-integral (PI) controller implemented in the measurement
and control software (see section 3.3). The maximum field frequency as a
function of the field strength which can be generated by one coil and the
corresponding current control unit is illustrated in Fig. 3.16. Coil S2 in com-
bination with the presented current control unit limits the maximum RMF
frequency for a given field strength due to its higher impedance. Whereas
for 1 mT a 5 kHz field can be generated, for 5 mT it is restricted to 1 kHz.
In order to overcome the limiting coil impedance, for distinct frequencies
(1 kHz to 5 kHz with a step size of 0.5 kHz) series capacities can be activated,
which - in the ideal case - reduce the absolute value of the coil impedance
for one frequency to its real part Rcoil. This is shown in Fig. 3.14 for 1 kHz
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and enables with this system the generation of a RMF with a permanent
maximum magnitude of 9.1 mT up to 5 kHz. The activation of the series ca-
pacities is realized with capacity switches that are automatically controlled
by the measurement and control software.
The relative errors of the 90° phase shift between the single coil fields and
the resulting RMF magnitude plotted against the angle ϕH of the RMF
vector are displayed in Fig. 3.17. The measurements were performed with
a pick up coil which is mounted inside a glass vessel and whose geometry
accords with the standard 150µL sample volume. The presented values are
based on the average of the relative error of eleven different measurements
with increasing frequency. The error bars represents the average deviation
between these measurements. Whereas the phase error is almost negligible,
the magnitude possesses slight errors of up to 2 % depending on the field
angle.
3.2.4 Automatic sample positioning
A software-controlled positioning of the sample along the system’s z-direction
offers the possibility to perform the described measurement procedure with
the two sample positions Pos.1 and Pos.2 (see Fig. 3.6) fully automated.
The hardware required for this automation consists of the stepper motor
QSH4218 and the driver IC TMC261 from Trinamic Motion Control GmbH
& Co. KG (Hamburg, Germany) as well as a mechanical unit (Fig. 3.18)
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Figure 3.17: Relative phase and magnitude error of 1 mT RMF measured with a
pick up coil at different field angles ϕH and the two heights z0 and z1. The values
represent the average of the relative error of eleven measurements with various
frequencies in the range from 22 Hz to 5000 Hz. The error bars correspond to the
relative average deviation between the frequencies.
and limit switches with a corresponding electronics. The driver IC com-
municates directly via the Serial Peripheral Interface (SPI) with the mea-
surement and control software. The limit switch signals are additionally
monitored by the software in order to calibrate the sample position and
prevent it from mechanical damages. A detailed description of the single
components is given by Markiewicz [130].
The unit can position the sample in a range from 0 mm to 24.5 mm with a
minimal step size of 0.02 mm. For a twenty-five time repeated positioning
process over the whole range no missing step could be detected. Fig. 3.19
presents the output signal of the gradiometric fluxgate arrangement detect-
ing a test sample in a 1 mT RMF with a frequency of 666 Hz in different
z-positions. The recorded signal shows two maximums which correlate with
the measurement positions Pos.1 and Pos.2 and confirm the determined end
positions of the fluxgate cores. Thus, for each sample geometry this trace is
recorded and analyzed regarding the two positions with the highest output
signal.
3.2.5 Sample temperature control
The sample temperature represents an important parameter which affects
the magnetization dynamics of a MNP ensemble. Thus, it is important to
control this parameter and ensure a correct modeling of the measurement
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Figure 3.19: Output signal dependence
of gradiometric fluxgate (FG) arrange-
ment on MNP sample z-position. The
sample is excited in a 1 mT RMF with
a frequency of 666 Hz and the ampli-
tude induced by the sample stray field
coupling into the fluxgate sensors is
recorded.
data. In addition, a controlled change of this temperature enables the in-
vestigation of the magnetization temperature dependence.
The system’s sample holder, shown in Fig. 3.20, is manufactured from the
non-magnetic material SHAPALTM. This is an aluminum nitride ceramic
with a comparably high thermal conductivity of 90 W m−1 K−1 which lies
in the range of metals, e.g. iron or brass. The holder is designed to place
the sample between the two sensor units as close as possible to the sensor
housing. Therefore, a thin wall of less than 1 mm can be found on the sides
where the sensors are positioned. The two other sides of the holder have a
width of 6 mm to ensure a good heat transfer from the heating coil on the
bottom to the sample on the top of the holder. In addition to the distance of
90 mm between sample and coil, a bifilar winding compensates the magnetic
field of the heating coil current and prevents the measurement process from
magnetic disturbances. The windings of the heat coil consists of constan-
tan. The coil current is provided and controlled by the circuit shown in Fig.
3.22, which is based on a MOSFET and operational amplifier. A resistance
temperature sensor of the type PT100 is mounted inside the sample holder
close to the heating coil in order to monitor the holder temperature TSH.
Due to heat dissipation along the ceramic, TSH and the sample temperature
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T do not coincide. The difference between these temperatures was measured
and analyzed for different environment temperatures Tenv with and without
convection induced by a fan (see Fig. 3.21). The temperature difference can
be described as a linear function of T with Tenv as an offset. The slope of
this function depends in a first approximation only on a possible convection
in the sample holder environment. With a container around the measure-
ment system external convection can be reduced to a negligible level and
the temperature TSH which needs to be controlled to achieve the desired
sample temperature can be described by
TSH = 0.1973(T − Tenv) + T. (3.6)
The control of TSH is performed by a PI software controller. An analysis
of this process and the sample’s temperature response yields an heating up
process time of 20 min to guarantee for the whole temperature range a sta-
bilized sample temperature. Finally, T can be controlled in a range from
Tenv to Tenv + 40
◦C. Taking into account the uncertainties of the sensors
and the control process as well as environmental disturbances and the inho-
mogeneity of the sample’s temperature distribution an overall uncertainty
of ±1 ◦C can be assumed. A detailed description and analysis of this sample
temperature control unit is given by Streibel [131].
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Figure 3.22: Circuit of heating coil current control based on MOSFET and oper-
ational amplifier.
3.2.6 Measurement and control interface
The measurement and control interface consists of the data acquisition
cards PCIe-6323 and PCI-4462 (Table 3.3 [132]) from National Instruments
(Austin, Texas, USA). The PCI-4462 card is utilized to record the output
signals of fluxgate X and Z as well as the current signals of Helmholtz coils
S1 and S2 via its four 24 bit analog inputs with a sampling rate of 200 kS/s.
Due to a voltage noise of Sv(1 kHz) ≤ 8 nV/
√
Hz and an interchannel phase
mismatch of 0.015° (gain: 0 dB) an adequate signal sampling for the de-
termination of the phase lag and magnitude of signals in the milli- and
upper microvolt range is guaranteed. Additionally, a maximum crosstalk
of −138 dB and a simultaneous sampling prevent the signal analysis from
significant systematic phase errors originating from the interface. The con-
trol of the coil currents, sample position and temperature is realized with
the 16 bit resolution in- and outputs as well as the digital interface of the
PCIe-6323 card. Both acquisition cards are synchronized via the Real Time
System Integration (RTSI) bus and housed inside an desktop computer.
3.3 Software
The software program controlling the measurement process and analyzing
the detected signals is based on the graphical programming environment
LabVIEW from National Instruments. An interface for the direct commu-
nication with the data acquisition cards is directly integrated in LabVIEW.
In the following sections the main concept of the measurement and control
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Table 3.3: Parameters of measurement and control interface.
Parameter PCIe-6323 PCI-4462
resolution: 16 bit 24 bit
analog inputs (AI): 16 4
analog outputs (AO): 4 -
simultaneous sampling: no yes
maximum AI sampling rate: 250 kS/s 204.8 kS/s
maximum AO sampling rate: 900 kS/s -
multiplexer settling time: 4µs to 7 µs -
program is explained. In addition, the subroutines are described in detail,
which directly affect the correct determination of the phase lag.
3.3.1 Concept
The principle sequence of operations of the measurement and control pro-
gram is presented in Fig. 3.23. First, the sample positioning unit needs to be
initialized. This incorporates the exact determination of the 0 mm z-position
via the limit switches as well as the positions Pos.1 and Pos.2 for the given
sample geometry. If samples with the same volume and vial have been in-
vestigated, this step can be omitted and the old positions loaded. Then, the
desired sample temperature has to be set. After the sample holder reaches
its temperature TSH, the measurement parameters can be chosen, e.g. the
field frequencies and magnitude, the number of measurement repetitions N
or the measurement time of the single frequency steps. The Helmholtz coil
currents are controlled by a PI software controller with respect to their mag-
nitudes and a phase shift of 90° between each other. The resulting control
values can be saved for the measurement repetitions. Finally, the measure-
ment index i is set to one and the RMF measurement is started. Thereafter,
the sample is moved to position Pos.1, the controlled RMF with the set fre-
quencies is generated and the output signals of fluxgate X and Z as well
as the coil currents Icoil,S1 and Icoil,S2 are recorded. Then, the sample is
moved to position Pos.2 and the RMF measurement is repeated. In a next
step the measurement index is increased and compared to N . If the index
is less than N , the described measurement process is repeated. Otherwise,
the recorded signals are filtered, if the subroutine is activated. The gradio-
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Figure 3.23: Principle sequence of operations of measurement and control program.
metric signals are calculated according with Eq. 3.1 for each measurement
process. Then, the phase and magnitude are determined for each process
via the calculation of the cross-spectral density. The frequency response of
the fluxgates, which influences the measurement results, is corrected and
the phase and magnitude spectra of the single measurement processes can
be displayed, saved and analyzed.
3.3.2 Data processing
The recorded data, the fluxgate signals and the coil currents, are processed
in order to accurately determine the phase lag between the sample magne-
tization and the RMF vector, which correlates with the phase shift between
the measured sensor and coil time signals. In addition, the magnitude of all
signals is determined. The frequency of the analyzed phase and magnitude
coincides with the RMF excitation frequency. A sample rate of 200 kS/s,
which is set for the data acquisition, clearly satisfies the Nyquist–Shannon
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Figure 3.24: Zero-phase filter based on bidirectional filtering technique.
sampling theorem since the system’s maximum frequency amounts to 5 kHz.
In a first step, the signals can be filtered with a zero-phase filter to suppress
disturbing frequency components, e.g. the fluxgate excitation frequency of
15.8 kHz. The filter facilitates a graphical analysis of the single signals.
However, it is not necessary for the automated determination of the phase
lag via the calculation of the cross-spectral density. The magnitudes are
extracted from a fast Fourier transform (FFT) analysis. Finally, a correc-
tion of the fluxgate frequency response is realized via a look-up table and
interpolation approach.
Digital filter
The amplitude and phase response of a signal filter follow different curve
progressions. Often, the phase of the filter’s transfer function starts to
change at lower frequencies compared to the magnitude. In the case of a
first-order low pass filter the magnitude is diminished by 0.5 % at one tenth
of the cut-off frequency, whereas the phase changed from 0° to −5.7°. Thus,
a standard filter would cause a significant phase error. A zero-phase filter
with the concept shown in Fig. 3.24 solves this problem. It is based on a
bidirectional filtering technique [133]. The signal is digitally filtered with the
proper filter type and reversed. This procedure is repeated one time and the
phase change caused by the first filter is corrected by the second one. The
magnitude of the overall transfer function equals the squared magnitude of
the single filter’s one.
Determination of phase and magnitude
Under the assumption that the MNP sample magnetization rotates with the
same frequency as the rotating magnetic field (see section 2.1), the phase
lag ϕ represents the phase shift between the components of the RMF and
magnetization in the x- or y-direction (see Fig 3.25). Thus, the phase lag
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can be found by comparing the coil current of the Helmholtz coil S1 and
the output signal of the gradiometric fluxgate arrangement, which measures
the magnetization component in the x-direction.
An adequate technique to determine the phase lag between the two time
signals x(t) and y(t) is the calculation of the cross-spectral density Sxy based
on the FFT of the two signals, also referred to as cross power spectrum. The
principle formula is given by
Sxy =
FFT(x(t)) · FFT(y(t))
n2s
(3.7)
with the common length of the signals ns. This spectrum represents a com-
plex quantity, which can be split into a magnitude and phase spectrum.
Here, the value of the phase spectrum with the frequency of interest gives
the phase lag between the signals. In the case of a noisy or by other frequen-
cies disturbed magnetization signal, the phase lag can still be determined,
if the reference signal, the coil current, is dominated by the frequency of
interest. An optimized, automated determination is realized by addition-
ally analyzing the magnitude spectrum and performing an interpolation.
The mathematical concept of this approach is similar to the one of a digital
lock-in amplifier.
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Frequency response correction
The significant phase change and magnitude drop in the fluxgate frequency
response necessitates a correction of the determined phase shifts between
the fluxgate and coil current signals and the measured sample flux density
magnitudes. Hence, the frequency response of the single fluxgates X and Z
and the gradiometric output were recorded (see Fig. 3.10) in a frequency
range from 1 Hz to 10 kHz with a step size of 10 Hz and saved in a look-up
table. Here, the amplitude response is normalized to its DC value. The
fluxgate measurement of the MNP sample magnetization in a RMF with
different frequencies can be described by a multiplication of the sensor’s
complex transfer function and the magnetization dynamics in the frequency-
domain. Thus, the correction of the phase and the magnitude is realized by
a subtraction and a division, respectively. A correction of the measurement
results for all frequencies is based on a linear interpolation between the phase
and magnitude values of the recorded frequency response. The formula for
this calculation is given by
ycorr(f) = yi + f
yi+1 − yi
fi+1 − fi (3.8)
with
fi < f < fi+1. (3.9)
Here, ycorr represents the phase or magnitude value for the correction as
a function of the frequency f . The corresponding values from the look-up
table are identified by the index i. The maximum error of this correction
procedure without the linear interpolation amounts for the phase and mag-
nitude to 0.4° and 0.2 %, respectively. Due to the 10 Hz steps of the recorded
frequency response, the linear interpolation reduces the errors at least by a
factor of 10.
3.4 Performance
In this section, the performance of the measurement system is characterized.
This includes a characterization of the system’s accuracy (systematic error)
of the phase lag determination by performing measurements on different
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calibration samples. In a next step the phase lag accuracy with respect
to the minimal measurable magnetic flux density (particle concentration)
based on random or at least non-correctable errors is discussed. Finally, an
estimation of the system’s extended measurement uncertainty for a set of
defined parameters is presented.
3.4.1 Systematic error
The calibration of the measurement system can be performed with a ref-
erence sample whose magnetization dynamics is known for the given fre-
quency range. Thus, paramagnetic materials can be applied which possess
a zero phase and constant magnitude at audio frequencies. One appropri-
ate paramagnetic material is dysprosium oxide (Dy2O3) which exhibits a
comparably high susceptibility and was investigated as a calibration sam-
ple for AC susceptometers [134]. Furthermore, small copper cylinders can
be utilized for the calibration. Their response to dynamic magnetic fields
is based on eddy-current effects and can be simulated for the given cylin-
der geometry and magnetic field. This was presented for AC susceptibility
measurements [135]. In addition, a MNP sample can be applied, whose
characteristic frequency is significantly higher than the systems frequency
range. This ensures a nearly zero phase and a constant magnitude.
In this section, calibration measurements with two dysprosium oxide sam-
ples and one single-core iron oxide nanoparticle sample are presented. All
samples are prepared in glass vials and possess a volume of 150µL. The
dysprosium oxide is filled as a powder into the vials, balanced and sealed
with epoxy glue to prevent it from hydrating. The effective Dy2O3 densi-
ties are 2.4566 g/cm3 (Dy2O3-1) and 2.339 g/cm
3 (Dy2O3-2). The MNP is
an iron oxide single-core particle with a core diameter of 15 nm (SHP15).
Thus, it is dominated by the Ne´el relaxation process and possesses a char-
acteristic frequency larger than 1 MHz [136]. The iron concentration of the
MNP sample amounts to 5 g/L. The parameters of the RMF calibration
measurements with a magnitude of 1 mT are defined as following:
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 frequency range: 22 Hz to 5 kHz
 measurement time per frequency: 500 ms
 number of repetitions: 5
 repetition pause: 90 s
 sample temperature: 24 ◦C
This set of standard parameters is reused for further measurements, if not
otherwise stated. Fig. 3.26 depicts the performed calibration measurements
of the phase lag and magnitude as a function of frequency. The magnitudes
are normalized to the average value of each measured spectrum which is
in the range of 300 nT and 600 nT for the dysprosium oxide and the iron
oxide particle sample, respectively. In principle, all samples show the same
behavior, only at higher frequencies small deviations are noticeable between
the measured phase lags (<0.06°). In general, an average offset of 3° is ob-
served which is caused by an imperfect alignment of the fluxgate sensors and
sample holder along the axis of the small Helmholtz coil S1 (see Fig. 3.7).
A slight shift of the sensors or sample holder in the y-direction can result
in an additional phase lag between the measured sample magnetization and
RMF since the field rotation is monitored indirectly via the coil current.
The deviations of the phase lag from this offset value amount to maximal
0.1°. The magnitudes of all three samples show deviations of up to 1.5 %
from the average value.
The system’s measurement results were additionally compared with the re-
sults of a similar system whose sensor is based on a gradiometric air coil and
the excitation on a compact 2-axis Helmholtz coil system with a reduced
homogeneity [137]. The advantage of this system is the sensor’s simplic-
ity and insensitivity to the exciting magnetic field as well as an increased
upper frequency limit. However, the lower limit is also increased due to
Faraday’s law of induction. As can be seen in Fig. 3.27, no systematic
differences between the measurement results recorded with the two systems
are observable. The maximum deviation of the phase lags is 0.5° and of
the magnitudes 2 %. This supports the small errors found in the calibration
measurements with the reference samples.
Fig. 3.28 illustrates further RMF measurements on the calibration sample
Dy2O3-2 with increased field magnitudes of up to 9 mT and the set of stan-
dard parameters. In this case, the phase lags are offset corrected and the
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magnitudes are normalized to the magnitude at 22 Hz. One can see that up
to 3 mT no significant changes of the phase lag and magnitude spectra occur
compared to Fig. 3.26. However, a further increase of the field strengths
results in noticeable changes. The phase lags display a maximum at around
3 kHz which grows up to 2° for 9 mT and the magnitude drops continuously
with frequency, e.g. for 9 mT and 5 kHz the magnitude is reduced by 8 %
compared to 22 Hz. These measurements are supported by repetitions with
the 15 nm iron oxide nanoparticle sample, which show the same effect on
the phase lag and magnitude. Thus, sample related effects which may cause
the observed changes can be excluded. In fact, thermal effects and/or in-
fluences on the core magnetization in the fluxgate sensors induced by the
comparably high RMF strength display reasonable explanations. In general,
sample measurements in a RMF with a magnitude of more than 3 mT need
to be corrected with the corresponding calibration measurements. This can
be performed analogously to the fluxgate frequency response correction ex-
plained in section 3.3.2.
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Figure 3.28: Measurement of (i) phase lag and (ii) magnitude as a function of fre-
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lag is offset corrected and the magnitude normalized. The error bars represent
the standard deviation of five measurements.
3.4.2 Random error
The limitation of the measurement system regarding the minimal detectable
and correctly analyzable particle concentration is mainly caused by the
residual field component of the exciting magnetic field in the measurement
system’s output signal. The phase ϕR and magnitude BR induced by this
disturbance are not long-term stable and consequently cause random errors.
The noise performance of the system (sensor, data acquisition), which ad-
ditionally affects the system’s random error, would result in a noticeable
lower limit. In the following, the influence of ϕR and BR as a component of
the measured signal, which is in this section expressed by the phase ϕM and
magnitude BM, on the phase lag ϕ and magnitude BS of a MNP sample in
a RMF is examined.
The exciting magnetic field component in the output signal is clearly reduced
by the perpendicular sensor alignment and the gradiometric measurements
at the two different z-positions. The residual component can be quantified
by performing measurements without a sample. In this case, ϕM and BM
equal ϕR and BR, respectively. Fig. 3.29 illustrates such measurements in a
0.2 mT, 1 mT and 5 mT RMF. The 5 mT results are additionally split up into
the ones with and without activated series capacities. The field dependence
of the residual component’s magnitude can be clearly seen. Whereas for the
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0.2 mT RMF, magnitudes in the range of 0.1 nT to 0.15 nT are present, for
the 1 mT RMF the magnitudes are increased by a factor of five, which ac-
cords with the ratio of the excitation field strengths. For the 5 mT RMF the
residual component’s magnitudes are again enlarged by the corresponding
ratio of the excitation field strengths, however, an influence of the sample
temperature control and the sample positioning unit can be observed. A
deactivation of these units results in a reduced residual component. The
measurements with a 5 mT magnitude and frequencies above 1 kHz (acti-
vated series capacities) possess further increased magnitudes, which can be
minimized by an extension of the pause between the measurement repeti-
tions to 180 s. This effect can be explained by thermal drifts of the fluxgate
sensors induced by high field magnitudes and frequencies. The field de-
pendence of the residual RMF component is nearly compensated when a
measurement on a MNP sample is performed whose magnetization follows
- for the given field strength - the linear regime of the Langevin function.
In this case, the relation of BR to Bs remains constant.
In order to estimate the influence of the residual RMF component on the
accuracy of the measurement results, the difference between ϕM and ϕ and
the relation of BM to BS are calculated as a function of ϕ − ϕR varying
from 0° to 360° and BR/BS ranging from 0 to 0.1 (see Fig. 3.30). The cor-
responding formulas are given in appendix A.1. In the case of BR/BS = 0.1
and phase differences ϕ − ϕR of 90° or 270°, phase errors of up to 5° oc-
cur. Thus, for the RMF measurements the condition BR/BS < 0.01 should
be met. With this condition the resulting phase and magnitude errors are
smaller than 0.5° and 0.5 %, respectively, for all values of ϕ− ϕR.
RMF measurements on two MNP concentration series support the found
limitation of the measurement system. Each concentration series consists
of several samples with one MNP type and a decreasing iron concentra-
tion. The SHP30 particles possess single iron oxide cores with a diameter of
30 nm. The BNF80 MNP represents an iron oxide multi-core particle with
an approximately hydrodynamic diameter of 80 nm. The single iron con-
centrations as well as the amount of iron (Fe) per sample are listed in Table
3.4. The measured phase lags ϕM and magnitudes BM as a function of fre-
quency follow the discussed arc tangent and cosine dependence, respectively.
Further information on the particle parameters and particle-specific mea-
surement results can be found in chapter 4. The RMF magnitude amounts
to 1 mT and the standard measurement parameters (see section 3.4.1) are
applied.
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Figure 3.29: Measurement of residual RMF component: The magnetic flux den-
sity BM is measured without any sample in the RMF system for different field
magnitudes (i-iii). Each measurement is performed with a deactivated sample
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5 mT RMF the results are split into the measurements with (iv) and without (iii)
series capacities. The error bars represent the standard deviation of five measure-
ments. Between each measurement repetition a pause of 90 s exist. The sample
temperature is set to 24 ◦C.
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Figure 3.30: Calculation of (i) the deviation of the MNP sample phase ϕ from the
measured phase ϕM and (ii) the relation of the measured stray field BM to the
sample stray field BS caused by a residual RMF component with the phase ϕR
and magnitude BR.
Fig. 3.31 depicts for the BNF80 samples the measured phase lags and mag-
nitudes. The latter is multiplied by the dilution factor DF for the graphical
comparison of the different samples since the absolute values of BM vary
by several orders of magnitude. The starting sample with the highest iron
concentration of 8 g/L possesses a DF of 1 (see Table 3.4). Noticeable de-
viations of the measured phase lag and magnitude spectra from the average
curve progression can be found for the BNF80 samples with iron concen-
trations of 0.013 g/L and 0.0053 g/L. This is a consequence of the clearly
reduced magnetic flux densities of these samples. Especially for high fre-
quencies, the magnetic flux densities drop below 1 nT and, thus, the mea-
surement results are significantly affected by the residual RMF component
taking into account the calculations shown in Fig. 3.30. In the case of the
single-core particle samples (SHP30, Fig. 3.32) lower iron concentrations
can be measured without observing significant deviations, especially for the
phase lag. Only the sample with an iron concentration of 0.001 67 g/L results
in deviations of more than 5° from the average curve progression. The corre-
sponding magnitude is the only one of the SHP30 samples that drops below
1 nT. The difference between the two particle systems is mainly attributed
to the core structure and the hydrodynamic size: The multi-core particles
possess a reduced magnetic moment in relation to the material’s saturation
magnetization (see section 1.1.2). The comparably large hydrodynamic size
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results in a clear drop of the magnitude in the observed frequency range.
Thus, lower BM values are measured for BNF80 although the iron concen-
tration is the same.
Table 3.4 additionally presents the measured phase lags and magnitudes of
the SHP30 and BNF80 samples for a RMF frequency of 1 kHz. The mean
values and standard deviations are based on ten measurement repetitions.
The deviation of the mean values of the samples with the lower iron concen-
trations from the ones with higher iron concentrations reflects the impact
of the residual field component. A correction of this effect is hard to realize
since the magnitude and especially the phase of the residual RMF com-
ponent possess no long-term stability. In contrast, the standard deviation
represents the random errors caused by the measurement hardware, e.g.
the analog-to-digital converter, the magnetic field sensor and the mechan-
ics, as well as environmental effects, e.g. the temperature or electromagnetic
disturbances. The sample preparation and manual positioning of the sam-
ple in the system is not included because for each measurement repetition
the same sample is automatically positioned. A detailed description of the
influence of the sample preparation on the measurement uncertainty of a
fluxgate based MRX system is given by Heim [83]. These results are also
valid for the RMF measurement system since an analog sensor arrangement
and similar MNP samples are deployed. The standard deviations listed in
Table 3.4 clearly indicate that the measurement uncertainty of the phase lag,
which can be calculated based on the standard deviations [138], increases
with decreasing magnetic flux density. The relative uncertainty of BM in-
creases as well, which is identified by the relation of the standard deviation
to the mean value. Further measurement values of the concentration series
samples for frequencies of 222 Hz and 5 kHz are presented in appendix A.2
supporting this discussion.
An exact specification of the RMF system’s measurement uncertainty pri-
marily of the determined phase lag and also of the magnitude is hard to
realize. The so-called bottom-up approach based on the law of error prop-
agation [138] requires a reliable equation describing the relation of the sys-
tem’s output quantity to all input parameters, including mechanical drifts
and environmental disturbances. As shown by Heim for the fluxgate-based
MRX system [83], this bottom-up approach does not satisfy the complex-
ity of such an measurement process with multi-modal input parameters.
In this context, the Research Training Group 1952/1 ”Metrology for Com-
plex Nanosystems” funded by the Deutsche Forschungsgemeinschaft is men-
tioned, which actually deals with the investigation of the uncertainty deter-
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mination of complex nanosystems with multi-modal input parameters.
An uncertainty determination based on measurement repetitions (top-down
approach) results only in an estimate of a general valid measurement un-
certainty because the phase and magnitude as well as the non-correctable
influence of the residual RMF component depend strongly on the investi-
gated sample and affect each other. In order to specify at least a maximum
measurement uncertainty for the phase lag determination the following con-
ditions are defined:
 particle temperature T between 20 ◦C and 25 ◦C
 environment temperature Tenv between 20 ◦C and 25 ◦C
 1 mT RMF with set of standard parameters (no repetitions)
 relation BR/BS < 0.01
In this case, the combined measurement uncertainty uc results in 0.375°
based on following single standard uncertainties:
 calibration sample measurement (rectangular distribution): ucal =
0.1°/
√
3 = 0.058°
 simulation of the maximal error caused by the residual RMF compo-
nent for BR/BS < 0.01 (rectangular distribution): ures = 0.5°/
√
3 =
0.289°
 estimated standard deviation for BR/BS ≈ 0.01 based on the
concentration series measurements (t-distribution, 95.45 %): ucs =
0.2°2.32/2 = 0.232°
Finally, the maximal expanded uncertainty ue with a coverage factor of 2
based on a normal distribution with a probability of 95.45 % amounts to
0.75° with respect to the defined conditions.
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Table 3.4: Dilution factor DF , iron concentration c(Fe) and iron amount per
150µL sample volume of BNF80 and SHP30 concentrations series samples. The
phase lag and magnitude are measured for each sample in a 1 mT RMF with a
frequency of 1 kHz. The corresponding mean values and standard deviations are
based on ten measurements.
particle DF c(Fe) / g/L Fe/sample / nmol ϕM,1 kHz / ° BM,1 kHz / nT
BNF80 1 8 1785.24 53.701± 0.044 1108.41± 0.17
BNF80 2.5 3.2 21486.12 53.876± 0.030 448.821± 0.16
BNF80 7.5 1.067 8594.45 53.933± 0.042 150.22± 0.07
BNF80 15 0.533 2864.82 54.050± 0.109 75.94± 0.12
BNF80 60 0.133 1432.41 55.006± 0.249 18.31± 0.06
BNF80 150 0.053 358.10 57.568± 0.883 7.13± 0.08
BNF80 600 0.013 143.24 66.442± 8.591 1.73± 0.13
BNF80 1500 0.0053 35.81 106.479± 17.314 0.77± 0.12
SHP30 1 5 13428.83 11.981± 0.006 3294.99± 0.57
SHP30 3 1.667 4476.28 11.931± 0.008 1070.38± 0.722
SHP30 7.5 0.667 1790.51 11.752± 0.011 432.66± 0.12
SHP30 15 0.333 895.26 11.770± 0.018 206.47± 0.20
SHP30 37.5 0.133 358.10 11.907± 0.056 82.56± 0.17
SHP30 100 0.05 134.288 11.845± 0.122 30.28± 0.08
SHP30 300 0.0167 44.763 11.835± 0.483 7.89± 0.09
SHP30 600 0.0083 22.381 11.878± 0.917 4.66± 0.06
SHP30 1500 0.0033 8.953 10.762± 1.388 1.79± 0.08
SHP30 3000 0.00167 4.476 15.183± 4.347 0.71± 0.07
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Figure 3.31: Measurement of phase lag (i) and magnitude (ii) as a function of
frequency of iron oxide multi-core particle samples with decreasing iron concen-
trations in RMF with 1 mT magnitude. The phase lag ϕM is offset corrected and
the magnitude BM multiplied by the dilution factor DF . The approximate core
diameter of the MNP (BNF80) amounts to 80 nm. The error bars represent the
standard deviation of ten measurements.
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Figure 3.32: Measurement of phase lag (i) and magnitude (ii) as a function of
frequency of iron oxide single-core particle samples with decreasing iron concen-
trations in RMF with 1 mT magnitude. The phase lag ϕM is offset corrected and
the magnitude BM multiplied by the dilution factor DF . The core diameter of the
MNP (SHP30) amounts to 30 nm. The error bars represent the standard deviation
of ten measurements.
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4 Results and discussion
The dynamic response of magnetic nanoparticles to rotating magnetic fields
depends on various parameters. This chapter will introduce different nanopar-
ticle systems which differ in their core and hydrodynamic size as well as their
material composition. The influence of their parameters on the dynamic
response is explained with measurements of the phase lag and compared
with simulations and supporting independent characterization techniques.
Finally, an outlook is given on the utilization of these dynamics for the
realization of homogeneous bioassay applications.
4.1 Nanoparticle systems
The main difference between the nanoparticle systems are their material
composition and the core and hydrodynamic size in relation to the shape.
Furthermore, two different core types depending on the synthesis are es-
tablished: The single- and the multi-core. Here, measurements on different
spherical and rod-shaped single- (SC) and multi-core (MC) nanoparticles
are presented. Table 4.1 gives an overview about the applied particles and
their producers.
The MNP type with the code ALP represents a single-core particle based
on an iron oxide composition. The core diameter of the particles investi-
gated in this work ranges from 12 nm to 25 nm. They are suspended in a
non-polar solvent, e.g. chloroform, and possess an oleic acid shell of 2 nm to
4 nm thickness. The particles are provided by the Institut fu¨r Elektrische
Messtechnik and Grundlagen der Elektrotechnik at Technische Universita¨t
Braunschweig (Braunschweig, Germany) and were subject to an elaborate
development and investigation process, e.g. for further biomedical applica-
tions they were transfered to water via a PEGylation process and function-
alized with antibodies [37].
A commercially available product is the particle type with the code BNF.
It is manufactured by micromod Partikeltechnologie GmbH (Rostock, Ger-
many) and distributed as a bionized nanoferrite particle with the product
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name BNF-Starch. The particle core consists of several single iron oxide
crystals (dc : 10 nm to 20 nm) embedded in hydroxyethyl starch. Thus,
BNF represents a polydisperse multi-core particle with average hydrody-
namic diameters of 80 nm and 100 nm suspended in water [139]. For a TEM
image of the 80 nm particle type see Fig. 4.1 (ii). Different functionaliza-
tions of the BNF particle are available, e.g. with streptavidin.
The particle type with the code ENP is an iron oxide MNP provided by
the Department of Electrical Engineering of Kyushu University (Fukuoka,
Japan). Its single crystals with an average core diameter of 30 nm and a
polymer shell aggregated during the synthesis process forming clusters with
a mean hydrodynamic diameter of more than 100 nm [140]. Thus, the par-
ticle can be treated as a multi-core system. The particles are suspended in
water.
The MRI contrast agent FeraSpin R (FSR) manufactured by nanoPET
Pharma GmbH (Berlin, Germany) represents another iron oxide multi-core
particle with a broad size distribution. Its mean hydrodynamic diameter
amounts to 60 nm, whereas the single crystallite diameter ranges from 5 nm
to 8 nm. The particles are dissolved in an aqueous medium and were addi-
tionally functionalized with streptavidin.
A rod-shaped particle type (Fig. 4.1 (iii)) synthesized from nickel is iden-
tified with the code NNR. It was manufactured and provided by the divi-
sion Experimentalphysik at Universita¨t des Saarlandes (Saarbru¨cken, Ger-
many). The approximate core length and diameter of the received batch are
271 nm and 19 nm, respectively. These so-called nanorods are stabilized by
a polyvinylpyrrolidone (PVP) layer of several nanometer thickness which
enables a single particle dispersion in an aqueous solution. This particle
type was subject to investigations of its rotational dynamics with an optical
measurement setup [95, 141].
The MNP type with the code SHP represents an iron oxide single-core par-
ticle from Ocean NanoTech (San Diego, CA, USA). It is distributed with
core diameters ranging from 5 nm to 40 nm [142] and consequently differ-
ent iron oxide phase compositions of the particle core due to the synthesis
process. A polymer coating (4 nm to 5 nm layer) stabilizes the particle in
different media, e.g. aqueous and buffer solutions. For a TEM image of the
30 nm core diameter particle see Fig. 4.1 (i). These MNPs are additionally
available with different functionalizations, e.g. with streptavidin or protein
G.
The particle suspensions with the codes BNF, ENP and NNR are clearly
dominated by the Brownian relaxation process, thus called Brownian par-
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Figure 4.1: TEM images of different nanoparticle systems: Spherical single- (i)
and multi-core (ii) as well as rod-shaped (iii) particles.
Table 4.1: Overview of investigated nanoparticle systems.
code producer shape material core
ALP TU Braunschweig (Braunschweig, Germany) spherical iron oxide SC
BNF micromod (Rostock, Germany) spherical iron oxide MC
ENP Kyushu University (Fukuoka, Japan) spherical iron oxide MC
FSR nanoPET (Berlin, Germany) spherical iron oxide MC
NNR Universita¨t des Saarlandes (Saarbru¨cken, Germany) rod-shaped nickel SC
SHP Ocean NanoTech (San Diego, CA, USA) spherical iron oxide SC
ticles. In the case of the iron oxide single-core particle suspensions (ALP,
SHP), only those particles with core diameters larger than 20 nm are clear
Brownian particles. The FSR particle suspension shows a significant over-
lap of Brownian and Ne´el relaxation processes due to its broad particle size
distribution. In the following sections the samples are identified via the in-
troduced codes including the particle core diameter or length in nanometers
determined from TEM images. For instance, SHP25 represents the corre-
sponding iron oxide single-core particle from Ocean NanoTech with an mean
core diameter of 25 nm. In contrast, for the multi-core particles the given
value specifies the hydrodynamic diameter since an absolute core diameter
of the whole particle is hard to define. The preparation of the samples with
respect to the required sample volumes and concentrations is performed
with Reference® pipettes from Eppendorf AG (Hamburg, Germany).
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4.2 RMF measurement results
This section provides measurements of the phase lag and magnitude of the
different particle systems. These RMF measurement results are compared
with simulations and additional independent characterization techniques,
e.g. ACS, PCS or magnetization curve measurements. After the clarifica-
tion of the influence of the particle parameters on the phase lag and mag-
nitude, the influence of the sample temperature and the Ne´el relaxation is
examined. Finally a comparison with an alternating field excitation is pre-
sented. In all RMF measurements, the constant phase offset caused by the
measurement system is corrected. If it is beneficial for the presentation or
comparison, the magnitudes are normalized to their start values. The error
bars in the RMF measurements represent the standard deviation based on
five measurements. The dynamic viscosity of the water-based MNP suspen-
sions accords with the viscosity of water for small particle volume fractions
(φ < 0.01) [143]. Thus, the viscosity for the RMF simulations is calculated
based on the sample temperature. In general, the measurement results in
the figures are represented by markers. Solid lines describe simulation re-
sults based on a corresponding model. Dashed lines are guides to the eyes.
All RMF simulation results are based on the empirical model except the
one of sample ENP100, which are the direct result of a numerical solution
of the FPE. The distribution functions applied for the description of the
particle polydispersity are log-normal ones if not otherwise stated, e.g. for
the nanorod with its comparable large hydrodynamic size. The mentioned
concentrations of the samples in the presented measurements are either the
particle or the particle iron concentration with the unit g/L.
4.2.1 Particle parameters
The principle dependencies of the phase lag and magnitude of a MNP en-
semble were discussed in section 2: The phase lag is described by an inverse
tangent and the magnitude by a cosine curve progression as a function of the
product of RMF angular frequency and modified Brownian time constant.
With respect to the specific properties of the particles, unique progressions
are observed for the different investigated samples. Although two particles
possess the same mean magnetic moment and hydrodynamic size, different
measurement results can be obtained, if, for instance, the size distributions
differ. Thus, the measurement of the phase lag and magnitude of MNPs in
a RMF provides significantly particle parameter-dependent results.
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Particle system comparison
The phase lag and magnitude measurements of the different particle systems
in a 1 mT RMF are presented in Fig. 4.2. The effect of the different hydro-
dynamic sizes is clearly discernible. The nanorod sample NNR271 possesses
the quickest phase rise, followed by the multi-core particles BNF100 and
ENP100. The samples SHP40, ALP25 and ALP12 with the single-core par-
ticles exhibit a clearly reduced increase of the phase lag. Especially, the
phase lag of ALP12 rises only up to 2°. However, this is not a result of
its small hydrodynamic size. ALP12 is dominated by the Ne´el relaxation
due to its core diameter of only 12 nm. The phase lag of multi-core particle
FSR60 shows interestingly only a small maximum phase lag and crosses the
one of SHP40. The corresponding magnitudes are normalized to the mag-
nitude measured at 22 Hz. They show an analog behavior compared to the
phase lags. The particle with the smallest hydrodynamic size possesses the
slightest drop of the magnitude.
The principle dependencies of the phase lag and magnitude are apparent by
observing these measurement results and coincide with the theory. How-
ever, some observations need to be clarified in more detail: No measured
phase lag reaches 90°. The phase lags of BNF100 and ENP100 cross each
other and sample FSR60 exhibits for its hydrodynamic size a comparable
weak phase lag rise and magnitude drop. These findings are a direct result
of the hydrodynamic size distribution, which additionally affects the curve
progression [116], and the presence of small fast Ne´el particles in the solu-
tion with a significantly higher characteristic frequency. In the case of the
multi-core particle samples the amount of these superparamagnetic MNPs
increases from sample ENP100 to BNF100 and finally FSR60. The corre-
sponding k factors (see section 2.6) amount to 0.016 and 0.0375 for ENP100
and BNF100, respectively, for FSR60 it can not be determined due to the
broad size distribution and the resulting overlap of the Brownian and the
Ne´el particle contribution in the measured ACS. In contrast, the phase lag
of NNR almost saturates at 90°. This sample is totally dominated by the
Brownian relaxation process due to the pronounced shape anisotropy of the
nanorods and the corresponding huge anisotropy energy barrier. The phase
lag of the ALP25 sample is besides its hydrodynamic size additionally re-
duced by its carrier liquid. The viscosity of chloroform is approximately
half the value of the viscosity of water.
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Figure 4.2: Measured phase lags (i) and magnitudes (ii) as a function of fre-
quency of MNPs with different shapes and hydrodynamic sizes in 1 mT RMF.
The single magnitudes are normalized to the magnitude at 22 Hz. The approxi-
mately mean hydrodynamic diameters were determined for the spherical particles
by DLS/PCCS measurements. The sample temperatures range between 294 K
and 298 K. All samples are dissolved in an aqueous solution, except the ALP
particles which are dissolved in chloroform.
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Comparative simulations and measurements
In this section, the field-dependent RMF measurements of the ENP100,
SHP25 and SHP40 sample are compared with simulation results based on
particle parameters (magnetic moment, hydrodynamic size) which are de-
termined with additional measurement techniques. In addition, the field-
dependent RMF measurements of sample BNF80, BNF100 and NNR271
are presented and a fit with the RMF model is applied.
The average hydrodynamic diameter of the ENP100 particles was deter-
mined by DLS measurements and amounts 105 nm [140]. However, this
measurement was not performed in a temporal proximity to the RMF mea-
surements and it did not provide a reliable size distribution. Hence, the
complex AC susceptibility of the sample was measured and analyzed with
the corresponding model (section 1.2.4) incorporating a log-normal size dis-
tribution and taking into account the presence of the small Ne´el particles
in solution [107]. Fig. 4.3 presents this measurement in comparison to
the simulation results. The median hydrodynamic diameter d˜h and the
standard deviation σh amount to 120 nm and 0.26, respectively. The k
factor was found to be 0.016. The saturation magnetization of 270 kA/m
was determined with a vibrating sample magnetometer and a dried MNP
powder sample. Describing the multi-core by a single sphere, a size distri-
bution of the corresponding effective core diameter was estimated via the
measurement of the sample’s magnetization curve [107]. The determined
distribution yields a median core diameter d˜c and a corresponding standard
deviation σc of 48 nm and 0.01, respectively. Thus, the mean magnetic mo-
ment of the ENP100 particle is around 15.6 aAm2. With these parameters,
the response to a RMF with magnitudes of 1 mT, 2.5 mT, 5 mT and 7.5 mT
is simulated and compared with the measurements on the ENP100 sample.
The simulation results are based on a numerical solution of the FPE [107].
As one can see in Fig. 4.4, a good match between the simulations and mea-
surements is achieved. In addition, the influence of the field strength on the
phase lag and magnitude is illustrated in the results. An increase of the field
strength causes a reduced rise of the phase lag and drop of the magnitude.
Thus, a spreading of the measured curve progressions with the field strength
can be observed which is mainly affected by the particle magnetic moment.
The measured phase lags and magnitudes of the SHP25 and SHP40 sam-
ple in a 1 mT and 5 mT RMF are depicted in Fig. 4.5. In contrast to
ENP100, the maximum phase lag is not reached in the observed frequency
range, which is attributed to the smaller particle hydrodynamic size. Fur-
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Figure 4.3: (i) Measurement of the complex AC susceptibility of ENP100 sample.
The best fit between the measurements and simulation results was found for a
log-normal hydrodynamic size distribution with d˜h(σh) = 120 nm(0.26). (ii) The
k parameter amounts to 0.016 according with the ACS real part. The particle
concentration is 3 g/L. [107] © 2012, AIP Publishing LLC.
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Figure 4.4: Comparison of measured and simulated phase lags (i) and magni-
tudes (ii) of ENP100 sample in a RMF with different magnitudes. The simulation
parameters are based on the ACS and magnetization curve measurements in-
cluding log-normal distributions: d˜c(σc) = 48 nm(0.01), d˜h(σh) = 120 nm(0.26),
Ms = 270 kA/m, T = 293 K and k = 0.016. The particle concentration is 3 g/L.
[107] © 2012, AIP Publishing LLC.
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thermore, the spreading with the RMF magnitude is less pronounced than
for ENP100. Interestingly, for the single-core particle with the smaller core
diameter, the spreading is stronger which implies a larger magnetic mo-
ment. This observation tallies with previous findings which demonstrated
that reductive colloidal syntheses, e.g., iron-oleate decomposition, of iron ox-
ide nanoparticles can lead to a deteriorated saturation magnetization with
increasing particle core diameter [39]. In order to estimate the particle mag-
netic moment distribution of the two particle types, magnetization curves
of both samples with an iron concentration of 0.42 g/L were reconstructed
with the Langevin function applying SVD methodology [122]. The magnetic
moment distributions resemble log-normal size distributions with a median
magnetic moment m˜B and a standard deviation σB. For SHP25 one finds
m˜B(σB) = 1.6 aAm
2(0.7) and for SHP40 m˜B(σB) = 0.9 aAm
2(0.59) sup-
porting the spreading of the measured RMF phase lags. A good fit between
the RMF measurements and simulations based on the determined magnetic
moments is achieved with hydrodynamic diameter distributions with the
parameters d˜h(σh) = 35.6 nm(0.38) for SHP25 and d˜h(σh) = 44.5 nm(0.11)
for SHP40. The k factor amounts to 0.13 (SHP25) and 0.06 (SHP40) cor-
responding to the drop of the ACS real parts in Fig. 4.6. These ACS mea-
surements match additionally with simulation results based on the optimal
hydrodynamic size distribution for the RMF simulations. Supplementary
PCCS studies (see Fig. 4.7) yield for SHP25 and SHP40 log-normal size
distributions with d˜h(σh) = 40.3 nm(0.12) and d˜h(σh) = 44 nm(0.13), re-
spectively. Thus, the findings of the hydrodynamic sizes are supported by
the optical PCCS measurements. The deviations of the hydrodynamic di-
ameter of SHP25 is presumably the result of the necessary conversion of
the intensity weighted correlation function into a number weighted parti-
cle size distribution and the related errors (see section 1.2.2). In summary,
a significant match of the RMF measurements, simulations and additional
characterization methods can be found for two different types of nanopar-
ticles suspended in an aqueous solution. As a consequence the measured
field-dependent response of MNPs in a RMF can be analyzed with the em-
pirical model to estimate the magnetic moment and hydrodynamic size of
an unknown MNP suspension.
Fig. 4.8 illustrates the measured phase lags of the BNF80, BNF100 and
NNR271 samples for magnitudes of 1 mT to 5 mT. The most pronounced
spreading is found for the nickel nanorods, which possess not the largest core
volume but represent pure nickel single-core particles [144, 141]. The multi-
cores of the BNF particles have in contrast a reduced iron oxide density and
96 4 Results and discussion
40
30
20
10
0
f
 
/ °
500040003000200010000
frequency / Hz
 SHP40, 1mT
 SHP40, 5mT
 SHP25, 1mT
 SHP25, 5mT
(i)
10
100
1000
B S
 
/ n
T
500040003000200010000
frequency / Hz
(ii)
Figure 4.5: Measurement of phase lags (i) and magnitudes (ii) of SHP40 and
SHP25 sample in 1 mT and 5 mT RMF. The best fit of the simulation results was
found for SHP25 with m˜B(σB) = 1.6 aAm
2(0.45) and d˜h(σh) = 35.6 nm(0.38) and
for SHP40 with m˜B(σB) = 0.9 aAm
2(0.38) and d˜h(σh) = 44.5 nm(0.11). The k
parameters of 0.13 (SHP25) and 0.06 (SHP40) are based on ACS and the magnetic
moment on magnetization curve measurements. The temperature amounts to
294.5 K and the particle iron concentration of both samples to 1.25 g/L. [122]
© 2014, AIP Publishing LLC.
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Figure 4.8: Measured phase lag of sample (i) BNF80 and BNF100 as well as (ii)
NNR271 in 1 mT to 5 mT RMFs in comparison with simulation results. The
corresponding parameters are listed in Table 4.2. The iron concentrations of the
BNF80 and BNF100 sample amount to 13.7 g/L and 15 g/L, respectively.
consequently a deteriorated saturation magnetization. Thus, the magnetic
moments m˜B of 4.2 aAm
2, 8.8 aAm2 and 40 aAm2 from the RMF simulations
of sample BNF80, BNF100 and NNR271, respectively, display reasonable
parameters. The magnetic moment of sample NNR271 matches with mag-
netization curve measurements on similar nickel nanorods synthesized by the
same current-pulsed electrodeposition process [44, 95]. A summary of all
RMF simulation parameters is presented in Table 4.2. The k factors were
determined from the real parts of the corresponding ACS measurements.
The hydrodynamic sizes of BNF80 and BNF100 were additionally investi-
gated with PCCS, which yields hydrodynamic diameters of 98 nm (BNF80)
and 118 nm (BNF100) and match with the found RMF parameters. The
exact hydrodynamic size determination of rod-shaped particles with pho-
ton correlation spectroscopy based methods displays a challenging task due
to the indirect measurement approach via the particle diffusion coefficient
[145]. Thus, this analysis was not performed for sample NNR271.
4.2.2 Temperature
The sample temperature, which can be controlled via the sample holder
(see section 3.2.5), influences the dynamic response of the suspended MNPs
to rotating magnetic fields via different relations: Firstly, the Langevin pa-
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Table 4.2: Summary of RMF simulation parameters. The magnetic moments
and hydrodynamic sizes are described by log-normal distribution functions except
sample NNR271 which is described by a normal one.
sample m˜B(σB) d˜h(σh) L˜h(σh) k T
BNF80 4.2 aAm2(0.17) 99.8 nm(0.21) - 0.075 298.5 K
BNF100 8.8 aAm2(0.14) 117.8 nm(0.2) - 0.0375 298.5 K
ENP100 15.6 aAm2(0.03) 120 nm(0.26) - 0.016 293 K
NNR271 40 aAm2(10 aAm2) 42 nm(13.5 nm) 290 nm(61.3 nm) 0 298.5 K
SHP25 1.6 aAm2(0.45) 35.6 nm(0.38) - 0.13 294.5 K
SHP40 0.9 aAm2(0.38) 44.5 nm(0.11) - 0.06 294.5 K
rameter directly incorporates the temperature. For instance, an increasing
temperature decreases M(H,ω) for a constant H and ω = 0 in accordance
with the Langevin function. In addition, the Brownian time constant is
affected directly by the temperature and indirectly via the temperature
dependence of the solution’s viscosity. Thus, the frequency-dependent be-
havior of M(H,ω) is influenced by T . Fig. 4.9 displays the measured phase
lag and magnitude of sample SHP25 in a 1 mT RMF for 303 K, 318 K and
333 K. One can clearly see the decrease of the magnitude with increasing T
as well as the shallower phase lag rise and magnitude drop. The simulations
with the RMF model show for 303 K still a good match with the mea-
surements. However, with increasing temperature a discernible deviation is
observed, especially for the phase lag measurements. This observation can
be explained by the temperature-induced transition of Brownian to Ne´el
particles which is not considered by the applied model. Fig. 4.10 (i) depicts
a comparison of τB and τN as a function of T for an iron-oxide single-core
particle with a core diameter dc of 25 nm, a hydrodynamic diameter dh of
35 nm and an effective anisotropy constant of 20 kJ/m3 suspended in water.
In this case, the particle is dominated by the Brownian relaxation process
over the whole temperature range from 270 K to 470 K due to its shorter time
constant. The assumed Keff of 20 kJ/m
3 [146] represents a suitable value
for spherical iron oxide single-core particles since they possess a non-perfect
spherical shape, e.g. a prolate spheroid with an axial ratio larger than one.
However, Keff reduces significantly with decreasing axial ratio [147]. Thus,
a comparison of τB and τN with a reduced Keff of 5 kJ/m
3 is shown in Fig.
4.10 (ii). In addition, the same calculation was performed for reduced dc and
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Figure 4.9: Temperature-dependent measurement of phase lag and magnitude of
sample SHP25 in 1 mT RMF. The simulation parameters are listed in Table 4.2.
The particle iron concentration amounts to 0.625 g/L.
dh which can be found for such particles due to their size distribution and
synthesis-dependent polydispersity (4.10 (iii)). These calculations give a
reasonable explanation for the temperature-induced transition of Brownian
to Ne´el particles.
4.2.3 Ne´el relaxation
The focus of this work lies on the investigation of the rotational dynamics of
Brownian particles. These MNPs enable the realization of a homogeneous
bioassay which is directly based on the particle dynamics. The dynamics of
MNPs dominated by the Ne´el relaxation is not affected by target molecules
which are independently bound to the particle surface. Only an induced
clustering effect could have an impact on the dynamics due to interactions
between the particles. Here, RMF measurements of two different ALP par-
ticles suspended in chloroform (mobile) and fixed in a matrix of gypsum
(immobile) are presented (Fig. 4.11). These measurements illustrate the
change of the MNP dynamics in a RMF when the Brownian rotation of
the particle is totally hindered by an immobilization process and, thus, an
internal rotation of the particle magnetic moment is induced by a RMF.
For sample ALP12, only a slight difference is observable between the mobile
and immobile measurement results. Apparently, the mobile ALP12 sample
is also dominated by the Ne´el relaxation and only a small amount of parti-
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Figure 4.10: Comparison of τB and τN as a function of T for (i) common set of
SHP25 parameters, (ii) reduced Keff and (iii) reduced dc and dh.
cles in solution changes its dynamic response due to the immobilization. In
contrast, significant changes occur for sample ALP25. The shallow linear
phase lag rise transforms into a non-linear behavior with a stronger rise at
low frequencies and a reduced rise at higher frequencies. The magnitude
possesses a dramatic decrease at low frequencies which follows for higher
frequencies the trend of the mobile sample’s magnitude. These changes
are caused by the significantly higher Ne´el time constant of particles which
are dominated in the suspended state by the Brownian relaxation (see Fig.
4.10 (i)). The slight phase lag rise and magnitude drop of ALP25 for the
higher frequencies is attributed to the amount of permanent Ne´el particles
in solution. In the case of small Langevin parameters (ξ  1) the dynamic
response of Ne´el particles to rotating magnetic fields can be described by
the Debye model for the AC susceptibility since it coincides with the RMF
dynamics (see section 2). For larger Langevin parameters an additional
analysis with the FPE or other approaches is required [119].
4.2.4 Rotating and alternating field
This section provides a comparison of measurements and simulations of the
dynamic response of the ENP100 particles to alternating (ACF) and rotat-
ing magnetic fields for ξ > 1. The dynamic response is primarily described
by the phase lag, which can be calculated for an ACF with the same formula
as for a RMF (Eq. 2.27). The ENP100 sample is identical with the sample
from Fig. 4.4.
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Figure 4.11: Measured phase lag and magnitude of mobile and immobile ALP12
and ALP25 sample in 1 mT RMF. The particle iron concentration amounts to
3.9 g/L.
“One general difference between the two magnetic field types is the depen-
dence of the phase lag on the magnetic field magnitude, which is significantly
larger for the rotating field mode (see Fig. 4.12 (ii)). This results in a higher
spreading of the measured phase lags for different magnitudes in the rotating
field. On the other hand, the measurement and simulation results for 1 mT
indicate the mentioned analogy of RMF and ACF for small values of ξ since
the particles show nearly the same dynamic behavior for both field types.
In this case, the phase lag spectrum is solely determined by the distribution
of the hydrodynamic sizes via the Brownian time constant. The observed
magnitudes of the sample’s magnetic flux density do not show noticeable
differences for the peak value. In contrast, the time signals measured by the
individual fluxgate sensors exhibit a different shape for the alternating and
the rotating magnetic field type (see Fig. 4.12 (ii)). Whereas the signals in
the alternating field show distinct deviations from a sinusoidal shape as a
consequence of the nonlinearity of the magnetization curve [62], the rotating
field components follow a sinusoidal dependence. One important difference
between both field types is that the magnitude of the magnetic field vector
aligning the MNPs remains constant for the rotating magnetic field, so that
higher harmonics do not contribute to the signal [107].
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Figure 4.12: (i) Measurement results of phase lag of sample ENP100 in ACF and
RMF with 1 mT and 5 mT magnitude in comparison with simulations based on
parameters from Table 4.2. (ii) Measured time signal of BS for ω/2pi = 100 Hz
and µ0H = 5 mT in ACF and RMF in comparison with normalized simulation
results. [148] © 2012 IEEE.
Regarding the real and imaginary part of the sample’s magnetic flux density,
the change from an alternating to a rotating magnetic field is also visible. In
Fig. 4.13 (i) the increase of the ACF magnitude from 1 mT to 5 mT causes
a shift of the maximum in the imaginary part by about 750 Hz towards
higher frequencies as well as a general increase of the real and imaginary
part magnitude. For the RMF (see Fig. 4.13 (ii)) the shift is with about
2 kHz much higher than for the ACF. The measured susceptibility spectra
can be well described by theory. The shift of the maximum of the imaginary
part is caused by the field dependence of the Brownian time constant in
the nonlinear regime [107]. Comparing the curve shapes of the real and
imaginary part in the ACF and RMF with a 5 mT magnitude, a noticeable
wider spreading (logarithmic scale) but lower magnitude is observed for the
latter mode, indicating that MNPs can follow the rotating field to higher
frequencies. These observations are valid for the different particle types.
However, the effect strongly depends on the magnetic moment which is
incorporated by the Langevin parameter.” (Dieckhoff et al. [148] © 2012,
IEEE) Thus, for the samples SHP25 and SHP40 only slight differences are
observable between the ACF and RMF measurement results which were
performed with the developed system.
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Figure 4.13: Measurement results of B′S and B
′′
S of sample ENP100 in ACF (i) and
RMF (ii) with 1 mT and 5 mT magnitude in comparison with simulations based
on parameters from Table 4.2. [148] © 2012 IEEE.
4.3 Bioassay model system
This section provides measurements of MNPs functionalized with two dif-
ferent biological interaction systems. The one is based on the specific recog-
nition and coupling of protein G to the Fc region of an immunoglobulin
G (IgG), the other one is based on the specific interaction of streptavidin
and biotin, which is known as one of the strongest non-covalent biological
bindings. These systems are applied to investigate the general principle of
a RMF based homogeneous bioassay, to compare a RMF with an ACF ex-
citation, to demonstrate the possibilities of a quantitative target molecule
detection and to analyze the influence of different particle systems. In ad-
dition, the influence of the binding reaction process on the bioassay results
and the applicability of the RMF measurement for the determination of the
corresponding parameters, e.g. the binding reaction’s association constant,
are presented. Finally, a first quantitative detection of the medical relevant
biomarker HER2 with the RMF system is discussed.
The following MNPs are applied for these studies: The SHP particles func-
tionalized with protein G (SHP-G) and streptavidin (SHP-S) are dis-
tributed by Ocean NanoTech (San Diego, CA, USA) with the product name
IPG and SHS, respectively. The BNF particles with a streptavidin capped
shell (BNF-S) are provided by micromod Partikeltechnologie GmbH (Ros-
tock, Germany). The FSR particles functionalized with streptavidin (FSR-
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S) are manufactured by nanoPET Pharma GmbH (Berlin, Germany). The
target antibody for the protein G based experiments is the HRP goat anti-
Human IgG Fc (HRP-IgG) with an average molecular weight of 270 kDa
from ImmunoChemistry Technologies (Bloomington, MN, USA). As bind-
ing molecules for the streptavidin functionalized MNP experiments the bi-
otinylated IgGs anti-human alpha-fetoprotein (AFP-IgG) and anti-human
HER-2 (HER2-IgG) purchased from ebioscience (Frankfurt, Germany) are
applied. They possess a molecular mass of approximately 150 kDa and are
coated with biotin.
The constant phase offset caused by the RMF system is corrected for all fig-
ures. The error bars in the RMF measurements represent the standard devi-
ation based on five measurements. The dynamic viscosity of the MNP sus-
pensions is calculated based on the sample temperature. The measurement
results in the figures are represented by markers. Solid lines describe simu-
lation results based on the corresponding model. Dashed lines are guides to
the eyes. All RMF simulation results are based on the empirical model ex-
cept the simulations for the ENP100 and SHP35 particles. They are based
on a numerical solution of the FPE. The distribution functions applied for
the description of the particle polydispersity are log-normal ones. The men-
tioned concentrations of the samples in the presented measurements are the
particle concentrations with the unit nM (nmol/L) since for the investiga-
tion of the binding effects the number of particles is important and not the
iron or particle mass per sample.
The principle of the homogeneous bioassay based on the dynamics of MNPs
in rotating magnetic fields was described in section 1.3.2. Fig. 4.14 (i)
recalls this principle which facilitates the quantitative detection of target
molecules bound to the particle surface via the measurement of the phase
lag change ∆ϕ. This change is the result of the subtraction of the phase
lag before from the phase lag after the addition of the solution which con-
tains the target molecules to quantify. In addition, Fig. 4.14 depicts the
measurement of the phase lag as a function of time (i) and frequency (ii)
for particle SHP-G40 binding to HRP-IgG antibodies in solution. The par-
ticle concentration amounts to 13 nM and the antibody concentration to
61.4 nM. The time-dependent measurement clarifies that the change of the
phase lag after the addition of the target molecule solution requires some
time to reach its final value. This measurement enables additionally the
analysis of the binding kinetics. In the frequency-dependent measurement
one can see that the phase lag change depends additionally on the exact
frequency value. The analysis of the phase lag for the bioassay realization
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Figure 4.14: Measured phase lag as a function of time (i) and frequency (ii)
for SHP-G40 particle. The phase lag changes due to bound antibodies (HRP-
IgG). In the time measurement the antibody solution is injected after 30 s. The
RMF frequency amounts to 2 kHz. The parameters of the frequency-dependent
RMF simulations are m˜B(σB) = 0.9 aAm
2(0.38), k = 0.06 and T = 294.5 K.
The hydrodynamic diameter is changing from d˜h,1(σh,1) = 52.2 nm(0.11) to
d˜h,2(σh,2) = 66.8 nm(0.15). The particle and the IgG concentration amount to
13 nM and 61.4 nM, respectively.
is beneficial since it does not depend on the particle concentration, which
can change due to the addition of the target molecule solution.
4.3.1 Excitation field dependence
The different responses of MNPs to alternating and rotating magnetic fields
(see section 4.2.4) consequently results in differing physical effects (∆ϕ) of
the phase lag based bioassay principle. Simulations carried out for two dif-
ferent particle systems clarify these differences:
“A highly sensitive homogeneous bioassay requires a strong effect of the
binding molecules on the dynamic behavior of the particles. In our case,
a high phase lag change is desirable, which is influenced by the change
of the particle’s hydrodynamic diameter. In order to model a binding as-
say where small biomolecules such as tumor-specific markers are detected,
a 5 nm increase of the hydrodynamic diameter is assumed caused by an
equally distributed specific binding of several biomolecules to the MNPs
functionalized shell. In Fig. 4.15, the related phase lag change caused by
the increase of the particle shell is shown for the parameters of the ENP100
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sample under ideal conditions (σB = 0, σh = 0, k = 0) and various ACF and
RMF magnitudes. Each curve has a maximum value at a specific frequency
corresponding to a maximum sensitivity of the binding detection. Whereas
the curves of the alternating and rotating magnetic field for 0.13 mT do not
show a noticeable difference, for higher field amplitudes the curve maxima
differ more and more in their height and frequency position. For 5.2 mT,
the RMF exhibits a maximum phase lag change of 18° at 1.9 kHz, whereas
for the ACF a maximum phase lag change of 9° at 0.9 kHz is obtained. In
addition to the advantage of the measurement of the phase lag as a quantity
which is ideally independent of the MNP concentrations, measurements in
the RMF offer a higher sensitivity for the realization of bioassays. Due to
the fact that smaller magnetic nanoparticles are more affected by the change
of their hydrodynamic diameter, simulations of the phase lag change for the
parameters of the SHP35 sample are depicted in Fig. 4.16 (caption displays
particle parameters). The magnetic field dependence of the phase lag for
these particles is relatively weak caused by their small magnetic moments.
However, the particles possess under ideal conditions (σB = 0, σh = 0,
k = 0) already for 5 mT a relatively large phase lag change, which has a
maximum of about 20° and differs for the rotating and alternating magnetic
field by more than 2°. By assuming a lognormal size distribution and a
contribution of fast small Ne´el particles in the sample solution, the phase
lag changes of the particles in both field types decrease, but still exhibits
a well measurable value and a noticeable difference in their maxima. The
frequency position of the maximum phase lag change, which is important
for the realization of the bioassay, is almost not affected by the introduction
of a size distribution.” (Dieckhoff et al. [148] © 2012, IEEE)
These simulated findings are supported by measurements on SHP-G parti-
cles with core diameters of 25 nm, 30 nm and 40 nm interacting with anti-
bodies (HRP-IgG) in solution. The protein-to-MNP ratio r represents the
relation of the antibody to the MNP concentration.
“The phase lag changes ∆ϕ of the three MNP types caused by bound IgG
with r values of 3.7 and 4.7 are calculated from the ϕ curvatures, which are
measured in a RMF and ACF with 1 mT and 5 mT magnitudes (Fig. 4.17).
These ∆ϕ curvatures possess a different width, maximum value ∆ϕmax and
frequency position depending on the particle type. The differences between
the MNPs are mainly caused by the varying magnetic moments and hy-
drodynamic sizes. In addition, especially for the 25 nm particles, a small
particle size can cause a transition from the Brownian to the Ne´el relax-
ation process due to the increased Brownian time constant after binding. A
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detailed description of the influence of the various parameters is given by
Dieckhoff et al. [122] (see section 4.3.2).
In a 1 mT RMF and ACF, the ∆ϕ curvatures of each particle size barely
differ from each other. Here, the ξ parameters based on mB determined by
RMF fits with the empirical model are smaller or around one: ξ25nm,1mT =
0.4, ξ30nm,1mT = 1.33 and ξ40nm,1mT = 0.22. Consequently, no significant
difference between the RMF and ACF is expected. The small ξ40nm,1mT
and therefore decreased saturation magnetization of single core MNPs with
increasing core size coincides with previous findings [39]. By increasing
the field amplitude to 5 mT, differences are observable between the RMF
and ACF (Fig. 4.17 (ii)), at least for the 25 nm and 30 nm particles.
This is also reflected by the corresponding ξ parameters: ξ25nm,5mT = 2,
ξ30nm,5mT = 6.65 and ξ40nm,5mT = 1.1. For the 25 nm MNP, ∆ϕmax rises
from ACF to RMF only by 0.5°, whereas the 30 nm MNPs exhibit a stronger
rise of more than 1.5°. The exact value for the 30 nm MNPs cannot be deter-
mined with the RMF setup since the measurement range is limited to 5 kHz
caused by the fluxgate bandwidth. Another observable effect in a RMF,
that was predicted in [148], is the shift of ∆ϕmax to higher frequencies com-
pared to an ACF. The crossing of the ACF and RMF ∆ϕ curvatures for
the same MNP type (Fig. 4.17 (ii)) represents a direct consequence of this
shift. The frequently used air coils for the measurement of MNP dynamics
significantly benefit from higher frequencies since their signal-to-noise ratio
increases with frequency. Moreover, the growing width of ∆ϕmax enables a
wider range of RMF frequencies with a ∆ϕ close to ∆ϕmax. The apparent
negative phase lag changes for the 30 nm particles at low frequencies (Fig.
4.17 (ii)) are caused by experimental errors.” (Dieckhoff et al. [149] ©2014,
AIP Publishing LLC)
Another question that was discussed in the same context is the further im-
provement of the bioassay’s physical effect with increasing RMF magnitude
and frequency:
“The arising question, how far the sensitivity can be improved by increasing
H is answered by simulations of ∆ϕ. These simulations are performed for
the parameters of the 30 nm particle, which shows the best capability to fur-
ther increase ∆ϕ. Fig. 4.18 (i) depicts the contour plot of the simulated ∆ϕ
as a function of the RMF frequency and magnitude. The highest sensitivity
is found around 4 mT at 7.5 kHz and decreases with further increasing H.
This effect is explained by the broad hydrodynamic size distribution of the
functionalized MNPs. Assuming a MNP sample with the same set of param-
eters but a narrower hydrodynamic size distribution, σh,1 = σh,2 = 0.15, a
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further increase of the sensitivity can be observed (4.18 (ii)). The phase lag
change in general rises and the change of ∆ϕmax with H becomes more pro-
nounced. Here, the highest sensitivity is found around 7 mT at 12.25 kHz.
Similar findings were simulated and measured with an optical detection sys-
tem for nickel nanorods in rotating magnetic fields [95].” (Dieckhoff et al.
[149] © 2014, AIP Publishing LLC)
4.3.2 Quantitative detection
The aim of the RMF bioassay principle is not only to detect the target
molecules but also to quantify the amount in solution. Hence, measurements
with the SHP-G25 and SHP-G40 particles and different concentrations of
the HRP-IgG were performed. This section provides a summary of these
results:
“In order to verify the quantitative detection of proteins with this detection
approach, two IgG concentration series with the 40 nm and 25 nm protein G
functionalized nanoparticles (Table 4.3 and Table 4.4) were measured with
the RMF setup. Fig. 4.19 (i) and Fig. 4.20 (i) depict for each sample the
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Figure 4.17: Measurement of ∆ϕ in 1 mT (i) and 5 mT (ii) ACF and RMF with
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Figure 4.18: Contour plot of ∆ϕ (°) as a function of RMF frequency and magnitude
based on simulations for SHP30 sample with protein G functionalization. (i) The
particle parameters are based on RMF measurements: m˜B(σB) = 5.5 aAm
2(0.05),
k = 0.055 and T = 300 K. The hydrodynamic diameter dh increases from
d˜h,1(σh,1) = 44.3 nm(0.3) to d˜h,2(σh,2) = 60 nm(0.29). (ii) Simulation with nar-
rower hydrodynamic size distribution: d˜h,1(σh,1) = 44.3 nm(0.15) and d˜h,2(σh,2) =
60 nm(0.15). [149] © 2014, AIP Publishing LLC.
110 4 Results and discussion
measured phase lag spectrum in a 1 mT rotating magnetic field. The shal-
lowest rise can be seen for the bare particles without protein G because of
their smaller hydrodynamic size. The functionalized particles exhibit a rise
of the phase lag curvatures with increasing IgG concentration indicating the
rising number of bound antibodies. Finally, this growth begins to saturate
indicating the maximum possible protein binding to the particle surface. By
comparing the 40 nm and 25 nm particles, one can observe that the 25 nm
samples (Fig. 4.20 (i)) possess an overall shallower phase lag curvature,
because their mean hydrodynamic size is smaller and the magnetic moment
is bigger.
Fitting these phase lag measurement results with the theoretical model and
the magnetic moment parameters from the particle characterization, a rea-
sonable agreement is achieved for the 40 nm samples (Fig. 4.19 (i)) and at
least up to 2.5 kHz for the 25 nm samples (Fig. 4.20 (i)). The deviations
above 2.5 kHz for the 25 nm particle samples with a high IgG concentra-
tion can be caused by Brownian particles undergoing a transition to Ne´el
particles which is not taken into account by the model. Here, the growing
hydrodynamic size increases the Brownian time constant τB which can ex-
ceed τN. The 40 nm particles are less affected by this possible transition
because their Ne´el time constant τN is several orders of magnitude higher
due to the exponential dependence on the magnetic core volume. In gen-
eral, the theoretical description of the magnetization’s rotational dynamics
for nanoparticles exhibiting an effective time constant τeff (influenced by
Brownian and Ne´el relaxation) is still an ongoing research. The fitting pa-
rameters of the hydrodynamic sizes including a log-normal size distribution
well represent the hydrodynamic growth. For the 40 nm samples the median
hydrodynamic diameter d˜h(σh) rises from 44.5 nm(0.11) to 76.5 nm(0.10). In
contrast, the 25 nm samples exhibit a d˜h(σh) increasing from 35.6 nm(0.38)
to 63.0 nm(0.41). In Table 4.5 and Table 4.6 the hydrodynamic diameters
of all samples are listed and compared with the hydrodynamic diameters
determined by a PCCS analysis of the corresponding samples. The PCCS
hydrodynamic size distribution is converted into a number-weighted one and
fitted with a log-normal size distribution allowing a direct comparison of the
PCCS and RMF results. The determined hydrodynamic median values of
both methods show the same trend for the growth of the hydrodynamic
diameter. They differ from each other in the range of some nanometers
reflecting the measurement uncertainties. Only the 40 nm sample with the
highest antibody concentration shows a significant deviation of about 10 nm.
Regarding the width of the size distribution, the PCCS and RMF results
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are in accordance for the 40 nm samples, the widths of the 25 nm samples
obtained from the RMF measurements are significantly wider. Here, the de-
viation between the RMF measurement and simulation results above 2.5 kHz
(Fig. 4.20 (i)) is one explanation. In addition, the necessary conversion of
the intensity weighted correlation function into a number weighted particle
size distribution [67] causes errors in the PCCS results regarding the deter-
mination of size distributions.
For the realization of a bioassay, the phase lag change ∆ϕ = ϕ2 − ϕ1 is the
measurement effect. Fig. 4.19 (ii) and Fig. 4.20 (ii) illustrate the spectra
of this value based on the previously described phase lag measurement and
simulation results. The reference sample for each series representing the
initial phase lag ϕ1 is the protein G particle with a protein concentration of
0 nM (G0). Each ∆ϕ curve possesses a maximum ∆ϕmax that reduces with
decreasing IgG concentration. For the 40 nm particle samples, the maxima
are located at 1.5 kHz and range up to 25°. In the case of the 25 nm particle
samples, the maxima range only up to 12° and shift with a decreasing IgG
concentration from 1.5 kHz to 5 kHz, whereas the frequency range of the
∆ϕ curves becomes much wider than for the 40 nm particle. This provides
the possibility to perform binding experiments at a single frequency with-
out a frequency sweep and nevertheless achieving a high measurement effect
(∆ϕ). The observed phase lag changes even for target protein concentra-
tions lower than the particle concentrations are well measureable except for
G0.02 and G0.19 (both SHP-G40).” (Dieckhoff et al. [122] © 2014, AIP
Publishing LLC)
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Figure 4.19: Measurement results of phase lag (i) and corresponding phase lag
change (ii) for protein functionalized SHP40 with different IgG concentrations for
a 1 mT RMF. Simulations are based on following parameters: m˜B = 0.9 aAm
2,
σB = 0.38, k = 0.06 and T = 294.5 K. The median hydrodynamic diameters and
standard deviations are listed in Table 4.5. The legend displays the protein-to-
MNP ratios. [122] © 2014, AIP Publishing LLC.
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Figure 4.20: Measurement results of phase lag (i) and corresponding phase lag
change (ii) for protein functionalized SHP25 with different IgG concentrations for
a 1 mT RMF. Simulations are based on following parameters: m˜B = 1.6 aAm
2,
σB = 0.45, k = 0.13 and T = 294.5 K. The median hydrodynamic diameters and
standard deviations are listed in Table 4.6. The legend displays the protein-to-
MNP ratios. [122] © 2014, AIP Publishing LLC.
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Table 4.3: Parameters of protein G func-
tionalized 40 nm iron oxide particle sam-
ples with different protein-to-MNP ra-
tios. [122]©2014, AIP Publishing LLC.
40 nm c(MNP) c(IgG) ratio c(Fe)
G37.7 6.5 nM 247 nM 37.7 0.46 mgmL
G9.1 13.5 nM 123 nM 9.10 0.96 mgmL
G4.7 13 nM 61.4 nM 4.72 0.93 mgmL
G1.88 13 nM 24.4 nM 1.88 0.93 mgmL
G0.63 13 nM 8.2 nM 0.63 0.93 mgmL
G0.19 13 nM 2.5 nM 0.19 0.93 mgmL
G0.02 13 nM 0.26 nM 0.02 0.93 mgmL
G0 17.5 nM - - 1.25 mgmL
Table 4.4: Parameters of protein G func-
tionalized 25 nm iron oxide particle sam-
ples with different protein-to-MNP ra-
tios. [122]©2014, AIP Publishing LLC.
25 nm c(MNP) c(IgG) ratio c(Fe)
G37.7 13 nM 494 nM 37.7 0.22 mgmL
G9.4 13 nM 123 nM 9.40 0.22 mgmL
G4.7 13 nM 61.4 nM 4.72 0.22 mgmL
G1.88 13 nM 24.4 nM 1.88 0.22 mgmL
G0.63 13 nM 8.2 nM 0.63 0.22 mgmL
G0.19 13 nM 2.5 nM 0.19 0.22 mgmL
G0.06 13 nM 0.81 nM 0.06 0.22 mgmL
G0 73.9 nM - - 1.25 mgmL
Table 4.5: Median hydrodynamic diame-
ter and standard deviation d˜h(σh) of IgG
concentration series with 40 nm particle
determined by RMF and PCCS mea-
surements. [122] © 2014, AIP Publish-
ing LLC.
40 nm RMF PCCS
G37.7 76.5 nm(0.10) 66.3 nm(0.14)
G9.4 69.5 nm(0.16) 63.4 nm(0.14)
G4.7 66.8 nm(0.15) 63.3 nm(0.12)
G1.88 59.3 nm(0.15) 53.7 nm(0.13)
G0.63 54.7 nm(0.14) 51.0 nm(0.11)
G0.19 52.5 nm(0.13) 47.5 nm(0.13)
G0.06 51.6 nm(0.12) 49.2 nm(0.12)
G0 52.2 nm(0.11) 47.3 nm(0.13)
bare 44.5 nm(0.11) 44.0 nm(0.13)
Table 4.6: Median hydrodynamic diame-
ter and standard deviation d˜h(σh) of IgG
concentration series with 25 nm particle
determined by RMF and PCCS mea-
surements. [122] © 2014, AIP Publish-
ing LLC.
25 nm RMF PCCS
G37.7 63 nm(0.41) 66.4 nm(0.13)
G9.4 62.5 nm(0.41) 63.2 nm(0.13)
G4.7 59.1 nm(0.41) 58.6 nm(0.13)
G1.88 55.6 nm(0.39) 55.0 nm(0.13)
G0.63 48.4 nm(0.39) 49.3 nm(0.13)
G0.19 44.0 nm(0.40) 47.2 nm(0.12)
G0.06 42.2 nm(0.38) 43.3 nm(0.13)
G0 40.8 nm(0.38) 45.2 nm(0.13)
bare 35.6 nm(0.38) 40.3 nm(0.12)
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In addition, a discussion of these results based on a fit with a logistic function
(see section 1.3.4) was presented:
“Fig. 4.21 depicts the phase lag change ∆ϕ2 kHz measured at 2 kHz as a
function of the target protein-to-MNP ratio r for the two MNP types. The
data points are fitted with a logistic function given by
∆ϕ2 kHz =
∆ϕlow −∆ϕhigh
1 +
(
r
rhalf
)α + ∆ϕhigh. (4.1)
The ratio r reflects the protein concentration since almost all measurements
were performed at the same MNP concentration. The symbols ∆ϕlow and
∆ϕhigh are the minimum and the maximum values of ∆ϕ2 kHz, respectively.
For the fitting, ∆ϕlow is set to 0°. The r value at the half of the maximum
phase lag change ∆ϕ = (∆ϕhigh − ∆ϕlow)/2 is represented by rhalf . The
fit results for both particles are displayed in Fig. 4.21 and the parameters
are given in the figure caption. These fits demonstrate the calibration of
the proposed bioassay, which enables the quantitative determination of the
target protein concentration via the measurement of ∆ϕ. With both parti-
cle types a quantitative detection of the investigated protein concentrations
lower than the MNP concentrations is demonstrated. However, some differ-
ences between the two MNP types are visible.
By comparing the two logistic functions, one can see that the phase lag
change ∆ϕsat = ∆ϕlow − ∆ϕhigh of the 25 nm particles is half the value
of the 40 nm particles. This decreased phase lag change ∆ϕsat is plausible
due to the broader size distribution of the 25 nm particles and their more
probable transition from a Brownian to a Ne´el relaxation dominated par-
ticle. The negative effect of a broader size distribution on the phase lag
change was demonstrated by simulations [148]. In addition, Ne´el particles
do not change their phase lag due to bound proteins, but still contribute
to the measured BS signal. So, the higher amount of nanocrystals (higher
k factor) in the 25 nm particle suspension further decreases ∆ϕsat. Taking
into account the half-logarithmic presentation of the logistic functions, the
40 nm particles possess also the broader measurement range with respect to
r. The larger particle surface and consequently increased number of bind-
ing sites on the bigger particles still enable the binding of target proteins
when the small particles are already fully covered by proteins. On the other
hand, the logistic function of the 25 nm particles is shifted towards lower r
values reflected by the five times smaller rhalf parameter (rhalf,40 nm = 4.3,
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rhalf,25 nm = 0.8). Considering the logarithmic representation of r in Fig.
4.21, the highest sensitivity is found in the logistic function of the 25 nm par-
ticles for r values around rhalf . The smaller hydrodynamic volume, which
in average grows stronger with an increasing r, explains the shift and the
higher sensitivity. In this context, Fig. 4.22 presents the change of the hy-
drodynamic diameter ∆dh as a function of the phase lag change ∆ϕ2 kHz for
the two IgG concentration series. In a first approximation, ∆dh increases
linearly with ∆ϕ2 kHz and the 25 nm particle possesses the stronger increase.
Consequently, the stronger growth of ∆dh with an increasing r for the 25 nm
particle can be seen in Fig. 4.21.
In summary, Brownian nanoparticles with a time constant τB  τN and a
narrow hydrodynamic size distribution are favorable as a test system for the
proposed bioassay. This can be achieved by single cores with high Keff and
high dc resulting in an increased τN. However, high dc also causes large dh.
Thereby, the sensitivity decreases and the lowest measureable r increases.
In the case of the investigated single core iron oxide MNPs, the optimal dc
lies between the analyzed 25 nm and 40 nm. The particle magnetic moment
has no direct influence on the measurement range regarding r, but affects
the height of the measurement effect and the corresponding optimal RMF
frequency [148].” (Dieckhoff et al. [122] © 2014, AIP Publishing LLC)
In addition to the published frequency-dependent measurement results [122]
presented in the previous paragraph, real-time measurements of the phase
lag during the injection of the antibody solutions were performed. Fig. 4.23
displays these measurements for the (i) SHP-G40 and (ii) SHP-G25 IgG
concentration series in a RMF with a magnitude of 1 mT and frequency of
2 kHz. For both samples a rise of the phase lag after the injection of the
IgG solution is observed. Thereby, the final value of the phase lag change
increase with the IgG concentration. For SHP-G40 no significant difference
between the samples G0, G0.02 and G0.19 exists which is in accordance
with the frequency-dependent measurements. For SHP-G25 a saturation of
the phase lag rise and maximum value can be seen for G37.7 and G9.40.
The average time constant of the binding kinetics of these experiments is in
the range of a few minutes. This enables a quick quantitative detection of
the bound target molecules.
4.3.3 Binding reaction analysis
In the previous sections the influence of the magnetic field excitation and
varying target molecule concentrations on the phase lag change was inves-
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Figure 4.21: Measured phase lag change
in a 2 kHz RMF with 1 mT magnitude
as a function of the ratio r for the
25 nm and 40 nm particle IgG concen-
tration series. Fit with logistic func-
tion with parameters: ∆ϕlow,40 nm =
0°, ∆ϕhigh,40 nm = 27.4°, rhalf,40 nm =
4.3, α40 nm = 1.1, ∆ϕlow,25 nm = 0°,
∆ϕhigh,25 nm = 12.7°, rhalf,25 nm = 0.8
and α25 nm = 1.1.[122] © 2014, AIP
Publishing LLC.
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Figure 4.22: Hydrodynamic diameter
growth as a function of the phase lag
change in a 2 kHz RMF with 1 mT mag-
nitude for the 25 nm and 40 nm particle
IgG concentration series. The hydrody-
namic growth and phase lag change are
based on simulations from Fig. 4.20 and
Fig. 4.19. The lines represent a linear
regressions of the hydrodynamic growth
as a function of the phase lag change.
[122] © 2014, AIP Publishing LLC.
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Figure 4.23: Measured phase lag as a function of time for SHP-G40 (i) and SHP-
G25 (ii) IgG concentration series (Table 4.3 and Table 4.4) in a RMF with a
magnitude of 1 mT and frequency of 2 kHz. The antibody solutions are injected
after 30 s.
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tigated. In this section, the impact of the particle concentration on ∆ϕ is
studied, which is directly influenced by the underlying binding reaction. Fi-
nally, this bioassay principle is applied to estimate the association constant
Ka of the given binding reaction and the number of receptor proteins on the
particle surface Ncov. Therefore, RMF measurements of SHP-G30 samples
with different particle and increasing HRP-IgG concentrations published by
Dieckhoff et al. [150] were performed.
The logistic function enables the calibration of a bioassay, which is pre-
sented in Fig. 4.21 for one particle concentration of each particle size. Here,
three IgG concentration series with a 30 nm MNP (SHP-G30) and particle
concentrations of 9.06 nM, 2.26 nM and 566 pM are discussed. Fig. 4.24
displays for these samples the peak values of the phase lag change ∆ϕpeak
as a function of the initial IgG concentration c0(IgG). The quantity ∆ϕpeak
represents the maximum value of each ∆ϕ curve and lies in the frequency
range of 2.5 kHz to 5 kHz for the investigated 1 mT RMF. Each curve is
fitted with a logistic function described by
∆ϕpeak = ∆ϕhigh − ∆ϕhigh
1 +
(
c0(IgG)
c0,half (IgG)
)α (4.2)
with the initial antibody concentration c0,half(IgG) which is required to
cause a phase lag change of ∆ϕhigh/2. Thus, c0,half(IgG) represents the
case that approximately one eighth of the receptor proteins on the particle
surface are bound to an IgG since the concentration c(IgGbound) is, as a first
approximation, proportional to (∆ϕ)3. The displayed logistic functions shift
with a decreasing particle concentration to lower values of c0(IgG). How-
ever, this shift is non-linear, which is also reflected by the fit parameters
for the three particle concentrations listed in Table 4.7. The concentration
c0,half(IgG) amounts to 15.20 nM for a c(MNP) of 9.06 nM and reduces to
5.84 nM for a four times smaller c(MNP) of 2.26 nM. However, an again four
times smaller particle concentration of 566 pM results only in a reduction
of c0,half(IgG) to 4.66. This non-linear shift implies that for a reduced par-
ticle a higher target molecule concentration is required to achieve the same
amount of bound target molecules per particle. This finding is explained by
the law of mass action presented in section 1.3.3 because the particle and the
corresponding receptor protein concentrations reach the range of the inverse
association constant Ka of the applied binding reaction between protein G
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and IgG [151]. The maximum value of the phase lag change ∆ϕhigh of each
IgG concentration series is affected by residual buffer components from the
particle and antibody stock solutions since ∆ϕhigh decreases with increasing
particle concentration.
The law of mass action, as it is expressed by Eq. 1.45, facilitates a determi-
nation of the binding reaction’s association constant by fitting it for known
initial concentrations of the two reactants (here: protein G and IgG) to
the measured product of the two reactants with Ka as a free fit parameter.
For this investigation, the initial protein G concentration is replaced by the
product of the particle concentration and the average number of protein G
per particle Ncov
c0(proteinG) = c(MNP)Ncov, (4.3)
thus, Ncov displays a second free fit parameter. The concentration of the
products, which is expressed by the concentration of bound IgG, is deter-
mined as follows: Based on the parameters of a fit of the empirical model to
the RMF measurement results, the change of the hydrodynamic diameter
∆dh is calculated. The resulting change of the hydrodynamic volume ∆Vh
is defined by
∆Vh =
pi
6
(∆dh)
3 (4.4)
and defines the amount of antibodies bound to the particle
NIgG,bound = ∆Vh
%P
mP
(4.5)
via the average protein density %P of 1.35 g/cm
3 [152] and molecular mass
mP of 270 kDa for the HRP-IgG antibody. The resulting concentration of
bound antibodies c(IgGbound) in each sample is finally calculated with the
particle concentration
c(IgGbound) = c(MNP)∆Vh
%P
mP
. (4.6)
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The underlying assumption that the mass of a protein in solution is directly
proportional to its hydrodynamic volume was proofed by Krouglova et al.
[153] by performing diffusion coefficient measurements. In addition, Ro¨cker
et al. [154] successfully applied this relation to describe the hydrodynamic
growth of nanoparticles caused by the adsorption of proteins to the particle
surface in solution.
The results of the described conversion of ∆ϕpeak to c(IgGbound) for the
three IgG concentration series are illustrated in Fig. 4.25. The curves are
shifted to higher initial antibody concentrations due to the cubic depen-
dence of c(IgGbound) on ∆ϕ. The heights of the curves (c(IgGbound) for
large c0(IgG)) significantly differ from each other since the absolute concen-
trations are shown. However, they do not reflect the relation of the particle
concentrations which is a direct consequence of the different ∆ϕhigh values
of the logistic functions. Fits of Eq. 1.45 to the conversion results yield
for the IgG concentration series with the particle concentrations of 9.06 nM
and 2.26 nM an estimation of Ka and Ncov (see Table 4.8). For the 566 pM
IgG concentration series no converging fit could be performed due to the
limited number of points in the important concentration range. The found
association constants of 2.39× 108 M−1 and 5.38× 108 M−1 for a particle
concentration of 9.06 nM and 2.26 nM, respectively, are within the range
of literature values for the applied binding reaction between protein G and
IgG (1× 108 M−1 to 8× 108 M−1 [151]) and the numbers of protein G per
MNP (18.62 and 12.12) lie in a reasonable range since the manufacturer of
the SHP-G30 particles specifies a Ncov of 15.
The measurements of the IgG concentration series with particle concen-
trations of 2.26 nM and 566 pM were repeated with an increased number
of samples and two other batches of the SHP-G30 particle (B1 and B2).
Moreover, each sample was prepared with an additional amount of bovine
serum albumin (BSA) in solution (c(BSA) = 3.76 µM), which is known for
its pronounced unspecific adsorption. The measured ∆ϕpeak values of these
samples as a function of c0(IgG) are displayed in Fig. 4.26 including fits
with the logistic function. In comparison to the first measurements (Fig.
4.24) for the samples with a 2.26 nM particle concentration higher values of
c0,half(IgG) are found and for all samples ∆ϕhigh is reduced (Table 4.7). This
can be explained by the unspecific adsorption and the competitive behav-
ior of the additional BSA in solution. The estimated association constants
(Table 4.8) are consequently diminished.
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Figure 4.24: Measured ∆ϕpeak as a func-
tion of c0(IgG) for IgG concentration se-
ries with SHP-G30 particle concentra-
tions of 9.06 nM, 2.26 nM and 566 pM.
Lines represent fit with logistic function
(Eq. 4.2). [150] © 2015, ELSEVIER.
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Figure 4.25: Determined concentration
of antibody bound to MNPs as a func-
tion of c0(IgG) for SHP-G30 particle
concentrations of 9.06 nM, 2.26 nM and
566 pM. Solid lines represent fit with
Eq. 1.45. [150] © 2015, ELSEVIER.
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Figure 4.26: Measured ∆ϕpeak as a func-
tion of c0(IgG) for IgG concentration
series with SHP-G30 particle concen-
trations of 2.26 nM and 566 pM from
two other particle batches (B1 and B2).
Lines represent fit with logistic function
(Eq. 4.2).
25
20
15
10
5
0
c(I
gG
bo
un
d) 
/ n
M
6 8
1
2 4 6 8
10
2 4 6 8
100
2
c0(IgG) / nM
 2.26 nM (B1)
 566 pM (B1)
 2.26 nM (B2)
 566 pM (B2)
Figure 4.27: Determined concentration
of antibody bound to MNPs as a func-
tion of c0(IgG) for SHP-G30 particle
concentrations of 2.26 nM and 566 pM
from two other particle batches (B1 and
B2). Lines represent fits with Eq. 1.45.
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Table 4.7: Fit parameters of ∆ϕpeak as a function of the initial target molecule con-
centration with a logistic function for particle concentrations of 9.06 nM, 2.26 nM
and 566 pM with addition of BSA (B1 and B2).
series ∆ϕhigh / ° c0,half(IgG) / nM α
9.06 nM 17.42(±1.05) 15.20(±2.56) 1.49(±0.33)
2.26 nM 19.34(±0.83) 5.84(±0.80) 1.56(±0.20)
566 pM 21.84(±0.7) 4.66(±0.92) 1.79(±0.29)
2.26 nM (B1) 18.21(±0.57) 14.05(±1.40) 1.25(±0.12)
566 nM (B1) 19.28(±0.54) 4.12(±0.38) 1.39(±0.16)
2.26 nM (B2) 17.39(±0.89) 9.16(±1.61) 1.01(±0.15)
566 nM (B2) 20.82(±1.22) 4.86(±0.86) 1.05(±0.15)
Table 4.8: Fit parameters of c(IgGbound) with Eq. 1.45 for IgG concentration
series with particle concentrations of 9.06 nM, 2.26 nM and 566 pM and addition
of BSA (B1 and B2).
series Ka / M
−1 Ncov
9.06 nM 2.39(±1.76) · 108 12.12(±0.69)
2.26 nM 5.38(±4.70) · 108 18.62(±1.09)
566 pM - -
2.26 nM (B1) 1.11(±0.57) · 107 15.78(±2.27)
566 nM (B1) 3.40(±0.5) · 107 15.32(±0.82
2.26 nM (B2) 6.68(±1.36) · 106 17.74(±1.90)
566 nM (B2) 4.91(±1.78) · 107 22.40(±3.02)
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4.3.4 Particle system comparison
The investigation of the phase lag change in the previous sections was based
on measurements on single-core particles with core diameters in the range
of 25 nm to 40 nm since their dynamics is still noticeably affected by pro-
teins with a comparable low mass (m < 150 kDa) bound to the particle
surface. Here, measurements of single- and multi-core particle systems func-
tionalized with streptavidin (SHP-S30, BNF-S80, BNF-S100, FSR-S60) and
their interaction with biotinylated antibodies (AFP-IgG) are presented. The
change of the dynamics due to the bound IgG is investigated with the RMF
measurement system. A detailed comparison with additional dynamic mag-
netic (ACS and MRX) and optical (PCCS) measurement techniques can be
found in a publication of Remmer et al. [155].
For each particle type measurements before and after the addition of the
biotinylated antibody were performed. The antibody concentrations were
chosen with respect to the hydrodynamic particle surface according to the
relation
pid2hc(MNP)
c(IgG)
= 1.7× 10−16 m2 (4.7)
to facilitate an equal coverage of IgG per particle. In order to achieve
comparable signals with the dynamic magnetic measurement techniques all
samples possess an iron concentration of 3.98 mM.
Table 4.9 provides a summary of the hydrodynamic sizes of the four ap-
plied particle types analyzed with ACS and PCCS before the addition of
AFP-IgG. These results coincide with the investigations of the different
unfunctionalized particle samples in section 4.2.1. A comparison of the
hydrodynamic diameters determined by PCCS reflects the general growth
of the particle size due to the functionalization. An analysis of the MRX
measurement results of liquid and freeze-dried samples of the four particle
types supports the previous finding that the FSR multi-core particles are
less dominated by the Brownian relaxation process [155]. For the SHP and
BNF samples a distinct domination of the Brownian relaxation is found.
This was also reflected by the ACS measurements and the k factor deter-
mined from the ACS real part (see section 2.6), which takes into account
the presence of fast Ne´el particles in solution.
The change of the samples hydrodynamic sizes due to the addition of AFP-
IgG is well measurable with MRX, ACS, RMF and PCCS only for the
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single-core particle sample SHP-S30. The change of the relaxation curves
of the multi-core particles interacting with the biotinylated antibodies is
significantly reduced and for the FSR-S60 sample almost not discernible.
In addition, the hydrodynamic size change of FSR-S60 induces only slight
effects in the RMF and ACS results, e.g. a shift of the imaginary part or
a rise of the phase lag. This observation is mainly a consequence of the
comparably large hydrodynamic size and the partly significant contribution
of Ne´el particles in solution. Fig. 4.28 displays the phase lags of the single
samples with and without AFP-IgG and the resulting phase lag changes in
a RMF with a magnitude of 1 mT. Here, the described difference between
the single- and multi-core particles regarding the change of the dynamics
can be observed. Whereas the phase lag change of SHP-S30 exhibits a clear
∆ϕpeak of more than 12°, for the multi-core particles no positive ∆ϕpeak is
visible. In fact, comparably small positive ∆ϕ are found for frequencies be-
low 200 Hz, which become negative for higher frequencies. Here, BNF-S100
shows the strongest change of more than −10°. These negative ∆ϕ reflect
the crossing of the phase lag spectra of the multi-core particles with and
without AFP-IgG. Presumably, a similar behavior can be discovered for the
SHP-S30 particle for much higher frequencies (ω  2pi · 5 kHz) since they
possess also a slight amount of fast Ne´el particles in solution, which finally
cause the drop of the phase lag curves at high frequencies. However, the
strong negative phase lag changes measured for the multi-core particles are
not only attributed to the presence of these Ne´el particles. In this case,
a partly clustering of the particles due to the presence of multiple binding
sites on the particles and the antibodies supports the described effect. The
hydrodynamic sizes of the SHP-S30 samples determined with all applied
techniques (Table 4.10) additionally indicate the mentioned clustering of
the particles. The significant increase of dh and the width of the size distri-
bution can not be explained by single binding events. They would only form
one layer of antibodies around the particle which is in the range of some
nanometers recalculated from the average protein density [152] or compared
to similar studies with proteins binding unspecified [95, 154] and specifically
[8] to the surface of nanoparticles. Whereas the hydrodynamic sizes before
the addition of AFP-IgG determined with the different measurement tech-
niques match reasonably, after the addition distinct differences are visible.
This is explained by the different models of the techniques that do not re-
flect the multimodality caused by the clustering or are not unambiguously
solvable in this case.
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Figure 4.28: (i) Measured phase lag spectra for 1 mT rotating magnetic field of
SHP-S30, FSR-S60, BNF-S80 and BNF-S100 in suspension without (filled sym-
bols) and with AFP-IgG (empty symbols). (ii) Phase lag change upon binding of
AFP-IgG. [155] © 2015, ELSEVIER.
Table 4.9: Hydrodynamic diameters of single- and multi-core particle samples
determined with ACS and PCCS. For the PCCS measurements the samples were
thirty times diluted. [155] © 2015, ELSEVIER.
technique SHP-S30 BNF-S80 BNF-S100 FSR-S60
ACS (48± 18)nm (128± 42)nm (179± 68)nm (110± 56)nm
PCCS (52± 10)nm (103± 18)nm (136± 25)nm (86± 16)nm
Table 4.10: Hydrodynamic diameter of SHP-S30 sample with and without addition
of AFP-IgG determined with various techniques. For the PCCS measurements the
samples were thirty times diluted. [155] © 2015, ELSEVIER.
sample PCCS ACS RMF MRX
- (52± 10)nm (48± 18)nm (48± 15)nm (47± 28)nm
AFP-IgG (103± 19)nm (78± 70)nm (66± 26)nm (76± 149)nm
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4.3.5 Tumor marker detection
In this section, the principle and preliminary measurement results of the
quantitative detection of the medical relevant biomarker HER2 with the
SHP-S30 particles and HER2-IgG antibodies in water-based test samples
are presented. HER2 is a tumor-specific biomarker which can be overex-
pressed in the case of breast cancer (> 30 %) [156]. A quick and reliable
quantification of this marker in patient serum plays an important role in the
cancer therapy. For the test samples the recombinant human HER2 protein
is purchased from ebioscience (Frankfurt, Germany). The non-quantitative
detection of HER2 with functionalized ALP particles was reported by Lak
[37].
Since the SHP-S30 particles are not directly functionalized with a recep-
tor protein for HER2 a further step is introduced in the sample prepara-
tion and measurement process. The principle is illustrated in Fig. 4.29:
Six samples with HER2 concentrations ranging from 0 nM to 74.12 nM are
prepared, the pure SHP-S30 particles are added and the phase lag ϕ1 is
measured. In a next step, a HER2-IgG solution with a concentration of
10 nM is injected into each sample. Then ϕ2 is determined and the phase
lag change ∆ϕ is calculated. Here, it has to be taken into account that
the increase of the hydrodynamic volume is based on pairs of HER2-IgG
and HER2. Thus, in the measurement results of ∆ϕ (Fig. 4.30) the phase
lag change of the sample without HER2 is subtracted from the phase lag
changes of the other samples. This measurement series was performed for
two particle concentrations: 1 nM and 2 nM. Interestingly, a clear difference
is observed in Fig. 4.30 for the two particle concentrations. Whereas for
c(MNP) = 1 nM the two lowest HER2 concentrations cause no significant
∆ϕ, for c(MNP) = 2 nM all HER2 concentrations can be detected and an
overall increase of ∆ϕ is observed. In addition, the ∆ϕ curves for the higher
particle concentration are much narrower. This behavior can be explained
by the formation of clusters with increasing particle concentration since
again multiple binding sites are present. Apparently, ∆ϕ becomes negative
for higher frequencies which is in accordance with the results from the pre-
vious section.
The medical relevant cutoff value for the concentration determination of
HER2 in serum during a breast cancer therapy is in the range of 150 pM
to 200 pM (15 ng/mL [156]). Although this threshold is not achieved by
the presented configuration of measurement system and nanoparticles, the
potential of the RMF based concept for the quantitative detection of small
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Figure 4.29: Principle of Her2 biomarker detection with streptavidin functionalized
particles and biotinylated antibody.
biomolecules directly in solution could be highlighted, especially with re-
spect to an optical detection scheme that detects even lower particle con-
centrations. In addition, the capability of the reference system, which
was mainly developed for the principle investigation of the MNPs’ RMF
dynamics, in combination with the applied single-core particles to detect
biomolecules in the nanomolar range is sufficient for other clinical biomark-
ers, e.g. the C-reactive protein (CRP) in the field of cardiovascular diseases
[157].
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Figure 4.30: Measurement of phase lag change due to HER2 biomarker bound to
SHP-S30 particles after injection of 10 nM HER2-IgG with particle concentrations
of (i) c(MNP) = 1 nM and (ii) c(MNP) = 2 nM. The phase lag change of a
reference sample without HER2 is subtracted from the displayed phase lag change
spectra.
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The dynamic response of suspended magnetic nanoparticles to rotating mag-
netic fields was subject of this work. A measurement system based on a
magnetic detection was developed and utilized for measurements on dif-
ferent magnetic nanoparticle systems. The physical quantity for the char-
acterization of this dynamics is the phase lag between the MNP ensem-
ble magnetization and the RMF. This work was carried out in the course
of the NAMDIATREAM project and supported the investigation and re-
alization of a homogeneous bioassay concept based on a sensitive optical
biomolecule detection with rod-shaped magnetic nanoparticles in rotating
magnetic fields.
The detection unit of the RMF system presented in this work comprises
a gradiometric arrangement of fluxgate magnetometers, thus, enabling a
comparably robust detection of the stray field of MNP suspensions out-
side a magnetically shielded room. The possible parameter variations of
the RMF generation unit (µ0H ≤ 9.1 mT, ω/2pi ≤ 5 kHz) enable an in-
vestigation of different magnetic nanoparticle systems with hydrodynamic
diameters ranging from 35 nm to several 100 nm, and the sensitive fluxgate
magnetometers facilitate a detection of 150 µL MNP suspensions with iron
concentrations even below 0.005 g/L.
Different physical models for the description of the magnetization dynamics
of magnetic nanoparticle ensembles in rotating magnetic fields were intro-
duced. The results of a numerical solution of the Fokker-Planck equation
adopted for magnetic nanoparticles in a RMF matched perfectly the mea-
surement results of different particle systems. Furthermore, an empirical
model was derived which is well applicable for the design and analysis of
RMF based magnetic nanoparticle measurements. This model exhibits sig-
nificantly reduced phase and magnitude errors for large Langevin parame-
ters (ξ  1) compared to other magnetization equation models.
The influence of the particle parameters could be studied with measure-
ments on spherical single- and multi-core as well as rod-shaped magnetic
nanoparticles. The predicted inverse tangent dependence of the phase lag
on the RMF frequency was found for all particle systems. The rise of this
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phase lag as a function of the frequency depends significantly on the par-
ticle and suspension parameters in accordance with the modified Brownian
time constant τ⊥. In this context, the effect of the hydrodynamic size, the
magnetic moment, the corresponding size distributions and the temperature
could be illustrated with measurements. Additional particle characteriza-
tion techniques (e.g. ACS and PCCS) supported the particle parameters
obtained by simulating the measured phase lags. A comparison of the RMF
with the alternating field excitation resulted in significant differences of the
MNP dynamics for large Langevin parameters (ξ  1), e.g. a more pro-
nounced spreading of the phase lag with the field magnitude was found for
the RMF.
The concept of the RMF bioassay which is based on a phase lag change
induced by biomolecules binding to the particle surface and affecting the
MNP dynamics could be proofed with two different particle functionaliza-
tions. For instance, sample series with protein G functionalized single-core
particles and varying antibody concentrations enabled the successful investi-
gation of a quantitative biomolecule detection. In this case, well measurable
phase lag changes of up to 25° were caused. Recorded calibration curves
could be successfully fitted with logistic functions and enabled a compari-
son of the influence of the particle parameters on the bioassay results. For
the applied single-core particles, a core diameter of 30 nm was identified to
be the optimum since this particle is clearly dominated by the Brownian
relaxation, possesses a comparably high magnetic moment but its hydrody-
namic size is still noticeably influenced by small biomolecules. Multi-core
particles turned out to be unsuitable for the detection of biomolecules based
on single binding events, instead detection schemes resulting in a cluster-
ing of the particles are appropriate. Furthermore, the identified differences
between the RMF and alternating field excitation resulted in an increased
phase lag change for binding experiments with single-core particles in ro-
tating magnetic fields. In this context, simulations supported the finding
that a wide hydrodynamic size distribution reduces significantly the phase
lag change caused by bound biomolecules. Finally, the underlying binding
reactions could be reasonably analyzed and a medical relevant biomarker
could be quantitatively detected.
For the modeling of RMF bioassay results obtained with rod-shaped nanopar-
ticles, a physical model incorporating only the Brownian particle dynamics
is completely sufficient. Due to their pronounced shape anisotropy, they are
clearly dominated by the Brownian relaxation process, even with larger pro-
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teins bound to their surface. For spherical particles, such a clear domination
is not given in all cases. For some particles, a modeling with the discussed
theories resulted in insufficient matches. Here, a model incorporating the
Brownian and Ne´el relaxation as well as their overlap for the description of
the rotational dynamics with ξ > 1 would solve the problem.
Regarding the biomedical application of the RMF concept clinical investi-
gations need to be carried out, especially with respect to the specificity of
the biomolecule recognition and unspecific bindings in serum. The magnetic
detection scheme can be improved with optimized MNP size distributions
and increased field frequencies and magnitudes while utilizing air coils for
the detection. Further applications based on magnetic nanoparticles in ro-
tating magnetic fields are even possible. For instance, the impact of a RMF
excitation of MNPs in hyperthermia applications is discussed [158].
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A Appendix
A.1 Residual RMF component error
A residual component of the RMF excitation (ϕR and BR) in the measure-
ment signal, expressed by ϕM and BM, cause errors since the phase lag ϕ
and magnitude BS of a MNP sample in the RMF can not be distinguished
from the residual components. Here, a mathematical description of the de-
viation of ϕM and BM from ϕ and BS, respectively, as a function of the
residual RMF and MNP sample components is presented.
In general, ϕM and BM can be expressed as:
ϕM = arctan
(
BS sin (ϕ) +BR sin (ϕR)
BS cos (ϕ) +BR cos (ϕR)
)
(A.1)
and
BM =
√
(BS sin (ϕ) +BR sin (ϕR))
2
+ (BS cos (ϕ) +BR cos (ϕR))
2
. (A.2)
For the calculation of the deviation ϕM − ϕ and the relation BM/BS as a
function of the residual RMF and MNP sample components, ϕR can be set
to zero since one rotation of ϕ covers all possible angles between ϕ and ϕR.
Finally, the formulas are defined as:
ϕM − ϕ = arctan
(
sin (ϕ)
BR/BS + cos (ϕ)
)
− ϕ (A.3)
and
BM/BS =
√
(sin (ϕ))
2
+ (BR/BS + cos (ϕ))
2
. (A.4)
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Table A.1: Iron concentration c(Fe) of BNF80 and SHP30 concentrations series
samples. The phase lag and magnitude are measured for each sample in a 1 mT
RMF with frequencies of 222 Hz and 5 kHz. The corresponding mean values and
standard deviations are based on ten measurements.
particle c(Fe) / g/L ϕM,222 Hz / ° BM,222 Hz / nT ϕM,5 kHz / ° BM,5 kHz / nT
BNF80 8 27.16± 0.01 2179.34± 0.33 54.02± 0.18 340.73± 0.13
BNF80 3.2 26.93± 0.01 878.70± 0.25 54.38± 0.11 137.18± 0.16
BNF80 1.067 26.81± 0.02 293.188± 0.07 54.72± 0.22 45.89± 0.06
BNF80 0.533 26.7104± 0.04 147.40± 0.14 54.91± 0.51 23.27± 0.10
BNF80 0.133 27.32± 0.14 35.55± 0.05 56.63± 1.19 5.65± 0.07
BNF80 0.053 28.54± 0.36 13.70± 0.09 62.20± 4.00 2.25± 0.07
BNF80 0.013 34.16± 3.56 3.01± 0.24 70.36± 25.40 0.71± 0.09
BNF80 0.0053 67.46± 15.19 0.86± 0.09 114.46± 28.96 0.50± 0.17
SHP30 5 5.51± 0.01 3469.88± 0.58 30.23± 0.01 2631.67± 0.55
SHP30 1.667 5.53± 0.01 1125.67± 0.77 30.18± 0.01 857.19± 0.56
SHP30 0.667 5.38± 0.01 454.97± 0.13 29.98± 0.02 346.44± 0.08
SHP30 0.333 5.41± 0.02 216.82± 0.20 30.11± 0.05 165.65± 0.17
SHP30 0.133 5.55± 0.05 86.70± 0.17 30.30± 0.14 66.14± 0.17
SHP30 0.05 5.54± 0.12 31.716± 0.09 30.18± 0.39 24.29± 0.09
SHP30 0.0167 5.40± 0.46 8.20± 0.09 31.08± 1.19 6.36± 0.10
SHP30 0.0083 5.50± 0.89 4.80± 0.07 32.22± 2.48 3.78± 0.07
SHP30 0.0033 4.88± 1.42 1.77± 0.08 28.21± 4.86 1.524± 0.09
SHP30 0.00167 9.52± 4.60 0.76± 0.12 39.95± 9.86 0.68± 0.078
A.2 Concentration series
In this section further measurement values of the BNF80 and SHP30 con-
centration series (see section 3.4) in a 1 mT RMF are presented. The values
for a RMF frequency of 222 Hz and 5 kHz are shown in Table A.1. The dis-
played mean values and standard deviations are based on ten measurement
repetitions.
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