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Abstract. Accurate synthesis of a full 3D MR image containing tu-
mours from available MRI (e.g. to replace an image that is currently un-
available or corrupted) would provide a clinician as well as downstream
inference methods with important complementary information for dis-
ease analysis. In this paper, we present an end-to-end 3D convolution
neural network that takes a set of acquired MR image sequences (e.g.
T1, T2, T1ce) as input and concurrently performs (1) regression of the
missing full resolution 3D MRI (e.g. FLAIR) and (2) segmentation of
the tumour into subtypes (e.g. enhancement, core). The hypothesis is
that this would focus the network to perform accurate synthesis in the
area of the tumour. Experiments on the BraTS 2015 and 2017 datasets
[1] show that: (1) the proposed method gives better performance than
state-of-the art methods in terms of established global evaluation metrics
(e.g. PSNR), (2) replacing real MR volumes with the synthesized MRI
does not lead to significant degradation in tumour and sub-structure seg-
mentation accuracy. The system further provides uncertainty estimates
based on Monte Carlo (MC) dropout [11] for the synthesized volume at
each voxel, permitting quantification of the system’s confidence in the
output at each location.
Keywords: Deep Learning, Image Synthesis, Brain MRI
1 Introduction
The presence of a variety of different Magnetic Resonance (MR) sequences (e.g.
T1, T2, Fluid Attenuated Inverse Recovery (FLAIR)) improves the analysis in
the context of neurological diseases such as multiple sclerosis and brain cancers,
because different sequences provide complementary information. In particular,
the accuracy of detection and segmentation of lesions and tumours greatly in-
creases should several sequences of MR be available [2], as different sequences
assist in differentiating healthy tissues from focal pathologies. However, in real
clinical practice, not all MR image sequences are always available for each pa-
tient for a variety of reasons, including cost or time constraints, or at times,
images are available but not usable, for example due to corruption from noise
or patient motion. As such, both clinical practice and automatic segmentation
techniques would benefit greatly from the synthesis of one or more of the missing
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3D MR image sequences based on the others provided [3]. However, synthesis of
full 3D brain MR image is challenging especially in the presence of pathology as
different MR sequences represent pathology in a different way.
Recently, modality synthesis has gained some attention from the medical im-
age analysis community [4,5,6]. Several approaches have been explored, such as
patch-based random forest [4] and sparse dictionary reconstruction [5]. Regres-
sion Ensembles with Patch Learning for Image Contrast Agreement (REPLICA)
[4] was developed to synthesize T2-weighted MRI from T1-weighted MRI using
the bagged ensemble of random forests based on nonlinear patch regression.
Given the success of Convolutional Neural Networks (CNNs) [7] and Genera-
tive Adversarial Networks (GANs) [8] for image-to-image translation in the field
of computer vision, several recent 2D CNN [9,6] and 2D GANs [10] have been
developed for modality synthesis in the context of medical imaging, showing
promising results for synthesis of healthy subject MRI. A patch-based Location
Sensitive Deep Network (LSDN) [6] was developed to combine intensity and
spatial information for synthesizing T2 MRI from T1 MRI and vice versa. A
2D CNN model was developed to generate 2D synthesized images with missing
input MRI [9]. Quantitative analysis showed superior performance over compet-
ing methods based on global image metrics (PSNR and SSIM). However, the
performance of the method in the area of focal pathology was not examined.
In this paper, an end-to-end 3D CNN is developed that takes as input a set of
acquired MRI sequences of patients with tumours and simultaneously performs
(1) regression to generate a full resolution missing 3D MR modality and (2)
segmentation of the brain tumour into subtypes. The hypothesis is that by per-
forming regression and segmentation concurrently, the network should produce
full-resolution, high quality 3D MR images, particularly the area of the tumour.
The network is trained and tested on the MICCAI 2015 and 2017 BraTS datasets
[1]. In the first set of experiments, the framework is evaluated against state-of-
the-art synthesis methods [4,6,9] based on global image metrics used in previous
work [9], where it is shown to slightly outperform all reported results. The second
set of experiments evaluate the synthesis quality at pathological locations, by ex-
amining its performance on subsequent independent downstream tasks, namely
tumour segmentation. Results show that real MR images can be swapped with
the generated synthesized T1, T2, and FLAIR MR images with minimal loss in
segmentation performance. The network also quantifies the uncertainty of the
regressed synthetic volumes through Monte Carlo dropout [11]. This permits the
confidence in the synthesis results to be conveyed to radiologists and clinicians
and to automatic downstream methods that would use the synthesized volumes
as inputs.
2 Regression-Segmentation CNN Architecture
A flowchart of the proposed Regression-Segmentation CNN architecture (RS-
Net) can be seen in Figure 1. The network consists of three main components:
(1) a modified 3D U-net [12], (2) regression convolution block for synthesizing
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Fig. 1: Proposed Regression-Segmentation CNN architecture (RS-Net): (1) A 3D
U-net, (2) Regression and (3) Segmentation convolution blocks. The model takes
as input several full 3D MR image sequences, synthesizes the missing 3D MRI,
while concurrently generating the multi-class segmentation of the tumour into
sub-types.
image sequence, and (3) segmentation convolution block for multi-class tumour
segmentation. RS-Net takes as input full 3D volumes of all available sequences
of a patient. The U-net generates an intermediate latent representation of the
inputs which is provided to the regression and the segmentation convolution
blocks. These then generate synthesis of the missing 3D MR image sequences
and multi-class segmentation of tumours into sub-types, at the same resolution.
The U-net learns latent representation which is common to both tumour seg-
mentation and synthesis, with focus on high accuracy in the area containing
tumour structures. In addition to the U-net output, the regression block is also
provided with one of the input MRIs, which will provide necessary brain MR
context to the regression block. The architecture details are now described.
The 3D U-net is similar to the one proposed in [12], with some modifications.
The U-net consists of 4 resolution steps for both encoder and decoder paths. At
the start, we use 2 consecutive 3D convolutions of size 3x3x3 with k filters,
where k denotes the user-defined initial number of convolution filters. Each step
in the encoder path consists of 2 3D convolutions of size 3x3x3 with k∗2n filters,
where n denotes the U-net resolution step. This is followed by maxpooling of size
2x2x2. At the end of each encoder step, instance normalization [13] is applied,
followed by dropout [14] with 0.1 probability. In the decoder path at each step,
3D transposed convolution of size 5x5x5 is applied, with 2x2x2 stride and k ∗ 2n
filters for the upsampling task. The output of the transposed convolution is
concatenated with the corresponding output of the encoder path. This is, once
again, followed by instance normalization and Dropout with 0.1 probability.
Finally, 2 3D convolution of size 3x3x3 with k ∗ 2n filters are applied. Rectified
linear unit is chosen as a non-linearity function for every convolution layer.
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Each of the segmentation and regression blocks contain 4 convolution layers.
The first convolution layer is of size 3x3x3, and the rest are of size 1x1x1. The
first three convolution layers have k ∗ 4, k ∗ 2 and k filters. In the regression
block, the last layer has just 1 filter, while, for the segmentation block, there are
C filters in the last layer, where C denotes the total number of classes for the
segmentation task.
Weighted Mean Squared Error (MSE) loss is used for the synthesis task,
and weighted Categorical Cross Entropy (CCE) loss for segmentation. Here, the
weights are defined such that the weight increases whenever there are fewer
voxels in a particular class.
win = wl ∗ yin where, wl = (
∑k=C
k=0 mk
ml
) ∗ rep + 1, (1)
where, win and wl denote the weight for voxel n of volume i and the weight of
class l. ml is total number of voxels of l
th class in the training dataset. wl are
decayed over each epoch ep with a rate of r ∈ [0, 1]. It should be noted that wl
converges to 1 as ep becomes large. The final loss function for the network, Li,
(for volume i) is a weighted combination of both of these loss functions:
Li = λ1(MSE
i) + λ2(CCE
i). (2)
Given the challenges associated with regressing a synthesized volume, errors
are bound to exist. As such, deterministic outputs present dangers to subsequent
clinical decisions as well as to downstream automatic methods that make use of
the results. In this work, the network output is augmented with uncertainty
estimates based on Monte Carlo dropout [11]. During testing, N Monte Carlo
(MC) samples of the output are acquired by passing each set of input volumes
N times through the network to predict N different synthesized output MR
volumes with probability of randomly dropping any neuron of the network equal
to the dropout rate. Uncertainty in the synthesized volume, during testing, is
estimated based on the variance of the MC samples at every voxel.
3 Experiments and Results
We now evaluate the performance of the RS-Net using two sets of experiments.
In the first set of experiments, we compare the quality of the synthesized volume
generated by RS-Net against other methods [9,4,6] using PSNR and SSIM on
2015 MICCAI BraTS dataset [1]. In the second set of experiments, we evaluate
the quality of the synthesized volumes in a downstream task of tumor segmen-
tation on 2017 MICCAI BraTS datasets [1].
RS-Net uses 4 initial convolutional filters and 4 steps for U-net encoder and
decoder paths.This results in a network with a total of 674455 learnable param-
eters. Values of λ1 and λ2 in the loss function (Eq. 2), to combine CCE and
MSE, were fixed to 1.0 and 0.1 respectively based on experimentation evidence.
The networks were trained on a NVIDIA Titan Xp GPU for 240 epochs. Ap-
proximate training time was 3 days. The networks were trained with batch size
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T2 REPLICA [4] LSDN [6] 2D-CNN [9] RS-Net (proposed)
SSMI 0.901 (0.01) 0.909 (0.02) 0.929 (0.17) 0.934 (0.02)
PSNR 28.62 (1.69) 30.12 (1.62) 30.96 (1.85) 31.13 (1.78)
FLAIR REPLICA [4] LSDN [6] 2D-CNN [9] RS-Net (proposed)
SSMI 0.870 (0.01) 0.887 (0.01) 0.897 (0.01) 0.900 (0.01)
PSNR 28.32 (1.38) 29.68 (1.56) 30.32 (1.61) 30.88 (1.84)
Table 1: Quantitative results for T1-to-T2 (top) and T1-to-FLAIR (bottom)
synthesis based on PSNR and SSIM. Higher values indicate better performance.
Values in bracket represent standard deviation across volumes. Absolute highest
performing results seen in bold.
of 1, using Adam optimizer [15] with the following hyperparameters: learning
rate = 0.0002, β1 = 0.9, β2 = 0.999 and  = 10
−08. During testing time, a total
of 20 samples of the output were generated to estimate the uncertainty in the
synthesized volumes.
3.1 Comparison of RS-Net synthesis results against other methods
In order to compare the quality of the synthesized volumes produced by RS-Net
against other state-of-the-art methods, namely REPLICA [4], LSDN [6], and 2D
CNN [9], we train two different RS-Nets for T2 and FLAIR synthesis from T1
MRI, as done by Chartsias et al. [9]. We use the evaluation metrics, SSIM [16]
and PSNR, defined in [9], to evaluate the quality of the synthesized volumes.
Given a ground-truth volume X and its corresponding synthesized volume
Xˆ, SSIM is computed as SSIM(X, Xˆ) =
(2µXµXˆ+c1)(2σXXˆ+c2)
(µ2X+µ
2
Xˆ
+c1)(σ2X+σ
2
Xˆ
+c1)
, where µX and
σ2X are mean and variance of volume X and σXXˆ is the covariance between X
and Xˆ. PSNR is computed as 10 log10(
MAX2I
MSE ) where MAXI is the maximum
intensity of the volume and MSE is the mean squared error between volumes X
and Xˆ.
In order to compare our results to those in the paper [9], experiments were
performed on the 2015 MICCAI BraTS training dataset [1]. This dataset con-
sists of High-Grade Glioma (HGG) and Low-Grade Glioma (LGG) cases. 54
LGG cases were acquired with T1, T2, T1ce, and FLAIR. Four tumour sub-
classes were defined. Volumes are skull-stripped, co-registered, and interpolated
to 1mm3 voxel dimension. Each volume is of size 240 x 240 x 155. We follow
the same pre-processing steps followed in [9], where we normalize each volume
by dividing by the volume’s average intensity. Following [9], we perform 5-fold
cross validation on the dataset (LGG cases). Here, for each cross-validation fold,
the dataset is divided into three sets, namely, training, validation, and testing.
Each set consists of 42, 6, and 6 volumes respectively.
Quantitative comparison of all different methods is given in Table 1. It should
be noted that we didn’t reproduce the results for other methods and instead
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Fig. 2: Example slice from synthetic MR volumes generated by the proposed
RS-Net on BraTS 2015 dataset for T1-to-T2 and T1-to-FLAIR synthesis.
report them as listed in [9]. Results indicate that RS-Net performs slightly better
than other methods based on the global metrics of PSNR and SSIM, for both
T1-to-T2 and T1-to-FLAIR synthesis. The results also show the advantage of
using the proposed 3D CNN over 2D CNN. An example showing qualitative
results based on RS-Net for both T2 and FLAIR synthesis on a testing volume
is shown in Figure 2. Note that the resulting MR images are visually similar to
the real images, particularly in the area of the tumour.
3.2 Evaluation of RS-Net synthesis results on downstream tumour
segmentation task
The metrics used in the previous section can be useful in assessing global syn-
thesis quality, but in the context of volumes with pathological structures such as
lesions or tumours synthesis quality assessment should focus on the pathological
areas. To this end, we quantitatively evaluate the synthesis performance based on
their effect on downstream method, tumour segmentation and tumour sub-class
segmentation. To this end, we train a new segmentation CNN, for the specific
task of multi-class tumor segmentation (referred to as S-Net). This network is
similar to the RS-Net but modified such that the synthesis convolution block is
removed. S-Net is trained using all 4 real MR volumes with weighted CCE as the
loss function. To evaluate the quality of the synthesized volume, one of the real
MR volumes is swapped with the synthesized one and the segmentation accuracy
is measured. Note that we do not retrain the S-Net with the synthesized volume.
This allows us to measure quality of the synthesized volumes in comparison to
the real volumes.
Dataset and Pre-processing: The 2017 MICCAI BraTS [1] datasets were
used for all the experiments in this section. The BraTS training dataset was
used to train the networks. This dataset is comprised of 210 HGG and 75 LGG
patients with T1, T1 post contrast (T1ce), T2, and FLAIR MRI for each pa-
tient, along with expert tumor labels for each of 3 classes: edema, necrotic/non-
enhancing core, and enhancing tumor core. 228 volumes were randomly selected
for training the network and another remaining 57 for network validation. A sep-
arate BraTS 2017 validation dataset, held out during training, was used to test
the synthesis and segmentation performance. This dataset contains 46 patient
multi-channel MRI (with no labels provided). The BraTS challenge provided
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Fig. 3: Example slice from synthetic MR volumes generated using the proposed
RS-Net along with its associated uncertainties. Real MRI (Row 1); synthesized
volumes (Row 2) and its associated uncertainty (Row 3) produced as mean and
variance across 20 MC dropout samples. Columns from left to right: T1, T2,
T1ce, and FLAIR. Notice that uncertainties are highest where predicted tumour
enhancements in T1ce are incorrect.
pre-processed volumes that were skull-stripped, co-aligned, and resampled to 1
mm3 voxel volume. The intensities were additionally rescaled using mean sub-
traction, divided by the standard deviation, and rescaled from 0 to 1 and were
cropped to 184 x 200 x 152. For this context, the additional complementary input
presented to the regression block (see Figure 1(3)) for T1, T2, T1ce, and FLAIR
sequences were T1ce, FLAIR, T1, and T2 respectively. This was chosen as T1ce
is the gadolinium enhanced version of T1, and FLAIR is the fluid attenuated
version of T2.
Qualitative Evaluation: Synthesis MR volumes produced in a leave-one-out
approach by 4 different RS-Nets such that three real MR sequences are used
to synthesize the fourth (see Figure 3). The results indicate that the network
is able to produce high-quality, high-resolution, 3D synthesized MR volumes,
particularly for T1 and T2 sequences, and even for FLAIR. As T1ce shows
enhancement within the tumour based on injection of a contrast agent, it was
not expected to be easily synthesized from other sequences and error resulted.
However, the system indicates locations where the network is uncertain about
the regressed output. Qualitative results indicate that errors within the tumour
enhancement have associated relatively high uncertainties. This suggests that
these uncertainties can be communicated to a clinician or radiologist to indicate
trustworthy regions of the synthesized images, and that automatic downstream
methods using the synthesized volumes can focus computations on the areas of
high confidence, which should be explored in future work.
Replacing real with synthetic MRI Volumes: In Table 2, we compare the
tumour segmentation using S-Net in two different testing scenarios, (i) all 4 real
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T1 T2 FLAIR T1ce DE DT DC
Real X X X X 68.2 87.9 75.7
T1 Synthesis  X X X 67.6 87.9 75.5
T2 Synthesis X  X X 66.3 87.3 75.6
FLAIR Synthesis X X  X 66.8 83.6 73.1
T1ce Synthesis X X X  24.8 87.3 54.0
Table 2: Comparison of multi-class brain tumour segmentation based on S-Net
on the BraTS 2017 Validation dataset. The results using all 4 real MRI volumes
are compared against replacing 1 real MRI volume with a synthesized MRI
volume produced by RS-Net. Notation: Real MR volume (X), and synthesized
MR volume using RS-Net (). Quantitative segmentation results based on Dice
coefficients for: enhancing tumor (DE), whole tumor (DT), and tumor core (DC).
MR volumes are provided as input and (ii) 1 real MR volume is replaced with
synthesized MR volume for each sequence generated by RS-Net, in turn. We train
4 different RS-Nets to synthesize 4 MR image sequences, where 3 real sequences
are presented as input to RS-Net to synthesize the fourth. The synthesized MR
volume, along with the 3 real corresponding MR volumes, were then presented to
the S-Net previously trained on all four real MRIs. This will allow us to measure
quality of the synthesized volume in comparison to the real volume. The resulting
labels for BraTS 2017 validation set were uploaded to the BraTS Challenge
server, where quantitative segmentation results were provided based on the Dice
coefficients for: whole tumor, enhancing tumor, and tumor core. These results
(Table 2) indicate that by swapping out real MR volumes with the synthesized
T1 or T2 MR volumes generated by the RS-Net leads to comparable brain
tumour segmentation performance based on all three reported Dice metrics.
For the slightly harder problem of FLAIR synthesis, results indicate a small
degradation in tumour segmentation performance for all three Dice metrics. T1ce
synthesis results in no loss of whole tumour segmentation performance, but, as
predicted, led to a significant reduction in performance in terms of enhancement
and necrotic core. This was expected as T1ce is a challenging MRI to synthesize
due to its reliance on a contrast agent, which is not used by any other MR
sequences.
Effectiveness of combined Regression-Segmentation task: RS-Net has
two output streams for synthesis and segmentation tasks. To check how RS-
Net performs in comparison to a network which is trained only for the task
of synthesis, we train a new network (R-Net) which is similar to RS-Net but
modified such that the segmentation block is removed as well as the additional
input to the regression block, and training is based only on weighted MSE. R-Net
was trained for the synthesis of all 4 MR image sequences separately, in a leave-
one-out approach, and tested for tumor segmentation using S-Net on the BraTS
validation dataset exactly as described above. From Table 3, we can observe
that R-Net performs comparably to RS-Net, when T1 and T2 are synthesized
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T1 T2 FLAIR T1ce DE DT DC
Real X X X X 68.2 87.9 75.7
T1 Synthesis  X X X 67.6 87.9 75.5
• X X X 67.5 87.8 75.3
T2 Synthesis X  X X 66.3 87.3 75.6
X • X X 66.1 87.2 75.4
FLAIR Synthesis X X  X 66.8 83.6 73.1
X X • X 62.9 81.3 71.5
T1ce Synthesis X X X  24.8 87.3 54.0
X X X • 24.1 85.9 53.9
Table 3: Comparison of multi-class brain tumour segmentation results based
on S-Net on the BraTS 2017 Validation dataset, where each real MR input
volume is replaced by its corresponding synthesized MR volume generated by
either RS-Net or R-Net in a leave-one-out fashion. Notation: Real MR volume
(X), synthesized MR volume using RS-Net (), and R-Net (•). Quantitative
segmentation results based on Dice coefficients for: enhancing tumor (DE), whole
tumor (DT), and tumor core (DC).
but shows a small degradation in performance for FLAIR and T1ce synthesis on
all three Dice metrics. This shows that performing synthesis and segmentation
together allows the network to focus more on tumour part, and in turn gives
better quality of the synthesized volume, especially for FLAIR and T1ce.
Performance of Segmentation part of RS-Net: One of the advantages
of the RS-Net is that, in addition to MRI synthesis, it also provides tumour
segmentation labels. In this section, we will analyze this segmentation part of
RS-Net (Figure 1 (2)). Table 4 indicates that the segmentation performance
based on RS-Net directly is lower than the results based on using all 4 real
MR volumes in S-Net, but is generally lower in comparison to the segmentation
results when synthesized MR volumes generated by RS-Net is used in place of
a real MR volumes. This trend is consistent across all MR image sequences for
all three Dice metrics, except for FLAIR where the enhancing and core tumour
Dice is higher for segmentation directly from the RS-Net over the segmentation
results from S-Net with a synthesized input (for unknown reasons).
4 Conclusions
In this paper, a full resolution 3D end-to-end CNN was developed for the task
of MR volume synthesis in the presence of brain tumours. The network was
trained for the concurrent tasks of synthesizing a missing MRI sequence and
tumour sub-tissue segmentation. Experimental results on BraTS 2015 challenge
dataset indicated that the proposed method outperforms all previous methods
in terms of traditional evaluation metrics like PSNR and SSIM. The quality of
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T1 T2 FLAIR T1ce DE DT DC
Real X X X X 68.2 87.9 75.7
T1 Synthesis  X X X 67.6 87.9 75.5
× X X X 66.4 85.2 71.0
T2 Synthesis X  X X 66.3 87.3 75.6
X × X X 66.5 87.0 71.1
FLAIR Synthesis X X  X 66.8 83.6 73.1
X X × X 70.5 82.6 74.0
T1ce Synthesis X X X  24.8 87.3 54.0
X X X × 23.1 86.5 52.0
Table 4: Comparison of multi-class brain tumour segmentation results based
on S-Net against the results generated directly from the segmentation module
of RS-Net for the BraTS 2017 Validation dataset. Notation: Real MR volume
(X), synthesized MR volume using RS-Net (), and segmentation output of RS-
Net without MR volume (×). Quantitative segmentation results based on Dice
coefficients: enhancing tumor (DE), whole tumor (DT), and tumor core (DC).
the synthesized images was further evaluated by assessing their effects on the
performance in independent tumour segmentation experiments. Experiments on
the BraTS 2017 challenge dataset indicated that multi-task learning helps in
synthesizing high quality volumes over synthesis alone particularly in more chal-
lenging contexts (i.e. FLAIR and T1ce). Results indicated that real MRIs can be
replaced with synthesized T1, T2, and FLAIR volumes with minimum degrada-
tion in segmentation accuracy, whereas synthesizing T1ce is still too challenging
for the task of tumour enhancement segmentation. However, uncertainty mea-
sure based on Monte Carlo dropout was shown to be helpful in communicating
the confidence in the synthesis results, which will be essential for their adoption
by clinicians and downstream automatic methods. The code for the proposed
method is available here: https://github.com/RagMeh11/RS-Net.
Acknowledgment This work was supported by a Canadian Natural Science
and Engineering Research Council (NSERC) Collaborative Research and De-
velopment Grant (CRDPJ 505357 - 16) and Synaptive Medical. We gratefully
acknowledge the support of NVIDIA Corporation for the donation of the Titan
X Pascal GPU used for this research.
References
1. Menze, Bjoern H., Andras Jakab, Stefan Bauer, Jayashree Kalpathy-Cramer, Key-
van Farahani, Justin Kirby, Yuliya Burren et al. ”The multimodal brain tumor
image segmentation benchmark (BRATS).” IEEE transactions on medical imaging
34, no. 10 (2015): 1993.
2. Havaei, Mohammad, Nicolas Guizard, Nicolas Chapados, and Yoshua Bengio.
”HeMIS: Hetero-modal image segmentation.” In International Conference on Med-
RS-Net for modality synthesis 11
ical Image Computing and Computer-Assisted Intervention, pp. 469-477. Springer,
Cham, 2016.
3. van Tulder, Gijs, and Marleen de Bruijne. ”Why does synthesized data improve
multi-sequence classification?.” In International Conference on Medical Image Com-
puting and Computer-Assisted Intervention, pp. 531-538. Springer, Cham, 2015.
4. Jog, Amod, Aaron Carass, Snehashis Roy, Dzung L. Pham, and Jerry L. Prince.
”Random forest regression for magnetic resonance image synthesis.” Medical image
analysis 35 (2017): 475-488.
5. Roy, Snehashis, Aaron Carass, and Jerry Prince. ”A compressed sensing approach
for MR tissue contrast synthesis.” In Biennial International Conference on Infor-
mation Processing in Medical Imaging, pp. 371-383. Springer, Berlin, Heidelberg,
2011.
6. Van Nguyen, Hien, Kevin Zhou, and Raviteja Vemulapalli. ”Cross-domain synthesis
of medical images using efficient location-sensitive deep network.” In International
Conference on Medical Image Computing and Computer-Assisted Intervention, pp.
677-684. Springer, Cham, 2015.
7. Zhang, Richard, Phillip Isola, and Alexei A. Efros. ”Colorful image colorization.”
In European Conference on Computer Vision, pp. 649-666. Springer, Cham, 2016.
8. Isola, Phillip, Jun-Yan Zhu, Tinghui Zhou, and Alexei A. Efros. ”Image-to-image
translation with conditional adversarial networks.” arXiv preprint (2017).
9. Chartsias, Agisilaos, Thomas Joyce, Mario Valerio Giuffrida, and Sotirios A. Tsaf-
taris. ”Multimodal mr synthesis via modality-invariant latent representation.” IEEE
transactions on medical imaging 37, no. 3 (2018): 803-814.
10. Wolterink, Jelmer M., Anna M. Dinkla, Mark HF Savenije, Peter R. Seevinck,
Cornelis AT van den Berg, and Ivana Igum. ”Deep MR to CT synthesis using
unpaired data.” In International Workshop on Simulation and Synthesis in Medical
Imaging, pp. 14-23. Springer, Cham, 2017.
11. Gal, Yarin, and Zoubin Ghahramani. ”Dropout as a Bayesian approximation: Rep-
resenting model uncertainty in deep learning.” In international conference on ma-
chine learning, pp. 1050-1059. 2016.
12. iek, zgn, Ahmed Abdulkadir, Soeren S. Lienkamp, Thomas Brox, and Olaf Ron-
neberger. ”3D U-Net: learning dense volumetric segmentation from sparse annota-
tion.” In International Conference on Medical Image Computing and Computer-
Assisted Intervention, pp. 424-432. Springer, Cham, 2016.
13. Ulyanov, D., A. Vedaldi, and V. S. Lempitsky. ”Instance normalization: the missing
ingredient for fast stylization. CoRR abs/1607.08022 (2016).”
14. Srivastava, Nitish, Geoffrey Hinton, Alex Krizhevsky, Ilya Sutskever, and Ruslan
Salakhutdinov. ”Dropout: a simple way to prevent neural networks from overfitting.”
The Journal of Machine Learning Research 15, no. 1 (2014): 1929-1958.
15. Kingma, Diederik P., and Jimmy Ba. ”Adam: A method for stochastic optimiza-
tion.” arXiv preprint arXiv:1412.6980 (2014).
16. Wang, Zhou, Alan C. Bovik, Hamid R. Sheikh, and Eero P. Simoncelli. ”Image
quality assessment: from error visibility to structural similarity.” IEEE transactions
on image processing 13, no. 4 (2004): 600-612.
