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Summary
Face analysis aims to extract valuable information from facial images. One effective approach
for face analysis is the analysis by synthesis. Accordingly, a new face image synthesised by
inferring semantic knowledge from input images. To perform analysis by synthesis, a genera-
tive model, which parameterises the sources of facial variations, is needed. A 3D Morphable
Model (3DMM) is commonly used for this purpose.
3DMMs have been widely used for face analysis because the intrinsic properties of 3D faces
provide an ideal representation that is immune to intra-personal variations such as pose and
illumination. Given a single facial input image, a 3DMM can recover 3D face (shape and
texture) and scene properties (pose and illumination) via a fitting process. However, fitting the
model to the input image remains a challenging problem.
One contribution of this thesis is a novel fitting method: Efficient Stepwise Optimisation
(ESO). ESO optimises sequentially all the parameters (pose, shape, light direction, light strength
and texture parameters) in separate steps. A perspective camera and Phong reflectance model
are used to model the geometric projection and illumination respectively. Linear methods that
are adapted to camera and illumination models are proposed. This generates closed-form solu-
tions for these parameters, leading to an accurate and efficient fitting.
Another contribution is an albedo based 3D morphable model (AB3DMM). One difficulty of
3DMM fitting is to recover the illumination of the 2D image because the proportion of the
albedo and shading contributions in a pixel intensity is ambiguous. Unlike traditional methods,
the AB3DMM removes the illumination component from the input image using illumination
normalisation methods in a preprocessing step. This image can then be used as input to the
AB3DMM fitting that does not need to handle the lighting parameters. Thus, the fitting of the
AB3DMM becomes easier and more accurate.
Based on AB3DMM and ESO, this study proposes a fully automatic face recognition (AFR)
system. Unlike the existing 3DMM methods which assume the facial landmarks are known,
our AFR automatically detects the landmarks that are used to initialise our fitting algorithms.
Our AFR supports two types of feature extraction: holistic and local features. Experimental
results show our AFR outperforms state-of-the-art face recognition methods.
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Chapter 1
Introduction
1.1 Motivation
A facial image conveys rich information such as the identity and gender of a person. The aim
of face analysis is to extract valuable information from facial images as presented in Fig. 1.1.
Face analysis attempts to answer some typical questions such as: Who is the person in the
image? What is his/her ethnicity? Is it a male or female? How old is the person?
Figure 1.1: Results from one example of face analysis software provided by Face++ [37].
Face analysis can be achieved by many approaches, one of which is an ‘analysis by synthesis’
(AbS) framework. The AbS decomposes face analysis into two steps: 1) inferring semantic
knowledge from input images; and 2) synthesising a new face image using the inferred knowl-
edge. To perform these two steps, a generative model, which parameterises the sources of facial
variations, is needed. Specifically, this AbS approach first addresses the inference problem by
estimating model parameters from the input image; second, this model can synthesise a new
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face image which resembles the input image using the estimated parameters. Clearly, an AbS
framework consists of two key components: 1) a generative model and 2) an inference algo-
rithm which estimates model parameters. The generative model in this study focuses on the
3D Morphable Model (3DMM), and the corresponding inference algorithm is called the fitting
algorithm.
3DMMs have been widely used for face analysis because the intrinsic properties of 3D faces
provide an ideal representation which is immune to variations in face appearance introduced
by the imaging process such as viewpoint, lighting and occlusion. The 3DMM consists of
separate face shape and texture models learned from a set of 3D exemplar faces. The shape and
texture models encode inter-personal variations. In addition, 3DMM can model intra-personal
variations such as pose, illumination, expression. Given a single facial input image, a 3DMM
can recover both inter-personal (3D shape and texture) and intra-personal properties (pose,
illumination) via a fitting algorithm.
However, it is very challenging to achieve an efficient and accurate fitting. The challenges are
two-fold. First, the 3DMM attempts to recover the 3D face shape that has been lost through the
projection from 3D into 2D. Second, it is difficult to separate the contributions of face texture
and illumination from a single input image. It is even claimed in [87] that it is impossible
to distinguish between texture and illumination effects unless some assumptions are made to
constrain them both. These difficulties provide the motivations to seek ‘good’ fitting methods.
A good fitting method should have the following characteristics. 1) Accuracy: The accuracy is
crucial because the main target of a fitting is to accurately synthesise an image which resem-
bles the input image. Thus, the fitting results which accurately capture the facial information
are crucial for face analysis, in particular for face recognition. The accuracy can be measured
in either the image pixel value space or the model parameter space (encoding face shape and
texture). 2) Efficiency: The efficiency is also important for a fitting method. High computa-
tional complexity will limit the applications of 3DMMs. 3) Robustness: A good fitting method
should be robust to outliers such as glasses. These outliers can result in overfitting. To avoid
it, the existing works usually either explicitly model these outliers or introduce some regular-
isation terms to constrain the fitting. 4) Automatic: In real applications, an automatic system
is desirable. Ideally, a good fitting should not need any human intervention. 5) Applicability:
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A good fitting method can be easily embedded into a face analysis system. Also, the optimal
fitting method should not make any assumptions that cannot be satisfied in real applications.
This work proposes two effective fitting methods detailed in Chapter 4 and 5 respectively. The
existing fitting methods are reviewed in Chapter 3.
As 3DMMs can recover the invariant facial properties, the 3DMM is useful in a variety of
applications in computer graphics and vision. The applications of 3DMMs include face recog-
nition [21], 3D face reconstruction [21], face tracking [94], facial attribute edition [6]. In this
thesis, the 3DMM is applied to face recognition and reconstruction. In particular, we focus on
3DMM-assisted face recognition.
Face recognition has received significant attention over the last few decades. At least two rea-
sons account for this trend. First, face recognition has a wide range of applications such as
law enforcement, surveillance, smart cards, access control. Second, some available face recog-
nition techniques are feasible for the applications under controlled environments. However,
strong assumptions are made for these controlled environments. Specifically, some parameters
are assumed to be constant such as pose, illumination, expression, occlusion. In unconstrained
environments, in contrast, the practitioner has little or no control over such parameters. De-
spite years of active research, face recognition in the unconstrained environments remains an
unsolved problem. This thesis focuses on analysing and solving the pose problem, which
severely impacts face recognition performance in both constrained and unconstrained envi-
ronments. To the best of our knowledge, most commercial face recognition products do not
perform effective pose normalisation. They either use a 2D affine transformation to preprocess
pose variations or simply assume that the probe and gallery images are near-frontal. However,
a 2D affine transformation cannot handle out-of-plane rotations. In this thesis, an effective
3DMM is used to solve pose-invariant face recognition (PIFR). The existing PIFR methods are
reviewed in Chapter 2 and our solutions are detailed in Chapter 4 and 5.
1.2 Contributions
From a high level point of view, the thesis proposes a new efficient and accurate fitting strat-
egy, a new 3D model which is illumination free, and investigates the applicability of 3DMM-
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assisted face recognition. The contributions are summarized as follows.
1.2.1 Fitting and Modeling
Efficient Stepwise Optimisation Strategy (ESO) To achieve an efficient and accurate fit-
ting method, a new fitting strategy, ESO, is proposed. ESO groups the parameters to be opti-
mised into 5 categories: camera model (pose), shape, light direction, light strength and albedo
(skin texture). These parameters are optimised sequentially rather than simultaneously. By
sequentialising the optimisation problem, the non-linear optimisation problem is decomposed
into several linear optimisation problems. These linear systems are convex and closed-form
solutions can be achieved.
Specifically, ESO decomposes the fitting into (1) geometric and (2) photometric parts. For (1), a
linear method, which adapts to a perspective camera model, is proposed to estimate 3D shape.
This linear method uses a set of sparse landmarks to construct a cost function in 3D model
space. For (2), the non-linear Phong illumination model is linearised to model illumination.
Then the illumination and albedo parameters are found using least squares.
Albedo-based 3D Morphable Model (AB3DMM) It is very difficult for the 3DMM to re-
cover the illumination of the 2D input image because the ratio of the albedo and illumination
contributions in a pixel intensity is ambiguous. The traditional methods including ESO handle
this problem by introducing different regularisation terms to constrain the fitting. Unlike these
methods, this study proposes an Albedo-based 3D Morphable Model (AB3DMM), which does
not seek the optimal ratio of the albedo and illumination contributions. Instead, the AB3DMM
removes the illumination component from the input image using illumination normalisation in
a preprocessing step. This normalised image can then be used as input to the AB3DMM fitting
that does not handle the lighting parameters. Thus, the fitting of the AB3DMM becomes easier
and more accurate than the existing fitting methods.
1.3. Thesis Outline 5
1.2.2 Applications
Face recognition is an important application of the 3DMM. The face recognition performance
is heavily influenced by the fitting accuracy. This study proposes a fully automatic face recog-
nition (AFR) system based on pose normalisation using a 3DMM. Unlike the existing 3DMM
methods [21, 92, 94] which assume the facial landmarks are known, the proposed AFR auto-
matically detects the landmarks that are used to initialise our fitting algorithms. Our AFR sup-
ports two types of feature extraction: holistic and local features, unlike the traditional 3DMMs
which usually only use holistic features (shape and texture parameters) for face recognition.
Experimental results demonstrate the local features are more powerful than the holistic features,
and our AFR interestingly outperforms state-of-the-art deep learning methods on a challenging
benchmarking database.
1.2.3 List of Publications
Publications with the following titles have resulted from my research during my PhD.
• Guosheng Hu, Chiho Chan, Josef Kittler, and William Christmas. Resolution-aware 3d
morphable model. In British Machine Vision Conference, 2012.
• Guosheng Hu, Pouria Mortazavian, Josef Kittler, and William Christmas. A facial sym-
metry prior for improved illumination fitting of 3d morphable model. In Biometrics
(ICB), 2013 International Conference on, pages 16. IEEE, 2013.
• Guosheng Hu, Chiho Chan, Fei Yan, William Christmas, and Josef Kittler. ”Robust face
recognition by an albedo based 3D morphable model.” In Biometrics (IJCB), 2014 IEEE
International Joint Conference on, pp. 1-8. IEEE, 2014.
1.3 Thesis Outline
Chapter 2: State-of-the-art in Pose Invariant Face Recognition As 3DMMs are very ef-
fective for pose-invariant face recognition (PIFR), this study begins by reviewing related liter-
ature. This work categorises PIFR methods into 2D and 3D methods. We briefly introduce the
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existing methods and discuss their advantages and disadvantages. Based on these discussions,
it is concluded that 3DMMs offer a promising approach to PIFR.
Chapter 3: Introduction to 3D Morphable Models This chapter details the theoretical
framework of a 3DMM. First, this work explains the construction of a 3DMM including 3D
data collection, 3D face registration and model training. Next, the traditional 3DMM fitting
process is presented. Last, the existing fitting methods are reviewed, and their advantages and
disadvantages are discussed.
Chapter 4: An Efficient Stepwise Optimisation for 3D Morphable Models Chapter 4
details our proposed Efficient Stepwise Optimisation (ESO) strategy. First, each step of ESO is
explained. The accuracy of the fitting is measured using face recognition performance obtained
with the images rendered using the fitted model. For this purpose, this work proposes a fully
automatic pose-robust face recognition system based on 3DMM-assisted pose normalisation.
Last, the face reconstruction and recognition performance of ESO is evaluated.
Chapter 5: An Albedo-based 3D Morphable Model In Chapter 5, an albedo-based 3D
Morphable Model (AB3DMM) is proposed. First, the construction of an AB3DMM is intro-
duced. Then, the fitting process of the AB3DMM is detailed. Last, an experimental study,
which compares different illumination normalisation methods, is conducted.
Chapter 6: Conclusions and Future Work In closing, this chapter summarises our research
and proposes a number of possible research directions in the future.
Chapter 2
Pose Invariant Face Recognition: a
Review
2.1 Introduction
In many practical face recognition scenarios, the poses of the probe and gallery images are
different. Pose variation is a major factor causing face recognition to be a difficult task. The
difficulty stems from the fact that the appearance variation caused by poses is usually larger
than that caused by the difference between identities. 3D Morphable Models (3DMMs) have
been successfully applied to pose invariant face recognition. Apart from 3DMMs, in this chap-
ter, the state-of-the-art methods are reviewed.
To address the pose variation problem, many 2D and 3D approaches have been proposed. 2D
methods usually require a training set from which a multi-view relationship is learned. On
the other hand, 3D methods synthesise the gallery and/or probe images to a common view, in
which face matching is then performed. Sections 2.2 and 2.3 introduce 2D and 3D methods
respectively; Section 2.4 compares 2D and 3D methods; Section 2.5 introduces the benchmark
databases; and Section 2.6 summarises this chapter.
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2.2 2D Methods
Traditionally, pose problems are solved in 2D space. 2D methods can be classified into three
categories: 1) pose normalisation (2DPN), 2) pose-invariant feature extraction (2DPFE) and 3)
neural network (NN). 2DPN methods learn the pose transformation between images from dif-
ferent poses, and usually learn a projection from non-frontal to frontal faces. 2DPFE methods
extract features which are robust to pose variations. NN methods couple the pose normalisa-
tion and feature extraction processes by training a neural network. These three categories are
detailed in Sections 2.2.1 to 2.2.3.
2.2.1 Pose Normalisation (2DPN)
2DPN methods explicitly learn either holistic or local pose transformation between images
from different poses. The holistic pose transformation attempts to create a dense-pixel cor-
respondence between two whole faces. In comparison, the local one creates correspondence
between local patches/blocks such as mouth area. The correspondence based on local patches
usually involves simpler transformations than the holistic correspondence. Based on the esti-
mated transformation, the probe images can be rotated to a ‘canonical view’, which is the same
or very similar to the pose of the gallery. One typical 2DPN method is presented in Fig. 2.1.
One of the earliest 2DPN methods was proposed by Beymer et al [18], in which a 2D face
is represented in terms of vectorised shape and texture. The shape vector is a stack of (x, y)
coordinates of a set of facial landmarks, and the texture vector is a stack of intensities from the
original image warped to a ‘shape-free’ representation. To handle the pose problem, the de-
formations between the images from different poses are learned using a gradient-based optical
flow algorithm [15]. The learned deformations are considered as the ‘prior knowledge’, with
which a virtual view of a probe image can be generated. The virtual view is the same or similar
to the gallery images; thus, face matching is performed on image pairs of the same pose.
Another 2DPN method, stack-flow [10], learns facial patch correspondences from two different
poses. It is assumed that patches deform spatially under an affine transformation. Specifically,
given two patches from probe and gallery images, this method seeks the optimal parameters of
2.2. 2D Methods 9
 
deformation p 
p 
Training Test 
Figure 2.1: The image is adapted from [18]. The deformation p consists of the pixel location
differences of an image pair based on a pixel-wise correspondence. p is learned from image
pairs of the training set and is applied in the test process.
the affine warp to minimise the intensity differences of image pairs. To endow this algorithm
with good generalisation capacity, this warp is learned using two stacks of images jointly. The
image similarity is measured by the sum of squared differences between a gallery patch and
the corresponding warped probe one.
Stereo matching is the technique of extracting 3D information from a set of 2D digital images.
Instead of 3D reconstruction, stereo matching is used for creating the correspondence between
two images under different poses by [22, 23]. There exists a wide range of stereo matching
methods. A dynamic programming stereo matching method [32] is employed by [22] because
it is very efficient. The core of stereo matching involves calculating the similarity between two
scan lines (rows of each face). To handle pose transformation, the matching becomes a prob-
lem of assigning a disparity to every pixel in one scan line using dynamic programming. One
weakness of [32] is that it is difficult to identify the optimal matching. To overcome this weak-
ness, [22] employed the cost of the matching as a similarity measurement between the probe
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and gallery images, removing the step of selecting the optimal matching. However, this method
[22] is sensitive to illumination since the matching is based on the pixel values. To circumvent
this limitation, a new dynamic programming matching algorithm [23] was proposed.
The pose transformation can also be solved by the Linear regression (LR) method. LR learns a
linear projection between the input x and output y. LR was applied to the problem of learning
the pose transformation by [24]. Naturally, two face images of different poses can be coded
as x and y. Then LR is applied to learn a linear projection for mapping image x to y. By this
projection, the virtual frontal view y can be generated from a non-frontal one x. To improve the
performance, each image is partitioned into small local patches, where the learning is carried
out. During the training process, the 3D prior knowledge is used to create the correspondence
between the patches from different poses. Similar to [24], [67] also uses LR for pose trans-
formation. Specifically, [67] introduces a regularisation term to balance the bias and variance,
aiming to achieve robust pose transformation.
Another regression method, Partial least squares (PLS) analysis, is used for pose-robust face
recognition by [66, 96, 41]. PLS has the same target as linear regression, namely learning a
regression model with regressor (input) x and response (output) y. Unlike linear regression, x
and y are projected into a latent space where the covariance between latent scores of x and y is
maximised. Pose transformation from x to y can be performed by PLS. The features used by
[66] and [96] are raw pixel values and Gabor features extracted at facial landmark centered
local region, respectively. In addition, [96] generalises PLS to handle face recognition with
images of low-resolution and sketch photos. However, [66] and [96] do not analyse the
impact of every component, such as the size of local regions, on the performance. To address
this problem, Fischer et al [41] makes an experimental analysis on the impact of the alignment,
the size of local region and the image features.
The Markov Random Field (MRF) is also used to handle pose transformation. MRF is an
effective method for image matching [98]. Motivated by [98], MRF is used for matching
two face images under different poses [7]. Specifically, a MRF is usually represented as an
undirected graphical model. Nodes and edges encode individual primitives and conditional
dependencies, respectively. The goal is to assign each node a label. In the context of face image
matching across pose, nodes and labels correspond to local patches and a 2D displacement
2.2. 2D Methods 11
vector. Intra-layer and inter-layer edges encode smoothness prior and data term respectively.
To model global geometric transformation, a block adaption strategy is applied. Unlike optical
flow [18] and stack flow [10], MRF can handle out-of-plane rotations and even perspective
effects. In addition, in principle, MRF is an annotation-free method, which is an advantage over
other face recognition methods. To improve the optimisation efficiency, GPU implementations
were proposed [9, 8].
2.2.2 Pose-Invariant Feature Extraction (2DPFE)
Compared with 2DPN methods, 2DPFE methods do not transform poses from the original
input to target images. Instead, 2DPFE methods extract pose-invariant features from the input
images. One group of 2DPFE methods learn a common latent space using image pairs from
different views. Ideally, in this common space, the same subjects with different poses are close
to each other, but are far away from those of different identities. Therefore, classification can
effectively be performed. Fig. 2.2 shows a typical common space method.
Figure 2.2: The framework for common space methods. Different colours (red and blue) and
shapes (dot and triangle) correspond to different identities and poses, respectively. Unlike the
pixel value space, samples of the same identity are clustered in the common space.
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One of the earliest 2DPFE methods is about extracting features using a light field . Light field
is a 5D function of position (3D) and direction (2D), which specifies the radiance of light in
free space. In [43], the light field was applied to face recognition across pose. First, a light
field of the subject’s head is estimated from a set of images of the same subject but under
different poses. Second, these light fields are projected into a PCA space to obtain an eigen
light field. Third, a vectorised image is projected into this eigen light field to estimate the PCA
coefficients, which work as a pose-invariant feature set. Last, face recognition is performed
using these features. Clearly, apart from gallery and probe sets, an extra training set is needed
to train the eigen light field space. This work was later extended to appearance-based face
recognition [44].
The active appearance model (AAM) [28] is an algorithm for matching a statistical model
consisting of shape and appearance parts to a new image. The AAM is widely used for face
analysis. This matching/fitting process is driven by an optimisation which minimises the differ-
ence between the current estimate of appearance and the target image. Linear regression [28]
and inverse compositional algorithm [74] are two methods which are widely used to optimise
an AAM. The traditional AAM cannot handle the pose problem well. To address this problem,
a View-based AAM (VAAM) [30], motivated by view-based eigenfaces [82], was proposed.
The VAAM model consists of five models, roughly centered on viewpoints at −90◦, −45◦, 0◦,
45◦ and 90◦. In the process of matching, given an image with unknown pose, each of these five
models is used for fitting and the one which achieves the best fit is chosen. Based on this fit, the
head rotation can be estimated by a regressor which linearly models the relationship between
the rotation angle and model coefficients. Five such regressors are trained offline. VAAM
also provides a linear method for pose transform. Specifically, linear relationships between the
identities’ coefficients from different models are learned. Based on these linear relationships,
the fitted results in one model can be transformed to another model. This process is a pose
transformation.
Tied Factor Analysis (TFA) [86] is another effective method for pose-invariant face recogni-
tion. The underlying assumptions of TFA are: 1) all the face images of the same person under
different poses lie on a manifold referred to as ‘observation space’, and these images are gen-
erated from the same vector in ‘identity space’; 2) The mapping from ‘identity space’ to the
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‘observation space’ is a linear transformation; and 3) The data in identity space has a Gaussian
distribution. Based on these assumptions, the learning problem can be defined as learning an
‘identity space’ and finding a linear transformation using face images of different poses. This
optimisation problem is iteratively solved by an expectationmaximization (EM) algorithm.
Common space methods also belong to the 2DPFE category. Basically, these methods seek a
common space in which pose-robust features can be effectively extracted. Generalised multi-
view analysis (GMA) [97] is a typical common space method. GMA is based on the fact that
subspace learning methods such as principal component analysis (PCA) can be cast as special
forms of a quadratically constrained quadratic program (QCQP). GMA generalises QCQP to
a multi-view setting by combining two QCQP optimisation problems. Any subspace learning
method in the form of QCQP can be generalised to a multi-view version by the GMA frame-
work. [97] explicitly formulates various multi-view versions of GMA inducing PCA, LDA
(linear discriminant analysis), CCA (canonical correlation analysis), BLM (bilinear model)
and PLS. Pose-robust face recognition can be performed in these multi-view subspaces.
2.2.3 Neural Network (NN)
NN methods, in particular deep learning methods, have been highly successful in computer
vision in the past three years [64, 107, 100, 49, 59]. Not surprisingly, NN methods have been
used for face recognition. These methods focus on solving two problems: (1) face recogni-
tion in the wild [131, 105, 103, 106, 108, 139, 57, 104] and (2) pose-invariant face recogni-
tion [141, 137, 61, 121]. In this study, we only review the NN methods for face recognition
across pose. NN methods usually couple pose normalisation and feature extraction. Specifi-
cally, they explicitly learn the pose transformations, and the features are encoded in the learned
network. Unlike 2DPFE methods which assume a linear projection between poses, NN meth-
ods model the pose transformation in a non-linear fashion. A typical NN method [141] is
visualised in Fig. 2.3.
Zhu et al. [141] proposed a deep neural network for pose-invariant face recognition. The input
of the network are the images under arbitrary poses and illuminations, and the output are the
images in ‘canonical view’ where the faces are frontal and under neutral illumination. This
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Figure 2.3: Image taken from [141], one NN method combines feature extraction and pose
normalisation (reconstruction). x0 and y are the input and output of the network respectively. y¯
denotes the groundtruth. x1, x2 and x3 are the outputs of the 1st, 2nd and 3rd layers respectively.
FIP denotes face identity-preserving feature which can reconstruct the frontal images from non-
frontal ones.
network consists of four layers: the first 3 layers for feature extraction and the last one for
‘canonical view’ reconstruction. The features learned by this network are referred to as face
identity-preserving (FIP) features. Clearly, this network couples both feature extraction and
canonical face reconstruction. In addition, this method does not need to know the pose of the
probe image during the test process.
Another class of NN method is the auto-encoder which is an unsupervised neural network.
In [137], the auto-encoder is applied for pose-invariant face recognition. Auto-encoder can
be regarded as an effective non-linear regression method [13]. To avoid overfitting, l1 norm
is usually used for regularisation, leading to a sparse auto-encoder [13]. To adapt the auto-
encoder to the pose problem, the authors in [137] propose a ‘random faces guided sparse
many-to-one encoder’ (RF-SME). RF-SME includes two methods to handle the pose problem.
In method 1, the input of RF-SME is many pose-varying faces of one person, and the output
is one frontal face of the same person (many to one). This is a typical pose transformation
modelled by a regression method. In method 2, it is claimed in [137] that the output of
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RF-SME can be any matrix unique to the subject, which is not necessarily a frontal face.
Therefore, the output of RF-SME consists of several random matrices (random faces). In this
way, method 2 achieves stronger discriminative capacity. Experiments validate that method 2
greatly outperforms method 1.
Kan et al. [61] proposed a Stacked Progressive Auto-Encoder (SPAE) for face recognition
across poses. This work is motivated by the fact that the profile face changes progressively to
the frontal pose on a manifold. If the images of different poses ranging from large to small pose
variations are available, the SPAE can be trained. Specifically, the shallow layers are used to
map the images of larger poses to virtual images of smaller poses. This layer-wise mapping can
gradually reduce the pose variations. Ideally, the output images of the topmost layer are frontal
ones. SPAE decomposes a highly non-linear pose transformation problem into several steps, in
which the search space is greatly narrowed. In this way, the chance of falling into local minima
is reduced, leading to better performance. In addition, the approach benefits from the strong
non-linear feature learning capacity of the auto-encoder. It is worth noting that SPAE keeps the
traditional auto-encoder structure but proposes this novel training strategy, which matches the
pose problem quite well.
Another auto-encoder variant, Deeply Coupled Auto-encoder Networks (DCAN) [121], is pro-
posed for cross-view face recognition. DCAN couples two auto-encoders which correspond
to two views. The coupled auto-encoders learn a common space in which the people under
different poses are well separated. Specifically, each auto-encoder is built by stacking multiple
layers to achieve the deep structure, which can capture the abstract and semantic information.
Similar to the traditional auto-encoder, DCAN minimises the reconstruction errors of both
auto-encoders during training. Apart from that, DCAN constrains the training by minimising
the intra-class distance but maximising the inter-class distance. To avoid over-fitting, a weight-
shrinkage constraint is used to regularise the optimisation. Wang et al. [121] evaluated their
methods on images of both real people and sketch.
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2.2.4 Summary of 2D Methods
The pose transformation operation is highly non-linear. For simplicity, most 2DPN and 2DPFE
methods usually handle pose problems based on linear projection assumptions. In comparison,
NN methods assume a non-linear projection between poses. Not surprisingly, NN methods
achieve better performance than 2DPN and 2DPFE methods due to 1) non-linear assumption
which is more accurate; 2) strong non-linear modeling capacity which benefits from the com-
plex network structure; and 3) strong feature learning capacity. However, how to train a ‘good’
network, in particular how to tune the parameters in a huge parameter space, is still problem-
atic for NN methods. In addition it requires (1) huge training samples to improve the model
generalisation capacity and (2) strong computing resources such as GPUs to reduce the training
time. Although large databases are available, they have neither enough subjects (68 and 337 for
PIE [99] and Multi-PIE [45]) nor large pose variations (near frontal poses only for LFW [58]).
These shortcomings prevent NN methods from being widely used. The 2D methods are sum-
marised in Table 2.1.
2.3 3D Methods
In contrast to learning-based 2D methods, 3D methods can explicitly model the facial pose
variations that are intrinsically caused by 3D rigid motion. 3D methods can be classified into
two categories: 3D-assisted pose normalisation (3DPN) and 3D-assisted pose-invariant feature
extraction (3DPFE). 3DPN methods normalise/rotate the face images to the same pose. On the
other hand, 3DPFE extracts pose-invariant features from the original images using the 3D face
prior knowledge.
The 3D face models used by these aforementioned methods are mean shape model (M-S), PCA
shape model (PCA-S) and PCA shape texture model (PCA-ST). M-S is either a generic face
model or is obtained by averaging a set of 3D shape scans. PCA-S is trained by projecting a
set of 3D shapes into a PCA space. PCA-ST is similar to PCA-S, but it includes both a shape
model and a texture model.
The differences of these three models are clear. M-S assumes all the people have roughly
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Table 2.1: 2D methods
publication pose handling
pose assumed
to be known?
annotation database 1
2DPN
Beymer et al [18], 1995 Optical flow, holistic 2 Yes automatic Local
Ashraf et al [10], 2008 Stack flow, local Yes manual FERET
Castillo et al [22], 2009
Stereo matching,
holistic
No manual PIE
Chai et al [24], 2007 Linear regression, local Yes automatic PIE
Li et al [67], 2012
Regularised linear
regression, holistic
Yes manual
PIE, FERET,
Multi-PIE
Li et al [66], 2011 Partial least square, local Yes manual PIE,Multi-PIE
Sharma et al [96], 2011
Partial least square,
holistic
Yes manual PIE
Arashloo et al [7], 2011
Markov random field,
local
No automatic PIE,XM2VTS
2DPFE
Gross et al [43], 2002 Light field Yes manual PIE, FERET
Coots et al [30], 2002 View-based AAM No automatic N/A
Prince et al [86], 2008 Tied factor analysis Yes manual
FERET, PIE,
XM2VTS
Sharma et al [97], 2012
Generalised multiview
analysis
Yes manual Multi-PIE
NN
Zhu et al [141], 2013
Convolutional neural
network
No automatic Multi-PIE
Kan et al [61], 2014 auto-encoder No automatic
Multi-PIE,
FERET
Wang et al [121], 2014 auto-encoder No automatic Multi-PIE
Zhang et al [137], 2013 auto-encoder No automatic
Multi-PIE
LFW
1 database for evaluating face recognition performance. These databases are detailed in Section 2.5.
2 ‘holistic’ and ‘local’ denote that the correspondences are created between whole faces and local patches, re-
spectively.
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the same face shape and therefore it cannot capture the subtleties of shape differences across
people. PCA-S and PCA-ST relax this assumption and parameterise the shape difference in a
PCA space. PCA-ST models texture variations, while PCA-S and M-S do not. Clearly, PCA-S
and PCA-ST have a stronger shape representation capacity than M-S. However, PCA-S and
PCA-ST have more parameters, which are more challenging to optimise. In addition to pose
variations, PCA-ST can explicitly model illumination using 3D shape and texture information.
2.3.1 3D-Assisted Pose Normalisation (3DPN)
3DPN methods normalise the images to the same view: (i) frontal or (ii) non-frontal view.
The former (i) uses a 3D model to rotate the probe images of arbitrary poses to the frontal
view, which is the same as that of gallery images. Then feature extraction and image matching
are performed on these normalised frontal images. The latter (ii) synthesises multiple virtual
images under different poses from frontal images by means of the 3D model. These frontal and
synthesised images are enrolled as the gallery. A probe image is only matched against those
of the same or most similar pose in the gallery. Note that reconstructing frontal images from
non-frontal ones in (i) is more difficult than sythesising non-frontal images from frontal ones
in (ii). The difficulty of (i) results from the fact that the information of the occluded regions,
which (i) attempts to recover, is missing. On the other hand, method (ii) needs to additionally
train a pose estimator, which guides the probe images to match those with the similar poses
in the gallery. In addition, the gallery of (ii) is much bigger than that of (i); thus, (ii) is more
computational demanding than (i). One typical (i) 3DPN method [11] is illustrated in Fig. 2.4.
In the following paragraphs, different 3DPN methods will be introduced.
Asthana et al. [11] proposed a fully automatic face recognition system via a 3DPN method.
First, the system detects the face area along with the face contour, which is used to initialise a
pose-robust landmark detector. Next, the detected 2D landmarks are fed into a pose estimator
to estimate the yaw and pitch angles. This pose estimator is trained using a large set of 2D
synthesised images rendered from 3D face scans. Then, the landmark correspondence between
a VAAM and a 3D model is established by looking up an offline-trained 2D-3D correspondence
table using the estimated yaw and pitch angles. Based on this established correspondence, pose
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Figure 2.4: A typical 3DPN method [11]. Step 1: the 3D model is fitted to input image using
landmarks. T denotes the estimated camera matrix converting frontal pose to the input pose;
Step 2: the texture from input image is projected to the aligned 3D model; Step 3: the textured
3D model is converted to the frontal pose via T−1.
normalisation is performed. Last, Local Gabor Binary Pattern (LGBP) [136] is used for feature
extraction and a nearest neighbour classifier is adopted for decision making.
Another 3DPN method is proposed by Hassner et al. [48]. First, the facial landmarks are de-
tected by the supervised descent method [126]. Next, a 3D model is fitted to the 2D image via
the detected landmarks. After that, the pose normalisation is performed. To fill the occluded
facial regions, face symmetry information is used. However, simply copying the symmetric
facial pixel values is not appropriate because the non-facial pixels, such as eye-pad or other
occlusions, can erroneously be copied. To avoid that, ‘soft symmetry’ is proposed. Specifi-
cally, eight classifiers are trained using LBP features extracted from local patches around eight
landmarks. These classifiers are used to determine whether this copying should be performed.
Morphable Displacement Field (MDF) is introduced by Li et al. [68] for pose-invariant face
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recognition. MDF is a vector which stores the dense 2D coordinate displacements from a
non-frontal to frontal face. A 3D model is used to learn MDF. Given a probe image under an
arbitrary pose, multiple virtual frontal images are synthesised via the learned MDFs. In the
process of image matching, the occluded regions caused by poses are removed using MDF, and
only the visible regions of the virtual probe and gallery images are used for feature extraction.
To make the system robust to other variations such as illumination, an ensemble-based Gabor
Fisher classifier [102] is used.
Niinuma et al. [78] proposed another automatic face recognition system. The shape model
used is a PCA-S model trained using the USF Human ID 3D database [113]. To set up a
face recognition system, one frontal image from the gallery is used to synthesise 19 images
with different poses by means of a 3D model. These synthesised images are then added to
the gallery. During the test phase, the pose of a query image is estimated by a mixture of
tree-structured part models (MTSPM) [140]. Then only the gallery images with similar poses
will be chosen for face matching. At the same time, MTSPM can detect the landmarks of
this query image. With these landmarks, the query image is aligned to the synthesised gallery
images using Procrustes analysis. Block based multi-scale LBP is used for feature extraction
and chi-squared distance for similarity measurement.
Unlike [78, 21, 11, 50] which reconstruct a 3D face from a single input image, Han et al [46]
use two images (frontal and profile) for this reconstruction. This work is motivated by the fact
that enough multi-view face images and video sequences of one subject can easily be captured.
Intuitively, reconstruction based on multi-view images outperforms that from a single image
because more facial information is available for reconstruction. The reconstruction system
includes four components: 1) landmark detector, 2) correspondence detector, 3) initial recon-
struction, 4) reconstruction refinement and 5) texture extractor. First, the landmarks of frontal
and profile images are detected automatically and manually, respectively. The automatic land-
mark detector utilises the PittPatt Face Recognition SDK [89] to detect two eyes locations,
which are then used to initialise an ASM model for the other facial landmark detection. Sec-
ond, to create the correspondence between the frontal (in the space spanned by X and Y axes)
and profile (in the space spanned by Y and Z axes) images, two control points on the shared
Y axis are defined. With the detected landmarks and two control points, the two images can
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be aligned to a predefined common face. Third, the frontal image is fitted to a PCA-S model
to initially reconstruct the 3D face shape. Fourth, the depth information (Z coordinates) is lost
in the frontal image, while it is kept in the profile image. Therefore, the profile image is used
to refine the depth of the initially reconstructed 3D shape. Last, the texture is extracted using
Delaunary triangulation. With these five steps, the extracted texture is pose-invariant, and can
therefore be used for face recognition. Densely sampled LBP and a commercial face matcher
are used for face recognition.
Generic Elastic Model (GEM) is proposed to solve the pose problem in [50]. The authors [50]
claim the depth information (z) does not change greatly across people, therefore, x and y spa-
tial information is more discriminative. A quantitative analysis was carried out to support this
assumption. Based on this assumption, z is simply modelled by the average depth of training
samples. To create the correspondence between the input image and a 3D model, facial land-
marks on the input image are used to align it to a low resolution 3D mesh. Then this mesh
is subdivided into a high resolution one. Afterwards, a piece-wise affine transform is applied
to align the input image to the depth map. To achieve an automatic alignment, a landmark
detector, referred to as CASAAM is used. CASAAM uses an Active Shape Model [29] for ini-
tial landmark detection, then refines the results using an Active Appearance Model [28]. Next
face recognition is performed. Specifically, the frontal gallery images are fitted by GEM, then
GEM renders new images of different poses. These new images are added into the gallery.
During the test phase, the pose of the test image is estimated first. After that, the test image
is only matched to the gallery images of the most similar poses. GEM was applied to uncon-
strained face recognition in [85]. Furthermore, GEM has been improved by constructing a
gender and ethnicity specific version, which gives better face recognition performance [51].
Another extension of GEM, referred to as E-GEM, is proposed in [1]. Unlike GEM, E-GEM
models both shape and texture. Similar to the 3DMM, the texture model is represented in a
PCA space. However, E-GEM does not model illumination, while a 3DMM does. E-GEM
is robust to occlusions because l1-minimisation is applied in the PCA subspace motivated by
sparse representation classification [124].
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2.3.2 3D-Assisted Pose-invariant Feature Extraction (3DPFE)
Unlike 3DPN methods (i) and (ii) which explicitly generate virtual images under different
views, 3DPFE methods do not synthesise virtual images. Instead, 3DPFE methods extract
pose-invariant features from the original images using 3D face prior knowledge.
Hsu et al. [54] proposed a face recognition system via the facial component reconstruction.
Similar to the 3DMM [21], the whole face is segmented into four components (local regions),
namely two eyes, nose and mouth. The segmented 3D face model has a stronger representation
capacity than a holistic one due to the additional degrees of freedom (more parameters). Given
a 2D image, its 3D components are reconstructed via a gender- and ethnicity-oriented 3D
reference model. Then face recognition is performed on the reconstructed 3D components.
Gabor filter and sparse representation classification (SRC) [124] are used for feature extraction
and classification, respectively.
Yi et al. [121] proposed a 3D-guided pose-adaptive filter for feature extraction. To fit the 3D
model to an input image, the cost function is constructed by minimising the distance between
their landmarks. Alternating least squares are used to solve this cost function. After alignment,
a Gabor filter is applied at 352 pre-defined symmetric (176/176 on the left and right) feature
points. For face recognition, only the visible half face of a probe image is used for feature
extraction because the features on the self-occluded half are not reliable.
2.3.3 Summary of 3D Methods
3D methods can intrinsically model pose variations. Specifically, M-S can only model rigid
pose variations; PCA-S can model both pose and face shape variations, exhibiting stronger
geometric modeling capacity over M-S; Apart from geometric modeling capacity, PCA-ST
is capable of modeling photometric variations (texture and/or illumination). 3DPFE meth-
ods couple pose normalisation and feature extraction for face recognition; In contrast, 3DPN
methods explicitly separate these two processes. The face recognition performance (accuracy
and efficiency) using 3D methods greatly depend on the fitting methods. The 3D methods are
summarised in Table 2.2.
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Table 2.2: 3D methods
publication
3D model
feature annotation database2
type database 1
3DPN
to
fr
on
ta
l
Asthana et al [11]
2011
M-S USF3D [113] LGBP [136] automatic
FERET, PIE,
Multi-PEI,
FacePix [111]
Li et al [69]
2012
PCA-S BJUT3D [12] Gabor semi-auto3
FERET, PIE
Multi-PEI
Ramzi et al [1]
2014
PCA-ST USF3D PCA semi-auto Multi-PEI
Hassner et al [48]
2014
M-S USF3D LBP automatic LFW
to
no
n-
fr
on
ta
l Utsav et al [85]
2011
PCA-S USF3D pixel, LBP semi-auto
Multi-PEI,
video clips
Niinuma et al [78]
2013
PCA-S USF3D LBP automatic
FERET, Mobile
PubFig [80]
Han et al [46]
2012
PCA-S USF3D LBP semi-auto FERET
3DPFE
Blanz et al [21]
2003
PCA-ST BFM [79] PCA manual FERET, PIE
Yi et al [130]
2013
PCA-S CASIA3D [112] Gabor automatic
FERET, PIE,
LFW
Hsu et al [54]
2014
M-S FRGC [83] Gabor automatic PIE, Multi-PEI
1 database used to train the 3D models.
2 database for evaluating face recognition performance. These databases are detailed in Section 2.5.
3 In all the ‘semi-auto’ annotation, parts of images are automatically annotated and the others are manually
annotated.
24 Chapter 2. Pose Invariant Face Recognition: a Review
Table 2.3: 2D vs 3D methods
2D methods 3D methods
training data collection cheap expensive
pose rotation angles handled discrete, depending on training set continuous, any pose
pose estimation accuracy depending on learning methods depending on fitting methods
efficiency fast relatively slow
2.4 2D Methods vs 3D Methods
Table 2.3 summarises the differences between 2D and 3D methods in four aspects. (1) The
3D data is more expensive to collect than 2D data. Fortunately, some 3D databases collected
by different research centers shown in Table 2.2 have been available for public access. Un-
doubtedly, these publicly available databases will attract more research on 3D methods. (2) 2D
methods can only accurately handle discrete poses, which appear in the training set. Clearly,
the performance will drop if the probe poses are not in the training set, leading to inferior
generalisation capacity. To the best of our knowledge, there has been very little research to
investigate ways of improving this generalisation capacity and to measure how greatly the per-
formance degrades. In comparison, 3D methods do not learn pose transformations. Instead,
3D methods can generalise well to arbitrary poses because the camera matrix can model con-
tinuous pose variations. Clearly, 3D methods generalise better than 2D methods in this respect.
(3) The pose estimation accuracy of 2D methods depends on the pose transformation learning
methods. A ‘good’ learning method should make sound assumptions and provide an accurate
optimisation strategy. On the other hand, the accuracy of 3D methods depends on the associ-
ated fitting methods. (4) During testing, the face matching using 2D methods is very efficient
because the pose transformation relationships have been learned offline. The 3D methods are
relatively slow because the fitting has to be performed online on the probe image.
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2.5 Databases
Throughout the years, researchers have collected their own databases to evaluate their algo-
rithms. However, these databases differ greatly in size and recording conditions. To make
objective comparison with different algorithms, standard databases have become very impor-
tant. Therefore, some groups have collected large databases and make them publicly available
with the aim of fairly comparing different methods. In this section, we introduce the most pop-
ular benchmark databases for pose-invariant face recognition. Apart from pose variations, these
databases detailed in Sections 2.5.1 to 2.5.6 also cover other variations such as illumination.
Section 2.5.7 compares these databases.
2.5.1 PIE
The PIE (Pose, Illumination and Expression) [99] database is one of the most commonly used
databases for pose-invariant face recognition. It was collected between October and December
2000 at Carnegie Mellon University (CMU). There are 68 subjects recorded under 13 different
poses, 43 different illumination conditions, and with 4 different expressions. PIE is widely
used for evaluating the robustness of face recognition algorithms against pose, illumination,
and expression variations. The sample images of PIE are presented in Fig. 2.5.
Figure 2.5: Sample images in the PIE database. The index number of each image is the identity
of the pose defined by PIE database [99].
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2.5.2 Multi-PIE
With the advancement of face recognition techniques, PIE could not meet the evaluation re-
quirements, mainly due to its limited number of subjects. To overcome this shortcoming, the
Multi-PIE database [45] was collected by the researchers in CMU. Multi-PIE contains 337
subjects, captured under 15 poses and 19 illumination conditions in four recording sessions,
a total of 755370 images. Similar to PIE, Multi-PIE also contains the images of expression
variations. In addition, Multi-PIE collected high resolution images for all the subjects. The
variations covered by Multi-PIE are presented in Fig. 2.6.
Figure 2.6: Sample images in the Multi-PIE database.
2.5.3 FERET
The FERET database [84] was collected at George Mason University and the US Army Re-
search Laboratory facilities. It was collected in 15 sessions between August 1993 and July
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1996. The database consists of 14,051 images that includes 1199 subjects. Usually, re-
searchers use a subset of FERET for pose-invariant face recognition following the protocol
of FRVT2000 [19]. This subset contains 200 subjects under 9 pose variations ranging from
left-profile to right-profile. Sample images are presented in Fig. 2.7.
Figure 2.7: Sample images in the FERET database.
2.5.4 XM2VTS
The XM2VTS database [81] is designed for multi-modal verification and collected by the Uni-
versity of Surrey. The database consists of still color images, audio data, video sequences and
3D data. It contains four recordings of 295 subjects taken over four months. Each recording
contains speech and rotation shots. The rotation shot is widely used for pose-invariant face
recognition. Sample images are presented in Fig. 2.8.
Figure 2.8: Sample images in the XM2VTS database.
2.5.5 LFW
The aforementioned databases were collected in the controlled environment. Unlike them, La-
beled Faces in the Wild (LFW) [58] is designed for studying face recognition in unconstrained
environments. LFW has become the most popular benchmark database for face recognition in
the wild. LFW, which contains 13,233 images of 5749 subjects, is collected from the inter-
net. Each face has been labeled with the name of the person pictured. Therefore, LFW can be
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used to evaluate both supervised and unsupervised algorithms. To fairly compare face recogni-
tion algorithms, LFW provides standard, ten-fold, cross validation, pair-matching (’same’/’not-
same’) tests. LFW allows using outside data to train a model, aiming to improve the model
generalisation ability. However, the outside/private databases used by different researchers are
usually not publically available, leading to unfair comparisons. To avoid this problem, a big ‘in
the wild’ database (CASIA WebFace Database) [132] is released for training a model, which
can then be tested on LFW. The only constrain of these face images is that they are detected
by the Viola-Jones face detector [115] that is trained using near-frontal images. Hence, the
images of LFW are under frontal or near-frontal poses. The sample images of LFW are shown
in Fig. 2.9.
Figure 2.9: Sample images in the LFW database.
2.5.6 YOUTUBE FACES
Compared with LFW which is a database of still images, YOUTUBE FACES database [123],
collected by Lior Wolf et al, is a popular database of face videos recorded in unconstrained
environment. The database contains 3,425 videos of 1,595 subjects along with labels and all
the videos were downloaded from YouTube. Similar to LFW, this database provides a standard
test protocol. In addition, it provides descriptor encodings (Local Binary Patterns, Center-
Symmetric LBP and Four-Patch LBP) for the faces appearing in these videos. The sample
images of YOUTUBE FACES are shown in Fig. 2.9.
Figure 2.10: Sample images in the YOUTUBE FACES database.
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2.5.7 Summary of Databases
Table 2.4 compares these aforementioned databases. Specifically, the image size, number of
subjects, pictures, poses and variations are listed.
Table 2.4: Face databases summary
Name
Image
size
No. of
subjects
No. of
pictures
No. of poses variations1
PIE 640× 486 68 41,368 13 p, i, e
Multi-PIE 640× 480 337 755,370 15 p, i, e, t
FERET 256× 384 1,199 14,051 9 2 p, i, e, t, i/o,
XM2VTS 576× 720 295 3,540 3 7 p, i
LFW 250× 250 5,749 13,233 many 4 p, i, e, o, i/o,
YOUTUBE FACES 100× 100 1,595 3,425 5 many p, i, e, o, i/o
1 Image variations are indicated by (p) pose, (i) illumination, (e) expression, (o) occlusion, (i/o) indoor
and outdoor conditions and (t) time delay.
2 Most pose-invariant face recognition methods evaluate their performance following the FRVT 2000
protocol [19], which covers 9 poses. The whole FERET database has more than 9 pose variations,
including random poses.
3 The number of images in ‘rotation shot’. The database is widely used for pose-invariant face recognition.
The number of all the images including video frames is not published.
4 The databases (LFW and YOUTUBE FACES) collected in unconstrained environments contain arbi-
trary pose variations.
5 the number of videos
2.6 Summary
In this chapter, we review the existing pose invariant face recognition methods. These methods
are classified into 2D and 3D methods. As discussed in Section 2.4, 2D methods suffer from
their weak generalisation capacity under pose variations. On the other hand, to achieve an
efficient and accurate fitting in the case of 3D methods is very difficult. This weakness of 3D
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methods motivates the work in the rest of this thesis: finding an efficient and accurate fitting
method. Our solutions to the fitting problem on it are detailed in Chapters 4 and 5.
Chapter 3
Introduction to 3D Morphable Models
The 3D morphable model (3DMM), first proposed by Blanz and Vetter [20, 21], has been
successfully applied in computer vision and graphics. A 3DMM consists of separate shape and
texture models, which are capable of modeling the inter-personal shape and texture variations
respectively. A 3DMM is trained using a group of exemplar 3D face scans. Once the 3DMM
is trained, it can recover the 3D face (shape and texture) and imaging parameters (viewpoint,
illumination, etc) from a single 2D input image via a fitting process. The fitting is actually
an optimisation process, aiming to find the optimal model parameters usually by minimising
the difference between the input image and model reconstructed/synthesised image. Once
a 3DMM is fitted to the input image, the inter-personal (3D shape and texture) and intra-
personal (pose and illumination) parameters are recovered. The parameters which encode the
3D shape and texture are an ideal face representation which is invariant to pose and illumination
variations. Therefore, these recovered shape and texture parameters can then be used for face
analysis such as face recognition.
This chapter is organised as follows. In Section 3.1, the model construction process is detailed.
Section 3.2 formulates the fitting process. Based on Section 3.1 and 3.2, next, we review
the existing fitting methods and the extensions of 3DMMs in Section 3.3. Last, the chapter is
summarised in Section 3.4.
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Figure 3.1: one raw 3D face scan
3.1 Model Construction
3DMM construction includes three steps: 1) 3D face scans collection 2) 3D face registration
and 3) model training.
First, the collection of 3D scans is detailed. The ideal 3D face scans only capture the intrin-
sic facial characteristic, removing hair occlusions, makeup and other extraneous factors. The
texture should be captured under uniform illumination, without shadows and specularities. In
this way, the captured texture can be regarded as albedo, intrinsic characteristic of the identity.
One sample of the original 3D face scan, which consists of the shape and texture, is shown in
Fig 3.1.
Second, these 3D scans have to be registered [20, 21, 90] in dense correspondence. By creating
the dense correspondence, all the 3D scans have the same number of vertices, which are ordered
in the same manner and located at the corresponding positions. In this thesis, an Iterative Multi-
resolution Dense 3D Registration (IMDR) presented in [90] is used for this registration. Some
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Figure 3.2: Registration results visualisation
registration results are visualised in Fig 3.2.
Let the ith vertex of the registered face be located at (xi, yi, zi) and have the RGB colour values
(ri, gi, bi). Then one registered face in terms of shape and texture can be represented as:
s
′
= (x1, ..., xn, y1, ..., yn, z1, ..., zn)
T (3.1)
t
′
= (r1, ..., rn, g1, ..., gn, b1, ..., bn)
T (3.2)
where n is the number of vertices of a registered face.
Third, Principal Component Analysis (PCA) is applied to m (165 in this work) example faces
s′ and t′ separately to obtain:
s = s0 + Sα, t = t0 + Tβ (3.3)
where s ∈ R3n and t ∈ R3n are shape and texture models respectively. s0 and t0 are the
mean shape and texture of m training faces respectively. The columns of S ∈ R3n×(m−1)
and T ∈ R3n×(m−1) are eigenvectors of shape and texture covariance matrices. The 3DMM
used in this thesis has 55 and 132 shape and texture eigenvectors respectively, keeping 0.99 of
the original variations. The free coefficients α = (α1, ..., αm−1)T and β = (β1, ..., βm−1)T
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constitute low-dimension codings of s and t, respectively. In common with [21], we assume
that α and β have normal distributions:
p(α) =
1√
(2pi)m−1|Ds|
exp(−1
2
‖α./σs‖2) (3.4)
p(β) =
1√
(2pi)m−1|Dt|
exp(−1
2
‖β./σt‖2) (3.5)
where ./ denotes element-wise division, σs = (σ1,s, ..., σm−1,s)T , σt = (σ1,t, ..., σm−1,t)T ,
and σ2i,s and σ
2
i,t are the ith eigenvalues of shape and texture covariance matrices, respectively.
|Ds| and |Dt| are the determinants of Ds and Dt, respectively; and Ds = diag(σ1,s, ..., σm−1,s),
Dt = diag(σ1,t, ..., σm−1,t).
3.2 Fitting
The 3DMM fitting can recover/reconstruct the 3D shape, texture, camera model and lighting
from a single image as shown in Fig. 3.3. The recovered parameters can then be used for face
analysis. In this section, the fitting process is formulated.
Figure 3.3: 3DMM fitting
The fitting is conducted by minimising the RGB value differences over all the pixels in the
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facial area between the input face image and model rendered one. To perform such an optimi-
sation, a 3DMM has to be aligned to the input image. Specifically, a vertex xM3d of the shape
model s is projected to a 2D coordinate xM2d in the 2D image plane via a camera projection
defined by camera parameter set ρ. Note that not all the xM3d are visible in the model rendered
image due to self-occlusion. The vertex visibility is tested by a z-buffering method [21]. The
rendered RGB values generated by all the visible vertices of the model are concatenated as
a vector aM , and the RGB values at the nearest corresponding points of the input image are
concatenated as a vector aI . Varying ρ and s will affect the vertex visibility of the face model;
consequently, the selection of vertices used to create aI will vary. Therefore, both aI and
aM depend on ρ and α. In addition to alignment (geometric part), the rendered image aM is
also determined by albedo and illumination (photometric part). In common with [93, 21], the
albedo is represented by t(β) from Eq. (3.3) and the illumination is modeled by the Phong re-
flection with parameter µ. Combining both geometric and photometric parts, the cost function
can be written as
min
α,ρ,β,µ
‖aI(α, ρ)− aM (β, µ,α, ρ)‖2 (3.6)
Once the alignment is established (α and ρ are known), the cost function can be rewritten as
min
β,µ
‖aI − aM (β, µ)‖2 (3.7)
To explicitly render aM with an established alignment, aM is generated by the interplay of skin
albedo t(β) and incident light. Phong illumination model is used under the assumption that a
point light source locates infinitely far away. Then, the light source can be represented by the
light direction only (no parameter representing light position). In the context of 3DMM, aM is
represented as the sum of contributions from ambient, diffuse and specular lights:
aM = la ∗ t︸︷︷︸
ambient
+ (ld ∗ t) ∗ (N3d)︸ ︷︷ ︸
diffuse
+ ld ∗ e︸ ︷︷ ︸
specular
(3.8)
where
la = (lra1
T , lga1
T , lba1
T )T ∈ R3n (3.9)
ld = (lrd1
T , lgd1
T , lbd1
T )T ∈ R3n (3.10)
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1 ∈ Rn is a vector with all the entries equal to 1; {lra, lga, lba} and {lrd, lgd, lbd} are the strengths
of ambient and directed light in RGB channels, respectively; ∗ denotes the element-wise mul-
tiplication operation; the matrix N3 = (NT ,NT ,NT )T , N ∈ Rn×3 is a stack of the surface
normals ni ∈ R3 at every vertex i; d ∈ R3 is the light direction; vector e ∈ R3n is a stack of
the specular reflectance ei of every vertex for the three channels, i.e,
ei = ks〈vi, ri〉γ (3.11)
where vi is the viewing direction of the ith vertex. Since the camera is located at the origin,
the value of vi is equal to the position of this vertex. ri denotes the reflection direction of the
ith vertex: ri = 2〈ni,d〉ni − d. ks and γ are two constants of the specular reflectance and
shininess respectively [90]. Note that ks and γ are determined by the facial skin reflectance
property, which is similar for different people. They are assumed constant over the whole
facial region. For the sake of simplicity, in our work, we also assume that ks and γ are the
same for three colour channels. Thus each entry ei is repeated three times in constructing
vector e. Note that the diffuse light part holds the same assumption as the lambertian surface.
3.3 Related Work
In this section, the existing fitting methods are detailed in Subsection 3.3.1. Then some 3DMM
variants are introduced in Subsection 3.3.2.
3.3.1 Fitting Methods
It is very difficult to achieve an accurate and efficient fitting for two reasons. Firstly, when
recovering the 3D shape from a single 2D image, the depth information is lost through the
projection from 3D to 2D. Secondly, separating the contributions of albedo and illumination is
an ill-posed problem [88, 56]. Motivated by the above challenges, considerable research has
been carried out to improve the fitting performance in terms of efficiency and accuracy. These
fitting methods can be classified into two groups: 1) Simultaneous Optimisation ( SimOpt):
All the parameters (shape, texture, pose and illumination) are optimised simultaneously; 2)
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Sequential Optimisation (SeqOpt): These parameters are optimised sequentially. The SimOpt
methods use gradient-based methods which are slow and tend to get trapped in local minima.
On the other hand, SeqOpt methods can achieve closed-form solutions for some parameters
optimisation, therefore, SeqOpt is more efficient. However, the existing SeqOpt methods make
strong assumptions and do not generalise well. In this section, the existing fitting methods are
reviewed.
In the SimOpt category, the first published fitting method [20, 21] is a Stochastic Newton Op-
timisation (SNO) technique. The only assumption made by [20, 21] is that the pixels are
independently distributed with a fitting error residual normally distributed. The cost function
(Eq. 3.6) is non-convex. To reduce the chance of falling into local minima, a stochastic ele-
ment is added to the optimisation. Specifically, randomly chosen subsets of the pixels are used
to construct the cost function. The selected subset varies in each iteration. This stochasticity
introduces a perturbation in the derivatives of all the variables, with the aim of reducing the
risk of falling into local minima. However, only 40 pixels are chosen in each iteration and
they cannot capture enough information of the input image. In addition, it needs thousands of
iterations to converge; therefore, it is rather slow. Not surprisingly, the SNO performance is
poor in terms of both efficiency and accuracy.
The efficiency of optimisation is the driver behind the work of [92] where an Inverse Com-
positional Image Alignment (ICIA) algorithm [92] is introduced for fitting. The ICIA method
was first used for Active Appearance Model (AAM) fitting [74]. AAM can be regarded as
a 2D version of the 3DMM, and the AAM has a similar fitting process as the 3DMM. The
most time-consuming component of gradient-based fitting methods for the AAM and 3DMM
is the updating of Jacobi matrix in each iteration. ICIA method modifies the cost function so
that its Jacobian matrix can be regarded as constant. In this way, the Jacobian matrix is not
updated in every iteration, greatly reducing the computational costs. Motivated by the success
of ICIA for AAM fitting, ICIA is used for the 3DMM fitting here. It also achieves success in
terms of efficiency. To further improve the efficiency of ICIA, a multi-resolution framework is
proposed by [62]. Specifically, a high resolution 3DMM is down-sampled into a pyramid of
lower resolution ones to construct a multi-resolution 3DMM. Before a fitting, a Gaussian im-
age pyramid is generated from the input image. During the fitting, the low resolution 3DMM
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fits a low resolution image using the ICIA method. The optimised parameters are passed to a
higher level 3DMM for ICIA fitting until the optimisation converges. The low resolution fitting
is a global search process, and the high resolution fitting is a local search. This coarse-to-fine
multi-resolution strategy is more efficient and accurate than the traditional ICIA method. The
weakness of ICIA fitting framework is that it does not model illumination variations.
The Multi-Feature Fitting (MFF) strategy [93] is known to achieve the best fitting performance
among all the SimOpt methods. MFF is inspired by the idea that a stronger classifier can be
constructed from a set of weak ones. In the context of fitting, MFF aims to maximise the
posterior probability of the model parameters given not only an input image but other features.
These features such as edge and specularity highlights extracted from the input image can
constrain the fitting process. MFF decomposes the fitting process into five stages. The first
three stages are a global search, in which only a few parameters are optimised. In these three
stages, a rough estimate of shape and texture can be obtained. In the last 2 stages, all the
parameters are optimised. As MFF is still a gradient-based method, MFF is rather slow. Based
on the MFF framework, two works improved the fitting robustness. A resolution-aware 3DMM
[55] is proposed to improve the robustness to resolution variations, and a facial symmetry prior
in [56] is advocated to improve the illumination fitting.
The first SeqOpt method, ‘linear shape and texture fitting algorithm’ (LiST) [91], is proposed
for improving the fitting efficiency. The main idea of LiST is to update the shape and texture
parameters by solving linear systems. On the other hand, the illumination and camera param-
eters are optimised by a gradient-based Levenberg-Marquardt method, exhibiting many local
minima. LiST proposes a new cost function for shape estimation. Specifically, LiST computes
the 2D shape deformation using a coarse-to-fine optical flow algorithm [16]. This deformation
works as the cost function. In contrast, the traditional 3DMMs estimate the shape parameters
by optimising Eq. 3.6. The experiments reported in [91] show that the fitting is faster than the
SNO algorithm, but with similar accuracy. However, in this approach it is assumed that the
light direction is known before fitting, which is not realistic for automatic analysis. Also, the
optical flow algorithm is relatively slow.
Another SeqOpt method [133] decomposes the fitting process into geometric and photometric
parts. The camera model is optimised by the Levenberg-Marquardt method, and shape param-
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eters are estimated by a closed-form solution. In contrast to the previous work, this method
recovers 3D shape using only facial feature landmarks, and models illumination using spher-
ical harmonics. The least squares method is used to optimise illumination and albedo. The
work in [122] improved the fitting performance of [133] by segmenting the 3D face model
into different subregions. In addition, a Markov Random Field is used in [122] to model the
spatial coherence of the face texture. However, the illumination models of [133, 122] cannot
deal well with specular reflectance because only 9 low-frequency spherical harmonics bases
are used.
In common with [133], the most recent SeqOpt work [4] also sequentially fits geometric and
photometric models using least squares. First, the parameters of an affine camera are op-
timised by the Gold Standard Algorithm [47]. Next, a probabilistic approach incorporating
model generalisation error is used to recover the 3D shape. The reflectance estimation decou-
ples the diffuse and specular reflection estimation. Two reflectance optimisation methods are
proposed: (i) specular invariant model fitting and (ii) unconstrained illumination fitting. For
(i), first, the RGB values of the model and input images are projected to a specularity-free
colour space [143] for diffuse light and texture estimation. Then the specularity is estimated in
the original RGB colour space. For (ii), first, the low frequency illumination components (the
first 9 harmonics spherical bases) and texture are estimated. Then high frequency illumination
components (from the 10th to 81st) are recovered by the optimisation process. [4] achieves
the state-of-the-art face reconstruction performance. The face recognition of [4] is comparable
to MFF [93], but it is much faster. However, both [133] and [4] use an affine camera, which
cannot model perspective effects. In addition, in the case of (i) in [4], the colour of lighting is
assumed to be known and fixed, which limits the model generalisation capacity; (ii) relaxes the
lighting assumption of (i) and allows any combinations of ambient and directed light, however,
(ii) estimates face texture coefficients considering only diffuse light.
3.3.2 Extensions of 3D Morphable Model
The traditional 3DMMs detailed in Section 3.3.1 explicitly model illumination and pose vari-
ations; however, they do not model other intra-personal variations such as expressions. In
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addition, these 3DMMs focus on applying 3DMMs to face recognition. In this section, the
extensions of 3DMM including expression modeling and other applications of 3DMMs are
detailed.
Automatic Fitting The fitting methods aforementioned assume that the accurate landmarks
are known. Thus, manually clicked landmarks are used to initialise those fitting methods. To
achieve an automatic fitting, Schnborn et al. [95] propose a Monte Carlo strategy to integrate
landmark detectors and the 3DMM fitting. A 3DMM is interpreted as a generative (Top-Down)
Bayesian model. Random Forests are used as noisy detectors (Bottom-Up) for the face and
facial landmark positions. The Top-Down and Bottom-Up parts are then combined using a
Data-Driven Markov Chain Monte Carlo Method (DDMCMC). To the best of our knowledge,
this method is the only published automatic fitting strategy. However, this method is really
slow. In [36], this DDMCMC framework is applied to eye gaze estimation and analysing of
facial attributes (ethnicity, glasses/no glasses, gender, eye colour) using a pose invariant 2D
texture representation.
Expression Expression variations caused by facial motions lead to the changes of facial
shape and texture. The traditional 3DMMs do not model facial expressions because these
3DMMs are constructed assuming that the 2D input face is under neutral expression. Thus, the
3D training set in Eq. (3.1) does not capture shape and texture variations. In [5] and [27],
they propose the same method to construct a 3DMM which can model expression, referred
to as E-3DMM. The training set of E-3DMM consists of 2 subsets: without (Set 1) and with
expressions (Set 2). Each scan in Set 2 corresponds to one of the same subject in Set 1. The
texture model of E-3DMM is the same to the one of traditional 3DMMs. Unlike the tradi-
tional 3DMMs, the shape model of E-3DMM consists of two sub-models: identity model (IM)
and expression model (EM). Specifically, the IM captures the inter-personal shape variations
which are identical to people. Thus, the IM is trained using Set 1. The IM is actually the shape
model of the traditional 3DMMs. On the other hand, the EM is used to capture the expres-
sion variations. To train an EM, the differences/deformations between the scans in Set 2 and
their corresponding ones in Set 1 are projected to a PCA space. Given an input face image
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with expression, the E-3DMM explicitly fits the identity and expression parts. After fitting, the
coefficients of the IM, which is an expression-free feature, are used for face recognition.
Super Resolution Face super-resolution [119] is widely used to enhance the quality of low
resolution images, typically acquired by surveillance cameras at a distance. The existing meth-
ods usually assume the pose and illumination of a face is known. Since the 3DMM can solve
the pose and illumination problems, it is natural to combine super-resolution with a 3DMM
to generalise the existing super-resolution techniques to handle arbitrary pose and illumination
variations. Specifically, in [76], a 3DMM is used to fit a low resolution input image. After
fitting, the 3DMM has been aligned to the input image. Next, the texture from the input image
is projected to a 3DMM, which is a texture extraction process. The extracted texture is repre-
sented in a 2D fashion using the isomap algorithm [110]. This isomap representation as shown
in the 4th column of Fig. 3.2 is pose invariant. Then a super-resolution method is applied on
this isomap image. To sum up, the pipeline [76] consists of two parts: 3DMM fitting and super
resolution. These two components are independent, and they are optimised sequentially.
3.4 Summary
This chapter has detailed the theoretical framework of 3DMMs. During the preprocessing
stage, the 3D scans are registered in dense correspondence. Next, PCA is applied to the regis-
tered 3D scans to decorrelate the training data. Then the parametric 3DMM including separate
shape and texture models is constructed. In the process of fitting, a 3DMM can recover the
3D face and scene parameters from a single input image. The existing fitting methods have
been categorised to 2 classes: SeqOpt and SimOpt, which are reviewed in Section 3.2. The
advantages and disadvantages of every fitting method are discussed. In addition, some 3DMM
variants have been introduced in Section 3.3.2.
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Chapter 4
An Efficient Stepwise Optimisation for
3D Morphable Models
4.1 Introduction
In Chapter 3, the fitting problem is detailed and the disadvantages of the existing fitting methods
are discussed. Motivated by these weaknesses, in this chapter a novel SeqOpt fitting framework,
‘efficient stepwise optimisation’ (ESO), is proposed. ESO groups the parameters to be opti-
mised into 5 categories: camera model (pose), facial shape, light direction, light strength and
albedo (skin texture). ESO optimises sequentially these parameters in separate steps. Specifi-
cally, ESO decomposes the fitting into geometric and photometric parts. The former estimates
geometric properties (pose and facial shape) and the latter recovers the photometric information
(albedo and illumination).
Geometric Model Fitting Both perspective camera [21, 93] and affine camera [133, 4] models
have been used in previous work. The affine camera model assumes that the object’s depth is
small compared with its distance from the camera, which is often not the case. It cannot model
perspective imaging effects when the face is close to the camera. In comparison, a perspective
camera is more general, and therefore is used in this work. To efficiently estimate the shape
parameters and also to adapt to the perspective camera, a new linear method, which uses a set
of sparse landmarks to construct a cost function in 3D model space is proposed. In addition,
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this study proposes to use face contour landmarks detailed in Section 4.2.3 to refine the camera
and shape estimates. An algorithm which automatically creates the correspondence between
the contour landmarks of the input image and its 3D model is presented.
Photometric Model Fitting Both Phong [21, 93] and Spherical Harmonics (SH) models
[133, 4] have been used to estimate illumination. Specifically, to model both diffuse light
and specularity, [4] uses 81 bases. Compared with the SH model, the Phong model has a more
compact representation, and therefore is used here. This study uses only 8 of the Phong coef-
ficients to model the illumination. Unlike the gradient descent search used by [21, 93], a novel
approach to optimise both Phong model parameters and albedo is presented. Specifically, ESO
proposes a group of methods detailed in Section 4.2 to linearise the nonlinear Phong model.
The objective functions of these linear methods are convex and global solutions are guaranteed.
With the estimated Phong parameters to hand, the albedo can also be estimated by solving a
linear system.
This chapter is organised as follows. The ESO is detailed in Chapter 4.2. Next, Chapter 4.3
evaluates the face reconstruction and recognition performance of ESO. Last, conclusions are
drawn in Chapter 4.4.
4.2 Methodology
This section details our ESO framework. ESO is a SeqOpt method which groups all the param-
eters into 5 categories: camera (pose), shape, light direction, light strength and albedo. These
parameters are optimised by iterating two sequences of steps in turn a few times as shown
in Fig. 4.1. Closed-form solutions are obtained in these steps. First, the perspective camera
parameters are estimated using a set of 2D landmarks and s0 of Eq. (3.3). Second, the shape
parameters are estimated by a new linear method, which constructs a cost function by project-
ing the 2D landmarks into 3D space.Third, contour landmarks are used to improve camera and
shape estimates. The first three steps are repeated several times to refine the geometric ingre-
dients of the model. During the refinement, s0 is replaced by the current estimated shape for
estimating the camera parameters. At the end of this process, a correspondence between the
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Figure 4.1: ESO topology
input image and 3DMM is created. Based on this alignment, we again use linear methods to
estimate illumination and albedo. Fourth, we use the generic texture model t0 of Eq. (3.3) to es-
timate the light direction based on the assumption that the face is a Lambertian surface [63, 73].
Fifth, the light strengths of the Phong model are estimated using the generic texture model and
the estimated light direction. Finally, the albedo is estimated using the evaluated light direction
and strengths. The last three steps are also repeated to refine the photometric estimates. In the
process of refinement, the estimated albedo is used instead of t0 for estimating light direction
and strengths. The topology of the ESO is shown in Fig. 4.1.
In Section 4.2.1 to 4.2.6, each step of ESO is explained in more detail. Section 4.2.7 visualises
the output of each step and Section 4.2.8 discusses the ESO-assisted facial feature extraction.
4.2.1 Camera Parameters Estimation
The first step uses the landmarks to estimate the camera parameters that roughly align the input
image to the model. For this alignment, a vertex xM3d of the shape model s from Eq. (3.3) is
projected to a 2D coordinate xM2d = (x, y)
T via a camera projectionW . The projectionW can
be decomposed into two parts, a rigid transformation Fr and a perspective projection Fp:
Fr : xM3d → w w = RxM3d + τ (4.1)
Fp : w→ xM2d x = ox + f
wx
wz
, y = oy − f wy
wz
(4.2)
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where w denotes the camera-centered coordinate of xM3d; w = (wx, wy, wz)
T ; R ∈ R3×3
denotes the rotation matrix; τ ∈ R3 is a spatial translation; f denotes the focal length, and
(ox, oy) defines the image-plane position of the optical axis. In this work, (ox, oy) is set as the
center of the 2D image plane.
The camera parameters ρ = {R, τ , f} are recovered by minimising the distance between the
input landmarks and those reconstructed from the model:
min
ρ
∑
‖xI2d − xM2d(ρ)‖2, and xM2d =W(xM3d; ρ) (4.3)
where xI2d denotes the landmark of an input image. This cost function is solved by the Levenberg-
Marquardt algorithm [93]. The initial values for optimisation are set to those camera pameters
which project the face to the center of the images plane with frontal pose and focal length=1600.
Alternatively, the Levenberg-Marquardt algorithm could be initialised using a linear solution
obtained from the Direct Linear Transform algorithm [47], Note that xM3d , which depends on
the shape model s, is a constant in this step. In the first iteration, s is set to s0. In subsequent
iterations, s is replaced by the one estimated in the previous iteration. The estimated cam-
era parameters feed into shape estimation described in Section 4.2.2. The contour landmarks
described in Section 4.2.3 constrain both camera and shape estimations.
4.2.2 Shape Parameters Estimation
After the camera parameters are obtained, the shape parameters α can be estimated. In general,
the methods proposed for estimating the shape parameters can be classified into two groups:
(1) gradient-based methods [21, 93] and (2) linear methods [4, 133]. The gradient-based meth-
ods optimise α by solving the general fitting cost function Eq. (3.6). Noting that the shape
variations cause the facial landmarks to shift, therefore, more efficient linear methods [4, 133],
which only use landmarks to recover α, have been proposed. However, these methods are
based on an affine camera. In contrast, we propose a linear method, which is applicable to
a general perspective camera, by minimising the distance between the observed and recon-
structed landmarks. Unlike Eq. (4.3) defined in the 2D image space, here the cost function is
defined in 3D model space as:
min
α
∑
‖xI3d − xM3d(α)‖2 (4.4)
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where the image landmarks xI2d are back-projected to x
I
3d via x
I
3d = W−1(xI2d; ρ) which is
detailed at the end of Section 4.2.2. Since xM3d is a vertex of shape model s, therefore x
M
3d is a
function of α. The vectorised cost function is defined as:
min
α
‖sˆI − sˆM (α)‖2 + λ1‖α./σs‖2 (4.5)
where sˆI and sˆM are stacked by xI3d and x
M
3d respectively; sˆ
M = sˆ0 + Sˆα, sˆ0 and Sˆ are con-
structed by choosing the corresponding elements at the landmark positions from s0 and S de-
fined in Eq. (3.3); λ1 is a free weighting parameter; ‖α./σs‖2 is a regularisation term based
on Eq. (3.4). The closed-form solution for α is:
α = (SˆT Sˆ +Σs)−1Sˆ
T
(sˆI − sˆ0) (4.6)
where diagonal matrix Σs = diag(λ1/σ21,s, ...λ1/σ
2
m−1,s).
Finally, we explain how to constructW−1. As shown in Eq. (4.1) and (4.2),W−1 consists of
2 transformations: F−1p and F−1r . However, xM2d cannot be projected to w via F
−1
p unless wz is
known. In this work, wz is approximated by Fr(xM3d), where x
M
3d is constructed from the mean
shape s0 and the estimated s in the first and subsequent iterations, respectively.
4.2.3 Contour Landmark Constraints
One impediment to accurate 3D shape reconstruction from a non-frontal 2D face image stems
from the lack of constraints on the face contours. In [93] the authors define the contour edges
as the occluding boundary between the face and non-face area, and use them to constrain the
fitting. Here, the generation of contour is introduced. 1) vertex map A vertex map is a face
rendering. Instead of setting the pixel values to each vertex, the index of each vertex is set. 2)
binarised vertex map The values of a vertex map which covers the facial part are set to 1. The
non-facial part is set to 0. 3) erosion and subtraction The morphological operation of erosion
is applied to the binary vertex map. Then this eroded binary image is subtracted to the binary
vertex map obtained at step 2). The resulting binary image is the contour edge. The contour
edges of a model-based reconstruction of a 2D image are shown in Fig. 4.2(b). However, the
computational cost of using contour edges is high. Motivated by [93], contour landmarks, i.e.
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Figure 4.2: Contour landmarks detection. Yellow and red dots represent the contour landmarks
of the input and model reconstructed images, respectively. Algorithm 1 bridges (c) and (d).
landmarks on the contour edges, are proposed in this work to constrain the camera and shape
fitting. The contour landmarks are used because: 1) it is computationally efficient as contour
landmarks are sparser than contour edges; 2) they can be accurately detected by existing 2D
facial landmark detectors [127, 40].
Given contour landmarks of an input image (yellow dots of Fig. 4.2(c)), Algorithm 1 is used to
search for the corresponding contour landmarks of a 3DMM (red dots in Fig. 4.2(d)) along the
contour edges. Once this correspondence is established, these contour landmark pairs will be
added to the available landmarks set in Eq. (4.3) and (4.5) to improve the estimation of camera
model and shape.
4.2.4 Light Direction Estimation
Once the parameters of the camera model and the shape are estimated, the input image is
aligned to a 3DMM, and the reflectance parameters can then be estimated. The first task is to
find the light direction d. In this step, all the variables are regarded as constant apart from d,
so the cost function is obtained by combining Eq. (3.7) and (3.8):
min
d
‖aI − la ∗ t− (ld ∗ t) ∗ (N3d)− ld ∗ e‖2 (4.7)
The minimisation of Eq. (4.7) is a non-linear problem for two reasons: 1) the exponential
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Input:
2D contour landmarks coordinates η = {η1...ηk1}
3DMM rendered contour edge [93] coordinates ζ = {ζ1...ζk2} (k2  k1) viaW
3D vertex indices φ = {φ1...φk2} corresponding to ζ
Output: 3D vertex indices δ corresponding to η
for i = 1; i ≤ k1; i+ + do1
for j = 1; j ≤ k2; j + + do2
distj = ||ηi − ζj ||23
end4
δi= φarg minj{distj}5
end6
return δ7
Algorithm 1: Establishing the contour landmark correspondence
form of e in Eq. (3.11), and 2) the element-wise multiplication between ld ∗ t and N3d. To
eliminate these nonlinear dependencies, firstly, we can precompute the value of e based on the
assumptions: i) the facial skin reflectance property among people is the same; Thus, ks and
γ are constant. In our implementation, ks and γ are set to values 0.175 and 30 respectively
following [90]; ii) the values of v and r are set to those of the previous iteration. Secondly, to
avoid the element-wise multiplication between ld ∗ t and N3d, the cost function is reformulated
as:
min
d
‖aI − la ∗ t− ld ∗ e− (A ∗ N3)d‖2 (4.8)
where A = [ld ∗ t, ld ∗ t, ld ∗ t] ∈ R3n×3. By this reformulation, the closed-form solution can
be found as: d = ((A ∗N3)T (A ∗N3))−1(A ∗N3)T (aI − la ∗ t− ld ∗ e). Then d is normalised
to a unit vector.
For the first iteration, we initialise the values of t, la and ld as follows. 1) We assume that
the face is a Lambertian surface and the ambient light is negligible in common with [63, 73].
Consequently, only the diffuse light in Eq. (3.8) is modelled. 2) The strengths of diffuse light
{lrd, lgd, lbd} and t are respectively set to {1,1,1} and t0. With these assumptions, the cost function
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in the first iteration becomes:
min
d
‖aI − (B ∗ N3)d‖2 (4.9)
where B = [t0, t0, t0] ∈ R3n×3. The closed-form solution is: d = ((B ∗ N3)T (B ∗ N3))−1(B ∗
N3)T aI . Then d is normalised to a unit vector.
The estimated light direction is fed into the light strength and albedo estimations detailed in
Section 4.2.5 and Section 4.2.6. In turn, the output of these is used in the subsequent refine-
ments of light direction by solving Eq. (4.8).
4.2.5 Light Strength Estimation
Having obtained an estimate of d, the ambient and directed light strengths can be recovered.
For simplicity, only the red channel is described. The cost function for red channel is:
min
lrad
‖aI,r − Clrad‖2 (4.10)
where aI,r is the red channel of aI ; C = [tr, tr ∗ (Nd) + er] ∈ Rn×2, tr and er are the red
channels of t and e; lrad = (lra, lrd)
T . The closed-form solution for lrad is:
lrad = (C
TC)−1CT aI,r (4.11)
Note that t is set to t0 as a starting point in the first iteration. The green and blue channels are
solved in the same way.
4.2.6 Albedo Estimation
Once the light direction and strengths are recovered, the albedo can be estimated. Similarly
to the estimation of shape parameters, we regularise the albedo estimation based on Eq. (3.5),
leading to the cost function:
min
β
‖aI − (t0 + Tβ) ∗ la − (t0 + Tβ) ∗ ld ∗ (N3d)
−ld ∗ e‖2 + λ2‖β./σt‖2
(4.12)
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Figure 4.3: Stepwise fitting results
where λ2 is a free weighting parameter. The closed-form solution is
β = (TTT +Σt)−1TT (a′ − t0) (4.13)
where a′ = (aI−ld∗e)./(la+ld∗(N3d)), and the diagonal matrixΣt = diag(λ1/σ21,t, ..., λ1/σ2m−1,t).
4.2.7 Stepwise Fitting Results Visualisation
In this section, the fitting results of each step are visualised. The input images with various
pose and illuminations are from the Multi-PIE [45] database. The two input images in Fig. 4.3
are illuminated by the left and right light sources, respectively. Clearly, the camera model,
shape, light direction, light strengths and albedo are well recovered.
4.2.8 Facial Feature Extraction
After fitting, different facial features can be extracted for different applications. In this section,
we discuss both holistic and local feature extractions for face recognition. Traditionally, most
of the 3DMM-based face recognition systems [91, 93, 4, 133] only extract holistic features,
i.e. shape and texture coefficients (α and β). Specifically, shape and texture coefficients are
extracted via fitting and can be concatenated into a vector to represent a face. However, these
holistic features cannot capture local facial properties, e.g. a scar, which may be very discrim-
inative among people. In this work, we extract pose and illumination parameters which are
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Figure 4.4: holistic and local feature extraction
used to geometrically and photometrically normalise the image. A conventional local feature
extraction method is applied to a pose- and illumination-normalised 2D image. Specifically,
ESO recovers all the parameters given a single input image. With these recovered parameters,
illumination normalisation is achieved by removing the directed lighting. The illumination
normalised version of aI is then given by
aIin = (a
I − ld ∗ e)./(la + ld ∗ (N3d)) (4.14)
Pose normalisation is performed by setting ρ to rotate the face to a frontal view. In this work, we
extract the local descriptor Local Phase Quantisation (LPQ) [3] from the photometrically and
geometrically normalised image. LPQ uses phase information computed locally in a window
for every image position. The phases of the four low-frequency coefficients are decorrelated
and uniformly quantised in an eight-dimensional space. A histogram of the quantised words
works as a feature. LPQ usually works on grey-level images. In addition, the images are
cropped to 120*100 in this work before extracting LPQ features.
Both holistic and local features extraction is shown in Fig. 4.4.
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Figure 4.5: Row 1: input images with different pose and illumination variations. Row 2: ESO-
fitted/reconstructed images.
4.3 Experiments
In this section, a comprehensive evaluation of our methodology is described. First, face re-
construction performance is evaluated. Then, in face recognition experiments, we compare our
ESO with the existing 3DMM methods and other state-of-the-art methods.
4.3.1 Face Reconstruction
We present some qualitative fitting results in Fig. 4.5. These images are from the Multi-PIE
database. The people in these images have different gender, ethnicity and facial features such
as a beard and/or glasses. All these factors can cause difficulties for fitting. As can be seen
in Fig. 4.5, the input images are well fitted. Note that our 3DMM does not model glasses.
Therefore, the glasses of an input image, such as the 3rd person in Fig. 4.5, can mis-guide the
fitting process. Despite it, our ESO reconstructs this face well, showing its robustness.
In order to quantitatively measure every component of ESO, the 2D input images and their cor-
responding groundtruths of camera parameters, 3D shape, light direction and strength, texture
need to be known. To meet all these requirements, we generated a local database of rendered
2D images with all the 3D groundtruth as follows:
a) 3D Data We collected and registered 20 3D face scans. The first 10 scans are used for
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model selection, and the remaining scans are used for performance evaluation.
b) Ground truth The registered 3D scans are projected to the PCA space, parameterising
the groundtruth in terms of coefficients α and β.
c) Rendering Using the registered 3D scans, we rendered 2D images under different poses
and illuminations.
d) Fitting The 3DMM is fitted to obtain the estimates of all these parameters.
e) Reconstruction performance is measured using cosine similarity between the estimated
and groundtruth α or β. The larger the cosine similarity, the better the reconstruction.
Effects of Hyperparameters
Before we evaluate the face reconstruction performance, the sensitivity of the hyperparameters
of ESO on the fitting process is investigated. The relevant hyperparameters are the regularisa-
tion weights λ1 in Eq. (4.5) and λ2 in Eq. (4.12) and the number of iterations (l1 and l2) for
geometric and photometric refinements (Fig. 4.1), respectively. All the renderings in Section
4.3.1 are generated by setting both the focal length and the distance between the object and
camera to 1800 pixels as suggested in [47].
Impact of the weight λ1 on shape reconstruction The weight λ1 should be selected carefully
because improper λ1 will cause under- or over-fitting during shape reconstruction. As shown in
Fig. 4.6, the reconstruction using a large λ1 (= 1000) looks very smooth and the shape details
are lost, exhibiting typical characteristics of underfitting. On the other hand, a small λ1 (= 0)
causes over-fitting, and the reconstruction in Fig. 4.6 is excessively stretched. In comparison,
the reconstruction with λ1 = 0.5 recovers the shape well.
To quantitatively evaluate the impact of λ1, 2D renderings under 3 poses (frontal, side and
profile), without directed light, are generated. To decouple the impact of λ1 and l1 on shape
refinement, l1 is set to 1. After ESO fitting, the average similarity of the recovered parameters
and their groundtruth for different poses is computed. As shown in Fig. 4.7a, neither small (
< 0.4) nor large (> 1) λ1 lead to good reconstruction which is consistent with Fig. 4.6. On
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Figure 4.6: Impact of λ1 and λ2 on shape and albedo reconstruction. Column 1: input image,
Column 2: groundtruth of shape and albedo, Column 3-5: reconstructions with different λ1
and λ2.
the other hand, the reconstructions of all 3 poses does not change much with λ1 in the region
between 0.4 and 0.7. Hence, λ1 is set to 0.5, which is the average value of the best λ1 over all
the test cases, to simplify parameter tuning.
Impact of the number of iterations l1 on shape refinement The same renderings with 3 poses
are used to evaluate the sensitivity to l1. From Fig. 4.7b, we can see that more than 3 iterations
do not greatly improve the reconstruction performance for any pose. Therefore, l1 is fixed at 3
in the remaining experiments.
Impact of the weight λ2 on albedo reconstruction We also examine the impact of λ2 on
albedo reconstruction. Fig. 4.6 shows some qualitative results. Clearly, the reconstruction with
λ2 = 1000 loses the facial details, and it is under-fitted. On the other hand, the one with λ2 = 0
does not separate the illumination and albedo properly, causing over-fitting. In comparison, the
one with λ2 = 0.7 reconstructs the albedo well.
To quantitatively investigate the impact of λ2 on the estimated light direction and strength, the
renderings from different light direction d and strength ld are used as shown in Fig. 4.7c. All
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Figure 4.7: Effects of hyperparameters
these renderings are under frontal pose and l2=1. It is clear that the reconstructed albedo does
not change greatly with λ2 in the region between 0.2 and 1. To simplify parameter tuning, λ2
is fixed to 0.7 which is the average value of the best λ2 over all the test cases.
Impact of the number of iterations l2 on albedo refinement To investigate the impact of
l2, the same 2D renderings for the λ2 evaluation are used. As shown in Fig. 4.7d, all the im-
ages converge by the 4th iteration. This shows that our photometric estimation part converges
quickly. Hence, for simplicity, l2 is fixed to 4 in ESO.
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Reconstruction Results
We evaluate shape and albedo reconstructions separately. ESO is compared with two methods:
MFF [93] and [4], which are the best SimOpt and SeqOpt methods, respectively. We imple-
mented the whole framework of MFF. Regarding [4], we only implemented the geometric
(camera model and shape) part, because insufficient implementation details of the photometric
part were released.
Shape Reconstruction The affine camera used by [4] cannot model perspective effects, while
the perspective camera used by ESO and MFF can. Different camera models lead to differ-
ent shape reconstruction strategies. In order to find out how significant this difference is, we
change the distance between the object and camera to generate perspective effects, at the same
time keeping the facial image size constant (around 120×200) by adjusting the focal length
to match [47]. Note that the shorter this distance, the larger the perspective distortion. To
compare shape reconstruction performance, 2D renderings under frontal pose obtained for 6
different distances are generated. We can see from Fig. 4.8a that the performance of ESO
and MFF remains constant under different perspective distortions. However, the performance
of [4] reduces greatly as the distance between the object and camera decreases. Also, ESO
consistently works better than MFF under all perspective distortions.
Albedo Reconstruction The accuracy of geometric estimation (camera model and shape) af-
fects the photometric estimation (albedo and illumination) because the errors caused by geo-
metric estimation can propagate to photometric estimation. Though we cannot directly com-
pare the albedo estimation of ESO with that of [4], we can evaluate how inferior geometric
estimation of [4] will degrade the albedo reconstruction. To conduct such an evaluation, we
propose a method ‘Geo[4]-PhoESO’, in which the geometric and photometric estimations are
performed by the methods of [4] and ESO, respectively. Fig. 4.8b compares the albedo recon-
struction of ESO and ‘Geo[4]-PhoESO’ using the same renderings for shape reconstruction.
Clearly, the errors caused by geometric estimation in [4] result in inferior albedo reconstruc-
tions.
Next, we directly compare ESO with MFF [93] in Table 4.1 using images rendered under
different light direction and strength. We see that the albedo reconstruction performance for
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Figure 4.8: Reconstruction results
different light direction is very similar, but it varies greatly for different directed light strength.
This demonstrates that the albedo reconstruction is more sensitive to light strength than di-
rection. Also, ESO consistently works better than MFF. The reasons are two fold: 1) MFF
uses a gradient-based method that suffers from the non-convexity of the cost function. 2) For
computational efficiency, MFF randomly samples only a small number (1000) of polygons to
establish the cost function. This is insufficient to capture the information of the whole face,
causing under-fitting. Our method being much faster makes use of all the polygons. Further
computational efficiency discussions can be found in Section 4.3.2.
Table 4.1: Albedo reconstruction results measured by cosine similarity
MFF [93] ESO
left-light, ld = 0.5 0.57± 0.15 0.61± 0.08
right-light, ld = 0.5 0.57± 0.13 0.60± 0.08
front-light, ld = 0.5 0.58± 0.14 0.62± 0.08
front-light, ld = 0.1 0.60± 0.13 0.67± 0.07
front-light, ld = 1 0.49± 0.16 0.54± 0.08
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4.3.2 Face Recognition
Face recognition is an important application of 3DMM. 3DMM-based face recognition sys-
tems [91, 93, 133, 4] have been successful in this area because a 3DMM can extract the intrinsic
3D shape and albedo regardless of pose and illumination variations.
To evaluate the performance of ESO-based face recognition, the hyperparameters {λ1, l1, λ2, l2}
of ESO are set to {0.5, 3, 0.7, 4} as discussed in Section 4.3.1. Both holistic and local features
are extracted following Section 4.2.8. The Cosine distance and Chi-squared distance are used
to measure the similarity for holistic and local features respectively.
3DMM can intrinsically model large pose and illumination variations; therefore our face recog-
nition system should be evaluated on databases that reflect this. The commonly-used databases
for evaluating the performance of pose- and/or illumination-invariant face recognition are PIE [99],
Multi-PIE [45], FERET [84] and LFW [58]. Among these, FERET and LFW have limited il-
lumination and pose variations, respectively. Specifically, FERET has only two illumination
variations and LFW only contains frontal or near-frontal images. In comparison, PIE and
Multi-PIE have large pose and illumination variations; therefore they are used here.
PIE Database
The PIE database is a benchmark database used to evaluate different 3DMM fitting methods. In
this section we compare the face recognition performance of ESO with the fitting methods [4,
91, 93, 133]
Protocol To compare all the methods fairly, the same protocol is used for our system. Specif-
ically, the fitting is initialised by manual landmarks. In addition, we use a subset of PIE,
originally adopted by [91, 93, 4, 133], including 3 poses (frontal, side and profile) and 24 illu-
minations. The gallery set contains the images of frontal view under neutral illumination, and
the remaining images are used as probes. The holistic features are used to represent a face, and
the matching is performed by cosine similarity.
Results Face recognition performance in the presence of combined pose and illumination vari-
ations is reported in Table 4.2, which shows the average face recognition rate over all lighting
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Table 4.2: Rank 1 face recognition rate (%) on different poses averaging over all the illumina-
tions on PIE
frontal side profile average
LiST [91] 97 91 60 82.6
Zhang [133] 96.5 94.6 78.7 89.9
Aldrian [4] 99.5 95.1 70.4 88.3
MFF [93] 98.9 96.1 75.7 90.2
ESO 100 97.4 73.9 90.4
conditions. ESO works substantially better than [91], and marginally better than [4, 133, 93].
Note that MFF [93], whose performance is very close to ESO, has more than 10 hyperpa-
rameters, causing difficulties for optimal parameter selection. In contrast, ESO has only 4
hyperparameters.
Computational Complexity The optimisation time was measured on an Intel Core2 Duo CPU
E8400 and 4G memory computer. The best SimOpt method MFF [93] and SeqOpt method [4]
are compared with ESO. MFF took 23.1 seconds to fit one image, while ESO took only 2.1
seconds. The authors of [4] did not report their run time, but determined the albedo estimation
(dominant step) complexity to be of O(m2p): ‘p’ is the number of vertices, which is the same
for ESO; ‘m’ is the number of texture coefficients. Note that firstly [4] uses not only one group
of global α and β but also four additional local groups to improve the model representation
capacity, while we only use the global parameters. Therefore, ‘m’ in our approach is one
fifth of [4]. Secondly the reported face recognition rate in [4] was achieved by using the
shape parameters from MFF [93], which is gradient-based and therefore rather slow, and albedo
parameters from [4]. Thus, our ESO is more efficient than [4].
Multi-PIE Database
To compare with other state-of-the-art methods, evaluations are also conducted on a larger
database, Multi-PIE, containing more than 750,000 images of 337 people. In addition, our
face recognition systems initialised by both manually and automatically detected landmarks
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are compared. We used a cascaded regression method [39] to automatically detect landmarks.
Protocol There are two settings, Setting-I and Setting-II, widely used in previous work [141,
142, 11, 61]. Setting-I is used for face recognition in the presence of combined pose and
illumination variations, Setting-II for face recognition with only pose variations.
In common with [141, 142], Setting-I uses a subset in session 01 consisting of 249 subjects
with 7 poses and 20 illumination variations. These 7 poses have a yaw range from left 45◦
to right 45◦ in step of 15◦. The images of the first 100 subjects constitute the training set.
The remaining 149 subjects form the test set. In the test set, the frontal images under neutral
illumination work as the gallery and the remaining are probe images.
Following [11, 61], Setting-II uses the images of all the 4 sessions (01-04) under 7 poses and
only neutral illumination. The images from the first 200 subjects are used for training and the
remaining 137 subjects for testing. In the test set, the frontal images from the earliest session
for the 137 subjects work as gallery, and the others are probes.
ESO vs Deep Learning for pose- and illumination-invariant face recognition (Setting-I)
In recent years, deep learning methods have achieved considerable success in a range of vi-
sion applications. In particular, deep learning works well for pose- and illumination-invariant
face recognition [142, 141]. To the best of our knowledge, these methods have reported the
best face recognition rate so far on Multi-PIE over both pose and illumination variations. Sys-
tems deploying these methods learned 3 pose- and illumination-invariant features: FIP (face
identity-preserving), RL (FIP reconstructed features), and MVP (multi-view perceptron) us-
ing convolutional neural networks (CNN). Table 4.3 compares ESO with these deep learning
methods and the baseline method [67]. Not surprisingly, deep learning methods work better
than [67] because of their powerful feature learning capability. However, ESO with automatic
annotation, using either holistic or local features, outperforms these three deep learning solu-
tions as shown in Table 4.3. We conclude that the superior performance of ESO results from the
fact that the fitting process of ESO can explicitly model the pose. In contrast, the deep learn-
ing methods try to learn the view/pose-invariant features across different poses. This learning
objective is highly non-linear, leading to a very large search space, so that the methods tend to
get trapped in local minima. In contrast, ESO solves several convex problems and avoids this
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Table 4.4: Rank 1 face recognition rate (%) on different poses under neutral illumination on
Multi-PIE (Setting-II)
Method Annotation -45◦ -30◦ -15◦ 15◦ 30◦ 45◦ Average
2D
PLS [96]
Manual
51.1 76.9 88.3 88.3 78.5 56.5 73.3
CCA [53] 53.3 74.2 90.0 90.0 85.5 48.2 73.5
GMA [97] 75.0 74.5 82.7 92.6 87.5 65.2 79.6
DAE [14]
Automatic
69.9 81.2 91.0 91.9 86.5 74.3 82.5
SPAE [61] 84.9 92.6 96.3 95.7 94.3 84.4 91.4
3D
Asthana [11]
Automatic
74.1 91.0 95.7 95.7 89.5 74.8 86.8
MDF [69] 78.7 94.0 99.0 98.7 92.2 81.8 90.7
ESO+LPQ 91.7 95.3 96.3 96.7 95.3 90.3 94.4
pitfall.
Automatic vs Manual Annotation (Setting-I) Table 4.3 also compares the performance of
ESO with the fully automatic annotation against that based on manual annotation. This table
shows that the mean face recognition rates of the fully automatic system are close to those
relying on manual annotation: 88.0% vs 91.2% for holistic features, and 91.5% vs 92.2% for
local features. It means that ESO is reasonably robust to the errors caused by automatically
detected landmarks for both holistic and local features. The superiority of local features which
can capture more facial details than holistic features is also evident from the results.
ESO for Pose-robust Face Recognition (Setting-II) Table 4.4 compares ESO with the state-
of-the-art methods for pose-robust face recognition. These methods can be classified into 2D
and 3D approaches. In the 2D category, PLS [96] and CCA [53] are unsupervised methods,
and consequently they deliver inferior performance. The GMA [97] benefits from its use of
the additional supervisory information. DAE [14] and SPAE [61] are auto-encoder-based
methods, which have superior capability to learn the non-linear relationships between images
of different poses. Unlike the other 2D methods [96, 53, 97, 14] which learn the projection
from different poses to frontal pose directly, SPAE [61] learns the mapping from a large range
of pose variations to a set of narrow ranges progressively. In this way, SPAE splits a large
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search space into several small ones, reducing the complexity of the learning task. SPAE
achieves the state-of-the-art performance, even compared with 3D methods [11] and [69].
However, our ESO outperforms SPAE, specifically 94.4% vs 91.4%, because of its accurate
shape and albedo reconstruction capability. In particular, ESO works much better than other
state-of-the-art methods in the presence of larger pose variations, demonstrating its superior
pose modeling capability.
4.4 Summary
This chapter has proposed an efficient stepwise optimisation (ESO) strategy for 3D Morphable
Model to 2D image fitting. ESO decouples the geometric and photometric optimisations and
uses least squares to optimise sequentially the pose, shape, light direction, light strength and
albedo parameters in separate steps. In addition, ESO is robust to landmarking errors caused
by automatic landmark detector. Based on the ESO fitting, a face recognition system, which
can extract not only the traditional holistic features but also local features, is evaluated on
benchmark datasets. The experimental results demonstrate that the face reconstruction and
recognition performance achieved with ESO is superior to state-of-the-art methods.
Chapter 5
Albedo-based 3D Morphable Model
5.1 Introduction
Up to this point, traditional 3D morphable models (3DMMs) which incorporate the illumina-
tion and albedo in the fitting process have been discussed. As discussed in Chapter 3 and 4,
it is very difficult for traditional 3DMMs to recover the illumination of the 2D input image
because the ratio of the albedo and illumination contributions in a pixel intensity is ambigu-
ous. Although substantial research including our ESO in Chapter 4 has been carried out, it
remains an unsolved problem. Unlike the traditional idea of separating the albedo and illumi-
nation contributions using a 3DMM, a novel Albedo-based 3D Morphable Model (AB3DMM),
which removes the illumination component from the images using illumination normalisation
in a preprocessing step, is proposed.
The advantages of AB3DMM are as follows.
• Before AB3DMM fitting, the illumination component is removed from the input image
by means of traditional illumination-normalisation methods. This normalised image can
then be used as input to the AB3DMM fitting that does not handle the lighting param-
eters. As a result, the fitting of the AB3DMM becomes easier and more accurate. To
construct the AB3DMM, the texture of 3D scans are also projected to an illumination-
free space using illumination normalisation. The illumination-normalised 3D scans are
used to train the AB3DMM.
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• The AB3DMM can flexibly be embedded into other face recognition systems. Specif-
ically, the AB3DMM can be used to extract pose- and illumination-invariant features.
The feature extraction module is significant for face recognition systems. The experi-
ments demonstrate the AB3DMM-assisted feature extraction is very robust to pose and
illumination variations.
• The illumination modeling performance of AB3DMM depends on the illumination nor-
malisation methods, which project the input images into illumination invariant spaces.
This study conducts an experimental comparison of 11 commonly used illumination nor-
malisation methods in an AB3DMM-assisted face recognition system.
• The experiments conducted on the PIE and MultiPIE databases show the recognition
rates across pose and illumination are significantly improved by the proposed approach
over the state-of-the-art.
This chapter is organised as follows. Section 5.2 details the methodology. Next, an evalua-
tion of the proposed method in the context of a 2D face recognition system is carried out in
Section 5.3. Last, Section 5.4 draws the conclusions.
5.2 Methodology
The methodology consists of two parts: 1) the framework of the AB3DMM and (2) an AB3DMM-
based face recognition system. Specifically, the AB3DMM framework includes face regis-
tration, model training/construction and model fitting; the proposed face recognition system
includes pose- and illumination- normalisation and face matching.
In this work, the state-of-the-art illumination methods are used and these methods are evaluated
in Section 5.3.
5.2.1 AB3DMM
Unlike the traditional 3DMMs which model illumination in the fitting process, the AB3DMM
handles illumination during AB3DMM construction. Specifically, the illumination component
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is removed from the face texture associated with 3D face training data. Then this illumination-
free 3D data is used to train the AB3DMM. The description of AB3DMM is detailed in the
following sections.
Figure 5.1: Registration comparisons between the 3DMM (Row 1) and AB3DMM (Row 2).
Left to right, Row 1: RGB texture map, shape and registered face. Left to right, Row 2: RGB
and preprocessed texture map, shape, and registered face.
Registration
As introduced in Section 3.1, face registration is conducted to establish dense correspondences
between 3D face scans. Figure 5.1 demonstrates the difference of registrations between the tra-
ditional 3DMM and the proposed AB3DMM. The input of the traditional 3DMM registration
is the original 3D scan including shape and RGB texturemap. In comparison, the AB3DMM
construction is based on intensity texture maps, corrected for illumination using an illumina-
tion normalisation method. The photometrically normalized data together with the shape scan
is input to the registration process.
The Iterative Multiresolution Dense 3D registration (IMDR) method [90] is used to perform
the non-rigid 3D registration. After that, a registered 3D face, which is represented in a vector
form of shape and texture (s′ and t′), can be conveyed by:
s′ = (x1...xn, y1...yn, z1...zn)T (5.1)
t′ = (g1, ..., gn)T (5.2)
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where (xi, yi, zi) is the coordinate of the ith vertex, gi represents the grey value of the ith
vertex, and n denotes the total number of registered vertices. Compared with the registered
RGB texture of traditional 3DMMs, t′ of AB3DMM is in grey-level.
Model Training
Given a set of s′ and t′, principal component analysis (PCA) is performed on the shape and
texture vectors separately to decorrelate the data in common with the traditional 3DMM in
Section 3.1:
s = s0 + Sα (5.3)
t = t0 + Tβ (5.4)
where m is the size of the face training set, s ∈ R3n and t ∈ Rn denote shape and texture
models respectively; s0 and t0 are the mean shape and texture respectively, and the columns of
S ∈ R3n×(m−1) and T ∈ Rn×(m−1) are eigenvectors of shape and texture covariance matrices;
Note that the shape model s is exactly the same to that of the traditional 3DMM; However the
texture model t of AB3DMM is in an illumination-invariant grey-level space. In comparison,
the texture model of the traditional 3DMM is in the original RGB colour space.
In common with the traditional 3DMM, it is also assumed that the shape and texture coefficients
have normal distributions.
p(α) =
1√
(2pi)m−1|Ds|
exp(−1
2
‖α./σs‖2) (5.5)
p(β) =
1√
(2pi)m−1|Dt|
exp(−1
2
‖β./σt‖2) (5.6)
where ./ denotes element-wise division, σs = (σ1,s, ..., σm−1,s)T , σt = (σ1,t, ..., σm−1,t)T ,
and σ2i,s and σ
2
i,t are the ith eigenvalues of shape and texture covariance matrices, respectively.
|Ds| and |Dt| are the determinants of Ds and Dt, respectively; and Ds = diag(σ1,s, ..., σm−1,s),
Dt = diag(σ1,t, ..., σm−1,t).
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Model Fitting
Like the traditional 3DMMs, the fitting of the AB3DMM is also a challenge. This section
proposes a SeqOpt method defined in Section 3.3.1 to fit the AB3DMM to 2D input images.
This fitting method bears a resemblance to ESO in Chapter 4, therefore, this method is referred
to as ESO-AB3DMM.
Similar to ESO, ESO-AB3DMM decomposes the fitting into geometric and photometric parts.
The geometric fitting is performed first. As the camera and shape model of AB3DMM is the
same as traditional 3DMMs, the geometric fitting of ESO is used here. For the details of the
geometric fitting, the reader is referred to Section 4.2.1.
As the texture model of AB3DMM is different from that of the traditional 3DMM, this sec-
tion details the photometric fitting of ESO-AB3DMM. After the geometric fitting, the camera
and shape parameters are estimated and the AB3DMM is aligned to the input image. Based
on this alignment, photometric fitting can be performed. The input image of the ESO pho-
tometric fitting (one fitting method for the traditional 3DMMs) is the original RGB colour
image. In comparison, the input image for the ESO-AB3DMM photometric fitting is a grey-
level one. Specifically, the RGB colour image is projected to an illumination-invariant space
by illumination-normalisation methods. In this way, the illumination-normalised input image
stays in the same illumination-invariant space as the texture model of the AB3DMM. The pho-
tometric fitting of ESO-AB3DMM is carried out in this illumination-invariant space. Therefore
the albedo fitting of ESO-AB3DMM can be formulated as:
min
β
‖aI − aM (β)‖2 (5.7)
aI and aM denote the vectorised input and model reconstructed images in an illumination-
invariant space. Combining Eq. (5.4) and (5.7), the cost function becomes:
min
β
‖aI − t0 − Tβ‖2 (5.8)
Similar to ESO, a regularisation based on Eq. (5.6) is introduced to avoid over-fitting. The
regularised cost function is formulated as:
min
β
‖aI − t0 − Tβ‖2 + λ2‖β./σt‖2 (5.9)
70 Chapter 5. Albedo-based 3D Morphable Model
where λ2 is a weighting parameter that balances the relative contributions of goodness of fit
to input data on one hand, and prior knowledge on the other. Clearly, Eq. (5.9) is a convex
optimisation problem and the global optimal solution can be achieved by least squares. The
closed-form solution is:
β = (TTT +Σt)−1TT (aI − t0) (5.10)
where the diagonal matrix Σt = diag(λ2/σ21,t, ..., λ2/σ
2
m−1,t).
5.2.2 Face Recognition
In this section, an AB3DMM-based face recognition system is detailed. The AB3DMM is
used for pose and illumination normalisation and the facial features are extracted from the
normalised images.
Pose and Illumination Normalisation
The illumination problem is handled before fitting via traditional 2D illumination normalisa-
tion methods. In the process of fitting, the pose and shape parameters are estimated. Based
on these estimates, the pose normalisation is conducted after the fitting. Specifically, once the
shape, texture and camera parameters (α,β,ρ) are estimated, the input face can be rendered
in any given virtual view by varying the camera parameters. This study performs pose normal-
isation by transforming the input face to the frontal view, which includes most visible facial
information. The pixel values of the occluded parts are reconstructed by the estimated β, and
those of the visible part are extracted from the illumination-normalised input image, aiming to
keep the discriminative facial features.
Facial Feature
Facial features or facial representations are important for face recognition. As discussed in
Section 4.2.8, facial features are usually classified into holistic and local features. The holis-
tic features can capture the information of the whole face. In the context of the 3DMM and
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AB3DMM, the PCA coefficients (shape and texture parameters) obtained after fitting are holis-
tic features. However, holistic features cannot capture all of the local facial information, which
might be very discriminative. Experiments in Section 4.3.2 demonstrate that local features
outperform holistic features. Therefore, in this chapter, the local features are used for face
recognition. The local binary pattern (LBP) [2] and local phase quantisation pattern (LPQ) [3]
are extracted, and the chi-squared distance is applied to measure the distance between gallery
and probe features.
5.3 Experiments
To ensure reproducibility of the experiments and comparability with other methods, the pro-
posed AB3DMM-based face recognition system is tested on the well-known PIE [99] and
Multi-PIE [45] face databases which cover large pose and illumination variations.
As the illumination normalisation methods greatly affect the face recognition performance, the
effectiveness of 11 different illumination normalisation algorithms embedded into the AB3DMM
is evaluated in this section.
5.3.1 Databases and Protocols
PIE Most existing 3DMMs report their performance on PIE database, which is therefore used
for comparing the AB3DMM with 3DMMs. Specifically, a subset of the PIE database covering
both illumination and pose variations is used for this evaluation. This subset is divided into
a gallery set containing 68 frontal images of 68 subjects under neutral light, and probe set
containing 2,856 images of the same subjects with frontal and side poses under 21 different
light directions. The results are summarised by averaging the rank 1 recognition rates under
different light directions.
Multi-PIE Multi-PIE, which is much larger than PIE, is widely used for pose and illumination
invariant face recognition. To compare with non-3DMM methods, the face recognition per-
formance of AB3DMM is evaluated on Multi-PIE. In addition, 11 illumination normalisation
methods are compared on Multi-PIE. A ‘good’ illumination normalisation method should be
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Table 5.1: Description of illumination Normalisation
Symbol Description
SSR Single scale retinex [60]
GRF Gradientface [135]
HOM Homomorphic filtering [52]
DCT Discrete cosine transform based normalisation [26]
SQI Self quotient image [118]
LSSF Large and small scale features normalisation [125]
WA Wavelet-based normalisation [35]
WD Wavelet-denoising-based normalisation [134]
WEB Weberface [117]
MSW Multi-scale weberface [117]
TT Tan and Triggs normalisation [109]
DOG Difference of Gaussians filter
RAW Without illumination normalisation
capable of (i) handling strong illumination variations and (ii) keeping the discriminative facial
albedo information under the neutral illumination. There are two settings (Setting-I and Set-
ting-II) to evaluate the two capacities (i and ii) of different illumination normalisation methods.
For Setting-I, a subset of the Multi-PIE database in the first session consisting of 249 subjects
with 7 poses (from left 45◦ to right 45◦ yaw in steps of 15◦) and 20 illuminations is used. In
comparison, Setting-II uses the images with the same 7 poses in the first session but only under
neutral illumination. For both Setting-I and Setting-II, the 249 frontal images under neutral
illumination are the gallery set and the remaining images are the probe set.
5.3.2 Experimental Setting
In this study, 11 well-known illumination normalisation algorithms, presented in Table 5.1,
available in the INface toolbox [101], are applied in turn. Each probe image in the testing stage
is first illumination-normalised and then fitted to the corresponding AB3DMM for pose nor-
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malisation. The reconstructed image is scaled to a fixed size of 142× 120 (rows× columns).
The reconstructed images of different illumination normalisations are shown in Figure 5.2.
Then LBP and LPQ operators are applied. The pattern image is then separated into 7 × 7
Figure 5.2: Face images reconstructed by different AB3DMMs.
non-overlapping regions and the image from each region is summarised by a histogram. The
histograms from all the regions are concatenated to form a face descriptor.
5.3.3 Results on PIE
In this experiment, pose normalisation is studied using the AB3DMM with 11 different illumi-
nation normalisation methods and without any illumination normalisation.
LBP vs LPQ The performances of LBP and LPQ face matchers are reported in Table 5.2.
Clearly, LPQ works consistently better than LBP for all the 11 methods. It means LPQ is more
invariant to illumination variations than LBP. A similar conclusion is drawn in [25] which
demonstrates that LPQ is more robust to strong illumination variations than LBP evaluated on
the Yale face database B [42].
Comparisons with 3DMMs As discussed in Chapter 4, ESO achieves state-of-the-art face
recognition performance, resulting from its accurate fitting algorithms. Apart from ESO, mul-
tiple feature fitting (MFF) [93], which extracts complementary features to constrain a fitting
process, achieves very competitive face recognition performance. In this study, AB3DMM
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is compared with these two state-of-the-art methods in Table 5.3. Because Chapter 4 has
shown local feature LPQ outperforms holistic shape and texture coefficients, this representa-
tion is used for our evaluation. The best and worst illumination normalisation methods SSR
and WA are chosen for this comparison. Table 5.3 shows AB3DMM with SSR works better
than ESO and MFF, while AB3DMM with WA is significantly worse than the other two meth-
ods. It means the performance of AB3DMM highly depends on the illumination normalisation
methods. A ‘good’ illumination normalisation such as SSR can achieve state of the art perfor-
mance, in comparison, an improper illumination normalisation method can lead to much worse
performance.
Since SSR achieves the best performance, it would be interesting to explore the reason behind.
The SSR method is based on the illumination model:
I(x, y) = L(x, y)R′(x, y) (5.11)
where I(x, y) is the observed face image, R′(x, y) denotes the reflectance, which can be re-
garded as skin colour, and L(x, y) denotes the illumination. The logarithm representation of
Eq. (5.11) is:
R(x, y) = logI(x, y)− logL(x, y) (5.12)
where R(x, y) is the logarithm representation of R′(x, y). L(x, y) is modelled by
L(x, y) = F (x, y) ∗ I(x, y) (5.13)
where F (x, y) is a surround function and ‘*’ denotes the convolution operator. The details of
the construction of F (x, y) can be found in [60]. Because SSR explicitly models illumina-
tion in the image formation process and SSR introduces the surround function F (x, y), SSR
achieves superior performance. More intuitive and theoretical analysis can be referred to [60].
5.3.4 Results on Multi-PIE
PIE is very popular for evaluating face recognition across pose and illumination. However,
PIE only contains 68 subjects which are not enough to evaluate different algorithms. Clearly,
in Table 5.3, the face recognition rate is almost saturated. To address this problem, Multi-
PIE, which contains 337 subjects, has been widely used. In this section, different illumination
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Table 5.2: Face recognition rates of different illumination normalisation methods on PIE
LBP LPQ
methods front side mean front side mean
HOM 97.89 93.20 95.49 99.62 97.67 98.62
GRF 99.55 92.52 95.96 99.94 98.04 98.97
MSW 100.00 88.85 94.31 100.00 99.26 99.62
LSSF 100.00 92.77 96.31 100.00 99.26 99.62
TT 99.62 85.48 92.40 100.00 98.53 99.25
DOG 100.00 93.32 96.59 100.00 99.20 99.59
WEB 100.00 87.93 93.84 100.00 99.26 99.62
SSR 99.68 96.32 97.97 100.00 99.39 99.69
DCT 100.00 79.23 89.39 100.00 99.02 99.50
WA 92.65 73.16 82.70 98.85 92.65 95.68
SQI 99.87 93.57 96.65 99.87 96.63 98.22
RAW 95.72 88.91 92.24 98.59 96.14 97.34
Table 5.3: Face recognition rates with state-of-the-art 3DMMs on PIE
methods frontal side mean
3DMM
MFF [93] 98.90 96.10 97.50
ESO 100 98.26 99.13
AB3DMM
SSR 100 99.39 99.69
WA 98.85 92.65 95.68
normalisation methods are compared using Multi-PIE. As introduced in Section 5.3.1, Setting-I
(combined pose and illumination variations) and Setting-II (pose variations only) are applied.
Setting-I: Combined Pose and Illumination Variations
Table 5.4 reports the average recognition rates over all illumination conditions of 6 different
poses. As in Section 5.3.3, it is observed that LPQ works significantly better than LBP for all
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the 11 methods in Table 5.4. Using the LPQ feature, the best and worst methods are SSR and
WA, respectively, which are also consistent with the observations in Section 5.3.3.
Figure 5.3 shows the averaged recognition rate over all pose variations of 19 different illumina-
tion conditions. Only two best methods (SSR+LPQ, LSSF+LPQ) from Table 5.4 are visualised.
From Figure 5.3, the face recognition rates change dramatically under different illumination
conditions (x axis). In particular, the performances under illumination conditions indexed as
06, 07, 08 degrade greatly. Figure 5.4 presents three frontal images under these three illumi-
nation conditions. The gallery image in Fig. 5.4 is under ambient light and the probe ones are
illuminated by frontal or near-frontal lights. It means SSR and LSSF cannot handle frontal or
near frontal illuminations well.
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Figure 5.3: Face recognition rates averaged over 6 poses per illumination on Multi-PIE
Setting-II: Pose Variations and Neutral Illumination
In Setting-I, the performances of different illumination normalisation methods are evaluated
under strong illuminations. However, a ‘good’ illumination normalisation method should also
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Table 5.4: Face recognition rates averaging 20 illuminations and 6 poses on Multi-PIE
-45 -30 -15 15 30 45 mean front
L
B
P
HOM 49.80 65.94 76.41 74.12 60.76 47.95 62.50 84.02
GRF 42.93 69.32 82.53 77.49 63.96 37.71 62.32 93.17
MSW 28.86 59.46 81.85 73.59 58.15 28.29 55.03 99.09
LSSF 41.71 73.43 89.88 86.00 71.99 42.31 67.55 99.68
TT 26.06 59.64 84.14 71.49 59.46 27.97 54.79 99.70
DOG 34.32 69.40 88.49 77.35 70.46 34.42 62.41 99.43
WEB 26.93 58.05 80.92 73.43 57.79 27.49 54.10 99.43
SSR 40.54 66.73 86.61 82.21 63.29 37.57 62.82 97.67
DCT 19.58 47.99 72.63 67.11 37.11 21.85 44.38 89.14
WA 40.12 52.47 69.96 69.58 49.04 37.89 53.18 80.93
SQI 38.21 67.75 87.63 80.48 65.78 40.26 63.35 99.09
L
PQ
HOM 62.43 78.21 84.66 82.23 73.39 60.64 73.59 94.44
GRF 65.64 81.77 89.74 89.40 79.42 60.54 77.75 97.55
MSW 63.35 88.98 97.47 96.12 86.57 59.48 81.99 99.98
LSSF 74.56 91.08 97.31 96.16 88.21 68.92 86.04 99.92
TT 63.31 88.67 97.79 96.51 88.39 62.67 82.89 99.98
DOG 65.38 89.50 98.13 96.87 88.88 64.82 83.93 99.98
WEB 63.98 89.30 97.29 96.59 88.01 62.21 82.89 99.96
SSR 76.67 90.38 97.05 95.62 88.82 72.05 86.76 99.81
DCT 40.04 80.18 89.78 88.39 65.00 40.56 67.33 97.44
WA 55.94 69.94 80.96 79.14 63.80 50.06 66.64 91.00
SQI 55.84 82.97 95.56 92.25 81.95 57.05 77.60 99.64
work well under neutral illumination. Table 5.5 reports the system performance under the
neutral illumination. As in the scenario of strong illumination variations, LPQ also works better
than LBP under neutral illumination. Using the LPQ descriptor, the top two face recognition
rates are achieved by SSR and HOM. In comparison, SSR and HOM achieve best and the 2nd
worst face recognition rates under strong illuminations. Clearly, SSR works well under both
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Figure 5.4: Visualisation of three worst illumination conditions from Fig. 5.3
strong and neutral illuminations, however, HOM works much worse under strong illuminations.
In addition, Table 5.5 compares AB3DMM with other pose-invariant face recognition meth-
ods including two benchmark techniques and one state-of-the-art method 3D Generic Elastic
Model (3DGEM) [85]. The standard face matchers without applying any pose normalisation
techniques, i.e., normalised correlation on the raw image (NC) and Eigenface (PCA), are re-
garded as benchmark methods. From Table 5.5, PCA and NC, neither of which process pose
variations, work much worse than 3DGEM and AB3DMM. It shows pose variations degrade
the traditional PCA and NC greatly. AB3DMM works much better than 3DGRM, showing the
superiority of our AB3DMM-based face recognition system.
5.4 Conclusions
This study has proposed the framework of the AB3DMM (Albedo-based 3D Morphable Model)
including methods for model reconstruction, training and fitting. Also, this study has detailed
the methodology of AB3DMM-based face recognition under pose and illumination changes.
For establishing the AB3DMM, a set of 3D texturemap images is preprocessed by illumination
normalisation. During testing, the illumination-normalised probe image is fitted by the pro-
posed AB3DMM for pose normalisation. Then the local texture features are extracted from the
reconstructed frontal face image.
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Table 5.5: Pose Recognition Rates of All Subjects of the MultiPIE under neutral illumination
conditions using a single gallery image
-45 -30 -15 15 30 45 mean
L
B
P
HOM 99.60 100.00 100.00 100.00 100.00 97.19 99.46
GRF 91.57 100.00 100.00 99.60 99.20 80.72 95.18
MSW 67.47 97.59 100.00 98.80 91.97 61.04 86.14
LSSF 83.53 98.80 100.00 100.00 99.20 78.31 93.31
TT 59.04 93.57 100.00 93.57 93.57 51.00 81.79
DOG 74.70 98.39 100.00 100.00 99.20 66.67 89.83
WEB 63.45 96.39 100.00 97.99 94.38 54.22 84.40
SSR 86.75 99.60 100.00 100.00 98.39 82.73 94.58
DCT 46.99 91.16 100.00 99.60 77.51 51.00 77.71
WA 94.78 99.60 100.00 100.00 95.58 86.35 96.05
SQI 70.68 93.57 99.60 97.99 94.78 69.48 87.68
L
PQ
HOM 100.00 100.00 100.00 100.00 100.00 99.20 99.87
GRF 98.80 100.00 100.00 100.00 100.00 96.79 99.26
MSW 97.19 100.00 100.00 100.00 99.60 95.98 98.80
LSSF 100.00 100.00 100.00 100.00 100.00 98.80 99.80
TT 97.59 100.00 100.00 100.00 99.60 95.18 98.73
DOG 99.20 100.00 100.00 100.00 99.60 99.20 99.67
WEB 96.79 100.00 100.00 100.00 99.60 95.98 98.73
SSR 100.00 100.00 100.00 100.00 100.00 100.00 100.00
DCT 88.76 100.00 100.00 100.00 99.60 91.57 96.65
WA 100.00 100.00 100.00 100.00 99.60 96.39 99.33
SQI 93.57 98.80 99.60 99.60 98.80 88.35 96.45
NC [85] 0.40 8.80 15.70 24.90 9.60 1.20 10.10
PCA [85] 1.20 18.50 24.50 31.30 18.10 2.00 15.93
3DGEM [85] 37.10 59.40 75.50 71.10 49.00 45.00 56.18
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Extensive experiments are conducted on the PIE and Multi-PIE databases. Experimental results
show: (1) LPQ consistently outperforms than LBP; (2) Among 11 illumination normalisation
methods, SSR achieves the best face recognition performance under both neutral and strong il-
luminations; (3) The best AB3DMM (SSR+LPQ) works better than the state-of-the-art 3DMM
(ESO+LPQ).
Chapter 6
Conclusions and Future Work
6.1 Conclusions
The 3D Morphable Model (3DMM) is an effective tool for face analysis because 3D face
representations are intrinsically immune to variations such as pose and lighting. Given a single
facial input image, a 3DMM can recover 3D face (shape and texture) and imaging parameters
(pose, illumination) via a fitting process. However, it is very challenging to achieve an efficient
and accurate fitting. This challenge motivates my PhD work.
6.1.1 Efficient Stepwise Optimisation (ESO)
This study has proposed the ESO fitting strategy, which optimises the parameters sequentially.
To sequentialise the optimisation problem, the non-linear optimisation problem is decomposed
into several linear optimisation problems. These linear systems are convex and have closed-
form solutions. Experiments have shown ESO outperforms other fitting methods on both face
reconstruction and recognition. Interestingly, ESO works better than deep learning methods on
pose- and illumination-invariant face recognition when evaluated on the Multi-PIE database.
Although deep learning methods have strong feature learning capacity, they do not work much
as well as ESO in the presence of large pose and illumination variations. Therefore, it is
more promising to solve the pose and illumination problems intrinsically via 3D methods for
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face recognition. It is also discovered that local features (local phase quantisation histograms)
outperform global features (PCA coefficients) because local discriminative information can be
captured by local features. In addition, the experiments show ESO is robust to automatically
detected facial landmarks, which is important for an automatic face recognition system.
6.1.2 Albedo-based 3D Morphable Model (AB3DMM)
This study has proposed a novel AB3DMM model. The traditional 3DMM can be viewed as
a special case of the AB3DMM if the framework of AB3DMM is defined as the 3D shape
and texture inference, followed by illumination and pose normalisation. The geometric prop-
erties of 3DMM and AB3DMM are exactly the same; the difference between them lies in the
illumination modeling methods. The AB3DMM approach removes illumination from the in-
put image and does not have to estimate it during fitting. In contrast 3DMM estimates the
properties of illumination using the Phong illumination model. Different illumination mod-
els cause different fitting strategies. Unlike the traditional 3DMMs which attempt to seek the
optimal ratio of the albedo and illumination contributions to a pixel intensity, AB3DMM re-
moves the illumination component from the input image using illumination normalisation in
a preprocessing step. This image can then be used as input to the fitting stage that does not
need to handle the lighting parameters. In the study of different illumination normalisation
methods the experimental results show that the face recognition performance using local phase
quantisation descriptors is consistently better than that using local binary pattern descriptors.
Among all the illumination normalisation methods, SSR (Single Scale Retinex) [60] and LSSF
(Large and Small Scale Features normalisation) [125] achieve the top two best face recognition
performances as measured on the MultiPIE database using a standard protocol.
6.2 Future Work
This thesis has produced some interesting findings relating to 3DMM fitting and its applica-
tions, which suggest a number of new related research topics for investigation in the future. The
future work can be investigated in two directions: (1) further improving the fitting performance
and (2) applying 3DMMs to new fields.
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6.2.1 Fitting
Achieve an accurate and efficient fitting remains an open problem although lots of research
including this thesis has been conducted. In this section, several interesting directions for
further improving fitting are suggested.
Complex Illumination Fitting Illumination recovery is difficult for 3DMM fitting. Although
both Phong model and Spherical Harmonics (SH) already show promising illumination model-
ing capacity, they cannot handle complex illumination effectively. Future work should address
the problem of improving illumination modeling as follows:
(1) multiple Phong models Although SH can model multiple light sources, SH is not a compact
representation. Currently, the Phong model, which is compact, only supports a single light
source for 3DMM fitting. Therefore, it might be worth extending the ESO method in Chapter
4 to support multiple Phong light sources.
(2) Haar Wavelet illumination model Haar Wavelets (HW) [77] have been shown to achieve
a more compact representation of complex illumination than SH. It would be interesting to
incorporate Haar Wavelets to 3DMM fitting. Experiments in [77] show the performance in
terms of shadow and specularity modeling achieved by 200 HW bases is comparable to that
achieved by 20,000 SH bases.
(3) fitting in an illumination-free space [4] fits the illumination in a specularity-free space and
our AB3DMM fits in an illumination-free space. Both achieve very promising performance.
It would be interesting to further investigate optimal illumination-free spaces which keep the
facial identity information but remove the illumination effects.
Low Resolution Images Fitting Usually, the application of 3D face model fitting is based
on the assumption that the input image and 3DMM are both of high resolution. However,
in surveillance applications, the collected images are usually of low resolution. Fitting the
3DMMs, which are typically of high resolution, to the low resolution images can be a prob-
lem. The challenge stems from the fact that multiple 3D vertices correspond to one pixel in
the 2D image plane because the resolution of the input image is much lower than that of the
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3DMM. Several interesting ideas have been proposed to address this problem [55, 75]. In [55],
a resolution-aware 3DMM (RA-3DMM), which consists of several 3DMMs of different reso-
lutions, is offline trained. During the fitting process, the RA-3DMM can automatically choose
the best 3DMM to fit the input images which are of arbitrary resolutions. In [75], to adapt
to the low resolution image fitting, the colour value of one pixel from the input image and the
average colour value of all the vertices projected to this particular pixel are paired. All these
pairs are used to construct the cost function. Both [55] and [75] show promising fitting perfor-
mance; however, the fitting methods of both are gradient-based and are rather slow. Therefore,
extending the proposed ESO in Chapter 4 to low-resolution fitting is a promising direction to
improve the fitting efficiency.
Instead of adapting our fitting methods to low resolution images, another solution is to improve
the resolution of the input images to adapt to the existing fitting methods. Face super resolution
or face hallucination techniques [70, 128, 120] could be applied for this target. In our group,
we have tried combining face super resolution with 3DMM fitting [76]. However, the fitting
method in [76] is gradient-based and the fitting process tends to get trapped into local minima.
Therefore, neither the accuracy nor efficiency of the fitting process is satisfactory. A very
straightforward way of improving [76] is to combine face super resolution techniques with
ESO for face recognition. It could also be worthwhile to investigate 3DMM-assisted pose-
invariant face super resolution.
Local Descriptor-based Fitting Up to the present, the fitting methods use either gradient-
based methods or linear methods with closed-form solutions to solve the cost function Eq. (3.6)
which aims to minimise the RGB value differences over all the pixels in the facial area between
the input face image and model rendered one. However, the pixel values (RGB or grey) are
very sensitive to noise. In comparison, local descriptors such as SIFT [72], HOG [33], LBP [2]
are more robust than pixel values. Motivated by the robustness of local descriptors, the cost
function can be modified by minimising the difference of local descriptors. Gradient-based
methods can solve this modified cost function, but the process is very slow. Unlike the cost
function in Eq. (3.6), it is hard to obtain the closed-form solutions for the modified cost func-
tion. Regression methods might be a good choice to solve this problem. Specifically, the
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relationship between the difference of feature values and the gradients of model parameters
(shape, texture, pose and illumination) can be learned via linear or non-linear regression meth-
ods. To improve the generalisation capacity of regression methods, the coarse-to-fine learning
strategy motivated by Active Appearance Model fitting [28] and cascaded regressors inspired
by regression-based facial landmark detections [126] can be used. Similar optimisation ideas
have been investigated for 2D methods; however, to the best of our knowledge, it has not been
used for 3DMM fitting. It would be interesting to study this local descriptor-based fitting strat-
egy.
Facial Landmarks 3DMM fitting is initialised by facial landmarks. Accurate landmark de-
tection is important for automatic 3DMM fitting. It would be interesting to compare the accu-
racy of 3DMM fitting initialised by different landmark detectors. Several open source facial
landmark detectors [140, 126] and the one developed in our group [38] can be used for this
evaluation.
Moreover, the existing 3DMM fitting methods, including our work, empirically use several
landmarks to initialise 3DMM fitting. To the best of our knowledge, there has been very little
research that investigates which landmarks are most important for 3DMM fitting. In [31], ways
of finding the most salient landmarks in registered 3D face are investigated. Note that choosing
the most salient landmarks does not necessarily lead to the best 3DMM fitting. However, this
method could be a good starting point to identify the optimal facial landmarks for initialising
the 3DMM fitting.
6.2.2 Applications
3DMMs have achieved great success on face reconstruction and recognition. In this section,
some new applications of the 3DMM are discussed.
Facial Attribute Analysis Facial attribute analysis techniques have many applications in the
real world. Conventionally, facial attribute recognition is performed using facial texture in-
formation. In [65], a collection of binary classifiers is trained to learn attributes for face
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representation. The output of these classifiers can be used to construct discriminative facial de-
scriptors for face recognition. Deep learning methods [71, 129, 138] are also used for attribute
extraction.
In fact, facial attributes are highly related to face shape. For example, expression variations are
intrinsically caused by 3D facial shape changes. 3D information extracted from 2D images has
been investigated for facial attribute analysis [6, 36]. However, it remains an open problem to
find an accurate 3D face shape representation for attribute analysis. In the future, it would be
interesting to investigate ways of designing such shape representations.
Face Recognition ‘in the wild’ Face recognition ‘in the wild’ has been attracting great at-
tention in the field of face recognition in the past ten years. Although 3DMMs have achieved
promising face recognition performance over pose, illumination and expression variations,
3DMM has not been fitted to images in the wild. In particular, no experiments with 3DMMs
have been reported on the LFW database. In the future, it would be worthwhile to:
(1) evaluate the performance of the existing 3DMMs on the LFW database. The features for
face recognition can be holistic (shape and texture coefficients), local (local phase quantization)
and fusion of both.
(2) combine the 3DMM with deep learning methods. Specifically, 3DMMs could be used for
pose and illumination normalisation. The subsequent feature extraction could be performed
using deep learning methods, which have been shown to deliver the best performance on LFW;
(3) modify 3DMMs to explicitly model other intra-personal variations in addition to pose,
illumination and expression. For example, sparse representation [124] and its variants [116,
34] have shown strong occlusion modeling capacity, and can be incorporated into the 3DMM
fitting.
Video Analysis Video frames inherently represent more realistic ‘in the wild’ conditions than
still images. Not surprisingly, the subjects in videos often exhibit larger pose angles, and the
faces are usually of low resolution and sometimes with motion blur. Therefore, fitting video
frames is much more challenging than still images. Ways of further improving the fitting
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efficiency and accuracy should be investigated in depth. The newly published PaSC (Point-
and-Shoot Face Recognition Challenge) database [17] can be used to evaluate the performance
of fitting video frame sequences.
Moreover, video frames provide usually more than one image per person. The use of multiple
images provides the potential for improving fitting performance. To the best of our knowledge,
only one work [114] addresses this problem. In [114], Rootseler et al. propose a 3DMM-
based texture stitching that combines textures from multiple images of the same subject with a
probabilistic weighting. It would be interesting to investigate more robust and accurate fusion
strategies.
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