, lo] and even when a: < /3 < y, the boundary conditions relate only to particular cases of (1.2) corresponding to i =j = k = 0 [l-4, 6, 71 or i = k = 1, j = 0 [5] ; further, these studies concern themselves mainly with the interdependence of uniqueness and existence of solutions. Existence and uniqueness conditions for (1 .l), (1.2) when have been derived in a recent paper [ll] as special cases of certain boundary value problems for n-th order nonlinear differential equations. However, these results are dependent on the existence and/or uniqueness of certain twopoint boundary value problems. It is therefore desirable to formulate criteria, independent of such assumptions, that guarantee both the existence and uniqueness of solutions for the various boundary value problems.
In the present work, existence and uniqueness of solutions to different third order nonlinear boundary value problems of the type (l.l), (1.2) are established by requiringf(t, y, z, w) to satisfy a Lipschitz condition. Such a condition is used in Section 2 together with appropriate Green's function for the associated boundary value problem to define a contraction mapping that yields an interval over which a unique solution exists. In Section 3, the use of a more general Lipschitz condition and the introduction fo suitable weight functions lead to improved interval-length estimates and in some cases to "best possible" results. In situations when the properties of the Green's function do not easily lend themselves to the above techniques, Section 4 discusses an alternative procedure where the contraction mapping is independent of the Green's function. Naturally, such a method yields weaker results in cases where Green's functions can be used to advantage.
EXISTENCE AND UNIQUENES RESULTS UTILIZING GREEN'S FUNCTIONS AND A LIPSCHITZ CONDITION
It is easy to see that the boundary conditions (1.2) can be conveniently replaced by
by suitable transformations that involve shifting the origin to the left endpoint of the interval and homogenizing the boundary conditions. Since the existence and uniqueness criteria developed here are independent of such transformations, we will henceforth consider only problems of the form (l.l), (2.1). The Green's function associated with such a problem is the function G(t, s) such that the solution y(t) of (1 .l), (2.1) has the integral representation
Green's functions exist for the problems (l.l), (2.1) for cases when i + j + K < 3, i, j, K not simultaneously being equal to 1 and therefore all subsequent discussion will be restricted to these cases only. The Green's function for a given boundary value problem depends on the ordered triple (i, j, k) as well as on the interior point b of the interval [0, c]. If we denote this dependence by the explicit notation G(t, S, 6, i, j, A), it can be shown that
Thus, the total number of distinct boundary value problems of the type (1. l), (2.1) reduces exactly to ten. A complete listing of the Green's functions for 
these ten cases as well as the intervals in which these functions and their partial derivatives maintain a constant sign are set forth in Tables I and II respectively. The following general theorem sets out sufficient conditions for the existence and uniqueness of solutions for the problem (1.1), (2.1) when the function f(t, y, z, w) satisfies a Lipschitz condition, that is, there exist nonnegative constants A, B, C such that If@9 Yl 9 F2 9 Wl) -.fo, Y2 9 x2 9 w2)l d~I~,-~2l+~I~,--2l+~l~,--2l (2.3) for all (6 yl , zl , wl), (6 y2 , x2 , w2> in [O, cl x R3. It may be noted that the integrals in (2.4) and (2.7) can be evaluated only if the signs of the Green's functions and its partial derivatives over the different intervals can be established (Table II) . Lack of such information for some intractable Green's functions and their partial derivatives generally lead to weaker results. In such cases, the technique in Section 4 may be used to yield criteria that may provide a reasonable insight into the nature of the problems.
To illustrate the use of the above results to specific boundary value problems, consider the case when (i,j, K) = (0, 1,2). Using Tables I and II, we find In particular cases of boundary value problems where the associated Green's functions and their partial derivatives maintain a constant sign, the conditions (3.2), (3.3), (3.4) of Theorem 3.1 may be replaced by postulation of existence of solutions to certain associated linear equations. Toward this end, we utilize the fact that solutions to all initial value problems associated with (1.1), (3.1) exist, are unique, and depend continuously on f.
The theorems that follow illustrate the method outlined above for the boundary value problem (1 .l), (2.1) with (i, j, k) = (0, 1,2) considered at the end of Section 2. then, for c < 26, the boundary value problem specijied above has a unique solution.
Proof. Since solutions of initial value problems depend continuously on f, we find that, for some suitable g < I, there exists a function u(t) that satisfies the same initial conditions as z(t) in (3.5) and is a solution of After some rearrangement of terms, we obtain u(t) = -'"(') "2" -t, t + u'(b) t + $1; -G(t, s) (pu + qer -YZJ") ds. Proof. The solution of the initial value problem corresponding to (3.7) depends continuously on f (t, y) and hence for suitable LX~ such that 0 < a, < 1, there exists a solution u(t) to the equation
where u(t) and z(t) satisfy the same initial conditions. As in Theorem 3.2, u(t) may be written in the integral form
where G(t, s) is the Green's function associated with the problem (3.9). The hypothesis (3.8) and the constant (nonpositive) sign of G(t, s) (Table II) This is d contraction mapping and hence has a fixed point in S since for ,x(t), y(t) in S,
by reason of (3.10). The proof is complete. To see that this result is best possible, consider the problem (3.9) with j(t, J) z=: --y and h = 2n/3(3)1/2. This problem has been discussed in terms of the Lrpschrtz condition (2.3) in the previous section. It has been noted that this problem has for its solution Kc-f/2 sin(31j2/2) t, K an arbitrary constant. It is easily verified that -I > 0 for all t in (0, 261 and y"(t) < 0 for t in [0, 2b). Let y(t) == X(T) where 7 = t -S/2, 6 being sufficiently small and positive. Then Z(T) ::-0 for all T in [0, 2b -61. Also, z'(b -S/2) = y'(b) = 0 and z"(2b -6) = y"(2b -S/2) < 0. Hence for t E [0,26 -S] the differential equation (3.7) with p(t) = 1 has the solution z(t) which also satisfies (3.8) . Consequently, the boundary value problem (2.8) has a unique solution for c = 26 -6. But when 6 = 0, there are infimtely many solutions to this problem and thus the uniqueness property breaks down. Proof.
This theorem can be proved along the same lines as in Theorem 3.3 and is therefore omitted.
EXISTENCE AND UNIQUENESS CRITERIA WITHOUT USE OF GREEN'S FUNCTIONS
The theorems in Sections 2 and 3 have been established through a contraction mapping technique that depends upon appropriate Green's functions associated with the boundary value problems. Thus, in Section 3, the method was based upon the constancy of sign for the different Green's functions and their partial derivatives over the interval of interest. This facilitated convenient choices for the weight functions to be used. In situations where the Green's functions or their partial derivatives change sign, it is still possible in many instances to apply the results of Section 2 with the aid of Table II . Whenever such devices fail and impede the application of the foregoing results, we may define a contraction mapping that bypasses the use of Green's functions.
Consider the space S of functions z(t) with continuous second derivatives on [0, c]. Define a mapping T from S into S such that TX(t) = y(t) is a solution of the boundary value problem y"I + f(t, z, z', z") = 0, t E [Q cl (4.1) with boundary conditions (2.1).
The mapping is well-defined if the problem y"' = 0 with the boundary conditions (2.1) has only the trvial solution. It can be verified that this is indeed true for the ordered triples (i, j, k) under discussion here.
A typical derivation of conditions for the existence and uniqueness of solution to the boundary value problem (l.l), (2.1) with i = j = k = 0 is given in the following theorem. It is natural to expect that the application of such a general method would obviously lead us to weaker results than those obtained by the use of Green's functions. This can be verified to be so in cases where computations are not too laborious.
Consider the boundary value problem (1. l), (2.1) with (i, j, K) = (0, 2, 1) and c = 2b. According to (2.7), the use of Green's function for this problem yields a unique solution over [0,2b] 
