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Abstract
Es gibt seit u¨ber 20 Jahren unterschiedliche Ansa¨tze, virtuelle Agenten und humanoide
Roboter sozialer und menschlicher erscheinen zu lassen. Um diesem Ziel na¨her zu kom-
men, wird in unterschiedliche Richtungen geforscht. Die ku¨nstlichen Interaktionspartner
haben das Ho¨ren und Sprechen gelernt, um die Interaktion angenehmer und einfacher
zu machen. Es wurden Modelle entwickelt die es mo¨glich machen, komplexe Dialoge
mit ihnen zu fu¨hren und nicht zuletzt wurden unterschiedliche Emotionsmodelle imple-
mentiert. Viele Modelle von artifiziellen Emotionen versuchen u¨ber unterschiedlichen
Input einen internen emotionalen Zustand zu errechnen und diesen durch den Roboter
darzustellen. Diese Modelle reichen vom diskreten OCC-Modell, bei dem Emotionen
eine wertende Reaktion auf Konsequenzen von Ereignissen, Handlungen von Agenten
oder Aspekte von Objekten sind, bis hin zu multidimensionalen Modellen die versuchen
natu¨rliche Emotionen zu simulieren. Fu¨r das OCC-Modell bedeutet das zum Beispiel,
dass eine Handlung mehr oder weniger zu einer Emotion fu¨hrt.
Bei den dimensionalen Modellen wird der emotionale Zustand u¨ber einen Punkt in
einem 3 dimensionalen Raum modelliert. Dieser Punkt wird durch wahrgenommene
Handlungen oder Ereignisse im Raum bewegt. Die Emotionen sind unterschiedlichen
Bereichen in diesem Raum zugeordnet. Das hier vorgestellte Modell basiert auf Er-
kenntnissen, die zuvor in mehreren empirischen Studien gewonnen wurden. Es simuliert
emotionale Angleichungsprozesse, die in der Mensch-Mensch Interaktion beobachtet
werden ko¨nnen. Es wird also nicht versucht, dem Roboter einen emotionalen Zustand
zu ”geben“, vielmehr liegt der Focus auf der Interaktion und der Wirkung einer gezeig-
ten Emotion auf eben diese. Dafu¨r wurde ein Ebenen-Modell implementiert, das dem
Roboter ermo¨glicht in unterschiedlichen Situationen emotional angemessen zu reagie-
ren. Es setzt (Facial) Mimicry ein, damit der Roboter positiver wahrgenommen wird
und ein Social Bonding zu etablieren. Des Weiteren werden Emotionen eingesetzt, um
die Interaktion gezielt zu beeinflussen und um auf Ereignisse, die nicht direkt zur In-
teraktion geho¨ren, zu reagieren.
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1 Einleitung
One cannot not communicate.
— Watzlawick
1.1 Motivation
Im allta¨glichen Miteinander sehen wir verschiedenste Emotionen in fremden oder be-
kannten Gesichtern. Die Wahrnehmung derer wird durch vielerlei Faktoren beeinflusst.
Dazu geho¨rt unter anderem, ob es sich um eine bekannte Person handelt oder ob sie
uns sympathisch erscheint. Fu¨r die soziale Interaktion ist es essentiell, dass wir diese
Emotionen erkennen und auch deuten ko¨nnen [Harre´ and Gillett, 1994]. Unsere Kom-
munikation wird sogar maßgeblich durch Gefu¨hle, unsere perso¨nliche Haltung und der
Einscha¨tzung der Situation implizit beeinflusst [Hielscher, 2003] [Shepard et al., 2001].
Auf die Frage “Wie stellst du dir eine Welt ohne Emotionen vor?”, wird die Antwort
immer Adjektive wie “farblos” oder “langweilig” enthalten. Wenn ein Roboter keinerlei
soziale Signale a¨ußern kann, ist die Mensch-Roboter Interaktion genauso farblos und
ha¨ufig auch langweilig. Um das zu a¨ndern, arbeiten seit mehreren Jahrzehnten For-
scher aus unterschiedlichen Disziplinen gemeinsam daran, Roboter sozialer zu machen
[Fong et al., 2003].
Ein humanoider Roboter sollte nicht einfach nur eine Maschine sein. Vielmehr sollte
er ein aktiver Beteiligter sein. Er sollte sich darauf verstehen, den emotionalen Kon-
text, der eine Handlung begleitet oder sogar deren Ursache ist, zu erkennen und (pro-)
aktiv einzuwirken. Dies erfordert, dass der Roboter nicht nur regelbasiert nach dem
Aktion-Reaktions-Prinzip arbeitet. Er muss fa¨hig sein, aus dem Auftreten bestimmter
Merkmale oder Aktionen auf den inneren Zustand der Person zu schließen und dann
mo¨gliche Reaktion so bestimmen, dass dieser beru¨cksichtigt wird. Es bedeutet aber
nicht zwingend, dass der Roboter eine Art ”Intelligenz“ entwickelt oder dem Menschen
in seiner Fa¨higkeit, Hinweise u¨ber den emotionalen Zustand eines Gegenu¨bers bewusst
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oder unbewusst wahrzunehmen, ebenbu¨rtig wa¨re. Aber er ko¨nnte flexibel und adaptiv
reagieren, was schon wesentlich mehr wa¨re, als die meisten Roboter derzeit vermo¨gen.
In einer Studie konnten Eyssel und Kollegen [Hegel and Wrede, 2010] die Relevanz von
Emotionen in der Mensch-Roboter Interaktion belegen. Sie konnten zeigen, dass Men-
schen einen Roboter bevorzugen, der Emotionen zeigt. Ein Grund dafu¨r mag sein, dass
wir von einem humanoiden Roboter ein a¨hnliches Verhalten erwarten, wie wir es von
menschlichen Interaktionspartnern erwarten oder selbst zeigen [Weiss et al., 2011].
In der menschlichen Kommunikation gibt es Mechanismen, die unter bestimmten Vor-
aussetzungen dazu fu¨hren, dass wir unsere Ko¨rperhaltung, die Art zu sprechen und
unser gesamtes Verhalten an das Gegenu¨ber anpassen [Pickering and Garrod, 2004].
Dazu za¨hlt auch eine Angleichung auf der emotionalen Ebene der Kommunika-
tion. Diese Mechanismen sind ein essentieller Teil der ta¨glichen Kommunikation
([Fischer and van Kleef, 2010]; [Kraut and Johnston, 1979]).
Es ist ebenso denkbar, einen sozialen Roboter so zu gestalten, dass es sein a¨ußeres Er-
scheinungsbild und seine Art, mit einem Menschen zu interagieren, ermo¨glichen, ihn
fu¨r Therapiezwecke einzusetzen. So konnte in einer Studie, in der den Teilnehmern
ein Ma¨rchen von einem Menschen oder einem Roboter vorgelesen wurde, festgestellt
werden, dass die Teilnehmer denen die Geschichte vom Roboter vorgelesen wurde, die
anschließende Aufgabe wesentlich besser lo¨sen konnten als die Teilnehmer die dem Men-
schen zugeho¨rt haben [Malchus et al., 2013a]. Kombiniert mit den Ergebnissen einer
Studie, die mit einer Patientengruppe mit High Functioning Autismus (HFA) durch-
gefu¨hrt wurde, ist ein unterstu¨tzender Einsatz fu¨r die Verhaltenstherapie, in der der
Erwerb neuer Verhaltensweisen bzw. der Aufbau sozialer Handlungskompetenz entspre-
chend der individuellen Lernmo¨glichkeiten des Patienten trainiert werden, denkbar. In
der Studie konnte gezeigt werden, dass die Patienten mit HFA einem Roboter la¨nger
und intensiver in das Gesicht schauen und einem menschlichen Interaktionspartner be-
vorzugen.
Es wird schon viele Jahre daran gearbeitet, einen Roboter sozialer erscheinen zu
lassen. Die ersten Modelle von artifiziellen Emotionen, wie zum Beispiel der Affektive
Reasoner (AR) von Elliott [Elliott, 1992], sind in den fru¨hen 90er Jahren entstanden.
Der AR basiert auf einer Menge von ad hoc Regeln, mit dessen Hilfe eine affektive
Reaktion errechnet wurde. Dieses Modell hatte nicht den Anspruch, eine psychologische
Theorie zur Entstehung von Emotionen zu implementieren, vielmehr hat Elliott damit
gezeigt, wie einfach es mo¨glich ist, ein funktionierendes Modell zu entwickeln. Ju¨ngere
Modelle sind wesentlich komplexer und simulieren kognitiv aufwendige Theorien, wie
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prima¨re und sekunda¨re Emotionen, oder Mechanismen wie Empathie. Mit WASABI
hat Becker-Asano [Becker-Asano and Wachsmuth, 2010] ein System entwickelt, mit
dem ein virtueller Agent prima¨re und sekunda¨re Emotionen berechnen und ausdru¨cken
kann, aber auch eine la¨ngerfristige Emotion in Form einer Stimmung oder Laune simu-
lieren kann. Das Modell von Boukricha [Boukricha and Wachsmuth, 2011] simuliert,
basierend auf dem WASABI-System, Empathie zwischen zwei virtuellen Agenten.
Meines Erachtens gehen alle drei Modelle in die richtige Richtung. Ein System zum
Simulieren von Emotionen sollte nicht u¨berma¨ßig kompliziert sein, vielmehr sollte Wert
auf die Glaubwu¨rdigkeit der Reaktionen gelegt werden. Die Konzepte der prima¨ren und
sekunda¨ren Emotionen sind fu¨r diese Glaubwu¨rdigkeit sehr wichtig. Wa¨hrend mit den
prima¨ren Emotionen eher eine aktuelle Gefu¨hlslage vermittelt wird, ist eine sekunda¨re
Emotion an eine weitere Person gerichtet oder wird durch eine weitere Person ausgelo¨st
[Damasio, 1994]. Es wird angenommen, dass ein Roboter viel kooperativer und sozial
kommunikativer wirkt, wenn er wa¨hrend der Interaktion mit dem Menschen emotionale
Anpassung und Empathie simuliert. Das Ziel dieser Arbeit ist es nicht, ein System
zu entwickeln, das einen emotionalen Zustand fu¨r einen Roboter modelliert. In dieser
Arbeit liegt der Fokus auf den Effekten, die Emotionen auf eine Interaktion zwischen
Mensch und Roboter haben.
Diese Arbeit beschreibt ein System, welches autonom arbeitet und in der Lage ist, sich
an den Interaktionspartner emotional anzugleichen. Es basiert auf einer Theorie, die
den Ansatz von Davis [Davis, 1994] mit Forschungsergebnissen aus den Bereichen der
Linguistik und Psychologie kombiniert. So ist ein drei-schichtiges Modell entstanden,
welches in der Lage ist, den Prozess des emotionales Alignment zwischen Mensch und
Roboter zu simulieren. Die Prozesse auf den drei Ebenen unterscheiden sich in erster
Linie in der kognitiven Komplexita¨t. Sie decken Mimicry, schematische Reaktionen und
den strategischen Einsatz von Emotionen ab. Der beispielhafte Ablauf einer emotio-
nalen Interaktion mit einem Roboter ist in den Abbildungen 1.1 a - d dargestellt. Zu
Beginn der Interaktion (Abbildung 1.1(a)) zeigt der Roboter nur automatische Reaktio-
nen in Form von Mimicry. Diese fu¨hrt gerade zu Beginn einer Interaktion dazu, dass der
Roboter positiver wahrgenommen wird. Im Verlauf der Interaktion nimmt der Roboter
wahr, dass sich der Mensch u¨ber gefundene Paare freut und freut sich fu¨r ihn mit (Ab-
bildung 1.1(b)), im Modell wird das als eine schematische Reaktion realisiert. Wenn der
Roboter dann im spa¨teren Verlauf der Interaktion realisiert, dass er das aktuelle Spiel
verliert (Abbildung 1.1(c)), reagiert er mit einem traurigen Gesichtsausdruck. Dieser
Universita¨t Bielefeld
4 1. Einleitung
(a) Das Spiel startet, der Roboter zeigt, wie
der menschliche Mitspieler, einen glu¨cklichen
Gesichtsausdruck (Mimicry).
(b) Wa¨hrend des Spiels reagiert der Roboter
auf die Freude des menschlichen Spielers und
freut sich mit (schematisch).
(c) Im weiteren Verlauf des Spiels sammelt der
Spieler mehr Paare als der Roboter und freut
sich daru¨ber. Da der Roboter nun verliert zeigt
er einen traurigen Gesichtsausdruck (konzep-
tuell, strategisch)
Abbildung 1.1: Ein exemplarischer Ablauf einer Interaktion mit dem Roboter in Form
eines Spiels. Der Roboter reagiert auf unterschiedliche Art, aber immer
passend zur aktuellen Spielsituation.
Oliver Damm
1.2. Ziele der Arbeit 5
Gesichtsdruck kann unterschiedliche Quellen haben, zum einen kann es den (berechne-
ten) emotionalen Zustand des Roboters darstellen, es kann aber auch der Versuch sein,
den Mitspieler gezielt zu beeinflussen. Dieser strategische Einsatz eines emotionalen
Gesichtsausdrucks bietet wiederum verschiedene Mo¨glichkeiten:
1. Der Mensch nimmt diesen emotionalen Gesichtsausdruck wahr, ignoriert diesen
aber und setzt die urspru¨ngliche Handlung fort.
2. Der Mensch nimmt diesen emotionalen Gesichtsausdruck wahr und reagiert drauf,
indem er auch traurig schaut und Mitgefu¨hl zeigt.
3. Der Mensch nimmt diesen emotionalen Gesichtsausdruck wahr und reagiert drauf,
indem er bewusst oder unbewusst seine Strategie beim Ziehen der Karten a¨ndert.
Das System wurde in einer Benutzerstudie mit 80 Teilnehmern systematisch evaluiert.
Der genaue Zusammenhang zwischen emotionalem und kommunikativem Alignment
wird im Kapitel 2.7 hergeleitet. Im folgenden Kapitel werden die notwendigen Grund-
lagen in den Bereichen soziale Robotik und der Emotionstheorie geschaffen.
1.2 Ziele der Arbeit
Wie Eingangs des Kapitels schon besprochen, gibt es viele unterschiedliche Roboter
und virtuelle Agenten, die in der Lage sind, Emotionen darzustellen. Zum Teil liegen
diesen Ausdru¨cken komplexe Algorithmen und Theorien zugrunde, zum Teil werden die
Emotionen u¨ber Regeln ausgewa¨hlt. Wie komplex das System auch immer ist, das Ziel
ist, die Interaktion mit dem System zu verbessern.
1.2.1 Verbessern der Mensch-Roboter Interaktion
Das hier beschriebene und entwickelte System soll dazu dienen, die Interaktion mit
dem Roboter glaubwu¨rdiger, einfacher und angenehmer zu gestalten. Dazu wurden
verschiedene Mechanismen aus der Mensch-Mensch Interaktion untersucht und in ein
Modell u¨berfu¨hrt. Dieses Modell wurde auf einem Roboter implementiert und evaluiert.
Bereits 1997 argumentierte Picard, dass Maschinen selbst Emotionen zeigen ko¨nnen
sollten, um so den Erwartungen des Menschen besser zu entsprechen [Picard, 1995].
Der Roboter mu¨sste eigene Emotionen haben und diese ausdru¨cken ko¨nnen oder er
mu¨sste in der Lage sein, die des Menschen glaubhaft zu imitieren. In dieser Arbeit
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werden Emotionen situationsangemessen gea¨ußert. Das bedeutet, dass eine emotionale
Reaktion auf drei unterschiedliche Arten berechnet wird und dann situationsabha¨ngig
entschieden wird, welche Emotion gea¨ussert wird. Dies fu¨hrt dazu, dass der Roboter als
freundlicher wahrgenommen wird und dass der Interaktionspartner mehr Zeit mit ihm
verbringt.
1.2.2 Integration interdisziplina¨rer Forschungsergebnisse
Um eine Architektur zu entwerfen, die die Umsetzung eines Modells fu¨r emotionale An-
gleichungsprozesse erlaubt, mu¨ssen unterschiedliche Disziplinen und Fachgebiete, u.a.
Informatik (Ku¨nstliche Intelligenz, die Robotik, Datamining usw.), Psychologie (Wahr-
nehmung, Kognition, zwischenmenschliche Psychologie usw.), Ergonomie und Philo-
sophie betrachtet werden. Sie alle sind involviert, wenn ein so komplexes Thema wie
emotionale Interaktion mit Roboters ergiebig und ausfu¨hrlich betrachtet werden soll.
Aktuelle Forschungsergebnisse der beteiligten Disziplinen, insbesondere der Linguistik,
sollen in die Entwicklung des Modells einfliessen.
1.3 Forschungsfragen dieser Arbeit
Das prima¨re Ziel dieser Arbeit ist der Entwurf und die Implementation eines Modells zur
Integration von emotionalen Angleichungsprozessen in die Mensch-Roboter Interaktion.
In der ta¨glichen Interaktion gleichen sich Menschen mehr oder weniger bewusst emotio-
nal aneinander an. Dies fu¨hrt dazu, dass wir uns in andere Menschen hineinversetzen
ko¨nnen und so auf ihre emotionale Zusta¨nde eingehen ko¨nnen. Es wird angenommen,
dass diese Angleichung auf Prozessen mit unterschiedlicher Komplexita¨t basieren. Die
Fragen, die diese Arbeit stellt, sind 1. in welche Prozesse la¨sst sich diese emotionale
Angleichung aufteilen und 2. lassen sich diese Prozesse in einem technischen System
realisieren und 3. hat die Integration dieser Prozesse einen Einfluss auf die Mensch-
Roboter Interaktion.
Um diese Fragen anzugehen, wurden mehrere Studien durchgefu¨hrt. Mit deren Hil-
fe sollten die unterschiedlichen Prozesse identifiziert und beschrieben werden. Diese
Prozesse sollen dann in einem Computermodell fu¨r die Simulation von emotionalen An-
gleichungsprozessen in der Mensch-Roboter Interaktion (HRI) vereint und systematisch
evaluiert werden. Auf diese Art soll gezeigt werden, dass die Integration von Anglei-
chungsprozessen in der HRI zu einer Verbesserung dieser fu¨hrt.
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1.4 Abgrenzung zu anderen Systemen
Bei den meisten Modellen von artifiziellen Emotionen wird versucht, dem Roboter einen
emotionalen Zustand zu geben. Diese Modelle basieren dann etwa auf anatomischen
Ansa¨tzen wie bei Velasquez und Kollegen [Vela´squez, 1998b], oder auf Appraisal- und
dimensionalen Theorien. Ein Beispiel fu¨r die Appraisal-Theorie ist das EMA-Modell von
Marsella und Gratch [Marsella and Gratch, 2006]. Dem Modell liegt die Annahme zu
Grunde, dass die Reaktion auf der Wahrnehmung und den daraus gezogenen Schlussfol-
gerungen basiert. Anders als das hier vorgestellte Modell geht das EMA-Modell davon
aus, dass ein Prozess fu¨r die Generierung von Emotionen ausreichend ist.
Das Modell ALMA von Gebhard verfolgt einen dimensionalen Ansatz [Gebhard, 2005].
Mit ALMA wurden drei maßgebliche Charakteristika von menschlichen Affekten im-
plementiert. Dazu geho¨ren Emotionen, Stimmung und Perso¨nlichkeit, damit werden
kurzzeitige, mittellange und langanhaltende Affekte simuliert. Das Model basiert auf
den drei, von Mehrabian vorgeschlagenen, Merkmalen pleasure, arousal, dominance.
Die WASABI-Architektur von Becker-Asano [Becker-Asano and Wachsmuth, 2010]
kombiniert Appraisal und dimensionale Theorien miteinander. Er modelliert so se-
kunda¨re Emotionen mit Hilfe des PAD-Raums und prima¨re Emotionen in einem System.
Aus der Sicht der kommunikativen Wirkung von Emotionen muss man festhalten, dass
das Ausdru¨cken von Emotionen zwei Aufgaben erfu¨llt. Zum einen wird der Interakti-
onspartner u¨ber den eigenen Zustand informiert, des Weiteren bewirkt das Ausdru¨cken
einer Emotion auch gleich eine Vera¨nderung im Verhalten meines Gegenu¨bers.
Es gibt Modelle fu¨r multimodale Mimircy zwischen Mensch und Roboter (z.B.
[Caridakis et al., 2007]). Die Reaktion wird dabei in einer Loop aus Wahrnehmung,
Interpretation, Planung und generieren der A¨usserung realisiert. Andere Modelle reali-
sieren ein Empathie-Modell fu¨r einen Roboter [Paiva et al., 2011] oder einen virtuellen
Agenten [Boukricha and Wachsmuth, 2011].
Das hier vorgestellte Modell soll nicht nur eines der oben genannten Pha¨nomene model-
lieren, sondern dem Roboter ermo¨glichen, sich dem menschlichen Gegenu¨ber emotional
anzupassen. Dazu wurde ein Modell entworfen, das die drei Pha¨nomene Mimicry, emo-
tional Contagion und Empathy aus der Mensch-Mensch Interaktion auf die Mensch-
Roboter Interaktion u¨bertra¨gt.
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1.5 Aufbau der Arbeit
Die vorliegende Arbeit ist in 8 Kapitel unterteilt. An dieser Stelle wird der Inhalt der
Kapitel kurz umrissen.
2. Kapitel
Dieses Kapitel gibt eine kurze Einfu¨hrung in die soziale Robotik. Im Anschluss daran
wird ein kurzer Ru¨ckblick auf die Erforschung von menschlichen Emotionen gegeben.
Im folgenden werden die verschiedenen psychologischen Theorien fu¨r Emotionen und
deren Zusammenhang mit der Kognition erla¨utert. Im weiteren Verlauf werden die
Theorien zu Angleichung in der menschlichen Kommunikation im Allgemeinen und der
emotionalen Angleichung im Speziellen vorgestellt. Ein besonderer Augenmerk liegt da-
bei auf dem Modell von Davis, welches eine Grundlage fu¨r das vorgestellte Modell bildet.
3. Kapitel
An dieser Stelle werden verwandte und a¨hnliche Systeme vorgestellt. Dabei werden
unter anderem mimicry- und empathiebasierte Ansa¨tze erla¨utert, diese Theorien bilden
einen wichtigen Teil des vorstellten Modells.
4. Kapitel
Der Entwurf des Modells mit einem U¨berblick u¨ber die durchgefu¨hrten Studien, die
die empirische Basis fu¨r das Modell bilden und die Funktonen der unterschiedlichen
Ebenen des Modells werden motiviert und erla¨utert.
5. Kapitel
Dieses Kapitel beschreibt die implementierten Komponenten und deren Funktion. Dazu
wird der Aufbau der Implementation und wie die einzelnen Komponenten miteinander
interagieren, beschrieben.
6. Kapitel
Die Evaluation des Systems wird in Kapitel 6. beschrieben. Bevor die eigentliche
Evaluation beschrieben wird, wird zuna¨chst die Wahl des Roboters motiviert und die
Evaluation seiner emotionalen Gesichtsausdru¨cke erla¨utert. Im Weiteren wird sowohl
das Szenario als auch die eigentliche Durchfu¨hrung erla¨utert. Abschliessend werden die
Ergebnisse und deren statistische Auswertung vorgestellt.
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7. Kapitel
Die Arbeit schliesst ab mit der Diskussion der Ergebnisse aus der Evaluation und deren
Auswirkung auf das Modell. Zudem werden die Forschungsfragen aus der Einleitung
aufgegriffen und diskutiert.
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2 Theoretischer Hintergrund
Jeder weiß, was eine Emotion ist, bis er
gebeten wird, eine Definition zu geben.
— Fehr und Russell (1984)
Die soziale Robotik ist ein noch relativ junges und sehr spannendes Forschungsfeld.
Es vereint viele Disziplinen miteinander, um die Interaktion mit Robotern natu¨rlicher
und einfach zu gestalten. Im folgenden Kapitel wird der fu¨r diese Arbeit notwendige
theoretische Hintergrund aufgebaut. Dazu wird zuna¨chst das Feld der sozialen Robotik
vorgestellt, bevor die verschiedenen Emotionstheorien diskutiert werden. Abschliessend
wird noch die Verbindung von Emotionen und Kognition beschrieben.
2.1 Soziale Interaktion
Interaktion: ”Aufeinander bezogenes Handeln zweier oder mehrerer
Personen“
oder
”Wechselbeziehung zwischen Handlungspartnern“[Kraif and Rat, 2007]
In der Interaktion mit anderen Menschen nutzen wir bewusst und unbewusst verbale
und non-verbale Kana¨le. Ganz selbstversta¨ndlich benutzen wir unsere erlernte Sprache
und unterstu¨tzen sie durch den Einsatz von Gesten. Wir benutzen Blicke, um die Auf-
merksamkeit unseres Interaktionspartners zu leiten oder Gesichtsausdru¨cke, um unsere
Zustimmung oder Ablehnung zu einem Thema auszudru¨cken.
Der Definition zufolge ist eine Interaktion das aufeinander Einwirken von zwei oder
mehr Akteuren. Sie existiert nur fu¨r den Moment des Handelns und umfasst eine so-
ziale Dimension, eine wechselseitige Beeinflussung der Interaktanten. Nach Luhmann
entsteht aus dem aufeinander bezogenen Verhalten der Anwesenden, bei wechselsei-
tiger Sichtbarkeit, ein Interaktionssystem [Luhmann and Baecker, 2002]. Unter diesen
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Voraussetzungen ko¨nne man nicht verhindern, dass der Interaktionspartner das eigene
Verhalten als Kommunikation verstehe. Dieses geschieht genau dann, wenn dem Ver-
halten eines Teilnehmers von einem Interaktanten eine Information abgewonnen wird.
In jeder Handlung oder Nichthandlung des Partners wird dann eine Mitteilung inter-
pretiert. Es kommt also nicht nur darauf an, was einem der Akteur mitteilen mo¨chte,
sondern auch, was der Rezipient wie versteht. Der Empfa¨nger wird die wahrgenommene
Nachricht auf den eigenen Erfahrungshorizont projizieren, sie so interpretieren und dem
Sender diese Interpretation zuschreiben.
2.1.1 Soziale Roboter
Was macht Roboter sozial? Auf diese Frage gibt es viele Antworten. Es gibt unterschied-
liche Ansa¨tze, die versuchen, einen Roboter sozial zu machen oder ihn zumindest sozial
erscheinen zu lassen. Fu¨r Dautenhahn und Kollegen sind social robots Teil einer hetero-
genen Robotergemeinschaft. In diesen Gruppen ist das einzelne Individuum mit seinen
Fa¨higkeiten und Verhaltensmustern von Bedeutung, dies macht die Sta¨rke und den Er-
folg der Gemeinschaft aus. Soziales Verhalten wird hier soziokulturelle Umgebungen
gefo¨rdert.
Social robots are embodied agents that are part of a heterogeneous group:
a society of robots or humans. They are able to recognize each other and
engage in social interactions, they possess histories (perceive and interpret
the world in terms of their own experience), and they explicitly communicate
with and learn from each other. [Fong et al., 2003]
Nach dieser Definition sind an einen social/sociable robot hohe Anforderungen gesetzt.
Fu¨r einen solchen Roboter sind Lernfa¨higkeit und Imitation sozialer Verhaltenswei-
sen, Bewegungen/Gestik, mimische Ausdru¨cke, natu¨rliche Sprachverarbeitung und -
generierung, Versta¨ndnis und Verarbeitung von Emotionen sowie Erkennung von ande-
ren Robotern wichtig.
In ihrer Arbeit unterscheidet Breazeal [Breazeal, 2004a] den sociable robot ganz klar
anhand seines Einsatzgebietes: ein Roboter als Werkzeug, als Ko¨rperweiterungen (Exo-
Skelette) oder als Avatar. Fu¨r sie ist der sociable robot ein sozialer Partner des Menschen
und sie sagt
”The last paradigm [robot as sociable partner] speaks to the classic science
fiction fantasy of an artificial being. Interacting with it is like interacting
Oliver Damm
2.1. Soziale Interaktion 13
with another socially responsive creature that cooperates with us as a part-
ner“
Schon an diesen beiden Beispielen erkennt man, dass es ganz unterschiedliche Defini-
tionen und Interpretationsansa¨tze des Begriffs social gibt. Bisher wurde dieser Begriff
immer nur auf Lebewesen bezogen.
Generell lassen sich soziale Roboter auf zwei Ebenen definieren und beschreiben. Auf
einer Ebene werden die Roboter anhand ihres Verhaltens definiert. Es werden also nicht
die Roboter selbst, sondern deren Umwelt beschrieben.
• Der Begriff sozial ist zwingend auf mehrere Individuen zu beziehen und ”soziales
Verhalten“ oft nur durch die Interaktion mit anderen Individuen festzustellen.
• Soziales Verhalten kann mittelbar/indirekt oder unmittelbar/direkt ausgeu¨bt wer-
den und auch festgestellt werden.
• Soziale Roboter in einer Gruppe, die gemeinsam eine so genannte ”community
task“, also Gemeinschaftsarbeit bewa¨ltigen sollen.
Die zweite Ebene bescha¨ftigt sich dann mit dem Roboter selbst und hinterfragt, was
einen sozialen Roboter ausmacht. Hier werden die unterschiedlichen Intentionalita¨ten
von social robots differenziert.
• Informative Roboter, Unterhaltungsroboter oder Guides, die in bestimmten Um-
gebungen zur Informationsvermittlung eingesetzt werden (Museen, Hotels).
• Pflegeroboter sind zum Beispiel Service-Roboter in Krankenha¨usern und un-
terstu¨tzen dort bei der Mobilisierung von a¨lteren Menschen, zur Basisversorgung,
aber auch immer mehr Form von ku¨nstlichen Haustieren, um so die pa¨dagogisch-
therapeutischen Vorteile vom Umgang mit Haustieren zu erzielen.
• Spielzeugroboter, sie dienen der Unterhaltung und gegebenenfalls der Gemein-
schaftsbildung
• Kommunikationsagenten oder Roboter-Avatare geben Internetnutzern die
Mo¨glichkeit, sich ein elektronisches A¨ußeres zu geben.
• Roboter-Assistenten ko¨nnen perso¨nliche Helfer im ta¨glichen Aufgabenbereichen
sein. Aber auch in unfreundlichen Umgebungen, wie der Robotnaut, der der NASA
als Assistent fu¨r Astronauten entwickelt wurde.
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Es gibt mittlerweile einen Wechsel aus rein objektiven Umgebungen hinein in die sub-
jektive und emotionale Welt des Menschen. So haben Pflegeroboter den Intimbereich
des Menschen erreicht, wa¨hrend Spielzeugroboter eher auf eine emotionale Interaktion
ausgerichtet sind.
Wir Menschen sind sozial ausgerichtet [BREAZEAL, 2003b], wir nutzen unsere sozial-
emotionale Intelligenz instinktiv in allen Lebensbereichen und da wir den Einsatz u¨ber
Generationen gelernt haben, profitieren meist von ihr. Werden wir aber mit komplexen
nicht-lebendigen Dingen konfrontiert und sind deren Funktionsweise komplex und nicht
auf den ersten Blick erkennbar, so wenden wir instinktiv ein soziales Modell an. Dies soll
helfen, die Funktionsweise oder Verhaltensweise zu erkla¨ren [Reeves and Nass, 1997].
Reeves und Nass konnten ebenfalls zeigen, dass unser eigenes Verhalten stark reziprok
ist, was die Interaktion mit Maschinen (in diesem Fall in der Interaktion mit Compu-
tern) angeht. Wir reagieren also freundlich, wenn ein Computerprogramm freundlich
wirkt und umgekehrt unfreundlich oder abweisend, wenn ein Computerprogramm diese
Eigenschaften zeigt.
Breazeal [Breazeal, 2004b] und Dautenhahn [Fong et al., 2003] fu¨gen eine weitere, dritte
Definitionsebene bezu¨glich social robotics hinzu und differenzieren darin sechs Unterar-
ten dieser Roboter-Form:
• Sozial-evokativ, diese Roboter zielen aktiv darauf ab, den Menschen zur Anthro-
pomorphisierung zu motivieren. Dies geschieht in den meisten Fa¨llen anhand von
klassischen ”Opfer-Ta¨ter-Mechanismen“. Hier wird der Roboter als hilfsbedu¨rftig
und von der Zuwendung der Menschen abha¨ngig dargestellt (z.B. Tamagotchis).
• Sozial-kommunikativ, diese Roboter haben dem Menschen angepasste, meist pa-
ralinguistische Kommunikationsmechanismen wie Aussehen, Gestik oder Mimik.
Die soziale Interaktionskompetenz wird hier in erster Linie durch die Schnittstel-
le (interface) simuliert. Komplexe kognitive Kompetenzen sind nicht unbedingt
notwendig. Beispiele sind die Informativen Roboter in Museen.
• Sozial-rezeptiv, sie sind zwar sozial passiv und initiieren nicht selbststa¨ndig Dialo-
ge oder Handlungen. Sie ko¨nnen aber vom Menschen lernen und weisen kognitive
Fa¨higkeiten auf einer tieferen Ebene auf als beispielsweise sozial-kommunikative
Roboter. Sozial-rezeptive Roboter zeichnen sich dadurch aus, dass sie motorische
Fa¨higkeiten durch Imitation von menschlichen Bewegungsabla¨ufen lernen oder in
der Robotergemeinschaft eigene Proto-Sprachen entwickeln. Ein bekanntes Bei-
spiel sind die Roboter von Steels.
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• Sozial-kooperativ, hierbei handelt es sich um sozial-kooperative Roboter mit ei-
genen inha¨renten Zielen und Motivationen, sie beziehen aktiv den Menschen in
sozial-kooperative Interaktionen ein. Dies kann zu Gunsten der entsprechenden
Person oder zu Gunsten des Roboters selbst geschehen. Diese Unterklasse bean-
sprucht zudem komplexe Modelle sozialer oder empathischer Kognition. Sie wird
von Breazeal und Dautenhahn auch sociable genannt
• Sozial-situiert, diese Kategorie wurde durch Dautenhahn definiert. Der Roboter
hat die Fa¨higkeit, die Umwelt differenziert wahr zu nehmen. Es mu¨ssen andere Ro-
boter oder Menschen von einfachen Objekten oder Umweltfaktoren unterschieden
werden ko¨nnen. Dabei wird davon ausgegangen, dass der sozial-situierte Roboter
in eine soziale oder gesellschaftliche Umgebung eingebettet ist und diese aufneh-
men sowie auf sie reagieren kann.
• Sozial-intelligent, diese Roboter weisen eine dem Menschen zugerichtete soziale
Intelligenz (Empathie) auf. Diese Modelle basieren auf der Struktur von mensch-
licher Kognition und sozialer Kompetenz.
2.1.2 Diskussion
Zusammenfassend kann man sagen, dass es eine Kombination aus vielen Faktoren und
Fa¨higkeiten ist, die einen Roboter als sozial erscheinen lassen. Eine große Rolle dabei
spielt der Benutzer, der dem Roboter gegenu¨ber sitzt, seine Wahrnehmung entschei-
det, ob der Roboter sozial erscheint oder nicht. Ebenso eine wichtige Rolle spielen die
Erwartungen, die ein Mensch an einen humanoiden Roboter hat. Um diesen Erwartun-
gen gerecht zu werden, spielt die Fa¨higkeit, einen Dialog zu fu¨hren und angemessene
Emotionen auszudru¨cken, eine große Rolle.
2.2 Emotionen in der Kommunikation
Wie das Zitat zu Beginn dieses Kapitels schon angedeutet hat, es gibt eine große Anzahl
mehr oder weniger unterschiedlicher Definitionen von Emotionen. Fu¨r die vorliegende
Arbeit definieren wir der Begriff Emotionen als eine Kombination aus physischen
Komponenten, mentalen Komponenten und Verhaltenskomponenten. Entsprechend
der dimensionalen Theorien lassen sich Emotionen durch die drei Achsen Pleasure,
Universita¨t Bielefeld
16 2. Theoretischer Hintergrund
Arousal und Dominace beschreiben, sind aber nicht exakt durch sie definiert.
Man nimmt an, dass die Fa¨higkeit zur Kommunikation und die Fa¨higkeit Emotio-
nen auszudru¨cken eng miteinander verknu¨pft sind, wenn nicht sogar direkt verbunden
[Lewis, 2000]. Anlass zu dieser Vermutung gibt die Tatsache, dass die Fa¨higkeit zur
Kommunikation und das Erleben von Emotionen mo¨glicherweise bereits in Kleinkin-
dern fest miteinander verbunden sind. Wie Lewis festha¨lt
there is some discussion as to the number of discrete emotions that are
visible
aber
discrete emotional expressions can be seen in infants at very young ages
(Seite 271)
Auch Neugeborene haben die Fa¨higkeit, Emotionen zu zeigen und zu erkennen, zum
Beispiel wenn sie auf emotionale Signale ihrer Eltern reagieren [Tronick, 1989].
In seiner Arbeit geht Panksepp davon aus, dass den verschiedenen Emotionen auch
neuronale Schaltkreise zugrunde liegen. Diese ziehen teils u¨berlappende, teils spezifi-
sche Hirnstrukturen und neurochemische Systeme mit ein [Panksepp, 2000]. In diesem
System sind Emotionen durch sieben Attribute definiert:
• die zugrunde liegenden neuroanatomischen Verbindungen
• ihren Einfluss auf unser Motorsystem
• ihren Einfluss auf unsere Wahrnehmung
• ihre neurodynamischen Eigenschaften
• ihren Einfluss auf unser Lernverhalten
• die Interaktion mit anderen Funktionen im Gehirn
• die affektive Valenz
Dieser Liste muss man manchen Autoren zufolge noch ein weiteres Element hinzu-
gefu¨gt werden, die interpersonale, soziale Komponente (z. B.[Hess and Kirouac, 2000];
[Mesquita et al., 1997]; [Ulich, 2003]). Die kommunikative Komponente hat einen
großen Einfluss auf den Gesichtsausdruck, die Ko¨rpersprache und auch die Sprechme-
lodie (z. B. [Banse and Scherer, 1996]; [Scherer and Ekman, 1984]). Hess und Kirouac
nehmen an, dass die Appraisal-Theorie eine gute Grundlage ist, um die biologischen,
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die neuro-psychologischen und auch sozialen Aspekte von Emotionen miteinander zu
vereinen.
Hess und Kollegen schlagen vor, dass
the basic emotion process is biologically grounded and universal, but that
the type of events attended to, the appraisal of these events, and the rele-
vant norms for behaviour may vary as a function of culture, gender, re-
lative power status, and the relationship between the interaction partners
[Hess and Kirouac, 2000].
Sie nehmen also an, dass sowohl das Ausdru¨cken als auch das Wahrnehmen von Emotio-
nen einem starken kulturellen Einfluss unterliegt. Die kulturellen Faktoren beeinflussen
das Versta¨ndnis der Bedeutung von Emotionen, die Entwicklung des Wissens daru¨ber,
welche Situationen zu welchen Emotionen fu¨hrt und auch das Erlernen, welche Emotion
in welcher Situation angebracht ist und welche nicht. Zudem werden in unterschiedlichen
Kulturen unterschiedlich viele oder wenige Emotionen ausgedru¨ckt.
Die zwischenmenschliche Kommunikation und insbesondere die soziale Kommunikation
mit anderen Menschen ist weit mehr als das einfache Austauschen von Informationen.
Sie ist gepra¨gt durch affektive Prozesse, Gefu¨hlszusta¨nde und Emotionen, die durch
bestimmte Anla¨sse ausgelo¨st werden. Den emotionalen Inhalt einer A¨usserung zu ver-
stehen und auf eine passende Art und Weise darauf zu reagieren, sind grundlegende
Fa¨higkeiten von fast allen Menschen. Dabei ist es ein sehr komplexer Prozess, um zu
einer ada¨quaten Reaktion kommen, mu¨ssen viele Informationen aus den verbalen, den
non-verbalen und den paraverbalen Teilen der Nachricht beru¨cksichtigt werden.
2.3 Historie der Emotionsforschung
Wie wa¨re eine Welt ohne Emotionen? Das ist eine Frage, die man sich in der Art nicht
unbedingt stellt. Vielmehr erfreuen wir uns jeden Tag u¨ber die sichtbaren Merkmale
von Emotionen. Dabei ist es nicht entscheidet, von wem diese A¨ußerung kommt, es
kann sich dabei um jemanden aus der Familie, dem engeren Freundeskreis oder aber
auch um eine vollkommen unbekannte Person handeln. Jedes La¨cheln hat genauso wie
jedes traurige Gesicht eine Wirkung auf uns.
In der zwischenmenschlichen Kommunikation werden die Begriffe Stimmung, Gefu¨hle
und Emotionen ha¨ufig durcheinander geworden oder ambig eingesetzt. Damit dies in
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der vorliegenden Arbeit nicht geschieht, ist es wichtig, diese Begriffe eindeutig zu de-
finieren. Unter einer Emotionen verstehen wir eher kurze, intensive (im Gegensatz zu
Gefu¨hlen) und nach aussen gerichtete (im Gegensatz zu Gefu¨hlen) Affekte. Sie haben
eine Ausdrucksdimension, eine ko¨rperliche Dimension und eine motivationale Dimensi-
on.
Das gesamte Gefu¨hlsleben, egal ob Emotionen oder la¨nger anhaltende Gefu¨hle, ob be-
wusst oder unbewusst, interagiert auf unterschiedlicher Weise mit vielen kognitiv kom-
plexen Prozessen wie dem Steuern der Aufmerksamkeit, dem Lo¨sen von Problem und
dem Fa¨llen von Entscheidungen und auch der Sprache und der Kommunikation im
Allgemeinen [Hielscher, 2003].
Die Forschung im Bereich von Emotionen und deren Ausdruck geht zuru¨ck bis Ari-
stoteles und Platon [Brungs et al., 2008]. Seiner Zeit nahm man an, dass Affekte und
Sehnsu¨chte die Balance des Geistes sto¨ren und dadurch die Gesichtsausdru¨cke resultie-
ren.
Hier eine U¨bersicht der bekanntesten Philosophen und Psychologen, die bedeutende
Betra¨ge zur Erforschung von Emotionen geleistet haben:
• Platon (427 - 347 v. Chr.) teilt in vier Kategorien ein: Lust, Leid, Begierde, Furcht.
• Aristoteles (384 - 322 v. Chr.) charakterisiert elf Affekte: Begierde, Zorn, Furcht,
Mut, Neid, Freude, Liebe, Hass, Sehnsucht, Eifersucht und Mitleid
• Zenon von Kition (333 - 264 v. Chr.), vier Grundarten von Affekten: Lust, Unlust,
Begierde, Furcht.
• Rene´ Descartes (1596 - 1650) sechs Grundformen von Affekten: Freude (joie),
Hass (haine), Liebe (amour), Trauer (tristesse), Verlangen (de´sir), Bewunderung
(admiration).
• Kant (1724 - 1804) schied zuerst Affekt und Leidenschaft deutlich, den Affekt muß
der Mensch za¨hmen, die Leidenschaft beherrschen, jenes macht ihn zum Meister,
dieses zum Herrn u¨ber sich selbst.
• Charles Darwin (1809 - 1882) Darwin zufolge werden Emotionen durch kogniti-
ve Einscha¨tzungen von Ereignissen oder Sachverhalten verursacht. Durch diese
emotionalen Gefu¨hle werden in Gesichtsausdru¨cken widergespiegelt.
• Wilhelm Wundt (1832 - 1920) sthenischen Affekte: Wut, Zorn, Eifer geza¨hlt und
asthenischen Affekte Angst, Furcht oder Schrecken
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• Paul Ekman (*1934) erbliche Bedingtheit zahlreicher emotionaler Ausdrucksfor-
men, sieben Basisemotionen: Fro¨hlichkeit, Wut, Ekel, Furcht, Verachtung, Trau-
rigkeit und U¨berraschung
2.4 Psychologische Modelle
Die psychologischen Ansa¨tze kann man ganz grob in zwei große (und mehrere kleine)
Lager unterteilen. Zum einen der Ansatz der Appraisal Theorien, dem gegenu¨ber stehen
die Dimensionalen Theorien. Zudem gibt es noch weitere Ansa¨tze, auf diese wird an
dieser Stelle nicht weiter eingegangen [Marsella et al., 2010].
In Zusammenhang mit Emotionen wurde der Begriff Appraisal von Arnold
[Arnold, 1969] eingefu¨hrt. Das Neue daran war, dass zu den physiologischen Reaktionen
ein weiterer Schritt zur Entstehung von Emotionen hinzugefu¨gt wurde: Die Interpreta-
tion und Bewertung der aktuell vorherrschenden Situation.
2.4.1 Basisemotionen oder prima¨re Emotionen
Die Vertreter dieser Theorien argumentieren fu¨r eine gewisse Menge an Basis- oder
prima¨ren Emotionen. Gestu¨tzt wird diese Annahme durch die evolutiona¨r, angeborene
Fa¨higkeit des Menschen, gewisse Emotionen auszudru¨cken, ohne sie vorher gesehen zu
haben [Ekman, 1992];[Izard, 1993]. Dazu za¨hlen die Emotionen Wut, Ekel, Angst,
Freude, Trauer und U¨berraschung, sie wurden in verschiedenen Studien zwischen
ethnischen Gruppen oder bei kleinen Kindern ermittelt. Der Theorie zufolge hat
jede Emotion eine bestimmte (biologische oder soziale) Funktion, diese wird dann in
bestimmten Kontexten aktiviert. Diese Emotionen werden verfeinert und neue kommen
durch emotionale Entwicklung hinzu. Ein große Rolle spielen dabei soziale Kontakte
und soziale Interaktionen [Ekman, 1992].
Es wird angenommen, dass Emotionen einen Einfluss auf die Prozesse haben, die
das Wahrgenommene priorisieren und Reaktionen darauf koordinieren. Gema¨ß meh-
rerer Vertreter dieser Theorie gibt es ein System, das die wahrgenommenen Din-
ge in Bezug auf das Wohlergehen, die Pla¨ne und Ziele eines Menschen bewertet
[Levenson, 1994];[Izard, 1994];[Frijda, 1994]. Nach Scherer werden in diesem Bewer-
tungsprozesse die affektiven Ereignisse mit Ru¨cksicht auf Neuheit, ihre Wichtigkeit im
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Abbildung 2.1: Die sieben Basis-Emotionen, die Ekman empirisch nachgewiesen hat
und die kulturunabha¨ngig erkannt werden
Bezug auf die eigenen Ziele und ihre Normkonformita¨t hin bewertet [Scherer, 1994].
Die wahrnehmbaren Komponenten von Emotionen, egal ob prosodisch, gestisch
oder u¨ber die Ko¨rperhaltung, haben eine wichtige Funktion, wenn der aktuelle
Gefu¨hlszustand an andere Personen vermittelt werden soll. Levenson [Levenson, 1994]
stellt zwei Vorteile dafu¨r heraus, zum einen, dass der Mensch so seine Gefu¨hle teilen
kann, des Weiteren kann der Mensch so auch das Verhalten eines anderen gezielt beein-
flussen. Als Beispiel kann man hier ein weinendes Kind anfu¨hren, sobald ein Erwach-
sener es wahrnimmt, wird er sich um das Kind ku¨mmern. Nach Darwin [Darwin, 1872]
geht die Entwicklung dieser emotionalen Signalfunktionen auf die Evolution zuru¨ck, sie
hat sich aufgrund ihrer kommunikativen Wirksamkeit durchgesetzt.
2.4.2 Appraisal Theorien
Die kognitiven Einscha¨tzungstheorien oder Bewertungstheorien der Emotionen (cogniti-
ve appraisal theories, appraisal theories) sind seit ungefa¨hr 25 Jahren die vorherrschen-
den Theorien. Im weiteren Verlauf wird der Begriff des Appraisal anstelle einer deut-
schen U¨bersetzung benutzt. Somit ist deutlich, dass mit dem Begriff ein emotionspsycho-
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logischer Fachbegriff gemeint ist, die deutschen U¨bersetzungen ”Einscha¨tzung“ko¨nnen
in machen Fa¨llen irrefu¨hrend sein.
Eingefu¨hrt wurde der Begriff Appraisal in den 1960er Jahren von Arnold [Arnold, 1969],
er fu¨gte den physiologischen Reaktionen einen weiteren Schritt zur Entstehung einer
Emotion hinzu, die Interpretation und Bewertung der Situation. Zugleich ist es eine
Theorie, die sich auf ku¨nstlichen Systemen relativ gut implementieren la¨sst. Ein großer
Teil der Modelle fu¨r ku¨nstliche Emotionen basiert auf diesem Ansatz (siehe Kapitel 3).
Den Appraisal-Theorien zufolge entstehen Emotionen durch das individuelle
Abscha¨tzen und Bewerten von Ereignissen, den individuellen Bedu¨rfnissen und In-
tentionen. Dieser Zusammenhang wird auch das Personen-Umfeld Verha¨ltnis genannt
[Lazarus, 1991].
Im Modell von Lazarus wird der Prozess der Bewertung in drei Stufen unterteilt.
Wa¨hrend des prima¨ren Appraisal (primary appraisal) werden Situationen als positiv,
irrelevant oder negativ (stressinduzierend) bewertet werden. Die als negativ valenzier-
ten Situation werden wiederum in drei Kategorien eingeteilt, als Herausforderung, als
Bedrohung oder als Scha¨digung.
Im sekunda¨ren Appraisal (secondary appraisal) wird entschieden, ob sich die gegebene
Situation mit den verfu¨gbaren Ressourcen bewa¨ltigen la¨sst. Sollte dies nicht der Fall
sein, so wird eine Stressreaktion ausgelo¨st. Fu¨r diese wird eine Bewa¨ltigungsstrategie
entworfen (coping), diese ist individuell abha¨ngig von den kognitiven Strukturen der
Person und der Situation im Ganzen. Aus den Erfolgen und Misserfolgen lernt die
Person und kann so spa¨ter entsprechende Bewa¨ltigungsstrategien gezielt einsetzen.
Bei der Neubewertung (reappraisal) wird der Erfolg der zuvor angewendeten
Bewa¨ltigungsstrategie bewertet, so ist eine dynamische Anpassung an neue Situationen
mo¨glich. Abha¨ngig vom Erfolg einer Strategie kann sich die prima¨re Bewertung
vera¨ndern, diese Vera¨nderung wird ”Reappraisal”oder ”Neubewertung”genannt.
Generell gehen die Appraisal-Theorien davon aus, dass die Bewertung einer Situa-
tion zum Entstehen einer Emotion fu¨hrt oder zumindest zu den physiologischen,
kognitiven und Verhaltensvera¨nderungen, die wir mit Emotionen in Verbindung
bringen. In manchen Theorien werden bestimmten Kombinationen von Bewertungen,
ko¨rperlichen Empfindungen und subjektiven Erfahrungen eine spezifische Emotion als
diskreter Zustand zugeordnet [Ellsworth, 2003]. Der gro¨ßte Teil der Forschungsarbeit
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konzentriert sich aber wiederum auf den Zusammenhang zwischen den einzelnen
Ereignissen, die bewertet werden und welche Emotionen [Ortony et al., 1988] oder
welche ko¨rperlichen und kognitiven Reaktionen [Russell and Fernandez-Dols, 1997];
[Ellgring, 2007]; [Lazarus, 1991] daraus resultieren.
Diese Theorie dient vielen Computermodellen als Grundlage, in den meis-
ten Fa¨llen wird das Appraisal in diesen Modellen als zentrale Komponen-
ten modelliert. In diesen Modellen werden aufwendige Verfahren eingesetzt,
um die Bewertungsfunktion abzubilden, dazu geho¨ren Entscheidungstheo-
retische Verfahren [Gratch and Marsella, 2004]; [Marsella et al., 2010], reak-
tives Verhalten [Staller and Petta, 2001]; [Rank and Petta, 2005], Markov-
Modelle [El-Nasr et al., 2000]; [Si et al., 2008] oder komplexe kognitive Modelle
[Marinier III et al., 2009]. Eine spezifische Emotion ist in den meisten Fa¨llen nicht
explizit modelliert, vielmehr handelt es sich dabei um eine Art abstrakter Marker, an
den ein entsprechendes Verhalten angeheftet werden kann [Elliott and Siegle, 1993].
Manche Modelle unterscheiden auch zwischen einer oder mehreren spezifischen Emo-
tionen, die durch ein Ereignis ausgelo¨st werden und einem affektiven Zustand oder
Gefu¨hl. Dieses Gefu¨hl oder der Zustand wird von den zuletzt ausgelo¨sten Emotionen
beeinflusst ([Carbonell et al., 1996];[Gratch and Marsella, 2004]; [Gebhard, 2005]). An-
dere Modelle versuchen wiederum den Einfluss von Emotionen und Stimmung auf den
Prozess der Bewertung zu modellieren [Gratch and Marsella, 2004]; [Paiva et al., 2005];
[Marsella and Gratch, 2009].
Von der Entwicklung von Computermodellen profitiert nicht nur die Forschung im Be-
reich der Mensch-Roboter Interaktion, die Ergebnisse fliessen auch zuru¨ck in die Psy-
chologie. Die Ergebnisse, die Marsella und Gratch mit dem ”EMA“-Modell gesammelt
haben, sind in das psychologische Modell der Bewertungstheorien der Emotionen ein-
geflossen [Gratch et al., 2009]; [Marsella et al., 2010].
2.4.3 Dimensionale Theorien
Die dimensionalen Theorien gehen, anders als beispielsweise die diskreten Modelle, da-
von aus, dass man Emotionen nicht als eine diskrete Einheit beschreiben kann. Ihnen
zufolge werden Emotionen durch einen Punkt in einem Multi-Dimensionalen Raum re-
pra¨sentiert. Das Modell von Mehrabian und Russell schla¨gt einen drei-Dimensionalen
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Raum vor in dem sich der korrespondierende Punkt frei bewegen kann, letztendlich sind
aber nicht alle mo¨glichen Positionen mit einer Emotionen verbunden.
Der PAD-Raum geht zuru¨ck auf die Arbeit von Wundt [Wundt, 2012], er sprach aller-
dings noch nicht von Emotionen. Die drei Dimensionen repra¨sentieren folgende Skalen
(Siehe Abb. 2.2):
• Die Skala Pleasure(Lust) - Displeasure(Unlust) misst, wie angenehm oder freund-
lich eine Emotion ist. Auf dieser Skala haben Angst und Wut einen hohen Wert
fu¨r Unlust, Freude hat hingegen einen hohen Wert fu¨r Lust.
• Die Skala Arousal (Erregung) - Nonarousal (Beruhigung) beschreibt die Intensita¨t
einer Emotion. Als Beispiel sind Wut und Zorn unfreundliche Emotionen, aber
Zorn ist intensiver und hat einen ho¨heren Grad der Erregung. Am anderen Ende
der Skala ist beispielsweise Langeweile verortet, es ist ebenfalls eine unangenehme
Emotionen, hat aber einen wesentlich geringeren Wert der Erregung.
• Die Skala Dominance (Dominanz) - Submissiveness (Unterwu¨rfigkeit) beschreibt
wie dominant die Emotion ist. So sind Angst und Wut unangenehme Emotionen,
aber Angst ist eine dominante und Wut keine dominante Emotion.
Abbildung 2.2: Der PAD-Raum nach Wundt
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Die Vertreter dimensionalen Theorien nehmen Abstand von diskreten Kategorieren fu¨r
Emotionen und halten diese fu¨r nicht angebracht. Barrett [Barrett, 2006] stellt fest,
dass es keine spezifischen Regionen im menschlichen Gehirn sind, die eine diskrete
Emotion repra¨sentieren. Daher wird auch selten der Begriff Emotion verwendet,
vielmehr sprechen die Vertreter hier von Konzepten wie Stimmung oder Affekt. Russel
zu Folge befinden Menschen jederzeit in genau einem affektiven Zustand [Russell, 2003].
Bei den dimensionalen Theorien wird in erster Linie die strukturelle und temporale
Dynamik ausgewertet, die Vorgeschichte, die zu diesem Zustand gefu¨hrt hat wird meist
nicht beru¨cksichtigt [Wundt, 1922]. Dies ist ein entscheidender Unterschied zu den ko-
gnitiven Bewertungstheorien. Ebenso stellen die Vertreter der dimensionalen Theorien
den kausalen Zusammenhang zwischen dem Appraisal und der Emotion in Frage. Genau
dieser Link ist die zentrale Annahme aller Appraisal-Theorien. Sie verstehen den Core
Affect nicht als einen intentionalen Zustand, er ist also nicht auf eine Person gerichtet.
In den dimensionalen Theorien wird der Core Affect durch viele Faktoren beeinflusst,
das ko¨nnen symbolische, intentionale Einscha¨tzungen sein (z.B. Appraisal), aber auch
subsymbolische Faktoren wie Hormone oder Drogen [Schachter and Singer, 1962]. Es
gibt keine direkte Verbindung zwischen der urspru¨nglichen Bedeutung des auslo¨senden
Reiz und der ausgelo¨sten Emotion, ein Ru¨ckschluss auf den Auslo¨ser muss im Nachhin-
ein rekonstruiert werden.
Um diesen Link wieder herzustellen argumentiert Russel fu¨r einen Ablauf wie folgt:
der Betroffene beobachtet ein Ereignis (z.B. ein Auto, das schnell in meine Richtung
fa¨hrt), dieses Ereignis wird im Hinblick auf seine affektive Qualita¨t ausgewertet. Das
Ergebnis fu¨hrt zu einer Vera¨nderung des Core Affect. Diese Vera¨nderung wird dann
einem Objekt zugeschrieben, in dieser Situation dann z.B. dem Auto. Erst dann wird
das Objekt im Bezug auf die Relevanz fu¨r das aktuelle Ziel, die kausale Vorgeschichte
und die Zukunftsaussichten kognitiv beurteilt [Zajonc, 1980].
Bei Computermodellen ist der Einsatz von dimensionalen Modellen beliebt und wird
ha¨ufig in Verbindung mit virtuellen Agenten eingesetzt. Mit Hilfe eines dimensionalen
Modells lassen sich Emotionen in einen zwei- oder drei-dimensionalen Raum trans-
formieren und dann leicht auf das Verhalten vom Agenten abbilden, wie zum Bei-
spiel auf die Ausdehnung einer Geste oder auch auf die Geschwindigkeit einer Bewe-
gung. Ein Ansatz dafu¨r sind die PAD Modelle, sie beschreiben das gesamte Verhal-
ten mit den drei Dimensionen Pleasure, Arousal und Dominance. Bei den Appraisal-
Modellen ist dies wesentlich aufwendiger, hier mu¨ssen die einzelnen Verhaltensmuster
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auf eine gro¨ßere Anzahl von Appraisal Dimensionen abgebildet werden [Ellgring, 2007];
[Russell and Fernandez-Dols, 1997]. Ein Weg, um damit umzugehen, ist das Mapping
des Appraisals auf eine diskrete Anzahl von Gesichtsausdru¨cken, die dann in der In-
tensita¨t variiert werden ko¨nnen [Elliott, 1992]. So lassen sich mit dem dimensionalen
Ansatz nicht nur gut Emotionen ausdru¨cken, auch die andere Richtung ist mo¨glich. Sie
werden ha¨ufig als Erkenner eingesetzt, um mit ihrer Hilfe die Emotionen eines menschli-
ches Interaktionspartners zu deuten. Es gibt auch Anhaltspunkte, dass sie dafu¨r besser
geeignet sind als Ansa¨tze, die mit diskreten Emotionslabeln arbeiten [Barrett, 2006].
Viele implementierte Modelle, die den Core Affect integrieren, benutzen Appraisal als
einen Mechanismus der den Core Affect beeinflusst. Zwei Beispiele dafu¨r sind AL-
MA [Gebhard, 2005] und WASABI [Becker-Asano and Wachsmuth, 2010]. Im Modell
von Gebhard wird das OCC-Modell [Ortony et al., 1988] integriert und damit auch
Appraisal-Theorien. Beim Ansatz von Becker-Asano werden Appraisal-Prozesse aus
Scherers Modell integriert
Gemeinsamkeiten zwischen den Theorien
Diesen Theorien liegen vollkommen unterschiedliche Konzepte zu Grunde. Die Bewer-
tungstheorien beschreiben das Verha¨ltnis zwischen einem Ereignis und einem Individu-
um, wa¨hrend die dimensionalen Theorien nur den emotionalen Zustand eines Indivi-
duums beschreiben. Dennoch kann man im direkten Vergleich sagen, dass die dimen-
sionalen und die kognitiven Bewertungstheorien gewisse Gemeinsamkeiten haben. So
lassen sich die Dimensionen der beiden Theorien aufeinander abbilden. Die Achse fu¨r
Lust/Unlust (pleasure) entspricht der Achse fu¨r Valenz (valence), die Achse fu¨r Domi-
nanz (dominance) entspricht der Achse fu¨r das Bewa¨ltigungspotential (coping potential)
2.4.4 Empathie
Der Begriff der Empathie oder englisch empathy geht zuru¨ck auf den Begriff E¨infu¨hlung”.
Eine Definition fu¨r Empathie liefert unter anderem Ekman [Ekman, 2004], er beschreibt
Empathie nicht als Emotion, sondern als Reaktion auf die Emotionen eines anderen
Menschen. Er differenziert auch zwischen kognitiver und emotionaler Empathie. Als
kognitive Empathie beschreibt er die Fa¨higkeit, erkennen zu ko¨nnen, was ein Anderer
fu¨hlt, die emotionale Empathie hingegen ermo¨glicht uns zu fu¨hlen, was ein Anderer
fu¨hlt.
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Es gibt jedoch noch viele weitere mehr oder weniger a¨hnliche Definitionen von Empa-
thie, nach Omdahl [Omdahl, 2014] lassen sich diese Definition in drei Gruppen untertei-
len: 1. Empathie als eine affektive Reaktion auf die Emotion eines anderen, 2. Empathie
als kognitiver Prozess zum Verstehen der Emotion eines anderen, und 3. Empathie als
eine Kombination aus dem 1. und dem 2. Punkt.
In seiner Arbeit unterscheidet Batson [Batson, 2009] zwischen acht unterschiedlichen
Konzepten von Empathie, dazu za¨hlt er unter anderem auch mimicry und emotional
contagion. Seine Kategorisierung basiert auf zwei Hauptfragen:
(1) How we get to know the thoughts and feelings of another person.
und
(2) what makes us respond in a sensitive and adequate way to the emotional
state of others.
In seiner Arbeit beschreibt Batson drei Gruppen von Empathie. Als ersten Ansatz
nennt er ”Knowing another person’s internal state, including his or her thoughts and
feelings“, dies entspricht der kognitiven Empathie oder auch der affektiven Theory of
Mind (z. B. [Hofelich and Preston, ]; [Shamay-Tsoory et al., 2009]). Der Ansatz basiert
auf den Prozessen der affektiven Theory of Mind, einer Kombination aus verbalen,
mimischen, prosodischen Informationen und aus den Inferenzen, die wir durch unser
Weltwissen und dem emotionalen Zustand schliessen ko¨nnen. In 2013 haben Gilin und
Kollegen [Gilin et al., 2013] in mehreren Studien gezeigt, dass es von der aktuellen
Situation und der Aufgabe abha¨ngt, ob man emotionales oder kognitives Perspecti-
ve Taking macht. Den zweiten Ansatz nennt er ”Coming to feel as another person
feels” ([Batson, 2009], S. 5), dies geschieht in Anlehnung an Hatfields Konzept der
emotionalen Ansteckung (“emotional contagion”) [Hatfield et al., 1993]. Nach Hatfield
na¨hern sich die Gespra¨chspartner durch eine interne Simulation und das darauf fol-
gende intra-personale Feedback emotional aneinander an und ko¨nnen so die Emotion
des anderen nachempfinden ([Hatfield et al., 2011], S. 19). Dabei ist die emotionale An-
steckung (”emotional contagion“) nicht auf auf eine Modalita¨t beschra¨nkt, auf einen
verbalen Stimulus kann eine mimische Reaktion erfolgen [Tamietto et al., 2009]. Die
Tatsache la¨sst darauf schliessen, dass dieser Vorgang ho¨here kognitive Prozesse vor-
aussetzt. Um zu verdeutlichen, dass es sich dabei um kognitiv aufwendige Prozesse
handelt, wird es auch ”affective empathy“ [Shamay-Tsoory et al., 2009] oder ”emotio-
nal empathy“[Nummenmaa et al., 2008] genannt. Der dritten Ansatz geschieht unter-
bewusst und automatisch, Batson nennt dies ”Adopting the posture or matching the
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neural responses of an observed other“ ([Batson, 2009], S. 5). Dies entspricht am ehes-
ten den Prozessen, die man Mimicry oder Imitation nennt (z. B. [Bavelas et al., 1986];
[Dimberg et al., 2000]; [Frith, 2009]). Das bedeutet auch, dass man, auch trotz der di-
rekten ko¨rperliche Reaktion, nicht zwingend weiss oder simuliert, was der Partner fu¨hlt
[Bornemann et al., 2012]. Es ist noch nicht abschliessend bestimmt, inwiefern Mimicry
fu¨r ho¨here kognitive Arten von Empathie notwendig ist [Foroni and Semin, 2011].
2.5 Emotionen in der Interaktion
Ein weiterer Ansatz betrachtet die kommunikative Funktion von Emotionen. In der
allta¨glichen Interaktion mit anderen Menschen dienen Emotionen dazu, das aktuelle
Befinden zum Ausdruck zu bringen, aber auch, um Einfluss auf das Verhalten des
Interaktanten zu nehmen [Keltner and Haidt, 1999]; [Parkinson and Simons, 2009].
Diese Theorien betrachten auch einen Punkt, der bei den anderen Ansa¨tzen keine Be-
achtung findet, sie entkoppeln die Emotion die ausgedru¨ckt wird von dem eigentlichen
emotionalen Befinden [Russell and Fernandez-Dols, 1997];[Gratch, 2008].
Ein Ansatz, der diese Theorie verfolgt, ist das ”Cosmo Tutoring System“von Lester und
Kollegen [Lester et al., 2001]. In diesem System wird das emotionale Verhalten durch
die pa¨dagogischen Ziele beeinflusst und gesteuert. Es gibt jedoch nicht viele ku¨nstliche
Systeme, die kommunikative Theorien umsetzen, die meisten Modellen dieser Art sind
auf die soziale Einflussnahme ausgerichtet.
2.6 Zusammenhang von Emotionen und Kognition
Die Emotionsforschung bescha¨ftigt sich naturgema¨ß in erster Linie mit der Entstehung
von Emotionen. Erst in den letzten Jahren kam die Frage auf, inwiefern unser Denken
und Handeln von Emotionen beeinflusst wird [Loewenstein and Lerner, 2003]. Jeder
weiss aus eigener Erfahrung, wie Stimmungen und Emotionen die Art des Denkens be-
einflussen. So ko¨nnen wir in Stresssituationen das zuvor gelernte Wissen nicht mehr
abrufen, anstatt an das gute Wetter erinnert man sich an die Regentage und so wei-
ter. Anders ist es bei guter Stimmung, da fallen einem Aufgaben leichter und wir sind
anderen gegenu¨ber freundlicher. Man kann die Einflu¨sse von Emotionen auf die kogni-
tive Informationsverarbeitung also grob in zwei Bereich teilen, zum einen beeinflussen
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Emotionen was wir denken (inhaltlich) und wie wir denken (qualitativ).
Inhaltlich. Kurz gesagt, Emotionen beeinflussen, welche Informationen wir bevorzugt
verarbeiten und abrufen. Wenn man also positiv gestimmt ist, nimmt man eher po-
sitive Ereignisse und Objekte in der Umgebung wahr. Ebenso neigen wir dann da-
zu, eher die positiven Erinnerungen abzurufen. Ein a¨hnlicher Effekt, das stimmungs-
abha¨ngige Geda¨chtnis, besagt, dass das Geda¨chtnis besser funktioniert, wenn die Stim-
mung wa¨hrend des Lernens mit der beim spa¨teren Abruf u¨bereinstimmt.
Qualitativ. Der qualitative Einfluss auf kognitive Prozesse ist sehr vielfa¨ltig. Dazu
geho¨ren unter anderem die Informationsverarbeitung und das Entscheidungsverhalten.
2.6.1 Informationsverarbeitung
In ihren Arbeiten hat Isen gezeigt, dass ein positiver Affekt einhergeht mit einer ho¨heren
Flexibilita¨t und Kreativita¨t beim Lo¨sen von Problem und einer erho¨hten Bereitschaft,
Neues auszuprobieren [Peter and Beale, 2008]. In einer Studie [Isen et al., 1987] sollten
die Teilnehmer mithilfe von Reiszwecken und einer Schachtel mit Streichho¨lzern eine
Kerze an der Wand befestigen. Aus der Gruppe, aus der zuvor eine positive Emotion in-
duziert wurde, kamen 75% auf die kreative Problemlo¨sung, na¨mlich die Schachtel nicht
als Beha¨ltnis zu sehen, sondern sie mit Hilfe der Reiszwecken an die Wand zu heften und
die Kerze darauf zu stellen. In spa¨teren Studien konnte dieser Effekt repliziert werden
[Gasper, 2003].
Es gibt aber auch immer mehr Hinweise darauf, dass die erho¨hte Flexibilita¨t auch Nach-
teile hat. Scheinbar geht diese, unter positivem Affekt gefundene, erho¨hte Bereitschaft,
neue Informationen zu verarbeiten, auch mit einer erho¨hten Ablenkbarkeit u¨berein (zum
Beispiel [Dreisbach and Goschke, 2004]). Es gibt also durchaus Situationen, in denen
sich ein positiver Affekt nachteilig auswirken kann.
2.6.2 Entscheidungsverhalten
In seinen Arbeiten setzt sich Antonio Damasio intensiv mit dem Einfluss von Emotionen
auf den Entscheidungsprozess auseinander [Damasio, 1994]. Wa¨hrend der Volksmund
annimmt, dass Entscheidungen am besten in Abwesenheit von Emotionen getroffen
werden, argumentiert Damasio genau entgegengesetzt. Er sagt, Entscheidungen ko¨nnen
nicht ohne Emotionen getroffen werden. Seine Theorie der somatischen Marker besagt,
dass die affektiven Antizipationen auf fru¨here Erfahrungen in a¨hnlichen Situationen
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beruhen. So werden die Folgen von Handlungen, vor allem ko¨rperliche Reaktionen, als
somatische Marker im Gehirn gespeichert. Neurologisch gesehen erregen die Afferenzen
der ko¨rperlichen Reaktion spezifische Regionen im somatosensorischen Kortex. Die so
erregten sonsorischen Neuronen werden mit den entsprechenden motorischen Neuronen
verknu¨pft. Soll nun ein Vorhersage der wahrscheinlichen affektiven Folgen einer Hand-
lung getroffen werden, so werden die, fu¨r diese Handlung zusta¨ndigen, Neuronen akti-
viert. Diese Neuronen aktivieren u¨ber die entstandenen Verknu¨pfungen die zugeho¨rigen
affektiven Folgen. Falls diese u¨berwiegend positiv sind, kommt die Handlung in Frage,
sind sie negativ so kommt die Handlung nicht in Frage [Damasio, 1994].
Die Theorie von Damasio ist nicht unumstritten. Es wurde jedoch schon mehrfach nach-
gewiesen, dass bewusste, aber auch unbewusste Emotionen rationale Entscheidungen
unterstu¨tzen ko¨nnen und uns helfen, das Richtige zu tun [Gigerenzer, 2007].
2.6.3 Diskussion
Man kann nicht pauschal behaupten, dass die Erforschung der menschlichen Emotio-
nen keine Definitionen hervorgebracht hat. Vielmehr gibt es mehrere Theorien, genauer
gesagt bescha¨ftigen sich die Forscher mit unterschiedlichen Merkmalen von Emotionen.
Fu¨r diese Arbeit von besonderer Relevanz sind die Effekte auf die Informationsverar-
beitung und das Entscheidungsverhalten.
Gerade aus den Arbeiten von Batson wird klar, warum Empathie ein sehr wichtiger
Mechanismus fu¨r die ta¨gliche soziale Interaktion ist. Noch ist nicht eindeutig gekla¨rt,
was den Menschen dazu befa¨higt, ada¨quat und angemessen auf die Emotionen anderer
zu reagieren. Nach Batson [Batson, 2009] wird zum einen damit versucht den Partner
zu tro¨sten und ihm beiseite zu stehen, des Weiteren hilft es, den eigenen Kummer zu
bewa¨ltigen. Dieses Verhalten ha¨ngt von vielen Faktoren ab, dazu geho¨rt unter anderem
der situative Kontext, aber auch das perso¨nliche Verha¨ltnis zum Partner. Aber auch so
individuelle Eigenschaften wie das Alter eines Menschen beeinflussen das emphatische
Verhalten [Sze et al., 2012].
2.7 Angleichungsprozesse in der Kommunikation
Der Mensch definiert sein soziales Verhalten in erster Linie durch drei zentrale
Fa¨higkeiten. Diese sind das Ausdru¨cken und Verstehen von Emotionen, sein Sozialver-
halten gegenu¨ber anderen Menschen und die Sprache, die die Interaktion mit anderen
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Menschen massgeblich unterstu¨tzt. Diese drei Fa¨higkeiten garantieren oder ermo¨glichen
das Fortbestehen des Menschen. Es wird angenommen, dass diese zentralen Eigenhei-
ten in irgendeiner Art und Weise miteinander verbunden sind. Die unterschiedlichsten
wissenschaftlichen Disziplinen, wie Linguistik, Psychologie, aber auch die Informatik,
untersuchen diese Verbindung. Noch sind wir aber weit davon entfernt, diese Verbin-
dung genau erkla¨ren zu ko¨nnen. Es gibt noch keine Theorie, die erkla¨rt, wie und warum
menschliche Interaktionsparter in der Lage sind, verbale und non-verbale Emotionen
und kontextuelle Informationen miteinander zu kombinieren.
Die Verbindung zwischen dem emotionalen und dem kommunikativen Alginment in der
Interaktion ist ebenfalls noch nicht systematisch untersucht oder schon verstanden. Im
folgenden Kapitel wird mit Hilfe von Erkenntnissen aus der Literatur und denen aus, der
im Forschungsprojekt durchgefu¨hrten, Studien ein Modell fu¨r emotionales Alignment
entwickelt und empirisch untermauert. Dieses Modell beschreibt eine starke, aber fle-
xible Verbindung zwischen dem emotionalen und dem kommunikativen Alignment. Es
selbst wird gestu¨tzt durch die kommunikative Funktion der emotionalen Anpassung
und der empirischen Evidenzen, die in Studie mit neurologisch gesto¨rten oder beein-
tra¨chtigten Patienten gewonnen wurden.
Das Modell und die Verbindung zwischen emotionalen und kommunikativen Alignment
sollte nicht nur einer Teil der Theorie der Kommunikation werden, sondern es kann
auch einen Beitrag zur Verbesserung der Mensch-Roboter Interaktion leisten.
Nachdem das theoretische Modell fu¨r emotionales Alignment in der Interaktion her-
geleitet und vorgestellt wurde, wird das Computermodell fu¨r emotionales Alignment
zwischen Mensch und Roboter vorgestellt. Mit diesem Modell ist es mo¨glich, die un-
terschiedlich komplexen Alignment-Prozesse zu simulieren und in die Mensch-Roboter
Interaktion zu integrieren.
2.7.1 Die Theory of Mind
Die Fa¨higkeit zur Theory of Mind wird mit zwei unterschiedlichen Ansa¨tzen erkla¨rt.
Zum einen gibt es die Simulations-Theorie, diese besagt, dass wir eine andere Person
verstehen, weil wir intern simulieren, was wir in einer bestimmten Situation an
dessen Stelle tun wu¨rden [Goldie, 1999]. Dieser Ansatz wird unter anderem durch die
Entdeckung der Spiegelneuronen gestu¨tzt. Diese besondere Art von Neuronen, die
in Menschen und Primaten nachgewiesen werden konnten, gelten als physikalischer
Beweis fu¨r die Simulation-Theorie [Schulkin, 2000]. Auf der anderen Seite gibt es die
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Theorie-Theorie. Nach diesem Modell verfu¨gen wir u¨ber eine implizite oder explizite
Theorie, die das wahrnehmbare Verhalten anderer Personen mit mentalen Zusta¨nden
korreliert. Dieser Theorie zufolge kommt es zu einer emotionalen Angleichung durch
kognitive Aktivita¨ten, die das gesammelte Weltwissen einer Person mit dem aktuell
wahrgenommen kombiniert, um so eine Hypothese u¨ber den emotionalen Zustand
des Partners zu bilden [O’Shea, 2012]. Nach Gallagher [Gallagher, 2012] und anderen
sind diese theoretische Kombination und Simulation notwendig, um sich ein Bild des
emotionalen Zustandes vom Gegenu¨ber zu machen und sich diesem anzugleichen.
Dies sind theoretische Annahmen und sie basieren auf beobachtbaren Reaktionen. In
naher Vergangenheit konnten in verschiedenen Studien mit der Hilfe bildgebenden
Verfahren Regionen im Gehirn identifiziert werden, die mit verschiedenen Formen
von Empathie in Verbindung gebracht werden (z. B. [Nummenmaa et al., 2008];
[Sucksmith et al., 2013]). Es gibt versta¨rkt Hinweise darauf, dass sich emotionale
Prozesse wie Mimicry, Gefu¨hlsansteckung und Empathie gegenseitig stark be-
einflussen. So werden Gesichtsausdru¨cke Top-Down durch Empathie beeinflusst
[Likowski et al., 2011]. In die andere Richtung beeinflussen Bottum-Up Prozes-
se in Form von Mimicry die Wahrnehmung von emotionalen Gesichtsausdru¨cken
[Oberman et al., 2007].
2.7.2 Modell von Davis
Ein Ansatz, der diese Pha¨nomene vereint, ist der multidimensionale Ansatz von
Davis [Davis, 1994]. Dieses Modell beru¨cksichtigt die Existenz von unterschiedlichen
Auspra¨gungen der emotionalen Angleichung. Ein Ziel des Modells ist es auch, die
Zusammenha¨nge zwischen diesen Ebenen zu belegen ([Davis, 1994], S. 12). Es gibt
vier wichtige Bestandteile die dieses Modell ausmachen. Der situative Kontext und die
individuellen Unterschiede werden als ”antecedents“bezeichnet. Ein wichtiges Merkmal
ist, dass sich die Prozesse in diesem Modell in ihrer kognitiven Komplexita¨t unter-
scheiden und aufeinander aufbauen. Beginnend mit den Prozessen, die kaum kognitive
Kapazita¨ten erfordern, wie zum Beispiel Mimicry. Darauf aufbauend sind kognitive
Prozesse wie zum Beispiel das klassische Konditionieren oder Gefu¨hlsansteckung. Sie
basieren auf individuellen Erfahrungen eines jeden Menschen. Kognitiv aufwendige
Prozesse wie zum Beispiel die Rollen- oder Perspektivenu¨bernahme werden durch die
dritte Ebene im Modell abgebildet.
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Abbildung 2.3: Die Abbildung zeigt Davis’ Modell fu¨r Empathie. Zu sehen sind die vier
wichtigen Bestandteile, die dieses Modell ausmachen.
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Antecedents, unter dem Begriff der Antecedents fasst Davis diejenigen Eigenschaften
des Beobachters und der Situation zusammen, die Einfluss auf den Prozess der
Empathie und dessen Ausgang haben. Wie in Abbildung 2.3 zu sehen, geho¨ren fu¨r den
Beobachter die biologischen Fa¨higkeiten, die individuellen Unterschiede und das bisher
Erlernte dazu. Die biologischen Fa¨higkeiten beziehen sich in diesem Fall auf die ho¨heren
kognitiven Prozesse, wie die Rollenu¨bernahme und auch die vier Stufen der Entwicklung
von Empathie. Die individuellen Unterschiede beschreiben die angeborenen Tendenzen,
Empathie zu empfinden und zu erleben. Die Lerngeschichte bezieht sich auf erworbene
Werte und Verhaltensweisen im Zusammenhang mit Empathie. Fu¨r die Merkmale,
die die Situation betreffen, beschreiben die Fachbegriffe Strength of Situation und die
Observer-Target Similarity. Die Strength of Situation beschreibt dabei die Intensita¨t
der wahrgenommenen Emotion. Das bedeutet, eine starke oder intensive mimische oder
prosodische Emotion fu¨hrt auch zu einer ebenso intensiven emphatischen Reaktion.
Die zweite Eigenschaft, die Observer-Target Similarity, beru¨cksichtigt die A¨hnlichkeit
zwischen dem Sender und dem Empfa¨nger der Emotion. Je a¨hnlicher sich die beiden
Seiten sind, desto intensiver ist auch die emphatische Reaktion.
Processes, sind im Modell von Davis die Mechanismen, die die emphatische Reaktion
generieren. Wie in Abbildung 2.3 zu erkennen, gibt es drei Oberkategorieren, die
non-cognitve, die simple cognitive und die advanced cognitive. Diesen Kate-
gorien sind die einzelnen Prozesse zugeordnet, dazu geho¨ren die ersten Bewegungen,
die Sa¨uglinge machen, um ein Gefu¨hl fu¨r den eigenen Ko¨rper zu bekommen (body
babbling) und Mimicry fu¨r die nicht-kognitiven Prozesse. Den einfachen kognitiven
Prozessen ordnet Davis die klassische Konditionierung und Labeling zu. Unter Labeling
versteht er Ru¨ckschlu¨sse auf die Gefu¨hle des Anderen auf Basis einfacher Hinweise
und eigener Erfahrungen, wie zum Beispiel, dass ein Lottogewinn Freude zur Folge
hat. Der dritten Kategorie, den erweiterten kognitiven Prozessen, sind das Role Taking
zugeordnet.
Intrapersonal outcomes, diese intrapersonalen Benefits werden von Davis in die
affektiv und nicht-affektiv eingeteilt. Sie werden durch den Emphatie-Prozess generiert
und sind nicht als Gestik oder Mimik fu¨r andere sichtbar. Er definiert affektive
Ergebnisse als eines Beobachters affektive Reaktionen auf beobachtete Erfahrungen
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des Anderen. In der Gruppe der affektiven Ergebnisse gibt es noch eine weitere Unter-
teilung in parallele und reaktive Ergebnisse. Die parallelen Ergebnisse beziehen sich
auf affektive Reaktionen, die affektive A¨ußerungen anderer reproduzieren. Daher sind
diese Ergebnisse eher durch kognitiv nicht so anspruchsvolle Prozesse wie zum Beispiel
Mimicry erzeugt. Die reaktiven Ergebnisse hingegen produzieren Reaktionen, die sich
von den beobachteten unterscheiden. Zum Beispiel kann ein Beobachter, der sieht, wie
jemand ungerecht behandelt wird, mit Wut oder mit Sorge als emphatische Reaktion
empfinden. Da es eine ho¨here kognitive Leistung erfordert, in einer solchen Art auf
einen Stimulus zu reagieren, mu¨ssen diese reaktive A¨usserungen durch aufwendige
kognitive Prozesse generiert werden. Als nicht affektive A¨usserungen definiert Davis
interpersonal accuracy und attributional judgments, diese kognitiven Reaktionen sieht
er ebenfalls als ho¨here kognitive Prozesse. Unter interpersonal accuracy versteht Davis
die angemessene Einscha¨tzung der inneren Zusta¨nde wie die Gefu¨hle und Gedanken
eines anderen. Als attributional judgments versteht er, wie ein Beobachter die Folgen
des Verhalten eines anderen versteht.
Interpersonal outcomes, als zwischenmenschliche Benefits definiert Davis das
sichtbare Verhalten gegenu¨ber einer anderen Personen. Es entsteht in erster Linie aus
intrapersonalen Reaktionen. Zu diesen Reaktionen za¨hlen das Helfen von anderen,
Aggressionen und soziales Verhalten.
Der Aufbau des Modells erlaubt also, dass eine identische emotionale Reaktion auf voll-
kommen unterschiedliche Reize erfolgen kann. So kann Angst als ein parallel affective
outcome auf Angst folgen, aber auch als reactive affective outcome die Reaktion auf
Zorn sein. Das Modell von Davis, insbesondere die Integration von unterschiedlichen
Aspekten der emotionalen Angleichung, la¨sst sich auch in neueren Ansa¨tzen wiederfin-
den (zum Beispiel in [Decety and Jackson, 2004]).
2.7.3 Emotionales Alignment
Die Angleichungsprozesse (Alignment) in der zwischenmenschlichen Kommunikation
gehen weit u¨ber das emotionale Alignment hinaus. Dieser Abschnitt konzentriert
sich jedoch auf das emotionale Alignment und dessen Zusammenhang mit dem
linguistischen Alignment.
In dem vorhergegangenen Abschnitt wurden verschiedene Bezeichnungen und Arten
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fu¨r emotionales Alignment vorgestellt. Fu¨r linguistisches Alignment existieren ebenfalls
ganz unterschiedliche Theorien und Bezeichnungen. Im Modell von Pickering und
Garrod [Pickering and Garrod, 2004] spielt Priming eine zentrale Rolle fu¨r Alignment.
Andere Bezeichnungen fu¨r diesen Prozess sind zum Beispiel coordination [Clark, 1985],
imitation [Hurley and Chater, 2005] oder entrainment [Clark, 1997]. Zum einen gibt es
Meinungsverschiedenheiten u¨ber die Bezeichnungen, des Weiteren wird aber auch der
Zweck und Nutzen von emotionalen oder sprachlichen Alignment diskutiert. In dieser
Arbeit liegt der Fokus insbesondere auf der kommunikativen und sozialen Funktion,
daher gehen wir nun kurz auf die Verbindung zwischen emotionalem und linguistischem
Alignment ein.
Ein wichtiges Argument fu¨r eine Verbindung der beiden Prozesse ist, dass viele
Theorien den emotionalen Angleichungsprozessen eine kommunikative Funktion zu-
schreiben. So haben Bavelas und Kollegen in ihrer Arbeit [Bavelas et al., 1986] zeigen
ko¨nnen, dass facial motor mimicry sehr stark von der kommunikativen Situation
abha¨ngt. So konnten sie sehr viel mehr Mimicry beobachten, wenn sich die beiden
Gespra¨chspartner direkt sehen konnten. Diese große Variabilita¨t von emotionalen
Ausdru¨cken unterstreicht die kommunikative Funktion vom emotionalem Alignment.
Es existieren noch mehr Anhaltspunkte fu¨r linguistisches Alignment
auf ganz unterschiedlichen Ebenen. Es werden syntaktischen Strukturen
u¨bernommen, [Cleland and Pickering, 2003] aber auch die Namen fu¨r Objekte
[Brennan and Clark, 1996]. Es konnten Belege fu¨r Alignment auf nahezu jeder
linguistischen Ebene gefunden werden, auf der akustischen und prosodischen
[Guitar and Marchinkoski, 2001], auf der phonologischen [Pardo, 2006] und auf der
pragmatischen Ebene [Ireland and Pennebaker, 2010]. Die Tatsache, dass linguistisches
Alignment fu¨r ganz unterschiedliche Situationen beobachtet wird [Brennan, 2005]
und auch bei geschriebenem Text nachweisbar ist [Ireland and Pennebaker, 2010]
legt ebenfalls die Vermutung nahe, dass es unterschiedliche Prozesse fu¨r emo-
tionales und linguistisches Alignment gibt. Es wird vermutet, dass die Prozesse
voneinander unabha¨ngig sind und nicht zwingend beide vorhanden oder aktiv sein
mu¨ssen. Einen Hinweis darauf liefern zum Beispiel Niederhoffer and Pennebaker
[Niederhoffer and Pennebaker, 2002], sie haben in drei Studien die Sprache in dya-
dischen Interaktionen untersucht. Dabei haben sie Belege dafu¨r gefunden, dass sich
Menschen in dyadischen Interaktionen im sprachlichen Stil angleichen. Die Angleichung
geschieht auf der sprachlichen Ebene, aber auch auf der Ebene des Turn-Takings. Dazu
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bleibt noch festzuhalten, dass die sprachliche Angleichung bei neutralen Wo¨rtern, aber
auch Wo¨rtern die kognitive Ta¨tigkeiten oder Emotionen beschreiben geschieht.
Es wird auch angenommen, dass das Sprechen u¨ber Emotionen einen Einfluss auf
den emotionalen Zustand des Gespra¨chspartner hat. In einer Studie haben Hsee und
Kollegen [Hsee et al., 1992] untersucht, welchen Effekt das Sprechen u¨ber Emotionen
auf das Beurteilen des emotionale Befinden vom Gespra¨chspartners hat. Sie konnten
zeigen, dass das Sprechen u¨ber das emotionale Befinden eine gro¨ßere Relevanz beim
Beurteilen der Emotionen eines Anderen hat als sein Gesicht und die Emotionen, die
darin zu sehen sind. Die eigenen Emotionen werden gleichermassen durch die high-level
Verarbeitung sprachlicher Inhalte und Mimicry beeinflusst. Zwei weitere Studien gehen
in diese Richtung. So haben Preston und Stansfield [Preston and Stansfield, 2008]
in einem emotional Stroop task (Emostroop) gezeigt, dass die visuelle Verarbei-
tung von emotionalen Gesichtsausdru¨cken schnell zu der Aktivierung auf einer
semantischen Ebene fu¨hrt. In zwei weiteren Studien haben sich Ickes und Kollegen
[Ickes et al., 2000] mit Empathie und deren Zuverla¨ssigkeit bescha¨ftigt. Die Ergebnisse
deuten an, dass der beste Indikator fu¨r zuverla¨ssige Empathie die verbale Intelligenz ist.
2.7.4 Diskussion
Zusammenfassend kann man sagen, die hier angefu¨hrten, empirischen Hinweise legen
die Vermutung nahe, dass emotionales und linguistisches Alignment als eine Art verteil-
ter Prozess funktioniert. So haben Aphasiker und Parkinson Patienten Probleme mit
dem konzeptuellen, emotionalen Alignment (kognitiver Empathie), nicht aber mit dem
Contagion oder der affektiven Empathie. Menschen, bei denen Autismus (HFR) diagno-
stiziert wurde, haben wiederum Probleme bei der affektiven Empathie. Hinzu kommt
die Rolle der Sprache, der Sprachproduktion und des linguistischen Alignments. Hier
zeigen Gruppen mit sprachlichen (Aphasiker) und ohne (Parkinson-Patienten) sprach-
liche Einschra¨nkungen ganz a¨hnliche Symptome im Hinblick auf kognitive Empathie
und Contagion.
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Es gibt seit u¨ber 20 Jahren unterschiedlichste Ansa¨tze, virtuelle Agenten und (huma-
noide) Roboter sozialer und menschlicher erscheinen zu lassen. Um diesem Ziel na¨her zu
kommen, wird in unterschiedliche Richtungen geforscht. Um die Interaktion mit dem
ku¨nstlichen Interaktionspartner angenehmer und einfacher zu machen, haben sie das
Ho¨ren und Sprechen gelernt, es wurden Modelle entwickelt, die es mo¨glich machen,
komplexe Dialoge mit ihnen zu fu¨hren und nicht zuletzt wurden viele unterschiedli-
che Emotionsmodelle implementiert. Viele Modelle von artifiziellen Emotionen versu-
chen u¨ber unterschiedlichen Input einen internen emotionalen Zustand zu errechnen
und diesen durch den Roboter darzustellen. Diese Modelle reichen vom strukturierten
OCC-Modell, wo Emotionen eine wertende Reaktion auf Konsequenzen von Ereignissen,
Handlungen von Agenten oder Aspekte von Objekten sind, bis hin zu Kombinationen
aus mehreren psychologischen Modellen wie beim WASABI Modell.
In ihrem Artikel [Marsella et al., 2010] haben Marsella und Kollegen einen umfassenden
U¨berblick u¨ber aktuelle und auch fru¨here Computermodelle fu¨r Emotionen gegeben.
Wie in Abbildung 5.2 zu sehen ist, setzen sie die, zum Teil im Artikel vorgestellten
Modelle auf mehrere Arten miteinander ins Verha¨ltnis. Zum einen differenzieren sie
zwischen den psychologischen Theorien, die den Computermodellen zu Grunde liegen,
zudem stellen sie hierarchisch dar, welches Modell auf welches aufbaut und in welcher
Relation sie zueinander stehen.
Im folgenden Kapitel werden nun mehrere, fu¨r diese Arbeit, relevante Modelle vorge-
stellt und diskutiert.
3.1 OCC-Modell
Das OCC-Modell wurde 1988 durch die amerikanischen Psychologen Ortony, Collins
und Clark vorgestellt [Ortony et al., 1988]. Der Struktur nach geho¨rt das OCC-Modell
zu den kognitiv-evaluativen Theorien von Emotionen. Das bedeutet, dass Emotio-
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Abbildung 3.1: U¨bersicht von computergestu¨tzten Emotionsmodellen (aus
[Marsella et al., 2010]).
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nen U¨berzeugungen im Hinblick auf Werte und Tatsachen voraussetzen und dass un-
terschiedliche Emotionen auf unterschiedliche Kombinationen von Wert- und Tatsa-
chenu¨berzeugungen basieren.
Die Grundannahme dieser Theorie basiert darauf, dass die Autoren annehmen, dass
Emotionen in drei Gruppen zerfallen 1. die ereignisfundierten Emotionen, 2. die hand-
lungsfundierten Emotionen und 3. die objektfundierten Emotionen. Des Weiteren be-
ruhen die Emotionen der drei Hauptgruppen auf unterschiedliche Formen der Bewer-
tung. Ereignisse werden auf ihre Erwu¨nschtheit hin bewertet (erwu¨nscht oder nicht
erwu¨nscht). Die Handlungen werden auf ihre Lobwu¨rdigkeit hin eingescha¨tzt (lobens-
wert oder tadelnswert). Und fu¨r die Objekte spielt die Attraktivita¨t die entscheidende
Rolle (anziehend oder abstoßend).
Abbildung 3.2: Globale Struktur der Emotionstypen des OCC Modells (aus
[Bartneck, 2002])
Nach dem OCC-Modell kann man sich die Entstehung einer Emotion wie folgt vorstel-
len.
Es wird angenommen, die folgenden Situation sei gegeben:
Stell dir vor, du legst eine Pru¨fung ab. Die Pru¨fung verla¨uft deiner Meinung nach
schlecht und du rechnest mit keiner guten Note. Zuna¨chst wird die Situation auf das
Modell u¨bertragen, diese wird wie folgt ausgewertet.
1. U¨bertra¨gt man diese Situation in das OCC-Model, so hat man zuna¨chst ein un-
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erwu¨nschtes Ereignis (Consequences of events / displeased ) (siehe 3.2). Die ent-
sprechende Variable zur spa¨teren Berechnung der Intensita¨t der Emotion ist de-
sirability. Da das Event als negativ valenziert erkannt wurde, hat diese einen
negativen Wert.
2. Im na¨chsten Schritt wird entschieden, wer von dem Ereignis betroffen ist, der
Agent selbst oder ein anderer. In diesem Fall ist es der Agent selbst (consequences
for self).
3. Da der Ausgang des Ereignisses noch nicht bekannt ist, gilt prospects-relevant.
4. Diese Einscha¨tzung fu¨hrt zu der Emotion hope bzw. fear. Durch die Einstufung
als displeased resultiert die Emotion fear.
5. Wird die Situation nun fortgesetzt, so kann die Emotion nur zwei Formen anneh-
men. Wenn die Befu¨rchtung besta¨tigt wird Confirmed, folgt fear, wird sie nicht
besta¨tigt, kann nur noch noch relief folgen.
3.2 Breazeals Modell fu¨r Emotionen
Das Emotionsmodell von Breazeal [BREAZEAL, 2003a] verfolgt einen dimensionalen
Ansatz, die drei Dimensionen sind hier Arousal, Valence und Stance (AVS). In diesem
Modell sind insgesamt 14 Kategorien von Emotionen kodiert, diese einzelnen Emotio-
nen sind jeweils von sogenannten Emotionsregionen umgeben. Jeder wahrgenommene
Stimulus wird im Hinblick viele unterschiedliche Faktoren ausgewertet und so auf
AVS-Werte abgebildet. Zu den Faktoren geho¨ren die Intensita¨t der Stimulus, Relevanz
fu¨r den Agenten, der aktuelle eigene Affekt und wie dieser Stimulus den eigenen Zielen
dient.
Die dritte Dimension ist hier nicht wie bei Russell & Mehrabian
[Russell and Mehrabian, 1977] die dominance, sondern ein Wert fu¨r stance. Die-
ser Wert bestimmt, wie empfa¨nglich der Roboter fu¨r einen a¨ußeren Reiz ist, ist der
Wert positiv, so ist er dem Reiz gegenu¨ber empfa¨nglich. Bei einem negativen Wert fu¨r
stance lehnt er ihn eher ab. Die AVS-Werte sind den Emotionskategorien zugeordnet
und gemittelt, daraus resultieren gewichtete Werte fu¨r jede Kategorie. Je nach Position
des AVS-Wertes in der Emotionsregion erho¨ht die Intensita¨t diese Emotionskategorie.
Die Kategorie mit der ho¨chsten Intensita¨t in Kombination mit dem AVS-Wert bildet
den aktuellen emotionalen Zustand des Agenten. Ausgehend von einer fru¨heren Arbeit
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von Velasquez [Vela´squez, 1997] folgen prima¨re und sekunda¨re Emotionen dem Ansatz
von Damasio [Damasio, 1994]. Das bedeutet, dass die prima¨ren Emotionen angeboren
sind und u¨ber die sogenannten Releasern, den Auslo¨sern, fest mit einer Emotions
verbunden. Die Verbindung zwischen den sekunda¨ren Emotionen und ihren Releasern
ist hingegen erlernt.
3.3 Die WASABI-Architektur
Das Akronym WASABI steht fu¨r WASABI Affect Simulation for Agents with
Believable Interactivity, es handelt sich dabei um eine Architektur, die einen
emotionalen Zustand fu¨r virtuellen Agenten oder einem Roboter modelliert. Die
WASABI-Architektur beno¨tigt zwei Module, das Kognitions- und das Emotions-
Modul. Das Modul fu¨r die Kognition besteht wiederum aus zwei Schichten, eine
fu¨r das Reasoning und eine fu¨r das reaktive Verhalten. Diese Schichten lo¨sen die
prima¨ren und sekunda¨ren Emotionen aus [Damasio, 1994]. Die prima¨ren Emotionen
werden u¨ber das reaktive Verhalten direkt ausgelo¨st, dass bedeutet, sie werden direkt
durch wahrgenommene Ereignisse ausgelo¨st. Die zweite Schicht fu¨hrt einen weiteren
Schritt durch, um eine sekunda¨re Emotion auszulo¨sen, wa¨hrend der Deliberation
werden Erwartungen und vorher gemachte Erfahrungen im Prozess beru¨cksichtigt.
Der Appraisal-Prozess wird in beiden Modulen in Form eines positiven oder negativen
Wertes fu¨r die emotionale Valenz abgebildet. Diese Werte werden emotionale Impulse
genannt und steuern die Emotionsdynamik des Agenten u¨ber die Zeit. Wie in Abbil-
dung 3.3(a) sind die Valenzen den beiden affektiven Pha¨nomene Emotionen (x-Achse)
und Stimmung (y-Achse) orthogonal zueinander angeordnet.
Das Emotionsmodul umfasst zwei Komponenten, eine fu¨r die Stimmung und eine
fu¨r den PAD-Raum. In der ersten Komponente wird die zeitliche Vera¨nderung
einer Emotion abgebildet und ihre Wechselwirkung untereinander bestimmt. Wel-
chen Einfluss eine Emotion auf die Stimmung hat, wird berechnet, indem die Valenz
einer Emotion als Gradient auf die Valenz der Stimmung einwirkt (siehe Gleichung 3.1).
∆y
∆x = a · x (3.1)
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(a) Emotion und Stimmung und ihre
Vera¨nderung u¨ber die Zeit
(b) Die Epsilon-Umgebung fu¨r das Konzept der
Langeweile
Abbildung 3.3: Der Aufbau der Komponente fu¨r die Emotionsdynamik (Abb. aus
[Becker-Asano, 2008])
Die Werte der Valenz fu¨r Emotion und Stimmung fallen u¨ber die Zeit gesehen ab und
na¨hern sich dem Punkt, an dem eine neutrale Emotion und Stimmung verortet ist. Dies
ist durch zwei unabha¨ngige Feder-Masse-Systeme realisiert, die beiden Kra¨fte, die auf
die Punkte wirken, sind proportional zu den den Werten der Valenz (siehe Abbildung
3.3(a)). Der Zustand der Langeweile ist durch eine dritte, orthogonale Achse realisiert
(siehe Abbildung 3.3(b)). Der Wert fu¨r die Achse steigt an, wenn keine emotionale Sti-
muli wahrgenommen werden. Sobald der Point of Reference in einer Epsilon-Umgebung
um den Nullpunkt liegt, beginnt der Wert fu¨r Langeweile linear zu steigen. Sobald der
Point of Reference diese Epsilon-Umgebung verla¨sst, fa¨llt der Wert fu¨r Langeweile wie-
der auf Null. U¨ber einen Parameter (b) la¨sst sich regulieren, wie schnell bei dem Agenten
die Langeweile einsetzt, je gro¨ßer der Wert ist, desto schneller setzt die Langeweile ein.
Die in Abbildung 3.3(a) zu erkennenden Federkonstanten, der Parameter a aus der
Gleichung 3.1 ko¨nnen in Kombination mit der Masse m des Point of Reference und
dem Parameter b als Perso¨nlichkeitsmerkmale des Agenten gesehen werden. Bei einem
kleinen a und großen Werten fu¨r die Federkonstanten hat man einem lethargischen
Agenten, anderseits hat man ein gro¨ßeres a und kleinere Werte fu¨r die Federkonstanten
einen temperamentvollen Agenten zu Folge.
In Abbildung 3.4 ist zu sehen, wo im WASABI die prima¨ren und sekunda¨ren Emotionen
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Abbildung 3.4: Der PAD-Raum der WASABI-Architektur, in ihm sind sowohl
die prima¨ren als auch die sekunda¨ren Emotionen angeordnet (aus
[Becker-Asano, 2008])
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im PAD-Raum verortet sind. Als prima¨re Emotionen sind fu¨nf der sechs von Ekman
[Ortony et al., 1988] vorgeschlagenen Basisemotionen (A¨rger, Freude, U¨berraschung,
Trauer und Angst) angeordnet, dazu kommen noch Langeweile, vera¨rgert und der emo-
tional neutrale Zustand konzentriert. Die Anordnung im Raum folgt dem von Russell
und Mehrabian vorgeschlagenen Muster [Russell and Mehrabian, 1977]. Als sekunda¨ren
Emotionen sind Erleichterung, Hoffnung und Befu¨rchtungen-besta¨tigt in der Simulation
integriert. Die sekunda¨re Emotionen werden, wie in Abbildung 3.4 zu sehen, als Fla¨chen
im PAD-Raum abgebildet.
Der Wert dominance modelliert den Einfluss, den der Agent u¨ber die aktuelle Situa-
tion hat. Dieser Wert wird vom Kognitionsmodul des Agenten abgeleitet. Wenn der
maximal ist liegt die Kontrolle beim Agenten, er ist dominant. Im Falle des minimalen
Wertes ist der Agent unterwu¨rfig. Im Emotionsmodell erlaubt der Wert die Unterschei-
dung zwischen Trauer und Vera¨rgerung sowie zwischen Angst und Wut. Jede prima¨re
Emotion, die im PAD-Raum repra¨sentiert ist, wird durch zwei kreisfo¨rmige Regionen
umgeben, diese bilden die Schwellen fu¨r die Aktivierung und Sa¨ttigung. Je na¨her der
Point of Reference um den Standort eines prima¨ren Emotion im PAD-Raum kommt,
desto wahrscheinlicher ist es, dass im Agenten diese Emotion ausgelo¨st wird. Die Wahr-
scheinlichkeit, dass eine prima¨re Emotion ausgelo¨st wird ist am ho¨chsten, wenn sich der
Point of Reference in der Sa¨ttingsregion (∆pe) der Emotion befindet und gleich Null,
wenn er sich ausserhalb der Aktivierungsregion (Φpe) befindet. Fu¨r die sekunda¨ren
Emotionen wird die Wahrscheinlichkeit basiert auf einer linearen Interpolation inner-
halb der Polygonfla¨che die diese Emotion beschreibt, ausgelo¨st wird sie dann durch die
Reasoning-Komponente.
3.4 Mimicry-basierte Systeme
Der Einfluss von (Verhaltens- und Gesichts-) Mimicry war schon Bestandteil vieler
Studien. Sie wurden in den Bereichen der Mensch-Mensch, der Mensch-Agenten und
auch in der Mensch-Roboter Interaktion untersucht. Es wurde in vielen Studien
gezeigt, dass Erkenntnisse aus der sozialen Interaktion zwischen Menschen auf die
Mensch-Agenten oder Mensch-Roboter Interaktion u¨bertragen werden kann.
In ihren Arbeiten haben zum Beispiel Gratch und Kollegen [Gratch et al., 2007] haben
Rapport zwischen Mensch und Agenten untersucht. Dabei haben sie festgestellt, dass
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(a) Der Roboter Virgel (aus [Riek et al., 2009]) (b) Der Roboter Eddie (aus
[Barbara Gonsior, 2011])
Abbildung 3.5: Die Roboter, die in Studien zur Erforschung des Effekts von Mimicry
auf die Mensch-Roboter Interaktion eingesetzt wurden.
das Imitieren von Kopfbewegungen und Ko¨rperhaltung mit nicht imitierenden Agen-
ten zu einer Verbesserung der Interaktion fu¨hrt. In ihrer Studie zum Thema ”digitale
Chama¨leons“haben Bailenson und Yee [Bailenson and Yee, 2005] gezeigt, dass virtuelle
Agenten, die die Kopfbewegungen des Interaktionspartners mimiken oder imitieren, als
u¨berzeugender und sympathischer angesehenwerden als jene, die vorher definierte Be-
wegungen abgefahren haben.
Dies waren Studien, die sich auf die Interaktion mit virtuellen Agenten bezogen haben.
Es existieren auch zahllose Studien, die die Interaktion zwischen Mensch und Roboter
untersucht haben. Dazu za¨hlen unter anderem Kanda und Kollegen [Kanda et al., 2006],
sie haben in einer Studie den Effekt von Feedback in Form von Bewegungen, zum Bei-
spiel der Arme des Roboter, untersucht. Dabei konnten sie zeigen, dass sich diese,
zuvor vom Menschen gelernte Gesten und Bewegungen positiv auf den Eindruck von
Zuverla¨ssigkeit und Sympathie des Roboters auswirken. Eine weitere Studie ist von Riek
und Kollegen, in ihrer Studie untersuchten sie den Effekt, den das automatische Imi-
tieren der Kopfbewegung hat. Dafu¨r haben sie einen Roboter (Abb. 3.5(a)) eingesetzt,
der einem Schimpansen nachempfunden ist. Die Teilnehmer hatten eine Unterhaltung
mit dem Roboter, wa¨hrend dessen hat dieser alles Kopfbewegungen imitiert, nur das
Nicken des Teilnehmer imitiert oder sie gar nicht imitiert.
Gonsior und Kollegen haben den Roboter Eddie (Abb. 3.5(b)) eingesetzt, um
den Effekt von Mimicry auf die Mensch-Roboter Interaktion zu untersuchen
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Abbildung 3.6: Das Modell fu¨r Empathie zwischen zwei virtuellen Agenten, vorgeschla-
gen von Boukricha und Wachsmuth. Es basiert auf dem Late Apprai-
sal Modell [de Vignemont and Singer, 2006]. Der Empathie-Prozess be-
steht aus drei Schritten, Empathy Mechanism, Empathy Modulation und
Expression of Empathy
[Barbara Gonsior, 2011]. In der Studie haben sie drei unterschiedliche Kondition getes-
tet, einmal hat der Roboter die Gesichtsausdru¨cke der Teilnehmer ignoriert und zeigt
einen neutralen Gesichtsausdruck, in der zweiten Kondition hat er diese imitiert und in
der dritten Kondition hat er einen Gesichtsausdruck, basiert auf seinen eigenen emotio-
nalen Zustand, dargestellt. Als ein Ergebnis konnten sie herausstellen, dass der Roboter
und die Interaktion in der Imitations-Kondition besser bewertet wurde als in der neu-
tralen Kondition. Daraus schliessen sie, dass soziale Faktoren in der Mensch-Roboter
Interaktion wichtig sind und einen positiven Effekt auf diese haben.
3.5 Empathie-basiertes emotionales Alignment
Die meisten Computermodelle fu¨r artifizielle Emotionen konzentrieren sich darauf,
einen emotionalen Zustand fu¨r einen Agenten zu berechnen und diesen u¨ber eine
Modalita¨t (z.B. mimisch oder prosodisch) auszudru¨cken. Viele davon setzen dabei
auf die Theorie der Basisemotionen von Ekman [Ekman, 1992]. Bisher sind keine
Modelle bekannt, die emotionale Angleichungsprozesse zwischen Mensch und Roboter
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modellieren [Damm et al., 2011].
In 2011 wurde von Boukricha und Wachsmuth [Boukricha and Wachsmuth, 2011]
ein Modell vorgestellt, welches emotionales Alignment zwischen zwei virtuellen
Agenten simuliert. Dabei setzt es auf das WASABI-Simulation von Becker-Asano
[Becker-Asano, 2008] und erweitert diese um die Fa¨higkeit von Empathie zwischen
zwei virtuellen Agenten. In ihrer Arbeit verfolgen sie die Annahme von Hoffman
[Hoffman, 2001] und Davis [Davis, 1994] und nehmen an, dass die emphatische
Reaktion nicht unbedingt dem wahrgenommen Affekt des Partners entsprechen
muss, sie muss lediglich zur emotionalen A¨usserung des Partners passen. Um das
zu erreichen, nutzen sie verschiedene Faktoren, um die emphatische Reaktion auf
die Situation anzupassen. Abha¨ngig von diesen Faktoren kann sich die Reaktion
in ihrer Intensita¨t und auch im Typen von der wahrgenommenen Emotion un-
terscheiden. Damit sie sich nicht schon bei der Erkennung der Emotion auf eine
Kategorie festlegen mu¨ssen, stellen sie einen Ansatz vor, der die PAD-Werte einer
Emotion mit Hilfe von Facial Action Units (AUs) [Ekman and Friesen, 1978] bestimmt.
Wie in Abbildung 3.6 zu erkennen ist, wird das Alignment in drei Schritten simuliert.
Im ersten Schritt wird, basierend auf dem wahrgenommenen Gesichtsausdruck des
zweiten Agenten, eine emphatische Emotion berechnet. Dieser Schritt soll als eine Art
Mimicry verstanden werden. Im zweiten Schritt, der Empathy Modulation, wird zuvor
berechnete emphatische Reaktion mit weiteren Faktoren des Agenten verrechnet. Dazu
geho¨ren intrapersonale Eigenschaften des Agenten, wie zum Beispiel seine Stimmung,
aber auch ”zwischenmenschliche“wie das Verha¨ltnis zum anderen Agenten, ist er
ein Bekannter oder ein Unbekannter, usw. Im dritten Schritt wird die berechnete
Emotion von Agenten dargestellt. Dies kann u¨ber verschieden Modalita¨ten geschehen,
der Gesichtsausdruck wird dabei durch den PAD-Wert der modulierten emphatischen
Emotion generiert. Die Prosodie der der verbalen A¨usserung wird ebenfalls durch den
PAD-Wert codiert. Die weiteren Modalita¨ten wie das Blinzeln der Augen und die
Atemrate werden durch den Arousal-Wert der modulierten emphatischen Emotionen
bestimmt.
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3.6 Diskussion
In diesem Abschnitt wurden Modelle von ku¨nstlichen Emotionen bei virtuellen Agen-
ten und Robotern vorgestellt. Die Modelle unterscheiden sich dabei nicht nur in ihrem
Aufbau, sondern auch in den Prozessen, die sie simulieren. Alle Modelle fu¨hren zu
einer verbesserten Mensch-Roboter Interaktion (HRI) und setzen dabei vollkommen
unterschiedlich komplexe Prozesse ein. Das OCC Modell verfolgt einen regelbasierten
Ansatz, um so durch das Evaluieren der Situation eine emotionale Reaktion zu bestim-
men. Die WASABI Emotionsdynamik verfolgt hingegen eine Kombination aus Basise-
motionen und einem dimensionalen Ansatz. Der Ansatz fu¨r Empathie zwischen zwei
virtuellen Agenten benutzt eine erweiterte Version der WASABI Emotionsdynamik.
Die Mimicry-basierten Ansa¨tze hingegen setzen teilweise auf eine simple Verknu¨pfung
zwischen Sensorn und Aktuatoren. So erreichen sie ohne ein komplexes Reasoning oder
weitere Verarbeitung der Eingaben eine signifikante Verbesserung in der HRI und HAI.
Durch den Einsatz von facial mimicry wurden die Roboter als wesentlich sympatischer
und reaktiver wahrgenommen. Im folgenden wird nun ein Modell vorgestellt, das diese
Modelle in einem System vereint und so zur Verbesserung der HRI beitragen soll.
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Im folgenden Kapitel wird ein Modell vorgestellt, das ein emotionales Alignment in
der Mensch-Roboter Interaktion ermo¨glicht. Dafu¨r werden zuna¨chst die Anforderungen
und damit die Fragen, die das Modell behandeln soll, formuliert. Anschliessend wer-
den mehrere Studien vorgestellt, mit denen das Modell empirisch untermauert wird.
Abschliessend wird das vorgeschlagene Modell beschrieben.
4.1 Grundlagen und Anforderungen an ein Modell fu¨r
emotionales Alignment
Ein Modell fu¨r emotionales Alignment zwischen Menschen und Robotern sollte in der
Lage sein, die gleichen Pha¨nomene zu produzieren, die auch in der Mensch-Mensch
Interaktion beobachtet werden ko¨nnen.
Als theoretische Basis fu¨r dieses Modell werden drei Ansa¨tze kombiniert:
1. Das Kommunikations-Modell von Pickering und Garrod
[Pickering and Garrod, 2004]. In ihrem Artikel stellen sie einen Ansatz fu¨r
spontane und automatische Angleichungsprozesse in der natu¨rlichen Kommuni-
kation vor. Sie diskutieren das Alignment von emotionalen (Gesichts-)Ausdru¨cken
oder das Adaptieren von Emotionen in ihrem Modell jedoch nicht explizit.
item Die, von Fridlund vorgeschlagene, Theorie zur sozialen Interaktion
[Fridlund, 1994]. Diese Theorie stellt eine Verbindung zwischen Emotionen und
emotionalen Ausdru¨cken mit dem, aktuell vorherrschenden, sozialen Kontext her.
Aus Studien von van Berkum et al. [Van Berkum et al., 2008] ist bereits bekannt,
dass die Identita¨t des Partners bereits sehr fru¨h nach Beginn der Interaktion eine
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Abbildung 4.1: Der Aufbau des Modell fu¨r emotionales Alignment. Aufgeteilt in die drei
Ebenen fu¨r automatisches, schematisches und konzeptuelles emotionales
Alignment
große Rolle spielt. Daher ko¨nnte es sehr interessant sein, den Unterschied zwischen
einem bekannten und einem unbekannten Interaktionspartner zu untersuchen.
2. Einem neuronalen Ansatz, der die interne Repra¨sentation und die Verarbeitung
von Emotionen im Menschen betrachtet. Man geht beim Menschen davon aus, dass
verschiedene emotionale Funktionen durch unterschiedliche kortikale Strukturen
definiert werden [Ochsner and Barrett, 2001]; [LeDoux and Bemporad, 1997].
Mit diesen drei Punkten lassen sich die drei Ebenen, wie in Abbildung 4.1 zu sehen,
beschreiben. Die untere Ebene, fu¨r die automatische Adaption, bezieht sich auf Punkt
1 der Aufza¨hlung und beschreibt die automatischen und spontanen Mechanismen zum
Alignment. Die mittlere Ebene integriert den Kontext, oder genauer gesagt, Ereignisse,
die am Rande der Interaktion stattfinden. Ebenso integriert sie schematisches Alignment
und bezieht sich somit auf den 2. Punkt der Aufza¨hlung. Die obere Ebene bezieht sich
auf den 3. Punkt und somit auf die konzeptuelle Adaption. Dies integriert den bewussten
Einsatz von Emotionen und das strategische emotionale Alignment.
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Nr. Name Probandengruppe
1 Fussball-Diskussion Gesunde Probanden
2 Aphasie-Studie Aphasie-Patienten
3 Parkinson-Studie Parkinson-Patienten
4 Autismus-Studie Patienten mit High-
functioning-Autismus
und Kontrollprobanden
5 EMG-Studie Gesunde Probanden
6 Therapie-Studie Aphasie-Patient
Tabelle 4.1: U¨bersicht der Probanden-Gruppen und der empirischen Studien, die durch-
gefu¨hrt wurden, um die Zusammenha¨nge zwischen den Schichten zu
untersuchen.
4.2 Empirische Grundlage fu¨r das Modell
Basierend auf den, im Abschnitt 2.7.3 vorgestellten, Studien und den Erkenntnissen,
die in den im folgenden beschriebenen Studien gewonnen wurden, kann man von einer
flexiblen Verbindung von sprachlichem und emotionalem Alignment in Abha¨ngigkeit
von der Ebene, auf der das Alignment passiert, ausgehen. Die Tabelle 4.1 stellt die
U¨bersicht der Studien, die durchgefu¨hrt wurden, um das hierarchische Modell fu¨r Ali-
gnment, neben der bereits angefu¨hrten Dritt-Literatur empirisch zu begru¨nden und zu
untermauern.
Bei Studie 2 (Tabelle 4.1, Reihe 2) handelt es sich um eine Patientenstudie mit
Aphasikern als Gruppe. Menschen mit Aphasie leiden an Sto¨rung der Sprache infolge
einer La¨sion in der dominanten, meist der linken, Hemispha¨re des Gehirns. Dadurch
bedingt haben sie Probleme dabei, Emotionen, die auf Fotos mit Gesichtern zu
sehen sind, korrekt zu benennen. Fu¨r diese Aufgabe ist, nach Davis [Davis, 1994],
das affective perspective-taking von gro¨ßter Bedeutung. Dies erfordert konzeptuelles,
emotionales Wissen und, im Ebenen-Modell, emotionale Anpassung auf der ho¨chsten
Ebene. Dennoch konnten keine Unterschiede im emotional contagion oder im emo-
tionalen Alignment in der Unterhaltung (Angleichung von emotionalen Wo¨rter oder
Gesten) zwischen der Patienten- und der Kontrollgruppe nachgewiesen werden. Dies
deutet darauf hin, dass die Fa¨higkeiten der Sprachverarbeitung mit dem emotionalen
Alignment auf konzeptueller Ebene in Verbindung stehen, nicht aber mit den Prozessen
auf schematischen (contagion) oder der automatischen (mimicry) Ebene (siehe Tabelle
Universita¨t Bielefeld
52 4. Entwurf eines Modells fu¨r emotionales Alignment
4.2, S2).
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Abbildung 4.2: Einordnung der empirischen Studien, die durchgefu¨hrt wurden, um die
Zusammenha¨nge zwischen den Schichten zu untersuchen.
Eine vergleichbare Studie wurde mit einer Patientengruppe mit Parkinson (PD)
durchgefu¨hrt (Tabelle 4.1, Reihe 3). Bei Patienten mit PD liegt eine Sto¨rung der
Wahrnehmung von mimischen und auditiven Emotionen vor. Bei dieser Studie wurde
eine verminderte konzeptuelle, emotionale Intelligenz festgestellt, auf sprachlicher
Ebene konnten keine Unterschiede im emotionalen Alignment gemessen werden
[Jaecks et al., 2012].
Von Patienten mit High-functioning-Autismus (HFA) ist bekannt, dass sie unter
anderem Probleme mit der Pragmatik haben, also mit der kontextabha¨ngigen und
nicht-wo¨rtlichen Bedeutungen in der Verwendung von sprachlichen Ausdru¨cken,
dazu kommen in vielen Fa¨llen noch Verhaltensauffa¨lligkeiten. Die in dieser Studie
getestete Gruppe hatte keine Probleme mit dem Aufbau der Sprache und der verbalen
Interaktion (Tabelle 4.1, Reihe 4). In dieser Studie konnten, im Vergleich zu gesunden
Probanden, keine Unterschiede im konzeptuellen emotionalen Alignment gefunden
werden. In einer weiteren Studie, in der gesunde Teilnehmer mit einem Versuchsleiter
u¨ber Fussball diskutiert haben (Tabelle 4.1, Reihe 1), wurde untersucht, inwiefern
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das automatische emotionale Alignment und Contagion mit der Fa¨higkeit zum
konzeptuellen emotionalen Alignment korreliert sind. In dieser Studie konnten keine
Zusammenha¨nge nachgewiesen werden [Jaecks and Hielscher-Fastabend, 2008].
Diese Studien stu¨tzen das Modell fu¨r emotionales Alignment wie in Tabelle 4.2
dargestellt. Es wurde gezeigt, dass Aphasiker Einschra¨nkungen beim konzeptuellen,
emotionalen Alignment haben, nicht aber beim emotionalen Alignment auf nicht-
kognitiver Ebene (Contagion und Mimicry). Auf der anderen Seite sieht man, dass
Patienten mit Autismus (hier HFA) Probleme auf der schematischen Ebene (Conta-
gion) haben, dies beeinflusst aber nicht das Alignment auf der konzeptuellen Ebene.
Als Drittes wurde deutlich, dass eine eingeschra¨nkte Fa¨higkeit zu Mimicry, wie bei
den Parkinson Patienten, sich nicht unbedingt auf die Fa¨higkeit zum schematischen,
emotionalen Alignment (Contagion) auswirkt.
In einer Studie, in der gesunde Probanden ein Ma¨rchen pra¨sentiert bekamen, kombi-
niert mit zum Inhalt kongruenten und inkongruenten emotionalen Gesichtsausdru¨cken,
wurde untersucht, inwiefern die kognitive Leistungsfa¨higkeit des Zuho¨rers vom
Erza¨hler (Mensch und Roboter) und der Kongruenz des semantischen Inhalts und der
pra¨sentierten Emotionen abha¨ngen. Es konnte jedoch kein Zusammenhang bezu¨glich
der Kongruenz von semantischen Inhalt der Geschichte und der Emotion, die der
Erza¨hler im Gesicht gezeigt hat, aufgezeigt werden. Allerdings konnte gezeigt werden,
dass wenn die Teilnehmer die Geschichte vom Roboter vorgelesen bekommen, die
gestellte Aufgabe signifikant besser erfu¨llt wird [Malchus et al., 2013b].
In der Mensch-Roboter Interaktion (HRI) spielen, ebenso wie in der Mensch-Mensch
Interaktion, Emotionen und emotionale A¨ußerungen eine sehr wichtige Rolle. Sie
haben, egal ob sie bewusst oder unbewusst gea¨ussert werden, eine große Auswirkung
auf den Verlauf der Interaktion. Es gibt unza¨hlige Ansa¨tze, die Emotionen in die
Robotik integrieren. In den meisten Fa¨llen haben die Roboter die Fa¨higkeit, diese uni-
oder mulitmodal zu a¨ußern.
4.2.1 Grundlagen fu¨r die Integration in die HRI
Es wurden viele verschiedene Roboter entworfen und hergestellt, die sehr gut geeignet
sind, um Emotionen mit ihrem Gesicht darzustellen. Ein Beispiel dafu¨r ist Kismet oder
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Leonardo [Breazeal, 2004b], beide Roboter sind am Massachusetts Institute of Tech-
nology (MIT) entwickelt worden und wurden dort fu¨r Studienzwecke eingesetzt. Ein
weiteres Beispiel fu¨r einen sozialen Roboter ist der Flobi Roboter [Hegel et al., 2010].
Der Roboter wurde an der Universita¨t Bielefeld entwickelt und wird dort in unterschied-
lichen Forschungsdisziplinen eingesetzt. Seine 16 Freiheitsgrade (DoF) geben sehr viel
Spielraum fu¨r mimische Ausdru¨cke. Die Gesichtsausdru¨cke fu¨r die Basisemotionen wur-
den in Form von statischen Bildern und dynamischen Videos evaluiert.
Ein Grund, warum Roboter in der Lage sein sollten, wa¨hrend einer Interaktion
mit einem Menschen Emotionen auszudru¨cken ist, dass wir einem Roboter gewisse
Fa¨higkeiten zuschreiben, je menschena¨hnlicher er aussieht [Weiss et al., 2011]. In 1970
hat Mori [Mori, 1970] die Hypothese aufgestellt, dass ein Roboter umso vertrauter fu¨r
uns wird, je menschena¨hnlicher er aussieht. Unterstu¨tzt wird dies von einer Studie, die
von Hegel und Kollegen durchgefu¨hrt wurde [Hegel et al., 2008]. In dieser Studie haben
sie gezeigt, dass der Grad des Anthropomorphismus eines Roboters die neuronale Akti-
vita¨t in den Bereichen des Gehirns, die mit dem Perspective Taking und der Fa¨higkeit
fu¨r Theory of Mind in Verbindung gebracht wird, beeinflusst. Dafu¨r haben Teilnehmer,
wie auf Abbildung 4.3 dargestellt, ihre spa¨teren Gegenspieler gesehen und haben im
Anschluss gegen sie das Spiel ”Gefangenendilemma“ gespielt.
Das Ergebnis unterstreicht die Annahme, dass Menschen Robotern, die, dem Menschen
a¨hnlich sehen, mehr soziale Fa¨higkeiten und Eigenschaften zusprechen. Das bedeu-
tet also, dass das mentale Bild, was sich ein Mensch von einem Roboter macht, in
erster Linie davon abha¨ngt, wie menschena¨hnlich der Roboter aussieht und sich bewegt.
Viele Computermodelle fu¨r Emotionen verfolgen das Ziel, die Mensch-
Roboter Interaktion natu¨rlicher und angenehmer zu gestallten
[Ogata and Sugano, 2000],[Can˜amero and Fredslund, 2001]. Bei Anderen sind Emo-
tionen als Teil einer komplexen kognitiven Architektur modelliert [Can˜amero, 1997],
[Vela´squez, 1998a],[Breazeal, 2004b]. Es gibt jedoch kein Modell, welches die unter-
schiedlichen Ebenen vom emotionalen Alignment beru¨cksichtigt. Dabei ist durchaus
bekannt, dass nicht nur emotionale Mimicry, sondern auch komplexe Prozesse wie
Empathie fu¨r die soziale Interaktion sehr wichtig sind.
In der sozialen Robotik wurden lange keine holistischen, kommunikativen Modelle, die
neben emotionalen Prozessen wie Mimicry oder Empathie auch den situativen Kontext
einbeziehen, beru¨cksichtigt. Erst in den letzten Jahren konnten Studien belegen, dass
kommunikative, aber auch emotionale Angleichungsprozesse eine wichtige Rolle fu¨r die
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Abbildung 4.3: Aufbau der Studie von Hegel et al. . Vor der eigentlichen Messung ha-
ben die Teilnehmer ihre Gegner gesehen und ”kennengelernt“ (Roboter,Computer, Mensch und funktionaler Roboter (von links nach rechts))
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Interaktion zwischen Menschen, aber auch zwischen Menschen und Robotern spielen
(z.B. [Fischer and van Kleef, 2010];[Leite et al., 2011];[der Pu¨tten et al., 2013]).
In Anlehnung an das multidimensionale Modell fu¨r Empathie von Davis [Davis, 1994]
(siehe 2.7.2) wird hier ein dreischichtiges Modell fu¨r emotionales Alignment zwischen
Mensch und Roboter vorgestellt. Dieses Modell soll kein a¨quivalentes Abbild der
Prozesse sein, die beim Menschen zu emotionalen Alignment fu¨hren, vielmehr soll
es die gleichen Pha¨nomene reproduzieren und so zu einer besseren und einfacheren
Interaktion zwischen Mensch und Roboter beitragen. Der Fokus in diesem Modell
liegt ganz klar auf interpersonalen Faktoren von Emotionen, es soll kein emotionaler
Zustand berechnet und durch einen Roboter ausgedru¨ckt werden. Vielmehr soll mit
Hilfe des Modells untersucht werden, wie der Roboter in einer Interaktion mit einem
Menschen reagieren soll. Wird der Roboter z.B. positiver wahrgenommen, wenn er eine
erkannte Emotionen imitiert, also Mimicry macht, oder sollte er die Situation zuvor
genauer evaluieren und dann das traurige Gesicht des Menschen nicht einfach spiegeln,
sondern ihn mit einer positiveren Emotionen tro¨sten?
4.3 Emotionales Alignment
Im folgenden Kapitel wird der theoretische Aufbau des vorgestellten Modells beschrie-
ben. Dazu werden die drei Ebenen im Detail diskutiert und die jeweils zu Grunde
liegende Theorie angefu¨hrt. Neben den einzelnen Ebenen werden auch der Input und
der Output genauer betrachtet. Wie bereits in Kapitel 2 genauer beschrieben, geschieht
das emotionale Alignment auf unterschiedlichen Ebenen, diese unterscheiden sich unter
anderem in ihrer Komplexita¨t.
4.3.1 Automatisches Emotionales Alignment
In manchen Situation spiegeln Menschen einen emotionalen Ausdruck, den sie gerade bei
ihrem Interaktionspartner gesehen oder auch geho¨rt gehaben, wider. Dieses automati-
sche Spiegeln geschieht unmittelbar und ohne dass die Situation genauer evaluiert wird.
Bei diesem Pha¨nomen spricht man von Mimicry [Bavelas et al., 1986]. Bei Mimicry han-
delt es sich um eine non-verbale Reaktion, die in einer sozialen Interaktion sehr ha¨ufig
auftritt. Auf diese Art lachen wir mit jemanden, mit wenn er sich freut, oder zeigen
auch ein schmerzverzerrtes Gesicht, wenn sich die Person verletzt [Bavelas et al., 1986].
Mimicry ist aber nicht beschra¨nkt auf die Gesichtsmimik, wir ko¨nnen sie zum Beispiel
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auch beobachten, wenn eine Mutter ihr Kind fu¨ttert und dabei selbst den Mund o¨ffnet
[Bavelas et al., 1987].
Diese Art der emotionalen Angleichung zeigt dem Empfa¨nger nicht nur, dass dem
Sender etwas an der Interaktion liegt, vielmehr lo¨st es auch unbewusst bei ihm et-
was aus. So konnte gezeigt werden, dass ein Gast im Restaurant der Kellnerin signifi-
kant mehr Trinkgeld gibt, wenn diese Teile der Sa¨tze, die der Gast spricht, wiederholt
[van Baaren et al., 2003].
Dieser Effekt ist nicht nur in der Mensch-Mensch Interaktion (HHI) zu finden, auch in
der Mensch-Roboter Interaktion (HRI) sind solche Effekte nachgewiesen. In 2006 konn-
ten Hegel et al. [Hegel et al., 2006] zeigen, dass ein anthropomorpher Roboter durch
den Einsatz von Mimicry die Bewertung der Roboter beeinflusst. Die Teilnehmer beka-
men die Aufgabe, einem Roboter ein Stu¨ck eines Ma¨rchens vorzulesen. Wa¨hrend dessen
zeigten sie natu¨rliche und zur Geschichte passende Emotionen. Die Teilnehmer wur-
den in zwei Gruppen eingeteilt, zum einen reagierte der Roboter auf die Emotion in
der Sprache und imitierte diese. In der zweiten Kondition gab er neutrale, non-verbale
Signale die verdeutlichen sollten, dass er den Menschen versteht. Nach der Interakti-
on sollten die Teilnehmer beurteilen, ob die Reaktion des Roboters angemessen war,
ob der Roboter fa¨hig ist, Emotionen zu erkennen und darzustellen und den Grad der
Menschlichkeit im Bezug auf die Reaktion des Roboters zu bewerten.
4.3.2 Schematisches Emotionales Alignment
Auf der Ebene des schematischen emotionalen Alignment sind gelernte Verknu¨pfungen
zwischen dem wahrgenommenen Reizen und einer schematischen Reaktion re-
pra¨sentiert. Aber auch emotional contagion ist ein wichtiger Aspekt auf dieser Ebene.
Es basiert auf einer komplexe affektiven Repra¨sentation, resultierend aus intermodal
binding [Pourtois et al., 2005] und aus der Kombination von Perzeption von Reizen mit
der Produktion von A¨usserungen gepaart mit Aspekten aus dem situativen Kontext. In
ihrer Beschreibung fokussiert sich Hatfield nicht nur auf die rein psychologische Wir-
kung, sondern betrachtet auch die sozialen Auswirkungen.
Gesichtsausdru¨cke scheinen das Fundament jeder emotionalen Bewegung
zwischen Menschen zu sein. Bereits wenige Stunden alte Babys imitieren
automatisch Gesichtsausdru¨cke anderer Personen. Wenn wir la¨cheln, la¨chelt
das Baby zuru¨ck [Hatfield et al., 1993].
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Fu¨r das hier vorgeschlagene Modell ist die wichtigste Eigenschaft dieser Ebene, dass In-
formationen aus unterschiedlichen, relevanten, Kommunikationskana¨len gewonnen wer-
den ko¨nnen [Hatfield et al., 1993]. So wird das Reagieren auf Ergebnisse aus dem situa-
tiven Kontext und das spontane Alignment mit anderen Personen mo¨glich. Dies kann zu
inkongruenten Reaktionen fu¨hren, also dass die wahrgenommene Emotion nicht einfach
gespiegelt wird (zum Beispiel das Wut oder Bedrohung zu Angst / Flucht fu¨hren).
4.3.3 Konzeptuelles Emotionales Alignment
Die dritte Ebene bezieht, mit dem konzeptuellen emotionalen Alignment, die kognitiv
komplexesten Prozesse ein, im Bezug auf die Interaktion spricht man hier von Empa-
thie. Wie im Kapitel 2 bereits diskutiert, versteht man unter Empathie die Fa¨higkeit,
sich in die Lage anderer Personen zu versetzen. So ist es mo¨glich, Gefu¨hle und Gedan-
ken anderer nachzuempfinden [Ruby and Decety, 2004]. Der maßgebliche Unterschied
zu den anderen Ebenen ist das bewusste Verarbeiten unter Beru¨cksichtigung des eigenen
Zustandes und der Auswirkung der aktuellen Situation auf mich selbst [Teasdale, 1999];
[Barnard and Teasdale, 2014]. Dieses Konzept vom kognitiven emotionalem Alignment
spielt zum Beispiel in der Arzt-Patienten Beziehung eine wichtige Rolle, wenn zum
Beispiel der Arzt die emotionale Regung des Patienten wahrnimmt und bewusst (ver-
bal oder non-verbal) emphatisch darauf reagiert. Ein a¨hnliches Szenario ist auch in
der Mensch-Roboter Interaktion (HRI) denkbar, in den vergangenen Jahren wurden
immer mehr die Einsatzmo¨glichkeiten von Robotern in der Gesundheitsversorgung, in
Pflegeheimen oder fu¨r therapeutisches Arbeiten erforscht (z.B.: [Wada et al., 2005]).
4.3.4 Aufbau des Modells
Neben den drei Ebenen geho¨ren noch weitere Komponenten zum Modell. Dazu geho¨ren,
wie in Abbildung 4.1 zu erkennen, noch ein emotionaler Zustand des Roboters, die
Komponenten fu¨r den Kontext und der Prozess, der u¨ber die Ausgabe entscheidet.
4.3.5 Anbindung der WASABI-Architektur
Wie schon im Kapitel 2 beschrieben hat der eigene Affekt eine große Auswirkung auf
weitere Prozesse, wie zum Beispiel die Kreativita¨t beim Lo¨sen von Problemen. Auch
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wenn das Modell ausdru¨cklich keinen emotionalen Zustand fu¨r einen Roboter modellie-
ren will, so ist fu¨r das Verarbeiten spa¨testens auf Ebene des konzeptuellen emotionalen
Alignment ein eigener emotionaler Zustand notwendig. Fu¨r diesen Zweck wurde die
WASABI Emotionsdynamik vorgesehen und angebunden. Diese arbeitet weitestgehend
autonom und beno¨tig als Eingabe nur positive und negative Impulse. Der emotionale
Zustand des Roboters hat einen direkten Einfluss auf die Verarbeitung des Kontex-
tes und so indirekt auch auf die Informationsverarbeitung auf allen Ebenen. So kann
sich der emotionale Zustand zum Beispiel negativ auf das automatische emotionale Ali-
gnment auswirken und dies zum Beispiel unterbinden, wenn mein Gegenspieler gerade
das gemeinsame Spiel gewinnt.
4.4 Entscheidungsprozess wa¨hrend der Interaktion
Wa¨hrend der Interaktion kommt es vor jeder emotionalen A¨ußerung zu einem Entschei-
dungsprozess, hier wird entschieden, welche Reaktion von welcher Ebene ausgedru¨ckt
wird. Dabei kann es zu unterschiedlichen Konstellationen kommen:
• Alle Ebene produzieren den gleichen Output. Die ermittelte Emotion wird zusam-
men mit der szenario-spezifischen Ausgabe wiedergegeben.
• Nur eine Ebene produziert einen Output. Die von dieser Ebene ermittelte Emotion
wird zusammen mit der szenario-spezifischen Ausgabe wiedergegeben.
• Keine der Ebenen produziert einen Output. Nur die szenario-spezifischen Ausgabe
wird wiedergegeben.
• Zwei oder drei Ebenen produzieren einen Output. Wenn dieser Fall eintritt, kann
die emotionale Ausgabe von unterschiedlichen Faktoren abha¨ngen. Das ko¨nnen
externe Faktoren sein, also Faktoren, die aus der Interaktion abgeleitet werden.
Wie zum Beispiel, wenn die Interaktion schon la¨nger andauert, wird der Robo-
ter dem Interaktionpartner weniger Mimiken und mehr Informationen aus dem
Verlauf oder dem aktuellen Status der Interaktion einfliessen lassen. Ebenso kann
der automatische Prozess durch den schematischen Prozess u¨berschrieben werden,
das ist wichtig, wenn zum Beispiel die Interaktion durch ein Ereignis abseits der
eigentlichen Interaktion unterbrochen wird.
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4.4.1 Evaluation von Kontext-Ereignissen
Die Einbeziehung des Kontextes ist ein wichtiger Bestandteil des gesamten Modells. Dies
wird durch die zentrale Position des Kontext verarbeitenden Prozesses deutlich. Er spielt
eine so zentrale Rolle, da zum Kontext nicht nur die Ereignisse geho¨ren, die ausserhalb
der eigentlichen Interaktion stattfinden, sondern auch die Interaktion selbst. Daher hat
er auch einen so großen Einfluss auf die Informationsverarbeitung auf allen drei Ebenen.
So la¨sst sich zum Beispiel u¨ber das konzeptuelle emotionale Alignment der strategische
Einsatz von Emotionen realisieren. Wenn der Roboter wa¨hrend eines Spiels zuru¨ckfa¨llt
und das Spiel bald verloren geht, ko¨nnte er eine Emotion gezielt einsetzen, um ein
Spielpartner zu verunsichern und den Spielverlauf zu seinen Gunsten zu beeinflussen.
Anderseits kann der Kontext gewisse Reaktion auch im Vorhinein ausschliessen. Wenn
man sich noch einmal die Arzt-Patienten oder Therapeut-Patienten Beziehung vorstellt,
ist es von großer Bedeutung, dass der Arzt oder Therapeut die emotionale Regung des
Patienten wahrnimmt und nicht automatisch, sondern bewusst (verbal oder non-verbal)
emphatisch reagiert.
4.5 Diskussion
In diesem Kapitel wurde beschrieben, warum Emotionen fu¨r soziale Roboter wichtig
sind und warum auch der situative Kontext mit einbezogen werden sollte. Dazu wur-
de die Relevanz der drei Ebenen dargestellt und anhand von entsprechender Literatur
unter Beispielen dessen Einsatz motiviert. Des Weiteren wurde erla¨utert, wie das zuvor
beschriebene Modell fu¨r einen sozialen Roboter nutzbar gemacht werden kann. Im Be-
zug auf die, zu Beginn formulierten, Forschungsfragen konnten drei Prozesse identifiziert
werden. Diese drei Prozesse sind fu¨r eine emotionale Angleichung relevant und notwen-
dig. Namentlich sind diese das automatische emotionale Alignment, das schematische
emotionale Alignment und das konzeptuelle emotionale Alignment. Die Gliederung in
diese drei Prozesse wird zum einen durch entsprechende Literatur gestu¨tzt, zum ande-
ren aber auch mit Hilfe der durchgefu¨hrten und oben pra¨sentierten Studien motiviert.
Es wurden drei unterschiedliche Patienten-Gruppen ausgewa¨hlt (siehe Tabelle 4.1), um
so die drei Prozesse systematisch zu untersuchen (siehe Tabelle 4.2).
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In diesem Kapitel wird der Aufbau des Computermodells fu¨r die Simulation von emo-
tionalen Angleichungsprozessen in der Mensch-Roboter Interaktion beschrieben. Wie
bereits im fru¨heren Kapitel beschrieben, sollte ein System entworfen werden, welches
in der Lage ist, die gleichen Pha¨nomene zu produzieren, die man in der Interaktion
zwischen Menschen beobachten kann. Diese reichen vom direkten und unmittelbaren
Spiegeln von emotionalen Gesichtsausdru¨cken (mimicry), u¨ber emotionale Ansteckung
(emotional contagion) bis hin zu emphatischen Reaktionen.
5.1 Ein Computermodell fu¨r emotionales Alignment
Nicht nur zwischen den Menschen haben Emotionen und das emotionale Alignment
einen großen Einfluss auf den Verlauf einer Interaktion, auch bei der HRI kann
sich diese Art der Angleichung positiv auf die Interaktion auswirken. Wie schon im
Kapitel 3 erla¨utert wurde, gibt es viele Systeme, die Emotionen in die HRI integrieren,
dazu existieren unza¨hlige Studien, in denen die Effekte von Emotionen bei Robotern
untersucht werden.
Je menschlicher ein Roboter aussieht, desto menschena¨hnlicheres Verhalten erwarten
wir auch wa¨hrend einer Interaktion mit ihm. Von einem sozialen Roboter wird erwar-
tet, dass er so (a¨hnlich) reagiert, wie es ein Mensch tun wu¨rde (z.B. [Weiss et al., 2011]).
Bereits in den siebziger Jahren pra¨gte Mori den Ausdruck des ”Pha¨nomen des unheim-
lichen Tals”(siehe Abb. 5.1), besser bekannt als das uncanny valley oder der uncanny
valley-Effekt [Mori et al., 2012]. Die Hypothese besagt, dass die Wahrnehmung eines
Roboters schlagartig von Empathie zu Abneigung und Ekel springt, sobald dieser einen
gewissen Grad an A¨hnlichkeit zum Menschen u¨berschritten hat, aber nicht die entspre-
chenden Erwartungen erfu¨llt.
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Abbildung 5.1: Der Uncanny-Valley-Effekt: Akzeptanz des Roboters durch einen Men-
schen mit dem erwartbaren linearen Verlauf und dem tatsa¨chlichen Ver-
lauf.(Quelle: nature.com)
In einer Studie von Hegel und Kollegen [Hegel et al., 2008] konnte gezeigt werden, dass
der Grad von Anthropomorphismus eines Roboters einen Einfluss auf die Wahrnehmung
und auch die neuronale Aktivita¨t hat. Die Teilnehmer spielten das Gefangenendilemma
gegen unterschiedliche Gegner, einen Menschen, einen (sozialen) Roboter, einen funk-
tionalen Roboter und einen Computer. Gerade die Regionen im menschlichen Gehirn,
von denen man annimmt, dass sie fu¨r das Perspektiv Taking und die Theory of Mind
verantwortlich sind, zeigten eine erho¨hte Aktivita¨t. Diese Ergebnisse legen die Ver-
mutung nahe, dass einem Roboter, der menschlich wirkt, auch mehr menschliche und
soziale Fa¨higkeiten zugesprochen werden. Das bedeutet also, dass sich das mentale Mo-
dell, was man sich von einem Roboter gemacht hat, durch den Grad seiner A¨hnlichkeit
zum Menschen beeinflussen la¨sst. Diese Ergebnisse legen die Vermutung nahe, dass der
gezielte Einsatz von Emotionen einen Einfluss auf die Interaktion zwischen Menschen
und Robotern hat. Der Anlass zu dieser Vermutung wird durch verschiedene Studien
gestu¨tzt. In einer Studie konnten Eyssel und Kollegen [Eyssel et al., 2010] zeigen, dass
ein Roboter, der Emotionen zeigt, einem Roboter, der keine Emotionen zeigt, vorgezo-
gen wird. Das Ergebnis konnte durch Leite [Leite et al., 2008] in einer weiteren Studie
repliziert werden.
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Abbildung 5.2: Aufbau des Modells fu¨r emotionale Angleichungsprozesse in der Inter-
aktion mit einem sozialen Roboter
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5.1.1 Aufbau des Systems
Im vorangegangen Kapitel wurde bereits die Umsetzung der drei Ebenen motiviert.
Diese drei Ebenen beno¨tigen unterschiedliche Daten und geben ihre Informationen an
die na¨chst ho¨here Ebene weiter.
1. Die unterste Ebene, das automatische Alignment, beno¨tigt als Eingabe die reinen
Sensordaten. Das ko¨nnen visuelle, aber auch auditive Informationen sein. Diese
Daten werden an die zweite Ebene weitergegeben
2. Auf der zweiten Ebene wird das schematische Alignment modelliert. Die Sensor-
daten werden hier diskretisiert, mit einer Emotion gelabelt und einem Wert fu¨r
dessen Reliabilita¨t versehen.
3. Die dritte Ebene bekommt das Tupel von der zweiten Ebene und produziert so
eine Ausgabe fu¨r ein konzeptuelles Alignment.
5.2 Integration der Ebenen
Im folgenden Kapitel wird nun das implementierte Computermodell beschrieben. Es
basiert auf der, zuvor vorgestellten, dreischichtigen Architektur, entsprechend dieses
Modells kann es in drei Ebenen von unterschiedlicher Funktion und Komplexita¨t un-
terteilt werden. Diese Ebenen und die Interaktion zwischen ihnen wird im Folgenden
genauer erla¨utert. Anschliessend werden noch die zu erarbeitenden Komponenten be-
sprochen.
Ebene: Automatisch
In jeder Art von Mensch-Maschine Interaktion ist das Erkennen von Eingaben
einer der schwierigsten Schritte. Unabha¨ngig von der Modalita¨t gibt es unterschied-
lichste Fehlerquellen. Dies fa¨ngt bei der Spracherkennung mit Hintergrund- und
Sto¨rgera¨uschen an und geht hin bis zu Problemen bei der Erkennung von Wo¨rtern. Bei
den visuellen Verfahren (2D/3D) gibt es a¨hnliche Probleme, angefangen mit schlechten
Lichtverha¨ltnissen, u¨ber Oberfla¨chen, die schwer zu erkennen sein ko¨nnen bis hin zu
Verdeckungen im Bild. Zusammenfassend kann man sagen, dass es bei allen Arten von
Erkennern ”externe “Probleme, also Probleme, die gegebenen Reize zu detektieren und
”interne“Probleme, das heisst Probleme, die erfassten Reize korrekt zu deuten, gibt
[Makhijani et al., 2013], [Forsberg, 2003], [Wagner et al., 2012].
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Abbildung 5.3: Diese schematische Darstellung beschreibt die Datenverarbeitung im
untersten Layer des Modells. Die Sensordaten werden direkt auf die
Aktuatoren des Roboters abgebildet. Des Weiteren werden die Informa-
tionen an die na¨chst ho¨here Ebene weitergegeben.
Um mit diesen Problemen umgehen zu ko¨nnen, empfiehlt es sich nicht nur, auf
eine Modalita¨t und einen Erkenner zu vertrauen. Genau zu diesem Zweck wurde
das System so entworfen und umgesetzt, dass es mo¨glich ist, mehrere Arten von
Eingaben zu akzeptieren und auszuwerten. Diese Eingaben ko¨nnen von einer oder von
unterschiedlichen Modalita¨ten stammen (siehe Abb. 5.3).
Die erfassten Eingaben werden an dieser Stelle noch nicht als diskrete Emotion verstan-
denen. Abha¨ngig vom eingesetzten Erkenner arbeitet diese Ebene mit Actions Units
(AUs) [Holthaus and Wachsmuth, 2013] oder auch mit einem Satz von Emotionen ver-
sehen mit einer Reliabilita¨t [Ku¨blbeck and Ernst, 2006]. Auf diese Art sind genug Infor-
mationen fu¨r den Mimicry-Prozess vorhanden und dieser kann eine Ausgabe berechnen.
Zeitgleich werden die Daten an die na¨chste Ebene zur weiteren Verarbeitung u¨bergeben.
Ebene: Schematisch
Die zweite Ebene modelliert die schematische Reaktion. Diese Ebene bekommt die vor-
verarbeiteten Daten der untersten Ebene und benutzt diese, um ein mo¨gliches Schemata
zu aktivieren. Dazu mu¨ssen die Daten, die vom untersten Layer zur Verfu¨gung gestellt
werden, diskretisiert werden, es muss also ein Mapping auf eine eindeutige Emotion
stattfinden. Des Weiteren sind Informationen aus dem Kontext notwendig, damit ein
Schema ausgewa¨hlt werden kann. Diese Schemata sind Szenario-spezifisch und stehen
als Key-Value-Pairs zur Verfu¨gung.
Ebene: Konzeptuell
Die dritte und oberste Ebene repra¨sentiert das konzeptuelle emotionale Alignment. Auf
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Abbildung 5.4: Diese schematische Darstellung beschreibt die Datenverarbeitung im
mittleren Layer des Modells. Hier wird zuna¨chst die Emotion erkannt
und dient, zusammen mit dem Kontext, zur Auswahl eines Schema-
tas, danach wird die erkannte Emotion an die na¨chst ho¨here Ebene
propagiert.
dieser Ebene werden Emotionen eingesetzt, um eine Interaktion gezielt zu beeinflussen,
dies kann zu Gunsten des Roboter oder aber zu Gunsten des Menschen passieren.
Erkennung und Einbindung des Kontexts
Wie im letzten Kapitel bereits beschrieben muss der situativex Kontext fu¨r jede Inter-
aktion beru¨cksichtigt und eingebunden werden. Zum Kontext muss man alle Ereignisse
za¨hlen, die neben der eigentlich Interaktion stattfinden. Aber auch die Gegensta¨nde,
die sich in der unmittelbaren Na¨he befinden, geho¨ren zum Kontext und ko¨nnen die
Interaktion beeinflussen. So ko¨nnte zum Beispiel das unerwartete O¨ffnen einer Tu¨r die
Situation vera¨ndern, denn die Person, die die Tu¨r geo¨ffnet hat, wird plo¨tzlich ein Teil-
nehmer der Interaktion. Das wu¨rde zu einer vollkommen neuen Interaktion fu¨hren und
der Agent sollte darauf reagieren. Eine weitere Sto¨rung ko¨nnte ein Klingeln eines Tele-
fon oder der Tu¨rklingel sein.
Im Modell wird zwischen dem internen und externen Kontext unterschieden, im internen
Kontext wird eine Art Situationsmodell fu¨r den Roboter repra¨sentiert. Dies ist notwen-
dig, um zum Beispiel Erwartungen, die die aktuelle Situation betreffen, zu formulieren.
Darin enthalten sind aber auch Regeln fu¨r die aktuelle Aufgabe, wie zum Beispiel bei
der, spa¨ter pra¨sentierten, Evaluation die Regeln fu¨r das Spiel ”Wer bin ich?“. Im exter-
nen Kontext sind wiederum alle Informationen enthalten, die die Umgebung betreffen,
in der die Interaktion stattfindet. Dazu geho¨ren zum einen der aktuelle Interaktionspart-
ner, aber auch Personen, die nicht direkt beteiligt sind. Alle Gegensta¨nde, die aktuelle
Teil der Interaktion sind, geho¨ren genauso zum externen Kontext wie die Gegensta¨nde,
die sich im Umfeld befinden und so die Interaktion direkt oder indirekt beeinflussen
ko¨nnen.
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Die Erkennung und Evaluation des Kontextes ist in erster Linie abha¨ngig von der aktu-
ellen Aufgabe. Wenn wir zum Beispiel eine Interaktion zwischen Erza¨hler und Zuho¨rer
nehmen, so unterscheidet sich diese sehr stark, wenn eine Mutter ihrem Kind vorliest
oder wenn ein Roboter jemandem vorliest. In einer Interaktion mit dem Roboter kann
ein Grinsen einer lustigen Stelle der Geschichte gelten, aber auch genau so gut eine
Reaktion auf eine Emotion sein, die der Roboter zeigt. Also kann der Grund eines
Grinsens unterschiedlich sein, es kann eine gefu¨hlte Emotion sein, es kann aber auch
den gesehenen Gesichtsausdruck spiegeln.
In der Interaktion mit dem Kind freuen sich die Eltern mit dem Kind und grinsen es an,
wenn es eine schwierige Aufgabe lo¨st. Sie grinsen es aber auch an, wenn es die Aufgabe
nicht lo¨sen kann. Es kann sich also nicht nur der Grund fu¨r ein Grinsen unterscheiden,
auch die Nachricht, die ein Grinsen u¨bermittelt, mag unterschiedlich sein. Auf der einen
Seite zeigt es Freude und Stolz, auf anderen u¨bermittelt es eher ein aufbauendes und
ermutigendes Signal an das Kind [Barrett and Nelson-Goens, 1997].
Diese Beispiele verdeutlichen den großen Einfluss des Kontextes auf die Interaktion.
Daher haben die Kontextfaktoren auch einen Einfluss auf jede Ebene im Modell. Auf
diese Art hat der Kontext auch einen Einfluss auf die Entscheidung, welche Ebene die
Ausgabe generiert und so auch, auf welcher Ebene das emotionale Alignment stattfin-
det.
Interner emotionaler Zustand
Ein eigener emotionaler Zustand fu¨r einen Roboter kann unterschiedliche Aufgaben
haben und verschiedene Zwecke erfu¨llen. Dies kann beim Bestimmen von emotiona-
len Gesichtsausdru¨cken beginnen und beim Steuern des gesamten Verhalten enden. Im
dem vorstellten Modell hat der emotionale Zustand der Roboters in erste Linie zwei
Aufgaben. Er steuert das Aufmerksamkeitsverhalten des Roboters, solange sich dieser
in keiner Interaktion befindet. So soll er in der Lage, sein pro-aktiv eine Interaktion
mit einem Menschen aufzubauen. Eine zweite Aufgabe ist der direkte Einfluss auf die
oberste Ebene, auf das konzeptuelle emotionale Alignment.
Der Facial Feedback Theorie (FFH) zur Folge hat das Ausdru¨cken von Emotionen einen
Effekt auf den affektiven Zustand. So haben Strack et al. [Strack and Martin, 1988] in
einer Studie belegt, das Emotionen von Bewegungen der Gesichtsmuskulatur eingeleitet
und moduliert werden. Untersucht wird die FFH in erster Linie mit Hilfe eines fro¨hlichen
und eines a¨rgerlichen Gesichtsausdruckes [McCanne and Anderson, 1987];[Buck, 1980].
Man kann mit Hilfe von EMG die Aktivita¨t der beiden Muskeln ”Musculus risorius“und
”Zygomaticus major“fu¨r einen fro¨hlichen Gesichtsausdruck und die Aktivita¨t von ”Mus-
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culus corrugator supercilii“und ”Musculus orbicularis oris“fu¨r einen a¨rgerlichen Ge-
sichtsausdruck messen. So ist es mo¨glich, Emotionen zu erfassen die nicht ausgedru¨ckt
wurden und deren Effekt auf den emotionalen Zustand des Menschen zu untersuchen.
Diese Theorie wird durch eine Verbindung zwischen der Schnittstelle zum Roboter und
dem internen emotionalen Zustand des Roboters realisiert.
5.3 Komponenten des Systems
Das implementierte System besteht aus insgesamt fu¨nf Komponenten. Davon re-
pra¨sentieren drei Komponenten die Funktionalita¨t der unterschiedlichen Ebenen, eine
Komponente wird fu¨r die Verarbeitung der Eingabe-Signale beno¨tigt, die fu¨nfte Kompo-
nente ist unter anderem als Schnittstelle fu¨r den Roboter notwendig. Im den folgenden
Abschnitten werden die Bestandteile genauer erla¨utert.
5.3.1 Hauptkomponenten
Zu den Hauptkomponenten geho¨ren zwei Module. Das ist zum einen die EmotionMain
mit der GUI (siehe Abb. 5.5). In dieser Komponente wird bestimmt, auf welchen Spei-
cher verbunden wird. Hierbei ist vorgesehen, dass die Daten auf mehrere Systeme ver-
teilt sind, um so die ressourcenintensiven Berechnungen auf mehrere Stationen auf-
zuteilen. In der GUI hat man direkt Zugriff auf die Daten des 3D-Sensors und des
Facial-Feature-Trackers.
Die zweite Hauptkomponente ist der EmotionStrategySelector mit der GUI (siehe Abb.
5.6). Diese GUI stellt Funktionen bereit, die die Ausgabe und den Roboter betreffen. Da-
zu geho¨ren zum einen die berechnete Ausgabe der drei Ebenen, diese werden im linken
Teil der GUI eingeblendet. Des Weiteren hat man die Mo¨glichkeit, sich fu¨r eine von drei
unterschiedlichen Ausgabestrategien zu entscheiden. Das bedeutet, man kann festlegen,
wann welche Ebenen aktiv sind. Als Grundstrategie kann man sagen, dass, wenn nicht
anders gewa¨hlt, die Priorita¨t der Ebenen von unten nach oben zunimmt (Subsumtions-
Strategie). Das bedeutet, wenn die zweite (schematische) Ebene eine Ausgabe generiert
wu¨rde, diese die Ausgabe der ersten (automatischen) Ebene u¨berschreiben oder des-
sen Ausgabe inhibieren. Andererseits wu¨rde die Ausgabe der zweiten Ebene mit der
der dritten (strategischen) Ebene u¨berschrieben werden. Zu dieser Subsumtion-Strategy
ko¨nnen noch die Percentage Strategy, die OnOff-Strategy und die Time Strategy gewa¨hlt
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Abbildung 5.5: Diese Abbildung zeigt die Oberfla¨che der EmotionMain-Komponente.
Hier wird festgelegt, auf welchen Speicher zugegriffen und auf welche
Events geho¨rt wird. Zudem wird eingeblendet, ob und an welcher Posi-
tion ein potentieller Spieler erkannt wurde.
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Abbildung 5.6: Diese Abbildung zeigt den EmotionStrategySelector. U¨ber diese Kom-
ponente kann wa¨hrend der Laufzeit des Systems festgelegt werden, wel-
che Ebenen aktiv sind und wie die Ausgabe priorisiert wird. Ebenso
wird hier die Ausgabe der 3 Ebenen eingeblendet.
werden. Die Percentage Strategy arbeitet ganz a¨hnlich wie die Subsumtion-Strategy,
nur dass hier jeder Ebene u¨ber Schieberegler eine Priorita¨t zugewiesen wird. Mit der
OnOff-Strategy lassen sich gezielt einzelne Ebenen ein und ausschalten, dies dient in
erster Linie fu¨r Debugging-Zwecke, ist aber auch relevant, wenn in einem Szenario ge-
zielt einzelne Ebenen getestet werden sollen. Die Time-Strategy ermo¨glicht das Ein- und
Abschalten der einzelnen Ebenen nach einer bestimmten Zeit. So ist es beispielsweise
mo¨glich, das Mimicry nur in den ersten Minuten einer Interaktion aktiv ist, wa¨hrend
eine andere Ebene erst nach ein paar Minuten aktiv wird.
5.3.2 Komponente fu¨r automatisches Feedback
In der Komponente fu¨r automatisches Feedback und dessen GUI (siehe Abb. 5.7) kann
die Quelle fu¨r das automatische Feedback gewa¨hlt werden. In Abha¨ngigkeit von der
Auswahl werden unterschiedliche Verarbeitungsschritte notwendig. Der RMimic-Input
[Holthaus and Wachsmuth, 2013] arbeitet nicht mit diskreten Emotionen, vielmehr bil-
det er die Merkmale, die mit Hilfe einer Webcam im menschlichen Gesicht erkannt
werden, direkt auf die Aktuatoren des Roboters FLOBI ab. Fu¨r diesen Erkenner ist
die Reliabilita¨t daher nicht relevant. Der Shore-Input ho¨rt direkt auf Daten des Shore-
Erkenners [Ku¨blbeck and Ernst, 2006] und gibt alle Detektionen, die u¨ber der festgeleg-
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Abbildung 5.7: In dieser Abbildung ist das Benutzerinterface der ersten Ebene darge-
stellt. In dieser GUI wird ausgewa¨hlt, welche Quelle als Eingabe fu¨r das
System dient. Des Weiteren wird die Komponente hieru¨ber gestartet
und gestoppt.
ten Reliabilita¨t liegen, an den EmotionStrategySelector weiter. In der Option Emotion-
Main Input ho¨rt die Komponente nur noch auf den Input, der durch das EmotionMain-
Modul aufbereitet und geliefert wird. Auch hier werden nur Werte weitergegeben die
u¨ber einen festgelegten Wert der Reliabilita¨t liegen.
5.3.3 Komponente fu¨r schematisches Feedback
In der Komponente fu¨r das schematische Feedback und deren GUI (siehe Abb. 5.8)
wird die Quelle und die Art der Events festgelegt, auf die diese Komponente reagieren
soll. Zum einen gibt es hier die Option, auf andere Personen zu reagieren, dies geschieht
durch die Auswertung der Daten eines Kinect-Tiefensensors. Es ist aber auch mo¨glich,
auf weitere Events zu reagieren. Fu¨r die Evaluation des Systems wurde mit Hilfe dieser
Komponente die Reaktion auf Kontext-Events realisiert, darauf wird im Kapitel 6 noch
genauer eingegangen.
5.3.4 Komponente fu¨r strategisches Feedback
In der Komponente fu¨r das strategisches Feedback und dessen GUI wird festgelegt,
an welcher Stelle im Szenario gezielt Emotionen eingesetzt werden, um die Interaktion
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Abbildung 5.8: U¨ber dieses Benutzerinterface werden die Art der Kontext-Ereignisse
ausgewa¨hlt. So wird festgelegt, welche Ereignisse Einfluss auf die Be-
stimmung der schematischen Reaktion haben. Ebenfalls wird die Kom-
ponente u¨ber diese GUI gestartet und gestoppt.
bewusst zu beeinflussen. Diese Komponente reagiert wiederum auf Events, die durch das
Modul EmotionMain ausgelo¨st werden. Auf den Einsatz im Szenario wird im Kapitel 6
noch genauer eingegangen.
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Eine Evaluation ist fu¨r jede Art von System unerla¨sslich, ohne eine systematische
Evaluation kann nur schwer eine Aussage bezu¨glich der Nutzbarkeit getroffen werden.
Fu¨r ein System, das die soziale Interaktion mit einem Roboter verbessern soll, hat
die Evaluation eine ganz besonderen Stellenwert. Um die Nutzbarkeit zu garantieren,
wurde das System unter realistischen Bedingungen und mit naiven Nutzern getestet.
In diesem Kapitel wird erla¨utert, wie genau das System evaluiert wurde und wie das
Szenario fu¨r die Evaluation aufgebaut war.
6.1 Verfu¨gbare Roboter-Plattformen
Fu¨r die Evaluation des vorgestellten Modells ist die Wahl des Plattform, die dafu¨r
eingesetzt wird, von großer Bedeutung. Es standen drei unterschiedliche Roboter zur
Verfu¨gung. Im folgenden Abschnitt wird die Wahl des Roboters Flobi motiviert.
6.1.1 iCat
Bei der iCat (siehe Abbildung 6.1(a)) handelt es sich um einen 38 Centimeter hohen
Roboter mit einem katzena¨hnlichen Aussehen. Die iCat hat insgesamt 13 Motoren und
kann damit die folgenden Ko¨rperteile bewegen:
• 2 Motoren fu¨r die Augenbrauen, die Augenbrauen ko¨nnen um einen fixen Punkt
in ihrer Mitte, unabha¨ngig voneinander, gedreht werden.
• 2 Motoren fu¨r die Augenlider, es ko¨nnen jeweils die oberen Augenlider bewegt
werden. Damit ko¨nnen beide Augen unabha¨ngig voneinander geo¨ffnet oder ge-
schlossen werden.
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• 3 Motoren fu¨r die Augen, diese ko¨nnen horizontal und vertikal bewegt werden.
Auf der horizontalen Achse ko¨nnen sie unabha¨ngig voneinander bewegt werden,
auf der vertikalen Achse werden sie gemeinsam bewegt.
• 4 Motoren fu¨r die Lippen, beide Lippen haben an ihren Enden unabha¨ngige Mo-
toren, um sie auf und ab zu bewegen.
• 1 Motor fu¨r den Kopf, mit diesem Motor kann der Kopf eine Nick-Bewegung
ausfu¨hren.
• 1 Motor fu¨r den Ko¨rper, mit diesem Motor kann der Kopf nach links und rechts
gedreht werden.
Neben diesen Servo-Motoren hat die iCat noch LEDs und Touch-Sensoren in den
Ohren und auf den Pfoten. Zudem gibt es noch einen Lautsprecher zwischen den
Pfoten und eine Webcam in der Nase.
Durch diese hohe Anzahl an Aktuatoren und Sensoren ist die iCat in der Lage, Emotio-
nen ausdru¨cken. Diese basieren auf Ekmans Arbeiten [Ekman and Friesen, 2003] und
wurden in einer Studie von Bartneck und Kollegen evaluiert [Bartneck et al., 2004]. In
dieser wurden von den Teilnehmern starre Emotionen evaluiert, es wurde ermittelt,
dass Freude und Trauer mit je 90% am besten erkannt wurden. Ebenso wurden A¨rger
(80%), U¨berraschung (80%) und Angst (30%) evaluiert.
Diese Faktoren sprechen fu¨r den Einsatz einer iCat. Sie wird
auch fu¨r zahlreiche Studien in der Emotionsforschung eingesetzt (z.
B.[Leite et al., 2008];[Leite et al., 2012];[Grizard and Lisetti, 2006];[Pereira et al., 2008]).
Es gibt aber auch Faktoren, die gegen den Einsatz der iCat sprechen, zum einen,
dass ihre API fu¨r den Einsatz an Rechnern mit Microsoft Windows entwickelt wurde
und dass sie nicht mehr hergestellt und nur noch eingeschra¨nkt supported wird. Des
Weiteren ist das Aussehen der iCat an das einer Katze angelehnt.
6.1.2 Nao
Bei dem Roboter Nao (siehe Abbildung 6.1(c)) handelt es sich um einen humanoi-
den Roboter des franzo¨sischen Roboterherstellers Aldebaran Robotics. Nach seiner
Markteinfu¨hrung in 2006 hat er in 2007 den Sony Aibo als Plattform beim RoboCup
1Die iCat wurde von Philips entwickelt und produziert, Bild von http://www.hitech-projects.com/icat/
2Der Nao wurde von Aldebaran entwickelt, Bild von http://www.aldebaran.com/en/press/gallery/nao
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(a) iCat (b) Flobi (c) Nao
Abbildung 6.1: Die drei Roboter die fu¨r eine Evaluation des Modells zur Verfu¨gung
standen: 6.1(a) Die iCat 1, 6.1(b) Der Bielefelder Roboterkopf Flobi
und 6.1(c) Der humanoide Roboter Nao 2
abgelo¨st. Es werden verschiedene Versionen des Roboters hergestellt, diese unterschei-
den sich in der Anzahl der Freiheitsgrade und der verbauten Sensoren. Er ist ca. 58
cm groß und wiegt ca. 5kg. Es sind zwei CPUs verbaut, eine im Kopf und eine im
Torso. Als Sensoren verfu¨gt er u¨ber zwei HD-Kameras mit 30 Bildern/Sekunde, vier
Ultraschallsensoren, einen Tra¨gheitssensor und Drucksensoren in den Fu¨ßen. Die Ak-
kulaufzeit liegt je nach Benutzung zwischen 60 und 90min.
Neben dem Einsatz im RoboCup wird der Roboter auch fu¨r Studien in der
emotionalen Interaktion mit Robotern eingesetzt. Da er u¨ber keine vera¨nderbare
Mimik verfu¨gt, ist der Ausdruck von Emotionen nur u¨ber die Prosodie
in Sprache oder u¨ber Bewegungen des kompletten Ko¨rpers mo¨glich (z. B.
[Haring et al., 2011];[Monceaux et al., 2009];[Delaborde et al., 2009]). Fu¨r den Roboter
sprechen seine hohe Verfu¨gbarkeit sowie seine Robustheit. Zudem ist seine API fu¨r al-
le ga¨ngigen Plattformen verfu¨gbar. Seine mangelnde Mimik sowie die Geschwindigkeit
seiner Bewegungen sind, zumindest fu¨r den geplanten Einsatz, große Nachteile.
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Abbildung 6.2: U¨bersicht der fu¨nf emotionalen Gesichtsausdru¨cke von Barthoc Jr. (1)
und Flobi (2) (aus [Hegel et al., 2010])
6.1.3 Der humanoide Roboterkopf Flobi
Da menschliche, wie auch artifizielle Emotionen, die u¨ber unterschiedliche Modalita¨ten
ausgedru¨ckt werden, schnell falsch gedeutet werden, ist es wichtig, dass die Emotionen
an sich korrekt und eindeutig erkannt werden. Diese Anforderung wird durch unter-
schiedliche Roboter erfu¨llt. Bei dem Roboter Flobi handelt es sich um einen, an der
Universita¨t Bielefeld entwickelten, Roboterkopf. Der Roboter hat ein cartoon-a¨hnliches
A¨usseres und eine komplett geschlossene Maske. Alle sichtbaren und beweglichen Teile
des Roboters sind mit Magneten versehen und werden an Magnete auf der Innenseite
der Maske befestigt. Der Kopf hat insgesamt 16 Freiheitsgrade (DoF), diese verteilen
sich wie folgt, 3 fu¨r die Augen, 3 fu¨r den Nacken, 6 fu¨r den Mund, 4 fu¨r die Lider
und 2 fu¨r die Augenbrauen. Aufgrund des modularen Aufbaus kann das Aussehen des
Roboters schnell vera¨ndert werden, mit wenigen A¨nderungen wird aus dem ma¨nnlichen
Flobi ein weiblicher Roboter. Ebenso lassen sich die Farben der Augenbrauen, der
Haare und auch der Lippen vera¨ndern.
Sein Gesicht ist expressiv genug, um fu¨nf Basisemotionen (Freude, A¨rger, Angst, Trauer,
U¨berraschung) darzustellen, mit zwei weiteren roten LED hinter seinen Wangen kann
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Abbildung 6.3: U¨bersicht der Ergebnisse aus der Evaluation der Gesichtsausdru¨cke von
Barthoc Jr. (1) und Flobi (2) (aus [Hegel et al., 2010])
er zusa¨tzlich noch Scham darstellen. Diese Gesichtsausdru¨cke wurden in Hinblick auf
ihre Eindeutigkeit evaluiert und mit denen eines fru¨heren Roboters von der Universita¨t
Bielefeld verglichen. Die getesteten Ausdru¨cke sind in Abbildung 6.2 denen vom Roboter
Barthoc Jr. gegenu¨bergestellt.
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Abbildung 6.4: U¨bersicht der Ergebnisse aus der Evaluation der dynamischen Gesichts-
ausdru¨cke von Flobi
Wie die Ergebnisse in Abbildung 6.3 zeigen, werden fast alle Emotionen beim Roboter
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Flobi besser erkannt als bei Barthoc. Lediglich die Emotionen Angst und U¨berraschung
wurden bei beiden Robotern nicht eindeutig erkannt. Aufgrund der A¨hnlichkeit zwi-
schen den beiden Ausdru¨cken ist das jedoch ein ha¨ufiges beobachtbares Problem, wel-
ches nicht nur bei diesen Robotern auftaucht.
6.1.4 Wahl der Plattform
Fu¨r die Durchfu¨hrung der Evaluation stehen drei unterschiedliche Plattformen zur
Verfu¨gung. Die kurze Vorstellung der drei Roboter hat gezeigt, dass alle in der Lage
sind, Emotionen darzustellen und auch in diesem Kontext eingesetzt werden. Der Nao
Roboter scheidet fu¨r den geplanten Einsatz aus, da die Emotionen in erster Linie u¨ber
das Gesicht dargestellt werden sollen. Diese Voraussetzung erfu¨llt die iCat zwar, aber
die Unsicherheit, dass es sich um ein eingestelltes Produkt handelt und dass der Roboter
nur unter Microsoft Windows anzusteuern ist la¨sst ihn auch ausscheiden. Der Roboter
Flobi erfu¨llt fast alle Vorraussetzungen fu¨r den geplanten Einsatz. Allerdings sind bis-
her nur seine “statischen” Gesichtsausdru¨cke in Form von Fotos evaluiert worden. Im
folgenden Absatz wird die Evaluation dynamischer Gesichtsausdru¨cke diskutiert.
6.2 Evaluation der dynamischen Gesichtsausdru¨cke
Die Abschnitt 6.1.3 vorgestellte Evaluation hat bereits gezeigt, dass die, hier relevanten,
Gesichtsausdru¨cke von Flobi sehr gut erkannt werden. Allerdings waren in dieser Studie
nur Fotos von den Gesichtsausdru¨cken zu bewerten [Hegel et al., 2010]. Es bleibt also
die Frage, welchen Effekt hat die Dynamik einer Bewegung auf die Wahrnehmung des
Gesichtsausdruckes? Um diese Frage zu beantworten, wurden fu¨r jede Emotion Video-
sequenzen von jeweils 4 Sekunden La¨nge erstellt. Diese wurden am Bildschirm durch
Dru¨cken einer Taste bewertet. Jedes Video hatte den identischen Aufbau, es startet
mit einem neutralen Gesichtsausdruck, innerhalb einer Sekunde wird die Emotion an-
gefahren, diese wird zwei Sekunden gehalten und anschliessend wird innerhalb einer
Sekunde wieder der neutrale Ausdruck angefahren. In Abbildung 6.5 sind die geteste-
ten Gesichtsausdru¨cke abgebildet.
Die Studie wurde in Ra¨umen der Universita¨t Bielefeld durchgefu¨hrt. Die Teilnehmer
saßen an einem Rechner und haben dort ihre Auswahl u¨ber die Tasten 2, 4, 6, 8 und
0 auf dem Ziffernblock einer Tastatur getroffen, alle anderen Tasten wurden entfernt.
Oliver Damm
6.2. Evaluation der dynamischen Gesichtsausdru¨cke 79
(a) A¨rger (b) Angst (c) Freude
(d) Neutral (e) Trauer
Abbildung 6.5: Eine U¨bersicht u¨ber die emotionalen Gesichtsausdru¨cke des Roboter
Flobi. Die fu¨nf Gesichtsausdru¨cke wurden in Form von kurzen Videos
evaluiert.
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Insgesamt haben an der Studie 42 Personen (34w, 8m) teilgenommen, der Altersdurch-
schnitt lag bei 25,4 Jahren. Wie in Abbildung 6.4 zu sehen ist, wurde die Emotion
Freude, die in der statischen Kondition noch zu 83,3% korrekt erkannt wurde, in der
dynamischen Kondition nur noch in 48,7% der Fa¨lle korrekt erkannt. Scheinbar hat
die Bewegung fu¨r diese Emotion eine eher ablenkende oder verwirrende Wirkung. Eine
Abweichung zum positiven gibt es fu¨r den a¨ngstlichen Gesichtsausdruck, in der stati-
schen Evaluation konnten nur 33,5% der Teilnehmer einen traurigen Gesichtsausdruck
erkennen, bei dem Rating der dynamischen Ausdru¨cke liegt das Ergebnis bei 57,1%.
Keine großen Abweichungen gibt es hingegen bei Trauer (99,2% und 92,3%) und A¨rger
(81,2% und 87,5%), beide Emotionen werden in beiden Evaluationen gut bis sehr gut
erkannt.
6.3 Integration in ein Szenario
Eine gute Methode ein System, das auf die Mensch-Roboter Interaktion ausgerichtet
ist, zu evaluieren ist ein Szenario, in dem der Mensch ein Spiel mit oder gegen den
Roboter spielt. Die meisten Gesellschaftsspiele sind so komplex, dass Menschen eine
sinnvolle soziale Interaktion mit dem Roboter haben kann. Zudem sind Spiele durchaus
sinnvoll, da:
• Spiele helfen dabei, soziale Bindung zwischen den Spielern zu schaffen
• Spielregeln schaffen eindeutige Regeln fu¨r die mo¨gliche Interaktion
• Die meisten Menschen spielen gern und sind dadurch motiviert, sich zu engagieren
• Die Dauer der Interaktion kann durch die Wahl des Spiels leicht kontrolliert wer-
den.
• Im Rahmen der meisten Spiele ist die sprachliche Interaktion sehr begrenzt, so
werden Probleme mit Spracherkennung und Synthese begrenzt.
Durch die fest definierten Spielregeln la¨sst sich die Interaktion gut modellieren und
robust auf einem Computer umsetzen.
6.3.1 Das Spiel “Who Am I?”
Das Ziel bei dem Kinderspiel “Who Am I?”, oder “Wer bin ich?” ist es, zu erraten welche
Rolle der Gegenspieler angenommen hat. Zu Beginn des Spiels ziehen beide Spieler eine
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Karte, auf der jeweils ein Gesicht zu sehen ist. Die Spieler legen fest, wer mit dem Spiel
beginnt. Die Person, die anfa¨ngt, stellt eine Frage nach einem Merkmal des Gesichts
wie zum Beispiel: “Bist du weiblich?”. Der Spieler darf solange Frage stellen, wie der
Gegenspieler diese mit mit “Ja”
Spieler A 
stellt eine 
Frage
Spieler B 
stellt eine 
Frage
Antwort: Ja Antwort: Ja
Antwort: Nein
Lösen
Abbildung 6.6: Spielverlauf im implementieren Kinderspiel “Wer bin ich?”.
beantwortet, bei einem “Nein” ist der Gegenspieler an der Reihe. In der Abbildung 6.6
ist der Ablauf des Spiels skizziert. Nach jeder Frage kann der Spieler auf dem Spielbrett
die Personen, die er ausschliessen kann, umdrehen. Das Spiel endet, wenn einer der
beiden Spieler korrekt gelo¨st hat.
6.3.2 Technische Umsetzung des Szenarios
Um das implementierte Modell zu testen, ist ein gut geplantes Szenario von großer
Bedeutung. Das im Abschnitt 6.3.1 beschriebene Spiel erfu¨llt alle notwendigen Anfor-
derungen. Das Szenario muss ein eigensta¨ndiges System sein, aber dennoch eng mit
dem Emotionsmodul zusammenarbeiten. Zum einen muss das Spiel an jeder beliebigen
Stelle unterbrochen und fortgesetzt werden ko¨nnen, es muss nach jeder Transition den
aktuellen Spielzustand bereitstellen. Auf der anderen Seite muss das Emotionsmodul
auf die Informationen des Spiels reagieren. Dafu¨r muss der aktuelle Spielzustand kon-
tinuierlich ausgewertet werden.
Um das Spiel umzusetzen, wurde das Framework Pamini [Peltason and Wrede, 2010]
eingesetzt. Fu¨r die Modellierung von Dialogen in der HRI schla¨gt Pamini einen eigenen
Ansatz vor. Dieser basiert auf (1) einem Task-State-Protokoll, das ist eine feinko¨rnige
Schnittstelle zum Verarbeiten von komplexen Interaktionen und (2) das Konzept von
generischen Interaktionsmustern, die ein Rapid-Prototyping unterstu¨tzen und flexibel
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Start/Stop
Karte 
ziehen
Regeln
Wer 
startet?
Begrüßung
Flobi
Frage 
wählen
Antwort: 
falsch
Antwort: 
korrekt
Lösen 
möglich?
Mensch
Eingabe 
Merkmal
Lösen 
möglich?
Lösung 
korrekt?
Ergebnis
weitere 
Runde?
Ende
Antwort: 
korrekt
Antwort: 
falsch
<state id=„Greeting“>
<state id=„FlobiTurn“>
<state id=„DrawCard1“>
<state id=„Greeting“>
<state id=„ExplainRules“>
<state id=„HumanTurn“>
<state id=„FlobiChoose
QuestionAndSave“>
<state id=„HumanChooseQuestion“>
<state id=„Human
FalseAnswer“>
<state id=„HumanChooseToSolve“>
<state id=„Greeting“>
<state id=„Finish.PresentWinner“>
<state id=„Goodbye“>
<state id=„Exit“>
<state id=„Human
PositiveAnswer
Impulse“>
<state id=„FlobiKnowPerson“>
<state id=„Flobi
FalseAnswer“>
<state id=„Flobi
CorrectAnswer“>
Abbildung 6.7: Der State Chart, der das implementiere Szernario definiert.
Oliver Damm
6.3. Integration in ein Szenario 83
kombiniert werden ko¨nnen. Zum Modellieren der Interaktion setzt das Framework den
Standard SCXML [Barnett et al., 2007].
Die in Abbildung 6.7 dargestellte State-Machine wurde daher in SCXML u¨bersetzt und
mit Hilfe von Pamini ausgefu¨hrt. In den spitzen Klammern an den Zusta¨nden sind die
korrespondieren Zusta¨nde im Listing 8.1 aus dem Anhang. Nachfolgend werden ein paar
States und Events aus dem Aufbau na¨her betrachtet.
Listing 6.1: Dieser Transition-Event ist jedem Zustand zugeordnet.
1 <transition event="interrupt" cond="In(WaitSecondPerson)" target
="FlobiWaitQuestion"/>
Der Transition Event aus dem Listing 6.1 ist jedem Zustand der State-Machine zuge-
ordnet. So ist es mo¨glich, den Ablauf zu jedem beliebigen Zeitpunkt zu unterbrechen,
um auf Ereignisse ausserhalb der eigentlichen Interaktion zu reagieren.
Listing 6.2: Das Modell kann emotionale Impulse empfangen. Diese wirken sich auf den
emotionalen Zustand des Roboters aus.
1 <state id="HumanFalseAnswer">
2 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
3 <param name="impulse" expr="’+0.3’"/>
4 </invoke>
5 <transition target="FlobiTurn"/>
6 </state>
Im Modell ist auch ein intrapersonaler emotionaler Zustand modelliert. Zu die-
sem Zweck wurde die WASABI-Affekt-Simulation von Becker-Asano integriert
[Becker-Asano and Wachsmuth, 2010]. Dieser Simulation ko¨nnen positive oder negative
Emotionsimpulse gesendet werden. Ein Beispiel dafu¨r ist im Listing 6.2 zu sehen.
Listing 6.3: Der Transition Event wird ausgelo¨st, wenn eine zweite Person entdeckt
wird. So wird die aktuelle Interaktion unterbrochen und erst fortgesetzt,
wenn die Person das Sichtfeld verlassen hat.
1 <state id="LookingPerson">
2 <initial>
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3 <transition target="WaitSecondPerson"/>
4 </initial>
5 <state id="WaitSecondPerson">
6 <transition event="interrupt" target="FlobiSeeTwoPerson"/
>
7 </state>
8 <state id="FlobiSeeTwoPerson">
9 <transition event="interruptdone" target="
WaitSecondPerson"/>
10 </state>
11 </state>
Ein integraler Bestandteil des Modells ist die Integration von Kontext-Ereignissen das
bedeutet, dass der Roboter auf Ereignisse reagieren kann, die nicht unmittelbar Teil der
aktuellen Interaktion sind. Um dieses zu ermo¨glichen, muss auch der Dialog angepasst
sein. Im Listing 6.3 ist ein Beispiel zu sehen, wie dies im Dialog wa¨hrend der Evaluation
gelo¨st wurde.
Listing 6.4: Die Zusta¨nde, die fu¨r den strategischen Einsatz von Emotionen notwendig
waren.
1 <state id="HumanChooseQuestion1">
2 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
3 <param name="type" expr="’whoiam.userChooseQuestion’"/>
4 <param name="reply" expr="’’"/>
5 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
6 </invoke>
7 <transition event="notContinue" target="NotContinueChooser"/>
8 <transition event="strategic" target="HumanWaitForAnswer"/>
9 <transition event="interrupt" cond="IN(’WaitSecondPerson’)"
target="HumanChooseQuestionWait"/>
10 </state>
11 <state id="NotContinueChooser">
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12 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
13 <param name="type" expr="’whoiam.notcontinueChooser’"/>
14 <param name="reply" expr="’’"/>
15 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
16 </invoke>
17 <transition event="NotContinueChooser.invoke.done" cond="
_eventdata[’reply’] eq ’confirm_yes’" target="
HumanWaitForAnswer"/>
18 <transition event="NotContinueChooser.invoke.done" target="
HumanTurn"/>
19 <transition event="interrupt" cond="In(’WaitSecondPerson’)"
target="NotContinueChooserWait"/>
20 </state>
In der Evaluation sollte auch der Einfluss von strategischen Emotionen auf die Interak-
tion und die anschliessende Bewertung des Roboters untersucht werden. Im Listing 6.4
ist dies am Beispiel des Spiels dargestellt. In den Zeilen 7 und 8 sind die Events ”not-
Continue“und ”strategic“, u¨ber die das Emotionsmodul mit dem Dialog kommunizieren
und ein Event auslo¨sen kann.
6.3.3 Ablauf der Evaluation
Der Aufbau eines Durchgangs war schriftlich festgehalten und in jedem Durchgang iden-
tisch. Vor der Interaktion wurde vom Teilnehmer die Einversta¨ndniserkla¨rung gelesen
und die Einwilligung fu¨r die Benutzung der Daten im wissenschaftlichen Kontext aus-
gefu¨llt (siehe im Anhang Seiten 116 bis 117).
Im Anschluss fand die Interaktion mit dem Roboter statt. Entsprechend der Anwei-
sungen aus der Erkla¨rung, die jeder Proband bekommen hat, wurden mindestens drei
Spiele gespielt. Es wurde jedem Teilnehmer u¨berlassen, im Anschluss weiter zu spielen.
Alle Spiele sowie deren Ausgang sind spa¨ter in die Auswertung eingeflossen.
Im Anschluss an die Interaktion mit dem Roboter bekamen die Probanden einen Satz
Fragebo¨gen zum Ausfu¨llen und Ankreuzen. Zu diesen Fragebo¨gen za¨hlten:
• IRI oder SPF, die deutsche U¨bersetzung des Interpersonal Reactivity Index ist
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einer der am ha¨ufigsten in der Praxis eingesetzte Fragebogen zur Messung von
Empathie. Die wenigen deutschen U¨bersetzungen weisen allerdings a¨hnliche test-
theoretischen Schwa¨chen auf wie das Original, bei der eingesetzten Version handelt
es sich um eine mehrfach u¨berarbeitete Version, die gute Kennwerte in den Berei-
chen der Reliabilita¨t, der Validita¨t und der Itemtrennscha¨rfe aufweist (siehe im
Anhang Seiten 118 bis 119).
• TAS20, die Toronto Alexithymie Skala. Dabei handelt es sich um einen psycho-
logischen Perso¨nlichkeitstest zur Erfassung der Alexithymie, also die Unfa¨higkeit,
emotionale Bedu¨rfnisse wahrzunehmen und auszudru¨cken. Der Test wurde von
Bagby et al. [Bagby et al., 1994] entwickelt und 2001 in das Deutsche u¨bersetzt
(siehe im Anhang Seiten 120 bis 121).
• NARS, die Negative Attitude Towards Robots Scale wurde zur Messung der Hal-
tung zu gegenu¨ber sozialen und kommunikativen Robotern im ta¨glichen Leben
entwickelt [Nomura et al., 2006]. Die interne Konsistenz und faktorielle Validita¨t
des Tests wurde durch Nomura et al. besta¨tigt [Nomura et al., 2004] (siehe im
Anhang Seiten 122 bis 123).
• Fragebogen zum Roboter Flobi, dieser Fragebogen wurde im Rahmen vom C2
Projekt des Sonderforschungsbereichs 673 entwickelt und mehrfach eingesetzt. In
diesem Fragebogen werden Eigenschaften des Roboters abgefragt. Dazu geho¨ren
Fragen zu seinem A¨ußeren, aber auch Fragen, die seine Intelligenz und sein emo-
tionales Verhalten abfragen (siehe im Anhang Seiten 124 bis 125).
• Der letzte Fragebogen besteht aus insgesamt 115 Items, die Eigenschaften des
Roboters aus der psychologischen Sicht abfragen. Dazu geho¨rt ein Set an Fragen
zum Empfinden von prima¨ren und sekunda¨ren Emotionen oder Fragen zu den
Fa¨higkeiten und mo¨glichen Einsatzgebieten des Roboters. Aber auch das Design
des Roboters wird in diesem Fragebogen bewertet.
6.3.4 Emotionales Feedback des Roboters
Das Design der Studie hat insgesamt vier Konditionen und eine Durchfu¨hrung
Between-subjects vorgesehen. Die vier Konditionen haben sich in erster Linie im
Einsatz der drei Ebenen und damit auch in der Reaktivita¨t des Robots unterschieden.
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(a) Dieses Foto zeigt eine Rekonstruktion des Ver-
suchsaufbaus. Die Teilnehmer saßen dem Roboter
gegenu¨ber und hatte so die ganze Zeit Blickkontakt
zu ihm.
Benutzer
HD Kamera
HD Kamera
Flobi
Monitor
(b) Die Skizze zeigt den Versuchsaufbau, so wie er
zur Durchfu¨hrung er Studie aufgebaut war.
Abbildung 6.8: Der Aufbau, wie er zur Durchfu¨hrung der Studie angeordnet war. Zur
Illustration als Foto und als Skizze mit eingezeichneten Sensoren.
Kondition I Der Roboter setzt wa¨hrend des Spielens keine Emotionen ein. Der Spieler
wird nicht imitiert. Der Roboter reagiert nicht auf die Person, die hereinkommt und
vermeidlich etwas an der Kamera einstellt.
Kondition II Der Roboter setzt wa¨hrend des Spielens keine Emotionen ein. Die Ge-
sichtsausdru¨cke der Spieler werden wa¨hrend der gesamten Interaktion imitiert. Der Ro-
boter reagiert nicht auf die Person, die hereinkommt und vermeidlich etwas an der
Kamera einstellt.
Kondition III Der Roboter setzt wa¨hrend des Spielens gezielt Emotionen ein, um so
gegebenenfalls zu verhindern, dass er verliert. Die Gesichtsausdru¨cke der Spieler werden
wa¨hrend der gesamten Interaktion imitiert, dieser Output kann jedoch vom gezielten
Einsatz der Emotion u¨berschrieben werden. Der Roboter reagiert nicht auf die Person,
die hereinkommt und vermeidlich etwas an der Kamera einstellt.
Kondition IV Der Roboter setzt wa¨hrend des Spielens gezielt Emotionen ein, um so
gegebenenfalls zu verhindern, dass er verliert. Die Gesichtsausdru¨cke der Spieler wer-
den wa¨hrend der gesamten Interaktion imitiert, dieser Output kann jedoch vom gezielten
Einsatz der Emotion u¨berschrieben werden. Der Roboter begru¨sst die Person die her-
ein kommt und vermeidlich etwas an der Kamera einstellt. Die zweite Person, die die
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Interaktion sto¨rt, bittet er mit einer ernsten Stimme und einem vera¨rgerten Gesichts-
ausdruck, nicht weiter zu sto¨ren.
Bei der Studie hat es sich in erster Linie um einer explorative Studie. Sie wurde so
aufgebaut, dass die einzelnen Ebenen des Modells auf ihren Einfluss hinsichtlich der
Interaktion untersucht werden konnten. Daher wurden im Vorfeld schon folgende drei
Hypothesen aufgestellt:
Hypothese 1 Mit der Kondition in der nur das automatische emotionale Alignment
simuliert wird ko¨nnen Ergebnisse aus Studien die Effekte von Mimicry untersuchen
repliziert werden.
Hypothese 2 Der Roboter wird positiver und interaktiver bewertet, wenn er Emo-
tionen zeigt. Dabei sollten sich Unterschiede zwischen den Konditionen aufzeigen,
insbesondere dann, wenn der Roboter eine Emotion ausdru¨ckt, um die Interaktion zu
beeinflussen.
Hypothese 3 Die Probanden spielen freiwillig weitere Runden des Spiels, wenn der
Roboter Emotionen zeigt. Alle Teilnehmer wurden mittels Handout, das vor Beginn
der Interaktion ausgegeben wurde, gebeten, mindestens drei Spiele zu machen. Ein
Weiterspielen daru¨ber hinaus war freigestellt.
6.4 Ergebnisse der Evaluation
Die Evaluation des System wurde im Zeitraum April - Mai 2014 im intelligenten Appar-
tement des CITEC Geba¨ude an der Universita¨t Bielefeld durchgefu¨hrt. Da das System
eine Einbindung des Kontexts vorsieht, wa¨re eine Evaluation unter Laborbedingungen
nicht optimal gewesen. Das Appartement bietet fu¨r die Durchfu¨hrung von Interaktions-
studien perfekte Voraussetzungen. Es handelt sich dabei um eine komplett eingerichtete
Wohnung mit Wohnzimmer, Ku¨che und Badezimmer. Direkt angeschlossen ist ein Tech-
nikraum zur U¨berwachung des Ablaufs. Die Ergebnisse der durchgefu¨hrten Evaluation
lassen sich in zwei Teile trennen. Zum einen jene, die Wahrnehmung des Roboter be-
schreiben, des Weiteren die Daten, die das Verhalten des Roboters beurteilen.
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(a) Schritt 1: Der Roboter schaut wa¨hrend der ge-
samten Interaktion den Teilnehmer an.
(b) Schritt 2: Wenn eine strategische Emotion aus-
gelo¨st wird, schaut der Roboter runter auf das
Spielfeld.
(c) Schritt 3: Der Roboter vera¨ndert seinen neutra-
len Gesichtsausdruck zu einem traurigen Ausdruck.
(d) Schritt 4: Der Roboter schaut den Teilnehmer
mit dem traurigen Gesichtsausdruck an und fragt:
Bist du sicher, dass du das fragen mo¨chtest?
Abbildung 6.9: Der Ablauf beim strategischen Einsatz einer Emotion. Sobald eine stra-
tegische Emotion ausgelo¨st wird, wird die oben abgebildete Reaktion
ausgelo¨st.
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Kondition 1 Kondition 2 Kondition 3 Kondition 4
Alter 24,39 23,90 25,60 24,89
Frauen 10 14 14 8
Ma¨nner 8 6 6 11
Anzahl Spiele 59 80 98 63
Tabelle 6.1: In dieser Tabelle sind die demographischen Daten der Teilnehmer
aufgelistet.
6.4.1 Statistische Auswertungsverfahren
Zur Pru¨fung der Hypothesen wurde mit Hilfe von SPSS 22 fu¨r MAC und Microsoft Ex-
cel 2011 die folgenden statischen Tests durchgefu¨hrt. Um den Einfluss der Konditionen
(Kondition 1: Kontrollkondition ohne emotionales Feedback; Kondition 2: Emotionales
Feedback in Form von Facial Mimicry; Kondition 3: Emotionales Feedback in Form
von Facial Mimicry und strategischen Emotionen; Kondition 4: Emotionales Feedback
in Form von Facial Mimicry, Reaktionen auf Events, die neben der Hauptinteraktion
auftreten und der Einsatz von strategischen Emotionen) auf die Beurteilung der
Skalen zu testen, wurde fu¨r die Items einer Skala eine einfaktorielle Varianzanalyse
(ANOVA) durchgefu¨hrt. Anschliessend wurden gepaarte T-Tests durchgefu¨hrt, um
die Unterschiede auf Itemebene zwischen den einzelnen Konditionen im Vergleich zur
Kontrollkondition auszuwerten. Das Alpha-Fehlerniveau wurde bei dem zweiseitigen
Test auf p = .05 festgelegt.
Im Folgenden werden die Ergebnisse der ANOVAs und T-Tests fu¨r die Items einzelnen
Skalen berichtet.
6.4.2 Teilnehmer
An der Studie haben insgesamt 85 Personen teilgenommen. Von den Teilnehmer mussten
insgesamt 8 Personen aufgrund unvollsta¨ndiger Datensa¨tze ausgeschlossen werden. Die
Probanden wurden fu¨r die Teilnahme an der Studie bezahlt.
Wie aus der Tabelle 6.1 ersichtlich, verteilen sich die Teilnehmer der Studie gleichma¨ßig
auf die vier Konditionen. Beim Studiendesign handelt es sich um ein between-subjects-
design, jeder Teilnehmer hat nur eine Kondition gesehen. Zwischen den Teilnehmer gab
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es weder im Alter noch im Geschlecht einen signifikanten Unterschied (Pearson-Chi-
Quadrat = 6.201).
6.4.3 Ergebnisse in Bezug auf die Wahrnehmung des Roboter
Im folgenden Abschnitt werden die Daten beschrieben, die das Aussehen und die Wahr-
nehmung des Roboters betreffen.
Abbildung 6.10: In diesem Diagramm Ergebnisse bezu¨glich der gefu¨hlten A¨hnlichkeit
zwischen den Teilnehmern und dem Roboter.
A¨hnlichkeit
In Abbildung 6.10 sind Ergebnisse bezu¨glich der A¨hnlichkeit zwischen den Teilneh-
mern und dem Roboter, aufgeteilt auf die vier Konditionen, dargestellt. Fu¨r diese
Skala ergaben sich signifikante Unterschiede bei mehreren Items. Die Teilnehmer der
vier Kondition beurteilten das Item sehr nah unterschiedlich [F(3, 74) = 1.09, p =
.359], die Teilnehmer der 3. Kondition gaben fu¨r dieses Item einen ho¨heren Wert an
[M=2.55, SD=.61] als die in der 1. Kondition [M=2.06, SD=.87;t(36)=-2.05, p =
.048].
Die Teilnehmer der Kondition beurteilten auch das Item zusammenleben unterschied-
lich [F(3, 74) = 3.91, p = .012], die Teilnehmer der 3. Kondition gaben fu¨r dieses
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Item einen ho¨heren Wert an [M=2.70, SD=1.21] als die in der 1. Kondition [M=1.83,
SD=.99;t(36)=-2.39, p = .022].
Abbildung 6.11: Das Diagramm zeigt die Ergebnisse bezu¨glich der A¨hnlichkeit zwischen
Menschen und Flobi.
Anthropomorphismus
In Abbildung 6.11 sind Ergebnisse bezu¨glich des Anthropomorphismus, aufgeteilt auf
die vier Konditionen, dargestellt. Fu¨r die Skala Anthropomorphismus ergaben
sich signifikante Unterschiede. Die Teilnehmer der vier Kondition beurteilten das
Item elegante Bewegungen signifikant unterschiedlich [F(3, 76) = 1.57, p = .205], die
Teilnehmer der 2. Kondition gaben fu¨r dieses Item einen ho¨heren Wert an [M=2.74,
SD=1.09] als die in der 1. Kondition [M=2.0, SD=.91;t(35)=-2.22, p = .033].
Eine weitere Tendenz ist bei dem Item hat ein Bewusstsein zu erkennen. Die Teilnehmer
der vier Kondition beurteilten das Item tendenziell unterschiedlich [F(3, 76) = 1.48, p
= .295], die Teilnehmer der 2. Kondition gaben fu¨r dieses Item einen ho¨heren Wert an
[M=2.68s, SD=.95] als die in der 1. Kondition [M=2.06, SD=1.16;t(35)=-1.81, p =
.079].
Belebtheit
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Abbildung 6.12: In diesem Diagramm sind die Bewertungen im Bezug auf die Leben-
digkeit des Roboters dargestellt.
In Abbildung 6.12 sind Ergebnisse bezu¨glich der Belebtheit des Roboters dargestellt.
Zu dieser Kategorie za¨hlen Faktoren, die die Interaktion mit dem Roboter betreffen,
wie seine Interaktivita¨t und Reaktivita¨t. Fu¨r diese Skala ergaben sich signifikante
Unterschiede bei mehreren Items. Die Teilnehmer der vier Kondition beurteilten
das Item lebend unterschiedlich [F(3, 74) = 2.61, p = .058], die Teilnehmer der 2.
Kondition gaben fu¨r dieses Item einen ho¨heren Wert an [M=3.74, SD=.93] als die in
der 1. Kondition [M=3.06, SD=.99;t(35)=-2.25, p = .039].
Die Teilnehmer der vier Kondition beurteilten ebenfalls das Item lebhaft unterschiedlich
[F(3, 74) = 3.4, p = .022], die Teilnehmer der 2. Kondition gaben fu¨r dieses Item
einen ho¨heren Wert an [M=3.63, SD=.76] als die in der 1. Kondition [M=2.72,
SD=.83;t(35)=-3.49, p = .001]. Auch die Teilnehmer in der 4. Kondition bewerteten
dieses Item tendenziell besser [M=3.30, SD=1.13;t(36)=-1.78, p = .083].
Ein weiterer signifikanter Unterschied ergab sich fu¨r das Item interaktiv. Die Teilnehmer
beurteilten dieses Item unterschiedlich [F(3, 74) = 2.28, p = .086], die Teilnehmer der
3. Kondition gaben fu¨r das Item interaktiv einen ho¨heren Wert an [M=4.15, SD=.67]
als die in der 1. Kondition [M=3.50, SD=1.04;t(36)=-2.31, p = .027].
Die Teilnehmer beurteilten auch das Item reagierend unterschiedlich [F(3, 74) = 2.07,
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p = .111], die Teilnehmer der 3. Kondition gaben fu¨r dieses Item einen ho¨heren Wert
an [M=4.2, SD=.70] als die in der 1. Kondition [M=3.56, SD=.92;t(36)=-2.45, p =
.019].
Abbildung 6.13: Das Diagramm zeigt Einscha¨tzung, wie liebenswu¨rdig der Roboter
wahrgenommen wird.
Liebenswu¨rdigkeit
In der letzten Abbildung dieses Abschnitts 6.13 sind Ergebnisse bezu¨glich der Lie-
benswu¨rdigkeit des Roboter eingezeichnet. Fu¨r diese Skala ergaben sich signifikante
Unterschiede bei mehreren Items. Die Teilnehmer der vier Kondition beurteilten das
Item angenehm unterschiedlich [F(3, 74) = 1.93, p = .132], die Teilnehmer der 2. Kon-
dition gaben fu¨r dieses Item einen ho¨heren Wert an [M=4.21, SD=.92] als die in der 1.
Kondition [M=3.56, SD=.92;t(35)=-2.17, p = .037].
Die Teilnehmer der vier Kondition beurteilten ebenfalls das Item sympathisch unter-
schiedlich [F(3, 74) = 1.58, p = .201], die Teilnehmer der 2. Kondition gaben fu¨r dieses
Item einen ho¨heren Wert an [M=4.30, SD=.65] als die in der 1. Kondition [M=3.67,
SD=.97;t(35)=-2.21, p = .034].
Auch das Item mag ich leiden haben die Teilnehmer der vier Kondition unterschiedlich
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beurteilt [F(3, 74) = 1.75, p = .163], die Teilnehmer der 2. Kondition gaben fu¨r dieses
Item einen ho¨heren Wert an [M=4.30, SD=.64] als die in der 1. Kondition [M=3.61,
SD=.92;t(35)=-2.50, p = .017].
6.4.4 Ergebnisse in Bezug auf das Verhalten des Roboter
Neben dem Aussehen und den Bewegungen, die der Roboter macht, wurden auch die
Emotionen, insbesondere deren Art und Anzahl evaluiert. Aber auch die empfunde-
ne Intelligenz des Roboters wurde abgefragt. Die folgenden Diagramme erla¨utern die
Ergebnisse.
Abbildung 6.14: In diesem Diagramm sind die Ergebnisse bezu¨glich der Emotionen, die
der Roboter ausgedru¨ckt hat, dargestellt.
Emotionen
In Abbildung 6.14 sind Ergebnisse bezu¨glich der Emotionen, die der Roboter wa¨hrend
der Interaktion ausgedru¨ckt hat, dargestellt. Fu¨r die Skala Emotionen ergaben sich
signifikante Unterschiede bei mehreren Items. Die Teilnehmer der vier Kondition
beurteilten das Item Wenig Emotion ausgedru¨ckt/Sehr viel Emotion ausgedru¨ckt
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unterschiedlich [F(3, 74) = 3.04, p = .058], die Teilnehmer der 2. Kondition gaben
fu¨r das Item viel wissend einen ho¨heren Wert an [M=2.84, SD=.1.07] als die in der
1. Kondition [M=2.11, SD=1.02;t(36)=-2.12, p = .041]. Ebenso gaben die Teilnehmer
der 3. Kondition einen ho¨heren Wert an [M=2.85, SD=.1.04;t(36)=-2.20, p = .034].
Auch die Teilnehmer der 4. Kondition gaben einen ho¨heren Wert an [M=2.95,
SD=1.09;t(36)=-2.42, p = .020]
Abbildung 6.15: In diesem Diagramm ist die Einscha¨tzung, wie intelligent, der Roboter
wirkt dargestellt.
Empfundene Intelligenz
In Abbildung 6.15 sind die Ratings in Bezug auf die Intelligenz des Roboters einge-
tragen. Fu¨r die Skala Intelligenz ergaben sich signifikante Unterschiede bei mehre-
ren Items. Die Teilnehmer der vier Kondition beurteilten das Item viel wissend unter-
schiedlich [F(3, 74) = 3.7, p = .015], die Teilnehmer der 4. Kondition gaben fu¨r dieses
Item einen ho¨heren Wert an [M=3.70, SD=.87] als die in der 1. Kondition [M=3.00,
SD=.97;t(36)=-2.35, p = .024]. Ebenfalls gaben die Teilnehmer der 3. Kondition fu¨r das
Item viel wissend einen ho¨heren Wert an [M=3.85, SD=.75 als die in der 1. Kondition
[M=3.00, SD=.97;t(36)=-3.05, p = .004].
Die Teilnehmer der vier Kondition beurteilten das Item Intelligent unterschiedlich [F(3,
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74) = 5.9, p = .001], die Teilnehmer der 3. Kondition gaben fu¨r dieses Item einen ho¨heren
Wert an [M=4.30, SD=.57] als die in der 1. Kondition [M=3.33, SD=.97;t(36)=-3.79,
p = .001].
Abbildung 6.16: In diesem Diagramm ist die Einscha¨tzung bezu¨glich der Aufgaben,
welche der Roboter u¨bernehmen ko¨nnte, dargestellt.
Aufgaben
In Abbildung 6.16 sind Ergebnisse bezu¨glich der Aufgaben, die der Roboter nach
Meinung der Teilnehmer ausfu¨hren ko¨nnte. Fu¨r die Skala Aufgaben ergaben sich
signifikante Unterschiede bei mehreren Items. Die Teilnehmer der vier Kondition
beurteilten das Item Botendienste (z.B. Post aufgeben, Zeitung holen) unterschiedlich
[F(3, 74) = 3.5, p = .020], die Teilnehmer der 4. Kondition gaben fu¨r dieses Item
einen ho¨heren Wert an [M=4.0, SD=1.03] als die in der 1. Kondition [M=2.94,
SD=1.43;t(36)=-2.63, p = .012].
Die Teilnehmer der vier Kondition beurteilten das Item Butler im Haus unterschiedlich
[F(3, 74) = 2.33, p = .082], die Teilnehmer der 2. Kondition gaben fu¨r dieses Item
einen ho¨heren Wert an [M=3.20, SD=1.15] als die in der 1. Kondition [M=2.39,
SD=1.24;t(36)=-2.09, p = .044]. Ebenso gaben die Teilnehmer der 3. Kondition
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einen ho¨heren Wert an [M=3.4, SD=1.31;t(36)=-2.43, p = .020]. Die Teilnehmer der
vier Konditionen beurteilten das Item Wachdienst (z.B. in o¨ffentlichen Geba¨uden)
unterschiedlich [F(3, 74) = 3.1, p = .033], die Teilnehmer der 3. Kondition gaben fu¨r
dieses Item einen tendenziell ho¨heren Wert an [M=3.50, SD=1.28] als die in der 1.
Kondition [M=2.72, SD=1.45;t(36)=-1.76, p = .087].
Die Teilnehmer der vier Konditionen beurteilten das Item Soziales Spielen mit Kindern
im Kindergarten unterschiedlich [F(3, 74) = 3.3, p = .063], die Teilnehmer der 3.
Kondition gaben fu¨r dieses Item einen ho¨heren Wert an [M=2.65, SD=1.38] als die in
der 1. Kondition [M=1.78, SD=1.06;t(36)=-2.16, p = .038].
Die Teilnehmer der vier Konditionen beurteilten das Item Schachspieler unterschiedlich
[F(3, 74) = 2.74, p = .006], die Teilnehmer der 3. Kondition gaben fu¨r dieses Item
einen ho¨heren Wert an [M=4.60, SD=.503] als die in der 1. Kondition [M=3.94,
SD=1.21;t(36)=-2.22, p = .033]. Ebenso gaben die Teilnehmer der 4. Kondition einen
ho¨heren Wert an [M=4.85, SD=.37;t(36)=-3.19, p = .003].
Die Teilnehmer der vier Konditionen beurteilten das Item Abfall beseitigen unter-
schiedlich [F(3, 74) = 3.42, p = .021], wie in der Abbildung zu erkennen ist gaben
die Teilnehmer der 4. Kondition fu¨r dieses Item einen ho¨heren Wert an [M=4.30,
SD=1.40] als die in der 1. Kondition [M=2.94, SD=1.17;t(36)=-3.81, p = .001].
Die Teilnehmer der vier Konditionen beurteilten das Item Seelischer Beistand unter-
schiedlich [F(3, 74) = 2.77, p = .098], die Teilnehmer der 3. Kondition gaben fu¨r dieses
Item einen ho¨heren Wert an [M=2.60, SD=1.57] als die in der 1. Kondition [M=1.56,
SD=.92;t(36)=-2.47, p = .019].
6.4.5 Ergebnisse in Bezug auf die Interaktion
In Abbildung 6.17(a) sind die Ergebnisse bezu¨glich der Anzahl der Spiele dargestellt.
Fu¨r die Skala Anzahl der Spiele ergaben sich signifikante Unterschiede zwischen den
Konditionen. Die Teilnehmer der vier Konditionen haben unterschiedlich oft gespielt
[F(3, 75) = 4.0, p = .011], die Teilnehmer der 2. Kondition haben signifikant mehr Spiele
gespielt [M=3.81, SD=1.25] als die in der 1. Kondition [M=3.11, SD=.32;t(38)=-2.39,
p = .004]. Ebenso gaben die Teilnehmer der 3. Kondition ha¨ufiger gespielt [M=4.90,
SD=3.13;t(37)=-2.49, p = .004].
In Abbildung 6.17(b) sind die Ergebnisse bezu¨glich der Spielausga¨nge dargestellt. Fu¨r
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(a) U¨bersicht u¨ber die Anzahl der Spiele u¨ber die
Konditionen
(b) U¨bersicht u¨ber die Anzahl der gewonnenen
Spiele u¨ber die Konditionen
Abbildung 6.17: Die Ergebnisse bezu¨glich der Anzahl der Spiele und deren Ausgang.
die Skala Ausgang der Spiele ergaben sich Unterschiede zwischen den Konditionen.
Die Teilnehmer haben unterschiedlich ha¨ufig gewonnen [F(3, 75) = 3.39, p = .022], die
Teilnehmer der 2. Kondition haben signifikant ha¨ufiger gewonnen [M=2.48, SD=1.36]
als die in der 1. Kondition [M=1.63, SD=.90;t(38)=-2.29, p = .028]. Ebenso haben die
Teilnehmer der 3. Kondition signifikant ha¨ufiger gewonnen [M=3.05, SD=2.42;t(37)=-
2.39, p = .022].
6.4.6 Diskussion der Evaluation
In Abbildung 6.10 sind Ergebnisse bezu¨glich der A¨hnlichkeit zwischen den Teilnehmern
und dem Roboter, aufgeteilt auf die vier Konditionen, dargestellt. In diesem Diagramm
fallen mehrere Ergebnisse direkt ins Auge. Interessant ist gleich der Wert fu¨r a¨hnlich in
der 2. Kondition. Scheinbar fu¨hrt der Einsatz von Facial Mimicry zu einer Verringerung
der empfundenen A¨hnlichkeit zum Roboter. Dieser Wert widerspricht der vorherigen
Annahme, zu erwarten wa¨re hier ein Anstieg. Dieser stellt sich in der 3. Kondition ein,
hier liegt der Wert wieder knapp u¨ber dem der Kontrollkondition.
Ein weiterer deutlicher Anstieg ist bei der empfundenen Na¨he zum Roboter zu sehen.
Wa¨hrend hier ein leichter Anstieg der empfundenen Na¨he von der 1. bis zu 4. Kondition
zu erkennen ist, steigt der Wert in der 3. Kondition signifikant an. In dieser Kondition
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hat der Roboter nicht nur Mimicry gemacht, sondern auch Emotionen eingesetzt,
um den Spielverlauf zu seinen Gunsten zu beeinflussen. Intuitiv liegt die Vermutung
nahe, dass sich dies negativ auf die Bewertung auswirkt, doch der Anstieg in der
empfundenen Na¨he zum Menschen la¨sst darauf schliessen, dass dies den Roboter
natu¨rlicher und in seinem Verhalten vielleicht auch menschlicher erscheinen la¨sst.
Die na¨chste Auffa¨lligkeit findet sich in der Skala, in der gefragt wurde, ob der Proband
mit dem Roboter einmal perso¨nlich reden mo¨chte. Wa¨hrend die Bewertung in der
1. Kondition, ohne jegliche Emotionen, bei gerade mal 2 liegt, steigt sie in allen
anderen Konditionen stark an und liegt in der 3. Kondition, mit im Schnitt 3.45, fast
doppelt so hoch. Scheinbar wird der Roboter, auch durch den strategischen Einsatz
von Emotionen, als kommunikativer wahrgenommen und erweckt den Eindruck, als
ko¨nne man mit ihm auf eine natu¨rliche Art interagieren und sprechen oder spielen.
Aber auch schon die 2. Kondition, in der er nur Facial Mimicry macht, wird schon
deutlich besser bewertet als die neutrale Kontrollkondition. Interessanterweise fa¨llt der
Wert in der 4. Kondition unter den der 3. Kondition, und das, obwohl der Roboter in
dieser Kondition mehr gesprochen hat und die Personen, die wa¨hrend der Interaktion
den Raum betreten haben, ebenfalls angesprochen hat. Aber wahrscheinlich war auch
genau das der Grund fu¨r den marginalen Abfall, es mag nicht eindeutig gewesen sein,
warum sich der Roboter in dieser Situation vom Probanden abwendet und mit einer
anderen Person spricht.
Die beiden folgenden Items sind in allen Konditionen sehr niedrig bewertet, ein
solches Ergebnis war fu¨r die Fragen nach Gemeinsamkeiten mit dem Roboter und
ob man mit dem Roboter auf einer Wellenla¨nge liegt, auch zu erwarten gewesen.
Interessant ist dennoch der Anstieg bei der Frage nach den Gemeinsamkeiten. Die
Gruppe aus der Kontrollbedingung hat am wenigsten Gemeinsamkeiten zwischen
ihnen und dem Roboter gesehen, der ho¨chste Wert ist auch hier wieder in der 3.
Kondition zu finden. Das la¨sst vermuten, dass es einen Zusammenhang zwischen der
gefu¨hlten Na¨he zum Roboter und dem subjektiven Empfinden von Gemeinsamkeiten
gibt. Dieser ist bei der Frage nach einer gemeinsamen Wellenla¨nge jedoch nicht zu sehen.
Das letzte Item in dieser Skala birgt sogleich auch den spannensten Effekt. Die
Frage nach einem Zusammenleben mit dem Roboter wird nur von der Gruppe der
3. Kondition u¨berdurchschnittlich ha¨ufig mit ja bzw. eher ja beantwortet. An dieser
Stelle wa¨re es wichtig zu wissen, was ein Zusammenleben fu¨r die Probanden, die
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sich das vorstellen ko¨nnen, bedeutet. Wu¨rden sie gern mit ihm zusammen wohnen,
weil es Spass macht, gegen ihn zu spielen, oder sprechen sie ihm, basierend auf der
Interaktion, noch weitere, positive Fa¨higkeiten im Alltagsleben zu? Ein Blick auf die
mo¨glichen Einsatzgebiete fu¨r den Roboter la¨sst jedoch vermuten, dass der Roboter in
der Wohnung eher niedere Arbeiten u¨bernehmen soll.
In Abbildung 6.11 sind Ergebnisse bezu¨glich der A¨hnlichkeit zwischen dem Menschen
im allgemeinen und dem Roboter Flobi, aufgeteilt auf die vier Konditionen, dargestellt.
Auch in dieser Skala sind mehrere Ergebnisse zu diskutieren. Zuna¨chst fa¨llt hier auf,
dass sich die 4 Kondition kaum auf die Einscha¨tzung des Antropomorphismus auswirkt.
Lediglich bei der Einscha¨tzung der Bewegung des Roboters ist hier eine signifikante
Vera¨nderung bei der 2. Kondition zu beobachten. Das bedeutet, hier spielt das Facial
Mimicry scheinbar eine große Rolle. Die zusa¨tzlichen Arten des Feedback in den anderen
Konditionen wirken wieder eher ablenkend und fu¨hren zu einer schlechteren Bewertung.
In Abbildung 6.12 sind Ergebnisse bezu¨glich der Belebtheit des Roboters dargestellt.
Zu dieser Kategorie za¨hlen Faktoren die die Interaktion mit dem Roboter betreffen,
wie seine Interaktivita¨t und Reaktivita¨t. Hier wurden der Roboter in zwei Skalen nur
mittelma¨ßig bis schlecht bewertet. Dabei muss man festhalten, dass die Skalen fu¨r
mechanisch/organisch und ku¨nstlich/naturgetreu mo¨glicherweise nicht optimal gewa¨hlt
waren, sie ko¨nnen sich sowohl auf das A¨ußere des Roboters beziehen, aber auch auf
seine Bewegungen.
Fu¨r die Skala tot/lebend gibt es einen eindeutigen Unterschied zwischen der 1.
Kondition und drei Konditionen, in denen er ein emotionales Feedback gegeben hat.
Das ist ein Ergebnis, was so zu erwarten war, dafu¨r dass er in der neutralen Bedingung
nur seine Lippen zum Sprechen bewegt hat, liegen die Bewertungen dennoch sehr nah
beieinander. In der Skala fu¨r tra¨ge/lebhaft ist der Unterschied schon eindeutiger, es
gibt einen eindeutigen Sprung von der 1. Kondition zur 2. Kondition. Das bedeutet,
dass ihn das Facial Mimicry eindeutig lebhafter erscheinen la¨sst. Bei den letzten beiden
Skalen zeigt sich ein sehr a¨hnliches Bild, ein Grund dafu¨r wird sicher sein, dass sie
semantisch sehr nahe beieinander liegen. Das ist zum einen unta¨tig/interaktiv und
zum anderen teilnahmslos/reagierend. Beide Skalen haben mit mindestens 3.5 relativ
hohe Ratings und das gleiche Muster. Die neutrale Kondition hat, erwartungsgema¨ß,
das niedrigste Rating. Fu¨r die 2. und 3. Kondition steigt es an, was auch wieder der
Literatur und den Erwartungen entspricht. U¨berraschend ist hier allerdings der geringe
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Abfall des Ratings in der 4. Kondition. Gerade in dieser Kondition war der Roboter
eher interaktiv und auch hat er auf andere Personen reagiert. Dieses Rating entspricht
somit nicht den Erwartungen. Aber auch wenn die Ratings fu¨r diese Kondition gefallen
sind, sind sie noch deutlich ho¨her als jene fu¨r die neutrale Kondition.
In der letzten Abbildung dieses Abschnitts 6.13 sind die Ergebnisse bezu¨glich der Lie-
benswu¨rdigkeit des Roboter eingezeichnet. Bei diesen fu¨nf Skalen ist die 1. Kondition
durchgehend am besten bewertet. Und durchgehend sind alle Skalen dieser Gruppe
sehr gut bewertet, es gibt keine Skala, die unter 3.5 bewertet wurde. Es scheint,
als wu¨rde fu¨r diese Skalen ein einfaches Facial Mimicry ausreichen, um den Roboter
liebeswu¨rdiger erscheinen zu lassen. Wa¨hrend es bei den Skalen unfreundlich/freundlich
und unho¨flich/ho¨flich nur eine Tendenz gibt, ist fu¨r die Skalen unangenehm/angenehm,
unsympathisch/sympathisch und mag ich nicht leiden/mag ich leiden die 2. Kondition
signifikant besser bewertet als die 1. Kondition. Das sind Ergebnisse, die Erkenntnisse
aus der Literatur replizieren. Ebenso zu erwarten ist der Abfall in der 3. Kondition, der
Roboter wird tendenziell schlechter bewertet, wenn er Emotionen strategisch einsetzt,
um die Interaktion zu beeinflussen.
In Abbildung 6.14 sind Ergebnisse bezu¨glich der Emotionen, die der Roboter wa¨hrend
der Interaktion ausgedru¨ckt hat, dargestellt. Dabei ist die Skala fu¨r die Aussage, dass
er ”angemessene Emotionen“zeigt, sehr niedrig und zeigt zwischen den Konditionen
keinen großen Unterschied. U¨berraschend dabei ist, dass die 1. Kondition mit am besten
bewertet wurde und das, obschon er in dieser Kondition keinerlei Emotionen gezeigt
hat. Andererseits liegt das Rating fu¨r die Menge der Emotionen, die der Roboter in
der 1. Kondition gezeigt hat, sehr niedrig. Hier gibt es zwischen den Konditionen
auch einen signifikanten Unterschied. Im direkten Vergleich zu der Kontrollkondition
wurde die Skala fu¨r die Menge der gezeigten Emotionen bei allen anderen Konditionen
signifikant ho¨her bewertet. Da in der Kontrollkondition keine Emotionen gezeigt
wurden, in den anderen jedoch schon, repliziert dies den Versuchsablauf.
In Abbildung 6.17(a) sind die Anzahl der Spiele in den unterschiedlichen Konditionen
dargestellt. Dabei ist direkt zu sehen, dass die Teilnehmer in den Konditionen, in
denen der Roboter emotional reagiert, deutlich mehr Spiele absolvieren als in der
Kontrollkondition. Lediglich in der 4. Kondition gibt es einen Einbruch des Niveaus
der 1. Kondition. Die Teilnehmer bekamen in jeder Kondition die gleichen Instruk-
tionen (min. 3 Spiele), in der Kontrollkondition sind sie auch nur minimal von den
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Instruktionen abgewichen (3.11 Spiele). In den Konditionen 2. und 3. spielten die
Teilnehmer also freiwillig la¨nger (3.8 und 4.9 Spiele). Dies legt die Vermutung nahe,
dass der Einsatz von Emotionen in der Mensch-Roboter Interaktion die Bereitschaft
erho¨ht, la¨nger mit einem Roboter zu interagieren.
Wie in Abbildung 6.17(b) zu sehen ist, steigt ebenfalls die Performance der menschlichen
Spieler wenn der Roboter Emotionen zeigt. Wie in den Abschnitten 2.6.1 und 2.6.2
beschrieben fu¨hrt ein positiver Affekt zu einer besseren Informationsverarbeitung und
einem kreativeren Entscheidungsverhalten. Diese beiden Effekte wurden in dieser Studie
zwar nicht explizit getestet, aber die Ergebnisse in dieser Rubrik lassen vermuten, dass
auch in der HRI ein a¨hnlichen Effekt existiert. Wa¨hrend sich die Ergebnisse in der 1.
Kondition noch in Waage halten, steigt die Performance der Teilnehmer in der 2. und
3. Kondition signifikant an. Die des Roboters bleibt hingegen fast unvera¨ndert.
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7 Resu¨me
Abschliessend wird noch einmal ein Blick auf die gesamte Arbeit geworfen und ein
Resu¨mee gezogen. Im folgenden Kapitel werden dafu¨r die Ergebnisse, die in dieser Arbeit
in das Forschungsgebiet der sozialen Robotik eingebracht werden, zusammengefasst.
Des Weiteren werden die eingangs der Arbeit formulierten Fragen aufgegriffen und
diskutiert, inwiefern diese beantwortet werden konnten. Zum Ende des Kapitels werden,
im Ausblick, U¨berlegungen hinsichtlich weiterfu¨hrender Arbeiten angestellt.
7.1 Ergebnisse der Evaluation
Das Ziel dieser Arbeit ist die Simulation von emotionalem Alignment, wie man es in
der menschlichen Kommunikation beobachten kann. Der Fokus liegt hier auf der In-
teraktion zwischen Mensch und Roboter und wie diese, durch den Einsatz von Emo-
tionen, beeinflusst und verbessert werden kann. Das, dafu¨r entwickelte, Modell basiert
auf Erkenntnissen, die zuvor in Studien mit verschiedenen Patientengruppen gesammelt
wurden. Es besteht aus drei Schichten, die sich in erster Linie bezu¨glich der Komple-
xita¨t der Informationsverarbeitung unterscheiden. Die unterste Schicht implementiert
ein automatisches emotionales Alignment, sie ist in Form von Facial Mimicry reali-
siert. Die mittlere Schicht bildet das schematische emotionale Alignment, auf dieser
Ebene wurden die Kontext-Ereignisse integriert. Die dritte Schicht implementiert das
konzeptionelle emotionale Alignment, mit Hilfe dieser Schicht wurden die strategischen
Emotionen umgesetzt.
Die Evaluation des implementierten Systems hat viele spannende Ergebnisse aufgezeigt.
In der 2. Konditionen hat der Roboter nur Facial Mimicry eingesetzt, um das emotio-
nale Alignment zu simulieren und so den Gesichtsausdruck des Interaktionspartners
imitiert. In der Literatur gibt es viele Hinweise dafu¨r, dass dies einen positiven Effekt
auf die Interaktion hat. Gratch und Kollegen sprechen in diesem Zusammenhang von
”Virtual Rapport“mit virtuellen Agenten [Gratch et al., 2007]. Die Ergebnisse zeigen,
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dass sich das Spiegeln von Kopf- und Ko¨rperbewegungen positiv auf das Engagement
des Partner auswirkt. Ebenfalls waren, im Vergleich zu nicht imitierenden Agenten,
Verbesserungen bei der Beurteilung der Verhaltens- und Interaktionsebene zu messen.
Bailenson und Yee [Bailenson and Yee, 2005] sprechen in diesem Zusammenhang von
”Digital Chameleons“. In ihrer Arbeit konnten sie zeigen, dass die Agenten, die Kopf-
bewegungen des Partners imitieren, u¨berzeugender und sympathischer wirken als jene,
die programmierte Bewegungen ausfu¨hren. A¨hnliche Effekte konnten Riek und Kollegen
auch bei Robotern replizieren [Riek et al., 2009]. In einer Studie mussten die Teilnehmer
dem Roboter einen Weg erkla¨ren, wa¨hrenddessen hat der Roboter alle Kopfbewegun-
gen, nur das Nicken oder gar nichts imitiert. Das Imitieren der Kopfbewegungen hat zu
einer verbesserten Zufriedenheit wa¨hrend der Interaktion gefu¨hrt.
Die hier durchgefu¨hrte Studie lieferte ganz a¨hnliche Ergebnisse. Im direkten Vergleich
zur Kontrollkondition wird der Roboter als lebendiger und lebhafter wahrgenommen,
dies liegt sicher auch daran, dass sich der Roboter in der Kontrollkondition kaum be-
wegt hat. Die Auswertungen haben gezeigt, dass der Roboter nur positive Gesichtsaus-
dru¨cke imitiert hat. Das wird dazu gefu¨hrt haben, dass die Probanden den Roboter
als sympathischer und angenehmer bewertet haben. Bei der Auswertung der mo¨glichen
Einsatzgebiete haben die Einscha¨tzungen auf den Einsatz als Butler im Haushalt kon-
zentriert. Das ist in sofern plausibel, da von einem Butler nicht erwartet wird, dass
er eigene Emotionen zeigt, er sollte bestenfalls auf die Emotionen seiner Herrschaften
reagieren.
Die 3. Kondition fu¨gt zu dem Facial Mimicry noch den strategischen Einsatz von Emo-
tionen hinzu. Zum strategischen oder manipulativen Einsatz von Emotionen in der
Mensch-Roboter Interaktion (HRI) gibt es kaum Hinweise in der Literatur. Um zu un-
tersuchen, inwiefern sich der strategische Einsatz von Emotionen auf die HRI auswirkt,
hat der Roboter in bestimmten Spielsituationen gezielt eine traurige Mimik gepaart
mit einer traurigen Prosodie eingesetzt, um den Spielpartner zu irritieren und zu einem
anderen Spielzug zu verleiten. Bei der Auswertung haben sich zum Teil die Ergebnisse
aus der 2. Kondition wiederholt, jedoch sind noch weitere signifikante Unterschiede zur
Kontrollkondition hinzugekommen. Der Roboter wurde in dieser Kondition als intelli-
genter und interaktiver wahrgenommen. Dies ist, aufgrund der neuen Bewegungen und
dem neuen Verhalten, auch nicht u¨berraschend. Diese Einscha¨tzungen spiegeln sich auch
in den mo¨glichen Einsatzgebieten fu¨r den Roboter wider. Es wird in dieser Kondition,
trotz des manipulativen Verhaltens, allem Anschein nach als sozialer wahrgenommen.
Die Teilnehmer sehen den Roboter in dieser Kondition als einen sozialen Roboter im
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Kindergarten oder als seelischen Beistand. Dies sind beides sehr verantwortungsvolle
und ho¨chst soziale Aufgaben.
Die 4. Kondition fu¨gt noch ein weiteres Verhalten hinzu. Hier reagierte der Roboter
auf Ereignisse, die nicht unmittelbar zur aktuellen Interaktion geho¨ren und am Rande
dieser stattfinden. Dies geht zuru¨ck auf die Liste, die bereits im Abschnitt 2.1.1 zitiert
wurde, in ihrem Artikel definieren Fong und Kollegen ”Socially situated “wie folgt:
Robots that are surrounded by a social environment that they perceive and
react to. Socially situated robots must be able to distinguish between other
social agents and various objects in the environment [Fong et al., 2003].
Diese Kontextereignisse wurden in Form von Sto¨rungen durch den Versuchsleiter und
durch eine eingeweihte Person in das Szenario eingebunden. Der Versuchsleiter wurde
vom Roboter ho¨flich darauf hingewiesen, dass dieser mit dem Probanden ein Spiel spielt.
Die zweite Person wurde vom Roboter mit einem a¨rgerlichen Gesicht und einer dement-
sprechenden Prosodie zum Gehen aufgefordert. Die Ergebnisse in dieser Kategorie sind
nicht so eindeutig wie die aus der vorherigen beiden. Hier ergaben sich signifikante Un-
terschiede lediglich in den Items fu¨r lebhaft und viel wissend. Beide Items wurden auch
in den Kategorien 2. und 3. signifikant besser bewertet, daher ist es hier schwierig, eine
eindeutige Aussage zu treffen. Ein deutlicher Unterschied ist jedoch in der Skala fu¨r
den mo¨glichen Einsatz zu erkennen. Wa¨hrend dem Roboter in den Konditionen zwei
und drei noch sehr soziale Aufgaben zugesprochen wurden, teilen die Teilnehmer der
4. Kondition den Roboter fu¨r Botendienste oder zum Abfall beseitigen ein. Ein Grund
dafu¨r ko¨nnte sein, dass nicht eindeutig war, wem die vera¨rgerte Reaktion gegolten hat
oder warum er so reagiert hat.
7.2 Diskussion
Nach u¨ber 25 Jahren der Forschung im Bereich Emotional Computing gibt es Antwor-
ten auf viele Fragen. Eine Frage, die schon mehr als einmal beantwortet wurde, ist:
”Muss ein Roboter Emotionen haben oder zeigen ko¨nnen?“
Diese Arbeit kann und mo¨chte diese Frage nicht allgemeingu¨ltig beantworten, aber es
konnte wieder einmal gezeigt werden, dass Emotionen in der HRI einen Effekt haben
und das dieser Effekt vom Kontext der Situation abha¨ngt.
Das Pha¨nomen der emotionalen Angleichung wurde in dieser Arbeit als ein Mo-
dell aus drei miteinander interagierenden Ebenen beschrieben, auf einem Roboter
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implementiert und evaluiert. Diese Ebenen variieren dabei in erster Linie in der Kom-
plexita¨t der notwendigen Verarbeitungsschritte das bedeutet, ob sich der Sender zum
Zeitpunkt seiner A¨ußerung deren Bedeutung und der mo¨glichen Folgen vollkommen be-
wusst ist oder ob es eine automatische Reaktion auf einen wahrgenommenen Stimuli ist.
Zu Beginn der Arbeit wurden drei Fragen formuliert, die diese Arbeit beantworten
mo¨chte. Diese Fragen sind:
1. In welche Prozesse la¨sst sich diese emotionale Angleichung aufteilen?
2. Lassen sich diese Prozesse in einem technischen System realisieren?
3. Hat die Integration dieser Prozesse einen Einfluss auf die Mensch-Roboter Inter-
aktion?
An dieser Stelle soll ru¨ckblickend diskutiert werden, inwiefern diese Arbeit Antworten
auf diese Fragen liefern oder zu dessen Beantwortung beitragen kann.
Zur Bearbeitung der ersten Frage wurden in den Abschnitten 2.5 und 4.2 zum einen
ein U¨berblick u¨ber entsprechende Literatur gegeben, ferner wurden mehrere Studien
vorgestellt. So kann argumentiert werden, dass sich emotionales Alignment in drei
Prozesse aufteilen la¨sst. Diese Prozesse unterscheiden sich in ihrer Komplexita¨t und
bauen entsprechend derer aufeinander auf.
Im Abschnitt 5 wurde ein technisches System erarbeitet, welches die zuvor pra¨sentierten,
Erkenntnisse integriert. Das System implementiert die drei Ebenen und simuliert so
das emotionale Alignment zwischen Mensch und Roboter. Dieses Modell simuliert das
automatische emotionale Alignment in Form von emotional mimircy. Das schematische
emotionale Alignment wird durch die Integration von Ereignissen aus dem Kontext
realisiert. Das konzeptuelle emotionale Alignment, welches den komplexesten Prozess
bedeutet, wird hier u¨ber den strategischen Einsatz von Emotionen simuliert.
Im folgenden Abschnitt wird auf die Ergebnisse der Evaluation des System und somit
auf die dritte Frage eingegangen. Zu Beginn der Evaluation wurden drei Hypothesen
formuliert und mit Hilfe der Studie evaluiert. An dieser Stelle sollen diese noch mal
betrachtet und die Ergebnisse hinsichtlich der Hypothesen diskutiert werden.
Hypothese 1:
Mit der Kondition, in der nur das automatische emotionale Alignment simuliert wird,
ko¨nnen Ergebnisse aus anderen Studien, die die Effekte von Mimicry untersuchen,
repliziert werden.
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Ergebnisse
Im Abschnitt 3.4 wurden verschiedene mimicry-basierte Emotionsmodelle und deren
Auswirkung auf die Mensch-Roboter Interaktion vorgestellt. Bei allen Modellen konn-
ten die Entwickler einen positiven Effekt auf die Interaktion belegen. Die Ergebnisse der,
im Rahmen dieser Arbeit, durchgefu¨hrten Studie ko¨nnen diese Ergebnisse replizieren. In
der 2. Kondition hat der Roboter die, im Gesicht des Menschen, erkannten Emotionen
gespiegelt. Der Roboter wurde in dieser Kondition als freundlicher und sympathischer
bewertet als in der Kondition, in der er keine Emotionen gezeigt hat. Das besta¨tigt
die Ergebnisse, die unter anderem Riek und Kollegen [Riek and Robinson, 2008] oder
Gratch und Kollegen [Gratch et al., 2006] berichten. Neben diesen wurden noch viele
weitere Studien durchgefu¨hrt, die zu a¨hnlichen Ergebnissen kommen. Aber der Roboter
wurde als weniger intelligent bewertet als in der Kondition, in der strategische Emotio-
nen eingesetzt wurden. Zu dem wurden in dieser Kondition auch weniger Spiele gespielt,
das bedeutet, dass er in dieser Kondition nicht so motivierend erscheint.
Hypothese 2:
Der Roboter wird positiver und interaktiver bewertet, wenn er Emotionen zeigt. Dabei
sollten sich Unterschiede zwischen den Konditionen aufzeigen, insbesondere dann, wenn
der Roboter eine Emotion ausdru¨ckt, um die Interaktion zu beeinflussen.
Ergebnisse
Die Ergebnisse in der 2. und 3. Kondition fu¨hren tatsa¨chlich zu einer Verbesserung in
den Bewertungen der Interaktivita¨t und zu einer positiveren Bewertung des Roboters.
Bemerkenswerter Weise wurde der Roboter in der 2. Kondition, in den Skalen, in de-
nen die Liebenswu¨rdigkeit abgefragt wurde, besser bewertet als in der 3. Kondition. In
dieser Kondition wurde der Roboter hingegen in den Skalen, in denen die Intelligenz
des Roboter bewertet wurde, besser eingescha¨tzt. Zudem haben die Teilnehmer in die-
sen beiden Konditionen signifikant mehr Spiele gegen den Roboter gespielt als in der
Kontrollkondition. Fu¨r diese beiden Konditionen kann diese Hypothese also besta¨tigt
werden, ein anderes Ergebnis zeigt sich allerdings fu¨r die 4. Kondition. Die Einbindung
von Kontext-Ereignissen und die Reaktion auf diese hat nicht zu einer weiteren Ver-
besserung gefu¨hrt. Vielmehr ist es durch die Reaktion auf die Spielunterbrechungen zu
einer Verschlechterung der Bewertung auf diesen Skalen gekommen. Dies kann unter-
schiedliche Gru¨nde haben. Zum einen ko¨nnte das plo¨tzliche Abwenden des Roboters die
Teilnehmer irritiert haben. Des Weiteren ko¨nnte auch die negative Reaktion in Richtung
der sto¨renden Person nicht eindeutig gewesen sein. Unabha¨ngig von der Qualita¨t des
Ergebnisses konnte aber ein Effekt gezeigt werden, daher wa¨re es wichtig, eine Studie
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passend zu gestalten, um die Auswirkung von diesen Unterbrechungen gezielt zu testen.
Hypothese 3:
Die Probanden spielen freiwillig weitere Runden des Spiels, wenn der Roboter Emotio-
nen zeigt. Alle Teilnehmer wurden mittels Handout, das vor Beginn der Interaktion
ausgegeben wurde gebeten, mindestens drei Spiele zu machen. Ein Weiterspielen
daru¨ber hinaus war freigestellt.
Ergebnisse
Wie oben und im Abschnitt 6.4.5 erwa¨hnt gibt es einen signifikanten Unterschied
in der Anzahl der gespielten Spiele zwischen den 4 Konditionen. Die Steigerung der
Anzahl gemachter Spiele ist sicher auf die positivere Wahrnehmung des Roboters
zuru¨ckzufu¨hren. Aber auch fu¨r diese Hypothese gilt die Einschra¨nkung in der 4.
Konditionen. Wie auf vielen anderen Skalen gibt es hier einen Einbruch und die Anzahl
der geleisteten Spiele nimmt drastisch ab.
Neben den Ergebnissen, die sich direkt auf die Hypothesen beziehen, gibt es noch
weitere spannende Ergebnisse. Fu¨r diese gilt allerdings, dass die Studie nicht so
gestaltet war, um diese Ergebnisse zu erzielen, dass soll heißen, sie waren zuvor nicht
als Hypothesen formuliert, die es zu besta¨tigen oder zu verwerfen galt. Diese Ergebnisse
ko¨nnen also durch einen Zufall entstanden sein und mu¨ssten gezielt in einer Studie
getestet werden.
Dennoch sind diese Ergebnisse, gerade im Hinblick auf den in den Abschnitten 2.6.1
und 2.6.2 beschriebenen Einfluss auf die Informationsverarbeitung und das Entschei-
dungsverhalten, sehr interessant. So hat sich in der Studie gezeigt, dass die Probanden
in den Konditionen 2 und 3 deutlich mehr Spiele gegen den Roboter gewonnen haben
als in der Kontrollkondition oder der 4. Kondition. Genau in diesen Konditionen wurde
der Roboter auch als emotional positiver wahrgenommen und bewertet. Ausgehend
von der Annahme, dass ein emotional positiver sozialer Roboter einen positiven Affekt
beim Menschen auslo¨st, deckt sich dass mit der Theorie, dass ein positiver Affekt die
Kreativita¨t und Leistung bei Lo¨sen von Problemen fo¨rdert.
In einer fru¨heren Studie mit dem Roboter Flobi wurde untersucht, welchen Effekt der
soziale Roboter auf das Blickverhalten bei Asperger Autisten hat [Damm et al., 2013].
Als ein Effekt konnte dabei gezeigt werden, dass die Patienten dem Roboter mehr und
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la¨nger Aufmerksamkeit schenken als einem Menschen, der die gleiche Aufgabe mit ih-
nen macht. Eine Einschra¨nkung, mit der Patienten, mit Autismusspektrumssto¨rungen,
leben mu¨ssen, ist die bedingte Fa¨higkeit zur Pflege von sozialen Kontakten und sozialer
Interaktion. Um mit diesen Einschra¨nkungen besser umgehen zu ko¨nnen, erwerben die
Patienten mit Hilfe von Therapien die Fa¨higkeit, gezielt und bewusst auf Reize zu rea-
gieren, auf die gesunde Menschen unbewusst und automatisch reagieren (z.B. emotional
mimicry). In diesem Bereich wird auch schon lange der Einsatz von Robotern erforscht,
dies geschieht unter anderem im Aurora-Projekt [Dautenhahn and Werry, 2004]. Da
im Rahmen dieser Arbeit ein Effekt von emotionaler Angleichung auf verschiedenen
Ebenen gezeigt werden konnte und sich der Roboter fu¨r eine soziale Interaktion mit
Autismus-Patienten eignet, wa¨re ein weiterer Schritt, den Effekt des Systems bei einer
entsprechenden Patientengruppe zu testen. Auf lange Sicht wa¨re es vielleicht sogar
mo¨glich, die Therapien mit einem sozialen Roboter zu unterstu¨tzen.
Im Projekt Communicating emotions des Sonderforschungsbereichs 673 (SFB673 C2)
konnte gezeigt werden, dass die emotionale Anpassung ein Prozess ist, der auf drei Ebe-
nen miteinander verflochten ist und mit einem unterschiedlichen Grad an Bewusstsein
und als Automatismus funktioniert. Dieser Prozess hat in der Kommunikation drei re-
levante Verbindungspunkte, 1. Emotionen als Kontextfaktor, 2. Emotion als Level der
Verarbeitung und 3. Emotionen als Gegenstand der Kommunikation. Das ist auch das,
was im Rahmen des C2 Projekts mit Hilfe von eigenen empirischen Daten aus Inter-
aktionsstudien mit Patienten mit neurologischen Erkrankungen nachgewiesen werden
konnte. So dient diese Arbeit auch als Argument dafu¨r, dass jede Theorie der Kom-
munikation und des kommunikativen Alignment auch das Pha¨nomen des emotionalen
Alignment beru¨cksichtigen sollte. Im Einklang mit Davis Modell [Davis, 1994], sowie
dem Ansatz von Brennan und Kollegen [Brennan et al., 2010], nehmen wir an, dass
emotionale Bausteine als zusa¨tzliche Information in der Modellierung von Interaktion
beru¨cksichtigt werden sollten.
Da noch viele Fragen unbeantwortet bleiben, ist es no¨tig, weitere Studien durch-
zufu¨hren, um den Effekt genauer zu untersuchen. Das dies durchaus relevant ist, zeigen
die theoretischen und empirische Ergebnisse dieser Arbeit. So ko¨nnen weitere Inter-
aktionsstudien dabei helfen, die Parallelen, Unterschiede und Einflu¨sse von emotiona-
lem und sprachlichem Alignment in Mensch-Mensch Interaktion auf der einen Seite
und der Mensch-Roboter Interaktion auf der anderen Seite zu verstehen. Dabei sollten
Aspekte, wie komplementa¨re Prozesse der Anpassung, Kongruenz oder dem Einfluss
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von Kontext-Faktoren genauer untersucht werden. Hier kann das vorgestellte und im-
plementiere Modell, vor allem fu¨r die Mensch-Roboter Interaktion, als Ausgangspunkt
fu¨r zuku¨nftige Studien dienen.
7.2.1 Ausblick
Mit dieser Arbeit wurde ein Modell vorgestellt, das versucht, Pha¨nomene zu simulieren,
die man im Alltag zwischen Menschen beobachten kann. Die implementierten Mecha-
nismen wurden systematisch in einer komplexen Studie untersucht. Es bleibt aber noch
Raum fu¨r Vera¨nderungen und Verbesserungen, sei es bei Evaluation, bei der Interaktion
mit dem Roboter oder bei der Implementation des Systems.
Im Rahmen der Evaluation wurden die Effekte der Ebenen auf die Interaktion, in vier
Konditionen, systematisch untersucht. Dabei wurde aber nur eine Ebene isoliert fu¨r
sich betrachtet, jene fu¨r das automatische emotionale Alignment. So konnten Ergeb-
nisse fru¨herer Studien repliziert werden. Im weiteren Verlauf wurde dann das auto-
matische emotionale Alignment in Kombination mit dem konzeptuellen emotionalen
Alignment evaluiert. In der vierten Kondition wurden alle drei Ebenen gleichzeitig ak-
tiviert. Wa¨hrend die ersten drei Konditionen teils die erwarteten, teils auch spannende
neue Ergebnisse lieferten, u¨berrascht das Ergebnis der vierten Kondition. Um den Effekt
der einzelnen Ebenen fu¨r emotionales Alignment genauer zu untersuchen, sollten diese
in einer Studie getrennt voneinander untersucht werden. In diesem Zuge ko¨nnten und
sollten auch die einbezogenen Kontextfaktoren variiert werden. In der durchgefu¨hrten
Studie wurde der Kontext der Situation in die Interaktion integriert, indem eine einge-
weihte Person die Interaktion gesto¨rt hat. Es ist aber auch denkbar, dass der Roboter
auf andere Ereignisse reagiert, wie zum Beispiel ein Telefon, das plo¨tzlich klingt oder
das Licht, das plo¨tzlich ausgeht.
Da die Studie einen weitestgehend explorativen Charakter hatte, sollten einzelne Er-
kenntnisse, wie die Anzahl der Spiele oder auch die Anzahl der gewonnenen Spiele, in
einzelnen Studien gezielt untersucht werden.
Die Art der Interaktion mit dem Roboter kann auch variiert und abha¨ngig vom Sze-
nario optimiert werden. Wa¨hrend der Studie konnten die Probanden dem Roboter nur
u¨ber ein grafisches Interface Fragen stellen oder auf seine Fragen antworten. Aufgrund
der vielfa¨ltigen Mo¨glichkeiten beim Fragen nach den Eigenschaften des Gegenspielers
war dies nicht anders mo¨glich. Andernfalls ha¨tte man die Teilnehmer zuvor einweisen
mu¨ssen, so ha¨tte die Interaktion noch mehr an Natu¨rlichkeit eingebu¨ßt. Wenn aber das
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Szenario gea¨ndert wird, wa¨re gegebenenfalls auch eine sprachliche Interaktion mit dem
Roboter mo¨glich. Das wu¨rde verhindern, dass die Probanden in einen Monitor schauen
mu¨ssen und dadurch abgelenkt werden. Im Abschnitt 6 wurde der Roboter Flobi als
Plattform fu¨r die Evaluation motiviert. Gerade weil die Evaluation mit einem Robo-
ter gemacht wurde, ist es sehr interessant, die Studie mit einem virtuellen Agenten zu
replizieren. Da es von Flobi eine virtuelle Version gibt, la¨sst sich in einer Studie, ohne
viel Aufwand der Effekt eines echten Roboters testen.
Wenn ein System entwickelt und evaluiert wird, hat man im Anschluss Informatio-
nen, wie es in einem spezifischen Kulturkreis und mit einer Plattform funktioniert.
Da schliesst sich unmittelbar die Frage an, welchen Einfluss haben die a¨ußeren Bedin-
gungen. Dazu geho¨ren die Teilnehmer, der Kulturkreis und auch der Ort an dem die
Studie durchgefu¨hrt wurde. Damit das System weiterentwickelt und in andere Systeme
integriert werden kann, muss es mo¨glichst unabha¨ngig von anderen Komponenten und
mo¨glichst transparent sein. Dafu¨r sind Anpassungen in der Implementation notwendig.
Gerade die eingesetzten Erkenner und auch die Middleware sollten frei verfu¨gbar sein
oder gegen aktuellere ersetzt werden. Des Weiteren sollte die Implementation univer-
seller werden, also nicht mehr so abha¨ngig von der eingesetzten Dialog-Implementation
sein. Im Moment gibt es noch einen intensiven Informationsaustausch zwischen diesen
Komponenten. Um hier den Grad der Unabha¨ngigkeit zu steigern, mu¨ssen noch eindeu-
tige Schnittstellen definiert werden.
Insgesamt zeigt die Evaluation des vorgestellten Systems bereits dessen Nutzbarkeit
und vor allem den durchaus positiven Effekt auf den Verlauf einer Interaktion.
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Einverständniserklärung für Probanden 
 
Beschreibung der Studie: 
 
Liebe Teilnehmerin  
Lieber Teilnehmer, 
die Studie, an der Sie teilnehmen, befasst sich mit der natürlichen Interaktion mit sozialen Robo-
tern. Die Untersuchung besteht aus zwei Teilen. Zunächst spielen Sie mit dem Roboter Flobi min-
destens drei Runden „Wer ist es?“. Die Regeln des Spiels werden Ihnen vor dem Start vom Robo-
ter erklärt. Die Interaktion wird mit  zwei Videokameras aufgezeichnet.  
Im zweiten Teil der Untersuchung bitten wir Sie eine Reihe von Fragebögen auszufüllen. Die ge-
samte Studie dauert etwa 30 Minuten. 
 Selbstverständlich bleiben ihre Daten anonym und werden vertraulich behandelt. 
Mit freundlichen Grüßen 
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Studienteilnehmer: 
Name, Vorname:  
 
Straße:  
 
PLZ, Ort 
 
1) Ich wurde über den Inhalt und die Vorgehensweise der Studie in verständlicher Form auf-
geklärt. Darüber hinaus habe ich eine Kopie der Probandeninformationen erhalten. Meine 
Fragen wurden ausreichend und verständlich beantwortet.  
2) Die studienbezogenen Daten werden elektronisch in der AG Angewandte Information an 
der Technischen Fakultät der Universität Bielefeld gespeichert und analysiert. Alle Daten 
werden ausschließlich zu wissenschaftlichen Zwecken verwendet und ohne mein Einver-
ständnis nicht an Dritte weitergegeben. 
3) Ich bin damit einverstanden, dass man mich in Zukunft zu sprachwissenschaftlichen Stu-
dien der Universität Bielefeld einladen kann. Zu diesem Zweck werden meine Kontaktda-
ten in codierter Form gespeichert. Ich kann jederzeit die Löschung meiner Kontaktdaten 
beantragen  
4) Ich erkläre mich damit einverstanden, dass Ausschnitte aus meinen Video- und Audio-
Daten zu Forschungszwecken genutzt werden.* 
5) Die Teilnahme an dieser Studie und die Einwilligung in die oben beschriebene Nutzung 
meiner Daten sind freiwillig. Ich kann meine Einwilligung jederzeit ohne Angabe von Grün-
den mit Wirkung für die Zukunft widerrufen. Durch eine Verweigerung oder einen Widerruf 
der Einwilligung entstehen mir keine Nachteile.  
 
 
Ort, Datum Unterschrift der Versuchsperson 
Ich ________________________ (Untersucher) bestätige, dass der Versuchsperson alle Details 
der Untersuchung ausreichend erklärt und absehbare Risiken und Vorteile (falls zutreffend) darge-
legt wurden. 
 
 
Ort, Datum Unterschrift der/s Untersuchenden 
"
"
"
"
"
*"falls"unzutreffend"bitte"streichen 
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S A A R B R Ü C K E R  P E R S Ö N L I C H K E I T S -
F R A G E B O G E N  ( S P F )  
Based on the Interpersonal Reactivity Index (IRI) 
V 5.8  
© Dr. Christoph Paulus, Univ. Saarbrücken, 2012 
 
Sie werden jetzt eine Reihe von Aussagen lesen, die jeweils bestimmte (verallgemeinerte) menschliche 
Eigenschaften oder Reaktionen beschreiben, die alle etwas mit Gefühlen zu tun haben. Bitte kennzeichnen Sie 
dann auf der 5-Punkte-Skala, inwieweit diese Aussage auf Sie zutrifft; je höher die Zahl, desto höher die 
Zustimmung. Vielleicht fällt Ihnen auch zu der einen oder anderen allgemeinen Beschreibung ein konkretes 
Erlebnis ein.  
Es gibt dabei keine richtigen oder falschen Antworten. Bitte markieren Sie Ihre Antwort durch einen 
Kreis um die Zahl (je größer die Zahl 1-5, desto höher ist Ihre Zustimmung). Falls Sie eine Änderung 
vornehmen wollen, so kreuzen Sie die nicht gewünschte Antwort durch und markieren die gewünschte Antwort 
erneut mit einem Kreis 
Ein Beispiel: 
Inwieweit trifft die Aussage 
auf Sie zu? 
trifft gar nicht zu ...............................trifft sehr gut zu 
 1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +)           
Ich esse gerne Spaghetti   1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +)           
Ich gehe gerne ins Kino    1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +)           
Ich trinke gerne Bier  1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +)           
 
 
Wir danken Ihnen bereits jetzt für Ihre Mitarbeit und Ihre ehrliche Beantwortung der Fragen.  
Bitte beginnen Sie nun ............... 
 
              
3. Buchstabe des 
Vornamens des 
Vaters 
2. Buchstabe des 
Vornamens der 
Mutter 
1. Buchstabe des 
Mädchennamens 
der Mutter 
3. Buchstabe des  
eigenen 
Geburtsortes 
Eigener Geburtsmonat  
als Zahl 
(Z.B. 01 für Jan., 05 
für Mai) 
 
 
 
 
 
 
 
 
Irrtum richtig 
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 Geschlecht:   männlich  weiblich Alter:________ Jahre 
 V 5.8 trifft gar nicht zu ...............................trifft sehr gut zu 
e 
1. Ich empfinde warmherzige Gefühle für Leute, 
denen es weniger gut geht als mir. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
f 
2. Die Gefühle einer Person in einem Roman 
kann ich mir sehr gut vorstellen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
d 
3. In Notfallsituationen fühle ich mich ängstlich 
und unbehaglich. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
p 
4. Ich versuche, bei einem Streit zuerst beide 
Seiten zu verstehen, bevor ich eine 
Entscheidung treffe. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
e 
5. Wenn ich sehe, wie jemand ausgenutzt wird, 
glaube ich, ihn schützen zu müssen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
d 
6. Ich fühle mich hilflos, wenn ich inmitten einer 
sehr emotionsgeladenen Situation bin. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
f 
7. Nachdem ich einen Film gesehen habe, fühle 
ich mich so, als ob ich eine der Personen aus 
diesem Film sei. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
d 
8. In einer gespannten emotionalen Situation zu 
sein, beängstigt mich. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
e 
9. Mich berühren Dinge sehr, auch wenn ich sie 
nur beobachte. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
p 
10. Ich glaube, jedes Problem hat zwei Seiten und 
versuche deshalb beide zu berücksichtigen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
e 
11. Ich würde mich selbst als eine ziemlich 
weichherzige Person bezeichnen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
f 
12. Wenn ich einen guten Film sehe, kann ich 
mich sehr leicht in die Hauptperson 
hineinversetzen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
d 
13. In heiklen Situationen neige ich dazu, die 
Kontrolle über mich zu verlieren. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
p 
14. Wenn mir das Verhalten eines anderen 
komisch vorkommt, versuche ich mich für eine 
Weile in seine Lage zu versetzen. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
f 
15. Wenn ich eine interessante Geschichte oder ein 
gutes Buch lese, versuche ich mir vorzustellen, 
wie ich mich fühlen würde, wenn mir die 
Ereignisse passieren würden. 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
p 
16. Bevor ich jemanden kritisiere, versuche ich 
mir vorzustellen, wie die Sache aus seiner 
Sicht aussieht 
1 (- -)            2 (- )           3 (o)           4 (+ )            5 (+ +) 
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TAS-20 
 
 
 
 
 
Bitte kreuzen Sie an, inwieweit die folgenden 20 Aussagen auf Sie zutreffen. 
Sie können den Grad Ihrer Zustimmung oder Ablehnung anhand einer 5-Punkte-Skala 
einschätzen: 
 
 
1 = trifft überhaupt nicht zu  
2 = trifft selten zu  
3 = trifft teilweise zu, teilweise auch nicht  
4 = trifft oft zu  
5 = trifft immer zu  
 
 
 
Trifft 
überhaupt 
nicht zu  
Trifft selten 
zu 
Trifft 
teilweise zu, 
teilweise 
auch nicht 
Trifft oft zu  
Trifft immer 
zu 
      
Mir ist oft unklar, welche Gefühle ich gerade habe. 
     
Es fällt mir schwer, die richtigen Worte für meine Gefühle zu finden. 
     
Ich habe körperliche Empfindungen, die sogar die Ärzte nicht 
verstehen. 
     
Es fällt mir leicht, meine Gefühle zu beschreiben. 
     
Ich gehe Problemen lieber auf den Grund, als sie nur zu beschreiben. 
     
Wenn mich etwas aus der Fassung gebracht hat, weiß ich oft nicht, ob 
ich traurig, ängstlich oder wütend bin. 
     
Ich bin oft über Vorgänge in meinem Körper verwirrt. 
     
Ich lasse die Dinge lieber einfach geschehen und versuch nicht 
herauszufinden, warum sie gerade so passiert sind. 
     
Einige meiner Gefühle kann ich gar nicht richtig benennen. 
     
Sich mit Gefühlen zu beschäftigen finde ich sehr wichtig. 
     
Ich finde es schwierig zu beschreiben, was ich für andere Menschen 
empfinde. 
     
Andere fordern mich auf, meine Gefühle mehr zu beschreiben. 
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Trifft 
überhaupt 
nicht zu  
Trifft selten 
zu 
Trifft 
teilweise zu, 
teilweise 
auch nicht 
Trifft oft zu  
Trifft immer 
zu 
      
Ich weiß nicht, was in mir vorgeht. 
     
Ich weiß oft nicht, warum ich wütend bin. 
     
Ich unterhalte mich mit anderen nicht so gerne über ihre Gefühle, 
sondern lieber darüber, womit sie sich täglich beschäftigen. 
     
Ich sehe mir lieber "leichte" Unterhaltungssendungen als 
psychologische Problemfilme an. 
     
Es fällt mir schwer, selbst engen Freunden gegenüber meine 
innersten Gefühle mitzuteilen. 
     
Ich kann mich jemandem sogar in Augenblicken des Schweigens sehr 
nahe fühlen. 
     
Ich finde, dass das Mir-Klarwerden über meine persönlichen Gefühle 
wichtig ist, wenn ich persönliche Probleme lösen muss. 
     
Durch die Suche nach verborgenen Bedeutungen nimmt man sich das 
Vergnügen an Filmen oder Theaterstücken. 
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Fragebogen zur Wahrnehmung von Robotern 
 
 
Wir bitten Sie, Ihre Antworten auf verschiedene Fragen und Aussagen abzugeben, indem Sie ein Kreuz über den Kreis der 
jeweiligen Skala setzen, der Ihrer Meinung am ehesten entspricht. Dabei stehen Ihnen fünf Antwortabstufungen zur 
Verfügung.  
Es gibt keine richtigen oder falschen Antworten. Alle Angaben werden selbstverständlich vertraulich behandelt.  
Zudem werden Sie gebeten, einige offene Fragen zu beantworten. 
 
Bitte achten Sie darauf, den Fragebogen komplett auszufüllen und keine Frage auszulassen. Antworten Sie bitte möglichst 
spontan. 
 
 
 
Und nun würden wir gerne wissen, wie viel Erfahrung Sie bereits mit Robotern haben. 
 
 
 
 
 
 
 
Haben Sie sich vor dieser Studie über Roboter informiert? 
 
Ja ( )  Nein ( ) 
 
 
 
 
Nennen Sie bitte (wenn möglich) ein paar Namen von Robotern, von denen Sie bereits etwas gehört haben: 
 
____________________________________________________________________________________________________________________________________________________________ 
 
____________________________________________________________________________________________________________________________________________________________ 
 
___________________________ 
 
 
 
 
 
 
 
 
  
     überhaupt keine                                                                                  sehr viel 
         Erfahrung    Erfahrung 
Wieviel Erfahrung haben Sie im Umgang mit Robotern? o                o               o               o               o 
Wieviel Erfahrung haben Sie mit dem Roboter „Flobi“? o                o               o               o               o 
  
122 8. Anhang
Oliver Damm
 Nun bitten wir Sie ein paar Fragen zur Einstellung gegenüber Robotern zu beantworten. Sie können sich auf einer 5-stufigen Skala entscheiden 
von „stimme gar nicht zu“ bis zu „stimme absolut zu“. Bitte lassen Sie keine Frage aus und entscheiden sich möglichst spontan.  
 
 
 
 
 
 
  
 
 
      Stimme 
    gar nicht zu 
                       Stimme 
                      absolut zu           
Ich würde mich unwohl fühlen, wenn Roboter tatsächlich Emotionen 
besäßen. 
o                o               o               o               o  
Es könnte etwas Schlimmes passieren, wenn sich Roboter zu Lebewesen 
entwickeln würden. 
o                o               o               o               o 
Ich wäre entspannt, wenn ich mit einem Roboter spräche. o                o               o               o               o 
Ich würde mich unwohl fühlen, wenn ich auf der Arbeit mit Robotern zu 
tun hätte. 
o                o               o               o               o 
Wenn Roboter Emotionen besäßen, könnte ich mich mit ihnen anfreunden. o                o               o               o               o 
Ich wäre in der Gegenwart von Robotern, die Emotionen besitzen, beruhigt. o                o               o               o               o 
Das Wort „Roboter“ hat keine Bedeutung für mich. o                o               o               o               o 
Ich wäre nervös, wenn ich vor anderen Leuten einen Roboter bedienen 
müsste. 
o                o               o               o               o 
Ich verabscheue die Vorstellung, dass Roboter oder künstliche 
Intelligenzen sich Urteile über Dinge bilden könnten.  
o                o               o               o               o 
Vor einem Roboter zu stehen, würde mich nervös machen. o                o               o               o               o 
Ich glaube, dass etwas Schlimmes passiert, wenn ich zu sehr von Robotern 
abhängig wäre. 
o                o               o               o               o 
Ich würde mich irritiert fühlen, wenn ich mit einem Roboter sprechen 
würde. 
o                o               o               o               o 
Ich mache mir Sorgen, dass Roboter einen schlechten Einfluss auf Kinder 
haben könnten. 
o                o               o               o               o 
Ich glaube, dass die Gesellschaft in Zukunft von Robotern  
beherrscht wird. 
o                o               o               o               o 
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Hier	  sehen	  Sie	  ein	  Bild	  von	  dem	  Roboter	  „Flobi“,	  den	  Sie	  soeben	  gesehen	  haben.	  Bitte	  bewerten	  Sie	  diesen	  
anhand	  der	  folgenden	  Skalen.	  
	  
	  
Emotionen	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Zeigte	  angemesse	  Emotion	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Zeigte	  unangemessene	  Emotion	  Wenig	  Emotion	  ausgedrückt	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Sehr	  viel	  Emotion	  ausgedrückt	  Negative	  Emotion	  	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Positive	  Emotion	  	  	  
	  
Anthropomorphismus	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Unecht	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Natürlich	  Maschinenähnlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Menschenähnlich	  hat	  kein	  Bewusstsein	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   hat	  ein	  Bewusstsein	  Künstlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   naturgetreu	  starre	  Bewegungen	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   elegante	  Bewegungen	  
	  
	  	  
Belebtheit	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Tot	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Lebend	  Träge	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Lebhaft	  Mechanisch	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   organisch	  Künstlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   naturgetreu	  Untätig	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   interaktiv	  Teilnahmslos	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   reagierend	  
	  
Liebenswürdigkeit	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Unfreundlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   freundlich	  Unhöflich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   Höflich	  Unangenehm	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   angenehm	  Unsympathisch	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   sympathisch	  mag	  ich	  nicht	  leiden	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   mag	  ich	  leiden	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Empfundene	  Intelligenz	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Unwissend	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   viel	  wissend	  Verantwortungslos	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   verantwortungsvoll	  Unintelligent	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   intelligent	  Unvernünftig	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   vernünftig	  
	  
	  
Aussehen	  
Bitte	  bewerten	  Sie	  Ihren	  Eindruck	  von	  dem	  Roboter	  auf	  diesen	  Skalen	  Häßlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   formschön	  nicht	  niedlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   niedlich	  undurchdachtes	  Design	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   durchdachtes	  Design	  Mechanisch	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   menschlich	  Abstrakt	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   konkret	  
	  
	  
	  
	  
	  
Empfundene	  Sicherheit	  Bitte	  bewerten	  Sie	  Ihren	  emotionalen	  Zustand	  auf	  diesen	  Skalen	  Ängstlich	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   entspannt	  Aufgeregt	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   gelassen	  Unbeeindruckt	   o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  o	   überrascht	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(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
Reinigungsarbeiten (z.B. Haus putzen)...
Gartenarbeiten (z.B. Rasenmähen)...
Arbeiten in entlegenen Gegenden (Arktis, Tiefsee, Weltraum)...
Reparatur technischer Geräte (z.B. Computer)...
Einkaufen / Shopping Service...
Botendienste (z.B. Post aufgeben, Zeitung holen)...
Fließbandarbeiten in der Fabrik...
Butler im Haus...
Haushaltsplanung (Organisation / Verteilung von Aufgaben)...
Wachdienst (z.B. in öffentlichen Gebäuden)...
Waren transportieren (z.B. Möbel packen)...
Ticketverkauf am Bahnschalter...
Buchführung...
Companion Service (ständige Begleitung)...
Handwerkliche Aufgaben...
Krankenpfleger / Altenpfleger...
Soziales Spielen mit Kindern im Kindergarten...
Schachspieler...
Grundschullehrer...
Schauspieler am Theater...
Abfall beseitigen...
Abfluss...
Mienensucher...
Müllaufsammelmaschine...
Seelischer Beistand...
tr
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Inwiefern ist der Roboter Ihrer Meinung nach fähig, die folgenden Auf-
gaben durchzuführen?
126 8. Anhang
Oliver Damm
Wie verhält sich der Roboter in der Interaktion bzw. Zusammenarbeit mit Ihnen?
Wie beurteilen Sie das Design des Roboters
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
schnelle Reaktion
zeitraubend
stockend
strukturiert
unverständlich
lernt leicht
kompliziert
nachvollziehbar
unberechenbar
behindernd
intentional
erwartungskonform
nicht interessiert
passiv
engagiert
fehlerfrei
wertvoll
langweilig
uninteressant
aktivierend
kreativ
originell
konservativ
unerfreulich
gut
abstoßend
unangenehm
schön
sympathisch
herkömmlich
langsame Reaktion
zeitsparend
flüssig
unstrukturiert
verständlich
lernt schwer
einfach
verwirrend
voraussagbar
unterstützend
nicht intentional
nicht erwartungskonform
interessiert
interaktiv
unengagiert
fehlerhaft
minderwertig
spannend
interessant
einschläfernd
phantasielos
konventionell
innovativ
erfreulich
schlecht
anziehend
angenehm
hässlich
unsympathisch
neuartig
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Der Roboter sieht niedlich aus...
Das Design ist formvollendet...
Der Roboter sieht menschenähnlich aus...
Der Roboter sieht mechanisch aus...
Der Roboter wurde liebevoll gestaltet...
In das Design wurde viel Zeit investiert...
Das Design erscheint langlebig...
Das Design ist innovativ...
Ich würde diesen Roboter gerne besitzen...
Der Roboter löst ein Unbehagen in mir aus...
Ich würde den Roboter zu Hause einsetzen...
Die Bedienung ist leicht zu lernen...
Die Wartung des Roboters ist aufwendig...
kompetent...
freundlich...
selbstbewusst...
warmherzig...
leistungsfähig...
gutmütig...
geschickt...
ehrlich...
Wie schätzen Sie weiter Aussehen und Bedienung des Roboters ein?
Wie beurteilen Sie, wie sehr folgende Eigenschaften auf den Roboter 
zutreffen?
(1)      (2)      (3)      (4)      (5)  eher weiblich
Weleches Geschlecht hat das Aussehen des Roboters
eher männlich
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
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Aufregung...
Angst...
Bewunderung...
Bitterkeit...
Freude...
Furcht...
Glück...
Hoffnung...
Leidenschaft...
Liebe...
Rührung...
Schadenfreude...
Scham...
Schmerz...
Schuld...
Trauer...
Überraschung...
Verachtung...
Vergnügen...
Wut...
   
Bitte schätzen Sie spontan ein, in welchem Ausmaß der Roboter die 
folgenden Emotionen empfinden kann?
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
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Selbst
(1)       (2)       (3)       (4)       (5)eher unähnlich
Denken Sie, dass der Roboter auf der Abbildung Ihnen persönlich eher unähnlich oder eher ähnlich ist?
eher ähnlich
gar nicht nah
Wie nah fühlen Sie sich dem Roboter auf der Abbildung?
sehr nah
gar nicht vebunden
Wie sehr fühlen Sie sich mit dem Roboter auf der Abbildung verbunden?
sehr verbunden
gar nicht
Wie gerne würden Sie mit dem Roboter auf der Abbildung einmal persönlich reden?
sehr gerne
gar keine
Denken Sie, dass Sie und der Roboter auf der Abbildung viele Gemeinsamkeiten haben?
sehr viele
gar nicht
Würden Sie sagen, dass Sie und der Roboter auf der Abbildung auf einer Wellenlänge liegen?
sehr
gar nicht
Würden Sie gerne mit dem Roboter auf der Abbildung zusammenleben?
sehr
Bitte kreuzen Sie an, welcher der Kreise von 1 bis 7 am ehesten Ihrer Beziehung zum Roboter auf der Ab-
bildung entspricht!  
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
(1)       (2)       (3)       (4)       (5)
Selbst Selbst
Selbst Selbst
Roboter
(Abb.)
Roboter
(Abb.)
Roboter
(Abb.)
Roboter
(Abb.)
Roboter
(Abb.)
1 2
3 4 5
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Wie sehr ist der Roboter in der Lage, moralisch zu handeln?
Wie gut versteht der Roboter, wie andere Menschen sich fühlen?
Wie stark ist der Roboter in der Lage, sich zu fürchten?
Wie stark ist der Roboter in der Lage, sich hungrig zu fühlen?
Wie stark ist der Roboter in der Lage, Freude zu empfinden?
Wie gut ist der Roboter in der Lage, sich an Ereignisse zu erinnern?
Wie stark ist der Roboter in der Lage, Schmerz zu empfinden?
Wie gut ist der Roboter in der Lage, Pläne zu machen?
Wie stark ist Roboter in der Lage, heftigen Zorn zu empfinden?
Wie fähig ist der Roboter, Selbstbeherrschung gegenüber Wünschen zu 
bewahren?
   
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
(1)    (2)    (3)    (4)    (5)    (6)    (7)
tr
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Vielen Dank für die Teilnahme!
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8.1 SCXML-Datei der Evaluation
Listing 8.1: Komplette SCXML-Datei aus der Evaluation des Modells fu¨r emotionales
Aligment
1 <?xml version="1.0" encoding="UTF-8"?>
2 <scxml xmlns="http://www.w3.org/2005/07/scxml"
3 version="1.0"
4 initialstate="whoiamparallel">
5
6 <datamodel>
7 <data name="GameData">
8 <varlist name="roundinfo" xmlns="">
9 <var name="round" value="0"/>
10 <var name="name" value=""/>
11 <var name="userwins" value="0"/>
12 <var name="flobiwins" value="0"/>
13 <var name="countQuestionsFlobi" value="0"/>
14 <var name="countQuestionsUser" value="0"/>
15 <var name="attribute" value=""/>
16 <var name="feature" value=""/>
17 <var name="answer" value="correct"/>
18 <var name="countCardsFlobi" value="24"/>
19 <var name="countCardsUser" value="24"/>
20 </varlist>
21 </data>
22 </datamodel>
23 <parallel id="whoiamparallel">
24 <state id="whoiam">
25 <initial>
26 <transition target="Setup"/>
27 </initial>
28 <state id="Setup">
29 <initial>
30 <transition target="GameSetup"/>
31 </initial>
32 <state id="GameSetup">
33
34 <transition target="Greeting"/>
35 </state>
36 <state id="Greeting">
37 <transition event="InDialog" target="Game.WaitGreet"/>
38 </state>
39 <state id="Game.WaitGreet">
40 <transition target="Rules"/>
41 </state>
42 <state id="Rules">
43 <transition target="ExplainRules" cond="Data(GameData, ’varlist/var[@name=&
quot;round&quot;]/@value’).intValue()==0"/>
44 </state>
45 <state id="ExplainRules">
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46 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask">
47 <param name="type" expr="’whoiam.rules’"/>
48 <param name="reply" expr="’’"/>
49 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/>
50 </invoke>
51 <transition event="ExplainRules.invoke.done" target="DrawCard1"/>
52 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
ExplainRulesWait"/>
53 </state>
54 <state id="ExplainRulesWait">
55 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
ExplainRules"/>
56 </state>
57 <state id="DrawCard1">
58 <onentry>
59 <assign location="Data(GameData,’varlist/var[@name=&quot;
countQuestionsFlobi&quot;]/@value’)" expr="0"/>
60 <assign location="Data(GameData,’varlist/var[@name=&quot;
countQuestionsUser&quot;]/@value’)" expr="0"/>
61 <assign location="Data(GameData,’varlist/var[@name=&quot;
countCardsFlobi&quot;]/@value’)" expr="24"/>
62 <assign location="Data(GameData,’varlist/var[@name=&quot;
countCardsUser&quot;]/@value’)" expr="24"/>
63 <assign location="Data(GameData,’varlist/var[@name=&quot;round&quot
;]/@value’)" expr="Data(GameData,’varlist/var[@name=&quot;round&
quot;]/@value’).intValue()+1"/>
64 <assign location="Data(GameData,’varlist/var[@name=&quot;userwins&
quot;]/@value’)" expr="0"/>
65 <assign location="Data(GameData,’varlist/var[@name=&quot;flobiwins&
quot;]/@value’)" expr="0"/>
66 </onentry>
67
68 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask
">
69 <param name="type" expr="’whoiam.drawCard’"/>
70 <param name="reply" expr="’’"/>
71 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
72 </invoke>
73 <transition event="DrawCard1.invoke.done" target="WhoStarts"/>
74 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
DrawCard1Wait"/>
75 </state>
76 <state id="DrawCard1Wait">
77 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
DrawCard1"/>
78 </state>
79 <state id="WhoStarts">
80 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask">
81 <param name="type" expr="’whoiam.whoStarts’"/>
82 <param name="reply" expr="’’"/>
83 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
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84 </invoke>
85 <transition event="WhoStarts.invoke.done" cond="_eventdata[’reply’] eq ’
flobiStarts’" target="FlobiTurn"/>
86 <transition event="WhoStarts.invoke.done" target="HumanTurn"/>
87 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
WhoStartsWait"/>
88 </state>
89 <state id="WhoStartsWait">
90 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
WhoStarts"/>
91 </state>
92 </state>
93
94 <state id="FlobiTurn">
95 <initial>
96 <transition target="FlobiChooseQuestion"/>
97 </initial>
98 <state id="FlobiChooseQuestion">
99 <onentry>
100 <assign location="Data(GameData,’varlist/var[@name=&quot;
countQuestionsFlobi&quot;]/@value’)" expr="Data(GameData,’
varlist/var[@name=&quot;countQuestionsFlobi&quot;]/@value’).
intValue()+1"/>
101 </onentry>
102 <transition target="FlobiChooseQuestionAndSay"/>
103 </state>
104 </state>
105 <state id="FlobiChooseQuestionAndSay">
106 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask
">
107 <param name="type" expr="’whoiam.flobiQuestion’"/>
108 <param name="reply" expr="’’"/>
109 <param name="flobiCount" expr="’’"/>
110 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
111 </invoke>
112
113 <transition event="FlobiChooseQuestionAndSay.invoke.done" cond="
_eventdata[’reply’] == ’correct’" target="
FlobiPositivAnswerEmotionalImpulse" />
114 <transition event="FlobiChooseQuestionAndSay.invoke.done" target="
FlobiFalseAnswer" />
115 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
FlobiWaitQuestion"/>
116 </state>
117
118
119
120 <state id="FlobiPositivAnswerEmotionalImpulse">
121 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
122 <param name="impulse" expr="’+0.3’"/>
123 </invoke>
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124 <transition cond="Data(GameData,’varlist/var[@name=&quot;
countQuestionsFlobi&quot;]/@value’).intValue() > ’2’" target="
FlobiCorrectAnswer" />
125 <transition target="FlobiTurn"/>
126 </state>
127
128
129
130 <!--event="tick"-->
131 <state id="FlobiCorrectAnswer">
132 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask
">
133 <param name="type" expr="’whoiam.flobiKnowPerson’"/>
134 <param name="reply" expr="’’"/>
135 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
136 </invoke>
137
138 <transition event="FlobiCorrectAnswer.invoke.done" cond="_eventdata[’
reply’] == ’correct’" target="FlobiKnowPerson"/>
139 <transition event="FlobiCorrectAnswer.invoke.done" target="HumanTurn" />
140 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
FlobiWaitCorrectAnswer"/>
141 </state>
142
143 <state id="FlobiFalseAnswer">
144 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
145 <param name="impulse" expr="’-0.3’"/>
146 </invoke>
147 <transition target="HumanTurn"/>
148 </state>
149 <state id="FlobiKnowPerson">
150
151 <onentry>
152 <assign location="Data(GameData,’varlist/var[@name=&quot;flobiwins
&quot;]/@value’)" expr="Data(GameData,’varlist/var[@name=&quot
;flobiwins&quot;]/@value’).intValue()+1"/>
153 </onentry>
154 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
155 <param name="impulse" expr="’+0.3’"/>
156 </invoke>
157 <transition target="Finish.PresentWinner"/>
158 </state>
159 <state id="FlobiWaitQuestion">
160 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
FlobiChooseQuestion"/>
161 </state>
162 <state id="FlobiWaitCorrectAnswer">
163 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
FlobiWaitCorrectAnswer"/>
164 </state>
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165 <state id="HumanTurn">
166 <initial>
167 <transition target="HumanChooseQuestion"/>
168 </initial>
169 <state id="HumanChooseQuestion">
170 <onentry>
171 <assign location="Data(GameData,’varlist/var[@name=&quot;
countQuestionsUser&quot;]/@value’)" expr="Data(GameData,’
varlist/var[@name=&quot;countQuestionsUser&quot;]/@value’).
intValue()+1"/>
172 </onentry>
173 <transition target="HumanChooseQuestion1"/>
174 </state>
175 </state>
176 <state id="HumanChooseQuestion1">
177 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
178 <param name="type" expr="’whoiam.userChooseQuestion’"/>
179 <param name="reply" expr="’’"/>
180 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
181 </invoke>
182 <transition event="notContinue" target="NotContinueChooser"/>
183 <transition event="strategic" target="HumanWaitForAnswer"/>
184 <transition event="interrupt" cond="IN(’WaitSecondPerson’)" target="
HumanChooseQuestionWait"/>
185 </state>
186 <state id="NotContinueChooser">
187 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask
">
188 <param name="type" expr="’whoiam.notcontinueChooser’"/>
189 <param name="reply" expr="’’"/>
190 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
191 </invoke>
192 <transition event="NotContinueChooser.invoke.done" cond="_eventdata[’
reply’] eq ’confirm_yes’" target="HumanWaitForAnswer"/>
193 <transition event="NotContinueChooser.invoke.done" target="HumanTurn"/>
194 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
NotContinueChooserWait"/>
195 </state>
196 <state id="NotContinueChooserWait">
197 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
NotContinueChooser"/>
198 </state>
199 <state id="HumanWaitForAnswer">
200 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
201 <param name="type" expr="’whoiam.userQuestion’"/>
202 <param name="reply" expr="’’"/>
203 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
204 </invoke>
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205
206 <transition event="HumanWaitForAnswer.invoke.done" cond="_eventdata[’
reply’] eq ’confirm_yes’" target="HumanPositivAnswerEmotionalImpulse
" />
207 <transition event="HumanWaitForAnswer.invoke.done" cond="_eventdata[’
reply’] eq ’confirm_no’" target="HumanFalseAnswer"/>
208 <transition event="interrupt" cond="IN(’WaitSecondPerson’)" target="
HumanWaitForAnswerWait"/>
209 </state>
210 <state id="HumanPositivAnswerEmotionalImpulse">
211 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
212 <param name="impulse" expr="’-0.3’"/>
213 </invoke>
214 <transition target="HumanChooseToSolve"/>
215 </state>
216 <state id="HumanChooseToSolve">
217 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
218 <param name="type" expr="’whoiam.userChooseToSolve’"/>
219 <param name="reply" expr="’’"/>
220 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
221 </invoke>
222
223 <transition event="HumanChooseToSolve.invoke.done" cond="_eventdata[’
reply’] eq ’confirm_yes’" target="HumanChoosePerson"/>
224 <transition event="HumanChooseToSolve.invoke.done" target="HumanTurn"
/>
225 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
HumanChooseToSolveWait"/>
226 </state>
227
228
229 <state id="HumanChoosePerson">
230 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
231 <param name="type" expr="’whoiam.userChoosePerson’"/>
232 <param name="reply" expr="’’"/>
233 <param name="timestamps.initiated" expr="System.
currentTimeMillis()"/>
234 </invoke>
235
236 <transition event="HumanChoosePerson.invoke.done" target="
HumanCorrectAnswer"/>
237 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
HumanChoosePersonWait"/>
238 <!--transition event="HumanChoosePerson.invoke.done" cond="_eventdata
[’reply’] eq ’confirm_no’" target="HumanChooseQuestion"/-->
239 </state>
240
241 <state id="HumanCorrectAnswer">
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242 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:
DialogTask">
243 <param name="type" expr="’whoiam.humanKnowPerson’"/>
244 <param name="reply" expr="’’"/>
245 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
246 </invoke>
247
248 <transition event="HumanCorrectAnswer.invoke.done" cond="_eventdata[’
reply’] eq ’confirm_yes’" target="HumanKnowPerson" />
249 <transition target="HumanFalseAnswer" event="HumanCorrectAnswer.invoke.
done" />
250 <transition event="interrupt" cond="In(’WaitSecondPerson’)" target="
HumanCorrectAnswerWait"/>
251 </state>
252 <state id="HumanFalseAnswer">
253 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
254 <param name="impulse" expr="’+0.3’"/>
255 </invoke>
256 <transition target="FlobiTurn"/>
257 </state>
258 <state id="HumanKnowPerson">
259 <onentry>
260 <assign location="Data(GameData,’varlist/var[@name=&quot;userwins&
quot;]/@value’)" expr="Data(GameData,’varlist/var[@name=&quot;
userwins&quot;]/@value’).intValue()+1"/>
261 </onentry>
262 <invoke targettype="task" src="ShortTerm:EmotionalImpulse:
EmotionalImpulse">
263 <param name="impulse" expr="’-0.3’"/>
264 </invoke>
265 <transition target="Finish.PresentWinner"/>
266 </state>
267 <state id="HumanWaitForAnswerWait">
268 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
HumanWaitForAnswerWait"/>
269 </state>
270 <state id="HumanCorrectAnswerWait">
271 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
HumanCorrectAnswer"/>
272 </state>
273 <state id="HumanChoosePersonWait">
274 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
HumanChoosePerson"/>
275 </state>
276 <state id="HumanChooseQuestionWait">
277 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
HumanChooseQuestion"/>
278 </state>
279 <state id="HumanChooseToSolveWait">
280 <transition event="interruptdone" cond="In(’FlobiSeeTwoPerson’)" target="
HumanChooseToSolve"/>
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281 </state>
282 <!--/state-->
283
284 <state id="Finish">
285 <initial>
286 <transition target="Finish.PresentWinner"/>
287 </initial>
288 <state id="Finish.PresentWinner">
289 <transition target="FlobiWinner" cond="Data(GameData,’varlist/var[@name=&
quot;flobiwins&quot;]/@value’) eq ’1’" />
290 <transition target="HumanWinner" cond="Data(GameData,’varlist/var[@name=&
quot;userwins&quot;]/@value’) eq ’1’"/>
291 </state>
292 <state id="FlobiWinner">
293 <onentry>
294 <assign location="Data(GameData,’varlist/var[@name=&quot;flobiwins&
quot;]/@value’)" expr="Data(GameData,’varlist/var[@name=&quot;
flobiwins&quot;]/@value’).intValue()+1"/>
295 </onentry>
296 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask">
297 <param name="type" expr="’whoiam.flobiWin’"/>
298 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
299 </invoke>
300
301 <transition event="FlobiWinner.invoke.done" target="FlobiSayPerson"/>
302 </state>
303 <state id="HumanWinner">
304 <onentry>
305 <assign location="Data(GameData,’varlist/var[@name=&quot;userwins&
quot;]/@value’)" expr="Data(GameData,’varlist/var[@name=&quot;
userwins&quot;]/@value’).intValue()+1"/>
306 </onentry>
307 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask">
308 <param name="type" expr="’whoiam.playerWin’"/>
309 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
310 </invoke>
311 <transition event="HumanWinner.invoke.done" target="FlobiSayPerson"/>
312 </state>
313 <state id="FlobiSayPerson">
314 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask">
315 <param name="type" expr="’whoiam.flobiSayPerson’"/>
316 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/
>
317 </invoke>
318 <transition event="FlobiSayPerson.invoke.done" target="Goodbye"/>
319 </state>
320 <state id="Goodbye">
321 <invoke targettype="task" src="ShortTerm:DialogTask:DialogTask:DialogTask
">
322 <param name="type" expr="’whoiam.goodbye’"/>
323 <param name="reply" expr="’’"/>
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324 <param name="timestamps.initiated" expr="System.currentTimeMillis()"/>
325 </invoke>
326 <transition event="Goodbye.invoke.done" cond="_eventdata[’reply’] eq ’
confirm_yes’" target="DrawCard1" />
327 <transition event="Goodbye.invoke.done" target="Exit"/>
328 </state>
329 </state>
330 <state id="Exit">
331
332 </state>
333 </state>
334 <state id="LookingPerson">
335 <initial>
336 <transition target="WaitSecondPerson"/>
337 </initial>
338 <state id="WaitSecondPerson">
339 <transition event="interrupt" target="FlobiSeeTwoPerson"/>
340 </state>
341 <state id="FlobiSeeTwoPerson">
342 <transition event="interruptdone" target="WaitSecondPerson"/>
343 </state>
344 </state>
345 </parallel>
346 </scxml>
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