The Fréchet functional equation with application to the stability of certain operators  by Popa, Dorian & Raşa, Ioan
Available online at www.sciencedirect.com
Journal of Approximation Theory 164 (2012) 138–144
www.elsevier.com/locate/jat
Full length article
The Fre´chet functional equation with application to the
stability of certain operators
Dorian Popa∗, Ioan Ras¸a
Technical University of Cluj-Napoca, Department of Mathematics, 28 Memorandumului Street, 400114, Cluj-Napoca,
Romania
Received 29 April 2011; received in revised form 9 September 2011; accepted 29 September 2011
Available online 6 October 2011
Communicated by Patrick Combettes
Abstract
We present a new approach to the classical Fre´chet functional equation. The results are applied to the
study of Hyers–Ulam stability of Bernstein–Schnabl operators.
c⃝ 2011 Elsevier Inc. All rights reserved.
Keywords: Fre´chet functional equation; Linear operator; Hyers–Ulam stability
1. Introduction
Let f : R→ R and n ∈ N = {1, 2, . . .}. Consider the difference operator of order n, defined
as usual by
∆nh f (x) :=
n
j=0
(−1) j

n
j

f (x + (n − j)h), (1.1)
where x ∈ R and h ∈ R (see [8, pag. 504]).
If f is a polynomial function of degree at most n − 1, then it is well known that
∆nh f (x) = 0, (1.2)
for all x ∈ R and h ∈ R (see [2], [14, pag. 271]).
One may ask if the converse is also true.
If n > 1, without any regularity assumptions on f the answer is negative.
∗ Corresponding author.
E-mail addresses: Popa.Dorian@math.utcluj.ro (D. Popa), Ioan.Rasa@math.utcluj.ro (I. Ras¸a).
0021-9045/$ - see front matter c⃝ 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jat.2011.09.009
D. Popa, I. Ras¸a / Journal of Approximation Theory 164 (2012) 138–144 139
In 1909 Fre´chet [10] studied an equation more general than (1.2), which characterizes the
polynomials among the continuous mappings. From the result of Fre´chet it follows that a
continuous function f : R → R satisfies (1.2) for all x ∈ R and h ∈ R if and only if
f is a polynomial function of degree at most n − 1; for details see [2, Theorem 1] and also
[14, Theorem 13.5]. Due to the result of Fre´chet, Eq. (1.2) is today named after him.
Anghelut¸a˘ [4,5] (see also [14]) proved that the only measurable functions satisfying Eq. (1.2)
for all h > 0 and all x ∈ R are polynomials of degree at most n − 1.
A stronger result concerning polynomial solutions of (1.2) was obtained by Montel [15,16]
and Popoviciu [20] (see also [14]) under different regularity assumptions on f but weaker on h.
Theorem 1.1 (Popoviciu, Montel). If f is continuous at n points and satisfies the equations
∆nh1 f (x) = 0, ∆nh2 f (x) = 0
for all x ∈ R and two given values h1, h2 such that h1/h2 is irrational, then f is a polynomial
function of degree at most n − 1.
If we assume more about f , then a single equation is sufficient to draw the same conclusion;
indeed, Kuczma (see [14, pag. 273]) proved:
Theorem 1.2. If f is measurable on an interval (a,+∞), a ∈ R,∆nh f (x) has constant sign for
all x > a, h > 0, and vanishes identically in x for a single value of h, then f is a polynomial
function of degree at most n − 1 on (a,+∞).
Recently Almira and Lo´pez-Moreno [2] gave a new proof of the classical result of Fre´chet,
assuming about f only the continuity at some point or the boundedness on some nonempty open
set.
All the above results concerning the Fre´chet functional equation are obtained under the
assumption that (1.2) is satisfied for all values of x and some values of h. The aim of this paper
is to obtain similar results assuming that (1.2) is satisfied for all values of h in a given set and a
unique value of x .
This approach is motivated by the study of the Hyers–Ulam stability of some linear operators.
Hyers–Ulam stability is one of the main topics in the theory of functional equations and is
connected with perturbation theory and the notion of shadowing in dynamical systems [17].
The starting point of the stability theory of functional equations was a problem formulated in the
celebrated book by Po´lya and Szego¨ [18], and the problem of Ulam concerning the stability of
group homomorphisms [25]. Recall that an equation is called stable in the Hyers–Ulam sense if
for any solution of the perturbed equation, called an approximate solution, there exists a solution
of the equation close to it. For definitions, approaches and results on Hyers–Ulam stability we
refer the reader to [1,6,9,11–13].
The stability of linear operators is connected to the stability of the associated equations;
detailed definitions will be given in Section 3. Some results on Hyers–Ulam stability of linear
operators were obtained by Miura et al. [11,12,24]. Recent results concerning the stability of
linear differential equations and linear differential operators can be found in [7,19].
2. The functional equation
Let n ≥ 1 be fixed.
We want to determine the functions f ∈ Cn[0, 1] which satisfy the equation
∆nt f (0) = 0 for all t ∈

0,
1
n

. (2.1)
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The nth order difference operator∆nt is defined as in (1.1), so that the Fre´chet-type functional
equation (2.1) can be written as
n
j=0
(−1) j

n
j

f ((n − j)t) = 0, ∀t ∈

0,
1
n

. (2.2)
Let us define k(n) as follows:
k(1) := 0, k(2) := 1, k(3) := 3,
k(n) := min

k ∈ N :
n−1
i=1
n
i

1− i
n
k
< 1

, n ≥ 4.
Let n ≥ 4 and k ≤ n. Then
n−1
i=1
n
i

1− i
n
k
>
n
1

1− 1
n
k
≥ n

1− 1
n
n
> 1.
Thus k(n) > n for all n ≥ 4. In particular, k(4) = 6.
Let Πm be the subspace of C[0, 1] consisting of all polynomial functions of degree at most
m. Each f ∈ Πn−1 is a solution of the Fre´chet equation (1.2), hence a solution of (2.1). The next
result goes in the opposite direction.
Theorem 2.1. If f ∈ Ck(n)[0, 1] is a solution of the functional equation (2.1), then f ∈ Πn−1.
Proof. The assertion is trivial for n = 1. Let n = 2 and suppose that f ∈ C1[0, 1] is a solution
to
∆2t f (0) := f (2t)− 2 f (t)+ f (0) = 0, ∀t ∈

0,
1
2

.
Then f ′(2t) = f ′(t), t ∈

0, 12

, and it is easy to conclude that f ′(x) = f ′(2− j x) for all
x ∈ [0, 1] and j ∈ N. It follows that f ′(x) = f ′(0), x ∈ [0, 1], which entails f ∈ Π1.
Let n = 3 and f ∈ C3[0, 1] such that
∆3t f (0) := f (3t)− 3 f (2t)+ 3 f (t)− f (0) = 0, ∀t ∈

0,
1
3

. (2.3)
Setting ϕ := f (3) we get
ϕ(x) = 8
9
ϕ

2
3
x

− 1
9
ϕ

1
3
x

, x ∈ [0, 1]. (2.4)
Let s ∈ [0, 1] with |ϕ(s)| = ∥ϕ∥∞. Then
∥ϕ∥∞ = |ϕ(s)| ≤ 89
ϕ 23 s
+ 19
ϕ 13 s
 ≤ ∥ϕ∥∞.
This yields
ϕ  13 s = ∥ϕ∥∞, i.e.,
∥ϕ∥∞ =
ϕ  13 j s
 , j ≥ 1.
Since ϕ ∈ C[0, 1], we get ∥ϕ∥∞ = |ϕ(0)|. From (2.4) we see that ϕ(0) = 0, so that ϕ = 0;
this entails f (3) = 0, hence f ∈ Π2.
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It remains to consider the case n ≥ 4.
Suppose that f ∈ Ck(n)[0, 1] satisfies (2.1). Setting ϕ := f (k(n)) we obtain easily
n−1
j=0
(−1) j

n
j

(n − j)k(n)ϕ((n − j)t) = 0, ∀t ∈

0,
1
n

.
Denoting t = xn we infer that
ϕ(x) =
n−1
j=1
(−1) j−1

n
j

1− j
n
k(n)
ϕ

1− j
n

x

, x ∈ [0, 1].
Consequently,
∥ϕ∥∞ ≤ ∥ϕ∥∞
n−1
j=1

n
j

1− j
n
k(n)
.
Taking into account the definition of k(n) we conclude that ∥ϕ∥∞ = 0, i.e., f ∈ Πk(n)−1.
Since f ∈ Cn[0, 1], for each 0 < x ≤ 1n there exists u(x) ∈]0, nx[ such that
0 = ∆nx f (0) = xn f (n)(u(x)).
(See [8, pag. 505] and [23, Theorem 2.10].) Thus, for each 0 < x ≤ 1n there exists u(x) ∈]0, nx[
such that f (n)(u(x)) = 0.
Consider the sequence (x j ) j≥1 defined as follows:
x1 := 1n , x j+1 :=
1
n
u(x j ), j ≥ 1.
Then, for all j ≥ 1,
0 < u(x j+1) < nx j+1 = u(x j ) < nx j ≤ 1.
We see that the polynomial function f (n) ∈ Πk(n)−n−1 has infinitely many roots, namely
u(x j ), j ≥ 1. This means that f (n) = 0, i.e. f ∈ Πn−1. 
3. Application to the Hyers–Ulam (in)stability of certain Bernstein–Schnabl operators
Consider a continuous selection of probability Borel measures on [0, 1], i.e., a family
(µx )0≤x≤1 of probability Borel measures on [0, 1] such that for every f ∈ C[0, 1] the function
x →
 1
0
f dµx
is continuous on [0, 1]. Suppose that 1
0
tdµx (t) = x, x ∈ [0, 1].
For every n ≥ 1, the n-th Bernstein–Schnabl operator associated with the selection (µx )0≤x≤1
is the positive linear operator Bn : C[0, 1] → C[0, 1] defined for every f ∈ C[0, 1] and
x ∈ [0, 1] as
Bn f (x) :=
 1
0
. . .
 1
0
f

x1 + · · · + xn
n

dµx (x1) · · · dµx (xn).
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This definition can be found in [3], where the properties of the sequence (Bn)n≥1 and of the
associated Markov semigroup are deeply investigated; see also [21,22].
Here we consider a special selection and investigate the associated operators Bn from the
point of view of the Hyers–Ulam stability. Theorem 2.1 will be instrumental in this investigation.
Let u ∈ C[0, 1], u(x) = min{x, 1 − x}, x ∈ [0, 1]. Consider the family (µx )0≤x≤1 of
probability Borel measures on [0, 1] such that for every f ∈ C[0, 1],
 1
0
f dµx :=

f (x), x ∈ {0, 1},
1
2u(x)
 x+u(x)
x−u(x)
f (t)dt, 0 < x < 1.
The associated Bernstein–Schnabl operators are in this case defined by
Bn f (x) :=

f (x), x ∈ {0, 1},
1
(2u(x))n
 x+u(x)
x−u(x)
. . .
 x+u(x)
x−u(x)
f

x1 + · · · + xn
n

dx1 · · · dxn,
0 < x < 1, (3.1)
for all n ≥ 1, f ∈ C[0, 1], x ∈ [0, 1].
Let L : X → Y be a bounded linear operator acting between the normed spaces X and Y .
One way of expressing the Hyers–Ulam stability of L is the following (see [11,12,24]):
L is stable in the Hyers–Ulam sense if there exists a real number K > 0 such that for each
x ∈ X with ∥Lx∥ ≤ 1 there is an x ′ ∈ X satisfying Lx ′ = 0 and ∥x ′ − x∥ ≤ K .
This is equivalent to saying that the equation Lx = y is Hyers–Ulam stable, i.e., For each
ε > 0, y ∈ L(X) and z ∈ X with ∥Lz − y∥ ≤ ε there is a z′ ∈ X satisfying Lz′ = y and
∥z′ − z∥ ≤ K ε.
The next result is concerned with the restriction of Bn to the normed space (Xn, ∥·∥∞), where
Xn =

C[0, 1], n ∈ {1, 2, 3},
Ck(n)−n[0, 1], n ≥ 4.
Theorem 3.1. For each n ≥ 1, Bn : Xn → C[0, 1] is not stable in the sense of Hyers–Ulam.
Proof. Let n ≥ 1 be fixed. Let f ∈ Xn with Bn f = 0. Set m(n) := max{n, k(n)} and let
F ∈ Cm(n)[0, 1] with F (n) = f .
Let 0 < x ≤ 12 . According to (3.1),
Bn f (x) = 1
(2x)n
 2x
0
. . .
 2x
0
f

x1 + · · · + xn
n

dx1 · · · dxn .
Using the integral representation of a finite difference (see [23, Theorem 2.9]) we get
Bn f (x) = n
n
(2x)n
∆n2x
n
F(0).
Since Bn f (x) = 0, we obtain
∆n2x
n
F(0) = 0, 0 < x ≤ 1
2
. (3.2)
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Obviously (3.2) is valid also for x = 0. Denoting t := 2xn , we find
∆nt F(0) = 0, ∀t ∈

0,
1
n

.
Now Theorem 2.1 shows that F ∈ Πn−1, i.e., f = F (n) = 0.
Suppose that there exists a number K > 0 such that for all g ∈ Xn with ∥Bng∥∞ ≤ 1 there
is an f ∈ Xn with Bn f = 0 and ∥g − f ∥∞ ≤ K . Such an f is necessarily the null function,
and so for each g ∈ Xn with ∥Bng∥∞ ≤ 1 we have ∥g∥∞ ≤ K . Let us show that this leads to a
contradiction.
For each 0 < a < 12 take a function ga ∈ Xn such that
0 ≤ ga(x) ≤ ga

1
2

= K + 1, x ∈ [0, 1],
and ga(x) = 0 for x ∈ [0, a) ∪ (1− a, 1].
Then ∥ga∥∞ = K + 1, and it remains only to show that lima→ 12 ∥Bnga∥∞ = 0.
For 0 < x ≤ 12 we have
Bnga(x) = 1
(2x)n
 2x
0
. . .
 2x
0
ga

x1 + · · · + xn
n

dx1 · · · dxn
≤ K + 1
(2x)n
Voln∆(x, a),
where ∆(x, a) := {(x1, . . . , xn) ∈ [0, 2x]n : na ≤ x1 + · · · + xn ≤ n(1 − a)} and Voln stands
for the n-dimensional volume.
For 0 < x < a2 ,∆(x, a) is empty, and so Bnga(x) = 0.
For a2 ≤ x ≤ 12 ,Voln∆(x, a) ≤ Voln∆

1
2 , a

, and so
Bnga(x) ≤ K + 1
(2x)n
Voln∆

1
2
, a

≤ K + 1
an
Voln∆

1
2
, a

.
Since Bnga(0) = ga(0) = 0, we conclude that
0 ≤ Bnga(x) ≤ K + 1an Voln∆

1
2
, a

for all x ∈

0, 12

.
Now consider the function ga(t) = ga(1 − t), t ∈ [0, 1]. It is not difficult to verify that for
x ∈

1
2 , 1

one has
0 ≤ Bnga(x) = Bnga(1− x) ≤ K + 1an Voln∆

1
2
, a

.
Consequently,
∥Bnga∥ ≤ K + 1an Voln∆

1
2
, a

, 0 < a <
1
2
.
Since
lim
a→ 12
Voln∆

1
2
, a

= 0,
we see that lima→ 12 ∥Bnga∥∞ = 0, and this concludes the proof. 
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Remark 3.2. The regularity of f , required in Theorem 2.1, is important. For example, let n = 2;
we shall construct nonpolynomial functions f ∈ C[0, 1] with ∆2t f (0) = 0, ∀t ∈

0, 12

. (See
also [14, p. 213].)
Indeed, let f be a nonpolynomial continuous function on

1
2 , 1

, with f

1
2

= 12 and f (1) =
1. For each j ∈ {1, 2, . . .} and t ∈ [2− j−1, 2− j ) set f (t) := 2− j f (2 j t). Finally set f (0) := 0.
Then f ∈ C[0, 1] and f (t) = 12 f (2t),∀t ∈

0, 12

, which entails f (2t) − 2 f (t) + f (0) = 0,
i.e., ∆2t f (0) = 0, ∀t ∈

0, 12

.
It would be interesting to know if for n ≥ 4 Theorem 2.1 holds with f ∈ Cn[0, 1] instead of
f ∈ Ck(n)[0, 1]; in this case, Theorem 3.1 would be valid with C[0, 1] instead of Xn .
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