Motivation: Predicting the 3D structure of RNA molecules is a key feature towards predicting their functions. Methods which work at atomic or nucleotide level are not suitable for large molecules. In these cases, coarse-grained prediction methods aim to predict a shape which could be refined later by using more precise methods on smaller parts of the molecule. Results: We developed a complete method for sampling 3D RNA structure at a coarse-grained model, taking a secondary structure as input. One of the novelties of our method is that a second step extracts two best possible structures close to the native, from a set of possible structures. Although our method benefits from the first version of GARN, some of the main features on GARN2 are very different. GARN2 is much faster than the previous version and than the wellknown methods of the state-of-art. Our experiments show that GARN2 can also provide better structures than the other state-of-the-art methods. Availability and implementation: GARN2 is written in Java. It is freely distributed and available at
Introduction
RNA molecules, and especially non-coding RNA, involve many biological processes, as regulatory or functional processes occurring in the cell. To induce them, molecules have to fold into a certain 3D structure. The importance of finding this specific structure motivates the development of many approaches to predict it. One of the keys to successful prediction strategies is the hierarchical nature of the RNA folding process (Batey et al., 1999; Brion and Westhof, 1997; Tinoco and Bustamante, 1999) .
From the RNA sequence, current approaches (Hofacker, 2009; Mathews, 2006; Reeder et al., 2006; Shapiro et al., 2007; Zuker, 2003) are efficient to predict the secondary structure. This secondary structure can thus be taken as a starting point for the 3D prediction.
Recently developed methods for the prediction of RNA 3D structure (Cruz et al., 2012; Laing and Schlick, 2011; Rother et al., 2011; Sim et al., 2012b ) also make great use of the many studies on base interaction classification (Das and Baker, 2007; Frellsen et al., 2009; Leontis et al., 2006; Leontis and Westhof, 2001; Murray et al., 2003; Sykes and Levitt, 2005) , by encoding base pairing and stacking both as energy functions (Dima et al., 2005; Flores and Altman, 2010; Sharma et al., 2008) and in fragment libraries (Das and Baker, 2007; Parisien and Major, 2008) .
One of the major recent features is the representation of molecules at the different levels, especially coarse-grained models (Boudard et al., 2015; Fonseca et al., 2014; Kerpedjiev et al., 2015; Kim et al., 2014; Laing et al., 2013; Laing and Schlick, 2011; Lamiable et al., 2013; Sim et al., 2012a) . These models benefit from the inherent hierarchical nature of RNA, by the use of representations as coarse as secondary structure elements (SSEs).
In this paper, the method, called GARN2, is developed to work on all sizes of RNA molecules in short running times. GARN2 combines a coarse-grained graph-based representation, knowledgebased (KB) potentials, and regret minimization algorithms to compute the sampling. Our first work on these approaches (Boudard et al., 2015) gave us a satisfying sampling of structures for RNA molecules without large junctions. In our approach, finding RNA conformations is seen as a local optimization problem where each SSE tries to maximize its own welfare function.
First, we represent a graph that reflects the secondary structural elements of an RNA structure. Each SSE is represented by one or several nodes of a graph. The nodes are linked by covalent bond connections, and non-bonded interactions are represented by several types of KB potentials based on the distance between nodes. Similar potentials, using geometric information, have been mentioned (Kerpedjiev et al., 2015; Laing et al., 2013) . However, unlike wellknown tools which are based on Monte-Carlo method, we provide here sampling algorithms based on a machine learning technique: regret minimization algorithms. Initially, this technique has been developed to solve the multi-armed bandit problem (Robbins, 1985) where a gambler player faces on different slot machines a numerous number of times. At each step, he chooses a machine to play and receives its gain. The goal is to maximize the total gain, i.e. the sum of gains received at each pull, taking into account the history of previous pulls. When gains depend on a fixed probability law and pulls are independent, the aim of the player is measured in terms of expected loss. In our context, each node of the graph wants to maximize this welfare function in the long term. One of the major differences between our work and others is how the sampling is constructed. Usually, the tools of state-of-art are based on the minimization of an energy function. In our work, each node of the graph has the objective of maximizing its own objective function, in a competitive way (as in game theory), without considering the decisions from other nodes. Each node has his local vision and a selfish behaviour. Thus, the molecule folds through a selfish optimization process.
With a coarse-grained representation, KB potentials, and a regret minimization algorithm, GARN2 computes a large sampling of possible RNA structures, in a low running time. Finally, we sort the set of folded 3D structures according to a distance parameter. This sort allows us to extract two folded 3D structures in such a way that one of them is close to the native.
Materials and methods
Relating to game theory, our method GARN2 was born from the idea that 3D RNA structures can be viewed as an Equilibrium (a stable solution) for a specific game. In this context, the main equilibrium is known as the Nash Equilibrium (Nash, 1950 ) and corresponds to a stable state that cannot be improved without introducing interactions between the actors of the game. In our method, a generalization of the Nash equilibrium (Aumann, 1974) called correlated Nash Equilibrium is thus considered. Traditional regret minimization algorithms such as the well-known EXPonential EXPloration-EXPloitation algorithm (EXP3) (Auer et al., 2002) reach a correlated Nash equilibrium for a zero-sum game (Hart and Mascolell, 2000) .
Our goal is to fold the 3D structure of an RNA. To achieve that, we model the 3D RNA structure by a graph, where each node of the graph represents a SSE. Then, GARN2 performs regret minimization on the graph model using knowledge-based scoring (KB scoring).
Although GARN2 is based on the same paradigm as our previous method GARN (Boudard et al., 2015) , a number of differences and improvements between the two versions can be pointed out. In GARN2, the graph model represents any RNA structure while GARN allowed junctions up to degree 3 only. Besides, the strategies of the players have been changed, not only for large degree multiloops, but also for other components as two-way junctions for which new constraints have been added to the players. GARN2 incorporates a new feature that allows extracting two possible structures from the sampling. This feature is based on a sort of the sampling according to a compactness measure. GARN2 selects two candidates from the whole sampling. Our results show that, according to our sampling, one of the two structures is near to the global shape of the PDB structure (see Section 3.2). Additionally, GARN2 is globally faster than GARN (see Supplementary Table S5 for running times); this is due to the changes in the players' strategies, as well as a careful software implementation.
The representation of the RNA structure is made to fold into space by a regret minimization algorithm (EXP3). The idea behind such an algorithm is that it will make each part of the RNA structure fold itself according to a strategy proposed by the algorithm, guided by some score function. A KB potential scoring is computed from a set of reference molecules.
We construct a sampling of coarse-grained structures for each RNA molecule. The sections below describe the methodology applied to generate a set of structures, to sort them, and to evaluate them.
Data
We used a previously described stringent non-redundant dataset (Bernauer et al., 2011) that has been shown to be suitable for both all-atom and coarse-grained representation. This dataset was used to measure distance between nodes, KB-scoring scheme, strategies of two-way junctions, and to evaluate our sorting method. This reference set (see Supplementary Table S1 ) contains 76 molecules for which secondary structures are available from RNA FRABASE (Popenda et al., 2010) and the full 3D structure is available from the PDB.
To evaluate GARN2, we used 25 cases of structural and biological interest not present in the reference set. These cases formed the test set (see Supplementary Table S2 ).
Graph model
We developed a graph model representation of RNA structure, which allows for representing junctions of any degree.
SSEs as nodes
The RNA structure is represented by a directed graph. The nodes of the graph correspond to SSEs, such as helices, junctions, and loops. They are connected by edges representing the connectivity between these elements. One node has only one (or zero) incoming edge, and zero, one or more outgoing edges.
• Each helix is associated to one or more nodes, one node for 5 bp or less. This representation by several nodes allows to take into account the helix length and its capacity to bend.
• Terminal loops (one-way junctions), bulges and two-way junctions, are represented by one node.
• Three-way junctions are represented by two nodes: one for the helical stacking and the other for the branching in the threeway junction (Boudard et al., 2015) . The node for the helical stacking has three edges, to perform the alignment between two helices and to link this node with the second three-way junction node.
• Each higher order k-way junction is represented by k þ b kÀ1 2 c À 2 nodes. We use two types of nodes to represent a k-way junction (see Fig. 1 ): external nodes, which link with an adjacent helix, and internal nodes, which link with others internal or external nodes. We consider that one helix is already fixed in 3D space, so we need kÀ1 external nodes. To keep a simple representation of the junction, we superimpose two or three external nodes of the junction at the same place. Internal nodes arrange the next group of nodes in the 3D space. So, there are kÀ1 2 À 1 internal nodes (the last group of nodes does not need an internal node).
Supplementary Figure S1 gives an example of a complete graph structure for one large molecule.
Length of edges
The distance between adjacent nodes, i.e. the length of edges, significantly impacts the structure. In our model, we consider that each node is at the centre of a sphere which represents the volume of the SSE (or a part of SSE). Therefore, the length of an edge is equal to the sum of the radius of the sphere of its two adjacent nodes. In the following, we call diameter of a node the diameter of its sphere.
We use two alternative methods:
1. The diameter of a node was computed on the reference set by (Boudard et al., 2015) . For long helices (represented by two nodes or more in our graph) and large two-way junctions (with at least six nucleotides), the diameter of a node is 11.2 Å . Otherwise, it is 5.6 Å . This length is a statistical measure, from a lattice representation. 2. The diameter of a node depends on the distance between 2 bps on an RNA helix, which is 2.4 Å (Ussery, 2002) . This information is needed because the diameter of a node depends on the number of nucleotides (according to type of SSE) multiplied by 2.4 Å . For helices nodes, we consider the number of base pairs. For apical loops (in other words terminal loops), we use the number of nucleotides divided by two. For two-way junctions, we use the number of nucleotides on the smallest unpaired strand (this number is 0 for bulges).
For three-way junctions, our representation uses two nodes: one for the stacking and the other for the direction of the junction. The diameter of the first node depends on the number of nucleotides on the stacking strand. We use the number of nucleotides on the larger unpaired strand of the junction for the second. For higher k-way junction, we use the number of nucleotides of the junction divided by its size (k).
To choose between these two methods, we have tested their impact on the reference set and observed the difference of folding depending on the number of helices.
Folding molecule model
We work on the graph (described earlier) to fold an RNA structure. The folding process is designed as a game. The game model contains: (i) players, corresponding to the nodes of the RNA graph, (ii) a set of possible strategies for each player, i.e. the spatial directions in which the next player can be placed, Fig. 1 . Graph representation of a seven-way junction. Each node in the junction has a previous node and one or more next nodes to simplify our folding. An external node (E) gives direction (indicated by arrow) for an adjacent helix (H), and another internal node (I) gives a direction to the junction by placing the next group of nodes (in the large circle). These groups can contain 2 (minimum) or 3 nodes (maximum) and (iii) player scoring, corresponding to how well players are performing. The score is used to compute the probability of each player choosing a strategy, as a function of the previous moves made by other players. For this game, we can use different settings to find the best combinations, allowing the system to evolve (length of edges and scoring function).
Players and theirs strategies
Each node of the graph corresponds to one player. All along the game, each player has to choose a strategy in a set of strategies. A strategy consists of adopting a direction for its outgoing edges, thus the position of next players (according to a depth-first search starting from the larger junction, see Supplementary Fig. S2 for example of players' order). With these directions, each node moves the next node (or a group of nodes), until all nodes are assigned to a position in space.
To avoid having too many strategies (and thus to have a suitable convergence time for our game), we work on a discrete space, where all angles between two directions (i.e. strategies) are multiples of 30 (or only 60 to limit the number of strategies). Each strategy depends on an initial orientation, corresponding to the direction of the previous edge in the graph. For an RNA structure, possible directions depend on the type of the SSE. Helices have a limited bending capacity, enabling us to limit the set of feasible strategies. If the helix is represented by one node (<6 bp), the player can move in all 30
angle directions from its initial orientation. If the node of the helix is the second or more, the player can move in all 60 angle directions. We also consider the possibility of frozen helices (the direction is automatically the same than the initial orientation). Two-way junctions occur more frequently than (k > 2)-way junctions in RNA. To compute a set of strategies for two-way junctions, we observed that the possible folding of two-way junction depends on the smaller unpaired strand (see Supplementary Fig. S3 ). From these observations, the set of possible deviations ranges is from 30 to 120 if the smaller unpaired strand has 0 nucleotide (bulges), from 0 to 60 otherwise.
For larger junctions (i.e. k-way with k > 2), deviations up to 180 are allowed by steps of 60 .
Each player chooses a strategy in agreement with a set of probabilities of these strategies, depending on the EXP3 algorithm. These strategies decide on the shape of the structure.
Scoring
To compute a probability for each strategy, we measure the wellness of each node depending on a KB-score. Taking into account the coarse-grain nature of the model, the scoring function is computed: measurements of the distance d between two players are made (on the reference set) and fitted to predefined functional forms.
As SSE types do not have the same 3D characteristics, the scoring function parameters between two players depend on their respective SSE types. The SSEtype for player j will be either the exact type (helix, apical loop and two-way junction) or its global type (helix or junction). To calculate the score of a given player j, we sum the scoring function value between this player and all other players.
The scoring function, ScoringFunction, can use different types of potential. According to the player types of two nodes i, j, three different types of scoring functions were tested:
• Lennard-Jones:
where A i;j and B i;j depend on the player type (SSEtype). This score has only one mode (i.e. one best distance between two players).
• Modified Lennard-Jones: the positive repulsive part of the Lennard-Jones potential is flattened out to 0, so as to minimize local effects.
• Gauss:
where A i;j ; r i;j and l i;j depend on the player type (SSEtype).With a Gaussian mixture, the score has several modes (i.e. several best distances between two players).
Parameters for each scoring function were calculated on the reference set (Bernauer et al., 2011) . Different parameters were calculated for different types of SSE: a scoring function between a helix and a two-way junction does not have the same parameters as a scoring function between a helix and a apical loop. For each potential, their parameters depend on the exact type or the global type of SSE, for each player concern. Each scoring function measures the score according to the distance, only between two players.
To calculate the score of a given player j with SSE type SSEtype j , we sum the scoring function value between this player and all other players i with SSE type SSEtype i .
where p is the number of players, and j is the player for which a score is calculated. This score is used to update the probability to play a strategy in EXP3 algorithm.
Regret minimization algorithm
We have constructed a game with players, strategies and score. To fold the structure, we use a regret minimization algorithm: each player moves by choosing the most favourable and sufficiently likely environment, based on previous observations. We use the EXPonential EXPloration-EXPloitation algorithm (EXP3) (Auer et al., 2002) . In the EXP3 algorithm, at each turn, each player chooses a strategy from a KB score. Our game consists of several turns obeying a common set of rules. First, all the players choose a strategy (a direction) according to their relative probabilities. The score is then updated by all the players, based on their distance from all other players, and the probabilities are updated.
At each turn, we verify whether the resulting structure is a plausible structure: if two players occupy the same position or if two edges of the graph intersect, the turn of the game is cancelled, and all players are penalized for their strategy.
Sorting criteria
At the end of the game, we have one coarse-grained 3D structure of the RNA molecule. After many games (each game is independent of each other), we have a sampling of possible structures. At this step, we do not know which structure is best (near to the structure present in PDB database). To find this best structure, we sort our sampling. We tested three sorting criteria:
• Sort by global score: we compute a global score for the structure by summing the scores of all of its players. The rationale here is that we could suppose that a high sum indicates that many players have a high score.
• Sort by minimal score: we use the minimal score of players of the structure. We suppose here that if the minimal score is high, it indicates that the structure is good because the penalization of player is less important that others structures. All other players having necessarily a higher score must then have generated even better structures.
• Sort by the maximum distance in the structure: we use the maximum distance measured between two nodes. If this maximum distance is low, we can suppose that the structure is compact. On the contrary, if the maximum distance is high, the structure is considered sparse. This sorting criterion allows for a sorting performed according to the compactness of the structure.
These three sorting criteria will be tested on the reference set.
Evaluation

Assessment for each molecule
For each molecule, a graph representation as described earlier must first be created. The secondary structure is obtained from RNA FRABASE (Popenda et al., 2010) . For each 3D structure, the geometric centre of each nucleotide (and adjacent base pairs) is used to compute the coordinates of the nodes of the graph. The Root Mean Square Deviation (RMSD) between structures is calculated from coarse-grained models containing only the nodes. The RMSD indicates the mean distance between the players of overlapping molecules. The RMSD is defined as:
where m and n are two molecules and p is the number of players, m i the position of player i of the molecule m and n i the position of player i of the molecule n.
Evaluation of GARN2
We evaluated the performance of this approach relatively to other methods. The inputs for these methods are the sequence and the same secondary structure used for GARN2 (when required by the method). With this approach, we compared GARN2's results with coarse-grained and non-coarse grained software. The two coarsegrained methods are: (i) RNAJAG (Laing and Schlick, 2011) (article data) and (ii) ERNWIN (Kerpedjiev et al., 2015) (article data and its software's results). The well-known non-coarse-grained approaches are: (i) iFoldRNA (Sharma et al., 2008) (default server parameters), (ii) FARNA (Das and Baker, 2007) (from Rosetta3.2 with 50 000 steps for small molecules and 10 000 steps for larger molecules (with the minimize RNA option) (iii) NAST (Jonikas et al., 2009 ) (from circle conformation with 40 000 steps and default parameters), (iv) RNAComposer (Popenda et al., 2012) (default server parameters) and (v) SimRNA (Boniecki et al., 2015) (default server parameters). We do not compare to MC-Sym (Parisien and Major, 2008) because this program failed to give a solution for more than two-thirds of molecules of the test set. For non-coarse-grained methods, we use their output PDB files, which we converted to GARN2's coarse-grained graph representation and used them to calculate the RMSD.
Evaluation of our sorting
For a sampling computed from GARN2, the three criteria presented in Section 2.4 were tested on the reference set and the test set to sort structures. The conclusions below were drawn from the results for the reference set, highlighted for the test set.
Results
For each molecule of our reference set and of our test set, we used the default settings of GARN2. Each parameter of GARN2 is chosen automatically, after a study of GARN2 on the reference set. Figure 2 shows sampling results for some molecules of the test set. The global shape of the molecule can be found without the need of precise information on junctions (except the type of the junction).
Finding a good sampling for a molecule
Supplementary Table S4 shows RMSD results for all molecules of the test set. For molecules of more than 200 nucleotides (as 4C4Q), GARN2 calculates structures with RMSD near to 16 Å .
Current approaches use a Monte-Carlo method to compute possible structures. GARN2 uses a regret minimization approach with the EXP3 algorithm. To compare the two methods, we implemented a Monte-Carlo method in GARN2, using the same settings and an equivalent number of strategies' tests. Supplementary Figure S4 shows the differences between EXP3 sampling and Monte-Carlo sampling. We present an approach with the capacity to compute a good sampling, with a good average RMSD and the lowest RMSD possible. In this case, EXP3 offers a better sampling than MonteCarlo. Figure 3 shows the comparison of results of GARN2 with others methods on the test set: five fine-grained approaches (iFoldRNA, Nast, FARNA, RNAComposer and SimRNA) and two coarsegrained approaches (RNAJAG and ERNWIN).The best structure predicted by GARN2 represents the coarse-grained biological structure of the molecule as well as, or better than, the state of the art techniques. Supplementary Figure S5 shows best structures for one molecule of the test set, GARN2 computes structures comparable or better than others methods.
RNAcomposer performs exceptionally well on a handful of molecules and significantly worse on others. This is likely explained by its use of known fragments for the interior and multi-loop sections, leading to near exact matches for structures with unique junction topology and sequences. Especially with our test set, for which we use the same secondary structure database (RNAFRABASE).
Excluding RNAComposer's results, GARN2 yields better overall results for the minimal RMSD structure with a large sampling.
Supplementary Table S5 shows the comparisons of running times. Considering running time and sampling's RMSD, GARN2 is Fig. 2 . Visualization of five near-native samples for molecules of the test set. The native structure graph (black) is superimposed on five better structures of GARN2 results. These graphs show a good range of samples that could be used for reconstruction. The global shape of the molecule is recovered and the junction's geometry is of interest better than present approaches to find a good sampling in a short time.
GARN2 allows it to accommodate with large structures containing more than 1500 nucleotides (See Supplementary Table S3) , contrarily to other approaches (although the RMSD of the best structure in Supplementary Table S3 is near to 60 Å ).
Sorting structures
3.2.1 Choosing a criterion As seen earlier, three criteria were tested: a global score of the structure, the minimal score of all players' score, and a maximum distance between two nodes in the structure. We sorted the sampling of structures on the reference set.
Supplementary Figure S7 shows the results of sorting for each criterion on some molecules of the reference set. For the global score criterion, no significant correlation can be observed between this criterion and the RMSD, Similarly, we cannot see any general significant correlation between the minimal score criterion and the RMSD, even if we observe a correlation on some molecules (as 1KD5).
Regarding the maximum distance in the structure, we observe a diagonal linear regression between the maximum distance and RMSD. We also observe that this linear regression can be in one direction or in the other: some molecules prefer a low maximum distance (as 1CLS or 1Z43) and some others prefer a high maximum distance (as 1QBP or 357D) . A low maximum distance indicates a very compacted structure while a high maximum distance indicates a less compacted structure than other structures computed. We thus discovered a correlation between the maximum distance in the structure and RMSD. Thanks to this criterion, two structures can be extracted from our sampling: one very compact and one less compact, with one on them can be a good structure.
Extracting good structures from the sampling
We tested the maximum distance criterion on the test set. Figure 4 shows the two extracted structures of two molecules of the test set.
The sorting according to the maximum distance criterion proposes two structures. For one of the molecules (4FE5), the best structure is the lowest maximum distance structure. Inversely, for 4FRG, the best structure is the highest maximum distance structure. For most molecules, one of the two extracted structures has an RMSD in the first quartile of the sampling. Supplementary Figure S6 shows the results on all the test set. Fig. 4 . Visualization of sorting for molecules of the test set. The native structure graph (in black) is superimposed with the two candidate structures extracted by GARN2. The best candidate for 4FE5 is the one with the lowest maximum distance (dark gray), while the best candidate for 4FRG has the highest maximum distance (light gray). In each case, one of two structures recovers well the global shape of the molecule This sorting process thus allows us to propose only two structures computed by GARN2, with two different and potentially interesting shapes. In almost all cases, one of the two structures is near to the global shape of the PDB structure.
The RMSD between the two candidates is generally large, i.e. larger than the distance between the best candidate and the native structure. For example, the RMSD between the two candidates for 4FE5 (Fig. 4) is $1.4 times larger than the RMSD between the best candidate and the native structure, with a ratio of 1.53 (See Supplementary Table S7) . Figure 3 shows that GARN2 performs well compared to the other approaches (except RNAComposer which uses a fragments database and thus can easily reconstruct known molecules). The results of GARN2 are always as good as or better than those of FARNA, iFoldRNA, NAST and RNAJAG. For molecules smaller than 100 nucleotides, ERNWIN and SimRNA can propose better structures than GARN2. Meanwhile, GARN2 outweighs both of them for molecules larger than 100 nucleotides, and additionally SimRNA cannot fold structures larger than 200 nucleotides.
Discussion
As we use a coarse-grained level approach, the functions that every node tries to maximize are rather simple: they only depend on the types of the nodes and the distances between them.
On the other hand, coarse-grained approaches, as GARN2, are not fitted for small molecules. Rather, they can give a general shape which could be refined in a second step by fine-grained methods.
One of the major differences between our work and others is how the sampling is generated. Classical methods are generally based on the global maximization or minimization of an objective function. In our work, each node of the graph has the objective of maximizing its own function in a competitive way (as in game theory), without considering the decisions from other nodes. Other nodes are only supposed to act similarly in a selfish way. The good results of GARN2 in our experiments suggest that this paradigm is worth being investigated further.
Another major feature of GARN2 compared to other programs is the sorting procedure, which allows to automatically extract two possibly good structures from the whole sampling. Three criteria were tested for the sorting process. Two of them used the players' scores (either the sum of all scores or the minimal score), both were rejected because no correlation was observed between them and the quality of the result.
Yet, the maximum distance between two players of the structure turns out to be a good sorting criterion, since one of the two extracted candidates is almost always in the best 25%. Since this criterion is independent from the sampling method, it can be used also with other methods. However, up to now we did not find any way to automatically choose the best structure among the two extracted ones. We present the range of internal distance (maximum distance between two players) in the GARN2 sampling for each molecule of the test set in Supplementary Figure S8 . This figure shows that different native structures of very close sizes can have opposite behaviours regarding their compactness: see for example 1C2X, 4QK8 and 1MFQ which have a number of nucleotides between 120 and 127, and for which internal distance varies by a factor almost two. On the other hand, it can happen that GARN2 gives very different samplings (in terms of internal distance range) for two molecules whose native structures have very close internal distances: see 1LNG and 4WFL for example. This leads us to think that the best choice between the two candidates may depend not only on the molecule itself, but also on the range of the sampling. This is confirmed by Supplementary Table S6 , where it can be observed that, for a same molecule, the different methods can disagree about the best choice between the two candidates.
As seen earlier, in GARN2 each node computes locally its own score. Thus, the resulting 3D structures depend on a kind of local wellness of players instead of a global score or energy. This difference is significant: for example, the global score can be high when some or even most players are not well satisfied, provided that enough players are very satisfied. This could explain the fact that the (global) sum of local scores is not a good way to sort our candidate structures. Nevertheless, global optimization has proved its power in solving structure prediction problems since long ago. We thus think that future methods which would combine local and global optimization are worth being investigated.
Conclusion
Our method, GARN2, takes an RNA secondary structure as input and generates a sampling of coarse-grained candidate RNA 3D structures from which it extracts two structures, regardless of the size of the molecule. Our experiments show that one of these two structures is almost always among the best candidates. The simplicity of the model leads to fairly quickly fold even very large RNA structures, without any external information. Among the possible further improvements, the game model and the sorting process could be improved by adding new constraints and information.
Finally, the good results of the selfish optimization performed by GARN2 suggest that this paradigm could be worth being investigated more generally in structural bioinformatics.
