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1. INTRODUCTION 
In this paper we study the relationship between formal power series, 
sequences of polynomials and polynomial interpolation. We do this by 
extending and applying the techniques of the umbra1 calculus. Since our 
approach is a completely fresh one, no previous knowledge of the umbra1 
calculus is required. 
Our main goals are threefold. Let us begin from the point of view of inter- 
polation. Let P be the algebra of polynomials in a single variable and let P* 
be the dual vector space of all linear functionals on P. If L E P* and 
P(X) E P, we denote the application of L on p(x) by 
(L I P(X)). 
If M,, M,, M *,... is a sequence in P* we are interested in studying the 
polynomials p,(x) satisfying 
(Mk I P,(X)) = h,,, 
if indeed they exist, where a,,, is the Kronecker delta function. Let us call 
the sequence p,(x) an associated sequence for M,. 
For a linear functional L we define the order o(L) of L to be the smallest 
integer k such that (L 1 x”) # 0. A sequence M, in P* is triangular if 
o(M,) = 0 and if o(MJ is a strictly increasing sequence of integers. Our first 
goal is to give some formulas for the direct computation of an associated 
sequence for any triangular sequence in P*. 
Our second goal is to study the properties of associated sequences for a 
special class of sequences in P* which we shall define shortly. We begin by 
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making P* into an algebra by defining a product of linear functionals. Then 
we use this product to put structure on the sequence M, in P*, for example, 
the structure of a geometric sequence. Now this structure is reflected in the 
associated sequence for M,. This enables us to characterize and study the 
properties of the class of associated sequences for all sequences M, with the 
given structure. 
Let us discuss these ideas in more detail. It is well known that a linear 
functional L in P* can be identified with a sequences of constants 
ak = (L / 2). 
This identification can be used to give P * the structure of the algebra of 
formal power series by making the identification 
L + 2 (L ) x”) tk. 
k -0 
Then if M is identified with the series xFZO (M / x”) tk we define the product 
LM as the unique linear functional identified with the product of the formal 
power series 
Thus we have the formula 
(LM / x”) = T’ (z, ) x’j(M 1 +yk-j). 
,TO 
In more general terms, we make the identification 
where 1 is a fixed positive integer and ck is a fixed sequence of non-zero 
constants (for example ck = k!). This puts on P* the structure of the algebra 
of formal power series of degree at least A. 
One should not underestimate the importance of the freedom of choice 
given by 1 and ck. Of course different values of A give non-isomorphic 
algebras of formal power series. The effect of the sequence ck will be made 
clear in the next section. 
Thus the vector space P* can be represented as an algebra of formal 
power series in many ways. Now that we have these powerful structures on 
P* we consider what relationships we can impose on the elements of the 
sequence M, . 
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One of the simplest relationships that comes to mind in this context is that 
M, form a geometric sequence. In symbols, 
Mk=NLk 
for some N and L in P*. There are a vast number of classical linear 
functionals which can be made to fit this scheme. The case A = 0 and ck = k! 
is thoroughly developed in [ 11. It is an interesting fact that the structure 
imposed upon the associated sequence in P for a geometric sequence in P* is 
that of being a Sheffer sequence. Sheffer sequences-the most important of 
which are associated with such names as Hermite, Laguerre, Bernoulli and 
Euler-are of great importance in the theory of differential equations and 
other branches of classical analysis. Some extensions of this case in the 
direction of formal Laurent series are studied in [ 2111. 
The class of sequences in P* that we have in mind to study includes the 
geometric sequences and can be crudely described as follows. Suppose ak 
and Pk are two sequences of independent transcendentals and suppose the 
linear functionals N = N(z) and L = L(z) depend on the variable z. Then we 
consider the sequence 
which we call a decentralized geometric sequence. Two examples should help 
to clarify the situation. 
One of the simplest decentralized geometric sequences is made up of the 
linear functionals M, defined by 
CM, 1 dx>) = pck’Wk), 
where P(~)(X) is the kth derivative of p(x). With a suitably chosen represen- 
tation, namely, 1 = 0 and ck = k!, we can write M, as the product 
M, = FECAL, 
where sgk is the evaluation functional 
(‘& 1 dx>) = P@k) 
and A is the linear functional defined by 
(A I P(X)) = P’(O). 
(1.2) 
Thus N(z) = eZ and L(z) = A is independent of z. 
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Another example is afforded by the divided difference linear functionals 
defined by 
("k/P(X))=P[aOY-, ak-,l, 
where p[ (Ye,..., akP, ] is the kth divided difference of p(x) with respect to the 
sequence elk. (See Section 2 or [ 5 ] for the definition of divided difference.) 
With the representation 2 = 1 and ck = 1 we obtain 
Thus here we have N(z) = L(z) = sL and Pk = ak. 
In the case of a decentralized geometric sequence the associated sequence 
is endowed with considerable structure, which might be termed a decen- 
tralized Sheffer seqeunce. Our second goal is to study this structure. As an 
example, the polynomials p,(x) associated to the decentralized geometric 
sequence defined by (1.1) are known as the Gontarov polynomials 151. In 
other words, the Goncarov polynomials are the unique polynomials p,(x) for 
which pLk’(j3,) = a,,, . For our purposes it is more natural to define them by 
the condition P(,~)(P~) = n!6,,, and denote them by G,(x; PO,..., p,), since the 
rrth polynomial depends only on &,..., p,. The Goncarov polynomials are of 
considerable importance in interpolation theory. We can now use the product 
representation (1.2) to study the properties of these polynomials. For 
example, we readily obtain the new identity 
G,,(x + Y; PO ,..., P,) 
p,) G, -k(Y + bk; Pk )...) bn>* (1.3) 
Just as the polynomials G,(x;p,,,..., p,,) can be thought of as a decen- 
tralization of the polynomials x”, Eq. (1.3) can be thought of as a decen- 
tralization of the binomial formula 
As with all mathematical theories there is more than one point of view 
which can be taken. We have been discussing the role of the algebra of 
formal power series in polynomial interpolation. On the other hand, we may 
use the vector space P * ‘to gain insight into the algebra of formal power 
series-by thinking of a formal power series as a linear functional. This is 
our third goal. Included as examples are the interesting formal series 
f(t) = c akeakftk 
k=O 
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associated with the linear functionals defined by (1.1) and 
t 
1 - $-,t 
associated with the divided differences. 
2. LINEAR FUNCTIONALS 
Let P be the algebra of polynomials in the variable x over a field K and let 
P* be the dual vector space of linear functionals on P. Let F be the field of 
all formal Laurent series in the variable A over K of the form 
(2.1) 
Here k, may be any integer and the product in F is purely formal: 
A kAj = Aktj. The degree off(A) is the smallest integer k such that ak # 0. 
Now let /1 be a non-negative integer and let c, be a sequence of non-zero 
constants in K. Then we would like to make P* into an algebra of formal 
power series. To do this we consider Ak as the linear functional defined by 
(Ak 1 X”) = C,,&&~. 
To emphasize the role of Ak as a linear functional and, since Ak depends on 
1 and c,, we will sometimes write A:,,“. However when no confusion should 
arise we will drop the subscripts. We remark that if k < 1 then A:.,” is the 
zero linear functional. If f(A) E F has the form (2.1) then it too may be 
considered as a linear functional 
(2.2) 
It is clear that this is a well-defined linear functional since ifp(x) is in P then 
(A;,,” ip(x)) is zero except for a finite number of integers k. 
Moreover, any linear functional L in P* can be written in the form (2.2). 
In fact we have 
(2.3) 
This follows from the fact that applying the right-hand sum to x” gives 
(L j x”) for all n > 0. Actually a linear functional has several such 
409 %O!? 4 
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expressions since we may arbitrarily add terms of the form Ai c where 
k < ,I. 
. ” 
Now it is clear from (2.3) that the vector space P* is isomorphic to the 
vector space F, of all formal power series of degree at least 1. But F, is an 
algebra since lh 0. Thus P* is also an algebra. In symbols we have 
and if L is given by (2.3) and M is given by 
MC F C"lx') Aj+* 
,-  '1 
.Lc, (2.4) 
then the product LM is given by formally multiplying the two series (2.3) 
and (2.4): 
(LIXk)(WX 
m-k 
)A m+lA 
m=O k=O ‘kern-k 
3.C” . 
This gives the formula 
n-A 
(LMjx”)= z. ckc;:kml (L Ibk>(~lX”-k-*)~ 
We will denote by rA,cn the algebra P* of all formal series of the form (2.3). 
Let us emphasize that in order to multiply two linear functionals they 
must be written in the form of (2.3). However if f(A), g(A) E F then the 
rformal product f(A)g(A) in F can be thought of as a linear functional, 
which we write as f(A,,,J g(A,,,n). Thus f(Al,C,) g(A,,,“) is always the 
product in F but is by definition the product in rl,cn if and only if 
degf(A) > A and deg g(A) > 1. 
P* 
By allowing 1 and c, to vary we obtain different representations Tl,C, of 
as an algebra of formal power series. Each linear functional L has the 
representation in r l,C, given by (2.3) and we will usually express this by 
saying “let L =f(A) in r,,,“.” 
The reason that we introduced the set F rather than simply FA is that F is 
a field. Thus if f(A) E F so is f-‘(A), where as always we mean the 
multiplicative inverse. In particular if f (A) E rl,Cm then f-‘(A) is a well- 
deBned linear functional. Also we may form expressions such as g(A) f ‘(A) 
which is a well-defined linear functional as long as we recall that the product 
is in F. 
Given a linear functional, the choice of representation will be governed by 
algebraic and power-series considerations. Let us illustrate with an example. 
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The evaluation functional E, is defined by 
(Ey I P(X)) = P(Y)* 
where y E K. Its representation in rA,C, is 
“, yk Ey= \ -Ak+.l. 
k:O ck 
A judicious choice of 1 and c, can give this power series a simple form. For 
example if A = 0 and c, = n! then we obtain 
E, = eyA, 
and if A= 1 and c, = 1 we obtain 
Thus we see that m ro,n! 
and in r,,, 
E, - E, 
&,,E, = y. 
Y--z 
The kth divided differencep[a,,..., ak] of a polynomial p(x) with respect to a 
equence ak is usuaily defined by a recurrence [5]: 
PIa = P(ao), 
PI” 
0, 
a,1 = pIa -Pl%l 
a,-a, ’ 
p[ao~-~? ak] = 
O,“‘, ak- 1 1 -p[% ,..., ak] 
aO - ak 
Now if we set 
CM, I&)) =PbO- ‘kl 
340 
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and in general 
M,= Eao..' FOk. 
Writing the power series representations we have 
M,= 
A A 
1 - a,A **. m- 
Now this sequence is very nearly a geometric sequence. In fact we shall call 
it a decentralized geometric sequence. This property will enable us to learn 
facts about the associated interpolation polynomials that might have been 
missed in other representations. 
We hasten to add that things are not so convenient in, say, roan!, where 
MO = &,” = eaoA 
and 
M, = &a0 - &a, 
a,--al 
ew’ _ eavf 
= 
a0 - al 
= cud 
A0 _ e(a,-aa)A 
so-al 
and so on. Therefore we feel that a case be made for the statement that the 
representation ri,, is especially suited to the study of divided differences. 
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As another example, the algebra r,,,. , seems well suited for studying the 
GonCaroa linear functionals M, defined by 
Pfk I P(X)) = P’k’(ak). 
In this case we obtain the decentralized geometric sequence 
We will study such sequences in detail in a later section. 
Each p(x) E P has a representation 
“, (Ak+’ (P(X)) k 
P(X) = \ X, 
k=O ‘k 
(2.5) 
as can be seen by setting p(x) = x”. This leads us to the often-used spanning 
argument. Namely if degf,(A) = k for all k > 0 then 
(h(A) I P(X)) = 0 
implies p(x) = 0. Similarly if degp,(x) = k for all k > 0 and if 
’ CL / PkcX)) = ’ 
then L = 0. 
3. LINEAR OPERATORS 
One of the key tools in the present theory is a duality between linear 
functionals on P and certain linear operators on P. Let us fix a choice of 1 
and c,. Then for each integer k we want a linear operator Di,C, on P with 
the property that 
for all j > 1 and n > 0. 
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Using Eq. (2.5) we must have 
c n-k =_Lx ) 
C 
for k < n, 
n-k 
= 0, for k > n. 
Thus D;,,, does not depend upon A, so we write simply D:,. Without risk of 
a misunderstanding we define DC”, by 
D;tix”=Lx . n-k 
‘n-k 
It is clear that Di, is a well defined linear operator on P and that 
(.WA,~,> I D:,x? = U&,c,) A% I x”> 
whenever degf(t) > A. 
Now we define QCn to be the field of all formal Laurent series in Den of the 
form 
f (D,,) = : a&. 
k=k, 
It is clear that Q,” is a field of linear operators on P. Moreover we have 
THEOREM 3.1. For f(A), g(A) E F with degf(A) > A 
U-(4t.J I g(D,J x”> = df(4.J &f,,cn) I 4 
for all n > 0. 
It is important to notice that there is no restriction on the degree of g(A). 
We remark that D,, is the ordinary derivative operator and D, is the 
operator division by x. 
Multiplication in Q,” is frequently but not always composition of 
operators. 
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THEOREM 3.2. In Q,, we have 
D;, 0 D;, = D;,+j 
if and only if either j < 0 or j > 0 and k > 0. 
Thus care must be taken with an expression of the formf-‘(D)f(D) for 
f(t) E ZT We have 
f-‘(D)f(D) = Do 
but 
f-‘(D) of(D) 
may not be Do. 
Given a linear functional L we may associate with it a class of linear 
operators as follows. For any A and c, we have 
L= F (LIxk)Ak+a 
k=O ck 
ax, * 
Replacing A,,,” by Den gives 
\"- fLiXk)Dk+l 
k=O 'k 
C" ' 
which represent different operators depending on the values of 1 and c,. For 
example, if L = F, we obtain the operators 
If I = 0 and c, = n! we have 
Eg,,! = eyDn! 
and so 
E;,,!P(x) =P(X +Y>- 
If A = 1 and c, = 1 we have 
EL = 
D, 
1 -YD, 
344 
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ES p(x) = P(X) -P(Y) 
131 
X-Y 
We call the important operators Ei,,n shift operators. 
4. ASSOCIATED SEQUENCES 
For a sequence of linear functionals M, we are interested in the 
polynomials Pncx, satisfying 
if indeed they exist. Such a sequence p,(x) will be called an associated 
sequence for M,. 
The order of a linear functional L is the smallest integer k such that 
(L 1 x”) # 0. We will denote the order of L by o(L). A sequence of linear 
functionals M, is a triangular sequence if it satisfies 
o(M,) = 0, 
oWJ < 4Mk + ,I+ 
(4.1) 
For a triangular sequence M, we will give several formulas for the 
computation of associated sequences. 
We observe that if M = h(A) in TA,Cn then 
o(M) = deg h(A) - 1. 
We begin by expressing the sequence M, as a sequence of successive 
products in rA,C,. More precisely we want two sequences g,(A) andf,(A) in 
I- A,C, for which 
M, = g,O)fo@) .-.fk-l(A), 
where 
deg gk(A > = A, 
degf,(A) = 1. 
Now in order for Sk(A) E rl,C” we must also have degf,(A) > 1 and so 
o(M,+,) - o(MJ = degf,(A) 21 for all k> 0. Let us collect the needed 
facts in the following proposition. 
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PROPOSITION 4.1. Suppose M, is a triangular sequence in P” with 
o&f,+ I> - 4Mk) 2 J” (4.2) 
for all k > 0 and for some A> 0. Then we may express M, in r,,,” bq 
Mk =sk(AMl(A> .*..&-,(A), (4.3) 
where 
deg g,(A I= 1 
deg./i@) > max{A 1). 
Moreover we may select g,(A) for k > 0 in an arbitrary manner as long as 
deg g,(A) = A. Then ifM, = h,(A) in rl,r, we have 
g,(A) = ho(A) 
and 
So(A) = h,(Ak;‘(A), 
f(A)= hk+,(A)g,(A) 
k 
hk(A)&+,(A) 
for k > 0. It follows that 
deg fo(A) = deg h,(A) - A 
= 4’4, > 
and 
d%f,(A) = deg h/c+ ,(A) - de h,(A) 
=O(Mk+,)-dM,d 
Proof. It is easy to see that f,(A) as defined above satisfied (4.3). It 
remains only to check the degree requirements. First 
deg g,(A) = deg ho(A) 
= o(M,) + 13 
=A 
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and if deg g,(A) = ,J for all k > 0 then 
degf,(A)=degh,(A)-degg,(A) 
= deg h,(A) -A 
= ovf,) 
and 
deaf@ I= de 4, ,(A )+ de a@ 1 
-de h,(A) - degg,-,(A) 
=degh,+,(A)-d%MA) 
= ow,, I) - efd 
Notice that in view of (4.1) for a triangular sequence Proposition 4.1 
holds with A = 0 or 1. Thus any triangular sequence may be expressed in the 
form (4.3) in rA,cn for k = 0 or 1. 
Our first formula uses an arbitrary expression of the form (4.3). We recall 
that a linear functional on P is also a linear operator on P. 
THEOREM 4.1. Suppose M, is a triangular sequence in P* satisfying 
(4.2). Let 
M, =g,(A)fo(A) . ..fk-l(A) 
be an expression of the form (4.3). We write the coeflcient of A’ in g,(A) as 
g,,, . Then the polynomial sequence 
p,(x)=“-Jo0 ..* o.I,-,l, 
co g&A 
where J, is the linear operator 
is an associated sequence for M,. By Jo 0 . .. 0 J,- , 1 we mean the 
composition of Jo ,..., J,- , applied to the polynomial p(x) = 1. 
ProoJ: For n = 0 we have pa(x) = g,$ and so 
Wk I PO(X)> = glG( go(A) I I > 
= co 
= cn~,,o. 
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Now since degf,(D) > 0 
and so 
fk(D) 0 J, = I. 
Also since deg g&I) = 1, 
and so g,(A) o J, is the zero functional. Therefore we have 
=*(g,(A)l+ . ..“Jn-11) 
and if k = n we obtain 
CM, I i%(X)) = n co’g, A (&l(A) I 1) = cn4z,” 
whereas if k # n we get 0. This completes the proof. 
Let us give some simple examples of Theorem 4.1. The associated 
sequence for the sequence 
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in ro,“! is formed by the GonEarov polynomials. These are defined in the 
literature IS] as the unique polynomials p,(x) for which pi” = 6,,,. Our 
definition differs by a factor of n! from that found in most works since we 
have 
pik’(a,) = (cak 1 @p(x)) = (eakAAk Ip(x)) = n! J,,,. 
Now in this case, 
g,(A) = eakA 
and 
Therefore 
and 
J Xn= 
k 
D-l- \“- &Aj-1 ,T, j! 1 Xn 1 E-x n+l_ 
nfl 
1 
E-----X n+l 
nfl 
I 
x 
= t” dt. 
=k 
From this follows the usual formula 
p,(x) = lx dt, 1” dt, ... If”-’ dt,. 
a0 al a”-1 
For the sequence of divided differences 
M, = E,~ ... E,~, 
POLYNOMIALS, POWER SERIES, INTERPOLATION 349 
where the product is in r,. , , we have 
gkcA) =&CA ) = &k = 1 -“, 
k 
A 
and 
Jk = 
I-u,D 
D 
-A =D-‘-ak-Ao. 
But A0 is the zero functional in r,.i and D-’ is multiplication by x’. Thus 
p,(x)=(x-a,)... (x-an-,) 
as expected. 
In view of Proposition 4.1 we may express the operator J, in terms of 
hi(A) and g,(A). We have 
and for k > 0 
= hk(D)gk+l(D) ’ h,(A) gk+ lcA) -___ 
hk+l(D)g@) Cogo,~ hk+l(A) . 
(4.5) 
We should now exploit the fact that we may choose g,(A) for k > 0 in an 
arbitrary manner as long as deg gk(A) = A. Actually the best choice of g,(A) 
will depend on the particular sequence Mk as is easily seen in the GonEarov 
case. On the other hand, some choices do come to mind in the general case. 
For instance, let us choose g,(A) = A’ for k > 0. Then we obtain 
J = hk(D) ’ AA hk(A) -- 
k h/c+,(D) Co h/c+ ,(A) * 
If we set 
l,(D) = hk(D) 
hk+,(=‘>’ 
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J, = l,(D) - (l/c,) ‘49,(A). 
Now this formula is well suited to computation and we examine it in more 
detail. If 
l/Jt) = f ajt 
j-m 
then 
J, = 5 uj(@ - ( ~/c,,)A’+~). 
i-m 
Now 
= Pi”, if j<n, 
= 0, if j> n. 
For comparison, notice that 
Dixn = D’xn, if j < n, 
= 0, if j > n, 
so the effect of the functional A j+* is to cancel the constant term. In other 
words, the difference between J, and I,(D) is that for any p(x) E P we have 
that J,p(x), and I,(D)p(x) are identical except that J,p(x) has zero constant 
term. In symbols, if U is the function which cancels all constant terms 
then 
J, = U 0 f,(D) 
To put it yet another way, if S,(j) is the jth partial sum of I,(A) then if 
deg lk(t) = d, we have 
l,(D) xn = S&z + d, + 1) Y, 
POLYNOMIAL&POWER SERIES,INTERPOLATION 351 
while 
JkX” = S,(n + d/J xn. 
We have proved 
COROLLARY 4.1. Suppose M, is a triangular sequence in P” satisfying 
(4.2). Let Mk = h,(A) in rGIvC,. Then the polynomial sequence 
p,(x)=~Joo ... “J,-, 1 
is an associated sequence for Mk, where 
Jo=D”h;‘(D)-;A”h,(A)h;‘(A) 
and 
h,(D) 
Jk=uO hk+,(D)’ 
where U is the function on P which cancels the constant term: 
U 2 akxk = TT akxk. 
k=O k=l 
In considering the example of divided differences given earlier in this 
section, another judicious choice of g,(A) comes to mind. Referring to (4.4) 
we would like to make g,(A)f;‘(A) involve only A’ for j < A, since then it 
would be the zero functional. This we can do. 
COROLLARY 4.2. Suppose M, is a triangular sequence in P” satisfying 
(4.2). Let Mk = h,(A) in FA,cn and write h, for the leading coef$cient of 
h,(A). Then the polynomial sequence 
P,(x)= 
CtlL1 c h Jo 0 .-. 0 J,-, 1 
0 n 
is an associated sequence for Mk, where 
Jo = h,‘(D)D*-“‘M” 
352 
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J 
k 
= hk-1(D) *- o(M~+,)+2ot.w~)-ow~ 1) 
hk(D) 
Proof. We wish to choose for k > 0 
This choice is acceptable since 
degg,(A)=degh,(A)-degh,-,(A)+~-o(M,)+o(M,_,) 
= o(“k) - o(“kp 1) + A - o(“k) + o(“k- ,) 
= A. 
NOW referring to (4.4), we have 
h,(A) h;‘(A)g,(A)= h,(A) h;‘(A)zA”-“()“I’ 
0 
= A.i-0(,&f,) 
which is the zero functional since ,I - o(M,) ( ,I. Also 
h,‘(D) g,(D) = h, ‘(D) DA-“(M1). 
For k > 0 we have 
h,(A) 
h/c, ,(A) 
gkt ,(A) =A-(&)+(~%I) 
which is also the zero functional. Finally 
hk(D)gk+l(D) 
h/c+ I(*> g/c(*) = 
hk(D)hk+,(D)hk-,(D) D-o(~,+,)+20(~,)-o(MI, .,j 
hkt I(*> h,(*) h/c(*) 
k-l(*) *- 
= h,(D) 
obw,,,) t 2oof,)-oLM~ 1) 
This completes the proof. 
The most important class of triangular sequences in P* are those for 
which 
o(Mk) = k 
POLYNOMIAL&POWER SERIES,INTERPOLATION 353 
for k > 0. We call these sequences regular. It is easy to see from the 
spanning argument that the associated sequence for a regular sequence is 
unique and moreover that ‘degp,(x) = n. Thus p,(x) forms a basis for P. By 
Proposition 4.1 if the regular sequuence M, has an expression of the form 
(4.3) in r, c then we must have degf,(A) = 1. Therefore A must equal 0 or 
1. Referring ;o Corollary 4.2 we see that for a regular sequence 
Jo = h,‘(D)D-i-’ 
and 
J 
k 
= hk-1(D) 
h,(D) * 
Thus we have 
COROLLARY 4.3. Suppose Mk is a regular sequence in P*. IfMk = h,(A) 
in P,,,,jr for 1 = 0 or 1 then the associated sequence for M, is given by 
c h 
p,(x) = c h 
-, 
=D’-‘h;‘(D)oh,(D)h;‘(D)o ... 
0 i,,:z(D) h,=‘,(D) 1. 
It is important to remark that this formula involves both the product in 
Qn,” and composition of operators in ficn. It does not follow that h;‘(D) 0 
h,(D) is the identity. 
In the important case that 
Mk = [h(A)lk+‘, 
where deg h(A) = 1 we obtain 
COROLLARY 4.4. Suppose Mk= [h(A)lk’” is a sequence in I\,,, for 
L = 0 or 1 and deg h(A) = 1. Then its associated sequence is given by 
p,(x)=+-‘h(D)-” 0 h-‘(D) 0 ... 0 h-‘(D) 1, 
0 I 
where there are n - 1 factors h-‘(D). 
As an example we may use Corollary 4.3 to derive an alternative 
expression for the Gonc’arov polynomials. Here we have h,(D) = eakr’Dk and 
so 
hkp ,(D) hkl(D) = e’“k-l-“Y’DD-’ 
=T ai&-cpLI 
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where T, is the translation operator 
T,P(x) =P(X + y). 
Thus we obtain 
G,(x)= n!T-,,,D-’ 0 Tao+/ 0 ..* 0 T+-, ,,-, D-’ 1. 
5. THE EXPANSION THEOREM 
We recall that a regular sequence M, in P* is one for which o(Mk) = k for 
all k > 0. If M, = h,(A) in r,t.c. then deg h,(A) = o(M& -t A = k + A. It is 
clear from the spanning argument that the associated sequence for M, is 
unique and from Corollary 4.3 we see that degp,(x) = n. Thus p,(x) forms a 
basis for P. Moreover the sequence h,(A) spans I-,,,“. In fact we have the 
important Expansion Theorem. 
THEOREM 5.1. If M, = h,(A) is a regular sequence in I.l,C, with 
associated sequence p,(x) then for L in P* we have 
L = 7 CL IPk(X)) h (A) 
k7” ck 
k * 
Proof. It is clear from degree considerations that the sum represents a 
well-defined linear functional. Moreover applying it to p,(x) gives (L Ip,(x)) 
and so the spanning argument completes the proof. 
Taking L to be the evaluation functional sy gives 
COROLLARY 5.1. If M, = hk(A) is a regular sequence in TA,C, with 
associated sequence p,(x) then 
3c P,(Y) &>, = \’ _ ---h,(A)- 
k-0 ck 
Applying Corollary 5.1 to an arbitrary polynomial gives 
COROLLARY 5.2. If M, is a regular sequence in TA,cn with associated 
sequence p,,(x) then for any p(x) E P we have 
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If f(A) E FA and f(A,,,n) is the zero linear functional then we must have 
f(A) = 0. Thus the operator f(D,,) is the zero operator. This enables us to 
describe an operator version of Theorem 5.1. 
THEOREM 5.2. Let M, = h,(A) be a regular seqeunce in f l,c, with 
associated sequence p,(x). Then iff (A) E F.l we have 
“, UVn.c,) I P&)) 
f(D,“) = ’ 
k=O ck 
W’J 
We will see some examples and applications of the Expansion Theorem 
and its corollaries in the next sections. 
6. DECENTRALIZED GEOMETRIC SEQUENCES 
We have seen that a triangular sequence M, in P* can be expressed in 
JY,l.c, in many ways as a sequence of products: 
M, =&(A)fo(A) . ..&-.(A). 
Many of the most common sequences M, can be expressed in this way for a 
very special choice of the functionals gk(A) andf,(A). 
Suppose we have an infinite matrix of independent transcendentals 
ao, a,, a2,... 
PO 3 P, 5 P2 ?... 
Yo 3 YI  3 Y2 )... 
: : * . 
Then we take K to be a field of formal Laurent series in the transcendentals 
over a base field C. The precise description of K is a minor point as long as 
it is a field. We will assume in this section that the sequence c, is 
independent of the transcendentals. Thus c, E C. 
For any integer k we define the function Sk on K which shifts subscripts 
of the transcendentals. Thus 
Skaj = aj+k, 
skpj=pj+k, 
and so on. Now consider a series f(A) in F. Then for k > 0 we will write 
Skf(A) asf(A; k) and for uniformity we writef(A) asf(A; 0). To put it into 
words f(A) may involve some transcendentals in its coefficients. Then 
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f(A; k) is derived fromf(A) by adding k to the subscripts of these transcen- 
dentals. We adopt the same notation for p(x) E P. 
A decentralized geometric sequence in ri\,cn is a sequence of the form 
h,(A) = g(A; k)f(A; 0) . ..f(A. k - l), (6.1) 
where g(A),f(A) E F,. Whenever g(A) andf(A) do not involve the transcen- 
dentals this reduces to a geometric sequence. If the regular sequence M, can 
be expressed as a decentralized geometric sequence in T1,C, we will simply 
say that M, is a regular decentralized geometric sequence in f,t c . 
Now the structural restriction on M, of being expressed as a’decentralized 
geometric sequence in some r.t,C,, is reflected in the properties of its 
associated sequence. In this section we study some of these properties. 
We begin with a characterization of associated sequences using linear 
operators in Q, . n 
THEOREM 6.1. Let M, be a regular decentralized geometric sequence in 
r.i,c, [A = 0 or 1 I. Thus 
Mk=g(A;k)f(A;O)...f(A;k- l), 
where deg g(A) = 1 and degf(A) = 1. Then p,(x) is the associated sequence 
for M, if and only if 
(1) .W)P&) = (~,/~,-,h-,k 1) and 
(2) (g(A) lP,(X>) = WLO. 
Proof. Suppose p,(x) is the associated sequence for M,. Then 
M, = g(A ; 0) and so 
(g@; 0) IA(X)) = C,41,0. 
Now in view of Theorem 3.1 for k > 1 we have 
(g(A;kl/-(A; l)...f(A;k- ~M-P;O)P,(X)) 
- cnhl,k - 
c =nc 6 
C 
n--l n-l,k-I 
n-1 
=&(g(A:k- l)f(A;O)...f(A;k-2)lp,-,(x)) 
=~(g(&k)f(A; l)...f(A;k- l)lp,-,(x; 1)). 
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To explain the last equality we observe that for h(A) E F and p(x) E P, 
w(A) I P(X)) = WV) I Gw)~ 
and in this case (h(A) /p(x)) = ~,,a~,~ is independent of the transcendentals. 
Thus by the spanning argument we have 
f(R O)p,(x) =+&,(x; 1). 
n-l 
For the converse suppose (1) and (2) hold. Then 
(g(A;k)f(A;O)...f(A;k- ~)IP,(x>) 
=(g(A;k)f(A; l)a..f(A;k- l)lf(RO)p,(x)) 
= g(A; k)f(A; 1) . ..f(A. k - 1) 2f--Slp,-,(x) 
c n-1 
g(A;k- l)f(A;O)...f(A;k-2) “-p,-,(x) 
C n-l i 
and continuing this way we obtain 
< g(A; k)f(A; 0) . ..f(A. k - 1) (P,(X)) 
= Sk g(A;o) 
( I 
c”-&-,(x) 
c n-k 1 
= skC,dn-k,O 
zz 
Cndn,k’ 
This completes the proof. 
In the GonEarov case, Theorem 6.1 tells us that the Goncarov 
polynomials G,(x) are characterized by satisfying 
(1) ZIG,(x) = nG,-,(x; 1) and 
(2) Gn(4 = n%,,,. 
This fact, together with the Expansion Theorem, is quite useful in deriving 
the classical formulas involving the Goncarov polynomials. 
Let us give an example. The following lemma will be used. 
LEMMA 6.1. Ifs(A) E rO,n! then 
(f(A) I v(x)) = (f’(A) IP(X)), 
where f ‘(A) is the formal derivative off (A). 
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ProoJ: We need only verify this for f(A) = A’ and p(x) = x”. But then 
(AkIxxn)=(Aklxn+‘) 
= (n + 1Y 4lfl.k 
= kn! 6+, 
= (kAk-’ 1 x”). 
This concludes the proof. 
Now let us expand the polynomial xG,- i(x; 1) in terms of GL(x). 
Corollary 5.2 of the Expansion Theorem gives 
XC,- ,(x; 1) = 
<- (eakAAk/xG,-,(x; 1)) G (x) 
k=O k! 
k * 
But by Lemma 6.1 we have 
(ea”,‘Ak / xGn-,(x; 1)) 
= ((eaxAAk)! / G,_,(x; 1)) 
= ( akeak4Ak / Gn-,(x; 1)) t (keadAk-’ 1 G,-,(x; 1)) 
=a,@-l),G,-,&,(o,;ktl)tk(n-l),-,G,-,(a,;k) 
= ak(n - l)k G,- 1 -k(ak; k + 1) f n! 6&k 
and so 
n - I 
xG,p,(x; I) = G,(x) + z 
k-0 
a,G,-,-,(a,;k t l)G&). 
This is the identity which Levinson uses to give a bound for Whittaker’s 
constant in [6]. He proves it by referring to Euler’s formula for 
homogeneous functions. 
It is shown in [ 1 ] that the class of associated sequences in P for geometric 
sequences in P* can be characterized internally. In fact, it is the class of 
Sheffer sequences. A similar characterization exists for the associated 
sequences for regular decentralized geometric sequences. We begin with a 
lemma. 
LEMMA 6.2. Let /z = 0 or 1 and suppose U is a linear operator on P for 
which deg Ux” < n -A. Then if 
WL” =G,c”u (6.1) 
for all y E k we may conclude that U = f (DCn) for some f (A) E F.&. 
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Proof: Recall that the shift operator is defined by 
ELn = ,f (Yk/Ck> DC”,;“. 
k=O 
We first show that (6.1) implies UDcn = Den U. This follows by writing out 
(6.1) and applying it to xn 
Since this must hold for all y E K we may equate coefficients of yk. Choosing 
k = 1 - A gives UD,“x” = Den Ux”. 
Now consider the seriesf(A) E FA detined by 
then 
f (DJ x” = f 
k=IO 
‘AA;kuxk’ D$d’ 
= ? ~(AAIuxk)xn-k 
k%O ckc,-k 
= ___ (A’ 1 UX’-~) xk 
k%O ckc,-k 
k:O ck 
= $ (AA I yJx"' Xk 
k-0 
= z. (Ak+l;ux' Xk 
= Ux". 
This completes the proof. 
It will be convenient for notational purposes to consider the algebra 
P(x, y) of polynomials in the two variables x and y over K. Then if U is an 
operator on P we write U, to mean the operator U acting on P(x, y), treating 
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y as a constant. We define U, analogously. As an example if we fix A and c, 
and write E’ for Ej; c then . n 
“, yk 
E;x” = 1 - D:,;-lx” 
k=O ck 
n-A 
ZZ \‘ 'II .,,kXn-k-.L 
k=O ckc, -k-.l 
n A 
= \,‘ ' ! I  
k:O ckc,-k~.l 
yn-k--Axk 
= E;1y”. 
THEOREM 6.1 Let M, be a regular sequence in P”. Suppose that in r,,,,n 
the sequence M, forms a decentralized geometric sequence 
M, = g(A ; k)f(A ; 0)) e 9. f(A ; k - 1). (6.2) 
Then p,(x) is the associated sequence for M, if and only ifdegp,(x) = n and 
E;;,.&(x) = q1 cn ---Pk(y)g(D;k)pn -k(X;k) 
k=O ckcn-k 
(6.3) 
Proof. Suppose p,(x) is the associated sequence for M, and (6.2) holds 
in r,,,C,,. Then by Theorem 5.2 withf(DCfl) = E<,,” we obtain. 
", P,(Y) 
EL” P,(X) = 2, -g(D; k)f(D; 0) . ..f(D. k - l)&(x). (6.4) 
k-0 ck 
Repeated application of part (1) of Theorem 6.1 give (6.3). For the converse, 
suppose (6.3) holds. Let U be the linear operator on P defined by 
wJ,(x> = %Pn- ,(x; 1); 
C n -1 
then clearly deg Ux” = n - 1 <n -J. for ,I = 0 or 1. We now show that 
UE’ = E’U for all y E K, where E’ = Ei;,,“. We have 
CI,E;P&) = U,E: P,(Y) 
= c 
k:I 
ckpf;,_k Pk-,(X; l)g(D;k),P,-k(y;k) 
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n-1 
c, \‘ cn-1 =- 
c n-l k=O CkCn~l-k 
Pk(X; l)g(D;kt l),$p-k(y++ I) 
cn-I 
C 
pk(x,O)g(D;k),p,~,-k(y;k) 
II -- I k:,, CkC,-I-k 
=~S’E;p,&;O) 
c n-1 
= ~E:p,-,(x; 1) 
c n-1 
= E; Up,(x). 
Thus (JE’ = E’U. Thus by Lemma 6.2 there is any(A) E F.4 for which 
f(D)P,(X) =-+Pn& 1). 
n-l 
Therefore (6.3) implies (6.4) which implies 
", P,(Y) ELn= K -g(D; k)f(D; 0) ... f  (D; k - 1). 
kz0 ck 
This in turn implies 
E, = ? pk(y) ---g(A; k)f(A; 0) . ..f(A. k - 1). 
k=O ck 
Applying this to p,(x) gives 
P,(X) = “- \ -g(A; k)f(A; 0) . ..f(A. k - l)p,(x) 
ky0 ck 
and comparing coefficients of Pk( y) yields 
This is the definition of associated sequence and the proof is complete. 
In the special case that g(A ; k) = A0 and f(A) in ro,nr is independent of 
transcendentals, Eq. (6.2) reduces to the binomial formula 
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If g(A)=A andf(A) in ri,, is independent of transcendentals, (6.2) reduces 
to 
P,(X) -P,(Y) = y’ 
’ 
X-Y kY” 
Pk(X>P,- I -k(Y). 
For the Goncarov case we have 
g(A ; k) = eaka, 
and 
f(A;k)=A 
in fo,n!. Since g(A ; k) is translation by ak we obtain 
G,(x+y)= f GL(x) G, -k(~ + ak; k). 
k=O 
I. FORMAL POWER SERIES 
We have used the algebra of formal series to help us study polynomial 
interpolation. But we can also use the vector space P* to help us study 
formal power series. We have already remarked that if f(A) E FA then 
f(A) = 0 if and only if f(A,,,.J is the zero functional. Then the key obser- 
vation is that the formal power series f(A) can be thought of as a linear 
functional. In fact it can be thought of as a class of linear functionals-one 
for each choice of A. and c,. 
We will confine ourselves here to the following ‘problem. Let A = 0 or 1 
and let g,(A) andf,(A) be formal power series with 
deg gk(A > = A 
and 
degf,(A) = 1. 
Suppose u(A) is a formal series in A of the form 
44) = 2 %Wo(A) . ..fk-.(A), 
k-0 ck 
(7.1) 
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where ak E K. Notice that deg u(A) > 1. Then subject to (very mild) degree 
restrictions we may write 
u(A) = f gkh,(A)I,(A) 
kT0 k 
... I&I(A), 
where b, E K, d, is a sequence of non-zero constants and h,(A) and I,(A) 
are formal power series satisfying 
deg h,(A) = P 
and 
deg I,(A) = 1 
with ,D = 0 or 1. Our problem is to determine b, in terms of a,. 
A word of notation is in order. In considering a series such as (7.1) we 
may wish to think of &4) as being a linear functional in both TJ,,C, and 
I- p,d,. To avoid possible confusion we shall write u(A) as either u(A,~,,~) or 
u(Au,,J. Now it is important to assume in this situation that 
deg u(A) > max(&p} in order that the remarks at the beginning of this 
section will apply. 
The following lemma will be of use 
LEMMA 7.1. If u(A) is a formal power series and deg u(A) > max(L,p} 
then 
Proof: We need only verify this for u(A) = Aj, where j > max(d, ,U } but 
then 
dk k.J -iu 
and 
(Al,,” I xk+? 6 
Ck+u--3 
= k+u-A,j-.I 
and the result follows. 
We are now ready for our main result. 
364 STEVEN ROMAN 
THEOREM 7.1. Let u(A) be a formal power series 
u(A)= F a”g,(A)fo(A) . ..fk-I(A). 
k-, ck 
where ah E K, deg gk(A) = 2 and degf,(A) = 1. Then if deg h,(A) =,a, 
degl,(A)= 1 andp<m+$ we have 
u(A)= 5 $ h,(A) lo(A) ... I,- ,(A), 
k-m+.Lu k 
where 
and where rJx) is the associated sequence for the regular sequence 
N, = h,(A) l,(A) *.. lk-,(A) 
in r, d . ’ ” 
ProoJ: It is clear from degree considerations that an expansion of the 
form (7.2) exists. Since deg u(A) > m + A 2~ we may think of u(A) as being 
in ru d and so ’ ” 
‘k = (“(Ar.dn) / ‘ktX)). 
By Corollary 5.2 of the Expansion Theorem 
rk(X) = 1 
“, (Ajuf:, 1 rk(X)) x’ 
. j= 0 dj 
and thus 
k 
b,= \‘ 
.i=m+.i-u 
(A:;;i;k(x)) +(A,,,“) / x’>. 
.I 
An application of Lemma 7.1 completes the proof. 
When A = p and c, = d, we may simplify Theorem 7.1. 
THEOREM 7.2. Let u(A) be a formal power series 
cx 
u(A) = “ %k(A)fo(A) “‘fk-,(A), 
kz0 ck 
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where ak E K, deg g,(A) = 2 and degf,(A) = 1. Then if deg h,(A) = J and 
deg I,(A) = 1 we have 
u(A)= F b”h,,(A)I,(A) 
k=O ck 
*.- l&,(A), 
where 
bk = <T (Sk(AMA) **..(-,(A) I rk(x)) a, 
,TO c.i 
1 
and where rk(x) is the associated sequence for the regular sequence 
in r, d . 1 ” 
Proof: It is clear that 
aj = (4A~,cn) bj(x>>T 
where pi(x) is the associated sequences for the regular sequence 
Mk=gk(A)fO(A) *"fk-,@) 
in l-l.c,. Furthermore 
b/c= (dA,,c,) 1 'kcX)) 
and Corollary 5.2 of the Expansion Theorem gives 
rk(x) = \ kT (.!?k(A)f,(A) *"fk-i(A) 1 rk(x))p,(xj 
,G 'k J . 
Putting the pieces together gives the result. 
As a special case we have 
COROLLARY 7.1. Let u(A) be a formal power series 
u(A)= c a,Ak+A 
kr, ck 
Then if deg h(A) = 2 and deg I(A) = 1 we have 
u(A)= f 6”h,(A)I,(A) 
k--O ck 
.-* lk_~l(A), 
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b 
k 
= \“. @i;tc”, I f-k(X)) a, 
,TO ‘j 
.I 
and where rk(x) is the associated sequence for the regular sequence 
in L c 1 “* 
We should remark that in order to use these theorems to compute the first 
n terms of an expansion of u(A) it is only necessary to know the first n terms 
of the relevant associated sequence. 
Let us finish with some examptes. 
EXAMPLE 1. Let u(A) be the formal series 
u(A)= :- ak,Q. 
kzo k! 
We determine b, in 
The referring to Corollary 7.1 we have 
/I = 0; ck = k! 
and 
h,Jx) = en@ 
l,(x) = A 
and so 
rk(X) = G,(X) 
the Gonlarov polynomials, Thus 
b = \"- cAJ / 'kb)) a 
k - 
j=O j !  ’ 
= 0 
\“- k 
j-u j 
Gk.,i(O; kfaj. 
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So we see that 
&%.4 Ak 
Gk-j(O; k) aj 7’ 
1 . 
EXAMPLE 2. Let u(A) be the formal series 
u(A)= F ukAk+‘. 
kr, 
We determine b, in 
u(A)= ‘? b, 1 -“, A . . . A 
k=O 0 1 -a,A’ 
Here we have 
/I= 1; Ck = 1 
and 
‘k(A) = f,(A) = 1 -“, 
k 
A 
and so 
rk(x) = (x - ao) “. (x - ak- 1). 
Thus 
Using a(k,j) for the elementary symmetric function on the symbols 
c+ ,,..., ak- 1 of order j we have 
(x-so)... (x-ak-,)= c (--l)‘a(k;i)xkpi 
i=O 
and 
(Aj”I (x-a,) ... (x-ak-,))=(-l)k-jo(k;k-j). 
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b, = ;- (-l)k-,’ a(k; k -j) ai 
,zl 
and so 
7 
k 
\’ (-l)k-ja(k; k -j) aj 
I 
A A 
kz0 1% 1 - u,A **. m- 
EXAMPLE 3. Let u(A) be the formal series 
Me 
u(A) = \‘ !f!&WAk. 
kz,, k! 
where m > 1. We determine b, in 
A 
u(A)= F b,----... 
A 
k=S;;-l 1 -PoA 1 -PkA ’ 
In the statement of Theorem 7.1 we have 
A” = 0; ck = k! 
gk(A ) = e” k‘l ; f,(A) =A 
and 
,u= 1; d,= 1; 
SO 
k 
= \‘ (-1)’ a(k, i) xk-‘. 
i-0 
Thus 
. 
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Now 
(A::,’ / (x -,!?,) -1. (x -& ,)) = (-l)k-‘a(k; k-j) 
and 
and so 
jr’);-, ;Trn (j + l)! 
a(k, k -j) c~~cxj+‘-~, 
EXAMPLE 4. Let u(A) be the formal series 
u(A)= 2 
A A 
k-m uk ] -q/j “’ 1 -a&A’ 
We determine 6, in 
u(A)= ? b,e”dAk. 
k=:+, k! 
In the statement of Theorem 7.1 we have 
/I= 1; c&= 1 
&‘,(A) =&(A) = A 
1 --u&A 
and 
jl = 0; d, = k!; 
h,(A) = eO&; 
l,(A) =A 
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rk(x) = G&c) = G&c PO,..., Pk - I), 
the Gonearov polynomials. Thus 
b,= 2 (u(A,,,)lx’-‘)(A~.,!IG,(x)). 
,j=f?l+ I 
Now 
and 
(A’,,,! I G/c(X)) = (k)j Gk-j(O;j) 
= $ a.[ao )...) a.] I I XJ ‘I 
i-m 
where we have used the notation la,,..., ailx, , for the ith divided difference 
of p(x) = 2’ ’ with respect to ak. Finally we have 
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