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Infrastructure flow networks, such as water pipelines, power distributions, etc., play an important 
role in our daily life. These networks are subject to increasing threats and disruptions, both from 
natural disaster events and more targeted attacks. It is critical to be able to accurately assess the 
reliability of a network to inform decisions regarding maintenance, retrofitting, replacement, etc., 
to secure the functionality of the network. Infrastructure flow networks are also complex with 
many components and links operating together. Thus, computational tractability and efficiency is 
paramount. In this thesis, we propose new approaches for modeling and reliability assessment of 
infrastructure networks, investigating the reliability in terms of both connectivity and flow 
capacity. Connectivity, indicating whether the receiving ends or destination points are reachable, 
is the most fundamental requirement of a network. Flow capacity, which represents the 
efficiency and level of performance of a network, is another important factor in reliability 
assessment. 
 
The definition of reliability can be generally described as a relationship between demand and 
capacity. A precise analysis on reliability requires accurate estimations on both parts. In this 
thesis, we predict the upcoming demand on the network by analyzing collected time series data. 
The objective is to predict values characterizing the nodes in a network. We propose a pairwise 
gated recurrent unit (Pairwise-GRU) approach to analyze the collected time series data at each 
node. By considering the influence from the neighboring nodes in addition to historical data, we 
improve both the accuracy and confidence level of the prediction.  
 
 xv 
The capacity of a network, in this thesis, is explored in two aspects: connectivity and flow 
capacity. For connectivity, we propose the probability propagation method (PrPm) and directed 
probability propagation method (dPrPm). These methods originate from the idea of belief 
propagation in graphical models, instead propagating a probability distribution to result in 
reliability assessments at all terminal nodes in the network. Both PrPm and dPrPm work for 
multiple-source-multiple-sink networks with significantly reduced time complexity in 
computational efficiency compared to existing approaches. PrPm applies to general networks 
with approximated solutions. dPrPm provides upper bounds and lower bounds for acyclic 
directed networks. 
 
For flow capacity, we propose algorithms to conduct multistate Bayesian network (BN) 
inference and a modified theory of  maximum flow to deal with the multiple-source-to-multiple-
sink scenario. In the multistate BN inference, we tackle the challenge of computational 
intractability for multistate BN by introducing a compression algorithm and corresponding 
inference algorithm for the network information. Significant decreases in previously prohibitive 
storage requirements are found with some tradeoff in computational efficiency. In the modified 
maximum flow work, we extend the traditional single-source-to-single-sink theory of maximum 
flow to the multiple-source-to-multiple-sink scenario with the ability to implement constraints 
and limit the feasible routes across the network.  
 
In sum, we present new methods to investigate the reliability of infrastructure flow networks in 
terms of connectivity and flow capacity. We include a Pairwise-GRU approach to improve the 
credibility of the inputs to the network. Two different methods are then proposed for both 
 xvi 
connectivity and flow capacity analysis. Over a range of applicable scenarios and networks, the 
methods are shown to advance current reliability assessment capabilities with increased accuracy 






















Individuals and societies are highly dependent on the services provided by infrastructure flow 
networks, such as water pipelines, power distributions and transportation networks. 
Infrastructure flow networks are playing an important role in our daily life by securing our 
safety, convenience as well as the functionality of society. Precise and timely approaches for 
modeling and reliability assessment of infrastructure flow networks measure the functionality of 
the network and enable the analysis of the deterioration system performance due to hazards of 
increasing frequency and severity. These analyses facilitate decision making relating to 
retrofitting, replacing, maintenance, etc. to ensured continued operation of infrastructure flow 
networks under varying scenarios. 
 
Reliability can be measured as a function between capacity and demand. For different subjects, 
the definition of reliability and the focus of investigation can be different. For example, when we 
look at the reliability of a building structure, we are interested in the stated conditions like 
deformation, settlement, cracking, etc. If we change the subject to infrastructure flow networks, 
two of the major concerns are connectivity and flow capacity. 
 
1.2 Data collection and inputs 
 
The accuracy of reliability analyses depends on the credibility of input data. The first step in 
conducting the reliability analysis of an infrastructure flow network is collecting data from the 
 3 
field. The field data helps researchers to have a better understanding of potential demands on the 
network. By analyzing the historical data, researchers can make credible predictions on the 
future demands on the network. The conduct of reliability assessment is defining the relationship 
between demand and capacity. As a result, the accuracy of the input data, which relates to the 
demand of the network, influences the outcome of any reliability analysis.  
 
When the standard of capacity does not meet the desired demand, a network is considered as a 
failure or unreliable in a reliability assessment, and vice versa. Capacity is determined by the 
intrinsic characteristic of the network, depending on the material, connection, environment, etc. 
In this thesis, we measure the capacity in two different ways: connectivity and flow capacity. 
Demand, taken as a time-dependent factor in this thesis, highly relies on the human activities. In 
this thesis, we focus on improving the accuracy and uncertainty of time series data prediction of 
demand based on collected historical data across a network.  
 
In Chapter 2, a more accurate and confident time series prediction in this thesis is proposed 
based on a recurrent neural network, i.e., gated recurrent unit (GRU) approach. For a more 
accurate and confident outcome, we consider not only the history of the time series data but also 
its interaction with its neighboring node. We call this a Pairwise-GRU approach. The 
characteristics of the GRU, such as updated gate and reset gate, is preserved. We modify the 
structure of the GRU by adding an additional layer connecting two neighboring nodes in the 
network. The performance of the proposed approach, in terms of accuracy and uncertainty, is 





The most fundamental requirement of an infrastructure flow network is that it stays connected, 
and the receiving ends or destination points are reachable. Thus, connectivity is one of the basic 
indicators in reliability assessment of infrastructure flow networks. The infrastructure flow 
network is modeled as a graph, which consist of nodes and links, delivering resources from 
source nodes to sink nodes. The reliability of the network, in terms of connectivity, is determined 
by the uncertainty in the functionality of nodes and links to deliver resources to end points in the 
network. However, reliability analysis of the connectivity of complex networks is often limited 
by large and exponentially increasing computational requirements with system size, especially 
when the probabilities of rare events are of interest. To address this challenge, in this thesis, we 
propose two methods: the probability propagation method (PrPm) and directed probability 
propagation method (dPrPm). 
 
In Chapter 3, the probability propagation method (PrPm) is introduced to find the reliability of 
infrastructure flow network of general interest. It provides an approximated analytical solution 
with reduced computational requirements, reducing computation cost from an exponential 
increment with system size to polynomial increment. The target network works for both directed 
graphs and undirected graphs with one source node and multiple sink nodes. The idea of PrPm 
originates from the belief propagation for inference in graph theory, which passes and updates 
the message between nodes in the network. In our proposed PrPm, the message is defined as a 
pairwise nodal distribution. At each propagation step, we update the pairwise nodal distribution 
based on the connection between the nodes. In the theoretical deduction part in Chapter 3, we 
find that the assumption overestimates and underestimates at the same time, which balances out 
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the error to some extent. When the sink nodes are reached, an approximated solution regarding 
connectivity of the network is defined. To demonstrate the performance of PrPm, three test 
applications are introduced: a seven-component network, a power distribution network, and a 
general grid network. 
 
The performance is enhanced when we narrow down our target network to acyclic directed 
graphs. In Chapter 4, following the similar idea shown in PrPm, we put forward a new analytical 
probability propagation method, named the directed probability propagation method (dPrPm). 
Like the message passing mechanics in PrPm, dPrPm passes the message, which also refers to 
pairwise nodal distribution, to the neighboring nodes through a link-adding sequence. Based on 
the assumptions made in derivation of the updating rules, in dPrPm, we find the upper bound and 
lower bound of all node reliabilities in connectivity. The computational time also reduces from a 
typical exponential increment to polynomial increment. Three test applications are shown to 
demonstrate the performance of dPrPm: directed grid network, power distribution network, and 
gas pipeline network. 
 
1.4 Flow Capacity 
 
The other topic relating to the reliability of infrastructure flow networks is flow capacity, which 
is a higher standard than connectivity. Due to attacks from natural hazards and the aging and 
degradation of materials, the flow capacity of a network is damaged resulting in a potential 
reduced response to demand. The network is composed of individual components. The flow 
capacity of the network can be described as an underlying function relating to the performance of 
individual components. In this thesis, we investigate the relationship between network flow 
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capacity and individual component performance in two separate ways: one through the use of 
Bayesian network (BNs) and one through a graphical solution to solve a maximum flow 
problem. 
  
In Chapter 5, we use Bayesian networks (BNs) to model the dependencies between individual 
components and system performance. The results given by a BN are helpful for decision makers 
in system maintenance, repair, and replacement management with the ability for real-time 
updating of network performance assessments based on new information. Compared to the more 
widely studied binary BN, in this thesis, the state of components defined is extended to 
multistate. One of the major challenges in utilizing BN modeling for infrastructure flow 
networks is the exponential increases in computational cost as a function of the number of 
components in the network. We tackle this challenge by introducing a lossless compression 
algorithm for all the intermediate factors created during the variable elimination process. As a 
trade-off for computational time, a significant compression rate is found in the typically 
prohibitive storage requirement for BNs. For test applications, a seven-component network and 
its variational form are used to demonstrate the performance of the proposed algorithm. 
 
In Chapter 6, we analyze the flow capacity of the infrastructure flow network in another way – 
through a graphical solution to solve the maximum flow problem. We modify the traditional 
theory of maximum flow in graph theory by expanding the discussion from the single-source-to-
single-sink scenario to the multiple-sources-to-multiple-sinks scenario. To account for monetary 
and temporal considerations in real networks, we also put limitations, e.g., on travel cost and 
travel time, on acceptable routes between origin-destination pairs. We begin with the idea of 
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augmenting paths in traditional maximum flow theory. However, in this thesis, we separate the 
augmenting paths into two cases to extend the application to multiple-sources-multiple-sinks 
networks. We also provide a quasi-optimization solution to recommend recovery strategies after 
a hazard event or disruption. The performance of proposed framework is tested against grid 
networks of different sizes for comparison and the real-world Western U.S. Double-Stack 
Container Network.  
 
1.5 Organization of this thesis 
 
The organization of this thesis is summarized as the following: Chapter 1is the introduction of 
the thesis. Chapter 2 focuses on the data preparation. Chapter 3 and Chapter 4 focus on the 
connectivity aspect of the reliability assessment. Chapter 5 and 6 focus on assessing network 
reliability in terms of flow capacity. From Chapter 2 to Chapter 6, all five chapters begin with a 
literature review of previous work in the area. A theoretical deduction of the proposed method is 
then described. Each of these chapters ends with test applications to demonstrate the 
contributions and advances of the proposed method. An overview of the thesis is shown in 
Figure 1.1, including a brief summary of previous work, contributions, and example networks 

















Chapter 2. Data preparation 
 
The structure of this chapter can be summarized as the following. First, we make a literature 
review of existing methods on time series prediction other than RNNs. Then, we propose our 
modified model based on Gated Recurrent Unit (GRU), named as Pairwise-GRU. After that, a 
real-life application on an electricity network is tested on our proposed Pairwise-GRU. Finally, 
the performance of our proposed model and effects of including neighboring nodes are analyzed. 
The contribution of this chapter is concluded. 
 
2.1 Introduction – RNN and its variations 
 
A recurrent neural network (RNN) processes a temporal sequence through a directed graph. Its 
applications include handwriting recognition, speech recognition, and time series prediction 
(Frank et al., 2001). In Frank et al. (2001), time series prediction by neural network is applied on 
Lorenz data, voice traffic demand and tree ring data. Discussions are made on the selection of the 
size of a sliding window. In this paper, we focus on the structure of hidden units in neural 
network. The simplest form of a RNN is shown in Figure 2.1.1, where inputs and outputs are 
connected by the hyperbolic tangent transformation. The performance of naïve RNNs is often 
limited by gradient vanishing and long-term recognition because of the limited number of 
parameters (Li et al., 2018). 
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Figure 2.1.1 Naïve RNN 
 
Thus, to avoid the long-term dependency problem and to accommodate lags between data points 
particularly in time series prediction problems, the Long Short-Term Memory network (LSTM) 
was developed by Hochreiter and Schmidhuber (1997). Compared to the naïve RNN in Figure 
2.1.1, an additional layer of cell states, denoted as 𝐶& in Figure 2.1.2, is introduced. A typical 
LSTM network is shown in Figure 2.1.2, which is also featured by a chain like structure. In both 
Figure 2.1.1 and Figure 2.1.2, the complete Naïve and LSTM RNN are repetitions of Figure 
2.1.1(2.1.2), connecting heads to tails. A LSTM can be improved by reducing the number of 
parameters, facilitating the computational efficiency. 
 
 
Figure 2.1.2 LSTM RNN 
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For improved computational efficiency, a variational form of LSTM – gated recurrent units 
(GRUs) – was introduced by Cho et al. (2014). The structure of a GRU is shown in Figure 2.1.3. 
GRUs solve the long-term dependency problem and gradient vanishing problem with fewer 
parameters than LSTMs. In this paper, the proposed Pairwise-GRU is based on the traditional 
GRU, connecting two GRUs with a transition box in between. By doing so, the approach is able 
to take into account the effect of neighboring nodes in time series prediction. 
 
Figure 2.1.3 Gate Recurrent Unit (GRU) 
 
The rest of the chapter is organized as follows. The next section describes previous work in time 
series prediction, including limitations of existing approaches. Then, the proposed approach for 
time series prediction in nodal networks that is based on GRUs, called Pairwise-GRU, is 
described. The Pairwise-GRU approach is then tested on a real-world application of an electricity 
network. The performance of the proposed approach and the effects of including neighboring 
nodes are analyzed. The contributions of this chapter are then concluded. 
 
2.2 Literature review – other time series prediction related methods 
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Aside from RNN and its variational forms, there are also many different ways to make a time 
series prediction. In the following paragraph, we focus on three different methods: Relevance 
vector machine, Group Method of Data Handling and Grey System. 
 
Relevance vector machine (RVM) is first proposed by Tipping (2001) featuring the sparse 
Bayesian learning. Similar to the support vector machine (SVM), RVM has a kernel function and 
the parameter learning is based on Bayes rules. Based on RVM, a multi-scale relevance vector 
regression approach is proposed by Bai et al. (2014) to forecast the daily urban water demand. 
The performance of RVM depends on the choice of bandwidth in kernel function, which may 
lead to overfitting problems. SVM can be applied to time series predictions as well. In 
Sapankevych and Sankar (2009), SVM is applied in various scenarios such as financial market 
forecasting and control system process. Due to the highly nonlinear aspect of data, similar to the 
case of RVM, the choice of kernel function largely influences the performance of prediction. 
 
Group method of data handling (GMDH) is a family of inductive algorithms for computer-based 
mathematical modeling of multi-parametric datasets that features fully automatic structural and 
parametric optimization of models. The auto layer-generation stops when a preset criterion is 
met. In Nikolaev and Iba (2003) and Shelekhova (1995), time series are break down into 
harmonic forms, where the harmonic model parameters are learnt through GMDH. Since there is 
no limitations on the number of layers that can be generated, the overfitting problem exists in 
GMDH as well. 
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Deng (1982) came up with a Grey system dealing with incomplete information. A grey system 
means that a system in which part of information is known and part of information is unknown. 
With this definition, information quantity and quality form a continuum from a total lack of 
information to complete information – from black through grey to white. Applications of Grey 
system are found in predictions of economic (Kayacan et al., 2010) and traffic volume (Xu and 
Zhang, 2010) growth. However, when the underlying governing equation fails to depict the 
growth rules, the prediction becomes unreliable. 
 
In Wei et al. (2021), RNN is used for time series prediction on pore water pressure. Comparison 
of the performance of time series prediction are made over RNN, LSTM and GRU. To mitigate 
the problem of overfitting, a dropout technique following a Bernoulli distribution is used. The 
structure of hidden units in RNN is preserved, which cannot include the influence from 
neighboring nodes. Researches are made on the structure of hidden unites in RNN to improve the 
performance of time series prediction. In Hu and Zheng (2019), additional operators are added to 
capture the short-term dependencies in dataset. Likewise, in this paper, we created an addition 
layer between two GRUs to reflect the influence of neighboring nodes.  
 
Another way to address the gradient explosion/vanishing problem is by setting up a window size 
on the training data. In Bai et al. (2014), prediction on the daily urban water demand is limited to 
a training window size of 7 days/1 week. In Frank et al. (2001), the optimum window size is 
chosen by trial and error. The optimal window size is determined by auto-correlation method and 
the saturated correlation dimension method, Holzfuss and Mayer-Kress (1986). For simplicity, in 
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the test application part of this paper, window size for prediction is selected as 48, which 
accounts for the nearest 48 hour dataset.  
 
2.3 Theoretical deductions 
 
The network of interest consists of nodes with time series data information at each node. The 
goal is to make a prediction at each node based on the given historical data. To account for the 
neighboring effect in time series prediction, we use the proposed Pairwise-GRU to include the 
information from neighboring nodes. 
 
2.3.1 Pairwise GRU 
 
The proposed method originates from the traditional GRU. The structure of proposed Pairwise-
GRU is shown in Figure 2.3.1.1. It can be decomposed into 2 separated GRU connected by the 
box in the middle. The box in the middle ensures that one node can share the information with its 




Figure 2.3.1.1 Propose Pairwise-GRU 
 
The calculation process is listed as below: 
𝑧&' = 𝜎(𝑤(' ∙ [ℎ&)'' , 𝑋&'])	⋯⋯(1) 
𝑧&* = 𝜎(𝑤(* ∙ [ℎ&)'* , 𝑋&*])	⋯⋯(2) 
𝑐& = 𝜎[𝑤# ∙ [ℎ&)'' , ℎ&)'* ]]	⋯⋯(3) 
𝑟&' = 𝜎(𝑤+' ∙ [ℎ&)'' , 𝑋&'])	⋯⋯(4) 
𝑟&* = 𝜎(𝑤+* ∙ [ℎ&)'* , 𝑋&*])	⋯⋯(5) 
ℎ&'@ = tanh(𝑤' ∙ [𝑟&'⊗ℎ&)'' , 𝑋&'])⋯⋯(6) 
ℎ&*@ = tanh(𝑤* ∙ [𝑟&*⊗ℎ&)'* , 𝑋&*])⋯⋯(7) 
ℎ&' = (1 − 𝑧&') ⊗ (1 − 𝑐&) ⊗ ℎ&)'' + 𝑧&'⊗ 𝑐& ⊗ℎ&'@⋯⋯(8) 
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ℎ&* = (1 − 𝑧&*) ⊗ (1 − 𝑐&) ⊗ ℎ&)'* + 𝑧&*⊗ 𝑐& ⊗ℎ&*@⋯⋯(9) 
𝑌&' = ℎ&'⋯⋯(10) 




The performance of the prediction also depends on the training data input. In practice, we find 
that GRU performs better when the input is monotonically increasing. Also, when picking up 
training data for parameter learning, the recent historic data has larger effect on the prediction. 
Thus, we choose a window size of 48 hours and transform the data series into monotonic 
increasing data series. Let the training data series be 𝑋$ and transformed data series be 𝑋,L , where 





where max	({𝑋$}) refers to the maximum element in set {𝑋$} and 𝑎$ is linearly decreasing scale 
factor ranging from 4.5 to 1.5. By this transformation, the original input training time series data 
is likely to be transformed into a monotonically increasing time series data ranging from 0 to 1.  
 
2.3.3 Neighbor definition 
 
There are numerous ways to define neighbors. For example, we can define the neighbors through 
physical connection. However, by the rules of thumb, we find the best way, in terms of 
computational efficiency and prediction performance, to define a neighboring node is based on 
the similarity check of time series data. Iglesias and Kastner (2013) and Gonzalez-Abril (2014) 
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propose multiple methods to identify the distance (similarity) between to two time series data. 
By these standards given in two papers above, if data series A is the closest (most similar) one to 




We define the loss function as the sum of squared error. The efficiency of learning depends on 
the initial value settings on the parameters. Thus, the learning process is divided into two parts. 
First, we learn the parameters for two traditional GRU separately. Then, we taken the parameter 
value learnt in the previous two separate GRUs as the initial value in the Pairwise-GRU. The 




In the preprocessing, we transform the original input data into a monotonic increasing data 
series. Thus, once we produce an outcome, we need to undo the transformation to get the 
prediction. Let the outcome be 𝑌 and the prediction be 𝑌T , the transformation from 𝑌T  to 𝑌 is: 
𝑌T = 𝑌 ∗ 𝑎- ∗ max	({𝑋$}), 




The performance of the proposed Pairwise-GRU is evaluated in two categories: accuracy and 
uncertainty. The accuracy of the prediction, 𝑝., is evaluated by comparing the predicted number 
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to the actual collected number. Let the predicted value be 𝑌/L  and the actual collected number be 
𝑌/V , precision at time step 𝑗	will be: 




Coefficient of Variation (CoV) is used to measure the confidence level/uncertainty. CoV for 
predictions at time step 𝑗, 𝜎., is determined by the performance of prediction in training set. 
 
In sum, workflow of the proposed method can be summarized as shown in Figure 2.3.6.1. 
 
Figure 2.3.6.1 Workflow for building the proposed Recurrent Neural Network 
 
2.4 Test applications – electricity grid network in Florida 
 
Tests are completed on a 16 GB RAM computer in MATLAB_R2017b. Electricity grid network 
in Florida is take as the example network. 
 
2.4.1 Electricity grid network in Florida 
 
The electricity grid network in Florida is taken as the example network. Electricity consumption 
data is collected on an hourly base from December 16, 2019, to December 31, 2019, for a total of 
361 consecutive time series datapoints collected at each station. This time period is chosen to 
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include data from normal operating as well as hazard conditions. In Figure 2.4.1.1, network 
configuration is extracted from the satellite map, where each station is treated as a node and the 
physical connections between nodes are kept as links. 
 
Figure 2.4.1.1 Network configuration 
Based on the discussion above, the closest (most similar) data sets are considered as neighbors. 
After calculating the similarities between all pairs, the neighbors in this test application are 
defined as follow in Table 2.4.1.1. Judging from the results in Table 2.4.1.1, the highest 
similarity score has no relationship with physical connection.  
 
Table 2.4.1.1. List of neighbors 
















Five methods (Grey System, GMDH, RVM, GRU and Pairwise-GRU) are used to compare the 
performance of prediction as shown in Figure 2.4.1.2. Predictions are made from time step 200 
to 240. Precisions on the system level are calculated from 1-step-ahead prediction to 24-step-
ahead prediction, i.e., 1-hour-ahead to 1-day-ahead predictions. Based on the curves on Figure 
2.4.1.2, for short-term predictions, they are doing equally well. However, for the long-term 
prediction, the GRU and proposed Pairwise-GRU approaches perform better than the other three, 
with the proposed Pairwise-GRU approach showing the highest precision. 
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Figure 2.4.1.2 Methods comparison 
 
Given GRU and Pairwise-GRU as the top performing methods, this section performs a detailed 
comparison between the two approaches under three cases, including both normal operating and 
hazard conditions. Comparisons are all made based on a 3-step-ahead prediction. Looking 
chronologically through the dataset, the three cases are as follows: from time step 140 to 180, a 
flooding hazard impacted node FPL-3 and node HST-10; for time step 200 to 240 and time step 
300 to 340, these are considered as operating under normal conditions. GRU includes 
information from the time history only. The proposed Pairwise-GRU takes into account both the 
time history and information from neighboring nodes. The results comparing GRU with 
Pairwise-GRU are summarized in Table 2.4.1.2. From Table 2.4.1.2, across normal and hazard 
conditions, the Pairwise-GRU approach results in increased precision and decreased uncertainty 
(CoV) in the prediction compared to GRU. The improvement is more pronounced in the flood 
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hazard condition, which is an anomalous condition that is not accounted for when considering 
the time history only in the traditional GRU approach. 
 
Table 2.4.1.2 Performance comparison on the system level 
Condition Time range History only (GRU) Proposed (Pairwise-GRU) 
Precision Average CoV Precision Average CoV 
Flood 140-180 93.70% 0.0801 94.53% 0.0664 
Normal 200-240 95.71% 0.0646 95.81% 0.0545 
Normal 300-340 94.19% 0.0812 94.81% 0.0734 
 
To compare results at each node, predicted results from GRU and Pairwise-GRU are shown in 
Figure 2.4.1.3, 2.4.1.4 and 2.4.1.5, where the bounds are obtained based on CoV and 95% 
confidence level. The confidence level is obtained through the performance of the training set. 
Assuming the prediction follows a normal distribution, we find the CoV of training set and apply 
the same CoV value to the predictions. The three time periods considered are the same as 
investigated in Table 2.4.1.2. The upper (lower) bound 1 are the results from GRU. The upper 
(lower) bound 2 are the results from Pairwise-GRU. For all stations, it can be easily seen that a 
narrower bandwidth is achieved by the proposed Pairwise-GRU approach, which considers the 




Figure 2.4.1.3 Time step 140-180  
 
 




Figure 2.4.1.5 Time step 300-340 
 
We also investigate the influence of neighboring node when the data collection among all 
stations are not synchronized, as shown in Figure 2.4.1.6. For the x-axis on Figure 2.4.1.6, 0 
means data collection is synchronized on the node of interest and the neighboring node. A 
positive number on x-axis, e.g. +3, means data collection on the neighboring node is 3-hour 
ahead more up to date than the node of interest. Likewise, for a negative number, e.g. -3, it 
means the update on the neighboring node is 3-hour behind compared to what the node of 
interest has. We range the time difference in collection from -6 to 6. For each value, we sample 
100 points on 3-hour ahead prediction, recording and plotting the results on Figure 2.4.1.6. 
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Figure 2.4.1.6 Influence of neighboring nodes 
 
Both the median value cure and the percentile curve show a clear trend that we will benefit from 
considering the neighboring nodes when the neighboring node offers more information/ more up 
to date, increasing the accuracy and decrease the uncertainty. However, when the neighboring 
node is out of date compared to the node of interest, the performance of prediction is harmed by 
the neighboring effect.   
 
For computational efficiency concerns, we also compare the computational time required for 
GRU and Pairwise-GRU. At the cost of time increment at less than 4 secs, we can potentially 





Table 2.4.1.3 Computational time comparison 
 GRU Pairwise-GRU 





The contribution of this paper can be mainly summarized into four parts: 
 
1. Based on the structure of traditional GRU, we propose a new Recurrent Neural Network, 
Pairwise-GRU, which builds the connection between neighboring nodes. 
2. Despite of the fact that double parameters are involved in newly proposed recurrent 
neural network than the traditional network, the computational time/efficiency is not 
increased significantly because of the initial value setting in parameter learning. 
3. Compare to the traditional GRU, the proposed Pairwise-GRU improves the accuracy and 
confidence level of the prediction slightly. 
4. Since the proposed Pairwise-GRU takes in the information from neighboring nodes, the 








Chapter 3 Connectivity – Probability Propagation method (PrPm) 
 
The rest of this chapter is organized as follows. First, an introduction and literature review of 
reliability analysis on general complex network. In the following section, a detailed description 
of Probability Propagation method (PrPm) is provided. Three test applications are used to 
demonstrate the performance of PrPm – a seven-component network, a power distribution 
network and a general grid network. Conclusions are made by the performance of the test 
application in terms of computation time and accuracy. The proposed method (PrPm) has been 
published by Tong and Tien (2019). 
 
3.1 Introduction – reliability analysis on general complex networks 
 
The reliability analysis of systems is important to assess and predict the performance of general 
complex networks. Furthermore, inference over the network enables identification of critical 
components in the system to support decision makers in setting inspection, maintenance, or 
replacement policies. Many approaches exist to assess the reliability of systems. These can 
generally be categorized as analytical or simulation-based. Analytical approaches often require 
computationally intensive total enumeration, either of the states of the components of a system or 
of its link or cut sets. These processes result in exact assessments of system reliability; however, 
they are typically characterized by exponential increases in computational cost with system size. 
As an alternative, simulation-based methods can be used. These result in approximations of the 
reliability with increasing the number of sample points generally yielding more accurate 
approximations of the exact solution. However, for large complex networks, generating a sample 
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point and determining its outcome is time consuming. Several methods to increase efficiency in 
sampling as well as to generate unbiased sample points have been developed. 
 
In this chapter, we propose an alternative analytical method, called the Probability Propagation 
method (PrPm), to achieve accurate and computationally tractable reliability assessments of 
complex networks. The systems of interest consist of connected components modeled as 
networks of links and nodes. PrPm originates from the idea of belief propagation to pass 
messages from node to node. The passing of an approximated joint probability distribution 
results in an analytical solution for the system reliability. The accuracy of the resulting 
approximated solution is influenced by the assumptions made in message propagation. However, 
the computation time is reduced significantly from an exponential to a quartic increase with 
system size. In applying the proposed method to three test examples, the performance of PrPm is 
investigated compared to existing methods. 
 
3.2 Literature review – reliability analysis methods 
 
A brief description of existing methods for system reliability analysis is now provided, as well as 
the background for the proposed method. This is intended to provide an overview of methods for 
network reliability assessment rather than to serve as a comprehensive list. The reader is referred 
to texts such as Birolini (2004) for more details on reliability engineering.   
 
At a fundamental level, systems can be assessed as a combination of the two basic network 
configurations: parallel and series. These configurations can be used to model redundancy and 
linear connections between components, respectively. Reliability analysis for simple networks is 
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easily determined by the characteristics of parallel and series systems. However, most realistic 
systems are in complex configurations, e.g. critical infrastructure flow networks such as power 
distribution networks with multiple sources and system interconnects, or overlapping pipeline 
designs for water and gas networks, which cannot be reduced to simple series and parallel 
configurations.  
 
One method to analytically assess the reliability of general complex networks is through total 
enumeration, which lists all possible combinations of components and their corresponding 
outcomes in the system. Criticism for total enumeration comes from its exponential increase in 
computational cost as the number of components in the system increases.  
 
An alternative analytical approach is based on the recursive decomposition algorithm (RDA) as 
presented in Dotson and Gobien (1979) and described in Lim and Song (2012). Selective RDA is 
proposed to improve the efficiency of the original RDA by identifying the most reliable paths. 
While the number of disjoint sets and computational cost is reduced heavily in the test network, a 
rigorous proof of faster convergence compared to using the shortest path is not provided. In cases 
where the most reliable paths are not significantly more dominant than others, the computational 
cost may still follow an exponential increase. In Kim and Kang (2013), the authors extend the 
application of RDA from one initial and one terminal node to general multi-initial and multi-
terminal node networks. In RDA, certain components in a link set are considered to be failed in a 
graph. Graphs are then decomposed into sub-graphs recursively by eliminating the failed 
components in the previous step. Decomposition continues recursively until all disjoint link sets 
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are identified. However, the number of sub-graphs will increase exponentially with the number 
of nodes in the graph, resulting in an exponential increase in computational cost in some cases.  
 
Another method for analyzing the reliability of systems in complex configurations is through the 
use of Bayesian networks (BNs). One input required for the analyses is the set of minimum link 
sets (MLSs) or minimum cut sets (MCSs) of the system. Several efficient methods, e.g. EG-CUT 
algorithm for undirected graphs proposed by Shin and Koh (1998), have been developed to 
enumerate all MCSs or MLSs, which is an NP-hard problem (Suh and Chang 2000). By using a 
blocking mechanism repeatedly, MCSs can be generated at 𝑂(𝑒𝑛) per minimal cut set, where 𝑒 
is the number of edges and 𝑛 the number of nodes in the graph. In Tien and Der Kiureghian 
(2016), BNs are used to probabilistically model system performance. Exact solutions for system 
reliability are achieved by performing inference calculations on the values in the conditional 
probability distributions defining the performance of each node in the BN. Computational limits 
in generating the BN for a general complex network, however, still exist (Tien and Der 
Kiureghian 2017), particularly for nodes in the BN with many parent nodes on which they 
depend. 
  
MLSs and MCSs on their own can provide crude lower and upper bounds of system reliability. 
In Ebeling (2010), the reliability bounds of the system are determined by considering all MLSs 
to be in parallel (survival of any link set yields survival of the system) and all MCSs to be in 
series (failure of any cut set yields failure of the system). However, this method still relies on the 
generation of all MLSs and MCSs, which is NP-hard. In addition, the bounds provided by this 
method can be wide as it assumes that all MLSs and MCSs are independent of each other. 
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As an alternative to analytical solutions, simulation-based methods are widely used to assess the 
reliability of networks. Several sampling methods have been proposed to achieve improved 
efficiency in estimating low system failure probabilities, e.g., the random walk on graphs (Cheng 
et al. 2017) and the refined stratified sampling strategy (Shields et al. 2015). Bulteau and El 
Khadiri (1998) combine importance sampling and stratified Monte Carlo principles to generate 
nodal states. However, after a sample point is generated, it still needs to be tested against the 
MLSs or MCSs to determine the network outcome. Rejection sampling is used by Cheng et al. 
(2016) in parametric sensitivity analysis and approximation of probability of failure. Compared 
with direct Monte Carlo simulation and extended Monte Carlo simulation analysis, rejection 
sampling improves both accuracy and efficiency. However, this method requires finding a 
distribution from which to sample.  
 
For flow network reliability measures, subset simulation also improves on accuracy and 
efficiency compared to basic Monte Carlo, e.g., the subset simulation-based network reliability 
analysis in Zuev et al. (2015). One of the main challenges, however, is calculating the indicator 
function, which defines the system state given states of the links. Although sampling size for 
subset simulation is small compared with traditional Monte Carlo, it is still expensive to evaluate 
the indicator function for each sample point. One of the advantages of our proposed method is 
the absence of an indicator function as the distribution of nodal states is determined by 
propagation across the network as described in the following section.  
 
 32 
We propose a new analytical method, called PrPm, to obtain accurate and computationally 
tractable reliability assessments of general networks. The proposed method originates from the 
idea of belief propagation to perform inference in network graphs. Belief propagation is a 
message-passing algorithm that provides an exact solution for acyclic graphs. The reader is 
referred to Coughlan (2009) and Barber (2012) for more details on the method. In general, a 
message is calculated and passed to other nodes in the graph, where it is updated before 
continuing propagation. The message, which is a partial sum reusable for the marginalization, is 
obtained by calculating the marginal distribution of each unobserved node conditioned on any 
observed nodes. The message carried by a node is updated according to the message received 
from its direct neighbors. Based on the Hammersley-Clifford theorem, for nodes in the graph 𝑋, 
the joint distribution 𝑝(𝑋) = '
0
∏ Ψ1!#∈3 , where 𝑍	is the normalization constant, 𝜉 is the set of 
maximal cliques of the graph, and Ψ are the potential functions. The number of terms in the joint 
distribution 𝑝(𝑋) grows exponentially as the number of nodes in the network increases. The 
advantage of belief propagation is that marginal probabilities can be computed in a time that 
grows only linearly with the number of nodes in the system (Yedidia et al. 2003). However, for 
cases where the joint distribution 𝑝(𝑋) cannot be expressed explicitly, as for a general network, 
belief propagation loses its advantage. 
 
3.3 Theoretical deduction 
 
3.3.1 Probability propagation sequence 
 
The objective of the proposed PrPm is to propagate the message throughout the entire network 
starting from the source node to the terminal node. To do this, the sequence of probability 
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propagation must be determined. The following terminology is used: if a node does not carry any 
message, it is labeled as a non-propagated node. Once a node receives a message from its 
neighbors, it is recognized as a propagated node. In each step of probability propagation, the 
message passes from the propagated node to its non-propagated direct neighbors. The sequence 
of nodes in receiving and passing the message is determined based on the three rules listed 
below: 
 
1. Newly defined propagated nodes must be the direct neighbors of propagated nodes. 
 
2. Newly defined propagated nodes should not separate any two non-propagated nodes, which 
guarantees that every node in the network is considered. 
 
3. Newly defined propagated nodes should not connect with each other, which guarantees that 
every link in the network is considered. 
 
An example of the propagation sequence determination is shown in Figure 3.3.1.1. The source 
and terminal nodes are marked as 𝑆 and 𝑇, respectively. Note that 𝑆 and 𝑇 can occur anywhere in 
the network. The other nodes are numbered for clarity in the illustration. The method is 
applicable for both directed and undirected graphs as the derivation of the updating rules in the 
following section does not depend on the directivity of the links. In the case of directed links, 
such as one described by two unidirectional links where the reliability from a node 𝑖 to node 𝑗 
differs from that from 𝑗 to 𝑖, one would need only to specify two sets of link reliabilities for the 
two directions for 𝑅' and 𝑅* in the updating rules described later in Table 3.3.2.1 and Table 
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3.3.2.2. The method is also applicable for cyclic networks, an example of which is illustrated in 
Figure 3.3.1.1.  
 
In Figure 3.3.1.1 and in the rest of chapter 3 we use three symbols to denote the different node 
types. The empty circle represents a non-propagated node that has not yet received any message. 
The solid circle represents a propagated node that will not be involved in any future massage 
passing. We name these as non-boundary nodes. The solid diamond represents a propagated 
node that will be involved in future propagation steps. We name these as boundary nodes. 
 
The top left graph in Figure 3.3.1.1 shows the initial state. In it, the source node is the only node 
that carries a message and is labeled as a solid diamond. The remaining nodes are labeled as 
empty circles because they have not yet received any message. Following rule #1, 𝑆 is ready to 
propagate its message to its direct neighbors, nodes 2, 8, 12, and 6. The next step of the 
propagation is shown in the second graph from top left. Note that if node 𝑆 propagates to nodes 
2, 8, 12, and 6 at the same time, node 1 will be separated from the terminal node, which violates 
rule #2. Therefore, the next nodes propagated are 2, 8, and 12. The next step of the propagation 
is shown in the third graph from top left. From nodes 2, 𝑆, and 12, if we pass the message to 
nodes 1, 6, and 11 in the same step, links 6 − 1 and 6 − 11 are excluded from the network, 
which violates rule #3. Therefore, the next nodes propagated are 1, 3, 9, 13, and 17. The 
propagation continues until reaching the final step of the propagation as shown in the bottom 
right graph. By receiving the message from boundary nodes 24 and 20, the reliability at the 
terminal node 𝑇 is determined. All steps are shown in Figure 3.3.1.1. In some cases, including in 
the example network shown in Figure 3.3.1.1, there are multiple propagation sequences 
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satisfying the three rules above. For example, for the top right graph in Figure 3.3.1.1, you may 
choose 11 → 19 → 5 or 5 → 11 → 19, etc. As long as the sequence satisfies the propagation 
rules, it is acceptable. A rule of thumb is to prioritize propagating to nodes with one direct 
neighbor as this yields no approximation in the calculation. 
 
 
Figure 3.1.1.1 Propagation sequence illustration from source node 𝑆 to terminal node 𝑇 
 
3.3.2 Message passing and updating rules 
 
We now discuss the message that is passed from node to node and how it is updated during 
propagation. We assume that each node receives messages from at most two direct neighbors. 
The situation where a node has more than two direct neighbors is addressed through a nodal 
expansion procedure presented in the following subsection. We also assume a binary network, 
i.e., one where nodes can be in one of two states such as 0 or 1 indicating failure or survival, 
respectively. For multi-state networks, the proposed PrPm is still workable if the multi-state 
network is converted into a binary state network. For example, we can classify a system of 
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multiple states as achieving or not achieving a certain level of service, or define survival as link 
flow capacity over a certain threshold and failure otherwise. Here, for message passing, two 
cases are considered: when a node receives a message from one direct neighbor as shown in 
Figure 3.3.2.1, or from two direct neighbors as shown in Figure 3.3.2.2. In these figures, we 
denote the node that receives a message as 𝑁, the direct neighbors that pass the message as 𝐴 and 
𝐵, and a general boundary node that is not a direct neighbor to 𝑁 as 𝐶. 
 
For the first case (Figure 3.3.2.1), node 𝑁 receives a message from one direct neighbor 𝐴. The 
message is the joint distribution of the two nodes 𝐴 and 𝐶 from the previous propagation step. If 
it is the initial step, the message is the prior distribution of the source node. Reliability 𝑅$ 
denoted with a subscript indicates reliability of a link. The survival of node 𝑁 is dependent on 
the survival of node 𝐴 and the reliability of the link 𝐴 − 𝑁 denoted 𝑅'. The new discrete three-
node joint distribution 𝑝(𝐴, 𝐶, 𝑁) is then derived using the updating rules shown in Table 3.3.2.1, 
where the distribution indicates the probability that each node is in one of two states, failure 
indicated 0 or success indicated 1. It is noted that no approximations are made in this calculation. 
Table 3.3.2.1 provides the updated probabilities that nodes 𝐴, 𝐶, and 𝑁 are in each of the 
possible combinations of states 0 or 1. 𝑅 denotes the reliability of node 𝑁, i.e., 𝑅 = 𝑃(𝑁 = 1), 
which is previously defined. Once the three-node joint distribution is obtained, we can easily 




Figure 3.3.2.1 Message passing illustration from one direct neighbor 
 
Table 3.3.2.1 Updating rules when receiving message from one direct neighbor 
 
A C Pr 
⟹ 
A C N Updates 
0 0 P1 
0 0 0 P1(1-R1R) 
0 0 1 P1R1R 
0 1 P2 
0 1 0 P2(1-R1R) 
0 1 1 P2R1R 
1 0 P3 
1 0 0 P3(1-R1R) 
1 0 1 P3R1R 
1 1 P4 
1 1 0 P4(1-R1R) 
1 1 1 P4R1R 
 
 
For the second case (Figure 3.3.2.2), node 𝑁 receives a message from two direct neighbors 𝐴 and 
𝐵. The message we need for the calculation is the joint distribution of the two nodes 𝐴 and 𝐵 and 
the marginal distribution of node 𝐶, which can be inferred from the two-node joint distribution 
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including node 𝐶. In updating the message, we assume that node 𝐶 is separated from nodes 𝐴 
and 𝐵, which indicates that links 𝐴 − 𝑁 and 𝐵 − 𝑁 have no influence on node 𝐶. This 
underestimates reliability of node 𝐶. A detailed analysis of the error introduced by this 
assumption is provided later in section 3.3.7. 
 
 
Figure 3.3.2.2 Message passing illustration from two direct neighbors  
 
Table 3.3.2.2 Updating rules when receiving message from two direct neighbors 
A B C Pr 
⟹ 
A B C N Updates 
0 0 0 P1 
0 0 0 0 P1 
0 0 0 1 0 
0 0 1 P2 
0 0 1 0 P2 
0 0 1 1 0 
0 1 0 P3 
0 1 0 0 P3(1-R2R) 
0 1 0 1 P3(1-R1)R2R 
0 1 1 P4 
0 1 1 0 P4(1-R2R) 
0 1 1 1 P4(1-R1)R2R 
1 0 0 P5 1 0 0 0 P5(1-R1R) 
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Table 3.3.2.2 continued 
 
    
 
1 0 0 1 P5RR1(1-R2) 
1 0 1 P6 
1 0 1 0 P6(1-R1R) 
1 0 1 1 P6(1-R2)R1R 
1 1 0 P7 
1 1 0 0 P7{1-[1-(1-R1)(1-R2)]R} 
1 1 0 1 
P3R1R2R+P5RR1R2+P7[1-
(1-R1)(1-R2)]R 
1 1 1 P8 
1 1 1 0 P8{1-[1-(1-R1)(1-R2)]R} 





Table 3.3.2.2 shows the updating rules to build the four-node joint distribution 𝑝(𝐴, 𝐵, 𝐶, 𝑁) 
from the three-node joint distribution 𝑝(𝐴, 𝐵, 𝐶), where 𝑅, 𝑅', and 𝑅* indicate the reliabilities of 
node 𝑁, link 𝐴 − 𝑁, and link 𝐵 − 𝑁, respectively. The new joint distributions 𝑝(𝐴,𝑁), 𝑝(𝐵,𝑁), 
and 𝑝(𝐶, 𝑁) for future propagation steps can be defined accordingly. Based on the four-node 
joint distribution 𝑝(𝐴, 𝐵, 𝐶, 𝑁), 𝑝(𝐴, 𝐵), 𝑝(𝐴, 𝐶), and 𝑝(𝐵, 𝐶) are updated as well. 
 
One important result from the updating rules given in Tables 3.3.2.1 and 3.3.2.2 is that we need 
the joint distributions of only two nodes rather than all nodes during the message-passing 
process. While this yields an approximated solution, PrPm reduces the computational cost from 
an exponential increase with the number of nodes in the network 𝑂(24) to a quartic increase 
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𝑂(𝑛5). A detailed analysis of the computational complexity of the method is provided later in 
section 3.3.6. 
 
3.3.3 Nodal expansion 
 
The updating rules in Tables 3.3.2.1 and 3.3.2.2 are based on the assumption that every node 
receives a message from no more than two nodes. In a general network, however, it is possible 
that a node receives a message from a greater number of nodes. For example, as shown in Figure 
3.3.3.1(a), a node 𝑖 can have four or five direct neighbors. The updating in Tables 3.3.2.1 and 
3.3.2.2 will not work for these configurations. However, we can expand the node 𝑖 as shown in 
Figure 3.3.3.1(b). It is easy to prove that the configurations in Figure 3.3.3.1(a) are equivalent to 
the configurations in Figure 3.3.3.1(b), for which the previously derived updating rules are 
applicable. For example, for the four-neighbor case, instead of updating node 𝑖 directly, we 
update the node sequentially 𝑖' → 𝑖* → 𝑖% → 𝑖5 as an alternative. Similarly, for the five-neighbor 
case, the updating rules are applicable if we update the node 𝑖' → 𝑖* → 𝑖% → 𝑖5 → 𝑖6 as shown on 
the right. In the proposed method, nodal expansion is performed before beginning the message 
passing. Without affecting the connectivity of original network, the additional links created by 




Figure 3.3.3.1 Nodal expansion illustration from multiple direct neighbors (a) to two direct 
neighbors (b) 
 
3.3.4 Overall method 
 
The full flowchart of the proposed PrPm is shown in Figure 3.3.4.1. First, we determine the 
propagation sequence based on the network configuration and propagation rules. This provides 
the sequence of steps in the probability propagation process for when and how each node 
receives the message from the other nodes. Then, we expand the nodes in the network as 
necessary to ensure that every node receives a message from at most two direct neighbors. Next 
is the message passing between nodes, where we define and update the message based on link 
and node reliabilities and the derived updating rules. After the message propagates to the 





Figure 3.3.4.1 Flowchart of the proposed PrPm 
 
3.3.5 Target networks 
 
The proposed PrPm is applicable to directed, undirected, cyclic, and acyclic networks. In the 
case of directed networks, the method is able to analyze networks with bidirectional or 
unidirectional links as long as the individual link reliabilities are specified. PrPm works for both 
single-source-single-sink networks as shown in the first and third test applications, and multiple-
sources-single-sink networks as shown in the second test application. For applications on 
networks with multiple sinks, for example as in Liu and Li (2009), evaluations can be done on 
each terminal node separately. Applicable networks of the proposed method should have 
independent or conditionally independent links or nodes as we do not consider the link 
conditional probabilities in calculating nodal joint distributions. However, the method can be 
applied to achieve significant computational savings for systems with dependent components by 
conditioning on common parents of the links or nodes. 
 
3.3.6 Computational complexity analysis 
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The computational complexity of the method derives from the nodal expansion and updating 
rules. As we need to expand the node to ensure that every node receives information from at 
most two direct neighbors, for a network with 𝑛 nodes, the newly defined propagated nodes 
connect to 𝑂(𝑛) neighbors with the maximum number being 𝑛 for a fully connected network. 
Thus, there will be 𝑂(𝑛*) nodes in total. According to the updating rules, for each newly defined 
propagated node, the computational cost for that node is 𝑂(𝑛*), as the number of 𝐶 nodes is 
𝑂(𝑛*) with the maximum number being 𝑛* − 2, excluding node 𝐴 and node 𝑁 as shown in 
Figure 3.3.2.2. Therefore, the total computational cost is the combined individual computational 
costs, 𝑂(𝑛*)𝑂(𝑛*) = 𝑂(𝑛5). 
 
3.3.7 Error analysis 
 
We now discuss the approximation error of the proposed method compared to the exact solution. 
The error in message passing arises from building the three-node joint distribution 𝑝(𝐴, 𝐵, 𝐶) 
from 𝑝(𝐴, 𝐵) and 𝑝(𝐶) as shown in Table 3.3.2.2 and the assumption that node 𝐶 is separated 
from nodes 𝐴 and 𝐵. The exact case and the extreme case for assessing the error are shown in 
Figure 3.3.7.1(a) and Figure 3.3.7.1(b), respectively. For the purposes of the illustration, the 
source node 𝑆 is taken as the previously propagated node. In Figure 3.3.7.1(a), nodes 𝐴, 𝐵, and 𝐶 
are connected to 𝑆 by three independent links with reliabilities 𝑅', 𝑅*, and 𝑅%. Based on the 
assumptions made in Table 3.3.2.2 that node 𝐶 is independent of nodes 𝐴 and 𝐵, PrPm will give 
us the exact joint probability in this scenario. However, Figure 3.3.7.1(b) shows the extreme 
case, i.e., the worst case in terms of error, where a common link with reliability 𝑅5 is shared by 
paths from all nodes 𝐴, 𝐵, and 𝐶 to 𝑆. The assumption in generating the joint distribution will not 
hold in this case because the reliability of node 𝐶 is influenced by the states of nodes 𝐴 and 𝐵. 
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For this case, the comparison between the exact distribution and the approximated distribution 
for PrPm is shown in Table 3.3.7.1. 
 
 
Figure 3.3.7.1 Illustration of the exact (a) and extreme (b) cases for error analysis 
 
Table 3.3.7.1 Comparison between exact solution and distribution obtained from PrPm 
A B C Exact PrPm Difference 










0 1 0 (1-R1)R2(1-R3)R4 (1-R1)R2(1-R3R4)R4 Δ% -(1-R1)R2R3R4(1-R4) 
0 1 1 (1-R1)R2R3R4 (1-R1)R2R3R42 Δ5 (1-R1)R2R3R4(1-R4) 
1 0 0 R1(1-R2)(1-R3)R4 R1(1-R2)(1-R3R4)R4 Δ6 - R1(1-R2)R3R4(1-R4) 
1 0 1 R1(1-R2)R3R4 R1(1-R2)R3R42 Δ7 R1(1-R2)R3R4(1-R4) 
1 1 0 R1R2(1-R3)R4 R1R2(1-R3R4)R4 Δ8 - R1R2R3R4(1-R4) 




In Table 3.3.7.1, the rightmost column gives the difference between the exact and PrPm values 
for each element of the joint distribution 𝑝(𝐴, 𝐵, 𝐶), denoted ∆$. Analyzing the expressions for ∆$ 
enables us to quantify and analyze the error in the approximation. Specifically, we see that 
∆', ∆5, ∆7, ∆9 are greater than 0, which means that we underestimate their probability shares in 
the proposed method; ∆*, ∆%, ∆6, ∆8 are less than 0, which means that we overestimate their 
probability shares. In addition, ∆8 + ∆9= 0, indicating that the underestimation of the probability 
for the more likely-to-be-survived state (𝐴 = 1, 𝐵 = 1, 𝐶 = 1) is equal to the overestimation of 
the probability for the less likely-to-be-survived state (𝐴 = 1, 𝐵 = 1, 𝐶 = 0). Likewise, ∆6 +
∆7= 0 and ∆% + ∆5= 0, indicating that the differences in their probability shares are reallocated 
from the more likely-to-be-survived states to the less-likely-to-be-survived states as well. This 
underestimates the reliability. The only contrary case is for Δ' and Δ*, where	∆' + ∆*= 0. 
However, Δ' = Δ5 + Δ7 + Δ9; therefore, the magnitude of the overestimation error equals the 
sum of the underestimation errors. 
 
In addition, 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 0) > 𝑃(𝑅|𝐴 = 1, 𝐵 = 1, 𝐶 =
1) − 𝑃(𝑅|𝐴 = 1, 𝐵 = 1, 𝐶 = 0), where 𝑃(𝑅|𝐴, 𝐵, 𝐶) denotes the reliability of the network given 
the states of nodes 𝐴, 𝐵, and 𝐶. On the left-hand side of the inequality, terminal node 𝑇 cannot be 
reached from nodes 𝐴 and 𝐵; while, on the right-hand side of the inequality, terminal node 𝑇 can 
be reached from nodes 𝐴 and 𝐵. The inequality holds because paths from node 𝐶 to terminal 
node 𝑇 may share common links with paths from node 𝐴 or 𝐵 to 𝑇. For the same reason, 
𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 0) > 𝑃(𝑅|𝐴 = 0, 𝐵 = 1, 𝐶 = 1) −
𝑃(𝑅|𝐴 = 0, 𝐵 = 1, 𝐶 = 0) and 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 0) >
𝑃(𝑅|𝐴 = 1, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 1, 𝐵 = 0, 𝐶 = 0). Since Δ' = Δ5 + Δ7 + Δ9, it yields that 
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[𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 0, 𝐵 = 0, 𝐶 = 0)]Δ' > [𝑃(𝑅|𝐴 = 1, 𝐵 = 1, 𝐶 = 1) −
𝑃(𝑅|𝐴 = 1, 𝐵 = 1, 𝐶 = 0)]Δ9 + [𝑃(𝑅|𝐴 = 1, 𝐵 = 0, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 1, 𝐵 = 0, 𝐶 = 0)]Δ7 +
[𝑃(𝑅|𝐴 = 0, 𝐵 = 1, 𝐶 = 1) − 𝑃(𝑅|𝐴 = 0, 𝐵 = 1, 𝐶 = 0)]Δ5. This indicates the reallocation of 
the probability shares created by the proposed method overestimates the reliability of the 
network, resulting in the upper bound.  
 
However, we also assume there is no connection between nodes 𝐴 and 𝐵 and node 𝐶. Under this 
assumption, 𝐶 cannot be reached from 𝐴 and 𝐵 when links 𝐴 − 𝑁 and 𝐵 − 𝑁 are added as in 
Figure 3.3.2.2. This underestimates the connectivity of the network and tends the reliability 
toward the lower bound. These two effects, overestimation of the joint distribution 𝑃(𝐴, 𝐵, 𝐶) 
and underestimation of the reliability of node 𝐶, combine and cancel out the error to some extent. 
In practice, the actual error will fall between the errors given by the two extreme cases. Thus, the 
result obtained by the proposed method becomes a relatively accurate approximation to the exact 
solution as shown in the test applications. 
 
A close look at the difference terms in Table 3.3.7.1 also reveals the performance of the method 
under high system reliability and low system reliability scenarios. All difference terms, Δ' to Δ9, 
share a common factor 𝑅5(1 − 𝑅5). For both a highly reliable system and in a low reliability 
setting such as under a hazard, the term 𝑅5(1 − 𝑅5) tends to 0, reducing the error in these cases. 
 
In addition, due to the source of the approximation error, the accuracy of the proposed PrPm 
increases as system failure probability decreases. This is in contrast to most sampling-based 
approaches. The sources of the error in PrPm compared to the exact solution are 1) 
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overestimation by the three-node joint distribution and 2) underestimation by assuming that 𝐶 
cannot be reached from 𝐴 and 𝐵 when links 𝐴 − 𝑁 and 𝐵 − 𝑁 are added as shown in Figure 
3.3.7.1.  
 
3.4 Test application – Seven-component network, Power distribution network and grid 
network 
 
We now apply the proposed PrPm to three test applications and assess the performance in terms 
of accuracy and computational cost. All results are based on computations run in 
MATLAB_R2016b on a 16 GB RAM computer. All examples have exact solutions and 
computational costs for comparison with the proposed method. We demonstrate the procedure of 
calculation in detail in the first example, which is a simple single-source-single-sink network. A 
more complex, real-world, multiple-source-single-sink network is analyzed in the second 
example, including assessments of the system with increasing link reliabilities. A highly 
connected grid network is tested in the third example to assess the performance of the proposed 
method in terms of both accuracy and efficiency for systems of increasing size. 
 
3.4.1 Seven-component network 
 
First, we apply PrPm to an example from a previous study on network reliability (Tong and Tien 
2017), which is shown in Figure 3.4.1. This network is chosen as it is irreducible to series and 
parallel components. It facilitates simple illustration of the method, and the exact solution can be 
obtained to compare accuracy with the result achieved by PrPm. For this example, the reliability 
of each link is assumed to be 0.9. It is noted that as PrPm calculates the network failure 
probability analytically, it is equally computationally efficient for varying link failure 
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probabilities of any value across the network, including for highly reliable networks with low 
probabilities of failure. For this example, nodes are considered to be perfectly reliable. In the 




Figure 3.4.1 Example irreducible seven-component network 
 
Following the overall process of the proposed PrPm shown in Figure 3.3.4.1, we first determine 
the propagation sequence, i.e., the order of nodes to receive messages by the propagation and 
updating rules. In this case, we pass messages following two possible sequences: 𝑆 → 1 → 2 →
3 → 4 → 𝑇 or 𝑆 → 1 → 3 → 2 → 4 → 𝑇. In either case, the sequence ensures every node is 
propagated before reaching the terminal node with both sequences working equally. For this 
network, no node requires nodal expansion.  
 
We then pass the message through the network according to the probability distribution updating 
rules in Table 3.3.2.1 and Table 3.3.2.2. For illustration, we choose the first sequence above. We 
begin with node 𝑆. Initially, we have 𝑃(𝑆 = 1) = 1 and 𝑃(𝑆 = 0) = 0. The message is then 
updated to node 1, the direct neighbor of 𝑆. Let nodes 1,… ,4 be denoted 𝑁', … , 𝑁5. In this step, 
𝑃(𝑁' = 1) = 0.9 and 𝑃(𝑁' = 0) = 0.1. Next, the message is updated to node 2 with 𝑃(𝑁' =
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1, 𝑁* = 1) = 0.81, 𝑃(𝑁' = 1,𝑁* = 0) = 0.09, 𝑃(𝑁' = 	0, 𝑁* = 1) = 0, and 𝑃(𝑁' = 	0, 𝑁* =
0) = 0.1. Node 3 is then updated with message 𝑃(𝑁* = 1,𝑁% = 1) = 0.8748, 𝑃(𝑁* = 1,𝑁% =
0) = 0.0081, 𝑃(𝑁* = 0,𝑁% = 1) = 0.0081, and 𝑃(𝑁* = 0,𝑁% = 0) = 0.109. Then, message is 
updated to node 4 with 𝑃(𝑁5 = 1) = 0.8806 and 𝑃(𝑁5 = 0) = 0.1194. Finally, we reach the 
terminal node with a message 𝑃(𝑇 = 1) = 0.7926 and 𝑃(𝑇 = 0) = 0.2074 to complete the 
reliability calculation. 
 
In this case, as there is no 𝐶 node during the propagation as shown in Figure 3.3.2.2, the result 
obtained by PrPm is the exact solution with no errors. As a comparison, we cite the results from 
Tong and Tien (2017), which provide an exact solution for the reliability of the network by a 
Bayesian network (BN) formulation. The comparison is given in Table 3.4.1.1. In this case, the 
reliability value computed using PrPm is exact. In terms of the computational cost, we see that 
computation time is reduced by more than two orders of magnitude or 500 times to arrive at the 
exact answer. 
 
Table 3.4.1.1 Performance comparison for seven-component network between exact and PrPm 
solutions  
 Reliability Computation time (sec) 
Exact solution (BN) 0.7926 35.00 
PrPm solution 0.7926 0.06 
 
3.4.2 Power distribution network  
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Next, we apply PrPm to a more complex system, which is the example four-substation power 
distribution network from Pacific Gas and Electric (Ostrom 2004) shown in Figure 3.4.2.1, also 
investigated in Der Kiureghian and Song (2008) and Tien (2017). The original system consists of 
59 components, including circuit breakers, switches, and transformers. Each triplet configuration 
in the system of switch-breaker-switch can be easily represented as a single component. 
Therefore, 22 components are shown in Figure 3.4.2.1. For this example, all components are 
assumed to be independent and no nodal failure is considered. Previous studies assess network 
reliability based on varying component failure probabilities. Here, we convert to link failure 
probabilities. Compared with the original network, links 1 − 2, 3 − 10, 5 − 13, 7 − 8, 11 − 19, 
14 − 21 and 16 − 18 are assumed to be perfectly reliable as there are no additional elements on 
these links. All other links, which have circuit breakers, switches, and transformers located on 
them, have a probability of failure 𝑝!. The network has multiple sources: nodes 1, 7, and 8; node 
𝑇 is the terminal node. Note that PrPm is able to accommodate the case of multiple source nodes 
across the network. As a reference, the method of total enumeration is used to obtain the exact 
solution. Results from Monte Carlo simulation are also provided for comparison. For this 
network, the existence of the 𝐶 node as shown in Figure 3.3.2.2 during the message-passing 
process introduces errors into the propagation. Therefore, the results obtained by PrPm are an 
approximation in this case. 
 
To investigate the accuracy and computational cost of PrPm over networks of varying 
reliabilities, we obtain results over a range of link failure probabilities. Table 3.4.2.1 provides the 
comparison among total enumeration to obtain the exact solution, Monte Carlo simulation, and 
PrPm. Results are given in terms of system reliability assessment and computation time (in 
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seconds) as 𝑝! increases from 0.01 to 0.2. For Monte Carlo simulation, 10000 realizations are 
simulated for each 𝑝!. From Table 3.4.2.1, PrPm outperforms Monte Carlo simulation in both 
accuracy and computation time. The percentage error relative to reliability for both PrPm and 
Monte Carlo decrease with smaller probabilities of failure. However, the accuracy relative to 
system failure probability decreases for Monte Carlo, as expected for simulation-based methods, 
while PrPm increases in accuracy as failure probabilities decrease as described in the error 
analysis section. 
 
The network reliabilities obtained by PrPm and the exact solution are plotted in Figure 3.4.2.2 to 
show the trend in accuracy across link and system reliabilities. Over the investigated range of 
link failure probabilities, the maximum percentage error is 0.6357%, with decreasing error for 
systems of increasing reliability. As discussed in the error analysis section, errors should 
decrease for cases with low link reliabilities such as under hazard scenarios as well. As an 
additional comparison, if the link failure probability increases to 0.85, PrPm provides a solution 
with 0.0801% error, with the exact solution and PrPm indicating system failure probabilities of 
0.9982 and 0.9974, respectively. In terms of computation, as PrPm provides an analytical 
solution, the burden of the method remains constant across system failure probabilities. 
Therefore, for all cases, PrPm increases the efficiency of obtaining the solution by more than 
three orders of magnitude and 1800 times, indicated as time ratio in Table 3.4.2.1, in terms of 




Figure 3.4.2.1 Power distribution network example 
 
Table 3.4.2.1 Performance comparison for power distribution network among exact solution, 
PrPm, and Monte Carlo simulation varying 𝑝! 





















0 0  
 
1806.52 
0.0500 0.9476 0.9474 0.0211 0.3817 
0.1000 0.8900 0.8888 0.1348 1.0909 
0.1500 0.8264 0.8233 0.3751 1.7857 
0.2000 0.7551 0.7503 0.6357 1.9600 
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Table 3.4.2.1 continued 
 Exact solution Monte Carlo  Percentage 

























0.0500 0.9476 0.9454 0.2322 4.1985 
0.1000 0.8900 0.8936 0.4045 3.2727 
0.1500 0.8264 0.8211 0.6413 3.0530 




Figure 3.4.2.2 Exact solution compared to results by PrPm varying 𝑝! 
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3.4.3 Grid network  
 
Finally, we apply PrPm to analyze the reliability of a general grid network. First, we take a 5 × 5 
grid as an example, with the source and terminal nodes at the corners of the grid as shown in 
Figure 3.4.3.1. Link failure probability 𝑝! is assumed to be 0.1 and node reliability 1 across the 
network. We use the proposed PrPm and updating rules listed in Table 3.3.2.1 and Table 3.3.2.2 
to obtain the approximated system reliability solution.  For comparison, we use results from 
implementing the recursive decomposition algorithm (RDA). The RDA solution results in an 
upper bound and lower bound. By performing the decomposition recursively, the gap between 
the bounds is reduced to obtain a single system reliability value as shown in Table 3.4.3.1. 
Comparison between the performance of RDA and PrPm is listed in Table 3.4.3.1. With a 
sacrifice of 1.25% in accuracy, we reduce the computation time by more than four orders of 
magnitude and 35000 times for the 5 × 5 grid.  
 
 

















0.9755 1405.52 0.9877 0.0402 1.2564 35050.37 
 
To explain the approximation error, we now provide further discussion on the error in 
propagating the two-node joint probability distribution compared to the full joint distribution in 
the context of analyzing the grid network reliability. As previously discussed, the error in the 
PrPm approximation comes from the 𝐶 node in Figure 3.3.2.2 and using the distributions 𝑝(𝐴, 𝐵) 
and	𝑝(𝐶) to estimate 𝑝(𝐴, 𝐵, 𝐶) in Table 3.3.2.2. A more accurate result can be obtained by 
considering the joint distribution of all boundary nodes at each step. By making assumptions on 
the connectivity within the boundary nodes, i.e., based on whether or not the boundary nodes are 
connected with each other, we can find the upper bound and lower bound of the system 
reliability. 
 
For example, suppose we have nodes {𝐴, … , 𝐼} configured as part of a network as shown in 
Figure 3.4.3.2. We use the joint distribution of all boundary nodes, 𝑝(𝐸, 𝐹, 𝐺, 𝐻, 𝐼), to update the 
joint distribution of the newly defined propagated nodes, 𝑝(𝐴, 𝐵, 𝐶, 𝐷). Let 0 again denote the 
failure of a node and 1 denote survival. When we update 𝑝(𝐴, 𝐵, 𝐶, 𝐷) from 𝑃(𝐸 = 1, 𝐹 =
1, 𝐺 = 0,𝐻 = 1, 𝐼 = 1), the upper bound of 𝑝(𝐴, 𝐵, 𝐶, 𝐷) can be found by assuming that nodes 𝐸 
and 𝐹, also nodes 𝐻 and 𝐼, are connected; the lower bound of 𝑝(𝐴, 𝐵, 𝐶, 𝐷) can be found by 
assuming that there is no connection between nodes 𝐸 and 𝐹, or between nodes 𝐻 and 𝐼. A 
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similar strategy can be applied to the other node combinations of 𝐸, 𝐹, 𝐺, 𝐻, and 𝐼. By doing so, 
we can find the upper bound and lower bound of the system reliability at the terminal node. 
 
 
Figure 3.4.3.2 Illustration for considering the joint distribution of all boundary nodes 
 
To quantify the effect of considering the joint distribution of all boundary nodes compared to the 
two-node distribution, we assess the accuracy and computation time to obtain the network 
reliability of grids of increasing size for the two cases. We take the corner-to-corner reliability of 
the grid network as the example, with link reliability of 0.9 and node reliability 1. Table 3.4.3.2 
shows the results of the two-node joint distribution approximation compared to the upper and 
lower bounds considering the joint distribution of all boundary nodes as the size of the grid 
increases from 3 × 3 to 100 × 100. The full joint distribution calculation becomes intractable 
after a grid size of 12 × 12. In Table 3.4.3.2, the obtained bounds from the full joint distribution 
are guaranteed to include the exact solution. Computation times for both PrPm and the full 
distribution calculation are provided. Percentage error is calculated for the PrPm approximation 
result compared to the median of the bounds.  
 
From Table 3.4.3.2, we see that when considering the full joint distribution, there is an 
exponential increase in computation time as the size of the grid increases. For a propagation step 
with 𝑛; boundary nodes, calculating the joint distribution requires the storage and updating of 
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24" elements, resulting in an exponentially increasing computational complexity with 𝑛 at 
𝑂(24"). To improve the computational efficiency of reliability assessment of the network, the 
proposed method only considers the joint distribution of two nodes. With this, the accuracy of 
the result is slightly lowered by 1.24%, but the computational cost is reduced by several orders 
of magnitude, with computational savings increasing as the size of the network increases. With 
the consideration of the two-node joint distribution, the time complexity of computation for the 
proposed method is quartic at 𝑂(𝑛5).  
 
Table 3.4.3.2 Performance comparison for grid network between PrPm and considering the joint 
distribution of all boundary nodes 
 
Grid size 







Reliability bounds Time 
(sec) Upper Lower 
3 × 3 0.9833 0.1003 0.9725 0.9724 0.16 1.1157 1.60 
4 × 4 0.9872 0.1092 0.9751 0.9750 0.26 1.2461 2.39 
5 × 5 0.9877 0.1109 0.9756 0.9755 0.72 1.2455 6.49 
6 × 6 0.9878 0.1162 0.9756 0.9756 2.83 1.2505 24.40 
7 × 7 0.9878 0.1162 0.9757 0.9757 10.88 1.2401 93.79 
8 × 8 0.9878 0.1162 0.9757 0.9757 42.98 1.2401 370.52 
9 × 9 0.9878 0.1162 0.9757 0.9757 174.56 1.2401 1504.83 
10 × 10 0.9878 0.1162 0.9757 0.9757 723.55 1.2401 6237.50 
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Table 3.4.3.2 continued 
 
11 × 11 0.9878 0.1174 0.9757 0.9757 2986.20 1.2401 25523.08 
12 × 12 0.9878 0.1287 0.9757 0.9757 12688.82 1.2401 98362.95 
20 × 20 0.9878 0.2188 / / / / / 
30 × 30 0.9878 0.6423 / / / / / 
40 × 40 0.9878 1.7913 / / / / / 
50 × 50 0.9878 4.6558 / / / / / 
75 × 75 0.9878 46.1766 / / / / / 
100 × 100 0.9878 196.0232 / / / / / 
 
To further assess the performance of the method for general grid networks, Table 3.4.3.3 
provides a comparison of the accuracy of PrPm compared to results from Monte Carlo 
simulation. The reader is referred to Dueñas-Osorio (2017) for details on the Monte Carlo 
simulation. For efficiency comparison, as the Monte Carlo simulations are tested on a different 
computer, they are not included here. For accuracy comparison, results in Table 3.4.3.3 are 
shown for systems with link failure probabilities of 10% and 1%. Although the average 
percentage error (0.24%) given by Monte Carlo simulation outperforms the average percentage 
error of 1.21% by PrPm for the case of link reliabilities of 0.9, Monte Carlo has a major 
limitation in that in the rare event condition, it can be computationally intractable to generate 
enough samples to calculate system reliabilities for low failure probability systems, e.g., systems 
with high link reliabilities. This is shown for networks with link reliabilities of 0.99. For the 
Monte Carlo simulation in this case, the result fails to converge under 7.8 hours of computation 
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for a 3 × 3 grid. In PrPm, computational efficiency is related only to the topology of the network 
and not influenced by the link reliability. 
 
Table 3.4.3.3 Performance comparison for grid network between PrPm and Monte Carlo 
simulation 





𝑝! = 0.1 
3 × 3 0.9833 1.1157 0.9729 0.0411 
4 × 4 0.9872 1.2461 0.9712 0.3897 
5 × 5 0.9877 1.2455 0.9787 0.3178 
10 × 10 0.9878 1.2401 0.9776 0.1947 
𝑝! = 0.01 
3 × 3 0.9998948 0.0102809 / / 
4 × 4 0.9998979 0.0102050 / / 
5 × 5 0.9998980 0.0102031 / / 




In this chapter, a new approximated analytical method, the probability propagation method 
(PrPm), is proposed to analyze the reliability of general networks. Compared to existing 
analytical algorithms such as RDA and inference in Bayesian networks, computational 
complexity with increasing nodes in the network 𝑛 is reduced from an exponential increase 
𝑂(24) to a quartic increase 𝑂(𝑛5). The method does not require the computationally intensive 
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enumeration of component states, MLSs, or MCSs to determine the system outcome. While the 
method results in an approximated value for network reliability with a small sacrifice in 
accuracy, compared with simulation-based methods, the proposed analytical PrPm solution does 
not require generating sample points or proving convergence. The source of the error in the 
proposed approximation is analyzed analytically, showing terms that both overestimate and 
underestimate the system reliability to effectively cancel out to obtain a solution. The 
performance of PrPm is investigated using three example networks. In the first example, PrPm 
results in the exact solution as all boundary nodes are direct neighbors at each step. In the second 
example, PrPm is shown to work for a network with multiple sources. Computational time is 
reduced by more than 1800 times with a maximum error in the reliability result of 0.64% 
compared to the exact solution. In the last example, the results show that the computation time 
does not exponentially increase with system size as with other methods, and the error is stable. 
Many sampling-based approaches are limited by computational tractability to analyze rare 
events. For PrPm, as the method calculates the network reliability analytically, it is equally 
computationally efficient across reliability values. Throughout, the proposed PrPm achieves 
accurate estimates of network reliability with orders of magnitude savings in computation time. 








Chapter 4 Connectivity – directed Probability Propagation method (dPrPm) 
 
The rest of this chapter is organized as follows. In the beginning, we provide background on 
analytical and sampling-based system reliability assessment methods, and the origin of the idea 
of dPrPm. The proposed dPrPm is detailed in section 4.3, including descriptions of propagation 
sequences and probability updating rules. Proofs are given to guarantee the upper and lower 
bounds for acyclic directed networks. This chapter then applies dPrPm to three examples: a 
directed grid network, power distribution network, and gas pipeline network. Results are shown 
to compare performance between the proposed method and existing methods in terms of 
accuracy and computation time for network reliability analysis. The proposed method (dPrPm) 
has been published by Tong and Tien (2019). 
 
4.1 Introduction – reliability analysis on acyclic directed networks 
 
Many civil infrastructure systems, e.g. power distribution and gas pipeline networks, are 
characterized by flow across the system. Considering system components as nodes and the 
connections between them as links, these infrastructures can be modeled as acyclic directed 
networks, with resources directed through the network from supplies to distribution points. 
Policies regarding inspection, maintenance, and replacement of components in the system rely 
heavily on reliability assessment of node accessibility, measuring the performance and reliability 
of the network. 
 
Methods for reliability analysis include analytical and simulation-based methods. While 
analytical approaches usually produce an exact result, enumeration of minimum link sets 
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(MLSs), minimum cut sets (MCSs), or possible component states are often necessary to conduct 
an analysis. Increasing the number of nodes in the network typically yields an exponential 
increase in computational cost. For simulation-based methods, one of the challenges is to capture 
rare events. For networks that are highly reliable or highly unreliable, failure to capture sample 
points of rare events will result in high errors. Both the efficiency and accuracy of simulation-
based methods vary on the reliability of links.  
 
To address these challenges in system reliability assessment, a new analytical method, called the 
Probability Propagation method (PrPm), was proposed (Tong and Tien 2018). The method 
provides an estimate of network reliability for general complex networks. However, there are no 
guarantees on the accuracy of the estimate. Rather than providing an approximation, here, an 
advancement on PrPm called the directed Probability Propagation method (dPrPm) is proposed 
to provide reliability assessment of directed acyclic networks with guaranteed upper and lower 
bounds. This requires new definitions of the propagation sequence and probability updating rules 
for message propagation. The outcome of dPrPm is the upper and lower bounds of all sink node 
reliabilities, given with 100% confidence level. The computational cost is independent of link 
reliabilities. dPrPm reduces the cost from a typical exponential increase with number of a nodes 
in a network to a polynomial increase. 
 
4.2 Literature review – reliability analysis methods 
 
This section briefly introduces some existing methods for system reliability analysis. For more 
in-depth study, readers are referred to texts such as Birolini (2004). Systems that can be reduced 
to fundamental parallel and series configurations can be readily analyzed. Analysis becomes 
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complicated under complex configurations, e.g., general infrastructure networks represented as 
acyclic directed networks. Among analytical methods, one brute force approach is to enumerate 
all possible combinations of component states and determine their outcomes accordingly. As the 
computational cost increases exponentially with the size of the system, total enumeration 
becomes computationally intractable for large networks.  
 
To address this issue, efforts have been made to improve the computational efficiency and 
storage requirements of enumeration-based methods. In Tien and Der Kiureghian (2016) and 
Tong and Tien (2017), compression and inference algorithms have been proposed to facilitate 
inference in binary and multi-state Bayesian network representations of infrastructure systems. 
However, computational limits on system size still exist, particularly for networks with a large 
number of parent nodes (Tien and Der Kiureghian 2017). In Ebeling (2010), the reliability 
bounds are determined by taking all MLSs in parallel (survival of any link set yields survival of 
the system) and all MCSs in series (failure of any cut set yields failure of the system). The gap 
between the upper and lower bounds can be wide, however, because of the independency 
assumption among all MLSs and MCSs. In addition, the use of both Bayesian networks and the 
bound-finding method require identification of the MLSs or MCSs of a system. While methods 
have been proposed to do this efficiently, e.g., the edge cut algorithm, also known as EG-CUT 
algorithm, to generate MCSs in Shin and Koh (1998) and a recursive depth-first search MLS 
identification algorithm in Applegate and Tien (2018), this is a NP-hard problem (Suh and 
Chang 2000) for general networks. 
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Recursive decomposition algorithm (RDA), e.g. Dotson and Gobien (1979), provides an 
alternative analytical approach. In Lim and Song (2012), selective RDA is proposed to improve 
the efficiency of original RDA by identifying the most reliable paths. However, the 
computational cost may still follow an exponential increase, particularly when the most reliable 
paths are not significantly more dominant than others. In Kim and Kang (2013), application of 
RDA is extended to multiple-source-multiple-sink situations. Multiple sinks are connected to one 
aggregated sink node, however, which loses the reliabilities of individual sink nodes. Similar 
limitations are found in Liu and Li (2009). In essence, the focus is still on a one-sink node 
network. In addition, the number of subgraphs created by eliminating the failed components still 
increases exponentially with the system size. 
 
For simulation-based methods, it is often a challenge to efficiently capture the occurrence of rare 
events. To address this, several sampling methods, e.g., refined stratified sampling strategy 
(Shields et al. 2015), rejection sampling from predetermined distribution (Cheng et al. 2016), and 
random walk on graphs (Cheng et al. 2017) have been proposed. Although the sampling size and 
efficiency have been improved, challenges still exist in determining the system outcome. In 
comparison, the efficiency and accuracy of PrPm (Tong and Tien 2018) and dPrPm as described 
in chapter 4 are not limited by the ability to assess low probability events. In Bulteau and El 
Khadiri (1998) and Zuev el al. (2015), the result of a sampling point depends on an indicator 
function, e.g., by comparison with MLSs or MCSs, which can be expensive to evaluate. One 
advantage of the proposed directed probability propagation method (dPrPm) is the absence of an 
indicator function or need to identify the MLSs or MCSs of a system. 
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The idea of PrPm and dPrPm originates from belief propagation. Details on belief propagation 
for network graphs are provided in Coughlan (2009) and Barber (2012). In chapter 4, the 
message that is passed from node to node refers to the marginal and pairwise node reliabilities. 
To increase computational efficiency, we do not consider the full nodal joint distributions. 
Accuracy is guaranteed through definition of the propagation sequence to create intermediate 
structures for final inference and the corresponding probability updating rules.  
 
PrPm was first introduced in Tong and Tien (2018) and described in chapter 3. The method 
described in this chapter advances upon that work in three main ways: first, while PrPm could be 
used for single-source-single-sink networks and multiple-sources-single-sink networks, the case 
of multiple-sources-multiple-sinks networks was not addressed. In an infrastructure system, the 
multiple sinks scenario is particularly relevant to calculate probabilities of providing the 
infrastructure resource at multiple end-point distribution nodes. The directed PrPm, i.e., dPrPm, 
proposed in this chapter addresses the multiple sinks case and provides reliabilities at all sink 
nodes in the network. Second, while PrPm provided approximations of the network reliability 
that were shown to be accurate compared to the exact solution, there were no guarantees on the 
accuracy of the estimates nor were there bounds that could be placed on the results. Results were 
empirically shown to be accurate rather than being able to provide proofs of their accuracy. 
dPrPm provides 100% confidence bounds on the reliabilities at sink nodes and proofs are 
provided guaranteeing their accuracy. Third, dPrPm focuses on reliability assessment of acyclic 
directed networks as applicable to infrastructure systems. In these systems, resources are 
distributed through a network from supply or generation nodes to distribution nodes without 
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cycles in the network. The newly described propagation sequences and probability updating rules 
reflect this case. 
 




𝑚: Number of links in the network 
𝑛: Number of nodes in the network 
𝛼: Lower case Greek letter refers to a node in the network 
A: Upper case letter refers to node type 
𝑙<→>: Link connecting node 𝛼 to node 𝛽 
𝑅<→>: Reliability of the link connecting node 𝛼 to node 𝛽 
𝑝𝑎<→>: Path from node 𝛼 to node 𝛽 
𝑃𝑟(𝛼) : Probability that node 𝛼 is reachable 
𝑃𝑟(𝛼, 𝛽) : Probability that both node 𝛼 and node 𝛽 are reachable 
𝑃𝑟(𝛼, 𝛽 = 0) : Probability that node 𝛼 is reachable but node 𝛽 is not reachable 
𝑃𝑟(𝛼|𝛽) : Probability that node 𝛼 is reachable given node 𝛽 is reachable 
𝑃𝑟(𝛼) : Lower bound of 𝑃𝑟	(𝛼) 
𝑃𝑟(𝛼v) : Upper bound of 𝑃𝑟	(𝛼) 
𝑃𝑟:  Probability after updating 
 
4.3.1 Networks of interest 
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Due to the characteristics of flows in infrastructure networks, we consider the links connecting the 
nodes in the system as directed. The reliability of a sink node in the system is defined as its 
accessibility from a source node. The links in the system are assumed to be independent or 
conditionally independent of each other. In our proposed method, dPrPm, there is no limitation on 
the number of source nodes and sink nodes. An example 16-node network is shown in Figure 
4.3.1.1, where solid black circles are source nodes and all empty circles are sink nodes. Arrows on 
links indicate directionality of flow. In the following sections, we will use the network shown in 
Figure 4.3.1.1 as an example to illustrate the procedure of dPrPm. 
 
 
Figure 4.3.1.1 Example network of interest 
 
 
4.3.2 Overall method 
 
In belief propagation, messages are passed from node to node in the network to perform 
inference. An example is shown in Figure 4.3.2.1, where node 𝐴 receives the message from node 
𝐵 and node 𝐶. It updates the message and then passes the message to node 𝐷. In the case where 




Figure 4.3.2.1 Illustration of belief propagation 
 
In dPrPm, we start the message propagation from source nodes in the network. The message 
being passed here refers to the marginal node reliability 𝑃𝑟(𝛼) and pairwise node reliability 
𝑃𝑟(𝛼, 𝛽). To begin, we remove all links in the network and keep only the source nodes as shown 
in Figure 4.3.2.2(a). Then, we add in link one at a time, e.g., as in Figure 4.3.2.2(b) and Figure 
4.3.2.2(c), to restore the original connectivity of the network. The configurations in Figure 
4.3.2.2(b) and Figure 4.3.2.2(c) are referred to as intermediate structures in the remainder of this 
chapter. Every time a link is added, we update the message 𝑃𝑟(𝛼) and 𝑃𝑟(𝛼, 𝛽) for all nodes. In 
the end, once all links are added, as shown in Figure 4.3.2.2(d), the reliability of each sink node 





Figure 4.3.2.2 Constructing intermediate structures for directed probability propagation method 
(dPrPm) to obtain reliabilities at all sink nodes 
 
4.3.3 Heuristic propagation sequences for acyclic directed networks 
 
The message propagates through the network through a link-adding sequence. The defined 
sequence will affect the accuracy of the result. When a link is added to create a new intermediate 
structure, e.g., adding the dashed link 𝑙<→>#to connect nodes 𝛼 and 𝛽' from Figure 4.3.3.1(a) to 
Figure 4.3.3.1 (b), the reliabilities of multiple sink nodes are influenced. For example, in the case 
shown in Figure 4.3.3.1, after link 𝑙<→># is added, additional paths to nodes 𝛽',	𝛽*, and 𝛽% are 
created. Thus, the message relating to these three nodes (𝛽',	𝛽*, and 𝛽%) needs updating. 
However, as we will see in the next few sections, we cannot obtain exact values for these 
updating terms because the message inherited from the previous step only includes the marginal 





Figure 4.3.3.1 Adding link 𝑙<→># to form a new intermediate structure 
 
To yield a more accurate solution, the objective is to make fewer approximations during message 
propagation. A heuristic for making fewer approximations is to limit the number of nodes 
influenced when links are added. As an example, in Figure 4.3.3.2, node 𝛽 is the only node 
influenced after adding link 𝑙<→>. Thus, we need only to update the message relating to node 𝛽.  
 
 
Figure 4.3.3.2 Adding link heuristically to reduce number of nodes influenced 
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For an acyclic directed network, we can find certain link-adding sequences that ensure that only 
one node is influenced every time a link is added. To illustrate this, we classify all nodes into one 
of three types in each intermediate step: 
 
Type A node: In the intermediate structure, all links connected to the node have been added. 
Type B node: In the intermediate structure, all incoming links to the node have been added. 
Type C node: All other nodes. 
 
Figure 4.3.3.3(a) gives the original connections in the network; Figure 4.3.3.3 (b) and Figure 
4.3.3.3 (c) are intermediate structures. Node types are marked next to each node. At the start, as 
indicated in Figure 4.3.3.3 (b), no links are directed towards the source nodes, i.e., they have no 
incoming links that need to be added. The source nodes have outgoing links that have not yet 
been added. Therefore, all source nodes belong to type B. In Figure 4.3.3.3 (c), all links 
connected to type A nodes have been added. All incoming links to type B nodes have been 
added. The remaining nodes are type C. 
 
 
Figure 4.3.3.3 Example node classifications in intermediate structures (b) and (c) 
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We now provide two proofs showing the ability to define propagation sequences for acyclic 
directed networks such that only one node is influenced at each step of the link-adding sequence. 
This is done by always adding links originating from type B nodes. 
 
Theorem 1: All intermediate structures have at least one type B node. 
 
Proof: Suppose for a given intermediate structure, all nodes belong to either type A or type C. 
Let N be the number of type C nodes, as shown in Figure 4.3.3.4 (a), with the type C nodes in the 
structure indicated by the set {α', … , α?}. N ≥ 1, otherwise all nodes are type A and all links 
have been added. Based on the definition of a type C node, there is a path 𝑝𝑎>#→<# directed to 
α'. Since the network is acyclic, β' cannot be α' and we set it as α*. Similarly, for node α*, 
there is a path 𝑝𝑎>$→<$ directed to α*. For the acyclic network, β* cannot be α' or α* and we set 
it as α%. Continuing the deduction to α?, there is a path 𝑝𝑎>%→<% directed to α?. As β? ∈
{α', … , α?}, it will create a loop, contradicting the acyclic assumption. Thus, at least one of the 
nodes in set {α', … , α?} belongs to type B.       ∎ 
 
Theorem 2: If we prioritize the links that originate from type B nodes in adding sequences, only 
one node is influenced every time a link is added to the intermediate structure. 
 
Proof: Suppose a link 𝑙<→> is added, e.g., as shown in Figure 4.3.3.4(b), then node 𝛼 is type B, 
and node 𝛽 must be type C. The latter is because if we are adding a link into 𝛽, then clearly not 
all links into 𝛽 have been added, and 𝛽 is by definition a type C node. As we do not add links 
originating from type C nodes (in the example, node 𝛽), then 𝛽 has no outgoing links and no 
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node can be reached from node 𝛽 in the current intermediate structure. Thus, node 𝛽 is the only 
node influenced.          ∎ 
 
 
Figure 4.3.3.4 Intermediate structures for acyclic directed networks proofs 
 
In sum, for acyclic directed networks, there always exists a link-adding sequence for which only 
one node is influenced for each added link, and hence makes the fewest approximations. Note 
that there can be multiple link-adding sequences satisfying the requirements above. 
 
4.3.4 Message propagation: probability updating rules 
 
As we add links and create intermediate structures, updates on the message should be made 
simultaneously. In dPrPm, the updating rules are discussed under two different scenarios as 
shown in Figure 4.3.4.1. In the figure, link 𝑙<→> is added into the intermediate structure and node 
𝛾 is a random node other than node 𝛼 or 𝛽. In Figure 4.3.4.1(a), 𝛽 is not in the previous 
intermediate structure; in Figure 4.3.4. (b), it is. In both scenarios, it is easy to see that we need 
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only to update messages relating to node 𝛽. For notation, we use 𝑃𝑟 to refer to terms after 
updating and 𝑃𝑟 to terms before updating. 
 
 
Figure 4.3.4.1 Two updating scenarios for added link 𝑙<→> 
 
In the first scenario, as shown in Figure 4.3.4.1(a), as node 𝛽 is not in the previous intermediate 
structure, no approximation is needed. The updating rules are: 
𝑃𝑟(𝛽) = 𝑃𝑟(𝛼) 𝑅<→>	        ……(1) 
𝑃𝑟(𝛼, 𝛽) = 𝑃𝑟(𝛼)𝑅<→>	        ……(2) 
𝑃𝑟(𝛾, 𝛽) = 𝑃𝑟(𝛼, 𝛾) 𝑅<→>	        ……(3) 
 
In the second scenario, as shown in Figure 4.3.4.1(b), node 𝛽 is already part of the previous 
intermediate structure. To calculate the updating rules, first, we construct the three-node joint 
distribution as shown in Table 4.3.4.1, where the probability shares for each combination of 
nodal states are given. We use 𝑋 to represent the probability share where all three nodes, α, 𝛽, 
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and 𝛾, are reachable, i.e., 𝑃𝑟(𝛼, 𝛽, 𝛾). For the remaining terms, they are inferred from the 
marginal and pairwise node distributions in the message. In Table 4.3.4.1, for the states of 𝛼, 𝛽, 
and 𝛾, we use 1 to denote that the node is reachable and 0 otherwise. 
 
Table 4.3.4.1. Three-node joint distribution 
𝛼 𝛽 𝛾 Probability shares 
0 0 0 𝑋' 
0 0 1 𝑋* 
0 1 0 𝑋% 
0 1 1 𝑋5 
1 0 0 𝑋6 
1 0 1 𝑋7 
1 1 0 𝑋8 
1 1 1 𝑋 
 
 
𝑋' = 1 − 𝑃𝑟(𝛼) − 𝑃𝑟(𝛽) − 𝑃𝑟(𝛾) + 𝑃𝑟(𝛼, 𝛾) + 𝑃𝑟(𝛼, 𝛽) + 𝑃𝑟(𝛽, 𝛾) − 𝑋 
𝑋* = 𝑃𝑟(𝛾) − 𝑃𝑟(𝛼, 𝛾) − 𝑃𝑟(𝛽, 𝛾) + 𝑋 
𝑋% = 𝑃𝑟(𝛽) − 𝑃𝑟(𝛽, 𝛾) − 𝑃𝑟(𝛼, 𝛽) + 𝑋 
𝑋5 = Pr(𝛽, 𝛾) − 𝑋 
𝑋6 = 𝑃𝑟(𝛼) − 𝑃𝑟(𝛼, 𝛾) − 𝑃𝑟(𝛼, 𝛽) + 𝑋 
𝑋7 = 𝑃𝑟(𝛼, 𝛾) − 𝑋 
𝑋8 = 𝑃𝑟(𝛼, 𝛽) − 𝑋 
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𝑋 = 𝑃𝑟(𝛼, 𝛽, 𝛾) 
 
The updating rules for the scenario shown in Figure 4.3.4.1(b), including the unknown parameter 
𝑋: 
𝑃𝑟(𝛽) = 𝑃𝑟(𝛽) + (𝑃𝑟(𝛼) − 𝑃𝑟(𝛼, 𝛽))𝑅<→>     ……(4) 
𝑃𝑟(𝛼, 𝛽) = 𝑃𝑟(𝛼, 𝛽) + (𝑃𝑟(𝛼) − 𝑃𝑟(𝛼, 𝛽))𝑅<→>     ……(5) 
𝑃𝑟(𝛽, 𝛾) = 𝑃𝑟(𝛽, 𝛾) + (𝑃𝑟(𝛼, 𝛾) − 𝑋)𝑅<→>     ……(6) 
 
To calculate the exact value of 𝑋, we would need the full three-node joint distribution. For 
computational and memory storage efficiency, we only focus on the marginal and pairwise node 
reliabilities and do not carry three-node joint distributions in the message. However, we are able 
to bound the value of 𝑋 based on the following derivations from probability properties. 
 
First, all the terms in the rightmost column in Table 4.3.4.1 should be greater than or equal to 
zero. Thus, let 
𝑋' = 𝑚𝑎𝑥{𝑃𝑟(𝛼, 𝛾) + 𝑃𝑟(𝛽, 𝛾) − 𝑃𝑟(𝛾), 𝑃𝑟(𝛼, 𝛽) + 𝑃𝑟	(𝛽, 𝛾) − 𝑃𝑟(𝛽), 𝑃𝑟(𝛼, 𝛾) + 𝑃𝑟(𝛼, 𝛽) −
𝑃𝑟(𝛼)}          ……(7) 
𝑋* = 𝑚𝑖𝑛	{𝑃𝑟(𝛼, 𝛽) , 𝑃𝑟(𝛽, 𝛾) , 𝑃𝑟(𝛼, 𝛽) , 1 − 𝑃𝑟(𝛼) − 𝑃𝑟(𝛽) − 𝑃𝑟(𝛾) + 𝑃𝑟(𝛼, 𝛽) +
𝑃𝑟(𝛼, 𝛾) + 𝑃𝑟	(𝛽, 𝛾)}         ……(8) 
Then, the bounds of 𝑋 are: 
𝑋' ≤ 𝑋 ≤ 𝑋*          ……(9) 
 
Second, by the definition of conditional probability and the coherency property of networks,  
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𝑋 = 𝑃𝑟(𝛼, 𝛽, 𝛾) = 𝑃𝑟(𝛼, 𝛽|𝛾) 𝑃𝑟(𝛾) ≥ 𝑃𝑟(𝛼, 𝛽)𝑃𝑟(𝛾)     ……(10) 
Let 𝑋% = 𝑚𝑎𝑥{𝑃𝑟(𝛼, 𝛽)𝑃𝑟(𝛾) , 𝑃𝑟(𝛼, 𝛾) 𝑃𝑟(𝛽) , 𝑃𝑟(𝛽, 𝛾) 𝑃 𝑟(𝛼)} ≤ 𝑋  ……(11) 
Similarly, 𝑃𝑟(𝛼 = 0, 𝛽 = 0, 𝛾) = 𝑃𝑟(𝛼 = 0, 𝛽 = 0|𝛾) 𝑃𝑟(𝛾) ≤ 𝑃𝑟(𝛼 = 0, 𝛽 = 0)𝑃𝑟(𝛾) 
Thus, 𝑃𝑟(𝛼 = 0, 𝛽 = 0, 𝛾) = 𝑃𝑟(𝛾) − 𝑃𝑟(𝛼, 𝛾) − 𝑃𝑟(𝛽, 𝛾) + 𝑋 ≤ 𝑃𝑟(𝛼 = 0, 𝛽 = 0)𝑃𝑟(𝛾) 
Let, 𝑡' = 𝑃𝑟(𝛼 = 0, 𝛽 = 0)𝑃𝑟(𝛾) − 𝑃𝑟(𝛾) + 𝑃𝑟(𝛼, 𝛾) + 𝑃𝑟(𝛽, 𝛾), 
𝑡* = 𝑃𝑟(𝛼 = 0, 𝛾 = 0)𝑃𝑟(𝛽) − 𝑃𝑟(𝛽) + 𝑃𝑟(𝛼, 𝛽) + 𝑃𝑟(𝛽, 𝛾), 
𝑡% = 𝑃𝑟(𝛽 = 0, 𝛾 = 0)𝑃𝑟(𝛼) − 𝑃𝑟(𝛼) + 𝑃𝑟(𝛼, 𝛽) + 𝑃𝑟(𝛼, 𝛾) 
Then, 𝑋 ≤ 𝑋5 = 𝑚𝑖𝑛{𝑡', 𝑡*, 𝑡%}       ……(12) 
Combining the inequality constraints in equations (9), (11), and (12),  
𝑚𝑎𝑥{𝑋', 𝑋%} ≤ 𝑋 ≤ 𝑚𝑖𝑛{𝑋*, 𝑋5}       ……(13) 
 
Thus, we obtain the upper bound and lower bound of 𝑋. These derivations enable us to guarantee 
bounds on the node reliability values calculated through dPrPm as shown in the following: 
 
Theorem 3: If we assign the lower bound value to 𝑋 every time we update the message, we will 
obtain the lower bound values of marginal node reliabilities. If we assign the upper bound value 
to 𝑋 every time we update the message, we will obtain the upper bound values of marginal node 
reliabilities. 
 
Proof: We prove this theorem separately for the two updating scenarios shown in Figure 4.3.4.1. 
For the scenario in Figure 4.3.4.1(a), no approximation is made. As a result, the updated terms 
from equation (1) to (3) are not influenced by the estimation on 𝑋.  
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For the scenario in Figure 4.3.4.1(b), if we take the lower bound value of 𝑋, then based on 
equation (6), Pr(𝛽, 𝛾)vvvvvvvvvv is overestimated. In the future updating steps, when link 𝑙A→> is added, 
equation (4) becomes 𝑃𝑟(𝛽) = 𝑃𝑟(𝛽) + (𝑃𝑟(𝛾) − 𝑃𝑟(𝛽, 𝛾))𝑅A→>. 𝑃𝑟(𝛽) is then 
underestimated at the lower bound because of the overestimation on 𝑃𝑟(𝛽, 𝛾). The same logic 
applies to taking the upper bound value of 𝑋, which yields an overestimation and upper bound on 
marginal node reliabilities.          
 ∎ 
 
The bounds can be further refined considering the possible link-adding sequences satisfying the 
requirement that only one node be influenced at each link-adding step. Suppose there are 𝑁 link-
adding sequences available for a general acyclic directed network. For the 𝑖&B sequence, we 
bound the marginal node reliability of node 𝛼 as: 𝑃𝑟𝛼
$
≤ 𝑃𝑟(𝛼) ≤ 𝑃𝑟(𝛼v)$. Combining all 𝑁 
sequences gives a refined boundary as:  
𝑚𝑎𝑥$C'…E	{𝑃𝑟𝛼$} ≤ 𝑃𝑟(𝛼) ≤ 𝑚𝑖𝑛$C'…E	{𝑃𝑟(𝛼v)$}    ……(14) 
 
4.3.5 Memory storage and computational complexity analysis 
 
For memory storage cost, as the message in dPrPm only includes marginal and pairwise node 
reliabilities, the storage cost is 𝑂(𝑛*). 
 
For computational cost, when adding link 𝑙<→> into the intermediate structure, we need only to 
update the message relating to node 𝛽. Thus, to add one link and update the message, at most 𝑛 
nodes are updated. Thus, the computational cost is 𝑂(𝑛). In total, there are 𝑚 links, which 
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requires updating 𝑚 times. Thus, the total computational cost is polynomial at 𝑂(𝑚𝑛). This is in 
comparison to typical exponential computational costs for binary networks with 𝑛 components at 
𝑂(24). 
 
In sum, the workflow of dPrPm is shown in Figure 4.3.5.1. 
 
 
Figure 4.3.5.1 dPrPm workflow 
 
4.4 Test application – directed grid network, power distribution network, gas pipeline 
network 
 
We now apply the proposed dPrPm to an example network and two real-world applications. We 
assess the performance of the method in terms of accuracy and computational cost. All results 
are based on computations run in MATLAB_R2017b on an 8 GB RAM computer. For all three 
applications, results compared to Monte Carlo simulation are provided. The first two examples 
also include exact solutions for comparison. A more complex gas pipeline network, where the 
exact solution is not available, is analyzed in the third example under two seismic scenarios. 
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Comparisons are made in both accuracy and computational efficiency to assess the performance 
of dPrPm. 
 
4.4.1 Directed grid network 
 
First, we apply dPrPm to the example network shown in Figure 4.4.1.1, also used for illustration 
of the method earlier in this chapter. The network is a variation of the undirected grid network 
that has been studied by Tong and Tien (2018) and Dueñas-Osorio (2017). Instead of looking 
only at the corner-to-corner reliability of the system, in this example, we change the single-
source-single-sink network into a multiple-sources-multiple-sinks directed acyclic network. 
Nodes 1, 3, and 13 are taken as source nodes and the remaining nodes are sink nodes. The 
objective is to obtain reliability estimates for the probabilities of being able to receive the 
resource provided at the source nodes at each of the sink nodes. For simplicity, all links are 
assumed to be equally reliable with reliability 𝑅". Varying link reliabilities can be easily 
incorporated in the probability updating calculations during message passing.  
 
 
Figure 4.4.1.1 Directed grid network 
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We test the performance of dPrPm under two cases: a reliable case with 𝑅" = 0.9 and an 
unreliable case where 𝑅" = 0.1. Exact solutions are obtained through total enumeration. For 
dPrPm, we try 100 different link-adding sequences to refine the reliability bounds for each sink 
node. Percentage error for dPrPm is calculated by taking the median value between the upper and 
lower bounds. For Monte Carlo simulation, we generate 100000 runs for each node. Results are 
shown in Table 4.4.1.1 and Table 4.4.1.2. The comparison of computational cost is provided in 
Table 4.4.1.3. 
 
Table 4.4.1.1 Comparison among exact solutions, Monte Carlo simulation, and dPrPm for 
directed grid network when	𝑅" = 0.9 
Node Exact 
Monte Carlo dPrPm 





Gap % Error 
2 0.99000 0.99016 0.01616 0.99000 0.99000 0.00000 0.00000 
4 0.98015 0.98022 0.00670 0.98015 0.98015 0.00000 0.00000 
5 0.90000 0.89885 -0.12778 0.90000 0.90000 0.00000 0.00000 
6 0.99510 0.99475 -0.03545 0.99510 0.99510 0.00000 0.00000 
7 0.98956 0.98974 0.01827 0.98956 0.98956 0.00000 0.00000 
8 0.89060 0.89086 0.02882 0.89060 0.89060 0.00000 0.00000 
9 0.98100 0.98138 0.03874 0.98100 0.98100 0.00000 0.00000 
10 0.88290 0.88355 0.07362 0.88290 0.88290 0.00000 0.00000 
11 0.97734 0.97758 0.02416 0.97734 0.97734 0.00000 0.00000 
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Table 4.4.1.1 continued 
 
12 0.97457 0.97456 -0.00054 0.97457 0.97457 0.00000 0.00000 
14 0.97946 0.97889 -0.05830 0.97946 0.97946 0.00000 0.00000 
15 0.98498 0.98544 0.04671 0.98498 0.98498 0.00000 0.00000 
16 0.98539 0.98592 0.05393 0.98506 0.98558 0.00048 -0.00532 
 
Table 4.4.1.2 Comparison among exact solutions, Monte Carlo simulation, and dPrPm for 
directed grid network when	𝑅" = 0.1 
Node Exact 
Monte Carlo dPrPm 





Gap % Error 
2 0.19000 0.18899 -0.53158 0.19000 0.19000 0.00000 0.00000 
4 0.10092 0.10160 0.66962 0.10092 0.10092 0.00000 0.00000 
5 0.10000 0.10191 1.91000 0.10000 0.10000 0.00000 0.00000 
6 0.02986 0.03034 1.60529 0.02986 0.02986 0.00000 0.00000 
7 0.10269 0.10242 -0.26046 0.10269 0.10269 0.00000 0.00000 
8 0.01027 0.01057 2.93370 0.01027 0.01027 0.00000 0.00000 
9 0.10900 0.10970 0.64220 0.10900 0.10900 0.00000 0.00000 
10 0.01090 0.01169 7.24771 0.01090 0.01090 0.00000 0.00000 
11 0.01135 0.01145 0.91177 0.01135 0.01135 0.00000 0.00000 
12 0.00215 0.00198 -7.95624 0.00215 0.00215 0.00000 0.00000 
14 0.10098 0.09956 -1.40720 0.10098 0.10098 0.00000 0.00000 
15 0.01122 0.01177 4.89889 0.01122 0.01122 0.00000 0.00000 
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Table 4.4.1.2 continued 
 
16 0.00134 0.00114 -14.65189 0.00134 0.00134 0.00000 -0.00041 
 
Table 4.4.1.3 Computational cost comparison among exact solution, Monte Carlo simulation, 
and dPrPm for directed grid network 
 Exact solution Monte Carlo dPrPm 
Time (sec) 5766.37 29.88 0.32 
 
Compared to the approximated value given by Monte Carlo simulation, dPrPm provides exact 
upper bounds and lower bounds to the solution. In Table 4.4.1.1 and Table 4.4.1.2, for both the 
reliable and unreliable cases, dPrPm outperforms Monte Carlo as evidenced by the percentage 
error values compared to the exact solutions. In addition, in looking at the ability to capture rare 
events, the reliability at node 16 for 𝑅" = 0.1 is the lowest probability event. In Table 4.4.1.2, the 
percentage error given by Monte Carlo simulation increases to 14.7% for node 16, while the 
upper and lower bounds given by dPrPm are still narrow. For dPrPm, the percentage error arises 
from deviations in the calculated reliability beyond the fifth decimal place. 
 
While total enumeration provides the exact solution, it is also computationally intensive. In this 
example, it takes more than 1.5 hours to generate a solution as shown in Table 4.4.1.3. In 
comparison, dPrPm takes less than half a second to compute the dPrPm solution 100 times. This 
is also two orders of magnitude faster than Monte Carlo simulation. Although dPrPm yields an 
approximated solution with 100% confidence level rather than the exact solution, the gap 
 84 
between the bounds can be negligible depending on the accuracy requirement and as shown in 
the results for this example. 
 
4.4.2 Power distribution network 
 
Next, we apply the proposed dPrPm to a four-substation power distribution network from Pacific 
Gas and Electric (Ostrom 2004) as shown in Figure 4.4.2.1, also investigated in Der Kiureghian 
and Song (2008) and Tien (2017). The system consists of circuit breakers, switches, and 
transformers. The solid black circles represent three source nodes and the sink node is node 23. 
The other 19 components each represent a triplet configuration in the system of switch-breaker-
switch. 
 
Figure 4.4.2.1 Power distribution network 
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While dPrPm provides the reliability at all nodes in the network, for simplicity, we only focus on 
the reliability of node 23 in this example. We assume no nodal failure and each link has the same 
reliability 𝑅". Varying link reliabilities can easily be incorporated. For comparison, the method of 
total enumeration is used to obtain the exact solution. The network is tested under three scenarios 
for systems of varying reliabilities: 𝑅" = 0.9,0.99,0.3. Monte Carlo simulation is also conducted 
with 100000 realizations for each value of 𝑅". Results are shown in Table 4.4.2.1. Computational 
cost comparisons are provided in Table 4.4.2.2. 
 
Table 4.4.2.1 Comparison among exact solutions, Monte Carlo simulation, and dPrPm for power 
distribution network under different 𝑅" 
𝑅" Exact 
Monte Carlo dPrPm 





Gap % Error 
0.9 0.85741 0.85805 0.07490 0.85591 0.85807 0.00216 -0.04886 
0.99 0.98969 0.98939 -0.02981 0.98968 0.98969 0.00001 -0.00018 
0.3 0.00221 0.00240 8.63048 0.00221 0.00221 0.00000 0.00295 
 
Table 4.4.2.2 Computational cost comparison among exact solution, Monte Carlo simulation, 
and dPrPm for power distribution network 
 Exact solution Monte Carlo dPrPm 
Time (sec) 36864.37 35.97 0.36 
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From Table 4.4.2.1, dPrPm provides a highly accurate solution with maximum percentage error 
less than 0.05% for all three scenarios. For the lowest probability event, 𝑅" = 0.3 in Table 
4.4.2.1, Monte Carlo simulation has the highest error at 8.63%, while dPrPm produces a solution 
with 0.00295% error. In terms of computation time, dPrPm runs almost 100 times faster than 
Monte Carlo simulation as shown in Table 4.4.2.2. 
 
In this example, we also investigate the effect of using results from multiple link-adding 
sequences to refine the bounds for dPrPm as given in equation (14). Theoretically, the total 
number of link-adding sequences satisfying the requirements previously described is finite. As a 
result, the best solution by dPrPm can be obtained by considering all of them. Figure 4.4.2.2 
shows the evolution of the bounds as the number of sequences considered increases. From Figure 
4.4.2.2, the gap between the upper bound and lower bound drops quickly in the first 20 runs for 
all three cases. The size of the gap then levels off. Enumeration of all possible link-adding 
sequences is computationally intensive. Therefore, rather than finding all possible sequences, we 




Figure 4.4.2.2 Gap between upper and lower bounds with respect to number of link-adding 
sequences considered 
 
4.4.3 Gas pipeline network  
 
Finally, dPrPm is tested for a larger and more complex gas pipeline network. The pipeline 
information for the Los Angeles area is available from the California Energy Commission’s GIS 
open data website. This network has previously been studied to assess reliability of buried 
pipelines under earthquakes, e.g., Lanzano (2014) and Ambraseys and Menu (1998). The 
satellite map of the investigated area is shown in Figure 4.4.3.1. The extracted layout of the 
network is shown in Figure 4.4.3.2, with pipelines between nodes represented by straight lines 
and arrows indicating the directionality of the links. Here, we analyze the pipeline network 
reliability under two scenarios: one moderate earthquake with peak ground acceleration (PGA) 
0.1g and a more severe earthquake with PGA 0.35g. The network has 96 nodes and 123 directed 
links. We assume that nodes 1, 4, 20, 92, 36, 46, 47, and 92 are source nodes as marked in Figure 
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4.4.3.2. The remaining nodes are considered as sink nodes. In total, there are 8 source nodes and 
88 sink nodes.  
 
 
Figure 4.4.3.1 Gas pipeline network (satellite) adapted from California Energy Commission’s 




Figure 4.4.3.2 Gas pipeline network (extracted) 
 
In this example, we first find the link reliabilities under the two seismic scenarios as described in 
Lanzano (2014) and Ambraseys and Menu (1998). Reliabilities at each sink node are then 
obtained by running dPrPm 100 times and Monte Carlo simulation with 100000 runs under the 
two earthquakes. The results comparing the two methods are shown in Figure 4.4.3.3 and Figure 
4.4.3.4 for PGAs of 0.1g and 0.35g, respectively. For clarity, nodes are ordered by increasing 
reliability. The exact solution is not available for this network. In all plots, the bold solid line 
refers to the upper bound given by dPrPm. The thin solid line refers to the lower bound. The 
dashed line refers to the result given by Monte Carlo simulation. In Figure 4.4.3.3, for a 0.1g 
earthquake, the upper bound and lower bound overlap, indicating highly confined bounds, and 
therefore only the upper bound line can be seen. Figure 4.4.3.3(a) and Figure 4.4.3.4(a) show the 
difference between the dPrPm reliability bounds and results from Monte Carlo. The median 
value between the upper and lower dPrPm bounds is used as the baseline and the difference from 
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the median value is shown. Figure 4.4.3.3(b) and Figure 4.4.3.4(b) show the values of the upper 
and lower bounds by dPrPm and the solution by Monte Carlo simulation. 
 
 
Figure 4.4.3.3 Comparison between dPrPm and Monte Carlo simulation for gas pipeline network 
under PGA=0.1g (nodes ordered by increasing reliability) 
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Figure 4.4.3.4 Comparison between dPrPm and Monte Carlo simulation for gas pipeline network 
under PGA=0.35g (nodes ordered by increasing reliability) 
 
In Figure 4.4.3.3, the narrowness of the bounds obtained by dPrPm is observed. With the 
guaranteed accuracy of dPrPm, the value of the bounds can be taken as close to the exact 
solution. In addition, for the approximated results provided by Monte Carlo, it is unknown if the 
simulations underestimate or overestimate the exact solution, as can be seen by the randomness 
in the positive or negative differences from the median value in Figure 4.4.3.3(a). In Figure 
4.4.3.4, the widest gap between bounds for all nodes is around 1.6%. While dPrPm gives 
guaranteed upper and lower bounds to the solution, the 100% confidence level is unachievable 
for Monte Carlo simulation. Table 4.4.3.1 provides the comparison of computation time for 
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calculation. Consistent with the previous applications, dPrPm takes two orders of magnitude less 
computation time to obtain a result. 
 
Table 4.4.3.1 Computational cost comparison between Monte Carlo simulation and dPrPm for 
gas pipeline network 
 Monte Carlo dPrPm 
Time (sec) 180.22 1.80 
 
4.4.4 Extension to dependent case and cascading failures 
 
Although dPrPm is designed for networks with conditionally independent links, it can also be 
extended to dependent cases. One approach to do this is to condition on the parent nodes 
governing the links. For example, in the gas pipeline network application, links are conditioned 
on seismic intensity. Given the computational cost is fairly low (in this case, 1.80 sec for a 
network of 123 links), the prior system reliability can be found by conducting inference over all 
enumerated parental node combinations if tractable.  
 
The special dependency case where the link reliability 𝑅<→> depends on the state of node α is 
also considered. When link 𝑙<→> is added to the intermediate structure, the updating rules shown 
in Equations (1) to (6) assume the link reliability 𝑅<→> is independent of the node state. By 
replacing 𝑅<→> with the link reliability conditioned on the node state (𝑅<→>|<), similar updating 
rules for this special dependent case are built. For example, Equation (3) is modified to 
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𝑃𝑟(𝛾, 𝛽) = 𝑃𝑟(𝛼, 𝛾) 𝑅<→>|<C'	; Equation (6) is modified to 𝑃𝑟(𝛽, 𝛾) = 𝑃𝑟(𝛽, 𝛾) + (𝑃𝑟(𝛼, 𝛾) −
𝑋)𝑅<→>|<C'. These modified updating rules enable dPrPm to directly address this case. 
 
In practice, the failures of many networked infrastructure systems are the result of failures 
propagating or cascading through a network. To capture these effects with dPrPm, we treat a 
failure as an observation on the system. Based on the observation, we update the link reliabilities 
accordingly. With the redefined link reliabilities, we then rerun dPrPm to update the reliabilities 





In this chapter, a new analytical method called the directed probability propagation method 
(dPrPm) is proposed to evaluate the reliability of acyclic directed networks. Through a defined 
propagation sequence and accompanying probability updating rules, the method results in 
guaranteed upper and lower bounds of reliabilities at all sink nodes in a network. The benefits of 
dPrPm can be summarized in five aspects: 
 
1. No minimum cut sets (MCSs) or minimum link sets (MLSs) are needed to compute network 
reliabilities. While many other analytical methods rely on MLSs or MCSs, e.g. Bayesian network 
analysis or recursive decomposition algorithms (RDA), dPrPm does not require the 




2. The method is applicable to the multiple-sources-multiple-sinks problem. Previous work has 
investigated node accessibility as a measure of network reliability. However, these methods are 
often limited to the one-sink problem. To assess the reliability of all sink nodes in the network, 
researchers have to run the analysis multiple times. In dPrPm, as the message contains the 
marginal node reliabilities, each run gives the reliabilities of all sink nodes.  
 
3. dPrPm is computationally efficient. Compared to existing analytical algorithms such as RDA 
and inference in Bayesian networks, computational complexity is reduced from an exponential 
increase 𝑂(24) with system size to a polynomial increase 𝑂(𝑚𝑛). Time consumption 
comparisons in the three test applications show the orders of magnitude savings in computation 
time.  
 
4. Results given by dPrPm are exact bounds. While many other methods, e.g., Monte Carlo 
simulation, give an approximated answer, 100% confidence level is guaranteed by dPrPm. In 
many cases, as shown in the test applications, these bounds are narrow, resulting in solutions 
with very low percentage errors compared to the exact solution. 
 
5. Performance of dPrPm is independent of link reliabilities. Many sampling-based approaches 
are limited in the ability to analyze rare events or by computational efficiency if the probabilities 
of rare events are of interest. dPrPm is an analytical method and its efficiency is independent of 
link or network reliabilities.  
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Chapter 5 Flow capacity – multistate Bayesian network (BN)  
 
Chapter 5 is organized as follows. We first provide a brief background on the use of BNs for 
system reliability assessment and describe our BN system formulation. We then present new 
algorithms for BN modeling of multi-state flow networks and for performing exact inference 
over these models. These include the proposed approach using compression to reduce the 
memory storage requirements of the conditional probability tables associated with the BN and 
two heuristics to increase the computational efficiency of the method. We apply the algorithms 
to an example infrastructure system to demonstrate their use for reliability assessment. Finally, 
we assess the performance of the proposed algorithms compared to existing methods in terms of 
both memory storage and computation time. The corresponding algorithms for compression and 
inference in multistate Bayesian Network are included in Tong and Tien (2017). 
 
5.1 Introduction – characteristics of Bayesian network (BN) 
 
The Bayesian network (BN) is a useful framework under which to perform infrastructure 
reliability assessments. For an infrastructure flow network comprised of many interconnected 
components, the connection between individual components implies the relationship between 
performance of the overall infrastructure flow network and the state of individual components.  
Given the uncertainties associated with component performance and the hazards components are 
subjected to, the BN models component states as random variables and captures the probabilistic 
dependencies between component and system performance. In addition, in an environment of 
evolving information, where, e.g., inspections offer new insights into the current states of 
components, any information entered into the BN propagates through the network to update 
 96 
assessments of the systems. Finally, the BN as a graphical framework enables transparent 
modeling of systems to facilitate adoption by end-users. 
 
One of the major challenges in the BN modeling of infrastructure systems is the exponentially 
increasing computational complexity as the number of components in the system increases. 
 
For a network of 𝑁 components, the BN model is as shown in Figure 5.1.1. The state of the 
system, represented as a system node 𝑆𝑦𝑠, is dependent on the states of each of its constituent 
components, represented as component nodes 𝐶', 𝐶*, … , 𝐶4. In BN terminology, 𝐶', 𝐶*, … , 𝐶4 are 
called parents of 𝑆𝑦𝑠. 
 
 
Figure 5.1.1 BN model of a system comprising 𝑛 components 
 
The BN is a probabilistic graphical model. For the BN, each node must be associated with a 
conditional probability table (CPT), which gives the probability distribution of that node given 
each of the mutually exclusive combinations of states of its parents. Nodes that do not depend on 
other nodes are defined by marginal probability distributions. The reader is referred to texts such 
as Jensen and Nielsen (2007) for further details on BNs. 
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Now suppose that the components and system can be in one of multiple possible states, e.g., 
states 0, 1, 2, 3, or 4 denoting discretized values of flow capacity 0%, 25%, 50%, 75%, and 
100% of maximum capacity, respectively. An example of the CPT associated with the system 
node for this multi-state flow network is shown in Table 5.1.1. Let 𝑛 denote the number of 
components and 𝑚 the number of states of each component.  For the columns indicating system 
states, we use 𝑚 columns to represent whether the system is in that specific state. If so, the value 
in the column is 1; otherwise, it is 0. 
 
Table 5.1.1 Example conditional probability table for a multi-state system 
 
𝐶' ⋯ 𝐶4)' 𝐶4 𝑠𝑦𝑠 = 0 𝑠𝑦𝑠 = 1 𝑠𝑦𝑠 = 2 … 
𝑠𝑦𝑠
= 𝑚 − 1 
0 ⋯ 0 0 1 0 0 … 0 
0 ⋯ 0 1 1 0 0 … 0 
⋮ ⋮ ⋮ ⋮    ⋮  
4 ⋯ 4 0 0 1 0 … 0 
4 ⋯ 4 1 0 0 1 … 0 
4 ⋯ 4 2 0 0 0 … 1 
4 ⋯ 4 3 0 0 0 … 0 
4 ⋯ 4 4 0 0 0 … 0 
 
As the number of components in the system increases, the size of the CPT as shown in Table 
5.1.1 increases exponentially. In general, the system states in the CPT are represented by 
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𝑚 ×𝑚4 elements, as shown in the m rightmost columns in Table 5.1.1. Due to mutually 
exclusive system states, knowing the column in which the 1 value appears, one can infer the 
values in the other columns for that row. This reduces the number of elements to 𝑚4. However, 
this value is still exponentially increasing with the number of components in the system being 
modeled. For a 5-state system of 𝑛 = 100 components, for example, the full representation of 
the CPT includes a minimum of 5'GG = 7.9 × 107H elements. The exponential increase in the 
size of the CPT poses a significant memory storage challenge in constructing and analyzing the 
BN. It quickly renders the model intractable, necessitating the development of new methods to 
enable the BN modeling of larger multi-state flow systems. 
 
5.2 Literature review – Applications of reliability analysis based on BN  
 
Assessing the impact of component performance on system performance enables a stakeholder to 
identify the most critical components, and prioritize decisions for inspection, repair, or 
replacement of these system elements. The objective is to create more reliable systems under 
both normal operating and hazard conditions, leading to improved community outcomes 
(Johansen et al. 2016). 
 
To tackle the challenge in dimensionality, storage and computationally efficiency in applying 
BN. Previously, algorithms were proposed for BN modeling of binary systems (Tien and Der 
Kiureghian 2013) to enable the study of larger infrastructure systems within the BN framework 
(Tien and Der Kiureghian 2016). However, this binary system formulation, where components 
and the system are in one of two states, e.g., failure of survival, is not sufficient to describe the 
status of many infrastructure components and systems (Tong and Tien 2016). This is true for 
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infrastructures including water, gas line, and transportation networks, which are characterized by 
flow, e.g., of water supply, natural gas, and vehicles, across the network. In these cases, if a 
component is functioning at, e.g., 50% of its maximum capacity, this cannot be sufficiently 
defined as failure or survival. Compared with binary systems, multi-state system modeling 
provides a more detailed description of system reliability and enables the analysis of flow instead 
of connectivity networks. The dimensionality of the problem, however, also increases. 
 
Previous studies on the use of BNs for modeling system performance have focused on generating 
BNs from conventional system modeling methods, such as reliability block diagrams (Torres- 
Toledano and Succar 1998; Kim 2011) and fault trees (Bobbio et al. 2001). These and other 
studies using BNs for system reliability assessment (Mahadevan et al. 2001; Boudali and Dugan 
2005; Khakzad et al. 2011; Tien and Der Kiureghian 2015) have all assumed binary component 
and system states. This allows the modeling of systems characterized by connectivity, such as the 
power distribution network in Tien and Der Kiureghian (2017), but not flows. 
 
In the study of multi-state systems, Bouissou and Pourret (2003) propose a BN-based method for 
performance evaluation of systems with multiple states. The focus, however, is on 
troubleshooting, or identification of single causes of system failure. The assumption of single-
fault failures does not hold in the assessment of civil infrastructure systems. The reduced 
capacity of multiple components may lead to reduction in system performance. Gu and Yang 
(2013) use BNs to assess the reliability of multi-state systems. The system studied, however, 
consists of only six components, and even with this small number of components, intermediate 
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nodes are introduced in the BN to enable computationally tractable calculations using the 
traditional BN modeling method. 
 
Bensi et al. (2013) propose a method for more efficient modeling of BNs, including for multi-
state systems. The study takes a topology optimization approach to address the system size 
limitation of BN models. The optimization algorithm, however, must consider all permutations 
of the indices of system components, and therefore may itself become intractably large for large 
infrastructure systems. Finally, a method based on the flow conservation law is proposed in Yeh 
(2013) to assess the reliability of a multi-state flow network. The focus, however, is on modeling 
deterioration effects, rather than on quantifying the importance of individual component 
performance on overall system reliability. In addition, the systems considered in this paper do 
not necessarily obey the flow conservation law, i.e., that the flow into any node is equal to the 
flow out of that node. For example, in our systems, a given level of flow may enter a system 
component, but given the state of that component, the flow out may be different. Thus, new 
methods are required for the BN modeling of multi-state networks. 
 




The flowchart of the proposed algorithms is shown in Figure 5.3.1.1. Each of the modeling and 
analysis steps is described in detail in the following sections. As an overview, first, to reduce the 
size of the CPT, we substitute subsystems with components that are either in series or parallel as 
super-components. Next, we generate the minimum cut sets (MCSs) of the network to determine 
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the system state for each combination of component states. To facilitate efficiency of the 
compression algorithm that follows, we renumber the super-components that now comprise the 
full system based on two heuristics: whether they may be observed and their appearances in the 
MCSs. This completes the formulation of the system for the BN model. 
 
Next, as shown in Figure 5.3.1.1, to construct and perform inference over the model, 
compression and preprocessing algorithms are proposed. These algorithms are run 
simultaneously to reduce computational time. To compress the system node CPT, we introduce 
the idea of bundles representing repeated patterns of fixed length in the system state in the CPT. 
The simultaneous preprocessing of the information in the BN removes the need for storage of 
intermediate factors of unobserved components during inference, reducing both memory storage 
requirements and computational time. At the end of the algorithm, we obtain a compressed 
system CPT, 𝑐𝐶𝑃𝑇, and dictionary of bundles, 𝑑, used in the compression. These contain all the 
information for the BN model of the system compressed in a lossless manner and without 
making any approximations. The prior probability distribution for the system before any 
observation is made, 𝜆', and subsequent distribution and dictionary 𝜆$I' and 𝑑$I', respectively, 
are also obtained for inference on posterior probability distributions given observations on the 








A common practice in the field of reliability analysis is to combine components in similar 
configurations into a single component, which we call a super-component and denote as 𝐶#. The 
probability distribution of the 𝑖th super-component 𝐶#$ is denoted as 𝑝(𝐶#$). Two most 
recognized configurations are shown in Figure 5.3.2.1, with components in series (left) or 
parallel (right) subsystems. These simple configurations are widely used in civil infrastructure 
systems, including redundant components arranged in parallel in mesh-type networks and 
components in series in linear pipeline systems. Instead of including all individual components in 
a series or parallel subsystem in the CPT, we use one super-component with updated probability 
distributions to represent the subsystem. For consistency in the formulation, a component that 
does not belong to a series or parallel subsystem is treated as a super-component on its own. The 
probability distribution of a super-component can be easily determined by the characteristic of a 
series or parallel system. In chapter 5, we continually reduce the complexity of the network using 




Figure 5.3.2.1 Super-component configurations 
 
One advantage of using super-components is that if additional components are added to the 
structure of previously defined super-components, this will not increase the size of the overall 
problem because the number of super-components is not changed. Only the probability 
distribution of that super-component need be modified. Of course, more complicatedly 
connected subsystems other than series and parallel configurations can be defined as super-
components. This may further simplify the structure of the system for specific cases, particularly 
if there are several repetitions of a similar structure in the network. Here, without loss of 
generality, we limit the discussion of super-components to series and parallel subsystems.  
 
5.3.3 Generate MCS 
 
In our BN formulation, determination of the system state in any row of the CPT is based on the 
component states and the set of minimum cut sets (MCSs) or minimum link sets (MLSs) of the 
system. The component states are determined by their row number in the CPT as in Tien and Der 
Kiureghian (2016). Enumerating all MCSs or MLSs for a system is an NP-hard problem, though 
several efficient methods have been developed to do so (Suh and Chang 2000; Li et al. 2007; 
Benaddy and Wakrim 2012). The EG-CUT algorithm proposed by Shin and Koh (1998) 
generates MCSs for undirected graphs by using a blocking mechanism. MCSs can be generated 
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at Ο(𝑒𝑛), where 𝑒 is the number of edges and 𝑛 the number of nodes in the graph. Depth-first 
search-based methods can also be used for MLS generation (Jiang et al., 2016). These have been 
used to find the MLSs for an infrastructure system of 127 nodes using a personal computer on 




Once the MCSs have been generated, we propose two heuristics for numbering the components 
to further reduce the computational complexity of the problem. The number of a component 
affects where it appears in the system CPT, i.e., its column in the lefthand side of the CPT as 
shown in Table 5.1.1. The heuristics proposed to renumber the components result in reduced 
memory storage required for inference and more efficient compression of the initial system CPT. 
In general, selection of an optimal component numbering in the network is an NP-hard problem 
(Dechter 1999). In our method, our first priority is to number the components that may be 
observed to appear as far left in the CPT as possible. When the state of a component is observed, 
the probability distribution of the system node is updated given that information using Bayes’ 
rule. In most current infrastructure systems, particularly water and gas line infrastructure, not all 
components have monitoring capabilities. This heuristic takes advantage of this system 
characteristic to reduce the size of the intermediate probability distributions, denoted 𝜆 and 
called intermediate factors, calculated during the inference process. For the variable elimination 
inference method used in this paper, when a component is observed, only the part of 𝜆 that 
corresponds with the component being in the observed state need be considered. Numbering the 




To facilitate more efficient compression of the system CPT using the algorithm described in the 
following section, the second part of the renumbering heuristic is to number components with 
greater influence in affecting the system state to appear to the left in the CPT (after the 
monitored components previously described). Appearance in MCSs is used as a proxy for 
component influence and criticality (Meng 1994). Specifically, after obtaining the MCSs, we 
rank the influence of each component by its number of appearances in a MCS. The most 
influential component is the one that appears in the most MCSs. By renumbering components 
based on influence so that more influential components have smaller component numbers results 
in a CPT where the system state does not change rapidly from row to row in the CPT. This 




With the BN model created after super-component substitution and renumbering, the number of 
parents of the system node in Figure 5.1.1 is reduced to 𝑛#, where 𝑛# is the number of super-
components. In constructing the CPT, we use the super-components instead of original 
components. Now, rather than storing all elements in the full CPT, we propose an algorithm to 
compress the information in the CPT to reduce the memory storage requirements and make the 
BN modeling of larger civil infrastructure systems possible. First, the component states in the 
CPT (lefthand columns in Table 5.1.1) need not be stored, as long as they follow a 
predetermined pattern. Next, compression is accomplished by processing through each row of 
the full system CPT and storing the values that appear in the system state columns (righthand 
columns in Table 5.1.1) in a lossless compressed form. To do this, we introduce the idea of 
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bundles. A bundle is a pattern in the values of the system state of fixed length that is proportional 
to the number of states. These are more specific than the general phrases terminology originally 
proposed by Ziv and Lempel (1977). However, consistent with previous work, we store 
identified bundles in a dictionary. The compressed CPT therefore comprises detected bundles – 
patterns of sequences in the system columns of the CPT – which are referenced from the 
dictionary. 
 
The idea of bundles is important to remove the need to calculate certain remainder values when 
processing through the CPT as in the previously developed algorithms for BN modeling of 
binary systems. The reader is referred to Tien (2014) for details in the calculation of this 
remainder. As the number of possible states of the system increases, so does the likelihood of 
having remainders. Employing bundles removes the possibility of remainders. Let 𝑚 denote the 
number of states of the components and system. With fixed-length bundles of lengths that are 
multiples of 𝑚 stored in the dictionary rather than allowing phrases of general length, the CPT is 
thus compressed in groups proportional to 𝑚, removing any remainders from the compression 
process. 
 
The proposed compression algorithm operates as follows. The outputs of the algorithm are the 
compressed system CPT, 𝑐𝐶𝑃𝑇, and the accompanying dictionary of bundles, 𝑑. Examples of the 
algorithm are shown in Figures 5.3.5.1 and 5.3.5.2.  
 




Figure 5.3.5.2 Illustration of 3-state system CPT compression after combination of phrases 
 
The full flowchart of the algorithm is shown in Figure 5.3.5.3. 
 
Figure 5.3.5.3 Flowchart of compression algorithm 
 
5.3.6 Construct BN 
 
For each row 𝑛+ = 1,2, … ,𝑚4! of the system CPT, the states of the super-components 𝑆', … , 𝑆4! 
represented in that row are computed based on the specific pattern used in defining the CPT. The 
CPT, as shown in Table 5.1.1, is constructed with super-components 𝐶#', … , 𝐶#4! organized from 
left to right. Each row of the CPT is one of the mutually exclusive combinations of component 
states. We determine the state of component 𝐶#$ , 𝑖 = 1,… , 𝑛# in row 𝑛+ of the CPT according to 
equation (1) 
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𝑆$ = mod ceil 
𝑛+
𝑚4!)$ − 1,𝑚													(1) 
 
where ceil(𝑥) is the value of 𝑥 rounded up to the nearest integer; mod(𝑎,𝑚) returns the 
remainder after division of 𝑎 by 𝑚. The possible states of the component 𝐶#$ ∈ {0,1, … ,𝑚 − 1}. 
 
For each row, the component states are then checked against {𝑀𝐶𝑆} (indicating the set of 
minimum cut sets of the system) by equation (2) to determine the state of the system in row 𝑛+, 
denoted 𝑠𝑦𝑠4&.  
𝑠𝑦𝑠4& = min.C',…,4'()
max𝑀𝐶𝑆.,4&										(2) 
𝑛KLM denotes the number of MCSs of the system, and any one 𝑀𝐶𝑆.,4& , 𝑗 = 1,… , 𝑛KLM contains 
the states of the components comprising that MCS in row 𝑛+ of the CPT. From the value of 
𝑠𝑦𝑠4&, we obtain the corresponding binary values in the 𝑚 entries for the system state in row 𝑛+. 
 
In addition to storing phrases as bundles of fixed length proportional to the number of states 𝑚, 
we have found that additional computational efficiencies can be achieved by combining multiple 
bundles. This is particularly effective if there are repeated patterns in the occurrence of bundles. 
For example, consider a 3-state system with dictionary and compressed system node CPT 
represented by 𝑐𝐶𝑃𝑇 as shown in Figure 5.3.5.1. In this case, the pattern in bundles in 𝑐𝐶𝑃𝑇 is 
represented by 2 repetitions of bundle 2, then 1 repetition of bundle 1. The memory storage 
requirements for the compressed CPT can be reduced significantly by defining a new bundle 3 
comprising the bundle {0,1,1,0,1,1,0,0,0} as shown in Figure 5.3.5.2. We call this new, longer 
bundle a clip. Specifically, the original memory storage requirement is 
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(memory	for	dictionary) + (memory	for	cCPT) = (3 + 3) + (201 × 2) = 408 elements, 
while combining the bundles into a clip results in a memory storage requirement of 
(3 + 3 + 9) + (2 × 2) = 19 elements. Though the size of the dictionary slightly increases with 
the longer-length clip, the size of the compressed CPT is significantly reduced. Note that 
combining bundles is not beneficial in all cases. For example, if there are 50 repetitions of 
bundle 2 followed by 50 repetitions of bundle 1, the length of the clip itself would be 
(50 + 50) × 3 = 300 elements. 
 
To identify repeated patterns among bundles to combine them into clips, we process through 
𝑐𝐶𝑃𝑇 from left to right through the columns of 𝑐𝐶𝑃𝑇. For improved efficiency of repeated 
pattern finding, we limit the length of the clip to the number of states, i.e., for a 3-state system, 
we do not look for a repeated pattern over the length of 3. Performing this repeat check multiple 
times, i.e., combining repeated clips into new, longer clips, was also considered. However, this 
required additional computational time and did not result in savings in memory storage. 




Once the BN has been constructed, inference is required to draw conclusions about the system.  
In the proposed method, a preprocessing algorithm is used as a prerequisite for inference. This is 
done simultaneously with the compression algorithm to eliminate the need to run through the 
data twice and to further reduce memory storage requirements.  The preprocessing algorithm is 
based on the classical variable elimination algorithm (Dechter 1999). In this algorithm, inference 
is achieved by eliminating all other nodes in the network until we arrive at the node of interest. 
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Elimination of each node corresponds to summing of the joint distribution over all states of the 
node, resulting in an intermediate factor 𝜆 that is used during the next step of elimination.  
 
Consider 𝑛# super-components of a system 𝐶#', … , 𝐶#4! with probability distributions 
𝑝(𝐶#'), … , 𝑝𝐶#4!. If the maximum super-component number of the monitored components is 𝑖, 
then the intermediate factor of interest is 𝜆$I'. In a backwards elimination order of 𝑘 =
{𝑛# , 𝑛#)', … , 𝑖 + 1}, the elimination of a component 𝑘 results in an intermediate factor 𝜆N. At 
each elimination step, we multiply the values of the elements in 𝜆N with the probability 
distribution of the component we are eliminating to obtain 𝜆N)' in the next step. This algorithm 
results in exact inference over the network. 
 
The key to computationally tractable exact inference in BNs with many parent nodes using the 
proposed compression approach is that the intermediate factor 𝜆$I' is also stored in compressed 
form following the same methodology used to create 𝑐𝐶𝑃𝑇. This is done using the proposed 
preprocessing algorithm that is run simultaneously with the compression algorithm. 
Preprocessing is possible because the full intermediate factor does not have to be constructed for 
the variable elimination method to proceed. For example, as we process through the CPT from 
the first row to the 𝑚th row, the first entry of 𝜆4! is already determined. The following rows will 
not affect the value of that first entry and after calculating the value, the first 𝑚th entries can be 
cleared from storage. We need not present at any time the full 𝜆4!. Similarly, once the 𝑚th entry 
is stored in 𝜆N, the next entry for 𝜆N)' can be determined. Since the intermediate factor of 
interest is 𝜆$I', for all other intermediate factors, storage of only 𝑚 entries for each 𝜆 is needed 
at a time.  
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Let 𝑒N denote the values currently stored in 𝜆N. When the 𝑛+th row is processed, the updating 
rule for intermediate factors 𝜆N , 𝑘 > 𝑖 + 1 is to use the 𝑚 entries in 𝑒N and 𝑝(𝐶#N)') to create the 
next entry for 𝑒N)'. This is done with the calculation shown in in equation (3)  
𝑒NO = 𝑒N[𝑃(𝐶#N = 0) ⋯ 𝑃(𝐶#N = 𝑚 − 1)]P 													(3) 
where 𝑒N′ indicates the next entry for 𝜆N)'. The contents in 𝑒N can now be cleared. Once we 
arrive at 𝜆$I', all entries are stored for future use in inference using the compression 
methodology. Thus, CPT and 𝜆$I' are compressed simultaneously. The algorithms operate as 
follows. 
 
Preprocessing Algorithm  
Input: 𝑛#, 𝑚, 𝑝(𝐶#), 𝑖  
Output: 𝜆$I',𝑑$I', 𝜆' 
For 𝑛+ from 1 to 𝑚4! 
        Determine system state for row number 𝑛+ by equations (1) and (2). 
        Set 𝑘 = 𝑛#, 𝑁 = 𝑓𝑙𝑜𝑜𝑟 
4&
Q
, 𝑅 = 𝑚𝑜𝑑(𝑛+ , 𝑚) 
        While 𝑅 = 0 
                Update 𝑒N to 𝑒N′ based on 𝑝(𝐶#N) from 𝑝(𝐶#) by equation (3). 
                Update contents in 𝑒N and 𝑒N)'. 
                Update 𝑘 = 𝑘 − 1, 𝑁 = 𝑓𝑙𝑜𝑜𝑟 E
Q
, 𝑅 = 𝑚𝑜𝑑(𝑁,𝑚) 
        End while 
        Compress entries in 𝜆$I' and companion dictionary 𝑑$I' using the compression algorithm. 
End for 
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𝑝(𝑠𝑦𝑠) = 𝜆' 
 
Compression Algorithm 
Input: 𝑛#, 𝑚, {𝑀𝐶𝑆}, 𝑝(𝐶#), 𝑖 
Output: 𝑐𝐶𝑃𝑇, 𝑑, 𝜆$I', 𝑑$I', 𝜆' 
 
For 𝑛+← 1	to	𝑚4!, do as shown in Figure 5.3.5.3. 
 
5.4 Test application  
 
5.4.1 Seven-component network and its variation form 
 
We now apply the proposed algorithms to a test application to illustrate their use. The example 
system is adopted from Bensi et al. (2013) with added complexity to demonstrate the 
methodology. The system has previously been used as an example of an infrastructure 
distribution network, providing a resource, e.g., water or gas, from a source to a sink as in Tien 




Figure 5.4.1.1 Super-component 𝐶#$ configuration 
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However, because of the combination of series and parallel configurations of components 𝐶' to 
𝐶9, it can be reduced into a single super-component. Therefore, we call this system super-
component 𝐶#$ and increase the complexity of the system to form the network shown in Figure 
5.4.1.2. This network is formed as a combination of subsystems. Representing the network in 
Figure 5.4.1.2 using super-components results in the system shown in Figure 5.4.1.3, with each 
super-component 𝐶#$ , 𝑖 = 1,… ,7 as shown in Figure 5.4.1.1. Thus, the full network of 56 
components is represented with 7 super-components. Compared to the system in Figure 5.4.1.1 
that can be reduced to one super-component, the network shown in Figure 5.4.1.3 is irreducible 
using the described super-component methodology. Therefore, this network is chosen to test 
performance of the algorithms. 
 
Suppose all components are independent and can be in one of 5 possible states modeling the 
level of flow compared to maximum flow capacity. Let state 𝑆$ = {0,1,2,3,4} denote flow=0%, 
25%, 50%, 75%, and 100% of maximum capacity. Prior probability distributions for each 
component are listed in Table 5.4.1.1, where 𝑆$ denotes the state of component 𝐶$.  
 
Table 5.4.1.1 Prior probability distributions for components constituting super-component 𝐶#$ 
 𝑝(𝐶') 𝑝(𝐶*) 𝑝(𝐶%) 𝑝(𝐶5) 𝑝(𝐶6) 𝑝(𝐶7) 𝑝(𝐶8) 𝑝(𝐶9) 
𝑆$ = 0 0.18 0.16 0.14 0.12 0.10 0.08 0.06 0.04 
𝑆$ = 1 0.19 0.18 0.17 0.16 0.15 0.14 0.13 0.12 
𝑆$ = 2 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
𝑆$ = 3 0.21 0.22 0.23 0.24 0.25 0.26 0.27 0.28 
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Table 5.4.1.1 continued 
 
𝑆$ = 4 0.22 0.24 0.26 0.28 0.30 0.32 0.34 0.36 
 
The resulting prior distribution for each super-component 𝐶#$ is listed in Table 5.4.1.2. 
 
Table 5.4.1.2. Prior probability distribution for super-component 𝐶#$ 
 𝑆$ = 0 𝑆$ = 1 𝑆$ = 2 𝑆$ = 3 𝑆$ = 4 
𝑝(𝐶#$) 0.0986 0.2364 0.3257 0.2692 0.0701 
 
Suppose components 𝐶' of 𝐶#' and 𝐶#* are instrumented and can be monitored for updating of 
the system state. For the reduced system shown in Figure 5.4.1.3, the set of MCSs is {𝑀𝐶𝑆} =
{(𝐶#'), (𝐶#8), (𝐶#*, 𝐶#%), (𝐶#6, 𝐶#7), (𝐶#*, 𝐶#5, 𝐶#7), (𝐶#%, 𝐶#5, 𝐶#6)}. 
 
 








To implement the compression and preprocessing algorithms, for each row in the system CPT, 
the states of the components are first determined by equation (1). The state of the system is then 
found using MCSs as shown in equation (2). The resulting dictionary, 𝑑, and compressed system 
CPT, 𝑐𝐶𝑃𝑇, obtained after implementing the compression algorithm are shown in Tables 5.4.1.3 
and 5.4.1.4, respectively.  
 
Table 5.4.1.3 Dictionary for 𝑐𝐶𝑃𝑇: 𝑑 
Bundle Number 1 2 
Bundle (0,0,0,0,0) (1,1,1,1,1) 
Bundle Number 3 4 
Bundle (1,0,0,0,0) (1,0,0,0,0,1,0,0… ,1,1,1,1,1) 
Bundle Number 5  




Table 5.4.1.4 𝑐𝐶𝑃𝑇 
Bundle Number 2 5 4 5 ... 2 5 3 
# repetitions of bundle 3251 4 5 4 ... 1 23 24 
 
After compression, there are a total of 5 bundles identified and 𝑐𝐶𝑃𝑇 contains 120 columns. It is 
noted that bundle #4 is a clip combining 4 repetitions of bundle #3 and 1 repetition of bundle #2; 
bundle #5 combines 24 repetitions of bundle #3 and 1 repetition of bundle #2. Compared to 
78125 rows of the full CPT, we see that the compressed form comprising 2025 total elements 
achieves orders of magnitude savings in memory storage for the CPT. This compression is done 
in a lossless manner and without making any approximations.  
 
While we implement the compression algorithm for the system CPT, 𝑃(𝑠𝑦𝑠 = 0) = 0.2045 is 
calculated simultaneously using the preprocessing algorithm. The probability distribution over 
the system state will be updated if the monitored components are identified to be in a specific 
state. In this case, if components 𝐶' of 𝐶#' and 𝐶#* are monitored, then the intermediate factor of 
interest is 𝜆%. This is created simultaneously using the preprocessing algorithm as we compress 
the original CPT. 𝑑% and the compressed 𝜆% denoted 𝑐𝜆% are as listed in Tables 5.4.1.5 and 
5.4.1.6. 
 
Table 5.4.1.5 Dictionary for 𝑐𝜆%: 𝑑% 
 
Bundle Number 1 2 
Bundle (1,1,1,1,1) (0.2025,0.1081,0.1081,0.1081,0.1081) 
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Table 5.4.1.6 𝑐𝜆% 
Bundle Number 1 2 




Once we obtain 𝑑% and 𝑐𝜆%, we are able to conduct exact inference over the network. Suppose 
we observe that 𝐶' in both 𝐶#' and 𝐶#* are in state 0. We then update the prior distribution of 𝐶' 
as 𝑃(𝐶' = 0) = 1. For all other states 𝑚 = 1,… ,4, 𝑃(𝐶' = 𝑚) = 0. As a result, the probability 
distribution for super-components 𝐶#' and 𝐶#* are updated as: 𝑃(𝐶# = 0) = 0.1031, 𝑃(𝐶# =
1) = 0.2580, 𝑃(𝐶# = 2) = 0.3382, 𝑃(𝐶# = 3) = 0.2453,	𝑃(𝐶# = 4) = 0.0554. We then use 
the new 𝐶# distributions with 𝜆% to obtain the updated system state distribution 𝑃(𝑠𝑦𝑠 =
0|𝐶'	in	𝐶L'	and	𝐶L* = 0) = 0.2088. This represents a slight increase in the probability of failure 
from 0.2045. This is due to 𝐶' being one component of a parallel subsystem within only two 
super-components. In general, once the compressed 𝑐𝜆$I' is obtained from the preprocessing 
algorithm, the inference is computed using simple calculations based on 𝑐𝜆$I'.  
 
In many system reliability problems, an observation at the system level is made, and the 
objective is to identify the components most likely to have led to that system behavior. This is 
called backward inference. Part of the power of BNs is in its ability to perform backward 
inference by Bayes’ rule: 𝑝(𝐶|𝐶#$) =
R(L!*|L)R(L)
R(L!*)
 and 𝑝(𝐶#$|𝑠𝑦𝑠) =
R(U-U|L!*)R(L!*)
R(U-U)
. An example of 
the results of this inference is given in Figure 5.4.1.4, which shows the updated probability 
distributions of each component being in different states given a super-component 𝐶#$ being in 
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state 2. Figure 5.4.1.5 shows the updated probability distributions of each super-component 
being in different states given the system being in state 2.  
 
 




Figure 5.4.1.5 Updated super-component probability distributions given system in state 2 
 
 119 
When we have evidence of underperformance at the system level, the results in Figure 5.4.1.4 
provide information on the importance of individual super-components comprising the system. 
Using the chain rule and total probability, the influence of specific components constituting the 
super-components is determined by 𝑝(𝐶|𝑠𝑦𝑠) = ∑ 𝑝(𝐶|𝐶#$ , 𝑠𝑦𝑠)𝑝(𝐶#$|𝑠𝑦𝑠)L!* =
∑ 𝑝(𝐶|𝐶#$)𝑝(𝐶#$|𝑠𝑦𝑠)L!* . These inference results enable identification of critical components in 
the system to inform decision-making in the maintenance and reinforcement of the critical 




In the previous section, we applied the proposed algorithms to an example system to demonstrate 
their use. As the objective of the algorithms is to reduce the memory storage requirements and 
increase the computational efficiency of BN modeling of multi-state flow networks as the 
number of components in the system increases, we now compare the performance of the 
proposed algorithms with existing methods for modeling systems of increasing size. 
 
First, we assess performance in terms of memory storage. The existing method for comparison is 
the junction tree (JT) algorithm as implemented in the Bayes Net Toolbox in Matlab (Murphy 
2001). The JT algorithm is generally known for its efficiency in performing exact inference for 
graphical networks (Spiegelhalter et al 1993). We increase the size of the system by adding to 
the last super-component components in parallel up to a total number of super-components 𝑛 as 
shown in Figure 5.4.1.6. As the purpose is to analyze the effect on compression of increasing the 
number of components, super-components 𝐶#8 to 𝐶#4 are not combined into a single super-
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component. Similar analyses can be conducted for increasing the number of components 
elsewhere in the system.  
 
 
Figure 5.4.1.6 Expanded example system 
 
The maximum number of elements required to be stored to create the BN model and for 
inference is used as a proxy for memory storage demand. Results are based on the performance 
of the algorithms run in MATLAB_2015a on a 16 GB RAM computer. In both methods, super-
components are employed for a fair comparison. For the system in Figure 5.4.1.6, when 𝑛 
reaches 12, the storage demand for the JT algorithm exceeds memory. Results for the JT 
compared to the proposed algorithms as the number of super-components in the system increases 
is shown in Figure 5.4.1.7. Table 5.4.1.7 lists these values and computes the data compression 
ratio of the proposed algorithms, i.e., the ratio of the number of elements required for the “JT” 
compared to “Proposed” algorithms. 
 
In Figure 5.4.1.7 and Table 5.4.1.7, the values being recorded are the maximum number of 
elements stored during construction of and inference over the BN for systems of increasing size. 
For the proposed algorithms, the value includes both the elements in compressed intermediate 
factors 𝑐𝜆N and the bundles in the dictionaries 𝑑N used in defining 𝑐𝜆N. From Figure 5.4.1.7, we 
 121 
see that the proposed algorithms achieve significant savings in the memory storage requirement 
for the BN model. The maximum number of elements stored is orders of magnitude smaller than 
required for the JT algorithm. For this example, the memory storage in both cases increases 
exponentially with system size. However, the base of the increase for the proposed algorithms is 
around 2 compared to 5 for JT. For the 11 super-components case, which represents a system of 
88 components, the proposed algorithms require 26580 elements to be stored. This is compared 
to 599 = 3.23 × 107' elements required for the original formulation.  
 
 
Figure 5.4.1.7 Memory storage requirements of JT compared to proposed algorithms 
 
Table 5.4.1.7 Comparison of memory storage required for JT vs. proposed algorithms 
 Number of super-components 
7 8 9 10 11 12 
JT 78125 390625 1953125 9765625 48828125 Exceeds 
Proposed 2025 11080 11580 14080 26580  
Data compression 




For the JT algorithm, when the number of super-components in the system increases to 12, the 
size of the CPT exceeds the available memory storage capacity and the BN model cannot be 
constructed. Further, the last row in Table 5.4.1.7 shows the number of times by which the data 
has been compressed, i.e., the data compression ratio, using the proposed algorithms. We note 
again that the compression is lossless, so we are not losing any information nor are we making 
any approximations during the compression and inference processes. From the results, we see 
that as the size of the system increases, so does the compression efficiency of the proposed 
algorithms, with an exponentially increasing data compression ratio.  
 
Algorithm performance: computational efficiency 
 
Now we examine the performance of the proposed algorithms in terms of computational 
efficiency. Table 5.4.1.8 lists the computation time needed for calculation over the network for 
“JT” compared to “Proposed.” The JT algorithm time includes constructing the full CPT and 
calculating the prior probability distribution 𝑝(𝑠𝑦𝑠). The proposed algorithms time includes 
computation required for both compression and preprocessing information in the BN. 
 
Table 5.4.1.8 Comparison of computation time for calculation for JT vs. proposed algorithms 
(unit: sec) 
 Number of super-components 
7 8 9 10 11 12 
JT 24.01 131.29 710.01 3564.23 17563.11 Exceeds 
Proposed 35.00 188.68 1077.10 6273.59 26519.32  




From Table 5.4.1.8, we see that the computation times increase as the size of the system 
increases, a well-known example of the problem of dimensionality. The time required for the 
proposed algorithm is approximately 1.5 times that of the JT algorithm. However, with the large 
savings in memory storage, we consider the performance metrics for the proposed algorithms an 
acceptable tradeoff. For example, for a system of 11 super-components, the data is compressed 
by 1837 times while the computation time increases by 1.51 times.  
 
Memory compared to computation time requirements are also fundamentally different. Memory 
storage is a hard constraint. If the maximum required memory exceeds storage capacity of a 
program or machine, no further analysis can be performed. While it is true that memory can be 
distributed, e.g., in cloud storage, a hard limit still exists. In contrast, computation time is more 
flexible. Indeed, methods such as parallel computing exist to address computation time. Further, 
for the proposed algorithms, the compression efficiency grows significantly as the number of 
components increases, while the computation time ratio remains stable. Thus, the algorithms 
enable larger multi-state flow systems to be modeled using BNs than previously possible for 




In this chapter, we propose new algorithms for constructing and performing inference in BN 
models for reliability assessment of multi-state infrastructure flow networks. The new algorithms 
address the major system size limitation in the use of BNs for modeling large systems and the 
increased complexity of modeling multi-state flow compared to binary connectivity networks. 
They include a super-component substitution method, which reduces the total number of nodes 
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in the BN, and component renumbering heuristics to increase computational efficiency. 
Algorithms to losslessly compress the system CPT while simultaneously calculating and 
compressing intermediate factors for exact inference are then proposed. The performance of the 
proposed algorithms is tested using an example system. Compared with existing methods, the 
new algorithms achieve orders of magnitude savings in memory storage. This is accompanied by 
a slight decrease in computational efficiency. However, the compression efficiency improves 
with an exponentially increasing data compression ratio, while the computation time ratio 
remains stable, as the size of the system increases. Together, these algorithms enable multi-state 
flow networks to be modeled as BNs. As infrastructures age and are subjected to increasing 
hazards, the use of BNs for assessment over a variety of scenarios, including updating with new 
information, enables prioritization of components and decision-making across the network to 












Chapter 6 Flow capacity – modified maximum flow theory 
 
The rest of the chapter is organized as the following. First, related work and background 
regarding freight network reliability analysis and Maximum Flow Theory is introduced. After 
that, the target network and the scope of this project are defined. A graphical solution based on 
Maximum Flow Theory is proposed with detailed discussion. Two major modifications are made 
with respect to the traditional method - extended application on multiple-source-multiple-sink 
scenario and additional constraints on plausible routes between different Origin-Destination 
(OD) pairs. A quasi-optimization process is introduced for recovery activity setup. The test 
applications consist of two parts. The first one is grid networks of different sizes used for 
comparison between the mathematical solution and graphical solution. The second one is a real-
life freight transportation network - Western U.S. Double-Stack Container Network. Finally, the 
contributions from proposed graphical solution are concluded. 
 
6.1 Introduction – Maximum Flow Theory 
 
The theory of maximum flow was first proposed by Ford and Fulkerson in 1955 with the 
objective of finding a maximum feasible flow through a single-source-single-sink network. The 
Ford-Fulkerson method has two main steps: 1) Create the residual graph and 2) Find an 
augmenting path. A residual graph contains the potential flow increment. An augmenting path in 
the residual graph results in an additional flow change in the original network. The residual 
graph is defined as the following: 
 
A residual graph 𝐺O of the original network 𝐺 shares the same set of nodes, while for links 𝐿V*,V,: 
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• A forward link 𝐿V*,V, is created with capacity 𝐹𝐶V*,V, − 𝑓V*,V,	, if 𝐹𝐶V*,V, − 𝑓V*,V,	 > 0. 
• A backward link 𝐿V,,V* is created with capacity 𝑓V*,V,	, if 𝑓V*,V,	 > 0. 
 
An augmenting path found in residual graph 𝐺′ is then added to the flow in the original graph 𝐺. 
When there is no augmenting path in 𝐺′, the flow in 𝐺 is maximum. 
 
An example execution of the Ford-Fulkerson method is shown for a simplified network in Figure 
6.1.1 and Figure 6.1.2, where the source node is 𝑉' and sink node is 𝑉7. In both Figure 6.1.1 and 
Figure 6.1.2, part (A) is the original graph 𝐺 with link flow information 𝑋/𝑌 listed on each link. 
𝑋 represents the current flow on the link and 𝑌 represents the link capacity. Part (B) is the 
residual graph 𝐺′ with augmenting path highlighted in bold. Part (C) is the resulting graph after 
imposing the augmenting path in Part (B) on the previous graph in Part (A). Here, the 
augmenting path is separated into two cases, which will be addressed in the following discussion 
on extending classic maximum flow theory to the multiple-source-multiple-sink network of 
interest in this paper. 
 
 




Figure 6.1.2 Augmenting path including backward links (Case 2) 
 
In Figure 6.1.1, there are no backward links in the augmenting path in part (B). This is called 
Case 1 in the following discussion. The bottleneck of the augmenting path is 8. The augmenting 
path {𝑉' → 𝑉* → 𝑉6 → 𝑉7} is the same as the flow increment path in part (C). 
 
In Figure 6.1.2, 𝐿W.,W$ is the backward link in the augmenting path in part (B). Augmenting paths 
with backward links are classified as Case 2 in this paper. The bottleneck of the augmenting path 
{𝑉' → 𝑉% → 𝑉6 → 𝑉* → 𝑉5 → 𝑉7} is 1. To address the Case 2 scenario, the flow increment from 
part (A) to part (C) in Figure 6.1.2 is found by a proposed three-step procedure as shown in 
Figure 6.1.3. The procedure consists of a three steps – Remove, Restore, and Redirect. It is 
illustrated for the example graph as follows: 
• Remove: 1 unit flow on path {𝑉' → 𝑉* → 𝑉6 → 𝑉7} is removed in part (A) of Figure 6.1.3 
resulting in part (B) of Figure 6.1.3.  
• Restore: 1 unit flow on path {𝑉' → 𝑉% → 𝑉6 → 𝑉7} is restored in part (B) of Figure 6.1.3 
resulting in part (C) of Figure 6.1.3. 
• Redirect: In part (C) of Figure 6.1.3, the augmenting path is directed as {𝑉' → 𝑉* → 𝑉5 →
𝑉7}, shown in bold lines. No backward link exists in the redirected augmenting path 




Figure 6.1.3 Three-step procedure for Case 2 augmenting path 
 
The discussion on augmenting paths is trivial for single-source-single-sink networks. However, it 
is necessary for the general case of multiple sources and multiple sinks as described in the 
following section. 
 
6.2 Literature review – network reliability analysis 
 
Among the definitions of resilience, one is the capacity of a system to recover from a disturbed 
state to perform at or better than previous levels (Johansen et al., 2017). Resilience of a network 
with defined sources and sinks can be quantified in terms of demand-end accessibility (Tong and 
Tien 2019), or the ability for resources to be transported from sources to sinks and fulfill 
demands at end-point sink nodes. For the freight transport network in particular, the three 
parameters of interest indicating the performance of the system are time, tonnage, and cost, with 
differences in these parameters before and after the shock event defining the network resilience 
(Omer et al. 2012). However, these three parameters are not mutually independent of each other. 
Feasible routes are often subject to constraints on travel time and travel cost, which in return, 
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influence the total tonnage covered in the network. In Nair et al. (2010), tonnage resilience is 
considered as the only indicator for resilience assessment. Tonnage resilience is defined as the 
fraction of demand that can be satisfied by using specific resources while maintaining a 
prescribed level of service. This paper uses the tonnage resilience as a criterion for freight 
transport resilience.  
 
Maximum flow algorithms, first proposed and developed by Ford and Fulkerson (2009), 
maximize the feasible flow through a network. In the case of a freight transport network, without 
loss of generality, the capacity of a link is treated as a random variable. Simulation-based 
methods are often used to tackle the uncertainties in system performance, i.e., Chen and Miller 
(2012) and Chen et al. (2017). Although an analytical solution is investigated by Han et al. 
(2014), it requires independency assumptions and yields an unguaranteed approximated solution. 
Another challenge in applying theories of maximum flow to the freight transport network is the 
need to address the multiple-source-to-multiple-sink scenario, where resources flow from 
multiple sources to multiple sinks as is realistic for the freight network. One way to tackle this 
challenge is to create a virtual source node and a virtual sink node, converting the problem into 
the single-source-single-sink case, proposed by Fang et al. (2018) for a power system. However, 
in a freight transport network, we are concerned with the flow between specific OD pairs instead 
of only the total flow. General discussion about finding maximum flows without considering the 
practicability of the routes are introduced by Miller and Naor (1995) and Borradaile et al. (2017). 
However, in practice, the limitations on feasible routes by constraints on travel time and travel 
cost must be considered, and cannot be accommodated with existing approaches.  
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In the mathematical solution approach proposed by Chen and Miller (2012), Benders 
decomposition, column generation, and Monte Carlo simulation are employed to solve the 
optimization problem to maximize the tonnage resilience over the network. Although running 
time in that case is measured in minutes, the path-link matrix definition needed as part of the 
process is computationally intractable for general networks. Rather than finding the solution to 
the maximum flow problem by solely solving a mathematical optimization problem, the 
proposed graphical approach described in this paper solves the problem under a faster 
computational time, increasing applicability to general flow networks. In addition, for the 
proposed mathematical solution in Chen and Miller (2012), the recovery activities are assumed 
to be implemented immediately after the event. In this paper, this assumption is relaxed. 
Recovery activities are assigned to different time segments through a quasi-optimal solution 
process, where local optimum recovery policies are used to constitute a global optimum solution. 
 
To model link degradation and recovery, Bocchini and Frangopol (2012) use a linearly 
increasing curve to model the bridge restoration process. For the railway freight network 
discussed in this paper, a monotonically increasing step function is used as an alternative 
indicating stages of recovery. Alternate restoration curves can be implemented without impact on 
the usability of the proposed approach. For restrictions and optimization on the recovery process, 
González et al. (2016) specify limitations on available resources in a given geographical area. 
For the optimization process in this paper, similar restriction conditions on resource availability 
are implemented to minimize the total loss. Finally, to be able to model the link recovery in 
detail, the recovery process in the proposed approach is discretized into several stages, instead of 
relying on only binary states as in previous work (Chen and Miller, 2012). While Chen et al. 
 131 
(2017) sperate the resilience analysis into two stages based on the location of the port, i.e., 
seaports and dry ports for a container transportation network, in this paper, transitions between 
different types of ports are not discussed. The focus is on creating a computationally efficient 
approach to solve the maximum flow problem as applied to freight networks including physical 
network characteristics and constraints. 
 




𝐺: Freight transport network under normal conditions. 
𝐺′: Residual graph of freight transport network. 
𝐺B: Freight transport network under hazard 
𝑉$: Node 𝑖. 
𝐿V*,V,: Link connecting node 𝑣$ and node 𝑣.. 
𝑓V*,V,	: The flow on link 𝐿V*,V,. 
𝐹𝐶V*,V,: Flow capacity on link 𝐿V*,V,. 
𝑇V*,V,: Travel time on link 𝐿V*,V,. 
𝐶V*,V,: Travel cost on link 𝐿V*,V,. 
𝑇𝐶$: Travel cost limits on the 𝑖𝑡ℎ OD pair. 
𝑇𝑇$: Travel time limits on the 𝑖𝑡ℎ OD pair. 
𝐹$: Total flow on the 𝑖𝑡ℎ OD pair. 
𝑁: Total number of OD pairs. 
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𝑝$
.: The 𝑗𝑡ℎ path of the 𝑖𝑡ℎ OD pair. 
𝑓𝑝$
.: Flow on 𝑝$
.. 
𝑡𝑝$
.: Travel time on 𝑝$
.. 
𝑐𝑝$
.: Travel cost on 𝑝$
.. 
𝑛$: Total number of paths connecting the 𝑖𝑡ℎ OD pair. 
𝑂$: Source node of the 𝑖𝑡ℎ OD pair. 
𝐷$: Sink node of the 𝑖𝑡ℎ OD pair. 
𝛼(𝑝$
. , 𝐿V*,V,): binary variable on path-link incidence. 1, if 𝐿V*,V, ∈ 𝑝$
.; 0, otherwise. 
CX: labor cost. 
CY: commodity loss. 
SZ: recovery area k. 
R[N: resource limit on recovery area k. 
RA: all possible recovery activities. 
ra: one realization of recovery activities. 
UM/,&(𝑟𝑎): Utilization of resource in area SZ due to recovery activity ra at time t. 
 
6.3.1 Target network  
 
A freight transport network can be depicted as a directed graph 𝐺 with nodes {𝑉$} and links 
{𝐿V*,V,}. In this paper, discussion is under specified origin-destination (OD) demands and link 
constraints on capacity, travel time, and travel cost. The goal is to allocate commodities into the 
flow network satisfying the maximum OD demands. The commodity is set to be equally 
important, e.g., single commodity, across the network. 
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An example flow network consisting of 24 nodes and 32 links is shown in Figure 6.3.1.1. As an 
illustration of the multiple-source-to-multiple-sink scenario, nodes 𝑉', 𝑉8, 𝑉'%, 𝑉'H are source 
nodes, and nodes 𝑉7, 𝑉'*, 𝑉'9, 𝑉*5 are sink nodes. The value shown on the link indicates the 
capacity of that link. Example demands, travel time limits, and travel cost limits are listed in 
Table 6.3.1.1. FEUs (forty-foot equivalent units) are a measure for demand, days for travel time 
limits, and millions of dollars for travel cost limits. With the given notation, the optimization 
problem is thus defined under the following four conditions. 
 
𝑚𝑎𝑥∑ 𝐹$E$C'        ∙ ∙ ∙ ∙ ∙ ∙ (1) 
subject to 
• Conservation law constraints:  
𝐹$ = ∑ 𝑓𝑝$
.4*
.C'     ∙ ∙ ∙ ∙ ∙ ∙ (2) 
 






$C'     ∙ ∙ ∙ ∙ ∙ ∙ (3) 
 
𝑡𝑝$
. = ∑ 𝑇V*,V, × 𝛼(𝑝$
. , 𝐿V*,V,)V*V,     ∙ ∙ ∙ ∙ ∙ ∙ (4) 
 
𝑐𝑝$
. = ∑ 𝐶V*,V, × 𝛼(𝑝$
. , 𝐿V*,V,)V*V,     ∙ ∙ ∙ ∙ ∙ ∙ (5) 
 
• Capacity constraints: 
0 ≤ 𝑓V*,V,	 ≤ 𝐹𝐶V*,V,    ∙ ∙ ∙ ∙ ∙ ∙ (6) 
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• Travel time constraints: 
0 ≤ 𝑡𝑝$
. ≤ 𝑇𝑇$    ∙ ∙ ∙ ∙ ∙ ∙ (7) 
 
• Travel cost constraints: 
0 ≤ 𝑐𝑝$




Figure 6.3.1.1 Example flow network 
 
Table 6.3.1.1 Example constraints on OD demands 
OD pair Demand  
(e.g., FEUs) 
Travel time limits 
(e.g., days) 
Travel cost limits 
(e.g., $M) 
𝑉' → 𝑉7 120 8 0.8 




Table 6.3.1.1 continued 
 
𝑉8 → 𝑉7 180 9 0.9 
𝑉8 → 𝑉*5 24 12 1.2 
𝑉'% → 𝑉'* 105 9 0.9 
𝑉'% → 𝑉'9 75 8 0.8 
𝑉'H → 𝑉'* 150 11 1.1 
𝑉'H → 𝑉*5 115 7 0.7 
 
Note that the proposed method to find maximum network flows is based on the theory of 
maximum flow, which has been developed for graphs with one-way flows. In the case of 
bidirectional links, the two-way edges problem (part A of Figure 6.3.1.2) can be transformed into 
a one-way edge problem by adding an additional node in one of the directional links (part B of 
Figure 6.3.1.2). In this way, the proposed method is applicable to networks with both 
unidirectional and bidirectional flows. 
 
 




6.3.2 Modified Maximum Flow Theory  
 
This section discusses extension of the theory of maximum flow to the multiple-source-to-
multiple-sink scenario, e.g., the network shown in Figure 6.3.1.1, for freight networks of interest 
in this paper. Without loss of generality, the method examines all possible flow increments by 
searching for augmenting paths in the residual graph. As the problem includes constraints on the 
travel cost and travel time, all the paths that are added for flow increments are recorded for use in 
validating augmenting paths. 
 
For clarity, augmenting paths are marked directly (bold lines) on the original graph as shown in 
Figure 6.3.2.1. Backward links contradict the flow direction of the augmenting path. For 
example, in part (A) of Figure 6.3.2.1, 𝐿W#0W$1, 𝐿W2W#., 𝐿W0W#1 (backward links) contradict the flow 
of the augmenting path from 𝑉'H to 𝑉7. The result is an augmenting path of Case 2 as described 
in the previous section. 
 
As an example, Figure 6.3.2.1 illustrates the concept of converting Case 2 augmenting paths to 
Case 1 augmenting paths in the proposed three-step process, i.e., the Remove-Restore-Redirect 
process. Consider the first-appearing backward link 𝐿W#0W$1 in part (A) of Figure 6.3.2.1. Since 
all added paths have been recorded, a path that passes through the backward link 𝐿W#0W$1 can be 
easily found. The authors call this a trespassing path (TP), which is shown in dashed lines in 
Figure 6.3.2.1. For the Remove step, a certain amount of flow, determined by the bottleneck, is 
removed from the trespassing path. For the Restore step, the same amount of flow is added to 
{𝑉'H → 𝑉*G → 𝑉*' → 𝑉** → 𝑉*% → 𝑉*5}. For the Redirect step, the new augmenting path is 
converted as {𝑉'% → 𝑉'5 → 𝑉'6 → 𝑉H → 𝑉'G → 𝑉5 → 𝑉6 → 𝑉7}, which is shown as the 
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augmenting path in part (B) of Figure 6.3.2.1. The process is then repeated for the first backward 
link in part (B) of Figure 6.3.2.1 as was previously conducted for the path in part (A). 𝐿W2W#. is 
the new first-appearing backward link. A trespassing path that passes 𝐿W2W#.is found and 
removed. The flows on path {𝑉'% → 𝑉'5 → 𝑉'6 → 𝑉'7 → 𝑉** → 𝑉*% → 𝑉*5} are then updated, 
and the augmenting path is altered to the one shown in part (C) of Figure 6.3.2.1. After applying 
the same methodology on the path in part (C) of Figure 6.3.2.1, the augmenting path in part (D) 
of Figure 6.3.2.1 no longer has any backward links, and the original Case 2 augmenting path 
shown in part (A) of Figure 6.3.2.1 has been successfully converted to the Case 1 augmenting 
path in part (D) of Figure 6.3.2.1. Note that multiple trespassing paths may exist for one 
backward link. Examination over all trespassing path combinations under the constraints is 
needed for the maximum flow assignment. 
 
 
Figure 6.3.2.1 Case 2 augmenting path in multiple-source-multiple-sink networks 
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As described, a key to the proposed method is the converting of Case 2 to Case 1 augmenting 
paths. Unlike a Case 1 augmenting path (e.g., Figure 6.1.2), which has an explicit flow increment 
path, a Case 2 augmenting path is more complicated as it involves removing and restoring the 
flows on other paths. This interaction with other added paths makes is difficult to check the flow 
increment, especially when travel cost and travel time limits on feasible paths must be 
considered. However, by changing the Case 2 augmenting path into a Case 1 augmenting path, 
the challenge on identifying the flow change in the network can be solved, with the flow 
increment defined based on travel cost (Eq. 8) and travel time (Eq. 7) constraints. The 
methodology for finding the original residual graph and augmenting paths is according to the 
classic maximum flow theory. The subsequent case discussion and treatment of Case 1 and Case 
2 augmenting paths is unique to the proposed approach. The full workflow of the proposed 
method is shown in Figure 6.3.2.2. 
 
 
Figure 6.3.2.2 Workflow for maximizing total network flow 
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6.3.3 Pseudo-code for modified Maximum Flow Theory 
 
To facilitate implementation of the proposed approach for the reader, the following pseudocode 
describes treatment of Case 1 and Case 2 augmenting paths, including how it is determined if the 
augmenting path will increase the flow. 
 
Input: {Case number}, {Augmenting path}, {OD demands}, {Travel cost limits}, {Travel time 
limits}, {Added paths}, {Travel cost}, {Travel time} 
Output: {Decision} 
 
For Case #1: 
{Augmenting path}→{Source node, Sink node}. 
{Source node, Sink node}, {OD demands}, {Added paths}→{Remaining demand}. 
{Source node, Sink node}, {Travel cost limits}→{Max travel cost}. 
{Source node, Sink node}, {Travel time limits}→{Max travel time}. 
{Augmenting path}, {Travel time}→{Actual travel time}. 
{Augmenting path}, {Travel cost}→{Actual travel cost}. 
If {Remaining demand} is 0 or {Actual travel time}>{Max travel time}  
or {Actual travel   cost}>{Max travel cost}: 
            Return {No}. 
Else: 
  Return {Yes}. 
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For Case #2: 
{Added paths}→{Trespassing path}.   #Pick one from all possible TPs 
{Augmenting path}→{Bottleneck}. 
Go through the <Remove, restore and redirect process>→{Removed path},  
{Restored path} and {Redirected augmenting path}. 
{Removed path}→{Source node 1, Sink node 1}. 
{Restored path}→{Source node 2, Sink node 2}. 
{Source node 2, Sink node 2}, {Travel cost limits}→{Max travel cost}. 
{Source node 2, Sink node 2}, {Travel time limits}→{Max travel time}. 
{Restored path}, {Travel time}→{Actual travel time}. 
{Restored path}, {Travel cost}→{Actual travel cost}. 
If {Actual travel time}>{Max travel time} or {Actual travel cost}>{Max travel cost}: 
  Return {No}. 
Else: 
 If {Source node 1, Sink node 1} is same as {Source node 2, Sink node 2}: 
  {Removed path}, {Bottleneck}
\R]^&_
⎯̈⎯⎯⎯ª {Added paths}. 
  {Restore path}, {Bottleneck}
\R]^&_
⎯̈⎯⎯⎯ª {Added paths}. 
  {Redirected augmenting path}
\R]^&_
⎯̈⎯⎯⎯ª{Augmenting path}. 
  Return {Yes}. 
 Else: 
  {Source node 2, Sink node 2}, {OD demands}→{Remaining demands}. 
  {Bottleneck}=min{{Bottleneck}, {Remaining demands}}. 
  If {Bottleneck} is 0: 
 141 
   Return {No}. 
  Else: 
   {Removed path}, {Bottleneck}
\R]^&_
⎯̈⎯⎯⎯ª {Added paths}. 
   {Restore path}, {Bottleneck}
\R]^&_
⎯̈⎯⎯⎯ª {Added paths}. 
   {Redirected augmenting path}
\R]^&_
⎯̈⎯⎯⎯ª{Augmenting path}. 
   Return {Yes}. 
 
6.3.4 Quasi-optimization process 
 
The workflow shown in Figure 6.3.2.2 provides an approach to calculate maximum values of 
total network flow. In disruption scenarios, maximum values will change. This section describes 
the quasi-optimization process to evaluate system performance under disruption scenarios and to 
recommend a strategy for network recovery and resilience assessment. 
 
In a disruption, the commodity loss (CY) is estimated by the difference between the current 
maximum flow and maximum flow under normal conditions. Its value over time is a function of 
the recovery policy selection, network under hazard, and network under normal conditions, i.e., 
𝑓'(𝑟𝑎, 𝐺B , G). The recovery process formulation also includes the labor cost (CX), which is a 
function of recovery activity choice, i.e., 𝑓*(𝑟𝑎). Finally, a constraint on the recovery activity 
based on available resources is implemented, with utilization of resources in area SZ due to 
recovery activity 𝑟𝑎 at a time 𝑡 (UM/,&(𝑟𝑎)) limited by the available resource R[N in that area SZ. 
The optimization problem is given in equation (9). The objective is to minimize the summation 
of labor cost and commodity loss. 
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Min	CX + CY    ∙ ∙ ∙ ∙ ∙ ∙ (9) 
s. t.			CX = 𝑓'(𝑟𝑎, 𝐺B , G), 𝑟𝑎 ∈ 𝑅𝐴     ∙ ∙ ∙ ∙ ∙ ∙ (10) 
 
C` = 𝑓*(𝑟𝑎), 𝑟𝑎 ∈ 𝑅𝐴    ∙ ∙ ∙ ∙ ∙ ∙ (11) 
 
UM/,&(𝑟𝑎) ≤ R[N 	∀k, t    ∙ ∙ ∙ ∙ ∙ ∙ (12) 
 
For the sake of computational efficiency, to solve the optimization problem, the recovery activity 
is optimized sequentially by regions, as in quasi-optimal solutions provided by González et al. 
(2016). Each region is treated separately and independently, with the assumption that the strategy 
picked by one region will not affect the optimal strategy picking in another region. Although 
locally optimal solutions are chosen for all regions, the combination of all local optima does not 
guarantee a global optimum. Thus, the recovery policies given in this paper are quasi-optimal. 
The policies are chosen from a selection of available recovery strategies made by stakeholders 
and decision makers with, for example, given recovery times, resource use values, and costs. The 
workflow for the quasi-optimization process is shown in Figure 6.3.4.1. The block labeled 
modified maximum flow theory indicates implementation of the proposed process to find 





Figure 6.3.4.1 Quasi-optimal solutions finding scheme 
 
6.5 Test application – Grid network, Western U.S. double-stack container network 
 
This section describes application of the proposed method on two test networks. Analyses of 
both test applications are completed on a 16 GB RAM computer in MATLAB_R2017b. The first 
test network is a general grid network of increasing size, enabling comparison between the prior 
mathematical solution and the proposed graphical solution. It is shown that the path-link matrix, 
which requires high computational demands, is not needed in the proposed graphical solution, 
resulting in significant savings in computational cost. In the second application, a dynamic 
restoration process is presented in a real-world Western U.S. Double Stack Container Network 
under a hazard scenario. The link recovery process is discretized into 10% maximum capacity 
steps. The system recovery curve is obtained through the quasi-optimal solutions finding scheme. 
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6.5.1 Grid network 
 
In this test application, performance between the mathematical solution, which includes building 
the path-link matrix for the network, and the proposed graphical solution approach are compared. 
Three two-way grids are analyzed, sizing from 3X3 to 5X5 as shown in Figure 6.5.1.1. For each 
grid, the top left and bottom left nodes serve as source nodes marked 𝑆; the top right and bottom 
right nodes serve as terminal sink nodes marked 𝑇. For simplicity and with the goal of 
comparing computational performance of the proposed compared to prior mathematical solution, 
no travel cost and travel time constraints are implemented. Each link has a capacity of 20 units. 
10 units are expected to be shipped from each source node to sink node.  
 
Figure 6.5.1.1 Tested grid network of different sizes 
 
To define the path-link matrix, i.e., to find a path between a source node and a sink node, the 
standard depth-first search is used. Table 6.5.1.1 provides results showing the computational 
efficiency for the two approaches. For the mathematical solution, the computational cost for only 
the path-link matrix construction step is included. As this is the most computationally 
burdensome step of finding a solution, and results show the significant computational cost 
associated with this step on its own, the costs of other steps in the process need not be 
considered. As shown in Table 6.5.1.1, when the grid size increases to 5X5, defining all possible 
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paths between a source node and a sink node becomes intractable. In comparison, for the 
proposed graphical solution, there is no need to find all the connections between source and sink 
nodes. While the number of augmenting paths that need to be checked, and the associated 
computational time, increases as the grid network size increases, the proposed graphical solution 
shows orders of magnitude savings in computational cost compared with the prior mathematical 
solution approach. In addition, the computational savings increase as network size increases. 
 
Table 6.5.1.1 Computational cost comparison between mathematical solution and proposed 
graphical solution 
Grid size 3X3 4X4 5X5 
Path-link matrix construction 
# of possible paths between a 
source node and a sink node 
46 724 34204 
Computational Time (sec) 0.5 73 97 hours 
Proposed graphical solution 
# of checks of augmenting 
paths 
10 84 710 
Computational Time (sec) 0.1 1.6 27 
 
6.5.2 Western U.S. Double Stack Container Network 
 
This section illustrates performance of the proposed approach for a real-world railway freight 
transport network. The Western U.S. Double Stack Container Network previously examined in 
the literature and in Chen and Miller (2012) is characterized by 7 city nodes and 24 links 
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connecting them, as shown in part (A) of Figure 6.5.2.1. Since the proposed modified maximum 
flow theory does not directly apply for networks with bidirectional links, additional nodes are 
added as in Figure 6.3.1.2 to expand the network into part (B) in Figure 6.5.2.1 without affecting 
performance of the original network. The demands on the network are shown in Table 6.5.2.1 as 
given in Sun et al. (2006). The values can be easily updated to new demands based on available 
data. The Google Maps API is used to estimate the shortest time to cover each link and define 
the limitations on travel cost and travel time per link. For an OD pair, routes exceeding 50% of 
the shortest travel time are not considered. Per prior network definitions, the capacities of all 
links are assumed to be 36000 FEUs/month, where FEU indicates forty-foot equivalent units.  
 
 
Figure 6.5.2.1 Western U.S. Double Stack Container Network 
 
Table 6.5.2.1 OD pair demands 
From To Volume (FEUs/month) 
V'(Seattle) V*(Chicago) 27057 
V*(Chicago) V'(Seattle) 27926 
V*(Chicago) V%(Los Angeles) 51030 
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Table 6.5.2.1 continued 
 
V*(Chicago) V5(Kansas City) 693 
V*(Chicago) V7(Oakland) 20167 
V*(Chicago) V8(Dallas) 4537 
V%(Los Angeles) V*(Chicago) 75577 
V%(Los Angeles) V5(Kansas City) 9277 
V%(Los Angeles) V6(Houston) 11370 
V%(Los Angeles) V7(Oakland) 25847 
V5(Kansas City) V*(Chicago) 400 
V5(Kansas City) V%(Los Angeles) 6067 
V6(Houston) V%(Los Angeles) 14223 
V6(Houston) V7(Oakland) 1140 
V7(Oakland) V*(Chicago) 11003 
V8(Dallas) V%(Los Angeles) 16437 
V8(Dallas) V6(Houston) 1373 
 
Under normal operating conditions, when all links are working at 100% capacity, the reliability 
level, i.e., the ability to satisfy all network demands, reaches 94.04%. Next, a hazard scenario is 
considered, where an earthquake strikes V%, and all links connected to node V% are influenced 
with varying decreases in capacity as shown in Table 6.5.2.2. For clarity, a link from 3 to 6 as 
listed in the table indicates the link from V% to V7, and so on through the table. The recovery 
region is divided into three geographical areas, each with a limitation on available resources. An 
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example of resource availability limits is the total number of crew members available. In this 
case, the units for 𝑆' to 𝑆% will be number of people.  
 
𝑆' = 𝐿W3,W4 , 𝐿W4,W3 , 𝐿W3,W5	𝑤𝑖𝑡ℎ	𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒	𝑙𝑖𝑚𝑖𝑡 = 240	𝑢𝑛𝑖𝑡𝑠
𝑆* = 𝐿W5,W3 , 𝐿W3,W0 , 𝐿W0,W3	𝑤𝑖𝑡ℎ	𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒	𝑙𝑖𝑚𝑖𝑡 = 240	𝑢𝑛𝑖𝑡𝑠
𝑆% = 𝐿W3,W. , 𝐿W.,W3	𝑤𝑖𝑡ℎ	𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒	𝑙𝑖𝑚𝑖𝑡 = 160	𝑢𝑛𝑖𝑡𝑠
 
 
Table 6.5.2.2 Link capacity damage after earthquake 
Link % decrease in 
capacity From To 
3 6 40 
6 3 40 
3 8 30 
8 3 30 
4 3 50 
3 4 50 
5 3 20 
3 5 20 
 
For recovery activities on each link, suppose four options are available after the earthquake 
event. Each recovery strategy will restore 10% link capacity over a given amount of time and 
require certain resource units and costs as listed in Table 6.5.2.3. In this case, the cost for each 
recovery strategy is measured in equivalent FEUs. Other measures of cost and resources needed 
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can be readily implemented. The change in link capacity with respect to time during the recovery 
process is modeled as a monotonically increasing step function. 
 
Table 6.5.2.3 Available recovery strategies 
 Recovery period (days) Resource (units) Cost (FEUs) 
Recovery of 10% link 
capacity 
30 40 180000 
25 50 225000 
20 60 240000 
10 120 240000 
 
The network recovery strategy is optimized following the process shown in Figure 6.3.4.1. The 
resulting recommended actions are listed in the optimized recovery schedule shown in Table 
6.5.2.4. The optimized start and end days to recover each link in increments of 10% are shown. 
The full optimization process takes around 5 minutes of computation time to complete on a 
personal computer. Each run of the modified maximum flow theory to calculate maximum flow 
values over the freight network takes around 8 seconds. 
 
Table 6.5.2.4 Link recovery schedule 
Link Link capacity recovery schedule (days) 
From To 50%-60% 60%-70% 70%-80% 80%-90% 90%-100% 
Start End Start End Start End Start End Start End 
3 6 - - 1 10 11 30 31 60 61 90 
6 3 - - 1 30 31 40 41 60 61 90 
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Table 6.5.2.4 continued 
 
3 8 - - - - 1 31 31 60 61 90 
8 3 - - - - 1 10 11 30 31 60 
4 3 1 30 31 40 41 60 61 90 61 90 
3 4 1 30 31 60 61 70 71 90 91 120 
5 3 - - - - - - 1 21 21 30 
3 5 - - - - - - 1 30 31 60 
 
The network resilience curve resulting from implementing the optimum recovery strategy is 
shown in Figure 6.5.2.2. Shown is the increase in fraction of demand satisfied across the network 
over the recovery process. Note that at the end of the recovery activity, the percent of demand 
met reaches 94.04%, which is the reliability level under normal link conditions. The results 
shown are for a network with given OD pair demands, link capacities, hazard impacts, regional 
resource limits, and resource costs for recovery strategies. Results shown are to illustrate the 
outcomes possible from applying the proposed approach. Similar analyses can be run varying 
these parameters to assess freight network resilience under varying scenarios. 
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This chapter proposes a new method for calculating maximum flows over network graphs. The 
method takes a graphical approach, extending classic maximum flow theory to the case of 
multiple-source-to-multiple-sink networks through specifications of augmenting paths. The 
method is presented within a framework to quantify the resilience of freight networks, where 
resilience is defined as the proportion of total demands being satisfied over time after a 
disruption. The method enables the resilience of the network to be measured dynamically, 
tracking the influence of the recovery process over time. Rather than binary recovery states, 
recovery processes are discretized into separate stages to model the recovery policy in detail. A 
quasi-optimal solution for recommendation of recovery strategies takes the global optimum 
solution as the combination of local optimum solutions. The core modification on maximum 
flow theory facilitates application of the approach to the analysis of real-world networks, with 
 152 
the ability to analyze networks with multiple sources and multiple sinks. Additionally, 
constraints on travel time and travel cost are implemented to limit the feasible routes between an 
OD pair. Finally, compared to the mathematical solution, the graphical solution approach does 
not need to predefine the path-link matrix, reducing the computational cost by orders of 



















Chapter 7 Contributions and future work 
 
7.1 RNN network 
 
In chapter 2, we propose a modified GRU network, called Pairwise-GRU, to enhance both the 
accuracy and uncertainty of the nodal time series prediction. The increase in performance is 
achieved by adding an additional connection box between two separate GRU networks as shown 
in Figure 2.3.1.1. Potential improvements can be obtained by defining the neighbors and 
investigating modifications on the connection box between neighbors. 
 
7.1.1 Contributions  
 
Pairwise-GRU network is introduced in chapter 2. Comparing to the traditional GRU, our 
proposed Pairwise-GRU includes the influence from neighboring nodes by adding an additional 
hidden box between two separated single GRU network. Test performance shows that both the 
accuracy and confidence level of the prediction improved slightly with no significant increment 
on computational efficiency. The performance of the prediction improves significantly when the 
neighboring nodes has up-to-date information. 
 
7.1.2 The definition of neighbors 
 
In section 2.3.3, neighbors in the proposed Pairwise-GRU network are defined by a similarity 
assessment. The definition of neighbors is important because it directly influences the input data 
and the expected results. There are many ways to define the neighbor, e.g., physical connection, 
distance from the node of interest, sharing the same parent node, etc. We take a data-driven 
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approach to selecting the neighbor based on the data similarity between nodes. But it is by no 
means the only way to find the neighbor.  
 
Also, for the sake of computational efficiency, we only consider one neighboring node to 
facilitate the performance of the time series prediction. For improved accuracy and uncertainty 
results, connecting the node with multiple neighbors can be a solution. In a situation where all 
nodes are connected in the network, we can update the prediction for all nodes given any newly 
input information. 
 
7.1.3 The connection between neighbors 
 
The additional connection box between two neighbors has two operators, which are picked based 
on the gate definition and structure in the original GRU network. We want to be consistent with 
the gate performance in the original GRU network. However, if we have more information about 
the underlying relationship between two neighbors, different operators can be used to reflect the 
connection. In chapter 2, the parameter learning is by trial and error on the loss function. If the 
structure of the connection box is changed, a potential faster computational efficiency can be 
found. 
 
7.2 Probability propagation method (PrPm) and directed probability propagation method 
(dPrPm) 
 
In chapter 3 and 4, we proposed PrPm and dPrPm for reliability analysis focusing on 
connectivity of a network. PrPm works for general complex networks with multiple sources and 
one sink. The solution given by PrPm is an approximated analytical solution. For dPrPm, the 
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approach is applicable for acyclic directed networks with multiple sources and multiple sinks. 
The results given by dPrPm are are upper and lower bounds of reliability. Both PrPm and dPrPm 
originate from the idea of belief propagation in graph theory. There are some future works that 




Probability propagation method (PrPm) is proposed to analyze the reliability of general 
networks. Computational complexity with increasing nodes in the network 𝑛 is reduced from an 
exponential increase 𝑂(24) to a quartic increase 𝑂(𝑛5). Many sampling-based approaches are 
limited by computational tractability to analyze rare events. For PrPm, as the method calculates 
the network reliability analytically, it is equally computationally efficient across reliability 
values.  
 
For applications on directed acyclic network, dPrPm is proposed to further enhance the 
computational efficiency and accuracy. The method is applicable to the multiple-sources-
multiple-sinks problem. In dPrPm, as the message contains the marginal node reliabilities, the 
results of dPrPm include the reliabilities of all sink nodes. dPrPm reduces computational 
complexity is reduced from an exponential increase 𝑂(24) with system size to a polynomial 
increase 𝑂(𝑚𝑛). Results given by dPrPm are exact bounds with100% confidence level 
guaranteed by dPrPm. While many sampling-based approaches are limited in the ability to 
analyze rare events or by computational efficiency if the probabilities of rare events are of 




7.2.2 Including more nodes in propagation  
 
The message passed through the network in both methods are pairwise nodal distributions. 
During the propagation and updating process, we use the pairwise nodal distribution to estimate 
the three/four nodal distribution by making certain assumptions on the connections between 
nodes. It is foreseeable that by including more nodes in the message passing process, a more 
accurate result will be achieved. We pick the pairwise nodal distribution for the sake of 
computational efficiency. In section 3.4.3, as shown in Table 3.4.3.2, the computational time 
grows exponentially as we consider more nodes in propagation.  
 
7.2.3 Diminish the uncertainty 
 
The current updating rules are approximated analytical solutions given by assumptions made on 
the connections between nodes. Additional efforts can be made in the area of diminishing the 
uncertainty by making assumptions to more closely reflect the actual situation for a network, for 
example, in consideration of the network characteristics. This approach requires a graphical 
analysis prior to the propagation. Also, we can combine the results from PrPm and dPrPm with 
other methods such as the recursive decomposition algorithm (RDA) approach. The subgraph 
created by RDA is also applicable to PrPm and dPrPm. 
 
7.2.4 Propagation sequence 
 
The propagation sequence plays an important role in the performance of PrPm and dPrPm. In 
PrPm, at each propagation step, we pass the message to all the neighboring nodes. It impacts the 
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final result because in the updating rules, we make assumptions on the connections between 
nodes. Passing the message to all neighboring nodes at the same time saves computational time 
but influences the performance by the assumptions. In section 4.4.3, we run different propagation 
sequences 100 times to confine the gap between upper bound and low bound given by dPrPm. 
100 sequences do not exhaust all possible propagation sequences. It remains a challenge on how 
to choose the appropriate propagation sequence. 
 
7.3 Proposed methods on flow capacity - multistate Bayesian network and modified 
maximum flow theory 
 
For the work with multistate Bayesian networks (BNs), in chapter 5, we proposed a compression 
algorithm and corresponding calculations based on the variable elimination inference method. 
Based on the performance on test application in section 5.4.1, although the storage requirement 
is significantly reduced, computational time is increased as a result of the preprocessing and 
compression steps. Thus, computational efficiency improvement is one potential future work 
direction.  
 
In chapter 6, we solve the maximum flow capacity problem by using a graphical approach and a 
modified theory of maximum flow. We analyze the augmenting paths in tradition maximum flow 
theory – dividing them into two cases – and put additional limitations on feasible routes. Based 
on the performance of the proposed method, we can optimize the recovery strategy by comparing 






In chapter 5, we propose new algorithms for constructing and performing inference in BN 
models for reliability assessment of multi-state infrastructure flow networks. The new algorithms 
address the major system size limitation in the use of BNs for modeling large systems and the 
increased complexity of modeling multi-state flow compared to binary connectivity networks. A 
lossless compression algorithm is proposed to compress the system CPT while simultaneously 
calculating and compressing intermediate factors for exact inference. Compared with existing 
methods, the new algorithms achieve orders of magnitude savings in memory storage. This is 
accompanied by a slight decrease in computational efficiency.  
 
A modified maximum flow theory is proposed in chapter 6 to measure the resilience of freight 
network in terms of tonnage resilience. The method takes a graphical approach, extending classic 
maximum flow theory to the case of multiple-source-to-multiple-sink networks through 
specifications of augmenting paths. The method enables the resilience of the network to be 
measured dynamically, tracking the influence of the recovery process over time. Rather than 
binary recovery states, recovery processes are discretized into separate stages to model the 
recovery policy in detail. Additionally, constraints on travel time and travel cost are implemented 
to limit the feasible routes between an OD pair. Comparing to the mathematical solution, the 
graphical solution approach does not need to predefine the path-link matrix, reducing the 
computational cost by orders of magnitude compared to prior approaches 
 
7.3.2 Computational efficiency improvement 
 
The total computational time in the proposed multistate BN approach include two parts: 
compression and the calculation based on the compression result. Since most of the time is spent 
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on the compression, improvement on computational efficiency is likely to be found in the 
compression algorithm. In the compression algorithm, we use the idea of bundles to compress 
the total information – conditional probability tables (CPTs) – from the top to the bottom. The 
content in a CPT is largely influenced by the numbering of the nodes. In chapter 5, we number 
the nodes based on observation and their appearances in MLSs. However, there is no proof that 
this numbering is optimal in terms of compression rate or computational efficiency. Also, the 
bundle definition influences the efficiency of compression. In chapter 5, we fix the length of a 
bundle to the number of states, which is not a necessity for lossless compression. Reduced time 
on compression can be achieved by relaxing the limitations on the definition of a bundle. As a 
tradeoff, extra time on the calculation processes after compression will be added. 
 
Similarly, for the proposed modified theory of maximum flow, computational efficiency 
improvement can be done by investigating the augmenting paths. In section 6.3.2, we divide the 
augmenting paths into two cases. The processing time for the case 1 scenario is straightforward 
and fast. For the case 2 scenario, we need to go through all added paths, which contributes to the 
bulk of the computational time. It will be helpful to improve the computational efficiency if the 
search for feasible routes prioritizes the case 1 scenario.  
 
7.3.3 Extended application of proposed method  
 
The application of the multistate BN approach in chapter 5 is limited to independent cases. 
However, the discussion can be extended to dependent cases. For the calculation part in the 
multistate BN modeling and analysis, we use the variable elimination method. Based on the 
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ordering of nodes, the calculation on the compression results can be adjusted accordingly to 
reflect the parental relationship between nodes, including for dependent nodes.  
 
In the optimization discussion in section 6.3.4, we find the quasi-optimal solution for the whole 
system by combining the local optimum solutions. Future work can be done by investigating the 
global optimum solution. Also, the discussion in chapter 6 is limited to single commodity 
networks. In reality, in a freight network, different types of commodities are transported at the 
same time. Another future research direction is to extend the application to multi-type 
commodities. 
 
7.4 Future applications on general networks 
 
In this thesis, we separate the reliability assessment into two standards: connectivity and flow 
capacity. For a more comprehensive evaluation of the reliability of infrastructure flow network, 
future efforts can be spent on merging the prior two standards into one single algorithm. Here, 
we need to run two separate algorithms to get the connectivity and flow capacity of the 
infrastructure flow network. However, we find the possibility in using one algorithm to 
accomplish the two objects (connectivity/flow capacity analysis). The PrPm/dPrPm solve the 
connectivity issue by propagating the information through the neighboring node, which solves 
the problem graphically. Likewise, in the modified maximum flow theory, we also put forward a 
graphical solution to extend the traditional maximum flow theory into the discussions under real-
life scenarios. Both approaches rely on graphical solution. In that sense, it is a potential future 
work direction to combine the algorithms for two standards into a single comprehensive 
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algorithm, which is expected to improve the computational efficiency, saving the computational 
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