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Abstract
Denton, Parke, Tao and Zhang gave a new method which deter-
mines eigenvectors from eigenvalues for Hermitian matrices with dis-
tinct eigenvalues. In this short note, we extend the above result to
general Hermitian matrices.
Let A be a n×n Hermitian matrix with characteristic polynomial fA(λ) =
(λ− λ1(A))
µ1(λ− λ2(A))
µ2 · · · (λ− λd(A))
µd , where µi is the algebraic mul-
tiplicity of λi(A). Let vi1, vi2, . . . , viµi be a sequence of orthonormal eigen-
vectors of A corresponding to λi(A). Given S ⊂ [n],we use MS to denote
the submatrix obtained from A by deleting rows and columns with indices
belonging to S.
We first give a result about the determinant of blocks of unitary matrices.
Lemma 1. Let P11 and P22 be square matrices with order r and n − r re-
spectively. If the block matrix
P =
[
P11 P12
P21 P22
]
is unitary, then we have |det(P11)|
2 = |det(P22)|
2.
Proof. Since P is unitary, we have P ∗P = PP ∗ = In, which leads to
P ∗11P11 + P
∗
21P21 = Ir,
P21P
∗
21 + P22P
∗
22 = In−r.
Thus we have
|det(P11)|
2 = det(P ∗11P11) = det(Ir − P
∗
21P21),
|det(P22)|
2 = det(P22P
∗
22) = det(In−r − P21P
∗
21),
which gives the result.
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For S ⊂ [n] with |S| = µi, we use [vi1, . . . , viµi ]S to denote the µi × µi
submatrix of [vi1, . . . , viµi ] with S the set of indices of its rows. Let λj(MS)
denote the eigenvalues of MS. Then our main result is as follows.
Theorem 2.
|det([vi1, . . . , viµi]S)|
2 =
∏n−µi
j=1 (λi(A)− λj(MS))∏d
j=1;j 6=i(λi(A)− λj(A))
µj
. (1)
Proof. WLOG we take i = 1 and S = {1, 2, . . . , µ1}. Since both sides of eq.
1 remain the same after shifting A by λ1In, it is enough to prove the result
for λ1 = 0. Then eq. 1 becomes
|det([v11, . . . , v1µ1 ]S)|
2 =
∏n−µ1
j=1 λj(MS)∏d
j=2 λj(A)
µj
. (2)
Let
P =[v11, . . . , v1µ1 , v21, . . . , v2µ2 , . . . , vd1, . . . , vdµd ]
=
[
[v11, . . . , v1µ1 ]S P12
P21 P22
]
and
D =diag(0, . . . , 0︸ ︷︷ ︸
µ1
, λ2(A), . . . , λ2(A)︸ ︷︷ ︸
µ2
, . . . , λd(A), . . . , λd(A)︸ ︷︷ ︸
µd
)
=
[
0µ1 0
0 D1
]
Then we have A = PDP ∗, which implies that MS = P22D1P
∗
22. By Lemma
1, we know that |det([v11, . . . , v1µ1 ]S)|
2 = det(P22P
∗
22). Thus we have
|det([v11, . . . , v1µ1 ]S)|
2 =
det(MS)
det(D1)
=
∏n−µ1
j=1 λj(MS)∏d
j=2 λj(A)
µj
.
Now we can obtain Lemma 2 in [1] as a special case of Theorem 2.
Corollary 3. [1, 2] If µi = 1, then we have
|vi1(k)|
2 =
∏n−1
j=1 (λi(A)− λj(Mk))∏d
j=1;j 6=i(λi(A)− λj(A))
µj
,
where vi1(k) denotes the k
th element of vi1.
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