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Abstract
In this paper, we present explicit formulas for discrete orthogonal polynomials over the so-called
Gauss–Lobatto Chebyshev points. In particular, this allows us to compute the coefﬁcient in the three-terms
recurrence relation and the explicit formulas for the discrete inner product. The paper also contains numerical
examples related to the least-squares problems.
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1. Introduction
Although orthogonal polynomials over discrete sets were considered as early as the middle of
the nineteenth century by Chebyshev, comparatively little attention had been paid to them until
now. They appear naturally in combinatorics, genetics, statistics and various areas in applied
mathematics (see, for example, [9,12]). The expansion in orthogonal polynomials is used, for
example, to avoid the difﬁculties with ill-conditioned system of equations that occur in a least-
squares applications [1]. In this paper we present explicit formulas for orthogonal polynomials
with respect to the inner product deﬁned by discrete sums over the so-called Gauss–Lobatto
Chebyshev points [4]:
Xn =
{
xk = − cos
(
k − 1
n − 1
)
, k = 1, 2, . . . , n
}
. (1)
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Let f and g be real-valued functions deﬁned on the set of nodesXn and introduce the inner product:
〈f, g〉 =
n∑
k=1
f (xk)g(xk). (2)
A family P = {p1(x), p2(x), . . . , pn(x)} of polynomials, where degree(pk) = k − 1, is
orthogonal with respect to 〈f, g〉 if the following properties hold:
〈pk, pq〉 = 0, k = q; k, q = 1, 2, . . . , n,
〈pk, pk〉 = k = 0, k = 1, 2, . . . , n.
If k = 1, k = 1, 2, . . . , n, then polynomials pk are said to be orthonormal on the set of nodes
Xn. There are two motivations for studying this class of discrete orthogonal polynomials. First,
“any new set of orthogonal polynomials for which explicit expression are available, is welcome
because it provides a testing ground for the general theory of orthogonal polynomials” [10].
Second, it may be useful to clarify better some connections with other families of polynomials.
Deﬁne the measure  on [−1, 1] by∫ 1
−1
f (x) d= ( +  + 2)
2++1( + 1)( + 1)
∫ 1
−1
f (x)(1 − x)(1 + x) dx
+Mf (−1) + Nf (1). (3)
The analytical determination of the recursion coefﬁcients for the orthogonal polynomials belong-
ing to the measure (3) is “virtually” intractable [7], although analytic expressions of the orthog-
onal polynomials themselves in terms of Jacobi polynomials or hypergeometric functions are
known [10].
It is also well known that Gauss–Lobatto quadrature rule
1

∫ 1
−1
f (x)√
1 − x2 dx +
1
2(n − 1) [f (x1) + f (xn)]
= 1
n − 1
n∑
i=1
f (xi) − 122n−3(2n − 2)!f
(2n−2)(), (4)
where xi = cos
(
i−1
n−1
)
, i = 1, 2, . . . , n, is exact for polynomials of degree at most 2n − 3 [3].
If (f, g) is the inner product deﬁned as follows:
(f, g) = 1

∫ 1
−1
f (x)g(x)√
1 − x2 dx +
1
2(n − 1) [f (x1)g(x1) + f (xn)g(xn)] , (5)
then
〈f, g〉 = (n − 1)(f, g), degree(f ) + degree(g)2n − 3. (6)
Note that the explicit expression for the orthogonal polynomials with respect to the inner product
(f, g), can be derived as the orthogonal polynomials on the interval [−1, 1] with respect to the
measure , when  =  = − 12 and M = N = 12(n−1) , [10]:
pk(x) = (n + k − 2)
2
(n − 1)2 P
(−1/2,−1/2)
k−1 (x) −
(n + k − 2)
(k − 1)(n − 1)2 x
d
dx
[
P
(−1/2,−1/2)
k−1 (x)
]
, (7)
240 A. Eisinberg, G. Fedele / Journal of Approximation Theory 144 (2007) 238–246
where P (,)n (x) are the Jacobi polynomials. By using the following property of the Jacobi poly-
nomials:
d
dx
[
P
(,)
n (x)
]
= 1
2
(n +  +  + 1)P (+1,+1)n−1 (x),
Eq. (7) becomes
pk(x) = (n + k − 2)
2
(n − 1)2 P
(−1/2,−1/2)
k−1 (x) −
(n + k − 2)
2(n − 1)2 xP
(1/2,1/2)
k−2 (x). (8)
Since Eq. (6) is valid only for degree(f ) + degree(g)2n − 3, then the inner product 〈pn, pn〉
cannot be inferred. The orthogonal polynomials with respect to the inner product 〈f, g〉 on the
Gauss–Lobatto nodes can also be connected to Chebyshev polynomials of the ﬁrst and second
kind by using the explicit expression of Jacobi polynomials in term of Chebyshev polynomials:
P
(−1/2,−1/2)
n (x) = 122n
(
2n
n
)
Tn(x),
P
(1/2,1/2)
n (x) = 122n
(
2n + 1
n
)
Un(x). (9)
In this paper, we derive the explicit expression of the orthogonal polynomials on the set Xn and
the coefﬁcients of the three-terms recurrence relation they satisfy. Then we give explicit formu-
las for the discrete inner product 〈pk, pk〉, k = 1, 2, . . . , n. Finally, we show some numerical
experiments related to the least-squares problem.
2. Main results
By Eqs. (8) and (9) the generic polynomial pk can be expressed as
pk(x) = 122k−2
(n + k − 2)
(n − 1)2
(
2k − 2
k − 1
)
pˆk(x), (10)
where
pˆk(x) = (n + k − 2)Tk−1(x) − xUk−2(x). (11)
Explicit formulation of pk(x), k = 1, 2, . . . , n, can be given by using Chebyshev polynomials
expressed in terms of the sums [8]:
Tk−1(x) = k − 12
 k−12 ∑
r=0
(−1)r
k − r − 1
(
k − r − 1
r
)
(2x)k−2r−1,
Uk−2(x) =
 k−22 ∑
r=0
(−1)r
(
k − r − 2
r
)
(2x)k−2r−2. (12)
By rearranging Eq. (11) with Eq. (12) it follows that the polynomials
qk(x) = (n + k − 3)xk−1 +
 k−12 ∑
q=1
(−1)q 1
q22q
(
k − q − 2
q − 1
)
×[(k − 1)n + (k − 1)(k − 3) + 2q] xk−2q−1 (13)
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for k = 1, 2, . . . , n, are orthogonal on the set Xn with respect to the inner product (2). Note that
⎧⎨
⎩
pˆ1(x) = n − 1
n − 2q1(x),
pˆk(x) = 2k−2qk(x), k = 2, . . . , n.
In the rest of the paper we consider polynomials qk, k = 1, 2, . . . , n. By inspection the ﬁrst three
polynomials are
q1(x) = n − 2,
q2(x) = (n − 1)x,
q3(x) = nx2 − n + 12 (14)
and the inner product 〈q1, q1〉 is
〈q1, q1〉 = n(n − 2)2. (15)
In the next theoremwe proof the explicit formulas for the inner products 〈qk, qk〉, k = 2, 3, . . . , n.
Theorem 1. The set of polynomials (13) satisﬁes:
〈qk, qk〉 = (n − 1)(n + k − 1)(n + k − 3)22k−3 , k = 2, 3, . . . , n − 1, (16)
〈qn, qn〉 = (n − 1)
2(2n − 3)
22n−5
. (17)
Proof. To show that Eq. (16) is true, we consider, for brevity, the case when k is odd. Suppose
that k = 2m − 1, m = 2, 3, . . . ,
⌊
n−1
2
⌋
, then
〈q2m−1, q2m−1〉 = (n + 2m − 4)〈q2m−1, x2m−2〉. (18)
By standard arguments, the quantity 〈q2m−1, x2m−2〉 becomes
〈q2m−1, x2m−2〉
= 1
24m−3
(n − 1)
[
22m + 2(n + 2m − 4)
(
4m − 4
2m − 2
)]
+(n − 1) (2m − 2)n + (2m − 2)(2m − 4)
24m−4
1(m,m − 1)
+(n − 1) 1
24m−5
3(m,m − 1). (19)
According to Lemmas 1 and 3 and by substituting (19) into (18), we get (16). Eq. (17) can be
proved in the same way, by considering n = 2s − 1; in this case:
〈q2s−1, q2s−1〉 = (4s − 5)〈q2s−1, x2s−2〉. (20)
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The quantity 〈q2s−1, x2s−2〉 becomes
〈q2s−1, x2s−2〉
= 1
24s−4
(s − 1)
[
22s + 4(4s − 5) + 2(4s − 5)
(
4s − 4
2s − 2
)]
+ 1
24s−6
(s − 1)2(4s − 5)1(s, s − 1) +
1
24s−6
(s − 1)3(s, s − 1), (21)
and, by Lemmas 1 and 3, Eq. (17) follows. 
The explicit three-term relation follows from the explicit formula of the orthogonal polynomials,
Eq. (13):
qk(x) = kxqk−1(x) + kqk−2(x), k = 4, 5, . . . , n, (22)
where
k = n + k − 3
n + k − 4 , k = 4, 5, . . . , n,
k = −
n + k − 2
4(n + k − 4) , k = 4, 5, . . . , n. (23)
3. A numerical application
In the previous section, we have shown an explicit formulation of the discrete orthogonal
polynomials on Gauss–Lobatto Chebyshev nodes and an explicit expression of the three-term
recurrence relation. Such formulas allow us to construct directly the coefﬁcients  and  without
using recursive procedures [2] that may be sensitive to propagation of roundoff errors in which
case the computed polynomials may gradually lose orthogonality property [1,5,7].
Here we model a given function y = f (t) as a linear combination of m discrete orthogonal
polynomials on Gauss–Lobatto Chebyshev nodes,
f˜ =
m∑
j=1
cj qj (t) (24)
and study the least-squares problem to determine the coefﬁcients c1, c2, . . . , cm such that the
Euclidean norm of the error f˜ − f is minimized,
‖f˜ − f ‖2 =
n∑
i=1
|f˜ (xi) − f (xi)|2. (25)
Since q1, q2, . . . , qm are linearly independent, then the least-squares approximation problem has
a unique solution [1],
f ∗ =
m∑
j=1
c∗j qj . (26)
The coefﬁcient c∗j that are called orthogonal coefﬁcients are computed by
c∗j =
〈f, qj 〉
〈qj , qj 〉 , j = 1, 2, . . . , m. (27)
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Table 1
LMS (n = 100)—Maximum and mean value of ECB and EEF; success rate of EF algorithm over 10 000 runs
m CB EF s.r.
Max Mean Max Mean EF vs. CB
3 1.00-10 4.44-14 1.89-11 6.15-15 0.95
4 5.56-10 1.68-13 7-06-11 1.55-14 0.99
5 1.10-09 3.10-13 1.02-11 1.36-14 0.99
6 1.28-09 3.50-13 4.35-11 2.37-14 0.99
7 2.43-09 6.15-13 6.06-11 3.49-14 0.99
8 1.03-08 2.12-12 3.45-09 3.94-13 0.99
9 3.52-09 1.49-12 9.57-11 7.56-14 0.99
10 2.83-08 4.50-12 1.16-09 2.16-13 0.98
Table 2
LMS (n = 1000)—Maximum and mean value of ECB and EEF; success rate of EF algorithm over 10 000 runs
m CB EF s.r.
Max Mean Max Mean EF vs. CB
3 1.02-10 1.79-13 2.40-12 9.75-15 0.96
4 2.01-09 1.52-12 1.40-11 2.00-14 0.99
5 2.31-08 3.48-12 2.06-10 4.27-14 0.99
6 1.80-09 1.50-12 5.53-11 4.37-14 0.99
7 2.26-09 2.26-12 1.34-11 4.36-14 0.99
8 1.02-08 3.62-12 4.47-10 1.32-13 0.99
9 1.65-07 2.53-11 2.80-09 4.04-13 0.99
10 1.01-09 2.29-12 4.35-11 8.06-14 0.99
We use the explicit formulas for k and k to construct the coefﬁcients of the orthogonal poly-
nomials qj , j = 1, 2, . . . , m and the values of the polynomials at the grid points. The proposed
method for the solution of the problem (26) costs 4mn ﬂops. We compare our algorithm (EF)
with the algorithm proposed in [2] (CB) that costs 10mn ﬂops. These algorithms have been im-
plemented in Mathematica [13], that allows arbitrary precision numbers. For some values of m
and n, we have generated 10 000 vectors f, with entries uniformly distributed in [−1, 1], and have
computed the exact solution of the problem (26) using extended precision of 128 digits. For each
algorithm we have computed the maximum component-wise relative errors
EEF = max
1 jm
|cˆEFj − cj |
|cj | , (28)
ECB = max
1 jm
|cˆCBj − cj |
|cj | , (29)
where cˆEFj and cˆ
CB
j are the approximate solutions (in machine precision, i.e. 16 digits) of EF
and CB algorithm, respectively. The mean and the maximum of EEF and ECB are reported in
Tables 1 and 2. Tables 1 and 2 report also the fraction of trials in which the proposed algorithm
gives equal or more accurate result than the CB algorithm.
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Appendix A.
Lemma 1. Let 1(m, p) be the quantity deﬁned as follows:
1(m, p) =
m−1∑
q=1
(−1)q
q
(
2m − q − 3
q − 1
)(
2m + 2p − 2q − 2
m + p − q − 1
)
(A.1)
then
1(m, p) =
⎧⎪⎪⎨
⎪⎪⎩
− 1
2m − 2
(2m+2p−2
m+p−1
)
, p = 0, 1, . . . , m − 2,
1
m − 1
[
1 − 1
2
(4m−4
2m−2
)]
, p = m − 1.
(A.2)
Proof. The (A.1) can be rewritten as
m−1∑
q=0
(−1)q
q
(
2m − q − 3
q − 1
)(
2m + 2p − 2q − 2
m + p − q − 1
)
− 1
2m − 2
(
2m + 2p − 2
m + p − 1
)
. (A.3)
By rearranging the summation in (A.3), we have:
1(m, p) = (−1)m+1
(2p
p
)
m − 13H2
[{
1 − m,m − 1, p + 1
2
}
,
{
p + 1, 1
2
}
, 1
]
− 1
2m − 2
(
2m + 2p − 2
m + p − 1
)
. (A.4)
The hypergeometric function in (A.4) satisﬁes Saalschüts’s conditions [11], then the following
identity holds:
3H2
[{
1 − m,m − 1, p + 1
2
}
,
{
p + 1, 1
2
}
, 1
]
= (p + 1)
2(m − 1/2)
(2 − m + p)(1/2)2(m + p)(m − 1/2) sin[(m − 1/2)] . (A.5)
Note that
(p=m−1)→3H2
[{
1−m,m−1, p+1
2
}
,
{
p+1, 1
2
}
, 1
]
=(−1)m+1 1(2m−2
m−1
) , (A.6)
(p=0, 1, . . . , m−2)→ 1
(2−m+p)=
(m−p−1)

sin[(m−p−1)]=0. (A.7)
By (A.4), (A.6) and (A.7), the (A.2) follows. 
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Lemma 2. Let 2(m, p) be the quantity deﬁned as follows:
2(m, p) =
m−1∑
q=1
(−1)m+q
p + q
(
m + q − 3
2q − 2
)(
2p − 2q − 2
p + q − 1
)
(A.8)
then
2(m, p) =
{
0, p = 0, 1, . . . , m − 3,
−1, p = m − 2. (A.9)
Proof. By rearranging the summation in (A.8), we have
2(m, p) = (−1)m+1
(2p
p
)
p + 13H2 [{2 − m,m − 1, p + 1/2}, {p + 2, 1/2}, 1] . (A.10)
Following the same line in Lemma 1, the (A.9) follows. 
Lemma 3. Let 3(m, p) be the quantity deﬁned as follows:
3(m, p) =
m−1∑
q=1
(−1)m+q
(
m + q − 3
2q − 2
)(
2p + 2q − 2
p + q − 1
)
(A.11)
then
3(m, p) =
{−22p, p = 0, 1, . . . , m − 2,
−22m−2 + 2, p = m − 1. (A.12)
Proof. Let F(m, q, p) be the summand term in (A.11):
F(m, q, p) = (−1)m+q
(
m + q − 3
2q − 2
)(
2p + 2q − 2
p + q − 1
)
(A.13)
then
F(m, q, p + 1) =
(
4 − 2
p + q
)
F(m, q, p), p = 0, 1, . . . . (A.14)
Summing up each term in (A.14) for q from 1 to m − 1, we have:
m−1∑
q=1
F(m, q, p + 1) = 4
m−1∑
q=1
F(m, q, p) − 2
m−1∑
q=1
F(m, q, p)
p + q . (A.15)
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Let S(p) be the quantity S(p) =
m−1∑
q=1
F(m, q, p), then by using Lemma 2 we have:
⎧⎪⎨
⎪⎩
S(p + 1) = 4S(p), p = 0, 1, . . . , m − 3,
S(0) = −1,
S(m − 1) = 4S(m − 2) + 2.
(A.16)
By (A.16) it is easy to show that
S(p) = −22p + 2	p,m−1, p = 0, 1, . . . , m − 1.  (A.17)
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