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ABSTRACT
Lingg, Andrew J., Ph.D., Engineering Ph.D. Program, Department of Electrical Engineer-
ing, Wright State University, 2012.Statistical Methods for Image Change Detection with
Uncertainty.
Sensors capable of collecting wide area motion imagery (WAMI), video synthetic aper-
ture radar (SAR), and other high frame rate sensor modalitiesprovide massive amounts of
high-resolution data. Such data allows for the use of multiple images in exploitation tasks
which may have traditionally used single images or single pairs of images. One such task
is change detection. This dissertation presents new statistic l methods for change detection
that provide for the exploitation of multiple images per pass. Uncertainty in image regis-
tration can degrade change detection performance. Registration accuracy is analyzed, and
the impact of registration uncertainty is propagated to theregistered imagery. A statistical
understanding of this uncertainty is incorporated into thesequential change detection al-
gorithm to mitigate performance degradation due to registration errors. Theoretical results
are verified through simulation experiments and with measured data sets.
iii
Abbreviations and Symbols
Throughout this dissertation numerous abbreviations and symbols are used. While the
definitions can be found in surrounding text, this section provides a quick reference.
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Chapter 1
Introduction
This dissertation presents a new sequential statistical method for change detection, derives
a statistical characterization of feature-based image regist ation, investigates the impact
of registration uncertainty on change detection, and devises improvements for the change
detction algorithm via incluseion of the registration uncertainty information. Lastly, a new
method for change detection based on compressive sensing principles is presented. The-
oretical results are validated via simulations, and the utility of the derived algorithms are
demonstrated via experiments using measured sensor data. This chapter discusses the mo-
tivation for our work (Section 1.1), explicitly describes our contributions (Section 1.2),
provides an outline for the remainder of the dissertation (Section 1.3), and describes the
notation that will be used in the mathematics presented in the rest of the dissertation (Sec-
tion 1.4).
1.1 Motivation
Recent advances in sensor technology have allowed for the collecti n of Wide Area Mo-
tion Imagery (WAMI), video framerate synthetic aperture radar, and many other persistent,
high-framerate modalities of sensor data collection [1]. These sensors produce a massive
amount of data covering a large area. Manual analysis of suchlarge data sets is unten-
1
able. Automated analysis algorithms for such datasets requires an efficient framework for
combining results across multiple temporal images. Additionally, most of these tasks re-
quire images be registered to a common coordinate frame. No regist ation algorithm is
perfect, and as such, most image analysis tasks may benefit from knowledge of registration
uncertainty characteristics.
One such automated analysis task is change detection. Changedetection is useful for
determining if objects have entered the imaged area, exitedthe area, or moved within the
area. Additionally, change detection is useful for rapid asses ment of changes brought to
an area by some event (e.g. flooding after a hurricane), long-term land use monitoring
(e.g. analysis urban expansion), or otherwise finding differences between images that may
otherwise be less obvious when viewing raw imagery. Motion imagery allows for multi-
ple images to be collected during each pass when performing two pass change detection.
Additional images provide more information on which to makedecisions in exploitation
tasks.
Additionally, uncertainty in registration remains a problematic source of error in per-
forming exploitation tasks which require multiple images.Image misalignment due to
registration uncertainty can cause pixels to be mismatchedacross images when computing
some test statistic at an image coordinate location across multiple images. This can result
in an inaccurate test statistic. For example, in change detection, pixels along the edges of
adjacent unchanged objects of dissimilar intensity are frequently a cause of false alarms, as
a pixel belonging to one object may be compared to a pixel fromthe other object, resulting
in a test statistic that is indicative of change. Knowledge of the statistical characteristics
of the registration error could be utilized to improve the results obtained from algorithms
performing these tasks, by indicating whether the misregistrat on may cause a bias toward
a particular result and indicating locations where resultsmay be less reliable due to regis-
tration uncertainty. Change detection is one such task. Information regarding the impact
that registration uncertainty has on individual pixel intensities in change image allows for
2
more accurate detection results.
1.2 Contributions
The research performed for this dissertation provides several contributions to the field of
sensor signal processing. First, we present a new sequential statistical change detection
algorithm. This algorithm allows for the exploitation of multiple images per pass when
performing two-pass change detection. Second, we derive a Cramer-Rao Lower Bound
(CRLB) on the varaince of the estimate projective transformations. This bound is computed
for estimations from a set of matched feature points containing Gaussian uncertainty in their
detected positions. From this, we bound the variance on pixel osition in the registered
image. From this, we can predict the second order statisticsof the intensity of a pixel
at a particular position in the registered image. We use these s cond-order statistics to
predict a residual bias and additional variance that are induce in a change image due
to registration uncertainty. Finally, we modify our original sequential change detection
algorithm to include the predicted registration statistics in the likelihood functions used in
the likelihood ratio test. Additionally, we demonstrate thutility of compressive sensing
techniques for performing change detection.
Typically, two-pass change detection methods used a singlepair of images, one ref-
erence image and one mission image only. Using information fr m multiple images per
pass was accomplished via simple averaging and decision-level fusion. The sequential
change detection algorithm presented in this dissertationpr vides a statistical framework
for performing change detection while exploiting information from multiple images from
each pass. Use of additional images in this context is shown timprove detection results,
both in simulated and measured imagery. For applications beyond change detection, the
log-likelihood sequential change statistic derived in Chapter 3 provides an efficient tool for
combining information from multiple images into a single statistic.
3
Prior to this work, bounding and prediction of image registration and registered image
statistics was limited to the computation of CRLBs on transformtion parameters and a
prediction of the expected variance on pixel position that applied to the whole image [2, 3].
The research presented in this dissertation extends CRLBs on transfo mation parameters
to CRLBs on registered pixel coordinates. Predictions of the expected bias and variance
in the pixel intensities of a registered image are also made.Th accuracy of these bounds
and predictions are demonstrated by simulation. The registation uncertainty information
provided by this bound and the predicted statistics of pixelintensities provide valuable
insight into the impact registration uncertainty may have in automated image analysis tasks.
For example, the likelihood functions in a likelihood ratioest used for change detection
are updated to reflect the impact that registration has on thechange image.
Previous works concerned with reducing the impact of registration errors on change
detection performance have not been based upon a statistical characterization of the reg-
istration error (see Section 2.1.2). The research presented i this dissertation extends the
predicted pixel intensity statistics of a registered imageto predicted change image statistics.
Predicted change image statistics are then accounted for when making decisions. Simula-
tions and measured data experiments show improvements in change detection results from
adjusting change statistics to account for registration-induced uncertainty. These results
shown for this contribution imply that both the sequential log- ikelihood change statistic
and use of registration uncertainty information can improve performance in image analysis
tasks. Additionally, using both techniques grants an additional benefit over using just one
or the other.
Lastly, compressive sensing techniques have been applied to a wide variety of prob-
lems. Prior to our work, change detection was not one of them.We demonstrate the
utility of these techniques for efficiently performing change detection in a single image
versus multiple reference images. This algorithm providesbenefits similar to the sequen-
tial change detection algorithm by using multiple reference observations. Additionally, this
4
algorithm allows change detection to be performed against many different common refer-
ence configurations simultaneously without the need to determin which reference image
to compare to beforehand.
1.3 Outline
The remainder of this dissertation is organized as follows.In Chapter 2, we discuss prior
works in the literature relevant to this disseration and provide other necessary background
information. In Chapter 3, we describe our sequential changedet ction algorithm. In
Chapter 4, we derive the CRLB for estmating registration transformations and extend it
to a CRLB on estimates of pixel positions in the registered image nd to predictions of
second-order statistics on pixel intensities. In Chapter 5,we extend the results of Chap-
ter 4 to predict the impact of registration uncertainty on change detection and show how
this information can be used to improve change detection performance. Chapter 6 covers
our efforts in investigating compressive sensing techniques for change detection. Finally in
Chapter 7, we review the dissertation contributions, draw conclusions, and provide direc-
tion for continuation of this research.
1.4 Notation
The following notation will be used throughout this dissertation. Scalars are given by
lowercase letters (e.g.,x), vectors are given by underlined lowercase letters (e.g.,x), and
matrices are given by uppercase letters (e.g.,X). Parenthetical superscripts are used to
denote time and subscripts are used to denote associaton andfor uniqueness. A scalar
letter that has a parenthetical index is a vector element from the vector indicated by the
same letter. For example,µ(n)r (k) is thekth element of the mean vector associated with the
reference image at timen.
5
Chapter 2
Background
In Section 2.1, we provide context for our work by reviewing relevant literature. Section 2.2
provides details about our data models. A description of theimage registration algorithm
used in our experiments is given in Section 2.3. Section 2.4 gives background on compres-
sive sensing. Finally, we provide details regarding measured data sets that we use in some
of our experiments in Section 2.5.
2.1 Literature Review
2.1.1 Change Detection
Detecting change between images of the same scene captured at different times can often be
quite useful, with applications in the medical field [4, 5, 6,7, 8, 9], remote sensing [10, 11,
12, 13, 14] and many other problem domains [15, 16, 17, 18, 19,20, 21, 22]. The goal of
change detection algorithms is to detect relevant change whil ignoring nuisance changes.
Nuisance changes include changes due to sensor noise, registration errors, and variation in
sensor and scene parameters. Ignoring nuisance changes hasproven to be challenging in
many applications, as suppressing detections generated bythese errors typically reduces
the probability of detecting true change.
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A wide variety of methods exist for performing change detection. Several surveys
have been written on the subject [23, 24, 25]. We make the distinction between two broad
categories of change detection methods. Methods which detect changes within sequences
of images make up one of these categories [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36,
37, 38, 39, 40, 41, 42, 21]. Our work is concerned with the other of these categories,
which includes methods for detecting change between imagesof a cene taken at different
times. Our innovation takes place via the inclusion of multiple images from each pass in
computing change statistics.
Within the latter category, a large number of methods comupte some function of the
input images and make decisions based on a threshold. The most basic of these meth-
ods is differencing, in which a reference image is subtracted from the mission image, and
detection decisions are made based on thresholding [43, 44,45]. On a similar train of
thought, one can form a change image via image ratioing and compare it to a detection
threshold [46, 47, 48, 49, 50]. Subtraction of the raw data may give poor results if imaging
conditions change between the reference and mission passes. On method of compensa-
tion is to try to remove image changes caused by varying imaging conditions [51, 52].
Thresholds can be set for the entire image, or different regions of the change image can
be compared to different thresholds [53]. Our work begins bytaking a difference between
pairs of images.
Methods for automatically deriving the decision thresholds have also been a topic of
much research. Popular methods for threshold selection include Kittler and Illingworth’s
algorithm [54], Huang and Wang’s algorithm [55], and Otsu’salgorithm [56]. These meth-
ods have been used in many works to select a change detection threshold [57, 58, 59, 60].
Sun et. al. [61] found the threshold by maximizing a 2-D entropy metric of the histogram
with respect to the threshold. Bruzzone and Prieto [62] derived a method of setting a thresh-
old based on minimizing the Bayesian risk of the decision. A cost is associated with making
each type of error. This cost, along with an estimate of the conditional probability of each
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error type given the threshold, is used to compute the Bayesian risk. We similarly set de-
tection thresholds based on the conditional distributionsof the change statistics. One may
also search for the optimal threshold over a training set of kn wn change types [63, 64].
The work presented in Chapter 3 builds upon change detection techniques which use
a statistical framework for making decisions. These include hypothesis testing between
change and no-change hypotheses [65, 66], significance tests against the no-change hy-
pothesis [67, 68, 69], likelihood ratio tests [68, 69, 70, 71, 2], and estimation of posterior
probability of change [73]. Another method is to estimate a predicted mission image using
the reference image and statistics from the mission image. Th predicted mission image is
then subtracted from the actual mission image [74, 75, 76].
There exist many more sophisticated methods for change detection, broadly charac-
terized into parametric and non-parametric algorithms. The work presented in Chapter 3
falls into the former category, while the method presented in Chapter 6 falls into the non-
parametric category. Parametric methods in the open literature include classification of
changed pixels into a change model and suppressing those based on nuisance change [77,
78], use of support vector machines [79, 80], comparing spatial polynomial models for
pixel values between the two images [81], inclusion of contextual information through
Markov image modeling [82, 83, 12, 84, 85, 86, 87, 88, 89, 90, 60], multiscale detection ap-
proaches using wavelets [91, 92, 93, 94, 95, 96] informationmetrics [97, 98, 99, 100], and
as a transparency computation problem. Nonparametric methods include clustering pixels
in the change image into changed and unchanged classes [101], evolving change masks
via genetic algorithms [102], use of minimum description legth models [103, 104]and
deciding between change and no-change using neural networks [105, 106]. Selection of
changed pixels in the difference image via image segmentatio lgorithms [93, 96, 107]
and segmentation of input images followed by region-level comparison [108, 109, 110]
can fall into either category depending on the segmentationmethod used.
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2.1.2 Registration Error Modeling and Artifact Correction
While a large number of papers have been written on change detection and the usually
necessary preprocessing step of performing image registration, comparatively few papers
address modeling or dealing with registration errors apartfrom attempting to achieve a
better registration. Registration-induced artifacts in change images are problematic for
change detection, as comparing pixels belonging to incorretly aligned objects in an image
produces very similar results as true change, thus increasing the false alarm rate.
A small number of empirical studies on the effect of registration errors on change
detection have been carried out [111, 112, 113, 114]. They have shown that registration
errors cause a greater number of change detection errors in portions of the image that
contain high spatial frequencies. They have also shown that, in general, a greater degree of
misregistration results in greater degradation of detection results. Finer spatial resolution
may also result in a greater number of false alarms than performing change detection at a
more coarse resolution [114]. When performing object-basedchange detection, increasing
the number of classes that objects can be put into may cause anincrease in false alarms
as well [113]. These works give some indication of the natureof change-image errors
caused by registration. We interpret our results in Chapters4 and 5 with consideration to
the results presented in these works.
Two previous works have yielded progress toward a statistical characterization of reg-
istration uncertainty. Yetik and Nehorai [3] derived CRLBs forthe parameters of several
types of registration transformations based on control points. Pham et al. [2] derived
a CRLB on the variance of the parameters of a projective transformation for correlation-
based rather than control point based registration. Our work extends CRLB derivations to
estimating projective transformations based on feature points. We also further extend the
CRLB from bounds on transformation parameter variance to bounds o pixel positions and
predict the statistics of registerd-image pixel intensites from these bounds.
One method of mitigating registration noise is to perform a multiscale decomposition
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of the difference image and to dismiss as registration noisethose detections that disappear at
lower resolutions [115, 116, 117, 118, 119]. This approach is based on the assumption that
registration noise will present itself in high-frequency structures that will disappear at lower
resolutions, and that real changes will be composed of widerand more compact groups of
pixels. While this may effectively reduce registration noise, high-frequency changes will
not be detected.
Stow [120] makes corrections for registration noise directly, using an estimate of the
degree of misregistration and spatial gradients. He modelsregi tration error as
ǫ = −∆B
∆x
Dx −
∆B
∆y
Dy, (2.1)
whereDx andDy are estimates of the degree of misregistration in thex andy directions,
respectively, and the∆B terms give the spatial brightness gradient in the corresponding
direction. This estimated error is subtracted from the pixel in question to correct the reg-
istration error. However, this work assumes knowledge of the positional registration er-
ror at each pixel, which is rarely known in practice. Anotherapproach, called adaptive
grayscale mapping [121, 122], operates on the assumption that for every pixel containing
positive-valued registration noise there is a nearby area containing negative-valued reg-
istration noise. When two such nearby pixels are found, brightness is subtracted from
the positive-valued pixel and added to the negative-valuedpixel until they are equalized.
Finally, order statistics filters have been used to remove registration noise as well. Specifi-
cally, Beauchemin and Fung used an adaptively weighted median filter to remove registra-
tion noise [123].
Another technique is based on estimating the probability that pixels are corrupted
by registration noise and eliminating changes that have a high likelihood of originating
from misregistration [124, 125, 126]. This approach has only been implemented on mul-
tispectral imagery, as multidimensional observations allow for better separation between
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the “affected by registration noise” and “not affected by registration noise” distributions
than those with only one dimension. Using this estimator forthe probability of a pixel
being affected by registration noise, Marchesi and Bruzzone[127] selected points with a
high probability of registration noise contamination to use as control points for registra-
tion. These points are selected as control points with the intent of making the registration
error smallest where the image would be most affected by registration noise. While these
works lack direct applicability to the problems discussed in this dissertation, the statistical
approach taken by these algorithms is loosely related to ourmethods for registration error
mitigation based the CRLB.
2.2 Data Model
In this section, we lay out our assumptions regarding the image data input into our algo-
rithms, from which our methods are derived.
2.2.1 Registration Model
We begin with two images of the same scene. While there may havebeen minor changes
(including those to be detected) in the scene between the capturing of these images, we
assume the predominant change will have been the location ofthe camera, and that the
scenes are related by a projective transformation. Let(x, y) represent the true location of
a feature in the image to be registered (called the mission image) and(u, v) represent the
true location of that same feature in the reference image. A projective transformation maps
(x, y) to (u, v) via [128]
u =
θ(1)x+ θ(2)y + θ(3)
θ(7)x+ θ(8)y + 1
(2.2)
v =
θ(4)x+ θ(5)y + θ(6)
θ(7)x+ θ(8)y + 1
. (2.3)
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Under this model, given a sufficient number of matched point pairs, we can write as many
equations as unknowns and solve for the transformation parameters,θ. Unfortunately, the
true locations of features in the images are not actually known. Instead, we must estimate
them using feature detection algorithms [129, 130]. However, b cause we are interested in
matched point pairs in Chapter 4, we can make a simplifying assumption that the locations
of features detected in the mission image are the actual locations of the features. We can
then assume that any error in the location of detected featurs is attributed to the estimated
feature locations in the reference image.
Let the estimated feature location in the reference image begiven by(u′, v′). If the
errors in the estimation of feature locations in the missionimage are normally distributed
and independent in each dimension, the likelihood of estimating a feature’s location to be
at (u′, v′) is
p(u′, v′) =
1
2π
√
σuσv
exp
{
−1
2
(
(u′ − u)2
σ2u
+
(v′ − v)2
σ2v
)}
, (2.4)
where we recall that(u, v) is the true feature location, andσ2u andσ
2
v represent variances
on the estimates thereof.
2.2.2 Pixel Intensity Model
Most imaging modalities are corrupted by a variety of noise sources: photon counting,
thermal, quantization, etc. As these noise sources are well-modeled as additive [131], we
invoke the central limit theorem to approximate the total noise as a Gaussian process. Thus,
we assume that each pixel value is a random variable drawn from a normal distribution and
that the pixel values are independent and identically distributed. We denote the image
intensityI(q, t) at timet as a normally distributed random variable with meanµ(q, t) and
12
varianceσ
2
2
by
I(x(t)(k), y(t)(k), t) ∼ N
(
µ(x(t)(k), y(t)(k), t),
σ2
2
)
, (2.5)
whereq is a 2-element vector containing the coordinates of a specific pixel. The variance
is assumed constant throughout the image, and the mean valueat each pixel is dependent
on the scene.
2.3 Image Registration
While not the subject of our research, we provide details regarding the registration algo-
rithm that we used in our experiments. Most change detectiontechniques require that
images be well-registered to function properly, and our sequential change detection algo-
rithm is no exception. Additionally, as much of our researchis concerned with bounding
the uncertainty in registration, we provide a summary of an existing registration method
that largely fits our assumptions. We use established techniques to register adjacent im-
ages, and store transformations between adjacent images tor gister images that are dis-
tant in the sequence. The first step in registering adjacent images is finding feature points
(x(n)(k), y(n)(k)) (x andy give the image coordinates,k is an index to differentiate among
specific feature points, andn indicates which image the point came from) in both images
using the scale invariant feature transform algorithm and excluding keypoints generated by
edges as described in [130]. In order to match keypoints, we first only consider matches
within a given distance of each other. Often, there is only one potential match for a given
point. In the event that a point is matched to more than one point in the other image, the
pair that has the maximum variance-normalized correlation(VNC) statistic is considered
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for matching [132].
V NC(x(i)(k), y(i)(k), x(j)(k), y(j)(k)) =
1
nσiσj
∑
x′(i)(k),y′(i)(k)∈ηi,x′(j)(k),y′(j)(k)∈ηm
(2.6)
|I(x′(i)(k)y′(i)(k), i)− µi||I(x′(j)(k), y′(j)(k), j)− µj|, (2.7)
where(x(i)(k), y(i)(k)) is the location of the feature point in the first image,(x(j)(k), y(j)(k))
is the location of the feature point in the second image,ηm is the neighborhood of pixels
surrounding(x(m)(k), y(m)(k)), andn is the number of pixels in each neighborhood. The
mean and standard deviation of the pixel values in the neighborhood are given by
µm =
1
n
∑
x′(m)(k),y′(m)(k)∈ηm
I(x′(m)(k), y′(m)(k),m), and (2.8)
σm =
√
√
√
√
1
n
∑
x′(m)(k),y′(m)(k)∈ηn
(I(x′(m)(k), y′(m)(k),m)− µm)2. (2.9)
The coordinates(x′(i)(k), y′(i)(k)) and (x′(j)(k), y′(j)(k)) are pixel locations in the first
and second image respectively that are in the same location in each image with respect
to (x(i)(k), y(i)(k)) and(x(j)(k), y(j)(k)). For any potential match, the statistic given by
Equation (2.7) must be larger than a certain threshold in order for the two points in ques-
tion to be considered a matched pair. Each matched pair of points forms a4 × 1 vector
[x(i)(k), y(i)(k),
x(j)(k), y(j)(k)]T . Our assumption that the camera motion is small between frames is es-
sential for this statistic to be useful. Significant rotations can cause neighborhoods to
decorrelate, leaving well-matched neighborhoods with thestatistic of a poorly matched
neighborhood.
From Section 2.2, we use a projective transformation to transform points from one
plane of projection to another. Using the set of matched points, we estimate a projective
transformation between the images via the random sample consensus (RANSAC) algo-
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rithm [133]. Under RANSAC, we randomly select several subsetsof he matched points
and use each to estimate a projective transformation. For a given subset, we estimate the
transformation parameters given in Equations (2.2) and (2.3) by linear least-squares. After
estimating the transformation, we check the quality of our estimate by applying the trans-
formation to each(x(j)(k), y(j)(k)) (not just within the subset) and checking them against
their corresponding(x(i)(k), y(i)(k)). The error in the transformation at thekth point pair
is thus given by
ǫ(k) =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
P






x(j)(k)
y(j)(k)
1






1
wj
−






x(i)(k)
y(i)(k)
1






∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
2
, (2.10)
for a projective transformation matrixP and scaling factorwj. If this error is smaller
than some threshold, that matched point pair is added to a consensus set. If a sufficient
fraction of the matched points is selected for the consensusset, the associated projective
transformation is considered for selection. The mean squared error for that transformation
and its consensus set is computed as
ǫ =
1
b
∑
k
ǫ(k), (2.11)
whereb is the number of points in the consensus set. For each subset of th matched points,
we repeat this process. Among the subsets for which the estimated transformation produced
a large enough consensus set, the one with the smallestǫ is chosen for registration. This
method is robust to a small number of outliers that may resultfrom poor matching [133].
We only estimate transformations directly for adjacent refer nce images and for a mis-
sion image with its reference image. We register images backto the first reference image
in the sequence by storing the transformations between the adjacent reference images and
applying them to images farther away in the sequence. For example, when registering the
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second image in the sequence to the first image we estimate thenecessary transformation
to find,P21. Next, when registering the third image, we compute a transformation to reg-
ister the third image to the secondP32, then register the third reference image to the first
via [wu3reg, wv3reg, w] = P21(P32([u3, v3, 1])). Once these transformations are computed,
each mission image is then directly registered to its respective untransformed reference im-
age and a change images are computed. The individual change ima s are then registered
to the coordinate frame of the first reference image using thes ored transformations for
registering beteween reference images.
2.4 Compressive Sensing and Sparsity-based solutions
The idea behind compressive sensing is that a signal can havea sparse representation in
some basis. For an underdetermined system of linear equations, he most sparse solution is
defined as the solution with minimumℓ0-norm, given by
ẑ = argmin
z
||z||0, subject toAz = m (2.12)
= argmin
z
m
∑
i=1
z(i)0, subject toAz = m. (2.13)
Finding this solution directly is an NP-hard problem [134],requiring an exhaustive search
of all possible solutions. As there are an infinite number of solutions to an underdetermined
system of linear equations, searching for a solution directly is intractable. It has been
shown that for most large underdetetermined systems of linear equations, the solution with
the minimumℓ1 norm is also the most sparse solution [135] (i.e. also the solution with the
minimumℓ0 norm). Thus, we may find the sparsest solution to the underdetrmined system
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by finding the solution with minimumℓ1 norm, given by
ẑ = argmin
z
||z||1, subject toAz = m (2.14)
= argmin
z
m
∑
i=1
|z(i)|, subject toAz = m. (2.15)
This solution may be found directly by convex optimization techniques implemented by
linear programs. However, the complexity of such linear programs makes it unreasonably
slow when data becomes large. As such, many methods of approximating the solution
with minimum ℓ1 norm have been devised. In 2010, Yang et. al. reviewed several of
these methods in a technical report [136]. Some of these methods include: orthogonal
matching pursuit [137], least angle regression [138], gradient projection [139, 140], ho-
motopy [141, 142, 143], iterative shrinkage-thresholding[144, 145, 146, 147], proximal
gradient [148, 149, 150, 151], and alternating direction [152]. The current state of the art in
ℓ1 minimizers is the approximate message-passing (AMP) algorithm [153]. Some uses of
sparsity-based solutions are classification [154, 155, 156], signal recovery [157, 158] and
image reconstruction [159].
If we form a basis using a reference image or images and some means of representing
change, it follows a mission image would be sparse in this basis, suming the change is
small relative to the image size. Suppose we find the most sparse solution to the system
of linear equations formed by representing the mission image in terms of this basis. The
nonzero terms of the solution that correspond to the part of the basis used to represent
change would indicate where changes have occurred between th reference and mission
image. This idea is the core of the sparsity-based change detection algorithm that we
present in Chapter 6.
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2.5 Description of Measured Data Sets
In this section, we describe the measured data sets used in the experiments conducted
throughout this dissertation. These data sets were selected du to their immediate avail-
ability and the applicability of our algorithms in processing this data.
2.5.1 CLIF 2007 WAMI
The CLIF 2007 data set is a collection of nearly 100,000 electro-optic images taken from an
airborne platform carrying six high-resolution cameras, at a framerate of approximately 2
per second. This data is publicly available from the Air Force Research Laboratory (AFRL)
[1]. Each image contains4016× 2672 pixels quantized to 8 bits. For our experiments, we
use two subsets of five images each from the same camera. Each subset consists of five
consecutive frames from two passes over the same area of ground. An example image
from this data set is shown in Figure 2.1.
Figure 2.1: Example of CLIF 2007 WAMI imagery
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2.5.2 CARABAS-II SAR
The CARABAS-II SAR data set is a collection of 24 SAR images collected in Sweden.
25 vehicles are distributed in 4 different ways. Each distribution of vehicles is imaged 6
times. The radar used to collect this data operates in the very high frequency (VHF) range,
and the vehicles are concealed by foliage. Each image is2000 × 3000 pixels in size with
each pixel covering approximately2.5m× 2.5m. This data is also publicly available from
AFRL [1]. An example of this imagery is shown in Figure 2.2.
2.5.3 LEGO R© data set
For a low-cost additional data set, we constructed a scene usi g LEGOR© blocks and cap-
tured images of the scene from many angles, using a turn tableand a video camera. We then
added an extra block to the scene and performed the image collecti n a second time. The
first sequence contained 237 images and was used as our reference image set. The second
sequence contained 235 images, and we drew mission images from this sequence. Each
sequence covered approximately a full 360 rotation of the scene. Images captured were
640 × 480 pixel color images with red, green, and blue channels. Each pixel is quantized
to 8 bits. These sequences did not undergo any registration,nd no metadata regarding the
position of the turntable was available. An example images is included in Figure 2.3.
2.5.4 UCSD Full Motion Video Dataset
This data set from the University of California, San Diego (UCSD) [160] contains several
video sequences of various scenes. Individual images within the sequences are of varying
size, and the number of images within each sequence varies from just under 30 to over
200. Some of these video sequences are captured by a stationary camera, while in others,
the camera moved in order to keep particular items or personsof interest within view.
Example images from this dataset are shown in Figure 2.4, which is from a stationary
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Figure 2.2: Example CARABAS-II SAR image, contrast enhancement applied
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Figure 2.3: Example Image from LEGOR© data set
21
camera monitoring a harbor, and Figure 2.5, wherein the camera oves to keep the cyclists
in view. In the “boats” sequence, we consider the foregroundto be the boats moving
across the water. In the “cyclists” sequence we consider theforeground to be the cyclists
themselves.
Figure 2.4: Example from stationary camera sequence
22
Figure 2.5: Example from moving camera sequence
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Chapter 3
Sequential Change Detection
In this chapter, we discuss our sequential change detectionalg rithm. This algorithm per-
forms two-pass change detection using multiple images fromeach pass. Our motivation
is to apply our framework to data from imaging platforms thatc pture multiple images in
each scene to detect changes that occured between passes. By taking multiple image pairs
into account, we can improve our detection results relativeto the results of single-pair de-
tection. To this end, we have devised a change statistic thatis e sily updated as additional
image pairs become available. We analyze our algorithm under the assumption that im-
ages are normally distributed and verify the results of our analysis by simulation. We then
demonstrate the utility of our algorithm on measured data sets.
3.1 Sequential Change Detection
3.1.1 Derivation of Change Statistic
Images are converted from two-dimensional arrays to vectors by stacking the columns. To
formulate our change statistic, we first examine the case of asingle pair of images. We form
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a change image by subtracting the reference image from the registered mission image,
γ(i) = m(i) − r(i), (3.1)
wherem(i) is the vectorized mission image with distributionm(i) ∼ N
(
µ
m
, σ
2
2
I
)
, with I
representing an identity matrix, andr(i) is the vectorized reference image with distribution
r(i) ∼ N
(
µ
r
, σ
2
2
I
)
. We expect a pixel in the change image will be distributed asγ(i)(k) ∼
N(µm(k) − µr(k), σ2), whereµr(k) is the mean from the reference image at elementk
andµm(k) is the mean from the registered mision image atk. If there is no change, we
expect thatµm(k) − µr(k) = 0. Hence, we formulate a null hypothesisH0 : γ(i)(k) ∼
N(0, σ2). We then formulate two alternative hypotheses. The first alternative hypothesis is
a positive-valued change occured in the mission image,H1a : γ(i)(k) ∼ N(µc(k), σ2). The
second alternative hypothesis is a negative-valued changeoccured in the mission image,
H1b : γ
(i)(k) ∼ N(−µc(k), σ2). Using these hypotheses, we form a pair of likelihood
ratios
l(i)a (k) =
p(γ(i)(k)|H1a)
p(γ(i)(k)|H0)
=
exp
{
−(γ(i)(k)−µ̂c(k))2
2σ2
}
exp
{
−γ(i)(k)2
2σ2
} (3.2)
l
(i)
b (k) =
p(γ(i)(k)|H1b)
p(γ(i)(k)|H0)
=
exp
{
−(γ(i)(k)+µ̂c(k))2
2σ2
}
exp
{
−γ(i)(k)2
2σ2
} . (3.3)
We choosêµc(k) to be either an estimate of the magnitude of the change or to bethe
smallest change magnitude we wish to detect.
If we observe multiple image pairs and observe pixelk n times, we can extend these
likelihood ratios using the joint densities of all of the observedγ(i)(k). Assuming the
γ(i)(k) are conditionally independent for eachi given the hypothesis, each joint probability
in the likelihood ratios may be broken into the products of their marginal probabilities. If
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we taken observations,
l′(n)(k) =
p(γ(1)(k), γ(2)(k), ..., γ(n)(k)|H1)
p(γ(1)(k), γ(2)(k), ..., γ(n)(k)|H0)
(3.4)
=
∏n
n=1 p(γ
(i)(k)|H1)
∏n
i=n p(γ
(i)(k)|H0)
(3.5)
=
n
∏
i=1
l(i)(k). (3.6)
Taking the logarithm gives us
L(n)a (k) = log(l′(n)a (k)) =
n
∑
i=1
log(l(i)a (k))
=
n
∑
i=1
1
2σ2
(2µ̂c(k)γ
(i)(k)− µ̂c(k)2) (3.7)
L(n)b (k) = log(l
′(n)
b (k)) =
n
∑
i=1
log(l
(i)
b (k))
=
n
∑
i=1
1
2σ2
(−2µ̂c(k)γ(i)(k)− µ̂c(k)2). (3.8)
Whenever we add another image pair to be considered, we may update the total log-
likelihood ratio for the pixel at locationq by simply adding the log-likelihood ratio for
the current image pair to the total. In principle, more observations should result in bet-
ter detection performance, as we are in essence estimating the likelihood of change and
additional measurements of some signal improves estimatesb sed on that signal [66]. Ef-
fectively using this framework for sequential change detection will require that image pairs
be well-registered both within a pair and between pairs. Inaccurate registration results in
a degradation in performance due to improper alignment of objects in the image causing
false alarms.
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3.1.2 Probability Density of Change Statistic Over Time
In this section, we analyze the probability distribution ofthe log-likelihood change statistic
over multiple image pairs given perfectly registered, normally distributed input imagery.
Let µ̂c(k) = µc(k). For a single image pair, the log-likelihood ratios for the change hy-
potheses are given as
ℓ(i)a (k) = log(l
(i)
a (k)) =
1
2σ2
(2µc(k)γ
(i)(k)− µc(k)2) (3.9)
ℓ
(i)
b (k) = log(l
(i)
b (k)) =
1
2σ2
(−2µc(k)γ(i)(k)− µc(k)2). (3.10)
We can compute the cumulative distribution of the log likelihood ratio for the positive-
change hypothesis as
Fℓ(ℓ
(i)
a (k)) = p(ℓ ≤ ℓ(i)a (k)) (3.11)
= p
(
1
2σ2
(2µc(k)γ
(i)(k)− µc(k)2) ≤ ℓ(i)a (k)
)
(3.12)
= Fγ(i)(k)
(
2σ2ℓ
(i)
a (k) + µc(k)
2
2µc(k)
)
, (3.13)
and we compute the probability density function from the cumulative distribution by taking
the derivative.
f
ℓ
(i)
a (k)
(ℓ(i)a (k)) =
d
dℓ
(i)
a (k)
F
ℓ
(i)
a (k)
(ℓ(i)a (k)) (3.14)
=
σ2
µc(k)
fγ(i)(k)
(
σ2ℓ
(i)
a (k)
µc(k)
+
µc(k)
2
)
(3.15)
Under the null hypothesis,
f
ℓ
(i)
a (k)|H0(ℓ
(i)
a (k)) =
1
√
2π µc(k)
2
σ2
exp





−
(
ℓ
(i)
a (k) +
µc(k)2
2σ2
)2
2µc(k)
2
σ2





. (3.16)
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UnderH1a,
f
ℓ
(i)
a (k)|H1a(ℓ
(i)
a (k)) =
1
√
2π µc(k)
2
σ2
exp





−
(
ℓ
(i)
a (k)− µc(k)
2
2σ2
)2
2µc(k)
2
σ2





. (3.17)
In section 3.1.1, we formulated a sequential change statistic a a sum of log-likelihood
ratios. If we sumn samples,
L(n)a (k) =
n
∑
i=1
ℓ(i)a (k), (3.18)
which due to conditional independence over time, implies that
L(n)a (k)|H0 ∼ N
(
−nµc(k)
2
2σ2
,
nµc(k)
2
σ2
)
and (3.19)
L(n)a (k)|H1a ∼ N
(
nµc(k)
2
2σ2
,
nµc(k)
2
σ2
)
. (3.20)
The log-likelihood ratio for the negative-valued change hypothesis for a single image
pair has cumulative distribution
F
ℓ
(i)
b
(k)
(ℓ
(i)
b (k)) = 1− Fγ(i)
k
(
−2σ2ℓ(i)b (k)− µc(k)2
2µc(k)
)
, (3.21)
which has probability density
f
ℓ
(i)
b
(k)
(ℓ
(i)
b (k)) =
σ2
µc(k)
fγ(i)(k)
(
−σ2ℓ(i)b (k)
µc(k)
− µc(k)
2
)
. (3.22)
The densities under the null and negative-change hypotheses are then given as
ℓ
(i)
b (k)|H0 ∼ N
(
−µc(k)
2
2σ2
,
µc(k)
2
σ2
)
(3.23)
ℓ
(i)
b (k)|H1b ∼ N
(
µc(k)
2
2σ2
,
µc(k)
2
σ2
)
. (3.24)
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When we make multiple observations,
L(n)b (k) =
n
∑
n=1
ℓ
(i)
b (k) (3.25)
L(n)b (k)|H0 ∼ N
(
−nµc(k)
2
2σ2
,
nµc(k)
2
σ2
)
(3.26)
L(n)b (k)|H1b ∼ N
(
nµc(k)
2
2σ2
,
nµc(k)
2
σ2
)
. (3.27)
3.1.3 Decision Rules
Given the probability densities of our change statistics, decision rules can be formulated
based on desired performance characteristics. A three-class decision rule can be imple-
mented by using two thresholds. The classes considered are ch nge, no-change, and no-
decision. A no-decision class allows us to delay making a change/no-change decision in
favor of collecting more measurements [161]. A decision will be made based on the fol-
lowing rule:
d(L(n)a (k),L
(n)
b (k)) =































H0, “No-change”, L(n)a (k) ≤ tpd &
L(n)b (k) ≤ tpd
H1a, “Change-high”, L(n)a (k) > tpfa
H1b, “Change-low”, L(n)b (k) > tpfa
H2, “No-Decision”, Otherwise.
(3.28)
Generally,tpfa > tpd for n = 1. A graphical summary of this decision rule is given in
Figure 3.1. The ‘no-change” decision is made if both likelihood ratio tests fall in that
region. Otherwise, one statistic will fall in the “no-change” region and the other will not.
In this case, the region containing the statistic that is notin the “no-change” region dictates
the decision.
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Figure 3.1: Graphical summary for one side of the decision rule. “No-change” decision
made if both likelihood ratio tests fall in that range
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Threshold Selection
The thresholdtpd is chosen based on our desired probability of detection. It is computed
from the probability density functions in (3.20) and (3.27)as
tpd =
√
nµc(k)
σ
Z−1(1− pd) +
nµc(k)
2
2σ2
, (3.29)
wherepd is the probability of detection that has been chosen andZ(·) is the standard normal
cumulative distribution function. This threshold increass asn grows larger. The other
threshold,tpfa, is computed from the same probability density functions as
tpfa =
√
nµc(k)
σ
Z−1
(
1− pfa
2
)
− nµc(k)
2
2σ2
, (3.30)
wherepfa is the probability of false alarm that has been chosen. Division by 2 is necessary
in computingtpfa as this threshold will result in a false alarm probability of
pfa
2
for each of
the two likelihood ratio tests, resulting in a total false alarm probability ofpfa when both
tests are applied. The division by 2 is not necessary fortpd because both tests must show
“no-change” for a detection to be missed whereas only one test mu t show change for a
false alarm to appear. This threshold decreases asn grows larger. Astpfa decreases and
tpd increases with growingn, these thresholds will eventually meet. Figure 3.2 shows the
evolution of these thresholds as more image pairs are used tocompute the change statistics.
Figures 3.3 through 3.8 show the threshold evolution along with the evolving probability
densities to provide context for the threshold evolution.
31
1 2 3 4 5 6 7
−10
−5
0
5
10
15
Number of Looks
T
hr
es
ho
ld
 V
al
ue
Thresholds vs. Number of Looks
 
 
t
pd
t
pfa
Figure 3.2: Thresholds grow closer with number of looks and eventually meet
32
−40 −30 −20 −10 0 10 20 30 40
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
Change Statistic Value
P
ro
ba
bi
lit
y
Distribution of Log−Likelihood Ratio, 1 Image Pairs
 
 
Simulated H
0
Theoretical H
0
Simulated H
1a
Theoretical H
1a
t
pd
t
pfa
Figure 3.3: Graphic showing relevant information regarding the sequential change detec-
tion algorithm
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Figure 3.4: Change and no-change densities separate and thresholds come closer together
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Figure 3.5: Change and no-change densities separate and thresholds come closer together
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Figure 3.6: Change and no-change densities separate and thresholds come closer together
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Figure 3.7: Change and no-change densities separate and thresholds come closer together
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Figure 3.8: Thresholds meet and all pixels are classified
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At that juncture, all pixels will be classified as either change or no change, with no
pixels falling into the no-decision category. We can predict the proportion of pixels that
will be classified at lookn from the probability density functions and the thresholds that
we have selected. The proportion of pixels classified is given by
ppc =p(H1a,L(n)a (k) > tpfa) + p(H1a,L(n)a (k) < tpd)
+ p(H1b,L(n)b (k) > tpfa) + p(H1b,L
(n)
b (k) < tpd)
+ p(H0,L(n)a (k) > tpfa) + p(H0,L
(n)
b (k) > tpfa)
+ p(H1b,L(n)a (k) < tpd,L
(n)
b (k) < tpd) (3.31)
=p(H1)
(
2− Z
(
σtpfa√
nµc(k)
−
√
n
µc(k)
2σ
)
− pd
)
+ p(H0)
(
pfa − 1 + 2Z
(
σtpd√
nµc(k)
+
√
n
µc(k)
2σ
))
. (3.32)
We find the number of looks required to classify all pixels by setting the right side of (3.29)
equal to the right side of (3.30) and solving forn.
n =
σ2
µc(k)2
(
Z−1
(
1− pfa
2
)
− Z−1(1− pd)
)2
(3.33)
At this point, the desired detection performance, in terms of pd andpfa, will be obtained.
At a number of looks less thann, the desired probability of detection is observed aspm =
1−pd, wherepm is the probability of a miss. Since the threshold for choosing the no-change
hypothesis is based on a desiredpd, thepm corresponding to thatpd is valid throughout.
However, because the threshold for choosing either of the change hypotheses is based on
the desiredpfa, the desiredpd will not be observed until enough looks are accumulated to
classify all pixels. The desired probability of false alarmwill hold from the first look.
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Single Threshold Decisions
Alternatively, if a decision is desired for each pixel immediately, but we still want to
improve results by incorporatingn observations before making a decision, we can set
tpd = tpfa. In this case, the no-decision class will never be selected.If we use (3.29) to
set the theshold, we will obtain a desired detection probability with false alarm probability
given by
pfa = 2− 2Z
(
Z−1(1− pd) +
√
n
µc(k)
σ
)
. (3.34)
As n grows larger, the term inside theZ(·) grows toward one, andpfa shrinks to zero.
Using (3.30) to set the threshold instead, we obtain a desired false alarm probability with a
detection probability given by
pd = 1− Z
(
Z−1
(
1− pfa
2
)
−
√
n
µc(k)
σ
)
. (3.35)
Here the term inside of theZ(·) shrinks to zero with increasingn, andpd grows toward
unity. A constant thresholdt may be chosen if an improvement in bothpd and pfa is
desired. The performance for a constant theshold is
pd = 1− Z
(
σt√
nµc(k)
−
√
n
µc(k)
2σ
)
(3.36)
pfa = 2− 2Z
(
σt√
nµc(k)
+
√
n
µc(k)
2σ
)
. (3.37)
Again we seepd → 1 andpfa → 0 asn → ∞. All of the predictedpd andpfa are given
for pixel-level detection.
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Impact of Parameter µc
Throughout the derivation of our likelihood ratio test, decision rules on the test, and perfor-
mance predictions, the parameterµc is given as the magnitude of change we wish to detect.
Selection of this parameter is application dependent, and should be based on knowlege of
the problem and of the sensor being used. Even so, selection of this parameter may not be
straightforward, and a selected value forµ̂c may not match the trueµc. We first examine
the impact of̂µc on the distribution of the change statistics. The distribution of the change
statistics under the null hypothesis will match those derived in (3.19) and (3.26) with each
µc in the equations being replaced by value ofµ̂c that is selected rather than the true value
of µc. The distribution of the change statistics under the alternative hypotheses for a single
image pair becomes
ℓ(n)a (k)|H1a ∼ N
(
µ̂c
σ2
(
µc −
µ̂c
2
)
,
µ̂2c
σ2
)
(3.38)
ℓ
(n)
b (k)|H1b ∼ N
(
µ̂c
σ2
(
µc −
µ̂c
2
)
,
µ̂2c
σ2
)
, (3.39)
with the extention to multiple image pairs
L(n)a (k)|H1a ∼ N
(
nµ̂c(k)
σ2
(
µc(k)−
µ̂c(k)
2
)
,
nµ̂c(k)
2
σ2
)
(3.40)
L(n)b (k)|H1b ∼ N
(
nµ̂c(k)
σ2
(
µc(k)−
µ̂c(k)
2
)
,
nµ̂c(k)
2
σ2
)
, (3.41)
whereµc(k) is the true difference in the mean value of a pixel between passes and̂µc(k) is
the value that is used in the log-likelihood ratio test.
As the distributions of our log-likelihood tests have changed, it follows that we may
have changes in performance under the different decision rules. Under the two-threshold
decision rule, iftpfa is computed per Equation (3.30) using the selectedµ̂c(k), the chosen
threshold will deliver the desired probability of false alarm. The probability of false alarm
is unaffected by differences between the estimatedµ̂c(k) and the actualµc(k) as the distri-
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butions of the change statistics under the null hypothesis depend only on the noise variance,
σ2 and the selected̂µc(k). Using (3.29) with the selected value ofµ̂c(k) to settpd will result
in an actual probability of detection of
p̂d = 1− Z
(
Z−1(1− pd) +
√
n
σ
(µ̂c(k)− µc(k))
)
, (3.42)
giving us a better than expected probability of detection when µ̂c(k) is chosen to be lower
than the actualµc(k), and worse than expected performance when chosen to be higher than
the actualµc(k). This result is not surprising, as a largerµ̂c(k) results in a greater threshold,
thus allowing fewer detections and vice-versa. As a final note on the two-threshold decision
rule, the number of image pairs needed before all pixels are cl ssified will still be computed
by (3.33) using the selected̂µc(k).
Moving into the single threshold decision rules, we observeif the threshold is selected
based on the desired probability of false alarm using an estimatedµ̂c(k), that again the
desiredpfa is achieved. However, the predicted probability of detection will be given
by (3.35) using the selected value ofµ̂c(k) while the probability of detection that will be
observed is given by the same equation but with the actual value ofµc. Should the threshold
be set via a desired detection probability, the observed detection probability will be given
by Equation (3.42), while the observed false alarm probability will be given by Equation
(3.34) with the selected̂µc(k) and the desired probability of detection. Should a constant
threshold be used to make the decision, the false alarm probability is given by Equation
(3.37) using the selected̂µc(k) and the detection probability will be given by
pd = 1− Z
(
σt√
nµ̂c(k)
−
√
n
2σ
(µc − µ̂c(k))
)
. (3.43)
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3.2 Simulation
We seek to verify the results derived in sections 3.1.2 and 3.1.3 by simulation. In our
simulation, the data will be perfectly registered, and the data will fit the model around which
our methods were constructed. The reference images will be distributed asN(µ
r
, I), where
I represents anN × N identity matrix andN is the number of pixels in the image. The
underlying mean,µ
r
, provides a scene of several squares. The mean within each square is
constant, but the mean of one square may be different than another. An example reference
image with noise included is shown in Figure 3.9. The missionimages will be distributed as
N(µ
m
, I). For unchanged pixels, the values ofµ
m
andµ
r
will be equal. Pixels in which a
change is introduced will have their means changed by±2 in our simulated mission image.
This value is fixed so that performance predictions could be verified. An example of a
simulated mission image is shown in Figure 3.10. Figures 3.11 and 3.12 show the change
image given by the positive-change likelihood ratio after 1and 10 looks. Figures 3.13 and
3.14 show the same but for the negative-change likelihood ratio.
As indicated by the following, all of the simulated results were well-matched with
their theoretical predictions. Figures 3.15 and 3.16 show the predicted and simulated prob-
ability densities under the null and positive-change hypotheses for 1 and 10 image pairs.
Figures 3.17 and 3.18 show the same as Figures 3.15 and 3.16 but for the negative-change
hypothesis instead of the positive-change. Figures 3.19 and 3.20 show the theoretical and
simulated probability of detection and probability of false alarm for a constant threshold
asn increases. Figure 3.21 shows the theoretical and simulatedprobability of false alarm
when the threshold is set by (3.29) with the probability of detection held constant at 0.9.
Figure 3.22 shows the theoretical and simulated probability of detection when the threshold
is set by (3.30) with probability of false alarm held at10−4. Again, simulatedpd andpfa
are given for pixel-level detection. Figure 3.23 shows the proportion of pixels classified vs
the number of looks in the 3 class case.
Frequently, the Gaussian noise assumption does not model physical phenomenon well.
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Figure 3.9: Example of simulated reference image
44
Figure 3.10: Example of simulated mission image
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Figure 3.11: Change image from positive-valued likelihood ratio, 1 look
46
Figure 3.12: Change image from positive-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.13: Change image from negative-valued likelihood ratio, 1 look
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Figure 3.14: Change image from negative-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.15: Predicted densities are well-matched to observations
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Figure 3.16: Predicted densities are well-matched to observations and greater separation
between no-change and positive-change is achieved
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Figure 3.17: Predicted densities are well-matched to observations
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Figure 3.18: Predicted densities are well-matched to observations and greater separation
between no-change and negative-change is achieved
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Figure 3.19: Constant threshold detection probability. Predict d performance is well-
matched to observed performance
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Figure 3.20: Constant threshold false alarm probability. Predicted performance is well-
matched to observed performance
55
0 2 4 6 8 10 12 14 16 18
10
−6
10
−5
10
−4
10
−3
10
−2
10
−1
10
0
Number of looks
p f
a
Probability of False Alarm, Constant Detection Probability
 
 
Simulated
Predicted
Figure 3.21: Probability of false alarm,pd = 0.9. Predicted performance is well-matched
to observed performance
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Figure 3.22: Probability of detection,pfa = 10−4. Predicted performance is well-matched
to observed performance
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Figure 3.23: Proportion of pixels classified vs number of looks. Predicted pixel classifica-
tion rate is well-matched to observed
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We are interested in the performance of our algorithm when thnoise is drawn from a non-
Gaussian distribution and the extent to which our performance predictions remain valid.
As such, we performed a simulation that used noise drawn froma Laplacian distribution of
scaleb = 1√
2
, given by
fx(x) =
1
2b
exp
{
−|x− µ|
b
}
. (3.44)
Laplacian noise is selected as a test case because the heavier tails of the Laplacian dis-
tribution will result in a larger probability of noise corruption being large. The scale has
been chosen such that the variance of the Laplacian noise is equal to that of the Gaussian
noise. The underlying image was the same as in the Gaussian case. Example reference and
mission images corrupted by Laplacian noise are given in Figures 3.24 and 3.25. Figures
3.26 and 3.27 show the change image given by the positive-change likelihood ratio after 1
and 10 looks. The likelihood ratio used here was the same one derive for the Gaussian
case. Figures 3.28 and 3.29 show the same as 3.26 and 3.27 but for the negative-change
likelihood ratio. Detection performance on Laplacian noise corrupted data is given in Fig-
ures 3.30 and 3.31 along with the performance prediction fornormally distributed noise
of the same variance. Like with Gaussian noise, the detection performance improves with
additional views of the scene, however, the performance improves at a slower rate than the
Gaussian case when the variances are equal.
3.3 Measured Imagery
While we obtain the expected performance on perfectly registred data that fits our assump-
tions and desirable results on perfectly registered data drawn from a different exponential
family distribution, we are primarily interested in whether additional image pairs improve
detection performance on measured data that may be drawn from an unknown distribution
and is subject to registration errors. We experiment on the CARABAS-II synthetic aper-
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Figure 3.24: Example of simulated reference image with Laplacian noise
60
Figure 3.25: Example of simulated mission image with Laplacian noise
61
Figure 3.26: Change image from positive-valued likelihood ratio, 1 look
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Figure 3.27: Change image from positive-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
63
Figure 3.28: Change image from negative-valued likelihood ratio, 1 look
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Figure 3.29: Change image from negative-valued likelihood ratio, 10 looks. Changes gain
greater contrast to the background
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Figure 3.30: Probability of false alarm, Laplacian noise, constant threshold. Performance
improves with additional views, but at a slower rate than theGaussian case
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Figure 3.31: Probability of detection, Laplacian noise, constant threshold. Performance
improves with additional views, but at a slower rate than theGaussian case
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ture radar (SAR) image set and the CLIF 2007 WAMI imagery described n Chapter 2. An
example image of each are shown again here in Figures 3.32 and3.34.
We will compare our results to CFAR filtering method describedin [162], as that
method was developed with the CARABAS-II dataset in mind. We first normalize the data
to zero mean and unit variance so that we do not suffer from false arms due to bias in
the change image. We then add additional noise corruption tothe data, as both methods
achieve nearly perfect performance and the difference in performance between the two is
difficult to see in a ROC curve. The four target configurationsallow us to form six sets of
difference images with six images each. We convert these sixsets of difference images to
change images using both our method and the CFAR filtering method. We then sweep a
threshold through a range of values and note the detections and false alarms. Using a truth
mask, we call a detection a true detection if it is contained within the truth mask. Once
a pixel is detected within a truth object (contiguous regionof “true” pixels), that object
is considered detected. Any pixel where a detection is indicated outside of truth objects
will be considered a false alarm. At a given threshold, the probability of detection is given
as the proportion of objects detected, and the probability of false alarm is given as the
proportion of non-truth pixels marked as detections relative o the total number of non-
truth pixels. We compare the ROC curve for the change image using our method with all
six difference images against various decision-level fusion techniques utilizing the CFAR
filtering methods. The results are shown in Figure 3.33. Whileat one point the ROC curve
for “detection in 5 of 6 change images” using the CFAR method shows better performance
than our method, our method performs more favorably at the operating point at the knee of
the curve and at the point where all targets are detected.
For the WAMI images, experiments are focused on the area outlined in red. Truth is
considered to be vehicles that arrive, depart, or change in the focus area. Truth was marked
manually. Scoring was performed in the same manner as for theSAR imagery. Results are
shown in Figure 3.35.
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Figure 3.32: Example CARABAS-II SAR image, contrast enhancement applied
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Figure 3.34: Example WAMI with focus area outlined in red
3.4 Extended Application: Foreground Estimation in Full
Motion Video
The sequential change detection algorithm has shown promise in its ability to perform
foreground estimation in video sequences. Using the UCSD video data set discussed in
Section 2.5.4, we have performed experiments to this end. A sequence of consecutive
images is registered into a common coordinate frame (if needed) and split into a “reference”
and “mission” sequence. The image under test is the last image in the reference sequence.
The sequential change detection algorithm is run on the two sequences, and the results
give a reasonably accurate result for estimating the foregrund in the image. Figure 3.36
shows the results of using sequential change detection for foreground estimation on the
“boats” sequence, which does not require registration. Figure 3.37 shows the results for the
“cyclists” sequence, which requires registration.
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Figure 3.36: Boat sequence. Foreground (boats moving on the harbor) well-estimated by
sequential change detection
Figure 3.37: Cyclists sequence. Foreground (the cyclists) well-estimated by sequential
change detection
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Chapter 4
Cramer-Rao Lower Bounds on
Projective Image Registration from
Feature Points
CRLBs on image registration based on control points have been derive for a wide range
of transformations [2, 3], but not yet for projective transformations. Additionally, works
deriving these lower bounds typically limit their analysisto the transformation parameters.
We also seek to also bound the variance of the estimated position of a transformed pixel.
Furthermore, we wish to estimate second-order statistics on the pixel intensity value at a
registered pixel based on the expected variance in the position estimate.
We have discovered that while the estimated pixel position in the registered image
may be unbiased, the estimated pixel intensity value may notbe. Thus, corrections to the
registered image may be made based on the bias of the estimateo improve its accuracy.
This results in a prediction of the average pixel intensity values for the registered image and
a spatially-varying variance on the pixel intensity valuesthat can be used to identify areas of
the image for which there is low confidence in registered image ccuracy. This information
can aid the performance of applications that depend on accurte image registration.
74
The work presented in this chapter is concerned with computing CRLBs on registra-
tion techniques in which a projective registration transformation between the images is esti-
mated using a set of matched features. Under this approach, aset of features are detected in
each image. Then, a feature-matching algorithm is employedto determine which features
correspond to one another. From the matched features, a registration transformation (in our
case, a projective transformation) is estimated, and the mission image is transformed and
resampled. Numerous techniques for performing each of these four tasks are summarized
in [163].
Information regarding the severity of registration errorscould prove useful in improv-
ing the performance of exploitation algorithms or more accurately declaring decision con-
fidences. If we choose to think of the registration process asthe estimation of an image in
the same coordinate frame as another, given noisy transformed data, we can propagate the
uncertainty in the location of features to determine the expected variance of that estimate.
In this chapter, we derive a CRLB on the variance of the parameters of a projective
transformation estimated from a set of control points. We ext nd this to bound the variance
of the coordinates of a pixel in the transformed image. If we us an efficient estimator to
find the parameters of the registration transformation, thelow r bound will be asymptoti-
cally achieved, and we may predict the distribution of the coordinates of the transformed
pixel. We can then examine local image content and predict second-order statistics on the
estimated pixel intensity values.
The remainder of this chapter will be organized as follows. We derive the CRLB on
the variance of the estimated registration parameters and the variances of the estimated
positions of pixels in the registered image. Next, we discushow the minimum variances
of the pixel position estimates affect the pixel intensity values in the registered image.
Following this discussion, we verify our derivations by simulation and to show results on
measured data.
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4.1 Derivation of CRLB
4.1.1 CRLB on Registration Parameters
The CRLB gives the lower bound on the variance of unbiased estimators and is calculated
as the inverse of the Fisher information matrix for those parameters [164]. LetΣθ be the
CRLB on the covariance matrix of the parameters of the projectiv transformation, and let
Fθ be the corresponding Fisher information matrix such thatΣθ = F
−1
θ . Further, the(i, j)
element ofFθ is computed as [164]
Fθ(i, j) = −E
[
∂2 log(p(u′, v′))
∂θ(i)∂θ(j)
]
=
d
∑
k=1
1
σ2u
∂u(k)
∂θ(i)
∂u(k)
∂θ(j)
+
1
σ2v
∂v(k)
∂θ(i)
∂v(k)
∂θ(j)
, (4.1)
whereE[·] denotes expected value,p(u′, v′) is taken from (2.4), andu andv, defined by
Equations (2.2) and (2.3), have partial derivatives
[
∂u(k)
∂θ
∂v(k)
∂θ
]T
=



x(k) y(k) 1 0 0 0 −x(k)u(k) −y(k)u(k)
0 0 0 x(k) y(k) 1 −x(k)v(k) −y(k)v(k)



θ(7)x(k) + θ(8)y(k) + 1
. (4.2)
In practice, there is no way to know the true values ofu, v, θ(7), andθ(8), so the estimates
of these values must be used. In computingFθ, we must use the estimated values foru and
v given by the feature detector. We find the least-squares estimates forθ(7) andθ(8) using
the detected features and (2.2) and (2.3). Asymptotically,these values should be close
enough to truth to provide a reliable calculation ofFθ. OnceFθ is populated, we compute
Σθ = F
−1
θ .
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4.1.2 Transformation to CRLB on Registered Pixel Position and Sec-
ond Order-Statistics on Intensity
With knowledge of the minimum variance of our transformation parameters,Σθ, we can
compute the minimum variance on the estimated post-registration position of a pixel from
the mission image. In other words, we can compute the expected variance of the registration
position errors. One may compute the minimum variance of a function of a set of estimated
parameters by pre- and post-multiplication of the derivative of the function with respect to
the parameters [164]. So, to find the minimum variance on the estimated position of a pixel
in the registered mission image, given its coordinates in the unregistered mission image
and the minimum covariance matrix of the transformation parameters, we use
Σuv =



σ2û σûσv̂
σûσv̂ σ
2
v̂



=
[
∂û
∂θ
∂v̂
∂θ
]T
Σθ
[
∂û
∂θ
∂v̂
∂θ
]
, (4.3)
where
[
∂û
∂θ
∂v̂
∂θ
]T
is defined as in Equation 4.2. For a given image pair, we initally solve
for the transformation parameters,θ̂, using least-squares. We assume the estimated po-
sitions of features in the reference image are normally distributed with their mean at the
true feature locations. Under these conditions, least-squares is an efficient estimater, and
we can say that the estimate of the transformation parameters asymptotically achieves the
CRLB. In essence, we find the estimated pixel position is normally distributed with the
mean at the location of the corresponding pixel in the reference image and covarianceΣuv.
Additionally,Σuv may vary spatially due to the dependence onx, y, û, andv̂.
Knowing the distribution of the estimated position of each pixel, we are able to com-
pute second-order statistics on the pixel intensity values. The expected pixel intensity value
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is approximated as
µI(û, v̂) ≈ E[Jr(û, v̂)] =
∑
n
∑
q
p(n, q)Jr(n, q). (4.4)
We use the values of the reference image forIr(û, v̂). Forp(n, q), we use a normal distri-
bution with mean at(û, v̂) and covarianceΣuv. The sum is computed over a neighborhood
that includes a sufficiently large amount of the total probability given by p(m,n). In our ex-
periments, we summed over the area covered by three standarddeviations in all directions.
We also wish to know the variance of the registered pixel intensity, given by
σ2CL(û, v̂) = E[(Jr(û, v̂)− E[Jr(û, v̂)])2]
≈
[
∑
n
∑
q
p(n, q)Jr(n, q)
2
]
− µI(û, v̂)2. (4.5)
These second-order statistics can be quite useful for predicting performance and assigning
confidences to decisions made based on post-registration pixel intensity, change detection
being an example, as demonstrated in Chapter 5.
4.2 Simulation
We perform a simulation to verify the accuracy of our CRLB derivations. For our simu-
lation, we make use of the image shown in Figure 4.1. We then apply a known projective
transformation to generate the image shown in Figure 4.2. Weuse the image in Figure 4.1
as the mission image, and wish to register it to the referenceimage given in Figure 4.2.
To perform a registration procedure that fits our assumptions, we select a number of key-
points in the mission image and generate “keypoints” in the ref rence image by applying
the same projective transformation to those points and thenadding noise. Thus if(x, y) are
the keypoints selected in the mission image and(u, v) denotes the transformed keypoints,
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Figure 4.1: Mission image is drawn from WAMI imagery
Figure 4.2: Reference image is generated by transforming themission image
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the keypoints in the reference image are generated by
(û, v̂) = T (x, y) + (n1, n2), (4.6)
where(n1, n2) are independent noise terms drawn from a zero-mean normal distribution
with variancesσ2u andσ
2
v . We estimate transformation parameters,θ̂, from both sets of
keypoints using linear least squares and Equations (2.2) and (2.3). The estimated transfor-
mation is applied to the pixels in the mission image to compute the position of pixels in the
registered image and then the registered mission image itself.
We examine the results in 2 ways. First we look over a range ofσ2u andσ
2
v with a
fixed number of feature points. Next, we vary the number of feature points for a fixedσ2u
andσ2v . We perform this procedure over 10,000 Monte Carlo simulations for each noise
variance level and number of feature points used and comparethe results to the derived
CRLBs on the transformation parameters and the registered pixel positions. We also com-
pare the second-order statistics of the pixel intensities ov r the Monte Carlo simulations to
the statistics predicted by our method.
Selection of feature points when varying the number of feature points is done by ran-
domly selecting 11 to use in the first experiment. For each subsequent test, we use the
same set of points already selected and add another randomlyselected point until 30 fea-
ture points are used. We use this methodology because the results are dependent on the
spatial location of the feature points, and we wish to verifythat variance decreases as fea-
ture points are added.
We first examine the variance of the transformation parameters over the simulations
and compare it to the CRLB computed via our method. The results in Figures 4.3 through
4.5 compare the CRLB of the eight transformation parameters tothe observed variance
of those same parameters as the power of the noise added to thefea ure point locations
is varied. Figures 4.6 through 4.8 show the same, but as the number of feature points is
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increased. The observed variance of the transformation parameters appears to achieve the
CRLB in both figures. There is sudden drop in the variance of the paramters that occurs
when the 22nd feature point is added. The first 21 selected points are within the feature-rich
regions near the center of the image. The 22nd selected pointis in the far lower right corner
of the image. As a result, the spatial diverstiy of the feature point set is greatly increased,
resulting in a better estimate of the transformation.
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Figure 4.3: Variance of parameters achieves the CRLB
Next, we examine the covariance of the coordinates of registred pixels. We select the
pixel at (100, 100) in the mission image, and its position in the registered image. Figure
4.9 shows the variance/covariance of this pixel’s positionas the power of the noise added
to the original feature points in the reference image is varied. Figure 4.10 shows the same,
but as the number of feature point pairs is varied. These figures show the variance of the
registered pixel position appears to achieve the CRLB.
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Finally, we examine the mean and variance of the intensity over a cross-section of the
registered image and compare them to the intensity mean and variance that we predict for
those pixels. The results are shown in Figures 4.11 and 4.12.The predicted mean intensities
appear to be well matched to the observed mean intensities. Particularly interesting is that
the observed mean intensity is more closely matched to the predicted mean intensity than
it is to the reference image intensities. The mean squared difference between the predicted
mean intensities and the observed mean intensities is 2.08 while the mean squared differ-
ence between the intensities in the raw reference image and the observed mean intensities
is 2.54. Further, the mean squared error beteween individual registration estimates and the
predicted mean was 17.39 while the mean squared error between individual registration
esimates and the raw reference image was 17.88. Predicted intensity variances appear to be
well matched to observed intensity variances. While pixel intensity variances are not per-
fectly predicted, our predictions are better matched to theobserved variance than assuming
some constant level of induced variance.
4.3 Results Using Adjacent Frames from a Wide-Area Mo-
tion Imaging Sensor
We will now examine our CRLB as computed for a pair of images fromthe CLIF 2007
Wide Area Motion Imagery data set collected by the Air Force Research Laboratory [1].
This data set contains4016 × 2672 pixel electro-optic images captured from an airborne
platform at approximately 2 frames per second. Figures 4.13and 4.14 show the specific
reference and mission images used.
We estimate the registration transformation by detecting and matching keypoints be-
tween the images [129, 132], then solving for the transformation parameters using least-
squares. Keypoints are detected using a variant of the SIFT algorithm [130], so we will
set the variance on the position of the detected keypoints equal to a fraction of variance
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Figure 4.13: Example reference image
Figure 4.14: Example registered mission image
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of the Gaussian lowpass filter at the base scale of the keypoint detector. Using Equation
(4.1), we compute the CRLB on the the covariance of the transformation parameters. We
then convert that to the CRLB on the position of the registered pixels using Equation (4.3).
Figure 4.15 shows ellipses drawn at 150 standard deviationsof registered pixel position
in different areas of the image. These ellipses are drawn at such a large multiple of the
variance so that they are easily visible in the image.
Figure 4.15: CRLB ellipses on registered pixel position
First, we observe that the CRLB is spatially varying, as we noted earlier. Next, we
observe the variances of the registered pixel positions aregreater toward the edges of the
image than the middle and even greater in the corners of the image. We hypothesize this is
due to error in the rotational and projective components of the registration transformation
causing a greater error in pixel position at the edges and corners. Finally, we use the
local CRLB on position variance to compute approximate secondorder statistics of the
probability density of the pixel intensity.
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Figure 4.16: Pixel intensity variance. Nonlinear contrastenhancement has been applied
The variance of the pixel intensities are shown in Figure 4.16. Contrast enhancement
techniques have been applied for easier viewing. The mean ofthe pixel intensities is visu-
ally indistinguishable from the registered mission image shown in Figure 4.14. However,
viewing a difference image between the two reveals that there are some notable variations,
shown in Figure 4.17.
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Figure 4.17: Difference between registered mission image and local means of registered
pixel intensities. Nonlinear contrast enhancement has been applied
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Figure 4.18: Annotated change image between reference and registered mission images
Nonlinear contrast enhancement has been applied
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This information can be used to find areas of the registered image affected by reg-
istration error. Figure 4.18 shows the difference image betwe n the reference image and
the registered mission image. Pixels that are very bright orvery dark are indicative of
perceived changes between the images. Note that stronger contrast enhancement has been
applied to the the image in Figure 4.17 than to the image in Figure 4.18. We see that the
difference between the predicted mean of the pixel intensities and the registered mission
image matches some of the differences highlighted in the change image. These differences
are those caused by registration error induced by error in featur point location. We also
note that there are differences caused by other sources thatour model does not account for.
Dominant sources of changes besides registration error include parallax-induced changes
on tall structures, changes in glint angle to reflective surfaces causing glint spots to move,
and actual changes caused by vehicles moving in the time between frames. The latter of
these is considered to be desired change to detect.
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Chapter 5
Improving Change Detection Results
with Knowledge of Registration
Uncertainty
Knowledge of the registration uncertainty gained from computing the CRLB on image
registration can be used to improve change detection results. In this chapter, we derive a
method for improving change detection results by accounting for the average bias and addi-
tional variance induced in the pixel intensities of the change image due to misregistration.
Our formulation is based on the statistical characterization of the estimate of the transfor-
mation used for registration, which we derived in the previous chapter (Chapter 4). We
incorporate the predicted bias and variance of the pixel intnsi ies into the log-likelihood
ratio test derived in Chapter 3 in order to improve its performance.
The remainder of this chapter will be organized as follows. Section 5.1.1 shows how
the predicted bias and variance of the pixel intensities of aregistered image affect the dis-
tribution of a difference image. Next, Section 5.1.2 derives a new likelihood ratio test that
accounts for the bias and variance induced by misregistration. Following this derivation,
Section 5.2 demonstrates via Monte Carlo simulations that using the new likelihood ratio
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test for change detection can obtain improved results when assumptions are met. Sec-
tion 5.3 demostrates this method can improve detection results when using measured data
as well.
5.1 Methodology
5.1.1 Prediction of Effects of Registration Error in Difference Image
We again assume that feature point locations in the referencimage contain Gaussian un-
certainty. We may predict the uncertainty present in our registration estimates. From Chap-
ter 4, one may treat image registration as an estimation problem. The uncertainty in the
estimated positions of feature points, along with the registration model, can be used to
characterize the uncertainty in the estimated registration transformation and in the position
of pixels in the registered image. Knowledge of the uncertainty in the positions of pixels
in the registered image allows us to predict the second-order statistics of the intensity of
a pixel at a given position in the registered image. While we will be using the predicted
intensity variance directly to improve our change detection results, we must convert the pre-
dicted average intensity into a predicted clutter intensity o that it can be used to account
for expected clutter in the difference image. The predictedlutter intensity is computed as
µCL(u, v) = µI(u, v)− Jr(u, v), (5.1)
whereµCL(u, v) is the predicted clutter intensity,µI(u, v) is the predicted average intensity
of the registered mission image if no change is present givenby Equation (4.4), andJr(u, v)
is the intensity of the raw reference image.
We now collapse the reference and mission images, as well as the predicted clutter
intensity, into column vectors by stacking their columns for ease of representation. These
arrays will now be denoted byr, m, andµ
CL
, respectively. The registration-induced com-
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ponent of the change image covariance matrix,ΣCL, is a diagonal matrix with the diagonal
entries computed asσ2CL(u, v) from Equation (4.5). Let the mission image have a normal
distribution with scene-dependent meanµ
m
and varianceσ
2
2
, with the density of a single
pixel denoted bym(k) ∼ N
(
µm(k),
σ2
2
)
, and let the reference image also have a normal
distribution with the same variance but with scene-dependent m anµ
r
, with the density of
a single pixel denoted byr(k) ∼ N
(
µr(k),
σ2
2
)
. If these images were perfectly registered,
the distribution of their difference,γ, would have a mean equal toµ
m
−µ
r
and a variance of
σ2. However, the variance induced by registration errors willsum with the already present
noise variance, and the predicted clutter mean will introduce a mean shift in the difference
image. As a result, the difference image has meanµ
m
−µ
r
+µ
CL
and varianceΣCL+σ2I.
A single pixel at indexk in the difference image is distributed as
γ(k) ∼ N
(
µm(k)− µr(k) + µCL(k),ΣCL(k, k) + σ2
)
. (5.2)
Under a hypotheses of no change (H0), positive-valued change (H1a), and negative-valued
change (H1b), a pixel in the change image will have the following distributions:
γ(k)|H0 ∼ N(µCL(k),ΣCL(k, k) + σ2) (5.3)
γ(k)|H1a ∼ N(µc(k) + µCL(k),ΣCL(k, k) + σ2) (5.4)
γ(k)|H1b ∼ N(−µc(k) + µCL(k),ΣCL(k, k) + σ2), (5.5)
whereµc(k) = µm(k)− µr(k).
5.1.2 Improving Change Detection Results Using Predicted Intensity
Statistics
In Chapter 3, we develop a statistical change detection algorithm that makes use of multiple
images in two passes of a scene. This algorithm is based on a likelihood ratio test using
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the distribution of pixels in the change image under the three hypotheses in Equations
(5.3) through (5.5). We now update this likelihood ratio test to include the clutter bias
and additional variance induced by registration error, such that Equations (3.2) and (3.3)
become
l(i)a (k) =
p(γ(i)(k)|H1a)
p(γ(i)(k)|H0)
=
exp
{
−(γ(i)(k)−µ(i)
CL
(k)−µ̂c(k))2
2(Σ
(i)
CL
(k,k)+σ2)
}
exp
{
−(γ(i)(k)−µ(i)
CL
(k))2
2(Σ
(i)
CL
(k,k)+σ2)
} (5.6)
l
(i)
b (k) =
p(γ(i)(k)|H1b)
p(γ(i)(k)|H0)
=
exp
{
−(γ(i)(k)−µ(i)
CL
(k)+µ̂c(k))2
2(Σ
(i)
CL
(k,k)+σ2)
}
exp
{
−(γ(i)(k)−µ(i)
CL
(k))2
2(Σ
(i)
CL
(k,k)+σ2)
} (5.7)
respectively, and following a similar derivation, for a log-likelihood ratio test for multiple
image pairs Equations (3.7) and (3.8) from Chapter 3 become
L(n)a (k) =
n
∑
i=1
1
2(Σ
(i)
CL(k, k) + σ
2)
(2µ̂c(k)γ
(i)(k)− 2µ̂c(k)µ(i)CL(k)− µ̂c(k)2) (5.8)
L(n)b (k) =
n
∑
i=1
1
2(Σ
(i)
CL(k, k) + σ
2
(−2µ̂c(k)γ(i)(k) + 2µ̂c(k)µ(i)CL(k)− µ̂c(k)2) (5.9)
respectively, when registration uncertainty is included.As in Chapter 3, selection of̂µc(k)
is dictated by application and selected to be either an estimate of the magnitude of the
change or to be the smallest change magnitude that we wish to detect.
5.1.3 Decision Rules and Performance Prediction
The decision rules and performance prediction derived for sequential change detection in
Chapter 3 assumed perfect registration. Imperfectly registred data will not adhere to the
performance predictions given in that paper when the likelihood ratio test from that paper is
used. However, when using our updated likelihood ratio test, he induced bias and variance
due to registration uncertainty is accounted for and the performance predictions should
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approximately hold ifσ2 is replaced withΣ(i)CL(k, k)+σ
2. The clutter mean included in the
likelihood ratio test, in theory, will negate the bias induced by registration uncertainty and
the updated variance term accounts for the additional variance. Additionally, asΣ(i)CL(k, k)
is spatially varying, it follows that a spatially varying threshold may be required for certain
desired performance characteristics, such as a constant false al rm rate. While we expect
detection performance predictions will be approximately accurate, the “noise” induced by
misregistration has non-Gaussian components which may dimish the accuracy of those
predictions.
5.1.4 Note on Computational Complexity
This section discusses the computational complexity of computing the CRLB on registra-
tion, on registered pixel position, and the predicted mean and intensity values. We include
a discussion of the algorithm’s complexity because, as the results in the next two sections
show, the improvement in detection performace gained from this algorithm appears to be
small. As such, one may desire knowledge of the complexity ofhis algorithm for deciding
whether its benefits are worth its computational costs. The cost of constructing the Fisher
information matrix grows linearly with the number of feature points. Conversion to the
CRLB is a fixed cost for inverting an8 × 8 matrix. Cost of conversion to the CRLB on
registered pixel position scales linearly with the number of pixels in the image. Finally,
computing the predicted mean and variance images is well modeled as convolution with an
adaptively weighted filter. As the weights of the filter change based on pixel position, per-
forming convolution via fast-Fourier transform is not an opti n. Thus for each ofN pixels,
M operations are required, whereM is the number of pixels in the filter. This results in a
complexity ofMN . Practially speaking, so long as the variance in detected featur point
position is low and/or the number of feature points used to esimate the transformation is
large, the filter size will be small, and this convolution canbe performed quickly.
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5.2 Simulation
We perform a simulation to determine whether the inclusion of predicted registration error
information in the likelihood ratio test can improve detection results. For our simulation,
we make use of an image from the CLIF 2007 motion imagery data set, publicly available
from the Air Force Research Laboratory [1]. We apply a known projective transformation
to generate the image shown in Figure 5.1, we then add noise and use the resulting image
as the reference image. We next add a number of changes and an iependent realization
of the noise to the original image to obtain Figure 5.2, whichwe use as the mission image.
Figures 5.3 and 5.4 show a zoomed view to highlight the changes made. We copied a car
from one of the parking lots in the image and used it as the basis for the artificial changes.
From top left to lower right in both zoomed in views of the changes, the artificial change
is introduced at its full brightness,1
2
brightness, 1
10
brightness, and1
50
brightness. The
first two changes are examples of positive-valued change, the third is an example of low
contrast change (negative-valued in this case), and the last is n example of high contrast
negative-valued change.
We select a number of feature points in the mission image and ge erate feature points
in the reference image by applying the same projective transformation to those points and
adding noise. Thus, if(x, y) are the keypoints selected in the mission image and(u, v)
denotes the transformed keypoints, the keypoints in the reference image are generated by
(û, v̂) = T (x, y) + (n1, n2), (5.10)
where(n1, n2) are independent noise terms drawn from a zero-mean normal distribution
with variancesσ2u andσ
2
v . We estimate transformation parameters,θ̂, from both sets of
keypoints using linear least squares and Equations (2.2) and (2.3). The estimated transfor-
mation is applied to the pixels in the mission image to compute the position of pixels in the
registered mission image and then the registered mission image itself.
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Figure 5.1: Reference image is generated by transforming WAMI image
Figure 5.2: Mission image is generated by adding changes to WAMI image
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Figure 5.3: Changes introduced near an edge
105
Figure 5.4: Changes introduced in a flat background
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We examine the results of the algorithm over 1,000 Monte Carlosimulations. Each
simulation has independent noise realizations for the locati ns of detected feature points in
the reference image. Beginning at the sixth iteration, we begin computing change images
using our sequential change detection statistics. Change images are computed for four
different cases: using no registration information in the lik lihood ratio, using only the
predicted bias in the likelihood ratio, using only the predicted variance in the likelihood
ratio, and using both the predicted bias and variance in the likelihood ratio. For each of the
four cases, we compute change images using one to six image pairs and count detections
and false alarms as a function of a threshold applied to the change images.
The receiver operating characteristic (ROC) curves in Figure 5.5 show change detec-
tion results for the four cases listed when one image pair is used to compute the change
image. Figure 5.6 shows the same but when six image pairs are used to compute the
change image. Our simulation demonstrates that including information about both the bias
and variance induced by the registration error into our likelihood ratio test results in the
best performance of the four options, but the majority of theperformance increase comes
from including knowledge of the registration induced variance. In Figure 5.7, we show
detection performance improves with additional views of the scene. The flat region near
detection probability0.87 occurs on account of the separation of the distributions of targets
with different mean intensity values.
5.3 Results Using Two Passes of Wide Area Motion Im-
agery Data
We extend our simulation to examine the results obtained when performing change de-
tection on two sequences of measured WAMI data. We register image via the method
described in Section 2.3. CRLB statistics are computed from matched point pairs and an
estimate of the variance in the feature point locations (found for our experiment by observ-
107
10
−2.8
10
−2.7
10
−2.6
0.97
0.975
0.98
0.985
0.99
0.995
1
Detection Performance for Likelihood Ratio Test, 1 Image Pair
p
fa
p d
 
 
Bias and Variance Adjustment Applied
Only Variance Adjustment Applied
Only Bias Adjustment Applied
No Adjustment
Figure 5.5: Change detection performance improved via regist ation uncertainty informa-
tion
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Figure 5.7: Additional views of the scene also grant a performance boost
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ing the variance level from the simulation that produced similar errors). We register each
image in the mission sequence to the corresponding image in the reference sequence and
form change images for each registered pair using the log-likelihood ratio change statistic,
using no adjustment, bias adjustment, variance adjustment, and both bias and variance ad-
justment. We then compute the transformations required to register each reference image
to a common coordinate frame, but apply these transformations t the change images to
bring them into a common coordinate frame. Summing these change images produces a
change image computed equivalently to the sequential change statistic given in Chapter 3.
We compute these sequential change images for one through three image pairs. We sweep
a threshold through a range of values and compute the probabilities of detection and false
alarm.
The results are shown in Figures 5.8 through 5.10. The results were computed only
for the area outlined in red in Figures 5.11 and 5.12. The onlycurves shown are for when
no adjustments are made and when both bias and variance adjustment are made. When
both adjustments are made, performance improves slightly over unadjusted data. Figures
5.13 and 5.14 show some of the false alarms that are eliminated at the same probability of
detection due to the registration error adjustment, with each f lse alarm denoted by a red
mark. Vehicles of very bright intensity caused false alarmswhen misregistration caused the
bright vehicle paint to be compared to dark windows and pavement. Some of these false
alarms are eliminated due to the registration uncertainty adjustment.
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Figure 5.11: Area of focus in red
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Figure 5.12: Zoomed view of focus area
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Figure 5.13: False alarms with adjustments
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Figure 5.14: False alarms without adjustments
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Chapter 6
Image change detection using sparse
representations
We have developed an algorithm that uses sparse overcomplete representations of images
to detect change in a mission image given a sequence of reference images. We assume that
the mission image can be represented as a linear combinationof reference images and the
changes that occurred between image collections. The solution to this linear combination
with minimumℓ1 norm is sparse with energy concentrated at a small number of rference
images and changes.
The results presented in this chaper are organized as follows. Section 6.1 describes
our algorithm. Section 6.2 details the experiments that we performed and shows the results.
6.1 Change Detection Algorithm
We wish to determine where changes have occurred in an image under test (i.e. the mission
image) with respect to a sequence of reference images. Each image in the sequence is
reshaped into a vector by stacking its columns. By representing the images in this way, we
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can form a matrix by horizontally appending the sequence of rference images.
Ar = [r
(1), r(2), ..., r(n)], (6.1)
wherer(i) is and × 1 column vector representing theith observation and is the number
of pixels in the observation. We then append and × d matrixΨ whose columns form an
orthonormal basis, giving us
A = [Ar Ψ]. (6.2)
We assume that that the mission image can be represented by a linear combination of ref-
erence image and changes, given by
m = Az + w = [Ar Ψ]



zr
zΨ



+ w, (6.3)
whereArzr represents the components ofm that can be represented by past observations.
In the case thatm is well-aligned with one or more reference images, we expectthatzr will
be relatively sparse. The imageΨzΨ should represent areas ofm that have changed, andw
represents measurement noise and model errors.
The system of equations formed byAz = m will be underdetermined and thus have
an infinite number of solutions. We choose the solution that satisfies
ẑ = argmin
ẑ
||ẑ||1, subject to |Aẑ − y| < ǫ. (6.4)
Provided alignment with reference images, the energy inẑ will be concentrated in a few ele-
ments corresponding to the closest matching reference images nd elements corresponding
to the appended orthonormal basis. The latter of these concentrations indicate the location
and severity of changes that have occurred between the refernce and mission images.
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For our experiments, we used the orthogonal matching pursuit algorithm (OMP)[137]
to find ẑ. The OMP algorithm adds a dictionary element to the solutionat each iteration.
The dictionary element that has the largest inner product with the residual,e, is added to
the model. Initially,e is set equal tom. Then, the set of dictionary elements that have been
selected are appended to form a matrixA′. A representation ofm is then formed using the
selected elements by
ẑ = A′+m, (6.5)
whereA′+ is the pseudo-inverse ofA′. A residual is then computed by
e = m− A′ẑ, (6.6)
which will be used in the next iteration to select the next dicionary element to be added to
the solution.
6.2 Experiments
6.2.1 Experiments on LEGO R© data set
We test this algorithm on the LEGOR© data set described in Chapter 2. The entire referece
sequence is used in the dictionary, and change detection is performed on a single mission
image. In the sparse solution toAz = y, elements corresponding to the orthonormal
basis that have nonzero energy are considered detected changes. Figures 6.1 and 6.2 show
example images before and after the change occurred from approximately the same aspect
angle. Red pixels in Figure 6.3 show the detections generatedon a particular test image.
Note that these images were downsampled by a factor of 8 in each dimension. At the
time, this was necessary to allow a desktop computer with limited memory to handle the
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Figure 6.1: Example Reference Image
122
Figure 6.2: Example Mission Image, change is yellow cylindrical object
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processing. Memory efficiency gains via sparse matrix representations have since made
downsampling unnecessary. OMP ran through 100 iterations to arrive at this result.
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Figure 6.3: Detections for LEGOR© data
6.2.2 Experiments on CLIF 2007 WAMI
For this set of experiments we move to measured data from the CLIF 2007 WAMI dataset.
We utilize the same set of five reference images used for the sequential change detection
experiment in Chapter 3 and the first image from the sequence ofmission images used in
that experiment. All images are registered to a common coordinate frame, and we run the
sparsity-based change detection algorithm using the five reference images and an identity
basis as the overcomplete dictionary. Change detection results are displayed on the mission
image in Figure 6.4. The detection performance of the sparsity-based algorithm is shown
in Figure 6.5
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Figure 6.4: Detections CLIF 2007 WAMI
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6.3 Extended Application: Foreground Estimation in Full
Motion Video
Like the sequential change detection algorithm, the sparsity-based change detection algo-
rithm has shown promise in its ability to perform foregroundestimation in video sequences.
Using the UCSD video data set discussed in Chapter 2, we have perform d experiments to
this end. A sequence of consecutive images is registered into a common coordinate frame
(if needed). The image under test is the last image in the sequence, and the remaining im-
ages become elements of the overcomplete dictionary. The sparsity-based change detection
algorithm is run on the image under test using the dictionaryconstructed from the remain-
ing images in the sequence and an identity basis. The resultsgive a reasonably accurate
result for estimating the foreground in the image. Figure 6.6 shows the results of using
sparsity-based change detection for foreground estimation on the “boats” sequence, which
does not require registration. Figure 6.7 shows the resultsfor he “cyclists” sequence, which
requires registration. This algorithm performs favorablycompared to the sequential algo-
rithm on the “cyclists” case due to the sparsity constraint,however, the appended identity
bases causes a large response in the boats sequence due to reflec ions off the water blinking
on and off.
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Figure 6.6: Foreground well-estimated by sparsity-based change detection
Figure 6.7: Foreground well-estimated by sparsity-based change detection
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Chapter 7
Closing Remarks
In this chapter we summarize the contributions of this research (Section 7.1), discuss ex-
pected impacts (Section 7.2), and give direction for futureresearch (Section 7.3).
7.1 Summary of Contributions
In this dissertation, a new sequential change detection algorithm is presented. This al-
gorithm improves change detection results by using multiple images for each pass of the
scene. This improvement has been verified by simulation in Figures 3.19 through 3.22
when data is perfectly registered and pixel intensities areno mally distributed. Change de-
tection results are also improved when the noise added to pixel intensities has a Lapalacian
distibution, albeit at a slower rate than when Gaussian noise is applied, as shown in Figures
3.30 and 3.31. The utility of our sequential change detection algorithm is also demonstrated
on measured data in Figures 3.33 and 3.35.
A CRLB is derived for the estimation of a projective registration transformation from
feature points. The bounds on the transformation parameters can be extended to bounds on
the position of pixels in the registered image. As an efficient estimator is used to estimate
the transformation, the CRLB will be achieved. Thus, the actual variance of the transfor-
mation estimate and pixel positions are computed. From the variance on pixel position,
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we compute a prediction of the second order statistics of pixel intensities in the registered
image. Simulations verify that the covariance of the estimate of the transformation meets
the CRLB, that the covariance of the position of registered pixels meets the CRLB, that
the predicted variance in pixel intensities is well matchedto the observed variance in pixel
intensities, and that the predicted mean intensity is better matched to the observed mean
intensity than the raw reference image.
Using the CRLB to characterize the uncertainty in image registrat on, we are able
to predict the bias and variance induced in the change image by r gistration uncertainty.
Given this information, we derive a novel likelihood ratio change statistic that accounts for
registration uncertainty. We showed by simulation that when the registration uncertainty
fits our assumptions, the updated change statistic providesimproved detection performance
over a similar change statistic that does not account for registration uncertainty. We also
demonstrated the utility of our method on measured data.
Finally, we developed a change detection algorithm based oncompressive sensing
techniques. This algorithm uses reference images and an orthon rmal basis as a dictio-
nary to represent a new image. Components of the representation which correspond to
the orthonormal basis are indicative of change. The applicabi ty of compressive sensing
techniques to change detection is demonstrated on measureddata.
7.2 Expected Impact
Pass-to-pass change detection can be improved by using multiple images on each pass. The
sequential log-likelihood ratio test may also be modified toefficiently perform other image
analysis tasks over multiple images (such as anomaly detection for a single pass).
The CRLB for image registration provides information regarding changes in the statis-
tics of pixel intensities due to registration uncertainty.While we have specifically high-
lighted the utility of this information in improving changedetection, this information will
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benefit other exploitation tasks that make decisions based on pixel intensity values or mea-
sured derived from pixel intensity values.
7.3 Future Research
This work primarily focused on statistical characterization of several different signal ex-
ploitation problems. Each characterization began with an assumed distribution on pixel
intensities or feature locations. More accurate models forthese starting distributions when
using measured data would allow for more accurate statistical characterization if the math
is tractible. Additionally, methods presented in this research may have their results cor-
rupted from various physical phenomenon such as changes in incident angle to reflective
surfaces, changes in the location of light sources, and parallax. Methods for detecting these
and appropriately accounting for these phenomena have the po ential for improving change
detection and other tasks. Finally, for each experiment performed, the images were manu-
ally selected. Methods for determining which parts of the data are suitable for comparison
will allow for much greater efficiency in performing exploitation tasks.
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[4] M. Dumskyj, S. Aldington, C. Doŕe, and E. Kohner, “The accurate assessment of
changes in retinal vessel diameter using multiple frame electrocardiograph synchro-
nised fundus photography,”Current eye research, vol. 15, no. 6, pp. 625–632, 1996.
[5] L. Lemieux, U. Wieshmann, N. Moran, D. Fish, and S. Shorvon, “The detection
and significance of subtle changes in mixed-signal brain lesions by serial mri scan
matching and spatial normalization,”Medical Image Analysis, vol. 2, no. 3, pp. 227–
242, 1998.
132
[6] J. Thirion and G. Calmon, “Deformation analysis to detectand quantify active
lesions in three-dimensional medical image sequences,”Medical Imaging, IEEE
Transactions on, vol. 18, no. 5, pp. 429–441, 1999.
[7] D. Rey, G. Subsol, H. Delingette, and N. Ayache, “Automatic detection and segmen-
tation of evolving processes in 3d medical images: Application o multiple sclero-
sis,” Medical Image Analysis, vol. 6, no. 2, pp. 163–179, 2002.
[8] M. Bosc, F. Heitz, J. Armspach, I. Namer, D. Gounot, and L. Rumbach, “Automatic
change detection in multimodal serial mri: application to multiple sclerosis lesion
evolution,”Neuroimage, vol. 20, no. 2, pp. 643–656, 2003.
[9] Q. Liu, R. J. Sclabassi, and M. Sun, “A new change detectionmethod and its appli-
cation to epilepsy monitoring video,” in2004. Proceedings of the IEEE 30th Annual
Northeast Bioengineering Conference, 2004, pp. 59–60.
[10] J. Collins and C. Woodcock, “An assessment of several linear change detection tech-
niques for mapping forest mortality using multitemporal landsat tm data,”Remote
Sensing of Environment, vol. 56, no. 1, pp. 66–77, 1996.
[11] A. Huertas and R. Nevatla, “Detecting changes in aerial views of man-made struc-
tures,” inComputer Vision, 1998. Sixth International Conference on. IEEE, 1998,
pp. 73–80.
[12] L. Bruzzone and D. Prieto, “An adaptive semiparametric and context-based approach
to unsupervised change detection in multitemporal remote-sensing images,”Image
Processing, IEEE Transactions on, vol. 11, no. 4, pp. 452–466, 2002.
[13] S. S. Han, H. T. Li, and H. Y. Gu, “The study of land use change detection based on
object-oriented analysis,” inEarth Observation and Remote Sensing Applications,
2008. EORSA 2008. International Workshop on, Beijing, 2008, pp. 1–6.
133
[14] K. Liu, B. Ai, and S. Wang, “Fish-pond change detection based on short term time
series of radarsat images and object-oriented method,” inImage and Signal Process-
ing (CISP), 2010 3rd International Congress on, vol. 5, 2010, pp. 2175 –2179.
[15] J. Whorff and L. Griffing, “A video recording and analysissystem used to sample
intertidal communities,”Journal of experimental marine biology and ecology, vol.
160, no. 1, pp. 1–12, 1992.
[16] W. Kan, J. Krogmeier, and P. Doerschuk, “Model-based vehicl tracking from image
sequences with an application to road surveillance,”Optical Engineering, vol. 35, p.
1723, 1996.
[17] E. Landis, E. Nagy, D. Keane, and G. Nagy, “Technique to measure 3d work-of-
fracture of concrete in compression,”Journal of engineering mechanics, vol. 125, p.
599, 1999.
[18] G. Nagy, T. Zhang, W. Franklin, E. Landis, E. Nagy, and D.Keane, “Volume and sur-
face area distributions of cracks in concrete,” inProceedings of the 4th International
Workshop on Visual Form. Springer-Verlag, 2001, pp. 759–768.
[19] K. Lebart, E. Trucco, and D. Lane, “Real-time automatic sea-floor change detection
from video,” inOCEANS 2000 MTS/IEEE Conference and Exhibition, v l. 2. IEEE,
2000, pp. 1337–1343.
[20] D. Edgington, K. Salamy, M. Risi, R. Sherlock, D. Walther,and C. Koch, “Auto-
mated event detection in underwater video,” inOCEANS 2003. Proceedings, vol. 5.
IEEE, 2003, pp. P2749–P2753.
[21] C. Fang, S. Chen, and C. Fuh, “Automatic change detection ofdriving environments
in a vision-based driver assistance system,”Neural Networks, IEEE Transactions on,
vol. 14, no. 3, pp. 646–657, 2003.
134
[22] A. Schaum, E. Allman, J. Kershenstein, and D. Alexa, “Hyperspectral change
detection in high clutter using elliptically contoured distributions,” in Algorithms
and Technologies for Multispectral, Hyperspectral, and Ultraspectral Imagery XIII,
S. S. Shen and P. E. Lewis, Eds., vol. 6565, no. 1. SPIE, 2007, p. 656515.
[Online]. Available: http://link.aip.org/link/?PSI/65 /656515/1
[23] A. Singh, “Digital change detection techniques using remotely-sensed data,”Inter-
national Journal of Remote Sensing, vol. 10, no. 6, pp. 989–1003, 1989.
[24] P. Coppin and M. Bauer, “Digital change detection in forest ecosystems with remote
sensing imagery,”Remote Sensing Reviews, vol. 13, no. 3, pp. 207–234, 1996.
[25] R. J. Radke, S. Andra, O. Al-Kofahi, and B. Roysam, “Image change detection al-
gorithms: a systematic survey,”IEEE transactions on image processing, vol. 14, pp.
294–307, 2005.
[26] A. Elfishawy, S. Kesler, and A. Abutaleb, “Adaptive algorithms for change detection
in image sequence,”Signal Processing, vol. 23, no. 2, pp. 179–191, 1991.
[27] Z. Jain and Y. Chau, “Optimum multisensor data fusion forimage change detection,”
Systems, Man and Cybernetics, IEEE Transactions on, v l. 25, no. 9, pp. 1340–1347,
1995.
[28] D. Gibbins, G. Newsam, and M. Brooks, “Detecting suspicious background changes
in video surveillance of busy scenes,” inApplications of Computer Vision, 1996.
WACV’96., Proceedings 3rd IEEE Workshop on. IEEE, 1996, pp. 22–26.
[29] M. Hotter, R. Mester, and M. Meyer, “Detection of moving objects using a robust
displacement estimation including a statistical error analysis,” in Pattern Recogni-
tion, 1996., Proceedings of the 13th International Conference on, vol. 4. IEEE,
1996, pp. 249–255.
135
[30] C. Wren, A. Azarbayejani, T. Darrell, and A. Pentland, “Pfinder: Real-time tracking
of the human body,”Pattern Analysis and Machine Intelligence, IEEE Transactions
on, vol. 19, no. 7, pp. 780–785, 1997.
[31] M. Carlotto, “Detection and analysis of change in remotely sensed imagery with
application to wide area surveillance,”Image Processing, IEEE Transactions on,
vol. 6, no. 1, pp. 189–202, 1997.
[32] T. Kanade, R. Collins, A. Lipton, P. Burt, and L. Wixson, “Advances in cooperative
multi-sensor video surveillance,” inProceedings of DARPA Image Understanding
Workshop. Citeseer, 1998.
[33] K. Toyama, J. Krumm, B. Brumitt, and B. Meyers, “Wallflower:Principles and
practice of background maintenance,” iniccv. Published by the IEEE Computer
Society, 1999, p. 255.
[34] N. Paragios and G. Tziritas, “Adaptive detection and loca ization of moving objects
in image sequences,”Signal Processing-Image Communication, vol. 14, no. 4, pp.
277–296, 1999.
[35] R. Collins, A. Lipton, T. Kanade, H. Fujiyoshi, D. Duggins, Y. Tsin, D. Tolliver,
N. Enomoto, O. Hasegawa, P. Burtet al., A system for video surveillance and moni-
toring. Citeseer, 2000.
[36] M. Carlotto, “Nonlinear background estimation and change detection for wide-area
search,”Optical Engineering, vol. 39, p. 1223, 2000.
[37] A. Cavallaro and T. Ebrahimi, “Video object extraction based on adaptive back-
ground and statistical change detection,” inProceedings of SPIE, vol. 4310, 2000, p.
465.
136
[38] S. Huwer and H. Niemann, “Adaptive change detection forreal-time surveillance
applications,” inVisual Surveillance, 2000. Proceedings. Third IEEE International
Workshop on. IEEE, 2000, pp. 37–46.
[39] C. Stauffer and W. Grimson, “Learning patterns of activity using real-time tracking,”
Pattern Analysis and Machine Intelligence, IEEE Transactions on, vol. 22, no. 8, pp.
747–757, 2000.
[40] J. Rittscher, J. Kato, S. Joga, and A. Blake, “A probabilistic background model for
tracking,”Computer VisionECCV 2000, vol. 2488, pp. 336–350, 2000.
[41] B. Stenger, V. Ramesh, N. Paragios, F. Coetzee, and J. Buhmann, “Topology free
hidden markov models: Application to background modeling,” in Computer Vision,
2001. ICCV 2001. Proceedings. Eighth IEEE International Conference on, vol. 1.
IEEE, 2001, pp. 294–301.
[42] C. Clifton, “Change detection in overhead imagery using neural networks,”Applied
Intelligence, vol. 18, no. 2, pp. 215–234, 2003.
[43] P. Smits and A. Annoni, “Toward specification-driven change detection,”Geoscience
and Remote Sensing, IEEE Transactions on, vol. 38, no. 3, pp. 1484–1488, 2000.
[44] P. Rosin, “Thresholding for change detection,”Computer vision and image under-
standing, vol. 86, no. 2, pp. 79–95, 2002.
[45] P. Rosin and E. Ioannidis, “Evaluation of global image thresholding for change de-
tection,”Pattern Recognition Letters, vol. 24, no. 14, pp. 2345–2356, 2003.
[46] J. Wilson, C. Blackman, and G. Spann, “Land use change detection using landsat
data,” inProceedings of the 5th Annual Remote Sensing of Earth Resources Confer-
ence, University of Tennesses, Tullhama, TN1976, pp. 79–91.
137
[47] W. Todd, “Urban and regional land use change detected byusing landsat data,”Jour-
nal of Research by the US Geological Survey, vol. 5, pp. 527–534, 1977.
[48] P. Howarth and G. Wickware, “Procedures for change detection using landsat digital
data,”International Journal of Remote Sensing, vol. 2, no. 3, pp. 277–291, 1981.
[49] P. Howarth and E. Boasson, “Landsat digital enhancements for change detection in
urban environments,”Remote Sensing of Environment, vol. 13, no. 2, pp. 149–160,
1983.
[50] R. Nelson, “Detecting forest canopy change due to insectactivity using landsat mss,”
Photogrammetric Engineering and Remote Sensing, vol. 49, pp. 1303–1314, 1983.
[51] K. Skifstad and R. Jain, “Illumination independent change detection for real world
image sequences,”Computer Vision, Graphics, and Image Processing, vol. 46, no. 3,
pp. 387–399, 1989.
[52] A. P. Schaum and A. Stocker, “Hyperspectral change detection and supervised
matched filtering based on covariance equalization,” inAlgorithms and Technologies
for Multispectral, Hyperspectral, and Ultraspectral Imagery X, S. S. Shen and
P. E. Lewis, Eds., vol. 5425, no. 1. SPIE, 2004, pp. 77–90. [Online]. Available:
http://link.aip.org/link/?PSI/5425/77/1
[53] F. Bovolo and L. Bruzzone, “A split-based approach to unsupervised change de-
tection in large-size multitemporal images: Application ttsunami-damage assess-
ment,” Geoscience and Remote Sensing, IEEE Transactions on, vol. 45, no. 6, pp.
1658 –1670, june 2007.
[54] J. Kittler and J. Illingworth, “Minimum error thresholding,” Pattern recognition,
vol. 19, no. 1, pp. 41–47, 1986.
138
[55] L. Huang and M. Wang, “Image thresholding by minimizingthe measures of fuzzi-
ness,”Pattern recognition, vol. 28, no. 1, pp. 41–51, 1995.
[56] N. Otsu, “A threshold selection method from gray-levelhistograms,”Systems, Man
and Cybernetics, IEEE Transactions on, vol. 9, no. 1, pp. 62 –66, jan. 1979.
[57] F. Melgani, G. Moser, and S. Serpico, “Unsupervised change-detection methods for
remote-sensing images,”Optical Engineering, vol. 41, p. 3288, 2002.
[58] Y. Bazi, L. Bruzzone, and F. Melgani, “An unsupervised approach based on the
generalized gaussian model to automatic change detection in multitemporal sar im-
ages,”Geoscience and Remote Sensing, IEEE Transactions on, vol. 43, no. 4, pp.
874 – 887, april 2005.
[59] G. Moser and S. Serpico, “Generalized minimum-error thres olding for unsuper-
vised change detection from sar amplitude imagery,”Geoscience and Remote Sens-
ing, IEEE Transactions on, vol. 44, no. 10, pp. 2972 –2982, oct. 2006.
[60] S. Martinis, A. Twele, and S. Voigt, “Unsupervised extraction of flood-induced
backscatter changes in sar data using markov image modelingon irregular graphs,”
Geoscience and Remote Sensing, IEEE Transactions on, vol. 49, no. 1, pp. 251 –263,
jan. 2011.
[61] W. Sun, H. Chen, H. Tang, and G. Yu, “Unsupervised image change detection means
based on improved 2-d entropy,” inImage and Signal Processing (CISP), 2010 3rd
International Congress on, vol. 5, 2010, pp. 2282 –2286.
[62] L. Bruzzone and D. Prieto, “A minimum-cost thresholdingtechnique for unsuper-
vised change detection,”International Journal of Remote Sensing, vol. 21, no. 18,
pp. 3539–3544, 2000.
139
[63] J. Chen, P. Gong, C. He, R. Pu, and P. Shi, “Land-use/land-cover change detection
using improved change-vector analysis,”Photogrammetric Engineering and Remote
Sensing, vol. 69, no. 4, pp. 369–380, 2003.
[64] J. Im, J. Jensen, and M. Hodgson, “Optimizing the binarydiscriminant function in
change detection applications,”Remote Sensing of Environment, vol. 112, no. 6, pp.
2761–2776, 2008.
[65] H. Poor,An introduction to signal detection and estimation. Springer, 1994.
[66] S. M. Kay,Fundamentals of Statistical Signal Processing Volume II: Detection The-
ory. New Jersey: Prentice Hall PTR, 1998.
[67] R. Thoma and M. Bierling, “Motion compensating interpolation considering cov-
ered and uncovered background,”Signal Processing: Image Communication, vol. 1,
no. 2, pp. 191–212, 1989.
[68] T. Aach, A. Kaup, and R. Mester, “Statistical model-based change detection in mov-
ing video,”Signal processing, vol. 31, no. 2, pp. 165–180, 1993.
[69] T. Aach and A. Kaup, “Bayesian algorithms for adaptive change detection in image
sequences using markov random fields,”Signal Processing: Image Communication,
vol. 7, no. 2, pp. 147–160, 1995.
[70] P. Lombardo, G. Fedele, and D. Pastina, “Performance analysis of sar change de-
tection technique,” inEUROPTO Conference on Image and Signal Processing for
Remote Sensing, SPIE Vol. 3500, 1998.
[71] M. Preiss, D. Gray, and N. Stacy, “Change detection in repeat ass interferometric
synthetic aperture radar,” inRadar Conference, 2003. Proceedings of the Interna-
tional, 2003, pp. 98 – 102.
140
[72] J. Meola, M. Eismann, R. Moses, and J. Ash, “Detecting changes in hyperspectral
imagery using a model-based approach,”Geoscience and Remote Sensing, IEEE
Transactions on, vol. 49, no. 7, pp. 2647 –2661, july 2011.
[73] J. Chen, X. Chen, X. Cui, and J. Chen, “Change vector analysis in posterior probabil-
ity space: A new method for land cover change detection,”Geoscience and Remote
Sensing Letters, IEEE, vol. 8, no. 2, pp. 317 –321, march 2011.
[74] M. T. Eismann and J. Meola, “Use of spectral clustering to enhance clutter
suppression for hyperspectral change detection,” inAlgorithms and Technologies
for Multispectral, Hyperspectral, and Ultraspectral Imagery XIII, S. S. Shen and
P. E. Lewis, Eds., vol. 6565, no. 1. SPIE, 2007, p. 65651T. [Online]. Available:
http://link.aip.org/link/?PSI/6565/65651T/1
[75] M. Eismann, J. Meola, and R. Hardie, “Hyperspectral change detection in the pres-
enceof diurnal and seasonal variations,”Geoscience and Remote Sensing, IEEE
Transactions on, vol. 46, no. 1, pp. 237 –249, jan. 2008.
[76] J. Meola, M. T. Eismann, R. L. Moses, and J. N. Ash, “A model-based
approach to hyperspectral change detection,” inAlgorithms and Technologies for
Multispectral, Hyperspectral, and Ultraspectral ImageryXVI, S. S. Shen and P. E.
Lewis, Eds., vol. 7695, no. 1. SPIE, 2010, p. 76951G. [Online]. Available:
http://link.aip.org/link/?PSI/7695/76951G/1
[77] M. Black, D. Fleet, and Y. Yacoob, “Robustly estimating changes in image appear-
ance,”Computer Vision and Image Understanding, vol. 78, no. 1, pp. 8–31, 2000.
[78] A. Lanza and L. Di Stefano, “Statistical change detection by the pool adjacent viola-
tors algorithm,”Pattern Analysis and Machine Intelligence, IEEE Transactions on,
vol. 33, no. 9, pp. 1894 –1910, sept. 2011.
141
[79] G. Mercier, S. Derrode, W. Pieczynski, J.-M. Nicolas, A. Joannic-Chardin, and
J. Inglada, “Copula-based stochastic kernels for abrupt change detection,” inGeo-
science and Remote Sensing Symposium, 2006. IGARSS 2006. IEEE International
Conference on, 31 2006-aug. 4 2006, pp. 204 –207.
[80] E. Pagot and M. Pesaresi, “Systematic study of the urbanpostconflict change clas-
sification performance using spectral and structural featur s in a support vector ma-
chine,” Selected Topics in Applied Earth Observations and Remote Sensing, IEEE
Journal of, vol. 1, no. 2, pp. 120 –128, june 2008.
[81] Y. Hsu, H. Nagel, and G. Rekers, “New likelihood test methods for change detection
in image sequences,”Computer Vision, Graphics, and Image Processing, vol. 26,
no. 1, pp. 73–106, 1984.
[82] S. Derrode, G. Mercier, W. Pieczynskiet al., “Unsupervised change detection in
sar images using a multicomponent hmc model,” inProc. 2nd Int. Workshop Anal.
Multi-Temp. Remote Sens. Images, 1994.
[83] L. Bruzzone and D. Prieto, “Automatic analysis of the difference image for unsuper-
vised change detection,”Geoscience and Remote Sensing, IEEE Transactions on,
vol. 38, no. 3, pp. 1171 –1182, may 2000.
[84] T. Kasetkasem and P. Varshney, “An image change detection algorithm based on
markov random field models,”Geoscience and Remote Sensing, IEEE Transactions
on, vol. 40, no. 8, pp. 1815 – 1823, aug 2002.
[85] R. Fjortoft, Y. Delignon, W. Pieczynski, M. Sigelle, andF. Tupin, “Unsupervised
classification of radar images using hidden markov chains and hidden markov ran-
dom fields,”Geoscience and Remote Sensing, IEEE Transactions on, vol. 41, no. 3,
pp. 675 – 686, march 2003.
142
[86] C. Carincotte, S. Derrode, and S. Bourennane, “Unsupervised change detection on
sar images using fuzzy hidden markov chains,”Geoscience and Remote Sensing,
IEEE Transactions on, vol. 44, no. 2, pp. 432 – 441, feb. 2006.
[87] F. Melgani and Y. Bazi, “Markovian fusion approach to robust unsupervised change
detection in remotely sensed imagery,”Geoscience and Remote Sensing Letters,
IEEE, vol. 3, no. 4, pp. 457 –461, oct. 2006.
[88] K. Chen, C. Huo, J. Cheng, Z. Zhou, and H. Lu, “Change detection based on adaptive
markov random fields,” inPattern Recognition, 2008. ICPR 2008. 19th International
Conference on, dec. 2008, pp. 1 –4.
[89] C. Benedek and T. Sziranyi, “Change detection in optical aerial images by a mul-
tilayer conditional mixed markov model,”Geoscience and Remote Sensing, IEEE
Transactions on, vol. 47, no. 10, pp. 3416 –3430, oct. 2009.
[90] G. Moser and S. Serpico, “Unsupervised change detection from multichannel sar
data by markovian data fusion,”Geoscience and Remote Sensing, IEEE Transactions
on, vol. 47, no. 7, pp. 2114 –2128, july 2009.
[91] Y. A. Chau and J.-C. Shee, “Multiresolution sequential image change detection
with wavelets,” in Proc. SPIE 2727, R. Ansari and M. J. T. Smith,
Eds., vol. 2727, no. 1. SPIE, 1996, pp. 497–506. [Online]. Available:
http://link.aip.org/link/?PSI/2727/497/1
[92] F. Bovolo and L. Bruzzone, “A detail-preserving scale-driven approach to change de-
tection in multitemporal sar images,”Geoscience and Remote Sensing, IEEE Trans-
actions on, vol. 43, no. 12, pp. 2963 – 2972, dec. 2005.
[93] Y. Bazi and F. Melgani, “A variational level-set method for unsupervised change
detection in remote sensing images,” inGeoscience and Remote Sensing Sympo-
sium,2009 IEEE International,IGARSS 2009, vol. 2, july 2009, pp. II–984 –II–987.
143
[94] T. Celik, “Multiscale change detection in multitemporal satellite images,”Geo-
science and Remote Sensing Letters, IEEE, vol. 6, no. 4, pp. 820 –824, oct. 2009.
[95] T. Celik and K.-K. Ma, “Unsupervised change detection for satellite images us-
ing dual-tree complex wavelet transform,”Geoscience and Remote Sensing, IEEE
Transactions on, vol. 48, no. 3, pp. 1199 –1210, march 2010.
[96] ——, “Multitemporal image change detection using undecimated discrete wavelet
transform and active contours,”Geoscience and Remote Sensing, IEEE Transactions
on, vol. 49, no. 2, pp. 706 –716, feb. 2011.
[97] J. Inglada and G. Mercier, “A new statistical similarity measure for change detection
in multitemporal sar images and its extension to multiscalehange analysis,”Geo-
science and Remote Sensing, IEEE Transactions on, vol. 45, no. 5, pp. 1432 –1445,
may 2007.
[98] L. Gueguen and M. Datcu, “Mixed information measure: Application to change
detection in earth observation,” inProceedings of MultiTemp conference, 2009, pp.
28–30.
[99] L. Gueguen, S. Cui, G. Schwarz, and M. Datcu, “Multitemporal analysis of multi-
sensor data: Information theoretical approaches,” inGeoscience and Remote Sensing
Symposium (IGARSS), 2010 IEEE International, july 2010, pp. 2559 –2562.
[100] L. Gueguen, P. Soille, and M. Pesaresi, “Change detection based on information
measure,”Geoscience and Remote Sensing, IEEE Transactions on, vol. 49, no. 11,
pp. 4503 –4515, nov. 2011.
[101] T. Celik, “Unsupervised change detection in satelliteimages using principal com-
ponent analysis and k -means clustering,”Geoscience and Remote Sensing Letters,
IEEE, vol. 6, no. 4, pp. 772 –776, oct. 2009.
144
[102] ——, “Change detection in satellite images using a genetic algorithm approach,”
Geoscience and Remote Sensing Letters, IEEE, vol. 7, no. 2, pp. 386 –390, april
2010.
[103] J. Rissanen, “Minimum-description-length principle,” Encyclopedia of Statistical
Sciences, pp. 523–527, 1987.
[104] Y. Leclerc, Q. Luong, and P. Fua, “Self-consistency and mdl: A paradigm for eval-
uating point-correspondence algorithms, and its application to detecting changes in
surface elevation,”International Journal of Computer Vision, vol. 51, no. 1, pp. 63–
83, 2003.
[105] F. Pacifici, F. Del Frate, C. Solimini, and W. Emery, “An inovative neural-net
method to detect temporal changes in high-resolution optical satellite imagery,”Geo-
science and Remote Sensing, IEEE Transactions on, vol. 45, no. 9, pp. 2940 –2952,
sept. 2007.
[106] F. Pacifici and F. Del Frate, “Automatic change detection in very high resolution im-
ages with pulse-coupled neural networks,”Geoscience and Remote Sensing Letters,
IEEE, vol. 7, no. 1, pp. 58 –62, jan. 2010.
[107] H. Wan and L. Jiao, “Change detection in sar images by means of grouping con-
nected regions using clone selection algorithm,”Electronics Letters, vol. 47, no. 5,
pp. 338 –339, 3 2011.
[108] J. Im, J. Jensen, and J. Tullis, “Object-based change detection using correlation im-
age analysis and image segmentation,”I ternational Journal of Remote Sensing,
vol. 29, no. 2, pp. 399–423, 2008.
[109] F. Bovolo, “A multilevel parcel-based approach to change detection in very high
resolution multitemporal images,”Geoscience and Remote Sensing Letters, IEEE,
vol. 6, no. 1, pp. 33 –37, jan. 2009.
145
[110] J. Huang, Y. Wan, and S. Shen, “An object-based approach for forest-cover change
detection using multi-temporal high-resolution remote sensing data,” inEnviron-
mental Science and Information Application Technology, 2009. ESIAT 2009. Inter-
national Conference on, vol. 1, 2009, pp. 481 –484.
[111] J. Townshend, C. Justice, C. Gurney, and J. McManus, “Theimpact of misregistra-
tion on change detection,”Geoscience and Remote Sensing, IEEE Transactions on,
vol. 30, no. 5, pp. 1054 –1060, sep 1992.
[112] X. Dai and S. Khorram, “The effects of image misregistration on the accuracy of
remotely sensed change detection,”Geoscience and Remote Sensing, IEEE Trans-
actions on, vol. 36, no. 5, pp. 1566 –1577, Sep. 1998.
[113] D. L. Verbyla and S. H. Boles, “Bias in land cover change es-
timates due to misregistration,”International Journal of Remote Sens-
ing, vol. 21, no. 18, pp. 3553 – 3560, 2000. [Online]. Avail-
able: http://ezproxy.libraries.wright.edu:2048/login?url=http://search.ebscohost.
com/login.aspx?direct=true&db=a9h&AN=3888326&site=ehost-live
[114] H. Wang and E. Ellis, “Image misregistration error in change measurements,”Pho-
togrammetric engineering and remote sensing, vol. 71, no. 9, pp. 1037–1044, 2005.
[115] F. Bovolo, L. Bruzzone, and S. Marchesi, “Analysis and adaptive estimation of the
registration noise distribution in multitemporal vhr images,”Geoscience and Remote
Sensing, IEEE Transactions on, vol. 47, no. 8, pp. 2658 –2671, aug. 2009.
[116] ——, “A context-sensitive technique robust to registration noise for change detection
in very high resolution multispectral images,” inGeoscience and Remote Sensing
Symposium, 2008. IGARSS 2008. IEEE International, vol. 3, july 2008, pp. III –150
–III –153.
146
[117] ——, “A multiscale technique for reducing registration noise in change detection on
multitemporal vhr images,” inAnalysis of Multi-temporal Remote Sensing Images,
2007. MultiTemp 2007. International Workshop on the, july 2007, pp. 1 –6.
[118] L. Bruzzone, F. Bovolo, and S. Marchesi, “A multiscale change detection technique
robust to registration noise,” inPattern recognition and machine intelligence: second
international conference, vol. 4815. Springer-Verlag New York Inc, 2007, pp. 77–
86.
[119] S. Marchesi, F. Bovolo, and L. Bruzzone, “A context-sensitive technique robust to
registration noise for change detection in vhr multispectral images,”Image Process-
ing, IEEE Transactions on, vol. 19, no. 7, pp. 1877 –1889, july 2010.
[120] D. Stow, “Reducing misregistration effects for pixel-l vel analysis of land-cover
change,”International Journal of Remote Sensing, vol. 20, pp. 2477–2483, 1999.
[121] T. Knoll and E. Delp, “Adaptive gray scale mapping to reduce registration noise in
difference images,”Computer vision, graphics, and image processing, vol. 33, no. 2,
pp. 129–137, 1986.
[122] P. Gong, E. LeDrew, and J. Miller, “Registration-noisereduction in difference im-
ages for change detection,”International Journal of Remote Sensing, vol. 13, no. 4,
pp. 773–779, 1992.
[123] M. Beauchemin and K. Fung, “An adaptive filter for the reduction of artifacts caused
by image misregistration,” inAnalysis of Multi-Temporal Remote Sensing Images,
2005 International Workshop on the, may 2005, pp. 174 – 176.
[124] L. Bruzzone and R. Cossu, “An adaptive approach to reducing registration noise
effects in unsupervised change detection,”Geoscience and Remote Sensing, IEEE
Transactions on, vol. 41, no. 11, pp. 2455 – 2465, nov. 2003.
147
[125] ——, “An unsupervised change detection technique robust to registration noise,” in
Geoscience and Remote Sensing Symposium, 2002. IGARSS ’02.2002 IEEE Inter-
national, vol. 1, 2002, pp. 306 – 308 vol.1.
[126] L. Bruzzone, R. Cossu, and M. Gomarasca, “Adaptive estimation of the registration-
noise distribution for accurate unsupervised change detection,” in Geoscience and
Remote Sensing Symposium, 2001. IGARSS ’01. IEEE 2001 International, vol. 6,
2001, pp. 2584 –2586 vol.6.
[127] S. Marchesi and L. Bruzzone, “A registration-noise driven technique for the align-
ment of vhr remote sensing images,” inGeoscience and Remote Sensing Symposium
(IGARSS), 2010 IEEE International, july 2010, pp. 1023 –1026.
[128] R. Hartley and A. Zisserman,Multiple View Geometry. Cambridge, 2003.
[129] D. Lowe, “Object recognition from local scale-invarint features,” inComputer
Vision, 1999. The Proceedings of the Seventh IEEE Internatio l Conference on,
vol. 2, 1999, pp. 1150 –1157 vol.2.
[130] ——, “Distinctive image features from scale-invariant keypoints,” International
journal of computer vision, vol. 60, no. 2, pp. 91–110, 2004.
[131] M. Veth, “Fusion of imaging and inertial sensors for navig tion,” Ph.D. dissertation,
Air Force Institute of Technology, 2006.
[132] E. Vincent and R. Laganire, “Matching feature points intereo pairs: A comparative
study of some matching strategies,”Machine Graphics & Vision, vol. 10, no. 3, pp.
237–259, 2001.
[133] M. Fischler and R. Bolles, “Random sample consensus: a paradigm for model fitting
with applications to image analysis and automated cartography,” Communications of
the ACM, vol. 24, no. 6, pp. 381–395, 1981.
148
[134] B. Natarajan, “Sparse approximate solutions to linearsystems,”SIAM J. Comput.,
vol. 24, no. 2, pp. 227–234, 1995.
[135] D. Donoho, “For most large underdetermined systems oflinear equations the min-
imal ℓ1-norm solution is also the sparsest solution,”Communications on Pure and
Applied Mathematics, vol. 59, no. 6, pp. 797–829, 2006.
[136] A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma, “Fastℓ1-minimization algorithms
and an application in robust face recognition: A review,” University of California at
Berkeley, Tech. Rep. UCB/EECS-2010-13, 2010.
[137] Y. C. Pati, R. Rezaiifar, and P. S. Krishnaprasad, “Orthogonal matching pursuit:
recursive function approximation with applications to wavelet decomposition,” in
Signals, Systems and Computers, 1993. 1993 Conference Recordof The Twenty-
Seventh Asilomar Conference on, Pacific Grove, CA, 1993, pp. 40–44.
[138] B. Efron, T. Hastie, I. Johnstone, and R. Tibshirani, “Least angle regression,”The
Annals of statistics, vol. 32, no. 2, pp. 407–499, 2004.
[139] M. Figueiredo, R. Nowak, and S. Wright, “Gradient projection for sparse recon-
struction: Application to compressed sensing and other inverse problems,”Selected
Topics in Signal Processing, IEEE Journal of, vol. 1, no. 4, pp. 586 –597, dec. 2007.
[140] S.-J. Kim, K. Koh, M. Lustig, S. Boyd, and D. Gorinevsky,“An interior-point
method for large-scaleℓ1-regularized least squares,”Selected Topics in Signal Pro-
cessing, IEEE Journal of, vol. 1, no. 4, pp. 606 –617, dec. 2007.
[141] M. Osborne, B. Presnell, and B. Turlach, “A new approach to variable selection
in least squares problems,”IMA journal of numerical analysis, vol. 20, no. 3, pp.
389–403, 2000.
149
[142] D. Malioutov, M. Cetin, and A. Willsky, “Homotopy continuation for sparse signal
representation,” inAcoustics, Speech, and Signal Processing, 2005. Proceedings.
(ICASSP ’05). IEEE International Conference on, vol. 5, march 2005, pp. v/733 –
v/736 Vol. 5.
[143] D. Donoho and Y. Tsaig, “Fast solution ofℓ1 -norm minimization problems when the
solution may be sparse,”Information Theory, IEEE Transactions on, vol. 54, no. 11,
pp. 4789 –4812, nov. 2008.
[144] I. Daubechies, M. Defrise, and C. De Mol, “An iterative thresholding algorithm for
linear inverse problems with a sparsity constraint,”Communications on pure and
applied mathematics, vol. 57, no. 11, pp. 1413–1457, 2004.
[145] P. Combettes, V. Wajset al., “Signal recovery by proximal forward-backward split-
ting,” Multiscale Modeling and Simulation, vol. 4, no. 4, pp. 1168–1200, 2006.
[146] E. Hale, W. Yin, and Y. Zhang, “A fixed-point continuation method forℓ1-regularized
minimization with applications to compressed sensing,” Rice University, Tech. Rep.
CAAM TR07-07, 2007.
[147] S. Wright, R. Nowak, and M. Figueiredo, “Sparse reconstruction by separable ap-
proximation,” Signal Processing, IEEE Transactions on, vol. 57, no. 7, pp. 2479
–2493, july 2009.
[148] Y. Nesterov, “A method of solving a convex programmingproblem with convergence
rate o(1/k2),” inSoviet Mathematics Doklady, vol. 27, no. 2, 1983, pp. 372–376.
[149] ——, “Gradient methods for minimizing composite objective function,” ReCALL,
vol. 76, no. 2007076, 2007.
150
[150] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algorithm for lin-
ear inverse problems,”SIAM Journal on Imaging Sciences, vol. 2, no. 1, pp. 183–
202, 2009.
[151] S. Becker, J. Bobin, and E. Candes, “Nesta: A fast and accurte fi st-order method
for sparse recovery california inst,” Technol., Tech. Rep.,2009 [Online]. Available:
http://www. acm. caltech. edu/nesta, Tech. Rep., 2009.
[152] J. Yang and Y. Zhang, “Alternating direction algorithms forℓ1-problems in compres-
sive sensing,”Arxiv preprint arXiv:0912.1185, 2009.
[153] D. Donoho, A. Maleki, and A. Montanari, “Message-passing algorithms for com-
pressed sensing,”Proceedings of the National Academy of Sciences, vol. 106, no. 45,
p. 18914, 2009.
[154] J. Wright, A. Y. Yang, A. Ganesh, S. S. Sastry, and Y. Ma, “Robust face recogni-
tion via sparse representation,”IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 31, no. 2, pp. 210–227, Feb. 2009.
[155] M. Xu, C. Zheng, L. Zhang, and N. T. Y. Vincent, “Tumor classification via sparse
representation based on metasample,” inKnowledge Acquisition and Modeling,
2009. KAM ’09. Second International Symposium on, vol. 1, Wuhan, 2009, pp. 31–
34.
[156] A. Majumdar and R. K. Ward, “Fast group sparse classificat on,” in Communica-
tions, Computers and Signal Processing, 2009. PacRim 2009.IEEE Pacific Rim Con-
ference on, Victoria, BC, 2009, pp. 11–16.
[157] D. L. Donoho, M. Elad, and V. N. Temlyakov, “Stable recovery of sparse overcom-
plete representations in the presence of noise,”IEEE Transactions on Information
Theory, vol. 52, no. 1, pp. 6–18, 2006.
151
[158] E. Candes and T. Tao, “Near-optimal signal recovery from random projections:
Universal encoding strategies?”IEEE transactions on information theory, vol. 52,
no. 12, pp. 5406–5425, 2006.
[159] N. Dobigeon, A. O. Hero, and J. Y. Tourneret, “Bayesian spar e image reconstruc-
tion for MRFM,” in Acoustics, Speech and Signal Processing, 2009. ICASSP 2009.
IEEE International Conference on, Taipei, 2009, pp. 2933–2936.
[160] V. M. D. Gao and N. Vasconcelos. Background subtractionin dynamic scenes.
Statistical Visual Computing Lab, University of California,San Diego. [Online].
Available: http://www.svcl.ucsd.edu/projects/background subtraction/
[161] A. Wald,Sequential Analysis. Dover, 1947.
[162] L. Ulander, M. Lundberg, W. Pierson, and A. Gustavsson, “Change detection for
low-frequency sar ground surveillance,”Radar, Sonar and Navigation, IEE Pro-
ceedings -, vol. 152, no. 6, pp. 413 – 420, dec. 2005.
[163] B. Zitov and J. Flusser, “Image registration methods: asurvey,” Image and
Vision Computing, vol. 21, no. 11, pp. 977 – 1000, 2003. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S0262885603001379
[164] S. M. Kay,Fundamentals of Statistical Signal Processing Volume I: Estimation The-
ory. New Jersey: Prentice Hall PTR, 1993.
152
