ABSTRACT The problem of rested and restless multi-armed bandits with constrained availability (RMAB-CA) of arms is considered. The states of arms evolve in Markovian manner and the exact states are hidden from the decision maker. First, some structural results on value functions are claimed. Following these results, the optimal policy turns out to be a threshold policy. Furthermore, indexability is established for both rested and restless RMAB-CAs. An index formula is derived for the rested model, while an algorithm is provided for restless case.
I. INTRODUCTION
Multi-armed bandits are among commonly used models for solving sequential decision making problems, [1] , [2] . In the multi-armed bandit problem, there are N arms and each arm can be in one of a finite set of states. The decision maker plays M arms, (M < N ) at every decision instant and collects rewards from the played arms. Reward from each played arm depends on the state of that arm. The state of an arm changes according to a stochastic process associated with that arm. The decision maker's aim is to maximize the longterm expected discounted reward. The state evolution may be action dependent and based on that there are two types of bandits, rested and restless bandits. For a rested bandit, states evolve only for arms which are played, while states of other arms do not change. For a restless bandit, states of arms evolve even when they are not played. In this setting, each arm can be considered as a Markov decision process (MDP) with finite states and two actions (play or not play) in each state. The multi-armed bandit problem can be looked as a set of MDPs coupled together with a constraint on the play of arms.
The classical bandit model and associated extensions in [1] and [2] assumed that arms are always available for play, in each time slot; and the objective is to select the sequence which maximizes cumulative expected reward. However, there are applications in which arms are not always available for play; the availability of arms can be dynamic. In such applications, when an arm is not available, it can not be played. This introduces the additional constraint on bandit, we refer this as constrained bandit. Some relevant applications of such constrained bandit models are explained below.
Suppose there is an agent in a social or information network (e.g. Fig. 1 ). The agent has connections to N neighbours which are its information sources. The agent needs information for its use and it gathers this information through its sources at regular intervals. In each interval, the agent can contact only M < N of its sources for information. The information provided by a source may be either relevant (1) or non-relevant (0) to the agent. So, there are two states {0, 1} corresponding to the information quality. However, the agent does not know a priori whether a certain source has relevant information. Relevance of the information received becomes apparent to the agent at end of the interval after processing it. The agent however knows that the information quality of a source varies in a Markovian manner and also knows its Markov matrix. The reward from relevant information is high and non-relevant information is low.
Further, in a given interval each source may or may not be available to provide information. However, an un-available source may be leveraged through an additional cost. Hence, the immediate reward from such information may be lower. This is a situation where the choice of sources might effect 
FIGURE 2.
A macro cell utilizes energy harvesting small cells to offload traffic and improve overall signal quality. Decisions about activation of a subset of these small cells must consider factors such as activation cost, potential traffic carried, energy state, in order to maximize network utility.
their future availability and information quality. The agent here needs a policy to choose which sources it must contact in each interval along the time line so that its cumulative reward is maximized. The agent above and its neighbours can be imagined to be -an investigative journalist [3] and his sources, a newspaper editor and her staff reporters, a manufacturing business and its suppliers etc.
Our second motivation for this work comes from communication systems. Let us now look at the small cell selection problem in 5G networks. Consider a Macro cell base station(BS) in a cellular network. It has N small cells (SC) within its area of influence (e.g. Fig. 2 ). At regular intervals M out of N small cells are activated by the MBS. Further, in a given interval each small cell may be either asleep or active. For each SC that is active, the MBS incurs a fixed activation cost which is irrespective of its utility in terms of users served. So, the MBS puts a minimum energy requirement for activation on the SCs to make sure that they are able to provide service. Further, these SCs also harvest local energy (such as solar) apart from being connected to the grid. The current available energy at an SC depends on various factors such as environment conditions, energy spent for serving users, etc. Therefore, an SC may or may not be available due to its current energy state. However, an unavailable SC can also be activated by using power from the grid, at a price. Each activated small cell provides service to its connected users. Suppose the MBS uses a decision making model which looks at whether or not there are ''enough potential users'' for a given small cell. In this model, each small cell has two states -enough users(0) or not-enough users(1).
Enough or not-enough users is based on a predetermined threshold that is derived from energy and utility considerations. Now, the number of potential users in each small cell varies with time. Also, this number is not directly observable by the MBS, except when a small cell is active. To maximize the total carried traffic, the MBS must come up with a policy for small cell activation that considers the above conditions.
Since the states are not directly observable in both these applications, each arm is modelled as a partially observable Markov decision process (POMDP). In this paper, we study RMABs with hidden states and constrained availability of arms. There is a large body of literature on RMABs and their applications. We review some relevant literature in the next section. In the rest of the paper we use the abbreviation RMAB to refer both rested and restless multi-armed bandits. Restless or rested bandits are mentioned separately only when specifically required.
A. RELATED WORK
A rested multi-armed bandit problem was first introduced in the seminal work of [1] , where the author proposed an index based policy. In such policies, state of each arm is mapped to an index, that is real valued. At each decision instant, arms with the highest indices are played. This policy is known as Gittins index policy. A rested bandit problem using dynamic programming approach was first considered in [4] . Further, this problem turns out to be an optimal stopping problem. In this case, closed form expressions for index can be easily obtained. A generalization of the rested multi-armed bandit problem was devised in [5] , and restless multi-armed bandits were introduced; again, an index based solution was proposed. This index policy for restless bandits is now referred to as Whittle index policy. In general, finding exact solutions to RMAB problems is known to be PSPACE-hard, [6] . Hence, index policies became popular for their relatively easier implementability and their optimal or near optimal performance [1] , [7] . In [5] , a Lagrangian relaxation of the original problem was considered, to solve the restless bandit problem. This technique reduces the dimensionality of RMAB problem and allows analysis of a restless single armed bandit and computation of the index. Thus, solving the restless N −armed bandit problem reduces to solving N restless single armed bandits.
Recently, RMABs were extensively applied to opportunistic communication problems. Here, each arm is modeled using POMDP, the exact states of arms/channels are not observable; rather, a feedback signal is observed. The decision maker estimates the state from this feedback. This is also referred to the hidden Markov bandit [8] . A study of rested bandits with hidden states can be found in [9] using Gittins index policy. Similarly, Whittle index policy was studied for restless bandits with hidden states [8] , [10] - [13] . More recently, Whittle index policy was studied for a generalized class of RMABs with hidden states allowing multiple state transitions in each decision interval [14] . Although Whittle index policy is not necessarily optimal, it has been shown to be optimal in certain scenarios. In [10] , it was shown to be optimal for opportunistic channel sensing under identical channel conditions. Another application of RMAB with hidden states is in recommendation systems [15] - [17] , where Whittle index policy is used to recommend ads to users.
All the preceding work on RMABs assumed that every arm is available to the decision maker for playing, in every time slot. The decision maker has to determine whether to play or not play the arms. In some problems, arms may not be available due to various reasons. Some such applications include machine repair problem and scheduling in queuing systems. In machine repair problem, if a machine breaks down, it gets repaired with some probability and becomes available in next time slot. Such a consideration has been made in [18] . In this work, full observability of states is assumed and index policy is analysed for rested bandits. Similarly, in queuing systems, the controller may not be able to schedule jobs to some servers due to server breakdown, [19] , [20] . In these examples, a machine or server is available to the decision maker intermittently and states of machines or servers are observable to decision maker.
We now point out the key differences between the existing literature and our proposed model. In opportunistic sensing in cognitive radio networks [10] , arms (channels) are always assumed to be available; that is, any channel can be chosen to be sensed in any time slot. Also, state of an arm is perfectly observed when it is played and not otherwise. This observability of the state for arms that are played simplifies the analysis and makes it easy to show a threshold type optimal policy and in turn the indexability of arms. It also makes it fairly straightforward to obtain index expressions using closed form value function expressions. Meshram et al. [21] generalized preceding work of [10] , [22] , and [23] by making the states hidden under all conditions. This introduced difficulty in showing threshold type optimal policy and indexability. Under some assumptions on model parameters, they have shown the existence of a threshold optimal policy and indexability. This work also assumed that all arms are always available for playing. When the arm availability is dynamic and states are hidden, it inherits all difficulties involved in the preceding works. It adds further intricacy to the analysis of the optimal policy and indexability due to the coupling involved in the different value functions corresponding to available and non-available arms; this is not present in [10] and [21] .
Alternatively, myopic policy has been studied for RMABs [24] - [27] . In a myopic policy, the arm with the highest immediate expected reward is played at each time slot. The policy is the simplest to implement as it does not account for future rewards. In some special cases, it has been shown to be optimal. Some cases include, channel sensing with identical channels and rewards [24] , [25] . Later on it was also shown for non-identical channel models in [26] and [27] . In general, myopic policy is not always optimal.
To the best of our knowledge, this is a first work to consider RMAB-CA with hidden states. Our contributions are as follows.
1) We consider the problem of sequential decision making under dynamic action constraints faced by agents in uncertain environments. In cases where the agent has statistical information about the environment, this scenario can be modeled as a planning problem using rested or restless multi-armed bandits with constrained arms. The constraints on arms can be in terms of their availability and observability of states. 2) In this paper, we study the problem of multi-armed bandits with hidden states and constrained availability of arms (RMAB-CA). Here, availability of arms follows a probabilistic model with memory. This makes the applicability of the classical RMAB solutions such as Gittins index and Whittle index policies questionable. To answer this question we must first develop an understanding of the single-armed RMAB-CA and the structure of its optimal policy. 3) Commenting on the optimal decision(choice of arm) for a given state needs the following considerations. An arm with lower immediate reward may yield larger future rewards due to its transition probabilities. In our model, an unavailable arm can be made available by incurring an additional cost. Thus, playing an arm when it is unavailable yields lower immediate reward than playing it when it is available. When arms are not incentivized to be available, inferior arms may get activated leading to reduction in expected cumulative reward. Choosing a currently unavailable arm (thereby repairing it) may sometimes lead to larger future rewards. An additional challenge is the non-observable or hidden states. This necessitates the decision maker to maintain a belief about the state of each arm. In general non-observability of states translates to nonlinear belief functions which are used to update belief states. 4) Our first major contribution is to show that optimal policy is a threshold type for both rested and restless RMAB-CA. Proving this is non-trivial unlike the case of classical RMAB where states are observable when arms are played. This is because closed form expressions of value functions for different actions are difficult to obtain. We prove the result for positively correlated arms by assuming an order on observation and availability probability. For negatively correlated arms, it is derived using Lipschitz-property of value functions. This result is valid in general without any restriction on model parameters, but it is difficult to prove. For this case, we illustrate that there is a threshold type optimal policy using simulations. 5) For rested bandits with constrained availability, we derive an index formula for each arms using ideas from optimal stopping time problem. This index is interpreted as to minimum subsidy provided for not playing an arm. In general, index policy is optimal for classical rested bandits; however, this is not necessarily true for rested bandits with constrained availability. We illustrate this in numerical examples by comparing index policy with myopic policy. 6) Further, we establish the indexability for restless bandits with constrained availability. In general, proving the indexability of a class of bandits is necessary for having a well defined index; it is often difficult to establish. To do this, we make use of the threshold structure of optimal policy. As closed form expressions for value functions are difficult to obtain, a formula for index remains elusive. We devise the numerical scheme to compute the index for restless bandits using ideas from stochastic approximations. We also provide a detailed numerical study for both rested and restless bandits, where we evaluate index and myopic policies. Finally, we conclude our work with some discussion and open issues. For convenience, all the notations that will be use from now are summarized in Table 1 .
II. PRELIMINARIES AND MODEL DESCRIPTION
Consider a multi-armed bandit with N independent arms. Each arm can be in one of two states, say, 0 and 1. The system is assumed to be time slotted, and it is indexed by t. Let X n (t) ∈ {0, 1} denote the state of arm n at the beginning of time slot t. We suppose that the availability of each arm varies with time. Further, we assume that if that arm is not available at time slot t, it can be made available for play, by incurring additional cost. Let Y n (t) ∈ {0, 1} represent the availability of arm n in time slot t, such that Y n (t) = 1 if arm n is available in slot t 0 if arm n is not available in slot t.
We denote the action of arm n in slot t as A n (t); where A n (t) = 1 if arm n is played and A n (t) = 0 otherwise. The state of each arm changes at the end of time slot according to transition probabilities which depend on action and availability of the arm. Hence we define
The play of an arm may not provide the exact state information of that arm; rather a binary signal that is observed helps in gathering information about the state. Let Z y n (t) be the binary signal observed from the arm n after playing it at time slot t. This observation depends on availability of the arm, Y n (t). The observation variable Z y n (t) may have different meanings in different applications. In our social network problem, Z y n (t) = 1 implies that the information received from source n at time t is relevant and Z y n (t) = 0 otherwise. In the context of small cell selection problem, Z y n (t) = 1 would indicate enough number of users in small cell n, and Z y n (t) = 0 indicates not enough users. If an arm is not played, there is no observation received from that arm.
Let the probability of observing Z y n (t) = 1, be ρ n (i, y). It is defined as
We also assume ρ n (0, y) < ρ n (1, y) for y ∈ {0, 1}. That is, the probability of observing feedback signal 1 from state 1 is higher than that from state 0, which is true in many practical applications. For example, probability of having enough number of users is higher in ''good'' state than in a ''bad'' state.
We now define the rewards that the decision maker receives after play of the arm, it is function of current state of that arm and availability of arm. Let R a n (i, y) be the reward received after play of arm n given that the current state X t = i and availability Y n (t) = y. There is no reward for not playing the arm. Further, there is a reward R 1 n (i, 0) for playing an unavailable arm. It is lower than the reward when the arm is available; this is due to additional cost incur to make it available for play. That is, R 1 n (i, 0) ≤ R 1 n (i, 1) for all i ∈ {0, 1}. For convenience of notation, we define the following.
In a given time slot the decision maker knows the current availability of the arms, but not their future availability. However, it knows the probability of availability of each arm in next time slot. Let θ a n (i, y) be the probability of availability of arm n at the beginning of next time slot; it is given as
Note that θ a n (i, y) depends on current state i, availability y and action a. In a small cell selection problem, if an arm is in good state and is currently available, the likelihood of its availability in next time slot might be higher than when it is in bad state, i.e., θ a n (0, y = 1) < θ a n (1, y = 1) for all actions a. In a social network, the situation is different; here the availability of sources depends on the geographic location. Some sources may not directly available but they can be made available through incentives. In case of viral news/rumour spread, irrespective of current state or availability, arm will be available in next time slot.
Note that the decision maker cannot directly observe states of the arms X n (t), but it knows Y n (t) at the beginning of the time slot t. However, the decision maker maintains VOLUME 6, 2018 a belief π n (t) about each state X n (t). It is the probability that arm n is in state 0 given all past availability, actions, observations. This is given as follows.
We denote the history up to time t as H t ,
Using this belief information we can describe the state of arm n at time t as S n (t) := (π n (t), Y n (t)) ∈ [0, 1] × {0, 1}. Here, (S 1 (t), · · · S N (t)) is the state information at the beginning of time slot t. Further, we can rewrite θ a n (i, y) as a function of π in the following form.
Thus, the expected reward for playing arm n in time slot t, with availability Y n (t) = y is
For convenience, we present the analysis of the problem for the case where exactly one arm is played in each time slot. This analysis is also valid for the case of multiple plays. Let φ(t) be the policy by the decision maker such that it maps the history to one of the arms at slot t. Then under policy φ, we define
We now formulate the RMAB-CA problem as follows: Find the policy φ that maximizes the infinite horizon discounted reward, subject to constraint that one arm is played in each time slot. The discounted reward is given by
is also called the value function under policy φ. It is the expected cumulative discounted reward obtained by starting in an initial state (π , y) and following policy φ. This depends on initial state information (π , y),
When arms are always available for play, problem (1) was solved for rested MAB in [1] . Further, they have shown that the optimal policy is of index type. For each bandit, compute the Gittins index and play the arm with highest index in each time slot. Later, this work was extended for restless MAB and Whittle index policy studied in [5] using a Lagrangian relaxed version of problem. The Whittle index policy for restless MAB need not be optimal in general. More recently, in [18] , this problem was studied for rested MAB with dynamic availability of arms, where the index-type policy was obtained. In this paper, we consider both rested and restless MAB with constrained availability of arms and study index type policy when states are partially observable. To develop an understanding of our problem's complexity, we first analyze the single-armed bandit problem in next section.
III. SINGLE-ARMED BANDIT WITH CONSTRAINED AVAILABILITY
These index based policies emerge naturally from a Lagrangian relaxation of the original optimization problem (1) . The Lagrange multiplier associated with the constraint is called as subsidy. Further this will be used to define the index. Using this Lagrangian relaxation problem (1), we can decouple the problem into N singlearmed bandit problems. Thus, we first obtain value function expressions for the single-armed bandit problem.
For notational convenience, we will drop the subscript n, i.e., the sequence number of the arm. As a widely used method for solving the single arm bandit problem, a subsidy w is assigned for not playing the arm, see [5] . In that case, optimization problem (1) can be rewritten as follows.
where action A(t) under policy φ is
The objective is to find a policy φ that maximizes V φ (π, y). To simplify the model further, we assume that P 00 (y, a) = µ 0 and P 10 (y, a) = µ 1 for a, y ∈ {0, 1}. 1 We will also assume that ρ(i, 1) = ρ(i, 0) = r i , i ∈ {0, 1}. Recall that π (t) = Pr(X (t) = 0|H t ); using Bayes rule we can obtain the belief π (t + 1) as follows.
Note that the belief update depends on action A(t) and arm's availability Y (t) = y and Z y (t). Given that the arm is available, i.e., Y (t) = 1 and it is played (A(t) = 1), the belief update depends on observed signal Z 1 (t) and is given as follows.
If the case where the arm is not available (Y (t) = 0) and it is played, belief updates are different for rested and restless bandits. In case of rested bandits, we have γ 1,0 (π (t)) = γ 0,0 (π (t)) := π (t). For restless bandits, γ 1,0 (π (t)) = γ 1,1 (π (t)) and γ 0,0 (π(t)) = γ 0,1 (π (t)). But when arm is not played A(t) = 0, the belief update depends on state evolution of the arm. For a rested bandit, state of arm does not evolve when it is not played. Whereas for a restless bandit, state of arm evolves even when it is not played. Thus we have
for rested bandit, π (t)µ 0 + (1 − π (t))µ 1 , for restless bandit.
For y ∈ {0, 1}.
From [28] , we know that π (t) captures the information about the history H t , and is a sufficient statistic. It suggests that the optimal policies can be restricted to stationary Markov policies. In this, one can obtain the optimum value function by solving suitable dynamic program. Let us now define the value function when initial action is A (1) and is availability Y (1) afterwards an optimal policy is followed.
We can write the following.
Here,
The optimal value function V (π, y) is determined by solving the following dynamic program.
In next section, we derive the properties of value functions. These properties will be useful in proving a threshold type optimal policy and thereafter indexability.
IV. STRUCTURAL RESULTS
We now begin claiming some structural results on value functions. First we show that value functions are convex in belief π and in subsidy w. The proof uses the principle of mathematical induction. We later show that the difference in value functions, (V S (π ) − V NS (π )) is monotone in π. We further define threshold policy and show that the optimal policy is of threshold type. All the results that we will present here, are easy to derive for rested bandit problem and do not require any major assumptions on model parameters. Difficulties arise for restless bandits while obtaining the threshold type policy result, requiring restrictions on model parameters. Moreover, we consider two cases separately, 1) µ 0 > µ 1 , arm is positively correlated and 2) µ 0 < µ 1 negatively correlated.
Lemma 1 (Convexity of Value Function):
V NS (π ) are non decreasing and convex in w. A sketch of the proof is given in Appendix A.
A. THRESHOLD POLICY FOR A SINGLE ARMED RESTLESS BANDIT WITH CONSTRAINED AVAILABILITY
We first define and study a threshold type policy.
Definition 1 (Threshold Type Policy):
A policy is said to be threshold type, if one of the following is true.
1) The optimal action is to play the arm ∀π.
2) The optimal action is to not play the arm ∀π.
3) There exists a threshold π th such that ∀π ≤ π th the optimal action is to play the arm and not to play the arm otherwise. Remark 1: We now describe the implications of a threshold type policy in our applications. Since the state is not observable, the agent does not know the information quality of the source, and the Macro cell base station does not know the number of potential users in the small cell. But the agent or Macro cell base station maintains posterior belief π about the state. A threshold policy result indicates that there is a threshold belief π th , such that whenever current belief π < π th , an optimal action of a agent is to contact the source because it is better quality information. Similarly, the optimal action of Macro base station is to choose that small cell because there are enough number of users. If such threshold policy exists, and π th is known, then it provides a thumb rule for when the agent should contact its source and when the Macro base station should choose the small cell.
We next present few examples which will develop understanding of a threshold policy and point out difficulties in obtaining such results.
1) EXAMPLE 1
In our first example, we assume that r 0 = η 0 = 0 and r 1 = η 1 = 1. Further, we suppose that the agent gets perfect VOLUME 6, 2018 FIGURE 3. Threshold type optimal policy of the bandit in Example 1. This means, the optimal belief region for every action is contiguous. That is, the region where it is optimal to play the arm (V S (π) > V NS (π )) is contiguous; and so is the region with not-playing (V S (π) < V NS (π )) as the optimal action. state information when it plays an arm and does not get any information otherwise, i.e., ρ(0, y) = 0 and ρ(1, y) = 1 for all y ∈ {0, 1}. Also, we consider θ a (π, 1) = 1 and
Now, notice that in this example, V S (π ) is linear in π and V NS (π ) is convex in π for fixed w and β. Also, 1 (π ) at π = 0 is 1 (0) = µ 1 ; and 1 (π) at π = 1 is 1 (1) = µ 0 .
For 0 ≤ w < 1, at π = 0 and π = 1, we obtain
Thus, from the above discussion there is a unique intersection point π th and this is the threshold. This is illustrated in Fig. 3 . Similarly, we can derive a threshold for V S (π ) and V NS (π ).
2) EXAMPLE 2
In second example, we consider r 0 = η 0 = 0, r 1 = η 1 = 1, ρ(0, y) = 0, ρ(1, y) = 1 for y ∈ {0, 1} and θ a (π, y) = θ a for a ∈ {0, 1}. Then the value functions are
It is easy to see that V S (π) is linear in π, V NS (π ) convex in π.
Using the preceding example arguments, we get V S (0) > V NS (0) and V S (1) < V NS (1) . Thus, V S (π ) and V NS (π ) have a single intersection point π th and thus it has a threshold policy. Similarly, a unique intersection pointπ th can be obtained for 
3) EXAMPLE 3
In our third example, we use r 0 = η 0 = 0,
Then the value functions can be written as
From Eqn (9) and (10), V S (π) and V NS (π ) are non-linear and convex in π. Now, for 0 < w < 1, at π = 0 we obtain
Clearly, V S (0) > V NS (0). At π = 1, we have
Observe that V S (1) < V NS (1) . One cannot conclude the existence of a unique threshold from the above property alone. It would appear at first glance of Eqn (11), (12) that a scenario like Fig.4 might be possible, given the non-linear nature of the value functions. However, simulation results suggest the existence of a unique threshold. A numerical example is shown in Fig. 5 . Motivated from this simulation study, we look for mathematical tools to give a proof of its existence.
4) EXAMPLE 4 :
Now, consider a example when ρ(0, y) = r 0 , ρ(1, y) = r 1 are non-zero and θ a (π, y) = θ a (π ) for a ∈ {0, 1}. Then value functions are
56788 VOLUME 6, 2018 From above expressions, we can observe the coupling between value functions. V S (π ) and V NS (π) are convex and non-linear in π. Hence it is not trivial to claim the threshold type policy from observations. To gain further insight, we first study a numerical example in Fig. 6 , where we use the following parameters. µ 0 = 0.1, µ 1 = 0.9, r 0 = 0.4, η 0 = 0.1, r 1 = 0.95, η 1 = 0.65, θ a (π, y) = 0.5 for any π ∈ [0, 1], a, y ∈ {0, 1}, and β = 0.7. In Fig. 6-a) , we plot V S (π ) and V NS (π) as function of π. Similarly, in Fig. 6-b) , we plot value functions V S (π ) and V NS (π ). We can observe that value functions are piecewise linear and decreasing with π. These plots suggest that the optimal policy is of threshold type even though value functions are non-linear and convex.
Remark 2: In general, it is difficult to show that the optimal policy is of a threshold type for value functions in (4)- (7). This is because of coupling of value functions V (π ) and V (π ) and partial observability of states. If 1 > ρ(1, y) > ρ(0, y) > 0 for all y, then belief available at decision maker is a non-linear function of previous belief, this further increases the difficulty in characterizing a threshold type policy.
The above discussion indicates that we require different technique to show the existence of a unique threshold. We next show that the difference of value functions, V S (π )−V NS (π ) and V S (π )− V NS (π) are monotone decreasing with π . This is a sub-modular property of the value functions, [29, Sec. 4.7.1, pp. 103], [30] . To claim this property for value functions, we consider two cases separately 1) positively correlated arm µ 0 > µ 1 and 2) negatively correlated arm µ 0 < µ 1 .
For positive correlated arm, the key step is, if the rewards, observation and transition probabilities follow certain order, then the optimal value functions are monotone with belief π. This is given in next lemma.
Lemma 2 (Monotone Value Functions
A sketch of the proof is given in Appendix B. Using this lemma we claim the following.
Lemma 3: For fixed w and conditions of Lemma 2 1
A sketch of the proof is given in Appendix C. For negative correlated models, i.e., µ 0 < µ 1 , the value functions are no longer monotone in π. So the proof of this is different from the earlier technique. We use the Lipschitz properties of value functions with respect to π. That is,
where κ = Lemma 4: For fixed w, β, θ a (π, y) = θ a (y), and
We give a sketch of the proof in Appendix D. Here, we have imposed some conditions on transition probabilities to prove that the differences of value functions are monotone in π. The detailed proof is in appendix D.
We now ready to state our main result on threshold policy. Theorem 1: The optimal policy for a single armed bandit with constrained availability is of threshold type for a given subsidy w and β ∈ (0, 1) under following conditions 1) For µ 0 > µ 1 , θ a (π, 1) > θ a (π, 0), and θ a (π, y) > θ a (π , y), for π > π. 2) For µ 0 < µ 1 , and µ 1 − µ 0 ≤ ] or there existsπ th such that
Thus claims follows. VOLUME 6, 2018 FIGURE 7. For a greater subsidy the belief set which has not-playing as the optimal action is larger; i.e., for w 2 > w 1 , G 1 (w 1 ) ⊂ G 1 (w 2 ).
V. INDEX POLICY FOR SINGLE-ARMED BANDIT
Recall that our interest here is to seek an index-type policy. The value functions depend on subsidy w. In this section we point out this dependence explicitly, by using w in the value function notation. We now define indexability of an arm. Let G(w) be the subset of state space S = [0, 1] × {0, 1} in which it is optimal to not play the arm, given subsidy w. It is defined as
To understand the above definition, let
and we have G(w) = G 1 (w) ∩ G 0 (w). Using set G(w), indexability and index are defined as follows.
Definition 2: An arm is indexable if G(w) is increasing in subsidy w, i.e.,
The index of an indexable arm is defined as w(π, y) := inf{w ∈ R : (π, y) ∈ G(w), ∀(π, y) ∈ S}. Remark 3:
• Note that we can rewrite definition of set G(w) in the following way.
where
• If the optimal policy is of a threshold type, then π th = π th and π th = π th .
• To claim indexability, we require to show that as subsidy w increases, π L (w) and π L (w) are non-increasing in w.
Clearly, this will imply that set G 1 (w) and G 0 (w) are increasing in w. Further, this suggests that a threshold is monotone decreasing in subsidy w. In Fig. 7 , we have illustrated this for set G 1 (w).
• In general, it is difficult to show indexability and obtain index because there is difficulty in proving a threshold type policy and obtaining closed form expressions for value functions. We next study the indexability and derive the closed form expression for the index in case of a single-armed rested bandit. We later study indexability for restless bandit case.
A. INDEXABILITY OF RMAB-CA
We first provide background on the standard rested bandit. Here, the arm is always available for play; if it is played, the state changes, otherwise state does not change. Gittins in [1] first proposed an index solution to the rested bandit problem using the idea of pairwise argument. Thereafter, various different proofs have been studied, see [2, Ch. 2] . To invoke the idea of Gittins index, we consider a two armed bandit setting, where one arm is a standard rested bandit, say B, and an alternate bandit, say S(w) that has a single state and yields a fixed reward w after play. In this two-arm setting if an optimal decision is to continue play arm S(w) for all time slots, then the total discounted reward is w 1−β . Now, initially at time slot 1, arm B is played and afterwards the optimal policy is followed, then it indicates that the policy may switch and play arm S(w) at some time, say τ > 1. Note that an optimal policy never switches back to arm B since state of arm is frozen. Thus, for all time slots t ≥ τ, it is optimal to play arm S(w). Hence the expected discounted reward for arm B is given by
Here, X (t) is state of arm B at time slot t, and τ is called as stopping time, τ ∈ {1, 2, · · · }. Now observe that R(i) < w for all state i, then stopping time τ = 2, Alternatively, R(i) > w for all i then τ = ∞. Thus it suggests that stopping time 2 ≤ τ < ∞ for w < R(i) for some states i and w > R(j) for some states j, i = j. We should find a fixed reward w such that the expected discounted reward from these two arms is equal. This serve as the index of the arm B. To derive index, we rewrite
This can written as follows.
LHS of preceding expression is linear and decreasing in w, and hence it has unique solution. After some simplifications, the Gittins index for initial state i is
Remark 4: 1) In the preceding discussion, if arm is switched from B to other arm S(w), then arm B is never played back. This is equivalent to the optimal stopping problem. 2) An index based policy for standard rested MAB is indeed optimal, see [2, Ch. 2] for a proof of optimality. 3) Second arm in the standard bandit in above discussion can be thought as subsidy for not playing the arm in our setting. Our problem is more involved than the standard bandit.
B. RESTED BANDIT WITH CONSTRAINED AVAILABILITY
Now, we follow the preceding approach of playing against the standard arm, but due to availability constraints the standard arm will not be available always. Depending on the availability, the set G(w) contains either (π, 0) or (π, 1), two kinds of states. If initial state (π, 0) ∈ G(w), then an optimal action is not to play an arm at all time slots, and the expected reward is equal to w 1−β . Here state does not change. Similarly, if (π, 1) ∈ G(w), then an optimal action is not to play an arm but due to availability constraints of an arm, it may become unavailable and the state may change to (π, 0). This further complicates an analysis. To simplify our problem, we make the following assumptions on transition probabilities.
where δ ij equals to 1 if i = j and 0 otherwise. Also, p 00 = µ 0 , and p 10 = µ 1 . This indicates that state of the arm changes if arm is available and does not change when arm is unavailable. Further, we assume θ 0 (π, 0) = 0. Remark 5: In our application of social or information networks, where the state represent information quality about source, when a source is unavailable, it is a reasonable to assume that the state of a source will remain same.
Under these assumptions, we derive the value functions expressions in next Lemma.
Lemma 5: 1) For (π, 0) ∈ S, subsidy w ∈ R, if (π, 0) ∈ G(w) then V (π, w) = w 1−β with initial state (π, 0). 2) For (π, 1) ∈ S, subsidy w ∈ R, if (π, 1) ∈ G(w) then
Here, E φ 0 π,1 is the expectation under policy φ 0 that plays the arm when it is unavailable and otherwise keeps it rested.
Proof: 1. State of the arm does not change when arm is unavailable and not played. Therefore if (π, 0) ∈ G(w), then it is always optimal to not play the arm and the expected total discounted reward starting in state (π, 0) is V (π, w) = w 1−β . 2. If (π, 1) ∈ G(w), then, the arm may visit (π, 0) state if it goes unavailable in between. Therefore, the arm is in either (π, 1) or (π, 0) state. In this case, two optimal policies are possible (a) never play the arm, (b) do not play the arm when it is in state (π, 1) and play the arm when it is in (π, 0). The expected total discounted reward for policy (a) is w 1−β and for policy (b) is given in (15) .
We now present a preliminary result which specify condition on subsidy w under that G(w) is empty set. We define E
as the expectation under policy φ 1 that always plays the arm.
Then we can evaluate the total expected discounted reward under φ 1 for initial state (π, 1) and it is (π, 1) := E
We can derive lower bound on (π, 1) in terms of η 0 ,
Lemma 6: If subsidy w is smaller than η 0 , then set G(w) = ∅.
Proof: The proof is by contradiction. We first consider case for y = 0. Suppose that (π, 0) ∈ G(w), hence, G(w) = ∅. Then, from Lemma 5, we get V (π, w) = w 1−β . We also obtain V (π, w) > w 1−β because w < η 0 < R 1 (π, 0). This contradicts our assumption. Hence claim follows.
Next, consider case for y = 1, and assume that (π, 1) ∈ G(w). Then, using Lemma 5, we have V (π, w) < If subsidy w is higher than η 0 , then, set G(w) can be nonempty. We will provide sufficient condition on subsidy w for G(w) to be non-empty. Also, if set G(w) is non-empty then we give lower bound on subsidy w. This is given in the next Lemma.
Lemma 7: (π, y) ∈ G(w) if and only if
for τ > 0.
Proof: We first assume that (π, y) ∈ G(w). We want to prove Eqn. (17) . We know from Lemma 5 that if (π, 0) ∈ G(w), then V (π, w) = w 1−β and if (π, 1) ∈ G(w), then V (π, w) = w 1−β , for w ≥ R 1 (π, 0). This suggests that the optimal action is not to play the arm for all time slots. The optimization problem in (2) reduces to optimal stopping problem, where arm is played until stopping time τ − 1 and not played since τ. Thus the expected discounted reward is
This expected reward is upper bounded by w 1−β because not playing arm is always optimal for (π, y) ∈ G(w) as shown earlier. Hence
We assume that w is lower bounded and Eqn. (17) holds true. Then, it is easy to verify that (π, y) ∈ G(w). To see VOLUME 6, 2018 this, make use of the optimal stopping time policy and Eqn. (18) . We next derive second main result and obtain index.
Theorem 2: The arm is indexable and index w(π, y) is
Proof: Note that Eqn. (17) is true for every stopping time τ > 1. This implies not playing the arm is optimal for all t ≥ τ. Further, the following is true from preceding derivation.
In order to show indexability, we need to prove that G(w) set is monotone in w. From Lemma 6, we know that there is w for which set G(w) is empty. As w increases this set becomes nonempty. This is clear from Lemma 7. As subsidy w increases, Eqn. (17) continues to hold for larger subset of S = [0, 1] × {0, 1}. Thus indexability holds true by definition and index can be computed using (20) .
Remark 6:
The rested bandit model is well suited for information sourcing problem. Here, the state of a source changes when it is contacted and remains frozen till next interaction. The advantage of an index policy is that it decouples the complex decision problem into computing index of individual sources. The index of a source represent the quality of information, higher the index higher the chances of having relevant information.
We know that the index based policy for standard rested bandit is indeed an optimal policy, [1] , [2] . But, the index policy in our formulation need not be optimal. We next provide an example of this, it is inspired from [18] .
1) EXAMPLE ON NON-OPTIMALITY OF GITTINS INDEX POLICY
Here, we present a hypothetical example to illustrate a scenario. Consider two-armed bandit with the following parameters. Arm 1 is always available and arm-2 is available with probability θ a (π, y). Let π 11 , π 12 , π 13 , · · · , be a sample belief state sequence of arm 1, when it is played. Let arm 2 be fixed in a belief state π 2 , which is its stationary distribution. Suppose the expected reward from playing arm 1 with above belief state evolution is 1, 111, 15, 15, 15, · · · . When arm 2 is played, it generate constant expected reward 50, since its belief is constant. If θ a (π, y) = θ = 0.7, β = 0.85 and initial beliefs of arm 1 is π 11 and that of arm 2 is π 2 , the index values can be computed as following.
In Fig. 8 , we show the slot wise expected rewards for myopic and index policies. The values in red represent the rewards from playing arm 1, while the values in green are from playing arm 2. The index policy plays arm 1 in first and second time slot as the index of arm 1 is higher than that of arm 2. In later time slots, t > 2, an index policy plays arm 2 if it is available, otherwise an index policy plays arm 1 because index of arm 2 is higher when its available. On the other hand, myopic policy chooses arm 2 in the first slot; from the second slot onwards it prefers arm 2 when it is available and otherwise plays arm 1.
Therefore, the expected discounted cumulative reward for index policy is
and the expected discounted cumulative reward for myopic policy is
Notice that the difference between the expected discounted cumulative rewards of both these policies depends on the choices made in the first two slots. For a given β = 0.85, a myopic policy performs better than an index policy.
Remark 7: We observe similar trends for smaller values of β, i.e., myopic policy performs better over index policy in our numerical study, see Section VI. We also notice that a myopic policy performs poor compared to index policy, when discount parameter β is closer to unity. This will be illustrated in numerical section.
C. RESTLESS BANDIT WITH CONSTRAINED AVAILABILITY
In a restless bandit, an index expressions are difficult to derive due to hidden states, non-linear belief update rule and dynamic availability constraints. Hence we will present a stochastic approximation scheme for index computation. First, we show that an arm is indexable. From definition of indexabiity, we require to show that threshold π th (w) and π th (w) are non-increasing in w, i.e.,
Essentially, this leads to value functions V (π, w) and V (π, w) being differentiable in w. Note that V (π, w) and V (π, w) are obtained by solving parametrized optimization problem, where subsidy w is parameter. In general, it is hard to claim differentiability of the value function in w for parametrized optimization problem. However, differentiability almost everywhere can be claimed under some conditions such as absolute continuity of functions using results from [31, Ch. 6] .
We now highlight few key steps, which are involved in obtaining indexability proof. The details are in Appendix E. 1) We use the notion of absolute continuity, defined in Appendix E. We show that V (π, w) and V (π, w) are absolutely continuous in w for w ∈ [w L , w H ] and π ∈ [0, 1]. 2) This implies that V S (π, w) and V NS (π, w) are also absolutely continuous. 3) Using properties of absolute continuity (see Lemma 8, 9 in Appendix E), we state that V (π, w) has derivative w.r.t. w almost everywhere, for all π ∈ [0, 1].
and it is also absolutely continuous. Hence f (π, w) has derivative w.r.t. w almost everywhere for all π ∈ [0, 1]. 5) We know that there exists an optimal threshold policy under some condition on transition probabilities. Thus we have
6) Thus π th (w) is also absolutely continuous, and it has derivative w.r.t. w. ≤ 0 almost everywhere (a.e.) for π. Again, the proof is obtained using induction. 9) This implies that ∂π th (w) ∂w ≤ 0 a.e. This completes the proof of indexability. We also provide an alternative proof of indexability, and it needs the strong condition on discount parameter, that is β < Proof: The following inequalities obtain using induction technique, .
Now from Lemma 10, we require the difference
to be non-negative at π L (w) and π L (w) . This reduces to following expression.
We can provide upper bound on LHS of above expression and it is upper bounded by 2/(1 − β). If β < 1/3, Eqn. (21) is satisfied. π th (w) is decreasing in w. Similarly π th (w) is decreasing in w. And the claim follows.
1) INDEX COMPUTATION
It is difficult to obtain closed form expression for value functions. This is because there is coupling between value functions from when arm is available and arm is not available.
Thus it is also difficult to derive closed form Whittle's index expressions. This motivates us to study a numerical scheme for Whittle index computation. We compute the Whittle index using ideas in stochastic approximations. In particular, this scheme uses a threshold type policy result of value functions and two-timescales stochastic approximations. In twotimecales stochastic approximations, we update w t at slower time-scales or natural time-scales, and the value functions are updated using value iteration algorithm at faster timescales. This scheme is inspired from stochastic approximation algorithms, see [13] , [32] . We now analyze a special case of restless single-armed bandit problem and make following assumptions on model parameters. r 0 = η 0 = 0, θ a (π, y) = θ a and ρ 0 = 0, ρ 1 = 1.
We update the belief π (t + 1) in following manner.
In this scheme for fixed w, y = 1 and a threshold π, we know that V S (π, w) = V NS (π, w). Using value iteration algorithm, we compute V S (π, w) and V NS,w (π, w) on faster time scales until difference |V S (π, w)−V NS,w (π, w)| becomes smaller than tolerance h. To compute the index w(π, 1), our algorithm starts with initial subsidy w 0 and it is updated iteratively at slower timescales according to following expression. , w t ) ). VOLUME 6, 2018
Algorithm 1 Algorithm That Computes Whittle Index for a Single Arm
Input: Reward values r 1 , η 1 ; Initial subsidy w 0 , tolerance h, step size α.
These computations are performed till difference |V S (π, w t )− V NS (π, w t )| is smaller than tolerance h.
Using similar procedure mentioned above, we update w t with slower timescales and run value iteration for V S (π, w t ) and V NS (π, w t ) on faster timescales when π is threshold and y = 0. Thus compute the index w(π, 0). The details are given in Algorithm 1. The convergence of two timescales stochastic approximation algorithm is presented in [32, Ch. 6 ] and here we do not detailed the proof.
VI. NUMERICAL RESULTS
In this section, we study the performance of index and myopic policies for both rested and restless bandits. We do this with a series of numerical examples which consider various types of reward structures and arm behaviour.
A. PERFORMANCE OF INDEX POLICY FOR RESTED BANDIT WITH CONSTRAINED AVAILABILITY
Recall that in an index policy, the arm with highest index is played in given time slot. In myopic policy (MP), the arm with highest immediate expected reward is played at each time slot. We consider 5−armed bandits and use the following set of parameters in all examples. We also set ρ 0 = r 0 , ρ 1 = r 1 , initial belief and availability vector of arms is
We further have two sets of examples, in first set of examples we assume that the probability of availability is identical for all the arms, i.e., θ a n (π, y) = θ a (π, y). In second set of examples, each arm has different probability of availability.
1) ARMS WITH IDENTICAL PROBABILITY OF AVAILABILITY
Here, θ a n (π, y) = θ a (π, y). But we assumed different reward and transition probabilities. We consider four examples as given below. (4)- (7), we can observe the influence of V (π ) and V (π ) on each other, that is based on different value of θ a (π, y). The parameter sets in the above examples might represent different kinds of sources and their interaction with their agent in the information sourcing problem. In the first and second examples, once an arm becomes unavailable it stays unavailable. So, one might expect that the initial availability of arms significantly influences the performance. The third example considers a case where there is a possibility of repairing an unavailable arm by playing it θ 1 (π, 0) = 0.4. On the other hand, the fourth example considers a case of 'delicate' arms which tend to easily go unavailable θ 1 (π, 1) = 0.35 and can be easily made available θ 1 (π, 0) = 0.75.
The first example captures the scenario, where there is no influence of V (π) and V (π ) on each other. In Tables 2,  we show a detailed comparison of discounted cumulative reward using index based policy and myopic policy. Also, we observe that the index policy performs better than myopic policy for large values of discount parameters β, i.e., β closer to 1. In this example, myopic policy gives better performance over index policy for β = 0.6.
In our second example, we consider θ 1 (π, 0) = 0, i.e., no influence from V (π) on V (π ) but θ 1 (π, 1) = 0.8, and θ 0 (π, 1) = 0.7, i.e., there is influence from V (π ) on V (π), see Eqn. (6) . The performance is given in Table 3 . It suggests that the index policy yields up to 20% gain in discounted cumulative reward compared to myopic policy. In this example, index policy gives better performance compared to myopic policy even for β = 0.6. In third example, we use θ 1 (π, 0) = 0.4, θ 1 (π, 1) = 0.8, and θ 0 (π, 1) = 0.7. The performance is illustrated in Table 4 . This example captures a scenario with some influence from V (π) and V (π) on each other. We notice that index policy provides gain in cumulative discounted reward compared to myopic policy for β = 0.8, 0.95. The index policy yields up to 12% gain in discounted reward over myopic policy for β = 0.95. But it does not provide any gain for β = 0.6.
In above first 3 examples we considered θ 1 (π, 1) > θ 1 (π, 0), see Table 2 -4. This implies that the probability that the arm is available in next slot given that it is not available and played in current time slot is smaller than the probability of availability in next slot given the arm is available and played. On the other hand we consider example of θ 1 (π, 1) < θ 1 (π, 0) in Table 5 , which means playing an arm when it is not available leads to better chance of it being available in the next slot than playing when it is available. we observe similar performance to that of example 3. Example illustrating two possible scenarios were considered with parameters shown in Table 6 . From Table 7 we can see that index policy performs better compared to myopic policy. The index policy gives up to 16 to 18% gain over The comparative study shows that an agent is likely to gain more from the index policy if it values a more long-term relationship (larger β) with its sources. For more short term agent-source interactions, it is better to stick to the myopic policy.
B. PERFORMANCE OF INDEX POLICY FOR RESTLESS BANDIT WITH CONSTRAINED AVAILABILITY
We now study the performance of index policy and myopic policy for restless multi-armed bandit. Here, the arms start in random states with random initial beliefs. The initial availability of arms are random. The reward is accumulated at the end of each slot from arms that are played. These rewards are stored and averaged over large number of iterations. We will plot and compare the discounted cumulative reward that is obtained from these policies as function of time slots. We also plot the arm choice fraction which is the probability that an arm is chosen in a slot.
In this section, our examples consider an agent with arms (N = 15) with following parameters. We can observe that, there are 5 arms which are always available and other arms are intermittently available and discount factor β = 0.99. At each decision making instant the agent plays M of N arms. We have studied examples considering M = 3 and M = 10. Our parameter set represents the scenario where availability of arms is independent of agent's decision but the perception of their usefulness depends on it, i.e. θ 0 = θ 1 . Further, the arms in our examples are positively correlated, i.e. (µ 0 > µ 1 ). In Fig. 9-a) we plot the discounted cumulative reward as a function of time slots. It can be seen that the discounted cumulative reward under Whittle index policy (WI) is higher then myopic policy (MP). We also observe that WI and MP yield higher discounted cumulative reward compared to that of uniform random policy. We also plot arm choice fraction in Fig. 9-b) . Here, myopic policy chooses arms {1, 5, 14} most frequently compared to other arms and this is because arms {1, 5} are always available and 14 has high reward. Whereas WI policy chooses from broader set of arms more frequently even though they have lesser rewards. This behaviour of Whittle's index policy is because it considers future rewards and availability of arms through the action value functions. Interestingly, arms {9, 10, 15} that are not always available are chosen.
In second example, From Fig. 10-a) we observe that the Whittle index policy yields higher discounted cumulative reward compare to myopic and uniform random policy. This is again because Whittle index policy incorporate future rewards and availability and maximizes long term reward. From Fig. 10-b) notice that myopic policy chooses arm {1, 2, 3, 4, 5} more often compared to other arms and this is because they are always available. Whereas Whittle index policy chooses arms {1, 12, 13, 14, 15}, this is due to large reward and better future availability. Now, if we compare the performance for M = 1, 3, 10. we find that the difference in gain between the index policy and myopic policy has an increasing order. We then expect it to decrease for the following reasons. (1) Obviously, for M = N all policies perform the same, (2) For a case such as M = N −1 or M = N −2, an equivalent problem is to identify the 'worst' arm and avoid selecting it. We can expect that this is done equally well by both myopic and index policies.
VII. CONCLUDING REMARKS
In this paper we proved that the optimal policy for both rested and restless single-armed bandit with hidden states and constrained availability (RSAB-CA) has threshold type structure in belief space under some model restrictions. This is generally true for RSAB-CA, even without any restrictions. However, it is difficult to prove. We have also demonstrated this threshold structure using numerical simulations. We also proved indexability of RMAB-CAs. For the rested case a formula for index was derived. For the restless case, we provided a two-timescale stochastic approximation algorithm for index computation.
From numerical examples, we observed that index policy performs better than myopic policy for some cases. The same is true for restless bandits in some scenarios. In other scenarios, myopic policy performs almost as well as the index policy. This shows that there is need for an extensive study for developing alternative heuristics which are based on the principles of both myopic and Whittle's index policy.
Further, large sized systems need to be studied in order to apply the current model in social networking frameworks. Such framework may be used to study information dissemination and its impact on decision making in social structures. Also, Multi-agent multi-armed bandit model, where agents compete for gathering reliable information from sources can be applied to study the impact of competitive information gathering in social networks. Similarly, it can also applied to user association decisions in dense small-cell networks. Let
Now define
clearly, V 1 (π ) is linear and hence convex. If V n (π ), V n (π ) is convex in π then we can write From [33, Lemma 2], we can argue that V n+1,S (π ) is convex in π. Similarly, we can show this for other value functions.
2. In this part, We can rewrite (22) , in form of V n+1,S (π, w) and V n+1,NS (π, w) as function of w. We can see that V 1 (π, w) is monotone non decreasing and convex in w. V n+1,S (π, w) is constant plus a convex sum of four non decreasing convex function of w. V n+1,NS (π, w) is the sum of three non decreasing function of w. The convexity is preserved under max operation so V n+1 (π, w) is also non decreasing and convex in w and using induction, all V n (π, w) follows the same. As V n (π, w) → V (π, w) and this complete the proof for V (π ). Similarly, we can show this for other value functions.
B. PROOF OF LEMMA 2
The proof can be done via induction technique. The basic intuition behind ordering rewards, transition and observation probabilities on belief π is to get monotone decreasing value functions over π.
Assume that V n (π) and V n (π ) is non increasing in π. Lets take π ≥ π and playing an arm is optimal. Then induction step V n+1 (π) = ρ(π ) + βρ(π ) θ 1 (π, 1)V n (γ 1,1 (π )) + (1 − θ 1 (π, 1)) V n (γ 1,1 (π )) + β(1 − ρ(π ) θ 1 (π, 1)V n (γ 0,1 (π ))
Here ρ(π ) is decreasing in π, i.e. ρ(π ) < ρ(π ) for π > π. Hence + β(1 − ρ(π ) θ 1 (π , 1)V n (γ 0,1 (π ))
Further, a similar argument can be made when not playing the arm is optimal. Likewise, we can show that V n+1 (π ) ≥ V n+1 (π ). This is true for every n ≥ 1. From [28, Ch. 7] and [34, Proposition 2.1, Ch. 2], V n (π ) → V (π ), uniformly and similarly V n (π ) → V (π ). Hence V (π ) ≥ V (π ) and V (π) ≥ V (π ) for π ≥ π.
C. PROOF OF LEMMA 3
From Lemma 2 V S (π ) is strictly decreasing in π and V NS (π ) is non-increasing in π.
Let f (π ) = V S (π) − V NS (π ) and f (π ) is decreasing in π, i.e f (π ) < f (π ) for π > π . This implies that we need to show
Rearranging 23 we need to show
Rested bandit: Right hand side of (24) Now, the proof is similar to the Lemma 2 using induction technique.
D. PROOF OF LEMMA 4
As before f (π ) = V S (π ) − V NS (π ). In order to prove that f (π ) is decreasing, we need to show that its partial derivative w.r.t. π is negative. Taking partial derivative of f (π ) w.r.t. π, we obtain
Next using Lipschitz property of value function (13) 
We want {−1 + 2β(µ 1 − µ 0 ) + β|µ 1 − µ 0 |} < 0 for the derivative of f (π ) to be negative. This holds true when 0 < µ 1 − µ 0 < 1 3 . It is possible that V S (π ), V NS (π ) is not differential w.r.t π. In that case right partial derivative should be taken. Such partial derivative exists because V S (π ), V NS (π ) are convex and bounded.
E. INDEXABILITY LEMMA FOR RESTLESS BANDIT

1):
In this part, We will prove the value functions V (π, w) and V (π, w) are absolutely continuous. Let us define absolute continuity of a function and then provide supporting Lemmas from [31] , to be used in the proof . Recall that we have proved the value functions, V (π, w) and V (π, w) are convex in w in Lemma 1. Once value functions are convex they are Lipschitz. From Lemma 8, it is implied that value functions V (π, w) and V (π, w) are absolutely continuous. Further, these functions are differentiable w.r.t. w almost everywhere.
2): We now state the following lemma which is essential to claim indexability. The proof of this lemma is along lines of [8] , and we do not repeat the proof here.
Lemma 10 , then π th (w) and π th (w) are monotonically decreasing functions of w.
