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Les fournisseurs de services et la
problématique de l’adaptation
continue
Dans les modèles de réseaux unifiés (les NGN), l’accent est mis sur la séparation entre
l’acheminement des données, la gestion du réseau et les applications. Cette approche est
indispensable pour la réalisation d’un réseau qui propose une plateforme de diffusion de
services numériques, et cela, quels que soient la technologie d’accès et le terminal utilisé.
Un nouvel acteur émerge dans la chaîne de valeur télécom : le fournisseur de services
numériques. Il incarne la convergence des services en proposant ses services numériques à
tous les utilisateurs du réseau, c’est-à-dire quels que soient les terminaux et technologies
d’accès utilisés. Mais il ne s’agit pas de créer autant de versions du service numérique qu’il
existe de couples possibles entre la technologie d’accès et les terminaux. Ni à l’inverse, de
limiter le service numérique à certains terminaux ou à certaines technologies d’accès. Son
objectif est de rendre le même service accessible à tous, quels que soient le terminal et
la technologie d’accès, c’est-à-dire offrir la meilleure expérience d’utilisation possible en
regard des capacités du réseau et du terminal. Dans les réseaux du futur, cette promesse
d’adéquation du service numérique à son environnement d’exécution ne concerne pas
uniquement le début de la session, mais doit perdurer tout au long de son exécution. En
effet, les caractéristiques du réseau et du terminal peuvent évoluer au cours du temps. Il
faut donc être en mesure de fournir la performance attendue en continu. Pour permettre
cet alignement du service numérique avec le terminal et le réseau, les services numériques
doivent prendre conscience de leur environnement.
Cela est d’autant plus important qu’IMS propose le changement de technologie d’ac-
cès (handover vertical) ou du terminal sans couture. Ce changement de contexte d’uti-
lisation au cours d’une session applicative nécessite une réévaluation constante de l’en-
vironnement et un ajustement de l’application si nécessaire. Ceci est particulièrement
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vrai pour le changement de technologie d’accès où l’utilisateur conserve son terminal. En
effet, il ne souhaite pas subir l’arrêt inopiné de sa session applicative pour des raisons
techniques comme le changement d’une technologie d’accès à une autre. D’autant plus
que ces changements sont dus à des fonctions offertes par les réseaux du futur.
Nous pouvons voir ce problème sous un autre angle en reprenant le modèle OSI. Ce
modèle décrit un réseau sous la forme de sept couches, chacune s’appuyant sur la pré-
cédente pour réaliser sa fonction. La première couche est la liaison physique, la dernière
est l’application. IMS propose une continuité de la connexion au réseau lors du change-
ment de technologie d’accès à ce même réseau, par exemple, le passage de WiFi à 3G.
Autrement dit, la couche réseau conserve la connexion IP pour l’échange de données.
Il semble donc évident que les couches supérieures ne devront pas être impactées par
ce changement de technologie d’accès. Cependant, dans certaines situations, les utilisa-
teurs expérimentent aujourd’hui une coupure du service en cours de consommation. En
effet, les caractéristiques de chacune des technologies d’accès ne sont pas équivalentes,
certaines offrant de meilleures caractéristiques que d’autres (p. ex. bande passante plus
limitée pour une connexion 3G que pour une connexion 4G). Pour pallier ces problèmes
liés aux situations d’usage, les services doivent s’adapter à leurs conditions d’utilisation
tout au long de la session applicative.
Cette problématique d’adaptation dynamique d’une application à son environnement




Notre scénario de référence s’inscrit dans les réseaux du futur. Ce sont des réseaux
convergents qui proposent de nouveaux usages aux utilisateurs, tel que le changement
de technologie d’accès au réseau sans déconnexion.
Dans ce scénario, Alice et Bob sont deux salariés d’une même société qui souhaitent
communiquer en utilisant un système de téléconférence. Pour cela, ils s’appuient sur le
service numérique fourni par leur opérateur de réseau : téléconférence adaptative. Ce ser-
vice numérique permet de mettre en relation plusieurs participants au travers du réseau
et de leurs terminaux. Par rapport à un service de téléconférence standard, sa particu-
larité est sa capacité à adapter les flux audio et vidéo de chaque utilisateur du service
par rapport à son environnement informatique. Il adapte les flux pour proposer une
continuité du service de téléconférence en regard de la situation d’usage de l’utilisateur.
Dans notre scénario de référence, le service numérique propose quatre modalités
d’exécution :
– Flux audio sans vidéo.
– Flux audio avec une vidéo en faible définition.
– Flux audio avec une vidéo en moyenne définition.
– Flux audio avec une vidéo en haute définition.
L’adaptation du service numérique est réalisée par le passage d’une modalité à l’autre
lors de l’exécution du service numérique.
Pour réaliser ces adaptations, le service numérique évalue la performance de l’envi-
ronnement informatique de l’utilisateur. Dans ce scénario de référence, l’évaluation de
la performance est réalisée avec deux paramètres :
– La bande passante disponible,
– La définition de l’écran du terminal utilisé.
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Le service de téléconférence adaptative propose la modalité de transmission la plus
adaptée en fonction du contexte d’utilisation.
Ce service définit quatre situations d’usage (ou contextes d’utilisation) en fonction des
valeurs du couple bande-passante/résolution de l’écran. Si la bande passante et la résolu-
tion de l’écran dépassent un certain seuil alors l’application est éligible à une ou plusieurs
modalités. Nous représentons ces situations d’usage et les valeurs seuil correspondantes
dans Tableau 2.1.
Tableau 2.1: Modalités et règles de l’application
Bande passante Résolution de l’écran Modalité
> 8 Mbit/s > 1024*768 Audio et Vidéo HD
> 2 Mbit/s > 800*480 Audio et Vidéo MD
> 256 Kbit/s > 320*240 Audio et Vidéo BD
< 64 Kbit/s) - Audio seul
Ainsi au cours de l’exécution des sessions, le service numérique évalue de façon conti-
nue la situation d’usage de chaque utilisateur et modifie, si besoin est, le comportement
du service numérique.
2.1 Déroulement du scénario
Notre scénario met en scène deux utilisateurs du service numérique de téléconférence
adaptative : Alice et Bob.
Alice est dans son bureau. Son terminal est connecté au réseau au travers d’une
connexion qui propose un débit supérieur à 8 Mbit/s et a un écran avec une définition
jusqu’à 800x480. Elle n’est pas en situation de mobilité et conserve le même terminal
tout au long de la session : sa situation d’usage ne va pas évoluer.
Le smartphone de Bob est enregistré sur le service numérique comme terminal ac-
cessible. Il dispose d’un écran offrant une définition jusqu’à 800x480 et permet l’accès
au réseau au travers de connexions sans fil WiMAx, WiFi, UMTS et EDGE. Bob est en
situation de mobilité. Son terminal change de technologie d’accès au réseau en fonction
de la couverture radio : sa situation d’usage va évoluer. Nous nous intéressons seulement
au cas de Bob puisqu’il est en situation de mobilité.
Le trajet emprunté par Bob dispose d’une couverture WiMax en alternance avec une
couverture EDGE. La technologie WiMax fournit une très large bande passante, offrant
des débits bien supérieurs à 8Mbit/s. La technologie EDGE propose des ressources réseau
beaucoup plus limitées, inférieur à 56 Kbit/s. Dans notre scénario, les conditions du
réseau lors d’une connexion EDGE ne permettent pas de faire passer un flux vidéo.
Lorsque Bob utilise une connexion WiMax, il dispose d’une conférence audio et vidéo
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en moyenne définition. La bande passante disponible est suffisante pour proposer la vidéo
en haute définition, mais le terminal offre seulement une définition de 800x480. Lorsque
Bob utilise une connexion EDGE, il ne peut pas afficher de vidéo, malgré la capacité du
terminal : l’échange se fera seulement en audio.
Tableau 2.2: Évolution des modalités applicatives de l’application de téléconférence
pour la session de Bob
Temps Evénement Modalité
00 Ouverture de session (WiMax et défintion de
800x480)
Audio & Vidéo MD
10 Changement de technologie d’accès (WiMax
> EDGE)
Audio seul
15 Changement de technologie d’accès (EDGE
> WiMax)
Audio & Vidéo MD
Tout au long de la session de téléconférence, le système offre à Bob la modalité
la plus adaptée à sa situation d’usage (Tableau 2.2). Lorsque Bob reçoit la demande
d’Alice, il utilise une connexion WiMax pour accéder au réseau avec un terminal offrant
une résolution de moyenne définition. La situation d’usage correspond à Audio & Vidéo
MD. Le système propose donc une modalité d’exécution comprenant l’audio et la vidéo
en moyenne définition. Dix minutes après le début de la communication, la couverture
WiMax n’est plus suffisante : son terminal change de technologie d’accès au profit de
l’UMTS tout en gardant une connexion au réseau. Le service numérique de téléconfé-
rence adapte son exécution pour la session de Bob et coupe le flux vidéo pour offrir
une continuité du service : la modalité utilisée est Audio seul. Quinze minutes après le
début de la communication, le terminal utilise de nouveau la technologie WiMax pour
la connexion au réseau. Le service numérique va de nouveau s’adapter à la situation
d’usage de l’utilisateur en réactivant le flux vidéo en moyenne définition : la modalité
utilisée est Audio et Vidéo MD.
2.2 Problématiques soulevées
Ce scénario met en avant deux problématiques que l’on retrouve lors d’un changement
de terminal ou de technologie réseau : la continuité du réseau et la continuité du service
numérique. La première problématique est en phase d’être résolue par l’environnement
technique des réseaux du futur présentés dans la suite de ce manuscrit (chapitre 4)
et ne concerne pas le coeur de cette thèse. La problématique de continuité du service
numérique est par contre encore ouverte et nous la traitons dans cette thèse.
Les réseaux du futur sont caractérisés par la convergence des technologies d’accès
et de terminaux. Cette convergence apporte de nouveaux modes de consommation, par
exemple la possibilité de changer de technologies d’accès ou bien de terminaux au cours
d’une session multimédia. Cependant, le support du handover vertical ou bien de la mo-
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bilité de terminal ne permettent pas de répondre à la problématique de continuité du
service. C’est en particulier le cas lors d’un changement vers une technologie ou un ter-
minal avec des caractéristiques radicalement différentes. En effet, les technologies d’accès
ou les équipements utilisateurs ont parfois des caractéristiques très différentes et n’offrent
pas les mêmes capacités. Dans cette situation, il devient impossible de proposer un ser-
vice unique qui soit compatible avec tous les terminaux et toutes les technologies d’accès,
tout en proposant une expérience utilisateur qui tire pleinement parti des capacités du
couple terminal-technologie d’accès.
Une des approches, que nous retrouvons déjà dans nos réseaux, est de proposer plu-
sieurs versions du même service ; proposer soit une version haute-qualité, soit une version
basse qualité en fonction des technologies réseau ou du terminaux. C’est le cas des ser-
vices de télévision numérique sur les réseaux IP. Ils proposent une version HD (High
Definition) et une version SD (Standard Definition) pour l’ADSL ainsi qu’une version
en basse définition pour la 3G. Le choix d’une des versions nécessite une intervention
de l’utilisateur. Cette approche est possible puisque la diversité des terminaux et tech-
nologies d’accès est limitée. Avec la convergence des terminaux et réseaux d’accès, il
deviendra impossible de concevoir, déployer et maintenir autant de services différents
qu’il existe de couples technologies d’accès et terminaux.
Par ailleurs, cette solution ne prend pas en compte une des fonctions qui découle
de cette convergence : le changement de technologie d’accès ou terminal sans couture.
En effet, il ne devient plus seulement nécessaire de choisir la modalité de l’application
correspondant à la situation au début de la session ; il faut aussi pouvoir changer la
modalité de l’application en fonction de l’évolution de la situation d’usage.
Permettre l’émergence d’applications sensibles au contexte dans les réseaux du fu-
tur, c’est apporter un regard différent à la problématique exprimée ci-dessus. Vis-à-vis
de l’utilisateur, il s’agit de lui proposer la meilleure expérience possible relative à sa
situation et ceci de façon transparente. Du point de vue du réseau, il s’agit de favoriser
la rationalisation des ressources, en proposant un service, et donc un contenu, adapté à
la situation numérique de l’utilisateur.
2.3 Adaptation continue des applications dans les réseaux
du futur
Dans ce scénario de référence, nous intervenons sur l’adaptation continue des services
numériques d’un réseau du futur, plus précisément sur la gestion du contexte : l’analyse
de la situation d’usage et le choix de la modalité d’adaptation.
Bien que le scénario de référence présente un service numérique de téléconférence,
notre travail ne se limite pas à ce dernier. Nous proposons un système de gestion du
contexte générique, sous la forme d’un intergiciel, qui enrichit les services numériques
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avec une gestion du contexte d’exécution sous un partitionnement des rôles. Les déve-
loppeurs d’applications définissent les situations d’usage et les modalités applicatives
correspondantes, mais ils n’ont pas la charge de la création des fonctions d’évaluation
de la situation et de déclenchement de l’adaptation.
L’intergiciel de gestion du contexte permet l’adaptation des services numériques dans
un réseau du futur. Cette adaptation n’est pas pilotée par l’utilisateur, mais elle est auto-
matique, décidée par ledit système. Ce dernier contrôle en permanence l’environnement
d’exécution. Si un changement significatif de l’environnement est détecté pour une ses-
sion, il demande au service numérique concerné de modifier son comportement.
L’apport d’un système de gestion de contexte externe et générique pour les services
numériques dans les NGN permet :
– Aux concepteurs de logiciels, de s’appuyer sur une architecture déjà existante pour
la création, le déploiement et la mise à disposition de services numériques sensibles
à leur environnement dans les réseaux du futur
– Aux utilisateurs, d’obtenir une continuité dans la consommation de leurs services
dans un réseau du futur.
Peu de travaux proposent une solution globale, qui convient à l’ensemble des services
numériques qui seront présents dans les réseaux du futur. En effet, la majorité des travaux
concerne soit des applications spécifiques soit uniquement certains types de flux (audio
et vidéo). Les seuls travaux qui semblent se rapprocher de notre objectif, adapter les
applications dynamiquement à leurs conditions d’exécution, s’intègrent difficilement dans
le cadre de travail les NGN. Nous en parlons plus amplement dans la partie état de l’art
et plus particulièrement dans le section 5.1.

Chapitre 3
La convergence : prochaine
évolution des réseaux de
télécommunications
Nous sommes à l’aube d’une nouvelle évolution majeure dans les réseaux de télé-
communications : l’unification des réseaux. Elle est rendue possible par la numérisation
(les réseaux parlent le même langage) et la commutation de paquets (les réseaux sont
capables de s’échanger de manière quasi simultanée une grande quantité de données).
Il s’agit de proposer un seul et unique réseau de télécommunications. Cette évolution,
qui est connue sous le terme convergence, concerne les différents aspects (économiques,
technologiques, régulation des marchés. . .) des réseaux de télécommunications. Un signe
de la maturité imminente des réseaux convergents est l’étude par la commission euro-
péenne à la fin des années 90 des problèmes de régulation apportés par ces nouveaux
réseaux de télécommunications [16].
Bien que certains déploiements de réseaux de télécommunications convergents aient
déjà lieu à travers le monde, la partie technique est toujours à l’étude, aussi bien par
les centres de recherche académiques qu’industriels. Cette convergence concerne les dif-
férents aspects d’un réseau :
1. Les terminaux,
2. Les supports de transmission et la gestion du réseau,
3. Les services.
3.1 Convergence de terminaux
Il y a encore quelques années, chaque terminal avait une fonction unique et son propre
réseau. À une tâche correspondait un équipement et un réseau :
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Exemple de convergence des services
Exemple de convergence des terminaux
Exemple de convergence des réseaux
Schéma de référence : réseaux indépendants
Figure 3.1: Principes de convergence
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– Communiquer avec un téléphone sur un réseau téléphonique.
– Regarder le journal sur une télévision sur un réseau de télédiffusion.
– Écouter les émissions avec une radio sur un réseau de radiodiffusion.
De nos jours, les équipements utilisateurs regroupent de plus en plus de fonctions.
L’exemple le plus répandu de cette convergence des terminaux est la démocratisation des
ordiphones 1, ces téléphones semblables à des ordinateurs par leur puissance de calcul et
les fonctions qu’ils proposent. Contrairement à leurs prédécesseurs qui ne permettaient
que de téléphoner, il est désormais possible d’effectuer un appel vocal ou vidéo avec
son terminal de poche, mais aussi d’échanger des courriers électroniques, naviguer sur le
Web, regarder la télévision, écouter la radio, etc.
Ce phénomène ne touche pas uniquement les téléphones portables, mais aussi d’autres
équipements de la vie de tous les jours comme les télévisions. Ces dernières se trans-
forment en télévisions connectées. En plus de leur fonction principale, qui est la consom-
mation des flux vidéos (chaines hertziennes, décodeur annexe, etc.), elles permettent
d’accéder à Internet pour lire ses courriers électroniques, discuter en visioconférence (p.
ex. : Skype) ou plus simplement regarder des vidéos à la carte 2.
La convergence des terminaux fournit la possibilité de regrouper plusieurs fonctions,
jusqu’alors spécifiques à un type d’équipement, dans un unique terminal.
3.2 Convergence de réseaux
Parallèlement à la convergence des terminaux, nous observons une convergence des
supports de transmission, que nous appelons convergence des réseaux. Actuellement,
nous opposons deux catégories de réseaux de télécommunications : les réseaux filaires
(xDSL, fibre optique, câble) et les accès hertziens (3G, 3G+, 4G). Chacun de ces réseaux
dispose de ses propres ressources pour le transport des données, nécessite un abonnement
pour son accès et n’offre qu’une seule fonction.
La convergence des réseaux apporte un réseau de transmission unique qui concentre
les fonctions de gestion et les services. Les supports de transmission sont aussi bien les
technologies filaires que non filaires (xDSL, fibre optique, 3G, 4G) qui permettent l’accès
au réseau. Ces évolutions des réseaux de télécommunications nous mènent aujourd’hui
à des réseaux convergents qui proposent :
– Une couche protocolaire unique, quelle que soit la technologie de transport,
– La mutualisation de certains points de l’architecture tel que le réseau cœur 3.
1. De l’anglais smartphone. L’autre terme français consacré est terminal de poche
2. En anglais Video-on-Demand (VoD)
3. Nous appelons réseau coeur, la partie du réseau qui a pour fonction la gestion du réseau, la gestion
des utilisateurs et la fourniture de services.
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La convergence des réseaux se concrétise par la réutilisation des infrastructures d’ac-
cès actuelles et leur agrégation dans un réseau coeur unique. Les principaux bénéfices
pour les opérateurs sont la réduction des coûts et l’accès à un plus grand nombre d’uti-
lisateurs. En effet, pour permettre l’accès au réseau avec une nouvelle technologie de
transport, il n’est plus nécessaire de concevoir et déployer un réseau entier, mais unique-
ment l’infrastructure d’accès. Cela réduit les coûts liés à l’investissement (CAPEX 4),
mais aussi ceux liés à l’exploitation (OPEX 5). Le second bénéfice pour les opérateurs
est l’augmentation du nombre d’abonnés sur leur réseau et donc du nombre potentiel
de clients susceptibles de souscrire à leurs services. Ce dernier point est d’autant plus
important que les attentes des utilisateurs ne sont plus limitées à l’accès au réseau de
communications et au simple transfert d’informations entre des terminaux, mais à l’accès
à des services à forte valeur ajoutée (vidéo à la carte, téléconférence. . .).
3.3 Convergence de services
La convergence des terminaux et des réseaux entraîne la convergence des services.
Cette dernière est mise en oeuvre au niveau de la plateforme de diffusion de services, et
peut être perçue sous deux angles :
– Fournir le même service, quel que soit le terminal ou la technologie d’accès, c’est-
à-dire fusionner les services similaires déjà déployés sur les différents réseaux pour
n’en proposer qu’un seul,
– Combiner plusieurs services existants pour en proposer un nouveau enrichi. Cette
convergence est fortement liée à la convergence des terminaux qui apporte de plus
en plus de capacités de traitement sur l’équipement final.
La télévision numérique est, dans un sens, un exemple de cette convergence de ser-
vices. Le même contenu (au format numérique) est diffusé sur plusieurs réseaux de trans-
mission :
– Réseau hertzien (utilisé pour la télévision analogique terrestre),
– Réseau satellitaire,
– Réseau ADSL (Asymmetric digital subscriber line),
– Réseau de téléphonie mobile.
Bien que ces réseaux de diffusion (hertzien, satellite, ADSL. . .) partagent un même
contenu, ils restent indépendants. En effet, au-delà des différences d’ordre technique pour
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3.4 De la convergence aux réseaux du futur
Cette nouvelle ère marquée par la convergence est la prochaine grande évolution des
réseaux de télécommunications. On retrouve ces trois formes de convergence dans un
seul et même réseau dans les futures architectures de réseaux de télécommunications.
Les spécifications techniques qui sont les fondements de ces nouvelles architectures sont
référencées sous la terminologie réseaux du futur.
Les attentes des utilisateurs évoluent avec ces changements. Elles ne sont plus les
mêmes. Par exemple, l’utilisateur souhaite pouvoir disposer de l’ensemble de ces services,
quels que soient le terminal (convergence des terminaux) et le réseau d’accès utilisé
(convergence des réseaux). Un début de réponse à ce problème est apporté par le principe
de convergence des services, en créant des services accessibles par plusieurs plateformes.
Cependant, certaines problématiques liées demeurent ouvertes :
– Comment proposer le même service alors que les caractéristiques techniques des
terminaux utilisateurs sont hautement variables (taille d’écran, puissance dispo-
nible, entrées/sorties, interfaces disponibles. . .) [50] ?
– Comment offrir une continuité de service, quelle que soit la variation des caracté-
ristiques, du réseau d’accès, au cours du temps (bande passante, latence. . .) ?
Ces questions, qui concernent la convergence des services, sont liées à la conver-
gence des terminaux et la convergence des réseaux. Sans ces dernières, qui apportent
de nouvelles fonctions et modifient les habitudes des usagers, la convergence de services
n’aurait pas lieu d’être. Ainsi, pour exploiter pleinement le phénomène de convergence,
il est indispensable que les services numériques puissent s’adapter à leur environnement
pour :
– offrir un service numérique sans discrimination de terminal ou de réseau.
– proposer une continuité du service malgré les variations de l’environnement (chan-
gement de terminal ou de technologie d’accès).
3.5 Organisation du mémoire
Ce mémoire est organisé en quatre parties. La première partie est une introduction
aux travaux de thèse de ce manuscrit avec une présentation du scénario de référence
(chapitre 2) suivie d’une description de la problématique apportée par le phénomène de
convergence (chapitre 3).
La seconde partie, l’état de l’art, propose deux chapitres : un premier sur les réseaux
du futur (chapitre 4) et un second sur l’adaptation des applications en informatique
(chapitre 5). Ce dernier chapitre présente plus particulièrement les travaux d’adaptation
de services numériques dans les NGN (section 5.1), puis les applications sensibles au
contexte (section 5.2) et se termine avec une présentation succinte des applications au-
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tonomes (section 5.3). Nous terminons cette partie avec une présentation des ontologies
dans le Web sémantique (chapitre 6).
Dans une troisième partie, je présente notre modèle pour un système de sensibilité au
contexte dans les réseaux du futur. Cette présentation commence avec l’architecture de
l’intergiciel (chapitre 9). Nous entrons dans le détail de l’architecture dans le chapitre 10
qui présente les blocs fonctionnels et chapitre 11 et les fonctions de l’intergiciel. Cette
partie se termine avec la présentation des particularités du modèle dans le chapitre 12.
La quatrième partie présente la réalisation de notre modèle dans un NGN. Le cha-
pitre 13 argumente nos choix technologiques, le chapitre 14 présente la mise en oeuvre
de notre intergiciel dans OpenIMS. Nous terminons sur le chapitre 15 qui valide notre






Les réseaux du futur (NGN)
Les infrastructures où convergent réseaux et services sont regroupées sous l’expres-
sion réseaux du futur (ou Next Generation Networks - NGN), qui désigne, d’une façon
générique, les architectures de réseaux de télécommunications à venir. Ainsi, il existera
toujours des réseaux du futur, mais au cours du temps ils ne désigneront pas la même
architecture. Dans la suite de ce manuscrit, les termes ci-dessous sont utilisés de façon
interchangeable :
– NGN.
– Next Generation Networks.
– Réseaux du futur.
– Réseaux de demain.
4.1 Définition
Le cadre technique général qui définit les réseaux du futur est réalisé par les or-
ganismes de standardisation en télécommunications : l’ETSI 1, l’ITU-T 2, l’ATIS 3 ainsi
qu’une force commune de travail entre TTA 4 (Corée), CCSA 5 (Chine) et TTC 6 (Ja-
pon). Chacune des entités citées s’est appropriée le problème dès 2004 en créant, au
sein de son institution, un groupe de travail spécifique sur les architectures des réseaux
convergents. Ainsi l’ETSI propose le groupe TISPAN 7, l’ITU-T le groupe NGN-FG 8
et l’ATIS le groupe NGN-FG. Pour une coordination entre ces différentes initiatives, le
mouvement est piloté par l’ITU-T, qui publie l’ensemble des résultats, sous la forme de
1. European Telecommunications Standards Institute
2. International Telecommunication Union Telecommunication Standardization Sector
3. Alliance for Telecommunications Industry Solutions
4. Telecommunications Technology Association en Corée
5. China communications Standards Association
6. Telecommunication Technology Committee
7. Telecom and Internet converged Services and Protocols for Advanced Neworks
8. NGN Focus Group
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recommandations, dont la série commence par Y.2xxx. L’ensemble de ces documents
propose un modèle de conception pour les NGN. La toute première recommandation,
Y.2001 [38] présente le contexte et définit un réseau du futur (NGN) de la façon suivante :
“A Next Generation Network (NGN) is a packet-based network able to pro-
vide services including Telecommunication Services and able to make use
of multiple broadband, QoS-enabled transport technologies and in which
service-related functions are independent from underlying transport-related
technologies. It offers unrestricted access by users to different service provi-
ders. It supports generalized mobility which will allow consistent and ubiqui-
tous provision of services to users.”
Autrement dit, un réseau de télécommunications peut être qualifié de réseau du futur
s’il répond aux conditions suivantes :
– Il utilise une commutation de paquets pour transporter les données,
– Il s’appuie sur différentes technologies d’accès aux réseaux (convergence des ré-
seaux),
– Il propose une séparation entre l’infrastructure et les services,
– Il fournit un accès non restreint aux fournisseurs de services tiers,
– Il fournit un support de la mobilité dite généralisée,
– Il fournit une gestion de la qualité de service de bout en bout,
– Il fournit un accès non restreint au réseau pour les fournisseurs de services tiers.
Cependant un réseau du futur n’est pas uniquement un ensemble de spécifications
techniques qui décrivent une architecture technique. C’est avant tout un changement
vers un nouveau paradigme de communication orienté vers les services. Les services sont
au coeur du réseau.
4.2 Convergence fixe-mobile
Dans un réseau du futur, le transport de données se fait aussi bien sur des techno-
logies filaires (xDSL, fibre optique, câble) que hertziennes (HSPA, WiMax, LTE). De
nos jours, ces deux catégories technologiques créent une segmentation, à la fois de l’offre
commerciale et des réseaux. Les opérateurs disposent d’un réseau mobile et d’un réseau
fixe, proposant respectivement le haut débit mobile et le haut débit fixe. La convergence
fixe-mobile est l’unification de ces deux types de réseaux (filaires et hertziens) pour n’en
former qu’un seul et unique. Quelle que soit la technologie d’accès utilisée (xDSL, fibre
optique, WiMax, UMTS. . .), l’utilisateur accède à un seul et même réseau. Il ne souscrit
qu’un seul abonnement pour l’accès au réseau et ses services sont accessibles, quelle que
soit la connexion utilisée (fixe ou mobile). Bien qu’actuellement, il existe une intercon-
nexion entre ces réseaux, nous ne pouvons pas encore parler d’unification. En effet, il
n’est actuellement pas possible :
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– De garantir la performance d’un échange pour des données traversant plusieurs
réseaux,
– De changer de technologie d’accès ou de terminal sans perdre la connexion réseau.
Ceci sous-entend qu’il faut couper le service en cours d’exécution. Par exemple,
pour la technologie d’accès, il s’agit de conserver la connexion lorsque le téléphone
doit commuter d’une connexion WiFi (via l’abonnement ADSL) à une connexion
“3G” (lié au forfait mobile). Ce changement est appelé handover vertical,
– D’accéder aux services temps réels dont la contrainte de performance est forte en
dehors du réseau de l’opérateur. Par exemple, il n’est pas possible d’accéder, depuis
son mobile, à son service VoIP souscrit avec son abonnement ADSL.
L’unification passe par l’intégration complète de toutes les technologies d’accès dans
un seul réseau coeur. Cela crée un réseau unique proposant des services identiques, quels
que soient l’équipement et la connexion au réseau utilisé. Pour réaliser cette infrastruc-
ture, il est nécessaire d’avoir une couche d’abstraction entre les technologies d’accès et
les services.
4.3 Séparation fonctionnelle
La couche d’abstraction crée une démarcation entre les fonctions relatives au trans-
port (spécifiques pour chaque technologie d’accès) et les services. Le système se retrouve
ainsi scindé en deux couches, chacune cachant sa complexité par rapport à l’autre. Nous
trouvons d’un côté une couche de transport, et de l’autre une couche service. La couche
transport a pour rôle l’acheminement des données entre les différents équipements, quelle
que soit la technologie d’accès utilisée. Ses fonctions sont :
– Adapter le protocole de commutation de paquets à la couche de liaison physique,
– Authentifier le terminal sur le réseau,
– Gérer le transport des données (qualité de service, accès aux ressources. . .),
– S’interconnecter physiquement avec les réseaux traditionnels (passerelles).
La couche service est relative à l’utilisation du réseau et offre :
– L’authentification de l’utilisateur sur le réseau et les services associés,
– La fourniture de services et le contrôle d’accès à ces derniers.
Cette séparation des rôles entraîne un effet de bord : la redondance de certaines
fonctions, comme l’authentification ou le contrôle d’accès. Par ailleurs, il est nécessaire
de faire travailler de concert ces deux couches. C’est pourquoi il existe une couche trans-
versale : la couche de gestion. Elle effectue une jonction entre les couches service et
transport. Cette séparation fonctionnelle est présentée dans la recommandation Y.2012
de l’ITU-T [39] dont est extrait la Figure 4.1.
L’ITU-T définit trois interfaces pour dans un réseau du futur :


































Figure 4.1: Architecture d’un NGN [39]
– UNI (User-Network Interface) - Démarcation entre l’utilisateur et le réseau.
– ANI (Application-Network Interface) - Séparation logique entre le réseau et les
applications.
– NNI (Network-to-Network Interface) - Interconnection entre un NGN et d’autres
réseaux (NGN ou traditionnels)
Les entités de chaque zone, délimitées par les interfaces, interagissent les unes avec les
autres à l’aide de flux. Ces flux sont les liens entre les différents éléments qui composent
le réseau et son écosystème. Nous distinguons trois catégories de flux dans un NGN :
– Les flux de contrôle (Control) qui transportent les données liées à l’établissement
et au contrôle des sessions,
– Les flux de données (Media), c’est-à-dire les données échangées entre les applica-
tions et les terminaux utilisateurs,
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– Les flux de gestion du réseau (Management).
4.4 Gestion de la qualité de service
Pour offrir des performances de transport qui permettent un échange du trafic en
temps réel, les réseaux du futur s’appuient sur des mécanismes de qualité de service.
Pujolle définit dans ses ouvrages [64] la qualité de service (QoS 9) de la façon suivante :
“La qualité de service est le moyen de garantir que le service de transport
sera capable de respecter une performance donnée.”
La problématique d’échange de données en temps réel dans les réseaux du futur est
double :
– Les réseaux traditionnels sont liés à un seul cas d’utilisation (téléphonie, diffusion
vidéo . . .). Les technologies de transport sont optimisées pour cette tâche. Com-
ment apporter la même performance en créant un réseau qui généralise la commu-
tation de paquets et s’appuie sur les infrastructures de transport existantes, pour
échanger des données qui concernent divers usages ?
– Les réseaux du futur sont destinés à s’interconnecter avec d’autres réseaux du
même type et des réseaux traditionnels. Comment garantir la performance d’ache-
minement malgré le changement de catégorie ?
Le premier problème concerne principalement le changement de paradigme de com-
munication. Nous passons d’un support réseau dédié et optimisé à un support réseau
multiusage. Cette problématique est abordée depuis plusieurs années. Prenons l’exemple
de la téléphonie traditionnelle. À l’origine, ce service s’appuie sur un réseau basé sur
la commutation de circuits. Cette technique de commutation offre un temps d’achemi-
nement fixe, ceci au détriment du taux d’utilisation des équipements. Depuis quelques
années, le service de téléphonie change de support. Nous passons d’un réseau basé sur
une commutation de circuits à une commutation de paquets (protocole IP). Le protocole
IP se préoccupe uniquement de l’acheminement sans prendre en compte les contraintes
de performance. Il est qualifié de réseau best-effort. Dans le cadre d’applications multimé-
dia, il n’est pas possible de se contenter d’un acheminement best-effort. Ce changement
de technologie a donc entraîné plusieurs challenges, dont l’application d’une performance
d’acheminement. Dans le cas de la téléphonie sur IP, cela revient à limiter la variation
et le temps d’acheminement. Si ce dernier dépasse une valeur seuil, la conversation de-
vient désagréable par une perception d’écho ou de retard. Bien que l’appréciation de
la qualité de la communication dépende principalement de l’utilisateur, c’est-à-dire une
mesure subjective, nous pouvons dégager trois paramètres du réseau qui influent sur
cette perception [31] :
9. Quality of Service
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– La perte de paquets,
– La latence,
– La gigue (variation de la latence).
La latence exprime le temps que met un paquet à atteindre sa destination. C’est
le paramètre le plus important. L’ITU-T dans sa recommandation G.114 recommande
une latence inférieure à 150 ms, c’est-à-dire que les données doivent être acheminées en
moins de 150 ms entre les terminaux engagés dans la communication. Pour assurer cette
performance, les réseaux à commutation de paquets se sont dotés d’outils de gestion de
la qualité de service.
Le second problème concerne l’interconnexion des réseaux. En effet, chaque réseau
dispose de ses propres mécanismes de gestion de qualité de service. Cependant, cette
gestion reste locale. Elle est appliquée au cas par cas au sein de chaque réseau. Chaque
réseau est sous une administration et une autorité différente : nous parlons de domaine
d’autorité. Ainsi, chaque opérateur de réseau dispose, sur son réseau, de ses propres
fonctions de qualité de service. Puisqu’il n’a pas été prévu de qualité de service au sein
des réseaux IP et que l’ajout ad hoc de ces protocoles ne prend pas en compte l’échange
des politiques de gestion de QoS entre les réseaux ; il n’existe pas de continuité pour le
support de la gestion de qualité de service.
La gestion de la performance tout au long du chemin de communication est dési-
gnée sous le terme qualité de service de bout en bout 10. Cette mise en place d’une
qualité de service sur des réseaux hétérogènes peut être réalisée au travers de plusieurs
architectures [53]. Ce sujet est d’ailleurs l’objet du projet européen EuQoS [56].
L’approche retenue pour les réseaux de demain est une généralisation de la qualité
de service au sein des réseaux. C’est donc au travers d’une gestion unique, quelle que soit
la technologie d’accès, ainsi que d’une communication sur ses politiques de gestion avec
les autres réseaux que le contrôle de la performance est réalisé. Ce sont les passerelles
des réseaux qui permettent l’échange et la synchronisation des politiques de qualité
de services. Une nécessité pour ces réseaux qui, à terme, vont remplacer nos réseaux
traditionnels. Cependant, garantir une performance d’acheminement des paquets (rôle
de la couche de transport) n’est qu’un aspect du problème de QoS dans les réseaux
du futur. En effet, avant de pouvoir garantir l’acheminement, il faut que le réseau ait
connaissance des contraintes qu’il doit respecter.
Dans les réseaux actuels, comme les réseaux haut débit filaires, les applications sont
limitées (vidéo, internet ou téléphonie). Elles sont fournies par la même entité qui opère
le réseau, en l’occurrence, le fournisseur d’accès à internet (FAI). La gestion de la qualité
de service s’en trouve simplifiée puisque les types de flux sont connus et le réseau maî-
trisé. Dans les réseaux de demain, les types de services sont hétérogènes et doivent être
proposés par des fournisseurs de contenu tiers qui n’auront pas la main sur le réseau de
10. End-to-End QoS ou E2EQoS.
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transport. Pour garantir le transport des données selon une performance donnée, l’ITU-
T propose un mécanisme de négociation des paramètres de qualité de service lors de
l’établissement d’une session multimédia entre les entités impliquées par la session [73].
S’ensuit une demande de réservation par les terminaux. Ce processus garantit l’indé-
pendance des couches sur le schéma client/serveur, en sollicitant une réservation de
ressources auprès de la couche transport.
D’un point de vue de l’architecture technique, la réservation des ressources est trans-
mise par les applications et terminaux au module Ressources Attachment and Admission
Control Functions (RACF). Cette entité qui appartient à la couche de gestion s’appuie
sur deux sous-entités, le PD-FE et le TR-FE, qui assurent respectivement :
– Le contrôle de la demande : Le PD-FE vérifie la disponibilité des ressources et
l’autorisation de l’utilisateur.
– L’application de la demande : Le TR-FR applique les règles de contrôle et de
gestion du trafic au sein des noeuds du réseau (routeurs, commutateurs. . .).
À noter que l’application de la QoS au niveau transport s’appuie sur deux entités, le
TR-FE (couche services) et le PE-FE (couche de transport).
4.5 Fournisseurs de services
La séparation fonctionnelle du réseau crée une partition des métiers. Dans un cas
idéal, nous avons d’un côté l’exploitation du réseau, proposée par un opérateur de réseau.
De l’autre, la fourniture de services aux utilisateurs, à travers une plateforme de diffusion,
proposée par un fournisseur de contenus et services. Dans la pratique, certains acteurs
joueront les deux rôles. Cependant, l’ITU-T insiste sur la mise à disposition d’interfaces
ouvertes, à l’aide d’API 11 ou de serveurs proxy, pour l’accès à cette plateforme à des
fournisseurs de services tiers. Cette directive n’exclut pas que les opérateurs de réseaux
deviennent des opérateurs de services. Elle doit apporter une concurrence égale entre les
services de l’opérateur et les fournisseurs de services tiers. Ce qui semble évident d’un
point de vue de l’utilisateur d’Internet ne l’est pas du point de vue de l’opérateur de
télécommunications. Ceci fait écho aux récents débats sur la neutralité des réseaux 12.
Les réseaux de télécommunications comme nous les connaissons permettent d’accéder
à des services fournis par les opérateurs. Nous avons accès à différents services. Ils sont
liés à la souscription de l’accès au réseau. Par exemple, l’offre haut débit fixe propose
la téléphonie sur IP, la télévision et l’accès à Internet. Il en va de même avec les offres
mobiles, qui proposent en plus de l’accès au réseau GSM, la télévision et l’accès internet.
Les services sont l’occasion, pour les fournisseurs d’accès à Internet de se différencier et
11. Application Programming Interface (Interface de programmation). Permet l’interoperabilité entre
des applications grâce à des fonctions et spécifications accessible depuis l’extérieur d’un programme.
12. http ://www.arcep.fr/index.php ?id=8652
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de justifier leurs prix. Ces services à forte valeur ajoutée sont appelés services gérés 13.
Ces derniers sont la prérogative des fournisseurs d’accès à Internet entre autres pour
des raisons techniques puisqu’ils nécessitent un contrôle de la qualité de service. La
neutralité des réseaux propose donc de séparer les deux rôles, acheminement des données
et fourniture de services, pour permettre une libre concurrence sur la couche service. Il
n’existe plus de services gérés (services favorisés par l’opérateur).
L’argument souvent mis en avant est la nécessité par l’opérateur de contrôler son
réseau. En effet, il est possible de gérer efficacement les flux temps réel sur un réseau
IP, à condition de mettre en place une gestion de la qualité de service. Or ceci n’est
réalisable que sur son propre réseau. Cela devient plus compliqué sur les réseaux tiers
pour des raisons d’interaction de contrôles. Par voie de conséquence, il devient donc
très difficile d’assurer une gestion de QoS sur un ensemble de réseaux sous des autorités
différentes. Chaque réseau dispose de sa propre gestion, pas forcément alignée avec les
réseaux auxquels elle est interfacée. Par ailleurs, aucun protocole n’a été proposé pour
favoriser ces échanges. Cet état de fait explique le manque de gestion de qualité de service
sur Internet. En effet, Internet est une interconnexion de réseau, donc un ensemble de
réseaux sous des autorités différentes, simplement interconnectés entre eux. Les réseaux
sans gestion particulière de la QoS sont appelés “best-effort”, ce qui donna naissance à
la classe de service QoS du même nom.
Même s’il est possible de souscrire à des services tiers sur Internet, certaines applica-
tions ne pourront pas offrir la performance attendue, comme pour la téléphonie sur IP.
Nous avons d’un côté un réseau fermé et maîtrisé qui permet la fourniture de services,
mais qui souffre essentiellement d’un défaut de nouveaux services numériques. De l’autre
côté, un réseau ouvert, non maitrisé et avec une faible barrière à l’entrée, où chaque jour
de nouveaux services font leur apparition. Cependant, Internet ne permet pas, en raison
de sa conception, de proposer des services avec une contrainte de transfert en temps réel,
contrairement aux réseaux de télécommunications.
Pour l’ITU-T, un NGN est un écosystème proche de celui d’Internet dans un ré-
seau extrêmement performant : le meilleur des deux mondes. Le réseau est géré par un
opérateur, donc sous une juridiction unique, sur lequel des fournisseurs de services tiers
proposent leurs applications. Nous avons ainsi l’assurance d’un réseau performant et
d’une plateforme ouverte favorisant l’innovation de services.
Nous avons, au-delà d’une séparation des fonctions du réseau, une séparation des
rôles avec l’apparition d’un métier : fournisseur de service multimédia. Il se différencie
de ce que nous appelons communément fournisseur de contenu, par l’accès à un domaine
qui jusqu’alors était réservé à l’opérateur : le réseau opérateur. Grâce aux performances
offertes par les réseaux du futur, les barrières techniques pour la création d’applications
13. Les services gérés sont des services offerts par l’opérateur à travers son propre réseau. Ils ne sont
pas accessible depuis Internet et sont l’exclusivité des abonnés de l’opérateur. En somme, il ne passent
pas par Internet.
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ont été repoussées. Il ne s’agit plus de proposer simplement une interconnexion, mais des
services. Les services, qui sont aujourd’hui l’apanage de certains terminaux ou réseaux
seront accessibles à tous les utilisateurs, quel que soit le terminal ou la technologie
d’accès.
4.6 IMS, la réalisation concrète d’un NGN
Les réseaux de demain, dont le cadre général est édicté par nos organismes de stan-
dardisation, ne restent pas au stade de rêve, mais deviennent une réalité. Ainsi, British
Telecom a lancé en 2006 le projet 21CN (21st Century Networks) dont l’objectif est de
proposer un réseau unifié basé sur IP. Bien que ce soit l’initiative la plus médiatique, ce
n’est pas le seul opérateur à implémenter des NGN. On retrouve des programmes simi-
laires chez KPN, Telecom Italia, Telefonica, Telefonica Espana, Swisscom, Verizon, Soft-
bank Mobile Corp, France Telecom, Bell Canada. . . L’ensemble de ces projets concerne
principalement la première étape d’un NGN : la mise en place d’un réseau unifié sur
IP. Nous retrouvons d’autres initiatives mixtes (industrielles et scientifiques), dont le
projet de recherche européen EuQoS [56]. L’objectif est de proposer une architecture qui
propose une qualité de service de bout en bout [65] sur un réseau hétérogène : multi
domaines, multi technologies et multi services. La proposition la plus aboutie est IP
Multimedia Subsystem (IMS). C’est une réalisation de l’architecture d’un NGN tel que
l’a défini l’ITU-T. Elle est pilotée par les organismes de standardisation en télécommu-
nications :
– L’architecture est créée par l’ETSI et le 3GPP 14.
– Les protocoles sont adaptés par l’IETF 15.
– L’interopérabilité des services et du réseau sont pris en charge par l’OMA 16.
Les contributions ne sont pas limitées à ces organismes. Des industriels participent
activement à ce projet, comme l’opérateur Canadien CableLabs. Ce dernier apporte,
au travers du projet PacketCable, son savoir-faire pour adapter la technologie d’accès
au réseau câblé à un réseau IMS. C’est une initiative importante pour la viabilité du
projet puisqu’elle enrichit techniquement le projet. De plus, elle montre l’intérêt des
opérateurs pour ce projet. Pour conclure, l’objectif affiché d’IMS est d’offrir un réseau
qui est capable de s’interconnecter avec d’autres réseaux IMS (ou réseaux traditionnels),
à l’image d’Internet qui est une interconnexion de réseaux, tout en offrant une multitude
de services. L’objectif est de garder la performance et la fiabilité (QoS) des réseaux de
télécommunications actuels tout en offrant un environnement permettant la création et
la diffusion de services avec une faible barrière à l’entrée. Les conditions de réalisation
de cette architecture sont énoncées dans [2]. Les plus importantes sont :
14. Third Generation Partnership Project
15. Internet Engineering Task Force
16. Open Mobile Alliance
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– Interconnexion avec les réseaux : Un réseau IMS s’interconnecte avec d’autres
réseaux IMS mais aussi avec les réseaux traditionnels. Une communication doit
pouvoir avoir lieu entre un utilisateur sur un réseau IMS et un utilisateur d’un
autre type de réseau (p. ex. : cellulaire, à commutation, internet).
– Mobilité généralisée : Un utilisateur doit pouvoir accéder à ses services quelle que
soit sa position géographique, c’est-à-dire, à travers un réseau IMS tiers.
– Connectivité IP : IMS doit être perçue comme un réseau IP. Tous les échanges
s’effectuent en utilisant le protocole IP.
– Support des sessions multimédia : Chaque communication, que ce soit entre des
terminaux ou une consommation de services, est perçue par le système comme une
session multimédia. C’est un héritage des réseaux mobiles (UMTS par 3GPP) qui
proposait ce terme pour les appels en visiophonie sur un réseau à commutation de
circuits.
– Qualité de service : Une qualité de service de bout en bout. Elle est négociée par
l’ensemble des parties engagées dès le début de la communication. Une fois négo-
ciées, les ressources réseau (bande passante, latence) sont réservées et appliquées
sur le réseau.
IMS correspond en tout point à un réseau du futur, tel que défini par l’ITU-T. La
suite de cette partie décrit les principes clés d’IMS, les protocoles implantés ainsi que
son architecture.
4.6.1 Principes clés d’IMS
Séparation fonctionnelle
L’architecture d’IMS s’appuie sur deux principes, en apparence distincts, mais en
réalité très proches :
– Les réseaux de télécommunications mobiles (standardisés par 3GPP) qui mettent
l’accent sur la séparation entre le réseau coeur et le réseau d’accès
– Les recommandations de l’ITU sur l’architecture des NGN qui prônent la sépara-
tion fonctionnelle.
Les idées dominantes de ces concepts sont dans chaque cas :
– Un découplage entre les fonctions (transport et gestion) du réseau.
– Une gestion du réseau au travers d’un protocole de signalisation : Il s’agit de
travailler de pair avec les applications/terminaux.
La séparation fonctionnelle d’IMS est logique, il n’existe pas d’infrastructure parallèle
ou de circuit logique isolé pour échanger les données entre fonctions. Autrement dit, tous
les flux (contrôle, gestion, applications) sont mélangés au sein du réseau. La séparation
fonctionnelle est organisée autour de ces trois types de flux, débouchant sur un modèle
composé de trois plans (Figure 4.2) :
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– La couche de transport qui regroupe l’ensemble des fonctions de transport sur les
supports physiques et qui achemine l’ensemble des flux (contrôle, gestion réseau
ou applicatif).
– Le coeur du réseau qui regroupe l’ensemble des entités de gestion et de contrôle du
réseau.
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Figure 4.2: Les trois couches d’IMS et l’indépendance de l’accès
Ce découpage du réseau en trois plans n’est pas sans rappeler le partitionnement des
réseaux mobiles avec le réseau coeur (CN - Core Network) et le réseau d’accès (AN -
Access Network).
Les services au coeur du système
Depuis quelques années, les opérateurs de télécommunications réalisent leurs marges,
non plus sur la transmission (le réseau), mais les services. France Télécom le rappelle
dans son rapport annuel financier de 2010 [74].
“Pour rester compétitif, France Télécom doit maîtriser des technologies com-
plexes au travers des systèmes et des processus en évolution permanente et
capables de délivrer les services attendus des clients.”
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L’enjeu est donc de pouvoir proposer aux clients finaux des services à valeur ajou-
tée, qu’ils soient éphémères (pour un évènement) ou durables. Au-delà d’un réseau
convergent, les NGN apportent aussi de nouvelles perspectives en terme de services [81].
IMS a été créé pour répondre à cet enjeu en proposant une plateforme de communication
multimédia standardisée, se basant sur les recommandations formulées par l’ITU-T. Il
s’agit de regrouper deux mondes :
– D’un côté Internet qui a eu un fort impact sur le développement de nouveaux
usages et services. L’interconnexion de réseaux avec une faible barrière à l’entrée
a permis l’émergence d’une multitude d’applications accessibles à un très grand
nombre d’utilisateurs. De l’échange et l’affichage d’informations au format texte,
nous sommes arrivés à des applications enrichies tels que les logiciels de bureautique
ou de vidéoconférence accessibles depuis un navigateur web. Dans le même temps
l’ouverture d’Internet, grâce à ce phénomène d’interconnexion, reste son plus grand
défaut. Il est très difficile et complexe de réaliser des applications temps réels,
puisque la qualité de service n’est pas assurée de bout en bout.
– De l’autre, les réseaux de télécommunications, qui sont de vastes réseaux fermés,
mais maîtrisés. Les contraintes d’acheminement des données sont totalement maî-
trisées, mais les nouvelles applications se font rares.
L’architecture d’IMS doit permettre de fusionner ces deux modèles en ne prenant
que le meilleur : un réseau performant, maîtrisé et ouvert aux nouvelles applications.
Le contrôle de session
La session est l’élément de base d’un réseau IMS. Elle symbolise le lien entre l’origine
de la transmission et sa destination. Elle permet d’échanger tous types de flux (audio,
vidéo, données). Pour comprendre l’importance du concept de session et son implication
dans un réseau du futur, il faut faire le parallèle avec le concept d’un appel téléphonique
dans un réseau de télécommunications. La communication transporte la voix entre deux
entités. La session transporte des données entre deux entités ; elle symbolise une com-
munication dans un NGN.
Ce parallèle ne s’arrête pas au concept d’échange entre deux entités, mais reprend
l’ensemble du mécanisme d’un appel dans un réseau traditionnel. Il reprend les principes
d’établissement de la communication, de contrôle, de facturation, etc. Pour réaliser ces
opérations de gestion, les réseaux de télécommunications s’appuient sur un plan de si-
gnalisation.
IMS étant un réseau de télécommunications, il possède lui aussi son plan de signali-
sation. Ce lien de contrôle permet :
– la négociation des paramètres de qualité de services,
– l’authentification des utilisateurs,
– l’ajout/suppression des flux de données au sein de la session,
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– la facturation,
– etc.
Une session est donc une communication entre deux entités durant laquelle sont
échangés des flux (audio, vidéo ou données). Cette session est supervisée via un protocole
de signalisation qui permet l’échange des informations entre les équipements du coeur
du réseau pour authentifier les utilisateurs, négocier la qualité de service, facturer les
clients, etc.
La qualité de service
Bien qu’un modèle général de gestion de la QoS pour les NGN [18] ait été défini,
il existe plusieurs versions en fonction des groupes de travail (l’ITU-T, l’ETSI, 3GPP,
DSL Forum et PacketCable). Ces approches ont fait l’objet de comparaisons dans le
monde scientifique [73] [79] [55]. La version 7 d’IMS par TISPAN (2008) a été l’occasion
d’uniformiser le modèle de qualité de service [62] [45]. Ainsi, la qualité de service de bout
en bout s’appuie sur deux principes : la QoS relative et la QoS garantie. La première se
base sur la différenciation du trafic, et la seconde sur une réservation de ressources.
La procédure de réservation des ressources s’opère en trois étapes :
1. Négociation des paramètres lors de l’ouverture de session entre les entités concer-
nées,
2. Demande de réservation auprès des éléments de gestion du réseau,
3. Application de la réservation des ressources par les équipements de la couche trans-
port.
IMS offre aux services numériques la possibilité de renégocier les paramètres de la
session au cours de l’exécution.
4.6.2 Les protocoles
IMS est un réseau de télécommunications qui utilise la commutation de paquets. Le
protocole retenu est l’Internet Protocol (IP) qui est déjà largement présent et utilisé
dans nos réseaux informatiques. Il est à la base de tous les autres protocoles présents
dans IMS. Bien que les protocoles qui s’appuient sur l’IP soient nombreux et variés, seuls
certains sont présents dans IMS. Cette sélection a été effectuée par les organismes de
standardisation devant la nécessité de faire interagir des éléments hétérogènes de façon
homogène. Nous pouvons classer ces protocoles en fonction de leur type dans un NGN :
– Les flux de contrôle,
– Les flux de gestion,
– Les flux de transport.
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Les flux de contrôle permettent la gestion des utilisateurs et de session, ils s’appuient
sur le protocole de signalisation Session Initiation Protocol (SIP). Il a été retenu pour
établir et piloter les sessions multimédia. Ce protocole, déjà très populaire dans les
logiciels de VoIP 17, a été modifié pour répondre pleinement aux besoins d’IMS. 3GPP
s’appuie sur l’IETF (qui spécifie les protocoles basés IP) pour apporter, s’il le faut, des
modifications aux spécifications existantes.
Le protocole DIAMETER a été choisi pour les fonctions d’AAA (Authenfication 18,
Authorization 19, Accounting 20). Ce protocole est utilisé pour le transport des informa-
tions de gestion, c’est-à-dire pour les échanges entre les noeuds du réseau. Cela concerne
les authentifications, le contrôle d’accès et la facturation. DIAMETER est une évolution
de RADIUS. Ce dernier est un protocole largement présent dans les réseaux ; aussi bien
dans les réseaux locaux que dans les réseaux d’opérateurs.
Le protocole IP propose plusieurs modes de transport de l’information : Transmis-
sion Control Protocol (TCP) et User Datagramm Protocol (UDP). Le premier garan-
tit l’acheminement du message, il est dit fiable. Le second n’apporte aucune garantie
d’acheminement en échange d’une plus grande simplicité de fonctionnement ; il est dit
non fiable. Le plan de transport d’un réseau IMS peut utiliser tous les protocoles se
basant soit sur TCP, soit sur UDP. Pour les applications qui ont une sensibilité tempo-
relle, comme les flux multimédia en temps réel, c’est le protocole Real-time Transport
Protocol (RTP) qui est utilisé. On le retrouve en conjonction avec Real-Time Control
Protocol (RTCP). Cette (s)élection de protocoles de transport n’est pas nécessaire, mais
elle permet de créer une base commune entre les différents intervenants du réseau IMS
(équipementiers, fournisseurs de services et opérateurs).
Pour résumer, le protocole de base pour le transport de données est IP. Dessus
vient se greffer le protocole de contrôle SIP, utilisé pour échanger des informations de
gestion de sessions entre les terminaux, le réseau et les services. La gestion du réseau est
accompagnée par le protocole DIAMETER pour l’échange sécurisé d’informations entre
les noeuds coeurs d’IMS. Le transport des flux multimédia est assuré par les protocoles
TCP et UDP ainsi que RTP pour les contraintes temps réel.
Les spécifications d’IMS ne font pas mention d’autres protocoles particuliers. L’en-
semble des protocoles dits de haut niveau (HTTP, SMTP, etc.), c’est-à-dire relatifs aux
applications, est utilisable dans IMS. En effet ils dépendent du service numérique et non
pas du réseau.
17. Voice over IP
18. Authentifier - Vérifier l’identité d’une entité.
19. Autoriser - Permettre, ou non, l’accès d’une ressource spécifique à une entité.
20. Facturer - Récolter des informations sur la consommation de la ressource par l’entité pour auditer,
gérer ou facturer l’usage.
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Figure 4.3: Protocoles utilisés dans IMS
4.6.3 Architecture d’IMS
Bien qu’IMS soit divisé en trois plans (Figure 4.2) nous pouvons aussi regrouper les
entités d’IMS autour de 5 blocs :
– Les terminaux utilisateurs,
– Le coeur de réseau qui gère l’ensemble du réseau,
– Le réseau d’accès qui fait le lien entre les terminaux utilisateurs et le coeur de
réseau,
– Les passerelles qui font le lien entre un réseau IMS et les autres réseaux (IMS et
traditionnels),
– Les serveurs d’applications qui hébergent les services numériques pour les utilisa-
teurs.
Dans cette section nous présenterons successivement chacun de ces blocs.
Le réseau coeur
Le coeur du réseau IMS est le centre névralgique sur lequel s’agrègent d’un côté les
technologies d’accès, et de l’autre les services. C’est le point de passage obligé du trafic
entre les terminaux utilisateurs et les services numériques. Les rôles du coeur sont :
– L’authentification,
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Figure 4.4: Architecture d’IMS
– La facturation,
– Le contrôle d’accès aux ressources,
– La gestion des sessions.
Pour réaliser ces missions, il s’appuie sur un ensemble d’entités atomiques [1] qui
sont interconnectées entre elles. Chaque interconnexion est identifiée sous la forme d’un
point de référence lié à un protocole de gestion.
Pour pouvoir proposer des services et assurer des échanges entre les utilisateurs, un
coeur de réseau IMS doit être composé a minima :
– D’une base de données utilisateur,
– Des entités de gestion et de contrôle.
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Ces fonctions sont assurées, en terme d’entités IMS, par le Home Subscriber Server
(HSS) et les Call Session Control Function (CSCF) qui sont présentées en annexes
(Appendice A). Une description détaillée des interconnexions et entités déjà ratifiées est
disponible dans le livre IMS - Concepts and Services [63].
Les serveurs d’applications
IMS a été créé pour promouvoir les services au sein des réseaux de télécommunica-
tions. Les services sont hébergés et rendus disponibles par l’intermédiaire de serveurs
d’applications. Ils appartiennent soit à l’opérateur soit à un fournisseur tiers. Ces ser-
veurs sont situés soit au sein du réseau IMS soit dans un autre réseau. Nous distinguons
trois catégories de serveurs d’applications (AS) en fonction de leurs interfaces [40] :
– Serveur d’applications SIP,
– Serveur d’applications OSA 21,
– Serveur d’applications CAMEL 22.
SIP étant le protocole de signalisation utilisé dans IMS, les serveurs d’application
(AS) SIP sont dits natifs. Ils sont capables de recevoir et d’émettre directement les
messages de signalisation sans passer par des passerelles.
Les serveurs OSA et CAMEL s’appuient sur un serveur intermédiaire pour traduire
les messages SIP dans leur langage. Cette traduction de la signalisation (SIP vers OSA
ou CAMEL) est réalisée par l’adjonction de médiateurs de services OSA-SIP et CAMEL-
SIP. Ils sont respectivement dénommés dans IMS OSA-SCS 23 ou IM-SSF 24. 3GPP a
souhaité intégrer des serveurs non-SIP pour promouvoir la fourniture de services au lan-
cement du réseau en offrant une phase de transition qui permette la réutilisation des
services déjà présents dans les réseaux traditionnels. Cependant les organismes de stan-
dardisation recommandent de créer des services en utilisant les serveurs d’applications
SIP, les serveurs OSA et CAMEL n’étant présents que pour une phase de transition.
Un serveur SIP n’est autre qu’un serveur d’applications avec une interface SIP, ce
qui permet de créer des services numériques avec différents rôles :
– Serveur proxy,
– Serveur de redirection,
– Entités utilisatrices,
– Serveur B2BUA 25, jouant à la fois le rôle de client et de serveur.
21. Open Services Architecture est une architecture système ouvert pour les réseaux de télécommu-
nication mobile à commutation de paquets (P. ex. UMTS). Cette API doit permettre de déployer des
services indépendamment des technologies utilisés par le réseau.
22. Customised Applications for Mobile Enhanced Logic est un standard pour la fourniture de services
dans un réseau GSM.
23. OSA Service Capability Server
24. IP Multimedia Service Switching Function
25. Back-to-Back User Agent
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Pour qu’un serveur d’application IMS soit natif, il faut qu’il dispose uniquement
d’une interface SIP : c’est la seule contrainte technologique. Aucune préconisation n’est
faite sur les autres technologies dans les serveurs d’applications (en particulier sur la
logique métier des services numériques). Ce choix est laissé à la discrétion du fournisseur
de services ou de l’opérateur.
Le réseau d’accès et la gestion de la QoS
La gestion de la QoS s’appuie sur une entité qui joue le rôle de pivot entre les couches
de service et de transport. L’appellation de cette entité diffère selon les modèles, ce qui
n’encourage pas la compréhension de ces principes. Le modèle de référence, proposé par
l’ITU-T, nomme cette entité Resource and Admission Control Function (RACF). Sous
IMS il se transforme en Policy Control and Charging Rules Function (PCRF). Dans les
deux cas, il a pour fonction la prise de décision sur la politique de QoS et la facturation.
Le module de gestion de la qualité de service s’interface avec la couche de gestion
qui extrait les requêtes de qualité de service des messages de contrôle échangés avec les
terminaux utilisateurs et les serveurs d’applications. Il les transmet ensuite au PCRF,
en vue d’une prise de décision sur la demande de réservation. En fonction des règles
prédéfinies et des ressources disponibles, la demande est acceptée ou refusée. Si elle est
acceptée, les paramètres de QoS sont alors communiqués à la couche transport pour
être appliqués sur l’ensemble du réseau. Cette opération s’effectue auprès du Policy and
Charging Enforcement Function (PCEF). Ce dernier est une entité logique abstraite qui
représente la passerelle d’un réseau d’accès (ADSL, UMTS. . .). Dans le cas d’un réseau
d’accès UMTS, cette entité est nommée Gateway GPRS Support Node (GGSN). Son
rôle de passerelle l’oblige à contrôler le trafic aux extrémités du réseau en acceptant ou
rejetant les données entrantes. Si un trafic n’est pas autorisé ou reconnu, il est annulé.
4.7 Conclusion
Les futurs réseaux de télécommunications sont axés sur les services numériques. Les
communications, fonction basique, sont reléguées au second plan, c’est un acquis. Pour
autant, ces réseaux multimédia n’ont pas vocation à remplacer immédiatement certains
de nos réseaux traditionnels, preuve en est qu’ils s’interfacent avec ces derniers. Il ne
s’agit pas non plus de se substituer à Internet. Ces réseaux NGN doivent être perçus
comme une évolution et non une rupture. Ils se greffent sur les infrastructures existantes
et intègrent les services existants. IMS est actuellement la réalisation la plus aboutie
d’un modèle NGN. Il reste cependant de nombreux challenges techniques et scientifiques
à surmonter pour proposer un réseau totalement opérationnel aujourd’hui [7], comme
par exemple l’intégration complète de l’ensemble des technologies d’accès.
Chapitre 5
Adaptation des applications en
informatique
5.1 L’adaptation des applications dans les NGN
La problématique d’adaptation des applications dans les réseaux trouve son origine à
la fin des années 90 avec l’apparition des réseaux de données cellulaires. Dans un réseau
sans fil, la performance de transport peut subir des variations dues à l’environnement
extérieur. Ainsi, au cours d’une transmission, la performance du réseau qui s’exprime sur
plusieurs paramètres (bande passante, latence, perte de paquets IP. . .) est susceptible de
changer. Les applications réseau qui s’appuient sur un lien sans fil pour transporter les
données subissent ces variations. Les conséquences vont de la dégradation du transfert
à la coupure du service. Pour éviter ce désagrément, il faut adapter les applications aux
conditions du réseau.
Les travaux liés à la qualité de service dans les réseaux et l’adaptation d’applications
sont regroupés sous le terme de adaptation de la qualité de service (adaptative QoS).
L’article de Li et coll. [51] présente en 1998 une architecture logicielle pour aligner le
contenu des applications à la situation du réseau. Ils présentent le principe d’application
flexible. Ce sont des applications dites tolérantes sur la qualité de service : elles ont la
capacité de dégrader ou d’améliorer leurs demandes en ressources réseau en fonction de
la performance offerte par ce dernier. Ainsi en cas d’impossibilité d’honorer la demande
de qualité de service, l’application change ses besoins. Pour tirer profit de telles appli-
cations, l’article de Li et coll. propose un modèle théorique basé autour d’une boucle de
rétroaction fermée (Figure 5.1). Les modules clés de cette boucle sont :
– Observation Task : il observe l’environnement et remonte les informations sur celui-
ci en vue d’une comparaison avec une référence.
– Adaptation Task : il contient les règles d’adaptation et les applique en fonction de
la dérive observée entre un environnement de référence et l’environnement observé.
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– Target Task : il adapte la tâche en cours d’exécution d’après les actions de contrôle






























Figure 5.1: Modélisation du flux de tâche pour des environnements distribués [51]
Bien que les réseaux aient évolué et soient à même de répondre à la demande crois-
sante des ressources par les applications réseau, nous retrouvons dix ans plus tard une
problématique similaire. Elle reste fondamentalement la même : adapter l’application à
son environnement variable. Cependant, il ne s’agit plus d’opérer en fonction de la per-
formance du réseau et sur des équipements homogènes, mais dans sur des équipements
hétérogènes dans un environnement avec une forte variabilité.
Plusieurs travaux scientifiques traitent de cette problématique dans le cadre des
réseaux du futur. Pour synthétiser ces travaux nous nous appuyons sur la théorie du
contrôle appliquée aux logiciels informatiques sur une partie du modèle proposé par
Kokar et coll. [43]. Son modèle de contrôle pour les logiciels combine (Figure 5.2) :
– Une boucle de rétroaction,
– Une boucle d’adaptation,
– Une boucle de reconfiguration.
La boucle de rétroaction offre un contrôle direct du logiciel par une comparaison
entre un objectif et la performance de réalisation de celui-ci. La mesure de performance
est réalisée par un sous-module. Le résultat est injecté dans le module de contrôle pour
une comparaison avec l’objectif initial. Le module de contrôle corrige, si nécessaire,
le comportement du service numérique pour compenser la dérive entre la mesure et
l’objectif de performance. Ce modèle considère que les paramètres extérieurs à la mesure
de l’objectif n’influent pas sur sa réalisation.
Pour pallier ces suppositions, deux autres modèles de rétroactions sont proposés, la
boucle d’adaptation et la boucle de reconfiguration. Le premier modèle enrichit celui de
la boucle de rétroaction en proposant deux sous-modules qui permettent d’évaluer les
paramètres du contrôleur et de choisir un modèle de comparaison adapté à la situation
du logiciel. Le second propose une fonction de reconfiguration de l’ensemble des modules
pour adapter le logiciel à sa nouvelle situation.
























Figure 5.2: Modèle pour des applications auto-adaptables [43]
Nous utiliserons le principe de boucle de rétroaction présenté par Kokar ou Lee pour
comparer les différentes approches d’adaptation des services numériques dans les réseaux
du futur.
Dans la suite de ce chapitre nous comparons les travaux scientifiques cités ci-dessous,
qui sont relatifs à la problématique d’adaptation des applications dans les réseaux du
futur :
– L’adaptation des flux vidéos dans IMS (Park et coll.) [61]
– L’adaptation des flux non temps réel dans un NGN (Balakrishna et coll.) [4]
– L’évaluation de la QoS depuis le terminal utilisateur (Kim et coll.) [41]
– L’évaluation globale de la performance d’un échange depuis le terminal utilisateur
en temps réel (Oczelebi et coll.) [60]
– L’adaptation d’un service de réalité virtuelle dans IMS (Skorin-Kpaov et coll.) [71] [69] [70] [25]
– La perception de la qualité de service et de l’expérience utilisateur dans IMS (Kou-
maras et coll.) [46] [47] [48] [11]
– La gestion des réseaux locaux pour une qualité de service de bout en bout dans
IMS (Vidal et coll.) [78] [75] [76] [77]
Nous comparons les principes d’adaptations présentés dans ces travaux en s’appuyant
sur une boucle de rétroaction telle que présenté par Kokar (Figure 5.2) ou Lee (Fi-
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gure 5.1) sous trois aspects :
– L’évaluation de la performance : fonctions de collecte et d’agrégation des données
sur l’environnement.
– Le contrôle : fonctions de comparaison entre l’objectif de performance attendu par
le logiciel et sa performance actuelle.
– L’adaptation.
5.1.1 Mesure de la performance
La littérature comporte des travaux spécifiques à l’évaluation de la performance pour
les services numériques ou la qualité de service de bout en bout dans les réseaux du futur.
Ils font référence au module QoS dans les travaux de Kokar et coll. [43] ou Observation
Task dans les travaux de Li et coll. [51]
L’article [41] de Kim et coll. présente une méthode d’évaluation de la performance de
la consommation des services numériques au sein des réseaux. Ils proposent de réaliser
les mesures sur le terminal de l’utilisateur en vue d’une comparaison avec la performance
énoncée dans le contrat de service (SLA - Service Level Agreement 1) qui lie un utilisa-
teur avec son opérateur. Habituellement ces mesures sont réalisées depuis le réseau de
l’opérateur par lui-même.
Kim et coll. réalise ces mesures sur le terminal à l’aide d’un agent logiciel (Figure 5.3)
composé de trois blocs :
– Quality measurement processor : capture et évalue la performance.
– Measurement Result Processor : transmet les données d’évaluation sur un serveur
tiers (Measurement quality server).
– Configuration Processor : configure le système de capture.
L’agent logiciel capture un ensemble de paramètres tels que le jitter, R-Value 2, la
latence, la perte de paquets, le nombre de sessions lancés, etc. Ces paramètres sont soit
extraits des paquets IP (pour les protocoles ICMP, SIP, RTP, RTCP), soit calculés.
Cependant l’évaluation de la performance n’est pas transmise au fil de l’eau, mais
uniquement à la fin de la session. Le niveau de détail est limité aux informations sur la
moyenne, le minimum et le maximum de chacun des paramètres cités ci-dessus. Cette li-
mitation s’explique par l’objectif même des travaux de Kim et coll. qui ne concernent que
le principe d’évaluation d’une performance depuis le terminal utilisateur. Ils démontrent
qu’une mesure depuis le terminal de l’utilisateur est aussi fiable qu’une mesure avec des
1. Le Service Level Agreement (SLA) est un document qui définit la qualité de service requise entre
un prestataire et un client.
2. Détermine la qualité d’un réseau VoIP à partir d’une équation se basant sur un ensemble de
paramètres mesurable (jitter, perte de paquets, . . .)
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Figure 5.3: Agent logiciel pour l’évaluation de la performance d’une session multimé-
dia [41]
outils dédiés au sein du réseau, pour l’évaluation de la performance d’un échange. Cette
conclusion ne s’applique pas pour l’évaluation de la performance globale du réseau.
Les travaux de Kim et coll. s’intéressent uniquement à la performance du réseau
dans les NGN. Ce n’est pas suffisant dans un objectif d’adaptation dans les réseaux du
futur puisque les utilisateurs ont aussi la possibilité de changer de terminal. L’article
d’Öçzelebi et coll. propose une approche similaire avec un agent logiciel qui effectue ses
mesures de performance depuis le terminal client. Cependant il ne s’agit plus d’évaluer
uniquement la performance du réseau, mais aussi celle des terminaux locaux et distants.
Cette approche est particulièrement intéressante dans le cadre d’un échange entre ter-
minaux. Pour évaluer cette performance globale de l’échange, chaque terminal concerné
par un même échange :
1. Collecte des données sur le terminal et le réseau (appelés ressources locales).
2. Échange ses informations avec les autres terminaux engagés dans la communica-
tion.
3. Adapte les flux en fonction de la performance globale.
Les deux premières étapes concernent la mesure de la performance et sont réalisées
par le module appelé Resource Manager (RM) dans l’architecture proposée par Öçzelebi

































































Figure 5.4: Architecture de signalisation QoS de bout en bout et adaptation des ser-
vices [60]
(Figure 5.4). Ce module mesure localement la disponibilité de ressources et récupère
les informations concernant la disponibilité des ressources distantes. Les informations
distantes sont échangées en permanences. C’est un serveur tiers, le Resource Availability
Server (RAS), qui joue le rôle de relais entre les terminaux. Il utilise les messages SIP
de notification d’évènements (RFC 4662) pour échanger les évaluations de performance
entre les terminaux.
Un article [69] de Skorin-Kapov et coll. propose un principe similaire pour la mesure
de la performance et la signalisation de bout en bout. Ils arguent que les standards
définis pour la négociation ne sont pas adaptés aux futurs cas d’utilisations. En effet,
pour que la négociation soit complète, il faut prendre en compte :
1. Les contraintes liées à l’environnement d’exécution (terminal et réseau) au début
de la communication
2. Les préférences de l’utilisateur en terme priorité dans les composants de l’applica-
tion.
3. La variabilité des contraintes de l’environnement.
4. Le compromis entre les préférences de l’utilisateur et les contraintes de l’applica-
tion.
Ces observations mènent à l’élaboration d’un modèle de négociation de QoS réparti
sur trois entités : le client, le système de contrôle d’accès et le serveur d’application. Il
est présenté dans [69] sous la forme d’une architecture répartie (Figure 5.5). L’évaluation
de la performance est réalisée sur le terminal de l’utilisateur par un agent logiciel propre
à cette architecture [71].
Les travaux de Grgic et coll. viennent compléter la proposition de Skorin-Kapov, en
s’intéressant à la couche transport [25]. Skorin-Kapov propose un modèle pour adapter
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Access and Control











































Figure 5.5: Modèle de négociation dynamique de la qualité de service et d’adaptation
de la QoS [69]
les services numériques à leur environnement en fonction d’un ensemble de paramètres
relatifs à la couche service. Grgic propose d’adapter ces services en effectuant les mesures
au niveau de la couche transport. L’adaptation par la couche transport, approche bottom-
up, permet de piloter le service numérique à partir des évènements capturés depuis la
couche réseau.
Les travaux de Park et coll. [61] s’intéressent aux événements des couches basses. La
performance du réseau est déduite à partir d’informations extraites de la couche radio.
C’est-à-dire la couche physique du modèle OSI. Pour rappel, le modèle OSI est un mo-
dèle abstrait utilisé pour représenter un système de communication. Il est composé de 7
couches indépendantes. Chaque couche fournit un service spécifique (transport point à
point, transport au sein d’un réseau, contrôle de session, etc.). Le système de diffusion
vidéo, qui est une application (niveau 7 du modèle OSI) utilise des informations de la
couche physique (niveau 1 du modèle OSI). Cette approche casse l’indépendance des
couches prônée par ce même modèle. En utilisant du cross-layering, Park rend sa pro-
position dépendante d’une technologie d’accès et donc un cas d’usage limité à certaines
technologies sans fil.
Les travaux de Koumaras et coll. [47], dans le cadre du projet ADAMANTIUM,
vont aussi dans le sens d’une capture des couches basses du réseau. La proposition
s’articule autour d’un système de gestion de contenu (MCMS - Multimedia Content
Management System) qui est composé de deux blocs, un premier pour la surveillance de
l’environnement (monitoring) et un second pour l’adaptation (Figure 5.6).
Le monitoring est réalisé à l’aide de trois modules :
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Figure 5.6: MCMS pour IMS [47]
– Multimedia Service Monitoring Module (MSMM) : extrait les informations de la
couche de signalisation IMS.
– Transport Network Monitoring Module (TNMM) : surveille les caractéristiques du
réseau de transport (perte de paquets, latence, jigue. . .).
– Access Network Monitoring Module (ANMM) : s’appuie sur les noeuds du réseau
pour extraire des informations sur le lien réseau.
Cette approche combine une capture des informations présentes dans les couches
basses et les informations de signalisation. Ceci permet de prendre en compte la perfor-
mance propre du réseau ainsi que les données sur le service numérique, par exemple la
qualité de service négociée entre les entités concernées par l’échange.
Nous retrouvons cette idée d’extraction de données de la couche de signalisation
5.1. L’ADAPTATION DES APPLICATIONS DANS LES NGN 45
dans la proposition de Balakrishna et coll. sur l’adaptation des flux audio et vidéo non
temps réel. Ils s’appuient sur une capture de la signalisation SIP dans IMS [4] pour
détecter les changements d’environnement. Cette capture est effectuée par un serveur
mandataire installé entre le terminal de l’utilisateur et le serveur de média. Il négocie
en lieu et place du serveur pour le choix du format (codec, bitrate, etc.). Cette dernière
approche n’est pas une capture, mais plutôt une interception et retranscription du trafic
de signalisation.
Pour conclure, nous retrouvons deux approches pour l’évaluation de la performance
dans les NGN en vue d’une adaptation. La première s’appuie sur la capture du trafic au
sein du réseau. C’est l’approche retenue dans [61], [25], [47] et [4]. Elle est non intrusive
puisqu’elle ne nécessite pas l’installation d’un agent logiciel tiers sur les terminaux des
utilisateurs. Elle permet de capturer les événements de changement de technologie d’accès
et de terminal utilisateur ainsi que l’évaluation de la performance du réseau. Cependant,
la performance du terminal utilisateur n’est pas prise en compte.
La seconde approche qui est retenue dans [41], [60], [69] met en oeuvre un agent
logiciel sur les terminaux utilisateurs. Il propose une évaluation de la performance au
plus proche de l’utilisateur et qui concerne le couple réseau-terminal utilisateur. Cepen-
dant, l’approche est intrusive et nécessite d’avoir un agent logiciel pour chaque type de
terminal.
5.1.2 Décision d’adaptation
Cette section traite de la décision d’adaptation et du choix des adaptations.
Dans l’article d’Özçelebi et coll. les fonctions de décision d’adaptation sont confiées à
un agent local dénommé Service Quality Manager (Figure 5.4). Il reçoit des applications
exécutées sur le terminal les demandes en terme de ressources. Il propose des adapta-
tions en fonction de la performance globale et des besoins de chaque application. Nous
manquons de données sur le mécanisme de décision d’adaptation.
Dans l’architecture proposée par Skorin-Kapov et coll. (Figure 5.5), l’entité de déci-
sion est “Access and Control”. Elle s’appuie sur des bases de profils contenant des données
relatives aux utilisateurs et aux services pour proposer l’adaptation de l’application :
– client profile repository : la base contient les profils des utilisateurs. Chaque profil
relate les caractéristiques des terminaux possédés par l’utilisateur, les réseaux à sa
disposition, la liste des logiciels présents ainsi que les préférences de l’utilisateur
en terme de flux (acceptés ou non, qualité de chacun).
– VR service profile repository : la base contient les profils des services numériques
de réalité virtuelle. On retrouve, pour chaque profil, les processus d’adaptation et
les contraintes de l’application.
Les données contenues dans ces bases de profils sont à la base de la décision d’opti-
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misation de la qualité de service. Ce processus d’optimisation est opéré par le module
QoS Optimization Process : pour chaque session, il propose un compromis entre les
contraintes de l’utilisateur, de l’application et les préférences de l’utilisateur. L’algo-
rithme utilisé pour le processus d’optimisation de la qualité de service (QOP) a fait
l’objet d’une publication à part entière [70].
Grgic et coll. [25] proposent d’adapter les applications en fonction d’un processus
de dégradation. Le service numérique propose une configuration optimale et plusieurs
configurations alternatives. Elles sont enregistrées dans une table nommée Media De-
gradation Path (MDP) (Figure 5.7). Cette table présente les différents modes opéra-
toires du service : du plus optimal au plus dégradé. Chaque mode présente les différents
flux qui composent la session multimédia avec les paramètres d’applications (codec, ré-
solution. . .) et les ressources nécessaires (bande passante, jitter. . .).
Figure 5.7: Table MDP pour un service [25]
À l’établissement d’une session, un croisement est effectué entre les paramètres de
QoS (préférences utilisateurs, contraintes du service, contraintes des terminaux. . .) et le
chemin de dégradation de l’application. Le résultat de cette opération est un chemin de
dégradation personnalisé. Il est propre à chaque utilisateur puisque relatif aux situations
qu’il est susceptible d’expérimenter. Ce chemin de dégradation personnalisé est commu-
niqué aux fonctions de contrôles d’accès et de facturations (entité PCRF d’IMS). Ainsi
en fonction de la situation de l’utilisateur, déduite grâce aux évènements de la couche
de transport, le PCRF élit la configuration la plus adaptée.
Il la transmet ensuite aux fonctions de réservation et d’application de la QoS, sous la
forme de règles, pour une application dans le réseau de transport. Cette approche né-
cessite des modifications du modèle IMS proposé par les organismes de standardisation.
Dans la même lignée, nous retrouvons les travaux de Koumaras et coll. au sein du
projet européen ADAMANTIUM. L’adaptation est réalisée par les trois blocs au sein du
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MCMS (Figure 5.6) :
– Multimedia Service Adaptation Module (MSAM) : apporte des adaptations du
point de vue du service, sur le terminal (codec, buffers, résolution . . .)
– Transport Network Adaptation Module (TNAM) : l’adaptation porte sur la qualité
de service au sein du réseau de transport.
– Access Network Adaptation Module (ANAM) : modifie les politiques d’accès des
passerelles d’accès.
Cette approche peut être qualifiée d’inter-couches puisque les services numériques
sont adaptés sur plusieurs niveaux :
– Service,
– Réseau de transport,
– Réseau d’accès.
Dans les propositions de Park et coll. [61], Balakrishna et coll. [4] les mécanismes de
décision sur l’adaptation ne sont pas présentés. De manière générale, les mécanismes de
décisions d’adaptation sont très peu détaillés dans la grande majorité des propositions
scientifiques.
5.1.3 Adaptation du service numérique
Cette section traite de l’application de l’adaptation sur les services numériques. Elle
concerne les travaux de Park et coll., Balakrishna et coll. et Skorin-Kapov et coll. puisque
ce sont les seuls travaux à présenter cet aspect. Leurs travaux sont spécifiques pour cer-
tains services numériques, ce qui leur permettent de présenter la réalisation de l’adapta-
tion.
Les travaux de Park et coll. proposent de changer l’encodage des vidéos envoyées
aux terminaux en fonction de la couverture radio. En effet, chaque cellule dispose d’une
zone de rayonnement dont le centre est l’antenne (appelée station de base) utilisée pour
transmettre les informations. Elle transmet les données aux terminaux présents dans
sa zone d’influence (cellule). Cependant, la performance de transport offerte au sein de
la cellule n’est pas uniforme : elle décroit de façon non proportionnelle à l’approche de
ses bordures. Le type d’encodage de la vidéo est adapté en fonction des observations
suivantes :
– Un codage de type non-SVC 3 est très adapté au sein de la cellule mais pas du tout
à ses bordures.
– Aux extrémités de cette dernière, c’est un codage de type SVC qui est le plus
adapté.
3. Scalable Video Coding
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La méthode qu’ils proposent met à profit les mécanismes déjà présents dans IMS
pour proposer un codage dynamique de la vidéo :
1. Le support des flux multiples au sein d’une session : une session est composée d’au
moins un flux (de type vidéo, audio ou données).
2. La modification de session au cours de son existence : sa modification correspond
à une intervention sur les flux qu’elle encadre (ajout/modification/suppression).
Chaque session du service de diffusion vidéo est composée de deux flux vidéo : l’un
utilise un codage de type SVC et l’autre utilise un codage de type non-SVC. Pour
limiter l’encombrement de la bande passante, un seul des deux flux est envoyé sur le
terminal de l’utilisateur. Nous le qualifierons de flux principal. Le flux secondaire est
diffusé par le service, mais il n’est pas transporté par le réseau. Pour le terminal, ce
flux alternatif est mis en attente. Le service numérique alterne le transport des flux en
fonction de la situation de l’utilisateur. Ainsi, si l’utilisateur est proche de l’antenne,
le service numérique diffuse le flux vidéo avec un encodage non-SVC. Si l’utilisateur
est proche des bordures de la cellule, le service numérique diffuse le flux vidéo avec un
encodage SVC.
D’un point de vue technique, la mise en attente d’un flux passe par la définition
d’une demande en bande passante (QoS) de 0 kbit/s. Autrement dit, un flux diffusé a
une demande de QoS supérieure à 0 kbit/s. Un flux qui n’est pas diffusé a une demande
QoS égale à 0 kbit/s. Le service numérique change la demande en QoS des flux pour les
diffuser ou non vers le terminal de l’utilisateur. Cette décision de diffusion est prise en
fonction de la performance du réseau.
L’article de Balakrishna et coll. propose d’adapter les flux par un mécanisme
de renégociation. Aucun mécanisme de renégociation n’est proposé (actuellement) dans
l’architecture d’IMS. Plutôt que de mettre en place ce mécanisme au niveau de chaque
service numérique, l’approche de Balakrishna est de généraliser ce mécanisme au sein
du réseau. Pour cela, un serveur mandataire (proxy) prend en charge la négociation et
l’adaptation du flux vidéo. Ainsi, pour chaque session multimédia, le mandataire joue son
rôle d’intermédiaire entre le terminal et le serveur multimédia. Il intercepte et retransmet
le trafic de signalisation (requêtes SIP) ainsi que le trafic multimédia (flux RTP).
Le framework est composé du couple serveur SIP (entité B2BUA 4) et d’un serveur
multimédia (Figure 5.8). Ces deux éléments composent le serveur mandataire et agissent
de pair pour être perçus par le terminal utilisateur comme la source de diffusion.
Lors de l’initialisation d’une session, le terminal requête l’entité SIP pour une ouver-
ture de session multimédia. Le serveur mandataire, en se faisant passer pour l’utilisateur,
demande à son tour l’ouverture d’une session multimédia auprès du serveur d’applica-
4. Back-to-Back User Agent
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Figure 5.8: Établissement d’une session multimédia avec le B2BUA [4]
tions. Les flux multimédia, en provenance du serveur d’application, sont reçus par le
serveur mandataire, transcodés et renvoyés à l’utilisateur.
Lorsque l’utilisateur change de réseau d’accès, le terminal notifie l’entité SIP qui
compose le serveur mandataire en indiquant la nouvelle adresse IP et les paramètres
de QoS. De son côté, le serveur multimédia du serveur mandataire transcode les flux
multimédia et change leur destination.
Le changement de terminal fonctionne de façon analogue en ajoutant une mise en
cache du trafic pour une rediffusion. Balakrishna et coll. proposent l’utilisation d’un
serveur mandataire pour adapter les flux multimédia. Ces travaux sont parmi les rares
qui traitent non seulement la mobilité du terminal, mais aussi la mobilité de session en
utilisant un mécanisme de tampon.
L’article [72] de Skorin-Kapov et coll. présente la mise à l’épreuve d’un logiciel
de réalité virtuelle autour de plusieurs cas d’utilisation [72] :
– Les ressources disponibles permettent de faire fonctionner l’application sans contrainte,
– Les ressources du réseau sont insuffisantes : l’adaptation est déclenchée par un
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évènement externe et s’exécute automatiquement ; l’application sélectionne les flux
en fonction des contraintes et préférences de l’utilisateur.
– L’utilisateur souhaite dégrader le mode de fonctionnement de son application :
l’adaptation est déclenchée par l’utilisateur.
L’adaptation des services numériques est présentée uniquement sur certains travaux :
ceux qui proposent une application spécifique.
5.1.4 Conclusion
La problématique de l’adaptation des services numériques au sein des réseaux du
futur ne cesse d’évoluer. C’est d’abord sous l’aspect de la qualité de service de bout en
bout qu’elle a été traitée [78]. C’est ensuite l’évaluation de performance qui a fait l’objet
de travaux scientifiques, dans un premier temps, seul le réseau a été pris en compte.
Ensuite l’ensemble des entités qui participent à l’échange des données avec les services
numériques ont été intégrés, à savoir : les terminaux utilisateurs et la capacité du réseau.
Deux approches co-existent pour l’évaluation de la performance.
La première approche s’appuie sur les conclusions de Kim et coll. qui prouvent qu’une
mesure depuis les terminaux utilisateurs est très fiable pour évaluer la performance d’un
échange client-serveur [41]. Ces travaux ouvrent la voie à ceux de Öçzelebi et coll. [60]
et Skorin-Kappov et coll. [69]. La contrainte en terme de réalisation dans un réseau du
futur reste très forte puisqu’il s’agit de pouvoir proposer un agent logiciel de mesure sur
l’ensemble des terminaux susceptible d’être utilisée dans les NGN.
La seconde approche prône l’évaluation à partir de captures du trafic. Elles concernent
la signalisation (changement de terminal) et les couches basses qui reflètent l’activité du
média de transport (changement de technologie d’accès). Cela concerne les travaux de
Koumaras et coll. [46] réalisés dans le cadre du projet européen ADAMANTIUM ou bien
la variante des travaux de Skorin-Kapov proposée par Grgic et coll. [25]. Cette approche
nécessite l’intégration d’entités de capture et donc la modification des architectures des
NGN proposées par les organismes de standardisation.
La collecte de données dans les NGN fait encore l’objet de travaux scientifiques. C’est
une problématique à part entière dans les travaux d’adaptation dans les NGN.
Les mécanismes de décision d’adaptation sont très peu discutés dans le thème des
adaptations des applications dans les NGN. Les seuls travaux que nous avons recensés
qui présentent en détail les mécanismes de décisions sont [70], [25]. Pour un aperçu plus
complet des mécanismes de décisions, nous nous orientons vers les systèmes sensibles au
contexte qui sont présentés dans le section 5.2.
Les mécanismes d’adaptation sont eux aussi très peu discutés pour des raisons de
spécificité. En effet ils sont propres à chaque service numérique et dépendent en général
du choix du concepteur de ce même service. Cette observation met en avant le fait qu’un
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service numérique sensible au contexte est un logiciel avec deux logiques, une logique de
sensibilité au contexte et une logique métier.
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5.2 Les applications sensibles au contexte
Dans ce chapitre, nous élargissons notre état de l’art autour de la problématique
d’adaptation des applications dans les réseaux du futur en nous intéressant de façon
globale aux applications qui s’adaptent à leur environnement. De telles applications
sont dites sensibles au contexte. Les travaux se référant à ce domaine sont définis par
les mots-clés anglais suivants : context-awareness, context-aware applications, context-
aware systems.
La première section discute brièvement de la nécessité de définir le contexte.
La seconde section décortique les architectures des applications sensibles. Nous terminons
par une troisième section qui présente succinctement les applications autonomiques et
leur lien avec les applications sensibles au contexte.
5.2.1 Définition du contexte
Tous les travaux scientifiques qui présentent des applications sensibles au contexte
caractérisent leur environnement, c’est-à-dire les éléments qui composent son contexte.
Cette notion de contexte a fait l’objet de travaux scientifiques. Pour mieux comprendre
ce qu’est le contexte nous nous intéressons d’abord à sa notion littéraire puis à sa notion
scientifique dans des applications informatiques.
Une définition générale du contexte, issue du dictionnaire Antidote, présente d’abord
le contexte comme un élément linguistique :
“ Texte dans lequel s’insère une unité linguistique (mot, phrase, etc.) et dont
elle tire sa signification ou sa valeur. ”
Ainsi, le contexte apporte un sens plus juste à une unité linguistique. Il permet d’aller
au-delà de l’analyse sémantique et débusquer les faux-amis. Par exemple, la phrase “Dix
vols par jour” [42] peut avoir deux sens. Seul le texte qui entoure cette phrase peut
expliquer son sens. Le contexte permet de préciser ou déduire le sens d’une phrase.
Cette approche du contexte, spécialisée dans le domaine linguistique, nous donne une
première idée de ce qu’est le contexte. Dans le domaine littéraire, le contexte permet de
donner du sens pour comprendre le texte. Une définition plus globale (non spécialisée)
vient compléter la définition présentée ci-dessus :
“ Ensemble des circonstances dans lesquelles s’insère un fait, un évènement.
”
Le contexte (an sens général) désigne un élément vague qui entoure un texte, un
événement, etc. Tout est contexte, à partir du moment où cela est relatif à un fait ou
un évènements précis. Le sujet et son contexte sont évidemment liés. Puisqu’un fait
ou un évènement peut être expliqué par son contexte, il est possible de reconnaître le
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contexte pour supposer l’événement. C’est un raisonnement que nous tenons dans notre
vie quotidienne. Par exemple, quand il pleut le ciel est gris. Ainsi voir le ciel gris nous
indique qu’il est possible qu’il pleuve.
Les publications scientifiques qui traitent du contexte commencent donc par présenter
leur contexte, qui est assimilé à une définition. Cette pratique débouche sur une large
diversité de définitions, comme le souligne [6]. Chaque domaine (ou application) définit
le contexte en fonction de son but. Pour identifier le contexte, il faut se rapporter au
sujet de l’étude. Ensuite, déceler les éléments caractéristiques qui composent le contexte.
Ce travail est réalisé de façon empirique.
Toutes les définitions du contexte s’articulent autour d’un patron commun. Ces simi-
litudes motivent les travaux scientifiques sur la définition du contexte. Ils souhaitent ré-
pondre de manière globale à la question “Qu’est-ce que le contexte” ( [68], [21], [14], [6], [82]).
Ces travaux n’ont pas pour objectif d’imposer une définition universelle du contexte, mais
de faire ressortir un substrat commun qui offre des pistes de réflexion pour définir son
contexte. L’enrichissement apporté par les travaux cités ci-dessus permet de travailler
sur un contexte de plus en plus précis.
La définition proposée par Dey, bien que critiquée par certains auteurs sur l’oubli de
la composante temporelle, reste une référence.
“ Le contexte est n’importe quelle information qui caractérise la situation
d’une entité. Une entité est une personne, lieu géographique ou un objet consi-
déré comme pertinent par rapport à une interaction entre un utilisateur et
une application. Ceci inclut les utilisateurs et les applications eux-même. [21]
”
Son aspect généraliste permet de l’enrichir avec d’autres définitions ou bien avec ses
propres observations. L’article [82] de Zimmermann et coll. rappelle que la définition du
contexte passe par l’observation des situations d’usage.
Parmi les spécialisations du contexte, une nous intéresse plus particulièrement.
Les travaux de Schilit font état d’une classification des informations de contexte [68]
en informatique, sous la notion de context-aware computing. :
– computing context (contexte informatique) : bande passante, ressources du termi-
nal. . .
– user context (contexte utilisateur) : profil utilisateur, position géographique. . .
– physical context (contexte réel) : bruit, éclairage. . .
Notre objectif d’adapter le service numérique à son environnement d’exécution centre
la démarche autour du service numérique et non autour l’utilisateur. Bien qu’il n’existe
pas de certitude sur la pertinence des éléments de contexte dans le cadre de services nu-
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mériques du futur, c’est le contexte informatique qui est retenu comme la seule catégorie
d’éléments pertinente à prendre en compte.
5.2.2 Context-aware systems
Plusieurs auteurs [14], [5], [34] ont comparé les systèmes sensibles au contexte. Ces
états de l’art permettent de comprendre les problématiques du domaine et d’en dégager
les tendances générales du domaine, en particulier sur les aspects conception. Dans cette
section, nous commençons par une introduction à l’informatique pervasive et ubiqui-
taire, clé de voute de beaucoup de travaux sur la sensibilité au contexte. Ensuite nous
présentons différentes architectures abstraites afin d’en dégager les bonnes pratiques, les
fonctions essentielles et les technologies utilisées.
Les applications sensibles au contexte, une nouvelle vision de l’informatique
La majorité des applications sensibles au contexte font écho aux travaux de Mark
Weiser, dont l’idée est d’utiliser l’informatique pour accompagner les humains dans leur
vie quotidienne. Il définit les fondements de ce qui sera par la suite appelé les technologies
calmes [80] :
– L’ordinateur doit aider les personnes dans leurs activités quotidiennes,
– Il doit être invisible,
– La technologie ne devrait pas nous oppresser.
Des applications aux systèmes sensibles au contexte
Les applications sensibles au contexte sont composées de deux logiques, une logique
métier (l’application) et une logique de gestion du contexte (sensibilité au contexte). Les
fonctions de gestion du contexte concernent :
– La capture de l’environnement,
– Rapatriement des données issues des capteurs,
– Pré-traitement des données capturées,
– Stockage/gestion des données sur l’environnement,
– L’échange des informations sur le contexte avec l’application.
Nous observons, dans la littérature, une externalisation des fonctions de gestion de
contexte sous la forme de librairies, APIs ou intergiciels. Plusieurs travaux scientifiques
se proposent de comparer les différentes approches pour l’externalisation des fonctions
de gestion du contexte [14], [5], [5]. Ils s’appuient sur une architecture abstraite réalisée
autour d’un modèle en couche où chaque couche représente une des fonctions de gestion
du contexte citées ci-dessus. L’idée du modèle abstrait en couches est retrouvée dans la
proposition de Coutaz et coll. [17] pour l’émergence de système sensible au contexte.











































Situation and context identification
Perception: symbolic observables
Sensing: numeric observables
Figure 5.9: Architecture abstraite pour des applications sensibles au contexte [17]
Les fonctions transverses de Coutaz et coll. font référence à l’externalisation de la
sensibilité au contexte et mettent en avant les problèmes d’accès et de confiance sur les
données collectées. Ces préoccupations sont reprises dans l’analyse proposée par Ferry et
coll. [22] sur les architectures de systèmes sensibles au contexte. Il présente des fonctions
telles que l’apprentissage et la prise en compte des préférences utilisateurs. Les fonctions
indispensables des systèmes sensibles au contexte sont :
1. La capture des données de l’environnement,
2. La modélisation du contexte et l’agrégation des données capturées dans ce modèle,
3. La compréhension du modèle et la capacité à informer les applications.
La section suivante passe en revue les outils et techniques utilisés pour chaque
fonction d’un système sensible au contexte (capture, modélisation et exploitation du
contexte) en s’appuyant sur les travaux de Baldauf [5] et Hong [34] puisque ce sont les
plus récents dans le domaine.
5.2.3 Les fonctions clés d’un système sensible au contexte
Le traitement du contexte est l’opération qui transforme des données brutes de cap-
teurs en modalités d’exécution de service numérique. Il met en jeu l’ensemble des com-
posants de l’intergiciel.
Le processus de transformation des données en informations puis en connaissances est
traité dans la littérature par Aamodt et coll. [3]. Il a été repris par Zins et coll. [83]. Ce
premier définit les données brutes comme des éléments non interprétés issus directement
des capteurs. La transformation de ces données brutes en informations est réalisée par
un processus d’interprétation. Il enrichit sémantiquement les données, processus réalisé à
l’aide des connaissances du système. Un processus analogue transforme les informations
en connaissances qui sont intégrées au système. Ce processus est un apprentissage, car
les informations sont acquises par le système. Ce cycle est illustré dans la Figure 5.10.




Interpretation des données brutes
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Figure 5.10: Processus de transformation des données en connaissances [3]
Capture des données de contexte
La première brique de toute application sensible au contexte comprend la lecture de
l’environnement au travers de capteurs. Ils sont classés en deux catégories selon le niveau
d’information qu’ils fournissent :
– Les informations de bas niveau, récupérées par des capteurs matériels (orientation,
position GPS. . .).
– Les informations de haut niveau, récupérées par des capteurs logiciels (activité de
l’utilisateur et position en fonction de son agenda).
Baldauf étend cette classification à une troisième catégorie : les capteurs logiques
(combinaison d’un ou plusieurs capteurs).
La capture des données du contexte ne concerne pas uniquement le choix du capteur.
L’objectif est d’acquérir une information sur l’environnement pour pouvoir la confronter
à une référence et en déduire le contexte de l’application. Cette couche effectue donc tous
les traitements relatifs à l’élément de contexte isolé, par exemple, l’extraction du sens
de l’information capturée, l’agrégation des données de différents capteurs, etc. Certains
modèles abstraits de systèmes sensibles au contexte proposent explicitement certaines
de ces fonctions supplémentaires. Elles existent sous la forme de couches intermédiaires
entre la capture des données et le traitement du contexte. L’article de Coutaz et coll.
présente le terme anglais interpretation layer. Baldauf regroupe ces fonctions sous la
dénomination preprocessing. Il peut s’agir de corriger une dérive lors de la capture, ou
bien transformer une donnée de bas niveau (coordonnées GPS) en une donnée de plus
haut niveau (nom de ville).
Pour résumer, la donnée est l’unité de traitement pour la première couche. Elle
est capturée puis prétraitée pour être intégrée à un ensemble qui compose le contexte.
Les traitements effectués dépendent du format brut de la donnée et des besoins des
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applications. Les challenges scientifiques relatifs à cette couche de capture sont encore
nombreux, comme l’illustrent les problématiques sur les réseaux de capteurs (autonomie
des capteurs, communication des données capturées, etc.)
Modélisation et interprétation du contexte
La couche de capture fournit aux systèmes sensibles au contexte des données qui
permettent par la suite de déduire et d’interpréter le contexte. L’analyse de la variation
d’une ou plusieurs de ces données permet de détecter un changement de situation (évè-
nement ou fait). Pour cela, nous considérons deux étapes : la modélisation du contexte
et son interprétation par le système. Les fonctions de ces étapes varient en fonction des
problématiques.
La modélisation permet de transformer des informations isolées en contexte lisible et
compréhensible par les applications. Pour cela, le système utilise ses connaissances pour
transformer les données en informations puis en connaissances, comme le présente [3].
En effet, il s’agit de (re)connaître le contexte à partir d’informations qui composent
l’environnement d’utilisation. C’est donc à partir d’une composition des différentes in-
formations (à l’origine des données de capteur) que le système déduit le contexte. Cette
étape, présente dans la littérature sous le terme Modeling Context Information, s’appuie
sur différents outils et techniques, présentés plus loin dans ce chapitre.
Exploitation du contexte par la logique métier
Les deux étapes présentées précédemment permettent d’acquérir les données sur
l’environnement puis de les exploiter sous la forme de contexte. La dernière étape consiste
à communiquer le contexte à la logique métier (les applications), tout en gardant une
séparation entre le coeur de l’application et la gestion du contexte. Pour garder cette
séparation, l’architecture est basée sur une externalisation des fonctions de sensibilité
du contexte. On peut retrouver ces dernières sous la forme d’un intergiciel. Ainsi il
devient possible de mutualiser les fonctions citées précédemment et de les apporter aux
applications. C’est en général l’ensemble des fonctions de traitement du contexte qui
est externalisé (de la capture l’exploitation du contexte). Parmi les autres approches
utilisées, nous trouvons :
– Aucune infrastructure. Un accès direct à l’ensemble de la brique apportant la
logique de contexte.
– Serveur de contexte. Les informations de contexte sont accessibles à distance, par
une interface réseau. En offrant une architecture client-serveur, le serveur effectue
alors toutes les tâches intensives de déduction du contexte, sans déborder, en terme
de ressources, sur les applications clientes. C’est une particularité de l’architecture
à base d’intergiciel qu’une infrastructure à part entière.
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Fonctions transverses
Nous terminons cette présentation des architectures d’applications sensibles au contexte
par un aperçu des fonctions transverses. C’est-à-dire les fonctions qui n’ont pas de place
définie dans le cycle de traitement du contexte, telles que l’apprentissage et la journa-
lisation qui peuvent apparaître aussi bien au moment de la collecte de données qu’une
fois que les données sont interprétées en contexte. Cette décision semble être du ressort
du concepteur du système sensible au contexte, en fonction des besoins des applications.
L’ajout d’un historique permet d’apporter l’axe temporel au système. Nous pouvons lier,
dans certains sens, la notion d’apprentissage à la notion d’historique puisque l’appren-
tissage est la capacité du système à enrichir, par lui-même ou avec une aide extérieure,
sa modélisation du contexte en utilisant l’évaluation des exécutions précédentes.
Ces fonctions transverses ne s’arrêtent pas à celles citées ici (p. ex. le contrôle d’ac-
cès). Elles ne sont pas citées dans ce travail qui concerne des systèmes sensibles au
contexte traitant avec des machines plutôt que des personnes identifiables. En effet, des
systèmes qui identifient les utilisateurs soulèvent le voile de la vie privée et mettent en
cause des notions tel que le contrôle d’accès aux informations par les applications ou
l’anonymisation.
5.2.4 Les outils de modélisation du contexte
Les outils présentés ci-dessous permettent de modéliser le contexte, de le stocker ou
de l’interpréter.
Base clé-valeur
Les informations de contexte sont encodées sous la forme d’une clé (référence) et
d’une valeur (information de contexte). Ce type de base est parfois appelé tableau asso-
ciatif ou dictionnaire. Ce type de modélisation, très efficace pour la recherche, se retrouve
de moins en moins utilisé pour le stockage des éléments de contexte dans les systèmes
d’externalisation de sensibilité au contexte, car sémantiquement pauvre et source d’er-
reurs.
Langage de balises
Les langages de balises, qui appartiennent aux langages de description, proposent
un enrichissement de l’information textuelle et une structuration. La modélisation du
contexte sous cette forme offre un système de description hiérarchique et structurant des
données. Il est dès lors possible de créer un système de priorité, de décrire exhaustivement
une donnée de contexte, etc. La verbosité offerte par un système textuel permet de
produire un modèle compréhensible par un système de traitement informatique et un
être humain, ce dernier étant à l’origine du modèle.
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Langage orienté objet
La modélisation en utilisant un langage orienté objet permet d’apporter une modéli-
sation moins abstraite. Par ailleurs, le langage objet offre des composants encapsulables
et réutilisables dans d’autres développements logiciels. Dès lors, chaque capteur ou mo-
dèle peut être perçu comme une interface. Bien qu’il soit aisé de modifier le modèle, il
est plus compliqué de le réintégrer suite à une modification. En effet, chaque évolution
du modèle nécessite de recompiler complètement l’application. Le moindre changement
structurel devient alors très complexe à mettre en oeuvre. Ce modèle est qualifié de
statique dans la littérature.
UML et les langages graphiques
La modélisation ou représentation du contexte à travers les outils graphiques (UML,
graphes orientés) trouve son origine dans la nécessité de créer un modèle par des non
spécialistes en informatique. En effet, ce n’est pas toujours l’équipe de développement de
l’application qui est la plus à même de proposer la modélisation du contexte. Les outils
de modélisation permettent donc de créer une base commune et formelle pour échanger
de l’information.
Modèles logiques
Les modèles logiques s’appuient sur deux éléments : des données structurées et un
langage de règles. Ce dernier décrit, en utilisant généralement la logique de premier
ordre, un traitement à effectuer sur les données structurées. Ce traitement mène à un
résultat appelé conclusion. Nous retrouvons ce principe de fonction dans les ontologies,
présentées ci-dessous.
Ontologies
Les ontologies sont présentées, dans la littérature scientifique et littéraire, comme un
système de représentation de la connaissance. En informatique, les connaissances sont
représentées par des axiomes, qui sont reliés entre eux par des contraintes, et régis lors
de l’inférence par des règles heuristiques. Une attention particulière doit être apportée à
la création de cette ontologie [44] (cité par [5]).
Pour conclure sur les outils de modélisation, cette partition des rôles, parfois très
atomique, oblige les concepteurs d’applications, selon leurs choix technologiques, à utili-
ser une combinaison de ces outils pour travailler sur le contexte. Par exemple l’article de
Hofer et coll. [32] modélise le contexte avec le langage orienté objet et l’enregistrent avec
un langage de balises. D’autres outils, comme les ontologies, permettent la modélisation,
le stockage et l’interprétation. C’est une des raisons de la croissance des ontologies au
sein des systèmes sensibles au contexte [34]. La modélisation du contexte permet d’or-
ganiser les données isolées, rapportées par les capteurs, pour former un ensemble : le
contexte.
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La représentation du contexte a fait l’objet de plusieurs travaux, dont ceux sur les
graphes contextuels [12]. Ils offrent une solution de modélisation accessible à tous, quelles
que soient les compétences informatiques des personnes qui modélisent le contexte. En ef-
fet, dans le cadre de la conception d’applications sensibles au contexte, les spécialistes du
domaine ne sont pas forcément les concepteurs de l’application. Ils n’ont pas forcément
les connaissances informatiques pour modéliser le contexte dans le langage de dévelop-
pement de l’application. Les outils de modélisation sous forme de graphes permettent
de pallier cette situation. Une fois modélisé sous la forme de graphes, le contexte peut
être modélisé automatiquement sous la forme de règles de production. Ces dernières sont
ensuite intégrées à une application sensible au contexte pour identifier un évènement et
appliquer la procédure correspondante.
5.3 Applications autonomes
Les systèmes autonomes ont la capacité d’adapter leur logique métier en fonction de
leur environnement en automatisant leurs fonctions. Un parallèle est souvent fait avec
le système nerveux humain : il est responsable des fonctions automatiques (digestion,
muscles cardiaques. . .) qui ne sont pas soumises au contrôle volontaire. À l’instar du
système nerveux, les applications autonomes disposent de fonctions qui leur confèrent
une large autonomie.
Nous retrouvons dans la littérature plusieurs définitions des systèmes autonomes. Les
deux définitions présentées ci-dessous sont représentatives des objectifs de recherche de
ce domaine.
“Self-adaptive software evaluates its own behavior and changes behavior when the
evaluation indicates that it is not accomplishing what the software is intended to do, or
when better functionality or performance is possible [49].”
“Self-adaptive software modifies its own behavior in response to changes in its ope-
rating environment. By operating environment, we mean anything observable by the
software system, such as end-user input, external hardware devices and sensors, or pro-
gram instrumentation [58].”
Autrement dit, il s’agit d’applications qui ont la capacité de s’adapter aux change-
ments de leur environnement avec un objectif d’optimisation de la performance globale
du système. Ce but fait écho à l’objectif de cette thèse : adapter les services numériques
en fonction des changements de leur environnement pour offrir la meilleure performance
face à une situation d’usage.
Cependant, c’est un domaine de recherche très large. Il n’est pas évident de déter-
miner avec précision quelle partie du domaine de l’informatique autonome adresse notre
problématique. En effet, la littérature fait mention de trois termes pour exprimer cette
idée d’autonomie sur l’optimisation de la performance :
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– Systèmes autoadaptatifs (self-adaptives systems),
– Systèmes autonomiques (autonomic systems),
– Systèmes auto-gérés (self-managing systems).
Ces termes sont souvent utilisés de façon interchangeable puisque dans la majorité
des cas ceux-ci recouvrent la même idée. Cependant il subsiste quelques différences :
Huebscher et coll. et Salehie et coll. préconisent, respectivement dans [36] et [67], une
approche au cas par cas.
Les applications autonomes sont des systèmes complets dont l’objectif est de remplir
une ou des tâches précises qui sont, le plus souvent, en rapport avec un système infor-
matique.
Salehie propose une relation de filiation [67], entre les systèmes auto-* et les applica-
tions sensibles au contexte (Figure 5.11). Les deux types de systèmes remplissent un rôle
similaire, mais à des degrés différents.
Figure 5.11: Pyramide des systèmes autonomiques [67]
La base de cette pyramide est composée des systèmes conscients (*-aware systems).
Ils ont conscience de leur environnement (context-awareness) et de leur état (self-awareness).
Les systèmes de cette couche primitive sont le fondement des systèmes adaptatifs. Le
second niveau de la pyramide, la couche majeure, concerne les systèmes qui :
– s’auto-configurent : ils ont la capacité de se modifier en installant, supprimant ou
modifiant les composants du système,
– s’auto-corrigent : ils peuvent diagnostiquer les problèmes puis corriger les erreurs,
voire les prévenir,
– s’auto-optimisent : ils peuvent optimiser leur comportement en fonction des usages,
– s’auto-protègent : leurs fonctions défensives peuvent découvrir les failles et les
corriger de manière autonome.
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Le haut de la pyramide concerne les systèmes auto-adaptatifs de manière générale. La
plupart de ces systèmes fonctionnent sur le principe d’une boucle de rétroaction fermée.
Elle est mise en opposition avec la boucle ouverte, qui n’offre aucun contrôle ou retour
d’information. Les systèmes en boucle ouverte n’ont pas de contrôle sur leur dérive. La
boucle (fermée) de rétroaction est le modèle le plus commun et le plus utilisé. Cette
boucle agit sur le système (lui-même) en s’appuyant sur des informations en provenance
de son environnement d’opération (contexte). Nous retrouvons dans les systèmes adap-
tatifs les fondements de la théorie du contrôle. La réponse du système est contrôlée par
les évènements du contexte d’opération.
5.3.1 Boucle de rétroaction fermée
La boucle de rétroaction fermée est la base des systèmes auto-*, comme l’illus-










































Figure 5.12: Diagramme de l’évolution de l’adaptation [58]
On retrouve dans cette boucle les quatre actions clés qui sont similaires à celles
présentées dans le section 5.1 avec un découpage différent :
– Collecter les observations sur l’environnement opérationnel,
– Évaluer et surveiller,
– Planifier les actions d’adaptation,
– Exécuter les changements.
La dernière phase du processus adapte les modules du système pour le rendre compa-
tible avec l’évènement. Cette phase peut être assez complexe dans certains cas, comme
l’adaptation simultanée de modules.
64 CHAPITRE 5. ADAPTATION DES APPLICATIONS EN INFORMATIQUE
Ces actions définissent les étapes pour une architecture totalement automatisée, c’est-
à-dire sans l’intervention de l’homme.
L’article de Salehie et coll. représente le processus d’adaptation comme un flux plutôt
qu’une boucle pour mettre en avant l’idée d’une transformation des données de contexte
en action d’adaptation. Cette vision reprend les quatre étapes présentées ci-dessus et
vient les compléter avec une cinquième étape : l’apprentissage. Le flux débute avec
l’entité capteurs, qui recueille les données sur l’environnement. Il se termine avec l’entité
effecteur qui applique l’adaptation. La représentation proposée dans [67] est inspirée
du modèle MAPE-K [37] (Monitor, Analyse, Plan, Execute, Knowledge). Ce dernier est






Figure 5.13: IBM MAPE-K
Le modèle d’IBM place la notion de connaissances au centre des étapes d’adaptation.
Elle fait référence à l’apprentissage du système. C’est-à-dire la possibilité pour l’élément
autonome d’apprendre de ces décisions d’adaptations puis de les exécuter. Ainsi, chaque
réalisation d’une adaptation est évaluée, que ce soit de façon autonome ou bien avec une
aide extérieure.
5.3.2 Les éléments clés d’un système auto-adaptatif
L’article [54] de McKinley et coll. présente un système auto-adaptatif comme une
entité composée de deux couches : une couche intergiciel et une couche applications. Cette
séparation des fonctions se retrouve souvent dans l’architecture de systèmes adaptatifs.
L’intergiciel fournit les fonctions d’adaptation aux applications, de l’observation à la
proposition d’adaptation.
Dans cette boucle de rétroaction nous retrouvons comme éléments clés :
– un moteur de décision,
– des actions d’adaptation,
– un apprentissage.
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Les adaptations (ou actions d’adaptations) sont proposées par un moteur de décision.
Il décide des adaptations à apporter en fonction des changements de l’environnement et
de la performance attendue par le système. C’est le coeur de la logique d’adaptation.
Salehie [67] et Huebscher [36] citent les outils suivants pour réaliser le moteur de déci-
sions :
– Arbres de décisions,
– Contraintes ADL (Langages de descriptions d’architectures),




Ces moteurs permettent de choisir les actions d’adaptation à appliquer. Dans le
cadre d’applications autonomes, ces actions peuvent concerner un ou plusieurs éléments
de celle-ci. Les actions sont distinguées sous deux catégories, en fonction de leur apparte-
nance au système : externes ou internes au système. Une action interne mélange le moteur
d’adaptation et l’application au sein du même système. Alors qu’une action externe re-
pose sur un moteur d’adaptation externe au système. Dans le second cas, le moteur
d’adaptation est commun à plusieurs applications, comme proposé par [24][Goergiadis
et coll.].
Il existe d’autres paramètres pour décrire et classer les adaptations [67] dans le cadre
d’applications autonomes :
– Discrètes. Les actions d’adaptations qui ont lieu dans les couches inférieures (au
niveau du logiciel médiateur) sont silencieuses. Aucune notification n’est envoyée
pour avertir les applications qu’un changement a eu lieu [66]. L’adaptation est
transparente pour le système.
– Statiques/Dynamiques. Les actions d’adaptations sont statiques lorsqu’il n’est
pas possible d’en ajouter au cours de l’exécution de l’application. A contrario, un
fonctionnement dynamique propose d’étendre le comportement défini lors du lan-
cement par l’ajout d’actions au cours de l’exécution. Ces nouvelles actions d’adap-
tations peuvent concerner des entités non encore mises en jeu.
– Réactives/Proactives. Ce paramètre fait référence à la propriété (ou capacité)
d’anticipation. Les actions sont réactives si elles ont lieu après le changement d’en-
vironnement. Dans cette situation le système subit son environnement. Les adap-
tations proactives préviennent les changements de l’environnement. Le système est
capable de prédire ces derniers et anticipe la réponse.
– Pilotées/Autonomes. Les actions pilotées s’appuient sur un modèle qui définit
le système et son environnement. Il est défini lors de la conception et est chargé au
lancement du logiciel autonome. En revanche, les actions autonomes (model-free
adaptations) ne suivent pas un modèle prédéfini pour adapter le comportement du
système par rapport à son environnement. Dans ce cas, le système est totalement
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autonome.
Une des caractéristiques des systèmes adaptatifs autonomes est la capacité à ap-
prendre pour enrichir le modèle d’adaptation. Cet apprentissage se réalise sur la base
d’une évaluation de l’efficacité d’une adaptation. L’évaluation peut être effectuée aussi
bien par un système informatique que par un humain. Dans ce dernier cas, un opéra-
teur évalue le résultat des adaptations. S’il est automatique, c’est un moteur qui évalue
l’adaptation en fonction de la performance réalisée.
Pour conclure, les principes qui régissent les applications autonomes sont similaires
à ceux des applications sensibles au contexte. Les processus d’adaptation sont réalisés
avec les mêmes technologies et leur mode opérationnel est commun :
– Surveillance de l’environnement,
– Analyse les données,
– Planification des changements,
– Adaptation des composants du système,
– Apprentissage.
Les différences entre ces deux modes de fonctionnement concernent leur utilisation et
le degré d’autonomie. L’objectif à atteindre pour les applications autonomes est d’avoir
un système qui se suffise à lui-même, tout au long de son cycle de vie, quel que soit
l’évènement. Le système est piloté par sa performance au sein de son environnement.
Une application sensible au contexte est un système qui réagit aux évènements de son
environnement, sans forcément inclure un objectif de performance ou d’auto-suffisance.
5.4 Conclusion
Une application sensible au contexte est divisée en deux parties : le coeur de métier
de l’application et les fonctions d’adaptation. La réalisation de la logique de gestion du
contexte passe par plusieurs questions :
– À quel problème répond l’application ? Quels sont les évènements qui pilotent son
adaptation ?
– Quelles caractéristiques permettent d’identifier l’évènement ?
– Comment récupérer ces caractéristiques ?
– Comment agréger ces caractéristiques pour donner du sens à l’environnement et
déduire le contexte ?
– Comment propager les évènements qui permettront aux applications d’adapter leur
comportement ?
La première étape se compose de la définition du contexte en le spécialisant et en
identifiant les situations d’exécution de l’application. L’identification du contexte permet
de choisir les capteurs d’acquisition des données qui composent le contexte. Il s’agit
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d’avoir une liste de données qui permet d’identifier une situation d’exécution. Cette
identification permet ensuite d’effectuer un changement sur l’application pour l’adapter
à son contexte.
Les changements à opérer pour correspondre à la situation d’usage sont décidés
par l’application, sur la base d’un modèle de transformation. Ce dernier apporte les
connaissances nécessaires à l’interprétation des données brutes, qui transforme les don-
nées brutes issues des capteurs en informations puis en connaissances du système. La
modélisation du contexte est l’étape la plus cruciale pour la conception d’un système
sensible au contexte.
L’article [34] de Hong et coll. revient sur les problématiques afférentes aux applica-
tions sensibles au contexte. On pourra citer entre autres les challenges scientifiques au-
tour de l’interprétation et de la classification des informations de contexte. Le contexte
peut être composé d’une large quantité de données. L’optimisation du traitement de ces
données pour améliorer la rapidité des déductions logiques passe par des travaux dans
d’autres domaines. Cet aspect est tout à fait contemporain avec l’émergence forte, il y
a un an, des problématiques autour des Big Data.
La dernière étape consiste à propager le contexte jusqu’à l’application pour qu’elle
adapte son comportement.
Le section suivant présente la notion d’ontologie en informatique au travers du Web
Sémantique. Nous retrouvons cette technologie dans plusieurs modèles de système sen-
sible au contexte. C’est par ailleurs la solution retenue dans notre modèle pour l’analyse
et la déduction du contexte pour notre intergiciel.

Chapitre 6
Les ontologies en informatique
Le terme ontologie a fait son apparition en informatique au cours des années 1990,
au sein de la communauté scientifique travaillant sur l’intelligence artificielle. Ce terme
apporté par Tom Gruber en 1992 a fait l’objet de plusieurs travaux autour de sa définition
et de son implémentation. C’est aujourd’hui une technologie utilisée pour concevoir des
applications aussi bien dans le monde académique que dans le monde industriel [52].
Cette notion est importée de la philosophie, domaine dans lequel on définit L’Ontolo-
gie comme une branche fondamentale de la Métaphysique. Cette dernière s’intéresse à la
notion d’existence, aux catégories fondamentales de l’existant et étudient les propriétés
les plus générales de l’être [23].
En informatique, la définition d’une ontologie fait débat [30]. En effet, certaines
définitions propres au domaine informatique sont en contradiction [29]. La définition la
plus complète, de mon point de vue, est celle proposée par Tom Gruber. Il fut un des
premiers à proposer une définition [27] et revient sur celle-ci, quinze ans après (traduction
de [28]) :
“Dans le contexte de l’informatique et des sciences de l’information, une
ontologie définit un ensemble de représentations primitives qui permettent
la modélisation d’un domaine de connaissances. La représentation des pri-
mitives comprend des classes (ensembles), des attributs (propriétés) et des
relations (relations entre les membres des classes). Les primitives sont utili-
sées pour présenter des informations sur le sens et les contraintes logiques de
l’application. À l’instar d’une base de données, une ontologie propose un ni-
veau d’abstraction du modèle de données avec des caractéristiques similaires
puisque nous retrouvons les relations entre les modèles. Cependant l’organi-
sation de l’information est différente. Les ontologies modélisent des connais-
sances autour d’une unité : l’individu en précisant ses attributs et les relations
avec les autres individus. Les ontologies sont spécifiées dans un langage qui
offre une abstraction des structures de données et de l’implémentation. En
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pratique, ce langage est plus proche de la logique descriptive que d’autres
langages utilisés pour modéliser les bases de données. Pour cette raison, les
ontologies sont dites d’un niveau sémantique, alors que les bases de données
sont dites d’un niveau logique ou physique. Grâce à leur indépendance par
rapport aux modèles de données de bas niveau, les ontologies peuvent être
utilisées pour aligner des bases de données hétérogènes, ajouter une interopé-
rabilité entre différents systèmes ou simplement être des interfaces pour les
services de bases de connaissances.”
Dameron [19] définit les ontologies autour de deux notions :
“Une ontologie est un accord sur une conceptualisation partagée et éventuellement
partielle.” “Une ontologie formelle est un développement systématique, formel et axio-
matique de la logique de toutes les formes et tous les modes d’existence.”
Une idée de collaboration est mise en avant. Elle sous-entend l’existence d’un consen-
sus sur la conceptualisation d’un domaine. Cette idée, mixte de consensus et de concep-
tualisation, est partagée par [13] qui classe les ontologies selon 4 catégories :
– Les ontologies d’application. Elles sont spécifiques à une application. En dehors
de cette tâche, leur validité n’est pas vérifiée. Elles sont très précises.
– Les ontologies de domaine. Elles sont propres à un domaine et leur validité couvre
un ensemble d’applications.
– Les ontologies générales. La précision de ces ontologies est limitée, mais en contre-
partie elles englobent les domaines sous-jacents au sens général.
– Les ontologies supérieures. Elles représentent les concepts généraux admis par
tous. C’est le cas de l’ontologie DOLCE 1 du projet européen WonderWeb 2. Elle
est dite fondationnelle et présente des concepts abstraits pour des domaines de
connaissances.
Pour conclure, en philosophie l’Ontologie est une science qui étudie les propriétés de
ce qui est. En informatique c’est un outil qui permet la formalisation d’une convention
de langage entre plusieurs entités associée à un raisonnement logique. Dans la suite
de ce chapitre, nous nous intéressons aux aspects techniques des ontologies avec leur
implémentation au sein des outils du Web sémantique.
6.1 Le Web Sémantique
Ce mouvement est né sous l’impulsion de Tim Berners-Lee qui propose de créer un
web de données libres et liées (linked data), c’est-à-dire un espace non plus de documents
que seul l’humain peut comprendre, mais un espace où les ordinateurs peuvent interagir
1. http ://www.loa.istc.cnr.it/DOLCE.html
2. http ://cordis.europa.eu/projects/rcn/60325_en.html
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avec les données 3. Un espace numérique où les données deviennent intelligibles pour les
machines et les humains. Pour que les données soient intelligibles par les machines, il
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Figure 6.1: Feuille de route des rechnologies du Web sémantique
Pour remplir cet objectif, Tim Berners-Lee propose une feuille de route technolo-
gique : la pile du web sémantique (Figure 6.1). Ce modèle en couche s’appuie sur deux
briques essentielles, les URI et XML. Nous retrouvons la description sémantique avec les
technologies RDF et les la déduction logique avec les ontologies pour le web (OWL).
Nous ne présenterons dans cet état de l’art que les ontologies pour le web sémantique
(OWL). Une présentation succincte des URI, de XML et de RDF est fournie en annexee
(Appendice B).
6.2 Web Ontology Language (OWL)
La première couche d’outils (XML et URI) constitue les fondations des outils séman-
tiques, en apportant syntaxe structurée et identification. La seconde couche (RDF et
RDF Schema) offre un modèle de données pour décrire sémantiquement les ressources.
La troisième (OWL) complète le vocabulaire de RDF en apportant les notions indis-
pensables à un raisonnement logique. Grâce à cette capacité de déduction logique, les
machines ont la capacité, à l’instar des êtres humains, de traiter les données au niveau
sémantique. En effet, RDF apporte la description et l’identification des ressources. Ce
mécanisme est indispensable, mais insuffisant pour un raisonnement sémantique. Pour
3. http ://www.ted.com/talks/lang/en/tim_berners_lee_on_the_next_web.html
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offrir un raisonnement sémantique, il faut compléter la description des ressources avec
des concepts logiques (cardinalité, équivalence, union, disjonction. . .).
Le W3C a défini trois sous versions d’OWL, qui offrent plus ou moins de fonctions.
Elles sont hiérarchisées. Ainsi, OWL Lite est compris dans OWL-DL et OWL-DL est
compris dans OWL Full :
– OWL Lite : Base du langage OWL avec des concepts simplifiés. Il ne permet pas
beaucoup d’expressivité dans la description. Par exemple, la cardinalité est limitée
à 0 ou 1.
– OWL DL. DL signifie Description Logic (Logique de description). C’est un forma-
lisme permettant la description et le raisonnement. OWL DL est une extension
d’OWL Lite pour apporter une expressivité élevée (cardinalité, union. . .), mais
implique un raisonnement plus lent qu’OWL Lite.
– OWL Full est la version d’OWL la plus complète. Elle offre une plus grande capa-
cité de description au détriment de la complexité du raisonnement.
Le choix de la sous-version dépend de la complexité de la description souhaitée. Mais
au final, ce choix semble être limité puisque guidé par les implémentations existantes
de moteurs de raisonnement. En effet les moteurs d’inférence supportent principalement
OWL DL et OWL Lite. Le choix est donc limité à ces deux derniers.
6.2.1 Caractéristiques d’une ontologie
Une ontologie s’appuie sur trois notions pour modéliser un domaine : le concept, le
rôle et l’individu. Nous pouvons faire un parallèle avec la programmation orientée objet
(la classe, la propriété et l’instance). Un individu représente un élément. Cet élément
(instance) fait partie d’un ensemble, appelé concept (classe). Les liens entre les indi-
vidus sont appelés les rôles (propriétés). L’ensemble de ces éléments compose la base
de connaissances qui contient la formalisation du domaine et son instanciation. Ceci
débouche sur deux niveaux :
– La terminologie (TBox) qui est la modélisation de la connaissance. Elle est formée
de concepts et de rôles. C’est le cadre axiomatique du domaine.
– Les assertions (ABox) qui regroupent les individus. C’est la réalisation de la mo-
délisation (TBox).
Nous retrouvons toutes les caractéristiques d’une base de données, c’est-à-dire un
modèle (TBox) qui permet de structurer les données (ABox). La TBox et la ABox com-
posent la connaissance du domaine. La différence majeure avec une base de données
standard réside dans la capacité d’une ontologie à s’enrichir avec les données dont elle
dispose à l’aide de son moteur d’inférence. Le raisonnement permet de déduire de nou-
velles informations à partir des informations contenues dans la base. Ce raisonnement
logique par déduction s’appuie sur deux principes, présentés ci-dessous. Autrement dit,
une base de connaissances est une base de données spécialisée dans le stockage et la
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déduction de connaissances.
Monde ouvert et monde fermé
Dans un raisonnement basé sur OWA (Open World Assumption - Monde ouvert),
certaines informations contenues dans la base de connaissances ne sont pas déductibles.
Tant qu’un énoncé non déductible n’est pas prouvé, tout est encore possible. Il est consi-
déré comme inconnu. Pour mieux comprendre ce principe, il faut se référer à l’opposé
d’OWA, CWA (Closed World Assumption - Monde fermé). Dans ce type de raisonne-
ment, tous les énoncés qui ne sont pas prouvés comme justes sont faux.
Énoncé : Yves-Gaël a un permis B
Question : Est-ce qu’Yves-Gaël a un permis A ?
OWA : Peut-être.
CWA : Non
Le monde ouvert conserve la possibilité d’une réponse vraie si les informations sont
incomplètes, alors qu’en monde fermé, la réponse sera fausse.
Monotonie (monotonic)
Un système de déduction logique basé sur la monotonie ne remet pas en question les
déductions établies, même si de nouvelles assertions entrainent des déductions opposées.
Par exemple, en reprenant l’illustration précédente.
Énoncé 1 : Yves-Gaël a un permis B.
Question : Est-ce qu’Yves-Gaël a un permis B ?
Réponse : Oui
Nouvel Énoncé : Yves-Gaël a un permis A.
Question : Est-ce qu’Yves-Gaël a un permis A ?
Réponse : Oui
Question : Est-ce qu’Yves-Gaël a un permis B ?
Réponse : Oui
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Ceci peut mener à des inconsistances de raisonnement pour les systèmes de raison-
nement utilisant les ontologies. Si le rôle “a un permis” est fonctionnel en OWL, cela
signifie qu’on ne peut avoir qu’un et un seul permis. Dans cet exemple, le nouvel énoncé
rend la base de connaissances inconsistante. Il y a une violation du principe de satisfabi-
lité. Pour pallier cette situation, il faut un système de “retour en arrière” qui supprime
les conclusions invalides suite à un changement.
6.2.2 Mécanisme d’inférence
Le mécanisme d’inférence ajoute de nouvelles conclusions à partir de propositions
existantes. Ces conclusions font alors partie intégrante de la base de connaissances. Le
mécanisme de déduction permet la création de nouveaux concepts, rôles ou individus.
Puisque les déductions s’appuient sur les connaissances existantes, il faut dans un premier
temps vérifier leur validité, c’est-à-dire vérifier qu’elles n’entrent pas en conflit avec
des individus ou des concepts déjà existants. En effet, le système n’est pas capable de
décider de lui-même quelle information favoriser si deux éléments sont en conflit. Le
même travail est effectué avec les déductions à intégrer. Ces mécanismes s’assurent que
les connaissances de la base ne rentrent pas en conflit d’un point de vue logique.
Au niveau de la TBox, le raisonneur contrôle et complète le modèle à partir des
connaissances explicites. Il :
– Vérifie la satisfiabilité des concepts : tous les concepts doivent être réalisables.
– Déduit les subsomptions entre concepts : Relation hiérarchique entre les concepts,
appartenance des concepts à d’autres concepts.
– Déduit les équivalences et les disjonctions entre concepts.
Au niveau de la ABox, le raisonneur vérifie les assertions. Il :
– Contrôle les instances : Toutes les instances doivent appartenir à un concept,
– Vérifie la cohérence des instances avec leurs concepts (TBox),
– Recherche le concept le plus spécifique pour chacune des instances.
Ainsi pour éviter toute conclusion erronée et donc toute instabilité, le système contrôle
la cohérence de la base lors de l’inférence, sur les concepts, les rôles et les individus.
6.2.3 Langages de règles
Les langages de règles sont utilisés pour contrôler ou prendre des décisions, en décri-
vant les concepts d’une organisation. Ils formalisent le savoir-faire et permettent d’au-
tomatiser certaines actions métier. Cette approche permet de proposer une approche
logique, proche d’un raisonnement humain, à partir d’observations.
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L’article [35] de Horrocks et coll. propose de compléter OWL, plus particulièrement
la version DL, en ajoutant un langage de règles de production nommé SWRL (Semantic
Web Rule Language). Ce système de règles métier, mélange de OWL-DL et RuleML 4
(Rule Markup Language) ajoute des fonctions d’expressivité logique à OWL. Il s’agit
d’avoir un levier supplémentaire pour la manipulation des individus et de leurs propriétés
au sein de la base de connaissances. Bien que ces règles puissent utiliser l’ensemble des
éléments d’une ontologie, elles ne concernent que les individus (ABox) et non les concepts
ou rôles (TBox). Une règle SWRL se construit sur le schéma suivant :
antécédents(body) ⇒ conséquence(head)
L’antécédent et la conséquence sont composés de zéros ou plusieurs atomes, qui
forment une conjonction d’atomes. Le premier (antécédent) exprime les conditions né-
cessaires à la réalisation de la seconde partie (conséquence).
Il existe deux cas particuliers, en dehors de la forme générale d’une règle (composée
d’une conjonction d’atomes pour l’antécédent et la conséquence) :
– Un antécédent vide traduit le fait que toutes les conditions satisfont la réalisation.
– Une conséquence vide traduit le fait qu’aucune condition ne satisfait la réalisation.
Un atome peut être un concept, un rôle OWL ou le résultat d’une opération SWRL
prenant une ou deux variables. Les variables permettent de sélectionner les individus en
fonction des concepts auxquels ils appartiennent, des relations entre ces concepts ou des
opérateurs propres à SWRL (comparaisons et builtin).
parent(?x, ?y) ∧ brother(?y, ?z) ⇒ uncle(?x, ?z)
L’ajout des “Built-Ins” dans la syntaxe des règles est motivé par une approche mo-
dulaire qui permet d’étendre le système. Les modules officiellement supportés existants
sont :
– la comparaison,
– la manipulation mathématique,
– la gestion des chaînes de caractères,
– la gestion des dates,
– l’accès à des URIs,
– les listes.
4. RuleML est un langage basé sur XML qui permet d’exprimer des règles pour déduire ou transformer
des éléments lors d’inférences. Il est proposé par une initiative composé d’industriels et d’académiques
(http ://www.ruleml.org).
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Un aspect important de ce langage de règles est l’impossibilité d’ordonner ou rendre
prioritaires les règles SWRL. Ceci peut dès lors rendre certaines règles très complexes voir
impossibles puisque tout doit être réalisé en une seule requête. Pour pallier ce problème,
l’article [26] Grosof et coll. introduit le système (SILK) 5 pour prioriser les règles en cas
de conflit. L’assertion utilisée pour ce système de priorité est @override.
6.2.4 Langages de requêtes
Les parties précédentes présentent les ontologies OWL et les règles SWRL. Une onto-
logie permet de stocker et gérer des connaissances au moyen d’une logique de description.
Les règles SWRL apportent un niveau supplémentaire d’expressivité en logique descrip-
tive. La dernière pièce du tableau est un langage de requêtes qui permet d’accéder aux
informations contenues dans la base de connaissances.
RDF dispose de son langage d’interrogation, SPARQL, pour extraire des données
d’une base RDF. Les requêtes sont basées sur les modèles de graphes et proposent une
variété d’extension (filtres, modifieurs. . .). OWL utilisant RDF, il est possible d’interro-
ger une ontologie OWL en utilisant SPARQL mais il ne permet pas d’offrir des requêtes
utilisant les concepts OWL. Nous dénombrons trois solutions qui permettent de requêter
une ontologie OWL au niveau sémantique d’OWL. OWL-DL, DIG’s ASK et SQWRL.
OWL-DL est resté à l’état de spécifications et ASK manque d’expressivité.
O’Connor propose SQWRL (Semantic Query-enhanced Web Rule Language) [57].
C’est un langage qui emprunte la syntaxe des requêtes de sélection de SQL tout en
utilisant la forme des règles SWRL. L’antécédent joue le rôle de filtre de la requête et la
conséquence définit le type de requête et les valeurs à interroger. Cette extension SWRL
n’est malheureusement pas supportée par tous les moteurs d’inférences.
5. Scalable and Expressive Semantic Rules
Chapitre 7
Bilan
L’adaptation des contenus à leur environnement de consommation est un problème
qui a été soulevé lors de l’arrivée des réseaux mobiles. Cette problématique resurgit avec
l’arrivée imminente des réseaux convergents puisqu’au cours d’une même session, l’en-
vironnement informatique peut subir des variations qui nécessitent une adaptation des
services numériques en cours de consommation. On retrouve dans la littérature plusieurs
travaux (Tableau 5.1) qui traitent de l’adaptation des services numériques dans les ré-
seaux du futur. La majorité des travaux concernent uniquement la phase d’observation
du contexte d’exécution ou bien la mécanique d’adaptation du service numérique. Nous
trouvons très peu de propositions autour de la phase de décision d’adaptation. Les tra-
vaux de Skorin-Kapov et coll. [71] [69] [70] font exception à cette observation. Cependant
l’approche proposée est complexe à mettre en oeuvre. Elle nécessite une modification de
certaines entités d’IMS et un déploiement réparti des différentes entités pour permettre
de rendre un service numérique adaptable. Ce dernier point est particulièrement délicat
à mettre en oeuvre dans le cadre d’un réseau NGN. En effet, une des philosophies est la
séparation des rôles, avec d’un côté un fournisseur pour l’accès au réseau et de l’autre
un fournisseur pour l’accès aux services.
Par ailleurs, l’adaptation d’applications ne se cantonne pas aux réseaux du futur.
Aucun des travaux étudiés au cours de mon doctorat ne fait référence aux applications
sensibles au contexte ou bien aux applications autonomes. Les applications sensibles au
contexte accompagnent les humains dans leurs tâches quotidiennes. Elles adaptent la
réponse globale de l’application en fonction de l’environnement d’exécution et ceci de
façon transparente (sans intervention de l’utilisateur). L’évolution de cet axe de recherche
mène aujourd’hui à des travaux sur la conception de solutions qui permettent d’ajouter
la sensibilité au contexte à un ensemble d’applications, en limitant les développements
spécifiques. Les applications autonomes, de leur côté, sont pilotées par la performance
des différents éléments qui la composent. Il s’agit d’assurer la meilleure performance
possible, quels que soient les changements de l’environnement dans lequel elles évoluent.
Bien que les deux domaines soient distincts dans leurs applications, l’objectif général et
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les modèles sont similaires.
Nous avons donc souhaité prendre une approche transverse en nous inspirant des
pratiques existantes dans le domaine des applications sensibles au contexte et des ap-
plications autonomes. Ces systèmes reposent sur le principe d’une boucle de rétroaction
fermée au cours de laquelle nous retrouvons quatre phases :
– Collecter les observations sur l’environnement opérationnel,
– Évaluer et surveiller,
– Planifier les actions d’adaptation,
– Exécuter les changements.
On retrouve aussi le principe de séparation des rôles et d’architecture en couche.
Celui-ci crée une indépendance entre la logique métier d’une application sensible au
contexte et les fonctions de gestion du contexte de celle-ci. D’ailleurs on observe une
évolution du concept avec l’externalisation et la mutualisation des fonctions de gestion
du contexte au sein d’un intergiciel pour apporter la sensibilité au contexte pour une ou
plusieurs applications.
Les étapes de collecte des observations, d’évaluation, de surveillance et d’exécution
ont déjà été largement traitées dans les travaux concernant l’adaptation des applications
dans les réseaux du futur. Nous nous intéressons donc à l’étape de planification des
actions d’adaptation qui concerne l’identification de la situation d’usage et la réponse à
apporter.
Pour conclure, les travaux relatifs aux NGN, présentés dans cette partie, n’offrent
pas une réponse complète pour l’adaptation dynamique des applications à leur environ-
nement informatique. Par ailleurs les quelques travaux qui proposent un modèle complet
s’éloignent de certains principes clés qui sont à la base des réseaux du futur, avec comme
conséquence des propositions difficilement exploitables. Nous souhaitons combler le fossé
qui sépare les travaux sur l’adaptation dans les réseaux du futur avec les applications
sensibles au contexte et autonomes tout en restant dans les compétences de notre équipe
de recherche, le web sémantique.
C’est donc une approche hybride, qui s’appuie sur plusieurs domaines, qui a été
retenue pour répondre à la problématique soulevée dans cette thèse.
Troisième partie
Système de sensibilité au contexte





Dans un réseau du futur, un service numérique désigne une application réseau consom-
mable par un utilisateur. Le terminal de l’utilisateur exécute une instance client du ser-
vice numérique. Elle communique, au travers du réseau, avec une autre instance présente
sur un serveur. Cet usage se trouve renforcé par l’ensemble des fonctions apportées par
les réseaux du futur : mobilité généralisée, communications multimédia enrichies, conver-
gence des technologies d’accès, etc. Cependant, la plupart de ces fonctions sont relatives
au réseau et ne s’opèrent qu’à son niveau du réseau, c’est-à-dire en dehors du niveau
applicatif.
Le vertical handover illustre parfaitement ce problème. Les terminaux des utilisateurs
ont la possibilité de changer de technologie d’accès au cours de leurs sessions. Or, tous
les liens d’accès au réseau n’ont pas les mêmes caractéristiques. Prenons par exemple, un
des paramètres qui a souvent une influence importante sur les services numériques : la
bande passante. Ce paramètre représente la quantité de données que peut transporter le
lien réseau. Puisque les liens réseau n’ont pas les mêmes caractéristiques, le changement
d’une technologie d’accès à une autre entraîne, dans notre exemple, un changement
de cette capacité de transport. Ainsi, si la bande passante devient insuffisante pour
le transport des données, le service ne peut plus être acheminé jusqu’à l’utilisateur.
Dans cette situation, malgré la capacité du réseau à maintenir la connexion, l’utilisateur
expérimente une coupure du service numérique en cours de consommation. Le réseau a
su s’adapter à ce changement de conditions, mais pas le service numérique. Pour pallier
ce problème, il est nécessaire que les services numériques :
1. Soient informés des changements de situation,
2. Aient la capacité d’adapter la logique métier.
Le service numérique doit fournir plusieurs modalités de diffusion pour un même
contenu, chacune est associée à une ou plusieurs situations d’usage. Cette vision de
multimodalité applicative est un premier pas vers une adaptation des services numé-
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riques à leur environnement d’exécution. Il faut ajouter à cela une capacité du service
numérique à changer automatiquement et dynamiquement d’une modalité à une autre
en fonction de son environnement. Il doit comprendre les changements de son environ-
nement d’exécution et s’adapter en conséquence, autrement dit adapter le contenu ou
la logique d’exécution en fonction de l’environnement, sans intervention de l’utilisateur.
Ce partitionnement de la solution (multimodalité et autogérance) illustre les deux idées
fondamentales qui sont à l’origine de notre vision des services numériques adaptatifs :
– une multimodalité de la logique métier,
– une gestion autonome.
Nous différencions un service numérique standard d’un service numérique adaptatif
par sa capacité à modifier automatiquement et dynamiquement son interaction avec
l’utilisateur, au cours de son exécution.
Dans le cadre des réseaux du futur, il s’agit d’adapter les flux échangés entre
l’instance sur le serveur et l’instance sur le terminal client. Cette adaptation
résulte des changements pertinents observés dans l’environnement informatique (tech-
nologie d’accès, terminal, etc.). Cet environnement est présent dans la littérature scien-
tifique, sous le terme de contexte informatique. Nous bornons le contexte des services
numériques en spécialisant le contexte d’exécution d’un service numérique au domaine
de l’informatique. Ainsi, quel que soit le service numérique, les éléments qui caractérisent
son environnement sont finis puisqu’ils sont limités aux caractéristiques des terminaux
et technologies d’accès.
L’objectif de ces travaux est d’apporter une réponse à l’adaptation automatique et
dynamique des services numériques dans les réseaux du futur pour les raisons évoquées
ci-dessus. La suite de cette partie présente notre proposition pour un tel système.
Nous commençons par une présentation générale de l’architecture de notre propo-
sition (chapitre 9) puis des blocs fonctionnels qui la composent (chapitre 10). Nous
présentons ensuite les fonctions de l’intergiciel (chapitre 11) qui sont au coeur de notre
proposition. La conclusion (chapitre 12) insistera sur les particularités de notre modèle.
Chapitre 9
Architecture de l’intergiciel
Dans ce chapitre, nous précisons, dans une première partie, nos définitions pour
chaque élément contribuant à l’architecture de l’intergiciel 1. Dans une seconde partie,
nous présentons les principes de conception utilisés pour réaliser notre intergiciel.
9.1 Périmètre fonctionnel
En informatique, les applications client/serveur s’exécutent sur deux instances nom-
mées client et serveur. Ces deux entités travaillent de pair en s’échangeant des données
au travers d’un réseau.
L’instance serveur est exécutée sur un serveur d’applications, l’instance client est
exécutée sur un terminal utilisateur. L’environnement d’exécution de ces applications
est composé :
– D’un ordinateur serveur qui exécute une instance serveur du service,
– D’un équipement utilisateur qui exécute une instance cliente du service,
– D’un réseau qui permet l’échange de données entre ces deux instances.
C’est ce paradigme (client/serveur) qui est utilisé pour les services numériques dans
un NGN. Dans un réseau du futur, les performances du réseau et des terminaux sont
susceptibles de varier au cours d’une session d’exécution. En effet, le principe de mobilité
permet à l’utilisateur de changer, au cours d’une session applicative, de terminal ou de
technologie d’accès. Autrement dit, le contexte d’exécution dépend d’un environnement
non figé qui dépend lui-même de l’évolution de la situation de l’utilisateur.
Notre objectif est d’adapter n’importe quel service numérique hébergé par les
1. Etymologiquement composé du préfixe d’origine latine ‘inter’ qui veut dire entre et du suffixe ‘iciel’
qui signifie logiciel, ce mot dénomme les logiciel qui fonctionnent sur le modèle client-serveur et servent
d’intermédiaire transparent entre un logiciel d’application et une entité (un réseau, un autre logiciel, . . . )












SERVICE NUMERIQUE SENSIBLE AU CONTEXTE
Figure 9.1: Un service numérique sensible au contexte
serveurs d’applications au sein des réseaux du futur. Nous ne voulons pas nous limiter à
un type d’application particulier. Pour cela, nous souhaitons apporter des fonctions géné-
riques de gestion du contexte informatique. Ces dernières permettent d’adapter l’instance
serveur du service à des conditions d’exécution identifiées.
Dans la suite de cette sous-section nous présentons les différentes entités qui com-
posent le périmètre fonctionnel de notre proposition (Figure 9.1) :
– Le service numérique sensible au contexte (hébergé par le serveur d’applications),
– L’intergiciel de sensibilité au contexte (présent sur le serveur d’applications),
– L’environnement d’exécution (composé du terminal client et du réseau).
9.1.1 Le service numérique sensible au contexte
Un service numérique sensible au contexte est un service numérique qui a la ca-
pacité d’adapter sa logique métier en fonction de son environnement d’exécution. Il
dispose de deux logiques d’exécution : une logique métier et une logique de gestion du
contexte. Cette dernière permet au service numérique de s’adapter à son environnement
d’exécution. Dans notre proposition, cette logique supplémentaire (gestion du contexte)
est fournie par une entité additionnelle sous la forme d’un intergiciel. L’intergiciel de
gestion du contexte prend en charge l’ensemble des fonctions de sensibilité au contexte
(context-awareness) pour des services numériques sensibles au contexte. Ainsi, l’instance
du service numérique est dépourvue de tout ce qui est relatif à la gestion du contexte. Elle
n’est composée que de la logique métier du service numérique. Cependant, l’adaptation,
qui est une modulation de la réalisation de la logique métier du service numérique, est
réalisée par le service numérique. Le résultat est une modification de l’instance serveur
du service numérique et dans certaines conditions l’instance client. Dans ce dernier cas,
elle sera communiquée au client par le serveur.
Dans notre scénario de référence, présenté en introduction (chapitre 2), cette logique
métier est la mise en relation de plusieurs individus à l’aide de flux audio et vidéo. Pour
la fourniture de ce service, les modalités d’exécution existent sous la forme :
– d’une communication audio seulement.
– d’une communication audio et vidéo (sous différentes qualités).
9.1.2 L’intergiciel
Comme présenté ci-dessus, l’intergiciel vient compléter le service numérique en lui
proposant les fonctions de gestion du contexte. Ces dernières correspondent à l’observa-
tion de l’environnement d’exécution, l’identification des situations d’usage et le choix de
la modalité d’exécution à employer. Ce travail est réalisé pour chaque session de chaque
service numérique sensible au contexte présent sur le serveur d’applications. Autrement
dit, l’intergiciel a pour fonction la gestion du contexte des sessions au profit des services
numériques sensibles au contexte hébergés sur le serveur d’applications.
L’intergiciel, au travers de ces fonctions de gestion du contexte, transforme les don-
nées sur l’environnement d’exécution en choix d’adaptation. Ces choix sont utilisés par
les services numériques sensibles au contexte pour adapter leurs sessions. Ces adap-
tations, qui représentent le changement de modalités d’exécution, portent sur les flux
échangés entre le client et le serveur concernés par une session. Autrement dit, chaque
service, après s’être informé sur les adaptations nécessaires pour ses sessions ouvertes,
adapte le flux à destination du client.
9.1.3 L’environnement d’exécution
Un service numérique sensible au contexte s’adapte à son environnement d’exécu-
tion. Ce dernier permet à l’intergiciel d’identifier la situation d’usage et de proposer la
modalité d’exécution à utiliser pour chaque session ouverte.
Dans un réseau du futur, seules les caractéristiques du réseau et du terminal sont
susceptibles d’évoluer au cours de l’exécution. Nous avons donc défini l’environnement
d’exécution pertinent pour les décisions d’adaptation autour de ces deux éléments. La
caractérisation de cet environnement est réalisée par le prélèvement d’informations grâce
à des capteurs physiques ou logiciels.
9.1.4 Conclusion
Le périmètre fonctionnel de notre proposition est composé de trois entités :
– Un serveur d’applications qui héberge le service numérique sensible au contexte
(instances serveur) et l’intergiciel de sensibilité au contexte.
– Un terminal client qui exécute la logique client du service numérique.
– Un réseau qui transporte les données entre l’instance client et l’instance serveur
du service numérique.
Parmi les caractéristiques qui évoluent au cours du temps, nous nous intéressons à
celles qui sont relatives au terminal et au réseau. Ce sont les seuls éléments que nous
retenons pour composer notre contexte d’exécution. Ainsi, l’évolution de la performance
du serveur d’applications n’a pas été prise en compte puisqu’elle n’est pas relative aux
réseaux du futur. Nous souhaitons adapter les sessions de chaque service numérique grâce
à l’observation de ces caractéristiques. Dans notre architecture, la session d’un service
numérique sensible au contexte est composé (Figure 9.1) :
– D’une instance du service numérique sur le serveur d’applications.
– D’une instance du service numérique sur le terminal client.
– D’une prise en charge des fonctions de gestion du contexte par l’intergiciel.
L’intergiciel de sensibilité au contexte, coeur de notre proposition, prend en charge
l’évaluation de l’environnement d’exécution et la commande d’adaptation pour les ses-
sions de services numériques. Les principes employés pour sa conception sont présentés
dans la suite de ce chapitre.
9.2 Principes de conception
L’architecture de l’intergiciel de sensibilité au contexte emprunte les recommanda-
tions sur la conception d’applications sensibles au contexte. Elles sont issues des travaux
existants dans les domaines des applications autoadaptatives et des applications sensibles
au contexte. Nous avons retenu les éléments suivants :
– La boucle autonomique.
– La séparation des logiques.
– L’externalisation sous la forme d’une infrastructure.
9.2.1 La boucle autonomique
Un service numérique sensible au contexte réalise le travail d’adaptation autour d’un
cycle composé de quatre étapes :
1. Mesurer : récolter et consolider les informations qui composent le contexte.
2. Contrôler : identifier la situation d’usage du service numérique avec les situations
possibles (définies par les concepteurs).
3. Décider : proposer la modalité d’exécution correspondante à la situation.
4. Adapter : moduler la logique métier.
Ces étapes sont liées sous la forme d’une boucle que nous appelons la boucle MCDA
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Figure 9.2: Boucle MCDA de l’intergiciel et services numériques sensibles au contexte
au sein d’un serveur d’applications [10]
Le traitement effectué par chaque itération de ce cycle peut être modélisé sous la
forme d’une architecture en couches. (Figure 9.3) Une représentation en couches des
différentes étapes de ce cycle met en avant les différents niveaux d’abstraction qui per-
mettent la transformation de données brutes issues d’un capteur en une décision d’adap-
tation pour un service numérique.
Capture et collecte
La première étape concerne la mesure de l’environnement.
C’est d’abord par une capture des données sur l’environnement d’exécution que com-
mence cette étape. La couche de capture a la capacité de collecter l’ensemble des infor-
mations sur l’environnement d’exécution des services numériques sensibles au contexte.
Ces informations, qui sont relevées par des capteurs, sont mises à disposition par ce que
nous appelons des sources de contexte.
Associée à cette couche de capture, nous retrouvons, la couche de collecte. Cette
couche ne conserve que les informations pertinentes pour l’évaluation de l’environnement
d’exécution des services numériques sensibles au contexte. Elle réalise un filtrage sur les
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Figure 9.3: Schématisation de l’architecture sous la forme d’un modèle en couches
données en provenance de la couche de capture.
Normalisation
Au-dessus de la couche de collecte, nous trouvons la couche de normalisation des
données. Son travail est la mise conformité des données pertinentes en provenance des
différentes sources de contexte pour créer un ensemble homogène au sein de notre base
de connaissances. Ce travail est réalisé en deux temps, d’abord une normalisation puis
un enrichissement sémantique des données. C’est l’étape de transformation de la donnée
brute en information de contexte.
Agrégation et déduction
La troisième couche de l’intergiciel concerne l’agrégation des informations de contexte
et la déduction des contextes d’utilisation des services numériques. L’agrégation corres-
pond à la combinaison des informations de contexte pour identifier la situation d’usage
de chaque session ouverte. L’identification de la situation d’usage implique une déduction
sur les modalités d’exécution possibles pour chacune des sessions. Cette étape permet la
transformation des informations, qui composent l’environnement, en un contexte d’uti-
lisation. De ce dernier seront ensuite déduites les modalités d’exécution.
Analyse
La couche d’analyse fait le lien entre l’état actuel des sessions des services numériques
et les situations d’usage. En effet, la couche d’agrégation et de déduction n’a qu’une
vocation de conseil par rapport aux observations immédiates. Elle n’a pas connaissance :
– de la modalité d’exécution la plus adaptée en terme de performance,
– de l’état des modalités applicatives utilisées par les services numériques,
– des précédentes préconisations.
Pour chaque session, une déduction est effectuée à l’aide de la base de connaissances
pour permettre de choisir la modalité d’exécution la plus adaptée. Autrement dit, la
couche d’analyse réalise un travail de filtrage sur les conclusions de la base de connais-
sances pour ne conserver que les informations utiles aux applications.
Exploitation et adaptation
La dernière couche de l’intergiciel est la couche d’exploitation. Elle transfère les in-
formations jugées utiles aux services numériques. C’est elle qui assure l’interaction entre
l’intergiciel de sensibilité au contexte et les services numériques adaptatifs. L’intergiciel
préconise les modalités d’exécution adaptées pour chaque session des services numé-
riques. Les services numériques réalisent les adaptations de la logique métier qui cor-
respond aux situations d’usage identifiées par l’intergiciel. Chaque application négocie
ensuite, avec l’instance client, la mise en place du changement de modalité.
9.2.2 Séparation des logiques
La représentation du traitement du contexte sous la forme de couches (Figure 9.3)
s’articule autour de quatre étapes qui correspondent à trois logiques d’exécution :
– L’observation de l’environnement (Mesure) : les sources de contexte capturent les
données sur l’environnement.
– L’identification de la situation d’usage (Contrôle) et la déduction d’adaptation
(Décision) : l’intergiciel traite le contexte.
– L’adaptation du service numérique (Adaptation) : les services numériques délivrent
la modalité d’exécution adaptée à la situation d’usage du client.
La répartition des fonctions d’un service numérique sensible au contexte sous la forme
de trois blocs met en avant l’idée de séparation des logiques. Les trois logiques présentées
ci-dessus sont prises en charge, respectivement, par trois entités : les sources de contexte,
l’intergiciel et les services numériques adaptatifs.
Un service numérique sensible au contexte comme présenté dans le scénario de réfé-
rence repose sur deux principes.
– Une logique de gestion du contexte (adaptation de l’application) qui regroupe les
fonctions qui permettent l‘observation de l’environnement, l’identification de la
situation d’usage et la déduction de l’action à effectuer pour l’adaptation.
– Une logique métier de l’application (fonction principale) qui réalise le service nu-
mérique et ses modalités (p. ex. téléconférence entre deux utilisateurs).
Seule la logique de gestion du contexte est identique quel que soit le service
numérique. Nous l’avons donc mutualisé au sein du serveur d’applications sous
la forme d’un intergiciel. Cette externalisation permet de dégager les concepteurs de
services numériques de la contrainte de réalisation des fonctions indispensables à une
gestion du contexte (Mesure, contrôle et décision). L’adaptation fait partie intégrante
du service numérique puisqu’elle reste spécifique à chacun.
En effet, les adaptations sont fortement liées à la logique métier du service numérique.
La logique de gestion du contexte et la logique métier fonctionnent de pair pour offrir
un service numérique sensible au contexte.
La logique de gestion du contexte est elle-même composée de deux logiques distinctes :
l’observation de l’environnement d’exécution d’un côté ; l’analyse et la déduction de
l’autre côté.
La problématique d’évaluation des performances du réseau et du terminal dans les
réseaux du futur fait déjà l’objet de plusieurs publications scientifique (p. ex. [59]). Par
ailleurs, il nous semble que c’est un sujet à part entière dans les NGN puisqu’il faut une
solution qui prenne en compte tous les types de terminaux susceptibles d’exister dans
de tels réseaux. C’est pourquoi nous décidons de nous appuyer sur des solutions tiers
pour l’observation de l’environnement. La séparation des fonctions de capture et des
fonctions de traitement du contexte offre un modèle où la capture est réalisée au travers
de fournisseurs de contexte. Un fournisseur de contexte est une solution tiers qui propose
de mesurer différents paramètres de l’environnement informatique. Nous appelons ces
paramètres, sources de contexte. Nous retrouvons ainsi une source de contexte pour la
mesure de la bande passante, une autre pour la mesure de la résolution de l’écran, etc. À
l’image d’un système informatique s’appuyant sur de multiples sources données, il faut
une interface qui s’interconnecte avec chaque source de contexte.
Pour résumer, notre modèle est séparé sous la forme de trois logiques :
– Lecture du contexte : fournis par des solutions tiers.
– Analyse et déduction des situations d’usage : réalisée par l’intergiciel.
– Adaptation et réalisation du service métier : le service numérique.
Dans ce modèle, nous concentrons nos travaux sur les fonctions d’identification des
situations d’usage et de déduction des modalités d’exécution pour chaque service numé-
rique.
Signature de contexte
La signature de contexte est une des contributions de ces travaux de recherche. C’est
un jeu de règles métier qui permettent à l’intergiciel d’identifier les situations d’usage de
chaque service numérique et d’associer les modalités d’exécution. Il décrit le contexte du
service numérique, c’est-à-dire les paramètres de l’environnement qui ont une influence
sur son exécution. C’est grâce à cette information que l’intergiciel a la capacité d’observer
le contexte des services numériques et de proposer la modalité d’exécution appropriée.
En effet, nous retrouvons dans la signature de contexte les modalités d’exécution liées à
chaque situation d’usage.
Chaque service numérique sensible au contexte est déployé avec sa signature de
contexte. Elle fait le lien entre l’intergiciel et les services numériques ainsi qu’entre l’in-
tergiciel et les sources de contexte. Autrement dit, dans notre modèle, elle est le point de
jonction entre les trois logiques d’un service numérique sensible au contexte : la lecture
du contexte, l’analyse/déduction et l’adaptation. La signature de contexte répond à une
problématique de communication du contexte du service numérique à l’intergiciel. En
effet, elle permet à l’intergiciel d’avoir connaissance :
– Du contexte du service numérique,
– Des situations d’usage du service numérique,
– Des modalités d’exécution liées aux situations d’usage.
Cette signature de contexte est créée par les concepteurs du service numérique. Elle
est propre à chaque service numérique. Le service numérique comme la signature de
contexte ne sauraient exister seuls, c’est pourquoi elle doit suivre le service numérique.
Pour cela, elle est embarquée dans le service numérique sensible au contexte et commu-
niquée à l’intergiciel lors du déploiement.
Communication entre l’intergiciel et les entités liées
Une contrainte importante est la nécessité de respecter un faible couplage, entre
l’intergiciel, les services numériques et les solutions de monitoring, pour contraindre au
minimum les concepteurs.
Autrement dit, nous devons permettre à un service numérique sensible au contexte
d’indiquer :
– Aux sources de contexte : quelles sont les données pertinentes pour l’identification
des situations d’usage.
– À l’intergiciel : quelles sont les situations d’usage et les modalités d’exécution liées.
L’intergiciel doit être en mesure, au cours de l’exécution du service numérique, de
notifier chaque service numérique des changements de modalité à réaliser pour chaque
session ouverte.
Dans ce dernier cas, pour conserver un couplage faible, un lien virtuel est réalisé
en utilisant le paradigme MOM (Message Oriented Middleware). Ce dernier est parfois
utilisé pour intégrer des applications métier ou modules d’applications fonctionnant sur
des plateformes hétérogènes.
Dans notre cas, l’intergiciel et les applications communiquent au travers d’un service
de messagerie, présent dans le serveur d’applications, sous le mode publish/subscribe.
Nous distinguons deux types de messages susceptibles d’être échangés entre l’intergiciel
et les services numériques :
– Les ordres ou commandes d’adaptation en provenance de la logique de gestion du
contexte et à destination des services numériques adaptatifs. Ces messages sont
issus de la nécessité d’adapter une session.
– Les notifications en provenance des services numériques et à destination de l’in-
tergiciel. Ces notifications ont lieu lors d’une nouvelle session ou bien lorsqu’une
session prend fin.
Le principe publish/subscribe (Publication/Abonnement) propose d’avoir d’un côté
un émetteur de message, de l’autre des abonnés à des sujets (topics). Les émetteurs
placent un message dans une file d’attente correspondant à un sujet. Les abonnés ont
alors accès aux messages qui les concernent en raison de leur abonnement préalable.
Nous proposons deux types de sujets, ceux à destination de l’intergiciel et ceux qui
concernent les services numériques. Dans le premier cas, les messages sont des notifi-
cations d’ouverture ou de fermeture de session. Dans le second cas, ce sont des ordres
d’adaptation pour les sessions.
9.2.3 Externalisation sous la forme d’une infrastructure
Nous présentons la logique d’adaptation, nécessaire aux services numériques sensibles
au contexte, sous la forme d’un service logiciel présent dans le serveur d’application. Ce
choix fait écho aux préconisations de Hong et coll. présente dans l’article [33] qui recom-
mande d’externaliser la gestion du contexte des applications sensibles au contexte sous la
forme d’une infrastructure. Les fonctions de gestion du contexte sont dès lors accessibles
de manière centralisée pour plusieurs applications. Elles ne sont pas embarquées dans
chaque application. L’utilisation d’un point de mutualisation pour la gestion du contexte
permet de favoriser :
– La maintenance et l’évolution de la logique de gestion du contexte,
– La gestion des accès concurrents à une ou plusieurs ressources.
Cet article de Hong et coll. attire l’attention sur les problèmes de passage à l’échelle
lors du choix d’un mode de réalisation sous la forme d’une infrastructure et plus parti-
culièrement sur la capacité du système à absorber la demande d’accès à l’infrastructure
de gestion du contexte par les applications. Le passage par un point central pose un
problème pour l’accès concurrent à plusieurs ressources. Dans cette situation, le goulot
d’étranglement se situe sur le point de mutualisation. Dans notre cas, ce goulot se si-
tue au niveau de l’intergiciel de gestion du contexte. Il est indispensable que le système
supporte la charge d’accès créée par les services numériques. Cette problématique est
relative à la répartition de notre système sensible au contexte au sein d’un réseau du
futur. Pour notre proposition, nous estimons qu’il est plus simple d’un point de vue de
la conception, de limiter l’intergiciel de sensibilité au contexte à un seul serveur d’appli-
cations puisque ce sont ces derniers qui hébergent les services numériques. Autrement
dit, nous proposons un intergiciel de sensibilité au contexte par serveur d’applications.
Ainsi, l’intergiciel prend en compte chacun des services numériques sensibles au
contexte qui sont hébergés par le serveur. Il peut dès lors être perçu par les applications
comme un service mis à leur disposition, à l’instar de la journalisation, l’authentifica-
tion, etc. Cette incarnation, sous la forme d’un médiateur d’accès au contexte rattaché au
serveur d’applications, nous semble être la meilleure représentation de l’externalisation
de la logique de contexte. En effet, ce choix permet de répondre à deux des problèmes
induits par cette architecture (infrastructure) :
– La sécurité d’accès aux données, car l’accès est limité aux applications du serveur
d’applications.
– Le passage à l’échelle, car le serveur d’applications limite le nombre d’applications
prises en charge par l’intergiciel.
9.3 Conclusion
Un service numérique sensible au contexte s’appuie sur un cycle composé de quatre
étapes que nous regroupons sous trois logiques d’exécution :
– L’observation de l’environnement (Mesure).
– L’analyse de l’environnement et la déduction des situations d’usage (Contrôle et
Décision)
– L’adaptation du service numérique (Adaptation)
Nous répartissons ces trois logiques entre trois entités (Figure 9.4) :
– L’observation est prise en charge par des solutions de “monitoring”.
– La décision d’adaptation est proposée par l’intergiciel.
– L’adaptation est réalisée par le service numérique.
Le coeur de notre proposition, autour de l’adaptation des services numériques à leur
environnement, repose sur l’intergiciel de sensibilité au contexte qui prend en charge les
fonctions de décision d’adaptation. En effet, la phase d’observation est une probléma-
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Figure 9.4: Répartition des fonctions d’adaptation
Il est indispensable que les concepteurs des services numériques puissent définir les
situations d’usage des services numériques et les adaptations liées (modalités d’exécu-
tion). Nous regroupons une description des situations d’usages et les modalités liées
dans ce que nous définissons comme la signature de contexte. Pour rappel, elle permet
à l’intergiciel d’avoir connaissance des éléments caractéristiques pour l’observation de
l’environnement pour permettre l’identification des situations d’usage et la déduction
des modalités d’exécution appropriées.
Ainsi l’intergiciel est en mesure, pour chaque session de chaque service numérique,
de proposer les adaptations nécessaires en regard de la situation de l’utilisateur.
Pour conclure, un service numérique sensible au contexte est composé :
– D’une signature de contexte,
– D’une logique métier,
– De plusieurs modalités de réalisation de ces logiques métiers.
La signature de contexte est utilisée par l’intergiciel pour lire l’environnement du
client et déduire la modalité d’exécution.
L’approche retenue est la mise en place, par le concepteur du service numérique,
de plusieurs logiques métier qui correspondent chacune à une ou plusieurs situations
d’usage. Le coeur de métier de l’application reste le même, mais sa forme de consom-
mation sur le terminal client est différente en fonction de la situation. Nous utilisons le
terme modalité d’exécution pour caractériser ce polymorphisme de services. Ces situa-
tions d’usage sont identifiées grâce à la signature de contexte. Cette dernière est réalisée
par le concepteur du service numérique. Puis elle est exploitée par l’intergiciel pour
analyser l’environnement et ensuite déduire les situations d’usage.





La fonction principale de notre intergiciel est le traitement du contexte. Cette opé-
ration permet, à partir d’observations sur l’environnement, d’identifier les situations
d’usage et de proposer la modalité d’exécution adaptée pour chaque session. Cette trans-
formation est réalisée par ce que nous appelons la chaîne de traitement du contexte
(Figure 10.1).
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Figure 10.1: Chaîne de traitement du contexte
Elle met en jeu l’ensemble des modules présents dans l’intergiciel. La première étape
est l’acquisition des données issues des capteurs. Ce travail est réalisé par le module
Harvester. Il confie ensuite les données au module Semantic Formalizer qui les enri-
chit sémantiquement. Cette transformation permet de formaliser les données pour leur
insertion dans la base de connaissances. Le bloc fonctionnel Knowledge Base agrège l’en-
semble des informations avec l’aide des connaissances du système, qui sont les signatures
de contexte, et les connaissances sur l’état des services (nombre de sessions ouvertes).
Avec l’ensemble des connaissances, il déduit les modalités d’exécution possibles pour
chaque session de chaque service numérique. Le Context Querier interroge régulière-
ment la base de connaissances et il extrait les déductions sur les modalités d’exécution
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de chaque session. C’est lui qui va choisir la modalité d’exécution la plus adaptée pour
chaque session. Le choix de la modalité d’exécution de chaque session est communiqué
aux services numériques par l’intermédiaire du Context Broker sous la forme d’une com-
mande. L’application de cette commande entraîne une modification du code d’exécution
de la session concernée du service numérique. Cette modification du code est laissée à la
discrétion des concepteurs de services numériques.
Nous nous attachons, maintenant, à décrire un à un les cinq blocs dans l’ordre sui-
vant :
– Knowledge Base (KB) - Base de connaissances
– Harvester (H) - Collecteur
– Context Broker (CB) - Courtier de contexte
– Semantic Formalize (SF) - Adaptateur sémantique
– Context Querier (CQ) - Interrogateur de contexte
L’ordre de présentation est volontairement différent de celui de la Figure 10.1 pour
faciliter la compréhension du module. L’enchaînement des différents blocs sous la forme
de la chaîne de traitement du contexte est présenté dans le section 11.4.
10.1 Knowledge Base (Base de connaissances)
La base de connaissances est l’élément central de l’architecture de l’intergiciel. Elle
contient les connaissances sur les services numériques sensibles au contexte à l’instant
présent.
Ces connaissances ont une durée de validité limitée dans le temps. Nous définissons
trois catégories d’informations qui ont chacune une validité temporelle différente :
– Le contexte d’exécution des services numériques côté client (caractéristiques du
réseau et du terminal utilisé). Leur durée de validité est très courte, de l’ordre de
quelques secondes. Ce choix dépend de l’intervalle d’interrogation des sources de
contexte par l’intergiciel.
– Les sessions ouvertes sur les services numériques. Leur durée de validité correspond
au temps d’exécution d’une session.
– Les services numériques (modalités d’exécution, situations d’usage). Leur durée de
validité correspond au temps de déploiement du service numérique concerné.
Le premier groupe d’informations caractérise l’environnement d’exécution du service
numérique. Ces informations sont issues des capteurs (présents sur les terminaux, dans le
réseau, etc.) qui récupèrent les caractéristiques de l’environnement. Elles sont rapatriées
grâce aux solutions de monitoring. Leur durée de vie est limitée dans le temps en fonction
du paramétrage de l’échantillonnage. C’est une image instantanée de l’environnement
d’exécution des sessions du service numérique.
Le second groupe d’informations est relatif aux sessions actives des services numé-
riques adaptatifs. Chaque session de chaque service numérique est représentée dans la
base de connaissances. On retrouve les informations tels que son identifiant au sein du
réseau du futur et la modalité d’exécution de la logique métier. Ces données sont fournies
par le service numérique lors de l’ouverture d’une session (consommation du service).
C’est un instantané de l’exécution du service numérique.
Le troisième groupe d’informations concerne les services numériques sensibles au
contexte déployés sur le serveur d’applications. On retrouve les services numériques
hébergés avec leurs situations d’usage potentielles et leurs modalités d’exécution cor-
respondantes (éléments de la signature de contexte). Ces connaissances sont formalisées
par les concepteurs des services numériques et elles sont communiquées par le service
numérique lors de son déploiement.
La suite de cette section présente les deux éléments qui composent ce module :
– La base de connaissances sous la forme d’une ontologie,
– Le moteur d’inférence.
10.1.1 Une ontologie d’application
La base de connaissances existe sous la forme d’une ontologie informatique. Ce choix
repose sur plusieurs éléments :
– La nécessité de modéliser et formaliser notre environnement d’une façon intelligible
par l’humain et les machines : notre système fait intervenir des données définies
par les concepteurs de service numérique, par le serveur d’applications et par des
sources logicielles externes.
– L’utilisation d’un raisonnement par déduction logique pour identifier l’environ-
nement d’exécution : déduire la situation d’usage de chaque session du service
numérique et proposer la modalité d’exécution correspondante.
La structure de la base de connaissances dépend des différentes informations destinées
à être hébergées et de leurs relations entre elles. Dans ce travail, les informations sont
spécifiques. Elles mènent à la création d’une ontologie d’application. Pour nous aider
dans ce travail de conception, nous avons résumé nos observations sur les éléments à
inclure et leurs interactions sous la forme d’une liste :
– Un serveur d’applications héberge plusieurs services numériques adaptatifs. Cette
observation nous a mené au terme “context-aware application server” (CAAS) pour
définir les serveurs hébergeant qui hébergent des services numériques sensibles au
contexte.
– Chaque service numérique propose plusieurs modalités de fonctionnement.
– Le choix de la modalité est déterminé par le contexte d’exécution.
– Une session ne peut appliquer qu’une seule et unique modalité en même temps.
– Une session délivre un ou plusieurs flux à son instance cliente, à travers un envi-
ronnement que nous appelons le contexte informatique.
– Le contexte informatique est obtenu par l’intermédiaire de capteurs.
– Les capteurs sont pilotés par des solutions de monitoring, que nous appelons four-
nisseurs de contexte
– Nous appelons sources de contexte un ensemble de capteurs qui fournissent la
même information.
Les sources et les fournisseurs de contexte sont inconnus lors du déploiement de
l’intergiciel de sensibilité au contexte. Ils sont ajoutés/supprimés en fonction des besoins.
Le résultat de ce travail de conception est une ontologie composée de deux classes













Figure 10.2: Schéma de l’ontologie
Dans notre ontologie (Figure 10.2), l’ensemble de gauche (Context Provider) regroupe
les informations liées à l’environnement de l’utilisateur, cela concerne la partie client
du service numérique. L’ensemble de droite regroupe les informations liées au serveur
d’applications, cela concerne la partie serveur du service numérique.
L’ensemble Context Provider est composé d’autant de sous-ensembles qu’il existe
de sources de contextes. Une source de contexte est une catégorie d’information, par
exemple la bande passante ou la résolution de l’écran. Elle est ajoutée manuellement par
l’administrateur du serveur d’applications. Lors de cet ajout, un sous-ensemble est créé
dans Context Provider. Ces sous-ensembles contiennent les données des capteurs qui sont
exploitées pour déduire le contexte. Autrement dit, chaque capteur est représenté par un
individu qui appartient à une source de contexte. Il contient dans ses propriétés la valeur
courante du capteur. Si nous reprenons notre scénario de référence, nous disposons de
deux fournisseurs de contextes : bande passante et taille d’écran. Nous trouverons donc
deux individus dans chaque sous-ensemble cité, un pour chaque session (la session de
Bob et la session d’Alice). L’évolution de l’ontologie, basée sur le scénario de référence,
est présentée plus loin dans ce manuscrit (chapitre 15).
L’ensemble Session regroupe les services numériques sensibles au contexte déployés
sur le serveur ainsi que leurs sessions. Chaque service numérique est représenté par un
sous-ensemble de Session. Il est lui-même composé de sous-ensembles qui représentent
les modalités d’exécution du service numérique, c’est-à-dire les adaptations du service
numérique. Dans notre scénario de référence, nous retrouvons donc un sous-ensemble
téléconférence qui contient quatre sous-ensembles (AudioVideoHD, AudioVideoMD, Au-
dioVideoFD, AudioSeul). Chaque session ouverte est présente dans l’ontologie sous la
forme d’un individu qui appartient au sous-ensemble de Session correspondant au ser-
vice numérique concerné. Nous retrouvons cet individu dans différents sous-ensembles
relatifs aux modalités d’exécution en fonction de son état de fonctionnement.
10.1.2 Le moteur d’inférence
L’ensemble des informations de la base de connaissances permet, par déduction, de
définir les modalités d’exécution possible pour chacune des sessions, du service numé-
rique, ouvertes sur le serveur d’applications. Ce mécanisme de déduction est réalisé par
l’intermédiaire du moteur d’inférence et de règles métiers. Un classement est réalisé,
dans la base de connaissances, par le changement d’appartenance des individus aux
sous-ensembles qui représentent les modalités d’exécution.
Ce changement d’appartenance des individus aux sous-ensembles est dicté par des
règles métier qui sont spécifiques à chaque service numérique. Elles identifient les situa-
tions d’usage qui sont spécifiées en terme de capteurs et valeurs seuils. Et pour chaque
situation d’usage, nous retrouvons une modalité d’exécution liée. Une même modalité
d’exécution peut-être associée à plusieurs situations d’usage. Ce jeu de règles métier que
nous appelons signature de contexte est propre à chaque service numérique. Il est intégré
à la base de connaissances lors du déploiement de celui-ci.
Chaque modalité d’exécution correspond à une modulation de la logique métier, du
service numérique sensible au contexte, qui réalise l’adaptation.
Si nous reprenons notre scénario de référence, nous retrouvons quatre règles métier
qui permettent d’identifier, chacune, une situation d’usage et une modalité correspon-
dante (Tableau 2.1). Les règles qui composent la signature de contexte sont présentées
plus loin dans ce manuscrit (chapitre 15).
10.2 Harvester (Collecteur)
Ce module joue le rôle de passerelle entre les sources de contexte et l’intergiciel. Il
incarne la couche de collecte présentée précédemment puisqu’il récupère les données per-
tinentes pour identifier l’environnement d’exécution. Nous distinguons deux mécanismes
pour l’acquisition des données sur l’environnement :
– Une collecte des données auprès des sources de contexte.
– Un filtrage des données envoyées par les sources de contexte.
Le premier mécanisme est une sollicitation des sources de contexte à intervalle régulier
sous la forme d’une requête question-réponse tout au long de la session de l’utilisateur.
Le second mécanisme est un abonnement à la source de contexte pour la durée de la
session.
Dans notre scénario de référence, ce module récupère les informations sur la bande
passante disponible et la résolution de l’écran du terminal de Bob et d’Alice. Les autres
informations relatives à l’environnement d’exécution de Bob et d’Alice sont laissées de
côté. Elles ne sont donc pas collectées par le Harvester.
Pour que l’opération de filtrage soit possible il faut que ce module ait connaissance :
1. Des sources de contexte accessibles pour récolter les données sur l’environnement.
2. Parmi ces dernières, de celles qui sont pertinentes pour identifier le contexte d’uti-
lisation de chaque session ouverte.
Pour cela, l’administrateur du système déclare les sources de contexte dans l’inter-
giciel. Il ajoute le type d’information accessible (résolution des écrans, bande passante
disponible, etc.) et la méthode d’accès (collecte ou abonnement) puis configure l’accès. À
partir des sources de contexte déclarées, les concepteurs des services numériques sensibles
au contexte créent les règles métier qui constituent la signature de contexte.
La déclaration de la source de contexte est une étape indispensable à tout déploiement
de service numérique sensible au contexte. Elle permet d’identifier le type d’information
de contexte (bande passante, résolution d’écran, etc.) que chaque source de contexte
est en mesure de fournir et la façon de solliciter les capteurs. C’est une déclaration des
sources de contexte, accessibles par l’intergiciel de sensibilité au contexte, pour adapter
les services numériques. À partir de ces sources de contexte, les concepteurs de services
numériques définissent les éléments à surveiller pour identifier l’environnement d’exécu-
tion et adapter le service numérique à la bonne modalité d’exécution.
Pour conclure, le rôle du Harvester est de solliciter les sources de données pour
récupérer les informations nécessaires à l’identification de l’environnement d’exécution.
10.3 Context Broker (Courtier de contexte)
Le module Context Broker, traduit littéralement par courtier de contexte, a une
mission de routage des informations relatives au contexte qui transitent entre l’intergiciel
et les services numériques. Plus globalement, il joue le rôle de passerelle entre l’intergiciel
et :
– les services numériques sensibles au contexte.
– les interfaces de configuration de l’intergiciel.
Il est piloté par des événements que nous classons sous trois catégories :
– Ouverture et fermeture de session. Cet événement est généré par les services nu-
mériques. Il informe l’intergiciel d’une ouverture ou d’une fermeture de session.
– Changement de modalité d’exécution. Cet événement est généré par l’intergiciel. Il
informe les services numériques de la nécessité de changer de modalité d’exécution
pour une ou plusieurs sessions.
– Ajout et suppression d’un service numérique au sein du serveur d’applications. Cet
événement est généré par l’intergiciel pour lui-même. Il s’agit de prendre en main
le déploiement d’un nouveau service numérique ou bien son retrait.
Pour résumer, le Context Broker joue le rôle de routeur de messages entre les services
numériques et l’intergiciel.
10.4 Semantic Formalizer (Formateur sémantique)
Le Semantic Formalizer prend en charge toutes les opérations d’insertion dans la
base de connaissances et assure ainsi l’intégrité de celle-ci grâce à deux mécanismes :
– Une mise en conformité du format des données avant leur insertion.
– Un contrôle de conflit avec les données déjà présentes et celles qui vont être insérées.
Nous distinguons deux provenances pour les données à destination de la base de
connaissances :
– Les solutions de monitoring à travers le module Harvester,
– Les services numériques et les opérations de maintenance à travers le module
Context Broker.
Les solutions de monitoring fournissent les données relatives au contexte d’exécution
des services numériques. Leur mise en conformité est réalisée par l’enrichissement séman-
tique des données brutes collectées par les capteurs. Cette transformation est réalisée en
indiquant le type de données récolté ainsi que la session à laquelle la donnée appartient.
Ce travail est indispensable pour une insertion dans la base de connaissances puisqu’il
indique le sous-ensemble d’appartenance et la relation avec la session ouverte. Pour évi-
ter un conflit avec les données déjà présentes, ce module prend en charge l’opération
de remplacement des informations sur le contexte dans la base de connaissances. Ceci
mène à une suppression des propriétés existantes de l’individu représentant la source de
contexte.
Les services numériques alimentent la base de connaissances avec des données rela-
tives aux sessions, c’est-à-dire la création ou suppression des individus lors de l’ouverture
ou la fermeture d’une session sur un service numérique. Ce module prend en charge la
création de l’individu dans le sous-ensemble Session correspondant au service numé-
rique et des individus dans les sous-ensembles Context. Il met en place, dans l’ontologie,
l’ensemble des individus et leurs relations, lors de l’ouverture d’une session. Ce schéma
d’instanciation est déduit des règles qui composent la signature de contexte. De même,
lors de la fermeture d’une session, il supprime ces individus.
Un travail de coordination est effectué entre le Semantic Formalizer et le Harvester.
En effet, dès qu’une session est ouverte ou fermée le Semantic Formalizer a le devoir
d’avertir le Harvester pour que ce dernier démarre ou arrête la collecte des données.
10.5 Context Querier (Interrogateur de contexte)
Le Context Querier prend en charge les opérations d’extraction de la base de connais-
sances. C’est l’interface entre les modules Knowledge Base et Context Broker.
Il extrait de la base de connaissances les modalités d’exécution possibles pour chaque
session de chaque service numérique pris en charge. En effet, la base de connaissances,
couplée au moteur d’inférence, déduit du contexte d’exécution les modalités d’exécution
auxquelles les sessions sont éligibles. Pour chaque session nous retrouvons, ainsi, une
ou plusieurs modalités d’exécution. C’est le Context Querier qui choisit celle qui est la
plus adaptée aux performances proposées par l’environnement de la session. Il réalise
ce choix en croisant les modalités d’exécution éligibles et la dégradation possible du
service numérique. Il compare ensuite cette décision avec la modalité d’exécution en
cours d’utilisation. Si un changement de modalité est identifié par le Context Querier, il
émet alors un ordre d’adaptation à destination du service numérique sensible au contexte
concerné. Le Context Querier réalise ce travail après chaque inférence de la base de
connaissances.
10.6 Conclusion
Ce chapitre présente les 5 blocs qui composent notre intergiciel :
– Harvester (Collecteur) : il collecte les données sur le contexte d’exécution des
services numériques.
– Semantic Formalizer (Adapteur sémantique) : il enrichit sémantiquement les don-
nées sur l’environnement.
– Knowledge Base (Base de connaissances et moteur d’inférence) : il agrège les don-
nées pour les transformer en connaissances et déduit les situations d’usage des
services numériques.
– Context Querier (Interrogateur de contexte) : il détecte les changements dans les
situations d’usage des services numériques.
– Context Broker (Convoyeur de contexte) : il informe les services numériques du
changement de modalité d’exécution si nécessaire.




Les fonctions de l’intergiciel de
sensibilité au contexte
Le traitement du contexte est un des modes de fonctionnement de l’intergiciel [8].
Nous retrouvons d’autres modes d’opérations tels que le déploiement de services numé-
riques ou l’ajout de sources de contexte.
11.1 Introduction
Notre système de sensibilité au contexte s’insère dans le monde des NGN. Il est
composé d’un serveur d’applications, d’un réseau, d’un terminal et d’un système de
monitoring (Figure 11.1).
Nous plaçons ces travaux dans les NGN et nous nous appuyons sur le modèle IMS.
Une application IMS standard est composée d’une instance dite “locale” (terminal) et
d’une instance distante (serveur d’applications). Les deux instances échangent des flux
de gestion qui concernent la session en cours, ainsi que des flux multimédia (audio, vidéo
et/ou données) relatifs à la logique métier. C’est ce que nous appelons dans ce manuscrit
un service numérique. En conséquence, une application IMS sensible au contexte diffère
du modèle standard par l’ajout de deux fonctions supplémentaires :
– La capture des données relatives à l’environnement : cette capture du contexte est
réalisée par des solutions de monitoring.
– L’adaptation de la logique métier.
De tels services sont composés d’une logique d’adaptation et d’une logique métier.
L’approche retenue est l’intégration de la sensibilité au contexte au travers d’un intergi-
ciel. Il prend en charge l’ensemble des services numériques sensibles au contexte hébergés
sur le même serveur d’applications (Figure 11.1). Ainsi, la sensibilité au contexte est


















Figure 11.1: Modélisation UML : Diagramme de déploiement du système de sensibilité
au contexte
contexte.
Le diagramme de cas d’utilisation général (Figure 11.2) met en avant les différentes
interactions possibles avec l’intergiciel (Tableau 11.1). Les solutions de monitoring ré-
cupèrent les données sur l’environnement à l’aide de capteurs. L‘intergiciel interroge à
intervalles réguliers les solutions de monitoring pour collecter les données pertinentes.
C’est une relation entre des agents logiciels qui est réalisée au travers du réseau. Grâce
aux données collectées, l’intergiciel pilote les services numériques en proposant les adap-
tations pour chaque session ouverte par un utilisateur final. Ce travail est automatique
et réalisé par l’échange de messages.
La configuration de l’intergiciel est réalisée par l’administrateur du système. Ce tra-
vail de configuration concerne particulièrement l’ajout de lien vers les sources de contexte.
Le service numérique est développé et déployé par le concepteur logiciel. Ce dernier
a aussi à sa charge la création de la signature de contexte.
Les paragraphes précédents mettent en avant les différentes interactions possibles






















Figure 11.2: Diagramme de cas d’utilisation général
face graphique et correspondent donc à des interactions avec un utilisateur ; celles qui
nécessitent une API pour interagir avec des applications ou composants logiciels.
Tableau 11.1: Interactions majeures entre l’intergiciel et son environnement
Acteur Type Action
Administrateur du système Interface
graphique





Application API Communication avec l’intergiciel de
sensibilité au contexte
Outils de monitoring API Couche de capteurs
Toutes ces fonctions sont modélisées au travers des 5 blocs logiques qui sont présentés
dans le chapitre 10 : Harvester, Semantic Formalizer, Knowledge Base, Context Querier
et Context Broker.
La suite de ce chapitre présente les interactions entre ces modules, au travers des
différentes fonctions de l’intergiciel :
– Déclaration de sources de contexte pour la collecte des données sur l’environnement
d’exécution en section 11.2
– Déploiement d’un service numérique en section 11.3
– Analyse de l’environnement pour un service numérique lors de la consommation
d’un service numérique en section 11.4
– Suppression d’un service numérique en section 11.5
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Figure 11.3: Déclaration d’une source de contexte au sein de l’intergiciel - Diagramme
d’activité







Figure 11.4: Déclaration d’une source de contexte au sein de l’intergiciel - Diagramme
de séquence
Ce choix a été justifié dans le chapitre précédent. Pour avoir accès aux informations sur
l’environnement il s’appuie sur des solutions tiers, dites solutions de monitoring. Cha-
cune de ces solutions réalise la capture d’une partie de l’environnement dont l’accès aux
données doit être connu par l’intergiciel.
Nous n’avons pas choisi une découverte automatique des capteurs, pour les mêmes raisons
que celles évoquées pour l’intégration de notre propre couche de capture de l’environne-
ment. Par conséquent, l’accès aux données se fait en deux temps :
– déclaration des sources de contexte accessibles par l’intergiciel de sensibilité au
contexte.
– interrogation des sources de contexte.
Nous ne traiterons dans cette section que la première étape : la déclaration. Cette
étape nécessite une intervention humaine, l’administrateur du serveur déclare une nou-
velle source de contexte (Figure 11.3). Lors de cet ajout, le système vérifie la connexion
avec la source de contexte qui fournit l’accès à cette nouvelle information. Dans le cas
d’un accès réalisable à cette nouvelle information, le système déclare au module Harves-
ter la présence d’une nouvelle source de contexte pour l’évaluation de l’environnement.
Cette déclaration est aussi réalisée auprès du module Knowledge Base avec la création
d’un nouveau sous-ensemble dans l’ensemble ContextProvider. C’est dans cet ensemble
que nous retrouverons les individus qui identifieront les données de l’environnement à
traiter.
Cette interaction administrateur-intergiciel est prise en charge par le module Context
Broker (Figure 11.4).
La déclaration des sources de contexte est une étape indispensable à la mise place de
l’intergiciel puisqu’elle définit l’accès aux capteurs qui permettent la capture de l’environ-
nement d’exécution. Par ailleurs, puisque la signature de contexte identifie les situations
d’usage elle est liée aux sources de contexte accessible. Pour qu’une signature de contexte
soit validée par l’intergiciel de sensibilité au contexte, lors du déploiement d’un service
numérique, il faut qu’elle se base sur les sources de contexte accessibles par l’intergiciel.
11.3 Déploiement d’un service numérique
Le déploiement d’un service numérique sensible au contexte est une étape clé de
notre système. C’est lors de son déploiement que la séparation des logiques (adaptation
et métier) est effectuée.
Traditionnellement avant son déploiement, un service numérique est empaqueté dans
un conteneur. On retrouve le binaire du service numérique et des ressources associées,
telles que des média, des librairies et/ou des fichiers de configuration. Ainsi le serveur
d’applications reçoit un seul et unique document, le paquet de déploiement. Charge à
lui de déplacer les fichiers (binaires, média, librairies, etc.) à l’endroit approprié. Ainsi,
lorsqu’un service numérique est déployé sur un serveur d’applications, il n’est pas exécuté,
mais simplement déposé sur ce dernier, avec ses ressources associées (Figure 11.5. Ce n’est
que lors d’une connexion client qu’un processus représentant le service numérique est
créé.
Notre choix de réaliser ce processus de déploiement par l’intergiciel de sensibilité au
contexte permet de limiter les modifications à opérer sur le serveur d’applications. En
effet, traditionnellement c’est le serveur d’applications qui prend en charge le déploie-
ment des services numériques. Dans notre situation, la contrainte de cette opération de
déploiement est d’intégrer la signature de contexte à l’intergiciel et la logique métier du
service numérique au sein des conteneurs (EJB, SIP, etc.) du serveur d’applications. Pour
bien comprendre la problématique, il faut imaginer l’intergiciel comme une application
tierce déployée : le serveur d’applications n’a aucune autorité sur elle. Or le processus de
déploiement d’une application est pris en charge par le serveur d’applications. Il devient
donc très compliqué et pas forcément élégant :
– De modifier le processus de déploiement sur le serveur d’applications,
– De s’assurer du déploiement correct de la signature de contexte.
Pour pallier ces problèmes, nous proposons de prendre en charge le déploiement
de l’application depuis l’intergiciel. Ceci permet d’extraire la signature de contexte du
paquet contenant le service numérique sensible au contexte, pour ensuite l’injecter dans
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Figure 11.5: Déploiement de l’application et de la signature de contexte
Ainsi le concepteur fournit le service numérique sensible au contexte sous la forme
d’un paquet. Ce paquet est ensuite déployé directement par l’intergiciel au travers d’une
interface d’administration fournie par le Context Broker. Le déploiement du service nu-
mérique est réalisé en deux étapes : dans un premier temps la séparation des logiques,
dans un second temps leur déploiement. Les éléments de la logique métier de l’applica-
tion sont placés dans les conteneurs d’exécution. C’est-à-dire que les éléments binaires
du service numérique sont eux confiés au serveur d’application en vue d’un déploie-
ment standard. La logique d’adaptation (les règles de sensibilité au contexte) est prise
en charge par l’intergiciel pour être injectée dans la base de connaissances du module
Knowledge Base (Figure 11.6.
11.4 Analyse de l’environnement lors de la consommation
d’un service numérique
Nous distinguons trois phases autour de la consommation d’un service numérique
sensible au contexte : l’ouverture de session, son exécution et la terminaison.











Figure 11.6: Déploiement d’une application - Diagramme de séquence
UML sous la forme d’un diagramme d’activité présentée en Figure 11.7.
11.4.1 Ouverture d’une session (service numérique)
L’ouverture de session se fait à partir du service numérique, selon la procédure stan-
dard d’IMS. Lors d’une ouverture de session par un client, le service numérique notifie
l’intergiciel qu’une nouvelle connexion a lieu en envoyant un message au Context Broker
qui joue le rôle de chef d’orchestre pour les autres modules de l’intergiciel (Figure 11.8).
Il demande au Semantic Formalizer de créer, dans la base de connaissances, les indivi-
dus qui représentent la session, ainsi que ceux qui représentent les sources de contexte à
interroger. Il notifie ensuite le Harvester de l’existence d’une nouvelle session pour lancer
le processus de collecte des données sur l’environnement d’exécution tel que défini plus
haut.
De son côté, le service numérique se met en écoute des notifications envoyées par
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Figure 11.8: Ouverture d’une session - Diagramme de séquence
11.4.2 Exécution de la session
Pendant l’exécution de la session, qui commence dès son ouverture et se termine
avec sa fermeture, l’intergiciel de sensibilité au contexte observe l’environnement pour
déduire le contexte d’exécution de la session et choisir la modalité d’exécution adaptée.
La lecture de l’environnement est un processus commun à toutes les sessions applica-
tives. Il est exécuté à intervalle régulier, sans distinction de session. Le module Harvester
récupère les données de l’environnement auprès de fournisseurs tiers pour l’ensemble des
sessions ouvertes. À intervalles réguliers, le système récupère les données et les insère
dans la base de connaissances.
Cette insertion fait intervenir un processus d’oubli. Il s’agit de supprimer les in-
formations de contexte précédentes pour permettre de déduire la situation d’exécution
actuelle.
La lecture de l’environnement est associée au processus de déduction puis de noti-
fication du changement de modalité. La première étape est la déduction des modalités
d’exécution adaptées à la situation actuelle de l’utilisateur. Le choix des modalités d’exé-
cution éligibles pour chaque session est réalisé par le module Knowledge Base à l’aide
d’une inférence de la base de connaissances. Cette inférence est le résultat d’une confron-
tation des données de l’environnement avec les règles de sensibilité au contexte issues de
la signature de contexte.
Le Context Broker élit ensuite, parmi les modalités d’exécution possibles, celle qui
offre la meilleure performance. Ce processus d’élection est réalisé par un croisement
entre les modalités d’exécution possibles et la dégradation du service numérique. Dans
un second temps, il compare le résultat de l’élection avec la situation actuelle des sessions.
La seconde étape, la notification du changement de modalité, est effectuée par le mo-
dule Context Querier. Ce dernier compare les nouvelles connaissances avec les déductions
précédentes. Chaque différence de modalité d’exécution correspond à un changement de
la situation d’usage. Le Context Broker notifie les services numériques dont les sessions
ont subi un changement de contexte, qu’un changement de modalité est nécessaire. Cette
notification est réalisée sous la forme d’un message qui indique au service numérique les
nouvelles modalités reprises pour les sessions concernées.
11.4.3 Terminaison d’une session (service numérique)
Le cycle de lecture de l’environnement se termine avec la fin de la session. Toutes les
données relatives à la session sont supprimées. La suppression de ces éléments est réalisée
dans la base de connaissances et elle concerne aussi bien les données des capteurs et que
les données sur la session. En parallèle, le module Harvester supprime de sa liste de tâches
l’accès aux données relatives à cette session. En effet, le rapatriement des données sur
l’environnement est piloté par le Harvester. Ces deux tâches sont réalisées par l’intergiciel
lors de la notification du service numérique de la fin d’une session.
11.5 Suppression d’un service numérique
La suppression du service numérique est une action déclenchée par une intervention
humaine, elle est donc pilotée par le Context Broker. Tout comme le déploiement d’un
service numérique, la suppression nécessite un travail sur le serveur d’applications et au
sein de l’intergiciel de sensibilité au contexte. De fait, la suppression d’un service numé-
rique sensible au contexte est pilotée par l’intergiciel, pour s’assurer de la suppression
de la signature de contexte et du service numérique sensible au contexte.
Autrement dit, la suppression nécessite une intervention :
– Sur le serveur d’applications : retrait des binaires correspondants dans les conte-
neurs JEE,
– Sur l’intergiciel : suppression des références du service numérique (signature de
contexte, ensemble dans la base de connaissances).
11.6 Conclusion
Ce chapitre présente les fonctions de notre intergiciel de gestion du contexte. Elles
s’appuient sur les cinq modules qui composent notre intergiciel.
Nous distinguons trois phases d’opération de notre intergiciel :
– La maintenance de l’intergiciel avec l’ajout et la suppression de sources de contexte,
– La gestion des services numériques sensibles au contexte au sein du serveur d’ap-
plications (ajout et suppression),
– Le traitement du contexte lors de la consommation d’un service numérique.
Le prochain chapitre présente les particularités de notre modèle, en particulier le
découplage des logiques proposées (section 12.1) et la signature de contexte (section 12.2)
qui fait le lien entre les logiques. Ainsi que les différents modes opératoires de notre
intergiciel inhérent à notre architecture : le déploiement (section 12.3) et le traitement
du contexte (section 12.4)
Chapitre 12
Particularités de notre modèle
Un service numérique sensible au contexte est un service qui s’adapte à son envi-
ronnement d’exécution. Ce dernier est restreint au contexte informatique tel que défini
par les travaux de Schilit [68]. Il ne concerne que les ressources du terminal et du ré-
seau d’accès. Cependant, il n’est pas figé, il peut évoluer en fonction des besoins et des
disponibilités de sources de contexte.
Le modèle proposé sépare la gestion du contexte de la logique métier du service nu-
mérique selon les recommandations de Dey [20]. Nous nous inspirons aussi des remarques
de Hong et coll. [34] sur l’externalisation sous la forme d’une infrastructure pour pro-
poser un intergiciel sensible au contexte qui prend en charge l’ensemble des services
numériques présents sur le serveur d’applications.
Dans cette partie nous avons présenté les apports de cette thèse au travers de quatre
éléments caractéristiques :
– La séparation des rôles,
– La signature de contexte,
– La gestion du déploiement,
– Le traitement du contexte.
Dans ce chapitre, nous revenons individuellement sur chacun d’eux pour mettre en
avant leurs interactions.
12.1 Séparation des rôles
Nous modélisons un service numérique sensible au contexte autour de trois logiques
(sous-section 9.2.2) :
– La logique métier du service numérique,
– La logique d’identification des situations d’usage et la déduction des adaptations,
119
– La logique de collecte des données sur l’environnement d’exécution.
Notre travail se concentre sur l’identification des situations d’usage et la déduction
des adaptations. La collecte est confiée à des solutions tiers. La logique métier du service
numérique est réalisée par les concepteurs du dit service numérique sensible au contexte.
Notre proposition s’articule autour d’un intergiciel de sensibilité au contexte qui permet
de réaliser une séparation des logiques et de faire le lien entre elles.
L’intergiciel identifie les situations d’usage (contexte d’exécution du service numé-
rique) et déduit l’adaptation à effectuer pour chaque session du service. Dans notre mo-
dèle l’adaptation est laissée à la discrétion du concepteur du service numérique. En effet,
nous modélisons un service numérique sensible au contexte comme plusieurs logiques mé-
tier qui correspondent chacune à une modalité d’exécution. L’intergiciel identifie donc le
contexte d’usage et préconise, pour chaque session de chaque service numérique sensible
au contexte, la modalité d’exécution.
Le lien entre l’intergiciel et le service numérique sensible au contexte est réalisé par
la signature de contexte.
12.2 Signature de contexte
Le moteur d’inférence est enrichi à l’aide de règles métier qui permettent d’identifier
les situations d’usage et de déduire les modalités d’exécution. Ces règles d’adaptation
sont le mécanisme clé du processus d’adaptation. Il ne faut cependant pas confondre
adaptation et processus d’adaptation. Les règles qui composent la signature de contexte
ne précisent pas l’adaptation de la logique métier du service numérique, mais identifient
les situations d’usage [9]. De fait, chaque service numérique dispose d’au moins deux
règles métier qui formalisent la modulation de la logique métier à utiliser en fonction du
contexte de la session.
Elles font le lien entre une logique métier et une situation d’usage. La signature de
contexte doit suivre le même cycle de vie que le service numérique, c’est-à-dire que la
signature doit être déployée, supprimée ou modifiée en même temps que celui-ci.
C’est le concepteur du service numérique sensible au contexte qui fournit la signature
de contexte. À l’instar d’une signature qui permet d’identifier une personne, elle identifie
le contexte d’utilisation du service numérique.
12.3 Gestion du déploiement
Un service numérique sensible au contexte, tel que nous le modélisons, est réparti
sur plusieurs entités (chapitre 9). Il faut donc gérer l’éclatement des éléments qui le
composent sur ces différentes entités.
Pour cela nous confions la gestion du déploiement du service numérique sensible au
contexte à l’intergiciel de sensibilité au contexte (section 11.3). Ce dernier décompose le
service numérique sensible au contexte pour extraire les différentes logiques et les confier
aux entités liées :
– La signature de contexte est confiée à l’intergiciel (logique d’identification et lien
avec la logique de collecte).
– Le code du service numérique est confié au serveur d’applications (logique métier).
Ceci permet, lors du cycle de déploiement, d’injecter les règles dans la base de connais-
sances tout en déposant l’application dans son espace d’exécution [10].
12.4 Traitement du contexte
La transformation des données brutes (issues des capteurs) en information est réalisée
avec l’aide des connaissances acquises lors de la déclaration des sources de contexte.
L’enrichissement sémantique de la donnée fournie par le capteur concerne le type de
capteur dont il est issu, la session relative à la donnée et l’unité.
Le second traitement est l’agrégation dans la base de connaissances de l’ensemble des
informations pour former le contexte. Les connaissances qui permettent de transformer
les informations isolées en contexte sont issues de la signature de contexte. Cette dernière
fournit aussi le troisième traitement qui est la transformation du contexte en modalité
d’exécution des sessions de chaque service numérique.
12.5 Sensibilité au contexte et réseaux du futur
La gestion du contexte pour les services numérique, telle que proposée dans ce manus-
crit, a été motivée par les nouvelles situations d’usage apportées par les réseaux du futur.
Ces réseaux n’étant pas encore totalement opérationnels ce modèle reste volontairement
générique.
Notre contribution, un intergiciel de sensibilité au contexte, a été conceptualisée pour
s’insérer dans un NGN, en l’occurrence IMS (Figure 12.1).
L’infrastructure du réseau IMS reste inchangée, nous retrouvons le réseau coeur, le
réseau d’accès et les terminaux utilisateurs. Notre intergiciel est mis en place sur les
serveurs d’applications. C’est donc tout naturellement que nous le retrouvons au même
niveau que les autres serveurs d’applications. Comme nous avons les serveurs d’applica-
tions natifs, les serveurs d’applications OSA et les serveurs d’applications CAMEL, nous
trouvons les serveurs d’applications natifs sensibles au contexte. C’est dans cette zone
que nous trouverons aussi les applications tierces sur lesquelles notre intergiciel s’appuie











































Les travaux de ce manuscrit s’inscrivent dans les réseaux du futur. Ce chapitre justifie
nos choix technologiques pour la mise en place de l’environnement de travail.
Nous avons retenu IP Multimedia Subsystem (IMS) comme infrastructure NGN car
c’est la plus aboutie actuellement. Un réseau IMS est composé de plusieurs éléments
(sous-section 4.6.3) :
– Le coeur de réseau qui concentre les fonctions vitales du réseau (base d’utilisateurs,
authentification, contrôle d’accès, etc.)
– Les services numériques.
– Les terminaux des utilisateurs.
13.1 Coeur de réseau IMS




LittleIMS est un produit de la société NEXCOM Systems. Ce produit est présenté
comme une solution clé en main pour les développeurs d’applications IMS : un coeur de
réseau, un softphone et un serveur d’applications. Dans sa version open source, lancée
en 2009, littleIMS ne propose que les éléments du coeur de réseau.
OpenIMS Core est un projet open source qui se propose d’implémenter le coeur
d’un réseau IMS section 4.6.3 tel que spécifié par 3GPP et l’ETSI. Ce projet est aussi
connu sous le nom d’OSIMS 1 (Open Source IMS Core System). Il est développé par
1. OSIMS - The FOKUS Open Source IMS Core : http ://www.fokus.fraunhofer.de/en/
fokus_testbeds/open_ims_playground/components/osims/index.html
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l’institut de recherche allemand Fraunhofer FOKUS. L’objectif de FOKUS est de fournir
un environnement IMS pour favoriser le développement de prototypes pour la recherche.
Nous avons retenu la solution OpenIMS pour la mise en place de notre environnement
de tests, car c’est, à notre connaissance le projet le plus mature 2 et le plus complet.
En effet, Fraunhofer FOKUS a développé autour de OSIMS un banc d’essai IMS. Il est
composé des éléments suivants :
– Call Session Control Function.
– Home Subscriber Server.
– Passerelle OSA/Parlay.
– Clients IMS.
– Operation Support System (OSS 3) pour OpenIMS.
– Architecture de facturation (PCC 4).
D’autres éléments sont développés sur la base d’OSIMS pour compléter cet envi-
ronnement. Le coeur de réseau seul ne permet pas de dépasser l’aspect pédagogique du
fonctionnement d’IMS. En effet, il ne propose que la gestion de sessions réseau et applica-
tive, mais il offre la possibilité d’utiliser des applications SIP. Ces dernières restent assez
limitées puisque l’utilisation la plus courante reste la téléphonie sur IP. Pour pouvoir
tester d’autres concepts, il faut adjoindre au coeur de réseau une plateforme de services.
13.2 serveur d’applications
Les services numériques au sein d’un réseau IMS utilisent les protocoles SIP et parfois
Diameter. Nous avons enrichi les critères de sélection en ajoutant une contrainte sur la
licence du serveur : nous avons exclu tous les serveurs sous licences commerciales, pour
des raisons de budget. La sélection a été affinée avec les fonctionnalités et les langages
disponibles (Tableau 13.1).
Tableau 13.1: Comparaison des serveurs d’applications
Interface SIP Interface Diameter Modèle de programmation
Cipango (1.0) X JEE 5
Cipango (2.0) X X JEE 5
GlassFish X JEE 6
Mobicents Jain-SLEE X X JSLEE
Mobicents SIP-Servlets X X JEE 5
OpenSIPs X X JEE 5
Sailfin X JEE 5
Nous distinguons deux modèles de programmations, Java Enterprise Edition (JEE)
2. OpenIMS a été créé en 2006 LittleIMS a été lancé en 2009
3. Ce sont des systèmes de surveillance et gestion des réseaux.
4. Policy and Charging Control
et Java SLEE. Malgré l’intérêt des fonctionnalités de JSLEE pour l’industrie des té-
lécommunications et le potentiel de ce type d’environnement nous nous tournons vers
JEE. En effet, JSLEE ne coïncide pas avec l’objectif de réalisation d’un prototype et de
surcroit nécessite l’apprentissage d’un nouveau modèle de programmation.
Lors des premières phases de réalisation, seuls les serveurs d’application OpenSIPS et
Mobicent SIP-Servelets disposaient d’une interface SIP et Diameter 5. Malgré la modula-
rité proposée par OpenSIPS, notre choix s’est porté sur le produit proposé par Mobicents.
Ce dernier est composé d’une plus grande communauté d’utilisateurs et la documentation
proposée est complète. Par ailleurs, la base du serveur est JBoss, produit de la société
RedHat. Cette situation offre l’avantage de pouvoir profiter de la communauté JBoss
pour les questions ou problèmes relatifs à JEE et de nous appuyer sur la communauté
Mobicents pour les spécificités des interfaces SIP et Diameter. Cependant nous regrette-
rons l’absence d’OSGi dans ce serveur d’applications, qui aurait pu apporter un axe de
réflexion supplémentaire pour la réalisation de notre intergiciel de sensibilité au contexte
en renforçant la vue service du serveur d’applications, transformant la proposition en un
serveur d’applications sensible au contexte.
13.2.1 Modèle JEE
JEE 5 est la cinquième version de Java Enterprise Edition, une des trois versions de
Java 6. C’est un composé de technologies issu de Java qui offre un environnement complet
pour héberger et exécuter des applications Java sur un élément distant. Nous trouvons sur
un serveur d’applications Java, l’environnement d’exécution Java, des services/ressources
et des applications. Les services et ressources sont, par exemple, les bases de données,
services de courrier électronique, etc. Nous nous intéresserons à des composants SIP/
WEB et EJB déployés, gérés et exécutés sur le serveur d’applications 7. Ils s’appuient
sur des médiateurs d’accès aux ressources (p. ex. pour accéder à une base de données)
et des services standards.
Les applications sont présentes dans des conteneurs. Un conteneur est un environne-
ment d’exécution pour les applications, dont la responsabilité est la création des instances
et la gestion de leur cycle de vie. Ces conteneurs gèrent le cycle de vie des applications
et proposent les interactions avec les autres composants et applications de ce serveur. La
logique métier des applications est enfermée dans ces conteneurs. Ils sont organisés de la
façon suivante : un container WEB pour l’ensemble des technologies web et l’autre pour
les composants EJB (Enterprise Java Beans). Les composants web sont les Java Server
Pages (JSP) ainsi que les servlets HTTP ou SIP. Une application SIP est un programme
5. Lors du choix du serveur d’application, Cipango n’était pas encore au stade d’une version 1.0
stable.
6. http ://www.oracle.com/technetwork/java/javaee/tech/javaee5-jsp–135162.html
7. Ceci exclut les composants exécutés entièrement ou partiellement en dehors du serveur
d’application.
Figure 13.1: Architecture d’une plateforme JAVA EE 5 extraite de la documentation
Oracle
qui s’appuie sur au moins une servlet SIP. Les servlets SIP pour JAVA sont définies par
la JSR 2.11
13.3 Terminaux IMS
Pour la réalisation de notre prototype, nous préférons un ordinateur plutôt qu’un
terminal mobile. L’ordinateur est un système virtualisé sur un des serveurs de la plate-
forme EUROP. Cet ordinateur est équipé de deux programmes, un qui prend en charge
la session IMS et un qui prend en charge la session de l’application. Autrement dit, un
premier logiciel s’authentifie sur le réseau IMS et crée la session IMS. Un second logiciel
interagit avec le service numérique mis à disposition sur un serveur d’applications. Cette
approximation d’un terminal IMS, à partir d’un équipement informatique quelconque,
est rendue possible grâce à la convergence des télécommunications et de l’informatique.
En effet, un réseau de télécommunications devient un réseau convergent basé sur IP.
13.4 Contraintes liées à l’environnement
Les technologies utilisées pour réaliser le prototype sont, en partie, définies par les
éléments disponibles pour la réalisation de notre banc d’essai. Notre travail concerne les
services numériques proposés dans un réseau IMS, c’est-à-dire le serveur d’applications.
Nous avons retenu le serveur d’applications Mobicents, qui propose un environnement
d’exécution JEE. Puisque nous avons implémenté la sensibilité au contexte des services
numériques sous la forme d’un intergiciel ce dernier sera développé en utilisant le langage




14.1 Les technologies utilisées pour la réalisation de
l’intergiciel
Chacun des 5 composants de l’intergiciel est implémenté en Java 5 et utilise des
librairies supplémentaires qui sont présentées dans la suite de cette section.
14.1.1 Le langage web d’ontologies
Nous nous appuyons sur les technologies du Web Sémantique pour la réalisation de
notre intergiciel. Plus particulièrement sur les technologies liées au langage web d’onto-
logies :
– la logique de description au travers du langage OWL.
– les règles métier SWRL.
– le langage de requêtes SQWRL.
Nos choix technologiques sont imposés par le langage de requête SQWRL. C’est une
extension personnalisée de SWRL réalisée par Martin O’Connor. Elle est présente dans
SWRLTab 1 qui s’appuie sur l’API de Protégé-OWL 2.
Le langage web d’ontologie est principalement utilisé pour notre base de connais-
sances qui est hébergée par le module Knowledge Base. On le retrouve dans les modules
Semantic Formalizer et Context Querier car ils ont en charge les accès en lecture et
écriture pour la base de connaissances :
– Semantic Formalizer (SF) - Ce module prend en charge l’ensemble des opérations
d’écriture dans la KB, il s’appuie sur l’API Protege-OWL.
1. http ://protege.cim3.net/cgi-bin/wiki.pl ?SWRLTab
2. http ://protege.stanford.edu/overview/protege-owl.html
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– Context Querier (CQ) - Il prend en charge l’interrogation de la KB dont les requêtes
SQWRL. On retrouve les fonctions de la librairie SQWRL Query API.
14.2 Le moteur d’inférence
Le module Knowledge Base concentre les informations sur l’environnement au for-
mat d’une ontologie et utilise les règles métiers pour maintenir la connaissance. Nous
retrouvons donc dans ce module la base de connaissances et le moteur d’inférence.
C’est le moteur d’inférence Jess 3 qui a été retenu, car il est le seul moteur d’inférence
qui supporte les extensions personnalisées de SWRL (contrainte induite par l’utilisation
de SQWRL) pour l’inférence des données de la base de connaissances. Depuis le premier
trimestre 2012, il est possible d’utiliser Drools pour exécuter des requêtes SQWRL.
14.2.1 Routage des messages
Pour mettre en place un couplage faible entre l’intergiciel et l’application, nous utili-
sons le paradigme MOM (Middleware Oriented Message). L’ensemble des échanges entre
les services numériques sensibles au contexte et l’intergiciel s’effectue par l’intermédiaire
de messages. Le routage des messages s’appuie sur la librairie Java Apache Camel 4.
Apache Camel est un environnement d’intégration d’applications pour Java, basé sur
un moteur de règles et de médiation. Il intègre plusieurs API et technologies de transport
accessibles par un langage de domaine spécifique (DSL - Domain Specific Language).
Les concepts proposés par cette librairie reposent sur les modèles d’intégration EIP -
Enterprise Integration Patterns 5. Ce sont des solutions éprouvées et approuvées pour
résoudre des problèmes d’intégration en génie logiciel.
Nous retrouvons cette librairie au sein du Context Broker.
14.3 OpenIMS
14.4 Environnement construit
Pour comprendre et mettre en pratique les mécanismes des réseaux du futur, j’ai mis
en place un environnement IMS basé sur OpenIMS (section D.3). Il est composé des
éléments coeur d’un réseau IMS (CSCF), d’une base utilisateurs (HSS), d’une gestion
QoS (PDF) ainsi que deux équipements utilisateurs (UE). Les équipements utilisateurs
sont des softphones 6. Ces éléments permettent de mettre en place les sessions IMS et de




6. Logiciels de téléphonie par internet.
Pour compléter cette architecture, nous avons ajouté une couche de services. Cet
ajout est réalisé par l’intégration d’un serveur d’applications Mobicents qui héberge
l’intergiciel et les services numériques (sensibles au contexte ou non).
Les serveurs (CSCFs, HSS, AS, UE) sont virtualisés : nous exécutons, sur un même
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Figure 14.1: Architecture IMS virtualisée
Le serveur virtualisé qui héberge le coeur IMS fait partie de la plateforme EUROP,
une des plateformes technologiques de Télécom Saint-Étienne.
14.4.1 Plateforme EUROP
J’ai eu l’opportunité de travailler sur la conception puis la réalisation de la plateforme
EUROP pendant mon doctorat. Cette plateforme de tests et simulations de réseaux haut
débit filaires permet la mise en place d’un environnement complet avec les technologies
cuivres (ADSL, ADSL2+, SHDSL, VDSL) et optiques (point à point, GPON). De par
sa conception modulaire, elle permet de recréer différentes architectures utilisées pour
les réseaux haut débit.








































































































































































































































































































































































































































































































Figure 14.2: Architecture type de la plateforme EUROP
– Serveurs virtualisés sous VMWare Infrastructure.
– Coeurs de réseaux CISCO avec fonctions fournisseurs de services et opérateurs.
– Routeurs cisco (3825 et 2811) avec fonctions opérateurs.
– 2 DSLAMs avec des cartes ADSL, ADSL2, ADSL2+, VDSL2, G.SHDSL, G.SHDSL.BIS,
GPON, FE (FTTH, FTTH Pro et FTTB).
– Solution de déport de signaux xDSL sur fibre optique (IFOTEC).
– Simulateurs de ligne xDSL.
– Outils de mesure de bande passante et de signaux xDSL.
– Terminaux (modems, médiaconverters, ONTs, CPEs FTTH, STB, ordinateurs,
télévision).
– Solution de clients légers SUN.
L’architecture présentée en Figure 14.2 permet de mettre en oeuvre un réseau haut
débit filaire multiservices qui permet la mise à disposition de services par l’opérateur.
Nous retrouvons les services avec de la vidéo (vidéo à la demande, télédiffusion ), de




Validation du scénario de
référence
La validation de notre scénario de référence (chapitre 2) se réalise en deux temps :
1. Le déploiement du service numérique sensible au contexte.
2. La consommation du service numérique par un utilisateur externe.
15.1 Déploiement du service numérique sensible au
contexte
Un service numérique sensible au contexte se présente au serveur d’applications sous
la forme d’un paquet composé d’un binaire et d’une signature de contexte. Lors de son
déploiement l’intergiciel décompose le service numérique en séparant ces deux éléments.
Il confie le déploiement des binaires du service numérique au serveur d’applications et il
prend en charge l’interprétation puis l’intégration de la signature de contexte.
Dans notre scénario de référence, l’intergiciel présent sur le serveur d’applications
est connecté à deux sources de contexte : une pour la lecture de la bande passante et
une pour la lecture de la résolution de l’écran. Cette interconnexion a été réalisée par
l’administrateur du système. Il n’y a encore aucun service numérique déployé sur le
serveur d’applications.
L’ontologie (Figure 15.1) ne contient donc aucun sous-ensemble dans son ensemble
Session et deux sous-ensembles dans l’ensemble ContextProvider qui correspondent à
la source de contexte pour la bande passante disponible (Bandwidth) et un pour la





Figure 15.1: Aperçu de l’ontologie avant le déploiement du service numérique sensible
au contexte
15.1.1 La signature de contexte
Dans notre scénario de référence, présenté en début de ce manuscrit, le service numé-
rique téléconférence propose 4 modalité d’exécutions pour 4 situations d’usage définies
par des seuils de bande passante et de résolution d’écran (Tableau 15.1). Ces éléments
se retrouvent dans la signature de contexte. Ci-dessous voici la signature de contexte de
notre service numérique. Elle est composée de règles métier au format SWRL (7.1 à 7.4)




swrlb : greaterThanOrEqual(?bv, 8192)
hasResolution(?s, ?r)∧
value(?r, ?rv)∧




swrlb : greaterThanOrEqual(?bv, 2048)∧
hasResolution(?s, ?r)∧
value(?r, ?rv)∧




swrlb : greaterThanOrEqual(?bv, 256)∧
hasResolution(?s, ?r)∧
value(?r, ?rv)∧




swrlb : lessThan(?bv, 64) ⇒ AudioOnly(?s) (15.4)
AudioV ideoHD(?s) ⇒ sqwrl : select(?s) (15.5)
AudioV ideoMD(?s) ⇒ sqwrl : select(?s) (15.6)
AudioV ideoFD(?s) ⇒ sqwrl : select(?s) (15.7)
AudioOnly(?s) ⇒ sqwrl : select(?s) (15.8)
Tableau 15.1: Situations d’usage
Bande passante Résolution de l’écran Modalité Règle liée
> 8 Mbit/s > 1024*768 Audio et Vidéo HD 7.1
> 2 Mbit/s > 800*480 Audio et Vidéo MD 7.2
> 256 Kbit/s > 320*240 Audio et Vidéo BD 7.3
< 64 Kbit/s) - Audio seul 7.4
L’analyse de cette signature est prise en charge par le Context Broker. Il extrait les
différentes informations nécessaires pour les autres modules de l’intergiciel :
– modalité d’exécution de la plus optimale à la plus dégradée,
– sources de contexte pertinentes.
Notre signature propose quatre modalités d’exécution :
– Audio avec vidéo en haute qualité (7.5),
– Audio avec vidéo en qualité standard (7.6),
– Audio avec vidéo en basse qualité (7.7),
– Audio sans vidéo (7.8).
Et deux sources de contexte :
– hasBandwidth,
– hasResolution.
Il informe à l’aide des informations extraites :
– Le module Context Querier des modalités d’exécution du service numérique.
– Le module Semantic Formalizer des modalités d’exécution, du nom du service
numérique et de la signature de contexte complète.
– Le module Harverster des sources de contexte nécessaires pour la collecte du
contexte du service nouvellement déployé.
15.1.2 Les modalités d’exécution SQWRL (Context Querier)
Le module Context Querier reçoit les modalités d’exécution et leur ordre de réalisa-
tion. En effet l’ordre de présentation de ces règles dans la signature de contexte a son
importance puisqu’il détermine, pour le module, quelle est la modalité d’exécution opti-
male pour le service numérique. En effet, lors d’une inférence, nous retrouvons l’ensemble
des modalités d’exécution possibles pour chaque session. C’est au Context Querier de
faire le tri et de proposer la modalité optimale.
Ces modalités sont donc classées dans l’ordre de la plus optimale à la moins optimale.
Ce formalisme est propre à notre intergiciel. Le moteur d’inférence, dans sa version
standard, n’accorde aucune importance à l’ordre des règles SQWRL.
15.1.3 Les ensembles et sous-ensembles de la base de connaissances
(Semantic Formalizer)
Le Semantic Formalizer reçoit du Context Broker la signature de contexte brute
ainsi que les modalités d’exécution et l’identifiant du service numérique. Nous faisons ici
une opposition entre les éléments issus de l’analyse de la signature de contexte par le
Context Broker et la signature de contexte sans analyse. L’ensemble des informations est
à destination de la base de connaissance qui est piloté par le module Knowledge Base.
Ces informations permettent de construire les ensembles de la base de connaissances
qui sont relatifs au service numérique sensible au contexte nouvellement déployé. Cela
concerne l’application et ses modalités d’exécution. Dans notre scénario, nous retrouvons
un ensemble TeleConference avec quatres sous-ensembles qui sont AudioOnly, AudioVi-
deoFD, AudioVideoMD, AudioVideoHD (Figure 15.2) Ces données sont indispensables à
la base de connaissances. La signature de contexte est insérée directement dans l’onto-
logie.
15.1.4 Les sources de contexte (Harvester)
L’analyse de la signature de contexte permet d’extraire la liste des capteurs utili-












Figure 15.2: Ontologie après le déploiement du service numérique
analogie avec l’intergiciel qui dispose déjà des passerelles vers ces capteurs. Dans notre
scénario nous avons deux sources contexte :
– hasBandwidth : la bande passante.
– hasResolution : la résolution de l’écran.
15.2 Consommation du service numérique sensible au
contexte
Une fois le service numérique sensible au contexte mis en place sur le serveur d’ap-
plications et l’intergiciel prêt à prendre en charge la gestion du contexte des sessions
ouvertes, nous abordons la phase de consommation du service numérique. Cette phase
s’appuie sur la chaîne de traitement du contexte (Figure 10.1).
15.2.1 Ouverture d’une session
L’ouverture d’une session par un utilisateur se fait au travers du service numérique.
Lorsqu’il reçoit une demande, le service numérique notifie l’intergiciel d’une nouvelle
connexion pour initialiser les fonctions de gestion du contexte proposées par l’intergiciel.
Nous nous intéressons ici uniquement au déroulement de la session du côté de l’in-
tergiciel. Ce cycle débute par la réception d’une notification d’ouverture de session de la
part d’un service numérique. Cette notification est reçue et traitée par le Context Broker


















Figure 15.3: Ontologie lors des ouvertures de sessions
Dans notre scénario, le service numérique informe de la création d’une session lors de
la connexion d’Alice. Il en va de même lors de la connexion de Bob au service numérique.
Lors de la création, le Context Broker demande au Semantic Formalizer de créer de
nouveaux individus dans la base de connaissances (Figure 15.3 :
– un pour la session du service numérique,
– plusieurs autres pour les capteurs d’information de contexte : un pour chaque
capteur nécessaire au service numérique.
Pour l’instant les individus qui personnifient la session n’appartiennent à aucun sous-
ensemble. Ils appartiennent seulement à l’ensemble global TeleConference.
Les individus qui personnifient les capteurs d’informations de contexte sont ajoutés
dans leurs sous-ensembles respectifs. Dans notre scénario :
– Deux individus dans l’ensemble Bandwidth (un pour Alice, un pour Bob).
– Deux individus dans l’ensemble Resolution (un pour Alice, un pour Bob).
15.2.2 Traitement du contexte : collecte
La mesure des données sur l’environnement est réalisée par des solutions tiers. Ces
données sont ensuite collectées par l’intergiciel grâce au module Harverster. Il ne collecte
que les données nécessaires, c’est-à-dire qui concernent le contexte d’une session ouverte.
À intervalles réguliers il interroge les sources de données pour récupérer les données sur
l’environnement. Dans cet exemple, le Harverster collecte les données suivantes de nos
deux sources de contexte :
bandwidth = { "1234": "10000", "6789": "3000" }
resolution = { "1234": "76800", "6789": "76800" }
Les résultats sont groupés par source de contexte puisque le Harvester demande
l’ensemble des données concernant une source de contexte. Chaque session dans IMS est


















Figure 15.4: Ontologie lors de l’ajout des valeurs des capteurs
Ces données sont transmises au Semantic Formalizer qui les enrichit sémantiquement
et les insère dans la base de connaissances. L’ajout dans la base de connaissance de
nouvelles données issues des capteurs nécessite la suppression des anciennes données.
En effet, le système de déduction des ontologies en web sémantique sont basé sur la
monotonie (section 6.2.1). Si nous n’effectuons pas un remplacement des données, le
système peut se retrouver dans une situation d’indécision. Cependant l’opération de
remplacement n’est pas une opération standard dans une ontologie. Il faut donc que
le Semantic Formalize supprime les données collectées précédemment et les conclusions
liées. Il peut ensuite ajouter les nouvelles valeurs et effectuer de nouvelles déductions.
Une fois les données insérées et avant l’inférence, l’intergiciel n’a pas connaissance des
modalités d’exécution possibles pour les différentes sessions (Figure 15.4).
15.2.3 Traitement du contexte : analyse de l’environnement
d’exécution
Lorsque les données sur l’environnement sont insérées dans la base de connaissances,
c’est le moteur d’inférence qui détermine quelles sont les modalités d’exécution possibles
pour chaque service numérique. Pour réaliser ce travail de déduction, il s’appuie sur les






















Figure 15.5: Ontologie après l’inférence
Dans cet exemple, Alice a une bande passante suffisante pour pouvoir exploiter plei-
nement l’affichage de son terminal qui propose une résolution en basse définition. Les
modalités d’exécution possibles sont AudioVideoMD et AudioVideoFD. Bob est dans la
même situation d’usage qu’Alice : il a la possibilité d’utiliser les modalités d’exécution
AudioVideoMD et AudioVideoFD (Figure 15.5).
15.2.4 Traitement du contexte : déduction de la modalité adaptée
Le module Context Querier interroge régulièrement la base de connaissances pour
connaître des modalités d’exécution éligibles pour chaque session.
Il récupère les nouvelles valeurs des sessions d’Alice et Bob. Dans la situation d’Alice
et Bob, la base de connaissances déduit deux modalités possibles : AudioVideoMD et
AudioVideoFD. D’après la signature de contexte, la modalité optimale pour cette session
est AudioVideoMD.
Nous sommes à la toute première inférence du système. Il n’existe pas de situation
précédente. Le Context Querier transmet donc au service numérique par l’intermédiaire
du Context Broker les nouvelles modalités.
15.2.5 Traitement du contexte : détection d’un changement de
situation
Après plusieurs minutes de fonctionnement, la situation de Bob évolue : sa bande





















Figure 15.6: Ontologie après un changement de situation (ici Bob avec une bande
passante de 50 kbit/s)
L’inférence propose pour la session de Bob la modalité d’exécution AudioOnly (Fi-
gure 15.6) et pour la session d’Alice les modalités AudioVideoMD et AudioVideoFD.
Le Context Broker détecte un changement de modalité d’exécution pour la session de
Bob. Elle était précédemment avec la modalité AudioVideoMD et elle est maintenant à
AudioOnly. Le Context Broker notifie le service numérique d’un changement de modalité
uniquement pour la session de Bob. Le service numérique adapte ensuite la modalité
d’exécution de Bob.
15.2.6 Fermeture d’une session
À l’issue de la session du service numérique, les informations la concernant sont sup-
primées : individus représentant la session et ceux représentant les capteurs (Figure 15.7)
15.3 Conclusion
La validation du scénario de référence a été réalisée avec un échantillon de données
assez faible. Ceci nous a permis de mettre à l’épreuve notre modèle, mais pas de tester












Figure 15.7: Ontologie après les terminaisons des sessions
Le scénario de référence a d’abord été mis en oeuvre sous la forme d’une simulation
avec le logiciel Protégé-OWL pour évaluer le comportement de l’ontologie. Les règles
métiers et les valeurs seuils utilisées sont identiques à celles présentées dans ce chapitre.
Cette étude de faisabilité nous a permis de mieux comprendre les possibilités et les
limitations des ontologies en informatique, en particulier sur le principe de déduction de
la modalité d’exécution la plus adaptée. Il n’existe pas de gestion de priorité pour les
règles SWRL, il devient donc très complexe de proposer une signature de contexte qui
permette d’élire la modalité d’exécution la plus adaptée. Pour pallier ce problème, nous
effectuons avec l’ontologie, une sélection des modalités d’exécution possibles. Le choix
de la modalité d’exécution la plus adaptée est décidé par un module complémentaire à







Le travail de recherche présenté dans ce manuscrit a pour objectif d’adresser l’enjeu
de l’adaptation des services numériques dans les réseaux du futur (ou NGN). Cette
problématique est née de la nécessité pour les fournisseurs de services numériques de
pouvoir proposer le même service, quel que soit le couple technologie d’accès et terminal
utilisateur qui est utilisé pour consommer le service. En effet, un NGN est un réseau
convergent en terme de réseau d’accès, de terminaux et de services. Les utilisateurs ont
la possibilité de se connecter de différentes façons aux services proposés. Nous parlons de
multimodalité d’accès. Par ailleurs, les consommateurs ont la possibilité de changer de
modalité au cours de l’exécution, il faut donc pouvoir conserver l’exécution du service.
Pour offrir une continuité de service, il faut donc adapter les services numériques à leur
environnement de consommation.
Une problématique similaire a été soulevée lors de la démocratisation des réseaux
mobiles de données. Il s’agissait d’adapter le contenu (images) aux conditions du ré-
seau. Dix ans plus tard, la problématique centrale reste identique (c’est-à-dire adapter le
contenu à son environnement de consommation), mais les conditions se sont étendues. Il
ne s’agit plus de prendre en compte uniquement la variation du réseau, mais aussi celle
du terminal utilisateur. L’adaptation des services numériques dans les réseaux du futur
fait l’objet de plusieurs travaux scientifiques [10]. Les approches retenues se focalisent
sur la lecture de l’environnement informatique et la capacité à intervenir sur les services
numériques. Il existe très peu de travaux sur le processus de décision et d’adaptation.
C’est donc tout naturellement que nous avons centré nos travaux sur cet aspect de
la problématique. Nous avons retenu une approche transversale, qui fait référence aux
applications sensibles au contexte, aux applications autonomiques et aux outils du Web
sémantique.
La solution proposée est la création d’une nouvelle fonction dans les serveurs d’ap-
plications : la gestion de la sensibilité au contexte des services numériques qu’il héberge.
Ce type de serveur propose des fonctions de gestion du contexte au travers d’un in-
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tergiciel. Chaque service numérique s’appuie sur les fonctions du serveur pour devenir
sensible au contexte et ainsi pouvoir adapter sa logique métier. L’originalité de notre
approche repose sur trois éléments caractéristiques :
– La séparation des rôles.
– La signature du contexte.
– Le traitement du contexte.
Nous souhaitons conserver une distinction entre les deux logiques qui composent
un service numérique sensible au contexte. C’est pourquoi la gestion du contexte a été
externalisée et mutualisée au sein du serveur d’applications. Ceci permet aux concepteurs
de services numériques de ne pas se soucier de la réalisation de la logique de gestion de
contexte pour se concentrer sur la logique métier et son adaptation. L’adaptation de
la logique métier nécessite la création de modalités d’exécution de la logique métier
du service numérique. Un service numérique est un service offrant plusieurs possibilités
pour réaliser son objectif, chaque modalité d’exécution correspondant à une ou plusieurs
situations d’usage. Le choix d’une modalité d’exécution par rapport à une autre est fait
en fonction du contexte de l’utilisateur.
Pour identifier ce contexte, nous nous appuyons sur la signature de contexte [9]. Lors
du déploiement elle est séparée de la logique métier du service numérique pour être dé-
ployée sur l’intergiciel. Le service numérique est déployé sur le serveur d’applications [8].
La signature de contexte fait partie intégrante du service numérique sensible au contexte
puisqu’elle définit les situations d’usage et les modalités d’exécution liées. En plus de
permettre l’identification du contexte, la signature joue un rôle pivot puisqu’elle fait le
lien entre les deux logiques du service numérique et permet le traitement du contexte.
Le traitement du contexte concerne les opérations de collecte, de normalisation des
données et leur agrégation en vue d’une analyse pour déduire la modalité d’exécution
adaptée à la situation de l’utilisateur.
Cette chaîne de traitement est réalisée par l’agencement des cinq modules clés de l’in-
tergiciel dans la séquence suivante :
– Harvester : Collecte des données sur l’environnement des terminaux.
– Semantic Formalizer : Transforme les données brutes des capteurs en information.
– Knoweledge Base : Déduit, à partir des informations de contexte et des services
numériques, les situations d’usage des utilisateurs.
– Context Querier : Élit la modalité d’exécution la plus adaptée pour chaque session
des services numériques hébergés.
– Context Broker : Communique les modalités d’exécution aux services numériques.
La déduction utilise :
– Les connaissances sur l’environnement, fournies par des éléments tiers (réseaux de
capteurs, etc.)
– Les connaissances sur le service numérique (signature de contexte).
L’objectif d’adaptation des services numériques dans les réseaux du futur est réalisé
puisque nous arrivons à identifier la situation d’exécution et proposer la modalité d’exé-
cution adaptée à l’utilisateur, en fonction des propositions des concepteurs du service
numérique.
Parmi les pistes d’amélioration de ce travail, nous retrouvons les processus liés au
choix de la modalité d’exécution (Context Querier). Dans la proposition actuelle, nous
ne prenons pas en compte l’analyse des adaptations précédentes. Le rajout d’un module
qui prend en charge cette fonction d’analyse permettrait de proposer, dans un premier
temps, un système gestion des modifications intempestives dues à un environnement trop
variable. En effet lorsque l’environnement est volatile, le système proposera les adapta-
tions correspondantes, ce qui aura pour effet de rendre le service numérique instable en
adaptant en permanence celui-ci.
Dans un second temps, cet ajout permettrait de rendre les adaptations proactives
avec un système d’apprentissage automatisé. Pour mettre en place un tel système, il
faudrait pouvoir prendre en compte une évaluation basée sur le retour de l’utilisateur,
rapprochant ainsi ces travaux de la notion de qualité d’expérience. Nous pouvons même
imaginer compléter l’analyse avec la personnalisation des modalités d’exécution à utiliser
selon les situations d’usage vécues par l’utilisateur.
Mais l’amélioration la plus importante à mes yeux reste un travail autour de la signa-
ture de contexte. Actuellement, le développement de la signature de contexte nécessite
d’énumérer les sources de contexte déclarées sur le serveur d’applications puis de lister
l’ensemble des situations d’usage. Dans cette situation, nous atteignons très rapidement
les limites de cette proposition puisque la multiplication des paramètres d’évaluation
complexifie énormément la création des règles composant la signature de contexte. Il
devient alors fastidieux de modéliser l’ensemble des règles qui composent la signature de
contexte sans faire d’oubli ou de règles contradictoires. Un outil de développement assisté







Le contrôle de session et le réseau
coeur
Les fonctions de contrôle de session (section 4.6.1) sont réparties sur trois entités :
– Proxy CSCF (P-CSCF)
– Interrogating CSCF (I-CSCF)
– Serving CSCF (S-CSCF)
Chaque entité a une fonction déterminée au sein du réseau : respectivement serveur
proxy, serveur d’interrogation ou serveur de service. Associé à ces trois équipements,
on retrouve dans le coeur de réseau IMS, un quatrième équipement : le HSS (Home
Subscriber Server).
A.1 La base utilisateur
Le HSS est la base de données utilisateur du réseau. Cette entité est l’équivalente du
Home Location Register (HLR) présent dans les réseaux GSM. Elle contient toutes les
données nécessaires à l’accès au réseau et aux services. Ces informations sont utilisées
par les utilisateurs et les équipements (informations d’authentification, d’autorisation,
profils d’accès. . .). Les informations indispensables pour IMS sont :
– Les abonnements de l’utilisateur en terme de sessions autorisées,
– La localisation,
– L’authentification et l’autorisation,
– Les abonnements aux services du réseau,
– Le serveur de service S-CSCF alloué à l’utilisateur.
Le schéma ci-dessous présente le HSS et son écosystème.
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Informations sur 
  - les utilisateurs
  - les serveurs d’applications (AS)
Authenti!cation
Identi!cation
Contrôle d’accès (réseau et AS)
Préférences utilisateurs
Gestion de la mobilité
Serveurs CSCF Serveurs d’applications
Authenti!cation
Contrôle d’accès (réseau et AS)
Préférences utilisateurs
HSS
Figure A.1: IMS : fonctions du HSS et son environnement [81]
Cette base de données utilisateur est accessible uniquement par les entités de contrôle
du réseau et dans certaines situations par les serveurs d’applications. Bien que le HSS
soit moins mis en avant dans les descriptions d’IMS, il n’en reste pas moins un élé-
ment clé d’IMS. Il sert de support pour les fonctions d’authentification, de mobilité,
d’identification et d’accès aux services.
A.2 P-CSCF
Le P-CSCF est un serveur proxy, il sert d’intermédiaire entre le terminal utilisateur et
le réseau IMS. C’est le premier point de contact de l’utilisateur avec le réseau IMS. Il reste
attribué au même équipement utilisateur tout au long de la session. C’est l’interlocuteur
privilégié du terminal utilisateur dans le plan de contrôle.
La procédure de contact du P-CSCF commence par l’autorisation du terminal sur le
réseau. Cette identification est réalisée par la couche de transport. Dès que l’équipement
a la possibilité d’échanger des données sur le réseau (connectivité IP 1), il recherche
et contact le P-CSCF. Cette phase de prise de contact permet l’authentification de
l’utilisateur. Une fois l’utilisateur authentifié, le P-CSSF certifie l’identité de l’utilisateur
pour les autres noeuds du réseau. Il conserve un lien constant entre l’utilisateur et le
terminal.
Au-delà d’une simple table de correspondance, il joue le rôle de proxy de sécurité en
s’assurant que les messages SIP sont bien formés. Ce proxy est sollicité tout au long de
la session de l’utilisateur dans le réseau IMS, qu’il existe ou non du trafic. Le passage
à l’échelle est assuré par un groupe de P-CSCF disséminé dans le réseau. Malgré la
présence de plusieurs P-CSCF, il n’est pas possible pour l’utilisateur d’en changer au
cours d’une session réseau.
Les messages SIP en provenance de l’utilisateur sont relayés par le P-CSCF. Ils sont
ensuite transférés à une des deux autres entités (I-CSCF ou S-CSCF). Ce sont des unités
de traitement des messages de signalisation.
A.3 I-CSCF
L’I-CSCF est un serveur de routage de messages. Il prend en charge les requêtes en
provenance du P-CSCF et les transfère :
– Si c’est une demande d’authentification, il route le message vers un S-CSCF sans
distinction préalable.
– Si l’utilisateur est déjà enregistré, il route les messages vers le S-CSCF qui a au-
thentifié l’utilisateur, pour les raisons évoquées ci-dessus.
A.4 S-CSCF
Le S-CSCF est à la fois une entité SIP standard (Registrar) et un serveur SIP avec
sa propre logique métier. Un serveur d’enregistrement SIP (Registrar) authentifie et
enregistre les utilisateurs. Chaque utilisateur est identifié par une URI SIP (Tableau B.1).
L’enregistrement associe la ou les adresses IP utilisées par l’utilisateur avec son URI.
Autrement dit, un utilisateur peut être connecté simultanément sur plusieurs terminaux.
Concrètement, un S-CSCF :
– Récupère dans la base HSS les informations relatives à l’utilisateur pour les mettre
en cache,
– Associe l’adresse IP utilisée par les terminaux de l’utilisateur avec l’URI de ces
derniers,
1. Interface avec une adresse IP reconnue par le réseau
– Effectue les requêtes de bande passante auprès des éléments de la couche transport,
– Appelle les fonctions de facturation,
– Contrôle l’accès aux ressources en utilisant le profil de l’utilisateur rapatrié depuis
le HSS (Figure A.1),
– Route les messages SIP vers les autres entités du réseau.
Le routage des messages SIP dépend de l’opération à effectuer :
– Une consommation de services transfère le message vers le serveur d’applications
correspondant,
– Une communication vers un autre utilisateur du réseau route le message SIP vers
l’UE ou un autre S-CSCF,
– Une communication vers un utilisateur IMS extérieur au réseau route le message
vers le I-CSCF,
– Une communication vers un utilisateur de réseau traditionnel route la requête vers
les passerelles correspondantes.
Comme pour le P-CSCF, il n’est pas possible pour l’utilisateur de changer de serveur
de service au cours d’une session réseau.
A.5 Conclusion
Les entités de gestion et de contrôle sont au nombre de trois : un P-CSCF, un I-
CSCF et un S-CSCF. D’un point de vue SIP, leurs fonctions sont respectivement :
proxy, routeur et registrar. Leur travail ne concerne pas uniquement le contrôle d’accès
et l’authentification des utilisateurs sur le réseau. Les CSCF supervisent l’ensemble des
sessions d’un réseau IMS :
– L’ouverture de session entre utilisateurs d’un même réseau
– L’ouverture de session entre utilisateurs d’un autre réseau IMS.
– L’ouverture de session entre utilisateurs et serveurs d’applications.
Ces trois équipements (CSCF) s’appuient sur le HSS qui leur sert de support de
stockage.
Annexe B
Technologies du web sémantique :
les URI et RDF
B.1 URI
L’URI (Uniform Resource Identifier) est un système d’identification normalisé de
ressources réseau dont la syntaxe est normalisée dans la RFC 3986. Elle a été créée
pour proposer un système d’identification à la fois compréhensible par les programmes
informatiques, ainsi que lisible et mémorisable par les humains. La syntaxe générique
définie dans la RFC précise que l’URI est composé des éléments présentés ci-dessous.
Tableau B.1: URI
Elément Remarque
Plan Définit la syntaxe du Chemin
:
Autorité Définit qui gère l’URI (optionnel)
Chemin Précise la ressource
Requête Se situe après le “ ?” (optionnel)
Fragment Se situe après le “#” (optionnel)
Par exemple, si l’on décompose l’URI http ://www.google.fr/ ?hl=fr&q=test
en suivant le schéma proposé plus haut, nous obtenons :
- *http* est le plan qui définit la syntaxe du chemin.
- *www.google.fr* est l’autorité.
- */* est le chemin d’accès à la ressource.
- *hl=fr&q=test* représente la requête sur cette ressource.
- Aucun fragment ne compose cette requête.
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Nous retrouvons, dans ces exemples, deux catégories d’éléments sous-jacents au sys-
tème URI :
– URL (Uniform Resource Locator)
– URN (Uniform Resource Name).
Le premier système permet d’identifier, mais aussi de localiser des ressources. Il
indique comment on récupère la donnée, on parle d’URI déréférençable 1. Le second
système sert uniquement à identifier.
B.2 RDF
RDF est un format de données utilisé pour décrire des ressources (identifiés par des
URI). Cette description est réalisée par l’ajout de métadonnées qui suivent le principe du
modèle entité-relations. Ainsi chaque ressource (livre, personne, page web. . .) est décrite
au travers de ses relations avec d’autres ressources. Pour cela, le modèle RDF s’appuie
sur deux principes :
– Le modèle entité-association, où chaque entité possède des relations avec d’autres
entités, sous la forme de triplets.
– La théorie des graphes.
1. http ://www.w3.org/2001/tag/awwsw/issue57/20110327/#ir-ref
B.2.1 Modèle entité-association
Les relations sont décrites sous la forme d’un graphe, dont les noeuds sont soit une
ressource, soit une valeur reliée par un arc nommé. La description d’une ressource sous
la forme “Sujet-Prédicat-Objet” fait référence à la forme grammaticale d’une phrase,
Sujet-Verbe-Complément. Autrement dit, un triplet RDF est composé de :
– Une ressource à décrire (sujet),
– Une propriété de la ressource (prédicat),
– La valeur de cette propriété (objet).
Chaque triplet exprime une assertion. Si nous prenons l’exemple de l’assertion sui-
vante
L’article http ://www.w3.org/TR/rdf-syntax-grammar a pour titre “RDF/
XML Syntax Specification (Revised)”
Cette assertion se traduit en triplet :
– Sujet : http ://www.w3.org/TR/rdf-syntax-grammar
– Prédicat : titre
– Objet : RDF/XML Syntax Specification (Revised)
Pour pouvoir offrir un traitement automatisé des données comme cela doit être le
cas avec RDF, il faut un formalisme et un référentiel commun (vocabulaire). Ce dernier
permet de définir la propriété (prédicat). Il est défini par les schémas RDF, une autre
technologie proposée par le W3C. Les schémas sont identifiés et accessibles par une URI.
Ainsi en définissant le rôle titre, l’exemple présenté ci-dessus devient :
– Sujet : http ://www.w3.org/TR/rdf-syntax-grammar
– Prédicat : http ://purl.org/dc/elements/1.1/title
– Objet : “RDF/XML Syntax Specification (Revised)”
B.2.2 Graphe
Chaque assertion permet de construire un graphe RDF, qui utilise les conventions
suivantes :
– Les sujets et objets sont les noeuds de ces graphes, représentés soit par un rectangle
(littérale), soit par un ovale (ressource).
– Les prédicats sont des flèches orientées.







Figure B.1: Exemple d’un graphe RDF orienté
B.2.3 Sérialisation
L’échange et le traitement des données par des logiciels ou des humains passent par
la sérialisation des données. Nous ne rentrerons pas dans le détail, mais rappellerons
qu’il existe plusieurs formats de sérialisation pour les outils sémantiques :
– RDF/XML (sérialisation XML)
– Notation3 (sérialisation non-XML)
– RDFa (sérialisation HTML)
B.2.4 RDF Schema
RDF Schema étend RDF à l’aide d’un métamodèle qui propose de nouvelles primi-
tives (Tableau B.2).
Cette extension permet de définir le vocabulaire utilisé pour décrire les ressources. Il
existe déjà plusieurs RDF-Schema universels, comme le Dublin Core 2 qui souhaite s’im-
poser comme norme pour l’exploitation de ressources en permettant d’avoir un système
de métadonnées (15 termes) partagé entre tous et compréhensible par tous (humains,
2. http ://purl.org/dc/elements/1.1/
Tableau B.2: Primitives RDF Schema
Primitive Traduction Description
Class Classe Déclare une ressource comme une classe
subClassOf Sous-classe Déclare une 1 relation de hiérarchie pour
permettre la création de hiérarchie
(spécialisation)
Type Type Définit le type (Class, Property. . .)
domain Domaine de définition Définit la classe du sujet (type de sujet
autorisé pour une propriété)
range Ensemble d’arrivée Définit la classe de l’objet (type de valeur
autorisé pour une propriété)
subPropertyOf Sous-propriété de Spécialisation des propriétés
machines). Un second RDF-Schema est très utilisé, celui proposé par le projet FOAF 3.
C’est un vocabulaire utilisé pour exprimer les informations concernant des personnes.
B.2.5 Web de données (Linked Data)
Linked Data est le terme retenu par Tim Berners-Lee pour définir le web des données.
Derrière ce terme se cache la réalisation d’une vision née en 1998 et mise en pratique en
2006. Il s’agit de publier des données structurées et reliées entre elles.
Pour réaliser cette vision, Tim Berners-Lee propose quatre règles fondamentales 4 :
– Utiliser les URI pour identifier les choses,
– Utiliser les URI HTTP pour récupérer les ressources,
– Fournir dans les URI des renseignements intelligibles par les machines et les hommes,
– Inclure d’autres URI pour améliorer la découverte d’autres informations (données
liées).
C’est autour du projet du W3C Linking Open Data 5 que se réalise cette vision
proposée par Tim Berners-Lee 6, dans lequel on retrouve la notion de Linked Data et
d’Open Data.
Le principe du mouvement Open Data est de rendre accessibles les données, des en-
treprises ou états, sur le web et créer ainsi un web de données. Cependant, ces initiatives
sont locales et peu coordonnées. Autrement dit, les données ouvertes (Open Data) sont
des données exposées sur le web, qui ne sont pas forcément reliées entre elles et avec des
formats parfois exotiques. L’objectif du projet linking Open Data est donc de pouvoir





aux sources avec une mise en place d’un web de données structurées qui est consommé
par des machines. Une étape indispensable pour le traitement de cette masse croissante
de données.
Annexe C
Composition d’un message SIP
Session Initiation Protocol (SIP) est le protocole choisi pour le contrôle de session (ou
signalisation) dans IMS. Il a été créé pour établir et contrôler des sessions multimédia sur
les réseaux IP. On le retrouve principalement dans les applications de VoIP. Sa simplicité
(encodage au format texte) et son fonctionnement basé sur SMTP/HTTP sont les clés
de son succès. L’encodage au format texte est, à la fois, une de ses grandes forces et
une faiblesse. Cela lui permet d’être lisible par les machines et les humains tout en
permettant d’être étendu à souhait. Mais l’échange d’un grand nombre de messages SIP
peut mener à l’encombrement du réseau. Pour pallier à ce problème, IMS propose une
compression des messages. Le protocole SIP se base sur le modèle requêtes/réponses.
Chaque message est donc soit une requête, soit une réponse.
La structure d’un message SIP est découpée en 3 parties :
– La Ligne de début
– L’entête
– Le corps du message
C.1 La ligne de début
Le type de message (requête ou réponse) détermine le format de la première ligne.
Une requête est composée d’une méthode, d’un destinataire et de la version du protocole.
Il existe 6 méthodes principales pour une requête SIP : INVITE, ACK, BYE, CANCEL,
OPTIONS et REGISTER. Une réponse est composée de la version du protocole, d’un
code d’état et de sa traduction textuelle. Nous retrouvons une classification identique à
































(SDP de Bob - non présenté)
Ligne de début
En-tête du message (header)
Corps du message (body)
Ligne de début
En-tête du message (header)
Corps du message (body)
Requête Réponse
Figure C.1: Composition d’un message SIP
Tableau C.1: Code d’état SIP
Code d’état Catégorie
1xx Demande d’informations complémentaires
2xx Réussite
3xx Redirection
4xx Erreur du client
5xx Erreur du serveur
6xx Erreur généralisée
C.2 L’entête
C’est dans cette partie que sont regroupées les informations relatives au message
(expéditeur, destinataire. . .). Six champs sont indispensables (Tableau C.2) pour que
l’entête de message soit considéré comme bien formé.
Tableau C.2: Les 6 champs d’entête obligatoire
Champs Description
To Destinataire du message.
From Expéditeur du message
Cseq Numéro de séquence du message dans
l’échange
Call-ID Identifiant unique pour l’échange de message
Max-forwards Nombre maximum de noeuds de routage.
Via Indique les proxy utilisés
C.3 Le corps du message
Le corps du message est séparé de l’entête par une ligne vide. Il n’existe pas de format
spécifique pour le corps du message. Cette absence de formalisme lui permet d’être étendu
et modifié à souhait. À l’instar des courriels, il utilise le codage MIME (Multipurpose
Internet Mail Extensions) pour embarquer des documents binaires dans son corps de
message. Mais il reste principalement utilisé comme protocole de signalisation et non de
transport.
Le corps d’un message SIP peut être étendu avec le protocole Session Description
Protocole (SDP). Ce dernier est un formalisme de caractérisation de médias, normalisé
par l’IETF. Les informations sont codées textuellement et relatent les éléments tels que




D.1 Préparation du système
Le système d’exploitation recommandé pour le déploiement de l’architecture Ope-
nIMS 1 est une version Linux Debian ou Ubuntu avec un noyau 2.6. En effet parmi les mé-
thodes d’installation disponibles pour OpenIMS il existe des paquets “non-supportés” 2
ainsi qu’un tutoriel permettant de construire ses packages Debian à l’aide des sources.
Le système de base doit avoir les pré-requis suivant :
– GCC3/4, JDK 1.6, ant et make
– MySQL
– Bison, Flex
– libxml2 (>2.6), libmysql (development version)
– bind9
– ipsec-tools et openssl pour l’utilisation des système IPSec et TLS Security
L’ensemble de ces outils peut être installé à l’aide des commandes suivantes 3 :
sudo apt-get update -y
apt-get install linux-headers-2.6.28-13-server
apt-get install ssh subversion ant sun-java6-jdk bison flex
apt-get install mysql-server libmysql++-dev make gcc
apt-get install bind9 pure-ftpd ipsec-tools
apt-get install libmysqlclient16-dev libxml2 libxml2-de
apt-get remove avahi-daemon -y
1. http ://www.openimscore.org/
2. non-supportés signifie que ces packages ne sont pas officiel et qu’aucun support n’est offert. Ce-
pendant ils peuvent-être totalement fonctionnels
3. http ://www.forum-ims.org/viewtopic.php ?f=19&t=26
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D.2 Installation d’un environnement graphique persistant
accessible via VNC
Installation de l’ensemble des éléments (environnement X11, Window Manager et
VNCServer)
sudo apt-get install xorg openbox vnc4server
Configuration de VNCServer (ajout du mot de passe, configuration de l’environne-
ment persistent)
vncserver -geometry 1280x1024 -depth 24
vncserver -kill :1
vim .vnc/xstartup
Décommenter les lignes 3 et 4. Sur la ligne 4 ajouter sh entre exec et /etc. Modifier
la valeur xterm-geometry par 1280x1024+10+10.
.vnc/xstartup
#!/bin/sh
#Uncomment the following two lines for normal desktop:
unset SESSION_MANAGER
exec sh /etc/X11/xinit/xinitrc
[ -x /etc/vnc/xstartup ] && exec /etc/vnc/xstartup
[ -r $HOME/.Xresources ] && xrdb $HOME/.Xresources
xsetroot - solid grey
vncconfig -iconic &
xterm -geometry 1280x1024+10+10 -ls -title "$VNCDESKTOP Desktop" &
twm &
Lancement de VNCServer
vncserver -geometry 1280x1024 -depth 24
Connexion sur le serveur
La connexion se fait sur ip:5901.
D.3 Installation d’OpenIMS
L’installation d’OpenIMS peut se faire à partir de 3 formes :
– Téléchargement et compilation des sources.
– Téléchargement et création des package Debian.
– Installation à partir des packages Debian “non-supportés”.
D.3.1 Pré-requis à toute installation
Quelle que soit la version d’OpenIMS, il est pré-configuré pour fonctionner dans les
conditions suivantes :
– Répertoire de base : /opt/OpenIMSCore
– Adresse IP : 127.0.0.1
Création du répertoire de base d’OpenIMSCore
mkdir /opt/OpenIMSCore
Le HSS ne peut pas fonctionner sans Java JDK >=1.5.
java -version
D.3.2 Récupération des sources
Le code est disponible sur http ://svn.berlios.de/svnroot/repos/openimscore (sub-
version doit être installé).
Les deux éléments à installer sont les éléments coeur (CSCF) et la base utilisateur
(HSS) :
– Les CSCFs : http ://svn.berlios.de/svnroot/repos/openimscore/ser_ims/trunk
– HSS : http ://svn.berlios.de/svnroot/repos/openimscore/FHoSS/trunk
Il faut se rendre dans le répertoire d’OpenIMSCore puis télécharger les sources via




svn checkout http://svn.berlios.de/svnroot/repos/openimscore/ser_ims/trunk ser_ims
cd /opt/OpenIMSCore
mkdir FHoSS
svn checkout http://svn.berlios.de/svnroot/repos/openimscore/FHoSS/trunk FHoSS






D.4 Configuration de l’environnement
D.4.1 Serveur DNS
La résolution de nom permet entre autre l’utilisation des URI SIP aussi bien sur les
clients qu’entre les éléments d’IMS. Deux possibilités nous sont offertes :
– Utilisation d’un serveur DNS indépendant -> Dans le cas d’une installation sur un
nouveau réseau
– Utilisation d’un serveur DNS maître - Intégration dans un réseau. Le cas de EU-
ROP.
DNS indépendant : Installation sur un nouveau réseau
Copie du fichier zone proposé dans l’installation puis modification du fichier de confi-
guration de Bind /etc/bind/named.conf.local
sudo cp /opt/OpenIMSCore/ser_ims/cfg/open-ims.dnszone /etc/bind/
sudo vi /etc/bind/named.conf.local
Edition du fichier named.conf.local





Redémarrage du serveur DNS.
sudo /etc/init.d/bind9 restart
DNS existant : Installation sur un réseau existant - type EUROP
Dans cette architecture, le réseau existant dispose de :
– 1x serveur DHCP qui offre les adresses IP
– 1x server DNS qui offre la résolution de nom
– 1x passerelle pour l’accès internet
Il est recommandé d’utiliser une architecture maître-esclave pour la résolution de
nom. Dans cette configuration, un serveur DNS est assigné à un domaine (il est le
maître). Le serveur esclave s’appuie sur le maître pour répondre aux requêtes
Dans cet exemple :
– Le serveur DNS du réseau local est : 192.168.8.101 - Il est le serveur esclave pour
le domaine open-ims.test
– Le serveur DNS pour le domaine OpenIMS est : 192.168.8.131 - Il est le serveur
maître pour le domaine open-ims.test
Configuration du serveur DNS du réseau local
sudo vi /etc/bind/named.conf.local
named.conf.local
Zone "open-ims.test" IN {
Type slave;
File "open-ims.dnszone";




Configuration du serveur DNS OpenIMS. Copier puis modifier le fichier de zone.
sudo cp /opt/OpenIMSCore/ser_ims/cfg/open-ims.dnszone /etc/bind/
Modifier la configuration de Bind9 pour prendre en compte cette nouvelle zone
sudo vi /etc/bind/named.conf.local
named.conf.local







allow-transfer { 192.168.8.101; };
sudo /etc/init.d/bind9 restart
D.4.2 MySQL
L’ensemble de l’architecture OpenIMS s’appuie sur une base de données de type
MySQL. Les configurations initiales sont fournies.
mysql -u root -p -h localhost < /opt/OpenIMSCore/ser_ims/cfg/icscf.sql
mysql -u root -p -h localhost < /opt/OpenIMSCore/FHoSS/scripts/hss_db.sql
mysql -u root -p -h localhost < /opt/OpenIMSCore/FHoSS/scripts/userdata.sql
D.4.3 Fichiers de configuration et scripts
Copier l’ensemble des fichiers de configuration et des scripts de lancement dans le





Pour un fonctionnement avec une adresse IP différente de 127.0.0.1 il est nécessaire
d’éditer des fichiers de configuration. Dans ces fichiers il faut spécifier l’adresse IP sur
laquelle le service sera en écoute. Par défaut, cette adresse est 127.0.0.1.




Ainsi que les fichiers présents dans /opt/OpenIMSCore/FHoSS/deploy :
DiameterPeerHSS.xml (FHoSS/deploy)
hss.properties (FHoSS/deploy)
D.4.4 Utilisation de l’authentification MD5 (plus grande
compatibilité)
Editer le fichier de configuration scscf.cfg et activer l’authentification par défaut en
MD5 (au lieu de AKAv1-MD5)
D.5 Utilisation d’OpenIMS







D.5.2 Ajout d’un UE
Les UE sont les terminaux utilisateurs d’un réseau IMS. Ce sont des équipements
qui utilisent SIP.
Clients SIP gratuits :
– X-Lite 6
– UCT IMS Client
– FOKU’S Monster
– Mercuro IMS Client 7
Comptes de démonstration
Alice :
– Username : alice
– Password : alice
– Domain : open-ims.test
– Authorization user name : alice@open-ims.test
Bob : - Username : bob - Password : bob - Domain : open-ims.test - Authorization
user name : bob@open-ims.test
Configuration
Utiliser un des deux comptes par défaut ou en créer un nouveau. Le client se connecte
via un proxy sip :pcscf.open-ims.test :4060
D.5.3 Ajout d’un serveur d’applications
D.5.4 Installation du PDF
cd /opt/OpenIMSCore/
wget http://download.berlios.de/uctimsclient/uctpcrf1.0.2.tar.gz
sudo tar -xvzf uctpcrf1.0.2.tar.gz




Modifier les entrées DNS
pcrf 1D IN A 192.168.8.133
pcef 1D IN A 192.168.8.133
cd /opt/OpenIMSCore/uctpcrf
sudo cp -r uct_web_pcm /var/lib/tomcat6/webapps/
cd config







cp pcscf.qos.cfg pcscf.qos.rtp.cfg pcscf.qos.xml pcscf.qos.sh ims.sh ims.qos.sh ims.qos.rtp.sh
Compatibilité descendante avec l’ancienne version de OpenIMSCore
mkdir /opt/OpenIMSCore/ser_ims_qos
sudo cp -R /opt/OpenIMSCore/ser_ims/* /opt/OpenIMSCore/ser_ims_qos/
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On appelle réseaux du futur (NGN) la nouvelle architecture des réseaux de télécommunications
qui se caractérise par une convergence au niveau du réseau permettant de lier de bout en bout des
réseaux hétérogènes. Ces réseaux convergents, centrés autour des services, permettent de développer
de nouveaux usages, par exemple la possibilité de changer de terminal utilisateur ou de technologie
d’accès sans entraîner de coupure au niveau de la connexion du réseau. Cependant, une continuité
de la connexion au réseau n’entraîne pas forcément une continuité de la consommation des services
numériques qui peupleront ces réseaux. En effet, les caractéristiques et la qualité de service qui sont ap-
pliquées sur les différents réseaux traversés ne sont pas homogènes, cela entraîne donc des perturbations
sur la fourniture du service. Dans ces conditions, il devient indispensable d’adapter, automatiquement
et tout au long de la session, le service numérique à ses conditions d’exploitation.
L’objectif de cette thèse est d’apporter une réponse à cette problématique d’adaptation automa-
tique et dynamique des services numériques au sein des réseaux du futur. Pour cela, notre contribution
s’articule autour d’un intergiciel qui prend en charge les fonctions de gestion du contexte pour les ser-
vices numériques ; ceci pour permettre l’émergence de services numériques sensibles au contexte dans
les réseaux du futur.
Dans nos travaux, nous définissons un service numérique sensible au contexte comme un service
numérique qui propose plusieurs modalités d’exécution et qui s’adapte à son environnement de consom-
mation. Chaque modalité correspond à une ou plusieurs situations d’usage. L’intergiciel, au cours de
l’exécution d’une session d’un tel service, collecte les données sur l’environnement pour déduire la
situation d’usage et proposer la modalité d’exécution la plus performante dans cette session. Une
situation d’usage est caractérisée par des paramètres informatiques, notamment la performance du
terminal utilisateur et du réseau d’accès. L’originalité de ces travaux dans les NGN se situe dans le
modèle de conception pour des services numériques sensibles au contexte où l’on découple la logique
métier du service numérique de la logique de gestion du contexte. Plus spécifiquement nous définissons
la notion de signature de contexte, propre à chaque service numérique, qui permet d’identifier les situa-
tions d’usage du service numérique et accompagne l’intergiciel dans le choix de la modalité d’exécution
la plus performante. Elle est liée au service numérique sensible au contexte dès sa conception. Lors
du déploiement du service dans le serveur d’applications, la signature de contexte est désolidarisée
de la logique métier et se voit insérée dans la base de connaissance de l’intergiciel. La signature fait
ainsi le lien entre l’intergiciel et le service numérique. Elle permet d’activer l’ensemble des fonctions de
traitement du contexte que nous avons modélisé sous la forme d’une chaîne de traitement du contexte.
Cette approche assure une séparation des deux logiques qui composent un service numérique sensible
au contexte. Les concepteurs de tels services peuvent alors se concentrer sur le développement de la
logique métier sans se soucier des fonctions de gestion du contexte.
La mise en oeuvre de ces travaux s’articule autour des technologies du web sémantique pour la
réalisation du mécanisme de décision d’adaptation des services numériques. Le modèle proposé dans
cette thèse a été mis en place dans un serveur d’application J2E Mobicents. Pour évaluer ce travail,
nous avons mis en place un environnement NGN complet au sein de la plateforme EUROP et y avons
inséré notre proposition.
