Abstract-In this paper, we present a method to generate novel realistic 3D face model using a model trained from real 3D face data. 3D face samples are an important data platform for model training, algorithm design. Subject to the constraint of acquisition technology, sizes of current 3D face databases are relatively small and insufficient. The presented method is used to solve this problem. First real 3D face data are collected as training sample and a parametric global model is learned based on them. Then a local model is established based on surface quilting. We use the global model to build a novel coarse face model. Then, we condition the local model with the global model. With appropriate choices of local and global models it is possible to reliably generate novel realistic 3D face data that do not correspond to any individual in the training data. Finally we apply our model to face recognition to examine the meaning of our work.
INTRODUCTION
Face recognition has been one of the most challenging topics in both pattern recognition and computer vision. Because of its non-intrusive nature and potential to identify individuals at a distance without subject cooperation, face recognition has been integrated into many applications.
In the past several decades, most of the research works are based on the 2D intensity or color images. The two mainly exploited face recognition approaches are geometric feature-based approaches [1] and appearancebased methods [2] . Geometric feature-based methods extract the relative position and other parameters of distinctive facial features as features for the recognition purpose. The appearance-based methods directly manipulate on the gray level values of the facial image pixels and employ statistical tools to extract features for subsequent classification. 2D face recognition techniques using ideas from 2D image analysis are inherently limited by variability in imaging factors such as illumination and pose. It appears that 2D face recognition techniques are influenced by variations of pose, expressions, and illuminations variation.
Compared with 2D facial image, 3D face sample can provide more cues for recognition such as spatial information and pose parameters which are inherent property of human faces and are robust to uncontrollable environment, where the appearance of 2D image can be affected largely. Using the 3D information for face recognition is promising to overcome the difficulties of image-based face recognition approaches and has potential possibility to improve the performance of recognition system. Therefore, the commonly accepted claim about face recognition is that 3D is superior to 3D. Recently, with the development of 3D acquisition technology, 3D face recognition has attracted more and more interest and a great deal of research effort has devoted to this topic. 3D face recognition is trying to interpret the 3D sensing capability of the human perception system. Because of the difference between 3D face and 2D facial image, 3D face data acquiring, 3D face representing, 3D face modeling, 3D face feature extraction and 3D face recognition need to be discussed/researched further [3] , [4] , and [5] . Some earlier research on curvature analysis has been proposed for face recognition, which can characterize delicate features [6] .Chua et al. [7] use Gaussian distribution to extract rigid parts of facial surface for matching. They recognize 3D face using a local descriptor, named Point Signature, combined with voting method. Beumier et al. [8] propose two methods for 3D face recognition using central/lateral profiles to compare two instances. Bronstein et al. [9] assume that the facial surface in the presence of expression is an isometric surface which is not stretched by expressions. All 3D facial models are transformed into a canonical form for recognition, which is invariant to the isometric deformation. Chang et al. [10] use principal component analysis (PCA) on both 2D intensity images and 3D depth images, and fuse 2D and 3D results to obtain the final performance. Their results show that appearance based methods such as PCA can also give a good performance for 3D face recognition. Blanz et al. [11] present a method for face recognition across large changes in viewpoint. It is based on a Morphable Model of 3D faces that represented face-specific information extracted from a dataset of 3D scans. For the non-frontal face recognition in 2D still images, the Morphable Model is used to estimate the 3D shape of novel faces from the non-frontal input images, and generate the frontal views. Lee et al. [12] present a technique to generate an illumination subspace for arbitrary 3D faces based on the statistics of measured illuminations under variable lighting conditions from many subjects. A bilinear model based on the higher-order singular value decomposition is used to create a compact illumination subspace given arbitrary shape parameters from a parametric 3D face model and reconstruct a shape-specific illumination subspace from a single photograph. The reconstructed illumination subspace is applied to various face recognition systems. William et al. [13] present a novel shape-from-shading algorithm used for illumination insensitive face recognition. The algorithm uses principal geodesic analysis to model the variation in surface orientation across a face and is used to recover accurate facial shape and albedo from real world images. The recovered shape information is used to generate illumination normalized prototype images on which recognition can be performed. Zhang et al. [14] propose a novel method for face recognition under arbitrary unknown lighting by using spherical harmonics illumination representation based on the result that the set of images of a convex Lambertian object obtained under a wide variety of lighting conditions could be approximated accurately by a low dimensional linear subspace. The statistical models are built directly in 3D spaces by combining the spherical harmonic illumination representation and a 3D morphable model of human faces to recover basis images from images across both poses and illuminations for face recognition.
According to the above analysis, we can easily found that all these works have a very great dependence on training data. However subject to constrain of acquisition technology, data size in current face database are relative small and can not satisfy the research demands. It is necessary to collect a well-distributed training set to ensure the algorithm's accuracy and robustness. Since the 3D cameras are not as common as 2D cameras, it is expensive to build a public 3D face database, which brings the difficulty to validate the proposed methods in a uniform platform. Compared with great deal of efforts on algorithm design, very litter attention has been paid to the optimal use of training set. In this paper we present a novel 3D modeling way for generating new novel 3D face based on surface quilting which can expanding the coverage of existing data. Except that, synthesis of novel faces has many applications including creating criminal models, expanding data coverage. Since our method is based surface quilting, it can generate new samples that are both realistic and novel. We demonstrate that our model can generate completely novel faces. Remainder of the paper is organized as follows: Section 2 presents some related work. The normalization procedure is introduced in the following section. In section 4, we introduce the detail of modeling way. Experimental results are outlined in section 5. Conclusions are presented in section 6.
II. RELATED WORK
Because of the important application value of 3D face sample, lots of institutes established their own 3D face database. At present, there exist some published 3D face databases for different experimentation purpose: robust face recognition, face modeling. The CMU's FIA [16] was built based on multi-angle 3D geometry information, including 180 3D data. The 3D-RAM [17] is built based on structured light. It contains 120 individuals. The GavabDB [18] contains 427 3D face samples corresponding to 61 persons (45 male and 16 female), and there are 7 different instances for each person. Each sample is obtained by Minolta VI-700-digital converter and represented by a 3D mesh surface. There are systematic variations over the pose and facial expression for every person. In the UOY 3D face database [19] , all of the samples correspond to 97 individuals. It contains 10 captures for each individual including different poses. However, only two of these samples present face expressions (happiness and frown), and one presents face occlusion. The XM2VTS database [20] is a large multimodal database supported by European ACTS projects' Multi Modal Verification for Tele services and Security applications. It includes lots of face images, face videos and 3D face data corresponding to 295 persons. These samples were generated by using an active stereo system and were recorded in VRML format. However, this is a commercial database. Several years ago, our team built a large-scale Chinese 3D face database BJUT 3D face Database [21] .It is the largest Chinese 3D face database in china. The samples used in this paper are selected from this database.
According to above presentation, we find that number of the samples in these 3D face databases can not satisfy the needs for model training. For LDA face recognition algorithm, it is a fundament ional to collect a welldistributed training set face samples for projection matrix establishment. If the account of samples is too few, inverse of between-class scatter matrix may become singular matrix which means we can not establish LDA classifier based on these samples. To solve the problem, we proposed a framework for generating new faces based on resampling. Resampling is one of basic issues in statistics. The theoretical foundations of resampling techniques are presented in [22] . We can generate a subset from existing samples according to this way. At present, the most popular resampling methods are jackknife [23] , bagging [24] , and arcing [25] . The jackknife is superior for small datasets. The basic idea of jackknife is randomly selecting one sample for testing and the other for training classifier. This procedure is carried out n times for a set. Bagging generates several training sets from an original training set and then trains a component classifier from each of those training sets. In contrast, arcing is to adaptively resample so that the sample weights during the resampling are increased for those who often be misclassified. In the field of face recognition and face detection, Sung and Poggio [26] proposed the bootstrap to obtain more non-face examples during training. Lu and Jain [27] utilized resampling techniques to generate several sample subsets from the original training set. Kirby and Siroyich [28] used the Karhunen-Loeve reconstructed method to build face sample. Tore [29] presented a different face image synthesize way to generate new face images with different accessories by combining different accessories with normal face image. Both of them have not changed the sample's identity information. In 2004 ChenJie [30] use the way of exchange some organ's region of the face image to synthesis new face image, In 2007 Umar Mohammed [31] use texture quilting method to get a virtual 2D facial sample. Inspired by these works, we propose a new way for generating multi new samples base on existing samples.
At present, there is a large body of literature concerning 3D face modeling which can be categorized into three types based on parametrical model, based on generic model deformation and based on 3D morphable model. In the method of parametrical model, people use parametrical method to build a 3D face model. Compare with the former way, it is easy to implement and has a better result. The most difficulty is feature detection which is also a difficult work in computer vision field. By far the most successful approach is morphable model [15] . Matching the model to given facial images, even a single image, realistic 3D face model of the person can be synthesized automatically by adjusting combination parameters of prototypic faces. The method based on the morphable model is automatic and has good results. However, all these works are aimed to reconstruct 3D face information based on 2D input image. Reconstruct 3D information from 2D image is ill-problem and the result are usually unrealistic. In this paper we want to generate novel samples which dose not existing in real world. This work is mainly inspired by the strands work in image quilting. Given a small sample of texture, a large and naturally new texture can be generated. These methods synthesize novel textures by pasting pixel, patches or regions derived from the original sample into the new image such that they are in local agreement. In contrast to their methods, we build a novel model through 3D surface quilting which are sampled from real 3D face data in correspond position. In order to keep the over consistence we build a global parametric model based on which a coarse model can be generated. The coarse model is not good at detail. The detail information is added by substituted each patch with patches which are derived from real data. In order to keep consistence of these, we propose a deformation method for surface stitching. Based on the proposed method a novel reality 3D face data can be generated.
III. 3D FACE REGULATION
To perform the modeling work, we need a set of prototypical 3D face samples derived from existing database. These samples employed in this paper are derived from BJUT-3D face database [32] . This database is composed of over 500 3D faces ranging in age from 16 to 49 years. Half of them are male and the other is female. Each data in this database contains 125601 vertices and 240000 triangle patches. All faces were without makeup, accessories, and facial hair. To ensure the consistency of 3D face samples, we need to transform these samples into a unified coordinate system. The upward direction is z-axis and oriented direction is y-axis. Due to the differences between samples, all selected ones need to be aligned. For example, the arrangement of points has nothing to do with human facial feature and it is difficult to represent them in unified way. Face regulation is representing face data in form of vector. The regulated face data have dense correspondence which is establish point to point correspondence between different samples in terms of facial feature. After regulation, all these samples have dense corresponding. Given a nasal tip point on one sample, point on other samples can be located in terms of the dense correspondence.
Actually, it is very difficult to establish dense correspondence on 3D data. Due to characteristic difference between people, geometry information of 3D face data between samples has a large difference. Besides that the texture information should also be taken into account. Since the acquired data through cylinder scanning, we expanded the 3D face into 2D manifold. With the help of the correspondence on 2D image, we can easily established 3D correspondence on 3D data. In order to facilitate the operation, we divide face model in to 122 patches in terms of the facial organ distribution. Each classic organ can be covered by finite patches. If we want to locate an organ, we can use the patch information to do the location work. Then the virtual faces can be generated patch by patch. 
IV. SURFACE QUILTING
In the process of image quilting the first step is to extract all possible patches of a given size from the input texture to form a 'patch library'. The synthesized image will consist of a regular grid of these library patches such that each overlaps its neighbors by a few pixels. It starts from top-left of this grid to the bottom-right. At each position, a library patch is chosen such that it is visually consistent with the patches that have previously been placed above and to the left. The new patches can then be blended together using a variety of techniques.
We adapt the image quilting way to face model. First very face samples have been divided into 122 patches according former section. These patches have dense correspond between samples. In each patch location, we build its own patch libraries which are used to provide patch database for sample selection. In this paper, the novel face is generated by randomly picked out a patch in each location's database and stitch them together. To ensure the consistency between patches, we do the work by the order of selection from top-left to bottom. For each current position, the candidate patches should ensure visual consistency with exiting neighbors. The first patch is randomly chosen. This randomness prevents the algorithm repeating one of the samples in the database.
3D face sample consists of two parts information: geometry and texture. So the quilting work for each patch involves two works: shape stitching and texture stitching. To convenient the operation, we bind the texture information to the point. The geometry information and texture information are attached to the point. So we can directly swap them. Because of the big difference in pose and scale between samples, we can not directly swap the corresponding patch. In order to generate qualified samples, we need to sew the new organ patch with the target face sample. The stitching work about shape and texture are performed separately.
Surface Stitching
The local model of novel face generating is to ensure the consistency between adjacent patches. For the geometry part of the 3D face, the current selected patch should consistency with existing one. This purpose can be achieved through surface deformation. The object is to find an interpolation way which can transform the corresponding boundary points between current patch and its neighbors into a same position. The other points move according to these boundary points. This work can be implementing through surface deformation. Currently the most popular deformation methods can be divided into two types: the global interpolation way and gradient domain based techniques which operate directly on the gradient field of a surface.
TPS was presented by Duchon in 1976 [33] . It can transform the shape of surface non-rigid in the sense of minimum integral bending energy. It represents a natural parametric generalization from rigid to mild non rigid deformations. 
Given a piecewise constant vector field w, which has constant value in each triangle of G, the discrete divergence of w at vertex i v is defined as:
where t A denotes the area of triangle t . Therefore, the discrete Laplacian operator on domain mesh G is
where j α and j β are the two angles opposite to the edge ( )
Finally, the discrete Poisson equation is expressed as
with specified boundary conditions, the above equation can be reformulated as a sparse linear system
Ax b =
where the unknown vector x represents coordinates to be reconstructed. The coefficient matrix A is determined by Eq. (4) and depends on mesh G. The vector b corresponds to known vector field as well as the boundary conditions. The fundamental of this algorithm is a Poisson shape interpolator. As a differential property, the gradient can be modified locally, which allows the local analysis and interpolation to be carried out in a more canonical way. However it has less global constraint. To generate a good stitching result, we combine these two methods. First we use TPS get a roughly surface deformation. Because of its global deformation characteristic, points on the boundary may have some distortion. Then we use the Poisson system them to spread the discrepancy along the boundary.
In this paper, overlapped points on the boundary are regarded as the control points.
The interpolation function is learned from the movements of the boundary points. To facilitate the description, the notations are illustrated in Fig. 6 : Let F S , a closet patch of 3D face, be the new face organ of the 3D face sample, and let T be the target 3D face sample. Let S ∂ be the boundary of new face organ patch. Although they are consistency between adjacency patches, the appearance seems unrealistic. The stitching method only considers the local consistency and pays little attention to global consistency. As we can see from Fig 7 , these faces are asymmetry and their eyes are different. To solve this problem we must ensure that the later patches are consistent with the previously pasted ones. In order to solve this problem, we build a global model as the global constraint and enforce the local consistency comply with global model.
Texture Stitching
Here, we present a 3D texture stitching method based on differential coordinates for face model. This method is constructed based on differential coordinates and can solve the stitching problem for texture elements on geometry surface. It thoroughly considers the characteristic of the texture and the correlation between texture elements and surface geometry. First, to describe the correlation of texture elements between points, we devise a new differential operator which can reflect the interrelation between texture elements and surface geometry. Then an interpolation framework is proposed based on PDE. Because of the unsatisfactory interpolation result, a guidance vector is introduced into the minimization problem.
Purpose of texture stitching is to merge different texture patches at the boundary and keep their local structure at the same time. Traditional stitching methods are to construct a harmonic interplant that smoothly spreads the discrepancy along the boundary to the entire source patch. The key point of harmonic interplant is to find an appropriate operator which can fully represent local structure information of texture elements. However, compare with a great deal of efforts on image stitching, few of them pay attention to the field 3D texture stitching. For the pixel based editing situation, the structure information is computed according to the diversity information on each point. But the adjacency relationship in geometry surface is totally different from the 2D image. The number of adjoin point are not fixed and the geometry characteristic varies from each other. The new operator should consider all the factors at the same time. Inspired by the Yaron's [34] work, we proposed a operator based on differential coordinates. The differential coordinates can represent the details and are defined by a linear transformation of the mesh vertices. The simplest form of differential coordinates is Laplacian coordinates. The powerful properties of Laplacian coordinates for mesh representation have been exploited in various ways. it can effectively used for morphing and free-form modeling and would be more suitable to constrain under a global deformation of the mesh. On the geometry surface, different points have different normal and the distance between each other are not same. All these difference will have impact on the distribution of texture elements on it. After thoroughly analysis based on statistical, we found that the similarity of texture information between points is high when the normal discrepancy and distance between them are all small. On the contrary, the similarity decreases either the normal discrepancy become wide of distance long. According to above analysis, we design the new operator. 
where i δ is used to describe the texture structure on geometry surface.
D is defined as differential representation of the geometry texture.
In this section we explain in detail how differential operator can be used to perform seamless 3D texture stitching. To stitch two texture patches, the stitching criteria should be constructed in advance. Usually we stitch two patches by changing both of their boundary values. However, it is too complex and unstable to change both of them at the same time. In this paper, we set one of them as target patch and other as source patch. In that case, the complex stitching work is change to transform source patch so that these two patches can be seamless stitched.
To merge source texture patch with the target patch, we should let the boundary texture value of source patch agree with the target patch. Since we have defined the new operator, discrepancy of texture elements are spread accord to this new operator. Let patch. According to the above equations, we can get a harmonic interpolation which cans seamless stitch the source patch onto target patch. This equation is solved in the least-squares sense. Except that the source patch can also keep its local structure.
Global Model
The global parametric model describes face data we used is 3D morphable model. This model is similar to principal component analysis, but is fully probabilistic.
To construct the morphable model, prototypic 3D faces are acquired firstly. The morphable model is a type of linear model, thus the prototypes must be aligned to have operation of linear combination. Intuitively the linear operation of faces is based on the operation of their points. The linear operation of faces is implemented by the operation of the corresponding points. Every prototypic face can be represented by a shape vector and a texture vector in format: 1  1  1  2  2  2  3  1  1  1  2  2  2 , , , , , , , , , 13 , , , , , , , , , From these shape vectors, a novel face will be represented by linear combination operation of these faces as follows: The sample generated by this model is coarse and not good at local detail which is a coarse model. But it can provide a global constrain for face modeling. Based on this coarse model, we refine it patch by patch through replace the patch on coarse model with the corresponding one derived from the real sample model. Because these patches are derived from real sample, so the refined model must have enough detail information and stratify face topological at the same time.
V. EXPERIMENTS
In Sections 4, we presented two 3D face modeling methods with complementary properties. In this section we combine them together to generate more realistic sample. First, a coarse sample is generated by morphable model. Because morphable model is a linear model, the generated one has less detail information. To add detail information, we then synthesize a model using the local model method that is consistent with this global model. In probabilistic terms, we condition the local model on the result of the global parametric model. In practice this conditioning is implemented as follows. As before, patches are chosen such that they are visually consistent with the patches above and left. However, we also require visual consistency with the results of the global model. Patch choice is now determined using a weighted sum of these two constraints. In order to seamless stitch the new patches with coarse model; we use non-rigid transformation method as stitching way. At last, the new novel 3D faces are generated by our proposed method. The experiment results are shown in Fig. 9 .
From Fig. 9 , we can see that the generated faces results have more characteristic feature and topological structure meets face structure demanding. In order to completely examine the novel face, we display them in three directions. Compare with Fig. 7 , we can find that topological structure of the generated model are guaranteed by consistency constrain. As we can see, eyes of the generated model are not the same as random generated one which have obvious difference. The consistency between candidate patch and coarse model are calculated according to the error difference between the two corresponding patches. Because the scale and shape differences can be directly reflect on the patch area, the proposed similarity calculation tool is more effective. If two patches are not the same, their area must not the same. Besides that the difference computing are based on feature corresponding which are established according to section 3, the situation that two different organ have the same area can be avoid.
To evaluate the performance of the proposed method in data expanding, we compare face recognition rates based on Principal component analysis (PCA) trained on different training sets. Once we start the recognition work, the PCA-basis should be trained based on a training set at first. Then all samples in the gallery and probe are projected into the basis to obtain their projection parameters. To identify one sample in probe set, one should the compare its parameter vector with all samples' parameter vector in gallery set. In this paper, the match metric we used for face recognition is the Euclidean Distance between parameter vectors. The closest one in gallery set is the recognition result. Typically, a basis built on a good training set will have a strong express ability and the good training set usually have more samples and wider data coverage.
For our experiment, these samples used in this paper are also derived from BJUT-3D face database. 420 individuals are used in our experiments, and each has two neutral samples. All the samples are normalized by the method mentioned in Section3. The same gallery and probe set are used in each experiment. Here the first training set is derived from the original sample set. The other training sets are derived from different generation population. Each generation roughly contains more 420 individuals than ancient one. Different basis are then trained on these different sample set. The face recognition work is carried out several times based on different basis. Table 1 show the verification rates based on different basis. One can find that we obtain a recognition rate of 78.25% using a basis trained on the initial samples set and the rate gradually grows up with the increasing of sample num. Obviously, the performance of a basis trained on child generation set is better than trained on its former one. We believed that this performance is result from the optimization of training samples.
VI. CONCLUSION AND FUTURE WORK
In this paper, we present a novel modeling method which can have us get novel 3D face model and these novel face model don't like any of the real sample model in the database. This can greatly help us to expanding our 3D face database and propose a new 3D face model way which can be used in 3D face recognition in the feature. The shortcoming of our method is on patch stitching. To assure the new patch can be seamless merge with coarse face model, it must be rotation and transformed. From the experiment result, we can see that it can only assure the internal consistency but have bad result on the edge. In the future, we will pay more attention on improving the way of patch stitching.
