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Chapter 1
Introduction
Liquid-liquid extraction processes are of widespread use in chemical engineering and
have their most important application in cleaning procedures where contaminants
in a bulk, valuable fluid component (donator phase) are being removed by bringing
it into contact with a second, disperse phase (acceptor phase). Ideally, donator and
acceptor phase are immiscible, while the contaminant (transfer phase) is soluble in
both fluids. In order to provide maximum transfer within a given amount of time, a
large concentration difference of the contaminant and a large interface area between
the two main phases are desired. This is often realized by dispersing the acceptor
phase into a swarm of droplets and allowing it to pass through the continuous phase
exploiting the density differences between phases.
It is a well-known fact that the efficiency of mass transfer between the two phases
is determined by convective transport made possible through circulation occurring
both inside and outside of the droplets. Mass-transfer can be, in fact, substan-
tially faster than would be expected from pure diffusive transport across the drop
interface. Mass transfer rates are underestimated by orders of magnitude by the
analytical solution of Kronig and Brink [Kro1], but also by 2D-axisymmetric CFD
simulations for non-deformable droplets with an ideally mobile interfacial region,
which do not make use of approximated solutions of the Navier Stokes equations
[Wah1, Gro1]. Modelling mass-transfer, however, depends on a precise knowledge
of the fluid dynamics inside the drop, which in turn can be understood theoretically
only by taking into account sufficiently detailed models of the boundary layer prop-
erties. The single-droplet behaviour, which needs to be understood as a basis for the
extraction-column design, is determined by mass transfer and sedimentation, which
take place simultaneously and influence each other. Although in the past, several
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theoretical, numerical and experimental investigations on single droplets have been
carried out, sedimentation velocities and mass-transfer rates cannot be predicted a
priori; experimental data can only be matched by additional empirical parameters.
The only experimental evidence for fluid dynamics is usually delivered from integral
measurements of the mass transfer in an extraction column or in single-drop cells
[Hen1, Hen2]. Although particle tracer methods have been used to visualize the flow
pattern in drops directly [Sav1, Dav1, Cli1] (Figure 1.1), these are limited in their
applicability with respect to resolution and dimensionality, frequently monitoring
only motion in suitable sections within the drop. Furthermore, they represent an
invasive technique which can compromise the validity of the results derived about
the fluid flow field. For instance, it is known that the fluid dynamics of the drop can
be very sensitive to small concentrations of impurities in the system which tend to
accumulate at the interface.
Figure 1.1: Visualization of internal circulation in a levitated drop using tracer particles
[Dav1].
Pulsed field gradient (PFG) NMR appears to be an exceptionally suitable tech-
nique for non-invasively monitoring the drop’s internal fluid dynamics and its change
with time. In the recent literature, the versatility of velocity encoded imaging and its
applicability to model systems and problems from the field of chemical engineering
have been demonstrated. Methods based on conventional imaging are often pro-
hibitively slow to achieve sufficient spatial resolution in a reasonable experimental
time which is required to monitor processes that are potentially instationary (see the
compilation about flow NMR in [Fuk1]). Therefore, several attempts have been made
to combine multi-pulse and/or multi-acquisition imaging techniques with velocity
encoding modules. While a long lifetime of the signal and a comparatively slow
3motion favour repeated refocusing as achieved by turbo spin echo/RARE [Hen3]
or EPI [Man1], gradient-recalled echo techniques following small flip angles as in
FLASH [Haa1] appear more appropriate if the signal lifetime is short. Sederman et
al. [See1] have demonstrated the feasibility of fast imaging in combination with ve-
locity encoding to visualize transient phenomena and to determine spatially resolved
velocity autocorrelation functions. However, their spatial resolution was optimised
to fit the comparatively large size of the sample under study. Several more recent
approaches to systems of different requirements have tackled the problem of combin-
ing high-resolution velocity measurements with fast imaging techniques [Han1, Kla1,
Mai1, Man2, New1, Ove1, Rok1, Sch1]. In [Han2], velocities inside a small (3.5 mm)
falling water drop were visualized, but with rather long experimental times due to
the need to accumulate the desired information from a sufficient by large number of
free falling individual drops.
In the present study, fast NMR imaging techniques are combined with velocity
encoding in order to generate statistical and imaging information about the internal
dynamics of single levitated drops inside a continuous liquid. These drops were kept
in place by adjusting the counter current of the continuous phase in a suitably shaped
device that is located inside the magnet bore, and circulation patterns as shown in
Figure 1.2 are expected under these conditions. Drops of typically 2 to 4 mm in
diameter held in this set-up had to be imaged with sufficient spatial resolution.
The internal dynamics of the drops can generally be divided into different regimes.
While small droplets sediment like rigid spheres, larger droplets feature pronounced
internal dynamics [Ama1], where the limit is set by the Bond Criterion (see sketch
in Fig.1.3). It was one purpose of this study to discuss these limiting cases, which
requires the determination of either very small or very large velocities in an otherwise
identical geometry. The fact that the drops did not move as a whole allowed the
application of multiple acquisition techniques, being compromised only by the need
to allow full relaxation of the spin system by introducing sufficient delays in between
signal encodings.
Empirical estimates do exist for predicting the dynamic properties of drops, but
do require ideal systems of sufficient purity. In reality, the transition is smooth and
the precise properties of the boundary are not known in detail [Ama2]. In order to
discuss clearly distinct cases, two types of liquids were used as the disperse phase,
namely a low-molecular weight silicone oil (octamethylcyclotetrasiloxane, OMCTS)
and toluene. Small (2 mm) OMCTS drops and large (4 mm) toluene drops were
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Figure 1.2: Idealization of the problem described. The conical measurement cell is filled
with a continuous phase flowing from top to bottom. Under these conditions, and when the drop
levitates (sum of forces vanishes) vortex patterns in the vertical plane are expected as shown here.
generated in order to compare the limiting conditions of rigid and mobile drop inter-
faces. Figure 1.4 shows simulated velocity fields for a pure system of two immiscible
liquids under similar conditions than the studied here [Gro3].
The basic theory behind the fluid dynamics that governs the drop behaviour
is described in Chapter 2. A general introduction to the Navies-Stokes equation
(Section 2.1) and the Bond Criterion (Section 2.2) is outlined and an introduction
to the levitated drop problem is given.
The varying ranges of velocities encountered with these systems made necessary
the application of different PFG techniques [Ama1, Ama3]. A brief comment about
the available pulse sequences to acquire fast NMR images (Section 3.1) as well as
a detailed description of the velocity imaging techniques and chemical selection is
discussed in Section 3.2 in general and in Section 4.2 in particular for the case of
study.
Performing these experiments is a challenging issue from the simple generation of
the drops and choice of the phase system (Section 4.1) up to the NMR experiments
as well (Section 4.2). The entire Chapter 4 is dedicated to describe every part of
5Figure 1.3: Sketch of the Bond Criterion. For a critical diameter db, that depends on the
system chosen and the purity of the system, two regimes can be distinguished. While below the
critical diameter rigid drops with no internal circulation are expected, above it fully mobile surfaces
and vortex patterns are to be found. When impurities are present in the system, mixed surfaces
are predicted.
this apparatus as well as all the preliminary experimental steps related with the
experiments like reproducibility, choice of the system (Section 4.1.2) and the drop
formation itself (Section 4.4). In Section 4.3, stability tests by means of spin-density
imaging of the drop are presented and also the pre-saturation of all the phases
involved in the experiment and the implications of the solubility between phases is
discussed.
Results and discussions about the feasibility and accuracy of the technique and
the importance of impurities and symmetric conditions are presented along Chapter
5. The discussion is divided in two main parts: Section 5.1, for System I (OMCTS)
and Section 5.2, for System II (Toluene). Since System II, with its mobile surface
and internal velocities, presents a wide field of investigation, different studies under
several experimental conditions were performed and introduced. A discussion of
the velocity distribution in terms of statistical measures as well as velocity maps
in different spatial directions for both limit cases as well as for all the examples
of partially rigid surfaces in clean and doped systems under symmetric (Section
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Figure 1.4: Simulation results for the velocity fields inside and outside levitated drops immerse
in a liquid flowing phase. The simulation tool (DROPS) was developed by the RWTH- Aachen
(Germany) as part of the project “Model-based Experimental Analysis of Kinetic Phenomena in
Fluid Multi-phase Reactive Systems” [Gro3].
5.2.1) and asymmetric conditions (Section 5.2.4) is presented. It will be shown
how impurities play an important role in the drop behaviour, restricting the drop
mobility and velocity magnitudes over time (Section 5.2.2) and for different size
drops (Section 5.2.3). Finally, conclusions and outlook are presented in Chapter 6.
Chapter 2
Fluid Dynamics of Drops
Because the sphere is the simplest three-dimensional shape, mass transfer and fluid
dynamics problems related to a sphere have been the subject of study for years.
These problems belong to the class of the most fundamental subjects in fluid dynam-
ics, and heat/mass transfer have attracted the attention of many mathematicians,
physicists and engineers. They are also subjects that have numerous practical appli-
cations including combustion and propulsion, chemical reactions, catalysis, mixing
and separation, boiling and condensation, environmental sedimentation, and bio-
logical flow processes. The transport of momentum, heat, and mass is of primary
interest in all these processes. For this reason, calculations are frequently made
using the transport coefficients, drag coefficient, heat transfer coefficient, or mass
transfer coefficient, which emanate from theory or from experiments related to a
sphere.
It is worth mentioning that the subject of transient flow and heat/mass transfer
from spheres also finds applications in several cases where the shape of the particles,
bubbles or drops is not spherical, like for example in boiling processes where elon-
gated bubbles can be found, or spheroidal drops in high Reynolds number flow. In
these cases, it is common practice to treat the irregular drops in term of an “equiv-
alent diameter” and apply as a first approximation the theory and results that have
been derived for spheres. Bubbles and drops are still considered spherical when
the longitudinal and axial diameter are equal or differ by less than 10 %; when the
difference is bigger they are considered ellipsoidal (see Section 2.2).
The fundamental physical laws governing motion of and heat or mass transfer to
particles immersed in fluids are Newton’s second law, the principle of conservation
of mass, and the first law of thermodynamics. Applications of these laws to an
7
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infinitesimal element of material or to an infinitesimal control volume leads to the
Navier-Stokes, continuity, and energy equations. Exact analytical solutions to these
equations have been derived only under restricted conditions. More usually, it is
necessary to solve the equations numerically or to resort to approximate techniques
in which terms are omitted or modified in favour of those which are known to be
more important. In other cases, the governing equations can do no more than
suggest relevant dimensionless groups that can be correlated to experimental data.
Boundary conditions must also be specified carefully to solve equations and these
conditions are discussed below together with some of the equations themselves. The
aim of this Chapter is to introduce the nature of the problem, but not to solve it from
a mathematical point of view; only the most significant equation is shown (Navier-
Stokes equation) for illustration, while the analysis, assumptions, approximations,
and conclusions are fully described.
For the particular research presented in this thesis, a binary system composed of
a continuous and a disperse phase was used. No third component to be transferred
from one phase to the other was incorporated to the system. However, unavoidable
impurities, namely surface-active agents1, can be present in either of the phases, and
it is useful to have a knowledge of their behaviour in order to detect their presence
and effects.
2.1 The Navier Stokes equation
2.1.1 Historical Background
The attention to the hydrodynamic force acting on sphere inside an inviscid fluid
started with the work of Poisson [Poi1] almost 20 years before the publication of
what we now call “the Navier-Stokes equations”. Poisson solved the potential flow
equations around a sphere and determined that the transient force exerted by an
inviscid fluid on spherical object is equal to 1
2
mf
d
dt
(Vi − ui), where mf is the mass
of the fluid that has the same volume as the sphere and the term in parenthesis
is equal to the uniform velocity of the sphere with respect to the fluid. Therefore
Poisson correctly deduced that the coefficient of what we now call the “added mass
force” is equal to 1/2.
Stokes [Sto1, Sto2] was the first to analyse the motion of a rigid sphere in a
1Also called “surfactants” as a contraction for surface-active agents.
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viscous fluid. As the first application of the “Navier-Stokes equations”, he obtained
a solution for the steady-state flow around a sphere moving in an otherwise stagnant
viscous fluid and determined that it is equal to F = 6παmfV . The dimensionless
drag coefficient which results from this expression is now called “the Stokes drag
coefficient” or “Stokes’ law” and is equal to cD = 24/ReS, where ReS is what we
now call the “Reynolds number” of the sphere, based on the diameter 2α and the
relative velocity V of the sphere.
It must be pointed out that, in the case of a sphere present in a fluid, which is
itself in motion, there are two pertinent Reynolds numbers, based on the velocity
of the flow and on the relative velocity of the sphere. These two Reynolds numbers
are defined as follows:
Re =
2αρfU
μf
ReS =
2αρf |U − V |
μf
(2.1)
where suffixes “s” refer to “sphere” and “f” to “fluid”. In the following, when
no index is shown, Re always refers to the fluid. It is evident that Re > ReS.
The Reynolds number is of enormous importance in fluid mechanics and it can be
interpreted as an indication of the ratio of inertial to viscous forces. Two other
important quantities are worth to mention as well: the Eo¨tvo¨s and the Morton
numbers, given by Eo = 4gΔρα2/σ and by M = 4gμ4Δρ/ρ2σ3, respectively.
The first attempt to solve the full Navier-Stokes equations for a sphere was
made by Whitehead [Whi1], although unsuccessful, followed by Oseen [Ose1, Ose2]
decades later, and is not yet fully accomplished. Numerous studies had been made
since these trials (for more details please refer to [Mic1]), and it has become appar-
ent that the exact analytical expressions for the transient hydrodynamic force on a
sphere may only be obtained at low Reynolds numbers (ReS < 1) and that such solu-
tions at moderate to high ReS are impossible to obtain analytically. However, several
practical applications, and probably the vast majority of them, pertain to flows of
moderate to high ReS. For this reason, during the last few years, the attention has
been focused on numerical studies, which are very specific in their processes and
values of parameters, but give accurate and useful results under conditions the ana-
lytical studies cannot tackle. These also gave rise to a huge experimental progress,
since numerical studies require precise experimental input data as a starting point.
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2.1.2 Some results and approximations
Application of Newton’s second law of motion to an infinitesimal element of an
incompressible Newtonian fluid of density r and a constant viscosity , where gravity
is the only body force, leads to the Navier-Stokes equation of motion:
ρDu/Dt = ρg −Vp + μ∇2u (2.2)
The term on the left-hand side, arising from the product of mass and acceleration,
can be expanded using the expression for the substantial derivative operator:
D
Dt
=
∂
∂t
+ u · ∇ (2.3)
where the first term, called the local derivative, represents changes at a fixed point
in the fluid and the second term, the convective term, accounts for changes following
the motion of the fluid. The ρg term above is the gravity force acting on a unit
volume of the fluid. The final two terms in Eq. 2 represent the surface force on the
element of fluid. If the fluid were compressible, additional terms would appear and
the definition of p would require careful attention.
In the simplest incompressible flow problems under constant property conditions,
the velocity and pressure fields (u and p) are unknowns. In principle, Eq. 2 and the
overall continuity equation are sufficient for solving the problem with appropriate
boundary conditions. In practice, the solution is complicated by the non-linearity
of the Navier-Stokes equation, arising in the convective acceleration term u · ∇.
In order to solve the Navier-Stokes equations for the disperse and continuous
phases, relationships are required between the velocities on either side of an interface
between the two phases. The existence of an interface assures that the normal
velocity in each phase is equal at the interface. For a particle of constant shape
and size the normal velocity is zero relative to the axes fixed to the particle. The
condition on the tangential velocity at the interface is not as obvious as that in
the normal velocity, but still true provided that the fluid can be considered as a
continuum. This leads to the so-called “no-slip” condition.
For solid particles a sufficient set of boundary conditions is provided by the no slip
condition, the requirement of no flow across the particle surface, and the flow field at
large distance from the particle. For fluid particles, additional boundary conditions
are required since Navier-Stokes equations need to be applied simultaneously at
both phases. Two additional boundary conditions are provided by Newton’s third
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law, which requires that normal and shearing stresses be balanced at the interface
separating the two fluids.
The interface between two fluids is in reality a thin layer, typically a few molecu-
lar dimensions thick. The thickness is not well defined since physical properties vary
continuously from the values of one bulk phase to that of the other. In practice,
however, the interface is generally treated as if it were infinitesimally thin, i.e., as
if there were a sharp discontinuity between two bulk phases [Lev1]. Of special im-
portance is the surface or interfacial tension, σ, which is best viewed as the surface
free energy per unit area at constant temperature.
2.2 Bubbles and drops
One of the most important analytical solutions in the study of bubbles, drops, and
particles was predicted independently by Hadamard [Had1] and Rybczynski [Ryb1].
A fluid sphere is considered, with its interface assumed to be completely free from
surface-active contaminants, so that the interfacial tension is constant. It is assumed
that both Re and ReS are small so that the “creeping flow” approximation is valid
2.
Under these conditions, a solution of the Stokes’ stream function can be found. The
internal motion of the drop is that of Hill’s spherical vortex [Hil1]. Streamlines are
plotted in Fig. 2.1 for κ = 0 and κ = 2, where κ = μs/μ is the viscosity ratio.
Following this analysis it can also be concluded that bubbles and drops are spher-
ical when the creeping flow approximation is valid, and only deform from spherical
shape when inertial terms become significant. Moreover, it is not necessary for
surface tension forces to be predominant for a bubble or drop to be spherical.
Bubbles and drops in free rise or fall in infinite media under the influence of
gravity generally group under three categories: spherical, ellipsoidal and “spherical-
cap” or “ellipsoidal-cap”. Figure 2.2 shows the difference in shapes and boundaries
between these three principal shape regimes, as given by Grace et al [Gra1]. The
range of fluid properties and particle volumes covered by Fig. 2.2 is very broad.
Fig. 2.2 can be used to estimate terminal velocities as well as the shape regime,
although more accurate predictive correlations are usually available. It is noted
2By the term “creeping flow” it is generally understood that the sphere moves very slowly in
the fluid and that the viscous force effects dominate over the inertia effects in the flow and any
process that may occur in the flowing mixture. In general, the particle Reynolds number must be
very small for this type of flow, that is ReS << 1.
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Figure 2.1: Streamlines relative to an spherical fluid particle at low Re numbers:
Hadamard-Rybczynski solution [Cli1].
that s does not play an important role in determining terminal velocities and shape
regimes since it does not appear neither in Re nor Eo numbers. The role of μs
may be significant, however, for very pure (surfactant-free) systems or for large fluid
particles. As can be shown [Cli1], surface-active contaminants may cause marked
changes in internal circulation and drag for a bubble or drop, but the effect on shape
is negligible at low Reynolds numbers. Thus, if Reynolds numbers are very small,
drops remain spherical no matter how small the surface tension forces are.
The Hadamard-Rybczynski theory predicts that the terminal velocity of a fluid
sphere should be up to 50% higher than that of a rigid sphere of the same size and
density. However, it is commonly observed that small drops tend to obey Stoke’s
law rather than the corresponding Hadamard-Rybczynski result. Moreover, internal
circulation is essentially absent.
Bond and Newton [Bon1] found that small bubbles and drops followed Stoke’s
law for a while, with increasing diameter, there was a rather sharp increase in ve-
locity toward the Hadamard-Rybczynski value. They suggested that a circulating
particle requires energy locally to stretch interfacial area elements over the leading
hemisphere, while these shrink over the rear surface. It was hypothesized that this
process caused additional tangential stresses to retard the particle and that surface
tension played the dominant role in determining whether UT (terminal velocity) fol-
lowed the rigid or fluid sphere behaviour. They proposed that internal circulation
could only occur for Eo > 4. This has come known as the “Bond criterion”. Un-
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Figure 2.2: Shape regimes for bubbles and drops in unhindered gravitational mo-
tion through liquids [Cli1]
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Figure 2.3: Flow transitions for bubbles and drops in liquids (schematic) [Cli1].
fortunately, the Bond criterion is not always applicable, as shown in [Gar1, Gar2,
Gar3, Lin1].
The most reasonable explanation for the absence of internal circulation for small
drops was provided by Frumkin and Levich [Fru1, Lev1]. Surface-active substances
tend to accumulate at the interface between two fluids, thereby reducing the surface
tension. When a drop moves through a continuous medium, adsorbed surface-active
materials are swept to the rear, leaving the frontal region relatively uncontaminated.
The contaminated and immobile region is usually referred as “rigid cap”. The con-
centration gradient results in a tangential gradient of surface tension which in turn
causes a tangential stress, tending to retard surface motion. These gradients are
most pronounced for small bubbles or drops, in agreement with the tendency for
small fluid particles to be particularly subject to retardation. The surface contam-
ination theory implies that all bubbles and drops, no matter how small, will show
internal circulation if the system is sufficiently free of surface-active contaminants.
The flow and shape transitions for small to intermediate size bubbles and drops are
summarized in Fig. 2.3. In pure systems, bubbles and drops circulate freely, with
internal velocity decreasing with increasing k. With increasing size they deform to
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ellipsoids, finally oscillating in shape when Re exceeds a value of order 103 (as could
also be seen from Fig. 2.2). In contaminated systems spherical and non oscillating
ellipsoidal bubbles and drops are effectively rigid, but for Re > 200, wake shedding
and shape oscillations occur with associated motion of the internal fluid. In systems
of intermediate purity, small bubbles and drops are rigid but, with increasing size,
they become deformed and partially circulating. Circulation increases with increas-
ing size, and shape oscillations occur at Re > 200. The Reynolds number marking
the transition from rigid to circulating behaviour depends on the systems purity.
Internal circulation patterns have been observed experimentally for drops by ob-
serving striae caused by shearing of viscous solutions [Spe1] or by photographing
non-surface-active aluminium particles or dyes dispersed in the drop fluid [Gar2,
Gar3, Lin1]. A photograph of a fully circulating falling drop measured using this
technique is shown in Fig 2.4-a/b. Figure 2.4-b demonstrates that the internal
vortex for a falling drop is pushed forward, leaving a stagnant region at the rear
where the contaminant tends to accumulate. In Fig 2.4-c a similar experiment is
shown but measured non-invasively by Nuclear Magnetic Resonance Velocimetry
techniques [Han2]. Traces of surface-active contaminants may have a profound ef-
fect on the behaviour of drops and bubbles. Even though the amount of impurity
may be so small that there is no measurable change in the bulk fluid properties, a
contaminant can eliminate internal circulation, thereby significantly increasing the
drag and drastically reducing the overall mass- and heat-transfer rates. Systems
which exhibit high interfacial tensions, including common systems like air/water,
liquid metals/air, and aqueous liquids/non-polar liquids, are most subject to this
effect [Dav2, Lin1]. The measures required to purify the system and the precaution
needed to ensure no further contamination are so stringent that one must accept
the presence of surface-active contaminants in most systems of practical importance.
For this reason, the Hadamard-Rybczynski theory is not often obeyed in practice,
although it serves as an important limiting case.
Accounting for the influence of surface-active contaminants is complicated by the
fact that both the amount and nature of the impurity are important in determining
its effect [Gri1, Lin1, Ray1]. Contaminants with the greatest retarding effect are
those which are insoluble in either phase [Lin1] and those with high surface pressures
[Gri1]. A further complication is that drops may be relative free of surface-active
contaminants when they are first injected into the system, but the internal circu-
lation and the velocity of rise or fall decrease with time as contaminant molecules
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Figure 2.4: Examples of internal circulation measurements (a) in a water drop falling through
castor oil [Sav1]; (b) a drop of chlorobenzene falling through water [Dav1]; and in a water falling
drop through air [Han2]. (a) and (b) measured by tracer particles methods while (c) was measured
non invasively by NMR. In (b) a stagnant cap can be seen at top of the drop due to the surface
contamination that reduces the circulation at the rear of the drop.
accumulate at their interface [Gar3, Lin1, Rob1].
The first attempt to account for surface contamination in creeping flow of bub-
bles and drops was made by Frumkin and Levich [Fru1, Lev1] who assumed that
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the contaminant was soluble in the continuous phase and distributed over the inter-
face. Savic was the first to attempt an analysis by assuming that the contaminant
was strongly surface active and insoluble in both phases. He lead to an equation
relating the terminal velocity inside the drop to the angle excluded by the stagnant
cap (see Fig. 2.5). He also estimated cap angles from his photographs and the
resulting predictions showed good agreement with experimental terminal velocities.
By assuming that the surface tension on the surface of a fluid sphere varied from
the surfactant free value at the nose to zero at the rear, Savic also deduced a rela-
tionship between velocity and Eo¨tvo¨s number, that can be seen plotted in Figure
2.6 (in comparison to the previous predictions), which agrees qualitatively with the
experimental results of Bond and Newton.
Figure 2.5: Effect of the stagnant cap on the terminal velocity of a bubble or inviscid drop
[Cli1].
2.3 Contaminants and mass transfer
There are no solutions for transfer with the generality of the Hadamard-Rybczynski
solution for fluid motion. Only approximate solutions are available for this situation
with internal and external mass transfer resistances included. Surface contaminants
affect mass transfer via hydrodynamic and molecular effects, and it is convenient to
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Figure 2.6: Effect of surfactant on the terminal velocity of small bubbles and drops [Cli1].
consider these separately. Hydrodynamic effects include two phenomena which act
in opposition. In absence of mass transfer, contaminants decrease the mobility of
the interface as discussed previously in Section 2.2. In the presence of mass trans-
fer, however, motion at the interface may be enhanced through the action of local
surface tension gradients caused by small differences in concentration, temperature
or electrical properties along the interface. This enhancement of surface motion, is
often called the Marangoni effect [Scr1]. On the interface of quiescent fluids, interfa-
cial motions may take the form of ripples or of ordered cells [Cli1]. When the phases
are in relative motion, the interfacial disturbances usually take the form of localized
eruptions, often called “interfacial turbulence”. The shape of a drop moving under
the influence of gravity can be affected by interfacial motions: the drop may also
wobble and move sideways. Interfacial convection tends to increase the rate of mass
transfer relative to the rate expected in the absence of interfacial motion.
The molecular effects are interfacial resistances to mass transfer which may arise
from the interaction of surface contaminants with the species being transferred. The
magnitude of the interfacial resistance depends upon the nature of the transferring
substances and the contaminants. Here we assume that the contaminants cause no
additional resistance to transfer.
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The strong sensitivity of the system to added impurities have been shown. These
became an important motivation and starting point for finding and implementing
non-invasive measurement techniques for determining velocities and mass transfer
inside and outside drops.
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Chapter 3
Nuclear Magnetic Resonance
The nuclear magnetic resonance signal [Han3] was first successfully detected in late
1945 by Bloch and Purcell. It exploits the interaction of nuclei with magnetic fields
[Abr1, Ern1]. A strong magnetic field is applied to polarize the nuclear magnetic mo-
ments, time-dependent magnetic radio-frequency (rf) fields are used to stimulate the
spectroscopic response, and magnetic field-gradients are needed to obtain spatial res-
olution [Cal1, Bl1]. NMR imaging was first published in 1973 by Lauterbur [Lau1],
who reported the first reconstruction of a proton spin density map using NMR, and
in the same year, Mansfield and Grannel [Man3] independently demonstrated the
Fourier relationship between the spin density and the NMR signal acquired in a
presence of a magnetic field-gradient. Since this time, NMR imaging has become a
very important, and for some purposes unique, investigation tool.
3.1 NMR Imaging
The image and velocity information in an NMR experiment both rely on the same
principle of spatially dependent magnetic fields provided by pulsed field gradients
(PFGs). The Larmor frequency ω can generally be written as
ω(r) = |γ(B0 + gr)| (3.1)
where g is the first derivative of the z component of the magnetic field B with
respect to space, and B0 is the constant main field. This provides one possibility
to generate image information by acquiring the signal in the presence of a gradi-
ent so that the Fourier transform of the signal corresponds to the one-dimensional
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projection of the object onto the gradient axis, assuming that the intrinsic Larmor
frequency in the constant field, ω0 = |gγ(B0)|, is identical for all spins.
The second approach exploits the phase information which is acquired with the
complex NMR signal. Applying a pulsed gradient gphase for a duration d generates
a phase shift
ϕ(r) = (ω(r)− ω0)δ = 2πkr (3.2)
relative to a reference value, where the wave vector is defined as k = (2π)−1gphaseδ.
The total signal intensity S(k) (normalized by its value in the absence of a gradient)
can then be written as an integral over all spins in the sample,
S˜(k) =
∫
P (r) exp
[
i2π(kr)
]
dr (3.3)
Scanning k space allows the reconstruction of the spin-density function P (r)
following an Inverse Fourier Transformation. The scheme can be combined to obtain
three-dimensional images, and a wide range of techniques have been developed that
reduce the acquisition time of a full image considerably by either repeated refocusing
of the signal or sectioning of the magnetization. Different ways of scanning the k-
space are shown in Section 3.1.1
3.1.1 Scanning k-space
Different methods exist to read out the information obtained from the frequency
dependence relation of Eq. (1), all of which relying on pulsed NMR with subsequent
Fourier transformation of the time signal (a FID or an echo) into the frequency
domain [Sta1]. For 1D images of compounds with only one line in the spectrum,
the signal can be acquired in the presence of a read gradient, so that the resulting
spectrum directly reflects the projection of the sample onto the axis defined by
the gradient direction. This technique, often called “frequency encoding” allows
direct acquisition of a 1D profile within milliseconds. Nevertheless, the so-called
“phase encoding” method possesses higher flexibility when images in more than one
dimension are required. Applying a phase gradient pulse with a defined width δ and
amplitude g sometime during the pulse sequence, but outside the acquisition interval,
affects the magnetization in a way that it introduces a space dependent ω(r) for a
certain period δ during which the difference in frequencies leads to an accumulation
of phase shift between the groups of spins with identical behaviour. The phase
shift is given by Eq. (2). During the acquisition, the total signal of all the spins is
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obtained and in order to achieve the phase distribution, the gradient pulse (hence
the wave vector k) has to be varied in equidistant steps and the series of acquired
signals is Fourier transformed with respect to the gradient amplitude; therefore a 1D
profile of the sample is obtained. The reciprocal of the maximum kmax determines
the spatial resolution of the experiment, while the step width Δk = kmax/n restricts
the accessible field of view, fov, given by:
fov =
(n− 1)
2kmax
(3.4)
Many MR imaging sequences [Hen4] used nowadays are based on rectilinear k-
space sampling, i.e., the sampling points in k-space are placed on a rectangular
(and normally even square) grid. This reflects the ability to use a fast Fourier
transformation (FFT) for such a sampling strategy [Coo1]. Using the two means
to travel through k-space outlined previously (frequency and phase encoding), the
basic techniques for rectilinear sampling can be divided into spin-echo-based tech-
niques and gradient-echo-based techniques. In all rectilinear sampling techniques,
the gradient which is used during signal acquisition is commonly called the readout
gradient, whereas gradients used to bring the k-space trajectory to a certain starting
point before data acquisition are called phase-encoding gradients. A gradient echo is
formed using a reversal of the readout gradient [Fra1]. In conventional gradient-echo
imaging, only the refocusing part of the k-space trajectory is measured, whereas the
signal dephasing as well as phase encoding is performed prior to data acquisition
(see Figure 3.1). The experiment is repeated after the recovery time TR, for differ-
ent offsets of the phase-encoding gradient prior to each acquisition step. Using the
k-space formalism, it can be easily seen how gradient echo imaging can be general-
ized to a faster technique, using less excitation periods by sampling more than one
k-space line after each excitation. Repeating gradient reversal and the application
of a phase-encoding gradient can be used to read out several k-lines per acquisi-
tion with a concordant reduction in total imaging time. In the extreme case, all
k-space data can be read out following a single excitation. This is the well-known
single-shot, echo-planar imaging (EPI) sequence [Man4, Man5]. Despite the close
conceptual similarity between EPI and gradient echo techniques with respect to
their k-space trajectories, both types of sequences have vastly different imaging and
hardware implications. In order to reach a compromise between the more efficient
sampling of EPI and the much more benign artifact behaviour of gradient echoes,
segmented approaches have been developed. In these approaches, more than one
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excitation is used and several k-lines are sampled per excitation. Depending more
on the perspective of their creators than on anything else, such approaches are called
multi-echo gradient echo, multi-shot EPI, or segmented EPI.
Figure 3.1: Principle of phase encoding in a gradient-echo sequence. The sequence diagram
shows the excitation pulse and signals rf, the readout gradient GR, and the phase encoding gradient
GP . The pre-winding gradient A carries the k-space trajectory in the kx direction out of the
sampling area. Phase encoding with B causes an offset of the trajectory in the ky direction, where
signal from one k-line is readout under C. Data are acquired only during the last part (full line in
the trajectory), and signal during A and B is discarded (dotted line). The experiment is repeated
with different B until all k-lines have been acquired [Hen4].
In spin-echo techniques refocusing pulses are used in the construction of the
k-space trajectory. Conventional spin-echo techniques acquiring one k-line per exci-
tation are identical to gradient-echo techniques with respect to the k-space sampling
strategy used. In rapid acquisition relation enhanced imaging (RARE, e. g., turbo
spin echo and fast spin echo), multiple refocusing pulses are employed in order to
sample more than one and, in the extreme case, all k-lines per excitation [Hen3].
In order to suppress unwanted coherences, the k-space trajectory in RARE has to
be brought to the identical position at the time of application of each refocusing
pulse. This is achieved by using a phase-encoding rewinder after reading out each
k-line (Fig. 3.2). Conceptionally, RARE is very similar to EPI and the possibility to
build a spin-echo-based technique has already been mentioned in the original paper
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by Mansfield [Man4]. The spin-echo refocusing makes, however, a huge difference
with respect to the artifact behaviour. In addition, all phase changes caused by
chemical shift, susceptibility, etc., are refocused. The phase effects therefore do not
accumulate but re-start in each k-line just like in conventional spin-echo sequences.
Figure 3.2: Sequence diagram (left) and k-space trajectory for the rapid acquisition relation
enhanced imaging (RARE) sequence. The effect of the refocusing pulse (right) is indicated by the
dotted line. Before each refocusing pulse, the trajectory reaches the same point kR in k-space
[Hen4].
3.1.2 Selective imaging
Selective excitation involves applying an rf pulse which affects only a specific region
of the NMR frequency spectrum [Cal1]. By this means only nuclei of a certain
chemical shift may be disturbed or, when the spectral properties of the spins are
dominated by the spread of Larmor frequencies in the presence of a magnetic field
gradient, the selective rf pulse may be used to excite only those spins within some
specified layer of the sample. It is common to refer to these different uses as chemical
selection and slice selection, respectively.
Efficient and precise selective excitation is a vital component of most NMR
imaging techniques. The principle underlying the excitation of spins in a specified
region of the spectrum is as follows: the bandwidth of frequencies contained in an
excitation pulse is inversely proportional to the pulse duration. For example, if
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the 90◦ pulse has a duration T of the order of 1 ms, then only those spins with a
resonance frequency within approximately a 1 kHz bandwidth of the radio-frequency
will be stimulated in an appreciable manner. In normal NMR spectroscopy the
pulse duration is made sufficiently short so that the associated bandwidth covers
the chemical shifts of all spins of a given nuclear species.
The simplest form of a soft pulse is obtained by simply reducing the amplitude
and extending the duration of the usual rectangular time domain profile. The corre-
sponding frequency spectrum of this pulse is given by the Fourier transform, namely
the “sinc” function1. Clearly, the weak rectangular pulse suffers from having side
lobs, so that, while the majority of the excitation is close to the central frequency,
extensive excitation due to the lobes occurs over a wide bandwidth. One solution
is easily achieved in a single pulse by “softening” the edges of the rf pulse, for ex-
ample, by the use of Gaussian shaping in the time domain. Rectangular excitation
of the spins (frequency response of the rf pulse should have a rectangular profile) is
obtained by applying a sinc soft pulse in the time domain.
In this work, soft pulses with sinc shape are applied with and without the pres-
ence of a gradient. For slice selection imaging experiments, 180◦ soft pulses are
applied in presence of a gradient, while 90◦ soft pulses are applied preceding the
pulse sequence to select only one of the spectral lines of the studied compound to
avoid the overlapping of signal intensities due to the multilane spectra (see Sec-
tion 4.2.2 and Figure 4.13 for more detail about the particular use of this selection
technique).
3.2 NMR Velocimetry
Velocity v, or rather displacement R during an interval Δ, is encoded in much the
same way than described for imaging in Section 3.1, by applying a pair of gradient
pulses of opposite sign but identical area. This gradient pulse pair gives rise to a
phase shift ϕ(r) = 2πkr that is proportional to displacement and can be used for
individual encoding schemes as well as in combination with the mentioned imaging
sequences. In analogy to phase encoded imaging, the distribution function of veloc-
ities, P (v), can be reconstructed. More information about the pulse sequences and
some approximations used for this purpose are shown in Section 3.2.1.
1sinc(x) = sin(x)/x
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3.2.1 Propagator formalism
Intensity and phase of the signal after a pulse sequence including a single gradient
pulse G1, are related to the spin density p(r1) by Eq. (3). The spin density p(r1)
along the direction r1 can thus be obtained by stepping along the k1 axis followed by
a Fourier transformation with respect to k1. The spatial resolution is limited by the
number of gradient steps and the spectrum is broadened by motion occurring during
the presence of the gradient pulse δ. The average distance can be approximated by
vmaxd for flow with a maximum velocity of vmax.
When a second gradient pulse G2, of identical intensity but possessing the op-
posite effective direction relative to G1, is applied after a time interval Δ, the de-
termination of the distribution of displacements relative to the starting position of
each spin follows. Formally this corresponds to performing two phase encoding ex-
periments which are linked to each other by the condition k1 = -k2, therefore, the
signal intensity will be:
S(q) =
∫ ∫
p(r1)P (r1|r2,Δexp[−iq(r2 − r1)dr1dr2)
=
∫
P (R) exp[−iqR]dR (3.5)
where R = r2−r1 is the displacement during Δ and its Fourier conjugate is denoted
by q in accordance with literature [Cal1]. p(r1) is the initial spin density distribution
at t=0, while P (r1|r2,Δ) is the conditional probability for displacements from r1
to r2 in time Δ [Cal1]. The underlying assumption is that the duration of the
gradient pulses is short (δ << Δ), and that displacements during Δ are small.
Under these conditions, the information about the starting positions is lost and only
the distribution of displacements along the axis of the applied magnetic gradient is
retained. This so-called average propagator P (R) or simply propagator can be
obtained directly by Fourier transformation of S(q) with respect to q. Figure 3.3
(a) shows the pulse sequence and (b) a typical result for this kind of experiments.
3.2.2 Combination of velocity and imaging
Any imaging and velocimetry measurement is based on series of PFGs which can,
in principle, be combined at will. In particular, in this work two different ways
of encoding velocities during imaging were used. As introduced above, inserting a
pair of bipolar gradients in the imaging sequence will give a phase shift that will be
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Figure 3.3: (a) Pulse Gradient Spin Echo sequence. bf k1 and bf k2 have the same direction
because the 180◦ pulse in between them reverts the effect of the first gradient pulse. (b) Typical
probability density distribution after FT of the data obtained with the sequence showed in (a)
for a levitated drop (the drop is in a stable position, so even velocities are present inside, the
distribution is centered around zero).
proportional to the displacement bf R of the spins during the separation time Δ.
This phase difference is relative to the spins position, therefore a second image, with
a different gradient strength has to be measured and subtracted from the first one.
Thus, performing a series of two images, each one with a different gradient strength,
a velocity map can be obtained, that is: an image where the intensities, instead of
referring to the spin density, will account for the average velocity of each one of the
pixels over the time Δ.
When the spatial resolution is not sufficient, there will be more than one velocity
value per pixel and the value obtained for the velocity is the result of an averaging
with respect to time and also to space. The average velocity for the pixel corresponds
to an average of all the spin velocities that occupy that volume during the time Δ.
Another way to assign a velocity to a pixel is not considering the average velocity
but the most probable velocity. This is possible to achieve if not only two different
images, but a series of images is acquired, varying the encoding gradient in several
steps, and calculating the propagator in each pixel. Therefore a distribution of
velocities will be obtained for each pixel and by choosing the velocity with the
maximum probability density, a velocity map with the most probable velocities can
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be obtained.
The latter method is found to be more accurate than the first one, although
for samples with high SNR it is more time-consuming. In the present work, as
will be discussed in more detail in Section 4.2, for systems which do not change in
time, the propagator in each pixel will be computed, while for systems that are time
dependent so that fast measurement are required, only the difference of phases in
each point will be used to calculate the velocity maps.
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Chapter 4
Experimental
The foremost requirement for measuring internal dynamics in levitated drops is the
generation of a drop being stable in position and shape for long periods of time,
at least on scales of the desired resolution in the spatial and velocity dimensions.
Furthermore, reproducibility of drop generation and position are needed for mea-
surements of series of drops.
Even though the original motivation is based on understanding the behaviour
of drops in chemical extraction columns, a simplification of the apparatus was in-
troduced to isolate the principal subject of study: the drop. Instead of a swarm of
droplets travelling through a large cell filled with a continuous liquid, the setup is
replaced by a cell with a particular geometry (see section 4.1.1 for the cell descrip-
tion) and only one drop at a time which is kept in stable levitation to perform the
experiments (Fig 4.1). Under these conditions, an isolated drop can be stabilized
and studied.
Building this kind of device1 is not easy from both the design as well as in the
manufacturing point of view due to the high sensitivity of the drop to geometrical
asymmetries or impurities in the system. Not only the apparatus has to be well
designed, but also the accuracy and tolerance of the construction have to be opti-
mised as good as possible. Cleanliness of the system, reproducibility and stability
of the drop are mandatory. Although the technique chosen to measure plays a very
important role, if the optimal experimental conditions are not satisfied, no success
can be achieved. New NMR techniques have to be developed and applied, the ap-
paratus has to be designed and also built with high precision, the system has to
1“Device” refers to the whole setup: apparatus, measurement cell, continuous and disperse
phase, etc.
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Disperse phase OUT
Continuous phase IN
Disperse phase IN
Continuous phase OUT
Mass transport between
both phases
Continuous phase IN
DROP
Disperse
phase IN
Continuous
phase OUT
Figure 4.1: (Left) Typical column extraction device; (right) simplification: only one drop is
produced at the time, the disperse phase is not taken out of the system and no mass transfer is
considered between phases.
be correctly chosen. All these steps have to be fulfilled before the real experiment.
Then, preliminary work has to be done: design strategies to minimize the time be-
tween drop production and measurement, reproducibility of the experiment, pump
calibration for different size drops, stability checks, etc. Once the setup of the device
is completed, some of the previous checks have to be revised and refined and only
then, real experiments can be performed.
The following sections will summarize how the apparatus was designed, opti-
mized and built in order to perform a stable single and reproducible levitated drop
experiment, with all the cares and restrictions from the hydrodynamics (choice of
proper phase system, size of the drops, flow rate of the continuous phase, etc) and
practical points of view (Section 4.1). Also all the possible factors are mentioned,
which were taken into account and can strongly influence the drop behaviour. It is
pointed out how one can and actually how each one of the possible problems en-
countered during the experiments was solved. All the previous studies, calibration
tests and preparations are fully described (Section 4.3).
A special section (4.2) is dedicated to the NMR pulse sequences used for each of
the systems chosen regarding their physical properties and velocity range. Last but
not least, a full section (4.4) is dedicated to the drop formation process itself.
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4.1 The apparatus (measurement device)
Starting from the single-droplet measurement device for mass transfer used at the
Department of Chemical Engineering, Thermal Unit Operations of the RWTH
Aachen University, a suitable computer-controlled experimental setup has been de-
veloped and is shown in Figure 4.2. Here, a countercurrent of a surrounding contin-
uous phase of D2O flows from top to bottom of the cell. The droplet is produced by
a precision injector where volume and injection speed are chosen such as to avoid
daughter-drop generation. The droplet then rises, due to the difference in density
between the two phases, until vertical force equilibrium is reached in the conical
part (Fig. 4.3), which is positioned in the magnetic center of the apparatus. This
is ensured by adjusting the vertical position of the cell in initial experiments. After
the measurement, the countercurrent is switched off, so that the droplet rises to the
top where it does not affect the flow any more and can be removed.
Figure 4.2: (Left) Schematic sketch of the experimental setup for generating and maintaining
levitated drops, (right) photo of the device built in February 2004 in the MAgnetic Resonance
Center.
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Figure 4.3: Forces applied to the drop. In the levitated experiment, they all cancel to zero
and the drop remains in a fixed position.
Some requirements and possible problems have been identified in the device
building process, such as geometry and symmetry of the cell, production of a repro-
ducible drop, choosing the correct binary system for the experiment, preparation of
the sample and time optimization of the experiment itself that were considered cru-
cial for the experimental success. Each of these points is described in the following
sections.
4.1.1 The measurement cell
A set of conical glass cells was manufactured with different geometrical parameters
and degrees of skewness; some cells were purposely made with a bent, non-vertical
flow path in order to demonstrate the influence of transverse flow components of the
continuous phase on the drop behaviour. One particular, “perfectly” symmetric cell
(within manufacturing errors) was produced at Lehrstuhl fr Thermische Verfahren-
stechnik TVT, RWTH Aachen, that provided optimal conditions for generating and
visualizing symmetric flow conditions [Gro2], and at the same time could fit in the
NMR microimaging device.
This cell was manufactured with low tolerances regarding axial symmetry (see
Figure 4.4 for dimension and assembly) as employed and fixated precisely in three
points to facilitate vertical and central alignment of the cell and to avoid torsion. The
geometry follows the experiences from a geometry optimization with the objective
to maximize the stability of droplet position, in particular the cell has a small inner
diameter and a double cone. To avoid uncontrolled backflow arising from pressure
differences (due to the presence of the conical part) the double cone is built with an
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Figure 4.4: Experimental setup for NMR measurements on levitated single droplets with a
magnification of the cell geometry facilitating permanently stable droplet positions. The dimen-
sions of the measurement cell are also shown (in mm) [Ama3].
inclination of less than 3◦.
A 3D spin density image of the “perfectly” symmetric cell can be seen in Fig. 4.5.
Measurements of pure water flowing inside the measurement cell (in the absence of
any drop) were also performed to verify there is no backflow in the system that can
affect the drop’s dynamic behaviour. These experiments were conducted with flow
rates in the same range as the ones used afterwards for the main drop experiments.
As can be seen in Fig 4.6, the flow inside the cell has an approximately parabolic
profile (stationary flow) and does not present any negative velocity component that
corresponds to water backflow. The same procedure was followed for all the used
cells and it could be verified that there was no backflow behaviour present.
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Figure 4.5: Three dimensional proton density image of the measurement cell filled with pure
water, where the conical part can be appreciated.
4.1.2 Binary system
A drop levitating in a surrounding continuous phase is obviously a necessary con-
dition for a successful experiment. Proper choice of the binary system will depend
on many aspects, mainly focused on the physical properties of the liquids, but not
exclusively. These requirements can be separated into two categories: the hydrody-
namic and the experimental ones.
To generate a drop with internal velocities, coexisting in a continuous phase, two
immiscible phases must be chosen with differences in their physical properties (as
density for example) and also they must be in accordance with the Bond Criteria
(particular interfacial tension). Another requirement, not less important, is that the
range of drop sizes has to be in agreement with the measurement cell dimensions
as well.
The “experimental” condition we will ask for, is that the disperse and continuous
phases both are “NMR-friendly” substances. Assuming there is a signal contribution
from the continuous phase2, and depending on the chemical shift difference between
2Since the surrounding liquid is flowing all the time, during the experiment the slice originally
irradiated flows out of the resonator in the detection period (depending on the flow rate), and the
full signal itself cannot be detected. Depending on the substance used, the partial signal left to be
detected can or not disturb the measurements.
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Figure 4.6: (Top) Two dimensional velocity imaging for the transversal and longitudinal plane
of the measurement cell. (Bottom) Parabolic profile corresponding to the flow inside the cell. The
velocity encoding correspond to the z direction (along the cell)
both phases, the flowing phase signal may overlap with and hide the drop’s signal
completely. In standard extraction systems, water is the common continuous phase,
and the huge intensity of the NMR water signal compared to the signal coming from
the disperse phase could be predominant and disturb the measurements. Since we
want to study the drop behaviour, we would like to directly neglect the signal coming
from the continuous phase. This is the reason for choosing D2O as the continuous
phase in all the experiments. There are several other ways to get rid of the unwanted
continuous phase signal apart from using D2O. One solution could be to select the
drop signal with specially designed NMR pulse sequences (see last chapter for multi
line disperse phases). This would be very handy in future studies of the continuous
phase.
Two different fluids were investigated in order to access the limiting cases of
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immobile and mobile interfaces. In both systems, D2O was used as the continuous
phase. System I used octamethylcyclotetrasiloxane (OMCTS) as the disperse phase.
OMCTS possesses a density of 0.956 gcm3. Small OMCTS drops, with diameters
in the range 2-3 mm, were chosen as they represent a case of nearly immobile
interface relative to D2O. In system II, toluene (density 0.867 gcm
3) was chosen as
the drop phase (see Fig. 4.7 for chemical formulae and 1H NMR spectra of both
systems). Water, toluene, and acetone as the transfer component is a typical test
case for laboratory investigations of extraction and sedimentation processes; from
this experience it is known that enhanced mass-transfer can be observed for relatively
large drops, indicating a mobile interface. To this end, toluene drops of about 4 mm
equivalent diameter were produced, while larger ones became unstable in the cell
nozzle or tended to touch the glass wall due to their pronounced oscillations.
Octamethylcyclotetrasiloxane: C H O Si
8 24 4 4
Toluene: C H7 8
(A)
(A) 0.091 ppm
(A) 7.38 to 7 ppm
(B) 2.34 ppm
CH (B)3
H (A)
H (A)
H (A)
(A) H
(A) H
Figure 4.7: Chemical structure and 1H Spectra at 300MHz for the disperse phase in (top)
System I - OMCTS and (bottom) System II - Toluene.
Since both phases are not 100% immiscible, all phases must be presaturated prior
to the experiments. For both, OMCTS and toluene, the continuous D2O phase and
the corresponding disperse phase had been saturated with respect to each other by
standard methods: a container is filled with both liquids, shaken extensively and
sufficient time was allowed for complete phase separation. In this way, the possible
4.1. The apparatus (measurement device) 39
minimal solubility from one phase into the other is saturated. If this presaturation
is not fulfilled, once a drop is created it will start “dissolving” into the continuous
phase, affecting the experiment.
The shrinking of the drop’s volume can be detected: a 2D spin density image of
a toluene drop in a non saturated D2O is shown for different times in Figure 4.8.
The diameter of the drop (as well as the intensity) is reduced dramatically in time,
showing the importance of the presaturation process before any measurement.
(a) (b) (c) (d)
Figure 4.8: Series of 2D proton density images of a toluene levitated drop immerse in a D2O
continuous phase that was not previously saturated. The size of the drop as well as the intensity
(which shows the proton density in the third dimension) is dramatically reduced for times (a) 0,
(b) 12, (c) 17, and (d) 21,5 hours.
4.1.3 Flow rate - Pump calibration
Experiments outside the NMR spectrometer are performed a priori to calibrate the
flow rate of the continuous phase for each drop. Drops of different volume and
therefore different diameters are studied and the correct flow rate for each of them
has to be found (see table 4.2 for some examples). The procedure is the following:
a drop is produced and different flow rates are tested to stabilize the drops in a
region near the conical part (Fig. 4.9). It turned out that some drops (smaller than
3 mm equivalent diameter) could generally be levitated with no optically detectable
motion, while other drops (of arbitrary diameter) sometimes appeared to undergo
a weakly damped or even undamped oscillation of their vertical position3. There is
3This can also be a result of the “quantized” pump flow rate. Every drop size needs a different
flow rate to stabilize and we can consider the digital pump as quantized, and not able to satisfy the
proper condition for stability. For some drop sizes no position or flow rate were found for keeping
it stable. In section 2.2 it was mentioned that for sufficiently big diameter, drops will oscillate, but
that meant no stable shape. The phenomena described here refer to drops with a fixed shape but
no stable position.
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a range of pump flow rates for which the drop “seems” to be stable at least from
visual inspection. Of course, this range has to be narrowed down later inside the
spectrometer where resolutions up to approximately 20 μm can be achieved. Even
these preliminary calibrations are not very accurate; they give a hint for the flow
rate range as well as the position of the drop in the measurement cell with respect
to the conical part since drops of different size will not be stabilized at the same
position. The advantage of performing these preliminary experiments is that once
one knows the equilibrium position of the drop, the cell can be placed at the correct
height in the NMR magnet (with the equilibrium position exactly in the center of
the resonator) and obtain the highest possible signal from it (see Section 4.2 for
some examples).
Figure 4.9: Photo of the apparatus outside the NMR spectrometer for calibration purposes.
The conical part of the measurement call is zoomed to observe the levitated drop inside.
4.1.4 Dosimeter (drop generation)
Making a reproducible drop of a desirable size is one of the principal requirements
for the experiments. To achieve this goal, a computer controlled dosimeter was built
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Figure 4.10: (Left) Photo of the dosimeter; (Right) glass pipette used to produce the drops.
and can be seen in Fig 4.10.
A dosimeter consists of a very high precisely controlled syringe connected to a
special glass pipette. A computer program was developed at the Department of
Chemical Engineering, Thermal Unit Operations of the RWTH Aachen University,
for controlling volume and speed of the drop. A screenshot of the program can be
seen in Fig. 4.11. Experience showed that the geometry of the pipette tip plays an
important role in the size of the drops (see section 4.4 for more details) so special
pipettes with different sizes and shapes were built as well.
4.2 NMR sequences/spectrometers
The scope of the measurements was always the same: to measure by NMR velocime-
try the inner patterns of stable drops levitating in a liquid phase and to understand
their behaviour. As described before, two different binary systems were chosen to
achieve the two extreme limits of the drop’s typical behaviour, namely rigid and
mobile drop interfaces.
Measurements of both systems were performed with the following strategy, each
step being carried out on different drops beginning at the earliest possible moment
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Figure 4.11: Screen-shot of the program developed by TVT (RWTH-Aachen) to control the
dosimeter. The marker point out how the steps (volume of the drop) in the syringe can be chosen
as well as the speed for the drop ejection.
after the drop generation. First, the positional and shape stability of the drops was
verified by acquiring one-dimensional profiles in short succession (repetition time
200 ms) to cover particularly the settling time and the first few minutes of the
drops’ lives. Profiles were acquired along the vertical (z) as well as at least along
one of the horizontal (x, y) axes. Second, two- and three-dimensional images were
obtained to visualize the drop’s overall shape. Third, propagator measurements
were performed to monitor the velocity distribution inside the drop in the three
orthogonal directions. Because accumulation of impurities at the interface would
be expected to affect the maximum occurring velocities, the total acquisition time
of each propagator was reduced to the smallest possible value, in this case 40 s (4
scans). These measurements were performed with pulsed gradient spin echo (PGSE)
sequences where gradient duration and separation were set to δ = 1.0 ms and Δ =
10 ms, respectively.
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In the fourth and final step, velocity maps were obtained by supplementing fast
imaging sequences with a velocity encoding module. The experiments were con-
ducted either on individual slices inside the drop, or in an integral manner as a pro-
jection onto one plane, which, despite averaging over one dimension, still contained
sufficient information about he velocity field to allow a comparison with available
models. Measurement results with velocities encoded in orthogonal directions could
then be combined to generate vector plots of the velocity fields.
For both systems the continuous phase was chosen to be D2O not to interfere
with the NMR measurements, but the disperse phase is the one which changes. It is
useful at this point to separate the description of the techniques used in terms of the
different systems, since there are particular requirements to satisfy in each of them.
Due to differences in the flow range of the velocity patterns produced inside the drop
and chemical composition in the two systems, several NMR techniques are available
to be applied. Here each one of the pulse sequences implemented is described.
The NMR experiments discussed in this work were conducted on two different
instruments, at 4.7 T field strength (200 MHz 1H Larmor frequency) equipped with
a Bruker DSX 200 spectrometer, and at 11.7 T field strength (500 MHz 1H Larmor
frequency) with a Bruker DSX 500 spectrometer, for System I and II, respectively.
Standard Bruker microimaging hardware was used on both instruments, with bird-
cage resonators of either 10 mm (200 MHz) or 10 and 25 mm inner diameter (500
MHz). The microimaging units provided maximum gradient strengths of 1.0 T/m
each.
4.2.1 System I
In System I the disperse phase was chosen to be octamethylcyclotetrasiloxane. A
description of its physical properties as well as a scheme of its chemical structure
and NMR spectrum was shown in Section 4.1.2 (Fig. 4.7). For this system, a rigid
drop interface and therefore no or very small velocities inside the drop, are expected.
In standard velocity measurements of liquid flow, such as water through a pipe,
the NMR pulse sequence applied is restricted by the flow rate of the fluid. As
was explained in Chapter 3, a basic sequence for velocity measurements includes a
codification period, followed by an evolution and a detection period. If any of these
times (or all together) are too long compared to the speed of the liquid flowing, it
can be that the fluid that was encoded has already left the coil by the time of the
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detection. This aspect becomes even more critical when the aim is to perform the
experiment in thin slices perpendicular to the direction of the flow.
However, system I has an advantage in this respect: none or very small velocities
are expected to occur inside the drop. The encoded spins are supposed to move only
a small distance during the whole experiment and diverse NMR pulse sequences can
be applied since we can consider the system almost not changing its behaviour in
time. Moreover, thin slices can be selected and a single velocity encoding prior to the
imaging module can be used. A RARE sequence had been employed in which the
complete two dimensional k-space was covered in 64 phase encoding steps without
the need of segmentation. The sequence is shown in Fig. 4.12. The duration of
an individual acquisition step, consisting of the application of encoding phase, read,
and rewinding phase gradient pulses, was 6 ms, leading to a total time of 384 ms for
one RARE cycle. Typically, 128 scans were performed including phase-cycling, and
8 steps of the bipolar velocity encoding gradients were employed in order to allow a
three-dimensional Fourier transformation with respect to kread, kphase, and q. This
resulted in a propagator representation for each pixel, from which the local velocity
was determined as the value of the maximum intensity of the propagator. The
total duration of an encoding of one velocity component with a spatial resolution of
128× 64 points was 20 min.
4.2.2 System II
The multiline spectrum of toluene (see Fig 4.7, Section 4.1.2) leads to a multiplicity
of images in the read dimension. To avoid this, the isolation of one particular
spectral line is required. A frequency-selective rf pulse was thus used which excited
only the methyl line. This technique allowed the suppression of between 95% and
99% of the unwanted remaining signal contributions. In Fig. 4.13 a 2D image of
a 5mm toluene tube is shown, with and without frequency selection of the methyl
line.
Because of the much higher velocities expected for the toluene drop, a single ve-
locity encoding followed by multiple signal acquisitions was not feasible: the require-
ment that the initially encoded spins must not travel farther than a distance equiv-
alent to one pixel width (typically 117 μm) was not fulfilled for a multi-acquisition
sequence. Therefore, a spin-echo imaging sequence was used, where each single ac-
quisition was preceded by one velocity encoding step, and the whole succession of
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Figure 4.12: RARE type imaging sequence preceded by a velocity encoding step, used for
system I; for each PGSE step (outer box), a full RARE cycle was carried out (inner box).
Figure 4.13: 2D image of a 5 mm toluene tube (left) without and (right) with a frequency
selective pulse in the pulse sequence.
q and k encoding was repeated in typically 128 steps, corresponding to the spatial
resolution in phase direction (see Fig. 4.14). The repetition time was chosen as
200 ms with crusher gradients following each acquisition (not shown in Fig. 4.1)
in order to destroy residual transverse magnetization persisting due to the long re-
laxation times of toluene of several seconds. Because of the longer experimental
46 Chapter 4. Experimental
Figure 4.14: Frequency-selective spin-echo type imaging sequence preceded by a velocity
encoding step, used for system II; only one acquisition was made during each individual step and
the sequence was repeated with the same velocity encoding value for each phase encoding step.
duration, usually only two velocity encoding steps were chosen and the local veloc-
ity was determined from the difference of the phase values in each pixel according
to φ = 2π(q2 − q1)νΔ. Due to the smaller total number of signal accumulations,
the results were found to be less accurate than the propagator technique mentioned
above. The total duration of an encoding of one velocity component with a spatial
resolution of 128× 128 points was 4 min (without slice selection).
One way to optimize the experimental time is to gain in signal intensity. Pulse
sequences have a minimum number of scans needed for the correct phase cycling
of the pulses (in this particular sequence the minimum phase cycling repetition is
4), but generally the number of times that the experiment is repeated exceeds this
minimum loop. More repetitions guarantee better signal to noise ratio and therefore
a better signal quality. However, these repetitions cost time. A compromise between
time and quality has to be found. Since the signal is acquired in a resonance coil,
its intensity will depend on the number of spins (protons in the sample in this case)
but also on the filling factor of the sample. Changing the resonator from 25 to 10
mm correspond to a gain of 15 in the filling factor and therefore a factor 225 in time
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for obtaining the same SNR4. First experiments were originally performed in a 25
mm birdcage resonator and later changed to a 10 mm one. Since the cell built has
10 mm external diameter, the same cell could be used for all the experiments, only
in the first case a Teflon holder had to be used to fill the space in the resonator
and ensure verticality (see description in Section 4.1). With the 10 mm birdcage
resonator a better quality velocity map can be obtained in the same experimental
time (around 4 min for each velocity component with spatial resolution), since more
than two velocity encoding steps can be executed.
In Fig. 4.15, a comparison between both pulse sequences (RARE used for System
I and Spin echo used for System II) is shown. Both techniques were applied to a pipe
with flowing water in the same velocity range than expected for the toluene drop.
It can be easily observed that for these high velocities, a multirefocusing technique
is not useful: the signal corresponding to the faster spins (in this case the ones in
the center of the pipe) is lost since these spins are already out of the resonator at
the detection period (top). This is solved with the new pulse sequence (bottom).
4.3 Stability checks
As mentioned above, stability is a vital aspect for the measurements. After the
drop generation, stability checks with high spatial and temporal resolution have to
be performed in the shortest possible experimental time. In order to achieve that,
one dimensional NMR profiles are a very suitable technique. The method is simple
and fast. Series of 1D profiles are taken at 200 ms interval (see last section).
One dimensional profiles are also capable of giving information not only about
the stability but also size, shape and position of the drop. Fig 4.16 shows series of 1D
profiles in different directions. The experiment is performed to find the correct pump
flow rate, position of the drop and of course to check its stability by NMR imaging
as a complement of the “visual” calibration described in the previous section. The
figure also shows an example of how an instable drop looks like in this scheme.
Another very important aspect to take into account that can be studied by NMR
profiles is the time between the generation of the drop and the time one can really
start to perform the NMR measurements, this time is called “time zero”. Drops are
formed in a special needle down at the bottom end of the measurement cell (already
4This gain cannot be fully achieved due to the minimum phase cycling required by the NMR
pulse sequence.
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Figure 4.15: (Left) Two dimensional images with velocity encoding and (right) velocity
profiles of a 1 mm slice of water flowing through a pipe at similar drop flow rates (200 mm/s). For
the old sequence (top), the faster spins are gone from the resonator (hole in the middle), while for
the new sequence (bottom), the problem is solved.
described in previous sections) and take some time to arrive to the equilibrium
position. Since it is possible that some of the changes in the surface of the drop,
and therefore its inner behaviour, take place in the first tens of seconds of the drop
life, minimizing this “dead time” is imperative.
The velocity with which the drop can “travel” through the continuous phase in
absence of any counterflow is called “sedimentation speed” and depends on proper-
ties of both phases of the system: relative density, surface tension, and size of the
drop. If the pump remains off all the time (no counterflow), the drop will rise with
its maximum possible velocity: the sedimentation speed. This time is between 9-13
seconds for the drops studied here. However, if the pump is switched on suddenly
to stop the drop in the equilibrium position, the drop will first oscillate for a while
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Figure 4.16: Stability checks on levitated drops using 1D profiles in all directions. Series of
1D profiles in (a) x direction for a stable drop and in (c) z direction for a non stable drop. (b)
Different representation for the drop in (a).
until it reaches stability and the experiment can begin.
On the other hand, it can take several minutes for the drop to reach its final
position with a constant pump flow rate (the appropriate one for that drop size).
To minimize this time one has to find a compromise between two situations by ad-
justing the pump setting manually (i.e., by allowing the drop to rise for a previously
determined time and then switching on the pump, maybe in different steps). This
time could be reduced to about 20 s, making this the earliest possible starting point
for the NMR acquisition. As was mentioned before, time is a critical factor inasmuch
for unclean systems, the accumulation of impurities at the drop interface was found
to affect the internal drop’s mobility within a time frame of minutes.
In Fig. 4.17 a series of 1D profiles in the z direction shows the smooth settling
of the drop to the equilibrium position with the optimal adjust of the counterflow.
It became clear that the drop remains stable from the time it arrives to the position
and the experiments can start immediately.
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Figure 4.17: Stability checks on a levitated drop using 1D profiles in z direction. The drop
arrives to the equilibrium position and remains stable for the measurement.
4.4 Drop Formation
The internal motion of the drops was found to be very sensitive to the conditions
of their separation process, affecting both the shape and the deformation dynamics
of the drop [Han2]. The characteristics of the pipette tip are directly related to
the formation rate for each drop. Rounded tips generate a bigger surface energy
between the tip and the disperse phase, that the drops can not “break” fast and
remain attached to the glass pipette, while too flat tips can generate daughter drops
(the drop breaks into two smaller drops).
However, no direct information about the growth of the drop and its eventual
separation from the pipette was yet obtained. Studying and understanding the
drop formation and the separation process in particular will facilitate a better glass
pipette design. It should be kept in mind that it is very important for the ex-
perimental success to generate reproducible drops of desirable size, and that their
separation of the pipette tip must be as fast as possible to avoid extra contact time
of the drop with the continuous phase or impurities of the system before arriving to
the equilibrium position.
In this particular study, the drop is caught at the tip of the pipette (Figure
4.4. Drop Formation 51
width
Figure 4.18: (Left) Schematic composition: drawing of the pipette and 2D spin density image.
Colours, where intensity is not zero, represent the water in the system: drop and water remaining
inside the pipette.
Figure 4.19: (Right) Pipette A inner (outer) diameter: 0.3 mm (4.02 mm); Pipette B inner
(outer) diameter: 0.5 mm (2.17 mm).
4.18) where a balance between gravity and adhesion to the glass exists5. The drop’s
volume will increase until the gravity force takes over the adhesion (between the glass
and the liquid) and the cohesion forces and the drop separates from the pipette. The
formation process of drops containing pure water and 2.4% surfactant solution for
two different pipettes A and B (see a photo in Figure 4.19), was studied by fast one-
and two-dimensional NMR imaging techniques. Standard 2D pulse sequences with
slice selection as shown in Figure 4.20(a) were used. For 1D images (projection in x
and z direction) the same pulse sequence was used but without phase encoding (Fig.
4.20(b)). A glass pipette was located inside the resonator of a 4.7 T imaging unit
and was connected by tubing with a water reservoir of variable height. By adjusting
the height difference of reservoir and pipette, the frequency of drop formation could
be varied between about 1 min−1 and 50 min−1. In particular the smallest pressure
differences allowed sufficient time to obtain a series of images following the growth
of the water drop from the initial stages until shortly before its separation from the
pipette after reaching a critical size of about 4 mm.
Series of fast 1D images in x (drop’s width) and z (drop’s height) direction were
5Note that for practical issues, the drop now grows from top to bottom and the continuous
phase now is just air.
52 Chapter 4. Experimental
Figure 4.20: FLASH [Has1] sequence with soft excitation pulse for slice selection with (a)
and without (b) phase encoding.
acquired for both pipettes (directions refer to Figure 4.18). The typical experimental
time for each one of these profiles was less than 20 ms. Figure 4.21 and Fig 4.22 (left-
hand side) show the series of profiles of drops made of pure water with increasing
time from top to bottom for x (a) and z (b) for pipettes A and B, respectively.
Since the intensity of the 1D images correspond to the spin density, its integration
gives a notion about the water volume for a given time. Before the integration was
made, each profile was fitted with a polynomial function to smooth the curve. These
fitted profiles can be seen in Figures 4.21 and 4.22 on the right hand side of the
original experiments. Finally the integration is shown in Fig. 4.23 (a) and 4.24(a)
and corresponds to the measurements performed on pipettes A and B, respectively.
As can be seen, diverse pipettes produce drops of different size (pipette B spherical
but smaller than pipette A) and different non-linear rates in the water drop forming
process. Figure 4.23 (b) and 4.24 (b) show the same process but in terms of height
and width instead of volume (integral) for comparison. The points not included
at the beginning of Fig. 4.23(b) are missing due to the low signal (small amount
of water). It is interesting to notice that although the growth in height is similar
for both pipettes, the increment of the width in time is quite different. While the
growing in length is governed by the cohesion and gravity forces and will depend
mostly in the choice of liquid, the width increment is related to the surface energy
(or adhesion force between the liquid and the glass) and is strongly dependent on
the pipette geometry. These phenomena can be appreciated in the example shown
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Figure 4.21: Projection in (a) x-direction and (b) z-direction of pure water drop in pipette
A. (Left) Processed data; (Right) after polynomial fitting.
in Fig. 4.25, where a series of 2D images with a repetition time (time between drops)
of 50 seconds corresponding to the growing process of a pure water drop in pipette
A was performed. In the early stages, the water first cover the tip surface and then
starts growing downwards (due to the gravity). The balance between the surface
energy, that holds the drop in the pipette, and the gravity force acting on it will
determine how the drop will grow as well as its size before separation.
Varying pipette’s tips will induce different surface energy and therefore different
behaviours. Another experiment can be performed by changing the liquids instead
of the pipettes. For that purpose, drops containing 2.4% surfactant solution were
produced in pipette A and 1D profiles were measured (Figure 4.26(left)), fitted (Fig.
4.26(right) and integrated (Figure 4.27(a)) as in the previous example. Comparing
these results to the ones shown in Fig. 4.22 and 4.24 (corresponding for drops made
of pure water in pipette A), the differences in the width increment are remarkable.
For the surfactant solution, the drop’s width remains constant almost throughout
the whole experiment.
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Figure 4.22: Projection in (a) x-direction and (b) z-direction of pure water drop in pipette
B. (Left) Processed data; (Right) after polynomial fitting.
The explanation of this behaviour can be found in the surface energy of the
system. When a liquid has a high surface tension (strong internal bonds), it will
form a droplet, whereas a liquid with low surface tension will spread out over a
greater area (surface wetting). On the other hand, if a surface has a high surface
energy, a drop will spread, or wet, the surface. If the surface has a low surface energy,
a droplet will form. This phenomenon is a result of the minimization of interfacial
energy. If the surface is high energy, it will want to be covered with a liquid because
this interface will lower its energy, and so on. The surface energy depends on the
surface tension, adhesion and cohesion forces. When both pipettes are compared
(same liquid), pipette B possesses a rounder tip than pipette A and therefore the
surface energy (depending on the adhesion force) is bigger. The rounded ending
“invites” the drop to grow around the glass (to lower its surface energy), and this
occurs until the gravity force gains and the drop is released. For the case of pipette A,
and different liquids, the surfactant lowers the surface tension of the drop, allowing
easier spreading. One can see from the comparison of Fig. 4.23 and 4.27 that
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Figure 4.23: (a) Integral of the projections and (b) size evolution of a pure water drop in the
pipette A. The repetition rate for this drop is 41.2 s.
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Figure 4.24: (a) Integral of the projections and (b) Size evolution of a pure water drop inside
the pipette B. The repetition time for this drop is 26.9 s.
although the surfactant drop is smaller (due to the cohesion forces), it reaches its
final width from the very first moment, while the water drop is growing smoothly
with time.
Returning to the levitated drop case, it has been mentioned before that one of
the requirements for the experiments is to generate desirable drop sizes. For this
purpose, the tip of the pipette should be built in a way that once the dosimeter
injects the desired liquid volume, the drop is realized from the pipette without
remaining attached (all or a part) to the tip due to the surface design. Based on
the later experiments, it can be concluded that the pipette tip must be as flat as
possible, avoiding rounded edges that will favour liquid adhesion.
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Figure 4.25: Series of 2D spin density images of a pure water drop. The water is accumulating
inside the pipette while the drop starts forming on the tip surface. Takes 50 seconds for the drop
to be released from the pipette.
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Figure 4.26: Projection in (a) x-direction and (b) z-direction of a drop consisting on 2.4%
surfactant solution in pipette A.
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Figure 4.27: (a) Integral of the projections and (b) size evolution of a surfactant solution
drop in the pipette A. The repetition rate for this drop is 29.3 s.
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Chapter 5
Results and Discussions
In this Chapter, the results of stability, size, position and inner velocities of levitated
liquid drops, produced and measured by NMR under controlled conditions are shown
and discussed. All these experiments where performed following the techniques and
precautions previously described in Chapter 4.
As explained in Section 4.1.2, two different systems were chosen to access the
limiting cases of completely immobile (Section 5.1) and mobile interfaces (Section
5.2) defined by the Bond Criteria. However, as will be seen in Section 5.2, completely
mobile surfaces are difficult to achieve due to surface-active substances present in
the system, and the appearance of the so-called “rigid cap” is investigated. The in-
evitable presence of impurities in the system, their influence on the velocity patterns
and magnitudes are studied under several experimental conditions, such as adding
deliberately impurities to the system, and asymmetric flow conditions. Integral ve-
locity distributions and velocity patterns are obtained for all the cases by NMR with
the awareness described in Section 4, and the drop behaviour analyzed.
For systems that change their behaviour in time, reducing the experimental time
is a challenge and a measurement strategy has to be developed for success. What
one wants to measure and how the measurement actually is performed are two im-
portant aspects to consider separately. The how is based on the development of new
optimized NMR pulse sequences (or at least the adaptation of the known ones to the
purpose of interest). This was already presented in Section 3.2 and in Section 4.2
in more detail for the particular case of study. The what is not so straightforward
to set. Of course, the goal of these experiments is to compute the velocities inside
levitated drops and their behaviour in time under several experimental conditions.
Although velocity plots are obviously a perfect and intuitive representation, some-
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times alternative experiments can be performed to obtain similar information in less
time. For System I this strategy is not needed since the drop behaviour (as will be
shown in Section 5.1) does not change in time; in the particular case of the toluene
drop (System II - Section 5.2), propagator measurements as well as velocity images
are analyzed before generating the vector plots.
As introduced in Section 2.2, drops are not always spherical in shape. In the
particular case of System II, drops deviate from the perfect spherical shape due
to the interfacial tension between the liquids and the continuous phase flow rate.
This will be discussed in detail in Section 5.2.3. However, the theory developed in
Chapter 2 can still be applied as a first approximation for the ellipsoidal drops.
5.1 System I: OMCTS
One-dimensional profiles of 2.7 mm diameter OMCTS drops were acquired every
200 ms to compute the stability in all three directions. The experiments consisted
of a conventional spin-echo sequence with a read gradient applied in any of the three
orthogonal directions, employing one scan each to avoid averaging. The experiments
were begun at the time of the separation of the drop from the pipette, allowing the
determination of the rise time until the drop had reached its final position near
the center of the resonator and had come to rest (for more detail see Sections 4.2
and 4.3). The spatial resolution in these one-dimensional images was 20 μm. It
was found that once the drops reached their equilibrium position, they stabilized,
and from the projections, time-invariant position and size could be deduced with
an error of less than 1%, i.e., a possible variation in position along any of the axes
was less than the spatial resolution of the profiles of 20 μm. The drops were almost
perfectly spherical in shape, with a ratio between the axial and sagittal diameters
of 1.01. Figure 5.1 shows a 3D spin density image of an OMCTS 2.7 mm diameter
spherical drop. The total experimental time for such an image was around 8 hours.
Faster one-dimensional experiments are shown in Fig. 5.2: series of 512 projections
acquired along the x and the z axis, respectively, covering intervals of 102 s each.
In the first few lines of the z profiles, a change in the position and intensity of the
profile is noticed which is a consequence of the drop moving into the resonator and
approaching its final position. The drop then arrives to its equilibrium position
(dashed line) after almost one minute.
To visualize the drop position with respect to the glass cell, the continuous D2O
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Figure 5.1: Three dimensional spin density image of a 2.7mm diameter OMCTS levitated
drop. The experimental time needed for such an image was 8 hours.
Figure 5.2: Series of one-dimensional profiles along the vertical (z) and one horizontal (x)
axis for OMCTS drops. 512 profiles each were acquired with a separation of 200 ms. For x profiles,
the drop had already settled inside the resonator; measurements of the z profiles have been started
before so that the arrival of the drop at its final vertical position (indicated by the dashed line)
can be followed.
phase was doped with a small amount of pure water to make the background signal
detectable. A two-dimensional representation of the drop, projected onto the trans-
verse (xy) plane is shown in Fig. 5.3. It can clearly be seen that the drop is located
about 0.7 mm off the center of this handmade cell which has subsequently been
demonstrated to be asymmetric by means of 3D NMR imaging. This asymmetry
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did not affect the positional stability of the drop. It has, however, important conse-
quences for the fluid dynamics because a net transverse component of the velocity
of the continuous phase does exist under these circumstances.
Figure 5.3: Projection of the spin-density of an OMCTS drop onto the transverse (xy) plane.
The continuous phase has been doped with proton-containing organic substances to enhance the
signal. The drop centre is located 0.7 mm off the centre of the glass cell.
Propagator measurements were performed along all three spatial directions and
at different “drop ages” to monitor a possible change of the internal motion with
time that would be expected from the deposition of impurities at the interface. As
can be seen from Fig. 5.4, velocities are in the range of 1 mm/s in every direction,
much slower than the stream velocity of the continuous phase that is about 120
mm/s. No significant change of velocities was found for times of up to 72 h. An
asymmetry can be identified along the x direction, but not, as might be expected, in
the direction z parallel to the counterflow. At the encoding time of Δ = 10 ms used
in these propagator experiments, self-diffusion accounts for an rms velocity of only
about 0.25 mm/s so that internal motion certainly exists. In the extreme case of a
perfectly “rigid” interface, even these small velocity components should not occur.
However, a completely immobile interface is not expected, and a more realistic
assumption allows for a limited momentum transfer from the moving continuous
phase across the interface to the drop phase. An overall rolling or tumbling motion
is another possibility which needs to be considered.
To reveal the true nature of the internal motion, velocity imaging sequences of
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Figure 5.4: Probability densities of velocities in three orthogonal directions for two different
drop ages of OMCTS drops. Motion along the vertical axis is denoted vz.
the type shown in Section 4.2 were applied to generate velocity maps along hori-
zontal and vertical planes. Figure 5.5 shows the distribution of individual velocity
components in colour code for projections onto the horizontal plane (xy) and a ver-
tical plane (zy), respectively. The top left figure gives a clear indication of a rolling
mechanism, where upward motion (positive vz) in the right half of the drop takes
place compared to downward motion (negative vz) in its left half. The orientation of
the axis about which rolling occurs cannot be defined to reasonable accuracy, but the
absence of a similar pattern in other projections suggests that it is nearly horizontal.
This can be understood from the drop position shown in Fig. 5.3 which allows not
only for a transverse flow component hitting the drop, but also demonstrates the
existence of a velocity gradient of the continuous phase across the drop due to the
different distances to the glass wall, where the flow velocity is bound to be zero. The
remaining three plots in Fig. 5.5 show more complicated velocity patterns. The top
right plot visualizes the velocity component normal to the vertical plane which can
clearly be separated into regions with motion into and out of the plane.
The two plots on the bottom quantify the in-plane motion of the equatorial
(horizontal) projection; here, positive vx (motion ”to the right”) is dominating,
while both positive and negative values of vy are seen in well-distinct regions of the
drop. To visualize the internal drop dynamics more directly, an attempt was made
to combine the measurements of two orthogonal velocity components in order to
generate corresponding vector plots. The pulse sequences were performed with a
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Figure 5.5: Colour-coded plots of one velocity component each in a projection onto different
planes of the OMCTS drop. Top-left shows a projection onto the horizontal plane (xy) and velocity
component in z direction, giving clear indication of the rolling mechanism. The top-right plot
represents a projection onto the vertical (zy) plane, the two bottom plots contain x and y velocity
components projected onto the horizontal (xy) plane. The maximum velocities to which the plots
are scaled are, from left to right, ±1, ±2 (top), ±1.25, and ±1.25 mm/s (bottom), respectively.
slice-selective refocusing pulse that allowed the determination of velocity distribu-
tions in a slice of 340 μm thickness. Two central slices and the respective in- plane
velocities are presented in Fig. 5.6; the location of the slices is indicated in the insets.
The dominance of the rolling motion in the vertical plane becomes obvious from the
left-hand part of Fig. 5.6. On the right-hand side, a vortex pattern is observed in
the horizontal (equatorial) plane. This pattern is typical for fluid motion, which is
driven by momentum transfer from the continuous phase (see Chapter 4). The fact
that the vortex occurs in horizontal direction indicates the important influence of
the asymmetry of the velocity field outside the drop due to its off-center position in
the pipe. It should be noted that the maximum velocities found in the vector plot
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are comparable to those determined by the propagator technique and do not exceed
2 mm/s. Velocity imaging experiments were repeated in different adjacent slices of
340 μm thickness each. The resulting patterns for the xy slices are shown in Fig.
5.7. The vortex structure appears in all plots of Fig. 5.7. However, the vortex nodes
are found to shift when traveling toward the poles of the drop. This indicates the
presence of a more complex three-dimensional flow structure which, from comparing
the available data along the principal planes, can be decomposed into two dominat-
ing contributions, a vortex that is approximated by a horizontal toroidal structure,
superimposed onto a rolling motion about a horizontal axis. Fig 5.7b shows a 340
μm equatorial slice of the drop top end revealing the rolling motion. It is noteworthy
to repeat that this pattern remains essentially unchanged over times of many hours
or even days and thus represents a state of stability where internal and external
forces are balanced, with negligible non-stationary effects being present.
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in the xy plane
Velocity Map in xz plane Velocity Map in xy plane
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Figure 5.6: In-plane velocities in the central, 340 µm thick slice in vertical (left) and horizontal
(right) orientation, respectively, of the OMCTS drop. The slice location is indicated in the accom-
panying sketches. Each vector was reconstructed from two single velocity encoding measurements,
carried out with gradients in orthogonal directions.
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Figure 5.7: (a) As in fig. 5.6 but for different horizontal slices of the same thickness 340 µm;
(b) 340µm horizontal slice corresponding to the top part of the OMCTS drop. The direction of
the arrows show the drop rolling in agreement with Fig. 5.5 (top-left).
5.2 System II: Toluene
Toluene in heavy water (D2O) was chosen as an example for a fluid combination
where density difference and interface tension lead to the occurrence of a mobile
interface for sufficiently large drops. To meet this criterion, drops from 2 to 5 mm
diameter were generated, because much larger sizes generally led to unstable drops
or to collisions with the wall of the glass cell. All experiments on toluene drops
were performed in the optimized glass cell (as introduced in Section 4.1.1) with a
frequency-selective π/2 pulse of 2.0 ms duration centred on the methyl resonance
that almost completely suppressed the signal of the aromatic protons (Section 4.2.2).
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The stability of the drop was confirmed with the same method as discussed above
for the OMCTS drop, and the same stability tolerance was found once the drop had
settled. The equilibrated toluene drop, however, possessed a non-spherical shape
with an aspect ratio deviating from unity, as can be seen in the two dimensional
proton images of perpendicular drop planes in Fig. 5.8. In the following examples
(except in Section 5.2.3 where diverse sizes are studied), toluene drops of 4.3 mm
axial diameter and 3.6 mm sagittal diameter (ratio 1.19) are analyzed. The drop
deformation can be a consequence of the high Re and Eo numbers for the drop, as
was mentioned in Section 2.2, and will be described in more detail in Section 5.2.3
for drops of different sizes.
4.3 mm 4.3 mm
XX
Y
3.
6
m
m
Z
Figure 5.8: Two dimensional spin density images of a non-spherical toluene drop. The left
plot corresponds to a projection onto the xy plane and the right one onto the xz plane.
As introduced before, impurities present in the system can give rise to the so-
called “rigid cap” and studies about its existence, size and behaviour were also
done for different drop size. The following examples will summarize different stud-
ies that were carried out to observe the drop behaviour under several experimental
conditions. The existence of vortex patterns as well as of the rigid cap will be demon-
strated. The response of the drop under the presence of impurities or asymmetric
flow conditions will also be computed.
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5.2.1 5.2.1. Example 1: Ellipsoidal toluene drop with sym-
metrical convection
Stable and reproducible levitated toluene drops of 4.3 mm axial diameter and 3.6
mm sagittal diameter were generated and their behaviour studied. The results of
the propagator measurements at different drop ages are presented in Fig. 5.9. As
was expected, the velocities are now more than one order of magnitude larger in
comparison to the OMCTS drops, while the maximum velocity1 of the continuous
phase near the drop position was similar at 130 mm/s. The highest velocities inside
the drop exceeded 30 mm/s in z direction, where an asymmetry is clearly observed,
compared to almost symmetric velocity distribution functions of vx and vy. Despite
this asymmetry, the average velocity in all three directions, obtained from integrating
over the functions in Fig. 5.9, vanishes within experimental error. Although the
mobile interface of the toluene drop should be more vulnerable to accumulated
impurities, a significant change of the shape and width of the propagators was
not observed for experiments carried out over a total time of 8 h. Moreover, no
deviation could be determined between the velocity distributions obtained from
several independent drops. Furthermore, repeated velocity images obtained for the
same set-up revealed quantitatively similar, i.e., indistinguishable velocity patterns.
This reproducibility is a strong hint that it is possible to generate drops with a pre-
defined volume that possess identical velocity patterns, so that data can be directly
compared or even superposed. This has important implications for future studies
on mass-transfer where non-stationary conditions require the reconstruction of the
desired image information from a series of individual drops.
Slice-selective velocity images similar to those presented for OMCTS drops in
Section 5.1 were also generated from toluene drops, but because of the need to
use the conventional spin-echo technique (see Section 4.2.2), these measurements
were much more time-consuming so that a comparable image quality could not yet
be obtained. Therefore, only two-dimensional images of the whole drop will be
presented, which represent an integration over the remaining coordinate axis but
are sufficient to reveal the internal vortex dynamics in a quantitative way.
Although vector plots would be the easiest and most straightforward way to
observe the velocity patterns inside the drop, due to the inferior quality of the images,
1The continuous phase flow rate was 1.79 ml/s. Assuming a laminar flow through a 6 mm
diameter cross section, the maximum velocity (twice the average velocity) would be 130 mm/s.
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Figure 5.9: Probability densities of velocities in three orthogonal directions for two different
drop ages of toluene drops. Motion along the vertical axis is denoted vz.
another strategy was used to try to understand the drop’s behaviour2. Since each
vector plot is a combination of two 2D images with velocity encoding in orthogonal
directions, these contributions can be analyzed separately. Figure 5.10 summarizes
the essential velocity patterns which are predicted for a drop with a mobile or
partially mobile interface [Dav2, Cli1]. On the top part of the figure, the different
forces acting on the drop are shown. In the conical cell, the forces depend on the
vertical (z) coordinate, leading to force balance at one particular position. In the
drop interior, a vortex is induced which can be most simply approximated by a
toroidal velocity field. Similar vortices do exist in the exterior of the drop above a
certain threshold Reynolds number [Tan1, Jen1]. The velocity distributions resulting
from an integration along an axis perpendicular to the plane are drawn schematically
2However vector plots are unavoidable and therefore generated as well and shown below, a
preliminary study in terms of velocity images simplifies the analysis.
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in the remaining part of Fig. 5.10, where light grey indicates positive and black,
negative velocity components. Flow is directed upward in the center, downward
around the perimeter. The fountain-like trajectories lead to a cross-shaped pattern
when the transverse velocities (here, vx) are considered in a projection on a vertical
plane. In the bottom half of Fig. 5.10, the effect of a rigid cap in the drop is drawn.
Such a cap has been described before as being the result of an incomplete interface
mobility as a consequence of impurities or agents affecting the interface tension (see
Section 2.3). It appears at the downstream side of the drop which coincides with
the drop’s bottom half in this study as the flow direction of the continuous phase
is from top to bottom. The rigid cap is, in principle, expected to grow with time if
more impurities aggregate at the interface (see next example for more detail).
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Figure 5.10: Forces acting on the levitated drop (top) and schematic distribution of veloc-
ities by sign (light grey- positive; dark - negative). In the bottom line, the equivalent velocity
distribution is shown for a drop with a rigid cap.
Figure 5.11 shows velocity maps of the drop. Due to the absence of slice selection,
the velocity value in each pixel represents an integral over the projections along
the remaining dimension which is normal to the plotted plane. The results agree
qualitatively with the theoretical predictions, and considerably smaller velocities are
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Figure 5.11: Colour-coded plots of one velocity component each in a projection on different
planes of the toluene drop; velocity components and plane orientations are given in the figure.
visible in the bottom half of the vertical projections than in the top half (center,
right), comparable with the pattern expected from Fig. 5.10.
Finally, to provide a better visualization of the internal drop dynamics, vector
plots have been reconstructed by the same method described earlier for the OMCTS
drop (Section 5.1) but lacking the slice selection. In Fig. 5.12, these vector plots are
shown. The circulation (vortex) pattern is restricted to approximately the upper
half of the drop, while typically 10 times smaller velocities occur in the bottom
half. They do not show a particular feature and appear to be random; however,
this might be a consequence of the volume averaging which can mask an existing
regular pattern. The horizontal projection, on the other hand, reveals an indistinct
velocity distribution which is expected as all “outward” and “inward” flowing fluid
elements would compensate when viewed from the top, with a small asymmetry
brought about by the rigid cap which deforms the toroidal velocity field (this can
also be observed in the most left hand image of Fig. 5.11) A vortex-like pattern
with small residual velocity components of below 3 mm/s is indeed found in the
right-hand part of Fig. 5.12.
The experiments were performed under very controlled and severe conditions.
The pureness of the system was as high as possible to avoid surfactants to attach
to the drop surface. Obviously this precaution was insufficient for the very sensitive
system considered here. It can be concluded from these sets of experiments that even
if great care is taken regarding the pureness and cleanness of the system, the presence
of a rigid cap is unavoidable. The time that it takes the drop from being released
from the tip of the pipette until its arrival to the equilibrium position (around 20
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Velocity Map in xz plane Velocity Map in xy plane
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Figure 5.12: Vector plots of the internal velocities in a toluene drop averaged over the
dimension normal to the drawing plane. Left: vertical projection; right: horizontal projection.
seconds, depending on the drop size) when the experiment can start, is sufficient for
the small concentration of surfactants present in the continuous phase to affect the
drop surface mobility and modify its behaviour. However, these impurities present
in the system act only during this short period of the drop’s lifetime, and once the
experiment started the behaviour remains without any change, as could be seen in
the propagator measurements in Fig. 5.9. This is believed to be a consequence of the
low impurity concentration. In the case that the impurities concentration would be
higher (either constant concentration or changing during the experiment), changes
in the cap size as well as in the drop’s velocities would be expected as shown in
Section 2.2 and Fig. 2.3 where the rigid cap angle (related to the cap size) is plotted
against the drop’s terminal velocity; this is analyzed in the next example.
5.2.2 Example 2: Ellipsoidal toluene drop with symmetrical
convection and rigid cap growing with time.
When surfactant concentrations are significant, their effect on the drop are expected
to be noticeable for longer drop’s ages. As discussed in Section 2.3, does not neces-
sarily to be a high concentration of these substances to be a dominant concentration
and it is also possible that it cannot even be detected or determined accurately. How-
ever, its presence can be revealed by studying the drop surface behaviour that will
change dramatically from the predicted one if it is not perfectly “clean”. Figure
5.13 shows a sketch of how the rigid cap is expected to cover more drop surface with
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Figure 5.13: Schematic plot of how the rigid cap would grow with increasing amount of
impurities in the system. The mobile region and therefore the velocity patterns are expected to
be confined to the upper part to the drop.
bigger amount of impurities.
As has been shown already in the previous example, the impurities present in the
system affect the surface of the drop leading to the appearance of the rigid cap and
suppression of all the inner velocities in that region. Although the effects remain
in the drop (the rigid cap remains during the experiments), the interaction took
place only during the drop’s rising time presumably due to the low concentration of
impurities presented. If this concentration increases, the perturbation is expected to
continue once the drop arrives to the equilibrium position and therefore differences
in the drop behaviour could be detected in series of measurements. Does the cap
grow in time? Are the velocities inside the drop affected? These are some of the
questions that are intended to be answered in the following example.
Toluene drops of 4.3 mm axial diameter and 3.6 mm sagittal diameter were
produce under the same experimental conditions of the previous example (Section
5.2.1). In Fig. 5.14, the velocity distributions in toluene drops are shown for motion
in horizontal (x, y) and vertical (z) directions. The data acquisition for velocities in
one direction took 32 s. These distributions represent weighted averages over the
total volume of the drop. The velocity of the continuous phase at the location of
the drop was about 130 mm/s; the maximum velocities found inside the drop are
considerably lower but still of the same order of magnitude.
The maximum values and the shape of the velocity distribution functions vary
noticeably with time. This confirms a common observation that under experimental
conditions where surface-active impurities are present, the drop dynamics is being
reduced with time and the drop is slowly “dying”. In the presented experiments no
attempt was made to further enhance the amount of organic impurities. The only
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Figure 5.14: Probability densities of velocities in the toluene drop; all three orthogonal
components of the velocity are plotted separately. Times indicating the drop age, beginning with
the separation of the drop from the pipette, are as follows (see symbols from top to bottom): 5
min, 49 min, 90 min, 120 min, 11 h.
difference between this set of experiments and the one described before (example 1)
is that the D2O was not used right after the presaturation of the phases (Section
4.12) but stored in clean glasses and utilized later. The contaminants present in the
system were sufficient to promote a slow and gradual change of the drop dynamics
over periods of several hours as is demonstrated in Fig. 5.14. The distributions of
the transverse components, vx and vy, which remain similar to each other and sym-
metric throughout the experiment, experience a reduction of the maximum velocity
values from about 40 mm/ s at the first measurement to about 15 mm/ s after a time
of eleven hours. This behaviour was observed repeatedly but with different time de-
pendence, which can be attributed to the varying concentration of impurities in the
system. The velocity distributions plotted for 11 hours correspond approximately
to an equilibrium situation, i.e., no noticeable changes were found for longer times,
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and repeated experiments led to very similar spreads of velocities in the long-time
limit. Note that an asymmetry is retained for vz (vertical component) even for the
longest times, while the probability distribution of vx and vy is generally symmetric.
The presented method of fast velocity distribution analysis is suitable for provid-
ing general information about the drop dynamics, in particular about its evolution
with time in the first minutes after settling. However, as for the examples discussed
above, it is insufficient for quantifying the internal velocity fields and to provide
data for a validation or falsification of existing fluid dynamics models. This has to
be achieved by combining NMR imaging with a velocity encoding module, a method
that enhances information content at the cost of experimental time. Vector plots
generated from integral velocity images (projections onto a vertical plane) are shown
in Fig. 5.15 for the toluene drop. Due to the non-stationary character of this system,
experimental time had to be optimized as much as possible to avoid time averaging.
For this reason, in contrast to the previous example, only two different steps in the
velocity loop of the NMR pulse sequence were performed and, as described in Section
3.2, the velocity in each pixel of the image was computed as the difference in phases
between both images. Integral velocity images could be acquired in 14 min. Figure
5.15-a shows a pronounced vortex pattern in the upper half, but hardly any motion
in the lower half of the drop. This behaviour is similar to the one described in the
previous example, as being the consequence of a reduced interface mobility due to
impurities or agents affecting the interface tension. It appears at the downstream
side of the drop that coincides with the drop’s bottom half in this study, as the flow
direction of the continuous phase is from top to bottom. The “rigid cap” is expected
to grow with time (or equivalently the mobile surface is expected to decrease) if more
impurities aggregate at the interface (as shown in Fig. 5.13). Indeed, Fig. 5.15a-d
clearly demonstrates not only the growth of the cap with increasing time, but also
the decrease of velocity magnitudes in the upper part of the drop, in accordance whit
the expectations (Section 2.2, Fig. 2.5). This series corresponds to the propagator
measurements of Fig. 5.14, and experiments were carried out alternately so that
each velocity image was preceded by a comparable set of propagator measurements
along the three spatial directions. The range of velocities found in the images is in
good agreement with the results of propagator measurements (note that the arrow
length corresponds to the speed,
√
v2x + v
2
y, while Fig. 5.14 presents the components
vx, vy, vz individually). The highest velocities can be attributed to a relatively small
fluid volume in the vicinity of the vortices. They are partially covered in the prop-
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agator plots of vz where they appear as a small and broad probability density at
negative values. A certain averaging effect in the propagators is possible due to the
different velocity encoding times (Δ = 10 ms for propagators, Δ = 5 ms for images):
during a longer encoding time, spins are more likely to change their velocities, hence
the maximum observed value becomes lower for growing Δ.
70 mm/s 60 mm/s
50 mm/s 30 mm/s
(a) (b)
(d)(c)
Figure 5.15: Vector plots of the internal velocities in a toluene drop as a projection onto a
vertical plane. Times indicating the drop age, beginning with the separation of the drop from the
pipette, are as follows (a) 7, (b) 51, (c) 92, and (d) 122 min.
From these measurements it can be summarized, like for the previous one, that
impurities present in the system lead to the appearance of a rigid cap in the drop.
Moreover, the rigid cap grows in time with increasing surface-active substances
accumulated at the surface, while the rest of the drop still exhibits velocity pat-
terns although their magnitude keep decreasing in time. The explanation for this
diminishing is based on the transition between Stokes and Hadamard-Rybczynski
theories, the so-called Bond Criterion, and will be explained in more detail at the
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end of Section 5.2.3 after another set of helpful experiments.
5.2.3 Example 3: Different size drops
As introduced at the beginning of Section 5.2, toluene drops levitating in heavy
water are not perfectly spherical. The ratio between axial and sagittal diameters
varies with the drop volume. As introduced in Section 2.2, if the interfacial tension
and/or viscous forces are much more important than the inertia forces, bubbles
and drops will have shapes close to spherical, while if the inertia forces overtake,
spheroidal or ellipsoidal shapes are expected [Cli1]. All these conditions are reflected
on the Reynolds and Etvs numbers, and the shape regimes could be seen in Figure
2.2 (Section 2.2). For sufficiently high Re and Eo, the drop starts to deform. From
Eq.(1), it is clear that the continuous phase flowing around the drop also plays
an important role, since the terminal velocity included in the formula is related to
it. Bigger drops need higher flow rate of the continuous phase to be stabilized in
the equilibrium position and therefore deformation is more probable. It has been
demonstrated empirically that there is a critical drop size, depending on the system
chosen, for which drops are spherical, ellipsoidal or even don’t possess a stable
defined shape and wobble or oscillate (Section 2.2).
In the range of stable drops within the Bond criteria and for favourable exper-
imental conditions (taking into account, for example, the measurement cell dimen-
sions), several drops of different sizes3, with volumes from 18 to 50 μl were measured
and their shape as well as velocity distributions were studied. Table 5.1 show the
volume and drops sizes used in the experiments. The drop volume is controlled
by the dosimeter (section 4.1.4) while the drop dimensions are extracted from the
experiment.
Figure 5.16 shows the change in shape for all the four drops considered in Ta-
ble 5.1, where colours in the left-hand column represent the magnitudes velocity
(
√
v2x + v
2
y), while in the right hand side, the velocities are represented by arrows
for a better appreciation of the velocity patterns. From the figure it can also be ob-
served how the rigid cap size changes for different drops: for bigger drops the rigid
cap is smaller. Although quantitative computations cannot be done from this set of
3Since the drops discussed here are no longer spherical, it has no sense to describe them in
terms of just one diameter. It is equivalent to characterize the drops either by axial and sagittal
diameter, equivalent diameter or volume in µl.
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Table 5.1: Sizes and volumes of drops
volume equivalent axial sagittal continuous
drop [μl] diameter diameter diameter phase flow
[mm] [mm] [mm] rate [mm]
1 18 3.25 3.3 3.1 1.29
2 27 3.72 3.9 3.4 1.52
3 34 4.01 4.3 3.6 1.79
4 50 4.57 4.7 4.2 1.84
experiments, a qualitative explanation to this behaviour can be found in the surface
of the rigid cap that seems to be constant for all the drops, maybe due to the con-
stant concentration of impurities present in the system. More precise experiments
are needed to explain this relation in a more accurate way.
Another interesting aspect to point out from these measurements is how the
velocities inside the mobile upper part of the drops are reducing with decreasing
size. This is in accordance with the theory which predicts that for smaller drops, the
mobility is expected to be reduced (bigger rigid cap) since Bond limit will eventually
be reached and no velocities inside the drops are expected (Fig. 2.5, Section 2.2).
On the other hand, the decrease of the velocities could also be related to the
presence of the rigid cap itself. In the Section 5.2.2 it was seen that for the same
drop sizes (indeed the same drop) when the rigid cap was growing, the velocities
in the confined mobile part of the drop where also decreasing. Combining both
studies, it can be concluded that drop size and impurities both affect the magni-
tude of the velocities inside levitated drops and moreover, they are actually part of
the same phenomena that lead to the Bond Criterion. As was described in Section
2.2, Frumkin and Levich [Fru1, Lev1] explained that small drops deviate from the
Hadamard-Rybczynski theory due to the surface-active substances that tend to ac-
cumulate at the drop surface. That means that the Bond Criterion give a limit for
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Figure 5.16: Velocity images for four different toluene drops, corresponding to the drops
1,2,3, and 4 described in Table 5.1. (Left) Magnitude of the velocities; (right) vector plots. In
both representations it can be appreciated how the velocities in the still mobile part of the drop
increase with the drop’s volume. The colours in the plot represent velocities in mm/s.
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which the impurities, that are always assumed to be present in the system, become
important to the analysis or can be neglected. In ideally pure systems, completely
mobile drop surface and vortex patterns over the whole drop are expected. Once
impurities are present, the inner velocities of the drop will decrease (Fig 2.3, Section
2.2). For small drops, below the Bond Criterion, the complete surface is covered by
surface-active substances and no velocities are expected; for bigger drops, above the
Bond Criterion, two different regions can be distinguished: one completely rigid (the
rigid cap), where most of the impurities tend to accumulate due to the continuous
flow around the drop, and another partially mobile. In this latter region, velocity
patterns can be seen although they are also affected by the impurities and therefore
the magnitudes of velocities will be influenced, decreasing for increasing amount of
surface-active substances in the system.
5.2.4 Example 4: Ellipsoidal toluene drop with symmetrical
convection and rolling (pattern in the XY plane)
In Section 5.1, unexpected velocity patterns in the equatorial plane of levitated
OMCTS drops were shown. Asymmetry in the measurement cell gave rise to a
rolling of the drop and therefore velocities appear which were supposed to vanish
according to the Bond criterion. So far, it was successfully demonstrated that the
system as a whole (including drop and cell) is very sensitive to any change either
in the purity (Section 5.2.2) or in the symmetry of the device (Section 5.1). This
next example attempts to show what happens when both conditions are present
at the same time to demonstrate the sensitivity of the technique: impurities and
asymmetric cell.
Since the measurement cell used for System II was indeed manufactured under
severe tolerance conditions (Section 4.1.1), to perform comparable experiments un-
der symmetric and asymmetric environments, this final test was made by tilting
the whole cell deliberately. Assuming a rigid rod, the geometrical constraints by
the inner magnet bore and the fixations allowed a tilt angle of less than 0.2◦, but
a possible bending of the glass tube could have led to a somewhat larger tilt angle
that could not be determined directly. Under these circumstances, the drop must
experience a superposition of internal vortex and overall rolling motions, which add
up linearly in the measured velocity field. However, because of the presence of the
rigid cap that rests in place at the bottom of the drop, the internal dynamics be-
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comes more complicated than such a mere superposition. At the same time, the
ellipsoidal drop is not found to tumble as a whole which would be easily observable
by a variation of its axis length. Instead, its shape is preserved and the asymmetric
flow of the continuous phase leads to a more complex internal circulation that can
qualitatively be understood from the sketch in Fig. 5.17. While the vortex in the
upper half remains the dominating feature (if the rolling velocity is much slower
than the inner circulation), a circulating pattern becomes visible in the lower half.
Vx Vz
Rolling vel. much
smaller than
vortex vel.
X
Z
X
Z
+vmax
-vmax
0
Figure 5.17: Schematic plot of expected patterns for a composed motion. Besides the vortex
pattern, a rolling effect is superposed and can be appreciated where no velocities has been before
(rigid cap). As in Fig. 5.10, light grey corresponds to positive velocities and black to negative.
Toluene drops of 4.3 mm axial diameter and 3.6 mm sagittal diameter were pro-
duced and measured under these conditions. Figure 5.18 shows two two-dimensional
images oriented along the xz direction (projection) with velocity encoding in x and
z directions, respectively. They are in agreement with the expected pattern (shown
in Fig. 5.17). In the figure, the colour scale is saturated to better appreciate the
velocity patterns; the lower half of the drop has only velocities of 5% compared to
those in the upper half.
Vector plots can be reconstructed from the velocity images and they are shown
in Fig. 5.19. In the left-hand plot of Fig. 5.19, vector lengths are increased fivefold
in the inset at bottom for a better comparison. The projection onto the horizontal
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~ 60 mm/s
~ -100 mm/s
~ -5 mm/s
+60 mm/s
-100 mm/s
Figure 5.18: Velocity images in the xz plane for a toluene drop in asymmetric environment
(left) vz; (right) vx. Hot and cold colour scale corresponds to positive and negative velocities,
respectively. The colour scale is saturated on purpose to highlight the pattern in the lower part of
the drop.
plane (right-hand plot) reveals a remarkable asymmetric vortex pattern containing
relatively large velocity components. The intensities of the velocities in the horizon-
tal plane are much smaller compared to the vertical patterns. From the magnitude
of the additional velocities observed in this drop, a rotation velocity of about 10
mm/s can be estimated, corresponding to roughly one rotation per second.
It is very interesting to remark the similarity of this asymmetric pattern in the
equatorial plane compared to the OMCTS drop. Although no prediction was found
in the literature with respect to patterns attributed to asymmetries, it is evident
that the cause of appearance of a coherence pattern in the xy plane is related to
the reduced symmetry conditions. It was already shown in Section 5.2.1 that if the
drop is placed in a symmetrical environment, there is no coherence pattern in the
xy plane in concordance with the theory.
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Velocity Map in xz plane Velocity Map in xy plane
z
x
100 mm/s 16 mm/s
20 mm/s
Figure 5.19: Vector plots of the internal velocities in a toluene drop in an asymmetric
stream environment, averaged over the dimension normal to the drawing plane. Top left: vertical
projection; bottom left: lower part of the drop with arrow lengths increased fivefold; top right:
horizontal projection.
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Chapter 6
Conclusions and Outlook
Single, stable and reproducible levitated drops were successfully created and their
behaviour observed, studied and analyzed by means of Nuclear Magnetic Resonance
Velocimetry. For this purpose, several devices were constructed which served for
the controlled levitation, i.e., positioning in space, of liquid drops in a second, im-
miscible liquid phase. This apparatus consisted primarily of a controlled dosimeter
with a specially built syringe attached to it. The geometry was developed after
extended studies of the drop formation. The device allowed the production of drops
of controlled size, and a perfectly symmetric optimized glass measurement cell was
designed in order to keep the drop in place. By using one-dimensional NMR imag-
ing, it could be shown that drops of different substances could be stabilized with
accuracies better than 20 μm, which has not been demonstrated by available optical
methods before.
As expected from the theory (Section 2), the concentration of surface-agents
present in the system separates two well-defined mobility regimes (Bond Criterion).
The boundary between them is given by a particular drop size, that will depend on
the choice of the two immiscible liquids as well as the purity of the system itself.
Below the limit, spherical rigid drops (with no circulation patterns) are expected
while above it, spherical and ellipsoidal drops with a symmetrical vortex pattern
are predicted. Two different sets of liquids were chosen for studying the two limit
behaviours. The internal velocity field of OMCTS (silicone oil) and toluene drops
were measured by different velocity encoding imaging schemes. Both regimes could
be distinguished and successfully studied:
• For the OMCTS drops, even though small or no velocities were expected,
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a stable pattern in the axial plane of the spherical drops was revealed for
times of hours or even days without any noticeable change in the velocity
magnitude. This internal circulation was found to be related to the rolling
motion of the drop due to the asymmetry of the handmade glass cell used for
the measurements.
• Ellipsoidal drops made of toluene and immersed in heavy water were produced
and several experiments performed. In every example, inherent impurities of
the system had an influence on the internal flow pattern. This was particularly
well observed by the occurrence of a rigid cap next to a vortex region inside
toluene drops with an overall mobile interface. Since the rigid cap turned
out to be unavoidable, its behaviour was studied under several experimental
conditions. For different drop sizes, and as predicted by theory, the terminal
velocities in the mobile part of the drop decreased with increasing cap size.
This was verified for several independent drops, where the drop size determined
the cap size, as well as for a drop with a particular diameter immersed in
a contaminated fluid, where the cap was found to grow in time while the
magnitude of the velocities decreased.
• The behaviour of toluene drops in an asymmetric environment, by tipping the
“perfectly” symmetric measurement cell less than 1◦, was studied and axial
patterns similar to the ones obtained for the OMCTS drops were obtained.
All drops were found to be reproducible in shape and dynamic properties, which
provides possibilities for future applications to monitor the influence of mass-transfer
of a third fluid component at low concentrations.
In conclusion, the feasibility of applying PFG-NMR techniques for the non-
invasive investigation of internal fluid dynamics in levitated drops was demon-
strated. The technique is both reasonably fast and allows the visualization of three-
dimensional velocity fields for providing input data to interface models and to allow a
comparison with numerical simulations that are currently under way. While invasive
methods can provide part of the motion information, they are inferior with respect
to temporal and spatial resolution and might potentially affect the very subject
of interest, the fluid dynamics itself. The application of spectrally selective tech-
niques to generate images from a species containing a multiline spectrum (toluene)
suggests the next logical step of employing NMR velocity imaging as a means to
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monitor mass transfer and eventually reactions inside single drops, and to quantify
the different compounds involved. The high stability and favourable geometry of
this experimental setup bear the potential of developing it into a routine experimen-
tal chamber with application fields as manifold as reactive extraction and emulsion
polymerization. A better understanding of the dependence of hydrodynamics near
interfaces and its dependence on surface-active compounds, and a means to directly
monitor these processes, is of vital importance for a large class of processes where
immiscible fluids are in contact with each other and subject to momentum as well
as mass transfer.
The results presented in this thesis gave a completely new dimension to the study
of surface mobility and inner circulation of liquid drops immersed in an inviscid fluid.
Future experiments taking into account the velocity fields of the continuous phase
as well as the changes in drop behaviour by addition of a third component to the
system will be performed in the near future. The non-invasive property and high
accuracy of the technique had contributed to and will continue providing valuable
starting points for numerical simulation of interfacial models. In fact, this current
work has been part of an iteration process that involves optimization and simulation
processes to achieve a numerical solution to the Navier-Stokes equations.
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