We compute analytically, for large N , the probability P(N+, N ) that a N × N Wishart random matrix has N+ eigenvalues exceeding a threshold N ζ, including its large deviation tails. This probability plays a benchmark role when performing the Principal Component Analysis of a large empirical dataset. We find that P(N+, N ) ≈ exp(−βN 2 ψ ζ (N+/N )), where β is the Dyson index of the ensemble and ψ ζ (κ) is a rate function that we compute explicitly in the full range 0 ≤ κ ≤ 1 and for any ζ. The rate function ψ ζ (κ) displays a quadratic behavior modulated by a logarithmic singularity close to its minimum κ ⋆ (ζ). This is shown to be a consequence of a phase transition in an associated Coulomb gas problem. The variance ∆(N ) of the number of relevant components is also shown to grow universally (independent of ζ) as ∆(N ) ∼ (βπ 2 ) −1 ln N for large N . 02.10.Yn; Large datasets, such as financial or climate data, typically contain a mixture of relevant fluctuations responsible for hidden inherent patterns and irrelevant minor fluctuations. Compressing the data by filtering out the irrelevant fluctuations, while retaining the relevant ones, is crucial for many practical applications. The most commonly used technique for such data compression is the "Principal Component Analysis" (PCA) with an impressive list of applications including image processing [1] [2] [3] , biological microarrays [4, 5] , population genetics [6, 7] , finance [8, 9] , meteorology and oceanography [10] . The basic idea of PCA is rather simple. Consider for instance an experiment where a set of N observables is recorded M times. The collected data can be arranged into a rectangular M × N matrix X and adjusted to have zero mean. For example, (X) ij might represent examination marks of the i-th student (1 ≤ i ≤ M ) in the j-th subject (physics, mathematics, chemistry, etc.), or the recorded temperatures of the i-th largest American city on the j-th measurement day. The product symmetric (N × N ) square matrix C = X T X represents the empirical covariance (unnormalized) matrix of the data that encodes all correlations.
Large datasets, such as financial or climate data, typically contain a mixture of relevant fluctuations responsible for hidden inherent patterns and irrelevant minor fluctuations. Compressing the data by filtering out the irrelevant fluctuations, while retaining the relevant ones, is crucial for many practical applications. The most commonly used technique for such data compression is the "Principal Component Analysis" (PCA) with an impressive list of applications including image processing [1] [2] [3] , biological microarrays [4, 5] , population genetics [6, 7] , finance [8, 9] , meteorology and oceanography [10] . The basic idea of PCA is rather simple. Consider for instance an experiment where a set of N observables is recorded M times. The collected data can be arranged into a rectangular M × N matrix X and adjusted to have zero mean. For example, (X) ij might represent examination marks of the i-th student (1 ≤ i ≤ M ) in the j-th subject (physics, mathematics, chemistry, etc.), or the recorded temperatures of the i-th largest American city on the j-th measurement day. The product symmetric (N × N ) square matrix C = X T X represents the empirical covariance (unnormalized) matrix of the data that encodes all correlations.
In PCA, one collects eigenvalues and eigenvectors of C. The eigenvector (principal component) associated with the largest eigenvalue λ 1 gives the direction along which the data are maximally scattered and correlated. The scatter and correlations progressively reduce as one considers lower and lower eigenvalues. Next one retains only the top N + eigenvalues (out of N ) and their corresponding eigenvectors, while discarding all the lower eigenvalues and eigenvectors. Subsequently, the data can be re-expressed in a new basis with the following desirable features (i) the dimension of the new basis is smaller (i.e. redundant information has been wiped out), and (ii) the total variance of data captured along the new eigendirections is larger (i.e. only the most important patterns present in the initial data have been retained).
While this procedure is well defined in principle, one immediately faces a practical problem, namely: what is the optimal number of eigenvalues N + to retain in a given data set? Unfortunately, a sound prescription for the choice of N + is generally lacking, and one has to resort to any of the ad hoc stopping criteria available in the literature [11] . For instance, in the commonly used Kaiser-Guttman type rule [12] one keeps the eigenvalues greater than a threshold value ζN , where the threshold may represent, e.g, the average variance of the empirical dataset.
However, this simple operational rule has attracted some criticism [13] since randomly generated data (with no underlying pattern whatsoever) may also produce eigenvalues exceeding any empirical threshold, just by statistical fluctuations. It is thus compelling to define a statistical criterion able to discriminate whether the observed number of eigenvalues N + exceeding a chosen threshold ζN retain inherent patterns of the data or just reflect random noise.
A Bayesian approach provides a possible answer to this problem [14] . Suppose we observe a number N + of eigenvalues of C exceeding a fixed threshold decided by some stopping rule. We need to estimate the probability P (M i |N + ) that the data are extracted from a certain model M i (out of a set of possible {M j }), given the observed event N + . According to Bayes' rule:
where P (M i ) is the prior, i.e. the probability that the data come from model M i without the knowledge of the observed event N + , while P (N + |M i ) is called the likelihood of drawing the value N + if the data are taken from the model M i . Assuming that one has some apriori knowledge of the priors, the most crucial ingredient in Bayesian analysis is the estimate of the likelihood P (N + |M i ) for a model M i . The most natural 'null' model to compare data with, in our context, is the random model where the 'data' X ij are replaced by pure noise, say from a Gaussian distribution with zero mean and unit variance. In that case, the corresponding covariance matrix W = C = X † X is called the Wishart matrix [15] . Thus, the natural and important question that one faces is: what is the likelihood P (N + |W) of N + associated with the Wishart matrix model?
In this Letter, by suitably adapting a Coulomb gas method recently used [16, 17] to compute the distribution of the number of positive eigenvalues of Gaussian random matrices, we are able to compute analytically this likelihood P (N + |W) for arbitrary ζ and large N . To make the N dependence explicit, henceforth we use the notation P (N + |W) ≡ P(N + , N ) where P(N + , N ) then denotes the full probability distribution of the number of eigenvalues of an (N × N ) Wishart matrix exceeding a fixed threshold ζN . In addition to serving as a crucial benchmark for the Bayesian analysis of the number of retained components in PCA, we show that the distribution P(N + , N ) also has a very rich and beautiful structure.
Let us first summarize our main results. We consider Wishart matrices W = X † X where X is in general a rectangular M × N matrix (M ≥ N ) with independent entries (real, complex or quaternions, labelled by the Dyson index β = 1, 2, 4) drawn from a standard Gaussian distribution of zero mean and unit variance. We focus, for convenience, on the case when M − N ∼ O(1). The matrix W has N nonnegative random eigenvalues. We compute the distribution P(N + , N ) for large N where N + is the number of eigenvalues of W exceeding the threshold ζN . Setting N + = κN , we show that P(N + = κN, N ) behaves for large N as [18] 
where the rate function ψ ζ (κ) (independent of β) is computed analytically for arbitrary ζ (see Eq. (18)) and plotted in Fig. 2 for ζ = 1. The rate function has a minimum (zero) at the critical value κ = κ ⋆ (ζ) where
. Thus the distribution is peaked around N + = κ ⋆ (ζ)N which is precisely its mean value N + = κ ⋆ (ζ)N . Around this critical value, the rate function is non-analytic and displays a quadratic behavior modulated by a universal (ζ-independent) logarithmic singularity
The physical origin of this non-analytic behavior is traced back to a phase transition in the associated Coulomb gas problem when κ crosses the critical value κ ⋆ (ζ). Inserting this expression in (2), one finds that, for small fluctuations of N + around its mean N + on a scale √ ln N , the distribution has a Gaussian form,
where the variance
This leading behavior is also universal, i.e., independent of ζ and is the same as the variance of the number of positive eigenvalues in the Gaussian ensembles [16, 17] . We thus conclude that on a scale ∼ O( √ ln N ), the distribution P(N + , N ) is Gaussian with mean N + = κ ⋆ (ζ) and variance in (4), but with non-Gaussian large deviation tails that are described by the general formulae (2) and (18). We start by recalling some well known spectral properties of Wishart matrices (also known as Laguerre or chiral ensemble) defined earlier. The N non-negative eigenvalues {λ i }of the Wishart matrix W are distributed via the joint probability density law [19] 
where
where Ω 0 = 3/4 [20, 21] . This joint law (5) can be conveniently recast in the Boltzmann form
where the energy of a configuration {λ} is
Here, β/2 stands for the inverse temperature and for simplicity we focus here on almost-square matrices with M − N (and thus α) of O(1) for large N . This thermodynamical analogy, originally due to Dyson [22] , allows to treat the system of eigenvalues as a Coulomb gas, i.e., a fluid of charged particles confined to the positive half-line by two competing interactions: the external linear + logarithmic potential (the first two terms) in (7) tends to push the charges towards the origin, while the third term representing mutual logarithmic repulsion between any pair of charges tends to spread them apart. It is useful first to estimate the typical scale of an eigenvalue λ for large N . The first two terms typically scale for large N as λ typ N and ln(λ typ ) N . In contrast, the pairwise Coulomb repulsion (the third term) typically scales as N 2 for large N . Balancing the first and the third term indicates λ typ ∼ N for large N . Consequently, as long as α ∼ O(1), the second term becomes smaller (∼ O(N )) compared to the other two terms (∼ O(N 2 )) and hence can be neglected. One then expects the average spectral density (normalized to unity) ρ(λ) = N Given the joint distribution in (5), our goal is to compute the statistics of N + denoting the number of eigenvalues greater than a fixed threshold value ζN , i.e.,
where θ(x) is the Heaviside step function. The average value of N + can be easily estimated from the MP spectral density,
. The full probability distribution of N + can be written as the N -fold integral
which we evaluate next for large N by extending the Coulomb gas analogy mentioned above.
The evaluation of the N -fold integral (8) in the large N limit consists of the following steps: first, we introduce an integral representation for the δ function, δ(x) = (2π) −1 (βN/2) dp exp(iβN px/2). Then, we cast again the integrand in the Boltzmann form exp [−(β/2)E κ ({λ})] with A 1 N ( i θ(λ i − ζN ) − κN ) , where A 1 = ip can be interpreted as a Lagrange multiplier. Written in this form, the integral has again a natural thermodynamical interpretation as the canonical partition function of a Coulomb gas in equilibrium at inverse temperature β/2. This time, however, in addition to the linear confinement and the logarithmic repulsion, the fluid particles (eigenvalues) are subjected to another (discontinuous) external potential. This external term involving A 1 in the new energy function E κ ({λ}) has the effect of constraining a fraction κ of the fluid charges to the right of the point x = ζN .
In the large N limit, the Coulomb gas with N discrete charges becomes a continuous gas which can be described by a continuum (normalized to unity) density function
Consequently, one can replace the original multidimensional integral in (8) by a functional integral over the space of ̺(λ). This procedure, originally introduced by Dyson [22] , has recently been used successfully in a number of different contexts (see [16, 17, 21, 24, 25] and references therein). Noting further that the density ̺(λ) is expected to have the scaling form ̺(λ) = N −1 f κ (λ/N ) for large N , each term in the energy E κ ({λ}) is of the same order ∼ O(N 2 ) and is expressed as an integral over the function f κ (x) (see eq. (10) The probability (8) can now be rewritten as P(N + = κN, N ) = Z κ (N )/Z N , where the numerator Z κ (N ) is the following functional integral over f κ (x), supplemented by two additional integrals over auxiliary variables A 1 and A 2 enforcing the two constraints mentioned above:
Eq. (9) is indeed amenable to a saddle point analysis: rium density of a Coulomb fluid where a fraction κ of particles are constrained to lie to the right of a barrier at x = ζ. It is easy to show [26] that f ⋆ κ (x) reduces to the unconstrained MP density f mp (x) when κ = κ ⋆ (ζ). Thus, for large N , the saddle point analysis precisely predicts the result in (2) with the rate function given by
It then remains to solve the saddle-point equation (12) . Taking one more derivative with respect to x (x = 0):
where Pr denotes Cauchy's principal value, supplemented with the constraints
To invert the singular integral equation (14) is a nontrivial challenge. One often needs to guess the solution and verify it a posteriori. To get a feeling how the solution may look like, we first did a Monte Carlo simulation of the Coulomb gas which brought out the following very interesting features. For κ = κ ⋆ (ζ), 0 and 1, the equilibrium charge density f ⋆ κ (x) (i) generally consists of two disconnected supports: a blob of (1 − κ)N eigenvalues to the left of ζ separated from a second blob of κN eigenvalues to the right of ζ (see Fig. 1 ), and (ii) the actual shapes of the two blobs depend on whether κ < κ ⋆ (ζ) (top panel of Fig. 1 ) or κ > κ ⋆ (ζ) (bottom panel of Fig.  1 ), i.e. the fluid undergoes a phase transition as κ is varied across the critical point κ ⋆ (ζ). When κ → κ ⋆ (ζ), the two blobs merge into a single support solution which is precisely the MP spectral density f mp (x).
Extracting this two-support solution for a generic κ = κ ⋆ (ζ), 0, 1 from the singular integral equation (14) poses the main technical challenge that we have succeeded in solving. There exists a well known Riemann-Hilbert method [27] for solving such singular integral equations when the solution has a single support [28] . For two disjoint supports, this method [27] was recently generalized in a number of different problems [16, 17, [29] [30] [31] . Adapting this generalized method to our problem (for details see [26] ), we find that the twosupport solution of (14) satisfying the two constraints is given explicitly by the expression
dx is the n-th moment of the density. The first moment can be explicitly computed as [26] , it turns out that A 1 and A 2 can be expressed in terms of a pair of functions:
defined for x / ∈ supp(f ⋆ κ (x)). It can be shown that these functions are essentially the moment generating functions of f ⋆ κ (x) [26] .
Combining (16) and (13), the final expression for the rate function ψ ζ (κ) reads:
whereμ(ζ) = 2 − 2a + a 2 /4 + 2ζ − aζ/4. The behavior of ψ ζ (κ) around the minimum κ = κ ⋆ (ζ) in (3) is found after a lengthy but straightforward expansion [26] .
In summary, using a Coulomb gas approach we computed analytically the likelihood P (N + |W) of retaining N + principal components if a completely random (pure noise) N × N prior W (Wishart random matrix) is assumed for the underlying data. This likelihood is an essential ingredient in Bayes' formula (1), which in turn gives the probability that a certain number N + of significant eigenvalues is observed if the data represents pure noise. Thus the rate function computed in (18) serves indeed as a benchmark to gauge the significance of results obtained for empirical data. We also found an interesting phase transition in the associated Coloumb gas problem when two separated blobs of Coulomb charges merge onto a single one as a critical value N + /N = κ = κ ⋆ (ζ) is approached. This phase transition is responsible for the appearance of a logarithmic singularity in the rate function close to its minimum, which in turn leads to a highly universal logarithmic growth of the variance of N + with N .
The present work can be developed in several directions: on one hand, it would be interesting to analyze the case N = M and check if the universality found for N ≃ M still persists. On the other hand, improved stopping criteria based on null random matrix results are very much called for. The Coloumb gas method developed here for null random matrices may indeed be useful in that direction. S.N.M. acknowledges the support of ANR grant 2011-BS04-013-01 WALKMAT.
