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AN INDEX OF NOTATION 
Notation Meaning 
N {u,t} a p-dimensional Normal random vector with mean p and p -
variance-covariance matrix $ 
X^ {d,v} a Chi-square random variable with d degrees of 
freedom and noncentrallty V 
F{d^ ,d2,v} an F random variable with degrees of freedom d^  and 
dg and noncentrallty v 
Wp{d,$,M} a p-dimensional Wishart random matrix with d degrees 
of freedom, variance-covariance matrix ^  and 
noncentrallty matrix M 
U{p,d^ ,d2} a Wilks' random variable with dimension p and degrees 
of freedom d, and dr. 
To denote a central distribution we simply omit the noncentrallty 
parameter. 
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1. AN INTRODUCTION 
1.1 The Problem 
The analysis of data Is not always straightforward. Else, why would 
statisticians make such an Issue of It? It might be argued that anyone 
with common sense, basic human Insight and Infinite patience should be 
able to extract the relevant Information from any set of data. However, 
those of us with less patience would welcome any shortcuts that we can 
find. These shortcuts are the substance of Statistical Methods. 
The statistician creates these shortcuts by making assumptions about 
the data. Of course, errant assumptions could lead one Into making false 
conclusions, so we must be careful not to make assumptions lightly. 
Put simply, one of the more common assumptions In use today Is, "If 
I cannot see it, then It's not there." Some of the more cautious among 
us modify this, saying, "If I cannot see It, I hope it's not there." 
In this thesis we will examine one of these troublesome phantoms, 
commonly called nonaddltlvlty. We seek to answer three main questions: 
(1) How is nonaddltlvlty a problem? 
(2) How can we detect nonaddltlvlty? 
(3) Once we have found it, how do we use this information for 
further analysis of the data? 
1.2 What is Nonaddltlvlty? 
Let us begin with an example. 
At a certain art school, a student's last task before graduation is 
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to submit one original work to a panel of distinguished art critics. 
This work is then graded, with each critic assigning some quality rating 
in each of several categories, one such category being creativity. 
It is desirable to have some amount of consistency among the ratings 
given by the various critics, since this final grade will have a major 
effect on the student's immediate future. 
Consider the following fictitious ratings given in the creativity 
category by a panel of four critics on the works of five students. 
Ratings can be anywhere from zero to one hundred, with higher being 
better. 
Table 1.2.1 Creativity ratings on the works of 
five students 
1 2 
Student 
3 4 5 Average 
1 70 75 80 85 90 80 
Critic 2 70 80 80 80 90 80 
3 80 75 75 80 90 80 
4 100 90 85 75 50 80 
Average 80 80 80 80 80 
On average, all four critics have given the same ratings. This may 
lead us to believe that, for the most part, the critics tend to agree on 
the quality of each student's work. Also, the average scores for each 
student may lead us to believe that all five students submitted work of 
equal quality. However, if we look beyond the averages and scrutinize 
the Interior of Table 1.2,1, It becomes clear that this Is not the case. 
While the first three critics favor the work of student number five, 
the fourth critic sharply disagrees. In fact, the "ratings given by the 
fourth critic seem to be the opposite of those given by the other three 
critics. 
We would say that this group of ratings Is "additive" If the 
difference between any two ratings was approximately equal to the 
difference between the average ratings of the two critics Involved plus 
the difference between the average ratings of the two students Involved. 
In such a case It would make sense to compare two critics (or students) 
by comparing their averages. Since this condition does not hold, the 
data are said to be "nonaddltlve," and we must look beyond the averages. 
A precise definition Is more easily formed using a mathematical 
model. Let y^  ^represent the creativity rating given by critic 1 
(1=1, 2, 3, or 4) on the work of student j (j=l, 2, 3, 4, or 5). Since 
we would expect this rating to be slightly different depending on which 
of his works a student decides to submit for judging, we will think of 
y^ j as a random variable. 
Let represent the mean of y^ j> and represent the variance. 
Then, the set of random variables {y^ }^ (1=1, 2, 3, or 4 and j=l, 2, 3, 
4, or 5) Is defined to be additive If there exist some fixed numbers 
{a^ } (1=1, 2, 3, 4) and {gy} (j=l, 2, 3, 4, 5) such that 
"ij - "u ' <4 - 4) + - 4' 
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for all combinations of 1=1, 2, 3, 4 
j=l, 2, 3, 4, 5 
k=l, 2, 3, 4 
5^ 1, 2, 3, 4, 5 . 
1.3 Nonaddltlvlty and Random Effects 
1.3.1 The fixed effects model 
If we wish to make comparisons among only the four critics and five 
students used in Table 1.2.1, then the randomness involved iny^ j is due 
to how a student decides on which work to submit for judging, the moods 
of the critics at the time of judging, and other factors which we cannot 
explain. This unexplained portion of the data we will call the error, 
defined mathematically to be 
= "ij - "ij • 
From this definition we see that the mean of e.. is zero and the variance ij 
is . That is, 
and 
E(ejj) = E{yy} - Wij = 0 
V{ey ) = ) - cjj . 
If the students worked Independently of each other, and the critics also 
worked independently, then we can think of the set of random variables 
{e^ j} as being mutually independent. 
It is commonly assumed that the {e^ j} are jointly distributed as 
Normal random variables with equal variances. 
We will find it useful to divide the mean of each y^ j into several 
parts, and relate these parts to our definition of additivlty. 
Let a dot in place of a subscript represent the arithmetic average 
of a variable over that subscript. That is, 
1 5 1 
1^. " 5 = 5 (Wii + 1^3 1^4 1^5) 
j-i 
1 4 1 
" 4 I^j 4 (^ Ij '^ 2j 3^j 
and 
A • 
Then, we can express in the form 
i^j = + (y^ j - y^ )^ + (y^ j - y^  ^- y^  + y,,) 
= y + «i + , 
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where 
y = M = E{y }, a. = (y. - y )f 3. = (y . - y ), 
• • •• X JL* •• J * J •• 
and 
-1*1. - w.j + w..) • 
One could interpret to be the average difference between the ratings 
given by critic 1 and the ratings given by the other critics. This is 
usually referred to as the "effect due to critic 1." Similarly, 3^  can 
be thought of as the average difference between the ratings earned by 
student j and those of the other students, the "effect due to student j." 
Lastly, Y^ j represents some sort of joint effect due to critic 1 and 
student j. In a later section we will relate this to a phenomenon known 
as interaction. 
Notice that from the definitions, 
4 5 4 5 
0 = E a = E g. = Z Y.. = Z Y,, . 
1=1  ^ j=l J 1=1 j=l 
So, if the set of random variables {y^ }^ is additive, then 
(a* - 0*) + (3* - 3j) = y^ . - yi^  ^
= Ca^  - + (Pj - + (Yij - ' 
 ^ * - 55  ^  ^
which implies that (a^  - a^ ) = Z Z {(ot^ -aj^ )+(gj-3^ )} - (ct^  -
7 
and thus " 0 for all i, j, k and &. 
1 4 5 
Hence,  ^ (Y^ j - Yj^ )^ = 0 for all i and j 
Also, if all y^ j are zero, then 
i^j " \z = ("^ i - *k) + " G&) 
Therefore, an equivalent definition of additivity is 
y^ j = 0 for all i and j 
That is, = y + + 0^  
and 
- p + c.^  + Sj + e.j 
1.3.2 The mixed effects model 
Now, let us model the situation in a slightly different way. The 
discussion below follows in the same lines as in Scheffe (1959) except 
in the definition of additivity. 
Suppose we consider the four critics used in Table 1.2,1 to be a ran­
dom sample selected from the population of all possible art critics who 
could have been used as judges. Then we have introduced another source of 
randomness into the data. However, since this randomness is associated 
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with the critics, we will see that we can separate it from the unexplained 
randomness (or error). 
Let u be a random variable that identifies the various critics in the 
population, so that the distribution of u depends on the sampling scheme 
used to select critics. Then Yj(") represents the creativity rating 
which would be given by critic u on the work of student j, should critic 
u be included on the panel of judges. 
Let u^ , Ug, Ug, and u^  represent the four critics actually chosen 
for the panel. Then {u^ } can be thought of as independent, identically 
distributed random variables. Let y^  ^= y^ Cu^ ) represent the creativity 
rating given by critic u^  on the work of student j. 
Now, we will define a conditional mean and variance of y^ j, given 
that a certain group of critics {u^ }^ has been selected. Keep in mind 
that if u were a degenerate random variable, then the conditional mean 
would be the unconditional mean, and we would have the Fixed Effects 
Model. 
Let 
and 
"ij = Elyijl"! = "lo' • 
° • "lo' • 
®1J " ''ij " "ij • 
Since m^ j represents the explainable part of y^ ,^ we will define the 
set of random variables {y^ }^ to be additive in this mixed effects 
9 
situation if there exist some random numbers {a^ } and some fixed numbers 
* 
{3j} such that 
"ij - "Vu = 
with probability one. 
In other words, the data are additive if 
E{(mij - m^ j^ ) - (a* - a^ ) - (3* - 0*) } = 0 , 
and 
V{(m^ j - m^ g^ ) - (a* - a^ ) - (g* - bJ) ] => 0 . 
As before, we will separate m^  ^into several parts, by writing 
m,. = y + (m. - y ) + (y. - y ) 
Ij • 1# • J • 
where 
+ - Uj + y.) 
y + a^  + gj + dj^ j , 
y = y = E{m^  }, a^  = (m^  - y ) 
3j = (y^  - y ) = (E{m^ j} - y ) , 
and 
Note that y^  = E{m^ j} = E{E{y^ j|u = u^ }^} does not depend on i, since 
the u^  are identically distributed. 
10 
From the definitions, we can see that 
0 = Z 3 = E d , 
j=l J j=l 
E{a^ } = E{m^  } - p = 0 , 
and 
E{d^ j } = E{m^ j - ra^  } - (Vlj - y ) = 0 . 
Also, since the random variables {u^ } are independent, then when i ^  k. 
cov{a^ , a^ } = 0 , 
covfdij, 4%%} = 0 , 
cov{a^ , } = E{a^ d^ }^ 
= E{E{a^ d^ Ju^  = u^ }^} 
and 
= E{[a^ ] [E{dj^ }^] } 
= 0 . 
In the same way. 
cov{eij, m^ j} = E{e^ j[m^ j - u^ ]} 
= E{E{e^ .[m^ j " Wj]|Ui - u^ }^} 
. -if'... 
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E{[ny - lijl[E{ey|u^  = 
- 0 . 
and when i k , 
= E{E{eye„lu^  -
- E{[e^ j][E{ey|uj^  -
= 0 . 
Denote the remaining variances and covariances by 
Og = V{a^ } = V{m^  } 
and 
®jJl • d^ jj} 
"adj ° dlj) • 
"ej Ï = • °lî' 
A useful consequence of these definitions is that 
jfj Sju - cov{^ E^  dy, d^ j) = cov{0, dj^ ) 
12 
We interpret 3j the same way as in the fixed effects model, as the 
effect on the data due to student j. However, the effect due to 
critic i is now measured by a^ , a random variable. Since the mean of 
a^  is zero, then a^  is essentially zero (i.e., it is zero with 
probability one) if is zero. So, we will test for critic effects 
by examining 0^  rather than the {a^ }. For the same reason, when trying 
to determine whether {d..} are zero, we will examine {8..}. 
ij J ^  
It is commonly assumed that {a^ }, {d^ }^, and {e^ j} are jointly 
distributed as Normal random variables, and, for all j f 
°adj = c°v{ai, d^ j} = 0 , 
and 
®1JI> = » • 
"ejj • VtCij} = < • 
Under these assumptions, the mean and variance of y^  ^are 
and 
i^j ^  E{yij} = E{m^ j} = U + 6. , 
= V{E{yy |u^  = u^ }^} + E{V{y^ . |u^  = u^ }^} 
= V{m,,} + E{s .^} 
1] ij 
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= V{m^ j} + V{e^ j} 
Also, the covarlance between and yj^  ^is 
cov{y^ j, y^ *} = cov{m^ j, + cov{e^ .^ e^ }^ 
= cov{(a^  + dij), (\ + \s)y + cov{e^ j, e^ }^ 
if i = k and j = & 
0^  + if i = k and j & 
0 if i ^  k . 
Now, we will formulate an equivalent definition of additivity in 
terms of the model 
yy - U + + dy + Sy . 
Suppose that the set of random variables {y^ }^ is additive. Then, 
0 = E{(m^ j - - (a^  - a^ ) - (B* " B&)} 
= - dk&} 
since E{(a^ -aj^ ) - (a*-a*)} = ^   ^  ^
and 
- (Bj-el) = - (a*-a*) - (3^ -3J)} = 0 . 
14 
* *. *. 
Also, 0 = V{(m^ j - - (a^  - a^ ) - (g^  - g%)} 
= V{(a^  - a^ ) - (a* - a^)} + V{d^^ -
for all i, ji k and Z . 
The first condition is redundant, since E{d^ j - d^ }^ is zero by definition. 
However, from the second condition, we see that 
° - '"ij - - j!, [«jj + «u -
And, since 0^  ^is a variance and therefore nonnegative, the second 
condition implies that all are zero. This implies that the 
covariances are also zero. 
So, an equivalent definition of additivity in the mixed effects 
model is 
= 0 for all j and Z . 
That is 
fij = w + *1 + 8j + =lj 
with probability one. 
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1.3.3 The random effects model 
Suppose that we now consider the four critics to be a random sample 
selected from the population of all possible art critics, and the five 
students to be a random sample selected from the population of all 
possible students at the art school who are ready to graduate. Also, 
let us suppose that these two samples were selected independently. Then, 
we have introduced yet another source of randomness into the data, that 
associated with the selection of students. Again, we will be able to 
separate this randomness from the error. 
Let u t)e a random variable that identifies the various critics in 
the critic population, and let v be a random variable that identifies the 
various students in the student population. Let y(u, v) represent the 
creativity rating which would be given by critic u on the work of student 
V, should both critic u and student v be included in the data. 
Let u^ , u^ , Ug, and u^  represent the four critics and v^ , Vg, Vg, v^ , 
and Vg represent the five students actually in the sample. Then, {uu} can 
be thought of as independent, identically distributed random variables, 
and {Vj} can be thought of as independent, identically distributed random 
variables. Let y^  ^= y(u^ , v^ ) represent the creativity rating given by 
critic u^  on the work of student v^ . 
The model will be defined using the conditional mean and variance of 
y^ j, given that a certain group of critics {u^ }^ and a certain group of 
students {v. } have been selected. 
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Let 
"ij ° Etflj I"! = "lo ° Vj*} 
4j " v'fij l"i = -io "j ° • 
and 
®ij " ^ij " ""ij • 
The set of random variables } is defined to be additive in this 
random effects situation if there exist some random numbers {a^ } and 
{bj} such that 
"ij - \ji ° + <'>1 - >'«> 
with probability one. 
Instead of dividing into parts by using the arithmetic average 
(the dot notation) over the various subscripts, we will divide it by 
conditioning on fixed values of u^  and v^  separately. Let an asterisk 
in place of a subscript represent the conditional mean of m^ j, 
conditioning on the random variable signified by the other subscript. 
That is, 
"i* ° l"i = "iol ' 
= E{m^ .|Vj = Vj^ } , 
and 
= E{m^j} . 
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Then, we can express in the form 
m.. = ij - (%!* - m**). + (m*j - m**) + (m^ j - + m**) 
= w + a^ + bj + d^j , 
where 
W = m**, a, = (m^* - m**), b, = (m*, - m**). 
and 
'"ij ~ ^'"ij " "'i* ~ "'*j djj = (m^j - m^* - m*_, + m**) . 
From these definitions, we see that for all i and j , 
E{a^} = 0, E{bj} = 0, E{d^j |u^ = = 0 , 
and 
I'j = "jo' = ° • 
Also, since {u^} and {vy} are mutually independent, then, for all i and j, 
{a^} are mutually independent, 
{bj} are mutually independent 
and 
a, is independent of b j • 
Furthermore, for all i and j , 
18 
cov{a^, d^j} = E{a^d^j} 
= E{[a^] [E{d^j |u^ = 
= 0 , 
cov{bj, d^j} = E{E{b^d^j|Vj = v^^}} 
= E{[bj][E{d^j|y. =Vj^}]} 
= 0 , 
and 
covfe^j, m^j} = E{[mjj - y] [E{e^^ |u^ = and = Vj^}]} 
= 0 . 
We can also show that {e^^} are uncorrelated and {djj} are uncorrelated, 
since when i f k , 
cov{e^^, e^.} = E{[e^^][E{e^.|u^ = J] } 
= E{[e^j] [E{e^j }]} 
= 0 , 
and 
cov{dij, d^j} = E{[d^.][E{d^.|u. = u^^}]} 
= E{[d^j][E{d^j}]} 
= 0 . 
19 
Denote the variances of these parts (or components) by 
< - v('i) • 
- V{bj) , 
and 
a| = V{dy) , 
It is commonly assumed that {a^}, {bj}, {d^^} and {e^^} are jointly 
distributed as Normal random variables, and, for all i and j. 
• 
Using these assumptions, the mean and variance of y.under the random 
effects model 
are 
and 
yy - p + ai + bj + dy + ey , 
liy = E(yij) = P , 
• vfyij) - +o: + + c:. 
Also, the covariance between y^^ and y^j^ is 
20 
if i = k and i 4 i 
cov{yij, = < Oy if i k and j 
0 if i f k and j ^  & . 
It is easy to see that an equivalent definition of additivlty in the 
random effects model is that = 0, since 
and 
V(dij - \)l> = 2"^ • 
So, the data are additive if and only if 
yy = p + + bj + ey 
with probability one. 
1.4 Interaction and Nonadditivity 
1.4.1 The fixed effects model 
Following Graybill [1976], we define the interaction of critics i 
and k with students j and H in the example under discussion to be 
21 
6(1, j, k. &) = + WkA 
(Mj^j - %!&) - (\j - %%&) 
~ " ^k&) ' 
So, if we replace the {y^j} by their means in the two-way table of data 
values and examine the portion of that table corresponding to critics 
i and k and students j and Z (see Table 1.4.1), then the Interaction is 
equal to zero if and only if the second row (or column) is equal to a 
constant plus the first row (or column). 
Table 1.4.1 Interaction in a two-by-two table 
i 
Critic 
k 
We will say that there is no interaction between the critics and students 
if and only if 
6(i, j, k, &) = 0 for all i, j, k and H . 
Recall from Section 1.3.1 that 
j & 
"ij 
^kJl 
22 
and 
Py = y + «1 + 
i=i ° " j!. • 
Therefore, 
Hi.  j, k, %) . Yy - Yn - Yy +YM . 
So, if the data are additive (i.e., y^j = 0 for all i and j), then there 
is no interaction. 
Also, if ô(i, j, k, &) = 0 for all i, j, k, and I, then 
4 5 
0 = E Z 5(i, j, k, &) = 20 y.. for all i and j 
k=l 2=1 
That is, lack of interaction is another equivalent condition for 
additivity in the fixed effects model. 
1.4.2 The mixed effects model 
For the mixed effects model of Section 1.3.2, we will define the 
interaction of critics i and k with students j and H to be 
d(i, j, k, &) = m^j - m^^ - m^j + m^^^ . 
So, the interaction is a random variable. However, if we consider a 
two-way table of the then the interpretation is the same as in 
23 
Section 1,4.1. We will say that there is no interaction between the 
critics and students if and only if 
d(i, j, k, &) = 0 
with probability one for all i, j, k, and H . 
Once again, we can show that lack of interaction is equivalent to 
additivity. 
In the mixed effects model. 
m^. = w + a^ + gj + d^j , 
and 
cov{di^, d^^} = 
if i = k 
'o if i k . 
So, 
d(i, j, k, &) = d^. - d^^ - dkj + dkA , 
E{d(i, j, k, &)} = 0 , 
and if i ^ k, then, 
V{d(i, j, k, &)} = V{dij - di%} + V{d^j -
= 2(8j. - 28j2 + 8%%) . 
Notice that when i = k, d(i, j, k, &) = 0. Also, recall that 
Z 8,0 = 0 . 
j=l 
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Hence 
5 
Z V{d(i, j, k, &)} = 2 
j=l 
5 
which is equal to zero if and only if all the {6..} are zero. 
1.4.3 The random effects model 
For the random effects model of Section 1.3.3, we will define the 
We will say that there is no interaction between the critics and students 
if and only if 
d(i, j, k, &) = 0 
with probability one for all i, j, k, and H . 
Recall that in the random effects model. 
interaction of critics i and k with students j and H to be 
d(i, j, k, A) = - *1% - m^j 
and 
cov{d 
Oj if i = k and j = & 
0 otherwise 
So, 
25 
d(i. j' k, &) » 
E{d(i, j, k, A)} = 0 , 
and if i ^ k and j ^  &, then, 
V{d(i, j, k, &)} = V{dij} + V{d^^} + V{d^j} + V{d^^} . 
= 4a: _ 
Therefore, lack of interaction is equivalent to additivity (a^ = 0), 
Notice one other interesting fact about interaction in the random 
effects model. If any pair of critics interacts with any pair of 
students (i.e., V{d(i, j, k, &)} = 0 for some i, j, k, and il), then every 
pair of critics must interact with every pair of students (because 
is greater than zero). The nonadditivity tests which we will derive in 
Chapter 3 are actually tests for only partial nonadditivity (or partial 
interaction). For this reason they will not be useful in the random 
effects model. 
1.5 Summary 
In this chapter we have defined nonadditivity for the two-way 
classification, both in terms of the parameters in a mathematical 
model, and in terms of contrasts of the data values. In Chapter 2 we 
will consider the problems that may arise when nonadditivity is present. 
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Chapter 3 contains a review of the numerous tests which have been proposed 
for detecting nonaddltlvlty, as well as some original tests. A method 
for deciding which of these tests Is appropriate fbr a given situation 
will also be presented. Finally, In Chapters 4 and 5 we will attempt to 
extend the Ideas of Chapter 3 first to the multivariate two-way classi­
fication, and then to the three-way classification. 
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2. THE CONSEQUENCES OF NONADDITIVITY 
In Chapter 1, we looked at three different ways of modelling the 
data. 
In the Fixed Effects case, the four critics and five students make 
up the entire population in which we are interested. We will see that 
nonadditivity (or equivalently, interaction) in the data, if present, 
invalidates the usual tests for differences among critics or among 
students. 
In the Mixed Effects case, the four critics are considered to be a 
random sample from a larger population of critics which are of interest, 
while the five students make up the entire population of students which 
are of interest. We will see that nonadditive data cause problems when 
we try to test for differences among critics. However, the usual test 
statistic for differences among students (the fixed effect) is still 
reasonable. 
In the Random Effects model, both critics and students are considered 
to be random samples from larger populations of interest. We will see 
that nonadditivity in the data has no effect on the validity of the usual 
tests for differences among critics or among students. It does, however, 
affect the power of these tests. 
2.1 The Fixed Effects Model 
From Section 1.3.1, the fixed effects model is written as 
yy = w + *1 + + Yy + ey , 
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where {e^j} are independent and identically distributed (i.i.d.) as 
Normal random variables, with 
E{e^j} = 0 and V{e^j} = . 
Also, by definition. 
0 = Z a = E 3. = Z Yii = Z 
i=l j=l J i=l j=l 
Suppose that we generalize our art school example to include r critics 
(r rows in the two-way table) and c students (c columns). Then, 
i = 1, 2, , r and j=l, 2, ..., c. 
Since the data in Table 1,2.1 are already in the form of a matrix, it will 
be convenient and informative, to write the model in matrix form. The r 
by c data matrix will be denoted by Y. Then, 
I I I 
Y  = y l l  + a l  + 1 6  +r+ E ,  
-r-c —c -r-
rxc 
where 1 is a c by 1 vector of ones 
-c 
a = [a^, a^] 
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and 
3 = [$1, Gg, .... gJ 
r = 
Yll' ^ 12 Y 
^21' ^ 22' 
le 
'2c 
\l ' \2' • • • ' rc 
E = 
®11 > ®]^2' * ' * ' ® 
' 2 1 '  2 2 '  
Ic 
2c 
"rl' ®r2' •••' ®rc 
A few words about notation are in order. Matrices will be denoted 
by capital letters, with the dimensions written underneath when necessary. 
Vectors will be denoted by lower case letters with an underscore. Some 
special matrices are 
, an r by r identity matrix, 
I 
, an r by r matrix of ones , 
and 
= Ip - p , a commonly occurring matrix in this thesis, 
with the property that = P^ . 
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We will also be using the "vec" notation, as described in Searle 
[1978]. The vec of a matrix is just the vector formed by stacking the 
columns of the matrix on top of each other. For example. 
vec {Y}  =  
^11 
'21 
'rl 
Ic 
2c 
rc 
So, a complete formulation of the Fixed Effects Model is given by 
Y = Ml l' + al' + 1 b' + r  + E 
—r—c —c — r— 
rxc 
where vec(E ) N{0, , 
> 0, y, a, B, T are unknown parameters , 
a Ir = 0 = g ic' r ir = 9 ' 
and 
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Ordinarily, the statistical practitioner would test for differences 
among critics (or among students) by using the following Analysis of 
Variance. 
Table 2,1,1 The usual analysis of variance for the fixed effects model 
Source df Sum of Squares Expected Mean Square 
Mean (]i) 1 o2 + rcp^ 
Critics (a) r-1 SSA = tr{P^Yij^Y'p^} a2 + •^(2 2) 
Students (3) c-1 SSB = tr{ljjpj'lj^} + zErCg's) 
Residual (r-l)(c-l) SSE = tr{P^YP^Y'p^} + (r-l)(c-l)t^ [rr ] 
Total rc tr{YY'} 
The basis for these tests comes from the following lemma. 
Lemma 2.1 
Suppose that the p by 1 vector x ~ where $ may be singular. 
Then, for any symmetric matrices A and B, 
(i) X Ax ^  Y y if and only if 
$A$A$ =•• $A$ 
M A$ ~ M A^A^ 
U AjJ = jj A$Aw . 
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» I 
(il) X Ax and x Bx are independent if and only if 
$A$B$ =0 
= ^B^lAy = 0 
and 
y A$Bu = 0 . 
For a proof of this lemma, see Searle [1971], Theorems 2s and 4s. 
Some relationships between the vec operator and the trace are given 
by Searle [1978]. It is easy to verify that for any matrices A, B, C, and 
D (of appropriate dimensions) 
(i) tr{AB} = {vec(A )} {vec(B)} 
and 
(ii) tr{AD BDC} = {vec(D)} {A C B}{vec(D)} , 
where denotes the Kronecker (or Direct) Product of two matrices. 
That is, 
*11%' ^ 12®' •••' ®ln® 
^21®' ^ 22® ^2n® 
\l®' ®m2® ^mn® 
A 0 B = 
mxn 
So, 
33 
SSA = tHP^Y-ij^Y'p^} = {vec(Y')}'{P^®-^^}{vec(Y')} 
SSB = tr{^^YPj'-ij^} = {vec(Y')}'{ij^0P^}{vec(Y')} 
and 
SSE = tr{PJP^Y'Pj,} = {vec(Y')}'{P^0P^}{vec(Y')} . 
Since vec(Y ) 'v- N{yl^^)l^ + O}01^ + 1^03 + vec(r  ), , then, 
checking the conditions of Lemma 2.1, 
^ ~ xHr-1, of'a} 
^'\^x'{(r-l)(c-l), ^ tr(rr')} 
and these sums of squares are pairwise independent. 
Therefore, iSSA / (r-1) j 
/ ~ F{(r-1), (r-1) (c-1) a,-^^r(rr )} 
SSE / (r-l)(c-l) ) 
. 
I SSB / (c-1) / 
F2 = J > % F{(c-l),(r-l)(c-l);-^3 B,-^tr(rr )} . 
) SSE / (r-1)(c-1) ^ 
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If r = 0 (which is equivalent to tr(rr  ) = 0), then we can test the 
t 
hypothesis a a = 0 by comparing to a central F distribution. 
» 
Similarly, we can test 3 3 = 0 by comparing Fg to a central F 
distribution. 
However, when T 0 (i.e., the data are nonadditive), the null 
distributions are noncentral F, and these tests are not valid. 
2.2 The Mixed Effects Model 
The Mixed Effects Model can be written in matrix form as 
Y = Ml l' + al' + 1 3* + D + E , 
-r-c —c -r-
rxc 
where 
vec(D ) 
I 
vec(E ) 
O/ N 
0 
0 
0 
0 lr©0 
0 
0 
e rc—I 
and 
> 0> 3, 0 are unknown parameters , 
cxc 
D = [(d^j)] , 0 = [(Gjj)] , 3 1^ = 0 , 
®ic °  2 • 
Then, 
vec(Y ) N{yl^0i^ + 1^0 3, 1^0 (a|l^ + + 0)} 
The Analysis of Variance is the same, except for the column of Expected 
Mean Squares. 
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Table 2,2.1 The usual analysis of variance for the mixed effects model 
Source df Sum of Squares Expected Mean Square 
Mean (n) 1 tr{^J^Y|jJ^} + ca^ + rcy^ 
Critics (a) r-1 SSA = tr{P Y-J y'p } + cO^ 
- r e c r é a  
Students (3) c-1 SSB = tr{-^J YP y'^J } af +-^tr{0} + (§'§) 
"" L r C L IT G ^ 
Residual (r-1) (c-1) SSE = tr{P YP y'p } + -^tr{0} 
r c r e c—i 
Total rc tr{YY } 
Using Lemma 2.1, we see that 
SSA 
+ co^ 
e a 
and SSA, SSB, SSE are pairwise independent. 
However, only in the special case when (o^P^ +0)/k is idempotent 
can we find some constant k such that 
~ (r-l){(c-l)a| + tr(0)}/k} . 
So, in general, the statistics Fj^ and F g do not have even noncentral 
F distributions. 
But, when the data are additive (0 = 0), then 
Fg ~ F{(c-1), (r-1) (c-1); 3 3} , 
e 
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and we can test 3 3 = 0 by comparing Fg to a central F distribution. 
Even when the data are nonaddltive. It still makes sense to use Fg to 
I 
test whether 8 3=0, since the expected mean squares for Students and 
I 
Residual only differ by a multiple of 3 3 . However, it should be not 
be compared to an F distribution, 
I 
An alternative method for testing 3 3=0, using multivariate 
techniques, works even when the data are nonaddltive. It is well known 
that a test of Hg: = 0, given observed vectors ...» x^ i.l.d. 
N {y^, V^} and n > p, is to compare = nx S ^x to Hotelling's dis-
- 1 ^ 1 n. _ _ » 
tribution, where x = — Ex. and S = —r- E (x, - x)(x. - x) . Actually, 
- n 1=1-1 n-1 -1 - -i -
we compare ^ to a central F distribution with p and n-p 
degrees of freedom. 
If we let Y = (^1, ^ 2» •••> Y )» then our mixed effects model says 
cxr 
that Z2» •••» Zr + 3, a|l^ + + 0). Now, 
since rank(P^) = tr(P^) = c-1, then there exists some c by (c-1) matrix 
If If 
K such that K K = P and K K = I .. Also, K 1 = K PI = 0. There-
c c c c c c c-1 c-c c c-c 
fore, 
Vi» 0 K^} . 
Hence, if we let 
t2 = r(K^2) ^ (%!-%) (%!-%) )K£,}"^K^Z) 
1=1 
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I I 
then, we can test B § = 0 (which is equivalent to K^3 = 0) by 
comparing 
r-c+1 2 
(r-l)(c-l) 
to a central F distribution with c-1 and r-c+1 degrees of freedom. 
When the data are additive and is zero, then 
a ' 
F{(r-1), (r-l)(c-l)} 
since both SSA and SSE have central 
by 0^. So, we can test H».: = 0 
e 01 a 
a central F distribution. 
Chi-Square distributions when divided 
in additive data by comparing F^ to 
2.3 The Random Effects Model 
The Random Effects Model can be written in matrix form as 
I » ? 
Y  =  y l l  + a l  +  l b  + D  +  E ,  
-r-c — c -r-
rxc 
where 
a 
b 
vec(D ) 
f 
vec(E ) 
(' ~o~ 0 0 
0. N / 0 9 
0 0 ] 0 0 0 ^d^rc 
V _ 0 _  0 0 0 
0 
0 
0 
e rc-J 
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a| > 0, a^, Oy, Oj, are unknown parameters, 
and 
D = [(dy)]. 
Then, 
v^CCY') ~ + <'JJr©Ic' ' 
The Analysis of Variance for this model is 
Table 2.3.1 The usual analysis of variance for the random effects model 
Source df Sum of Squares Expected Mean Squares 
Mean (y) 1 + a^) + ca^ + ra^ + rcy' 
a b 
Critics (a) r-1 SSA = tr{P Y-J y'p } 
r c c r 
+ + < 
Students (b) c-1 SSB = tr{^J^YP^Y'ij^} + 0%) + 
Residual (r-1)(c-I) 
t 
SSE = tr{P^YP^Y P^} + Od) 
Total rc tr{YY } 
Using Lemma 2.1, we see that 
S SA 
+ Oj) + ca^ 
~ X^{r-1} 
SSB X^{c-1} , 
+ *:) + r*: 
39 
~ X^{(r-l)(c-l)} , 
> 
(*: + 
and these are pairwise independent. 
So, if 0^ = 0, then has a central F distribution, and, if 0^ = 0 
then Fg has a central F distribution. 
Thus, nonadditivity in the random model does not influence the 
validity of the F-tests for the main effects. However, it seems that 
the presence of should affect the power of these tests. Suppose that 
"l = 1 + ca2/(o2 + aj) . 
Then, F^/n^ F{(r-1), (r-l)(c-l)}. So, the power of the F test for 
= 0 can be computed using the central F distribution since 
Notice that this probability decreases as increases. 
Tan [1981] addresses the question of power when the model is 
'ij = W + + bj + + Sy . 
In this model, the interaction components (d^^) are distributed as the 
products of Normal random variables, rather than being Normal themselves. 
So the calculation of power requires some complicated approximations. 
Table 2.3.2 lists the approximate power of the F test of = 0, given by 
Tan for a two-way table with 7 rows and 13 columns. 
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Table 2.3.2 The power functions of the F test for Hg: Q 
)J 
to
 
II O
 
02 
a 
^ Percentage 
e Point 
X 
0 0.05 0.4 0.8 1.2 1.6 
90 .5078 .4781 .303J1 .2438 .2101 .1840 
95 .3904 .3634 .2391 .1934 .1599 .1363 
0.1 97.5 .2931 .2724 .1845 .1410 .1084 .0909 
99 .1985 .1845 .1236 .0794 .0533 .0434 
99.5 .1461 .1350 .0826 .0424 .0228 .0200 
90 .9406 .9410 .9249 .7531 .5312 .3863 
95 .9094 .9089 .8608 .6340 .4172 .2949 
0.5 97.5 .8731 .8714 .7863 .5254 .3307 .2323 
99 .8206 .8168 .6854 .4109 .2554 .1832 
99.5 .7780 .7725 .6116 .3453 .2201 .1625 
90 .9871 .9871 .9871 .9850 .8237 .6205 
95 .9792 .9791 .9780 .9450 .7376 .5252 
1.0 97.5 .9692 .9690 .9657 .8966 .6524 .4404 
99 .9532 .9530 .9520 .8230 .5499 .3520 
99.5 .9390 .9390 .9296 .7635 .4807 .2989 
90 .9953 .9953 .9891 .9585 .9273 .7124 
95 .9930 .9923 .9896 .9508 .8715 .6264 
1.5 97.5 .9883 .9882 .9833 .9500 .8108 .5476 
99 .9817 .9817 .9800 .9455 .7302 .4581 
99.5 .9757 .9756 .9694 .9160 .6700 .4003 
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3. TESTS FOR NONADDITIVITY 
We will divide the various tests for nonadditivity into two groups -
conditional tests and likelihood ratio tests. 
The conditional tests use information given by estimates of the main 
effects to detect the presence of nonadditivity. They have the advantage 
of being relatively simple to carry out, since they employ the central F 
distribution. 
The likelihood ratio tests use maximum likelihood estimates of the 
interaction parameters to detect nonadditivity. In general, the inter­
action parameters are confounded \fith the error variance. However, under 
certain assumptions (reduction of dimensionality), estimates of interaction 
and error variance can be separated. 
3.1 Conditional Tests 
In the additive fixed effects model, maximum likelihood estimates 
of the main effects parameters, a and 3, are given by 
- " ^ r%c " - y rxi r c c 1. 
and 
''j'rir • [(y.j -
cxl 
Since the interaction between critics and students can be thought of as 
some joint effect of critics and students, it seems reasonable to 
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think of interaction parameters (y) as being some function of the main 
effects. Therefore, to estimate the interaction parameters we could 
use the estimates of the main effects. This is the principle behind the 
conditional tests. 
3.1.1 Tukey's test 
Tukey [1949] proposed computing a "sum of squares for nonadditivity" 
as 
SSIy = 
z a" 
i=l ^ j=l f 
I 9 
(§ Y3) 
(a'a)(g'g) 
then, separating one degree of freedom from the residual sum of squares 
to yield the following Analysis of Variance Table. 
Table 3.1.1 The ANOVA used to perform Tukey's test 
Source df Sum of Squares 
Mean (y) 1 
Critics (ot) r-1 SSA 
Students (g) c-1 SSB 
Nonadditivity 1 SSI^ 
Residual (r-l)(c-l)-l SSE - SSIy 
Total rc tr{YY'} 
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He concluded that nonadditivlty existed in the data if 
SSI^{(r-l)(c-l)-l} 
SSE - SSI„ 
was too large when compared to a central F distribution with 1 and 
(r-l)(c-l)-l degrees of freedom. 
Tukey used heuristic arguments to justify this test, but Scheffe 
[1959] later gave the following "conditional" argument. Define the 
residual matrix to be 
Z = P YP . 
r c 
rxc 
This is just a matrix formed from the residuals of the additive model, 
= y^j - y^^ - y j + y i = 1 , j = l, ..., c . Then, since 
vec(Y ) ~ ir®- ^ vecfP ), , 
~ a ~ 
§ = 7ir©fc 
T 
vec(Y ) 
_vec(Z ) 
-fr©P<=-
Of 
6 
vec(r  )  
i^r 
0 
0 
0 
¥c 
0 
0 
0 
Pr(5)Pc 
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A ' A A ' A 
Also, since a Y3 = a Z3, we can write SSI^ as 
SSI 
(a'z3)^ 
^ (S'SxB'a) 
= tr{ 
AA»' 
Ota 
z 
fAAt*^ 
33 
A f A 
Içf 
A f A 
[3 3j 
f 
z } 
{vec(Z )} { 
m 
A ' A 
a a © 
36' 
A Î A 
e 3y 
} {vec(Z )} 
Notice that vec(Z ) is independent of a and 3. So, conditional on some 
A A 
fixed values of a and 3, 
vec(Z ) ~ N{vec(r ), , 
and, us ing Lemma 2.1, 
SSIn 
= {vec(Z )} •[— 
CA A 'I rss'l got 33 
AI A  
a a © Af A 3 3 } {vec(Z )} 
~ X'{1. A- [vec(r')] 
2a 
aa 
A f A 
ig a; © 
33 
[vec(r )] } , 
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SSE-SSI 
{vec(Z )} {^[Pr©Pe -
AA ' 
aa 
A IA 
a 01, © 
AA ' 
33 
Ê 3j 
]}{vec(Z )} 
I I 
~X^{(r-l)(c-l)-l, [vec(r )] 
2o^ 
[Pr(3>Pc -
AA t 
aa 
A I A 
a a 
© 
A A ' 
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3'3 
][vec(r )] } 
and these are (conditionally) independent. Notice that when F = 0 these 
conditional distributions do not depend on the given values of a and 3. 
So, when F = 0, then either conditionally or unconditionally, 
SSI 
SSE - SSI 1 n .  
~ X { (r - l ) (c - l ) - l }  ,  
and 
~ F{1, (r-l)(c-l)-l} . 
Another justification of this test, which will be useful for the 
exploratory techniques to be discussed later in this chapter, is based 
on calculating a linear correlation between the residuals and the main 
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effects. Suppose that for any critic i, there is a linear relationship 
between the parameters and {By}, j = 1, c. Suppose further 
that for any student j, there is a linear relationship between the 
parameters and {a^}, 1 = 1, r. Then, we might model the 
interaction as for some unknown constant X. Since is 
an estimate of y^^, then we should consider testing this model by looking 
at the square of Pearson's correlation coefficient, which is 
r 
I 
i.i 1 
z «iSj 1=1 j=l 
r r 
E : 4} 1=1 j = l 
SSI^ 
"ssF 
Also, 
^T-
"A' 
|i -
(r-1)(c-l)-l 
-t2 
a multiple of the statistic typically used to test for significant 
correlation. 
Ward and Dick [1952] further solidified the relationship between 
Tukey's test and the model 
Yy - u + ocj + Sj + + ey , 
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showing that their algorithm for solving the normal equations of this 
model yields SSI^ as an estimate of after one iteration. Thus, 
Tukey's test is a first approximation to the likelihood ratio test of 
HqI X = 0 in the above model, 
3.1.2 Handel's test 
In his study of nonadditivity in the fixed effects model, Mandel 
[1961] proposed separating r-1 degrees of freedom from the residual 
sura of squares, rather than just one. His "interaction sum of squares" 
is 
r 
Z 
i=l 
2 
Af 1 A 
8 z ze 
fr j-i 
A , A 
3 B 
The Analysis of Variance is given by Table 3.1.2. 
Table 3.1.2 The ANOVA used to perform Mandel's test 
Source df Sum of Squares 
Mean (m) 1 
Critics (a) r-1 S SA 
Students (8) c-1 SSB 
Nonadditivity r-1 
Residual (r-l)(c-2) SSE - SSI^ 
Total rc tr{YY } 
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He concludes that the data are nonadditlve if 
SSI^(c-2) 
SSE - SSI„ M 
is too large when compared to a central F distribution with (r-1) and 
(r-l)(c-2) degrees of freedom. 
Mandel proposed this as a test of X = 0 in the model 
yy - M + + B. + XcOjBj + , 
where are not related to {a^}, i = 1 r. So, 
E{y^j} = (y + a^) + (1 + Xa)^)3j. 
In other words, he is assuming that for each critic i, the average 
rating given for each student is just a linear function of the effect 
r r r 
of the student. Notice that E u. = 0, since 0 = Z y.. = E . 
i=l i=l ^ i=l J 
Therefore, the slopes of these lines, 1 + Xto^, are equal if and only if 
Xo)^ = 0 for all i. So, if we were to plot the estimates of E{y^j} (or, 
equivalently, the residuals) against the estimates of 3j> we should see 
a "bundle of straight lines." 
We can also give a conditional argument for this test. Recall 
that 
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A  
a 
B 'V N 
vec(Z ) 
a 
B 
vec(r ) 0 
0 
0 
Pr(E)Pc. 
Then, conditional on some fixed value of B, 
vec(Z ) 'V N{vec(r ), ' 
and, usin# Lemma 2,1, 
— = (V«c(2 )) P_^0 
BB 
B'B 
}{vec(Z )} 
—^[vec(r )] [P (x) 
2a^ 
SB*' 
B'B, 
][vec(r )]} , 
SSE — SSI^ 1 t  I  
~ X^{(r-1)(c-2), —- [vec(r )] [P (x) 
2a^ 
/SAf 
BB 
B'B 
[vec(r )]} 
and these are (conditionally) independent. Therefore, when the data are 
additive (F = 0), the unconditional distribution of is the same as the 
conditional distribution. That is. 
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~ F{r-1, (r-l)(c-2)} . 
3.1.3 -The general conditional test 
Several other functions of a and 3 have been proposed as models for 
the interaction matrix, and nonadditivity tests have been given which are 
based on these models, Tukey [1962] combines the ideas of his one-degree-
of-freedom test with those of Mandel's test to obtain what he calls the 
"vacuum cleaner procedure," On the first "sweep" of the vacuum cleaner, 
the model is 
Yij = U + «i + 3j + + ^ 2"i'^j •*" ^3"i^j •*" ®ij • 
Other models which have been considered include higher order terms, such 
as Xa^3j or Xa^3j. 
Milliken and Graybill [1970] showed that the conditional argument is 
valid when modelling the interaction by any nonadditive functions of a 
and 3. We will see that all of the nonadditivity tests we have discussed 
so far are just special cases of this general test. 
Let G be any rc by p matrix whole elements are nonadditive functions 
A  A  
of elements of a and 3. Then, the interaction sum of squares is 
SSI^G = {vec(z')}'{G[G'(P^0Pc)3]' g^'} {vec(z')} , 
where denotes the Moore-Penrose generalized inverse of the matrix A, 
The degrees of freedom associated with this sum of squares is 
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n = rank{G (Pj.^P^)G} . 
So, one concludes that the data are nonadditlve If 
MG 
SSI^g{(r-I)(c-l)-n} 
(SSE - SSI^g)Ti 
is too large when compared to a central F distribution with n and 
(r-l)(c-l)-n degrees of freedom. 
This was proposed as a test of 6 = 0 in the extended model 
y = XÇ + G6 + e , 
rcxl 
where 
e 'V' N{0, X is a known design matrix. 
and 
> 0, Ç, and 6 are unknown parameters. 
G is a matrix of nonadditive known functions of XÇ 
For the two-way fixed effects model that we are considering. 
y = vec(Y ), XÇ = ir©^c^ 
V -I 
a 
3 
and we model vec(r ) by G6 . 
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The matrix G is just G, with ct and 3 replaced by a and 3. By the same 
argument as that used for Tukey's and Mandel's tests, it is easy to show 
f 
that, when F = 0, has a central F distribution. Since vec(Z ) is 
A  A  ^  A  
independent of a and 3» then vec(Z ) is independent of G. So, conditional 
A  
on some fixed value of G, 
vec(Z ) 'V N{vec(r ), > 
and, using Lemma 2.1, 
^2 ~ X (n, [vec(r )] [G{G (P^0F^)G} g ][vec(r )] , 
SSE - SSI^g 1 • • 
"2 ~ X {(r-1)(c-l)-n, —T [vec(r )] 
[Pr©Pc - G{g'(P^0P^)G} g^'] [vec(r')]} , 
and these are (conditionally) independent. Thus, when F = 0, 
F^ G ~ Ftn, (r-l)(c-l)-n} . 
Tukey's one-degree-of-freedom test is obtained from this general 
procedure by taking G = a^^3 and 6 = X . The degrees of freedom is 
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A» 
riij, = rank{G ~ = 1. To get Mandel's test, let 
G = ^ whsre w = (w^, Wg, ,,., w^) . The degrees of freedom 
is = rank{P^^3} = r-1. Finally, the vacuum cleaner model is obtained 
by setting 
G = [003, oQPg] and 6 = 
which yields 
I I 
/\A. ' 
aa 
L  A A f AA ' ? 
33 Ota 33 , 
SSI = {vec(Z )} {(P - ^ )0(^) +Z^^(p - ^ )}{vec(Z )} . 
^ a a ^ 3 3 a ^ 3 3 
The degrees of freedom is = (r-2) + (c-2), so we would test for 
nonadditivity by comparing 
SSIyg{(r-2)(c-2) + 1} 
^VC " (SSE - SSI^^){(r-2) + (c-2)} 
to a central F distribution with (r-2) + (c-2) and (r-2)(c-2) + 1 degrees 
of freedom. 
3.1.4 Conditional tests for the mixed effects model 
Recall that, for the mixed effects model of Section 1.3.2, 
vec(Y ) ~ N{yl^ + Ip #6, Ij. ^  + 0)} 
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and the data are additive if, and only if, 0 = 0. So, 
^ A ». 
a 
3 ?ir©''c 
1 
vec(Y ) 
vec(Z )_ 
-^ ©=•0 -
0, N 
0 
§ 
0 
•i(oW)p_^ 
0 
0 
0 0 
0 
0 
Notice that vec(Z ) is independent of a and 3, just as in the fixed 
e f f e c t s  m o d e l .  A l s o ,  w h e n  0 = 0 ,  
vec(Z ) ~ N{0, . 
So, for additive data (0 = 0), conditional on some fixed values of a and 
3 , 
ss 
~ = rank{G 
SSE - SSIxG _ _ 2 
~ X {(r-l)(c-l) - n} , 
and these are independent. Again, since these distributions do not 
A /\ 
depend on a and 3, they are also the unconditional distributions. 
Therefore, just as in the fixed effects case, the general conditional 
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nonadditivlty statistic, F^g, is distributed as F{ri, (r-l)(c-l),- n) 
when the data are additive. 
We should pause for a moment and consider one of the simplifying 
assumptions made during our construction of the general mixed model 
(see Section 1.3.2). We assumed that 
cov{a^, d^j} = 0 for all i and j . 
This assumption is usually made (see, e.g., Searle [1971], p. 401) in 
order that a and vec(Z ) will be uncorrelated. We will then have 
independent sums of squares in the usual Analysis of Variance table. 
However, it prevents us from modelling the interaction parameter as 
certain functions of the main effects. For example, since 
cov{a^, Xa^gj} = , 
this assumption invalidates the use of a "Tukey-type model," 
y^. = y + a^ + + Xa^3j + . 
However, it does not preclude using Tukey's test as a test for nonadditi-
vity in the general mixed model. In the sequel, one might well be con­
cerned as to the power of Tukey's test in the mixed model. We will not 
undertake a rigorous study of that power here, but we will made a few 
observations. Ghosh and Sharma [1963] showed that, in the fixed effects 
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model, the power of Tukey's test Increases as the variability of the 
? 
row effects (a a) increases. In the mixed model, we can show that the 
power of Tukey's test is not affected by the variability of the row 
2 
effects (Og). 
Let 
É = CJ^P + 0 • 
^ c 
/ \  A  
Then, conditional on some fixed values of a and 3 , 
vec(Z ) N{0, 
and, using Lemma 2.1, 
SSI. 
•J— = {vec(Z )} { 
2 311 
,
5 
il A A  "  
33 
A  *  A  
a a 3 $3 
}{vec(Z )} 
~ x^{i} . 
Since this does not depend on a, and 3 is independent of a, then SSI^ 
A  
must be independent of a. Therefore, the distribution of SSI^, even 
with nonadditive data, does not depend on 0^. Furthermore, since 
» 2 
SSE = tr(ZZ ), then the distribution of SSE does not depend on 
So, the distribution of Tukey's statistic does not depend on o\ 
Keeping in mind that the power of Tukey's test in the fixed effects 
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model is mediocre at best, it seems that this lack of dependence on 
large row effects can only make Tukey's test even less appealing in the 
mixed model. A more appropriate test may be that given by Mandel (using 
Fjj), since the model 
. ; + »! + gj + XtOjSj + 
where cov{a^, =0, is a valid case of our general mixed model. 
We make one last comment about the assumption of zero covariance 
between the random main effects and the random interaction. The likeli­
hood ratio tests of Section 3.2 will be derived using only the distribution 
I 
of vec(Z ). Since this distribution is not affected by the above 
assumption, the likelihood ratio tests will be the same whether or not 
the assumption is used. 
3.1.5 Conditional tests for the random effects model 
In the random effects model of Section 1.3.3, 
.vec(Y') N{pl^01^, (a| + • 
and the data are additive if, and only if, = 0. So, 
1 
I
P
 >
 
1 
A  
3 = 
1 
vec(Y ) 
f  
_vec(Z )_ 1 nd
 
©
 
nd
 
0
 1 
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% N 
0 
0 
0 
i(0|+0=+ccj2)P_. 
0 i(o=-M=+rct§)P^ 
0 
Therefore, conditional on some fixed values of a and 3, 
vec(Z ) ~ N{g, (a^ + a2)p^0p^} 
and, by Lemma 2.1, 
.  „ 2  
~ X tn} , 
SSE - SSI^g 
~ X^{(r-l)(c-l) - n} , 
and these are (conditionally independent). However, since these distri-
/S A. 
butions do not depend on a and 3, they are also the unconditional 
distributions. Hence, 
^MG ~ (r-l)(c-l) - n} . 
Unfortunately, this is the distribution of even when 0^ is not zero. 
Thus, the conditional tests are useless as tests for nonadditivity in 
the random model. 
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3,2 Likelihood Ratio Tests 
The conditional tests were based on modelling the interaction 
matrix, F, as some function of the main effects. However, in the 
example of Chapter 1, the estimates of main effects are all zero, 
since all row and column averages are equal. Therefore, no matter 
which function of a and 3 is used to model T, a conditional test would 
not spot the interaction which we convinced ourselves is present in 
the data of Table 1.2.1. 
So, we need a test for nonadditivity which does not depend so 
much on the main effects. We will show in the following that if we 
model the matrix F as some function of parameters which are not related 
to the main effects, then we can often obtain maximum likelihood estimates 
of these parameters, and hence a likelihood ratio test for nonadditivity. 
3.2.1 The Johnson-Grayblll test 
The "multiplicative interaction model," 
r c r c 
y = y + a + 3. + Xu) V, + e , E = E = 1, E oi = 0 = E v , 
-1 ^ J 1 J iJ 1=1 1 j=i J 1=1 ^ j=l J 
or, in matrix notation, 
t i l l  
Y  =  M l  1  +  a l  + 1 6  +  Xw v  +  E  ,  
—r—c c —r— — 
rxc 
has been discussed in the fixed effects case by a number of authors, 
among them Gollob [1968], Mandel [1969], and Corsten and van Eijnsbergen 
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11972], In this model the interaction parameters, » are assumed to 
be proportional to the product of corresponding parameters and , 
where w. and V. bear no relation to a, and 3.. Johnson and Graybill 
^ J ^ J 
[1972] developed a likelihood ratio test of the null hypothesis, 
Hg: X =0, in the above model. Their "sum of squares for nonadditivity" 
f f 
is simply the largest characteristic root of the matrix Z Z (or ZZ ), 
where Z is the r by c matrix of residuals defined in Section 3.1.1. We 
will denote this largest characteristic root by since it is also 
the square of the largest singular value of Z. The Analysis of Variance 
is given by Table 3.2,1. 
Table 3,2.1 The ANOVA used to perform the Johnson-Graybill test 
Source df Sum of squares 
Mean (u) 1 
Critics (a) r-1 SSA 
Students (g) c-1 SSB 
Nonadditivity 1 2^ 
Residual (r-l)(c-l)-l SSE -
f  
Total rc tr{YY } 
To derive the test statistic, let 
» I » I 
CI = e{y} = yl 1 + al + 1 e + Xwv , 
—r—c —c —r*~ —" 
rxc 
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and note that the likelihood function of Y is proportional to 
-rc/p . , 
L{X,W,a2,a,g,w,V; Y} = (0=) exp{- -^tr [ (Y-ffl) (Y-ffl) ]} . 
A useful identity, which we will refer to as the ANOVA identity is, that 
for any r by c matrix X, 
tr{xx'} = tr{-J X-J x'-J } + tr{P X-J x'p } 
r r c c r r  r c c  r  
+ tr{^j^xp^x'ij^} + tr{p^xp^x'p^} 
Therefore, taking advantage of the restrictions on the parameters, 
tr{ (Y-ffl) (Y-ffl) '} = tr{-^J (Y-Ml l')-^„(Y-yl l')'ij } 
+ tr{P^(Y-al^)ij^(Y-aiyp^} 
+ tr{ij^(Y-1^6')P^(Y-l^§')%^} 
I I * 
+ tr{P^(Y-Xwv )Pç,(Y-Xuv ) P^} 
I I I 
_> tr{P^(Y-XwV ÏP^fY-Xwv ) P^} 
with equality when y = y = —1 Y—1 , a = a = P Y—1 , and 6 = 3 = P Y •^l 1 J t- r- r-r c-c - - r c-c' - - c r-i 
Also, 
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I I ' I » ' 
tr{P^(Y-Xajv )P„(Y-Aa)V ) P_} = tr{(Z-Xaw ) (Z-Awv ) } 
. •, I f I I * II 
= tr{ZZ } + (Xv —CO Z) (Xv —w Z) —01 ZZ 00 
I I I 
2 tr{ZZ } - w ZZ W 
_> tr{zz'} - , 
with equality when X = Z ZV = and ZZ w = . 
Hence, 
min tr{(Y-fll)(Y-ffl)'} = tr{zz'} - = SSE - . 
A maximum likelihood estimate of can be found by using the following 
lemma from multivariate analysis. (See, e.g., Anderson [1958], Lemma 
3.2.2.) 
Lemma 3.2.1 Suppose that $ is any p by p positive semidefinite 
(symmetric) matrix, and B is a known p by p positive definite (symmetric) 
matrix. Then, for any positive integer n, 
nlog|$| - tr{B$} £ pn{log(n)-l} - nlog|B| 
with equality when 
$ = nB ^ 
The notation |$| means "the determinant of 
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Therefore, 
"ÎTC / 
logL{^,{i,a^,a,|,w,v;Y} = log{(CT^) ^exp{--i-CSSE-JlJ) (CT^)"^}} 
= "l^rclogCa^) ^  - tr[ (SSE-il^) } 
2^Krc[log(rc)-l] - rclog(SSE-A^)} 
o -rc/? 
= log{(SSE-Jl2)^} 
SSE -
with equality when = — 
Finally, the likelihood ratio test statistic for testing Hg: X = 0 is 
* max L{iJ,a^,a 6;Y,\=0} -rc/, C , = {—^5^} ^ 
max L{X,}J,a^,a,3,w,V;Y} SSE -
I 
= {1 + 
2 -rc/ r  
SSE -
* 
We reject Hq if ^ is too small, or, equivalently, 
^1 A. ^ = is too large . 
SSE -
If rc was large, we could use the well-known asymptotic result for 
likelihood ratio statistics, comparing 
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rclog(l + Ag j) 
to a Chl-square distribution with (r+c-1) degrees of freedom. However, 
rc is usually small, so exact percentage points have been computed for 
the ratio of the largest root to the trace of a central Wishart matrix 
by Schuurmann, Krishnaiah and Chattopadhyay [1973]. 
For the data of Table 1.2.1, we compute 
Z = 
4x5 
-10 -5 0 5 10 
-10 0 0 0 10 
0 -5 -5 0 10 
20 10 5 -5 -30 
and 
= 1947.93, SSE = 2050 , 
y 1947.93 
f,l ~ 102.07 
= 19.08 . 
The upper one percent critical value for the equivalent statistic, 
&2/SSE, is 0.9303. 
So, the upper one percent critical value for is 
{(0.9303)"! - 1}"! = 13.3472 . 
Therefore, since 19.08 is greater than 13.3472, we conclude that there 
is some interaction between critics and students. 
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It seems natural to compare this test to the usual Chi-square test 
for independence, if only because both tests deal with two-way tables. 
In the Chi-square test, once the experimentor has concluded that the 
rows and columns are not independent, he examines large "residual" 
values in order to get some idea of the nature of the dependence. To 
get some idea of the nature of the interaction between critics and 
students, we will search out and attempt to explain large values in our 
residual (Z) matrix. This should serve to point out one advantage of 
likelihood ratio tests over conditional nonadditivity tests. After 
uncovering interaction with a conditional test, the standard prescription 
is to transform the data until it is (hopefully) additive, or at least 
until the test no longer detects the nonadditivity. With the likelihood 
ratio procedures, since we have maximum likelihood estimates of the 
interaction parameters, we can continue our analysis of the original data, 
taking into account the effects due to interaction. 
Clearly, it is Critic 4 who is causing problems, as he has the most 
extreme residual values for every student. If we remove Critic 4 from 
the data set, there doesn't seem to be any interaction remaining. 
Table 3.2.2 The ANOVA table after removing critic 4 
Source df Sum of Squares F 
Mean (y) 
Critics (a) 
Students (g) 
Nonadditivity 
Residual 7 
4 
1 
1 
2 
largest ch.root = 91.67 (2L^Z) = 3.667 
116.67 - 91.67 = 25 
96000 
0 
483.33 
Total 15 96600 
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A standard analysis is therefore appropriate for this reduced data set, 
A -
yielding a = 14.584. Then, at the one percent level of significance, 
we would conclude that Student 5 tends to receive higher scores than the 
other students. 
If, however, we feel uncomfortable about removing Critic 4, then, 
under the assumption that the multiplicative model is appropriate, it is 
still possible to test hypotheses concerning the main effects. As we 
showed previously, the maximum likelihood of Y under the multiplicative 
model is proportional to 
Also, when g = 0, it is easy to show that the maximum likelihood of Y 
under the multiplicative model is proportional to 
-rc/, 
{(SSE -
{[SSB + (SSE - &:)] 
So, the likelihood ratio statistic for testing Hgg: § = 0 is 
^ (SSE - Z^) 
SSB y 
SSE -
We reject if is too small, or, equivalently, if 
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Hegemann and Johnson 11976] computed critical points for the 
statistic 
T = SSB{(r-l)(c-l) - V} 
1 (SSE - &:)(c-l) 
where V = E{—|X = 0}, which they used to test 8 = 0 in the 
presence of multiplicative interaction. Since this involves the rather 
tedious computation of v, the "pseudo-degrees-of-freedom," Marasinghe 
[1985] proposed as an approximate test comparing 
^ SSB{(r-2)(c-2)} 
2 (SSE - &2)(c-l) 
to a central F distribution with (c-1) and (r-2)(c-2) degrees of freedom. 
In the art school example, SSB (for the full data set) is zero, so no 
student is significantly better than the others. 
3.2.2 Dimensionality tests for the fixed effects model 
In the Johnson-Graybill multiplicative model, we had a special 
case of the general fixed effects model, where 
t 
r = Awv . 
rxc 
However, this is equivalent to assuming that the interaction matrix, F, 
has rank one, since, by the singular value decomposition, if F has rank 
. .... 
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t 
one, then we can write it in the form F = Xwv . In this section we will 
show that, as long as the rank of F is less than the rank of Z, the re­
sidual matrix, then a likelihood ratio test for nonadditivity can be 
formulated. 
Suppose that the matrix F has rank p. Then, by the singular value 
decomposition, we can write 
P I f 
F = E X 0), V, = fiAT , 
rxc k=l k-k-k 
where 
A = Diagonal{X^,X2,...,Xp}, X^ > Xg > ... > X^ > 0 , 
], T = [V ,V2 V ] , 
rxp cxp 
I I 
and ÎÎ = Ip = T T. Also, using the restrictions on F, 
' -1 ' ' fil = A F 1 =0 
-r -r 
and 
T'I = A'lfi'Fl = 0 . 
—c —c — 
So, we can derive maximum likelihood estimates for A, fi, and T in the same 
manner as we derived maximum likelihood estimates for X, w, and v in the 
Johnson-Graybill model. Again, let FFL = E{Y}. Then, if p = rank(F) < 
rank(Z), 
.. 
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tr{(Y-fl)(Y-ffl)'} > tr{(Z-r)(Z-r)'} 
= tr{zz' + (flA-ZT) (ÎÎA-ZT) ' - ZTt'z'} 
> tr{zz'} - trCzTr'z*} 
I P 
> tr{ZZ } - Z , 
k=l ^ 
where > &2 - * * * ^ &p > 0 are the p largest characteristic roots of 
t 
Z Z. The last inequality results from the following lemma. 
! 
Lemma 3.2.2 Suppose H is any c by n matrix such that H H = A is 
any c by c nonnegative definite matrix with rank(A) > n, and G = 
Diagonal{g^,g2,...,g^} with > 82 > > 0. Then, 
I n „ 
tr{GH ah} < E g, r, , 
" k=l k K 
2 2 2 
where r^ > r. > ... > r are the n largest characteristic roots of A. i — z — — n 
Equality is attained when the columns of H are the orthonormal 
2 2 2 
characteristic vectors of A corresponding to r^, rg, ...» r^. 
Proof; Let H = (b^.hg h^), and suppose that a^, a^, ..., a^ are 
the orthonormal characteristic vectors of A corresponding to 
2 2 2 
r^, rg, .... r^. Then 
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tr{GH ah} = E 
and 
,  '  r l  if k = Ï 
-kS& " ^0 if k / A ' 
By the methods of principal components analysis (see, e.g., Anderson 
[1958]) we see that 
' 2 
max h^Ah^^ = r^^ with equality when h^ = a^ , 
{h^hi=l} 
' 2 
, max h„Ah„ = r,, with equality when h„ = a«. 
» 2 
max h Ah = r with equality when h = a . 
, , -n -n n -n -n 
(bnbn'l'Sn'Sl'Sz 
So, 
I I n 2 
tr{GH AH} = E gJvAh < E g r. . 
k=l k=l 
Equality is attained when H = (aj^,a2,... ,a^), since 
° ^ 8k2k<'kSk> = .C.Bkfk • 
k=l k=l k=l 
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The likelihood function of Y is proportional to L{o^,p,a,G,r;Y,p}, 
where 
„ -rc/? 1 t 
L{a ,vi,a,3,r;Y,p} = (a ) exp{-tr[(Y-in) (Y-ffl) ]} 
~rc/n . ' ^ 2 
< (of) exp{- ^  [tr(ZZ ) - EC]} 
2CJ k=l ^ 
P N —RC/N 
<  { ( S S E  -  E  i f )  — }  
k-i " " 
by Lemma 3.2.1, with equality when 
"-TiMlc-S'.. • 
2 • vèic " [(?!. - y..)] ' 
g = P^Y %i_ = [(y . - y )] , 
c r-r •'.j .. 
A = Diagonal{5-^,5-2» ••• »^q}) 
z'zn = Î ÎCA'A) , 
ZZ'T  =  T(A 'A)  ,  
r = Î ÎAT ' , 
and 
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= 
SSE - E r 
k=l ^ 
rc 
Therefore, the likelihood ratio test of Hq! F =0 (or, equivalently, 
rank(r) =0) versus the alternative rank(r) = p uses the statistic 
\ r p 2 )~rc/2 4.P 4-^^ 
SSE - r 1 SSE - E Jl, 
k-l •'J k=l 
We reject (and thus conclude that the data are nonadditive) if ^ 
is too small, or, equivalently, if 
P 2 
E if 
k=l 
A- = is too large. 
£ J P  P  2  
S S E  - E C  
k=l ^ 
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Table 3,2,3 The ANOVA table used for dimensionality tests in 
the fixed effects model 
Source df Sum of Squares 
Mean (y) 
Critics (a) 
Students (g) 
1 
r-1 
c-1 
S SA 
S SB 
Nonadditivity 
Residual (r-1)(c-l)-p SSE - Z I, 
k-i ' 
Total rc tr{YY } 
We can easily see that, when p = 1, the dimensionality test is the 
same as the Johnson-Graybill test, and therefore percentage points can 
be taken from Schuurmann, Krishnaiah, and Chattopadhyay [1973]. If 
p = rank(Z) - 1, then 
. SSG - ^ . 1 , 
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where is the smallest nonzero characteristic root of Z Z. 
Fortunately, percentage points for the ratio of the smallest characteristic 
root to the trace, i.e.. 
SSE ' 
are also given by Schuurmann et al., so we can use these for dimensionality 
tests when p = rank(Z) - 1. Percentage points for values of p between 
these two extremes have not yet been derived. However, we can extend a 
method used by Johnson and Graybill [1972] to compute approximate percentage 
points. Using estimates of the first two moments of produced through 
simulation by Mandel [1971], they approximated the null distribution of 
pU^ - 1 
P-Ï 
by that of a Beta random variable, where p = rank(Z) and 
1 SSE ' 
In most cases this approximation produced percentage points which compare 
closely with the exact percentage points. We will use a similar procedure 
to compute approximate percentage points for the dimensionality test when 
p ~ 2. 
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Let 
= &2/SSE 1 = 
and 
U = SSE . 
P 
Johnson and Graybill showed that is independent of {U^,U 
when r = 0. So, 
&Ï + &2 T U 
u e + zl 
' i È(-gr-) , 
where p = min{r-l,c-l} and n = max{r-l,c-l} . 
Also, 
E{( q-p )} = ) E{(^)}E{(U + U.) } 
n/p^ + 2np ^ ^ 
1 *1 + *2 
= (-T-T ) E{( 2 ) ^ • 
n p + 2np ^ 
So, 
V{ !... = E{( ^ ggg?) }- [E{-W^}] 
+ P/ 2 
SSE SSE 
iiiA 
np ''np+2' 0% npl 0% 
= E{ (• 
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, + i l  ^ 
= (-y-r )[npV{ ^ a ^ - 2[E{ . ^}] ]. 
n p^(np+2) ^ 0 
Hegemann [1974] used Monte Carlo techniques to estimate the means, 
variances, and covariances of ^  and ^  . Using these, we can estimate 
+ ^ 2 ("1 + &2 
E { — g gg—} and V{——} for various values of n and p. 
Since 
then. 
%\ + I}. 
SSE = + ... + < p( ^ 2 ) . 
+ i l  £2 + j^2 
+ *2 - ^ SSÊ— 1 = f • 
P( 0 ) 
So, if we define 
p(U + U )-2 
«2 = —F2 . 
Then, 0 < Bg < 1. We can then approximate by a Beta random variable, 
with Darameters 
2 
[£{82}][E{B2} - V{B2} - (E^Bg}) ] 
a vnp 
and 
[1 - E{B2}][E{B2} - V{B2} - (E^Bg})^] 
b 
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We computed percentage points for then transformed these to obtain 
percentage points for 
SSE ' 
as given in Table 3.2.4. 
Table 3.2,4 Approximate percentage points of —g-gg— for 
various values of n and p 
5 
Upper 5 percent 
P 
6 7 8 9 
5 0.91433 
6 0.89498 0.82023 
n 7 0.86086 0.81965 0.79169 
8 0.84693 0.78709 0.75702 0 .74218 
9 0.79329 0.76187 0.71426 0 .71959 0.66217 
Upp er 1 percent 
5 6 
P 
7 8 9 
5 0.94163 
6 0.92585 0.84644 
n 7 0.89598 0.85339 0.83036 
8 0.88223 0.82272 0.78980 0. 77975 
9 0.82203 0.79381 0.74178 0. 76245 0.69341 
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3.2.3 Dimensionality tests for the mixed effects model 
Recall that in the mixed effects model, nonadditivity affects the 
covariance matrix of the data, rather than the mean matrix. That is, 
vec(Y') 'x, N{yl^01^ + 1^03, + *|Jc + ' 
where > 0, > 0, g 1 =0, and 01 =0. The data are additive if, 6  ' a  —  —  — c  — c  —  
and only if, 0=0. 
If we let 
and 
* - "Ih * "i-'c + ® • 
fil = E{Y} = Ml l' + 1 s' , 
-r-c -r-
then the likelihood of Y is proportional to 
L{c:,G:,w,g,0;Y} = |$| ^^2exp{- ^  tr[(Y-m)$-l(Y-M)']} 
We will show that, if rank(0) = p < rank(Z), then 
p (c-l)-p 
SSC - E p _r/ 
max L{o^,o^,u,6,0iY) = ([ ' (SSAXjl 
First, we use the following lemma to find the determinant and the 
inverse of $. 
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Lemma 3.2.3 Let A be any c by c symmetric matrix which can be written 
as 
A = HGH' , 
where G Is an n by n nonsingular diagonal matrix, and H H 
and kg be constants such that ^ 0 and |k^I^ + kgC] 0. 
I . Let k, 
n 1 
Then, 
and 
(1) ly^ + kjAl = IVJ • |l„+iq-G| 
= (k.)C-" n (k + kg) 
^ j=i ^ J 
(11) {k^I^ + kgA}"! = - kgHfk^I^ + k2G)"^GH'} . 
Proof: 
(1) For any c by n matrix M, 
I M I 0 
c c 
1 
0 I M I 
n n 
So, 
k,I -k„H I 0 k,I 1 c 2 c 1 c 
' -1 1 ' ? H G 
-k^» ^n H 
-kgH 
0 I 
n 
kf 1. + 
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• IVcl • I I. + G-'l . 
and 
k,I - k„H 1 c / k,HG c Z 
» -1 , 
H G 0 I 
n 
Vc 
t 
H 
-kgH 
^-1 
I 0 
c 
, 1 
-GH I 
n 
k,I + k^HGH* 0 1 c 2 
= |G-1| . |k^I^ + kgAl . 
Therefore, 
IV, +Vl = 1 = 1 • IVcl • + 
• I Vol ' II. + G| -
(ii) {k^I^ + kgHGH*} ^  {l^ - kgHCk^I^ + kgGï'^GH*} 
_1 I ^2 , 
= I - k„H(k,I + k„G) GH + HGH 
c 2 ^ 1 n 2 k^ 
1 2 
2 -1 ' 
- HG(k^I^ + kgG) GH 
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n 
Now, if rank(0) = p, then, by the spectral decomposition (a special 
case of the singular value decomposition) we can write 
0 = QMl , 
cxc 
where 
A = Diagonal{A^,X2,...,X }, 2 ^2 - ^ 
and 
f2 p^ ' 
cxp 
f2 = Ip . 
So, if we let 
H = Ij,, , 
and 
ca„ 
G = 
0 
A 
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then 
T =  A^I  +  A^J +  0  =  A^L +  HGH .  
^ c c a c c 
' -1 ' 
Also, since = A ÎÎ01 = 0, then 
» —n —o — ' 
H H =  
1 0 
0 I_ 
= I 
P+1 • 
Hence, by Lemma 3.2.3, 
l $ l  =  („2,.-(P+l)(„2 + co|)( n (0| + X^)} , 
and 
rl If, , cOa 1 P \ ' 
" ofc - V + ca^> ÏÏA' 
r{l„ — (1 - —2—~—r) — Z (1 -
- 5f'c ol + ca|' c c I, " o' + X ' • 
-J. e k 
Next, we notice that 
ijj-i = ij,. 
e a 
So, using the ANOVA identity, with Z = P^YP^, 
•_ 
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+ tr{P^|"^^^(Y-fl)'^J^(Y-ffl)$"^^^P^} 
= tr{r^  
+ tr($-l 
I 
+ tr{r\(Y-1^6') ijj.(Y-l_.g')P^} 
+ tr{|~^Z*Z} 
- 'o' + + trir^z'z) 
e a 
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1 ' 1 '1 
with equality when y = r^iy^'^ic ^ P^Y —1^ . And, if p < rank(Z), 
then, by Lemma 3.2.2, 
P 0% ' ' 
tr{r^z'z} = ;^{tr(z'z) - Z (1 - , T , 
^e k=l "^e ^ 
e e k 
with equality when Z Zw^ = for k=l,2,...,p. In applying Lemma 
3.2.2, we used the fact that 
Og ^e 
Finally, combining the previous steps, and using Lemma 3.2.1, 
log L{o2,o2,w,B,0;Y,p} =i{rlogir^| - tr [ (Y-ffl) (Y-rfil) ' ] } 
< - ^ (SSE -
1 11 p 
= 4l[r(c-l-p)log(-4-) - -^(SSE - Z &:)] 
^e k=l " 
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+ [vlog(-j-^ j) - ( ,SSA )] 
a + CO a + CO 
e a e a 
< -^{r(c—l-p)[log(c-l-p) - 1 - log(SSE - Z &?)] 
k=l K 
+ r[log(r) - 1 - log(SSA)] 
+ Z r[log(r) - 1 - log(&2)]} 
k=l 
T logf 
-4 (c-l)-p 
ssE - T. al 
k=l 
(c-1) - p 
P , e c (ssA) (  n  }  ,  
k=i ^ ^ 
with equality when 
s = v'rir " ((y.j - y.." > 
P 
SSE - E 
k=l ^ 
e ~ r(c-l-p) 
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"l * "a SSA 
'I 
I 
Z 2àQ — nA , 
and 
0 = nAn 
Therefore, the likelihood ratio test of Hg: 0=0 (or, equivalently, 
rank(0) = 0) versus the alternative rank(0) = p uses the statistic 
A 
rSSE, 
lc-1/ 
c-1 
m,p 
SSE - Z 5,21 
k=l 
(c-l)-Pr_ p  -
n e 
k=l 
c-l-p 
-r/r 
(c-l-O)C-l-Ô 
(c-1) c-1 
1 + 
p , 
I i l  
k=l ^  
SSE - E if 
k=l 
(c-l)-p 
~I I -r/f 
SSE 
k=l ^ 
We reject Hq (and conclude that the data are nonadditive) if A^ p is 
too small, or, equivalently, if 
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A 
ra,p 
P , —I (c-l)-p 
1 + 
k=l k 
SSE - Z 
k=l ^ 
n m 
k=l Ag 
is too large. 
Noting the similarity between A and A, (of Section 3.2.2), we in,p t »P 
might wonder whether there is a relationship between the dimensionality 
tests of the fixed effects model and those of the mixed effects model. It 
turns out that when p = 1 (i.e., the Johnson-Graybill model), the two 
tests are equivalent. We need the following lemma to show this. 
Lemma 3.2.4 For any positive integer n, if — < x, then 
f(x) = (1 + x)"(l + i) 
is a monotone nondecreasing function of x. 
Proof; We need only show that the derivative of f(x) is always 
nonnegative. Since nx > 1 and x > 0 , 
•^f(x) = (1 + x)"^ ^{n(l + ^ ) - ^ 
.n-1 
= ^2*^ {(1 + x) (nx - 1)} 
> 0 . 
• 
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Therefore, since 
A 
f,l SSE - £2 _ (c-2)£2 - c-2 ' 
A 
m,l 1 + 
c-2 
SSE 
SSE -1 
= [1 + A ]'^-2[i+ 1 ] 
r,i 
is a monotone nondecreasing function of A. -. In other words, the 
r, 1 
Johnson-Graybill test is also valid for the mixed effects model. 
Unfortunately, this equivalence does not hold for other values of p. 
As an example, consider the 4 by 5 data matrices summarized in Table 3,2,5, 
and suppose p = 2. 
I 
Table 3.2.5 A summary of the characteristic roots of Z Z 
computed from two 4 by 5 data matrices 
Data Matrix SSE 
I 1947 .93 79.46 22.  61 2050 
II 1847 .93 180.46 21.  61 2050 
For Data Matrix I, 
A. „ = 89.67 
and t, z A _ = 2461.73 .  
m,2 
For Data Matrix II, 
Ag 2 = 93.86 
and A „ = 1195.47 .  
m,2 
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Thus, while the fixed effects statistic Increases from one data matrix 
to the next, the mixed effects statistic decreases. 
So, It will be necessary to compute separate percentage points 
for the mixed effects dimensionality tests, except for the case when 
p = 1. However, just as In the fixed effects model, we have a special 
situation when p = rank(Z)-l, Suppose r > c, I.e., the random effect 
has at least as many levels as the fixed effect. Then, rank(Z) = c-1, and 
c-2 — (c-l)-(c-2) 
E 
1 1 
c-2 
n 
k=l 
SSE 
2 X T 
SSE -
c-2 
E 
k=l k 
SSE Ic-Z 
n 
k=l 
SSE 
c-1 
E Sil 
k=l 
^ c-1 
c-1 
n 2^ 
k=l 
which is proportional to the inverse of the sphericity statistic given by 
Mauchly [1940]. Percentage points for this statistic were obtained by 
Nagarsenker and Pillai [1973]. 
3.3 Which Test is Appropriate? 
By now we have seen so many tests for nonaddltlvlty that it is 
only natural for the reader to be concerned about which test he should 
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use. Comparative power studies have shown that none of these tests is 
uniformly superior to all the others. Even among the dimensionality 
tests (which have the appealing property of using maximum likelihood) 
we must somehow choose which rank to test against in the alternative. 
We will now examine some fairly simple graphical techniques which should 
help us to choose the appropriate nonadditivity test for a given set of 
data. 
3.3.1 Some exploratory techniques 
Noting the similarities between these dimensionality tests for 
nonadditivity and the reduction of dimensionality involved in multivariate 
factor analysis, we feel confident in adopting one of the exploratory 
techniques of factor analysis. First, we will give a brief overview of 
factor analysis. (For a more detailed discussion, see Johnson and Wichern 
[1982].) 
In the factor model, a vector of random variables, x, with mean u, 
is written as 
x = y + L f + e , 
pxl pxl pxm mxl pxl 
where 
f and e are independent , 
E{f} = 0, V{f} = I , E{e} = 0 , 
and 
V{e} = T = Diagonal{9j^,02,... ,9p} • 
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So, 
V{x} = LL* + Y . 
The goal of factor analysis is to approximate the covariance matrix, 
V{x}, and use this approximation to describe the relationship between 
the component variables, x^,X2,...,Xp, in terms of just a few hopefully 
meaningful factors. The vector f contains these m factors, where of 
course m < p. 
One of the problems with this model is that the experimentor must 
choose m, the number of factors which he will use to describe the data. 
Several authors have proposed methods for making this choice, including 
Guttman [1956], Kaiser and Hunka [1973], and Sokal [1959]. Most of these 
methods involve examining the characteristic roots of the sample 
covariance matrix (since these estimate the contribution to the total 
variance from each of the possible factors), and letting m be the number 
of these roots which are significantly larger than the others, A method 
which seems particularly suited to our needs is given by Cattell [1978]. 
He simply plots the value of each characteristic root in order from 
largest to smallest, then cuts off the number of significant factors at 
the index of the root where the "scree" begins. In nonstatistical 
terminology, a "scree" is the pile of gravel and rocks which collects at 
the base of a mountain. Since Cattell's "scree plots" tend to look like 
the side of a mountain, then the scree is made up of the insignificant 
characteristic roots which congregate at the bottom. Empirical studies 
have shown that scree plots tend to perform very well. 
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In the dimensionality tests for nonadditivity we are also interested 
in determining which of a group of characteristic roots are significantly 
larger than the others. In fact, the mixed effects' model can be related 
directly to the factor model. As we saw in Section 2.2, if = (y^^.y^g, 
I I 
" ^c^c'. then, 
Vl' ^cZ2 ^c^r are i.i.d. N{KJ, + K^0K^} . 
'  I  _  ' 1 / 9  
So, if we let x. = K y,,M=Kg, Y=al ^, and L = K 0 , then, we 
-i c^i' - c- e c-1 c 
have the factor model, 
x^ = M + Lfi + e^ , 
and the number of factors depends on the rank of 0. 
As an example, consider the scree plot for the data of Table 1.2.1, 
The characteristic roots of Z Z are = 1947.93, 2^ ~ 79.46, and 
= 22.61. 
The scree obviously begins at the second point (this is where the 
slope of the mountain levels off), so we have reason to suspect that 
there is some type of "rank-one" interaction affecting the data. One 
way for this to occur is for interaction to be present in only one row 
(or column) of the data matrix. As we have already concluded (when we 
pinpointed Critic 4 as the culprit), that is exactly what is happening 
here. 
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Index of 
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Figure 3.3.1 The scree plot for the art school example 
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The scree plot is not, however, the only exploratory graph which we 
should construct. After we have used the scree plot to give us some 
idea of the rank of the interaction matrix, we still must decide whether 
f 
or not this matrix is related to the main effects. Clearly, = Xwv 
I 
and Fg = Aa3 are both rank one matrices. Plots of residuals (z^^) 
A A 
versus estimates of the main effects (a^ and 3^) should give us an 
indication if any such relationships exist. 
3.3.2 Another example 
Osborne, McKelvy, and Bearce [1913] examined the density of aqueous 
solutions of ethyl alcohol for 12 different concentrations when subjected 
to 7 different temperatures. A portion of this data set is given in 
Table 3.3.1. 
Table 3.3.1 Density of aqueous solutions of ethyl alcohol 
Concentration 10 15 
Temperature 
20 25 
(°C) 
30 35 40 
30.086 .9597 .9567 .9537 .9505 .9473 .9439 .9404 
39.988 .9424 .9389 .9352 .9315 .9277 .9239 .9200 
49.961 .9217 .9178 .9139 .9099 .9059 .9018 .8976 
59.976 .8993 .8953 .8912 .8870 .8828 .8786 .8742 
70.012 .8760 .8718 .8676 .8634 .8591 .8547 .8502 
80.036 .8519 .8476 .8434 .8390 .8346 .8302 .8257 
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Mandel [1971] analyzed this data, as did Yochmowltz and Cornell 
[1978], Using stepwise procedures, they concluded that the data was best 
represented by a model with two multiplicative terms. This "rank-two" 
situation is also apparent in the scree plot of Figure 3.3.2. Furthermore, 
there doesn't seem to be any consistent pattern in the residual plots of 
Figures 3.3.3 and 3.3.4. A rank two dimensionality test (for fixed effects) 
yields the statistic 
^ ^ 26.111167x10"^ 
(26.111383x10"^) - (26.111167x10"^) 
26.111167 
0.000216 
= 106996.14 . 
When compared to a critical value (from Table 3.2.4) of 
^0.92585 " 12.486 , 
we conclude that the statistic is too large, and hence there seems to 
be some rank two interaction in the data. 
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26.112 
Value of 
characteristic 26,111 
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Figure 3.3.2 The scree plot for the ethyl alcohol example 
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Figure 3.3.3 Plot of residuals versus row means 
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Figure 3.3.4 Plot of residuals versus column means 
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4. MULTIVARIATE TESTS FOR NONADDITIVITY 
In the art school competition of Chapter 1, we said that the 
students were assigned a quality rating in each of several categories. 
We then showed how to investigate nonadditivity separately for each 
category, using creativity as an example. In this chapter we will 
consider a simultaneous analysis of all categories. 
As such generalizations often give rise to unusual and confusing 
notation, the reader is asked to pay particular attention to the 
following section. It contains an explanation of the notation to be 
used throughout the chapter, as well as several results concerning a 
somewhat obscure matrix operator. 
4.1. Multivariate Notation and the General Trace 
Suppose there are p categories in which the students will be rated. 
Then we can separate the entire group of ratings into p two-way tables, 
each having the form of Table 1.2.1. We will say that the data are 
additive if, and only if, the data in each of these two-way tables are 
additive. 
Let represent the r by c matrix corresponding to the two-way 
table of rankings in category h, where h goes from 1 to p. The total 
data matrix will be formed by stacking these p matrices on top of each 
other. We denote it by 
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Y = 
prxc 
This partitioning of Y will be important throughout the rest of the 
chapter. Thompson [1973] introduced an operator on partitioned matrices 
which he called the "general trace of order p." We will define this for 
symmetric partitioned matrices, and find it particularly useful in 
deriving the Multivariate Analysis of Variance (MANOVA). 
Definition 4.1 Suppose X is a pn by pn symmetric matrix, partitioned 
as 
X = 
%11' ^ 12' •••' ^ Ip 
^21' *22' •••' *2p 
V' Sz' •••' *PP 
Then, the general trace of X of order p is defined to be the p by p 
matrix 
T {X} = 
P 
tr{Xii}, triX^g}, •••, trix^^} 
tr{X2^}, tr{X22}, tr{X2p} 
tr{X ^ tr{X ..., tr{X } pi p/ pp • 
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A few properties of the general trace are given in the following 
lemmas. In each, suppose X is a pn by pn symmetric matrix partitioned 
as above. 
Lemma 4.1.1 For any q by p matrix A and m by n matrix B, 
Tq{(A(x)B)X(A® B)'} = A[Tp{(Ip0B)X(Ip®B)'}]A' . 
Proof ; 
I P P 
T {(A®B)X(A@B) } = E Z 
^ i=l j=l 
= A[Tp{(Ip®B)X(Ip® B)'}]A' ]] 
I 
Lemma 4.1.2 For any m by'n matrix B such that B B = 
T {(I ®B)X(I ®B)'} = T {X} . 
P P ^  P ^  P 
Proof; 
Tp{(Ip®B)X(Ip(x)B)'} = 
^ ^ I 
aiiaijtr{BX^jB },....a^^a^^tr{BX^^B } 
I t 
a2iaijtr{BXijB },...,a2^a^jtr{BX^jB } 
aqi^ljtr{BX^.B'},....a^^a^^tr{BX^jB'} 
f t 
tr{BX^^B },...,tr{BX^pB } 
f f 
tr{BX2iB },...,trCBX^pB } 
I I 
tr{BX ,B tr{BX B } pi pp 
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~ f I ~ 
t t 
br^Xg^B B},...,tr{X2pB B} 
• f • » 
tr{X iB B},...,tr{X B B} pi pp 
TpW . n 
Notice that when p = 1, the general trace is just the simple trace. 
I.e., 
T^ {X} = tr{x} . 
4.2 The Multivariate Model 
4.2.1 The fixed effects model 
As in Section 2.1, if we are only interested in the r critics and 
c students actually sampled, then the ratings in category h can be 
modelled as 
\ ^ ^ 'h-r-c %-c -r^h ^  ^h * , 
rxc 
where vec(E^) N{0,a^I^^}, 
and 
-hir " ° ^ ^ hic' ^h-r - ' 
^hic = ° • 
So, if we define 
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and 
then 
where 
and 
M ^2' ***' ' 
» I I I 
a = [of^. «2, .... a ] , 
® ^ [§!' §2' -p^ ' 
cxp ^ 
^ = [Fi, ^2» ..., r ] , 
cxpr ^ 
f f ! ? 
E = [E. , E2, ,. ., E ] , 
cxpr ^ 
Y = (y®l^)l^ +al^ + (I 01^)B +r + E, 
prxc 
dp® = P, B Ic = 9, r  (Ip0ir) = 0' 
n = 0 . 
— C — 
One might expect that the ratings given by the same critic to the same 
student in two different categories are correlated. We will allow for 
this possibility in the model by supposing that 
vec(E ) = 
~vec(E^) 0 
'^ll^rc'^12^rc"*"%^rc 
vec(E2) 
~ N < 
0 
9 
^21^rc'^22^rc ^2p^rc 
0
 
II 
f 
vec(E ) 
1- p-i I 0_ -°pl^rc'^p2^rc' ' ' * '%p^rc- rc 
where | is some unknown p by p positive definite matrix. It follows 
that 
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vec(Y ) ~ N{y® 1^01^ + a<g)l^ + (1^0 1^@ I^)vec(B) 
+ vec(r ), Î® Ij.^} ; 
In Section 1.3.1 we showed that the data for category h are additive 
if and only if =0. So, the total data matrix is additive if, and only 
if, r = 0. 
Before considering multivariate tests for nonadditivity (r=fO), we 
will derive the usual tests for the main effects, based on the Multivariate 
Analysis of Variance in Table 4.2.1. Keep in mind that when p = 1, these 
are the univariate tests (see Table 2.1.1). 
Table 4.2.1 The usual MANOVA for the fixed effects model 
Source df Sum of Squares Expected Mean Square 
Means (y ) 1 Tp {( (x) ) Y-J J J ' dp ® 7^^ )} t + rcyy ' 
Critics (a) r-1 SSA=Tp{ (1^ ® P^Y-ij (1^® P^) } l+^iïTpIaa'} 
Students (B) c-1 SSB=T {(I ®-J )YP Y*(I ®-J )} $ + -^ B'B p  p ^ r r  c  p ^ r r  ^  c - 1  
Residual (r-1) (c-1) SSE=Tp{ (1^ ® P^)YP (1^ ® P^) } $ + (r-l)\c-l) 
T {rr'} 
p 
Total rc T {YY'} 
The "sums of squares" in Table 4.2.1 are actually p by p matrices 
(sometimes called "sums of squares and cross-products"). The expected 
values of elements of these matrices can be derived using the following 
generalization of the well-known univariate result. 
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Lemma 4.2.1 Suppose that X = [X_, Xg, ..., X ] is a random matrix 
cxpr P 
with 
E{X} = M = [M , Mg, M ] 
cxpr P 
and 
V{vec(X)} = S 
prcxprc 
^11' ^12' * * * ' S IP 
^21' ^22' ®2p 
_ % V  % 2 '  • • • '  S p p  
Then, for any c by c fixed symmetric matrix A, 
E{T (X AX)} = T (M AM) + T {(I (x) A)S} 
o Dp pr 
Proof : 
Tp(X AX) = 
tr(X^AX^),trfX^AXg)trfX^AX^) 
trCXgAX^i.trCXgAXg),....trCX^AX ) 
tr(XpAX^),tr(XpAX2),...,tr(XpAXp) 
{vec(X^)}  {L^0 A}{vec(X^)},..., {vec(X^)}  @ A}{vec(XP)}  
{vecfXg)} A}{vec(Xj^){vec(X2)} {l^(x) A}{vec(X^)} 
• • 
• • 
m m 
{vec(X)} @ A}{vec(X^){vec(X)} ® A}{vec(X^)} 
and 
E{{vec(X^)} {l^0 A}{vec(X^) }} = {vec(M^)} A}{vec(Mj) } 
+ tr{(I^® A)S^j} . 
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So, 
E{Tp(X AX)} 
{vec(M^)} {l^A){vec(M^)},... ,{vec(Mj^)} {l^@A}{vec(Mp)} 
{vec(Mp)} {l^@A}{vec(Mj^)},... ,{vec(Mp)} {l^0A}{vec(Mp)} 
tr{(Ip(x)A)S^^},... ,tr{(I^ 0 A)S^p> 
A)Spj^},.. . ,tr{(I^(x) A)Spp} 
Tp(M AM) + Tp{(Ip^® A)S} . n 
A multivariate version of Lemma 2.1 and a result on the general trace 
of a Wishart matrix complete the ammunition we need. 
Lemma 4.2.2 Suppose Y is a p by n random matrix and M is a p by n 
fixed matrix such that 
vec(Y ) N{vec(M ) , 0@I^} . 
Then, for any fixed n by n matrices {A^} , 
» f 
(i) YA^Y 'V' Wp{tr(A^), 0, MA^M } if, and only if, A^ is 
symmetric idempotent. 
I I 
(11) YA^Y and YA^Y are independent if, and only if A^A^ 
For a proof of this lemma, see Seber [1984], Theorem 2.4. 
= 0 . 
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Lemma 4.2.3 Suppose X is a pn by pn symmetric matrix, partitioned as 
X = 
*11' *12* •••' *lp 
*pl' *p2 *pp 
and X W {q,t 0I^,A} . 
Then, 
Tp{X} % Wp{nq,$,Tp{A}} 
Proof: The characteristic function of T = T {X} is 
P 
f^{0} = E{exp[itr{T0}] } = E{exp[itr{0^''^T0^''^}]} 
= E{exp[itr{T ((0^^^ 0 I )X(0^/^®T ))}]} p n n 
by Lemma 4.1.1 
= E{exp[itr{(0^/^(2) I^)X(0^''^@ I^^}] } 
= E{exp[itr{X(0  I^)}]} 
. fx(0(8ln) 
-q 
= |l^-2i0$0I^| /^'exp{tr[A(I ^ -2i0$(x)I^) ^ ^-tr[A]} -1, pn pn 
-nq , 
= |lp-2i0$| '^•exp{tr[A(Ip-2i0|)"-^® I^]-tr[A]} 
/ o 1 
= |lp-2i0$| /^.exp{tr[(Tp{A})(Ip-2i0$) "^J-tr[Tp{A}] } , 
and this (see, e.g., Muirhead [1982], Theorem 10.3.3) is the characteristic 
function of 
Wp{nq,$,Tp{A}}. n 
.4: 
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Using Lemma 4.2.2, we can see that 
which implies that 
"p®\>ïK^'(Ip® V ~ Ir-l'CKlgz'Kr'-
I 
Recall from Section 2.2 that = P^. Therefore, by Lemma 4.2.3, 
SSA = Tp{(Ip®PpYij^Y'(Ip0Pp} 
= Tp{(Ip®K^)Yijj'(Ip®K^)}'v.Wp{r-l,î,cTp{aot'}}. 
Similarly, 
SSB = y(Ip0ij^)YPj'(Ip®ij^)> 
• 7"p®y^v'"p®y ~ WpU-l.t.rB'B), 
and 
SSE = Tp{(Ip® P^)YPj'(Ip®Pp} 
= Tp{(Ip®KpYPj'(Ip® Kp} ~ Wp{(r-l)(c-l),$,Tp{rr' 
and these are independent of SSA. 
Hence, when the data are additive (r=0), we can test 
I 
H-: a = 0 (or T {aa } = 0) 
u — — p —— 
by comparing 
108 
A- =  ,  ,  
1 |SSA+SSE| 
to Wllks' distribution. Critical values are given by Seber [1984]. 
4.2.2 The mixed effects model 
In Section 2.2 we considered the r critics to be a random sample 
from the population of critics which are of interest, and we modelled 
the ratings in category h as 
\ = "hlrlc + + lA 
rxc 
where 
Sh ~0~ "a^.i 0 0 ah r 
vec(D^) ~ N < 0 9 0 1,(50% 0 
-
3
 
u
 
>
 
—
1
 
I 0 0 0 *:h:rc_ 
4ic = 0' and G^lc = 2 ' 
So, if we define 
1 
M = [Pi. ^ 2' Wp] 
1 t 1 1 
a = 
t§l. 22' ..., gp] 
B = 
târ 
-2' ..., Bp] 
cxp 
1 f f 1 
D = [Di. D2. ..., Dp] 
cxpr 
and 
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I t 
E = [E., ^ 2' ^ ] » 
cxpr P 
then, 
Y = (W (g) 1^)11 +5lc +  + D + E ,  
prxc ^ 
where B 1 = 0 , 
-c — 
Again, we allow for the possibility of correlations among categories, 
assuming that 
ta@Ir " ° 
0  0  t  ® I  
a f 0 
1 
vec(D ) ~ N / 0 i 
t 
vec(E ) 1 0 rc 
where $e = ^^^eii^^ ' 
pxp pxp 
"I^®011, If® Gi2, •••' ^ r®®lp 
$d 
prcxprc ^r ® ®21' ^r ® ®22 ' •••' ^ r®®2p 
^r®V' ® 0pp 
and 0..1 =0 for i = 1, 2, ..., p and j = 1, 2 p. 
ij-c 
It follows that 
vec(Y )~N{w ® Ij.® l£.+(I ® ir® Ic)vec(B),$j+$g(x) ® 0 J^} 
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In Section 1.3.2 we showed that the data for category h are additive 
if, and only if, 0^ = 0. So, the total data matrix is additive if, and 
only if, 0^^ = 0 for all h. In other words, the data are additive if, and 
only if, = 0. 
The Multivariate Analysis of Variance is given by Table 4.2.2. As 
with Table 2.2.1, the only difference from that for the fixed effects model 
is in the column of Expected Mean Squares (computed using Lemma 4.2.1). 
Note that 0 = [(0^^)]. 
Table 4.2.2 The usual MANOVA for the mixed effects model 
Source df Sum of Squares Expected Mean Square 
Means(w) 1 (1^ (S) (Ip(x)ijp } $^+c|^+rcMy' 
Critics(a) r-1 SSA=Tp{ (Ip(x)P^)Y^J (Ip(x)P^)} fg+cf^ 
Students(B) c-1 SSB=Tp{(Ip®ij^)YPj'(Ip®ij^)} ^Tp{0}-f ^ 'b 
Residual (r-1) (c-1) SSE=T {(I ®P )YP Y' ( I  (x)P )} $ +-^T {0} 
p p^ r c p^ r e c—i p 
Total rc T {YY'} 
1 t I If I 
Since vec(—1 Y ) = (I (x) —1 )vec(Y ), then 
c-c pr c-c 
vec(-gl^Y ) ~ N{u(3) 1^, + c|^) 0 I^} . 
So, by Lemma 4.2.2, 
Y^J^Y' = c(Yil^)(§l\') ~ Wp^{l,($2+c$a) ® cuy' ® j^} , 
and, by Lemma 4.2.3, 
Ill 
SSA = Tp{(Ip (g) \)Y-|jj' dp ® K^} 'V. Wp{r-l4^+4^} . 
However, we need additive data = 0) in order to show that 
SSB ~ W {c-l,$ .re's}, p ^e 
SSE ~ WP{(R-L)(C-L)4E} , 
and these are independent of SSA. Hence, when the data are additive, 
we can test 
«Q: K • ° 
by comparing A. = -i ^7^ r to Wilks' distribution. 
1 SSA + SSE 
4.3 Conditional Tests 
In the univariate model we used estimates of the main effects 
parameters to estimate the interaction parameters. Since these esti­
mators were independent of the residuals, we were able to construct 
F tests for nonadditivity. In the multivariate model (with either fixed 
effects or mixed effects) the estimates of main effects parameters are 
again independent of the residuals. Hence, the conditional tests of 
Chapter 3 can be easily extended to the multivariate model. 
Define 
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2l 
a = (I ®ppY-l = 
prxl 
-p 
B = PJ ( I  =  [3 , .  §2 .  3  1 .  
cxp 
and 
Z = (I ® P^)YP^ = 
prxc ^ 
Notice that o^, and are just the usual estimates for the main 
effects and residuals in the univariate model on category h. 
Under the multivariate fixed effects model, 
a 
vec(B) 
I 
vec(Z ) 
Ip®7l>p, 
Ip ® P], ® Pc 
^N' 
g 
vec(B) > 
vec(r ) 
vec(Y ) 
0 
0 
0 
r c 
0 
0 
0 * (gl Pp ® Pg 
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Similarly, under the multivariate mixed effects model. 
A 
a 0 
A J 
vec(B) -x. N < vec(B) 9 
» 
vec(Z ) [ 0 Pg+G) 0 0 0 ty 
c ^e 'a 
0 
where = îg ^r ® ^c Cp ® ® ^c^^d* 
4.3.1 An extension of Tukey's test 
McDonald [1972] derived a multivariate analog of Tukey's test, using 
the model 
\ " ^h-r-c -h-c ir^h \^^h •*" \ ' 
In terms of the total data matrix, the model is 
Y = (p #1 )1 + al + (I ® 1 )B + AAB + E, 
— —r —c —c p —r 
where 
A = 
prxp 
2fi » 2 » • * • » 2 
0 , ot^, . # •, 0 
0  ,  0  ,  . . . ,  a  
and A = 
pxp 
X^, 0 , ..., 0 
0 ; ^ 2' •"•> ® 
0 , 0 , •••, X 
The sum of squares matrix for nonadditivity can be written as 
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SSI„ = 
A f A 
-I'^^i-i Vi-p 
/N • A /\ I ^ 
-iVi' VP-P 
AAfAAf 1 
[Tp{AB BA 
A I A 
-i^i^i' •••' -i^p^i 
A f A A f A 
Vi-P VP-P 
where 
— A 
Si' 
OI 
# #, 0 
A 
A = 
OI A 
^2' • • • y 0 
prxp ; ; ; 
1 I
O 0 . 
•••' -p 
A A 
and B 
cxp 
[3i, Gg, Êp] • 
We will now show that, for both the fixed effects and mixed effects multi­
variate models, one can test for nonadditivity by comparing 
"T = 
SSE - SSI„ 
SSE 
to Wilks' distribution. 
Let 
and 
Then, 
I f t 
Z* = [vec(Z^), vecfZg) vec(Z )] 
rcxp 
A A 
G = [21 a§1, gp] 
rcxp ^ ^ 
AA f AA f A I A 
Tp{AB BA } = G G , 
and, since 
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" 2iZjÊi = {vec(Zj)} 
we can write 
|A A|A ,A» 
SSIy = Z*G(G G) -^G Z* 
= UK^® K^)Z^}'{(K^® K^)G(g'G)"^G'(K^ ® K^)}{(K^(g)K^)Z^}. 
T T A A|A 
Now, (Kj. (x) K^)G(G G)  G (K^® K^) is symmetric idempotent of rank p. Also, 
A A 
we have seen that Z is independent of a and B. Therefore, Z* is indepen­
dent of G. 
We consider first the fixed effects model. Conditional on some 
A A 
fixed values of a and B, 
vec{(/ ®/)Z*} = (Ip®K^® K^)vec(Y') 
~ N{(Ip® K^®/)vec( r ' ) , f ®  I^_^® 
and, by Lemma 4.2.2, 
I A A, A _ j^ A t 
SSI^ % Wp{p,$,r*G(G G)"^G r*} , 
SSE - ssi^ = Z*{p^® - G(G'G)"^G'}Z^ 
~ W {(r-l)(c-l)-p,$,r*[Pp(g - G(G'G)"^G']r^}, 
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and these are (conditionally) independent, with 
t 
r* = [vec(r^), vecfFg), vecCFp)]. 
When the data are additive, these conditional distributions do not depend 
A A ' 
on the given values of a and B, so they are also the unconditional distri­
butions. Therefore, when F = 0, 
SSIy ~ Wp{p,$}, 
SSE - SSIy ~ Wp{(r-l)(c-l)-p,$}, 
and these are independent. Hence, by the definition of Wilks distribution. 
|SSE - SSI^I |SSE - SSI^I 
SSEI I(SSE - SSI^) + SSI^I 
~ U{p,p,(r-l)(c-l)-p} . 
It is well known (see, e.g., Seber [1984, Section 2.5.4]) that 
p _ 1 - U{l.l.(r-l)(c-l)-l} . (r-l)(c-l)-l 
T U{l,l,(r-l)(c-l)-l> 1 
~ F{l,(r-l)(c-l)-l} . 
In other words, Tukey's univariate test is a special case of this test, 
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The proof for the mixed effects model follows in the same manner. 
A A 
Conditional on some fixed values of a and B, 
vec{(/0/)Z*} 'b N{g,|^(g)I^_^(x)I^_^ + 
So, when the data are additive = 0), then, either conditionally or 
unconditionally, 
SSI? ~ Wp{p,$g} , 
SSE - SSIy ~ Wp{(r-l)(c-l)-p,$} , 
and these are independent. 
4.3.2 A general conditional test 
McDonald and Milliken [1974] proposed SSI^ as a sum of squares 
matrix for multivariate nonadditivity, where 
ssImm = Z^G[G'(P^0P^)G]+S'Z,„ 
A A A  A  A  
G = [Gj^,G2, ... ,Gp3, and G^ is any rc by m^ matrix whose elements are non-
additive functions of the elements of and B^. If f) = rank{G (P^@P^)G}, 
then one can test for nonadditivity by comparing 
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to U{p,ri» (r-l) (c-l)-n}. The proof that this is indeed the distribution 
of Uj^ under additivity is exactly the same as that for the generalized 
Tukey test. Notice that the function of main effects used to model the 
interaction need not be the same for each of the p categories. We could, 
for example, take 
and 
Gi = «1® §1 , 
® §2 , 
a combination of Tukey and Mandel-type models. 
We end our discussion of multivariate conditional tests by showing 
how they can be derived from the univariate conditional tests through 
Roy's [1953] union-intersection principle. Consider the model 
Zh = ^h -h' h = 1, 2, ..., p, 
rcxl 
where G, is a matrix whose elements are nonadditive functions of the h 
elements of For our purposes. 
X§h = tir®ic' Pr®ic' ir®^c^ 2h 
Êh 
1 
Let Y* = [vec(Y^),..., vec(Y )] = [y^, ..., y ] , 
rcxp 
E* = [vec(E^), .... vec(E )] = [e^, .... e ] , 
rcxp 
•^r ... 
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G = [G , G-, G ] , m = ^ nv , 
•L ^ P h=l " rcxm 
A 
raxp 
^1» 2 » •••» 2 
2 ^2 2 
and 
0  0  ,  . . . ,  6  
- — P 
^ ~ l-êl» §2' -p^ ' 
Then the model can be written as 
Y* = XC + GA + E* , 
and we want to test Hg: A = 0 (i.e., 5^ = dg = ... = = 0). Now, given 
any p by 1 vector of constants, a ^  0, define 
y .  = ' 
•a 
rcxl 
Then, 
= X(Ça) + G(Aa) + e^ , 
where e = ELa, and, under the fixed effects model, 
—a «— 
e 'V' N{0, (a $a)I }. 
—a - — ' — rc 
In Section 3.1.3 we showed that a statistic for testing 
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H, Oa 
Aa = 0 
is given by 
SSI (r-1) (c-l)-ri 
n 
F 
a 
a SSE SSI 
a a 
where 
SSI* = Z^{G[G (P^® P^)G]"^G }Z^ 
I A /\ I A _j_/\ I 
SSE = Z Z 
a -a-a 
5a • ® •'c'ïa ' ^*2 
and 
n = rank{G (P^®P^)G} 
We reject in favor of Aa ^ 0 if F^ is too large when compared to 
F{n, (r-1) (c-l)-r|}. 
It should be obvious that if A = 0 is true, then Aa = 0 is 
true for all vectors a. Also, a judicious choice of vectors a^ should 
convince the reader that, if is true for all vectors a, then Hq is 
necessarily true. Similarly, A ^ 0 is true if, and only if, is 
true for at least one a. The term "union-intersection principle" comes 
from writing 
and 
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The above discussion leads us to reject Hq if we would reject 
for at least one a. Since F has the same null distribution for each 
— a 
a, we need only consider the maximum value of F^, and reject Hq if this 
is too large. Now, with SSI^ and SSE being the p by p matrices defined 
earlier, we see that we can write 
F = - . (r-l)(c-l)-n 
^ a'(SSE - SSI^)a 
Using a standard result (see, e.g., Seber [1984, A7.5]), we see that 
max F . 10, • ('-"(c-D-n . 
a 1 n 
a 
where is the largest characteristic root of 
(SSE - SSI^)-1SSI^, . 
One can perform the test by comparing to the maximum characteristic 
root of a Wishart matrix, or, equivalently, by comparing to Wilks' 
distribution. 
4.4 A Union-Intersection Test 
A multivariate extension of the Johnson-Graybill test for non-
additivity can be derived using the union-intersection principle. No 
closed form computational formula for the test statistic is available, 
but a simple computer algorithm will be given. 
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Consider the special fixed effects model, 
prxc 
Y = (y ® 1^)1^ + al^ + (I„ ® 1^)b' + OAT- + E, 
where 
Î2 = 
prxp 
; 0 f # # # ; 0 
0 , ^ 2f •••J 0 
2 » 2 
' ^2' * '* ' -p^ ' 
cxp 
and 
A = 
pxp 
^2* ® I • • • > ® 
0 , Xg, •••I 0 
0 , 0 I # # #, X 
We wish to test = X„ = ... = X =0 versus 
0 12 p 
H, : at least one X, is nonzero. 1 k 
Now, given any p by 1 vector of constants, a, define 
Y* = (a (9 If)? . 
rxc 
Then, 
Ï, - "alrll + Sail + hi + 
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where 
Ua = Ê H , Sa = (s ® ' 
rxl 
C = a's', \k = Vk' ^ ^ • 
Ixc 
and 
EL = (a (5) Ir)G 
In Section 3.2.1 we showed that a likelihood ratio statistic for testing 
V= ^al - \2 ' ••• = V ° 
versus 
exactly one is nonzero 
is given by 
I 
max characteristic root of {Z Z } 
f ; — 
where 
Johnson and Graybill [1972] showed that the null distribution of f^ depends 
only on the characteristic roots of a central and spherical Wishart matrix, 
i.e., 
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So, the null distribution of f^ is the same for all a. We reject in 
favor of if f^ is too large. 
Next, we find the relationships between Hq , and That Hq  
implies for all a should be obvious. Also, by consecutively choosing 
a to be the columns of an identity matrix, we can show that true for 
all a implies Hq true. Thus, 
Notice that is not simply the opposite of so it merits special 
consideration. If is true for at least one a, then, for exactly one 
k, a^X^ is nonzero, and therefore is nonzero. If is true, then, 
for some k, is nonzero, and, if we choose a so that only a^ is nonzero, 
then only is nonzero. Thus, 
"l - U «la • 
a 
Therefore, the union-intersection principle tells us to reject Hq if 
max f 
a 
a 
is too large. 
Now, 
» 
max characteristic root of {Z_Z } 
-, a a 
max f^ = max { f 
a a / tr{z Z } 
a a 
4» 
.Ik-
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max < max 
a / X 
r • • 
£ 
I 
X X tr{Z z'} ' 
a a 
(a (X) x) ZZ (a x) 
max j max / — , — 
a / X / XX 
I 
a T (ZZ )a 
- p 
= max 
a,x 
« I 
(a @ x) ZZ (a ® x) 
, ; 
(x x) (a Ta) 
where T = T {ZZ } . 
P 
f I 
Since (a (x) x) ZZ (a@x)} = 2(1 0 x) ZZ (a ® x) 
it is easy to differentiate the above expression, set these partial deri­
vatives equal to zero, and derive the following "normal equations." 
(I) Ta = 
( I I )  X  =  
a Ta 
(a 0 x) ZZ (a 0 x) 
X X 
{(Ip0x )ZZ (a 0 x) }  
I r 
(a 0 x) ZZ (a 0 x) 
{(a 0 I^ )ZZ (a 0x)} 
As a closed form solution cannot be found, we give an algorithm for 
performing this maximization. The algorithm is based on the work of 
Kroonenberg and de Leeuw [1980], which will be discussed in Chapter 5. 
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Step 0 Calculate T ^  = [T (ZZ )] ^  and choose initial vectors a^  and Xq. 
P 
I 
Step 1 Compute = (a^ ® Ij.)Z 
and , 
\i\i-i 
Step 2 Compute = (1^  0 x^ _|_j^ )Z 
and 
a 
step 3 Return to Step 1. 
After convergence, compute 
t I 
f = max f^ = (a 0 x) ZZ (a @ x) 
a 
In general, the null distribution of f may depend on However, we 
will construct an algorithm in Section 5.3.1 which is just a special case 
of the above algorithm, taking T = 1^ . Since T is an estimate of the 
percentage points computed in Chapter 5 should serve as approximate 
percentage points of f. 
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5. THE THREE-WAY CLASSIFICATION 
Returning again to the art school example of Chapter 1, suppose 
that each student submits three art works, one for each of three 
designated themes. If we consider only the ratings that are given 
for creativity, then the data can be modelled as a three-way classifi­
cation. In this chapter, we will try to devise a method for detecting 
"three-way interactions." 
5.1 The Three-way Model 
Let Y^  represent the r by c matrix of creativity ratings given on 
those works portraying theme h, where h goes from 1 to p (above we 
consider p = 3). As in Chapter 4, the total data matrix will be defined 
as 
Y = 
prxc 
If we let = E{y^ j^}, then, following the same procedure as outlined 
in Section 1.3.1, we can express as 
1^ 4 4 = U + (Wh - M ) + (y . - M ) llxj ••• ••• ••• 
+ (M - y ) + (y - R - y + y ) 
#  e  J  l l X *  i l * #  « X *  • • •  
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+ -  w..j + 
+ (w .. - M . -y j+v ) 
• JLj «i» ••J ••• 
+ ('"hij - "hi. • \.j • w.ij + \.. + ".i. + "..J - "...' 
. ; + «h + «1 + Gj + + Yy + . 
We will limit our discussion to the fixed effects model, where interest 
lies only in the r critics, c students, and p themes actually represented 
in the sample. In matrix form, the model is 
"  •  w ( i V L  +  +  ( i p  a  2 ) 1 ^  +  ( i p S y e '  
prxc  ^ f f 
+ 0)1 + (I 1 )T + 1 (a r + 0 + E, 
—c p ^  -r -p 
where 
I « I 
61 = 0 = al = 31 , 
—p — ""IT *• —C 
f I 
(I 3 = 2. <lp a 1,)% = 2 . 
T'I = 0, T.l . 0 , 
-p -c — 
f 
and 
r If = 0, ric = 9 ' 
dp 1^ )0 = 0, (Ip .'x) I,)0 = 0, 01^  = 0 , 
vec(E') ~ N{O,0^ Ip^ }^ . 
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I 
The variability of the elements of Y (as measured by tr(YY )) can 
be divided up according to the Analysis of Variance Table in Table 5,1,1 
Notice that the matrix of three-way interactions (0) is confounded with 
the error variance (cr^ ), but the two-way interactions (w.T, and F) can 
be estimated separately when 0=0, Thus, we would like to have a test 
f o r  H g :  0 = 0 .  
Table 5.1.1 The usual ANOVA for the three-way model 
Source df Sum of Squares Expected Mean Square 
Mean(M) 1 tr{ ® a^ +prc 
Themes(6) p-1 tr{(P -^J )Y-J y' 0^ +6*6 
- p ~ r r c c p-1 - -
Critics(a) r-1 tr{(-J 'S) P )Y-J y' 0^ +a'a 
- p p r c c r-1 - -
T by C(w) (p-1)(r-1) tr{(P (gl P )Y-J Y 0^ + w 0) 
Students(3) 
r c c (p-1)(r-1) - -
(Pp#Pr)} 
c-1 tr{(ijp($^ jpYPj' 02+^ 3*3 
T by S(Y) (p-l)(c-l) tr{(Pp'3l-pJ^ )YPj' 0^ + (p_i)(c_i)tr{TT'} 
(Pp 
C by S( r )  (r-l)(c-l) tr{(ijp® P^ )YPj' (r.l)(c-l)tr(rr > 
(fJp ® Pr)} 
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Table 5.1.1 (Continued) 
Source df Sum of Squares Expected Mean Square 
Residual (p-l)(r-l)(c-l) tr{(Pp® P^ )YPj' 
(PpG)Pr)} 
0-2 , 1 
(p-l)(r-l)(c-l) 
tr{00'} 
Total rc tr{YY'} 
5.2 Conditional Tests for Three-way Interaction 
Once again we can define estimators of the main effects parameters 
which are independent of the residual matrix. Let 
I = ' "yh.. - ?...)] ' 
pxl 
ê = ° '(y.i. - ?...)! • 
rxl  ^
il ' - y...)] • 
and 
Z = (P ® V^ c^ ' 
prxc  ^
Then, 
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c 
6 
A \ 
a a 
'V N / 
A 
§ 6 
1 / 1 
_vec(Z )_ ^ , _vec(0 ) 
—P 
rc p 0 0 0 
0 
—P pc r 0 0 
0 0 —P pr c 0 
0 0 0 
c-i 
Therefore, we should be able to extend the methods of testing for two-way 
interactions (see Section 3.1) to derive a test for the presence of 
three-way interactions. 
5.2.1 Tukey's test for three-way interaction 
A possible three-way analog to Tukey's one-degree-of-freedom sum 
of squares is 
SSIy = 
C A 
P 
h=l ^  
Z a; 
i=l 
C A 
Z 3' 
j=l ] 
[(6/B a)'Y8]2 
A I'A' A'I A' A f A 
(6 6)(a a)(g 6) 
We will test Hg: 0 = 0, by comparing 
T^ = 
SSI^ {(p-l)(r-l)(c-l)-l} 
SSE-SSIm 
to a central F distribution with 1 and (p-1)(r-1)(c-l)-l degrees of 
freedom. Following the same argument that we have described several 
^ .. 
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times already, we can show that, conditional on some fixed values of 
A A A 
6, a, and 3, 
AAf AAI AAf 
SSI , , 66 oa 30 , 
~ X*{1, —[vec(0 )] (;;;W)][vec(0 )]} , 
2a^  6 6 a a 3 3 
SSE - SSI? %:{(?-!) (r-l)(c-l)-l}, 
AA I AA I 
1 » ' 6^  oa 33 
-[vec(0 )] [P 3^) P (g P - (tct^ t) (s> (-ttttt) (^ rpc)] 
2 a ' -  P ^ ' ^ 6 6  a a  3 3  
[vec(0 )]} , 
and these are (conditionally) independent. Therefore, when 0=0, 
Fy ~ F{l,(p-l)(r-l)(c-l)-l} . 
5.2.2 A general conditional test 
We could of course use any matrix whose elements are nonadditive 
functions of the elements of 6, a, and 3 to construct a test for three-
way interaction. The presence of three main effects rather than two 
simply gives us a wider range of functions from which to choose. 
Furthermore, since we can estimate the two-way interactions independently 
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of Z, we could also use these to model the three-way interaction. The 
estimates of the two-way interaction parameters are 
pîxl° '''p ® - J-h.. - y.l, + 
A 
p x c  =  @ •  t ' y h . j  -  ^ h . .  -  y . . j  +  y . . . ) ] '  
and 
(;ip®Pr)?Pc = [(y.ij -y.i. - y..j + ?...»] • 
Thus, if G is any pre by m matrix whose elements are nonadditive 
A A /V /S A A 
functions of the elements of 6, a, 3» w, T, and T, we could test for the 
presence of three-way interaction by comparing 
SSIg{(p-l)(r-l)(c-l)-n} 
" (SSE-SSIg)n 
to a central F distribution with ri and (p-1) (r-1) (c-l)-ri degrees of 
freedom, where 
SSIq = {vec(z')}'{G[G'(Pp (g) P^ )G]'^ G'}{vec(z')}, 
and 
n = rank{G (P^  P^ )G} . 
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5.3 Likelihood Ratio Tests 
Unlike the multivariate data matrix of Chapter 4, the three-way data 
matrix does not suggest a unique "natural" subdivision into two-way 
matrices. Although we introduced this matrix as a concatenation of 
matrices on each of the p themes, there is no reason to prefer this 
approach over stacking the matrices for each of the r critics, or 
adjoining the matrices for each of the c students. Thus, although we 
can easily extend the dimensionality tests of Chapter 3 to the three-
way classification, the test statistic depends on how we arrange the data 
matrix. For example, if we write Y as a pr by c matrix (see Section 5.1), 
and assume rank(0) = s < rank(Z), then a maximum likelihood estimate of 0 
is given by 
0 
prxc 
where 
2 
> I are the s largest characteristic 
— s , I 
roots of Z Z, 
0)^ , Wg, ..., Wg are I the corresponding orthonormal 
s I I 
characteristic vectors of ZZ 
and 
..., V are the corresponding orthonormal 
—s I I 
characteristic vectors of Z Z. 
The test statistic is 
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Although this yields a valid test of Hg: 0 = 0, the use of .the 
singular value decomposition in this derivation has forced us to ignore 
the three-dimensional nature' of the data. Hence, one might expect the 
power of this test to be unreasonably low. 
In an effort to generalize the methods of multivariate factor 
analysis, Tucker [1964] devised a three-dimensional version of the 
singular value decomposition. We will use this to derive a more 
reasonable likelihood ratio test for the presence of three-way interaction. 
5.3.1 A three-way version of the Johnson-Graybill test 
Suppose we model the three-way interaction matrix, 0, as 
0 = X(a ® b)c , 
prxc 
where 
I I I 
aa = l = bb = cc , 
and 
f I I 
a 1 = 0 = b 1 = cl 
— —p — —r — —c 
Then, we have not only preserved the three-dimensional nature of the 
data, but this model is of the same form no matter how we arrange the Y 
matrix. For example, if we define 
Y* = [vec(Y^ ), vecfYg), ..., vec(Y )] , 
rcxp 
..... 
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then, 
I 
0* = A(b ® c)a . 
rcxp 
To find maximum likelihood estimates of A., a, b, and c, we will define 
A = E{Y} 
prxc 
and consider the likelihood function, which is proportional to 
-pre/, , 1 
L(a ,^ ;y) = (o ) exp{- 2^  tr[(Y-{n)(Y-fll) ]} . 
Using a three-way version of the ANOVA identity given in Section 3.2.1, 
it is relatively easy to show that 
tr[ (Y-Cl) (Y-fll) ] > i;r[ (Z-X(a 0 b)c )(Z-X(a0b)c ) ] 
= SSE - 2X(a® b)'zc + 
= SSE + [A-(a b) Zc]^  - [ (a (x) b) Zc]^  
> SSE - [(a ® b)'zc]^  , 
A A 
with equality when w = y ,  8  = & ,  a  =  a ,  
g = g ,  w = w, T = T, r  = r  ,  
-and X = (a@b)'zc . 
? 2 ' ' ' 
So, we need only maximize ICa@ b% Zc] - [aa + bb+cc-3] with re­
spect to a, b, and c. Setting partial derivatives equal to zero, we arrive 
at the following normal equation: 
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f f t 
(i) a = (Ip@b) Zcc Z (a 0 b) 
(11) b = (a ® I^ ) Zcc Z (a@b) 
I f 
(111) c = Z (a (g) b) (a (g)b) Zc 
Carvalho [1977] gives an algorithm for solving these normal 
equations, using the fact that a and b are characteristic vectors of 
I » F » I T 
(Ip(5)b) Zcc Z (Ip 0 b) and (a (x) 1^ .) Zcc Z (a ^  I^ ) respectively. 
Kroonenberg and de Leeuw [1980] give a more efficient algorithm, which 
they developed for computing parameter estimates in a three-mode 
principal component model. Their goal was to minimize 
tr{[Z - (A®B)Lc'][Z - (A® B)Lc ' ] ' }  
I I I 
with respect to A, B, C, and L, where A A = 1^ , B B = and C C = ï^ . 
Our goal Is a special case of this, where the dimensions s, t, and u are 
all equal to one. We will now describe the Kroonenberg-de Leeuw 
algorithm (with some simplicatlons) and show how it can be used to 
perform a likelihood ratio test of X = 0. 
t 
Notice that, since X = (ab) Zc, we can rewrite the above normal 
equations as 
(0) X = (a(g) b) Zc 
(1) a = X(Ip (g)b) 'zc = X2(Ip@ b) 'zz'(a/§b)  
(2) b = X(a I^ ) 'zc = X^ (a(g I^ ) ' zz '(a b) 
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(3) c = Xz (a 0 b) . 
The algorithm involves an "alternating least squares" approach, i.e., 
sequentially taking one step towards solving each of the above equations 
until the estimates converge. 
Step 0 Choose initial vectors a^  and b^ . 
Step 1 Calculate = (a^  0 I^ ) Z , 
and 
4iki 
y A^i-i+l 
step 2 Calculate = (I^  0 Z , 
«Bl2i 
C 
and 
- i^-1+1 
(sI+lMBiMBiSi+l)'/' 
Step 3 Return to Step 1. 
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A A I A 
After convergence we compute X = (a 0 b) Zc. The hypothesis X = 0 
Is rejected if 
• • 4  
is too large. 
Kroonenberg and de Leeuw prove that this algorithm converges, at 
least to a local minimum of 
tr{[Z - X(a@b)c ][Z - X(a0b)c ]} . 
They recommend choosing the initial vectors a^  and b^  to be the normalized 
characteristic vectors corresponding to the largest characteristic roots 
of 
I 
T {ZZ } 
P 
and 
®r (zz'' • ' J, WcVc • h=l h=l 
This choice is motivated by Tucker's [1964] three-dimensional version of 
the singular value decomposition. Tucker shows that any pr by c matrix Z 
can be written as 
Z = (A®B)Lc' , 
prxc 
where 
A = (a^ , a^ , ..., gp) is composed of the orthonormal 
I 
characteristic vectors of T^ {ZZ } , 
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B = (b_, b,, b ) is composed of the orthonormal . 
—J. —6 —r I 
characteristic vectors of Sr^ {ZZ } , 
C = (c^ , Cg, c^ ) is composed of the orthonormal 
characteristic vectors of Z Z. 
Although L is not a diagonal matrix of singular values (as it is in the 
two-dimensional case), it can be shown that 
Tp{LL } = Diagonal {characteristic roots of T^ fzz }} , 
f I 
S^ {LL } = Diagonal {characteristic roots of S^ {ZZ }} 
and 
» » 
L L = Diagonal{characteristic roots of Z Z}. 
Finally, we use Monte-Carlo techniques to approximate percentage 
points of the statistic 
/\2 
 ^ SSË 
under the null hypothesis X = 0. For certain values of p, r, and c, 
we generated 1000 pr by c matrices, Y, such that 
vec(Y') ~ N{0, . 
We then computed the statistic, I, for each of these 1000 matrices and 
calculated the first four central moments of IL based on this sample of 
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1000. These moments are listed In Table 5.3.1. Kendall and Stuart 
[1966] outline a procedure for approximating any random variable by a 
Pearson-type random variable. It is based on the criterion K, where 
f,(f2+3)^  
K = 
4(4f2-3fj^ )(2f2-3fj^ -6) ' 
m2 M4 - i + 250 
" (^ 2 - i)' ' " (^ 2 -
and are the first four central sample moments. Using the 
values in Table 5.3.1 corresponding to p = 3, r = 3, and c = 3, we find 
that 
K = -0.000611 . 
Thus, according to Kendall and Stuart, we should fit a type I Pearson 
distribution, which is just a Beta distribution. For p = 3, r = 3, and 
c = 4, we find that 
K = -0.000065, 
again implying that a Beta random variable should provide the best fit. 
As we saw in Section 3.2.2, only the first two moments are required to 
fit a Beta distribution, since the parameters can be written as 
- Mg - M^ ) 
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and , 
 ^ (1 - Mjl) - «2 - Mp 
«2 
Using this technique we computed the percentage points listed in Table 
5 . 3 . 2 .  
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Table 5.3.1. Sample moments of the test statistic H for p = 3 and 
various values of r and c 
c=3 c=4 c=5 
r=3 
c=6 0=7 c=8 0=9 
.711820 .620291 .570271 .538810 .515033 .489196 .471286 
«2 .018678 .016943 .013193 .010844 .009482 .007372 .006567 
«3 -.000907 -.000300 .000030 .000115 .000202 .000089 .000137 
«4 .001019 .000786 .000514 .000376 .000295 .000120 .000156 
c=4 c=5 
r=4 
c=6 c=7 c=8 c=9 
.527972 .475637 .442637 .411641 .393109 .374857 
«2 .012450 .009007 .008120 .006761 .004933 .003925 
«3 .000154 .000089 .000151 .000161 .000075 .000044 
"4 .000447 .000279 .000214 .000167 .000079 .000051 
c=5 c=6 
r=5 
c=7 c=8 0=9 
.422686 .384501 .357262 .339184 .321173 
«2 .006937 .005710 .004271 .003620 .002992 
«3 .000193 .000141 .000122 .000093 .000051 
"4 .000170 .000108 .000074 .000051 .000035 
c=6 
r 
c=7 
=6 
c=8 c=9 
"l .348324 .323224 .305543 .288982 
«2 .004713 .003215 .002939 .002374 
«3 .000142 .000057 .000071 .000041 
«4 .000080 .000037 .000037 .000018 
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Table 5.3.2. Approximate upper 5 percentage points 
p=3 and various values of r and c 
of 9, for 
3 4 r 5 6 
3 0.9099 
4 0.8235 0.7102 
5 0.7549 0.6331 0.5625 
c 6 0.7084 0.5934 0.5122 0.4650 
7 0.6749 0.5500 0.4679 0.4195 
8 0.6311 0.5113 0.4412 0.3978 
9 0.6057 0.4804 0.4140 0.3719 
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6. SUGGESTIONS FOR FURTHER STUDY 
In this thesis we have examined the problem of interaction in 
two-way factorial experiments pretty completely. Leaning heavily on 
the work of our predecessors, we have devised a general technique 
for detecting and dealing with interaction, including some exploratory 
procedures which help us to choose among the myriad of available tests. 
However, there remain some gaps to be filled. The exact null distribu­
tion of the dimensionality statistic is as yet unknown, not to mention 
the alternative distribution. Once these have been determined, the power 
of dimensionality tests can be studied. An interesting statistic which 
merits further study is suggested by the chi-square test for interaction 
of categorical random variables. The chi-square test uses a statistic 
of the form 
 ^(observed - expected)^  
expected 
So, it seems reasonable in the two-way model to consider 
I  I  i i - .  
i=l j=l y^ j 
/ N  A A A  
where y^  ^= y + + 3^  . 
In the multivariate model we avoided any generalization of the 
dimensionality tests, clinging instead to a modelling approach. The 
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reason for this was that we were not clear on how to generalize the 
concept of rank to a three-dimensional matrix. Both the conditional 
tests and the extended Johnson-Graybill test were derived using the 
union-intersection principle. A likelihood ratio test remains to be 
found. 
We considered only fixed effects in the three-way model, again 
deriving conditional tests and a Johnson-Graybill-type test. An 
extension to mixed effects should not be too difficult, but there are 
actually two mixed models which must be considered; the model with one 
random main effect and the model with two random main effects. 
Lastly, a powerful test for interaction in a Latin Square model 
has yet to be developed. Given the serious consequences of interaction 
in a Latin Square, such a test would certainly be welcome. 
•V -y* 
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