Simulations of diffusion in solids often produce poor statistics of diffusion events. We present an analytical expression for the statistical error in ion conductivity obtained in such simulations. The error expression is not restricted to any computational method in particular, but valid in the context of simulation of Poisson processes in general. This analytical error expression is verified numerically for the case of Gd-doped ceria by running a large number of kinetic Monte Carlo calculations.
I. INTRODUCTION
Diffusion processes are very common in nature and central in a multitude of research fields; from biology and the pharmaceutical sciences, to defect segregation in steels and alloys, to clean energy technologies and catalysis. Detailed insight into diffusion properties is therefore crucial for many technological applications as well as for a fundamental understanding of materials.
Atomic scale computer simulation methods have successfully been used in the study of ion transport properties in solids. The molecular dynamics (MD) technique in conjunction with interatomic forces described by simple empirical pair potentials (classical MD) is a popular simulation method for studying transport properties [1] . Many chemically complex materials, though, are poorly described by classical potentials, which warrant the use of a quantum mechanical description of the interatomic interactions (ab initio MD) [2] . Despite its merits, the use of ab initio MD is severely limited by a high computational cost that effectively prevents access to time scales necessary for simulating diffusion. This problem can be addressed by a variety of methods [3] [4] [5] . Specifically, the problem can be eased by accelerating the diffusion process by the application of an external field that takes the system out of equilibrium (nonequilibrium MD) [6, 7] . The kinetic Monte Carlo (KMC) technique is another popular simulation method that allows for the simulation of very large length and time scales [8] [9] [10] . Although not a quantum mechanical method per se, it can be used with input rates calculated employing quantum mechanical techniques.
The issue of convergence and statistical error estimation is important to many simulation methods. Typically, an observable is computed as an average over recorded data, and therefore questions of the type, was the simulation long enough? or, was sufficient data gathered? naturally arise. The error in calculating observables, such as diffusion constant or conductivity, as time averages over a finite simulation time have been investigated by Zwanzig and Ailawadi in the context of a general time correlation function of some dynamical variable for a purely hypothetical system [11] and by Pranami and Lamm in the context of MD simulations of * Corresponding author: johann2@kth.se a simple Lennard-Jones fluid. In the latter case the diffusion constant was calculated to assess whether the simulation was long enough for the ergodic hypothesis to be valid [12] . Müller-Krumbhaar and Binder have estimated the error in calculating ensemble averages as averages over a finite number of ensemble members in a Monte Carlo study of magnetization in an Ising spin lattice, and they have presented the error in magnetization as a function of system size [13] .
Here we focus on ion diffusion in oxides and address the question: What is the error in calculated ion flux (conductivity) resulting from limited statistics of diffusive events? We study the statistical error using Gd-doped ceria as an example system directly relevant for applications [14] , and we present a simple analytical expression to estimate this error. For the case of Gd-doped ceria we compare the error estimates obtained using our expression with those obtained numerically using two different computational methods: KMC and nonequilibrium ab initio MD (referred to as NEMD here). The analysis presented here is neither restricted to any specific method like MD or KMC, nor to the diffusion process in crystals itself, but rather it is valid in the general context of rare, Poissonian observations. The paper is organized as follows. Section II contains details of the simulated system, the computational technicalities of the DFT calculations, description of the KMC method and the NEMD method, and a brief summary of statistical uncertainty and the Poisson process. Results are presented in Sec. III in which the connection between the KMC and NEMD methods is shown and an analytical expression for the error resulting from limited simulation length is presented. Error estimates calculated with the analytical expression are compared to the error estimates calculated numerically by running a large number of KMC simulations. Our findings are summarized in Sec. IV.
II. METHODOLOGY
Diffusion in our study system (Gd-doped ceria) was simulated using two different approaches. These were based on either a KMC method or a NEMD method. Although the two approaches differ conceptually in how diffusion is simulated they both rely on the calculation of the electronic structure of the system, which in both cases were performed with density functional theory (DFT) [15, 16] . Fig. 1 ). The dopant concentration was thus 6.25 at. %. The motivation for doping ceria with trivalent rare earth elements such as Gd is that this introduces oxygen vacancies in the system that facilitates the diffusion of the oxygen ions. The calculated equilibrium lattice constant of a = 5.47Å was used as in Ref. [7] .
B. DFT parameters
For the DFT calculations we utilized the Vienna ab initio simulation package (VASP) [17] [18] [19] with the projector augmented wave (PAW) method [20] . Electronic exchange and correlation effects were modeled within the generalized gradient approximation (GGA) as parameterized by Perdew, Burke, and Ernzerhof (PBE) [21] . For the KMC input calculations of diffusion barriers at 0 K, a plane-wave cutoff of 500 eV and 2 × 2 × 2 gamma centered k-point mesh were used, and for the NEMD calculations a plane-wave cutoff of 400 eV and 1 × 1 × 1 k-point mesh (i.e., -point) were used. The diffusion barriers calculated at 0 K using these two sets of parameters differ only by ∼0.01 eV.
C. NEMD
An ab initio NEMD method based on the color diffusion algorithm [6, 22] implemented by us in VASP for a previous study [7] has been used to simulate diffusion in Gd-doped ceria. One can find a detailed description of the method and its important parameters in Ref. [7] ; here we just outline the main features relevant for this work.
In this method an external field accelerates the otherwise inhibitively slow diffusion processes, without altering the diffusion mechanism itself. This is achieved by assigning fictitious so-called color charges c i to the diffusing atoms that are acted on by a fictitious external color field F ext . The field accelerates the color charged atoms and speeds up their diffusion, while leaving the other atoms mostly unperturbed. The temperature of the system was kept constant by a velocity-rescaling thermostat [7] .
The response of the system to the field is a color flux in the direction of the field defined as
where I is the number of atoms in the cell, v i (t) is the projection of the velocity of atom i onto the direction of the field, and V is the volume of the cell. After an initial transient period the system reaches a steady state with constant temperature and constant color flux. Linear response theory in the steady state provides the connection between the color flux and the ion conductivity Q
where Ze is the charge of the diffusing atoms in elementary charges and the angular brackets · · · denote averaging over time. The onset of the linear regime in Gd-doped ceria was found at F ext = 0.5 eV/Å for a field in the [111] direction. Below this field strength the response is predominantly linear, and for fields larger than 0.6 eV/Å the response of the system is strongly nonlinear [7] . For the analysis here we have chosen results obtained at T = 1063 K. The times between diffusive jumps were extracted from the atomic trajectories of the NEMD simulations by constructing cubical boxes centered on the ideal oxygen positions that completely fill the space. The time at which an oxygen atom crossed from one box to another was registered as t j , and we defined the waiting time, i.e., the time between jumps, as the time between consecutive box crossings t j − t j −1 (some authors use the term 'time of first escape'). We acknowledge that the extracted times depend on the shape and size of the boxes constructed around the oxygen sites. Here we choose the simplest box construction, which should be sufficient for our analysis.
D. KMC
The KMC method simulates the dynamic evolution of a system by stochastically exploring a preconstructed state space, with a probability of transition between the states dictated by predefined input rates. In KMC, the vibrational motion of the atoms around their equilibrium positions is discarded, and only the diffusive events themselves are simulated. Every simulation step in KMC therefore corresponds to a diffusive jump. The input rates k ij for all the possible transitions i → j of the system (Sec. II A) were constructed from static diffusion 
), where k B is Boltzmann's constant, T is temperature, and ν is the prefactor. The KMC simulations were performed for the supercell used in the NEMD calculations (Sec. II A). There are 384 barriers for oxygen diffusion in our supercell in total, out of which 60 are symmetrically unique. The full set of barriers was calculated at 0 K using VASP (Sec. II B) by freezing the coordinate of the diffusing atom in five positions along the diffusion pathway made up by a straight line between the ideal oxygen lattice positions. The diffusing atom was allowed to relax in a plane perpendicular to the diffusion pathway as the system was structurally optimized. Finally, a polynomial was fitted to the energies of the optimized structures to calculate the diffusion barrier height as the difference between the equilibrium position energy and the top of the energy polynomial. The temperature for the simulation was chosen as in the NEMD calculations, T = 1063 K. Typical prefactors for diffusion are in the range [ 
E. Sample mean and variance
Below we give a brief summary of statistical uncertainty, the textbook knowledge, which will facilitate the presentation of our results. Here, the quantity of interest is the waiting time, or the time between diffusive jumps, τ .
Often it is not possible to assess the whole population of a random variable of interest (here, all possible waiting times) and calculate the population mean (μ) and population variance (σ 2 ) in diffusion simulations. Usually we obtain only a limited sample of waiting times and use the sample mean (τ ) and sample variance (s 2 ) to estimate the mean and variance of the whole population.
Let {τ 1 , τ 2 , . . . , τ n } be a random sample of size n from a population with mean μ and variance σ 2 . The sample mean [26] is defined to beτ = 1 n n i=1 τ i , and the sample variance [26] 
Naturally, for a large sample, the sample mean will approach the population mean μ = lim n→∞τ .
Similarly, for the population of the sample meanτ , if {τ 1 ,τ 2 , . . . ,τ N } are N measurements ofτ , we have that an estimate of the mean of the sample means is μτ = 1/N N i=1τ i , and that an estimate of the variance of the sample means is σ
For a large enough sample size N , the central limit theorem [26] states that the distribution of the sample meanτ will approach a normal distribution, no matter what the underlying distribution of τ is, as long as the distribution of τ has a finite variance σ 2 , and as long as the τ i are independent. We thus haveτ ∼ Normal(μ,σ 2 /N), i.e., for the mean and variance of the sample mean [26] 
Although the mean of the distribution ofτ is identical to the mean of the underlying distribution, the variance of the distribution ofτ is much smaller for large sample sizes since there is a division by N . In the rest of this paper we will refer toτ as 'mean waiting time.'
F. Poisson process
The self-diffusion process in solid ion conductors like the one studied in this work is described by a Poisson process. This implies that the diffusive events are independent and occur at a rate λ > 0 and that the waiting time between the jumps should be exponentially distributed, τ ∼ Exp(λ). The probability density function for the exponential distribution is [27] 
The mean of an exponentially distributed random variable τ is given by
, and the variance is given by V ar
λ 2 , where λ is the rate parameter of the distribution [27] .
For a sample of N exponentially distributed independent random variables with a rate parameter λ, we define the error in the mean τ resulting from the (finite) sample size as
where we assume that the central limit theorem holds and apply Eq. (3) with σ = μ = 1/λ. For the extent of this paper, errors will be derived from this definition.
III. RESULTS
In this section we establish that the KMC method and the NEMD method capture the same diffusion process in our doped ceria system, and we calculate the error (numerically) in mean waiting time resulting from limited statistics using KMC (Sec. III A). Thereafter, we show that the mean waiting time is (inversely) proportional to the ion flux (Sec. III B), which means that the error in mean waiting time is the same as the error in ion flux. Finally, we derive an analytical expression for the error in mean waiting time (i.e., error in flux) resulting from limited statistics, and the analytical error in flux is compared to the error calculated numerically (Sec. III C).
A. Two methods, the same process
Given that the vibrational motion of the diffusing atoms about the ideal lattice positions integrates out, and that a diffusing atom spends enough time to thermalize, and thus "loose memory" of the previous diffusive event, before the next occurs; a MD simulation of diffusion will capture the Markovian [26] nature of the Poisson process. In KMC, the simulation of a Poisson process is by construction. The characteristic exponential distribution of waiting times between diffusive events can be probed by plotting the waiting times.
The distribution of the waiting time (time between diffusive jumps) obtained from the NEMD simulation for the color field 0.5 eV/Å with 208 diffusive jumps is shown in Fig. 2(a) steps is shown in Fig. 2(b) . In both figures an exponential distribution corresponding to Eq. (4) is fitted to the data [red lines in Figs. 2(a) and 2(b) ]. Even though the data is binned differently for each case, we can see that, qualitatively, the two methods reproduce to the same (exponential) distribution and thus describe the same process: the Poisson process. This provides a rationale for using the KMC method as a statistical reference for the NEMD method.
Given that the computationally heavy DFT calculations to calculate the diffusion barriers have been performed beforehand, then the subsequent KMC simulations are very fast. Therefore, the KMC method allows for the gathering of vast statistics. We have used a KMC simulation with n = 10 000 000 steps to obtain the reference mean waiting time between jumps, which is found to beτ = 3.90 ps with prefactor ν = 5 × 10 12 Hz. The convergence of the mean waiting time for this calculation can be seen in Fig. 3 . One should note that the choice of exponential prefactor ν affects the resulting mean waiting time of the KMC simulation. A prefactor ν = 3 × 10 12 -6 × 10 12 Hz gives a mean waiting timē τ (ν) = 3.2-6.6 ps (see Fig. 4 ).
At the same time, the mean waiting time from the NEMD simulation depends on the choice of external field F ext . The mean waiting time from KMC for different prefactors, and the mean waiting time from NEMD for different field strengths are shown in Fig. 4 . The extrapolated mean waiting time at zero field from the NEMD simulation isτ NEMD (F ext = 0) ≈ 6 ps, which is in the range of the KMC mean waiting times for reasonable choices of prefactors, suggesting that the application of the field effectively can be seen as a time scaling. The extrapolated NEMD mean waiting time corresponds to a prefactor of about 3.4 × 10 12 Hz. One can also notice that the scaling is linear for the color field strengths in the linear regime (0.3, 0.4 and 0.5 eV/Å) but not for higher fields (0.6 eV/Å) when the time between jumps starts to approach zero. The dashed vertical line in Fig. 2(a) of steps (diffusive jumps) n = {50,100,150,200,500,1000}. The choices of n here were motivated by the number of jumps accessible in NEMD simulations. For each simulation length n we performed N = 50 000 independent simulations. The mean waiting timeτ 1 ,τ 2 , . . . ,τ N for each simulation was calculated asτ = 1 n n i τ i . The distribution ofτ :s for different n is shown in Fig. 5 . The mean μτ and the standard deviation στ of the mean waiting time for these simulations are shown in Fig. 5 . One can see that the error varies from ±14% for 50 jumps to just ±3% for 1000 jumps. In our calculations of ion conductivity in Ref. [7] we counted 208 diffusive jumps at T = 1063 K and F ext = 0.5 eV/Å for a simulation of ∼40 000 cpu hours. From Fig. 5 we see that this statistics corresponds to an error of about ±7%. Moreover, to get the error down to ±3% we would require about 1000 jumps, which in turn would require a simulation of some 200 000 cpu hours (about 22 cpu years). In Sec. III B and III C we will show that the error in time directly translates to the error in flux and conductivity.
B. Defining ion flux through mean waiting time
In a typical molecular dynamics simulation of diffusion in a solid, an atom will spend most of its time vibrating about an ideal lattice position. Eventually, the atom will gain enough thermal energy to overcome the diffusion barrier and move to a neighboring vacant site. This can be exploited to reformulate an expression for the color flux.
Unaltered, the expression for the time-averaged color flux in NEMD, via Eq. (1), is
where c i is the color charge of atom i, k is the kth step in the simulation, and v i,k is the velocity of atom i at step k. The number of atoms is I , and the number of MD time steps is K. V is the volume of the cell. We can without loss of accuracy look only at the movement of the jumping atom (index i disappears).
Since we are working with a numerical method, velocities are approximated as v k = ( dr dt
, where r is displacement and t time. Furthermore, since time is discretized in steps of equal length, t k = t, we can write
The total time K t can be expressed in the times between the jumps τ j as K t = 
For our system [7] we have V = 1309.3Å 3 , c = +1, d = a/2 = 2.735Å, which is the ideal oxygen-oxygen nearest neighbor distance in our simulation cell. The mean waiting time (τ ) is τ = 0.62 ps for field strength F ext = 0.5 eV/Å. Putting this into Eq. (8) Note that the purpose of this exercise of redefining the ion flux through the mean waiting time is the following: There is no straightforward way to access the statistical error in Q v , but for the error in Qτ there is. An expression for the error in Qτ will be derived below.
