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ABSTRACT
Three simulations of the circulation in the Gulf of Mexico (the ‘‘Gulf’’) using different numerical general
circulation models are compared with results of recent large-scale observational campaigns conducted
throughout the deep (.1500m) Gulf. Analyses of these observations have provided new understanding of
large-scale mean circulation features and variability throughout the deep Gulf. Important features include
cyclonic flow along the continental slope, deep cyclonic circulation in the western Gulf, a counterrotating pair
of cells under the LoopCurrent region, and a cyclonic cell to the south of this pair. These dominant circulation
features are represented in each of the ocean model simulations, although with some obvious differences. A
striking difference between all themodels and the observations is that the simulated deep eddy kinetic energy
under the Loop Current region is generally less than one-half of that computed from observations. A multi-
decadal integration of one of these numerical simulations is used to evaluate the uncertainty of estimates of
velocity statistics in the deep Gulf computed from limited-length (4 years) observational or model records. This
analysis shows that the main deep circulation features identified from the observational studies appear to be
robust and are not substantially impacted by variability on time scales longer than the observational records.
Differences in strengths and structures of the circulation features are identified, however, and quantified through
standard error analysis of the statistical estimates using the model solutions.
1. Introduction
The purpose of this study is to assess the ability of
present-day numerical model simulations of the Gulf
of Mexico (GoM) to simulate prominent features of
the deep-layer circulation in the GoM as characterized
by recent observational studies. With few exceptions,
models of the GoM have primarily focused on simulating
and forecasting the upper ocean circulation. Because
assessment and verification efforts have also focused on
the upper ocean, it is uncertain how accurately these
models simulate the deep circulation in their present
configurations. To address this knowledge gap, the deep
circulation simulated by three different free-running, or
non-data-assimilative, simulations are compared with
each other and with recent large-scale observational
campaigns. The three models are chosen since they are
commonly applied for state estimation and forecasting
of the GoM circulation.
The GoM circulation is dominated by the Loop
Current (LC), a branch of the North Atlantic Ocean
western boundary current system that enters the Gulf of
Mexico through the Yucatan Strait, loops anticycloni-
cally, and exits through the Straits of Florida. This un-
stable current exhibits a cycle of northward penetration
into the GoM, separation of anticyclonic rings or eddiesCorresponding author: Steven L.Morey, steven.morey@famu.edu
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that drift generally westward, and subsequent retraction
to the south (Vukovich 2007). These baroclinic circula-
tion features are confined towaters above the base of the
main thermocline, or roughly the upper 800–1000m, and
thus the GoM behaves much like a two-layer system
(Hurlburt and Thompson 1980) with the lower layer
exhibiting nearly vertically coherent flow (Hamilton
1990, 2009). The LC and the anticyclonic eddies are very
energetic features with current speeds that can exceed
2m s21. Because of the importance of the LC and eddies
to oil and gas activities in the northern GoM and the
relative ease ofmonitoring them (primarily with satellites
due to their strong sea surface height and, in the cold
months, sea surface temperature expression), a large
number of studies have been conducted to understand the
dynamics and forecasting of these upper-layer circulation
features in the GoM.
Historically, much less attention has been paid to the
circulation of the deep layer of the GoM, primarily due
to challenges of collecting long-termmeasurements with
good spatial sampling at these depths. Over the past two
decades, though, interest in the deepGoMhas increased
with the advancement of oil and gas operations off the
continental shelf into waters deeper than 1000m. The
measurement of current speeds exceeding 1ms21 near
the seabed at 2000-m depth along the base of the Sigsbee
Escarpment (Fig. 1) in 1999 (Hamilton and Lugo-
Fernandez 2001; Nowlin et al. 2001) led to a number
of studies of this potentially energetic environment.
These mainly focused on modeling the deep currents
near this steep bathymetric feature in the northwestern
GoM at depths between 1500 and 3000m. Hamilton and
Lugo-Fernandez (2001) characterized the strong cur-
rents along this escarpment as having features similar to
topographic Rossby waves (TRWs). Over the western
slope of the Bay of Campeche, Kolodziejczyk et al.
(2011) also reported TRW-like motions from current-
meter observations, though less energetic than over the
steeper Sigsbee Escarpment. Hamilton (2007) used ray
tracing techniques to deduce the origin of TRWs im-
pacting the northeastern part of the Sigsbee Escarpment
to be the western edge of the LC. Dukhovskoy et al.
(2009) and Morey and Dukhovskoy (2013) developed
a high-resolution (,1-km horizontal grid spacing and
,15-m vertical grid spacing near the sea floor) model
that simulated these features with traits similar to ob-
servations and suggested that the origins of strong cur-
rents along the escarpment differ from the shallower
northeastern part and the deeper part to the southwest.
Their simulations revealed that energetic motions along
the northeastern Sigsbee Escarpment arrive from the
vicinity of the Mississippi Fan to the east when the LC
is extended, consistent with Hamilton (2007), and that
lower-layer eddies traveling westward across the deep
basin impact the southwestern portion of the escarpment.
Observations of energetic flows in the deepGoMhave
motivated recent studies aimed at identifying and un-
derstanding origins of the energy in the deep GoM. For
example, Oey (2008) diagnosedmodel results to suggest a
connection between the deep circulation and the LC
variability. Donohue et al. (2016b) analyzed observa-
tional data to demonstrate a baroclinic instability mech-
anism for exciting eddies in the deep layer under the LC.
In the western GoM, Tenreiro et al. (2018) suggested a
coupling between propagating LC eddies and deep circula-
tion features due to compression and stretching of the
lower layer inducing relative vorticity changes through
potential vorticity conservation. Most recently, Hamilton
et al. (2019) explained the connection between the origins
of the deep-layer energy and other parts of the deepGoM
through radiation of TRWs.
Unlike the upper-layer circulation, there is only a
limited understanding of the characteristics of the deep
circulation throughout the entire deep GoM due to
the lack of large-scale long-term observational studies.
Hamilton (1990) synthesized historic data from nine
moorings deployed at various times in the 1980s for
durations of a few months to a little over a year to de-
scribe low-frequency TRW motions in the deep GoM.
Further analyses of TRWs using data from more ex-
tensive deep moorings were performed by Hamilton
(2009). DeHaan and Sturges (2005) analyzed historic
hydrographic data, following Hofmann and Worley
(1986), and profiling drifters at 900m to provide evidence
of the existence of a mean cyclonic flow around the pe-
rimeter of the deep GoM. It is worth noting that analysis
of current-meter measurements from deep moorings
show that the upper- and deep-layer flows are separated
at approximately this depth (Sheinbaum et al. 2007).
Because a comprehensive depiction of the deep GoM
circulation from observations has been previously
lacking, it has not been possible to assess the simulation
of deep currents in models over the basin as a whole.
Recently, groundbreaking observational campaigns have
provided the first opportunity to evaluate numerical
models over the entire deep GoM, a necessary step for
using these models to synthesize observations and pro-
vide new understanding of the dynamics of the GoM,
including upper layer–deep layer coupling. These ob-
servational programs include a 4-yr Lagrangian study
using a large number of drifters in the lower layer
(Hamilton et al. 2016b; Pérez-Brunius et al. 2018) and,
under the LC region, a dense array of moorings and
inverted echo sounders with pressure gauges (PIES;
Donohue et al. 2016a). In addition, an array of full-depth
moorings in the western Gulf of Mexico has been
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operated by the Centro de Investigación Cientifica y
Educación Superior de Ensenada (CICESE) over the
last decade.
The new understanding gained from these observa-
tional studies allows for the first time an evaluation of
how well numerical models are simulating the basic
characteristics of the deep GoM circulation. Aspects of
the models or their configurations that could be im-
pact the lower-layer circulation include vertical coordi-
nate system (geopotential-following, terrain-following,
isopycnal-following, etc.), vertical and horizontal grid res-
olution, effective resolution of the bathymetry (determined
by bathymetry smoothing and resolution of the hori-
zontal grid), hydrographic characteristics (water mass
FIG. 1. (top) Locations of the Loop Current Study mooring array (region bounded by the red polygon) and
western GoM moorings (red dots): MS Fan 5 Mississippi Fan, BoC 5 Bay of Campeche, CB 5 Campeche Bank,
SE 5 Sigsbee Escarpment, and CE 5 Campeche Escarpment. (bottom left) Expanded view of the western GoM
showing mooring locations and identifiers. Isobaths are contoured at 100, 200, and every 500m between 500 and
3000m in this and subsequent figures. (bottom right) Locations of the Loop Current Study tall moorings.
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representation, stratification), lateral boundary condi-
tions, and numerical methods and parameterizations.
Though a comprehensive assessment of these traits is
not the purpose of this study, this paper presents an
evaluation of the model representation of major fea-
tures of the deep circulation simulated by three different
existing GoMmodels/configurations that are commonly
used for forecasting and scientific studies. Additionally,
one of these is a multidecadal (54 years) simulation
(Dukhovskoy et al. 2015) that is analyzed over multiple
distinct time segments to evaluate the representative-
ness of the basic characteristics of the deep GoM cir-
culation determined from shorter length (several years)
observational programs.
2. Data and methods
a. Observations and analyses
This study compares statistical analyses of simulated
velocity from three numerical models with analyses of
observational data from the deep GoM. Specifically, the
observational data are from a set of current-meter
moorings in the western GoM and two recent studies
of the deep circulation in the GoM. These studies
include a basinwide Lagrangian study (Hamilton et al.
2016b; Pérez-Brunius et al. 2018) and a study of the deep
circulation under the LC region using moored current
meters and PIES (Hamilton et al. 2014, 2016a).
The basinwide Lagrangian study of the deep circula-
tion described by Hamilton et al. (2016b) involved 152
acoustically tracked RAFOS floats, 121 ballasted at
1500m and 31 ballasted at 2500m, and 6 RAFOS-
equipped APEX profiling floats with parking depth at
1500m. The data span the roughly 4-yr period from July
2011 through June 2015. The floats recorded their po-
sitions three times per day, as determined from four
sound source moorings. Pérez-Brunius et al. (2018) an-
alyzed these data to produce the first maps of mean deep
currents from observations in the GoM (Fig. 2). Given
the near uniformity of currents with depth below 1000m
(Hamilton 1990), the 1500- and 2500-m floats were
analyzed collectively to produce the gridded maps.
Specifically, Pérez-Brunius et al. (2018) averaged the
float velocities daily within 0.58 3 0.58 overlapping
boxes centered on a 0.258 3 0.258 grid. Statistics (e.g.,
mean velocity, eddy kinetic energy) were then computed
from these binned velocity data.
The second recent observational program used here
provided a four-dimensional mapping of currents and
density structure under the LC region from a high-
density array of moored instruments over a 2.5-yr period
(May 2009–November 2011) (Hamilton et al. 2014, 2016a;
hereinafter referred to as the Loop Current Study). This
array consisted of 25 PIES; 9 full-depth tall moorings
with temperature, conductivity, and velocity measure-
ments; and 7 near-bottom current-meter moorings de-
ployed under the LC region (Fig. 1). Velocity time series
from the moored current meters at 2000-m depth are
filtered with a 40-h low-pass Lanzcos kernel and deci-
mated to 6-h intervals prior to analysis. The PIES
acoustic travel time data were converted to synthetic
temperature and salinity profiles using historical hy-
drography (Hamilton et al. 2014). Three-dimensional
mappings of these data were used to produce mapped
baroclinic velocity profiles, from which the absolute
geostrophic velocities were computed using the deep
current-meter measurements. The complete procedure
for producing these mapped velocity fields is described
in Hamilton et al. (2014) and Donohue et al. (2016b).
Velocity observations from 12 moorings in the western
Gulf of Mexico along the 2000- and 3500-m isobaths
(Fig. 1) operated by the ‘‘CANEK’’ group provide long
data records for assessing the variability of deep currents
in this region. Velocity data from the moorings include
measurements from downward-looking Teledyne RDI
LongRanger 75-kHz (LR75) and WorkHorse 600-kHz
(WH600) acoustic Doppler current profilers (ADCPs)
and single-point Doppler current meters deployed be-
tween summer–autumn 2008 and spring 2017.A schematic
of a typical configuration of the deep CANEK-group
moorings can be found in Pallàs-Sanz et al. (2016).
Data from the moorings are vertically interpolated to
1500-m depth for analysis and comparison with model
solutions. Interpolation at these depths is appropriate as
the velocity is vertically coherent (see, e.g., Kolodziejczyk
et al. 2012; Tenreiro et al. 2018) andmost of themoorings
have a single-point current meter near 1500m. No sta-
tistically significant differences are found if the analysis
is performed using interpolation to different depths
between 1400 and 1800m. The velocity time series are
smoothed using a binomial filter prior to interpolation
to 1-hourly intervals to avoid aliasing. The time series
are analyzed for the 4-yr period from 6 August 2012 to
6 August 2016, because these moorings have nearly
continuous measurements during this time period
(;1460 days) with the exception of LNK3500 (1101 days)
and PER3500 (867 days).
b. Numerical simulations
The numerical simulations used in this study are based
on the Massachusetts Institute of Technology general
circulation model (MITgcm), the Regional Ocean
Modeling System (ROMS), and the Hybrid Coordinate
Ocean Model (HYCOM). These simulations are all
free-running versions of their data assimilative coun-
terparts that are commonly used for producing ocean









I Library user on 20 N
ovem
ber 2020
analyses, reanalyses, and forecasts. As these simulations
are not constrained by data assimilation, their LC be-
havior and eddy fields do not necessarily match the ‘‘real
ocean’’ for any given date. Rather, these stochastic cir-
culation features evolve based on the nonlinear model
dynamics and forcing (lateral boundary and surface).
1) MITGCM
A free-running simulation of the GoM circulation
based on the MITgcm (MITgcm-GoM) was run for this
study. The MITgcm (Marshall et al. 1997) integrates
the primitive (Navier–Stokes) equations on a sphere
under the Boussinesq approximation. It has been ap-
plied for GoM state estimation, forecasting, and adjoint
sensitivity studies (e.g., Gopalakrishnan et al. 2013a,b;
Hoteit et al. 2013; Rudnick et al. 2015; Gopalakrishnan
et al. 2019).
The MITgcm–GoM model was originally developed
for state estimation and prediction of the upper ocean
circulation in the GoM, including LC evolution and
eddy shedding. For these purposes, satellite-derived
ocean surface observations and subsurface in situ obser-
vations are assimilated using a four-dimensional varia-
tional (4DVAR) method. For this study, however, no
data assimilation is performed. The model domain ex-
tends from 8.58 to 318N and from 988 to 72.58W, covering
the GoM, part of the Caribbean Sea, and the Gulf
Stream. The model uses a telescopic grid with a hori-
zontal resolution of 1/208 3 1/208 in the central GoM
which decreases to 1/108 3 1/108 toward the boundaries
and western part of the domain. The vertical grid is
composed of 80 z levels. The model topography for
the GoM basin is from the GoMRI high-resolution
(1/1008 3 1/1008) topography, version 2.0, and ETOPO2
FIG. 2. (a) Mean velocity from mapped RAFOS float data computed by Pérez-Brunius et al. (2018). The shaded region indicates the
location of the Loop Current Studymooring array (used in Fig. 6, below). Also shown are maps of the mean 1500–2500-m depth-averaged
velocity from (b) 4-yr MITgcm, (c) 4-yr ROMS, and (d) 52-yr HYCOM simulation output. Blue ellipses around the arrowheads in
(d) indicate the standard error of the mean velocity from thirteen 4-yr intervals. Model vectors are shown every fourth grid point for
MITgcm and every fifth grid point for ROMS and HYCOM.
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topography is used for the rest of the model domain. The
vertical z-level spacing is 2.5m at the surface, and the
spacing of the 80 levels gradually increases to 100m at
the maximum bottom depth of 4000m. In this configura-
tion, the model is run in hydrostatic mode with an implicit
free surface (seeTable 1 for additionalmodel parameters).
This simulation uses initial conditions (initialized on
1 January 2009) and boundary conditions interpolated
from the HYCOM global 1/128 analysis (http://hycom.org/
dataserver/glb-analysis) with Navy Coupled Ocean Data
Assimilation (NCODA; Chassignet et al. 2007; Metzger
et al. 2014). The model open boundaries are set at 318N
and 72.58W, with horizontal velocity relaxation over a
buffer zone with 18 width and with 1–5-day relaxation
time scale. No tidal or atmospheric pressure forcing is
applied. The simulation is forced with the National
Centers for Environmental Prediction (NCEP)–National
Center for Atmospheric Research reanalyses (R1;
Kalnay et al. 1996) 6-hourly air temperature, specific hu-
midity, zonal and meridional wind speed, precipitation,
and short- and longwave radiative fluxes. Monthly clima-
tological freshwater fluxes from riverine sources are pre-
scribed using data from the Estimating the Circulation and
Climate of the Ocean (ECCO) global model (Stammer
et al. 2002). The upper ocean circulation from this free-
running circulation is assessed in Gopalakrishnan et al.
(2013a). For this study, daily output from the simula-
tion for the four years forced by atmospheric and lateral
boundary condition data from 2009 to 2012 are analyzed.
With the telescopic horizontal grid spacing gradually
increasing from 5km in the central GoM to 10km to-
ward the boundaries, the MITgcm–GOM has the lowest
resolution of the three model configurations used in this
study. This model solution is therefore expected to be
generally smoother and weaker than the observations
and the other two models. Given the past emphasis on
application to upper ocean circulation, the model rep-
resentation of the deep circulation has not been opti-
mized by adjustments of horizontal resolution, vertical
gridding, mixing scheme, or topography.
2) ROMS
The Regional Ocean Modeling System (ROMS) is
a three-dimensional primitive equation ocean model with
hydrostatic and Boussinesq approximations (Shchepetkin
and McWilliams 2005, 2009; Haidvogel et al. 2008).
TABLE 1. Numerical parameters and methods used in model simulations.
ROMS
Horizontal spacing 5 km
Vertical coordinates (36) S-coordinate [modified as in Souza et al. (2015)]
Quadratic bottom drag coef 0.003
Scalar horizontal advection Multidimensional positive definite advection transport algorithm (Smolarkiewicz and
Grabowski 1990)
Horizontal momentum advection Third-order upwind
Horizontal viscosity Smagorinsky




Vertical coordinates 80 z levels (with partial cells)
Quadratic bottom drag coef 0.002
Scalar horizontal advection Third-order direct space time
Horizontal momentum advection Third-order direct space time
Horizontal viscosity Laplacian, 10m2 s21 1 Biharmonic, 1 3 1010 m4 s24
Vertical turbulence K-profile parameterization
Tides None
HYCOM
Horizontal spacing Mercator grid: 0.048 in lon by 0.048 cos(lat) in lat
Vertical coordinates 20 hybrid layers
Quadratic bottom drag coef 0.0022
Scalar horizontal advection Second-order flux-corrected transport
Horizontal momentum advection Second-order flux-corrected transport
Horizontal viscosity Max[background Laplacian (0.002 86m s21), Smagorinsky] 1 biharmonic (0.02m s21)a
Vertical turbulence K-profile parameterization
Tides None
a Biharmonic and Laplacian coefficients are diffusive velocities and are multiplied by the grid spacing (cubed for biharmonic mixing;
Chassignet and Garraffo 2001).
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The ROMS model uses a modified terrain-following
vertical coordinate that provides the ability to increase
resolution near the surface and bottom boundary layers.
A modification of this scheme described by Souza et al.
(2015) is used in the present application.
ROMS is configured for the GoM using a grid with
;5-km horizontal resolution and 36 vertical layers.
The bathymetry combines data from the General
Bathymetric Chart of the Oceans (GEBCO), corrected
(particularly in the southern and western GoM) with
data from the U.S. National Oceanic and Atmospheric
Administration (NOAA), proprietary data from PEMEX
(PetróleosMexicanos), and other observations collected
during several cruises performed by CICESE. Spurious
velocities associated with erroneous horizontal pressure
gradients are a common issue for terrain-following
vertical coordinate models such as ROMS. Smoothing
of the model bathymetry is therefore necessary, which
can lead to a misrepresentation of areas of strong slope.
To minimize this problem a linear programing-based
smoothing of the bathymetry (Sikirić et al. 2009) is ap-
plied interactively to areas with spurious velocities of
magnitude 1 cm s21 or larger that develop in an at-rest
simulation. Additional model parameters are given in
Table 1.
Initial and daily lateral boundary conditions are in-
terpolated from the Global Eddy Permitting Ocean
Reanalysis (GLORYS) 2 v3 from Mercator Ocean.
The ROMS simulation is forced with hourly atmo-
spheric fields from the NCEP Climate Forecast System
Reanalysis (CFSR; Saha et al. 2010). Discharge from
41 rivers to the GoM was prescribed using USGS data
for U.S. rivers and a daily climatology for the Mexican
rivers (J. Zavala 2016, personal communication). Since
the GLORYS reanalysis does not include tidal circula-
tion, 11 constituents obtained from the Oregon State
University TOPEX/Poseidon Global Inverse Solution
tidal model (TPXO 7.1; Egbert and Erofeeva 2002) are
introduced as a separate spectral forcing (daily means are
analyzed largely filtering the tidal variability). Although
this simulation was initially developed to provide the
background solution for a 4DVAR data assimilative run
to generate an ocean reanalysis for the GoM, 4 yr of
daily mean outputs from the free-running simulation are
analyzed in this work. The model circulation at 1500m
has been assessed using velocity measurements from
moorings and Lagrangian observations by Maslo et al.
(2020) and the upper ocean, including the LC, has been
verified by Estrada-Allis et al. (2020).
3) HYCOM
HYCOM solves the non-Boussinesq primitive equa-
tions on a generalized (hybrid) vertical coordinate system
that allows vertical coordinates to follow isopycnal layers
in the stratified ocean and transition to pressure-following
(z level) or terrain-following coordinates in unstratified
and shallow areas. HYCOM has been developed for use
in ocean prediction systems by a partnership of institu-
tions as a U.S. component to the Global Ocean Data
Assimilation Experiment (GODAE; Chassignet et al.
2009). It forms the basis for analysis and prediction sys-
tems for the NOAA and U.S. Navy and has been used
extensively by the scientific community.
Dukhovskoy et al. (2015) performed a multidecadal
(54 years) free-running simulation using a configuration
of this model similar to the configuration of the Naval
Research Laboratory GoM Nowcast/Forecast System.
Themodel domain spans from 18.98 to 31.968N and from
988 to 76.48W with horizontal resolution of 1/258 longi-
tude by [cos(latitude)/25]8, or approximately 3.8–4.2-km
grid spacing (Table 1). This model configuration has
20 vertical layers using the HYCOM hybrid vertical
coordinates (a visualization of these layers can be found
in Dukhovskoy et al. 2015).
The simulation is initialized from a 5-yr spinup run
that started from rest with the Generalized Digital
Environmental Model 3.0 (GDEM) climatological fields.
Open boundary conditions are derived from a semi-
monthly climatology produced by a 1/128-resolution
North Atlantic HYCOM simulation. Following spinup,
surface forcing for the simulation is computed from
hourly atmospheric variables from the CFSR for the
period 1992–2009 and no tidal forcing is applied. This
18-yr period of atmospheric forcing is repeated three
times to produce a 54-yr simulation. Dukhovskoy et al.
(2015) show that this model realistically represents the
stochastic LC cycle and eddy propagation pathways, and
that there is no similarity in the LC and eddy field be-
tween 18-yr cycles for the same atmospheric forcing dates.
The first 52 years of this simulation are put into 13
subsets of nonoverlapping 4-yr segments for analysis.
Because the model states are very different for the same
forcing dates over the three cycles of atmospheric forcing,
estimates of statistics computed from the 13 segments
are considered independent. Thus, standard errors for the
estimates of the statistics can be computed from these
independent estimates. Analysis of this multidecadal
simulation in this manner yields information on the
representativeness of statistical properties of the deep
circulation derived from observational programs con-
ducted over shorter periods of several years.
c. Model data analysis
The horizontal velocity (u and y denoting eastward
and northward components) from the three model
simulations at daily intervals (instantaneous daily fields
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for the MITgcm and HYCOM simulation, and daily
mean fields for the ROMS) are analyzed at 1500-m
depth (for comparison with western GoM moorings),
2000-m depth (for comparison with mapped velocity
and current-meter moorings from the Loop Current
Study array), and vertically averaged over 1500–2500-
m depth for comparison with mapped Lagrangian ve-
locities. It should be noted that the mean velocities
computed from Lagrangian data have both spatial and
temporal averaging, as they are binned over 0.58 (in
latitude and longitude) regions. Hamilton et al. (2019)
show that thesemean velocities are generally smaller in
magnitude than those from single point (current meter)
measurements.
From the model velocity time series at each model
grid point, mean velocity vectors (u, y) are computed
over 4-yr record lengths (one 4-yr record from the
MITgcm and ROMS simulations, and 13 nonoverlapping
4-yr records from the HYCOM simulation). Standard
deviation ellipses from these velocity time series are
computed from their principal axes following Emery
and Thomson (2004) for comparison with western
GoM mooring data. Kinetic energy (KE) spectra are
also compared between the model velocity time series
and current-meter records at the western GoM and
Loop Current Study moorings. The spectra are com-
puted in variance preserving form as 0.53 frequency3
(Suu 1 Syy), where Suu and Syy are the autospectra for
the eastward and northward velocity components.
The kinetic energy per unit mass of the mean flow
[termed the mean kinetic energy (MKE) in Pérez-Brunius
et al. (2018)] (Fig. 3) is computed as
MKE5 (u2 1 y2)/2. (1)
The eddy kinetic energy per unit mass (EKE; Fig. 4) is
computed for each model gridpoint velocity time series














In contrast to the significant differences inmean velocity
computed from binned Lagrangian versus single-pint
observations, Pérez-Brunius et al. (2018) show that ve-
locity variance (and hence EKE) computed from these
different measurements are more similar. The ratio of
theMKE to the total kinetic energy,MKE/(MKE1EKE)
(Fig. 5), gives an indication of the persistence of the
mean circulation.
The standard deviation ellipses computed from the
13 HYCOM estimates of the mean velocity provide the
standard errors of the statistics. EKE is a nonnegative
quantity and thus not normally distributed, so the
standard deviation from the estimates computed from
the multiple segments cannot strictly be considered as
the standard error. However, inspection of the EKE
estimates reveals they approximately follow Gaussian
distributions overmuch of the region. Skewness (Pearson’s
moment coefficient of skewness) and kurtosis (excess
kurtosis) are calculated for the 13 EKE estimates at
each model grid point. The area mean and stan-
dard deviation of the skewness and kurtosis computed
over all grid points with mean values greater than
10 cm2 s22 are 0.03 6 0.49 and 20.53 6 0.72, respec-
tively. These values lie within a commonly acceptable
range of zero for considering the distributions to be
normal (Gravetter and Wallnau 2014). Therefore, at
each point, the standard deviations computed from the
13 EKE estimates are used as proxies for the standard
errors to represent the uncertainty of EKE computed
from 4-yr records.
3. Results
a. Deep circulation features from observations
Major features of the deep GoM circulation identified
from the recent observational data analyzed in previous
publications are summarized here for comparison to the
numerical simulations.
Analysis of deep Lagrangian observations (Hamilton
et al. 2016b) by Pérez-Brunius et al. (2018) confirms the
existence of a mean cyclonic flow around the rim of
the basin (Fig. 2) that had been previously suggested
by analysis of hydrographic data (e.g., Hofmann and
Worley 1986; DeHaan and Sturges 2005) and moored
current-meter observations (Tenreiro et al. 2018). Other
notable features not previously well documented are a
cyclonic deep gyre in the southwestern GoM (termed
the SigsbeeAbyssalGyre) and a dipole of counterrotating
cells in the mean velocity field under the LC region in
the eastern GoM (centered at approximately 268N).
There is also suggestion of a mean cyclonic flow to the
south of this dipole. Inspection of the mean deep ve-
locity from the Loop Current Study (Hamilton et al.
2014) also supports the existence of a complex structure
of counterrotating cells in the LC region (a dipole),
similar to that seen from the analysis of the Lagrangian
data (Fig. 6).
Analyses of the MKE (Fig. 3a) and EKE (Fig. 4a)
show a clear distinction in the eastern and western parts
of the basin. The eastern part of the basin exhibits higher
EKE than the west while the western part generally has
higher mean kinetic energy than the east (Figs. 3–5).
Miron et al. (2019) also analyzed these RAFOS float
data and demonstrated that the deep GoM is divided
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into two regions of near equal areas separated by a
roughly meridional boundary. These regions have resi-
dence times of 4.5 (western) and 3.5 (eastern) yr, with
communication restricted to a slow cyclonic circulation
that is well constrained by f/h (potential vorticity) con-
tours in the western basin. This deep Lagrangian circu-
lation geography differs from its surface counterpart,
indicating distinct connectivity characteristics with im-
portant consequences for the transport of potential pol-
lutants and/or biological material.
b. Mean circulation
Inspection of the mean 1500–2500-m depth-averaged
velocity field from the three models (4 years of model
output for the MITgcm and ROMS simulations, and the
52 years for the HYCOM simulation) reveals similar-
ity to the mean circulation derived from the mapped
Lagrangian observations (Fig. 2). Each model generally
produces a cyclonic flow around the rim of the basin,
the cyclonic Sigsbee Abyssal Gyre, and a dipole of re-
circulating anticyclonic–cyclonic cells in the area of the
Loop Current Study mooring array. Additionally, all
models show a cyclonic circulation to the south of this
dipole. Analyses of the 1500, 2500, and 1500–2500-m
depth-averaged model velocity fields are very similar,
consistent with the reported coherence of the deep
currents by Hamilton (1990).
There are, however, some significant differences
among the model solutions and between the models
and the float velocities. Most notable are differences in
the magnitudes of the mean velocity associated with
some of the major circulation features. This is illus-
trated by maps of the MKE (Fig. 3), which is propor-
tional to the square of the magnitude of the mean
velocity [Eq. (1)]. The MITgcm simulation generally
has weaker mean circulation in the lower layer than the
other models and that computed from the Lagrangian
observations, with the exception of the circulation
features under the LC region, which are comparable to
observations. This model’s mean cyclonic flow around
the rim of the deep GoM also appears to be inter-
rupted, or at least much weaker in magnitude, in the
FIG. 3. (a) MKE (cm2 s22) derived from the binned RAFOS float velocities by Pérez-Brunius et al. (2018). Also shown are maps
of MKE computed from the (b) MITgcm, (c) ROMS, and (d) HYCOM simulations.
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northwestern part of the basin and along the Campeche
Escarpment.
The ROMS simulation produces the strongest mean
velocities of all models, particularly around the continental
slope where the model mean velocities are substantially
stronger than those inferred from Lagrangian observa-
tions. As with theMITgcm simulation, an exception is the
strength of the dipole under the LC region, which is also
FIG. 4. (a) EKE (cm2 s22) derived from the binnedRAFOS float velocities by Pérez-Brunius et al. (2018). Also shown are maps of EKE
computed from the (b) MITgcm, (c) ROMS, and (d) HYCOM simulations. (e) Standard error (computed as standard deviation from
thirteen 4-yr records) of EKE estimates fromHYCOM (note the different range of the color bar). The EKE for HYCOM shown in (d) is
the mean of the thirteen 4-yr EKE estimates from that simulation.
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of comparable magnitude to the Lagrangian observa-
tions. The cyclone to the south of this dipole feature is
notably strong, which may be due to it being a recir-
culation of the cyclonic deep boundary current. This
boundary current is much stronger in the ROMS simu-
lation than the other models and the observations, par-
ticularly along the southern and eastern part of the basin.
The stronger currents over the deep topographic slope
may be in part a consequence of thewell-known numerical
errors that can occur in computing the pressure gradient
terms over sloping bathymetry in models with terrain-
following coordinates, even thoughROMShas numerical
options to partially mitigate this (e.g., Shchepetkin and
McWilliams 2003). The MKE of the Sigsbee Abyssal
Gyre is of similar magnitude to that computed from the
float trajectories, but this feature in the model seems to
extend southward and westward throughout the deep
Bay of Campeche, whereas the observations show a dis-
tinct separation between this feature and the boundary
current along the slope to its south and west.
Like theMITgcmandROMS simulations, theHYCOM
simulation has similar mean velocity magnitudes in the
lower-layer circulation features under the LC region
as the mapped Lagrangian observations. This dipole
therefore appears to be a robust feature in the mean
velocity field that is well represented in all the model
simulations. The boundary current is also of similar
magnitude to the observations, except weaker in the
northwestern part of the basin and along the Campeche
Escarpment between approximately 918 and 888W,
similar to the MITgcm solution. This model is the only
of the three analyzed here that produces a mean Sigsbee
Abyssal Gyre that exhibits separation from the conti-
nental slope of the western and southern Bay of
Campeche. Inspection of individual 4-yr mean velocity
maps from theHYCOMsimulation (not shown) reveals a
consistent separation of the gyre from the continental
slope in each.
The standard errors of the mean lower-layer velocity
computed from the thirteen 4-yr records of theHYCOM
FIG. 5. (a) Ratio of MKE to the total kinetic energy per unit mass [MKE/(MKE 1 EKE)] derived from the binned RAFOS float
velocities by Pérez-Brunius et al. (2018). Also shown aremaps of the ratio ofMKE to total kinetic energy computed from the (b)MITgcm,
(c) ROMS, and (d) HYCOM simulations.
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simulation (blue ellipses in Fig. 2d) are small compared
to the mean vector throughout much of the basin. The
largest uncertainty in the mean velocity estimates are in
the dipole feature and cyclonic circulation to its south in
the eastern GoM. This analysis suggests that the Sigsbee
Abyssal Gyre is well represented by its 4-yr mean, as is
the boundary current, except for in the southeastern
GoM where the cyclonic circulation appears as a re-
circulation of the boundary current. Thus, one should
expect some variability in the structure of the dipole (or
tripole, if the cyclone to the south of the dipole is con-
sidered) under the LC among different time periods
comparable to the 4-yr record length. The deep dipole is
likely an expression of deep eddies that lead the bar-
oclinically unstable meanders propagating around the
periphery of the LC and strengthening during periods of
eddy separation as explained by Donohue et al. (2016b).
Given the distribution of LC eddy separation periods
with expected value of 8 months and maximum of
19 months from 18 years of altimeter observations
(Dukhovskoy et al. 2015), it seems likely that LCand eddy
activity can vary among 4-yr time periods with impact on
the estimate of the mean circulation. Nevertheless, the
presence of the dipole-like structure seems to be ubiqui-
tous in the mean velocity field computed from records of
this length, albeit with some differences in its structure.
c. Eddy kinetic energy
Each of the models simulates weaker variability of
currents in the deep layer of the GoM, as quantified by
the EKE, than observed by the RAFOS floats (Fig. 4)
and the Loop Current Study moorings (Fig. 6). The
models all share the similar trait of generally enhanced
EKE in the eastern part of the basin compared to the
western part. This is similar to that shown by the EKE of
the binned float velocities, but with reduced magnitude.
EKE values exceed 100 cm2 s22 in certain locations un-
der the LC as determined from the float data. The EKE
computed from themappedLoopCurrent Studymooring
data shows even higher values, exceeding 150 cm2 s22, in
the LC region (Fig. 6). Given the different time periods
of mooring and Lagrangianmeasurements, it is not clear
FIG. 6. EKE (cm2 s22) and mean velocity vectors at 2500m from (a) mapped velocity fields from the Loop Current Study moorings
(Hamilton et al. 2014) and the (b) MITgcm, (c) ROMS, and (d) HYCOM simulations. Model vectors are shown every second grid point.
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whether this difference in EKE magnitude is due to
differences in observational methods (e.g., instruments
or platforms for current measurements), averaging pe-
riod, or sampling. The models have maximum EKE
values of approximately 60–75 cm2 s22 in this region,
with HYCOM having the largest values (Figs. 4b–d). A
region of elevated EKE extends westward from the LC
region along the northern part of the deep basin in the
ROMS simulation, where EKE values are comparable
to those computed from the float data. The HYCOM
simulation has a similar feature, yet it is weaker and
more closely confined to the Sigsbee Escarpment. It is
likely that this feature is due to TRWs radiating westward
from the LC region (Hamilton 2007, 2009).
The standard error (or standard deviation serving as a
proxy to the standard error) of EKE estimates from 4-yr
records of the HYCOM simulation (Fig. 4e) is roughly
20%–40% of the EKE determined by averaging the
EKE computed from the thirteen 4-yr model records.
This relatively wide standard error points to significant
differences in EKE among different 4-yr time periods
and suggests that the highest EKE values computed
from the float data are within the range of those that can
be simulated by the models. The lower-layer EKE in the
northeastern GoM is likely linked with how active the
LC is during the sampling period, as shown by Donohue
et al. (2016b).
Pérez-Brunius et al. (2018) noted a localized region of
elevated EKE off the northwestern Campeche Bank
around 918W, to the northeast of a region of high MKE
(Fig. 3a). Their inspection of individual trajectories re-
vealed that some floats separated from the boundary
current between these high MKE and EKE regions.
Some of these floats then moved westward in deep an-
ticyclonic eddies with estimated radii of 6–28km (Furey
et al. 2018), likely contributing to the elevated EKE
signature. None of the models simulate this high EKE
region in this location. This may be due to the eddies
being of smaller scale than can be resolved by the model
grids or by eddy generation linked with small-scale to-
pographic features also not resolved in the smoothed
model bathymetry. The HYCOM simulation has the
highest resolution of the three models (4-km grid spac-
ing), and does show a region of high MKE along the
northwestern Campeche Bank in agreement with the
analysis of the float data, but like the others, there is no
evidence of a region of high EKE indicative of strong
eddy activity here.
The ratio ofMKE to the total kinetic energy is used by
Pérez-Brunius et al. (2018) to give an indication of the
relative persistence of the major circulation features of
the deep GoM (Fig. 5a). The Sigsbee Abyssal Gyre is
highlighted by larger values of this quantity due to its
relative persistence (Fig. 5). Low values in the eastern
GoM suggest that the eddy structure under the LC re-
gion is highly variable, and the dipole likely only exists
in the mean velocity field. The cyclone to the south of
this dipole feature is also highly variable, though the
ROMS simulation appears to simulate this as a persis-
tent structure (Fig. 5c). The cyclonic boundary flow
also appears to be a transient feature around most of
the basin evident only in the long-term mean. However,
the MITgcm simulation simulates a more persistent
southward flow along the western Bay of Campeche
(Fig. 5b), and the ROMS simulation simulates a persis-
tent boundary flow around all but the northern part of
the GoM.
d. Comparison with velocity observations from
moorings
Meanvelocity vectors from thewesternGoMCANEK-
group moorings show a cyclonically flowing circula-
tion along the slope and mean velocity directions are
consistent with the cyclonic Sigsbee Abyssal Gyre at the
deepest mooring sites in the Bay of Campeche (Fig. 7).
The similarity between mean and variability of velocity
measured by themoored current meters and the gridded
float velocities can be seen by comparing with Fig. 2a
and is further illustrated and discussed in Pérez-Brunius
et al. (2018).
Mean velocities from theMITgcm simulation at 1500-m
depth (Fig. 7b) are generally similar to the observed
currents in magnitude and direction, except over the
northwestern slope. Here, the model mean currents are
weaker than observed by the current meters or derived
from the float trajectories (Fig. 2b). A striking feature of
the variance ellipses of the MITgcm-simulated 1500m
currents is the stronger anisotropy compared to vari-
ability of observed currents over the steeper bathymetry
(bathymetric gradients at the mooring locations are
shown in Fig. 7a). This may be due to the representation
of topography as stepwise in this z-level model (though
this simulation uses shaved cells to mitigate these effects
of the grid on the model topography by reducing step
height). Dukhovskoy et al. (2006) discuss consequences
of this type of grid on topographically trapped waves,
showing that the stepwise bathymetry yields enhanced
rectilinear velocity variability. Magnitudes of the vari-
ability are also smaller in the MITgcm-simulated cur-
rents compared to the current-meter observations over
the slope. Over deeper water with smaller bathymetric
gradients there is much better agreement in the simu-
lated and observed current variability with very close
match of the standard deviation ellipses at the LMP3500
and ARE3500 mooring locations. At the PER3500 lo-
cation, the model mean velocity is nearly zero compared
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to a mean northward velocity from the current-meter
measurements. The mean velocity derived from float
trajectories at this location does not have a significant
northward component, though, suggesting that this re-
gion may have either longer term variability such that
this current-meter record is not long enough to accu-
rately estimate the long-term mean (recall that at this
location, the length of the data record is only 867 days as
compared with 1460 days for the longest current-meter
records analyzed), or spatial variability due to small-
scale flow features not resolved by the float data.
Mean velocity vectors from the ROMS simulation
(Fig. 7c) are generally larger than from the other models
and current-meter observations at most of the mooring
locations (Fig. 2c). This is particularly evident at the
deeper moorings around the western periphery of the
Sigsbee Abyssal Gyre. Lack of agreement in mean ve-
locity with the PER3500 observations is again evident
FIG. 7. Comparison between 4-yr statistics of (b) MITgcm, (c) ROMS, and (d) HYCOM model velocity
with measured velocity (vertically interpolated from moored current-meter measurements as described in
section 2). (a) Mooring locations, along with lines indicating the tangents to the local isobaths from an unfil-
tered 1-km-resolution bathymetry (Velissariou 2016) and each of themodel bathymetry fields. The lengths of the
lines indicate the relative magnitudes of the topographic gradients (computed as second-order centered dif-
ferences for each bathymetry grid). Ellipses represent the standard deviation of velocity, and arrows represent
the mean velocity. For the HYCOM simulation, standard deviation ellipses for each nonoverlapping 4-yr seg-
ment are drawn in different shades of pink/red, and the overall 52-yr mean velocity vectors are shown by the
red arrows.
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with this model, but this time with theROMS simulation
showing a mean southwestward current in contrast to
themean northward current fromobservations.Along the
slope, variance ellipses are less eccentric than theMITgcm
simulation andmagnitudes of variability are more similar
to observations, particularly in the southwestern Bay of
Campeche (LNK2000 and ITI2000 moorings), and again
match closely the observed variability at the LMP3500
and ARE3500 moorings. An exception is in the southern
Bay of Campeche at CTZ2000 and CAP2000 where the
model variance ellipses are much more anisotropic than
the nearly isotropic observed variance. Note that the
ROMS simulation has no 1500-m velocity data at the
CAM2000 location because of smoothing of the model
bathymetry over this very steep region (Fig. 7a).
Mean vectors from the entire 52 years (13 nonover-
lapping 4-yr segments) of the HYCOM simulation are
presented in Fig. 7d. As with the other model simula-
tions, the presence of the cyclonic flow along the slope
and the cyclonic flow along the western periphery of the
Sigsbee Abyssal Gyre is well represented. Of all the
model simulations, this HYCOM simulation is the only
one to simulate a small mean northward velocity at
1500m at the PER3500 mooring location, however the
mean flow simulated over the slope is generally smaller
than observed.
This multidecadal HYCOM simulation presents an
opportunity to examine the uncertainty of estimates of
the velocity variability computed from the 4-yr records,
extending the analysis of the mean velocity fields and
standard error ellipses (Fig. 2d) and the EKE standard
error (Fig. 4e). Standard deviation ellipses computed
from each of the thirteen 4-yr segments of the HYCOM
simulation (Fig. 7d) are generally very similar suggesting
that 4-yr observational records are long enough to pro-
vide good estimates of this statistic. The largest spread
of the standard deviation ellipses between the thirteen
4-yr segments is seen at the deeper locations, along
the Sigsbee Abyssal Gyre and most obviously at the
PER3500 location. It is possible that variability at time
scales of more than several years (e.g., occasional strong
eddy impacts) affect the deep velocity statistics in the
deep northwestern GoM, consistent with the suggestion
by Tenreiro et al. (2018) that the propagation of LCEs
over the western slope modulates the deep circulation.
The magnitudes and eccentricity of the ellipses com-
puted from the HYCOM velocity match more closely
the observations than do the other models. Notable
exceptions are PER2000 and CAM2000 locations where
the model variability is more rectilinear than observed,
and ARE2000 where the model semimajor axis of the
variance ellipse is rotated compared to observations.
These discrepancies may be due to deficiencies in the
model representation of bathymetry. Model grid resolu-
tion and bathymetry smoothing lead to differences in lo-
cal bathymetric gradients between the model bathymetry
fields and an unfiltered high-resolution (1 km) bathy-
metric dataset, particularly over the rough bathymetry
of the southern Bay of Campeche (Fig. 7a). Low fre-
quency motions like TRWs, though, typically have
length scales longer than the stencil over which the local
gradients are computed from the high-resolution ba-
thymetry (2km using second-order centered differencing).
The KE spectra (Figs. 8 and 9 ) provide a means of
comparing the energy at different frequencies between
themodels and the observed velocity time series. Spectral
peaks in the CANEK (western GoM) current-meter ve-
locity records at 25–40-day periods are prominent at sev-
eral moorings located along the 2000-m isobath (ITI2000,
PER2000, ARE2000, and LNK2000). Kolodziejczyk et al.
(2011) analyzed the full mooring datasets at several of
these locations and identified motions with similar
periodicity as TRWs. The ROMS andHYCOMmodels
also have spectral peaks near this frequency band at
some of these locations suggesting that they are ade-
quately simulating TRWs here. These motions are ei-
ther lacking or very weak in the MITgcm simulation.
Inspection of the spectra computed for each of the
thirteen 4-yr segments (only one of which is shown in
Figs. 8 and 9) shows substantial variability in the amount
of energy contained in this frequency band. This also
supports that there is low-frequency modulation of the
TRW activity in the western GoM as discussed by
Tenreiro et al. (2018).
Moving deeper, a similar spectral peak is seen at the
PER3500 location, but energy is enhanced over a much
broader band of periods (40–120 days) at the other
3500-mmooring locations. In contrast to the outer slope
locations, here ROMS shows the weakest variability in
this band compared to the other models. The HYCOM
simulation has substantial energy at roughly 3-day pe-
riods at several locations. This is due to aliasing of near-
inertial motions by analysis of the daily instantaneous
model output.
In the eastern Gulf of Mexico, deep energy is domi-
nated by TRWs and deep eddies resulting from baro-
clinic instabilities associated with the Loop Current
(Hamilton et al. 2016a) evidenced by spectral peaks in
the 20–100-day band. Secondary peaks are seen in the
spectra from observed currents at roughly 15-day pe-
riods at the westernmost moorings (A1, A2, and B1).
These may be associated with meanders along the
western side of the LC. As expected from the EKE
maps, HYCOM generally is the most energetic of the
models. This model compares more favorably to the
current-meter velocity spectra in the central part of
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FIG. 8. Kinetic energy spectra for the 1500-m velocity time series measured and simulated at the westernGoMmooring locations shown
in Fig. 7a. Spectra are shown in variance-preserving form [0.5 3 frequency 3 (Suu 1 Syy), where Suu and Syy are the autospectra for the
eastward and northward velocity components]. Colored shading indicates the 95% confidence intervals. The spectra for the HYCOM
simulation are plotted for only the first 4-yr segment. The ‘‘e’’ in the x-axis labels indicates that the value should be multiplied by 10 raised
to the sign and numerals following it.
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the array (A3, B2, B3, and C1) than do the other models.
Note that at some locations, the total variance is higher
in the HYCOM velocity than observations, contrary to
the lower EKE shown in Figs. 4 and 6. However, the
EKE maps are produced using the entire 52-yr model
record and the spectra displayed in Fig. 9 is from only
one two-and-a-half-year segment of the model record
and inspection of other time periods shows substantial
variability among the spectra (thus, a low frequency
modulation of the deep variability). The ROMS and
MITgcm show substantially lower energy than the ob-
servations at all frequencies. The MITgcm shows a shift
in the frequency of its maximumvariance toward shorter
periods, with peaks around 30 days at several mooring
locations. The HYCOM simulation has a weak spectral
peak at 15-day period at A1 and A2, but the other
models miss this observed feature.
4. Discussion and summary
Several recent extensive observational programs have
allowed for the first time an assessment of how realisti-
cally numerical models simulate major features of the
deep GoM circulation. Prior to these campaigns, infer-
ences had to be made from limited observations to
form a rather rudimentary and somewhat speculative
depiction of the GoM-wide circulation below the upper
layer. Because of the prior lack of knowledge of the
major characteristics of the deep circulation, there has
been much uncertainty in the value of numerical models
FIG. 9. Kinetic energy spectra for the 2000-m velocity time series measured and simulated at the Loop Current Study mooring locations
shown in Fig. 1. Spectra are shown in variance-preserving form as described in Fig. 8.
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for studies of the deep GoM outside of certain well-
observed locations (e.g., the Sigsbee Escarpment where
extensive deepmeasurements have beenmade by the oil
and gas industry) where model assessment was possible.
Nevertheless, models have been used for a variety of
studies of dispersal of biota and hydrocarbons at depth
despite not knowing how well they represent reality.
The recent observational programs and analyses of their
data now provide a baseline for assessing models for use
in studies such as these applications or of dynamical
processes.
The major features of the mean deep circulation
within the GoM from the recent observational programs
are: the cyclonic Sigsbee Abyssal Gyre, the counter-
rotating anticyclone–cyclone pair under the LC, the
cyclonic circulation south of this feature (forming a
tripole-like structure), and a cyclonic flow around pe-
rimeter of the basin along the outer slope. Each of the
three free-running stochastic numerical simulations con-
sidered in this work simulate these mean circulation
features in some manner, though with some differences
in their structure, strength, and variability. From this
most basic result of this work, one can infer that these
commonly used models, when configured with realis-
tic bathymetry and forced with throughflow producing
realistic upper ocean LC and eddy features, have the
dynamics necessary for forcing a realistic deep-layer cir-
culation and thus have utility for studying dynamics of the
coupling between the upper and deep layers of the GoM.
The analyses presented in this work do highlight,
however, some important areas in which the models
disagree with the observed deep circulation. These dis-
agreements can have important implications for the
application of these models for certain studies, such as
predicting transport of pollutants and biota at depth and
for prediction or estimation of mean and extreme deep
currents impacting offshore structures. These results
highlight areas in which the models may be improved
through their configuration, numerics, parameteriza-
tion, or with data assimilation. This will likely require a
more extensive set of sensitivity experiments, but this is
possible now given targets for the model solution to
achieve and a baseline of the models’ capabilities. It is
likely that many of these issues are fundamentally
linked to the types of vertical grids used by the models,
the horizontal resolution of the model configurations,
and effective bathymetry resolution (by sampling and
smoothing) given constraints by model numerics and
grid resolution. A striking example is the lack of a
spectral peak at frequencies associated with TRWs in
the westernGoM in theMITgcm simulation. Having the
coarsest resolution in this region at 10 km and using a
z-level vertical coordinate, it is likely that refinements in
both the horizontal and vertical resolution will allow this
model to better reproduce these features (Dukhovskoy
et al. 2006).
Assessment of the deep circulation simulated by these
numerical models is a fundamentally important step
toward improving ocean prediction (primarily Loop
Current and upper ocean eddy evolution) through ad-
vances in assimilation of surface ocean observations
(including satellite data) using techniques that project
this information throughout the water column, as well as
assimilation of new measurements within the deep layer
of the GoM. Analysis of the performance of the free-
running simulations at depth provides a baseline for
evaluating data-assimilative versions of these models,
as it can now be assessed whether or not the data as-
similation techniques actually improve the model rep-
resentation of the deep currents. Rosburg et al. (2016)
compared deep circulation from these measurements
to a data assimilative Gulf of Mexico HYCOM simula-
tion.While themodel reproduced some basic features of
the upper layer–deep layer coupling associated with
meanders in the LC, the data assimilativeHYCOMmean
deep currents did not reveal such a clear expression of
the dipole structure. The authors also reported that the
model EKE at 2500-m depth was approximately one-
half of that observed over this region. Further studies
with assimilation of a recently deployed larger array of
moorings under the Loop Current region (National
Academies of Sciences Engineering andMedicine 2018)
will provide knowledge of the value of these deep ob-
servations for GoM forecasting.
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data are available from the HYCOM data server (https://
www.hycom.org/data/goml0pt04/expt-02pt2),MITgcm data
are available from the ECCO data server (http://
ecco.ucsd.edu/gom_results2.html), and the ROMS simula-
tion data are available fromGRIIDC (NA.x837.000:0001).
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