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Abstract
We consider the spinless Pauli-Fierz Hamiltonian which describes a quantum system of
non-relativistic identical particles coupled to the quantized electromagnetic field. We
study the time evolution in a mean-field limit where the number N of charged particles
gets large while the coupling to the radiation field is rescaled by 1/
√
N . At time zero
we assume that almost all charged particles are in the same one-body state (a Bose-
Einstein condensate) and we assume also the photons to be close to a coherent state. We
show that at later times and in the limit N → ∞ the charged particles as well as the
photons exhibit condensation, with the time evolution approximately described by the
Maxwell-Schrödinger system, which models the coupling of a non-relativistic particle to
the classical electromagnetic field. Our result is obtained by an extension of the "method
of counting", introduced in [18], to condensates of charged particles in interaction with
their radiation field.
MSC class: 35Q40, 81Q05, 81V10, 82C10
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I Setting of the problem
The existence of light quanta, later named photons, was first postulated by Albert Einstein in
his renowned paper "On a heuristic point of view about the creation and conversion of light"
[3]. This led to the invention of Quantum Electrodynamics and supplemented the nature of
light, which was formerly described as a wave in classical electromagnetism, with a particle
interpretation. During the last decades the predictions of Quantum Electrodynamics has been
tested up to highest accuracy. Nevertheless, in a lot of situations the corpuscular character
of light is subordinate and the second-quantized electromagnetic field can be approximated
by a classical field satisfying Maxwell’s equations. In this paper, the validity of such an
approximation is justified in the mean-field regime. More explicitly, we derive the Maxwell-
Schrödinger equations from the spinless Pauli-Fierz Hamiltonian. Such a derivation is of
great interest to fundamental physics. Moreover, since the applied mean-field approximation
reduces the degrees of freedom of the original system tremendously explicit error bounds
might also be of interest for numerical simulations. We consider a system, described by a
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wave function ΨN,t ∈ H(N), of N identical charged bosons in interaction with a photon field.
Here,
H(N) := L2 (R3N)⊗Fp, (1)
where the photon field is represented by elements of the Fock space
Fp :=
⊕
n≥0
[
L2(R3)⊗ C2]⊗ns . (2)
The subscript s indicates symmetry under interchange of variables. The Hilbert space h :=
L2(R3)⊗C2 consists of wave functions f(k, λ), with wave number k ∈ R3 and helicity λ = 1, 2.
It is equipped with the inner product
〈
f, g
〉
h
:=
∑
λ=1,2
ˆ
d3k f∗(k, λ)g(k, λ). (3)
The time evolution of ΨN,t is governed by the Schrödinger equation
i∂tΨN,t = HNΨN,t, (4)
where
HN =
N∑
j=1
(
−i∇j − Aˆκ(xj)√
N
)2
+
1
N
∑
1≤j<k≤N
v(xj − xk) +Hf (5)
denotes the Pauli-Fierz Hamiltonian and
Aˆκ(x) =
∑
λ=1,2
ˆ
d3k κ˜(k)
1√
2|k|ǫλ(k)
(
eikxa(k, λ) + e−ikxa∗(k, λ)
)
(6)
the quantized transverse vector potential. The function
κ˜(k) = (2π)−3/2 1|k|≤Λ(k), with 1|k|≤Λ(k) =
{
1 if |k| ≤ Λ,
0 otherwise,
(7)
cuts off the high frequency modes of the radiation field. There are two real polarization vectors
ǫ1(k) and ǫ2(k) with
|ǫ1(k)| = |ǫ2(k)| = 1, ǫ1(k) · k = ǫ2(k) · k = ǫ1(k) · ǫ2(k) = 0. (8)
The operator valued distributions a(k, λ) and a∗(k, λ) (k ∈ R3, λ ∈ {1, 2}) are the usual
pointwise annihilation and creation operators in Fp, satisfying
[a(k, λ), a∗(l, µ)] = δλ,µδ(k − l), [a(k, λ), a(l, µ)] = [a∗(k, λ), a∗(l, µ)] = 0. (9)
The energy of the photon field is given by
Hf =
∑
λ=1,2
ˆ
d3k |k|a∗(k, λ)a(k, λ) (10)
and the potential v describes a direct interaction between the charged particles.
2
We assume:
(A1) The (repulsive) interaction potential v is a positive, real, and even function satisfying
||v||L2+L∞ = infv=v1+v2{||v1||L2(R3) + ||v2||L∞(R3)} <∞ (11)
such that the Pauli-Fierz Hamiltonian HN is self-adjoint on the domain D(HN ) :=
D(∑Ni=1−∆i +Hf ) (see [8] and [23, p.164]).
The mean-field scaling 1/N in front of the interaction potential and the scaling 1/
√
N in front
of the vector potential ensure that the kinetic and potential energy of HN are of the same
order. For simplicity, we are first interested in the evolution of initial states of the product
form
ϕ⊗N0 ⊗W (
√
Nα0)Ω. (12)
Here, Ω denotes the vacuum in Fp and W (f) (with f ∈ h) is the unitary Weyl operator
W (f) := exp
( ∑
λ=1,2
ˆ
d3k f(k, λ)a∗(k, λ) − f∗(k, λ)a(k, λ)
)
. (13)
This choice of initial data corresponds to situations in which both the charged particles and
the photons exhibit condensation. Due to different types of interactions, correlations take
place and the time evolved state will no longer have an exact product structure. However, for
large N and times of order one it can be approximated, in a sense specified below, by a state
of the product form ϕ⊗Nt ⊗W (
√
Nαt)Ω, where
|k|1/2αt(k, λ) := 1√
2
ǫλ(k) · (|k|FT [A](k, t) − iFT [E](k, t)) (14)
and (ϕt,A(t),E(t)) solve the Maxwell-Schrödinger system1

i∂tϕt(x) =
(
(−i∇− (κ ∗A)(x, t))2 + (v ∗ |ϕt|2)(x)
)
ϕt(x),
∇ ·A(x, t) = 0,
∂tA(x, t) = −E(x, t),
∂tE(x, t) = (−∆A) (x, t)−
(
1−∇div∆−1) (κ ∗ jt) (x),
jt(x) = 2
(
Im(ϕ∗t∇ϕt)(x)− |ϕt|2(x)(κ ∗A)(x, t)
)
(15)
with initial datum

ϕ0,
A(x, 0) = (2π)−3/2
∑
λ=1,2
´
d3k 1√
2|k|
ǫλ(k)
(
eikxα0(k, λ) + e
−ikxα∗0(k, λ)
)
,
E(x, 0) = (2π)−3/2
∑
λ=1,2
´
d3k
√
|k|
2 ǫλ(k)i
(
eikxα0(k, λ) − e−ikxα∗0(k, λ)
)
.
(16)
These equations determine the time evolution of a single quantum particle interacting with
the classical electromagnetic field it generates. The solution theory of this system is well
studied, see [17] and references therein.
1 Hereby, (κ ∗ A)(x, t) = ´ d3k eikxκ˜(k)A(k, t) and f˜ as well as FT [f ] are used to denote the Fourier
transform of a function f .
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II Main result
The physical situation we are interested in is the dynamical description of a Bose-Einstein
condensate of charged particles. We start with an initial wave function of product form (12)
(a condition that will be relaxed later) and show that the condensate is stable over time, i.e.
correlations are small at later times. Let ΨN,t ∈
(
L2s
(
R
3N
)⊗Fp) ∩ H(N) with ||ΨN,t|| = 1.
On the Hilbert space L2(R3), define the "one-particle reduced density matrix of the charged
particles" by
γ
(1,0)
N,t := Tr2,...,N ⊗ TrF |ΨN,t〉〈ΨN,t|, (17)
where Tr2,...,N denotes the partial trace over the coordinates x2, . . . , xN and TrF the trace over
Fock space. The charged particles of the many-body state ΨN,t are said to exhibit complete
asymptotic Bose-Einstein condensation at time t, if there exists ϕt ∈ L2(R3) with ||ϕt|| = 1,
such that
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| → 0, (18)
as N → ∞. Such ϕt is called the condensate wave function. For other indicators of conden-
sation and their relation we refer to [15]. Given ΨN,t ∈ D(Hf ) with ||ΨN,t|| = 1, we introduce
the "one-particle reduced energy matrix of the photons" with kernel
γ
(0,1)
N,t (k, λ; k
′, λ′) := N−1|k|1/2|k′|1/2〈ΨN,t, a∗(k′, λ′)a(k, λ)ΨN,t〉H(N) . (19)
γ
(0,1)
N,t is a positive trace class operator on h with Trh(γ
(0,1)
N,t ) = N
−1
〈
ΨN,t,HfΨN,t
〉
H(N)
. It is
important to note, that (19) differs from the usual definition (e.g. [21, p.8]) by the weight
factor |k|1/2|k′|1/2〈ΨN,t,NΨN,t〉H(N)/N with N being the number of photons operator. Our
choice ensures that we neglect photons with small energies and measure only deviations from
the photon field that are at least of order N . This is reasonable because due to the scaled
coupling many photon states with a mean particle number smaller than of order N only have
a subleading effect on the dynamics of the charged particles. We say the photons exhibit
asymptotic Bose-Einstein condensation, if there exists a state ut ∈ h, such that
Trh|γ(0,1)N,t − |ut〉〈ut|| → 0, (20)
as N →∞.
In order to prove our main theorem, we have to require regularity assumptions on the solutions
of the Maxwell-Schrödinger system.
Definition II.1. Let m ∈ N, and Hm(R3,Ck) denote the Sobolev space of order m with norm
||f ||2Hm(R3,Ck) =
∑k
i=1
´
d3k (1 + |k|2)m|FT [f i](k)|2. We define the following set of solutions
of the Maxwell-Schrödinger equations:
(ϕt,A(t),E(t)) ∈ G ⇔(a) (ϕ0,A(0),E(0)) is given by (16) with α0 ∈ h and ϕ0 ∈ L2(R3)
(b) (ϕt,A(t),E(t)) is a L
2 ⊕ L2 ⊕ L2 solution of (15)
(c) (ϕt,A(t),E(t)) ∈ H2(R3,C)⊕H2(R3,C3)⊕H1(R3,C3)
(d) ||ϕt||L2(R3) = 1
for all t ≥ 0. (21)
We expect these assumptions to follow from appropriately chosen initial data. In the absence
of a cutoff function and v being the Coulomb potential it has for example been shown in [17]
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that the Maxwell-Schrödinger system is globally well-posed in the space2 C(Rt,H2(R3,C)⊕
H2(R3,C3)⊕H1(R3,C3)).
Moreover, we have to introduce the energy mode function of the electromagnetic field3
ut(k, λ) := |k|1/2α(k, λ) := 1√
2
ǫλ(k) · (|k|FT [A](k, t) − iFT [E](k, t)) . (22)
and the energy functional of the Maxwell-Schrödinger system
EM [ϕt, ut] := ||(−i∇−Aκ(t))ϕt||2 + 1/2
〈
ϕt,
(
v ∗ |ϕt|2
)
ϕt
〉
+ ||ut||2h . (23)
Theorem II.2. Let v satisfy (A1), ϕ0 ∈ L2(R3) with ||ϕ0|| = 1, u0 ∈ h so that α0 =
|k|−1/2u0 ∈ h and ΨN,0 ∈ D(HN ) ∩
(
L2s(R
3N )⊗Fp
)
such that
aN := TrL2(R3)|γ(1,0)N,0 − |ϕ0〉〈ϕ0|| → 0, (24)
bN := N
−1
〈
W−1(
√
Nα0)ΨN,0,HfW
−1(
√
Nα0)ΨN,0
〉
H(N)
→ 0 and (25)
cN :=
∣∣∣∣(N−1HN − EM [ϕ0, u0])ΨN,0∣∣∣∣2H(N) → 0 (26)
as N → ∞. Let ΨN,t be the unique solution of (4), (ϕt,A(t),E(t)) ∈ G and ut be defined
by (22). Then, there exists a monotone increasing function C(s) of the norms ||ϕs||H2(R2,C),
||A(s)||H2(R3,C3) and ||E(s)||L2(R3,C3) such that
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤
√
aN + bN + cN +N−1Λe
Λ4
´ t
0
dsC(s), (27)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤
√
aN + bN + cN +N−1ΛC(s)e
Λ4
´ t
0 dsC(s). (28)
for any t ≥ 0. In particular, for ΨN,0 = ϕ⊗N0 ⊗W (
√
Nα0)Ω one obtains
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤ N−1/2Λ2eΛ
4
´ t
0 dsC(s), (29)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤ N−1/2Λ2C(s)eΛ
4
´ t
0
dsC(s). (30)
Remark II.3. Assumption (A1) allows to consider the Coulomb potential v(x) = |x|−1. The
requirements on the interaction potential can easily be relaxed because our estimates only rely
on the finiteness of
∣∣∣∣v ∗ |ϕt|2∣∣∣∣L∞(R3) and ∣∣∣∣v2 ∗ |ϕt|2∣∣∣∣L∞(R3). This is captured by (A1) and
ϕt ∈ H2(R3) but also by other means.
Remark II.4. For simplicity we apply the mean-field scaling 1/N in front of the direct in-
teraction. Using techniques from [19] and [20] it seems possible to treat the direct interaction
also in the NLS or Gross-Pitaevskii regime.
Remark II.5. The minimal coupling term in the Pauli-Fierz Hamiltonian leads to an inter-
action between the charges and the radiation field which is more singular than for example in
the Nelson model. This makes it difficult to control the number of photons with small energies
during the time evolution and causes technical problems in the estimates. To overcome these
difficulties we we neglect contributions from photons with small energies and restrict our initial
data to a subspace of many-body states whose energy per particle only fluctuates little around
the energy of the effective system. This is the reason why we consider the one-particle reduced
energy matrix instead of the one-particle reduced density matrix of the photons. Moreover, it
explains the appearance of condition (26).
Remark II.6. The ultraviolet cutoff is essential in our derivation but can be chosen N-
dependent.
2The direct sum of the Sobolev spaces refers to (ϕt,A(t),E(t)).
3 The name energy mode function is motivated from the fact that ||ut||2h =
〈
ut, ut
〉
h
is the energy of the
electromagnetic field. It should be noted that ut ∈ h and EM [ϕt, ut] <∞ follow from (ϕt,A(t),E(t)) ∈ G (see
(31) and (32)).
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III Comparison with the literature
Derivations of classical field equations from Many-body Quantum Dynamics has been estab-
lished in a series of works: In [7], Ginibre, Nironi and Velo derived the Schrödinger-Klein-
Gordon system of equations from the Nelson model with cutoff. They considered a mean-field
limit where a finite number of charged particles interacts with a coherent state of gauge bosons
whose particle number goes to infinity. Falconi [4] derived the Schrödinger-Klein-Gordon sys-
tem of equations in a mean-field limit where both the number of the charged particles and
the gauge bosons go to infinity. Making use of a Wigner measure approach Ammari and
Falconi [1] were able to establish the classical limit of the renormalized Nelson model without
cutoff. The replacement of quantized radiation fields by classical interactions has also been
justified in other limits. Teufel [24] considered the adiabatic limit of the Nelson model and
showed that the interaction mediated by the quantized radiation field is well approximated
by a direct Coulomb interaction. In [6] and [5], Frank, Gang and Schlein showed that in
the strong coupling limit the dynamics of a polaron is described by an effective equation, in
which the phonon field is treated as a classical field. Knowles [10] analyzed a finite number
of heavy particles in a strong radiation field and derived the Newton-Maxwell equations from
the Pauli Fierz Hamiltonian. In [22] it is shown that the semiclassical set of coupled Maxwell-
Schrödinger equations is obtained by neglecting certain terms of the Pauli-Fierz Hamiltonian.
To our best knowledge, this is the first rigorous result concerning a mean-field limit of the
Pauli-Fierz Hamiltonian. This work continues the master thesis [14].
IV Notations
We set Planck’s constant ~, the speed of light c, the charge e, and twice the mass of the
particles 2m equal to one. Except in definitions, results, and where confusion might be
possible, we refrain from indicating the explicit dependence of a quantity on the time t. We
use the notations ϕ(t) and ϕt interchangeably to denote a quantity ϕ at time t. The symbol
C is used as a generic positive constant independent of t, N and Λ. We use expressions like
C(||ϕ||H2(R3) , ||A||L2(R3,C3)) to denote positive monotone increasing function of the norms
indicated. Both f˜ and FT [f ] stand for the Fourier transform of f . With a slight abuse of
notation A and E denote the vector potential and the electric field, but also their respective
Fourier transforms. If we write A(t) or E(t), we always refer to the coordinate representation
of the electromagnetic fields. Furthermore, we apply the shorthand notation Aκ(x, t) =
(κ ∗A) (x, t). Hm(R3,Ck) stand for the Sobolev space of order m with norm ||f ||2Hm(R3,Ck) =∑k
i=1
´
d3k (1+ |k|2)m|FT [f i](k)|2. To simplify the notation we use Hm(R3) for Hm(R3,Ck)
with k ∈ {1, 2, 3}. ||A||HS =
√
TrA∗A stands for the Hilbert-Schmidt norm and
〈·, ·〉 denotes
the scalar products on H(N), L2(R3) and h. Furthermore, we use the shorthand notation〈·, ·〉
;y
=
´
d3y
〈·, ·〉 and ||·||2;y = ´ d3y 〈·, ·〉. In order to stress the connection between the
annihilation operator and the mode function of the electromagnetic field we mostly write
|k|1/2αt(k, λ) instead of ut(k, λ).
V Organization of the proof
Our result is obtained by an extension of the "method of counting", introduced in [18], to
condensates of charged particles in interaction with their radiation field [13]. The key idea
is not to prove condensation in terms of reduced density matrices but to consider a different
indicator of condensation. More specific, we introduce a functional β(t) : D(HN )×H2(R3)×
6
h→ R+0 with the properties:
(a) β(0) := β [Ψ0, ϕ0, u0]→ 0 as N → 0 for appropriately chosen initial data.
(b) For each t ∈ R+0 we are able to control the time-derivative of the functional by |dtβ(t)| ≤
C(β(t) +N−1). Then, β(t) ≤ eCt(β(t) +N−1) follows by Gronwall’s Lemma.
(c) β(t)→ 0 as N →∞ implies (18) and (20).
The proof is organized as follows:
(a) In Section VI we define the counting functional. Afterwards, we show that convergence
of the functional to zero in the limit N →∞ implies condensation in terms of reduced
density matrices.
(b) In section VIII we control the growth of β by means of a Gronwall estimate. To this
end, we provide preliminary estimates and control the time derivative of β.
(c) Then, we relate the value of the functional at time zero to the initial data of Theo-
rem II.2.
Subsequently, we require (ϕt,A(t),E(t)) ∈ G. This implies
||∇ϕt|| <∞, ||∆ϕt|| <∞, ||ϕt||∞ <∞, ||Aκ(t)||∞ <∞, (31)
||ut||h <∞, ||| · |1/2ut||h =
( ∑
λ=1,2
ˆ
d3k|k|2|αt(k, λ)|2
)1/2
<∞. (32)
Proof. Assuming that (ϕt,A(t),E(t)) ∈ G we have ϕt ∈ H2(R3) and the first three relations
follow from Sobolev inequalities. In order to show the finiteness of ||Aκ(t)||∞ we define the
functions
κ˜<(k) := (2π)
−3/2
1|k|≤1(k), κ˜>(k) := (2π)
−3/2|k|−211≤|k|≤Λ(k) (33)
and continue with
Aκ(x, t) = (2π)
−3/2
ˆ
d3k eikx1|k|≤Λ(k)A(k, t) = (2π)
−3/2
ˆ
d3k eikx1|k|≤1(k)A(k, t)
+ (2π)−3/2
ˆ
d3k eikx|k|−211≤|k|≤Λ(k)|k|2A(k, t)
= (κ< ∗A) (x, t)− (κ> ∗∆A) (x, t). (34)
So if we use Young’s inequality, ||κ<||22 = (6π2)−1 and ||κ>||22 ≤ (4π2)−1, we get
||Aκ(t)||∞ ≤ ||(κ< ∗A) (t)||∞ + ||(κ> ∗∆A) (t)||∞
≤ ||κ<|| ||A(t)||+ ||κ>|| ||∆A(t)|| < ||A(t)||H2(R3) . (35)
By means of ∑
λ=1,2
ǫiλ(k)ǫ
j
λ(k) = δij −
kikj
|k|2 (36)
one easily shows
||ut||2h = 1/2
ˆ
d3k
(|k|2A2(k, t) +E2(k, t)) ≤ ||A(t)||2H1(R3) + ||E(t)||2 ,
||| · |1/2ut||2h = 1/2
ˆ
d3k
(|k|3A2(k, t) + |k|E2(k, t))
≤ ||A(t)||H1(R3) ||A(t)||H2(R3) + ||E(t)|| ||E(t)||H1(R3) . (37)
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VI The counting functional
In this section, we introduce a new indicator of condensation referred to as the "counting
functional". Our system under consideration (4) describes the interaction between charged
particles and the quantized electromagnetic field. Initially, we assume the charges and photons
to exhibit condensation and we would like to show that both condensates are stable over time.
In case of the charges, this is done by means of a functional, denoted by βa, which counts
for each time t the relative number of charges which are not in the state ϕt. Under suitable
conditions on the photon field it is then possible to show that the rate of particles which leave
the condensate is small, if initially almost all particles are in the state ϕ0. The situation is
different for the radiation field because the number of photons is not a conserved quantity.
On that account not only existing photons gets correlated but also new photons are created or
destroyed. One should note that the high frequency modes of the radiation field do not interact
with the charges due to the ultraviolet cutoff (7) and evolve according to the free evolution.
This is why neither the number of photons changes nor the photon state shows correlations
for wave-numbers |k| ≥ Λ. However in the long wave-length sector of Fb correlations take
place and the number of photons varies. To show that the photon field remains coherent
we introduce the functional βb measuring for each time t the fluctuations of the photon field
around the classical mode function. An additional factor of |k| in the integral implies that we
neglect contributions from photons with small energies. The main difficulties in our derivation
arise from the minimal coupling term in the Pauli-Fierz Hamiltonian. On that account we
have to control expectation values of certain unbounded operators, see Subsection VIII.1.
This is established by βc which restricts our consideration to a subspace of many-body states
whose energy per particle only fluctuates little around the energy functional of the effective
system.
In order to define the counting functional we introduce the projectors pϕtj and q
ϕt
j .
Definition VI.1. For any N ∈ N, ϕt ∈ L2(R3) with ||ϕt|| = 1 and 1 ≤ j ≤ N we define the
time-dependent projectors pϕtj : L
2(R3N )→ L2(R3N ) and qϕtj : L2(R3N )→ L2(R3N ) by
pϕtj f(x1, . . . , xN ) := ϕt(xj)
ˆ
d3xj ϕ
∗
t (xj)f(x1, . . . , xN ) for all f ∈ L2(R3N ) (38)
and qϕtj := 1− pϕtj .4
The counting functional is defined by
Definition VI.2. Let ΨN,t ∈ D(HN ), ϕt ∈ H2(R3), ut ∈ h and EM [ϕt, ut] defined by (23).
Then
βa(ΨN,t, ϕt) :=
〈
ΨN,t, q1 ⊗ 1Fp ΨN,t
〉
,
βb(ΨN,t, ut) :=
∑
λ=1,2
ˆ
d3k
∣∣∣∣
∣∣∣∣
(
|k|1/2 a(k, λ)√
N
− ut(k, λ)
)
ΨN,t
∣∣∣∣
∣∣∣∣2
=
∑
λ=1,2
ˆ
d3k |k|〈(a(k, λ)√
N
− αt(k, λ)
)
ΨN,t,
(
a(k, λ)√
N
− αt(k, λ)
)
ΨN,t
〉
,
βc(ΨN,t, ϕt, ut) :=
〈(HN
N
− EM [ϕt, ut]
)
ΨN,t,
(
HN
N
− EM [ϕt, ut]
)
ΨN,t
〉
. (39)
The functional β : D(HN )×H2(R3)× h→ R+0 is given by β := βa + βb + βc.
4For ease of notation we mostly omit the superscript ϕt in the following. Additionally, we use the bra-ket
notation pϕtj = |ϕt(xj)〉〈ϕt(xj)|
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The functional βa was already used in [2, 9, 11, 16, 18, 19, 20] and others to derive the Hartree
and Gross-Pitaevskii equation, while βb and βc are introduced to control the interaction with
the radiation field.
VII Relation to reduced density matrices
The aim of this section is to show that condensation indicated by the counting functional,
β → 0 as N →∞, implies condensation in terms of reduced density matrices.
Lemma VII.1. Let ΨN,t ∈ D(HN), ϕt ∈ L2(R3) with ||ϕt|| = 1 and ut ∈ h. Then
βa(ΨN,t, ϕt) ≤TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤
√
8βa(ΨN,t, ϕt), (40)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤3βb(ΨNt, ut) + 6 ||ut||h
√
βb(ΨNt, ut). (41)
Proof. The first inequality follows from5
βa = 1− 〈ΨN , p1ΨN〉 = 1− 〈ϕ, γ(1,0)N ϕ〉 = TrL2(R3)(|ϕ〉〈ϕ| − |ϕ〉〈ϕ|γ(1,0)N )
≤ ||p1||op TrL2(R3)|γ(1,0)N − |ϕ〉〈ϕ|| = TrL2(R3)|γ(1,0)N − |ϕ〉〈ϕ||. (42)
In order to proof the remaining inequalities we use
Tr|γ − p| ≤ 2 ||γ − p||HS + Tr(γ − p), (43)
valid for any one-dimensional projector p and non-negative density matrix γ. The original
argument of the proof was first observed by Robert Seiringer, see [21]. We present a version
that is found in [2]: Let (λn)n∈N be the sequence of eigenvalues of the trace class operator
A := γ − p. Since p is a rank one projection, A has at most one negative eigenvalue. If there
is no negative eigenvalue, Tr|A| = Tr(A) and (43) holds. If there is one negative eigenvalue
λ1, we have Tr|A| = |λ1| +
∑
n≥2 λn = 2|λ1| + Tr(A). Because of |λ1| ≤ ||A||op ≤ ||A||HS ,
inequality (43) follows.
For the upper bound of (40) we notice that TrL2(R3)(γ
(1,0)
N − |ϕ〉〈ϕ|) = 0. Then, (43) reduces
to
TrL2(R3)|γ(1,0)N − |ϕ〉〈ϕ|| ≤ 2
∣∣∣∣∣∣γ(1,0)N − |ϕ〉〈ϕ|∣∣∣∣∣∣
HS
(44)
and (40) follows from
TrL2(R3)(γ
(1,0)
N − |ϕ〉〈ϕ|)2 =1− 2TrL2(R3)(|ϕ〉〈ϕ|γ(1,0)N ) + TrL2(R3)((γ(1,0)N )2)
≤2(1 − TrL2(R3)(|ϕ〉〈ϕ|γ(1,0)N )) = 2βa. (45)
To prove inequality (41) it is useful to write the kernel of γ(0,1)N − |u〉〈u| as
(γ
(0,1)
N − |u〉〈u|)(k, λ, l, µ) = |k|1/2|l|1/2
(
N−1
〈
ΨN , a
∗(l, µ)a(k, λ)ΨN
〉− α∗(l, µ)α(k, λ))
= |k|1/2|l|1/2〈 (N−1/2a(l, µ)− α(l, µ))ΨN ,(N−1/2a(k, λ)− α(k, λ))ΨN〉
+ |k|1/2|l|1/2〈 (N−1/2a(l, µ)− α(l, µ))ΨN ,ΨN〉α(k, λ)
+ |k|1/2|l|1/2〈ΨN ,(N−1/2a(k, λ)− α(k, λ))ΨN〉α∗(l, µ). (46)
5For ease of notation, we discard the explicit time dependence and write for example ΨN instead of ΨN,t.
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Cauchy-Schwarz inequality gives
|(γ(0,1)N − |u〉〈u|)(k, λ, l, µ)|2
≤ |k||l|
∣∣∣∣∣∣(N−1/2a(k, λ)− α(k, λ))ΨN ∣∣∣∣∣∣2 ∣∣∣∣∣∣(N−1/2a(l, µ)− α(l, µ))ΨN ∣∣∣∣∣∣2
+ |k||l|
∣∣∣∣∣∣(N−1/2a(k, λ)− α(k, λ))ΨN ∣∣∣∣∣∣2 |α(l, µ)|2
+ |k||l|
∣∣∣∣∣∣(N−1/2a(l, µ)− α(l, µ))ΨN ∣∣∣∣∣∣2 |α(k, λ)|2 (47)
and ∣∣∣∣∣∣γ(0,1)N − |u〉〈u|∣∣∣∣∣∣2
HS
=
∑
λ,µ∈{1,2}2
ˆ ˆ
d3kd3l|(γ(0,1)N − |u〉〈u|)(k, λ, l, µ)|2
≤ (βb)2 + 2 ||u||2h βb (48)
follows. Similarly,
Trh(γ
(0,1)
N − |u〉〈u|) ≤
∑
λ=1,2
ˆ
d3k|(γ(0,1)N − |u〉〈u|)(k, λ, k, λ)|
≤
∑
λ=1,2
ˆ
d3k|k|
∣∣∣∣∣∣(N−1/2a(k, λ) − α(k, λ))ΨN ∣∣∣∣∣∣2
+ 2
∑
λ=1,2
ˆ
d3k|u(k, λ)||k|1/2
∣∣∣∣∣∣(N−1/2a(k, λ) − α(k, λ))ΨN ∣∣∣∣∣∣ . (49)
Applying Schwarz’s inequality with respect to the scalar product of h yields
Trh(γ
(0,1)
N − |α〉〈α|) ≤ βb + 2 ||u||h
( ∑
λ=1,2
ˆ
d3k|k|
∣∣∣∣∣∣(N−1/2a(k, λ)− α(k, λ))ΨN ∣∣∣∣∣∣2 )1/2
≤ βb + 2 ||u||h
√
βb. (50)
Monotonicity of the square root and (43) give rise to (41).
VIII Estimates on the time derivative
In this section, we control the change of β in time. To this end we separately estimate the
time derivative of βa and βb. The value of βc is constant in time because the energies of
the many-body and the Maxwell-Schrödinger system are conserved quantities. To control
the difference between the quantized and classical vector potential by the functional βb it is
convenient to introduce their positive and negative frequency parts.
Aˆ+κ (x) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
1√
2|k|ǫλ(k)e
ikxa(k, λ),
Aˆ−κ (x) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
1√
2|k|ǫλ(k)e
−ikxa∗(k, λ),
A+κ (x, t) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
1√
2|k|ǫλ(k)e
ikxαt(k, λ),
A−κ (x, t) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
1√
2|k|ǫλ(k)e
−ikxα∗t (k, λ). (51)
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Moreover, it is helpful to define the positive and negative frequency parts of the quantum
mechanical and classical electric field.
Eˆ+κ (x) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
√
|k|
2
ǫλ(k)ie
ikxa(k, λ),
Eˆ−κ (x) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
√
|k|
2
ǫλ(k)(−i)e−ikxa∗(k, λ),
E+κ (x, t) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
√
|k|
2
ǫλ(k)ie
ikxαt(k, λ),
E−κ (x, t) :=
∑
λ=1,2
ˆ
d3k κ˜(k)
√
|k|
2
ǫλ(k)(−i)e−ikxα∗t (k, λ). (52)
For ♯ ∈ { ,+,−}, we introduce the shorthand notations
E
♯(x, t) :=
Eˆ
♯
κ(x)√
N
−E♯κ(x, t), A♯(x, t) :=
Aˆ
♯
κ(x)√
N
−A♯κ(x, t). (53)
By means of the cutoff function
η˜(k) := |k|−1κ˜(k) = (2π)− 32 |k|−11|k|≤Λ(k) (54)
we are able to express the vector potential in terms of the electric field.
Lemma VIII.1. Let η be the Fourier transform of (54), then
Aˆ+κ (x) = −i
(
η ∗ Eˆ+κ
)
(x), Aˆ−κ (x) = i
(
η ∗ Eˆ−κ
)
(x),
A+κ (x, t) = −i
(
η ∗E+κ
)
(x, t), A−κ (x, t) = i
(
η ∗E−κ
)
(x, t). (55)
Proof. The proof is a simple application of the convolution theorem.
At various points in our estimates, we replace the vector potential by the electric field and
make use of (see Lemma XI.1)
ˆ
d3y
〈
ΨN,t,
(
N−1/2Eˆ−κ (y)−E−κ (y, t)
)(
N−1/2Eˆ+κ (y)−E+κ (y, t)
)
ΨN,t
〉 ≤ βb(t). (56)
To obtain proper bounds it is crucial that the L2-norm of the cutoff functions
||κ||22 = Λ3/(6π2) and ||η||22 = Λ/(2π2) (57)
is finite.
VIII.1 Preliminary estimates
The minimal coupling term in the Pauli-Fierz Hamiltonian
N∑
j=1
(−i∇j −N−1/2Aˆκ(xj))2 =
N∑
j=1
(
−∆1 + 2iN−1/2Aˆκ(x1) · ∇1 +N−1Aˆ2κ(x1)
)
(58)
contains an interaction that is quadratic in the vector potential. If we want to control the
growth of β(t) in time this quadratic part (see for example the estimate of (94)) requires that
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quantities like ||∇2q1ΨN,t||2 and N−1
∣∣∣∣∣∣Aˆκ(x1)q1ΨN,t∣∣∣∣∣∣2 are not only finite but bounded by
β(t). This holds for every bounded operator B because of〈
ΨN,t, q1Bq1ΨN,t
〉 ≤ C ||q1ΨN,t||2 ≤ Cβa(t) (59)
but must not be true in general. In case of unbounded operators smallness can sometimes be
inferred on a subclass of states which have sufficient decay in the occupation of eigenstates
with large eigenvalues. For a self-adjoint operator O with [O, q1] ≈ 0 and c ∈ R one has〈
ΨN,t, q1Oq1ΨN,t
〉 ≈〈ΨN,t, q1OΨN,t〉 = 〈ΨN,t, q1 (O − c)ΨN,t〉+ c〈ΨN,t, q1ΨN,t〉
≤(c+ 1)〈ΨN,t, q1ΨN,t〉+ 〈ΨN,t, (O − c)2ΨN,t〉. (60)
Thus,
〈
ΨN,t, q1Oq1ΨN,t
〉
can be bounded by β(t) plus a small error if ΨN,t occupies eigenstates
of O with eigenvalues λ 6= c only with small probability. This is in the spirit of Chebyshev’s
inequality from probability theory. Requiring
〈
ΨN,0, (O − c)2ΨN,0
〉 ≈ 0 initially does not
imply smallness at later times. However, if O is a conserved quantity its variance is constant
during the time evolution and we only have to restrict the class of initial states. In the
following, we consider the variance of the energy per particles of the many-body system (see
βc). Then, we estimate the vector potential and the Laplacian byHN/N and bound expression
like N−1
〈
ΨN,t, q1Aˆ
2
κ(x1)q1ΨN,t
〉
by the counting functional.
Lemma VIII.2. Let y ∈ R3 or y ∈ {x1, . . . , xN} and ΨN ∈ D(HN ). Then∣∣∣∣∣∣N−1/2Aˆ+κ (y)ΨN ∣∣∣∣∣∣2 ≤ Λ/(2π2)〈ΨN , N−1HfΨN〉,∣∣∣∣∣∣N−1/2Aˆ−κ (y)ΨN ∣∣∣∣∣∣2 ≤ Λ/(2π2)〈ΨN , N−1HfΨN〉+ Λ2/(4π2N) ||ΨN ||2 ,∣∣∣∣∣∣N−1/2Aˆκ(y)ΨN ∣∣∣∣∣∣2 ≤ 2Λ/π2〈ΨN , N−1HfΨN〉+ Λ2/(2π2N) ||ΨN ||2 . (61)
Proof. To ease notation, we define the vector-valued function f(k, λ) := κ˜(k)√
2|k|
ǫλ(k). The first
estimate follows from Cauchy-Schwarz inequality∣∣∣∣∣∣ ∑
λ=1,2
ˆ
d3k f(k, λ)e±ikya(k, λ)ΨN
∣∣∣∣∣∣2
≤
( ∑
λ=1,2
ˆ
d3k |f(k, λ)||k|−1/2
∣∣∣∣∣∣|k|1/2a(k, λ)ΨN ∣∣∣∣∣∣2 )2
≤
( ∑
λ=1,2
ˆ
d3k |f(k, λ)|2|k|−1
)( ∑
λ=1,2
ˆ
d3k |k| ||a(k, λ)ΨN ||2
)
= Λ/(2π2)
〈
ΨN ,HfΨN
〉
. (62)
By use of the canonical commutation relations (9), the second bound is obtained via∣∣∣∣∣∣ ∑
λ=1,2
ˆ
d3k f(k, λ)e±ikya∗(k, λ)ΨN
∣∣∣∣∣∣2 = ∣∣∣∣∣∣ ∑
λ=1,2
ˆ
d3k f(k, λ)e∓ikya(k, λ)ΨN
∣∣∣∣∣∣2
+ ||f ||2h ||ΨN ||2 ≤ Λ2/(4π2) ||ΨN ||2 + Λ/(2π2)
〈
ΨN ,HfΨN
〉
. (63)
The last estimate follows by triangular inequality.
Lemma VIII.2 leads to
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Corollary VIII.3. For y ∈ R3 or y ∈ {x1, . . . , xN} and ΨN ∈ D(HN ) we have∣∣∣∣∣∣N−1/2Aˆκ(y)q1ΨN ∣∣∣∣∣∣2 ≤2Λ/π2〈ΨN , q1N−1Hfq1ΨN〉+ Λ2/(2π2N)βa,∣∣∣∣∣∣N−1/2Aˆκ(y)p1q2ΨN ∣∣∣∣∣∣2 ≤2Λ/π2〈ΨN , q1N−1Hfq1ΨN〉+ Λ2/(2π2N)βa. (64)
Lemma VIII.4. Let v satisfy (A1), ΨN,t ∈
(
L2s
(
R
3N
)⊗Fp)∩D(HN) and (ϕt,A(t),E(t)) ∈
G. Then, there exists a monotone increasing function C(t) of EM [ϕt, ut], ||ϕt||H2(R3) and
||ϕt||L∞(R3) such that 〈
ΨN,t, q
ϕt
1 N
−1HNq
ϕt
1 ΨN,t
〉 ≤C(t) (β(t) + Λ/N) . (65)
Proof. We decompose the Pauli-Fierz Hamiltonian into
〈
ΨN , q1N
−1HNq1ΨN
〉
=
〈
ΨN , q1N
−1
N∑
j=1
(
−i∇j −N−1/2Aˆκ(xj)
)2
q1ΨN
〉
(66)
+
〈
ΨN , q1N
−2
∑
1≤j<k≤N
v(xj − xk)q1ΨN
〉
(67)
+
〈
ΨN , q1N
−1Hfq1ΨN
〉
. (68)
Then, we write the first line as
(66) =
〈
ΨN , q1N
−1
N∑
j=1
(
−i∇j −N−1/2Aˆκ(xj)
)2
ΨN
〉
+N−1
N∑
j=1
〈
ΨN , q1
[(
−i∇j −N−1/2Aˆκ(xj)
)2
, q1
]
ΨN
〉
=
〈
ΨN , q1N
−1
N∑
j=1
(
−i∇j −N−1/2Aˆκ(xj)
)2
ΨN
〉
+N−1
〈
ΨN , q1
[(
−i∇1 −N−1/2Aˆκ(x1)
)2
, q1
]
ΨN
〉
. (69)
The second line is given by
(67) =
〈
ΨN , q1N
−2
∑
1≤j<k≤N
v(xj − xk)ΨN
〉
+N−2
∑
1≤j<k≤N
〈
ΨN , q1 [v(xj − xk), q1] ΨN
〉
=
〈
ΨN , q1N
−2
∑
1≤j<k≤N
v(xj − xk)ΨN
〉
+ (N − 1)N−2〈ΨN , q1 [v(x1 − x2), q1] ΨN〉.
(70)
In line (68) we use that Hf commutes with operators which only act on the sector of the
non-relativistic particles. This leads to〈
ΨN , q1N
−1HNq1ΨN
〉
=
〈
ΨN , q1N
−1HNΨN
〉
+N−1
〈
ΨN , q1
[(
−i∇1 −N−1/2Aˆκ(x1)
)2
, q1
]
ΨN
〉
(71)
+ (N − 1)N−2〈ΨN , q1 [v(x1 − x2), q1] ΨN〉. (72)
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The first term is estimated by
|(71)| = N−1|〈ΨN , q1 [(−i∇1 −N−1/2Aˆκ(x1))2 , p1]ΨN〉|
= N−1|〈ΨN , q1 (−i∇1 −N−1/2Aˆκ(x1))2 p1ΨN〉|
≤ N−1|〈q1ΨN , (−∆1)p1ΨN〉|
+N−1|〈N−1/2Aˆκ(x1)q1ΨN ,∇1p1ΨN〉|
+N−1|〈N−1/2Aˆκ(x1)q1ΨN , N−1/2Aˆκ(x1)p1ΨN〉|
≤ N−1
(
βa + ||∆p1ΨN ||2 + ||∇p1ΨN ||2
)
+N−1
(∣∣∣∣∣∣N−1/2Aˆκ(x1)q1ΨN ∣∣∣∣∣∣2 + ∣∣∣∣∣∣N−1/2Aˆκ(x1)p1ΨN ∣∣∣∣∣∣2) . (73)
Lemma VIII.2 and the positivity of the interaction potential v let us continue with
|(71)| ≤ N−1ΛC(||ϕ||H2)
(〈
ΨN , N
−1HfΨN
〉
+ Λ/N
)
≤ N−1ΛC(||ϕ||H2)
(〈
ΨN , N
−1HNΨN
〉
+Λ/N
)
≤ N−1ΛC(||ϕ||H2)
(〈
ΨN , (N
−1HN − EM )ΨN
〉
+ EM
)
≤ N−1ΛC(||ϕ||H2)
(∣∣∣∣(N−1HN − EM )ΨN ∣∣∣∣+ EM)
≤ N−1ΛC(||ϕ||H2)
(√
βc + EM
)
≤ N−1ΛC(||ϕ||H2 , EM ). (74)
The second term is bounded by
|(72)| ≤ N−1|〈ΨN , q1 [v(x1 − x2), p1] ΨN〉| = N−1|〈ΨN , q1v(x1 − x2)p1ΨN〉|
≤ 1/2 ||q1ΨN ||2 + 1/(2N2) ||v(x1 − x1)p1ΨN ||2
= 1/2βa + 1/(2N2)
〈
ΨN , p1v
2(x2 − x1)p1ΨN
〉
= 1/2βa + 1/(2N2)
〈
ΨN , p1
(
v2 ∗ |ϕ|2) (x2)ΨN〉
≤ 1/2βa + 1/(2N2) ∣∣∣∣v2 ∗ |ϕ|2∣∣∣∣
∞
. (75)
We use assumption (A1) and decompose the interaction potential v = v1+v2 into v1 ∈ L2(R3)
and v2 ∈ L∞(R3). Then, we apply Young’s inequality and obtain∣∣∣∣v2 ∗ |ϕ|2∣∣∣∣
∞
≤ ∣∣∣∣v21∣∣∣∣1 ∣∣∣∣|ϕ|2∣∣∣∣∞ + ∣∣∣∣v22∣∣∣∣∞ ∣∣∣∣|ϕ|2∣∣∣∣1
= ||v1||22 ||ϕ||2∞ + ||v2||2∞ ||ϕ||22 ≤ C(||ϕ||∞). (76)
Thus,
|(71)+ (72)| ≤ C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) (77)
and 〈
ΨN ,q1N
−1HNq1ΨN
〉 ≤ |〈ΨN , q1N−1HNΨN〉|+ |(71)+ (72)|
≤ |〈ΨN , q1 (N−1HN − EM)ΨN〉+ EMβa|+ C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N)
≤ |〈ΨN , q1 (N−1HN − EM)ΨN〉|+ C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N)
≤ ∣∣∣∣(N−1HN − EM)ΨN ∣∣∣∣2 + βa + C(||ϕ||H2 , ||ϕ||∞ , EM ) (β +Λ/N)
≤ C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (78)
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Lemma VIII.5. Let y ∈ R3 or y ∈ {x1, . . . , xN}, v satisfy (A1), ΨN,t ∈
(
L2s
(
R
3N
)⊗Fp) ∩
D(HN) and (ϕt,A(t),E(t)) ∈ G. Then, there exists a monotone increasing function C(t) of
EM [ϕt, ut], ||ϕt||H2(R3) and ||ϕt||L∞(R3) such that∣∣∣∣∣∣N−1/2Aˆκ(y)q1ΨN,t∣∣∣∣∣∣2 ≤ ΛC(t) (β(t) + Λ/N) ,∣∣∣∣∣∣N−1/2Aˆκ(y)q2ΨN,t∣∣∣∣∣∣2 ≤ ΛC(t) (β(t) + Λ/N) ,∣∣∣∣∣∣N−1/2Aˆκ(y)p1q2ΨN ∣∣∣∣∣∣2 ≤ ΛC(t) (β(t) + Λ/N) . (79)
Proof. We have 〈
ΨN , q1N
−1Hfq1ΨN
〉 ≤〈ΨN , q1N−1HNq1ΨN〉 (80)
because v is positive. Lemma VIII.4 and Corollary VIII.3 then lead to〈
ΨN , q1N
−1Hfq1ΨN
〉 ≤C(||ϕ||H2 , ||ϕ||∞ , EM ) (β +Λ/N) (81)
and ∣∣∣∣∣∣N−1/2Aˆκ(y)q1ΨN ∣∣∣∣∣∣2 ≤ΛC(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (82)
The other inequalities are shown analogously.
Lemma VIII.6. Let v satisfy (A1), ΨN,t ∈
(
L2s
(
R
3N
)⊗Fp)∩D(HN) and (ϕt,A(t),E(t)) ∈
G. Then, there exists a monotone increasing function C(t) of EM [ϕt, ut], ||ϕt||H2(R3) and
||ϕt||L∞(R3) such that
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN,t
∣∣∣∣∣∣2 ≤ Λ3C(t) (β + Λ/N) . (83)
Proof. In the following, we use
〈·, ·〉
;y
=
´
d3y
〈·, ·〉 and ||·||;y = √´ d3y 〈·, ·〉 to ease the
notation. We estimate
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
∣∣∣∣∣∣2
= N−2
〈 N∑
i=1
qiκ(xi − y)
(
−i∇i −N−1/2Aˆκ(xi)
)
ΨN ,
N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
〉
;y
= N−1
〈
q1κ(x1 − y)
(
−i∇1 −N−1/2Aˆκ(x1)
)
ΨN , q1κ(x1 − y)
(
−i∇1 −N−1/2Aˆκ(x1)
)
ΨN
〉
;y
+ (N − 1)N−1〈q1κ(x1 − y)(−i∇1 −N−1/2Aˆκ(x1))ΨN , q2κ(x2 − y)(−i∇2 −N−1/2Aˆκ(x2))ΨN〉;y
≤ N−1
∣∣∣∣∣∣κ(x1 − y)(−i∇1 −N−1/2Aˆκ(x1))ΨN ∣∣∣∣∣∣2
;y
+ (N − 1)N−1〈κ(x1 − y)(−i∇1 −N−1/2Aˆκ(x1)) q2ΨN , κ(x2 − y)(−i∇2 −N−1/2Aˆκ(x2)) q1ΨN〉;y
≤ N−1
∣∣∣∣∣∣κ(x1 − y)(−i∇1 −N−1/2Aˆκ(x1))ΨN ∣∣∣∣∣∣2
;y
+ (N − 1)N−1
∣∣∣∣∣∣κ(x1 − y)(−i∇1 −N−1/2Aˆκ(x1)) q2ΨN ∣∣∣∣∣∣2
;y
= N−1
〈 (−i∇1 −N−1/2Aˆκ(x1))ΨN ,( ˆ d3y |κ(x1 − y)|2)(−i∇1 −N−1/2Aˆκ(x1))ΨN〉
15
+ (N − 1)N−1〈 (−i∇1 −N−1/2Aˆκ(x1)) q2ΨN ,(ˆ d3y |κ(x1 − y)|2)(−i∇1 −N−1/2Aˆκ(x1)) q2ΨN〉
= N−1 ||κ||22
〈
ΨN ,
(
−i∇1 −N−1/2Aˆκ(x1)
)2
ΨN
〉
+ (N − 1)N−1 ||κ||22
〈
ΨN , q2
(
−i∇1 −N−1/2Aˆκ(x1)
)2
q2ΨN
〉
. (84)
So if we insert the identity 1 = p1 + q1 and use the symmetry of the wave function, we get
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
∣∣∣∣∣∣2
≤ N−1 ||κ||22
〈
ΨN , q1
(
−i∇1 −N−1/2Aˆκ(x1)
)2
q1ΨN
〉
+ 2N−1 ||κ||22 |
〈
ΨN , q1
(
−i∇1 −N−1/2Aˆκ(x1)
)2
p1ΨN
〉|
+N−1 ||κ||22 |
〈
ΨN , p1
(
−i∇1 −N−1/2Aˆκ(x1)
)2
p1ΨN
〉|
+N−1 ||κ||22
N∑
j=2
〈
ΨN , q1
(
−i∇j −N−1/2Aˆκ(xj)
)2
q1ΨN
〉
. (85)
Adding the lines together this simplifies to
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
∣∣∣∣∣∣2
= N−1 ||κ||22
N∑
j=1
〈
ΨN , q1
(
−i∇j −N1/2Aˆκ(xj)
)2
q1ΨN
〉
+ 2N−1 ||κ||22 |
〈
ΨN , q1
(
−i∇1 −N−1/2Aˆκ(x1)
)2
p1ΨN
〉|
+N−1 ||κ||22 |
〈
ΨN , p1
(
−i∇1 −N−1/2Aˆκ(x1)
)2
p1ΨN
〉|. (86)
Now we estimate the last two lines analogously to (71) and obtain
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
∣∣∣∣∣∣2 ≤ ||κ||22Λ/NC(||ϕ||H2 , EM )
+N−1 ||κ||22
N∑
j=1
〈
ΨN , q1
(
−i∇j −N−1/2Aˆκ(xj)
)2
q1ΨN
〉
. (87)
Because Hf and v are positive operators, this is bounded by
||κ||22
〈
ΨN , q1N
−1HNq1ΨN
〉
+ ||κ||22 Λ/NC(||ϕ||H2 , EM ). (88)
Then, we apply Lemma VIII.4 and obtain
ˆ
d3y
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(xj − y)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN
∣∣∣∣∣∣2 ≤ ||κ||22 C(t) (β + Λ/N)
≤ Λ3C(t) (β + Λ/N) , (89)
where C(t) is a monotone increasing function of EM [ϕt, ut], ||ϕt||H2(R3) and ||ϕt||L∞(R3).
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VIII.2 Bound on dtβ
a:
Lemma VIII.7. Let v satisfy (A1), (ϕt,A(t),E(t)) ∈ G and ΨN,t be the unique solution
of (4) with initial data ΨN,0 ∈
(
L2s
(
R
3N
)⊗Fp) ∩ D(HN ). Then, there exists a monotone
increasing function C(t) of ||Aκ||∞, EM [ϕt, ut], ||ϕt||H2(R3) and ||ϕt||L∞(R3) such that
|dtβa(ΨN,t, ϕt)| ≤ Λ2C(t) (β(ΨN,t, ϕt, ut) + Λ/N) . (90)
Proof. The time derivative of the projector qϕt1 is given by
dtq
ϕt
1 = −i
[
HHM1 , q
ϕt
1
]
, (91)
where HHM1 denotes the effective Hamiltonian H
HM
1 := (−i∇1 −Aκ(x1, t))2+
(
v ∗ |ϕt|2
)
(x1).
This allows us to compute the derivative of βa(t) by
dtβ
a(t) = dt
〈
ΨN,t, q
ϕt
1 ΨN,t
〉
= i
〈
ΨN,t,
[(
HN −HHM1
)
, qϕt1
]
ΨN,t
〉
= −2〈ΨN,t, [(N−1/2Aˆκ(x1)−Aκ(x1, t)) · ∇1, qϕt1 ]ΨN,t〉
+ i
〈
ΨN,t,
[(
N−1Aˆ2κ(x1)−A2κ(x1, t)
)
, qϕt1
]
ΨN,t
〉
+ i
〈
ΨN,t,
[(
N−1
∑
1≤j<k≤N
v(xj − xk)−
(
v ∗ |ϕt|2
)
(x1)
)
, qϕt1
]
ΨN,t
〉
= −4Re〈ΨN,t,(N−1/2Aˆκ(x1)−Aκ(x1, t)) · ∇1qϕt1 ΨN,t〉
− 2Im〈ΨN,t,(N−1Aˆ2κ(x1)−A2κ(x1, t)) qϕt1 ΨN,t〉
− 2Im〈ΨN,t, ((N − 1)/Nv(x1 − x2)− (v ∗ |ϕt|2) (x1)) qϕt1 ΨN,t〉. (92)
Inserting the identity 1 = p1 + q1 and the relations
Re
〈
ΨN , q1
(
N−1/2Aˆκ(x1)−Aκ(x1, t)
)
· ∇1q1ΨN
〉
= 0,
Im
〈
ΨN , q1
(
N−1Aˆ2κ(x1)−A2κ(x1, t)
)
q1ΨN
〉
= 0,
Im
〈
ΨN , q1
(
(N − 1)N−1v(x1 − x2)−
(
v ∗ |ϕ|2) (x1)) q1ΨN〉 = 0,
lead to
dtβ
a(t) =− 4Re〈ΨN , p1 (N−1/2Aˆκ(x1)−Aκ(x1, t)) · ∇1q1ΨN〉 (93)
− 2Im〈ΨN , p1 (N−1Aˆ2κ(x1)−A2κ(x1, t)) q1ΨN〉 (94)
− 2Im〈ΨN , p1 ((N − 1)N−1v(x1 − x2)− (v ∗ |ϕt|2) (x1)) q1ΨN〉. (95)
In the following, we estimate each line separately. To simplify the presentation we use the
shorthand notation (53).
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VIII.2.1 Bound on (93):
Integration by parts and triangular inequality let us estimate
|(93)| ≤ 4|〈ΨN , p1 (A+(x1, t) +A−(x1, t)) · ∇1q1ΨN〉|
≤ 4|〈∇1p1ΨN ,A−(x1, t)q1ΨN〉| (96)
+ 4|〈∇1p1ΨN ,A+(x1, t)q1ΨN〉|. (97)
By means of Lemma VIII.1, we bound the first line by
(96) = 4|〈∇1p1ΨN ,A−(x1, t)q1ΨN〉| = 4|〈∇1p1ΨN , (η ∗ E−) (x1, t)q1ΨN〉|
= 4|〈E+(y, t)∇1p1ΨN , η(x1 − y)q1ΨN〉;y|
≤ 4 ∣∣∣∣E+(y, t) · ∇1p1ΨN ∣∣∣∣;y ||η(y − x1)q1ΨN ||;y
≤ 2 ∣∣∣∣E+(y, t) · ∇1p1ΨN ∣∣∣∣2;y + 2 ||η||22 ||q1ΨN ||2
≤ Λπ−2βa + C(||∇ϕ||2)βb ≤ ΛC(||∇ϕ||2)β, (98)
where we made use of Lemma XI.1 and (57).
The second term is bounded by
(97) = 4|〈∇1p1ΨN ,ˆ d3y η(x1 − y)E+(y, t)q1ΨN〉|
= 4|〈∇1p1ΨN , η(x1 − y)E+(y, t)q1ΨN〉;y|
= 4|〈q1η(x1 − y)∇1p1ΨN ,E+(y, t)ΨN〉;y|
= 4|〈N−1 N∑
i=1
qiη(xi − y)∇ipiΨN ,E+(y, t)ΨN
〉
;y
|
≤ 2 ∣∣∣∣E+(y, t)ΨN ∣∣∣∣2;y + 2∣∣∣∣∣∣N−1 N∑
i=1
qiη(xi − y)∇ipiΨN
∣∣∣∣∣∣2
;y
. (99)
Lemma XI.1 and the symmetry of the wave function lead to
(97) ≤ 2βb + 2N−2〈 N∑
i=1
qiη(xi − y)∇ipiΨN ,
N∑
j=1
qjη(xj − y)∇jpjΨN
〉
;y
≤ 2βb + 2N−1 ||q1η(x1 − y)∇1p1ΨN ||2;y
+ 2
〈
q1η(x1 − y)∇1p1ΨN , q2η(x2 − y)∇2p2ΨN
〉
;y
≤ 2βb + 2N−1 ||η(x1 − y)∇1p1ΨN ||2;y
+ 2
〈
η(x1 − y)∇1p1q2ΨN , η(x2 − y)∇2p2q1ΨN
〉
;y
≤ 2βb + 2N−1 ||η(x1 − y)∇1p1ΨN ||2;y
+ 2 ||η(x1 − y)∇1p1q2ΨN ||;y ||η(x2 − y)∇2p2q1ΨN ||;y
≤ 2βb + 2N−1〈η(x1 − y)∇1p1ΨN , η(x1 − y)∇1p1ΨN〉;y
+ 2
〈
η(x1 − y)∇1p1q2ΨN , η(x1 − y)∇1p1q2ΨN
〉
;y
. (100)
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Interchanging the order of integration we have
(97) ≤ 2N−1〈∇1p1ΨN ,(ˆ d3y |η(x1 − y)|2)∇1p1ΨN〉+ 2βb
+ 2
〈∇1p1q2ΨN ,(ˆ d3y |η(x1 − y)|2)∇1p1q2ΨN〉
= 2 ||η||22
(
N−1
〈
ΨN , p1(−∆1)p1ΨN
〉
+
〈
ΨN , q2p1(−∆1)p1q2ΨN
〉)
+ 2βb. (101)
By virtue of p1 (−∆) p1 = p1 ||∇ϕ||22, this becomes
(97) ≤ 2 ||η||22 ||∇ϕ||22
(
N−1
〈
ΨN , p1ΨN
〉
+
〈
ΨN , q2p1q2ΨN
〉)
+ 2βb
≤ ||η||22C(||ϕ||H2)
(
βa + βb +N−1
)
≤ ΛC(||ϕ||H2)
(
β +N−1
)
(102)
and we obtain
|(93)| ≤ ΛC(||ϕ||H2)
(
β +N−1
)
. (103)
VIII.2.2 Bound on (94):
|(94)| ≤ 2|〈ΨN , p1 (N−1Aˆ2κ(x1)−A2κ(x1, t)) q1ΨN〉|
= 2|〈ΨN , p1 (N−1/2Aˆκ(x1)−Aκ(x1, t))(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉|
≤ 2|〈ΨN , p1A−(x1, t)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉| (104)
+ 2|〈ΨN , p1A+(x1, t)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉| (105)
First, we deal with line (104):
(104) = 2|〈ΨN , p1 (η ∗ E−) (x1, t)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉|
= 2|〈E+(y, t)p1ΨN , η(y − x1)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉;y|
≤ ∣∣∣∣E+(y, t)p1ΨN ∣∣∣∣2;y + ∣∣∣∣∣∣η(x1 − y)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN ∣∣∣∣∣∣2;y
≤ ∣∣∣∣E+(y, t)p1ΨN ∣∣∣∣2;y + ||η||22 ∣∣∣∣∣∣(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN ∣∣∣∣∣∣2 . (106)
Making use of Lemma XI.1 and (a+ b)2 ≤ 2(a2 + b2), we obtain
(104) ≤ βb + 2 ||η||22
(
||Aκ||2∞ ||q1ΨN ||2 +
∣∣∣∣∣∣N−1/2Aˆκ(x1)q1ΨN ∣∣∣∣∣∣2) . (107)
By means of (57) and Lemma VIII.5, this becomes
(104) ≤Λ2C(||Aκ||∞ , ||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (108)
The second line is bounded by
(105) = 2|〈ΨN , p1A+(x1, t)(N−1/2Aˆκ(x1) +Aκ(x1, t)) q1ΨN〉|
= 2|〈ΨN , p1 [(N−1/2Aˆκ(x1) +Aκ(x1, t))A+(x1, t) + Λ2/(4π2N)] q1ΨN〉|
≤ 2|〈ΨN , p1 (N−1/2Aˆκ(x1) +Aκ(x1, t))A+(x1, t)q1ΨN〉|
+ 2Λ2/(4π2N)| 〈ΨN , p1q1ΨN〉︸ ︷︷ ︸
=0
|. (109)
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Here, we have we used the commutation relation[
A
+(x1, t),
(
N−1/2Aˆκ(x1) +Aκ(x1, t)
)]
= N−1
[
Aˆ+κ (x1), Aˆ
−
κ (x1)
]
= Λ2/(4π2N). (110)
Lemma VIII.1 and Lemma XI.1 lead to
(105) ≤ 2|〈 (N−1/2Aˆκ(x1) +Aκ(x1, t)) p1ΨN ,ˆ d3y η(x1 − y)E+(y, t)q1ΨN〉|
= 2|〈q1η(x1 − y)(N−1/2Aˆκ(x1) +Aκ(x1, t)) p1ΨN ,E+(y, t)ΨN〉;y|
= 2N−1|〈 N∑
i=1
qiη(xi − y)
(
N−1/2Aˆκ(xi) +Aκ(xi, t)
)
piΨN ,E
+(y, t)ΨN
〉
;y
|
≤ N−2
∣∣∣∣∣∣ N∑
i=1
qiη(xi − y)
(
N−1/2Aˆκ(xi) +Aκ(xi, t)
)
piΨN
∣∣∣∣∣∣2
;y
+
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2;y
≤ N−2
∣∣∣∣∣∣ N∑
i=1
qiη(xi − y)
(
N−1/2Aˆκ(xi) +Aκ(xi, t)
)
piΨN
∣∣∣∣∣∣2
;y
+ βb (111)
Similar to the estimate of (97) one obtains
(105) ≤ N−1
∣∣∣∣∣∣η(x1 − y)(N−1/2Aˆκ(x1) +Aκ(x1, t)) p1ΨN ∣∣∣∣∣∣2
;y
+
∣∣∣∣∣∣η(x1 − y)(N−1/2Aˆκ(x1) +Aκ(x1, t)) p1q2ΨN ∣∣∣∣∣∣2
;y
+ βb
= N−1 ||η||22
∣∣∣∣∣∣(N−1/2Aˆκ(x1) +Aκ(x1, t)) p1ΨN ∣∣∣∣∣∣2
+ ||η||22
∣∣∣∣∣∣(N−1/2Aˆκ(x1) +Aκ(x1, t)) p1q2ΨN ∣∣∣∣∣∣2 + βb
≤ CΛ
(
βb + ||Aκ||2∞ βa +
∣∣∣∣∣∣N−1/2Aκ(x1)p1q2ΨN ∣∣∣∣∣∣2)
+ CΛ/N
(
||Aκ||2∞ +
∣∣∣∣∣∣N−1/2Aκ(x1)p1ΨN ∣∣∣∣∣∣2) . (112)
By means of Lemma VIII.5 this is bounded by
(105) ≤ Λ2C(||Aκ||∞ , ||ϕ||H2 , ||ϕ||∞ , EM ) (β +Λ/N) . (113)
In total, we obtain
|(94)| ≤ (104)+ (105) ≤ Λ2C(||Aκ||∞ , ||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (114)
VIII.2.3 Bound on (95):
Subsequently, we consider the term that arises from the direct interaction. Inserting the
identity 1 = p2 + q2 and using the shorthand shorthand notation
Z(x1, x2) := (N − 1)N−1v(x1 − x2)−
(
v ∗ |ϕ|2) (x1) (115)
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gives
(95) =− 2Im〈ΨN , p1Z(x1, x2)q1ΨN〉
=− 2Im〈ΨN , p1p2Z(x1, x2)q1p2ΨN〉
− 2Im〈ΨN , p1p2Z(x1, x2)q1q2ΨN〉
− 2Im〈ΨN , p1q2Z(x1, x2)q1p2ΨN〉
− 2Im〈ΨN , p1q2Z(x1, x2)q1q2ΨN〉. (116)
The third term vanishes due to symmetry of the wave function under the interchange of x1
and x2 and we are left with
|(95)| ≤2|〈ΨN , p1p2Z(x1, x2)q1p2ΨN〉| (117)
+2|〈ΨN , p1p2Z(x1, x2)q1q2ΨN〉| (118)
+2|〈ΨN , p1q2Z(x1, x2)q1q2ΨN〉|. (119)
The first line is the most important. It is small because the direct interaction of the many-body
system is well approximated by the mean-field potential. By means of
p2Z(x1, x2)p2 = p2
[
(N − 1)N−1v(x1 − x2)−
(
v ∗ |ϕ|2) (x1)] p2
=
[
(N − 1)N−1 − 1] (v ∗ |ϕ|2) (x1)p2 = −N−1 (v ∗ |ϕ|2) (x1)p2 (120)
one has
|(117)| ≤2N−1|〈ΨN , p1 (v ∗ |ϕ|2) (x1)p2q1ΨN〉|
≤2N−1 ∣∣∣∣(v ∗ |ϕ|2) (x1)p1ΨN ∣∣∣∣ ||p2q1ΨN || ≤ 2N−1 ∣∣∣∣v ∗ |ϕ|2∣∣∣∣∞ . (121)
We decompose the interaction potential v = v1+v2 into v1 ∈ L2(R3) and v2 ∈ L∞(R3). Then∣∣∣∣v ∗ |ϕ|2∣∣∣∣
∞
≤ ∣∣∣∣v1 ∗ |ϕ|2∣∣∣∣∞ + ∣∣∣∣v2 ∗ |ϕ|2∣∣∣∣∞ ≤ ||v1||2 ∣∣∣∣|ϕ|2∣∣∣∣2 + ||v2||∞ ∣∣∣∣|ϕ|2∣∣∣∣1
≤ ||v1||2 ||ϕ||∞ ||ϕ||2 + ||v2||∞ ||ϕ||22 ≤ C(||ϕ||∞). (122)
holds due to Young’s inequality and we obtain
|(117)| ≤ N−1C(||ϕ||∞). (123)
Moreover, we have
p1Z
2(x1, x2)p1 =p1
〈
ϕt,
(
(N − 1)N−1v(x2 − ·)−
(
v ∗ |ϕt|2
))2
ϕt
〉
≤2p1
〈
ϕt,
(
v2(x2 − ·) +
(
v ∗ |ϕt|2
)2)
ϕt
〉
≤2p1
(∣∣∣∣v2 ∗ |ϕt|2∣∣∣∣∞ + ∣∣∣∣v ∗ |ϕt|2∣∣∣∣2∞) ≤ p1C(||ϕ||∞) (124)
because of (76) and (122). This shows∣∣∣∣p1Z2(x1, x2)p1∣∣∣∣op ≤ C(||ϕ||∞) (125)
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and allows us to estimate
|(118)| = 2|〈q2Z(x1, x2)p1p2ΨN , q1ΨN〉| = 2(N − 1)−1|〈 N∑
i=2
qiZ(x1, xi)p1piΨN , q1ΨN
〉|
≤ N−1
∣∣∣∣∣∣ N∑
i=2
qiZ(x1, xi)p1piΨN
∣∣∣∣∣∣2 + 4 ||q1ΨN ||2
= N−2
〈 N∑
i=2
qiZ(x1, xi)p1piΨN ,
N∑
j=2
qjZ(x1, xj)p1pjΨN
〉
+ 4βa
≤ 〈q2Z(x1, x2)p1p2ΨN , q3Z(x1, x3)p1p3ΨN〉+N−1 ||q2Z(x1, x2)p1p2ΨN ||2 + 4βa
≤ 〈Z(x1, x2)p1p2q3ΨN , Z(x1, x3)p1p3q2ΨN〉+N−1 ||Z(x1, x2)p1p2ΨN ||2 + 4βa
≤ ||Z(x1, x2)p1p2q3ΨN ||2 +N−1 ||Z(x1, x2)p1p2ΨN ||2 + 4βa
≤ ∣∣∣∣p1Z2(x1, x2)p1∣∣∣∣op (βa +N−1)+ 4βa
≤ C(||ϕ||∞)
(
β +N−1
)
. (126)
The last term of (95) is bounded by
|(119)| =2〈Z(x1, x2)p1q2ΨN , q1q2ΨN〉
≤〈ΨN , q2p1Z2(x1, x2)p1q2ΨN〉+ ||q1q2ΨN ||2
≤ ∣∣∣∣p1Z2(x1, x2)p1∣∣∣∣op ||q2ΨN ||2 + βa ≤ C(||ϕ||∞)β. (127)
This leads to
|(95)| ≤ C(||ϕ||∞)
(
β +N−1
)
. (128)
VIII.3 Bound on dtβ
b:
Lemma VIII.8. Let v satisfy (A1), (ϕt,A(t),E(t)) ∈ G and ΨN,t be the unique solution
of (4) with initial data ΨN,0 ∈
(
L2s
(
R
3N
)⊗Fp) ∩ D(HN ). Then, there exists a monotone
increasing function C(t) of EM [ϕt, ut], ||ϕt||H2(R3) and ||ϕt||L∞(R3) such that
|dtβb(ΨN,t, ut)| ≤ Λ4C(t) (β(ΨN,t, ϕt, ut) + Λ/N) . (129)
Proof. We would like to note that the following calculation can be carried out in more detail.
We could for example write βb as
βb(ΨN,t, ut) = N
−1
〈
ΨN,t,HfΨN,t
〉
+ ||ut||2h
− 2N−1/2Re〈ΨN,t, ( ∑
j=1,2
ˆ
d3k ut(k, λ)|k|1/2a∗(k, λ)
)
ΨN,t
〉
(130)
and determine its derivative analogously to [12, Appendix 2.11] . Since we disregard pho-
tons with small energies, βb is well defined for (ϕt,A(t),E(t)) ∈ G and ΨN,t ∈ D(HN) =
D(∑Ni=1(−∆i) + Hf ) ⊂ D(Hf). This allows us to determine the derivative for many-body
wave functions in D(H2N ) (which is invariant due to Stone’s theorem) and extend the result
later to D(HN ) by a standard density argument.
We compute the commutator
i
[
HN ,
a(k, λ)√
N
]
= −i|k|a(k, λ)√
N
− 2i
N
N∑
j=1
κ˜(k)√
2|k|ǫλ(k)e
−ikxj
(
i∇j + Aˆκ(xj)√
N
)
(131)
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by use of the canonical commutation relations (9) and observe that the Maxwell-Schrödinger
system leads to
∂t|k|1/2αt(k, λ) = −i|k|3/2αt(k, λ) + i√
2
κ˜(k)ǫλ(k)(2π)
3/2FT [j](k). (132)
Then, we continue with
dtβ
b(t) =
∑
λ=1,2
ˆ
d
3
k |k|dt
〈 (
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN ,
(
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN
〉
=
∑
λ=1,2
ˆ
d
3
k |k|〈i [HN , N−1/2a(k, λ)]ΨN ,(N−1/2a(k, λ)− αt(k, λ))ΨN〉
+
∑
λ=1,2
ˆ
d
3
k dt|k|
〈 (
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN , i
[
HN , N
−1/2
a(k, λ)
]
ΨN
〉
−
∑
λ=1,2
ˆ
d
3
k |k|〈(∂tαt)(k, λ)ΨN ,(N−1/2a(k, λ)− αt(k, λ))ΨN〉
−
∑
λ=1,2
ˆ
d
3
k |k|〈 (N−1/2a(k, λ)− αt(k, λ))ΨN , (∂tαt)(k, λ)ΨN〉
= 2
∑
λ=1,2
ˆ
d
3
k |k|Re〈i [HN , N−1/2a(k, λ)]ΨN ,(N−1/2a(k, λ)− αt(k, λ))ΨN〉
− 2
∑
λ=1,2
ˆ
d
3
k |k|Re〈(∂tαt)(k, λ)ΨN ,(N−1/2a(k, λ)− αt(k, λ))ΨN〉
= 2
∑
λ=1,2
ˆ
d
3
k |k|2Re〈− i(N−1/2a(k, λ)− αt(k, λ))ΨN ,(N−1/2a(k, λ)− αt(k, λ))ΨN〉
+ 4
∑
λ=1,2
ˆ
d
3
k |k|Re〈− i
N
N∑
j=1
κ˜(k)√
2|k|ǫλ(k)e
−ikxj
(
i∇j + Aˆκ(xj)√
N
)
ΨN ,
(
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN
〉
+ 2
∑
λ=1,2
ˆ
d
3
k |k|〈− i κ˜(k)√
2|k|ǫλ(k)(2pi)
3/2FT [j](k)ΨN ,
(
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN
〉
. (133)
The first terms cancels because the scalar product is purely imaginary.
So if we use
[∇1, ǫλ(k)eikx1] = 0 (recall Definition (8)) and the symmetry of the wave function,
we get
dtβ
b(t) = 4Re
∑
λ=1,2
ˆ
d
3
k
〈
ΨN , i
√
|k|
2
κ˜(k)ǫλ(k)e
ikx1
(
i∇1 +N−1/2Aˆκ(x1)
)(
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN
〉
+ 2Re
∑
λ=1,2
ˆ
d
3
k
〈
ΨN , i
√
|k|
2
κ˜(k)ǫλ(k)(2pi)
3/2FT [j]∗(k)
(
N
−1/2
a(k, λ)− αt(k, λ)
)
ΨN
〉
. (134)
Inserting the identity 1 = p1 + q1 and
∑
λ=1,2
ˆ
d3k i
√
|k|
2
κ˜(k)ǫλ(k)e
ikx1
(
N−1/2a(k, λ) − αt(k, λ)
)
=
(
κ ∗ E+) (x1, t) (135)
lead to
dtβ
b(t) = + 4Re
〈
ΨN , p1N
−1/2Aˆκ(x1)κ(y − x1)p1E+(y, t)ΨN
〉
;y
+ 2Re
〈
ΨN , p1 (κ(y − x1)i∇1 + i∇1κ(y − x1)) p1E+(y, t)ΨN
〉
;y
+ 2Re
〈
ΨN ,
( ˆ
d3z κ(y − z)j(z)
)
E
+(y, t)ΨN
〉
;y
+ 4Re
〈
ΨN , q1κ(y − x1)i∇1p1E+(y, t)ΨN
〉
;y
23
+ 4Re
〈
ΨN , q1N
−1/2Aˆκ(x1)κ(y − x1)p1E+(y, t)ΨN
〉
;y
+ 4Re
〈
ΨN ,
(
i∇1 +N1/2Aˆκ(x1)
)
κ(y − x1)q1E+(y, t)ΨN
〉
;y
. (136)
With the relations
p1N
−1/2Aˆκ(x1)κ(y − x1)p1 = p1
ˆ
d3z |ϕ|2(z)N−1/2Aˆκ(z)κ(y − z),
p1 (κ(y − x1)i∇1 + i∇1κ(y − x1)) p1 = −2p1
ˆ
d3z κ(y − z)Im[ϕ∗∇ϕ](z),
j = 2
(
Im(ϕ∗∇ϕ)− |ϕ|2Aκ
)
(137)
we obtain
dtβ
b(t) =− 4Re
ˆ
d3z |ϕ|2(z)〈ΨN , q1N−1/2Aˆκ(z)κ(y − z)E+(y, t)ΨN〉;y (138)
+ 4Re
ˆ
d3z Im[ϕ∗∇ϕ](z)〈ΨN , q1κ(y − z)E+(y, t)ΨN〉;y (139)
+ 4Re
ˆ
d3z |ϕ|2(z)〈ΨN , κ(y − z)(N−1/2Aˆκ(z)−Aκ(z, t))E+(y, t)ΨN〉;y (140)
+ 4Re
〈
ΨN , q1κ(y − x1)i∇1p1E+(y, t)ΨN
〉
;y
(141)
+ 4Re
〈
ΨN , q1N
−1/2Aˆκ(x1)κ(y − x1)p1E+(y, t)ΨN
〉
;y
(142)
+ 4Re
〈
ΨN ,
(
−i∇1 −N−1/2Aˆκ(x1)
)
κ(y − x1)q1E+(y, t)ΨN
〉
;y
. (143)
Subsequently, we estimate each line separately:
|(138)| ≤ 4|
ˆ
d3z |ϕ|2(z)〈ΨN , q1N−1/2Aˆκ(z)κ(y − z)E+(y, t)ΨN〉;y|
≤ 4
ˆ
d3y
ˆ
d3z |ϕ|2(z)|κ(y − z)||〈N−1/2Aˆκ(z)q1ΨN ,E+(y, t)ΨN〉|
≤ 4
ˆ
d3y
ˆ
d3z |ϕ|2(z) ∣∣∣∣E+(y, t)ΨN ∣∣∣∣ |κ(y − z)| ∣∣∣∣∣∣N−1/2Aˆκ(z)q1ΨN ∣∣∣∣∣∣
≤ 2
ˆ
d3y
ˆ
d3z |ϕ|2(z) ∣∣∣∣E+(y, t)ΨN ∣∣∣∣2
+ 2
ˆ
d3z |ϕ|2(z)
∣∣∣∣∣∣N−1/2Aˆκ(z)q1ΨN ∣∣∣∣∣∣2 (ˆ d3y |κ(y − z)|2)
= 2
〈
ΨN ,E
−(y, t)E+(y, t)ΨN
〉
;y
+ 2 ||κ||22
ˆ
d3z |ϕ|2(z)
∣∣∣∣∣∣N−1/2Aˆκ(z)q1ΨN ∣∣∣∣∣∣2 . (144)
With the help of Lemma VIII.5 and (57) this becomes
|(138)| ≤ Λ4C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (145)
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Similarly,
|(139)| ≤ 4
ˆ
d3y
ˆ
d3z |κ(y − z)||ϕ(z)||∇ϕ(z)||〈q1ΨN ,E+(y, t)ΨN〉|
≤ 4
ˆ
d3y
ˆ
d3z |κ(y − z)||ϕ(z)||∇ϕ(z)| ∣∣∣∣E+(y, t)ΨN ∣∣∣∣ ||q1ΨN ||
≤ 2
ˆ
d3y
ˆ
d3z |∇ϕ(z)|2 ∣∣∣∣E+(y, t)ΨN ∣∣∣∣2
+ 2
ˆ
d3z |ϕ(z)|2 ||q1ΨN ||2
( ˆ
d3y |κ(y − z)|2
)
≤ 2 ||∇ϕ||22 βb + 2 ||κ||22 βa ≤ Λ3C(||ϕ||H2)β (146)
and
|(140)| ≤4
ˆ
d3y
ˆ
d3z |ϕ|2(z)|κ(y − z)||〈A(z, t)ΨN ,E+(y, t)ΨN〉|
≤4
ˆ
d3y
ˆ
d3z |ϕ|2(z)|κ(y − z)| ||A(z, t)ΨN ||
∣∣∣∣E+(y, t)∣∣∣∣
≤2
ˆ
d3z |ϕ|2(z) ||A(z, t)ΨN ||2
ˆ
d3y |κ(y − z)|2
+2
ˆ
d3z |ϕ|2(z)
ˆ
d3y
∣∣∣∣E+(y, t)∣∣∣∣2
≤2βb + 2 ||κ||22
ˆ
d3z|ϕ|2(z) ||A(z, t)ΨN ||2 . (147)
Linearity and (a+ b)2 ≤ 2(a2 + b2) lead to
|(140)| ≤2βb + 4 ||κ||22
ˆ
d3z|ϕ|2(z)
(∣∣∣∣A+(z, t)ΨN ∣∣∣∣2 + ∣∣∣∣A−(z, t)ΨN ∣∣∣∣2) . (148)
By means of the commutation relation[
A
+(z, t),A−(z, t)
]
= N−1
[
Aˆ+κ (z), Aˆ
−
κ (z)
]
= Λ2/(4π2N) (149)
we calculateˆ
d3z |ϕ|2(z) ∣∣∣∣A−(z, t)ΨN ∣∣∣∣2 = ˆ d3z|ϕ|2(z)〈ΨN ,A+(z, t)A−(z, t)ΨN〉
=
ˆ
d3z |ϕ|2(z)〈ΨN , (A−(z, t)A+(z, t) + Λ2/(4π2N))ΨN〉
=
ˆ
d3z |ϕ|2(z) ∣∣∣∣A+(z, t)ΨN ∣∣∣∣2 + Λ2/(4π2N) (150)
and obtain
|(140)| ≤2βb + ||κ||22 Λ2/(π2N) + 8 ||κ||22
ˆ
d3z|ϕ|2(z) ∣∣∣∣A+(z, t)ΨN ∣∣∣∣2 . (151)
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Then, we use (55) and estimate
ˆ
d3z |ϕ|2(z) ∣∣∣∣A+(z, t)ΨN ∣∣∣∣2 = ˆ d3z |ϕ|2(z)〈ΨN ,A−(z, t)A+(z, t)ΨN〉
=
ˆ
d3z |ϕ|2(z)〈ΨN ,ˆ d3y η(z − y)E−(y, t)ˆ d3l η(z − l)E+(l, t)ΨN〉
≤
ˆ
d3y
ˆ
d3z
ˆ
d3l |ϕ|2(z)|η(z − y)||η(z − l)||〈E+(y, t)ΨN ,E+(l, t)ΨN〉|
≤ 1/2
ˆ
d3z |ϕ|2(z)
ˆ
d3l
∣∣∣∣E+(l, t)ΨN ∣∣∣∣2 ˆ d3y |η(z − y)|2
+ 1/2
ˆ
d3z |ϕ|2(z)
ˆ
d3y
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2 ˆ d3l |η(z − l)|2
≤ ||η||22
ˆ
d3y
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2 ≤ ||η||22 βb ≤ CΛβb. (152)
This yields
|(140)| ≤2βb + ||κ||22 Λ2/(π2N) + CΛ ||κ||22 βb ≤ CΛ4 (β + Λ/N) . (153)
The next terms of dtβ(t) are bounded by
|(141)| ≤ 4|〈κ(y − x1)q1ΨN , i∇1p1E+(y, t)ΨN〉;y|
≤ 2 ||κ(y − x1)q1ΨN ||2;y + 2
∣∣∣∣i∇1p1E+(y, t)ΨN ∣∣∣∣2;y
= 2
〈
q1ΨN ,
( ˆ
d3y |κ(y − x1)|2
)
q1ΨN
〉
+ 2
〈
E
+(y, t)ΨN , p1 (−∆1) p1E+(y, t)ΨN
〉
;y
= 2 ||κ||22
〈
ΨN , q1ΨN
〉
+ 2 ||∇ϕ||22
〈
E
+(y, t)ΨN , p1E
+(y, t)ΨN
〉
;y
≤ 2 ||κ||22 βa + 2 ||∇ϕ||22
〈
ΨN ,E
−(y, t)E+(y, t)ΨN
〉
;y
≤ Λ3C(||ϕ||H2)β (154)
and
|(142)| ≤ 4|〈κ(y − z1)N−1/2Aˆκ(x1)q1ΨN , p1E+(y, t)ΨN〉;y|
≤ 2
∣∣∣∣∣∣κ(y − x1)N−1/2Aˆκ(x1)q1ΨN ∣∣∣∣∣∣2
;y
+ 2
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2;y
= 2
〈
N−1/2Aˆκ(x1)q1ΨN ,
( ˆ
d3y |κ(y − x1)|2
)
N−1/2Aˆκ(x1)q1ΨN
〉
+ 2
〈
ΨN ,E
−(y, t)E+(y, t)ΨN
〉
;y
≤ 2βb + 2 ||κ||22
∣∣∣∣∣∣N−1/2Aˆκ(x1)q1ΨN ∣∣∣∣∣∣2
≤ Λ4C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (155)
Here, we made use of Lemma VIII.5.
|(143)| ≤ 4|〈ΨN ,(−i∇1 −N−1/2Aˆκ(x1))κ(y − x1)q1E+(y, t)ΨN〉;y|
= 4|〈N−1 N∑
j=1
qjκ(y − xj)
(
−i∇j −N−1/2Aˆκ(xj)
)
ΨN ,E
+(y, t)ΨN
〉
;y
|
≤ 2
∣∣∣∣∣∣N−1 N∑
j=1
qjκ(y − xj)
(
−i∇j −N−1/2Aˆκ(xj)
) ∣∣∣∣∣∣2
;y
+ 2
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2;y . (156)
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According to Lemma XI.1 and Lemma VIII.6 this is bounded by
|(143)| ≤Λ3C(||ϕ||H2 , ||ϕ||∞ , EM ) (β + Λ/N) . (157)
VIII.4 Bound on dtβ:
The Maxwell-Schrödinger equations are a conserved system and its energy does not change
during the time evolution
EM [ϕt, ut] = EM [ϕ0, u0]. (158)
Moreover, βc is a constant of motion because the self-adjointness of the Pauli-Fierz Hamil-
tonian gives rise to a strongly continuous unitary group {e−itHN }t∈R such that ΨN,t =
e−itHNΨN,0 and
βc(ΨN,t, ϕt, ut) =
∣∣∣∣(N−1HN − EM [ϕt, ut])ΨN,t∣∣∣∣2
=
∣∣∣∣(N−1HN − EM [ϕ0, u0]) e−itHNΨN,0∣∣∣∣2
=
∣∣∣∣e−itHN (N−1HN − EM [ϕ0, u0])ΨN,0∣∣∣∣2 = βc(ΨN,0, ϕ0, u0). (159)
This allows us to bound the time derivative of β(t) by
Lemma VIII.9. Let v satisfy (A1), (ϕt,A(t),E(t)) ∈ G and ΨN,t be the unique solution
of (4) with initial data ΨN,0 ∈
(
L2s
(
R
3N
)⊗Fp) ∩ D(HN ). Then, there exists a monotone
increasing function C(t) of ||Aκ||∞, EM [ϕt, ut], ||ϕt||H2(R3) and ||ϕt||L∞(R3) such that
|dtβ(ΨN,t, ϕt, ut)| ≤ Λ4C(t) (β(ΨN,t, ϕt, ut) + Λ/N) ,
β(ΨN,t, ϕt, ut) ≤ eΛ4
´ t
0 dsC(s) (β(ΨN,0, ϕ0, u0) + Λ/N) (160)
holds for any t ≥ 0.
Proof. The first inequality is a direct consequence of Lemma VIII.7, Lemma VIII.8 and (159).
Then, we apply Gronwall’s inequality and obtain
β(ΨN,t, ϕt, ut) ≤ eΛ4
´ t
0
dsC(s) (β(ΨN,0, ϕ0, u0) + Λ/N) . (161)
IX Initial conditions
In this section, we show that β(ΨN,0, ϕ0, u0) is small for the initial states of Theorem II.2.
Lemma IX.1. Let ΨN,0 ∈ D(HN )∩
(
L2s(R
3N )⊗Fp
)
, ϕ0 ∈ H2(R3) with ||ϕ0|| = 1 and α0 ∈ h
such that A(x, 0) ∈ H2(R3,C3) and E(x, 0) ∈ H1(R3,C3). Then
βa(ΨN,0, ϕ0) ≤ TrL2(R3)|γ(1,0)N,0 − |ϕ0〉〈ϕ0|| = aN , (162)
βb(ΨN,0, u0) = N
−1
〈
W−1(
√
Nα0)ΨN,0,HfW
−1(
√
Nα0)ΨN,0
〉
= bN , (163)
βc(ΨN,0, ϕ0, u0) = cN . (164)
In particular for ΨN,0 = ϕ
⊗N
0 ⊗W (
√
Nα0)Ω (and Λ/N ≤ C) we have
β(ΨN0, ϕ0, u0) ≤ CΛ4N−1. (165)
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Before we prove Lemma IX.1 we recall some well known properties of Weyl operators (13).
Lemma IX.2. Let f, g ∈ h = L2(R3)⊗ C2.
(i) W (f) is a unitary operator and
W ∗(f) = W−1(f) = W (−f). (166)
(ii) We have
W ∗(f)a(k, λ)W (f) = a(k, λ) + f(k, λ),
W ∗(f)a∗(k, λ)W (f) = a∗(k, λ) + f∗(k, λ). (167)
(iii) From (ii) we see that coherent states are eigenvectors of annihilation operators
a(k, λ)W (f)Ω = f(k, λ)W (f)Ω. (168)
Subsequently, we compute the expectation values of the vector potential, the field energy and
higher moments.
Lemma IX.3. Let α0 ∈ h such that u0 ∈ h and E+κ (x, t) be defined by (52). Moreover, let
γ⊥Λil (x) :=
ˆ
d3k |κ˜(k)|2|k|−1eikx (δil − kikl|k|−2) with ||γ⊥Λil ||22 ≤ Λ. (169)
Then 〈
W (
√
Nα0)Ω, N
−1/2Aˆκ(x)W (
√
Nα0)Ω
〉
Fp
= Aκ(x, 0),〈
W (
√
Nα0)Ω, N
−1Aˆ2κ(x)W (
√
Nα0)Ω
〉
Fp
= A2κ(x, 0) + Λ
2/(4π2N),〈
W (
√
Nα0)Ω, N
−1Aˆiκ(x)Aˆ
j
κ(y)W (
√
Nα0)Ω
〉
Fp
= Aiκ(x, 0)A
j
κ(y, 0) + (2N)
−1γ⊥Λij (x− y),〈
W (
√
Nα0)Ω, N
−1HfW (
√
Nα0)Ω
〉
Fp
= ||u0||2h ,〈
W (
√
Nα0)Ω, N
−2H2fW (
√
Nα0)Ω
〉
Fp
= ||u0||4h +N−1||| · |1/2u0||2h,〈
W (
√
Nα0)Ω, N
−3/2Aˆκ(x)HfW (
√
Nα0)Ω
〉
Fp
= Aκ(x, 0) ||u0||2h − iN−1E+κ (x, 0),〈
W (
√
Nα0)Ω, N
−2Aˆ2κ(x)HfW (
√
Nα0)Ω
〉
Fp
=
(
A2κ(x, 0) + Λ
2/(4π2N)
) ||u0||2h
− 2iN−1Aκ(x, 0)E+κ (x, 0). (170)
Proof. The proof is a simple application of the canonical commutation relations (9) and part
(ii) from Lemma IX.2.
Proof of Lemma IX.1. Relation (162) directly follows from Lemma VII.1. In view of Lemma IX.2
we calculate
βb(ΨN,0, u0) =
∑
λ=1,2
ˆ
d3k |k|
∣∣∣∣∣∣(N−1/2a(k, λ) − α0(k, λ))ΨN,0∣∣∣∣∣∣2
=
∑
λ=1,2
ˆ
d3k |k|
∣∣∣∣∣∣W−1(√Nα0)(N−1/2a(k, λ)− α0(k, λ))W (√Nα0)W−1(√Nα0)ΨN,0∣∣∣∣∣∣2
=
∑
λ=1,2
ˆ
d3k
∣∣∣∣∣∣N−1/2a(k, λ)W−1(√Nα0)ΨN,0∣∣∣∣∣∣2
= N−1
〈
W−1(
√
Nα0)ΨN,0,HfW
−1(
√
Nα0)ΨN,0
〉
= bN . (171)
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Equation (164) is solely the definition of βc. In the following, we are interested in initial data
ΨN,0 = ϕ
⊗N
0 ⊗W (
√
Nα0)Ω of product type. First, we notice that
βa(ΨN,0, ϕ0) =
〈
ΨN,0, q
ϕ0
1 ΨN,0
〉
=
〈
ϕ0, ϕ0
〉
L2(R3)
− 〈ϕ0, ϕ0〉2L2(R3) = 0 (172)
because the scalar product factorizes for product states and q1 only acts on the Hilbert space
of the first charged particle. Then, we follow
βb[ΨN,0, u0] = 0 (173)
for ΨN,0 = ϕ⊗N0 ⊗W (
√
Nα0)Ω from (171). To show that the product structure suppresses the
fluctuations of the energy per particle around its mean value is more elaborate. Nevertheless,
the idea of the proof simple and in the spirit of the law of large numbers from probability
theory. We bound βc by
βc(0) =
〈 (
N−1HN − EM
)
ΨN,0,
(
N−1HN − EM
)
ΨN,0
〉
≤ |〈N−1HNΨN,0, N−1HNΨN,0〉− E2M |+ 2EM |EM − 〈ΨN,0, N−1HNΨN,0〉| (174)
and show that
(i) |〈ΨN,0, N−1HNΨN,0〉− EM [ϕ0, u0]| ≤ CΛ2N−1
(ii) |〈N−1HNΨN,0, N−1HNΨN,0〉− E2M [ϕ0, u0]| ≤ CΛ4N−1
holds for states of product type.
(i) The mean value of the energy per particle
For ease of notation we denote Aκ(·, 0), E+κ (·, 0), ||u0||2h, ||| · |1/2u0||2h by Aκ(·), Eκ(·), ||u0||2,
||| · |1/2u0||2 in the following. The mean value of the energy per particle is given by
〈
ΨN,0, N
−1HNΨN,0
〉
=
〈
ΨN,0, N
−1
N∑
j=1
(
−i∇j −N−1/2Aˆκ(xj)
)2
ΨN,0
〉
+
〈
ΨN,0, 1/(2N
2)
∑
j 6=k
v(xj − xk)ΨN,0
〉
+
〈
ΨN,0, N
−1HfΨN,0
〉
. (175)
Due to symmetry and the product structure of ΨN,0 this becomes〈
ΨN,0, N
−1HNΨN,0
〉
=
〈
ϕ0, (−∆)ϕ0
〉
+ 2i
〈
ϕ0,
〈
W (
√
Nα0)Ω, N
−1/2AˆκW (
√
Nα0)Ω
〉
Fp
· ∇ϕ0
〉
+
〈
ϕ0,
〈
W (
√
Nα0)Ω, N
−1Aˆ2κW (
√
Nα0)Ω
〉
Fp
ϕ0
〉
+ (N − 1)/(2N)〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉
+
〈
W (
√
Nα0)Ω, N
−1HfW (
√
Nα0)Ω
〉
Fp
. (176)
Lemma IX.3 gives〈
ΨN,0, N
−1HNΨN,0
〉
= ||(−i∇−Aκ)ϕ0||2 + 1/2
〈
ϕ0,
(
v ∗ |ϕ0|2
)
ϕ0
〉
+ ||u0||2
+Λ2/(4π2N)− 1/(2N)〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉. (177)
Now we can pull the sums together to get〈
ΨN,0, N
−1HNΨN,0
〉
= EM [ϕ0, u0] + Λ2/(4π2N)− 1/(2N)
〈
ϕ0,
(
v ∗ |ϕ0|2
)
ϕ0
〉
, (178)
where
〈
ϕ0,
(
v ∗ |ϕ0|2
)
ϕ0
〉 ≤ C(||ϕ0||∞) holds according to (122).
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(ii) The second moment of the energy per particle
Subsequently, we show that the second moment of the energy per particle approximately
equals the energy of the effective system squared. We split the double sum, arising from the
second moment of the many-body Hamiltonian into its diagonal and off-diagonal part. The
diagonal only consists of N constituents and has a subleading contribution for large N . On
the contrary, there are N2 elements from the off-diagonal which give rise to E2M . In order to
organize the estimate, we first decompose the second moment of the energy per particle as
well as the effective energy squared into pieces:〈
N−1HNΨN,0, N
−1HNΨN,0
〉
=
=N−2
∑
j,k
〈 (−i∇j −N−1/2Aˆκ(xj))2ΨN,0,(−i∇k −N−1/2Aˆκ(xk))2ΨN,0〉 (179)
+(4N4)−1
∑
i 6=j,k 6=l
〈
v(xi − xj)ΨN,0, v(xk − xl)ΨN,0
〉
(180)
+N−2
〈
ΨN,0,H
2
fΨN,0
〉
(181)
+N−3
∑
j,k 6=l
Re
〈 (−i∇j −N−1/2Aˆκ(xj))2ΨN,0, v(xk − xl)ΨN,0〉 (182)
+2N−2
∑
j
Re
〈 (−i∇j −N−1/2Aˆκ(xj))2ΨN,0,HfΨN,0〉 (183)
+N−3
∑
j 6=k
Re
〈
v(xj − xk)ΨN,0,HfΨN,0
〉
(184)
and
E2M [ϕ0, u0] =
〈
ϕ0, (−i∇−Aκ)2 ϕ0
〉2 (185)
+1/4
〈
ϕ0, (v ∗ |ϕ0|2)ϕ0
〉2 (186)
+ ||u0||4 (187)
+
〈
ϕ0,
(
(−i∇−Aκ)2
)
ϕ0
〉〈
ϕ0, (v ∗ |ϕ0|2)ϕ0
〉
(188)
+2
〈
ϕ0, (−i∇−Aκ)2 ϕ0
〉 ||u0||2 (189)
+
〈
ϕ0, (v ∗ |ϕ0|2)ϕ0
〉 ||u0||2 . (190)
Then, we estimate the difference between the corresponding expressions and obtain
|〈N−1HNΨN,0, N−1HNΨN,0〉− E2M [ϕ0, u0]| ≤ CΛ4N−1. (191)
|(179)− (185)| ≤ CΛ4/N :
The off-diagonal part of (179) is given by
〈 (−i∇1 −N−1/2Aˆκ(x1))2ΨN,0,(−i∇2 −N−1/2Aˆκ(x2))2ΨN,0〉 (192)
=
〈
(−∆1)ΨN,0, (−∆2)ΨN,0
〉
(193)
+ 2i
〈
(−∆1)ΨN,0, N−1/2Aˆκ(x2)∇2ΨN,0
〉
(194)
− 2i〈N−1/2Aˆκ(x1)∇1ΨN,0, (−∆2)ΨN,0〉 (195)
+
〈
(−∆1)ΨN,0, N−1Aˆ2κ(x2)ΨN,0
〉
(196)
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+
〈
N−1Aˆ2κ(x1)ΨN,0, (−∆2)ΨN,0
〉
(197)
+ 4
〈
N−1/2Aˆκ(x1)∇1ΨN,0, N−1/2Aˆκ(x2)∇2ΨN,0
〉
(198)
− 2i〈N−1/2Aˆκ(x1)∇1ΨN,0, N−1Aˆ2κ(x2)ΨN,0〉 (199)
+ 2i
〈
N−1Aˆ2κ(x1)ΨN,0, N
−1/2Aˆκ(x2)∇2ΨN,0
〉
(200)
+
〈
N−1Aˆ2κ(x1)ΨN,0, N
−1Aˆ2κ(x2)ΨN,0
〉
. (201)
By means of Lemma IX.3 we have
(193)+ (194)+ (195) =
〈
ϕ0, (−∆)ϕ0
〉2
+ 4i
〈
Aκϕ0,∇ϕ0
〉〈
ϕ0, (−∆)ϕ0
〉
,
(196)+ (197) =2
〈
ϕ0,A
2
κϕ0
〉〈
ϕ0, (−∆)ϕ0
〉
+Λ2/(2π2N) ||∇ϕ0||2 ,
(198) =− 4〈ϕ0,Aκ∇ϕ0〉2−
−2/N
ˆ
d3x
ˆ
d3yϕ∗0(x)ϕ
∗
0(y)γ
⊥Λ
kl (x− y)∇kϕ0(x)∇lϕ0(y). (202)
In order to evaluate the last three lines, we use that
N−3/2
〈
W (
√
Nα0)Ω, Aˆ
2
κ(x)Aˆ
i
κ(y)W (
√
Nα0)Ω
〉
Fp
=A2κ(x)A
i
κ(y) + Λ
2/(4π2N)Aiκ(y)
+N−1
3∑
j=1
γ⊥Λij (x− y)Aˆjκ(x), (203)
and
N−2
〈
W (
√
Nα0)Ω,Aˆ
2
κ(x)Aˆ
2
κ(y)W (
√
Nα0)Ω
〉
Fp
= A2κ(x)A
2
κ(y)+
+ Λ2/(4π2N)
(
A2κ(x) +A
2
κ(y)
)
+ 2/N
3∑
k,l=1
γ⊥Λkl (x− y)Akκ(x)Alκ(y)
+N−2
( 3∑
k,l=1
|γ⊥Λkl (x− y)|2 +Λ4/(2π)4
)
, (204)
can also be obtained by the canonical commutation relations (9) and Lemma IX.2. Conse-
quently, we have
(199)+ (200) = 4i
〈
ϕ0,A
2
κϕ0
〉〈
ϕ0,Aκ∇ϕ0
〉
+ iΛ2/(π2N)
〈
ϕ0,Aκ∇ϕ0
〉
+ 4i/N
ˆ
d3x
ˆ
d3y ϕ∗0(x)ϕ
∗
0(y)γ
⊥Λ
kl (x− y)Akκ(x)ϕ(x)
(∇lϕ)(y),
(201) =
〈
ϕ0,A
2
κϕ0
〉2
+ Λ4/(2π2N)
〈
ϕ0,A
2
κϕ0
〉
+ Λ4/(16π4N2)
+N−2
ˆ
d3x
ˆ
d3y ϕ∗0(x)ϕ
∗
0(y)
∑
k,l
|γ⊥Λk,l (x− y)|2ϕ(x)ϕ(y)
+ 2/N
ˆ
d3x
ˆ
d3y ϕ∗0(x)ϕ
∗
0(y)γ
⊥Λ
kl (x− y)Akκ(x)Alκ(y)ϕ(x)ϕ(y). (205)
Pulling all the pieces together and using that all error terms are bounded by CΛ4/N under
the assumptions of Lemma IX.1, gives
|(192)− 〈ϕ0, (−i∇−Aκ)2 ϕ0〉2| ≤CΛ4/N. (206)
Since the diagonal part of (179) is of order N−1, this implies
|(179)− (185)| ≤ CΛ4/N. (207)
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|(180)− (186)| ≤ C/N :
By virtue of the symmetry of the wave function and v(−x) = v(x) we can write line (180) as
(4N4)−1
∑
i 6=j,k 6=l
〈
v(xi − xj)ΨN,0, v(xk − xl)ΨN,0
〉
=
= 1/4
〈
v(x1 − x2)ΨN,0, v(x3 − x4)ΨN,0
〉
− (6N2 − 11N + 6)N−3〈v(x1 − x2)ΨN,0, v(x3 − x4)ΨN,0〉
+ (N − 1)N−3/2〈v(x1 − x2)ΨN,0, v(x1 − x2)ΨN,0〉
+ (N − 1)(N − 2)N−3〈v(x1 − x2)ΨN,0, v(x1 − x3)ΨN,0〉. (208)
The product structure of the initial state, (76) and (122) give〈
v(x1 − x2)ΨN,0, v(x3 − x4)ΨN,0
〉
=
〈
ϕ0,
(
v ∗ |ϕ0|2
)
ϕ0
〉2 ≤ C(||ϕ0||∞),
||v(x1 − x2)ΨN,0||2 =
〈
ϕ0,
(
v2 ∗ |ϕ0|2
)
ϕ0
〉 ≤ C(||ϕ0||∞) (209)
and we conclude
|(4N4)−1
∑
i 6=j,k 6=l
〈
v(xi − xj)ΨN,0, v(xk − xl)ΨN,0
〉− 1/4〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉2| ≤
≤ 6/N |〈v(x1 − x2)ΨN,0, v(x3 − x4)ΨN,0〉|+N−1 ||v(x1 − x2)ΨN0||2
+N−1|〈v(x1 − x2)ΨN,0, v(x1 − x3)ΨN,0〉|
≤ 8/N ||v(x1 − x2)ΨN,0||2 = 8/N
〈
ϕ0,
(
v2 ∗ |ϕ0|2
)
ϕ0
〉
. (210)
|(181)− (187)| ≤ C/N :
This bound results from Lemma IX.3 because
N−2
〈
ΨN0,H
2
fΨN0
〉
= N−2
〈
W (
√
Nα0)Ω,H
2
fW (
√
Nα0)Ω
〉
Fp
= ||u0||4 +N−1||| · |1/2u0||2.
(211)
|(182)− (188)| ≤ CΛ2/N :
Line (182) simplifies to
N−3
∑
j,k 6=l
Re
〈 (−i∇j −N−1/2Aˆκ(xj))2ΨN,0, v(xk − xl)ΨN,0〉
= (N − 1)(N − 2)N−2Re〈 (−i∇1 −N−1/2Aˆκ(x1))2ΨN,0, v(x2 − x3)ΨN,0〉
+ 2(N − 1)N−2Re〈 (−i∇1 −N−1/2Aˆκ(x1))2ΨN,0, v(x2 − x1)ΨN,0〉
=
(
1− 3(N − 2)N−2) 〈ϕ0, (−i∇−Aκ)2 ϕ0〉〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉
+ (N − 1)(N − 2)N−3Λ2/(4π2)〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉
+ 2(N − 1)N−2Re〈 (−i∇1 −N−1/2Aˆκ(x1))2ΨN,0, v(x2 − x1)ΨN,0〉. (212)
Consequently the estimate follows because
∣∣∣∣∣∣ (−i∇1 −N−1/2Aˆκ(x1))2ΨN,0∣∣∣∣∣∣ is finite under
the assumptions of Lemma IX.1.
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|(183)− (189)| ≤ CΛ2/N :
Similar to the previous calculations we obtain
2N−2
N∑
j=1
Re
〈 (−i∇j −N−1/2Aˆκ(xj))2ΨN,0,HfΨN,0〉
=2Re
〈 (−∆1 + 2iN−1/2Aˆκ(x1) +N−1Aˆ2κ(x1))ΨN,0, N−1HfΨN,0〉
=2
〈
ϕ0, (−i∇−Aκ)2 ϕ0
〉 ||u0||2
+2N−1Re
(
Λ2/(4π2) ||u0||2 − 4
〈∇ϕ0,E+κ (x)ϕ0〉− 2i〈Aκϕ0,E+κ ϕ0〉) . (213)
By means of
|〈Aκϕ0,E+κ ϕ0〉| ≤ ||ϕ0||∞ ∣∣∣∣E+κ ∣∣∣∣ ||Aκ||∞ ,
|〈∇ϕ0,E+κ ϕ0〉| ≤ ||ϕ0||∞ ∣∣∣∣E+κ ∣∣∣∣ ||∇ϕ0|| , (214)
and ∣∣∣∣E+κ ∣∣∣∣22 =12 ∑
λ=1,2
ˆ
|k|≤Λ
d3k |k||α0(k, λ)|2 ≤ ||u0||2 (215)
the inequality follows.
|(184)− (190)| ≤ C/N :
Making use of symmetry and Lemma IX.3 one has
N−3
∑
j 6=k
Re
〈
v(xk − xk)ΨN,0,HfΨN,0
〉
= (N − 1)N−2〈v(x1 − x2)ΨN,0,HfΨN,0〉
=
(
1−N−1) 〈ϕ0, (v ∗ |ϕ0|2)ϕ0〉 ||u0||2 . (216)
This shows the last inequality and altogether we obtain
|〈N−1HNΨN,0, N−1HNΨN,0〉− E2M [ϕ0, u0]| ≤ CΛ4N−1, (217)
which proves Lemma IX.1.
X Proof of Theorem II.2
Let v satisfy (A1), (ϕt,A(t),E(t)) ∈ G and ΨN,t be the unique solution of (4) with initial
data ΨN,0 ∈
(
L2s
(
R
3N
)⊗Fp) ∩ D(HN). According to Lemma VIII.9 and Lemma IX.1 there
is a monotone increasing function of ||ϕs||H2(R3), ||Aκ(s)||∞ and EM [ϕs, us] such that
β(ΨN,t, ϕt, ut) ≤ eΛ4
´ t
0 dsC(s) (aN + bN + cN + Λ/N) . (218)
The energy EM [ϕs, us] = EM [ϕ0, u0] is a finite constant of motion. Moreover, we have
||Aκ||∞ ≤ ||A||H2(R3). This displays that C(s) only depends on ||ϕs||H2(R2) and ||A||H2(R3).
We choose for a given time t ≥ 0 the numberN of charges large enough so that β(ΨN,t, ϕt, ut) ≤
1 and obtain
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤
√
aN + bN + cN + Λ/N e
Λ4
´ t
0
dsC(s)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤
√
aN + bN + cN + Λ/N 6(1 + ||ut||h)eΛ
4
´ t
0 dsC(s) (219)
33
by Lemma VII.1. Then, we recall (37) and derive
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤
√
aN + bN + cN +N−1 Λe
Λ4
´ t
0
dsC(s)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤
√
aN + bN + cN +N−1 ΛC(s)e
Λ4
´ t
0
dsC(s) (220)
where C(s) depends on ||ϕs||H2(R2), ||A||H2(R3) and ||E||L2(R3). For initial states of product
type ΨN,0 = ϕ⊗N0 ⊗W (
√
Nα0)Ω this becomes
TrL2(R3)|γ(1,0)N,t − |ϕt〉〈ϕt|| ≤ N−1/2Λ2eΛ
4
´ t
0 dsC(s)
Trh|γ(0,1)N,t − |ut〉〈ut|| ≤ N−1/2Λ2C(s)eΛ
4
´ t
0
dsC(s). (221)
XI Appendix
Lemma XI.1. Let ΨN,t ∈
(
L2s
(
R
3N
)⊗Fp) ∩D(HN ) and (ϕt,A(t),E(t)) ∈ G. Then
ˆ
d3y
∣∣∣∣∣∣(N−1/2Eˆ+κ (y)−E+κ (y, t))ΨN,t∣∣∣∣∣∣2 = 〈ΨN,t,E−(y, t)E+(y, t)ΨN,t〉;y ≤ βb(t). (222)
For Gˆ ∈ {A+,A−,E+,E−} one obtains∣∣∣∣∣∣Gˆ(y, t)∇1p1ΨN,t∣∣∣∣∣∣2
;y
≤ C ||∇1ϕt||2L2(R3)
∣∣∣∣∣∣Gˆ(y, t)ΨN,t∣∣∣∣∣∣2
;y
,∣∣∣∣∣∣Gˆ(x1, t)p1ΨN,t∣∣∣∣∣∣2 ≤ C ||ϕt||2L∞(R3) ∣∣∣∣∣∣Gˆ(y, t)ΨN,t∣∣∣∣∣∣2
;y
. (223)
Proof. The first inequality is proven by
∣∣∣∣E+(y, t)ΨN ∣∣∣∣2;y = 1/2 ∑
λ=1,2
ˆ
d3k κ˜(k)|k|1/2ǫλ(k)
∑
µ=1,2
ˆ
d3l κ˜(l)|l|1/2ǫµ(l)
ˆ
d3y ei(l−k)y
× 〈 (N−1/2a(k, λ)− αt(k, λ))ΨN ,(N−1/2a(l, µ)− αt(l, µ))ΨN〉
= (2π)3/2
ˆ
d3l |κ˜(k)|2|k|
∑
λ,µ
ǫλ(k)ǫµ(k)×
× 〈 (N−1/2a(k, λ)− αt(k, λ))ΨN ,(N−1/2a(k, µ)− αt(k, µ))ΨN〉
= 1/2
∑
λ=1,2
ˆ
|k|≤Λ
d3k |k|
∣∣∣∣∣∣(N−1/2a(k, λ)− αt(k, λ))ΨN ∣∣∣∣∣∣2 ≤ βb. (224)
We continue with∣∣∣∣∣∣Gˆ(y, t)∇1p1ΨN ∣∣∣∣∣∣2
;y
=
ˆ
d3y
∣∣∣∣∣∣Gˆ(y, t)∇1p1ΨN ∣∣∣∣∣∣2 = ˆ d3y ∣∣∣∣∣∣∇1p1Gˆ(y, t)ΨN ∣∣∣∣∣∣2
=
ˆ
d3y
〈
Gˆ(y, t)ΨN , p1(−∆1)p1Gˆ(y, t)ΨN
〉
. (225)
So if we use p1(−∆1)p1 = p1 ||∇ϕ||22 we get∣∣∣∣∣∣Gˆ(y, t)∇1p1ΨN ∣∣∣∣∣∣2
;y
= ||∇ϕ||2
ˆ
d3y
∣∣∣∣∣∣p1Gˆ(y, t)ΨN ∣∣∣∣∣∣2 ≤ ||∇ϕ||2 ˆ d3y ∣∣∣∣∣∣Gˆ(y, t)ΨN ∣∣∣∣∣∣2 .
(226)
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In the same way, we apply
p1
(
Gˆ(x1, t)
)∗
Gˆ(x1, t)p1 = p1
ˆ
d3y |ϕ(y)|2(Gˆ(y, t))∗Gˆ(y, t) (227)
to show the third inequality∣∣∣∣∣∣Gˆ(x1, t)p1ΨN ∣∣∣∣∣∣2 = ˆ d3y |ϕ(y)|2〈ΨN , p1(Gˆ(y, t))∗Gˆ(y, t)ΨN〉
=
ˆ
d3y |ϕ(y)|2
∣∣∣∣∣∣p1Gˆ(y, t)ΨN ∣∣∣∣∣∣2 ≤ ||ϕ||2∞ ∣∣∣∣∣∣Gˆ(y, t)ΨN ∣∣∣∣∣∣2
;y
. (228)
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