We study the appearance of powers of Hamilton cycles in pseudorandom graphs, using the following comparatively weak pseu-
out to be comparatively easy for graphs H of constant size, but much harder for graphs H on n vertices, i.e., spanning subgraphs. Early results were however obtained in the case when H is a Hamilton cycle, for which this question is by now very well understood [7, 18, 19, 20, 26] .
When we turn to other spanning subgraphs H rather little was known for a long time, until a remarkably general result by Riordan [27] established good estimates for a big variety of spanning graphs H. In particular his result determines the threshold for the appearance of a spanning hypercube, and the threshold for the appearance of a spanning square lattice, as well as of the kthpower of a Hamilton cycle for k > 2. Here the kth power of H is obtained from H by adding all edges between distinct vertices of distance at most k in H. For the square of a Hamilton cycle the corresponding approximate threshold was only obtained recently by Kühn and Osthus [25] .
Observe that the kth power of a Hamilton cycle contains ⌊n/(k + 1)⌋ vertex disjoint copies of K k+1 , a so-called spanning K k+1 -factor. It came as another breakthrough in the area and solved a long-standing problem when Johansson, Kahn and Vu [16] established the threshold for spanning K k+1 -factors in G(n, p) (or more generally of certain F -factors).
Pseudorandom Graphs
Thomason [28] asked whether it is possible to single out some deterministic properties enjoyed by G(n, p) with high probability which imply a similarly rich collection of structural results. He thus initiated the study of pseudorandom graphs and suggested a deterministic property similar to the following notion of jumbledness. An n-vertex graph G is (p, β)-jumbled if e(A, B) − p|A||B| ≤ β |A||B| (1) for all disjoint A, B ⊆ V (G). The random graph G(n, p) is with high probability (p, β)-jumbled with β = O( √ pn), so this definition is justified. Moreover, this pseudorandomness notion indeed implies a rich structure (see, e.g., [9, 10, 12] ). However, for spanning subgraphs of general jumbled graphs (with a suitable minimum degree condition) not much is known. One special class of jumbled graphs, which has been studied extensively, is the class of (n, d, λ)-graphs. Its definition relies on spectral properties. For a graph G with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n of the adjacency matrix of G, we call λ(G) := max{|λ 2 |, |λ n |} the second eigenvalue of G. An (n, d, λ)-graph is a d-regular graph on n vertices with λ(G) ≤ λ. The connection between (n, d, λ)graphs and jumbled graphs is established by the well-known expander mixing lemma (see, e.g., [6] ), which states that if G is an (n, d, λ)-graph, then
for all disjoint subsets A, B ⊆ V (G). Hence G is d n , λ(G) -jumbled. One main advantage of (n, d, λ)-graphs are the powerful tools from spectral graph theory which can be used for their study. Thanks to these tools various results concerning spanning subgraphs of (n, d, λ)-graphs G were obtained. It turns out that already an almost trivial eigenvalue gap guarantees a spanning matching: If λ ≤ d − 2 and n is even, then G has a perfect matching [23] . Moreover, if λ ≤ d(log log n) 2 /(1000 log n log log log n) then G has a Hamilton cycle [22] . The only other embedding result for spanning subgraphs of (n, d, λ)graphs that we are aware of concerns triangle factors. Krivelevich, Sudakov and Szabó [24] proved that an (n, d, λ)-graph G with 3|n and λ = o d 3 /n 2 log n contains a spanning triangle factor.
It is instructive to compare this last result with corresponding lower bound constructions. Krivelevich, Sudakov and Szabó also remarked that by using a blow-up of a construction of Alon [3] one can obtain for each d ′ = d ′ (n ′ ) with Ω (n ′ ) 2/3 ≤ d ′ ≤ n ′ an (n, d, λ)-graph with n = Θ(n ′ ), d = Θ(d ′ ) and λ = Θ(d 2 /n) which is triangle-free and thus contains no spanning triangle factor. They conjectured that in fact (n, d, λ)-graphs are so symmetric that the upper bound on λ they proved for triangle factors can be improved, possibly all the way down to this lower bound. In this paper we bring the upper bound closer to the conjectured lower bound and establish more generally an embedding result for kth powers of Hamilton cycles (see Corollary 4).
Our Results
The pseudorandomness notion we shall work with in this paper is weaker than that of (n, d, λ)-graphs, and in fact even weaker than jumbledness. Definition 1. Let ε > 0 and let k, ℓ with k ≤ ℓ be positive integers. For given p = p(n) we call an n-vertex graph G (ε, p, k, ℓ)-pseudorandom if
for any disjoint subsets X, Y ⊆ V (G) with |X| ≥ εp k n and |Y | ≥ εp ℓ n.
It is easy to check that a graph which is p, ε 2 p s n -jumbled is (ε, p, k, ℓ)-pseudorandom for all k and ℓ with k + ℓ = 2s − 2, but the jumbledness condition imposes tighter control on the edge density between (for example) linear sized subsets. An easy application of Chernoff's inequality and the union bound show that G(n, p) is (ε, p, k, ℓ)-pseudorandom with high probability if p ≫ (n −1 log n) 1/(max{k,ℓ}+1) , while G(n, p) only gets p, ε 2 p (k+ℓ+2)/2 n -jumbled if p ≫ n −1/(k+ℓ+1) . Our major motivation for using this weaker pseudorandomness condition is that it is all we require.
Our main result states that sufficiently pseudorandom graphs which also satisfy a mild minimum degree condition contain spanning powers of Hamilton cycles.
Theorem 2. For every k ≥ 2 and β > 0 there is an ε > 0 such that for any p = p(n) with 0 < p < 1 the following holds. Let G be a graph on n vertices with minimum degree δ(G) ≥ βpn.
(a ) If G is (ε, p, 1, 2)-pseudorandom then G contains a square of a Hamilton cycle. (b ) If G is (ε, p, k − 1, 2k − 1)-pseudorandom and (ε, p, k, k + 1)-pseudorandom then G contains a kth power of a Hamilton cycle.
We remark that our proof of Theorem 2 also yields a deterministic polynomial time algorithm for finding a copy of the kth power of the Hamilton cycle. The proof technique (see Section 2.2 for an overview) is partly inspired by the methods used in [2] (which have similarities to those of Kühn and Osthus [25] ).
It is immediate from the discussion above that our theorem implies the following result for jumbled graphs.
Corollary 3 (Powers of Hamilton cycles in jumbled graphs). For every k ≥ 2 and β > 0 there is an ε > 0 such that for any p = p(n) with 0 < p < 1 the following holds. Let G be a graph on n vertices with minimum degree δ(G) ≥ βpn. As a consequence we also obtain a corresponding corollary for (n, d, λ)-graphs. In particular, under these conditions G contains a spanning triangle factor and a K k+1 -factor, respectively. Thus we improve on the result of Krivelevich, Sudakov and Szabó [24] for triangle factors and extend it to K k+1 -factors.
As remarked above even for k = 2 our upper bound for λ does not match the known lower bound. For k > 2 the situation gets even more complicated since 'good' lower bounds for the appearance of K k+1 (let alone kth powers of Hamilton cycles) in (n, d, λ)-graphs are not available. The best we can do is to observe that G(n, p) with (ln n/n) 1/(k−ε) ≪ p ≪ n −1/k almost surely has no kth power of a Hamilton cycle, and that such a graph for any fixed ε > 0 is almost
Counting
Closely related to the question of the appearance of a certain subgraph in random or pseudorandom graphs is the question of how many copies of this subgraph are actually present. Janson [15] and Cooper and Frieze [13] studied this problem for Hamilton cycles in G(n, p). Motivated by these results Krivelevich [21] recently turned to counting Hamilton cycles in sparse (n, d, λ)-graphs G. He showed that for every ε > 0 and sufficiently large n, if λ ≤ d/(log n) 1+ε and log λ ≪ log d − log n/ log d then G contains n!(d/n) n 1 + o (1) n Hamilton cycles. This count is close to the expected number of labeled Hamilton cycles in G(n, p) with p = d/n, which is n!(d/n) n . Krivelevich remarked that jumbled graphs may have isolated vertices and thus no Hamilton cycles at all. The same applies to our notion of pseudorandomness. If however, as in our main result, we combine this pseudorandomness with a minimum degree condition to avoid this obstacle, we do obtain a corresponding result concerning the number of Hamilton cycle powers in such graphs. Again, we obtain a count close to p kn n!, which is the expected number of labeled copies of the kth power of a Hamilton cycle in G n,p . Note that (unlike Krivelevich) we do not provide a corresponding upper bound.
Theorem 5. For every k ≥ 2, β, ν > 0 there is a constant c > 0, such that for every ε = ε(n) ≤ c/ log 2 n and p = p(n) with 0 < p < 1 the following holds. Let G be a graph on n vertices with minimum degree
Then G contains at least (1 − ν) n p kn n! copies of the kth power of a Hamilton cycle.
With some minor modifications, this result follows from our proof of Theorem 2. For the sake of clarity, we sketch these modifications after discussing the proof of Theorem 2.
Organisation
The remainder of this extended abstract is organised as follows. In Section 2 we give some basic definitions, outline our proof strategy and provide the main lemmas precisely (without proof). We sketch how to modify the proof of Theorem 2 to get Theorem 5 in Section 3, and close with some remarks and open problems in Section 4.
2 Main Lemmas and an Outline of the Proof Theorem 2
Notation
An s-tuple (u 1 , . . . , u s ) of vertices is an ordered set of vertices. We often denote tuples by bold symbols, and occasionally also omit the brackets and write u = u 1 , . . . , u s .
Given a graph H, the graph H k , called the kth power of H, is the graph on V (H) where two distinct vertices u and v are adjacent if and only if their distance in H is at most k.
For simplicity we also call the kth power of a path a k-path, and the kth power of a cycle a k-cycle. We will usually specify k-paths and k-cycles by giving the (cyclic) ordering of the vertices in the form of a vertex tuple. We say that the start s-tuple of a k-path P = (u 1 , . . . , u ℓ ) is (u s , . . . , u 1 ), and the end s-tuple is (u ℓ−s+1 , . . . , u ℓ ) (the vertices u s+1 , . . . , u ℓ−s are said to be internal). In these definitions, we shall often have s = k.
For a given graph G let N X (x) be the set of neighbours of x in X ⊆ V (G). For an ℓ-tuple x ℓ = (x 1 , . . . , x ℓ ) of vertices let N X (x 1 , . . . , x ℓ ) denote the common neighbourhood of x 1 , . . . , x ℓ in X, and let deg X (x 1 , . . . , x ℓ ) = |N X (x 1 , . . . , x ℓ )|.
We say that x ℓ is (ϱ, p)-connected to a vertex set X if x 1 , . . . , x ℓ forms a clique in G and
for every i ∈ [ℓ] = {1, . . . , ℓ}. To motivate this definition, note that the bound in (4) corresponds to the expected number of common neighbours of (x i , . . . , x ℓ ) in X in the random graph G(n, p), up to a constant factor.
Remark 6. Since the sets N X (x 1 , . . . , x ℓ ), N X (x 2 , . . . , x ℓ ), . . . , N X (x ℓ ) are nested we have that if x ℓ is (ϱ, p)-connected to X, then there is a set Y ⊆ X with |Y | = ϱ p 2 |X| vertices which witnesses this connectedness.
Remark 7. If 0 < p ≤ 1/2 and ε < 1/8, and the n-vertex graph G is (ε, p, k, ℓ)pseudorandom, then G has a vertex y of degree at most 3n/4. Moreover, letting X = V (G) \ {y} ∪ N (y) and Y = {y} we see that (3) does not hold. It follows that 1 < εp ℓ n, or equivalently p ℓ n > ε −1 . A similar statement holds if 1/2 ≤ p < 1, taking X = N (y). Thus assuming the n-vertex graph G to be (ε, p, k, ℓ)-pseudorandom for any 0 < p < 1 implicitly means we assume p ℓ n > ε −1 .
Outline of the Proof
Suppose that G is an (ε, p, k − 1, k)-pseudorandom graph on n vertices. One crucial observation, which forms the starting point of our proof, is that it is relatively easy to find an almost spanning k-path in G. Indeed, it is not hard to check (see the Extension lemma, Lemma 8) that G contains copies of K k and that typically such a K k -copy is well-connected to the rest of the graph in the following sense. There are many vertices which extend this K k -copy to a k-path on k + 1 vertices. Iterating this argument we can greedily build a k-path P ′ covering most of G. Let L be the set of leftover vertices. The true challenge is to incorporate the few remaining vertices into P ′ and to close P ′ into a k-cycle. To tackle the second of these tasks we will establish the Connection lemma (Lemma 11), which asserts that any two pairs of k-cliques in G which are sufficiently well-connected to a set U of vertices can be connected by a short k-path with interior vertices in U . At this point, if k > 2, we shall need to require that G be (ε, p, k − 1, 2k − 1)-pseudorandom.
For the first task, we make use of the reservoir method developed in [2] (see also [25] for a similar method). In essence, the fundamental idea of this method is to ensure that P ′ contains a sufficiently big proportion of vertices which are free to be taken out of P ′ and used otherwise. More precisely, we shall construct (see the Reservoir lemma, Lemma 9) a path P with the reservoir property: There is a subset R of V (P ), called the reservoir, such that for any W ⊆ R there is a k-path in G whose vertex set is V (P ) \ W and whose ends are the same as those of P . We also call P a reservoir path. We then use the greedy method outlined above to extend P to an almost spanning k-path P ′ . For this step, if k > 2, we shall need to require that G be (ε, p, k, k + 1)-pseudorandom.
With the reservoir property we are now in good shape to incorporate the leftover vertices L into P ′ (and then close the path into a cycle): We show, using the Covering lemma (Lemma 10), that we can find a k-path P ′′ in L ∪R covering all vertices of L and using only a small fraction of R (this is possible because R is much bigger than L). Finally we connect both ends of P ′ and P ′′ using some of the remaining vertices of R with the help of the Connection lemma (again, this is possible because many vertices of R remain).
Now the only problem is that some vertices of R may be used twice, in P ′ and in P ′′ or the connections. But this is where the reservoir property comes into play. This property asserts that there is a k-path P which uses all vertices of P ′ except these vertices. Finally P and P ′′ together with the connections form the desired spanning k-cycle.
Main Lemmas
The proof of Theorem 2 relies on four main lemmas, the Extension lemma, the Reservoir lemma, the Covering lemma and the Connection lemma, which we will state and explain in the following (in this extended abstract, the proofs are omitted).
Our first lemma, the Extension lemma, states that in a sufficiently pseudorandom graph all well-connected k-tuples have a common neighbour which together with the last k − 1 vertices of this k-tuple form again a well-connected k-tuple.
Lemma 8 (Extension lemma)
. Given k ≥ 2 and δ > 0 there is an ε > 0 such that for all 0 < p < 1, all (ε, p, k − 1, k)-pseudorandom graphs G on n vertices, and all disjoint vertex sets L and R with |L|, |R| ≥ δn the following holds. Let x = (x 1 , . . . , x k ) be a k-tuple which is ( 1 8 , p)-connected to both L and R. Then there is a vertex x k+1 of L ∩ N (x 1 , . . . , x k ) such that (x 2 , . . . , x k+1 ) is ( 1 6 , p)-connected to both L and R.
We stress that in this lemma we require and obtain well-connectedness to two sets L and R. This will enable us in the proof of Theorem 2 to extend a k-path alternatively using vertices of the leftover set L or the reservoir set R.
We remark moreover that the assumed ( 1 8 , p)-connectedness is weaker than the ( 1 6 , p)-connectedness in the conclusion. This is useful when we repeatedly apply the Extension lemma. It is possible to prove such a statement because the factor 1 2 in the definition of connectedness allows for some leeway. Our second lemma allows us to construct the reservoir path P described in the outline, given a suitable reservoir R (see properties (a ) and (d )). In addition, this lemma guarantees well-connectedness of the ends of this path to the reservoir and to the remaining vertices in the graph (see properties (b ) and (c )). This is necessary so that we can extend the reservoir path and later connect it to the path covering the leftover vertices L using R.
Lemma 9 (Reservoir lemma). Given k ≥ 2, 0 < δ < 1/4 and 0 < β < 1/2 there exists an ε > 0 such that the following holds.
Let 0 < p < 1 and let G = (V, E) be an n-vertex graph. Suppose that G is (ε, p, 1, 2)-pseudorandom if k = 2, and (ε, p, k − 1, 2k − 1)-pseudorandom and (ε, p, k, k
Then there is a k-path P in G with the following properties. Our third lemma enables us to cover the leftover vertices L with a k-path (see property (a )). This lemma allows us in addition to specify a set S to which the start and end tuples of this path have to maintain well-connectedness (see property (b )). When we cover the leftover vertices in the proof of the main theorem, S will be a big proportion of R and we will use the well-connectedness to connect the path covering L and the extended reservoir path.
We remark that the requirements and conclusions of Lemma 9 and Lemma 10 overlap substantially. Our fourth and final main lemma allows us to connect two k-tuples with a short k-path.
Lemma 11 (Connection lemma). For all k ≥ 2 and δ > 0 there is an ε > 0 such that the following holds.
Let 0 < p < 1 and let G be an n vertex graph. Suppose that G is (ε, p, 1, 2)pseudorandom if k = 2, and (ε, p, k − 1, 2k − 1)-pseudorandom if k > 2. Let U ⊆ V (G) be a vertex set of size |U | ≥ δn. If x and y are two disjoint k-tuples which are (δ, p)-connected to U , then there exists a k-path P with ends x and y of length at most 7k such that V (P ) ⊆ U ∪ V (x) ∪ V (y).
We remark that in the proof of Theorem 2 it is not especially important that the connecting k-path guaranteed by this lemma is of constant length. However, Lemma 11 is also used in the proof of Lemma 9, and in this proof we need that the connecting k-paths are of length independent of n.
Enumerating Powers of Hamilton Cycles
To prove Theorem 5 we would ideally like to show that we can construct the kth power of a Hamilton cycle vertex by vertex, and that when we have t vertices remaining uncovered, we have at least (1 − ν)p k t choices for the next vertex; then the theorem would follow immediately. However, we obviously do not construct kth powers of Hamilton cycles in this way: we have very little control over choice in constructing the reservoir paths and connecting paths. Moreover for the promised number (1 − ν) n p kn n! of Hamilton cycle powers even the Extension lemma, Lemma 8, does not provide the desired number of choices in the greedy portion of the construction where we do choose one vertex at a time. (We remark though that the proof of this lemma, together with the rest of our proof does immediately provide us with c n p (1−ν)kn (1 − ν)n ! Hamilton cycle powers for some absolute constant c > 0.)
Thus we have to upgrade the Extension lemma in two ways. Firstly, we have to modify it to give us more choices in each step (after a few initial steps). Secondly, it turns out that to obtain the desired number of Hamilton cycle powers we have to apply the Extension lemma for longer, that is, the leftover set will in the end only contain O n/(log n) 2 vertices. Thus we have to change the Extension lemma to deal with this different situation. This comes at the cost of slightly tightening the pseudorandomness requirement.
In the lemma below we will guarantee that for an end k-tuple x of a k-path there are 1 − ν 2k ) deg L (x) valid extensions, where L is the current set of leftover vertices. One may argue that this will provide us with the right number of Hamilton cycle powers if we can guarantee in addition that deg
Recall however that we will want to use this lemma after constructing the reservoir path with the help of Lemma 9, which guarantees ( 1 8 , p)-connectedness to L, a property which only gives a weaker lower bound on deg L (x) than desired. In order to overcome this shortcoming we will in the first few applications of the Counting version of the Extension lemma transform this ( 1 8 , p)-connectedness to a stronger property which gives the desired bound. Conditions (ii ) and (iii ), and conclusions (b ) and (c ) take care of this.
Lemma 12 (Counting version of the Extension lemma)
. Given k ≥ 2 and ν > 0, if C = 2 k+23 k 4 /ν then the following holds. Let 0 < p < 1 and G be an 1/(C log n) 2 , p, k − 1, k -pseudorandom graph on n vertices. Let L and R be disjoint vertex sets with |L|, |R| ≥ n/(200k log n) 2 . Suppose that there is
Concluding Remarks
Hamilton Cycles. For Hamilton cycles, a simple modification of our arguments for squared Hamilton cycles yields that ε, p, 0, 1 -pseudorandom graphs with minimum degree βpn are Hamiltonian for sufficiently small ε = ε(β). This bound is essentially best possible (for our notion of pseudorandomness) since the disjoint union of G n−pn,p and K pn is easily seen to be asymptotically almost surely (ε, p, 0, 1 − ε)-pseudorandom and have minimum degree at least pn/2.
Improving the Pseudorandomness Requirements. It would be interesting to obtain stronger results on the pseudorandomness required to find kth powers of Hamilton cycles. We believe that a generalisation of our result for the k = 2 case is true.
Conjecture 13. For all k ≥ 2 the pseudorandomness requirement in Theorem 2 can be replaced by (ε, p, k − 1, k)-pseudorandomness.
As remarked in the introduction even in the k = 2 case we do not know whether Theorem 2 is sharp. It would also be very interesting (albeit probably very hard) to find better lower bound examples than those mentioned in the introduction.
In the evolution of random graphs, triangles, spanning triangle factors and squares of Hamilton cycles appear at different times: In G(n, p) the threshold for triangles is p = n −1 , but only at p = Θ(n −2/3 (log n) 1/3 ) each vertex of G(n, p) is contained in a triangle with high probability, which is also the threshold for the appearance of a spanning triangle factor [16] . Squares of Hamilton cycles on the other hand are with high probability not present in G(n, p) for p ≤ n −1/2 , and Kühn and Osthus [25] recently showed that for p ≥ n −1/2+ε they are present. Our Theorem 2 is also applicable to random graphs, however, the range is worse: p ≫ (ln n/n) 1/3 for squares of Hamilton cycles and p ≫ (ln n/n) 1/(2k) for general kth powers of Hamilton cycles, in the light of Riordan's result [27] which implies the optimal bound p ≫ n −1/k for k ≥ 3.
Pseudorandom graphs behave differently. For (n, d, λ)-graphs it is known that as soon as these graphs are forced to have one triangle, every vertex is contained in a triangle. This motivated Krivelevich, Sudakov and Szabó [24] to conjecture that indeed these graphs already contain a spanning triangle factor. We do not know whether triangle factors and squares of Hamilton cycles require different levels of pseudorandomness. Universality. For random graphs, the study of when almost every G(n, p) contains as subgraphs all n-vertex graphs or all (1 − ε)n-vertex graphs with maximum degree bounded by a constant ∆ was initiated in [5] . In this case G(n, p) is also called universal for these graphs. The authors of [5] showed that G(n, p) contains all graphs on (1 − ε)n vertices with maximum degree at most ∆ if p ≥ Cn −1/∆ log 1/∆ n. In [14] this result was extended to such subgraphs on n vertices. Recently, Conlon [11] announced that for the first of these two results he can lower the probability to p = n −ε−1/∆ for some (small) ε = ε(∆) > 0. The best known lower bound results from the fact that p = Ω(n −2/(∆+1) ) is necessary for G(n, p) to contain a spanning K ∆+1 -factor.
For pseudorandom graphs we were only recently able to establish universality results of this type, which follow from our work on a Blow-up lemma for pseudorandom graphs (see below). We can prove that (p, cp 3 2 ∆+ 1 2 n)-jumbled graphs on n vertices with minimum degree βpn are universal for spanning graphs with maximum degree ∆ [1] . We believe that these conditions are not optimal.
Question 15. Which pseudorandomness conditions (plus minimum degree conditions) imply universality for spanning graphs of maximum degree ∆?
It is worth noting that Alon and Capalbo [4] explicitly constructed almost optimally sparse universal graphs for spanning graphs with maximum degree ∆. These graphs have some pseudorandomness properties, but they also contain cliques of order log 2 n, which random graphs of the same density certainly do not.
Blow-up Lemmas. For dense graphs the Blow-up lemma [17] is a powerful tool for embedding spanning graphs with bounded maximum degree (versions of this lemma for certain graphs with unbounded maximum degree have recently been developed in [8] ). Already Krivelevich, Sudakov and Szabó [24] remark that their result on triangle factors in sparse pseudorandom graphs can be viewed as a first step towards the development of a Blow-up lemma for (subgraphs of) sparse pseudorandom graphs.
We see the results presented here as a further step in this direction. In fact, in recent work [1] , we establish a blow-up lemma for spanning graphs with bounded maximum degree in sparse pseudorandom graphs. However, quite naturally, the pseudorandomness requirements for this more general result are more restrictive than those used here.
