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As quantum mechanical (QM) effects are becoming common device phenomena in the 
current CMOS technology, it is important to consider these effects in the research of 
modern micro-/nano-meter scale devices. A program which solves the Schrödinger and 
Poisson equations self-consistently was developed on a Fortran 90 platform for a p-
type silicon MIS structure in both inversion and accumulation regions. The Poisson 
equation was solved by the Numerov integration method while the Schrödinger 
equation was solved by combining the shooting method and Numerov method.   
 
A simplified method for simulation in the accumulation region was developed. A 
quantum box was defined from the silicon/insulator interface to the bulk silicon. The 
extended states are treated equally as the bound states within this box. All the states 
from the subbands whose energy levels are below the bulk valence band level are 
neutralized by the immobile acceptor ions. Only those states from the subbands whose 
energy levels are above the bulk valence band level are accounted for in the simulation. 
 
The quantum confinement effects in a MIS structure were studied with the developed 
simulator and the results were compared with the classical model. The capacitance-
voltage (C-V) results obtained in this work were compared with that obtained from 
simulators developed by other universities or research institutions (i.e., UCB, UTQuant, 
NEMO and NCSU). The results are in good agreement in the inversion region while 
some small discrepancies exist among the different simulators in the accumulation 
 vi
region. Finally, the wave function penetration effect into the insulator was investigated 
and C-V results, in the presence and absence of wave penetration, were compared. It 
was found that the wave function penetration effect has some impact on the C-V 
curves only when the equivalent oxide thickness (EOT) decreases to 10Å and below. 
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1.1 Literature Survey and Motivation 
 
It has been known for some time that the carrier motion normal to the interface can be 
represented as that involving a two-dimensional quantum mechanical (QM) gas. When 
the carriers in the inversion or accumulation layer at the semiconductor-insulator 
interface are confined in a potential well, the energy levels of the carriers are quantized 
into discrete subbands. Only recently, QM effects have become an important part of 
modern devices when device technology advances into the deep submicron regime, 
with higher semiconductor substrate dopings and high surface electric fields.  
 
According to the International Technology Roadmap for Semiconductor (ITRS) 2002, 
devices are quickly approaching the nanoscale regime with the downsizing of gate 
length and the equivalent oxide thickness (EOT). Quantum confinement effects are 
playing a significant role in modern devices. As shown in Table 1.1, the physical EOT 
in 2003 is 1.1-1.6nm while the electrical thickness adjustment factor due to the gate 
depletion and quantum effects is 0.8nm. Quantum confinement effects have caused the 
electrical EOT to be significantly different from the physical gate oxide thickness.  
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Table 1.1.  Some data showing the trend in semiconductor technology scaling from the 
International Technology Roadmap for Semiconductor (ITRS) 2002. 
YEAR OF 
PRODUCTION 2001 2002 2003 2004 2005 2006 2007 2010 2013 2016
Node (MPU ½ 
Pitch) (nm) 
150 130 107 90 80 70 65 50 35 25 
MPU Printed Gate 
Length (nm) 
90 75 65 53 45 40 35 25 18 13 
MPU Physical Gate 
Length (nm) 






























0.8 0.8 0.8 0.8 0.8 0.8 0.5 0.5 0.5 0.5 
EOT (electrical) 
(nm) 
2.3 2.1 2 2 1.9 1.9 1.4 1.2 1 0.9 
Nominal power 
supply voltage (V) 
1.2 1.1 1 1 0.9 0.9 0.7 0.6 0.5 0.4 
*MPU for MicroProcessor Unit.  
*EOT for Equivalent oxide thickness. 
 
 
In the pioneering works by Stern and Howard [1], they studied the quantization effect 
in the silicon inversion layer by solving the Schrödinger equation using a triangular 
potential well at the silicon-silicon dioxide (Si/SiO2) interface. Later, Stern [2-4] 
published the self-consistent solution of Schrödinger and Poisson equations for the 
silicon inversion layer.  
 
Analytical modeling has been used by many authors to study quantum mechanical 
effects in the inversion layer [8-10]. A simplified method to account for the 
quantization of the inversion layer via a self-consistent set of parameterized solutions 
of the Poisson and Schrödinger equations are used in the aforementioned papers. 
 
In inversion, the bound carriers are spatially separated from the mobile carriers of the 
bulk silicon by the depletion layer. In contrast, both the extended states and bound 
states are co-existing at the same time in the case of accumulation bias. Sune et al. [11-
 3
12] presented a method which treated the bound states and extended states equally 
within a defined quantum box. Since then, many papers have been published on the 
QM modeling and simulation of the accumulation region [13-15]. Rana et al. and Nian 
et al. have extended their work to the modeling of the tunneling current in the 
accumulation region. 
  
As QM effects are becoming more and more important, many universities and 
institutions have developed QM simulators in order to predict these effects accurately. 
Their results are compared by Richter et al. [16]. Although they agree well in terms of 
the minimum capacitance value, flatband and threshold voltages, there is large 
disparity (up to 20% difference in predicting the equivalent oxide thickness (EOT) in 
some cases) in the accumulation region between different simulators. 
 
Recently, the wave function penetration effect on the capacitance has been studied [18-
19]. It was found that the peak of the carrier concentration moves closer to the 
silicon/insulator interface because of the wave function penetration effect. This in turn 
will reduce the electrical equivalent oxide thickness (EOT) of the insulators. 
 
It is not feasible to solve the Schrödinger and Poisson equations self-consistently at the 
device and circuit level simulation because of the huge computational cost. Many 
authors have tried to incorporate QM effects into the classical models for device and 
circuit level simulation using empirical analytical expressions[20-24]. This approach is 
termed as QM correction. 
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Hansch [20] proposed an analytical model which modifies the 3-D density of states 
(DOS) to be a function of depth with near zero value at the surface to take into account 
the fact that carrier concentration peaks some distance away from the surface. Van 
Dort [21] proposed a model to modify the silicon bandgap, Eg, since the energy 
quantization effectively increases the bandgap at the surface region of silicon. A hybrid 
model was introduced by Yu et al. [24] to model the effective density of states as a 
function of distance and to account for the surface electric field dependency of the 
bandgap. 
  
Since many circuit simulation models for MOSFET performance are based on oxide 
thickness (tox) and threshold voltage (VT), these parameters have been modified to take 
into account QM effects for accurate models. QM effects will increase the effective 
oxide thickness or the effective threshold voltage under inversion bias. 
 
An accurate, self-consistent QM simulator is necessary in order to have a good 
understanding of these effects. Although there are a few QM simulators developed by 
other universities and institutions, a significant discrepancy exists between the 
simulation results from these different simulators. The main objective of this project is 
to develop a QM simulator which can be easily modified for further study of various 
QM effects. The results from the QM simulator developed in this work will be 





1.2 Organization of the Thesis 
 
This dissertation begins with the literature survey and motivation for the work in this 
project. The theoretical background on quantum mechanical (QM) effects in a metal-
insulator-semiconductor (MIS) system is given in Chapter 2. This includes the 
description and formulation of QM effects, the numerical method for the Schrödinger 
and Poisson equation, and analytical modeling for the QM effects. 
 
The detailed program development will be described in Chapter 3. The program is 
written in Fortran 90. It was separately developed for the inversion and accumulation 
regions for p-type silicon, but is also applicable to n-type silicon. The program for the 
inversion region will be described first and followed by that for the accumulation 
region. 
 
The results from this simulator are shown in Chapter 4. These are compared with the 
classical results first to show the importance of considering QM effects in modern 
micro-/nano-meter devices. The results for the important QM quantities from the 
simulation are shown next. The capacitance-voltage (C-V) curves are compared with 
that from other simulators to check their agreement. Finally the wave function 
penetration effects on the capacitances are investigated. 
 
Chapter 5 summarizes and concludes this thesis. A few recommendations are made for 
future work on QM effects in the MIS system. 
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This chapter will cover the theory relating to quantum mechanical (QM) effects in a 
metal-insulator-semiconductor (MIS) system. QM effects will be introduced first and 
all the related equations will be shown. Then the self-consistent solutions will be 
discussed. Finally, the analytical model will also be described.  
 
2.1 Quantum Mechanical (QM) Effect 
 
 
For simplicity, the discussion will be carried out assuming that the semiconductor is p-
type silicon. When a positive voltage (higher than the flatband voltage Vfb) is applied 
to the gate, the polysilicon gate Fermi level moves downwards. An oxide field is 
created in the direction of accelerating a negative charge towards the polysilicon 
electrode. A similar field is induced in the silicon, which causes the energy bands to 
bend downwards at the surface. The energy-band diagram schematic is shown in Fig. 
2.1. Holes will be repelled away from the surface by the surface electric field. The 
depletion of holes at the surface leaves the region with a net negative charge arising 
from the unbalanced immobile acceptor ions. An equal amount of positive charge 
appears on the polysilicon gate to maintain charge neutrality in the entire system. 
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As the positive gate voltage increases, the band bending also increases, resulting in a 
wider depletion region and more negative depletion charge. When the intrinsic Fermi 
level, Ei, is below the Fermi level, Ef, it becomes energetically favorable for electrons 
to populate the conduction band. The negative charge in the silicon consists of both 
ionized acceptors and the thermally generated electrons in the conduction band. This is 
called weak inversion because the electron concentration remains small until Ei is 
considerably below Ef. If the gate voltage is increased further, the electron 
concentration at the surface will be equal to, and then exceed, the hole concentration in 
the substrate. This condition is called strong inversion.  
 
The potential φ(z) at position z is defined as qφ(z) = Ec(z=∞)-Ec(z), where z=0 is the 
silicon surface and Ec(z=∞) is the conduction band edge in the bulk silicon. The 
boundary conditions are φ=0 in the bulk silicon (z=∞) and φ=φs at the surface (z=0). 
φ(z) is positive when the bands bend downwards. By this definition, φ(z) also 
represents the amount of band bending ψ(z), which is defined as ψ(z) = φ(z)-φ(z=∞). 
The total band bending at the surface is ψs. The various notations are shown in Fig. 2.1. 
All the self-consistent calculations, which will be shown later will start from a certain 
surface potential, φs. Thus calculations of the quantum mechanical (QM) effect will be 
independent of the gate (insulator) material. The gate voltage can be calculated once 














Figure 2.1. Energy-band diagram of inversion condition in a p-type substrate MOS 
structure. The potential φ is defined as positive when the bands bend downwards with 
respect to the bulk. Depletion and inversion occur when φs>0. Accumulation occurs 
when φs<0. Ec(0) is the energy level of the conduction band edge at the Si/SiO2 
interface. E10 is the first subband minima of the lower valley and E20 is the first 
subband minima of the higher valley. The electron potential, V(z), which is used in the 
Schrödinger equation, is also shown. 
 
Under inversion condition, a potential well is formed by the oxide barrier and the 
silicon conduction band. Because of the confinement of carrier motion in the direction 
normal to the surface, inversion-layer electrons must be treated quantum-mechanically 
as a two-dimensional (2-D) electron gas, especially at high normal electric fields. Thus 
the energy levels of electrons are split into in discrete subbands, each of which 
corresponds to a quantized level of motion in the normal direction, with a continuum 


















At the surface of (001) silicon, there are two valleys for motion perpendicular to the 
surface or in the z-direction. The lower valley (i=1) has a higher mass (mz=0.916m0) 
and lower kinetic energy and the lowest energy levels. The minima of the subband 
energy levels in this valley are denoted as E10, E11, E12 …. The higher valley (i=2) has 
a lower mass (mz=0.190m0) and the minima of the subband energy levels are denoted 
as E20,  E21, E22 …. The parameters for electrons in (001) silicon that are used in this 
project are summarized in Table 2.1. 
 
Table 2.1. Parameters for electrons in (001) silicon used in the simulation. 
 Symbol Lower valley 
( i=1 ) 
Higher valley  
( i=2 ) 
Degeneracy Factor  g 2 4 
mx 0.190 0.190 Principal masses 
my 0.190 0.916 
Normal mass  mz 0.916 0.190 
Density of state 
effective mass 
md 0.190 0.417 
* All effective masses are in units of the free electron mass (m0). md=(mxmy)1/2 
 
When the gate voltage is below the flatband voltage, Vfb, the Fermi level at the surface 
is moving closer to the valence band than is the Fermi level in the bulk silicon. This 
results in a hole concentration much higher at the surface than the equilibrium hole 
concentration in the bulk. This is referred to as accumulation.  
 
The situation of quantization in the inversion layer is different from that in the 
accumulation layer. In inversion, the bound electrons are spatially separated from the 
mobile electrons of the bulk by the fixed acceptor ions in the depletion layer. Thus the 
electrons in the inversion layer can be treated as a 2-D electron gas contained in energy 
subbands. Nevertheless, the case of the accumulation layer is more complicated. 
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Besides the holes which are bound in discrete energy levels for quantized motion 
perpendicular to the interface, the continuum (or extended) states of holes are also 
present, which are necessary to compensate the ionized acceptor in the bulk quasi-
neutral region. So in accumulation, one must consider both bound and mobile (or 
extended) states for the holes. 
 
Under accumulation condition, the bound holes near the surface are confined in a 
potential well. Thus the motion of bound holes could also be treated as a 2-D gas. The 
three subbands for bound holes are the heavy-hole subband, light-hole subband and a 
heavy-hole/split-off hybrid subband. In the direction of quantization (perpendicular to 
the interface), the effective mass for holes in the heavy-hole subband is 0.29m0 and that 
for holes in the light-hole subband is 0.2m0. The heavy-hole/split-off hybrid band with 
an effective mass of 0.29m0 is shifted by 44meV due to spin-orbit coupling. The 
parameters for holes in (001) silicon that are used for simulation are summarized in 
Table 2.2. 
 
Table 2.2. Parameters for holes in (001) silicon used in the simulation. 
 Symbol Heavy-hole 
( i=1 ) 
Light-hole   
( i=2 ) 
Heavy-hole/split-off 
(i=3) 
Degeneracy Factor  g 1 1 1 
Normal mass  mz 0.29 0.2 0.29 
Density of state 
effective mass 
md 0.645 0.251 0.29 
* All effective masses are in units of the free electron mass (m0). 
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2.2 QM Equations 
 
A full solution of the silicon inversion or accumulation layer involves solving the 
Poisson’s and Schrödinger equations self-consistently.   In order to obtain physically 
reasonable approximations for Schrödinger equation at the silicon/silicon dioxide 
(Si/SiO2) interface, a number of assumptions are used in the analysis of the electrical 
behavior of the MIS system. 
 
1) The effective-mass approximation is used, so that the effect of the periodic 
potential at the interface can be neglected. The 3-D Schrödinger equation can 
be decoupled into a 1-D Schrödinger equation that describes the envelope 
function (eigenfunction) perpendicular to the interface, ζ(z). 
2) It is assumed that the potential barrier to electrons (≈3.1eV) and holes (≈4.7eV) 
in the potential well is infinitely high at the Si/SiO2 interface. In other words, 
the envelope wave function, ζ(z), vanishes at the interface. This assumption is 
made unless the effect of wavefunction penetration is considered. 
3) The effects of surface states are neglected and the effect of any charges in the 
oxide adjacent to the semiconductor is replaced by an equivalent electric field. 
 
In the effective-mass approximation, the electronic wave function for the jth subband 
in the ith valley is the product of the Bloch function at the bottom of the conduction 
band and an envelope function [1-3] as follows 
 )exp()exp()(),,( 21 yikxikzizzyx ijij +=Ψ θζ      (2.1)
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where k1 and k2 are the Cartesian components of the wave vector k. θ depends on k1 
and k2 (for the complete expression, please refer to ref. [1]), and  the envelope function 










ζζζ =+− h       (2.2) 
where  ћ is the reduced Planck’s constant, 
mz is the normal mass in the z-direction normal to the interface, 
Eij is the energy level at the bottom of the jth subband of the ith valley, and 
V(z) is the electron potential energy. 
 
As the Bloch waves are only traveling parallel to the interface (x-y plane), the function 
of |Ψ|2, which gives the probability of finding the particle at a particular point in the z-









)(),,( zzyx ijij ζ=Ψ        (2.4) 
Thus, the following equation for normalization holds 
 1)(
0
2 =∫∞ dzzijζ         (2.5) 
 
The boundary conditions for the envelop function in Eq. (2.2) are 
 0)(                 ,0)0( ij ==== Lzzij ζζ      (2.6) 
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where z=0 is at the insulator/silicon interface and it can move into the insulator or 
polysilicon electrode if the wavefunction penetration effect or tunneling current is 
considered. z=L is any point deep in the bulk silicon, which is the neutral region. 
 
 




zd εζρφ /)]()()([)( 22
2
+−−= ∑∑     (2.7) 
where ρdepl(z) is the charge density of the depletion layer, the second term in the right-
hand side of Eq. (2.7) is the total charge density in the subbands, and p(z) is the hole 
concentration. These three terms will be described as follows. The electron potential 
energy V(z) used in Eq. (2.2) is related to φ(z) by )()( zqqzV s φφ −= . 
 




zz                                    ,0)(









     (2.8) 
where zd is the depletion-layer thickness, given by 
 2/1)](/2[ DAdsid NNqz −= φε        (2.9) 
Here φd is the effective band bending from the bulk to the interface, which is from the 
contribution of the acceptor ions, given as  
siavinvsd zqNqkT εψφ // −−=                (2.10) 
where ψs is the surface band bending, Ninv is the total number of inversion charges per 
unit area and zav is the average penetration of the inversion-layer charge from the 
surface. Thus third term in the right-hand side of Eq. (2.10) is the potential drop across 
 14
the inversion layer. Note the correction to φ d due to the depletion-layer charge is taken 
to be –kT/q [3]. 
 
The density of states (DOS) for a 2-D gas, which is independent of the energy level 
and only dependent on the location of the valley, is a constant and can be expressed as 
 2)( hπ
dii mgED =                   (2.11) 
where gi is the degeneracy factor of the ith valley and mdi is the density of states 
effective mass of the ith valley.  
 
The number of electrons per unit area (Nij) in the jth subband is given by integrating 
the density of states, D(E), multiplied by the Fermi-Dirac distribution function, f(E). 
The limits of the integration is from the minima of the subband, Eij, to E=∞. The 
integration is expressed as   
 ∫∞=
ijE
ij dEEfEDN )()(                  (2.12) 
where f(E) is given as 
 kTEE fe
Ef /)(1
1)( −+=                       (2.13) 




ijfekTmgN −+= hπ                (2.14) 
where ħ is the reduced Planck’s constant. 
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As ζij2(z) represents the probability function of the inversion layer charge in the jth 
subband of the ith valley, qNijζij2(z) is thus the spatial distribution function of the 
inversion layer charge in the jth subband of the ith valley.  
 
The holes under the inversion condition are not confined in a potential well and thus 
can be treated classically to simplify the calculation. The spatial distribution of holes is 
given as  
 kTzqAeNzp
/)()( φ−=                  (2.15) 
 
The boundary conditions for φ(z) in Eq. (2.7) are 
 
0)(         ,)0(









                (2.16) 
where Fsi is the surface electric field in the silicon and is given by 
 sideplinvsi NNqF ε/)( +=                 (2.17) 
Ndepl is the total number of charges per unit area in the depletion layer and is equal to 
zd(NA-ND). Ninv is the total number of charges per unit area in the inversion layer and is 
given by ∑∑=
i j
ijinv NN . 
 
The Poisson equation for the accumulation region will take into account the charges in 
the accumulation layer. In the accumulation region, the electron concentration will 
always be small no matter how much the band bending is. So the electrons will not 
enter into the Poisson equation under accumulation bias. The Poisson equation for the 




zd εζφ /)]([)( 22
2 ∑∑+−−=               (2.18) 
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where the first term on the right-hand side of Eq. (2.18) is the acceptor ions for a p-





2.3 Self-Consistent Solution 
 
 
Self-consistent solution requires solving the coupled Schrödinger and Poisson 
equations until convergence is achieved. The general procedure for solving Poisson 
equation will be described first, followed by solving the Schrödinger equation. 
 
2.3.1 Solving Poisson Equation by the Numerov Method 
 
 






yd =+                  (2.19) 
where S is an inhomogeneous (“driving”) term and k2 is a real function. When k2 is 
positive, the solutions of the homogeneous equation (i.e., S=0) are oscillatory with 
local wavenumber k. When k2 is negative, the solutions grow or decay exponentially at 
a local rate of (-k2)1/2. 
 
There is a simple and efficient method [26], commonly called Numerov or Cowling’s 
method, for integrating second-order differential equations having the form of           
Eq. (2.19). The equation can be solved as 
)()10(
12





























           (2.20) 
 
where ∆ is the step size and ο(∆ 6) is the local error term. Solving the linear equation 
for either yn+1 or yn-1, the recursion relation can be used for integrating either forward 
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or backward in the z-direction, with a local error of ο(∆ 6). The Numerov method is 
faster and more accurate than the widely used Runge-Kutta method, which has a local 
error of ο(∆ 5), for this type of second-order differential equation. 
 
The Poisson equation takes the same differential equation form as Eq. (2.19) with 








ijijdepl =+−−= ∑∑ εζρφ                   (2.21) 







































           (2.23) 
If the initial values for the first two points of φ(z) and the charge concentration are 
known, then the potential φ(z) can be solved recursively in the positive z-direction and 
the Poisson equation can be solved. 
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2.3.2 Solving Schrödinger Equation by Combination of Shooting 
Method and Numerov Method 
 
The time-independent Schrödinger equation is one of the eigenvalue problems which is 
to find the stationary quantum states of a particle of mass m moving in a one-
dimensional potential V(z). It can be solved by the shooting method. Assume V(z) for 
the inversion condition has the form shown in Fig. 2.2: the potential becomes infinite 
at z=zmin and z=zmax and has a well somewhere in between. The time-independent 





d ζζ                            (2.24) 
which has the form of Eq. (2.19) with  
 0)(  and   )]([2)( 2
2 =−= zSzVEmzk h               (2.25) 
and boundary conditions  
 0)()( maxmin == zz ζζ                             (2.26) 
 
At one of these eigenvalues, the eigenfunction ζ(z) will oscillate in the classically 
allowed regions where E>V(z) and to decay exponentially in the classically forbidden 
regions where E<V(z). One of such eigenfunctions is shown in Fig. 2.2. 
 
In order to solve the eigenvalue problem defined by the time-independent Schrödinger 
equation, the shooting method can be used. Suppose that we are seeking a bound state,  
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Figure 2.2. Schematic for solving Schrödinger equation by the shooting method. The 
upper schematic shows a potential well for the inversion condition used in the one-
dimensional Schrödinger equation. The lower schematic shows the solution ζforward and 
ζbackward of the Schrödinger equation at an arbitrary energy E. The right turning point 
(at zm) is used as the matching point. 
  
we take a trial eigenvalue as the starting value. Upon integrating towards larger z 
values from zmin, the solution ζ forward , which increases exponentially through the 
classically forbidden region ( zmin<z<zL ) and then oscillates beyond the left turning 
point ( z=zL ) in the classically allowed region ( zL<z<zm ), can be found. If the 
integration is continued past the right turning point ( z=zm ), the integration would 
become numerically unstable since, even at the exact eigenvalue, there can be a 
component of the undesirable exponentially growing solution. As a general rule, 
integration into a classically forbidden region is likely to be inaccurate. Therefore, the 
shooting method suggests to generate a second solution, ζ backward , by integrating from 
zmax towards smaller z values. To determine whether the energy is an eigenvalue,         













ζ backward satisfy a homogeneous equation, their normalization can always be chosen so 
that the two functions are equal at zm. A solution is found if the derivatives of ζ forward 










                  (2.27) 
If the derivatives are approximated by the simplest finite difference approximation at 
the points zm and zm-∆, an equivalent condition is  
0)]()([1 =∆−−∆−≡ mbackwardmforward zzf ζζζ              (2.28) 
The quantity ζ in Eq. (2.28) is a convenient scaling factor for the difference, which will 
make f typically of order unity. 
 
If there are no turning points, then the matching point can be chosen anywhere. If there 
are more than two turning points, three or more homogeneous solutions, each accurate 
in different regions, must be patched together. 
 
The forward or backward integration of Schrödinger equation can be done using the 
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               (2.32) 
Thus if the initial two values of ζn and eigenenergy E and potential V(z) are known, the 
envelope function ζ(z) can be integrated either along the positive z-direction from z=0 
or along the negative z-direction from z=L, where L can be any point in the bulk 




2.4 Analytical Modeling 
 
In order to solve the two-dimensional (2-D) electron (or hole) gas at the silicon and 
insulator interface, it is necessary to solve the Schrödinger equation and Poisson 
equation numerically to obtain the self-consistent results. However, this approach is 
time-consuming and computationally more expensive. A computationally-efficient 
analytical model is thus needed for the device simulation. The results from the 
analytical modeling are also used as the initial values for the self-consistent simulation 
to obtain a more accurate solution in this project. 
 
The simplest approximation is to replace the potential φ(z) by qFsiz for z>0 and by 






0)(z              
0)(z      
)(
zqF
z siφ                 (2.33) 
 
where Fsi is the surface electric field at the silicon/insulator interface ( z=0 ). This is 
sometimes called the triangular-potential approximation, which is a good 
approximation when the device is in depletion or weak inversion. Schrödinger 
equation for a triangular potential can be solved exactly, and the solutions are Airy 
functions [5] as follows: 
}{ )]/([)/2()( 3/12 siijsiziij qFEzqFmAiz −= hζ              (2.34) 





3[)2/( += jqFmE siziij πh               (2.35) 
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The eigenvalues Eij are asymptotic values for large j, but they are close even for the 
ground state j=0. The exact eigenvalues for the three lowest states have (j+3/4) in      
Eq. (2.35) replaced by 0.7587, 1.7540 and 2.7525, respectively. 
Another property of these solutions is that the average distance in the jth subband of 
the ith valley from the surface is defined by 
 ∫∫= dzzdzzzz ijijij )(/)( 22 ζζ                 (2.36) 
and it can be evaluated to be 2Eij/3qFsi . 
 
The triangular approximation which is just described is a reasonable approximation 
when there is little or no charge in the inversion layer, i.e. in depletion or weak 
inversion. However, when the device is in moderate to strong inversion, the Airy 
function does not describe the ground state eigenfunction accurately, because of the 
perturbation of the potential due to the inversion layer charges. A varational approach 
was introduced to estimate the energy of the lowest subband when only one subband is 
occupied, i.e. in the electric quantum limit [3]. The trial eigenfunction is used for the 
lowest subband 
 2/2/1310 )2
1()( bzezbz −××=ζ                 (2.37) 
with a single undetermined parameter b. The energy of the lowest state is found after a 

















h             (2.38) 
where Ndepl is the total depletion layer charge, Ninv is the total inversion layer charge. 
The correct choice of b minimizes the total energy of the system. The last term in      
Eq. (2.38) arises from the curvature of the potential of the depletion charge density. It 
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can be treated as a small perturbation since the inversion layer is generally thinner than 

























h                 (2.39) 
The average distance of carriers separated from the surface, z0 , is shown to 3/b using 





















h                 (2.40) 




























h             (2.41) 
where invdepl NNN 32
11* +=  . 
 
Approximate energy levels for the excited states can be obtained in the electric 





















deplijij +−−=              (2.42) 
where Eij,depl is the energy obtained in Eq. (2.42) by using the depletion-layer field Fdepl 
as the surface field. The second term in the right-hand side of Eq. (2.42) represents the 
approximate lowering of the excited-state energy by the inversion-layer potential well. 
The third term gives the approximate contribution of the depletion-potential curvature 
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to the energy levels. The last term gives the inversion-layer contribution to the 
potential energy at the surface. 
 
The other equations, which are necessary for the analytical modeling and which have 







hπ                (2.43) 
∑∑=
i j


















z                  (2.46) 
 siavinvsd zqNqkT εψφ // −−=                (2.47) 
 2/1]/)(2[ qNNN DAdsidepl −= φε                (2.48) 
 sideplinvsi NNqF ε/)( +=                 (2.49) 
 
The analytical modeling can provide the results for the inversion charge Ninv, the 
depletion charge Ndepl, the surface band bending ψs, the energy minima Eij of each 
subband and the average distance zij from the surface. 
  
If the formula in Eq. (2.35) is used for eigenenergies Eij, the programming of the 
analytical modeling can start from a initial value Fsi at a particular surface band 
bending ψs. The  eigenenergies Eij can be calculated using Eq. (2.35) and Zij using     
Eq. (2.45). After Ninv and zav are known from Eqs. (2.44) and (2.46) respectively, φd 
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can be calculated from Eq. (2.47). Ndepl is then obtained from Eq. (2.48). After Ninv and 
Ndepl are known, a new surface electric field Fsi can be calculated. The new Fsi is then 
compared with the initial Fsi; if the difference or error is within the tolerance limit, say 
0.1%, then the solution is found. Otherwise the program will be repeated until the error 







In this chapter, the theory relating to quantum mechanical (QM) effects in a metal-
insulator-semiconductor (MIS) system is reviewed. QM effects are introduced first and 
all the related equations are shown. The self-consistent solutions are then discussed. 
The Poisson equation is solved by the Numerov integration method and the 
Schrodinger equation is solved by the combination of the shooting method and 
Numerov method. Finally, the analytical modelling, which will be used as the starting 





























Figure 2.3. Programming flowchart for analytical modeling simulation 
START 
Calculate Eij using Eq.(2.35); 
Calculate zij using Eq.(2.45) 
initialize for Fsi 
Calculate φd using Eq.(2.47) 





Set a value for ψs  
Calculate Ninv using Eq.(2.44);
Calculate zav using Eq.(2.46) 
Calculate Ndepl using Eq.(2.48)







The program which solves Schrödinger and Poisson equations self-consistently is 
separately developed for the inversion and accumulation regions. The program for the 




It is assumed that there is an infinite energy barrier at the silicon/insulator interface 
first. This assumption will be removed if the wave function penetration into the 
insulator is considered. The silicon/insulator interface is defined at z=0 and the end of 
the bulk silicon region is chosen at z=L=1000 Å, which would be large enough for 
most cases. The simulation region from z=0 to z=L is uniformly discretized with a step 
size ∆=1Å. 
 
The general procedure for programming under inversion condition is as follows. At a 
certain surface potential φs, one starts with an approximate solution of the potential, 
φin(z), for each value of z. The approximate solution of φin(z) can be obtained from the 
1-D non-self consistent Poisson solution, as shown in Eq. (4.3) in the next chapter. The 
 30
Schrödinger equation is solved with these approximate potentials and the resulting 
eigenfunctions and eigenenergies can be used to compute the carrier concentration and 
the charge density throughout the structure. The Poisson equation is then solved to 
obtain an output potential φout(z). If φin(z) and φout(z) agree within the convergence 
limits for all values of z, a self-consistent solution is found. Otherwise another round 
of simulation will be carried out with a new value of φin(z) (as described later in Eq. 
(3.8)) until the convergence criterion is met. The same procedures will be repeated 
from a small surface potential φs, which is the weak inversion region, to a large surface 
potential φs, which is the strong inversion region. 
 
 
Solving Schrödinger equation can be done by the combination of the shooting method 
and Numerov method, which is described in Section 2.3.2. The upper schematic in Fig. 
3.1 shows a potential well (for 0<z<L) at the inversion condition. There is an infinite 
potential barrier at the silicon/insulator interface. The lower schematic shows the 
solution, ζforward and ζbackward, of the Schrödinger equation at a particular eigenenergy Eij. 
So the region from z=0 to z=zm is the classically allowed region while the region at z<0 
or z>zm represents the classically forbidden region. The turning point (at zm) is used as 





Figure 3.1. The upper schematic shows a potential well (for 0<z<L) at the inversion 
condition. There is an infinite potential barrier at the silicon/insulator interface. The 
lower schematic shows the solution ζforward and ζbackward of the Schrödinger equation at 
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The step size ∆, which is the one-dimensional mesh discretization size, is chosen to be 
1Å. The electron potential energy V(z) is related to φ(z) from Poisson equation by 
)()( zqqzV s φφ −= , which means that the V(z) is equal to zero at the surface and goes 
to positive as it moves into the p-type bulk silicon. Thus if the starting value for V(z) 
and Eij are known, the only thing needed for the integration of Schrödinger equation is 
the first two values of ζ(z). ζ(z=0) is set to zero, and fortunately ζ(z=1 Å ) can be set to 
any convenient value,  since Aζ (where A is a constant) is also the solution if ζ is the 
solution of the Schrödinger equation. The value for ζ(z=1 Å ) is set to 10-9 in the 
program. 
 

























































      (3.4) 
Similar to the forward integration, the first two values of ζ(z) are needed. ζ(z=L) is set 
to zero, and ζ(z=L-1 Å ) can be set to any convenient value, which is 10-9 in the 
program. z=L is the last point of the bulk silicon for the simulation and L is chosen as 
1000 Å. 
 
Since both ζ forward and ζ backward satisfy a homogeneous equation, their normalization 
can always be chosen such that the two functions are equal at the matching point, zm. A 
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solution is found if the derivatives of ζ forward and ζ backward match at zm, i.e., the 
solutions match smoothly.  
 
A normalization subroutine is written for the envelope function after the Schrödinger 
subroutine is completed. For Schrödinger equation, Aζ (A is a constant) is also the 
solution of the Schrödinger equation if ζ is the solution. Thus the wavefunction 
solution from the Schrödinger subroutine may have been scaled by a certain constant 
value. It is therefore necessary to normalize the wavefunction ζij(z) for each subband 
so that the integration of probability function ζij2(z) is equal to one after every iteration. 
After normalization, the wavefunction for each energy level will satisfy the following 
condition:  
∫ =L ij dzz0 2 1)(ζ         (3.5) 
 
However, the different starting values for the eigenenergy for a particular subband may 
lead to different final solutions of the eigenenergy, especially when the separation 
between subbands is small. For example, a bad starting value for E10 may converge to 
E20 or some other eigenenergies since there are infinite eigenenergy solutions for the 
Schrödinger equation to converge. If the starting value for E10 changed a little, the 
solution may be the correct eigenenergy. Thus it is necessary to check if the solution of 
the eigenenergy for a particular subband is the correct subband minima.  It can be done 
by checking the number of sign changes of the envelope function ζij(z). For example, 
there should not be any sign changes of the envelope function for the first energy level. 
In other words, the wavefunction is always positive for the first energy level of the ith 
valley. The sign of the wavefunction for the second energy level of the ith valley will 
only change once, which is from positive to negative. The sign of the wavefunction for 
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the third energy level of the ith valley will change twice. The envelope functions for 
the three subbands in the lower valley are shown in Fig. 3.1. The solid line is for the 
envelope function of the first subband in the lower valley ζ10, while the line with 
square symbol is for the envelope function of the second subband in the lower valley 
ζ11 and the line with triangular symbol is for the envelope function of the third subband 
in the lower valley ζ12. If the number of sign changes is not matched to the correct 
number of sign changes, the initial eigenenergy needs to be increased or decreased and 
the simulation is rerun until the number of sign changes is matched. 
 
0 2 4 6 8 10
z (nm)
 
Figure 3.2. Typical envelope function ζ for the first three subbands in the lower valley. 
The solid line is for the envelope function of the first subband in the lower valley ζ10, 
while the line with the square symbol is the envelope function ζ11 of the second 











Solving Poisson equation can be performed by the Numerov method, which is 






































   (3.7) 
The step size ∆ is chosen to be 1Å, which is the same as that for the Schrödinger 
equation. The number of electrons per unit area for each subband Nij is given by Eq. 
(2.14). The holes are treated classically since they are not confined in the potential well 
and the hole concentration p(z) is given by Eq. (2.15). 
 
Since the number of electrons per unit area for each subband Nij and the envelope 
function for each subband ζij(z) are known from the solution of Schrödinger equation 
and the electrostatic potential φ(z) from the simulation in the previous round, the 
Poisson equation can be integrated if the first two values of φ(z) are known. Unlike 
Schrödinger equation, the first two values of φ(z), i.e. φ(z=0) and φ(z=1Å), in Poisson 
equation are very critical for the integration of the Poisson equation. φ(z=0) is φs which 
is the surface potential whereas φ(z=1 Å)= φs-Fsi*(1 Å) where Fsi is the surface electric 
field into the silicon. Since Fsi is unknown before the simulation, an initial value for 
Fsi(in) is needed. This can be obtained from the simulation result for the previous 
surface potential φs(k-1). Note that if there are many surface potential values to be 
simulated, φs(k) denotes the kth surface potential and  φs(k-1) denotes the (k-1)th surface 
potential value. The value of Fsi for the first surface potential, φs(1), can be obtained 
 36




Now with the methods described above, the Schrödinger equation and Poisson 
equation can be solved self-consistently. One starts with initial values of eigenenergies 
Eij, which can be obtained from Eq. (2.35), and electrostatic potential φin(z)  and the 
Schrödinger equation is solved first. The resulting eigenfunctions and eigenenergies 
can be used to compute the carrier concentration and the charge density throughout the 
structure. The Poisson equation is then solved to obtain an output potential φout(z). If 
φin(z) and φout(z) agree within the convergence limits for all the values of z, a self-
consistent solution is found. The convergence criterion is set such that the maximum 
difference between φnin(z) and φnout(z) is less than wtol, which is chosen as 10-5V in the 
program. If the convergence criterion is not met, another round of simulation will be 
needed. The new input potential for the next round is  






in φφφφ −+=+       (3.8) 
where the factor f is in the range of 0 to 1. A small value of f gives a smooth but slow 
convergence, while a value close to 1 gives rapid convergence, but sometimes leads to 
divergence. f is chosen as 0.5 in the program to make sure that the program will always 
converge. This iteration procedure is called the fixed-convergence-factor method. 
 
 
It is possible the value of the surface electric field Fsi(in) used in Poisson equation may 
not be the correct guess for the surface potential φs(k). Thus it is necessary to check 
whether the value of the surface electric field, Fsi(out), after each self-consistent 
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simulation matches to the initial surface electric field Fsi(in) within the tolerance limit, 
ftol, which is set to 0.05 in the program.  
 
The output surface electric field, Fsi(out), after each round of self-consistent simulation 
is computed as follows. The total charge density Qtot is the total charges in the silicon, 
including acceptor ions, electrons and holes. It is computed as 




)(      (3.9) 





QF ε−=                   (3.10) 
The output surface electric field Fsi(out) is compared with Fsi(in) and if they are matched 
within the convergence limit, then the correct surface electric field is found. If not, a 
new Fsi(in) is generated and the procedure will be repeated until the solution is found. 
The Fsi(in) for the next round simulation is generated in a very conservative way to 
avoid the non-convergence, especially when the device is in the strong inversion 
region. The generation of new Fsi(in) is described as follows: 










)( *999.0=+  if Fsi(in) > Fsi(out);  









)( *9999.0=+  if if Fsi(in) > Fsi(out);  










)( *99999.0=+  if Fsi(in) > Fsi(out). 
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The starting values of Fsi and Eij for the current φs(k) can use the solutions from previous 
















φφφ              (3.11) 
which means that it is assumed that the increment from Fsi(φs(k-1)) to Fsi(φs(k)) is the 
same as that from Fsi(φs(k-2)) to Fsi(φs(k-1)). 
The starting values of Eij for φs(k) can be generated as 
 [ ])()()()( )2()1()1()( −−− −+= ksijksijksijksij EEEE φφφφ              (3.12) 
which means that it is also assumed that the increment from Eij(φs(k-1)) to Eij(φs(k)) is the 
same as that from Eij(φs(k-2)) to Eij(φs(k-1)). 
The starting values of ζij for φ s(k) can be directly taken as the solutions of ζij for φ s(k-1). 
 
To obtain the capacitance-voltage curve, the gate voltage Vg and gate capacitance Cg 
are computed from the self-consistent results. The gate voltage will appear as the 
flatband voltage Vfb, the voltage drop due to the poly depletion effect Vpoly, the voltage 




























                (3.13) 
where  ψs is the surface band bending, 
Npoly is the doping concentration of the polysilicon gate, which is n-type for a p-
type silicon substrate MIS structure, 
ni is the intrinsic doping concentration which is 1.45x1010cm-3, 
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Qtot is the total charge density in the polysilicon which is equal to the total 
charge density in silicon computed by Eq. (3.9) if it is assumed that the insulator 
charge is negligibly small, 
Fi is the electric field inside the insulator and is related to the surface electric 
field Fsi by the relationship of sisiii FF εε = , where εi is the insulator permittivity, and 
ti is the insulator thickness.  
 
The derivation of the polysilicon voltage drop Vpoly in Eq. (3.13) is the same as that for 
the depletion region in bulk silicon. Taken from Eq. (2.161) in the textbook by Yuan 
and Ning [27], the total depletion charge density in silicon, Qd, is equal to 
 sAsid qNQ ψε2−=                  (3.14) 
where ψs is the surface band bending. Following the same principle, the voltage drop 







=                  (3.15) 
 
















































Figure 3.3. Flowchart for simulation of inversion region in MIS structures
START
Solve Poisson equation for φin(z) 
Solve Schrodinger equation for Eij and 
ζij(z) 
Calculate total charge Qtot and the new 
surface electric field Fsi(out) 
 |(Fsi(out)-Fsi(in))/ Fsi(in)|<ftol ? 
yes 
no new Fsi(in); 
n=1 
k=k+1 and increment φs(k) 
END 
k=1; n=1 
Start with a value for φs(1)  
Plot capacitance versus gate voltage 
Start with an initial values for  
Fsi(in) , Eij and ζij(z) 
Solve Poisson equation for φout(z) 




Compute Qtot and Vg 
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To simulate the wave function penetration effect, the infinite barrier is moved from 
silicon/insulator interface (z=0) into the polysilicon/insulator interface (z=-ti) where ti 
is the insulator thickness. The barrier height at the silicon/insulator interface is set to 
the real barrier height value depending on the insulator material. It is taken as 3.15eV 
for silicon dioxide (SiO2). The carrier effective mass in the oxide has been a topic of 
discussion, and a widely accepted value has yet to be determined[19]. To reduce the 
complexity, an isotropic effective mass mox=0.5m0 is assumed in the oxide. 
 
In summary, the main features of the program for the inversion condition are: 
1) The Numerov method is used for the integration of Poisson equation. The 
Schrödinger equation is integrated by the combination of the shooting 
method and Numerov method.  
2) Both electrons and holes are accounted for in the simulation. However, the 
electrons are treated quantum mechanically and the holes are treated 
classically for the p-type silicon substrate. 
3) The eigenenergies have been checked to make sure that they correspond to 
the correct energy minima of each subband. 
4) The solutions from the earlier simulations of the surface potential φs(k-1) and  
φs(k-2) are used as the starting values in the simulation for φs(k). 
5) The poly-depletion effect is included in the simulation. 
6) The wavefunction penetration effect can be easily implemented by moving 
the infinite energy barrier from the silicon-insulator interface into the 







As mentioned in Section 2.1, one has to deal with both discrete bound and mobile (or 
extended) states in accumulation. Some prior works [11-14] have been published on 
this topic.  In Sune et al.’s work [11-12], the MIS structure is put into a box with 
infinite walls at both sides of the semiconductor and metal electrodes. In this quantum 
box, the energy levels of extended states are also discrete so that they can be calculated 
in exactly the same way as the bound states. If the box is wide enough, the energy 





Figure 3.4. The quantum box for a MIS structure in accumulation in Sune’s work. At 
z=0 and z=L (limits of the semiconductor and the metal electrodes respectively), two 
infinite potential barriers are defined. All the extended states will be calculated in the 
















Rana et al. used the same approach, which is to treat both extended and bound state 
equally [13]. Their self-consistent calculation starts with the electrostatic potential for 
n-type silicon in the form of 




zAz βαφ              (3.17) 
where lD is the Debye length ( kTNq siD ε/2  ) of bulk silicon and L is somewhere in 
the bulk silicon. However the parameter A, B, α and β are empirically chosen and 
unknown to the readers. 
 
In Lopez-Villanueva et al’s work [14], the silicon substrate (note that the substrate is 
n-type silicon in this work) is separated into two regions, as shown in Fig. 3.5: (a) the 
silicon-bulk region, where the electron gas is three-dimensional and all the energy 
levels above the conduction band edge are permitted. This region extends from the 
position z=zc to the deep bulk region. (b) The region from the interface (z=0) to z=zc, 
where electrons with a energy level lower than a limiting energy level, Elim, are 
contained in subbands within the potential well while all states with energy higher than 
Elim are permitted. The energy level of Elim is defined at the fourth lowest subband 
minima so that the electron gas can be modeled for the three lowest subbands. For 
small values of the band-bending, such that the fourth subband minima is not bound, 
the continuum is assumed to begin at the second subband minima and the 2-D electron 
gas is contained only in the ground state subband. The charge density for both 





Figure 3.5. Band-bending of a MIS structure showing the two regions in the 
accumulation region model used in [14]: (1) the silicon-bulk region, where the electron 
gas is three-dimensional and all the energy levels above the conduction band edge are 
permitted. This region extends from position z=zc to the deep bulk region. (2) The 
region from the interface (z=0) to z=zc, where electrons with a energy level lower than 
a limiting energy level, Elim, are contained in subbands within the potential well while 





A simplified method for the accumulation region is presented. The band diagram of a 
MIS structure in the accumulation region for p-type substrate in this work is shown in 
Fig. 3.6. Ev(0) is the top of the valence band at the interface. Ev(∞) is the energy level 
of the valence band in the bulk region. A similar quantum box as that in Sune et al’s 
work, can be defined from z=0, which is at the interface, to z=L, which is deep in the 
bulk silicon. If the wavefunction penetration or tunneling current need to be considered, 
the boundary at z=0 can be moved into the insulator or inside the gate electrode. In this 
quantum box, the extended states are treated in the same manner as the discrete bound 
states. In the bulk silicon where Ev(∞) is the top of the valence band, e.g., at z=L, the 
Elim 
0 zc z 
Ec 
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states in all the subbands will cancel the effect of the acceptor ions since it is the 
neutral region. At the region near the surface, all the states which are from the same 
subbands as that of bulk silicon at z=L will also cancel out the effect of acceptor ions. 
Thus only those states arising from the subbands whose energy minima fall within 
























Figure 3.6. Band diagram of a MIS structure in the accumulation region for a p-type 
silicon substrate. Ev(0) is the top of the valence band at the interface. Ev(∞) is the 
energy level of the valence band in the bulk region. All the hole states whose subband 
energy minima is below Ev(∞) in the shaded region will compensate the immobile 
acceptor ions. A quantum box is defined from z=0, which is at the interface, to z=L, 










Silicon substrate z=L 
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The total hole concentration whose subband minima lie between energy level Ev(0) 
and Ev(∞) is  






−+= ∑∑ h        for Eij>Ev(∞)  
                    (3.18) 
where  gi is the degeneracy factor for the ith subband, and 
 mdi is the density of states mass for the ith subband. 
 
To solve the Schrödinger equation, it is proposed in [15] that φ(z) depends 
exponentially on the distance from the surface and is shown as 
 Wzsez









Since Qtot=-εsiFsi where Fsi is the surface electric field into the silicon. Equation (3.19) 
can be rewritten as 
 ssizFsez
φφφ /)( −=                  (3.20) 
 
 
The use of the effective mass approximation for holes has been a topic of controversy 
due to the band-mixing effect and the warped valence band structure [17] [19]. 
However, it has been shown that the hole capacitance is not sensitive to the 
complicated valence band structure and the simple effective mass approximation can 
calculate the hole capacitance accurately. Thus the effective mass for holes shown in 
Table 2.2 is used in the simulation for the accumulation region. 
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The program for the accumulation region will start at a surface potential φs. With an 
initial value of Fsi and the expression for electrostatic potential in Eq. (3.20), 
Schrödinger equation is solved to obtain the eigenenergies. In this step, the Poisson 
equation is not solved since the expression of Eq. (3.20) for the electrostatic potential 









qQ −+= ∑∑ hπ  for Eij>Ev(∞)            (3.21) 
which sums up the contribution of holes with subband minima lying within Ev(0) and 





QF ε−=                   (3.22) 
The output Fsi is compared with the input Fsi and if the error is within the tolerance 
limit, then the correct Fsi is found. Otherwise, the new Fsi for the next round of 
simulation is generated and the same procedure is repeated until the solution is found. 
The way to generate the new Fsi is similar to that discussed for the inversion region. 
 
After the surface electric field Fsi is found, the Schrödinger and the Poisson equations 
are solved self-consistently. Starting with the electrostatic potential φin(z) from the first 
step, the Schrödinger equation is solved to obtain the corresponding eigenfunction and 
eigenvalue.  Then the Poisson equation is solved with the charge density by summing 
up the holes whose subband minima lie within Ev(0) and Ev(∞), which is given by 






−+= ∑∑ h        for Eij>Ev(∞)  
          (3.23) 
 48
The new electrostatic potential φout(z) is compared with φin(z) and if the error is within 
the tolerance limit, then the self-consistent solution is found. Otherwise, the new φin(z) 
for the next round of simulation is generated and the same procedure is repeated until 
the solution is found. Other programming details are similar as that described for the 
inversion region. The overall program flowchart for the accumulation region is shown 
in Fig. 3.7. 
 
To simulate the wave function penetration effect, the infinite barrier is moved from 
silicon/insulator interface (z=0) into the polysilicon/insulator interface (z=-ti) where ti 
is the insulator thickness. The barrier height for holes at the silicon/insulator interface 
is set to the real barrier height value depending on the insulator material. It is taken as 
4.8eV for silicon dioxide (SiO2). The hole effective mass in oxide has been a topic of 
much discussion, and an accurate value has yet to be determined [19]. To reduce the 
complexity, an isotropic effective mass mox=0.5m0 is assumed in the oxide, which is 


























Figure 3.7.  Flowchart for simulation of accumulation region in MIS structures 
START
Initial value for Fsi(in) and 
generate φin(z) using Eq. (3.19) 
Solve Schrödinger equation for 
eigenvalues Eij and envelop 
function ζij(z) 
Compute the new surface 
electric field Fsi(out) 
 |(Fsi(out)-Fsi(in))/ Fsi(in)|<1% ? 
yes 
no new Fsi 
k=k+1 and increment φs(k) 
END 
n=1; k=1; 
Start with a value for φs  
Plot capacitance versus gate voltage 
Solve Schrodinger equation for 
eigenvalues Eij and envelop 
function ζij(z) 
Solve Poisson equation for φout 
yes 
 |φnout(z)- φnin(z)|<wtol ? no new φin(z);n=n+1 
Compute Qtot and Vg  
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In summary, the main features of the program for the accumulation condition are: 
1) The Numerov method is used for the integration of Poisson equation. The 
Schrödinger equation is integrated by the combination of the shooting method 
and Numerov method.  
2) Only holes are treated quantum mechanically in the simulation for the p-type 
silicon substrate since the electrons are too small in the accumulation condition. 
All the states whose subband minima are below the energy level Ev(∞) will 
cancel out the effect of acceptor ions. Thus only those states arising from the 
subbands whose energy minima fall within Ev(0) to Ev(∞) will need to be 
calculated.   
3) The eigenenergies have been checked to make sure that they correspond to the 
correct energy minima of each subband. 
4) The solutions from the earlier simulations of the surface potential φs(k-1) and  
φs(k-2) are used as the starting values in the simulation for φs(k). 
5) The wavefunction penetration effect can be easily implemented by moving the 
infinite energy barrier from the silicon-insulator interface into the insulator or 




In this chapter, the programming for solving the Schrodinger and Poisson equations 
self-consistently is discussed in detail. The programming for the inversion region is 




RESULTS AND DISCUSSION 
 
 
In this chapter, the results from the classical model and QM model will be compared 
first, followed by the discussion on the detailed results from the self-consistent QM 
simulation. The capacitance-voltage (C-V) results will be compared with that from 
other simulators. Finally the wave function penetration effect will be studied. 
   
The quantities of interest relating to QM effects are: 
• the inversion layer charge density, Ninv 
• the depletion layer charge density, Ndepl 
• the minimum energy level, Eij , of the jth subband of the ith valley in the E-k 
space 
• the carrier concentration, Nij , for the jth subband of the ith valley in the E-k 
space 
• the average distance of carriers separated from the surface, zij , for the jth 
subband of the ith valley in the E-k space 
• the average distance of total carriers from the surface, zav 
• the envelope function, ζij(z) , for each subband 
• the electrostatic potential, φ(z) , and the surface band bending, ψs 
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The study of QM confinement effects in the MIS system will be focused on all the 
quantities listed above. 
 
4.1 Comparison between Classical and QM Results 
 
4.1.1 Surface Band Bending ψs 
 
A popular criterion for the onset of strong inversion is that the surface band bending 






kTinv == φψ . Under this condition, the 
electron concentration at the surface becomes equal to the depletion charge density NA. 
The classical model says that the surface band bending ψs will be almost ‘pinned’ at 
this value after inversion takes place since a slight increase in the surface potential 
results in a large buildup of electron density at the surface. Fig. 4.1 shows the surface 
band bending varying with the surface electric field for both classical and QM models. 
The substrate doping NA is 1x1017cm-3 in this figure. 
 
The surface band bending from the QM model is considerably larger than that from the 
classical model at high surface electric fields. This indicates the importance of 
considering QM effects for devices with ultra-thin gate oxide where the surface 
electric field is high. The surface band bending as a function of the surface electric 
field for different substrate doping concentrations of 1x1017cm-3, 5x1017cm-3 and 
1x1018cm-3 is shown in Fig. 4.2. This plot shows the importance of the QM effect for 
different substrate doping concentrations, which are within the range of the substrate 
doping concentration used in the current silicon CMOS technology.  
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Thus the band bending is considerably higher when the QM effect is accounted for. 
The model without considering the QM confinement effects will lead to the errors in 
the evaluation of the surface electric field versus the gate-voltage relationship. This in 
turn will cause significant error in modeling the current through the insulator, since the 
insulator electric field is directly related to the surface electric field through the 
continuity of the electric displacement vector. For example, under the same gate 
voltage, if the QM effect is not considered, the surface band bending is underestimated. 
This will lead to the overestimation of the surface electric field, which will lead to 




























Figure 4.1. Surface band bending as a function of the surface electric field with the 



























N =1x10 cm 
N =5x10 cm  
N =1x10 cm  
  
Figure 4.2. Surface band bending as a function of the surface electric field for 




4.1.2 Density of States (DOS) 
 






EEmgED −×××=      (4.1) 
In order to compare with the QM 2-D density of states, Dcl(E) has to be integrated in 
the z-direction from z=0, which is the conduction band edge, to z=(E-Ec)/qF, at which 
the band edge is at the energy E. F is the mean electric field in the z-direction and if z 
is close to the interface, it can be taken as the surface electric field, Fsi. The 2-D 











































where the DOS effective mass md is taken as (mxmymz)1/3, which is equal to 0.33m0 
classically.  
The QM 2-D density of states is shown to be 2)( hπ
diimgED =  from Eq. (2.11). It only 
depends on the particular valley and is independent of the energy level (subband 
minima). The calculated 2-D density of states in the conduction band versus energy 
(E-Ec) for both classical and QM models are shown in Fig. 4.3. The substrate doping 
concentration is 5x1017cm-3 and the surface potential is 0.8V for this figure. For the 
classical density of states, the states exist from E-Ec=0, which is the conduction band 
edge, and increase continually to the higher energy away from the conduction band 
edge. In contrast, for the QM case, the states exist only from the minima of the first 
subband, E10, and increase in a step-like manner. The step height is larger when the 
subband minima are from the higher valley (i=2) than that when the subband minima 
are from the lower valley (i=1). This is because the DOS in the higher valley is about 
four times of that in the lower valley (i=1) since the degeneracy factor in the higher 
valley is twice of that in the lower valley and the DOS effective mass in the higher 
valley is also about two times of that in the lower valley as seen from Table 2.1. The 
DOS plot in Fig. 4.3 shows significant difference between the results obtained from the 























Figure 4.3. The 2-D density of states (DOS) in the conduction band versus energy (E-
Ec) for both classical and QM results. The substrate doping concentration is 5x1017cm-3 
and the surface potential is 0.8V. 
 
 
4.1.3 Spatial Charge Distribution 
 
Classically the peak of the electron concentration is at the surface and the spatial 







i ψ=  where ψ(z) is the band 
bending at position z. The band bending is maximum at the surface ( z=0 ), thus the 
electron concentration peaks at the surface in the classical model. In the QM model, 
because the wavefunction ζ is zero at the surface if the effect of wave penetration is 
neglected, the peak of the electron concentration will be displaced at some distance, 
typical 10-20Å, away from the surface. This effectively increases the insulator 








from the physical insulator thickness in modern devices. Figure 4.4 illustrates this 
point. In this figure, the substrate doping concentration is 5x1017cm-3 and the surface 
potential is 0.8V. The total electron concentration is smaller in the QM model as 
compared to the classical prediction. This also implies that the threshold voltage will 
be higher when QM effects are considered since a higher gate voltage is needed in 
order to obtain the same amount of charge as that in the classical model. 
 

























Figure 4.4. The spatial charge distribution for both classical and QM models. The 





4.2 Self-Consistent Results 
 
The electrostatic potential profile, φ(z), obtained from the solution of a 1-D Poisson 
equation and invoking the depletion approximation (denoted as non-self consistent 1-D 






s ψεψφ −=        (4.3) 
where the following definitions are made: φ(z=0)=ψs and φ(z=Wd)=0 and ψs is the 






ψε2=         (4.4) 
 
The electrostatic potential in the triangular approximation is expressed as  
 zFz si=)(φ          (4.5) 








ψ2=         (4.6) 
 
The potential profile from the self-consistent QM simulation, 1-D non-self consistent 
Poisson solution and triangular approximation are shown in Fig. 4.5. The surface band 
bending is 0.9V for this figure. The potential profile from the NSC Poisson solution is 
very close to the result from the QM model. It suggests that the NSC Poisson solution 
invoking the depletion approximation provides a very good approximation to the 
potential profile even at the onset of strong inversion. The triangular approximation 
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provides reasonable approximation to the potential profile for the region near the 





















Figure 4.5. The potential profile from the self-consistent quantum mechanical 
simulation, 1-D non-self consistent Poisson solution and triangular approximation with 
surface band bending ψs=0.9V. The substrate doping concentration is 5x1017cm-3. 
 
When the surface band bending is very large, as in strong inversion, the potential 
profile from the NSC Poisson solution will be quite different from that of the QM 
model. This is because the depletion approximation does not take into account the 
inversion charges. The comparison of the potential profiles from the NSC Poisson 
solution and QM model when the surface band bending ψs=1.4V is shown in Fig 4.6. 
In fact, when ψs=1.4V, the device is under very strong inversion and the depletion 
approximation is no longer valid under such condition. However, Eq. (4.3) is still used 
for the NSC Poisson solution for the purpose of comparison. The effect of large 
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inversion charge near the surface can be clearly seen from the curve of the QM model. 























Figure 4.6. The potential profile from the quantum mechanical model and 1-D non-
self consistent Poisson solution with the surface band bending ψs=1.4V. The substrate 




The miminum energy levels for different subbands varying with different surface 
electric field, Fsi, is shown in Fig. 4.7. The substrate doping concentration is  
5x1017cm-3. All the energy levels are with reference to Ec(0), which is the edge of the 
conduction band at the surface. As the surface electric field increases, the eigenenergy 
will increase. The first energy level is E10, and the second energy level is E20. The third 
energy level is E11, which is always very close to E20. The following energy levels after 
E11 are E12, E13, E21, E14, etc. This implies that the barrier height is not strictly defined 
for electrons in the conduction band of silicon. Even for each subband the barrier 
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height is not constant, but is dependent on the surface electric field. For example, as 
shown in Fig. 4.7, assuming that the barrier height from the bottom of conduction band 
(Ec(0)) to the oxide conduction band is 3.15eV, the barrier height for the first subband, 
E10, is 3.05eV (i.e., 3.15-0.1 eV) for Fsi=0.5MV/cm and 2.85eV (i.e., 3.15-0.3 eV) for 
Fsi=3MV/cm. This reduction of barrier height will significantly affect the evaluation of 
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Figure 4.7. The miminum energy levels for different subbands as a function of the 
surface electric field. The substrate doping concentration is 5x1017cm-3. All the energy 




In Fig. 4.8, the first five energy levels relative to the Fermi energy level under different 
surface electric fields are shown. All the energy levels and Fermi energy level are with 
reference to Ec(0), which is the edge of the conduction band at the surface. The 












energy level will fall below the Fermi energy level, indicating that there is a very high 
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Figure 4.8. The first five energy levels relative to the Fermi energy level under 
different surface electric field. All the energy levels and Fermi energy level are with 
reference to Ec(0), which is the edge of the conduction band at the surface. The 
substrate doping concentration is 5x1017cm-3. 
 
The relative occupation factor for each subband under different surface electric fields 
is shown in Fig. 4.9. The occupation factor is defined as the number of electrons in the 







 Factor  Occupation       (4.7) 








The first three subbands will contribute most of the inversion charge. In fact, the 
contribution from the rest of the subbands (excluding the first three) will be less than 
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Figure 4.9. The relative occupation factor for each subband under different surface 
electric field. The substrate doping concentration is 5x1017cm-3. 
 
 
The variation of the first eigenenergy E10 with surface electric field for different 
substrate doping concentration is plotted in Fig. 4.10. The different substrate doping 
concentrations are 1x1017cm-3, 5x1017cm-3 and 1x1018cm-3. The first eigenenergy is 
almost identical at the same surface electric field for different substrate doping 
concentration. This result can be expected since the potential well will be similar if the 
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Figure 4.10. The first eigenenergy E10 for different substrate doping concentration 
varying with the surface electric field. The different substrate doping concentrations 
are 1x1017cm-3, 5x1017cm-3 and 1x1018cm-3. 
 
The average distance of the charge distribution, zij, for each subband and the average 
distance of the total charge distribution, zav, as a function of inversion charge Ninv are 
plotted in Fig. 4.11. The average distance zav from the depletion approximation is also 
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z                    (4.9) 
The average distance of the charge distribution from the QM model will be further 
away from the surface as compared to that from the classical model. This phenomenon 











electrical insulator thickness is different from the physical insulator thickness in 














Figure 4.11. The average distance of the charge distribution, zij, for each subband and 
the average distance of the total charge distribution, zav, as a function of inversion 





One of the most common uses of the QM C-V curves is to determine the equivalent 
oxide thickness (EOT). If high-k dielectrics are used for the gate insulator, the 
equivalent EOT is calculated as tox=εox/ εi*ti , where εi is the dielectric permittivity of 
the insulator and ti is the insulator thickness.  
 
Traditionally, the physical EOT is found from the accumulation capacitance by 
tox=εox/Cox, where Cox is the accumulation capacitance per unit area. However, QM and 






Zav by depletion approximation
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Although there is no poly-depletion effect in the accumulation region, QM effects also 
make the extraction of physical EOT very difficult. 
 
A simulated low-frequency C-V curve is shown in Fig. 4.12. The substrate doping 
concentration NA is 5x1017cm-3, the oxide thickness tox is 20Å and the doping 
concentration of the n+ polysilicon gate is 1x1020cm-3. The line with the value of εox/tox 
is also shown for comparison. The significant difference of the gate capacitance in the 
accumulation region (negative Vg) indicates that it is not correct to use the 
accumulation capacitance to extract the physical EOT due to QM effects. In the strong 
inversion region (positive Vg), the difference of the gate capacitance from the value of 
εox/tox shows the existence of both QM and the poly-depletion effects. The continuous 
reduction of capacitance with gate voltage is caused by the poly-depletion effect. The 
electrical EOT is measured from the inversion region since the devices are usually 
operating in this region. Thus the increase of the electrical EOT from the physical EOT 
is caused by both QM and poly-depletion effects. This phenomenon is recognized in 
the roadmap prediction of ITRS 2002 and is known as gate depletion and quantum 





















Figure 4.12. A simulated low-frequency C-V curve. The substrate doping 
concentration NA is 5x1017cm-3, the oxide thickness tox is 20Å and the doping 
concentration of the n+ polysilicon gate is 1x1020cm-3. The line with the value of εox/tox 
is shown for comparison. 
 
The simulated low-frequency C-V curves for different gate oxide thickness of 20Å, 
40Å and 80Å are shown in Fig. 4.13. The substrate doping concentration NA is 
5x1017cm-3 and the doping concentration of the polysilicon gate is 1x1020cm-3. The 
gate capacitances are normalized with the value of εox/tox . The larger difference from 
the value of εox/tox for the thinner oxide devices means that QM effects are more 
pronounced for the thin-oxide devices. Also for the same polysilicon doping 
concentration, the poly-depletion effect is more severe for the thin-oxide devices. It 
suggests that a higher polysilicon doping concentration is needed for thinner oxide 
devices in order to suppress the poly-depletion effect. Unfortunately, the polysilicon 
doping concentration is lowered with a reduction in oxide thickness as technology 
advances. This is one of the reasons why the metal gate material is being researched to 















Figure 4.13. The simulated low-frequency C-V curves for different gate oxide 
thickness of 20Å, 40Å and 80Å. The substrate doping concentration NA is 5x1017cm-3 
and the doping concentration of the polysilicon gate is 1x1020cm-3. The capacitances 
are normalized with the value of εox/tox . 
 
The simulated low-frequency C-V curves for different substrate doping concentration 
NA of 1x1017cm-3, 5x1017cm-3 and 1x1018cm-3 are shown in Fig. 4.14. The oxide 
thickness is 20Å and the doping concentration of polysilicon is 1x1020cm-3. The 
capacitances are normalized with the value of εox/tox . The different substrate doping 
concentration causing the shift of flatband and threshold voltages can be seen in Fig. 
4.14. The C-V curves in accumulation and strong inversion are almost identical for 
different substrate doping concentration. The QM effects and poly-depletion effects in 
the accumulation and strong inversion regions will be almost independent of substrate 
doping concentration (except when substrate doping affects the surface band bending 
and surface electric field) and only dependent on the surface electric field. The only 





inversion regions is that the same QM effect and poly-depletion effect occur at slightly 













Figure 4.14. The simulated low-frequency C-V curves for different substrate doping 
concentration NA of 1x1017cm-3, 5x1017cm-3 and 1x1018cm-3 . The oxide thickness is 
20Å and the doping concentration of the polysilicon gate is 1x1020cm-3. The 
capacitances are normalized with the value of εox/tox . 
 
The simulated low-frequency C-V curves for different polysilicon gate doping 
concentration of 1x1020cm-3 and 5x1019cm-3 and without the poly-depletion effect are 
shown in Fig. 4.15. The oxide thickness is 20Å and the substrate doping concentration 
NA is 5x1017cm-3. The capacitances are normalized with the value of εox/tox. It can be 



















Figure 4.15. The simulated low-frequency C-V curves for polysilicon doping 
concentrations of 1x1020cm-3 and 5x1019cm-3 and without the poly-depletion effect. 
The oxide thickness is 20Å and the substrate doping concentration NA is 5x1017cm-3. 













4.3 Comparison between Different C-V Simulators 
 
 
As QM effects are becoming more and more important in the modern silicon devices, 
many universities and institutions have developed one-dimensional QM software to 
simulate the C-V curves. The popular ones are as follows: 
• QM C-V simulator developed by the Device Group at UC Berkeley (UCB) 
• UTQuant program developed at UT-Austin (UTQuant) 
• A program developed by Hauser’s group at NCSU (NCSU) 
• Nanotechnology Engineering Modeling Program (NEMO) 
The simulator from UCB will be described in detailed first and other simulators will be 
briefly introduced. Their results are used to compare with that from the QM simulator 
developed in this project to check for agreement. 
 
In the QM simulator developed by UC Berkeley, a quantum box is defined from z=0 to 
z=2000Å. The infinite barriers are defined at the boundaries. All the bound states and 
extended states for electrons and holes are solved equally in this box and the Fermi-
Dirac distribution is used. The Schrödinger and Poisson equations are represented and 








ζζζ =+− h  is written in the finite difference approximation as 
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Rearranging Eq. (4.10) into the matrix form, one obtains 
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
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                 (4.12) 
 
Thus the value E is the eigenvalue of matrix H and ζ is the eigenvector of the matrix H. 
After defining mesh points in the z-direction, if the potential profile V(z) is known, the 
matrix H can be constructed. The eigenvalues of H is E and the mimimum of E is the 
first subband energy level while the eigenvector of H is ζ.  
 







ρφ −=  in the simplest finite difference 








11 2                 (4.13) 
 
Rearranging it into the matrix form, one obtains 
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siερφ /−=Α                  (4.15) 
 
Thus, the electrostatic potential φ(z) can be solved as 
 
siερφ /1−Α−=                  (4.16) 
 
 
The bound states and extended states for electrons and holes are solved equally in this 
simulator. Thus the charge density ρ(z) needs to include the charge distribution from 
both electrons and holes, following a similar equation as (2.7), as well as the immobile 
dopant ions ( acceptor or donors ). After defining the mesh points in the z-direction, 
the matrix A can be easily obtained. Thus the electrostatic potential φ(z) can be 
obtained. 
 
UTQuant is another self-consistent QM Poisson solver. NEMO, which is a 
nonequilibrium Green’s function simulator, has the effects of multiband scattering, 
inelastic scattering, and interface roughness included [25]. The NCSU simulator is 
based on a model containing first-order physics approximations, in which the leakage 
current is modeled as a conductance in parallel with the oxide capacitance and the 
series resistance in bulk silicon is also considered [29]. 
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The MIS structure used in the simulation consists of n-type polysilicon as the gate 
electrode, ideal SiO2 (i.e., no oxide charges) used as the gate insulator and a p-type 
silicon substrate. In Fig. 4.16, the C-V curves from the different simulators are 
compared using a MIS structure with oxide thickness of 30Å, substrate doping 
concentration of 3x1017cm-3 and polysilicon doping concentration of 5x1019cm-3.  In 
Fig. 4.17, the C-V curves from the different simulators are compared for a MIS 
structure with a smaller oxide thickness of 10Å, higher substrate doping concentration 



























Figure 4.16. C-V curves from different simulators. The MIS structure has an oxide 
thickness of 30Å, a substrate doping concentration of 3x1017cm-3 and a polysilicon 




























Figure 4.17. C-V curves from different simulators. The MIS structure has an oxide 
thickness of 10Å, a substrate doping concentration of 1x1018cm-3 and a polysilicon 




The minimum capacitance and threshold voltages agree quite well. The matching in 
the strong inversion region is generally good. The extracted parameters from the 
simulation for the two MIS structures are summarised in the Tables 4.1 and 4.2. There 
is some large difference between different simulators in the accumulation region, 
especially when the gate oxide is very thin, as shown in Fig. 4.17 for the oxide 
thickness of 10Å. The gate capacitance in the accumulation region from the developed 
simulator in this work is slightly larger than that from the other simulators. This may 
be due to the different physical fundamentals as well as the computational methods 




Table 4.1. Parameters extracted from different simulators. The MIS structure has an 
oxide thickness of 30Å, a substrate doping concentration of 3x1017cm-3 and a 
polysilicon doping concentration of 5x1019cm-3. 
simulators Cmin 
(µF/cm2) 




present work 0.14 -1.13 0.05 0.95 0.86 
NCSU 0.15 -1.13 0.0 0.93 0.86 
NEMO 0.15 -1.28 0.0 0.89 0.86 
UCB 0.15 -1.14 0.0 0.93 0.86 
UTQuant 0.15 -0.95 0.0 0.90 0.86 
 
 
Table 4.2. Parameters extracted from different simulators. The MIS structure has an 
oxide thickness of 10Å, a substrate doping concentration of 1x1018cm-3 and a 
polysilicon doping concentration of 1x1020cm-3. 
simulators Cmin 
(µF/cm2) 




present work 0.29 -1.09 -0.05 2.44 1.75 
NCSU 0.29 -1.08 -0.05 2.40 1.76 
NEMO 0.29 -1.15 -0.05 1.95 1.74 
UCB 0.29 -1.08 -0.05 2.33 1.76 
UTQuant 0.29 -0.92 -0.05 2.20 1.76 
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4.4 Wave Function Penetration 
 
The wave function penetration into the insulator has been considered in the modelling 
of the direct tunneling current. Only recently the wave function penetration effect on 
the modelling of gate capacitance has received some attention [18-19]. In this section, 
the wave function penetration effect will be studied in more detail and its effect on the 
gate capacitance is shown. 
 
The effective mass of the carriers in the oxide is a topic of discussion. In this study, the 
effective mass for both electrons and holes in the oxide are assumed to be 0.5m0. The 
probability density of the electrons in the first subband of the lower valley with and 
without wave function penetration into the gate oxide is shown in Fig. 4.18. The 
probability density of the electrons in the second subband of the lower valley with and 
without wave function penetration into the gate oxide is shown in Fig. 4.19. The 
probability density function decays exponentially in the oxide. Also it can be seen 
from both curves that the peaks of the probability density function shift closer to the 
silicon/insulator interface at z=0 when the wave function penetration effect is present. 
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Figure 4.18. The probability density of the electrons in the first subband of the lower 
valley with and without wave function penetration into the gate oxide. 
 
 
























Figure 4.19. The probability density of the electrons in the second subband of the 
lower valley with and without wave function penetration into the gate oxide. 
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The penetration factor is defined as the total probability of the electron wave function 




 Factor n  Penetratio ∫
∞
= ψ                 (4.17) 






dzψ . The penetration factor for the first three subbands as a function of the 
surface electric field is shown in Fig. 4.20. The substrate doping concentration is 
5x1017cm-3. The wave function in the first subband of the lower valley penetrates most 
into the oxide. It can also be seen that the wave function penetrates more into the 
dielectric as the surface electric field increases. 
 



















Figure 4.20. The penetration factor for the first three subbands as a function of the 




The wave function penetration can be easily applied to other dielectrics with different 
energy barrier heights. Figure 4.21 shows the penetration factor of the first subband for 
different barrier heights when the surface electric field is 0.5MV/cm, 1MV/cm and 
2MV/cm. The substrate doping concentration is 5x1017cm-3. The electron effective 
mass in the insulator is assumed to be 0.5m0 for all cases of the barrier height. It is seen 
from Fig. 4.21 that a smaller barrier height will result in greater wave function 
penetration.  
 



















Figure 4.21. The penetration factor of the first subband for different barrier heights 
when the surface electric field is 0.5MV/cm, 1MV/cm and 2MV/cm. The substrate 
doping concentration is 5x1017cm-3. 
 
 
The wave function penetration will change the eigenenergy, Eij, which is the energy 
minima of each subband. The difference between the eigenenergies of the first three 
subbands, E10, E11 and E20, with and without wave function penetration is shown in Fig. 
4.22. The solid lines are for the eigenenergies with penetration while the dash lines are 
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for the eigenenergies without penetration. The lines with diamond, triangular and 
rectangular symbols are for E10 , E20 and E11 respectively. The eigenenergies Eij,without-















Figure 4.22. The eigenenergies of the first three subbands, E10 , E11 and E20, with and 
without wave function penetration as a function of the surface electric field. The solid 
lines are for the eigenenergies with penetration while the dash lines are for the 
eigenenergies without penetration. The lines with diamond symbols are for E10, 
triangular symbols for E20 and rectangular symbols for E11. 
 
The deviation of Eij between the results with and without wave function penetration is 
defined as  
 npenetratio- withij,npenetratio- withoutij,ij EE E ofDeviation −=              (4.18) 
Figure 4.23 shows the deviation of eigenenergies for the first three subbands, E10 , E11 



























Figure 4.23. The deviation of eigenenergies for the first three subbands, E10 , E11 and 




The relative deviation of Eij between the results with and without wave function 








−=            (4.19) 
Figure 4.24 shows the relative deviation of eigenenergies for the first three subbands, 
E10 , E11 and E20, with and without wave function penetration as a function of the 
surface electric field. The wave function penetration effect will lower the 
eigenenergies by a few tens of meV and this is dependent on the surface electric field. 
The reduction of eigenenergies due to the wave function penetration effect increases 






























Figure 4.24. The relative deviation of eigenenergies for the first three subbands, E10 , 




The wave function penetration effect will also change the average distance of electrons 
from the surface in each subband as well as that of total electrons from the surface. In 
Fig. 4.25, the average distance of electrons, z10 and z20, and the average distance of 
total electrons, zav, from the surface with and without wave function penetration are 
shown. The solid lines are for the simulation without penetration while the dash lines 
are for that with penetration. The wave function effect will reduce the distance of 
electrons from the surface, which will effectively increase the electrical oxide 
thickness. In Fig. 4.26, the difference of the distance of electrons from the surface with 
and without wave function penetration is plotted. The difference increases as the 





















Figure 4.25. The average distance of electrons, z10 and z20, and the average distance of 
total electrons, zav, from the surface with and without wave function penetration. The 

























Figure 4.26. The difference of the distance of electrons from the surface for z10, z11, z20 









The effect of wave function penetration on C-V curves can be intuitively analyzed. 
From Fig. 4.25 and Fig. 4.26, when the electric field is 2MV/cm , the average distance 
of electrons from the surface zav is about 1.3nm while the wave function penetration 
effect will reduce it by 0.13nm. If it is assumed that there is no poly-depletion effect 
first and the physical oxide thickness is 3nm, the electrical oxide thickness would be 
around 4.3nm and the reduction in electrical oxide thickness due to the wave function 
penetration would be around 3%. If the poly-depletion effect is present, the wave 
function effect is difficult to be noticed. So the wave function effect will only become 
significant when the following conditions are met:  
(1) since the reduction in electrical oxide thickness due to the wave function 
penetration will increase as the surface electric field increase, as shown in Fig. 4.26, 
the surface electric field needs to very high in order that the reduction can be 
significant; 
(2) the oxide thickness is very thin so that the reduction in the electrical oxide 
thickness due to the wave function penetration effect can be a significant proportion of 
the physical oxide thickness;  
(3)  there is no poly depletion effect, e.g. when the metal gate is used. 
 
In the weak inversion region, the immobile acceptor ions are dominant over the 
inversion charges. Thus the effect of the wave function penetration will not affect the 
C-V curves in this region. The wave function effect on C-V curves in the accumulation 
region is similar to that in the strong inversion region except that the quantum 
mechanical effect is caused by hole quantization in accumulation while it is caused by 
electron quantization in the strong inversion region for a p-type silicon MIS structure. 
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The C-V curves with and without wave function penetration are shown in Fig. 4.27. 
Each C-V curve covers the operating regions from accumulation to inversion. The 
substrate doping concentration is 1x1018cm-3, the oxide thickness is 10Å and the 
polysilicon gate doping concentration is 5x1020cm-3. The difference with and without 
wave function penetration can be seen in the accumulation and strong inversion 
regions. As the wave function penetration effect can reduce the effective oxide 




























Figure 4.27. The C-V curves with and without wave function penetration. The 
substrate doping concentration is 1x1018cm-3, the oxide thickness is 10Å and 





In this chapter, the QM results are compared with the classical results first. This shows 
the importance of considering QM effects in modern devices since the presence of QM 
effects changes the surface band bending, density of states (DOS) and spatial charge 
distribution significantly. The quantities relating to QM effects and the capacitance-
voltage (C-V) relationship are studied. 
 
The C-V results obtained in this work are compared with that obtained from simulators 
developed by other universities or research institutions (i.e., UCB, UTQuant, NEMO 
and NCSU). The results are in good agreement in the inversion region while some 
small discrepancies exist between different simulators in the accumulation region.  
 
Finally, the wave function penetration effect into the insulators is investigated and the 
C-V results with and without this effect are compared. The wave function penetration 
effect will lower the eigenenergies, Eij, and reduce the average charge separation from 
the surface, zav. It is also found that the wave function penetration effect has some 















In this project, a program which solves the Schrödinger and Poisson equations self-
consistently is written in Fortran 90 for a p-type silicon MIS structure in both inversion 
and accumulation regions. The Poisson equation is solved by the Numerov integration 
method while the Schrödinger equation is solved by combining the shooting method 
and Numerov method.   
 
A simplified method for simulation in the accumulation region is developed. A 
quantum box is defined from the silicon/insulator interface to the bulk silicon. The 
extended states are treated equally as the bound states within this box. All the states 
from the subbands whose energy levels are below the bulk valence band level are 
neutralized by the immobile acceptor ions. Only those states from the subbands whose 
energy levels are above the bulk valence band level are accounted for in the simulation. 
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The quantum confinement effects in a MIS structure are studied with the developed 
simulator and the results are compared with the classical model. It shows that the QM 
effects have changed the surface band bending, the density of states (DOS) and the 
spatial charge distribution significantly from the classical model. The quantities 
relating to QM effects have been studied in detail.  
   
The capacitance-voltage (C-V) results obtained in this work are compared with that 
obtained from simulators developed by other universities or research institutions (i.e., 
UCB, UTQuant, NEMO and NCSU). The results are in good agreement in the 
inversion region while some discrepancies exist between different simulators in the 
accumulation region.  
 
Finally, the wave function penetration effect into the insulators is investigated and the 
C-V results with and without this effect are compared. It is found that the wave 
function penetration effect has some impact on the C-V curves when the equivalent 








The QM simulation program is developed for a p-type silicon substrate MIS structure 
in this project. The extension to a n-type silicon MIS structure would be 
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straightforward. However, the bound carriers are holes in the inversion region and 
electrons in the accumulation region for the n-type silicon MIS devices. 
 
The effective mass approximation is adequate for considering the quantization effects 
on electrons but it remains controversial for holes due to the band-mixing effect and 
the complicated valence band structure. It is necessary to investigate more into this 
issue for a more accurate description of the hole behavior in silicon. 
 
The effective mass for both electrons and holes in the gate oxide needs more attention. 
Although it has been shown that using a constant effective mass mox may be adequate 
for the capacitance-voltage modeling, it may be more critical when the tunneling 
current is considered. The field-dependent effective mass in the oxide has been 
proposed by some authors. As new materials for gate insulators are being explored, the 
carrier effective mass in these insulators remain as a wide open topic. 
 
The direct tunneling current is another important topic. Use of QM calculations for the 
silicon substrate and a modified WKB approximation for the transmission probability 
through the insulator is a common approach for predicting the direct tunneling current. 







[1] F. Stern and W. E. Howard, “Properties of semiconductor surface 
inversion layers in the electric quantum limit”, Phys. Rev., vol. 163,  
pp. 816-835, 1967. 
 
[2] F. Stern, “Iteration methods for calculating self-consistent fields in 
semiconductor inversion layers”, Journal of Computational Physics,  
no. 6, pp. 56-67, 1970. 
 
[3] F. Stern, “Self-consistent results for n-type Si inversion layers”, Phys. 
Rev. B., vol. 5, pp. 4891-4899, 1972. 
 
[4] T. Ando, A. B. Fowler and F. Stern, ”Electronic properties of two-
dimensional systems”, Reviews of Modern Physics, vol. 54, No. 2,  
pp. 437-672, April 1982. 
 
[5] M. Abramowitz and I. A. Stegun, Eds., Handbook of Mathematical 
Functions, Washington, D.C: U.S. GPO, 1964. 
 
[6] S. M. Sze, “Physics of Semiconductor Devices”, John Wiley & Sons, 





[7] C. Moglestue, “Self-consistent calculation of electron and hole 
inversion charges at silicon-silicon dioxide interfaces”, Journal of 
Applied Physics, vol. 59, no. 9, pp. 3175-3183, May 1986. 
 
[8] H. H. Mueller and M. J. Schulz, “Simplified method to calculate the 
band bending and the subband energies in MOS capacitors”, IEEE 
Transactions on Electron Devices, vol. 44, no.9, pp. 1539-1542, 
September 1997. 
 
[9] N. Yang,  W. K. Henson, J. R. Hauser and J. J. Wortman, “Modeling 
study of ultrathin gate oxides using direct tunneling current and 
capacitance-voltage measurements in MOS devices”, IEEE 
Transactions on Electron Devices,  vol. 46, no.7, pp. 1464-1471, July 
1999.  
 
[10] L. F. Register, E. Rosenbaum and K. Yang, “Analytic model for direct 
tunneling current in polycrystalline silicon-gate metal-oxide-
semiconductor devices”, Applied Physics Letters, vol. 74, no. 3,  
pp. 457-459, January 1999. 
 
[11] J. Sune, P. Olivo and B. Ricco, “Self-consistent solution of the Poisson 
and Schrödinger equations in  accumulated semiconductor-insulator 




[12] J. Sune, P. Olivo and B. Ricco, “Quantum-mechanical modeling of 
accumulation layers in MOS structure”, IEEE Transactions on Electron 
Devices, vol. 39, no. 7, pp. 1732-1738, July 1992. 
 
[13] F. Rana, S. Tiwari and D. A. Buchanan, “Self-consistent modeling of 
accumulation layers and tunneling currents through very thin oxides”, 
Applied Physics Letters, vol. 69, no. 8, pp. 1104-1106, August 1996. 
 
[14] J. A. Lopez-Villanueva, I. Melchor, F. Gamiz, J. Banqueri and J. A. 
Jimenez-Tejada, “A model for the quantized accumulation layer in 
metal-insulator-semiconductor structures”, Solid-State Electronics,  
vol. 38, no. 1, pp. 203-210, 1995.  
 
[15] S. Saito, K. Torii, M. Hiratani and T. Onai, “Analytical quantum 
mechanical model for accumulation capacitance of MOS structures”, 
IEEE Electron Device Letters, vol. 23, no. 6, pp. 348-350, June 2002. 
 
[16] C. A. Richter, A. R. Hefter and E. M. Vogel, “A comparison of 
quantum-mechanical capacitance-voltage simulators”, IEEE Electron 
Device Letters, vol. 22, no.1, pp. 35-37, January 2001. 
 
[17] Y. T. Hou and M. F. Li, “Hole quantization effects and threshold 
voltage shift in pMOSFET – assessed by improved one-band effective 
mass approximation”, IEEE Transactions on Electron Devices, vol. 48, 
no. 6, pp. 1188-1193, June 2001. 
 94
 
[18] S. Mudanai, L. F. Register, A. F. Tasch and S. K. Banerjee, 
“Understanding the effects of wave function penetration on the 
inversion layer capacitance of NMOSFETs”, IEEE Electron Device 
Letters, vol. 22, no. 3, pp. 145-147, March 2001. 
 
[19] A. Haque and M. Z. Kauser, “A comparison of wave-function 
penetration effects on gate capacitance in deep submicron n- and p-
MOSFETs” , IEEE Transactions on Electron Devices, vol. 49, no. 9, 
pp. 1580-1587, September 2002. 
 
[20] W. Hansch, T. Vogelsang, R. Kircher, and M. Orlowski, “Carrier 
transport near the Si/SiO2 interface of a MOSFET”, Solid-state 
Electron., vol.32, pp. 839-849, 1989. 
  
[21] M. J. van Dort, P. H. Woerlee and A. J. Walker, “A simple model for 
quantization effects in heavily-doped silicon MOSFET’s at inversion 
conditions”, Solid-State Electron., vol. 37, no. 3, pp. 411-414, 1994. 
 
[22] S. A. Hareland, S. Krishnamurthy, S. Jallepalli, C. F. Yeap, K. Hasnat, 
A. F. Tasch and C. M. Maziar, “A computationally efficient model for 
inversion layer quantization effects in deep submicron N-channel 
MOSFET’s”, IEEE Transactions on Electron Devices, vol. 43, no. 1, 
pp. 90-96, January 1996.  
 
 95
[23] S. A. Hareland, M. Manassian, W. K. Shih, S. Jallepalli, H. H. Wang, 
G. L. Chindalore, A. F. Tasch and C. M. Maziar, “Computationally 
efficient models for quantization effects in MOS electron and hole 
accumulation layers”, IEEE Transactions on Electron Devices, vol. 45, 
no. 7, pp. 1487-1493, July 1998. 
 
[24] Z. Yu, R. W. Dutton and R. A. Kiehl, “Circuit/Device modeling at the 
quantum Level”, IEEE Transactions on Electron Devices, vol. 47,  
no. 10, pp. 1819-1825, Oct 2000. 
 
[25] R. Lake, G. Klimeck, R. C. Bowen, and D. Jovanovic, “Single and 
multiband modeling of quantum electron transport through layeyed 
semiconductor devices”, Journal of Applied Physics, vol. 81, no. 12,  
pp. 7845-7869, Jun 1997. 
 
[26] S. E. Koonin and D. C. Meredith, “Computational Physics”, Addison-
Wesley, 1990. 
 
[27] Y. Taur and T. H. Ning, “Fundamentals of Modern VLSI Devices”, 
Cambridge University Press, 1998.  
 
[28] Y. T. Tan, “Quantum-Mechanical Modeling of MOS Devices”, Final 




[29] W. K. Henson, K. Z. Ahmed, E. M. Vogel, J. R. Hauser, J. J. Wortman, 
R. D. Venables, M. Xu and D. Venables, “Estimating oxide thickness of 
tunnel oxides down to 1.4nm using conventional capacitance-voltage 
measurements on MOS capacitor”, IEEE Electron Device Letters, vol. 





APPENDIX 1: LIST OF PUBLICATIONS 
 
[1] W. K. Chim, J. X. Zheng and B. H. Koh, “Modeling of charge 
quantization and wave function penetration effects in a metal-oxide-
semiconductor system with ultrathin gate oxide”, Journal of Applied 
Physics, vol. 94, No. 8, pp. 5273-5277, Oct 2003. 
[2] W. K. Chim, T. H. Ng, B. H. Koh, W. K. Choi, J. X. Zheng, C. H. Tung 
and A. Du, “Interfacial and bulk properties of zirconium dioxide as a 
gate dielectric in metal-insulator-semiconductor structures and current 
transport mechanisms”, Journal of Applied Physics, vol. 93, No. 9, pp. 
4788-4793, May 2003. 
[3] T. H. Ng, B. H. Koh, W. K. Chim, W. K. Choi, J. X. Zheng, C. H. Tung 
and A. Du, “Zirconium dioxide as a gate dielectric in metal-insulator-
semiconductor structures and current transport mechanisms”, 
Proceedings of the 5th IEEE International Conference on Semiconductor 
Electronics, pp.130-134, 2002. 
[4] B. H. Koh, T. H. Ng, J. X. Zheng, W. K. Chim, W. K. Choi, “Quantum 
mechanical modeling of capacitance and gate current for metal-insulator-
silicon structures using zirconium dioxide as the gate dielectric”, 
Proceedings of the 5th IEEE International Conference on Semiconductor 
Electronics, pp. 135-140, 2002. 
 
 
 
 
