Scheffers, M. T. M. (1983). Simulation of auditory analysis of pitch : an elaboration on the DWS pitch meter. America, 74(6), 1176-1725. https://doi.org/10.1121/1.390280
INTRODUCTION
In many normal speech communication situations the voice of the speaker reaches the listeners' ears somewhat disturbed by background sound. In his classical study on this "cocktail party problem" Cherry {1953) found that human listeners have a surprising ability to separate the target sound from the background, even when the background sound is the voice of another speaker. As part of our research effort to investigate perceptual separation of simultaneous sounds by exploring the auditory and cognitive processes involved, an attempt will be made to model this human ability. In this research we are primarily interested in the role of pitch differences between the two sounds in the separation process (e:g., Brokx and Nooteboom, 1982 ). For the model we therefore examined whether an existing model of pitch perception could be modified to serve our purpose. One of the most important characteristics of such a model should be that it is largely indifferent to signal components that are not harmonics of the target signal: simultaneous sounds will comprise many such spurious components viz. those of the second signal.
Most models are related to one of three recent theories of pitch perception, i.e., Wightman's pattern transformation theory (Wightman, 1973 ), Goldstein's optimum processor theory {Goldstein, 1973; Gerson and Goldstein, 1978) , and Terhardt's virtual pitch theory {Terhardt, 1974, 1979, 1980) . These three theories share the concept of a central formation of pitch on the basis of information derived from the frequencies of components resolved in the auditory frequency analysis. All three theories have at present reached a state in which they can be {or even have been) translated into a computer program. Goldstein's optimum processor theory is in our opinion the most promising for our purpose. The stochastic nature of this theory makes it most apt for quantitative predictions of the pitch perceived in periodic signals. A practical implementation of this theory is made in the DW$ pitch meter ofDuifhuis et al. {1979, 1982) . The occurrence of spurious components is explicitly mentioned and dealt with in their description of the determination of pitch on the basis of a set of aurally resolved components. Preliminary tests showed that this meter can successfully extract the pitch of speech signals at low signal-to-noise ratios. This means that it can discriminate between signal components and noisy ones, which can be considered as a first step in separating a signal from the background noise.
The DW$ meter, however, is optimized for the analysis of the pitch of normal speech sounds. It can make errors in determining the residue pitch of signals comprising only a few high {harmonic number above 5) harmonics. When a speech signal is disturbed by background sound, the lower harmonics might be masked. Some modifications are therefore proposed to reduce these errors. They consist of{1) a more faithful modeling of the auditory frequency analysis, which also led to a different component detection procedure and {2) a modification to the decision on the "best fitting fundamental" of the set of resolved signal components.. This paper introduces a model--which will be referred to as the MDWS model {Modified DWS)--which is an elaboration on the DWS meter. Results of a test of the performance of the model on complex signals comprising a few high harmonics will be described. Second, a comparison will be made between model estimates of the pitch of signals in a noise background and human pitch perception. The results of a listening experiment on discrimination of fundamental frequency of periodic sounds in a noise background {Schetfers, 1982) will to this end be compared with the accuracy of model estimates of the pitch of the experimental stimuli.
I. DESCRIPTION OF THE MDWS MODEL

A. Introduction
Because MDWS is essentially a modification of the DWS meter, a brief outline of the latter will be given first, followed by an argumentation for the proposed modifications.
Three stages can be discerned in the DWS procedure: (1) a frequency analysis of a short time frame of the acoustic signal, (2)detection of signal components, and (3)estimation of the fundamental frequency that optimally fits the set of resolved component frequencies. According to the Goldstein theory this fundamental frequency corresponds to the perceived pitch.
In the first stage a 128-point FFT amplitude spectrum is calculated for frequencies from 0 to 2.5 kHz of a 10-to 40-ms frame of the signal. The resolution bandwidth of this analysis is about 20 Hz.
In the second stage the spectrum is scanned for peaks from low to high frequencies. Each peak is checked (a) to be above an absolute threshold, (b) to be above a masked threshold that depends on the nearest accepted peak with a lower frequency, and (c) to have an acceptable shape. If a peak fulfills these conditions it is accepted as a signal component and a more accurate estimate of its frequency than provided by the FFT resolution is made by a quadratic interpolation on the three FFT points that define the peak. The estimated frequency values of the lowest six detected components form the input to the third stage.
In this final stage a harmonics sieve sifts out thos• components that bear a harmonic relation to one another and labels them with harmonic numbers. From the frequencies of the components that are accepted as harmonics and the harmonic numbers assigned to them, an optimum estimate is made of the best fitting fundamental frequency. This procedure will be more extensively described in Sec. I D. As mentioned earlier, the DWS meter is optimized for a fast analysis of the pitch of speech signals. This necessitated some restrictions on, e.g., the frequency range, the maximum number of resolved components, and the lowest acceptable harmonic number. Because of these restrictions the meter may make errors in estimating the residue pitch of signals consisting of only a few high harmonics. The reason for stressing this point is that similar problems arise in estimating the pitch of, for example, a vowel sound of which the lower harmonics are masked by another signal. A modification is therefore proposed in the harmonics sieve procedure to reduce these errors.
Secondly, the calculated masked threshold for a component is only determined in the DWS meter by the amplitude of the nearest detected component with a lower frequency. Masking is in reality a combined effect of all near components. It is at least more elegant if not more effective for the analysis to incorporate a more realistic simulation of auditory frequency analysis. Such a simulation would lead to fewer noisy components. It would also rule out the necessity of restricting the number of components to be detected because high harmonics fuse in the auditory frequency analysis and are not separately detectable (cf. Plomp, 1964) . For the reasoning behind the choice of most parameter values for the model the reader is referred to the paper by Duifhuis et al. As usual in this kind of processing, phase is ignored because pitch perception seems to be largely ii•dependent of the phase relation between the individual components. However, this is true only for those components that can be resolved in the auditory frequency analysis. Because the corn- 
C. Detection of components and estimation of their frequencies
Because the excitation patterns are derived from masking patterns, an aurally resolvable component should produce a maximum in the convolved spectrum. In the detection stage that spectrum is therefore scanned for local maxima and minima. The level of each maximum is compared with the levels of adjacent minima and when both peak-to-valley ratios exceed the--rather arbitrarily chosen-value of 1 dB the maximum is considered as being caused by the presence of a signal component. Through parabolic interpolation on the levels at the three FFT points that form the maximum the peak frequency is estimated with an accuracy which is an order of magnitude better than the FFT resolution and more in accordance with that of the auditory system (Goldstein, 1973}. The interpolation also gives information about the peak shape so that very shallow peaks can be rejected because they are in general caused by more than one component. Maxima with a level more than 43 dB below the absolute maximum in the spectrum are also rejected because they cannot be distinguished from side lobes of the Hamming window used in the frequency analysis. Only the estimated frequency values of components resolved in this way are retained for the pitch estimation stage.
This procedure leads to estimated frequency values which differ somewhat from the "real" component frequencies, owing to masking and the level of the component. These effects are•qualitatively at least--the same as the pitch shifts incorporated in the virtual pitch model (Terhardt, 1979) . In view of the order of magnitude of these effects and their variance between subjects the qualitative presence is judged sufficient for MDWS.
D. Pitch estimation
In determining the pitch of the set of resolved components two problems arise. First of all, it must be decided whether a component is a genuine harmonic or a spurious component due to an interfering sound. Secondly, when a component is accepted as a harmonic, the corresponding fundamental must be found. In other words, the component must be given the correct harmonic number. For this the harmonics sieve procedure is introduced in the DWS meter. Below, a general description of this DWS procedure will be given, followed by a proposed modification.
The harmonics sieve has meshes at the harmonic frequenciesfn = nfo with n = 1 to N. Each mesh has a width of 8% of the frequency to which it corresponds in order to allow for frequency shifts up to 4%. Successive meshes are not allowed to overlap. This restricts the number N of meshes to 12. The set of harmonic numbers that best fits the set of resolved component frequencies, can be determined by using the sieve. To this end the sieve is successively set at a number of positions in respect to the components. Each position is fully characterized by the fundamental of the sieve which varies from 50-500 Hz. A step size between successive positions of 3% of the fundamental frequency is chosen so that there is a slight overlap to minimize the chance of a component being missed.
At each position {i) a criterion value is calculated for the match of the sieve in this position to the set of components.
This criterion is basically a measure of the difference between the pattern of the sieve and that of the resolved components. The value is diminished for each component that passes a mesh and augmented {a) for each component that cannot pass a mesh {a spurious component) and {b) for each mesh through which no component passes {a missing harmonic}. The last decision cannot be taken for components with frequencies above the frequency to which the 12th mesh corresponds. These components are therefore disregarded in the criterion. The same is done for empty meshes above the highest one through which a component passes. In most cases only one optimal fit of the sieve is found. When the signal is heavily disturbed, however, two or more fits of the sieve sometimes obtain the highest Q value. The lowest estimate is in these cases taken for the pitch. The other estimates, however, are also available in the output of this stage because pitch ambiguities can also occur in the perception in such conditions. The model does not make an estimate of the residue pitch when less than three components can be detected but produces the estimated frequencies of those components. Goldstein, 1973, Fig. 7) . sd(f) = (f/10) ø'5 (4) (sd and fin Hz). Third, it is very probable that subjects used a priori knowledge on the pitch, because presentations started in the experiment at a high S/N ratio and the fundamentals were always in a small region during a run. Apart from the pitch estimation described in Sec. I D, the model therefore also made pitch estimates restricting the candidate fundamentals to regions from 10% below to 10% above the three stimulus fundamentals used viz. 75, 150, and 300 Hz. When analyzing signals of which the fundamental is not specifically known beforehand, the pitch estimate of the previous frame could, e.g., be used as the center frequency of such a "window." The width of the wind, ow could be chosen on the basis of the Q value for that estimate (as a measure of its reliability) such as is done in the DWS meter in a similar way. Therefore, the application of these preference regions will henceforth be referred to as tracking. The value of 10% is based on two findings: (1) On the results of the listening experiments which indicated thatfo differences greater than about 5 % could be discriminated as soon as the signals were just detectable, and (2) on the fact that if two or more candidate fundamentals obtained the highest Q value, they always differed more than 12% from each other. The present value avoids the necessity of a decision what to do with such multiple estimates. It sets at the same time a theoretical upper limit of 6% (for a uniform distribution of estimates) to the relative sd's to be found, which is in good agreement with the perceptual effects mentioned before. It is mentioned here that a value, larger than 12% would in general yield a few more estimates to be found for the lower S?N ratios. This would result in a somewhat greater sd, but would also give rise to multiple estimates. I found in a pilot study that multiple estimates occurred in about 5% of the signals if a value of 15% was chosen and in 15% for a value of 20%.
The standard deviations of the pitch estimates of the pulse train are plotted in Fig. 5 (filled symbols, solid In discussing the experimental results obtained with listeners (Scheffers, 1982) it was argued that for the vowel sounds in particular, there were two other cues besides residue pitch on the basis of which the subjects could discriminate the differences in fundamental frequency. First, the pitch of a strong low-frequency harmonic could be dominant. Second, due to the fact that the sampling frequency at which the vowel sounds were generated was varied to obtain differences in fundamental frequency, the spectral envelope of the signal was stretched when the fundamental frequency was increased. This could result in a perceptible change of the vowel quality.
For the vowel/u/the pitch of the strong 300-Hz component appeared to be dominant. The change in this pitch was probably used by the subjects to discriminate the differ- fact that the amount of internal noise that had to be added to the frequencies of resolved components to bring the model predictions into line with human perception is only a first approximation, this factor is neglected in the comparison.
4I realize that this is also a form of tracking. It was, however, necessary' in order to separate the two or more "optimal fits" that can occur for the same stimulus {see I D}. It also suppresses the enormous increase of the sd as a result of a single octave error. The value of 10% was chosen for reasons given at the end of the previous paragraph. The frequency with which the estimates were compared was in this case not fixed but was gradually built up during each series of measurements by adjusting it to the average of the estimates that were previously accepted.
