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ABSTRACT
Probing Pulsar Emission on Short Timescales: Rotating Radio
Transients, Cyclic Spectroscopy, and Single-Pulse studies of
Millisecond Pulsars
Nipuni T. Palliyaguru
Rotating radio transients (RRATs) are neutron stars are that characterized
by the emission of strong sporadic bursts. We have analysed the long- and short-
term time dependence of the pulse arrival times and the pulse detection rates for
eight RRAT sources from the Parkes Multi–beam Pulsar Survey (PMPS). We find
significant periodicities in the individual pulse arrival times from six RRATs. These
periodicities range from ∼30 minutes to 2100 days and from one to 16 independent
(i.e. non–harmonically related) periodicities are detected for each RRAT. In ad-
dition, we find that pulse emission is a random process on short (hour–long) time
scales but that most of the objects exhibit longer term (months–years) non–random
behaviour. We find that PSRs J1819−1458 and J1317−5759 emit more doublets
(two consecutive pulses) and triplets (three consecutive pulses) than is expected in
random pulse distributions. No evidence for such an excess is found for the other
RRATs. There are several different models for RRAT emission depending on both
extrinsic and intrinsic factors which are consistent with these properties.
Light travel time changes due to gravitational waves may be detected within
the next decade through precision timing of an array of millisecond pulsars. Re-
moval of frequency-dependent interstellar medium (ISM) delays due to dispersion
and scattering is a key issue in the detection process. Current timing algorithms
routinely correct pulse times of arrival (TOAs) for time-variable delays due to cold
plasma dispersion. However, none of the major pulsar timing groups routinely cor-
rect for delays due to scattering from multi-path propagation in the ISM. Scattering
introduces a phase change in the signal that results in pulse broadening and arrival
time delays. As a step toward a more comprehensive ISM propagation delay cor-
rection, we demonstrate through a simulation that we can accurately recover pulse
broadening functions (PBFs), such as those that would be introduced by multi-path
scattering, with a realistic signal-to-noise ratio, with consequent improvements in
timing precision. We also demonstrate that we can isolate the scattering delays from
other types of delays, and show that reductions in the timing residual root-mean-
square of more than a factor of two are possible through removal of time-variable
scattering delays. We also show that the effect of pulse-to-pulse “jitter” is not a
serious problem for PBF reconstruction, at least for jitter levels comparable to those
observed in several bright pulsars.
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Chapter 1
Introduction
1.1 Why study pulsars
Pulsars are full of exciting physics. They are born as neutron stars leftover
from supernova explosions. When stars with masses > 8M⊙ evolve from the main
sequence by burning H and He, forming heavier elements until an iron core is pro-
duced, they collapse under their own gravity until the star is supported by electron
degeneracy pressure. Further collapse results in electrons and protons combining to
form neutrons so that the star is supported by neutron degeneracy pressure. The
outer layers that are not supported by neutron degeneracy pressure explode in a su-
pernova releasing a large amount of energy that could be as great as ∼ 1043 ergs s−1
over a timescale of minutes to days. The core of the star is compressed to nuclear
densities reaching up to 1015 g/cm−3 by strong gravitational fields in the neutron
star. This is a star with a mass of 1.4 M⊙-3 M⊙ compressed to radius between 10–
15 km (Lattimer & Prakash, 2007). Under these extreme conditions, matter could
behave differently, that is the interiors of the star could be consist of quark-gluon
plasma, in which the quarks and gluons that make up nucleons are deconfined. This
kind of matter is expected to have been present at the very early stages of the
universe and on Earth can only be re-produced in particle accelerators.
Neutron stars that emit a beam of radiation are known as pulsars and were
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first discovered through their periodic emission by Jocelyn Bell and Anthony Hewish
(Hewish et al., 1968). Pulsars are characterized by their large magnetic fields
∼ 1012G and rapid rotation. While the magnetic fields from the original star,
in which charged particles generate magnetic fields, strengthen with the core col-
lapse, conservation of angular momentum before and after the supernova explosion
leads to fast spins. See Gold (1968) and Pacini (1968) for the very first explana-
tions of pulsating radio sources soon after the discovery. Due to the star’s rotation
with its magnetic field, there exists a region around it in which plasma co–rotates
with the star. This region is called the magnetosphere. Two beams of radiation
are emitted due to particle acceleration in the magnetosphere. The observed large
brightness temperatures are attributed to a coherent emission mechanism (Ginzburg
& Zheleznyakov, 1970), where bunching of particles (Ruderman & Sutherland, 1975)
enhances the emission. Even after more than 40 years of discovery, the core com-
position, magnetosphere and the emission mechanism of these objects are yet to be
fully understood. Therefore, pulsars can be used to test many aspects of fundamen-
tal physics, not only because they are perfect laboratories with high gravitational
fields, super-dense cores and highly magnetized environments but also because of
their remarkable stability and timing accuracies.
1.2 Pulsar emission mechanisms
Pulsars are expected to be powered by the loss of rotational kinetic energy.
As the star spins, we see pulses of electromagnetic radiation, due to a misalignment
2
between the magnetic and rotational axes. If the magnetic misalignment is zero,
from Equation 1.1, no energy will be lost and therefore no radio emission will be
observed.From classical electrodynamics, the power radiated by a rotating magnetic
dipole with a magnetic moment ~m (Jackson, 1962) is,
E˙dipole =
2
3c3
m2Ω4 sin2 α, (1.1)
where α is the misalignment of the magnetic axis from the rotation axis and c is the
speed of light.
With the rotational energy Erot = IΩ
2/2, we write the rotational kinetic energy
loss as
E˙ =
dErot
dt
=
d(IΩ2/2)
dt
= IΩΩ˙ = 4π2IP˙P−3, (1.2)
where Ω is the rotational angular frequency, P is the spin period, and P˙ is the time
derivative P˙ = dP
dt
of the spin period. This quantity E˙ is known as the “spin-down
luminosity” of the pulsar.
By equating the spin-down luminosity (Equation 1.2) with E˙dipole, we derive
an expression for the rotational frequency evolution
Ω˙ = −
(
2m2 sin2 α
3Ic3
)
Ω3. (1.3)
The magnetic moment is approximately equal to the magnetic field strength B in
the form of B ≈ m/r3, so that we get the surface magnetic field strength
3
Bsurf = B(r = R) =
√
3c3I
8π2R6 sin2 α
P P˙ . (1.4)
For a typical NS with a mass of 1.4M⊙, radius of RNS = 10 km and moment of
inertia I = 1045 g cm2, we find a rough estimate for the inferred magnetic field as
Bsurf = 3.2× 1019
√
PP˙ Gauss ≃ 1012
(
P˙
10−15
)1/2(
P
s
)1/2
Gauss, (1.5)
for an orthogonal rotator (i.e. α = 90◦). From their measured periods and period
derivatives, the inferred surface magnetic fields of observed pulsars are ∼107−1014 G
using Equation 1.5. Polarization properties can be used to measure α (Mitra &
Rankin, 2011) and have been found to have a large range with a peak at 35◦ (Rankin,
1990).
1.2.1 The magnetosphere
Pulsar magnetospheres consist of relativistic pair plasmas formed by charged
particles being pulled off from the stellar surface by strong electric fields. Figure 1.1
shows a toy model of a pulsar magnetosphere. According to Goldreich & Julian
(1969), the NS has a dipolar magnetic field and both the interior and exterior of the
star are excellent electrical conductors. Therefore, with rotation, the star will be
polarized and the surface charge density is quadrupolar, so that the outside electric
field is a quadrupole (see Michel, 1991). In this simplest model, considering the star
to be a conducting sphere rotating with magnetic field B, the induced electric field
4
Figure 1.1: Lighthouse model of a rotating pulsar and its magnetosphere (Lorimer &
Kramer, 2005). The plasma filled region near the magnetic field lines is known as the
magnetosphere. The magnetic axis is misaligned with the vertical rotation axis. The
co-rotating particles obtain the speed of light at the light cylinder radius shown by
dotted lines. The field lines that close within the light cylinder are known as closed
field lines. The field lines which are outside of this boundary are known as open
field lines. The radio beams are located at each pole of the NS centered around
the magnetic axis. Particles are accelerated in the inner and outer acceleration
gaps, which are regions depleted of plasma near the polar cap and in the outer
magnetosphere.
5
E at a distance r, is given by
~E =
−1
c
(Ω× r)× ~B, (1.6)
The electric field potential of an external quadrupole field induced by surface
charge densities is
Φ(r, θ) =
ΩBsR
5
6cr3
(
3 cos3 θ − 1) , (1.7)
In polar coordinates (r, θ) of a star-centered coordinate system, the electric field
component which is parallel to the magnetic field line on the NS surface is
E‖(r = R) =
~E · ~B
B
∣∣∣∣∣
r=R
= −ΩB0R
c
cos3 θ, (1.8)
where B0 is the polar magnetic field at the surface, R is the NS radius, c is the speed
of light, and θ is the polar angle. The outward electric force (F = qE‖) exerted on
the charged particles is orders of magnitudes greater than the gravitational force
acting on the charged particles. Therefore, particles are pulled off from the surface
of the star to populate the magnetosphere. The density of charged particles is given
by
ρe(r, θ) =
~∇ · ~E
4π
= −
~Ω · ~B
2πc
= −B0ΩR
3
4πcr3
(3 cos3 θ − 1). (1.9)
This is known as the Goldreich-Julian density. According to this equation, there
will be a region, at cos θ =
√
1/3 where the charge distribution changes sign.
These particles co–rotate with the star, up to a radius at which they reach the
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speed of light. This is called the light cylinder radius given by RLC = c/Ω. The
magnetic field lines that close within this radius are called the closed field lines and
the ones that do not close within this radius are called open field lines.
Many models predict the existence of gaps which are regions depleted of
plasma. These gaps are necessary for emission because the presence of charges
may screen the existing electric fields and thereby hinder particle acceleration. In-
side the gap ~E · ~B 6= 0 and a potential difference exists within the gap, whereas in
the other regions of the magnetosphere where charged particles exist, ~E · ~B = 0 and
the potential difference along a magnetic field line is almost negligible. Therefore,
charged particles from the surface of the star are accelerated along magnetic field
lines because of the existence of the electric field parallel to the field lines. The polar
cap region, which is defined by the open field lines and the outer gap region, which
is between the last closed field line and the first open field line, are two such regions
that may generate radio and high-energy emission.
Radio emission is attributed to pair plasma (e+–e−) flowing outward along
open magnetic field lines from the polar caps. The mechanisms responsible for
this could either be curvature radiation or inverse Compton. Charged particles
removed from the surface and traveling along the field lines produce two γ-ray
photons. These charged particles are known as “primary particles”. The γ rays split
due to the strong magnetic fields, producing an electron-positron pair, initiating a
pair cascade. The newly generated pairs or the “secondary particles” and have
low energies compared to those of primary particles and are responsible for radio
emission. High-energy emission is likely to occur from the outer gap regions. This is
7
further backed up by the high-energy profiles that are wider than the radio profiles.
Some pulsars show rotational irregularities that appear in the form of glitches
and spin noise. These are generally identified as inconsistencies between the the-
oretically expected and the actual second derivative of the pulsar spin frequency
(ν¨). From an emission mechanism point-of-view, they are expected to arise from
superfluid-crust interactions inside the star (Jones, 1990). From Equation 1.3, the
rotational frequency evolution ν˙ can be expressed as
ν˙ = −Kνn, (1.10)
where n is the braking index and n = 3 for magnetic dipole radiation. From this we
expect, ν¨ = nν˙2/ν.
Equation 1.10 can be written in terms of the period P as P = 1/ν and inte-
grated to obtain the age of the pulsar as
T =
P
(n− 1)P˙
[
1−
(
P0
P
)n−1]
, (1.11)
where P0 is the birth period. Assuming magnetic dipole radiation (i.e. n = 3) and
that P0 ≪ P , the characteristic age can roughly be expressed as τc = P/2P˙ .
1.2.2 Emission beam and pulse shapes
As described earlier, accelerated particles traveling along the open magnetic
field lines emit photons tangential to the field lines. The angle between the field line
8
rρ α
θ
axis
magnetic
beam
boundary
rotation
axis
towards
observer
line
field
observer
towards
rotation
axis
β
Ο
fiducial plane
φ=0φ
α
ρ
ψ
axis
magnetic
line of sight trajectory
beam boundary
w
2
φ=
(a) (b)
Figure 1.2: The magnetic axis is inclined to the rotation axis by and angle α and
the emission cone has an opening angle ρ. The position angle Ψ is measured with
respect to the projected direction of the magnetic field lines and the pulse longitude
at a particular point on the line of sight trajectory. β is defined as the impact
parameter or the closest approach point which occurs at longitude zero (Lorimer &
Kramer, 2005).
and the emitted photons is ∼ 1/γ, where γ is the Lorentz factor. For large γ values,
the photons will be almost tangential to the field line. The emission geometry can
be pictured as a cone with an opening angle ρ to the magnetic axis, which also
defines the open field line region as shown in Figure 1.2. The position angle Ψ,
defined as the angle between the projected direction of the magnetic axis and the
longitude lines at a given point on the line-of-sight trajectory. As the radiation
beam sweeps past the line-of-sight, a pulse is seen and also Ψ changes from −π/2
to +π/2 in an S-shaped curve (Radhakrishnan & Cooke, 1969). However, many
pulsars exhibit complicated profile shapes, which are explained by invoking a beam
that is composed of a core and several cone structures. (Rankin, 1983a,b, 1990,
1993) Alternatively, they may also be explained by invoking the idea that the beam
is randomly filled with emitting regions (Lyne & Manchester, 1988) as shown in
Figure 1.3. The observed pulse shapes depend on the section of the beam traversed
9
Figure 1.3: Schematic views of different beam structures (Lorimer & Kramer, 2005).
Dotted lines are different lines of sight across the beam and resultant pulse profiles
are shown for (a) core and conal beam structure (b) patchy beam structure.
by the line-of-sight as the pulsar rotates, as shown in Figure 1.3.
Even though average profiles are quite stable, individual pulses are known to
vary in pulse amplitude and phase. Random fluctuations in arrival phase can be
of the order of a pulse width, a phenomenon known as pulse-to-pulse jitter (Cordes
& Shannon, 2010). The origin of this could be the incomplete filling of the open-
field line region in the magnetosphere or altitude variations in the radio emission
(Ruderman & Sutherland, 1975). Furthermore, there can be shape changes on
timescales of years (Lyne et al., 2009).
1.3 Classes of pulsars
Pulsars can be classified according to their period P and period derivative P˙ .
This is called a P − P˙ diagram of pulsars as shown in Figure 1.4. Since inferred
magnetic fields can be written in terms of P and P˙ as B ∝
√
PP˙ , the constant mag-
netic field strengths are depicted as negative gradient straight lines in this diagram.
Similarly, since the characteristic ages of pulsars are given by τ = P/2P˙ , constant
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pulsar ages are given by the positive gradient straight lines. Three separate classes
of objects can be identified in the diagram. These are the normal pulsar population,
millisecond pulsars and magnetars. While normal pulsars have spin periods ∼ 1s
and period derivatives of ∼ 10−15 s/s, millisecond pulsars on the other hand rotate
faster with spin periods ∼ 1.5 − 30 ms, and smaller period derivatives of ∼ 10−19
s/s. Magnetars are characterized by their large magnetic fields, long periods and
high energy bursts expected to be powered by the decay of magnetic fields (Dun-
can & Thompson, 1994). While most magnetars are detected only in the γ- and
X-ray wavelengths, there have been recent discoveries of radio pulses from some
objects (Camilo et al., 2006; Rea et al., 2013). A class of high-B field pulsars, that
fall between the magnetars and radio pulsars, which have high magnetic fields but
emission properties similar to normal pulsars have also been identified. In addition
to these, there is a class of pulsars identified as rotating radio transients (RRATs),
which are in the normal pulsar region but extend up to the magnetar region. The
following sections discuss MSPs and RRATs in detail.
1.3.1 Rotating radio transients
Pulsars are generally searched for as periodic signals in time series data via a
Fourier transform. However, some pulsars emit intermittently so that their emission
may not be detected as periodic. In this situation a single-pulse-search needs to
be carried out. Rotating radio transients (RRATs) are neutron stars which were
discovered only through their isolated pulses (McLaughlin et al., 2009). The periods
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Figure 1.4: P − P˙ diagram for known pulsars. Lines of constant spin-down lumi-
nosity, magnetic field and the characteristic age are marked by the dashed lines.
Dots and red circle-dots represent isolated pulsars and binary pulsars, respectively.
Plus signs represent soft gamma-ray repeaters (SGR) and anomalous X-ray pul-
sars (AXP) and crosses represent radio quiet X-ray isolated neutron stars (XINS).
Green stars represent the MSPs timed by NANOGrav and the blue stars represent
the RRATs.
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and magnetic fields of RRATs are generally larger than those of normal pulsars,
but the distributions of other spin–down properties such as spin–down energy loss
rate and characteristic age are similar. The sporadicity may be attributed to these
objects being near the radio ‘death–line’ (e.g. Chen & Ruderman, 1993; Zhang et al.,
2007) and/or are examples of extreme nulling pulsars, which are pulsars that are
mostly in the on-state and go into off states that may last for seconds to minutes,
or as objects at the extreme end of the population of normal radio pulsars. A total
of ∼ 90 RRATs1 (Hessels et al., 2008; Burke-Spolaor & Bailes, 2010a; Deneva et al.,
2009; Keane et al., 2010, 2011) have been detected thus far. RRATs are discussed
in more detail in Chapter 2.
1.3.2 Millisecond pulsars
These objects were first identified with the discovery of B1937+21 (Backer
et al., 1982). They typically have magnetic fields of ∼ 108G, which are smaller than
those of normal pulsars, and ages of ∼ 109yrs which imply that they are older than
normal pulsars. About 80% of the MSPs are in binary systems which leads to an
explanation of their fast spin rates. When a neutron star is formed in a binary
system, in which the companion evolves into a giant that fills its Roche lobe, the
neutron star can accrete mass and angular momentum from the companion and
spin-up. The isolated MSPs which are not in a binary are thought to be due to
the star ablating the companion by relativistic particle winds (Ruderman et al.,
1989). If the companion is massive enough to explode in a supernova, then a second
1http://astro.phys.wvu.edu/rratalog/
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neutron star is born, making the system a double neutron star binary. However, the
common scenario is for the MSPs to be in a binary with a low mass white dwarf
companion (Bhattacharya & van den Heuvel, 1991). The MSPs detected so far in
the Galaxy appear to be distributed isotropically but they could be more abundant
in globular clusters and in the Galactic plane, since they consist of older stars and
high stellar density environments. Many objects have been found through targeted
searches performed on globular clusters and Fermi gamma ray sources as MSPs
emit a larger proportion of their energy in gamma rays (Ray et al., 2013; Keith
et al., 2011; Manchester et al., 1991).
1.4 Interstellar medium effects
The interstellar medium (ISM) consists of dust and gas, which is largely ion-
ized plasma. As pulsar signals propagate through the ISM, it introduces frequency
dependent delays due to dispersion and scattering. Scattering introduces a phase
change in the signal that results in pulse broadening and arrival time delays. Ad-
ditionally it affects the pulsar flux through scintillation and refractive effects. The
following sections describe the basics of dispersion and scattering and Chapter 3
discusses their effect on pulsar timing in more detail.
1.4.1 Dispersion
The refractive index of this cold ionized plasma is frequency dependent, which
means that the velocity of the propagating signal will depend on its wavelength.
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The refractive index can be expressed as
µ =
√
1−
(
fp
f
)2
, (1.12)
where f is frequency of the observed radiation and fp is the plasma frequency given
by fp =
√
e2ne/πme, for electron number density ne, charge e and mass me of an
electron.
Since the group velocity of a wave is vg = cµ, the high frequency waves ex-
perience a higher refractive index and thereby travel faster than the low frequency
waves. When compared to a signal traveling in a vacuum, the delay introduced to
the signal due to the cold plasma in the ISM is,
t =
(∫ d
0
dl
vg
)
− d
c
, (1.13)
Substituting for vg gives
t =
e2
2πmec
∫ d
0
nedl
f 2
= D × DM
f 2
, (1.14)
where D is a constant. The integral of the electron density along the line of sight is
referred to as the dispersion measure (DM).
The delay between two frequencies is therefore given by
∆t = 4.15× 106ms× (f−21 − f−22 )× DM. (1.15)
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Data are corrected for dispersion by calculating ∆t for each frequency and by shifting
by that amount so that the arrival time of the pulse at both frequencies will be the
same. This is discussed in detail in Section 1.5.1. When the DM is not known in the
case of new pulsars, it is found by dedispersing at a range of trial DMs and finding
the best value.
1.4.2 Scattering
A second prominent effect that is observed in pulsar signals is scattering due
to to the inhomogeneities in the ISM. Radio waves usually do not undergo scattering
from dust particles as they are of size ∼100 nm, and the wavelength of the radio
waves is much larges than the dust particles. However, radio waves propagating
through the ISM undergo scattering from the free electrons in the plasma. As ion
mass is larger than that of electrons, the acceleration of ions is negligible, therefore
scattering due to ions can be ignored.
The most prominent effect of scattering on pulsar signals is pulse broaden-
ing which results from a phase change in the signal due to multipath propagation,
where the signal travels through more than one path due to inhomogeneities in the
medium. The ISM acts as a linear filter with a voltage pulse broadening function
(PBF), which is convolved with the intrinsic pulsar signal to produce the observed
pulse. Therefore, scattering can cause delays in the time of arrival of pulses and may
have serious implications for PTA efforts. There are several correction algorithms
that are used to estimate scattering delays in pulsar data. Some of these meth-
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ods involve calculating the auto correlation function (ACF) of the pulsar dynamic
spectra, or the cumulative delay function from pulsar secondary spectra (see, e.g.,
Hemberger & Stinebring, 2008). The dynamic spectrum gives the pulsar intensity as
a function of frequency and time. The scintillation bandwidth and timescale are cal-
culated by fitting a two-dimensional Gaussian to the ACF. The scattering timescale
is calculated as τ ≈ 1/∆νDISS, where ∆νDISS is the scintillation bandwidth, or the
half width of the fitted Gaussian along the frequency axis. In addition to using the
information in dynamic and secondary spectra, there algorithms which deconvolve
the PBF from the observed signal. Cyclic spectroscopy (Demorest, 2011) is one
such technique that we have used to recover PBFs from simulated pulse profiles,
and used to estimate the effect of scatter correction in MSP timing. We discuss the
mathematical formulation of scattering and deconvolution methods in more detail
in Chapter 3.
1.5 Pulsar data processing
Since pulsars are weak radio sources, they are generally observed across a
wide frequency band that could be as large as 800 MHz. The signal sampled by
a wave-guide feed to orthogonal polarizations and is split into frequency channels
using a spectrometer. Raw data are recorded either as filterbank data, where the
phase information of the signal is not recorded, or using baseband devices, which
record the full incoming signal. The key procedures involved in data processing are
dedispersion, where the signal is corrected for dispersion from the ISM and folding,
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where the time series is averaged over a few minutes or hours to form a stable
profile from single pulses which are buried in noise. In situations where the pulsar is
sufficiently bright so that single pulses are also detectable, many unique experiments
can be performed to extract information that may not be available in the average
folded profiles. Radio frequency interference (RFI) removal and calibration for flux
and polarization are also important next steps in pulsar data processing.
1.5.1 Dedispersion
Correcting for ISM dispersion delays can be performed either as incoherent or
coherent dedispersion. Incoherent dedispersion applies the appropriate time delay to
each frequency channel, calculated using Equation 1.15, so that the pulses arrive at
the same time throughout the frequency band. This method is limited by the width
of the frequency channels. Coherent-dedispersion on the other hand, assumes that
the effect of the ISM is the convolution of the pulsar voltage signal and a transfer
function with a frequency dependent phase, which represents the ISM delays. The
originally emitted voltage signal is recovered via deconvolution. Therefore, coher-
ent dedispersion, which has the ability to completely remove dispersion delays, is
currently more useful for high precision timing experiments.
1.5.2 Obtaining single pulses and folded profiles
When a pulsar is first discovered, the spin frequency is obtained from the peak
position of the Fourier transform of the dedispersed time series. To obtain profiles
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averaged over many rotations, the time series is folded using the spin period. For
newly discovered pulsars, folding is done using the initial spin period obtained from
the Fourier transform. After a few observations, a more precise measurement for
the spin period may be obtained though timing the pulsar, which will be discussed
in detail in Section 1.6.
The time resolution needed for single pulse searches is determined by dispersion
smearing, dedispersion error, the filter response of a frequency channel and broad-
ening due to multipath scattering (Cordes and McLaughlin 2003). Single pulses are
searched for in a time series as pulse amplitudes that exceed the root-mean-square
(RMS) noise level by several standard deviations, typically 5σ. In the case of inter-
mittent pulsars such as RRATs, the period is calculated as greatest common divisor
of every interval between the pulses. This period is used to fold the time series data
to produce an average pulse profile.
1.5.3 Radio frequency interference removal
Radio frequency interference (RFI) may appear as both narrowband and broad-
band in frequency. Furthermore, it could be pulsed, bursts or continuous signals.
There are multiple ways in which RFI can be removed from data. In the case of
narrowband RFI, one straightforward method is to set the affected channels and
sub integrations to zero using routines within PSRCHIVE (Hotan et al., 2004) such
as paz. This technique was used when processing the single-pulse data as described
in Section 4.2. In the time domain, broadband signals are usually identified in the
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zero DM time series, because these terrestrial signals do not undergo dispersion due
to the ISM. When processing single-pulse data, an automated RFI removal method
may increase the S/N. In the case of narrowband RFI, one such method is median
zapping where all channels with total flux that differs from the median-smoothed
spectrum by more than four times the standard deviation are set to zero. In the
case of broadband RFI all off-pulse phase bins with total flux that differs from the
median-smoothed profile averaged over frequency by more than four times the stan-
dard deviation are set to zero. This is done before dedispersing the data. See van
Straten et al. (2012) for more details on RFI excision.
1.5.4 Flux calibration
The radiometer equation expresses the root mean square fluctuations in the
system temperature Tsys as
∆Tsys =
Tsys√
nptobs∆f
, (1.16)
where ∆f is the observing bandwidth, np is the number of polarizations and t is the
observing time.
The mean flux of the pulsar can be expressed as
Smean =
S/N Tsys
G
√
nptobs∆f
√
W
P −W , (1.17)
where P andW are the pulsar period and pulse width respectively. Flux calibration
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Figure 1.5: The relationship between antenna temperature and flux density used in
calibration (Lorimer & Kramer, 2005). The noise in Tsys shown in the figure has
root mean square fluctuations of ∆Tsys and S/N ∝ Tpeak/∆Tint, where Tpeak is the
peak amplitude of a pulse and Tint is the quadrature sum of ∆Tsys in the on and off
states.
is necessary in order to obtain accurate flux measurements given that the telescope
records data in machine units instead of flux. There are multiple ways the pulsar
flux can be estimated. The simplest method, in the case where a calibrator is not
observed, is to estimate the flux from the system noise ∆Ssys. Using the relationship
Ssys = Tsys/G in the radiometer equation in Equation 1.16 we obtain,
∆Ssys =
Tsys
G
√
nptobs∆f
. (1.18)
In this case, observed intensity can be converted to flux units by multiplying by
∆Ssys/σ, where σ is the off pulse RMS. This method is subject to an uncertainty of
∼25% due to variations in the system temperature and the usable bandwidth.
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The other methods involve observing a calibrator, usually a quasar with known
flux Ssrc. Figure 1.5 shows the relationship between machine units and flux density
for a typical observing system. In this case, the system temperature Tsys is calculated
directly from the ON and OFF source observations where the telescope observes
the source and a nearby patch of sky with no sources ∼ 1◦ away from the source
respectively, as
Tsrc
Tsys
=
ON−OFF
OFF
, (1.19)
where Tsrc = GSsrc.
A more accurate method is to inject a noise signal and calculate its flux using
the flux measurement of the calibrator source. This way the assumption that Tsys
remains the same for both ON and OFF source observations can be avoided. In this
case, using Figure 1.5 and the same idea as before, we can say that,
Tcal
Tsys
=
OFFCAL−OFF
OFF
, (1.20)
where OFFCAL is when the noise diode is added during the off-source pointing.
This can be combined with Equation 1.19 which gives,
Scal
Ssrc
=
OFFCAL−OFF
ON−OFF . (1.21)
This can be used to establish a flux density scale for pulsar observations by calcu-
lating Scal, using the known flux of the calibrator Ssrc.
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1.5.5 Polarization calibration
The Stokes parameters can be expressed in terms of the X and Y components
of the electric field as
I = E2x + E
2
y
Q = E2x − E2y
U = 2ExEy cosφ
V = 2ExEy sin φ,
(1.22)
where Ex and Ey are the X and Y components of the E-field and φ is the relative
phase between the two components.
The state of polarization of radiation from the source undergoes changes in
amplitude and phase due to effects such as Faraday rotation, parallactic angle ro-
tation and instrumental effects. These can be classified into changes due to the
feed rotation with respect to the sky, the feed itself, imperfections in the feed and
imperfections in the amplifier chains. See Heiles et al. (2001) for a complete review
of these effects. The modification of the intrinsic stokes parameters Sint can be
described by a 4× 4 Mueller matrix M , such that the observed Stokes parameters
are given by
Sobs =MSint. (1.23)
The feed may mix the incoming linear polarization to any degree of elliptical polar-
ization. This is described by the amount of coupling α into the orthogonal polar-
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ization state, and χ, the phase angle of coupling. For a dual linear feed, α = 0◦ and
χ = 0◦. For a dual circular feed, α = 45◦ and χ = 90◦. Additionally receptors may
not be ideal linear or circular, and their orientation may not be exactly orthogonal.
These imperfections could introduce unwanted coupling between the orthogonal po-
larizations X and Y , and can be described by ǫ and φ representing the amplitude
and phase of the cross coupling.
Next, the orthogonal signals may travel through different amplifier chains,
which introduce a phase delay due to different path lengths between the two com-
ponents, and also changes in the voltage gain, leading to a change in the polarization
state. The two cables will change the amplitudes and phases of the two orthogo-
nal components differently. These voltage gains can be described by gx and gy
and the phase delays by ψx and ψy for the X and Y components of the Electric
field. From these quantities the differential gain and differential phase are defined
as ∆G = GX −GY and ψ = ψx − ψy, where G = g2.
This gives instrumental parameters ∆G, ψ, ǫ, φ, α and χ to be solved for. In
addition there is the rotational parameter which represents the rotation about the
line of sight by the parallactic angle, as the line-of-sight sweeps past the magnetic
field lines in the emission beam, as explained in Section 1.5. In addition to the
intrinsic position angle of the source, Faraday rotation due to the ISM and the
ionosphere, and the parallactic angle of the feed also contribute to the rotational
parameter. The Mueller matrix M in Equation 1.23 consists of these parameters
and needs to be solved in order to determine the intrinsic polarization of the pulsar
Sint. These unknowns can be better determined by measuring the pulsar Stokes
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parameters at different parallactic angles. To simply things further, the amplifier
gains and phases are calibrated using a cal signal, which is basically a fully linearly
polarized signal produced by the noise diode in the receiver, and injected between
the two probes at 45◦. That is, the Stokes parameters of the pulsar measured at
multiple pulse longitudes on multiple observations are used to constrain the above
instrumental parameters and the model Stokes parameters of the source, noise diode
and the flux calibrator.
PSRCHIVE (Hotan et al., 2004) pac does the first order calibration with the
ideal feed assumption (no ellipticities, orthogonal receptors). In reality, however,
the cal signal may have a circularly polarized component, and its position angle
may not be exactly 45◦.
1.6 Pulsar timing
Pulsars are stable rotators. A TOA refers to a the arrival time of the peak of
the profile based on the recorded time of the first sample of the observation.The pre-
cise measurement of the arrival time of pulses is key to many experiments performed
using pulsars.
A TOA of a pulse profile is calculated via a Fourier domain χ2 minimization
technique between the observed pulse profile and a template profile (Taylor, 1992).
In this framework, the observed profile y(t) is expected to be a shifted and scaled
version of the standard profile s(t). The standard profile is usually obtained by
generating a high S/N profile by averaging over many observations. In this method
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the observed average profile is assumed to be related to the standard Gaussian
modulation function (Taylor, 1992) as
y(t) = a+ bs(t− τ) + g(t), (1.24)
where a, b and τ are constants, and g(t) is a random noise variable. The best
estimate for the time offset τ is found through a χ2 minimization of the observed
profile and the standard profile.
For a profile with a width of W, the error on the TOA due to radiometer
noise is given by δTOA ∼ W/ (S/N), where S/N is the signal–to–noise ratio of the
profile. Pulsar timing allows pulse periods to be measured with an accuracy of
δP = δTOA/∆T , where ∆T is the time span of observation. For a typical MSP,
whose TOA error can be as low as ∼ 0.1µs, and observed for several years, the pulse
period can be calculated with a precision of ∼ 10−16s. Once the TOAs are obtained
using this template-matching technique, the pulsar can be timed, to derive various
parameters by a least-square optimization of a pulsar model.
In the pulsar model, the time-dependent phase of the pulse φ(T ) as a function
of the barycentric time T is given through Taylor expansion as
φ(T ) = φ0 + (T − T0)Ω0 + 1
2
(T − T0)2Ω˙0 + ..... (1.25)
where T0 is some reference epoch, Ω0 is the modeled rotational frequency and φ0 is
the phase at epoch T0. Given a timing model that accounts for parameters such as
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Figure 1.6: (a) Timing residuals of a slow pulsar for a correct timing solution showing
a random distribution around a mean of zero. (b) Systematic increase in residuals
due to an improper value of P˙ . (c) Variation in residuals due to an incorrect position.
The sinusoidal nature, with a period of one year, is due to the motion of the Earth
around the Sun. (d) Residuals due to neglecting the pulsar’s proper motion. Figure
used with permission from the Handbook of Pulsar Astronomy (Lorimer & Kramer,
2005).
pulsar period, period derivative, position, proper motion and orbital parameters if
needed, the differences between measured and model TOAs, called timing residuals,
are calculated. The best-fitting model parameters are obtained by minimizing the
RMS of residuals. Software packages TEMPO2 and TEMPO2 (Hobbs et al., 2006)
are used for timing analysis.
Errors in the model, for example in the pulse period, period derivative or
position, will result in noticeable effects in the timing residuals. For example, an
error in the period will result in a linear trend in time as given by Equation 1.25.
While an error in the period derivative will result in a quadratic trend, an error in
2http://tempo.sourceforge.net
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the position will result in a sinusoidal trend and an error in the proper motion will
result in a sinusoidal trend that amplifies with time in the residuals. These trends
are shown in Figure 1.6.
1.7 Using millisecond pulsars to detect gravitational waves
The remarkable stability of MSPs make them excellent tools to test funda-
mental physics occurring in stellar environments that cannot be performed inside
laboratories on earth. One such application is the detection of gravitational waves
(GWs). Gravitational waves are a key prediction of Einstein’s theory of general
relativity and their existence has been supported through timing measurements of
the orbital decay of the Hulse-Taylor binary system B1913+16 (Hulse & Taylor,
1975). Many experiments aim to detect these waves directly through the measure-
ment of light travel changes between objects. Complementary to the sensitivity
of interferometer-based GW detection experiments like LIGO, pulsar timing arrays
(PTAs) are sensitive to nanohertz frequency GWs.
GWs are ripples in the curvature of spacetime, generated by accelerating
masses. Detectable levels of gravitational radiation are produced when the masses
involved are as large as neutron stars for ground based detectors like LIGO or su-
permassive binary black holes (SMBBH) for PTAs. By observing on timescales of
T∼years, PTAs aim to detect GWs in the nanohertz frequencies (1/T) through pre-
cision timing of millisecond pulsars. SMBBHs with orbital periods of years, which
generate nanohertz frequency gravitational waves, fall naturally to the regime de-
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tectable by millisecond pulsar timing. The timing residuals will be correlated with
sky position among pulsars distributed across the sky (Hellings & Downs, 1983).
While PTAs are sensitive to a stochastic gravitational wave background (GWB),
generated by a population of SMBBHs, cosmic strings (Damour & Vilenkin, 2005)
and inflation (Turner, 1997), strong signals from individual binaries may be de-
tectable (Sesana et al., 2012).
Under the simplest assumptions, the GWB is expected to be a power-law
spectrum with a spectral index of α = −2/3 (Jaffe & Backer 2003). PTAs are
sensitive to sources located nearby, at a redshift of 0.2 < z < 2 (Sesana et al 2009),
with large masses of aroundM ∼ 109M⊙ and that are compact, with orbital periods
of around ∼ 0.1 − 10 yr. This corresponds to separations of milli-pc scales. The
limits on the redshift correspond to the smaller volume at low redshifts and GW
signal attenuation and decrease in the merger rate at high redshifts. In addition to
the search for a GWB, PTAs also search for continuous waves and GW bursts in
the timing data.
In order to detect the background due to supermassive black hole binaries,
over 40 MSPs with root-mean-square (RMS) timing residuals of less than 100 ns
are likely required (Jenet et al., 2005; Cordes & Shannon, 2012). Currently over
40 millisecond pulsars are being timed by the North American Nanohertz Observa-
tory for Gravitational waves (NANOGrav), with RMS timing residuals of nearly all
pulsars at the sub-microsecond level (Demorest et al., 2013; McLaughlin, 2013). In
addition to GWs, other effects such as ISM propagation and rotational irregularities
will affect the arrival times of pulses. Fortunately, ISM effects are chromatic and
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therefore multi-frequency observations can be used to at least partially correct for
these variations.
We discuss mitigation techniques for ISM scattering as applicable to PTAs
in Chapter 3 and discuss other noise sources affecting the TOAs, such as variable
polarization properties and pulse–to–pulse jitter in Chapter 4.
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Chapter 2
Radio Properties of Rotating Radio Transients
Published in MNRAS (Palliyaguru et al., 2011), with co-authors M.
A. McLaughlin, E. F. Keane, M. Kramer, A. G. Lyne, D. R. Lorimer,
R. N. Manchester, F. Camilo and I. H. Stairs
2.1 Introduction
Rotating Radio Transients (RRATs) are neutron stars which were discovered
only through their isolated pulses (McLaughlin et al., 2006). Some, however, have
later been detectable through periodicity searches. The average intervals between
detected pulses range from a few minutes to a few hours and pulses have durations
between 2 and 30 ms. Thus far, ∼90 RRATs have been identified (Hessels et al.,
2008; Deneva et al., 2009; Keane et al., 2009; Burke-Spolaor & Bailes, 2010b; Keane
et al., 2011; Burke-Spolaor et al., 2011), including the original 11 from McLaughlin
et al. (2006). Periods ranging from 0.1 to 8 seconds have been measured for 67
of these sources. Period derivatives have been measured for 24, allowing inference
of spin–down properties such as characteristic ages and surface dipole magnetic
fields (McLaughlin et al., 2009; Lyne et al., 2009; Keane et al., 2011). The periods
and magnetic fields of RRATs are larger than those of normal pulsars, but the
distributions of other spin–down properties such as spin–down energy loss rate and
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characteristic age are similar (McLaughlin et al., 2009). Despite this overall trend,
the properties of individual RRATs vary considerably. Four RRATs, including PSRs
J1826−1419 and J1913+1330, have spin–down properties consistent with the bulk
of the non-recycled radio pulsar population and two others, PSRs J1317−5759 and
J1444−6026, have properties similar to non-recycled, older pulsars. Four others,
PSRs J1652−4406, J1707−4417, J1807−2557, and J1840−1419, lie just above the
radio ‘death–line’ (e.g. Chen & Ruderman, 1993; Zhang et al., 2007). However,
some have more unusual spin–down properties. PSRs J0847−4316, J1846−0257,
and J1854+0306, lie in an empty region of P − P˙ space between the normal radio
pulsars and isolated neutron stars (XINS) and PSR J1819−1458 has a high magnetic
field of 5× 1013 G. See the P − P˙ diagram in Figure 1.4.
Because of the difficulties in detecting these sporadic objects, the total Galactic
population of RRATs likely outnumbers that of normal radio pulsars (McLaughlin
et al., 2006), though it is possible that the populations are evolutionarily related
(Keane & Kramer, 2008). Several ideas have been presented about the nature of
the emission from these objects. It could be similar to that responsible for the
‘giant pulses’ observed from some pulsars (e.g. Knight et al., 2006). It could also
be that the sporadic emission is related to the fact that these objects are near the
radio ‘death–line’ (e.g. Chen & Ruderman, 1993; Zhang et al., 2007) and/or are
examples of extreme nulling (e.g. Redman & Rankin, 2009). The phenomenon has
also been attributed to the presence of a circumstellar asteroid belt (Li, 2006; Cordes
& Shannon, 2008) or a radiation belt as seen in planetary magnetospheres (Luo &
Melrose, 2007). Or, perhaps, some are transient X-ray magnetars (e.g. Woods et al.,
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2005). Another idea is that their properties lie at the extreme end of the population
of normal radio pulsars. Weltevrede et al. (2006) show that PSR B0656+14, a
nearby middle–aged pulsar which emits pulses with energies many times its mean
pulse energy which are different from giant pulses due to the larger widths, would be
discovered as a RRAT source if it were farther away. RRATs may also be considered
as an extreme case of mode changing (see, e.g., Wang et al., 2007) where the on
state is less than or about one pulse period. Furthermore, Lyne et al. (2010) have
recently shown that many pulsars exhibit a two–state phenomenon in which varying
pulse profile shapes are correlated with variations in spin–down rates and implied
changes in magnetospheric particle density. These changes are quasi–periodic, with
timescales ranging from one month to many years. It could be that the RRATs
are similar two–state systems, in which the profile changes are so dramatic to make
them undetectable in the more common state.
Determining the time variability and/or periodicity of the RRAT pulses is
therefore an important diagnostic of the RRAT emission mechanism. While the
pulse profile, and, in most cases, pulse intensity changes of Lyne et al. (2010) are
quasi–periodic, the pulse intensity distributions of normal pulsars and giant–pulsing
pulsars are believed to be random over time. On the other hand, nulling pul-
sars in general show on and off timescales of more than one consecutive pulse. A
study by (Redman & Rankin, 2009) shows that a majority of nulling pulsars show
largely non–random distributions. Radio emitting neutron stars including pulsars
but also radio magnetars often show transient spin–down phenomena as well. For
instance, glitches, or sudden increases in the spin frequency, have been observed
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from young pulsars and one RRAT ( PSR J1819−1458). One of the glitches from
PSR J1819−1458 was accompanied by a 3.5σ increase in the pulse detection rate
(Lyne et al., 2009). Radiative events such as enhanced fluxes or detection rates do
not normally accompany the glitches of normal radio pulsars, but are quite common
for magnetars (Dib et al., 2008a). This, along with the high magnetic field of PSR
J1819−1458, hints at a relationship with magnetars and also provides additional
motivation to examine the pulse rate variations with time for all RRATs.
We search for periodicities and quantify the randomness of the detected RRAT
pulses in several different ways. We first search for periodicities in the pulse arrival
times on minutes–year long time scales and pulse detection rates on month–year
long time scales using a Lomb–Scargle analysis. We then quantify the randomness
of the RRAT pulse arrival times using Kolmogorov–Smirnov tests on seconds–year
long time scales. The observations are described in Section 2.2, the methods and
results in Section 2.3, and the conclusions and plans for future work in Section 2.4.
2.2 Observations
All eight sources discussed in this paper were discovered by McLaughlin et al.
(2006) in a re–analysis of data from the Parkes Multi–beam Pulsar Survey (PMPS).
We have ignored three of the original 11 RRATs as their pulse detection rates are
too low to perform this analysis. The discovery data were taken between Jan 1998
and Feb 2002 and follow–up observations began in Aug 2003 and are ongoing using
the 64-m Parkes telescope. Most of the observations used the central beam of the
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multi–beam receiver with a central frequency of 1.4 GHz and a bandwidth of 256
MHz. A few observations used other frequencies; we ignore these in our analysis
to ensure uniformity of pulse detection rates. The sources have been observed at
between 27 and 89 epochs at 1.4 GHz, with each observation 0.5−2 hr in duration
(see Table 2.1).
One important consideration in our analysis is the influence of the interstellar
medium on our observed pulses. The scintillation bandwidth for diffractive scin-
tillation can be estimated as ∆νDISS ∝ ν4.4d−1, where ν and D are the observing
frequency and the distance to the pulsar. Assuming a pulsar velocity of 100 km s−1,
the diffractive timescales ∆tDISS can be estimated. The refractive timescales can
then be calculated as ∆tRISS = ν∆tDISS/∆νDISS. The modulation index of scintil-
lation, defined as the ratio between the standard deviation of the observed flux den-
sities and their mean, can also be given by m = (∆νDISS/ ν)
1/6 (Lorimer & Kramer,
2005). For all of these sources, the predicted diffractive scintillation bandwidths at
1.4 GHz are less than 1 MHz (Cordes & Lazio, 2002), making modulation due to
diffractive scintillation unimportant. In Table 2.1, we list the predicted timescales
for refractive scintillation at our observing frequency of 1.4 GHz, estimated from the
predicted diffractive scintillation timescales and bandwidths from Cordes & Lazio
(2002) (see, e.g., Lorimer & Kramer (2005)). These timescales range from 21 to 197
days. However, the actual timescales could vary significantly from those predicted.
The predicted modulation indices due to refractive scintillation (Lorimer & Kramer,
2005) range from 0.09 to 0.17, meaning these are expected to be relatively minor
contributions to pulse rate variations.
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2.3 Analysis and Results
Pulse detection is performed by dedispersing the data at the dispersion mea-
sure (DM) of the RRAT and at a DM of zero. Then pulses are searched for in both
time series above a 5σ threshold using the pulsar processing package SIGPROC1.
Pulses which are brighter at the DM of the RRAT are likely to be from the source.
We inspect the pulses visually by checking for pulse shape and pulse phase consis-
tency to be certain of their astrophysical nature. For some epochs which have large
amounts of radio frequency interference, we applied the above procedure but with
multiple trial DMs as described by McLaughlin et al. (2009). If more than one pulse
is detected within an observation, a second check based on the known period of
the source can be made by requiring that all pulses have arrival times which differ
by integer multiples of the period. For the sources with phase–connected timing
solutions, we check that the pulse arrival time is consistent with the solution. In
Table 2.2, we list the number of epochs for which pulses were detected for all sources.
In Table 2.3 we list the total number of pulses detected within the entire time span
of observations.
2.3.1 Periodicity search
The Lomb–Scargle test (Scargle et al. 1982) is a statistical procedure for
uncovering periodic signals hidden in noise. We use this technique in our analysis as
our data are unevenly sampled, thereby making standard Fourier analysis difficult.
1http://sigproc.sourceforge.net
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The implementation we used (Numerical Recipes, see Press et al. (1986)) utilizes
a version of the periodogram with modifications by Scargle (1982) and Horne and
Baliunas (1986). Applications of this test to radio pulsar data can be found in Bailes
et al. (1997) and Kramer et al. (2006).
The Lomb–Scargle test reveals signals in the power spectral density distribu-
tion of a source, with the presence of a sinusoid of certain frequency indicated by a
peak in the spectrum at that particular frequency. The trial frequencies at which
the periodogram is evaluated are chosen to be a finite evenly spaced set. For a time
series X(ti) with N0 number of elements where i = 1,2,. . .N0, the Scargle angular
frequencies range from ω = 2π/T to ω = πN0/T (or periods from T to 2T/N0),
where T is the total time interval. The searched frequencies therefore range up to
the Nyquist frequency. The number of frequencies searched is obtained from the
empirical formula (Horne and Baliunas 1986)
Ni = −6.362 + 1.193×N0 + 0.00098×N20 . (2.1)
The likelihood of the existence of a signal or the level of significance is calculated as
a detection threshold Z0 (Scargle 1982),
Z0 = −ln[1− (1− p0)1/Ni ]. (2.2)
The false alarm probability p0 is the probability that a peak of power Z0 will occur
in the absence of a periodic signal.
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Figure 2.1: Power spectral density vs. period from the Lomb–Scargle analysis on
pulse arrival times for PSRs J0847−4316, J1317−5759, J1444−6026, J1754−30,
J1819−1458, J1826−1419, J1846−0257, and J1913+1330 (left panel) and the corre-
sponding plots when the arrival times are randomized (right panel). The randomized
time series do not show significant peaks in the spectra. The dashed line represents
the 99% significance level. Note the different y-axis scales in the left and right
panels. 38
Figure 2.2: Daily pulse detection rate vs. date for PSRs J0847−4316, J1317−5759,
J1444−6026, J1754−30, J1819−1458, J1826−1419, J1846−0257, and J1913+1330.
The errors on the rates are calculated as
√
(N)/T , where N and T are the number
of pulses and the observation length respectively.
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Figure 2.3: Power spectral density vs. period from the Lomb–Scargle analysis
on daily pulse detection rates for PSRs J0847−4316, J1317−5759, J1444−6026,
J1754−30, J1819−1458, J1826−1419, J1846−0257, and J1913+1330. The dashed
line represents the 95% significance level.
Table 2.1: Spin period, distance, time between the first and last epochs of obser-
vation, the number of epochs, fluctuation period of the pulse detection rate, the
significance of the most prominent peak in the spectrum, predicted refractive scin-
tillation timescale (using diffractive scintillation timescales and bandwidths from
Cordes & Lazio (2002)), predicted modulation index due to refractive scintillation,
and base-10 logarithms of the derived parameters characteristic age and surface
dipole magnetic field strength.
Name Period Distance Data Span Ne P1 S1 ∆tRISS mRISS log[τc] log[B]
PSR (sec) (kpc) (days) (days) (days) (days) (yr) (G)
J0847−4316 5.97 3.4 2438 69 1040+912
−167 89% 118 0.11 5.9 13.4
J1317−5759 2.64 3.0 2324 94 560+68
−55 44% 31 0.15 6.5 12.8
J1444−6026 4.76 5.5 2372 72 145 ±4 5% 197 0.09 6.6 13.0
J1754−30 1.32 2.2 2372 48 994+239
−161 95% 21 0.17 – –
J1819−1458 4.26 3.6 2375 72 1260+386
−240 97% 117 0.11 5.1 13.6
J1826−1419 0.77 3.2 2375 55 162±5 24% 65 0.13 6.1 12.4
J1846−0257 4.47 5.2 2193 46 135±4 89% 152 0.10 5.6 13.4
J1913+1330 0.92 5.7 1874 27 178±9 48% 87 0.13 6.2 12.4
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2.3.1.1 Periodicity in pulse arrival times
We have searched for periodicities in the pulse arrival times. In order to do
this, we have created a time series by accounting for all rotations of the pulsar
during each observation and assigning a delta function (i.e one for each detection
and zero for each non-detection). We performed this search on the entire time span
of observations.
In the time series for the entire time span of observations, we searched over
∼1,000,000 periods spaced as outlined at the beginning of section 2.3.1, ranging
from ∼25 minutes to 2300 days. Six RRATs PSRs J0847−4316, J1317−5759,
J1754−30, J1819−1458, J1826−1419, and J1913+1330, show significant periodici-
ties in the arrival times on these timescales. The peaks of highest significance for
PSRs J0847−4316, J1317−5759, J1754−30, J1826−1419, and J1913+1330 are at
3.8, 1.6, 1.4, 3.6 and 11.3 hours respectively, while PSR J1819−1458 shows a long
term periodicity of 2102 days. There are many other significant periods and har-
monics for these RRATs, with eight, three, one, thirteen, fifteen, and eight indepen-
dent (i.e. non-harmonically related) periodicities with significance greater than 99%
(2.5σ) for PSRs J0847−4316, J1317−5759, J1754−30, J1819−1458, J1826−1419,
and J1913+1330, respectively (See Table 2.2). These periodicities range from hours
to years. Because of the large number of detected periodicities, we do not list them
all here.
In order to determine the time dependence of the periodicities, we divided the
time series to halves and quarters and performed the search again. For every RRAT,
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all periodicities detected in the full series were re–detected in at least one quarter
subsection with lower significances. None of the periodicities were re–detected in
every quarter, though seven out of the eight non–harmonically related periodicities
of PSR J1913+1330 were re–detected in three of the quarter datasets. Similarly
five out of the 13 non–harmonically related periodicities of PSR J1819−1458 were
re-detected in three quarters with significances greater than 95%. The rest were
re–detected in only one or two quadrants.
All detectable (i.e. within the searched range) non–harmonically related pe-
riodicities of PSR J1913+1330 were re–detected in both halves of the dataset. For
the rest of the RRATs only about five (for PSR J1819−1458) to two (for PSR
J1913+1330) independent periodicities were re–detected in both halves. However
every periodicity was re–detected in at least one half section of the dataset with lower
significance. These results in general show that the periodicities persist throughout
the entire time span of observations.
In order to gauge the reality of the periodicities, we randomized the time
series of detections and non–detections by placing the pulses randomly within the
observation windows and repeating the analysis. We found no periodicities with
significance greater than 30% in any of these randomised time series, which suggests
the periodicities found are real. Figure 2.1 shows the power spectra for the pulse
arrival times from the randomized time series for the eight RRATs.
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Table 2.2: Periodicity in the arrival time P2, and the number of harmonics (nh)
detected for each periodicity in the entire time series for the six RRATs. Only the
most significant harmonic for each period with a significance larger than 99% is
given. The periodicities are listed in the order of their spectral powers. We required
the ratio between integer multiples of periods to be less than 1.001 to be considered
a harmonic. The errors on the periodicities are calculated as half of the period
bin size, which depends on the frequency resolution that depends on the number of
frequencies searched and the timespan of observations. For small periods the error
is the resolution of the periodogram and for larger periods such as 1, 10, 100 and
1000 days (for RRAT PSR J1819−1458) the errors are 10−6, 10−3 10−2, and 5 days
respectively.
PSR J0847−4316 PSR J1317−5759 PSR J1754−30 PSR J1819−1458 PSR J1826−1419 PSR J1913+1330
P2 nh P2 nh P2 nh P2 nh P2 nh P2 nh
(days) (days) (days) (days) (days) (days)
0.16 10 0.079 7 0.066 2 2102 1 0.158 325 0.479 751
1.22 16 1.16 1 0.996 33 0.188 311 7.601 124
265.7 1 0.138 6 1187 1 0.869 143 0.324 873
3.08 16 0.167 4 1.22 34 0.026 969 1.624 437
0.753 1 0.907 38 0.036 557 0.618 674
0.343 14 0.776 39 0.300 255 34.657 28
0.998 16 0.548 36 1.462 87 0.244 938
0.599 11 4.668 26 1.239 100 1874 2
0.153 20 0.048 490
3.050 13 0.407 213
19.03 8 10.934 14
6.942 9 7.353 20
10.20 16 162.89 1
327.001 1
117.841 1
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2.3.1.2 Periodicities in daily pulse detection rates
We have also applied this method to look for periodicities in the daily pulse
detection rates. For each day, the observation length and the number of detected
pulses were used to calculate the rate of pulse detection. Figure 2.2 shows how this
rate varies for the eight RRATs. We then applied the Lomb–Scargle analysis to
these rates, with the results of this analysis shown in Figure 2.3. We list the most
significant period in Table 2.2 along with its significance.
We have performed white noise simulations and Monte Carlo simulations to
verify the significance of the periodicities. In white noise simulations, the daily rates
were replaced by random Gaussian noise. We could then calculate the power spec-
trum amplitude corresponding to the desired false alarm probability. In the second
method Monte Carlo simulations were used to generate spectra from random time
series which have the same sampling and the cumulative probability distribution
of their maximum amplitude is calculated. We then fit this distribution to Equa-
tion 2.2, minimizing χ2 to determine an effective value for Ni as this determines the
false alarm probability for a given power spectral density. These tests verified the
significances that we have quoted.
PSRs J1819−1458 and J1754−30 have periodicities with greater than 2σ signif-
icance at 1260 and 994 days respectively, while PSRs J1846−0257 and J0847−4316
have periodicities with greater than 1σ significance at 135 and 1040 days respec-
tively. The remaining four RRATs do not show a periodicity of significance greater
than the 1σ level. The significances obtained for the peak power spectral density
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for PSRs J1819−1458 and J1754−30 from white noise simulations are 97% and 96%
respectively. The significances calculated from Monte Carlo simulations are 97%
and 89%.
These periodicities are different from the ones detected in their pulse arrival
times except for the 1260+386−240 day periodicity of PSR J1819−1458, which is close to
the pulse arrival time periodicity of 1186±7 days. In general the pulse arrival time
and pulse rate recurrence periodicities are expected to be independent though it is
possible for them to be the same. In order to further gauge the reliability of our
results for PSRs J1819−1458 and J1754−30, we created 1000 random sequences by
assigning the measured pulse detection rates to randomly selected MJDs and cal-
culated the number of times a peak of the same or higher significance appeared in
the 1000 trials. This number was six and ten for PSRs J1819−1458 and J1754−30,
respectively, suggesting that the periodicities detected are real and that their signif-
icances may in fact be underestimated. However, the detected periodicities are at
40% and 50% of the total observations lengths for PSRs J1754−30 and J1819−1458,
respectively (see Table 2.2); longer observation spans are necessary to determine
whether they are real. We also note that the significance of the peaks depends on
the ranges of frequencies searched and that we have not searched frequencies higher
than the Nyquist frequency or lower than 1/T .
In order to determine whether there was any dependence of significance on
period, we simulated sinusoidal signals of various periods with additive random
Gaussian noise and then applied the Lomb–Scargle algorithm. We found that the
significance of the detected periodicities is independent of period.
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2.3.2 Randomness tests on pulse arrival times
The Kolmogorov–Smirnov (KS) test (see, e.g., Press et al. 1986) is a statistical
procedure which determines the degree to which two datasets differ. It compares the
cumulative probability distributions of both datasets by calculating the maximum
deviation
D = max
−∞<x<∞
| C1(x)− C2(x) |, (2.3)
of cumulative distribution functions (CDFs) C1 and C2. The accuracy of this test
increases with the number of data points and is expected to be accurate for four
or more points (Stephens, 1970). From this the probability that two arrays of data
values are drawn from the same distribution can be calculated. Small values of this
probability (i.e. large values of D) suggest that the distributions being tested differ.
The test can therefore be used to explore whether the observed pulse sequences
are consistent with random distributions. We have done this both by comparing the
CDF of our data with the CDF of a simulated randomly distributed pulse sequence
(i.e. kstwo test as implemented in Numerical Recipes) and by comparing the CDF
of our data directly with the uniform CDF (i.e. ksone test). We have performed this
test both for single days and for the entire time span of observations. For each single
dataset, we created simulated distributions by placing the same number of detected
pulses at random times within the observation, with the constraint of allowing only
one detected pulse per rotation. We also tested randomness on longer time spans
by creating random time sequences of length equal to the total observation lengths.
In Table 2.3, we list the total number of pulses observed from each RRAT along
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Table 2.3: Total observation time, total number of detected pulses, minimum, max-
imum, mean (with standard deviation in parentheses) of the number of pulses ob-
served per day, average probability of short term randomness from the simulations
(Pr1), the rms of the average probability (σ1), average probability of long term ran-
domness from the simulations (Pr2), the rms of the average (σ2), average probability
of short term randomness from direct comparison with the uniform CDF (Pu1), and
the average probability of long term randomness from direct comparison with the
uniform CDF (Pu2). The probabilities for the simulations were calculated for 100
trials. The duration of each observation was 30 minutes to 1 hour on average; as
can be seen from N2 there was one very long observation for PSR J1819−1458. The
days with less than three pulses detected have not been included in Pr1 or the Pu1
probability calculation. The numbers outside and inside parentheses for Pr1, σ1 and
Pu1 indicate those for days with more than two/three pulses detected.
Name T Np N1 N2 Nmean Pr1 σ1 Pr2 σ2 Pu1 Pu2
PSR (hr)
J0847−4316 49 141 0 11 2.04(2.6) 0.52(0.53) 0.15(0.13) 5× 10−3 0.02 0.37(0.37) 5× 10−8
J1317−5759 50 256 0 12 2.72(2.8) 0.50(0.51) 0.16(0.15) 3× 10−3 0.01 0.42(0.46) 1× 10−3
J1444−6026 85 41 0 4 0.57(1.0) 0.47(0.45) 0.11(0.11) 0.54 0.29 0.32(0.23) 0.31
J1754−30 60 40 0 3 0.83(0.9) 0.09(–) 2× 10−3(–) 0.03 0.07 3× 10−3 (–) 1× 10−3
J1819−1458 45 1102 1 165 15.31(19.5) 0.49(0.49) 0.15(0.15) 3× 10−5 2× 10−4 0.42(0.47) 2× 10−12
J1826−1419 53 60 0 13 1.09(2.5) 0.17(0.16) 0.06(0.05) 1× 10−4 4× 10−4 0.05(0.04) 2× 10−3
J1846−0257 37 39 0 4 0.85(1.2) 0.41(0.29) 0.17(0.03) 0.49 0.26 0.24(0.06) 0.46
J1913+1330 19 138 0 27 5.11(7.8) 0.18(0.17) 0.13(0.14) 6× 10−7 8× 10−6 0.06(0.07) 2× 10−18
with the numbers of pulses detected on individual days. We also list the probabilities
of the pulse sequences being random on a single day, averaged over all days of
observation by comparing with simulated random pulse sequences and directly with
a uniform CDF. The simulated probabilities on each day are averages of 100,000
trials of different randomly generated datasets. We also list the rms deviations of
the averages. Table 2.3 also lists the probability of pulses being randomly distributed
on long data spans for simulated data (again averaged over 100,000 realizations) and
through comparison with a uniform CDF. Figure 2.4 illustrates this comparison for
two RRATs.
In general, the pulse distributions appear to be consistent with random dis-
tributions. For simulated data, the single–day pulse distributions have probabilities
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Figure 2.4: Cumulative distribution function for data over the entire time span of
observations of PSR J1754−30 (an example of a non–random pulse sequence) and
PSR J1444−6026 (an example of a random pulse sequence) compared with the CDF
of a uniform distribution (dashed line). The figure also shows the point at which the
KS statistic D is measured (vertical dashed–dotted line). Small values of D imply
that the distributions are similar to each other. It can be seen that the first plot
differs significantly from a uniform distribution, whereas the second does not. The
probabilities of randomness are 0.001 and 0.31 for PSRs J1754−30 and J1444−6026
respectively.
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ranging from 0.09 (for PSR J1754−30) to 0.52 (for PSR J0847−4316) of being ran-
dom when only days with more than two detections are considered. When days
with more than three are considered the probabilities range from 0.16 (for PSR
J1826−1419) to 0.53 (for PSR J0847−4316), indicating that the bias for small num-
bers of pulses is small (there are no epochs with three or more pulses for PSR
J1754−30). When we compare directly with a uniform CDF, PSRs J1826−1419
and J1913+1330 show more evidence (i.e. probabilities of 0.05 and 0.06) for non–
random pulse emission. PSR J1754−30 shows evidence for non–random behavior
in both tests. As this is the RRAT with the lowest overall pulse rate, however, the
tests are not very accurate.
The total number of detected pulses from each source ranges from ∼40 to
∼1100, making our tests for randomness on long time scales very sensitive. When
long time spans are considered, only PSRs J1444−6026 and J1846−0257 are con-
sistent with random distributions. The probabilities given by using the ksone and
kstwo tests are similar. This is not surprising given the large numbers of pulses. We
have tested these analysis techniques on intervals between pulses and checked for
their consistency with an exponential distribution. Both pulse arrival time and pulse
interval tests give identical results as expected. Furthermore we have searched for
any correlation between the pulse intervals on different timescales and have found
none.
We explored the possibility of the telescope zenith angle at the time of the
observation being responsible for variations in pulse detection rates, as the system
temperature depends on this factor and to account for effects based on varying
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gain and spillover. The KS test was carried out on pulse sequences for lower and
higher angles (i.e. angles less and greater than 45 degrees) for this purpose. These
results indicate that there is little dependence of the detected rates on the zenith
angle, with probabilities ranging from 0.31 (for PSR J1317−5759) to 0.49 (for PSR
J1819−1458).
We have also searched for clustering of pulses. For all of the RRATs, the
pulses usually occur singly with occasional consecutive pulses detected. We have
measured the total number of doublets, triplets and quadruplets (i.e. instances of
two, three, and four consecutive pulses) and compared with the number of doublets,
triplets and quadruplets found in simulated random distributions. Table 2.4 lists
the results of our analysis for 1000 simulated distributions. The number of doublets
detected is higher than the number expected for a random distribution for both PSRs
J1819−1458 and J1317−5759. PSR J1819−1458 shows many more doublets, triplets
and quadruplets than expected, with one instance of nine consecutive pulses. The
mean duration of the on states (at which pulses are detected) for the eight RRATs
in units of the period are also listed in Table 2.4. These were calculated by taking
into account the number of detected multiplets and their duration. For the RRATs
which do not exhibit multiplets, we can only give an upper limit to the on–state
duration of one period as the mean on–state will be less than one period.
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Table 2.4: Measured number Nm of doublets, triplets, quadruplets vs. the expected
number Ne, probability of occurrences under an assumed Poisson distribution Pp
for eight RRATs and the mean duration of the on state in units of the period.
The expected numbers are the means of 1000 trials of randomly generated fake
distributions.
Name Doublets Triplets Quadruplets On state duration
PSR Ne Nm Pp Ne Nm Pp Ne Nm Pp (upper limit)
J0847−4316 1.06 1 0.35 0.004 0 0.13 0 0 0.06 1.007
J1317−5759 1.44 7 0.003 0.009 1 0.161 0 0 0.021 1.036
J1444−6026 0.05 0 0.949 0 0 0.924 0 0 0.901 1
J1754−30 0.014 0 0.981 0 0 0.971 0 0 0.961 1
J1819−1458 35.42 111 2.5× 10−8 1.3 15 9.9× 10−25 0.04 7 3.8× 10−45 1.172
J1826−1419 0.06 1 0.028 0.001 0 0.957 0 0 0.943 1.016
J1846−0257 0.06 0 0.902 0 0 0.858 0 0 0.815 1
J1913+1330 0.97 1 0.306 0.015 1 0.356 0 0 0.358 1.022
2.4 Discussion
We have shown that six of the RRATs have periodicities of significance greater
than 99% in the pulse arrival times. The periods of the most significant peak
range from 1.4 hours (for PSR J1754−30) to 2102 days (for PSR J1819−1458). No
significant periodicities were detected upon randomizing the time series, showing
that these periodicities are real. We do not find any relationship between the number
and significance of detected periodicities and spin–down properties such as period
or characteristic age. It is possible that some of the periodic behavior is due to
refractive scintillation. However, the number and wide range of timescales of the
periodicities are impossible to explain with refractive scintillation alone.
The shorter timescale periodicities in pulse arrival times are similar to typically
observed nulling timescales, which range from minutes to days (Wang et al., 2007).
Explanations for pulsar nulling include an empty sight–line passing through the sub–
beam structure (Deshpande & Rankin, 2001), a reversal of the emission direction
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(Melikidze & Gil, 2006), pulsar emission ceasing temporarily due to intermittent
failure of pair production (Zhang et al. 2007), an asteroid belt of material (Cordes
& Shannon, 2008) or changes in magnetospheric currents (Lyne et al., 2010; Wang
et al., 2007). Any combination of these could explain the extreme pulse-to-pulse
variability of the RRATs and also the longer term periodicities.
The significant periodicities found in the RRAT pulse arrival times may sug-
gest a relationship with pulsars whose spin–down rates and pulse shapes undergo
periodic variations, with implied changes in magnetospheric particle density (Lyne
et al., 2010). The prototype of this source class is B1931+24 (Kramer et al. 2006).
The asteroid belt model of (Cordes & Shannon, 2008) attributes the 40-day on/off
timescale of this pulsar to an asteroid with eccentric 40-day orbit. It may be that
the pulse–to–pulse variability of the RRATs is due to a similar process happening
on very short timescales. However, because the on states of the RRATs are so short,
it is impossible to measure period derivatives during the on and off states. It could
also be that a similar process is causing the longer term periodicities in pulse arrival
times.
If we apply the model of (Cordes & Shannon, 2008) to the RRATs, multiple
asteroids of an asteroid belt could be responsible for the observed periodicities in the
arrival times. This is consistent with the large root mean square timing residuals
which range from 1.1 ms (for PSR J1913+1330) to 11.2 ms (for PSR J0847−4316) of
these RRATs as an earth–sized asteroid would induce residuals of the order of 1 ms
(Cordes & Shannon, 2008). However it is possible that much of these large residuals
are due to pulse–to–pulse jitter, indicating that the true asteroid mass cannot be
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determined by the residuals only.
The periodic fluctuations in pulse arrival times could also be due to non–
radial oscillations which drive different emission modes, as often seen in white dwarf
stars (Rosen et al., 2011). The fundamental oscillation periods for neutron stars
are expected to be on the order of milliseconds (Reisenegger & Goldreich, 1992) to
seconds (McDermott et al., 1988) for g–modes. These are far too short to explain
the multiple periodicities seen, but it is possible that we are observing the beat
frequency between a non–radial oscillation period and that from a longer timescale
process like those observed in Lyne et al. (2010).
We also searched for periodicities in the daily pulse detection rates. Six of
the RRATs do not show any significant periodicities in their daily pulse detection
rates over timescales of months to years. The exceptions are PSR J1819−1458,
which exhibits a 1260 day period with a significance of 97%, and PSR J1754−30,
which exibits a 994 day period with significance of 95%. We detect a peak of higher
significance only 0.6% and 1.0% of the time in 1000 trials in which the rates were
randomly assigned to the MJDs for PSRs J1819−1458 and J1754−30 respectively,
suggesting that the significance of the peak may be underestimated by the Lomb–
Scargle algorithm. Given eight trials, if all of the RRATs had no periodicities, we
would expect to find one periodicity with significance greater than 88%. However,
two RRATs with significances greater than 95% are not expected. The predicted
timescales for refractive interstellar scintillation of 117 days for PSR J1819−1458 and
21 days for PSR J1754−30 are much smaller than the reported periodicities in pulse
detection rates, indicating that these periodicities are not likely due to scintillation.
53
However, these periodicities are roughly half of the total data span. Therefore, a
longer time span of observations is necessary to confirm them as significant.
There is evidence for changes in period derivative associated with changes in
pulse detection rate for PSR J1819−1458 (Lyne et al., 2009). The peak in the
rate immediately following the first (and largest) glitch at MJD 53926 (Lyne et al.,
2009) hints at a correlation between glitches and emission properties. If confirmed in
future glitches, this correlation might suggest a link with the magnetars, for which
radiative changes often accompany glitches (e.g. Dib et al., 2008b) or the class of
mode changing pulsars whose period derivative undergoes quasi–periodic changes
(Lyne et al., 2010).
All of the sources exhibit random pulse distributions on single days. This
is similar to that observed for giant pulses (Knight et al., 2006). However, the
pulses from the RRATs are wider than those of observed giant pulses and the pulse
amplitude distributions are different (McLaughlin et al., 2009; Miller et al., 2010).
This therefore supports the idea of Weltrevrede et al. (2006), who suggest that the
RRATs could be normal, but more distant, pulsars like B0656+14 which emits very
bright, narrow pulses and a distribution of weaker, broader pulses.
Over longer time spans, the pulse sequences of six of the RRATs show evidence
for non–random behaviour. These same RRATs show significant periodicities in
arrival times. The external influence from, e.g., an asteroid belt (Cordes & Shannon,
2008) could explain this through uneven distributions of material. However, it is
difficult to relate this long term non–randomness to either normal or nulling pulsars
as, to our knowledge, this has not been explored for either of these source classes. We
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do not find any obvious relationship between the randomness and derived spin–down
properties such as age, period, and surface dipole magnetic field.
Nulling pulsars tend to have on–off states which persist over more than one
pulse period (Wang et al., 2007) whereas the large majority of the RRAT pulses
occur singly, aside from a few pulses from PSRs J1819−1458 and J1317−5759.
Redman & Rankin (2009) showed that the majority of pulsars null non–randomly
and several studies (e.g. Rankin & Wright 2008 and Herfindel & Rankin 2009) have
revealed periodicities in the null cycles for some pulsars. The RRATs have quite
different properties in these respects, but because the nulls of some pulsars (e.g.
B0834+06, B1612+07, and B2315+21; Redman & Rankin (2009)) are random and
single–pulse nulls are occasionally observed, we cannot exclude the possibility of the
RRATs being an extreme case of nulling. This is supported by the similar ages and
spin periods of many RRATs and nulling pulsars and the strong correlation between
nulling and pulsar age (Wang et al., 2007).
In summary, we detect highly significant periodicities in the arrival times of
six of the RRATs. We detect no highly significant periodicities in the long–term
pulse detection rates for the RRATs, although we find tentative periodicities for
PSRs J1819−1458 and J1754−30. All of the RRATs show random behavior on a
single day and most of the RRATs show non–random behavior on long timescales.
Most of the RRATs emit pulses singly, but a few do show evidence for clustering
of pulses. It is clear that there are periodicities in the pulse arrival times for these
objects. The cause of these could be circumstellar material, non–radial oscillations,
or another process. While we cannot completely eliminate any of the ideas, our
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results favor the asteroid belt model and are consistent with extreme nulling pulsars
or distant pulsars emitting detectable bright pulses and non-detectable weak pulses.
Radio monitoring over longer time spans and observations at other wavelengths may
be useful to further understand the reasons for the RRATs’ unusual emission. More
theoretical work and further studies of the randomness of pulse emission in normal
pulsars with different properties is also necessary.
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Chapter 3
Interstellar Time Delay Correction
Submitted to ApJ, with co-authors D. R. Stinebring, M. A. McLaughlin,
P. B. Demorest and G. Jones
3.1 Introduction
Gravitational waves (GWs) are a key prediction of Einstein’s theory of general
relativity and their existence has been supported through timing measurements of
the orbital decay of the Hulse-Taylor binary system B1913+16 (Harrison & Tade-
maru, 1975). Many experiments aim to detect these waves directly through the mea-
surement of light travel changes between objects. Complementary to interferometer-
based GW detection experiments like LIGO, pulsar timing is sensitive to nanohertz
frequency GWs. The change in light travel time between the earth and a pulsar
due to a passing GW results in a delay in the time of arrival (TOA) of pulses (De-
tweiler, 1979). Given a timing model that accounts for parameters such as pulsar
period, period derivative, position, proper motion and other orbital parameters, we
calculate residuals, or the differences between measured and model TOAs.
These residuals will contain the signatures of gravitational waves. A stochas-
tic background of GWs can be detected through searching for a correlation with
angular separation in the timing residuals of an array of pulsars (Hellings & Downs,
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1983). In order to detect the background due to supermassive black hole binaries,
over 100 MSPs with root-mean-square (RMS) timing residuals of less than 100 ns
are likely required (Jenet et al., 2005; Cordes & Shannon, 2012). Currently over
40 millisecond pulsars are being timed by the North American Nanohertz Obser-
vatory for Gravitational waves (NANOGrav), with RMS timing residuals of nearly
all pulsars at the sub-microsecond level (Demorest et al., 2013; McLaughlin, 2013).
In addition to GWs, other effects such as interstellar medium (ISM) propagation
and rotational irregularities will affect the arrival times of pulses. Fortunately, ISM
effects are chromatic and therefore multi-frequency observations can be used to at
least partially correct for these variations.
Electromagnetic radiation from pulsars is delayed as it travels through the
ionized plasma of the ISM. The three prominent known effects are (1) dispersion
caused by the change in radio wave speed due to refraction, (2) scattering and
scintillation due to inhomogeneities in the medium (Rickett, 1969) which results
in a random interference pattern on the observer plane, and (3) Faraday rotation
which is rotation of the plane of linear polarization due to a magnetized plasma.
See Chapter 1 for more information. All timing algorithms correct for time-variable
dispersion to high accuracies (Keith et al., 2013). Faraday rotation could split the
profile due to delays between the left and right circularly polarized waves (Cordes
& Shannon, 2010) but the TOA errors from this effect are negligible. We do not
expect Faraday rotation to result in TOA fluctuations if polarization calibration is
done correctly. In this paper we concentrate on removal of scattering effects, which
are more difficult to correct but can cause sizeable fluctuations in TOAs.
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The scattering process delays the pulse TOA due to refraction and multipath
propagation. While the most prominent scattering effect is pulse broadening due
to multipath propagation, other effects such as angle of arrival variations also con-
tribute to the pulse delay. Scintillation causes the pulse to appear brighter at certain
times and frequencies, with characteristic scales determined by the distance to the
pulsar, its velocity, the properties of the ISM along the line of sight, and the ob-
serving frequency; for a review of effects see Stinebring (2013). Figure 3.1 shows a
schematic picture of how these various delays affect the signal. The long-term goal
of pulsar timing is to correct for delays due to other intrinsic and extrinsic effects
such that only the GW signature remains in the residuals.
ISM delays are observing frequency (ν) dependent, with dispersion and pulse
broadening scaling as ν−2 and νx, respectively, with x ≈ −4 (Lorimer & Kramer,
2005). Therefore pulse broadening, which is indicative of large amounts of scattering,
is most prominent at low frequencies. In addition to the frequency dependence, pulse
broadening has been empirically determined to have a roughly DM2 dependence
(Bhat et al., 2004), where DM is the dispersion measure, or the integral of the
electron density along the line of sight. Scattering delays are also expected to
vary significantly with time due to the relative motion of the pulsar and the Earth
changing the line-of-sight path through the ionized ISM. Hemberger & Stinebring
(2008) used secondary spectra of pulsar B1737+13 to measure scattering delays
between 0.2 and 2.2 µs over ∼270 days of observation at a radio frequency of 1400
MHz. Ramachandran et al. (2006) showed that scattering delays vary between ∼ 100
and ∼ 140 µs over ∼ 10 years for B1937+21 at 327 MHz.
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Correcting for ISM scattering delays may be important for detecting GW sig-
natures in our data (e.g., Foster & Cordes, 1990). In addition, the average spectral
index of millisecond pulsars is ∼–1.4 (Bates et al., 2013), meaning that these objects
are ∼8 times brighter at 430 MHz than at 1400 MHz. The MSPs used in current
timing experiments are selected to be nearby (i.e. <few kpc) and are generally
timed at high frequencies (≥800 MHz) in order to mitigate these dispersion and
scattering effects. The ability to correct for the effects of scattering could improve
timing at lower frequencies, resulting in increased signal-to-noise ratio (S/N). Fi-
nally, understanding the scattering phenomenon will lead to better quantifying the
Galactic models for free electron density (Cordes & Lazio, 2002) and the distribution
of scattering material along the line of sight (Cordes & Rickett, 1998).
Several methods have been proposed to estimate scattering timescales. These
methods assume that the ISM acts as a linear filter with a voltage pulse broadening
function (PBF), also referred to as the impulse response function, which is convolved
with the intrinsic pulsar signal to produce the observed pulse. For scattering by a
single thin screen with a square law structure function (Cordes & Rickett, 1998),
the ensemble-averaged PBF is a one-sided exponential. Kuz’min & Izvekova (1993)
showed that a descattered pulse can be restored by fitting the observed profile to
a Gaussian convolved with a one-sided exponential function. However, these meth-
ods usually require assumptions about the functional form of the PBF, which is
dependent on the spatial distribution and inhomogeneity spectrum of the scatter-
ing medium (Cordes & Rickett, 1998). The scattering times can also be estimated
from the auto correlation function (ACF) of the pulsar dynamic spectra or from the
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cumulative delay function from pulsar secondary spectra (see, e.g., Hemberger &
Stinebring, 2008). However, these methods are limited by large uncertainties and
a finite number of scintles, which are maxima in the interference pattern, within
the observing bandwidth and observation time. Another method, which is based on
a CLEAN algorithm, tests various PBF types to get the best fit, and requires as-
sumptions about the PBF form (Bhat et al., 2003). This method can estimate PBFs
when scattering delays are large and cause recognizable changes to pulse shapes, but
is not optimal in the case of small delays. More recently Coles et al. (2010) showed
that scattering is anti-correlated with pulse power and the TOA fluctuations can be
reduced by ∼25% by removing those correlated components. Unlike these methods,
cyclic spectroscopy (CS) directly accounts for phase changes of the electric field,
thereby allowing a more accurate description of ISM effects.
The phase of the ISM transfer function, which is the frequency-domain rep-
resentation of the PBF, contains information about pulse broadening due to ISM
delays. Recovering the phase information of the electric field to reconstruct the PBF
has been successfully applied to pulsar dynamic spectra (Walker et al., 2008). In this
paper we explore a phase retrieval method using the technique of CS, introduced in
Demorest (2011) and further developed in Walker et al. (2013, hereafter WDS13).
This method allows determination of the phase of a periodic signal, which can then
be used to calculate scattering delays. This paper is a step in an ongoing analysis
of the efficiency of CS for scattering delay correction. By means of a simulation
that includes a realistic signal model, we show that CS can be used to accurately
reconstruct the PBF for an achievable signal-to-noise ratio. Instead of simply a
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Figure 3.1: A simplified model that describes how some of the most prominent effects
cause delays in the pulsar signal. Delays from gravitational waves, dispersion, and
scattering of the intensity PBF are given by tgw, td and τ , respectively. The former
two effects cause time delays of the pulse while scattering also changes its shape,
broadening it and thereby causing an additional delay.
TOA, this analysis supplies a TOA and a PBF, which is valuable additional infor-
mation when used in a multi-frequency timing and analysis program. We introduce
the theoretical formulation in Section 3.2; in Section 3.3 we present the details and
results of our simulation; and in Section 3.4 we discuss future applications and the
advantages of using CS over other methods.
3.2 Theoretical background
We begin by expressing the electric field vector as a function of time t and po-
sition r, as E(r, t) = E0exp [−i(k · r− ωt)], where k and ω are the wave vector and
angular frequency of the wave respectively. For a wave with frequency f , traveling
in a medium with refractive index µ at a speed c, the wave vector is k = (2π/c)µf .
Frequency-dependent refractive index fluctuations in the medium cause a change in
k, which corresponds to a change in the phase of the wave. Upon encountering a
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scattering region, in this case a thin screen of thickness a, the phase of the wave
changes by an amount ∆Φ = ∆ka (see, e.g., Lorimer & Kramer, 2005, for details).
For a wave propagating in the zˆ direction, the phase of the wavefront becomes a
function of x and y after passing through the phase screen. The phase changes
will vary randomly along the wavefront, and hence the final phase changes will be
randomly distributed. The final phase ‘corrugation’, causes angular broadening of
the propagating radiation. Additionally, electron density variations that are large
compared to the broadened “image” of the pulsar projected on the scattering screen
will result in refractive effects. (See Rickett, 1990) for a review. The bent wavefront
arrives later than the unscattered one, resulting in a scattering response that ap-
proximates an exponentially-decaying function in long-term averages (Williamson,
1972).
In general, pulsar (E-field) signals can be considered to be amplitude-modulated
complex Gaussian noise (Rickett, 1975) so that
x(t) = n1(t)p(t), (3.1)
where p(t) is a real-valued, positive definite pulse modulation function and n1(t) is
complex Gaussian white noise.
Under the assumption that the interstellar medium affects only the phase of
the propagating signal and not its amplitude, it acts as a linear filter with a voltage
PBF h(t) and a corresponding transfer function H (ν), where h(t) and H (ν) are
a Fourier transform pair. For an intrinsic pulsar voltage (E-field) signal x (t), the
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observed voltage signal in the time domain will be y(t) = x (t)∗h(t), where * denotes
a convolution. This voltage signal y(t) plus additive noise, discussed further below,
is recorded by baseband observing systems. The frequency-domain representation of
the signal will be Y (ν) = X (ν)H (ν), where x (t) and X (ν) are a Fourier transform
pair.
Following the notation of Demorest (2011), the “cyclic spectrum” as a function
of radio frequency ν and cycle frequency α is then given by (Antoni, 2007)
Sy(ν;α) = E
{
Y
(
ν +
α
2
)
Y ∗
(
ν − α
2
)}
, (3.2)
where Y ∗(ν) is the complex conjugate of Y (ν) and E represents the expectation
value. For a true cyclostationary signal to have non-zero Sy(ν;α), the cyclic fre-
quency α must take on discrete values such that αn = n/P , where P is the pulse
period. The cyclic spectrum can be further expanded as
Sy (ν;αn) = E {X (ν + αn/2)X∗ (ν − αn/2)}×
H (ν + αn/2)H
∗ (ν − αn/2) . (3.3)
Assuming that the variance of pulse-to-pulse noise n1(t) over a narrow band is σ
2
p
and cn is the n
th complex Fourier coefficient of the Fourier transform of intensity
modulation function pI(t), where pI(t) = p(t)
2, we can express the spectrum of the
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intrinsic signal as
E {X (ν + αn/2)X∗ (ν − αn/2)} = cnσ2p. (3.4)
By invoking the fact that any complex function can be represented with amplitude
A and phase Φ as A exp [iΦ], the phase of the cyclic spectrum ΦSy , in terms of the
phase of the transfer function ΦH(ν) and the phase of the Fourier coefficient Φcn, is
ΦSy(ν;α) = ΦH(ν+αn
2
) + ΦH∗(ν−αn
2
) + Φcn . (3.5)
Since the cyclic spectrum is the quantity which can be calculated for any known
observed voltage signal, and we are interested in reconstructing the transfer function,
we need to express its phase in terms of the known quantities. We can write
ΦSy(ν)− Φcn = ΦH(ν+αn
2
) − ΦH(ν−αn
2
) ≈
dΦH(ν)
dν
αn. (3.6)
Therefore the phase of the transfer function can be expressed in terms of the phase
of the cyclic spectrum as
ΦH(ν) ≈ 1
αn
∫ ν
−B/2
(
ΦSy(ν
′)− Φcn
)
dν ′, (3.7)
for −B/2 ≤ ν ≤ B/2, where B is the full bandwidth. Following Equation 3.2, we
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derive an expression for the amplitude of the cyclic spectrum ASy as
ASy(ν;αn) = cnσ
2
pAH(ν+αn
2
)AH∗(ν−αn
2
), (3.8)
For the very small values of αn ≈ 10−4 MHz for MSPs, we can assume AH(ν+αn
2
) ≃
AH∗(ν−αn
2
). Then the amplitude of the transfer function can be estimated to be
AH ≃
√
ASy
|cn|σ2p
. (3.9)
Once the phase of the transfer function is computed using the phase integral method
described in Equation 3.7, and the amplitude of the cyclic spectrum is obtained from
Equation 3.9, a complete reconstruction of the frequency-domain transfer function
is possible. This can be transformed to the time domain to obtain the PBF.
There are multiple approaches to retrieving PBFs from cyclic spectra. Demor-
est (2011) and WDS13 recover the PBF from the cyclic spectra via a least square
minimization of the difference between the modeled and actual cyclic spectrum.
The second method, used in this analysis, is based on computing the phase of the
transfer function directly via the phase integral method. We refer to this as the
direct phase integration (DPI) approach and use it here for the sake of simplicity, as
no iterative fitting is needed to arrive at the recovered PBF. The WDS13 approach
includes an initialization step that is quite similar in character to the DPI method.
We anticipate that when this technique is incorporated in timing analysis pipelines,
the WDS algorithm (Walker et al., 2013), or future variants, will be used since the
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fitting technique will result in a more accurate PBF reconstruction for lower S/N
data.
3.3 Simulations
We start by forming a pulsar signal x(t) = n1(t)p(t), as outlined in Equa-
tion 3.1. For simplicity, we choose p(t) = exp [−(t/W )2], a Gaussian-shaped modu-
lation function whose width is W , and where t spans the pulse period for a single
pulse, and repeats itself to infinity. Variations in the single pulses are caused by
varying n1(t) values.
For a scattering medium approximated by a single thin screen, and assuming
that the refractive index fluctuations within the screen have a square-law structure
function (e.g., Cordes & Rickett, 1998), the voltage PBF has a one-sided exponential
envelope (Cordes, 1976) and takes the form
h(t) = n2(t)U (t− t0) exp
[
−t− t0
τ ′
]
, (3.10)
where n2(t) is complex Gaussian white noise, U(t) is the unit step function, t0 is
any uncorrected time delay (relative to a fiducial pulse template), and τ ′ = 2τ ,
where τ is the characteristic width in the intensity PBF, which will be referred
to as the scattering timescale hereafter. The inclusion of n2(t) in Equation 3.10
allows each run of the simulation to be an example of a “snapshot image” of the
ISM (Goodman & Narayan, 1989) for each realization of n2(t) and incorporates the
effect of scintillation. We form the Fourier transform of the observed voltage signal
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y(t) using the above transfer function
Y (ν) = X(ν)H(ν) +Nsys(ν), (3.11)
where Nsys is complex additive instrumental noise.
We simulate a pulsar with a period P , a pulse width W , where P ≫ W , and
a scattering timescale τ , where τ < W . For specificity, we consider a period of 1.6
ms, pulse width of 40 µs in the intensity profile, and a mean scattering timescale of
5 µs in the intensity PBF hI , where hI = |h(t)|2. These quantities are similar to the
values for the bright MSP, B1937+21, observed at a frequency of 1 GHz. Amplitude
modulated noise was produced in the frequency-domain as Gaussian white noise
with variance σ2p = 1, with the middle half of the spectrum removed, to allow for
oversampling by a factor of two. The noise was then Fourier-transformed so it would
be correlated in the time domain. This was then multiplied with the Gaussian pulse
modulation function p(t) = exp [−(t/W )2], as indicated in Equation 3.1, to produce
a single pulse profile as emitted at the pulsar. The frequency-domain representation
of the observed single pulse profile is then calculated using Equation 3.11, with the
simulated ISM transfer function H(ν), which is the Fourier transform of h(t) as
given in Equation 3.11. We have included Gaussian white instrumental noise with
variance σ2n = 1 to each pulse and have oversampled the data by a factor of two in
order to satisfy the requirements for calculating the cyclic spectrum (Antoni, 2007).
These simulated single pulses are used to compute the cyclic spectra via the
frequency-domain approach, as outlined in Equation 3.2. For this purpose, cyclic
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spectra of different αn cycle frequencies have been combined optimally, assuming
that the phase of the cyclic spectrum is linearly proportional to the harmonic number
n. Thus the weighted average of the cyclic spectrum can be expressed as
Sy(ν) =
nmax∑
n=1
wnAn(ν)e
iΦn(ν)/n
nmax∑
n=1
wn
, (3.12)
where An(ν) is the amplitude and Φn(ν) is the phase after the profile contribution
has been subtracted off, as shown in the left hand side of Equation 3.6. Both An(ν)
and Φn(ν) correspond to the n
th harmonic of the cyclic spectrum. The weight wn of
a scattering time measurement τn from the cyclic spectrum of the n
th cycle frequency
is defined as
wn =
1
δτ 2n
. (3.13)
Here, the error of the delay measurement δτn ∝ |c0|/(n|cn|) since theoretically, the
S/N∝ |ncn| where cn denotes the nth Fourier coefficient of the pulse modulation
function, p(t) (Appendix A). We have used nmax = 5 for this analysis. Then we use
Equations 3.7 and 3.9 to recover the phase and amplitude of the transfer function,
which is inverse-Fourier-transformed to the time-domain to get the voltage PBF.
The pulse profiles and cyclic spectra were obtained from averaging Np = 10
4 single
pulses, using a bandwidth of 10 MHz. Figure 3.3 shows one of these simulated
average profiles with a scattering tail of 5 µs. The amplitude and phase of simulated
69
Figure 3.2: An example scatter-broadened average pulse profile (averaged over
10,000 pulses) as a function of pulse phase. The simulated pulsar has a period
of 1.6 ms and a pulse width of 40 µs. The scattering timescale for this case is 5µs.
cyclic spectra as functions of frequency are shown in Figure 3.3. Figure 3.4 shows
the reconstructed intensity PBF.
3.3.1 Scatter correction
The scattering process broadens the pulse and delays the TOA by shifting its
centroid (see, e.g., Coles et al., 2010). In practice, there will be other chromatic
and achromatic delays in the data, such as those due to refraction, parallax, proper
motion and GW signals, in addition to scattering, which will give a non-zero t0
value in the PBF outlined in Equation 3.10. Therefore, t0 can be considered as the
non-scattered TOA, with all interesting time signatures remaining intact. In order
to calculate t0, we fit a one-sided exponential function to the recovered PBF in order
to locate the rising edge of the PBF and use these t0 values as our scatter-corrected
TOAs.
The importance of using the location of the rising edge of the PBF as the
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Figure 3.3: The amplitude (top) and phase (bottom) of a cyclic spectrum corre-
sponding to the simulation parameters in Figure 3.3, as a function of frequency, for
the first cycle frequency (n = 1). The phase has been set to zero for very small
amplitudes in the cyclic spectrum and smoothed with a boxcar function for clarity.
The noise is self-noise from the pulsar amplitude-modulated noise process after an
integration of N = 104 pulses.
scatter corrected TOA is that it allows us to retain other delays affecting the signal.
It is necessary to be able to correct for scattering without removing other effects such
as parallax, proper motion, refractive effects and most importantly the delays from
GWs. Even though calculating the centroid of the PBF gives a good estimate of all
the delays involved, using the centroid to correct for scattering, say by subtracting
the centroid from the TOAs of scatter broadened profiles will eliminate the GW
signal as well. On the other hand, the recovered PBFs will be affected by scintillation
and radiometer noise, so in order to extract parameters from the recovered PBFs,
it is necessary to find the best fitting function, which in our case is a one-sided
exponential. The disadvantage of this method, however, is that in realistic pulsar
signals, the PBFs are not always one-sided exponentials with a sharp rising edge.
Therefore, a different method needs to be developed in order to calculate scatter
corrected TOAs that retain other delays.
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Figure 3.4: An example recovered intensity pulse broadening function hI(t) con-
structed from a cyclic spectrum (red curve) for an input scattering timescale of 5.2
µs. For this realization, the scattering timescale estimated using the fitting tech-
nique is 5.3 µs. The input function is shown by the black curve and the best fitting
one-sided exponential function is shown by the blue curve. The middle plots are
smoothed versions of the top plots and the bottom plot shows the residual between
the input and recovered PBFs.
We simulated average pulse profiles and cyclic spectra for 25 trials, with each
trial representing a single epoch, with time-variable scattering, where the scattering
timescale τ was drawn from a random distribution with a variance 1 µs. We have
only considered cases in which τ < W . The PBFs were recovered from cyclic spectra
on each of these trials. These PBFs were smoothed by 10 samples, and a one-sided
exponential function of the form hI(t) = |AU(t − t0)exp−(t−t0)/τ ′ |2, where A is the
amplitude and other terms are as explained in Section 3.3, was fit to the smoothed
PBFs. The best fitting parameters for amplitude A, time delay t0 and scattering
timescale τ of the recovered PBFs were determined though minimizing a χ2 grid
search over the above three parameters. As shown in Figure 3.3, the intensity PBF
with a scattering timescale of 5.3 µs input to the simulation is recovered with a
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scattering timescale of 5.2 ± 0.4 µs.
In order to gauge the effect of the scattering correction on timing measure-
ments, we first calculated the TOAs for the scatter-broadened pulse profiles on the
25 trial epochs using the Taylor algorithm (Taylor, 1992). This cross-correlation
algorithm calculates the phase shift between the observed average profile and a high
quality standard profile through an iterative, frequency-domain fitting algorithm
to calculate a TOA. A scattered standard profile which has a scattering timescale
equal to the mean of the input scattering times (5µs) was used for this purpose. The
best fitting t0 values were considered as the scatter-corrected TOAs. The residuals
were calculated by subtracting the TOAs from those predicted by a simple timing
model. The errors on the best fit parameters t0 and τ were calculated from the 2×2
covariance matrix.The error on the residuals is the error of t0.
Figure 3.5 shows the residuals before and after scatter correction for 25 tri-
als. The scattering timescales of input one-sided exponential intensity PBFs ranged
from ∼3.3 µs to ∼6.4 µs. A scattered standard profile which has a scattering
timescale equal to the mean of the input scattering times (5 µs) was used in the
cross-correlation algorithm. This is a realistic assumption for actual PTA observa-
tions, as standard profiles are formed from averages of scattered observed profiles.
The RMS of the residuals derived from the Taylor algorithm analysis for scatter-
broadened average profiles have a standard deviation of 1 µs over the 25 trials of
observation. When scatter corrected, the RMS of the residuals reduces to 359 ns
from 1 µs. Profiles simulated with no scattering and scintillation give ‘white-noise’
RMS residuals of 23 ns. These results show that the RMS of the residuals calculated
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Figure 3.5: Top: Uncorrected residuals for 25 trials where the input scattering times
were drawn from a random distribution with a mean of 5 µs and a standard deviation
of 1 µs. The additive noise level was set to 0.5 times the average on-pulse power for
a single pulse and 104 pulses have been added to form the average profile of each
trial. Bottom: Delays after applying the CS correction. The error bars of top and
bottom panels are calculated from the χ2 minimization and the covariance matrix
of the one-sided exponential fitting procedure respectively. The RMS of uncorrected
and CS-corrected residuals are 970 ns and 359 ns, respectively.
through the Taylor algorithm can be decreased significantly when the arrival times
are scatter-corrected, approaching a factor of 2.7 improvement.
In the absence of other effects such as pulse-to-pulse jitter and red noise, TOA
errors are dominated by radiometer noise that scales as W/(S0
√
N). Here W is the
width of the pulse profile, S0 is the single pulse signal-to-noise-ratio, and N is the
number of pulses averaged. In order to test the correction scheme for various S/N
levels, defined as the ratio between the amplitude of the pulse peak and the RMS
of the profile noise baseline, the number of pulses in the average profile was varied,
averaging over 1× 102, 5× 102, 1× 103, 1.5× 103, 1× 104, 2× 104, 4× 104, 8× 104,
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and 105 pulses. We have used 16384 profile bins. The additive noise level, or the
amount of instrumental noise, as a fraction of the peak of the pulse modulation
function, was set to a constant value of 0.5.
Figure 3.6 shows that the RMS of scatter-corrected residuals decreases with
increasing S/N. We find that the shape of the recovered PBFs for low S/N profiles
whose S/N is lower than ∼50, or when the number of pulses averaged over is less
than 100, starts to differ significantly from the input PBF. For typical NANOGrav
observations, more than 500 pulses are averaged per TOA and resultant S/N values
are typically greater than 100 (though not for all cases). Figure 3.7 shows how
the χ2 of residuals varies as a function of profile S/N. In Figure 3.8, we show four
example average profiles corresponding to different S/N, and in Figure 3.9 we show
the input scattering timescales and the scattering timescales recovered from the best
fitting one-sided exponential functions.
We have also assessed the effectiveness of the CS scatter correction for varying
mean scattering times ranging from 3 to 17 µs. Figure 3.10 shows the RMS of
residuals before scatter correction, RMS of residuals after scatter correction, and
the ratio between the corrected and uncorrected RMS. For each value of the mean
scattering time, the RMS of the input scattering times was set to be a factor of
0.2 of the mean scattering time, so that the RMS of scattering times increase with
increasing mean scattering time, as typically seen in real pulsar signals (Hemberger
& Stinebring, 2008; Ramachandran et al., 2006). We find that the ratio between
the CS corrected and uncorrected RMS residuals decreases with increasing mean
scattering timescale due to the possibility of obtaining better fits to the recovered
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Figure 3.6: RMS of uncorrected residuals (top), RMS of CS-corrected residuals
(middle), and the ratio between the RMS of CS-corrected residuals and the RMS
of uncorrected residuals (bottom) as a function of average profile S/N. The RMS
of uncorrected residuals ranges from 1.02 at S/N 63.7 to 0.95 at S/N 1602.2. Each
RMS value is calculated over 25 trials where the scattering timescale of each average
profile was drawn from a uniform distribution with a mean of 5 µs and a standard
deviation of 1 µs. The S/N was varied by changing the number of pulses added.
The number of pulses added is 1× 102, 5× 102, 1× 103, 1.5× 103, 1× 104, 2× 104,
4× 104, 8× 104, and 105, respectively.
PBFs. Figure 3.11 shows how the χ2 of residuals varies as a function of mean
scattering timescale.
These results are expected since even in an ideal situation the scatter correction
scheme will be limited by the finite S/N of the simulations. The width of a pulse
Wa, composed of a noisy Gaussian with width Wi, convolved with a one-sided-
exponential voltage PBF having a broadening timescale τ , can be expressed as
Wa ≈
√
W 2i + τ
2. As the scattering timescale τ increases and becomes comparable
to the pulse width, shape changes come into play, in addition to time delays when
cross-correlating the standard and observed profiles.
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S/N
Figure 3.7: The χ2 of residuals as a function of average profile S/N, for the simulation
in Figure 3.6.
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Figure 3.8: Average profiles with log(S/N) values of, clockwise from top left, 1.8,
2.1, 2.2 and 2.3, corresponding to the lowest four S/N data points in Figure 3.6.
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Figure 3.9: The input scattering timescales (diamonds) and the scattering timescales
from the best fitting one-sided exponential functions (stars) for log(S/N) values of,
clockwise from top left, 1.8, 2.1, 2.2 and 2.3, corresponding to the lowest four S/N
data points in Figure 3.6. The error bars are calculated from the covariance matrix
from the one-sided exponential fits. The fitting procedure tends to over-estimate
the scattering timescale by roughly 20% in most cases.
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Figure 3.10: RMS of uncorrected residuals (top), RMS of CS-corrected residuals
(middle), and the ratio between the RMS of CS-corrected residuals and the RMS
of uncorrected residuals (bottom). The scattering times for each mean scattering
time are drawn from a random distribution that has the given mean and a standard
deviation equal to mean/5. Therefore, as the mean scattering time increases, the
variation of the scattering time also increases as is the case in real pulsars. The
additive noise level, or the amount of instrumental noise, as a fraction of the peak
of the pulse modulation function, was set to 0.5.
Figure 3.11: The χ2 of residuals as a function of the mean input scattering timescale,
for the simulation in Figure 3.10.
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3.3.2 Effects of pulse-to-pulse jitter
Single pulses from some millisecond pulsars show random fluctuations in arrival
phase which can be of the order of a pulse width. This is referred to as pulse phase
jitter (Cordes & Shannon, 2010). While pulses from PSR B1937+21 show jitter
that contributes to a TOA uncertainty of 19 ns (Cordes & Shannon, 2010), giant
pulses from this object also exhibit jitter (Kinkhabwala & Thorsett, 2000). PSRs
J1713+0747 and J0437−4715, precisely timed PTA pulsars (epoch averaged RMS
of 30 ns (Demorest et al., 2013) and 75 ns (Manchester et al., 2013)), are among
the MSPs that show significant phase jitter that affect the TOA errors at levels of
65 ns and 105 ns (Cordes & Shannon, 2010) respectively. In order to test the effect
of phase jitter on the CS recovery of PBFs, we simulated jittered average profiles
where the pulse phase fluctuations were drawn from a Gaussian random distribution,
consistent with observations of jitter in normal pulsars.
Figure 3.12 shows the average profiles, single pulse profiles, and the recovered
intensity PBFs for four values of the jitter parameter FJ , which is defined as F
2
J =
1− (W 21 /W 2a ) (Cordes & Shannon, 2010), where W1 and Wa are the widths of single
pulses and average profile respectively. Single pulses with widths 40, 30, 20, and 10
µs and a scattering timescale of 5 µs were shifted in pulse phase from the center
of the pulse to form a jittered average profile of width ∼40 µs. These correspond
to jitter parameter values of 0.00, 0.66, 0.87 and 0.97. We have also computed the
effect of scatter correction on jittered average profiles on 25 epochs for the above
four jitter parameter values. We find that the RMS correction ratio (σcorr/σuncorr)
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increases from 0.3 to 0.4 as the jitter parameter increases from 0.0 to 0.97. As seen in
Figure 3.12, the PBFs are quite well recovered for all jitter parameter values. Given
the fact that real MSP signals show small amounts of jitter (Cordes & Shannon,
2010), the effect of phase jitter on impulse response recovery should be minimal.
3.3.3 Presence of non-scattering delays
As emphasized previously, t0 as defined in Equation 3.10 may include other
chromatic and achromatic delays. In order to verify that the scatter correction
process does not remove other delays present, we added a GW signal to the simulated
data and performed the scatter correction. The simulated GW signal has a period of
25 days and an amplitude of 10 µs. The GW signal was sampled at 25 trial epochs to
obtain the delay values which were added as a time shift, to the scatter broadened
simulated pulse profiles. The scattering timescales of these profiles were drawn
from a random distribution with a variance of 1 µs, as outlined in Section 3.3.1.
The corresponding PBFs were then recovered from the pulse profiles using the CS
method. These profiles have been averaged over 10,000 single pulses and have a S/N
of ∼ 500. These PBFs were smoothed by 32 samples, and a one-sided exponential
function was fit as explained in Section 3.3.1 to each recovered PBF.
In order to compare with the previous results of scatter-corrected residuals,
we fit a sinusoid of the form A sin (2πt/T), where t, A and T are time, amplitude
and period respectively, to the best fit t0 values. We then subtract the sinusoid
from the residuals, in order to get the expected white residuals. We fit for the
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Figure 3.12: Top: Average profiles (black solid curve) from jittered single pulses
(dashed curve) clockwise from top left, with widths of 40, 30, 20, and 10 µs and a
scattering timescale of 5 µs. These correspond to jitter parameters of 0.00, 0.66,
0.87 and 0.97. Bottom: Recovered intensity PBFs with scattering timescales of 5.1,
5.0, 5.1, and 4.6 µs.
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Figure 3.13: Best fitting t0 (top), τ (middle) for a function of the form h(t) =
AU(t−t0)exp−(t−t0)/τ ′ , where τ = τ ′/2, and the white residuals which are calculated
by removing the GW from the best fit t0 values. The best fit sinusoid, which
represents a gravitational wave signal, is overplotted in the top plot. The recovered
GW signal has a period of 25.0065 ± 0.0001 days and an amplitude of 9.9552 ±
0.0003 µs. The RMS of the white residuals is 340 ns. The RMS of the input
scattering timescales for this case is ∼ 1 µs. The errors on t0 and τ are calculated
from the covariance matrix. The errors on the residuals are calculated from the
errors on t0 and the error of the best fitting sinusoid using error propagation.
period and amplitude of the sinusoid and find the best fitting values to be 25.0065
± 0.0001 days for period T and 9.9552 ± 0.0003 µs for amplitude A. The RMS of
residuals after the GW signal was fit out is 340 ns. These results are illustrated
in Figure 3.13, which shows the best fitting parameters t0 and τ , and the residuals
when the GW signal is removed from the best fit t0 values. The errors on the best
fit parameters t0, τ and the best fitting sinusoidal GW signal, were calculated from
the 2× 2 covariance matrix. The error on the residuals is the error of t0.
Through an alternate method, frequency-dependent (chromatic) delays from
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achromatic delays such as those due to a gravitational wave can be separated though
a carefully-designed multi-frequency timing analysis. What is gained with the CS-
approach is that we retrieve a function for the PBF (as well as the TOA), whereas
a traditional timing analysis would simply report a single number, the TOA. The
shape and frequency-behavior of the PBF produced through the CS-analysis ex-
plored here can be used to separate chromatic and achromatic effects. But, a full
implementation of that program requires a careful analysis of the form of the PBF
due to various ISM propagation effects and is beyond the scope of this paper. Nev-
ertheless, the additional information provided by the PBF function, which is itself
frequency-dependent, should allow this separation to be made much more accurately
than when only frequency-dependent TOAs (single numbers) are produced.
3.4 Discussion
We have used simulations to show that the CS method, based on electric field
phase retrieval, can be used to accurately recover the complex voltage PBF, h(t),
under realizable conditions for the brightest pulsars observed with 100-m class radio
telescopes, for which the S/N we have used here is applicable. For profiles containing
a mean scattering delay of 5 µs and an RMS variation of ∼1 µs, the CS-correction
technique reduced the RMS variation to ∼359 ns. This is a factor of∼2.7 decrease in
the residual RMS. We also find that the ratio of pre to post scatter-correction RMS
improves with increasing profile S/N. This implies that CS scatter correction is, not
surprisingly, more effective on bright pulsars. The finite S/N of the simulation sets
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a lower limit on the efficacy of the CS correction scheme. In the presence of a GW
signal, in order to separate the scattering delays from the GW delays, it becomes
necessary to fit a one-sided exponential function to the recovered PBF, in order
to locate the rising edge of the function, which gives the scatter corrected TOA.
The residuals obtained this way have an RMS of 340 ns, corresponding to a factor
of more than ∼2 decrease in the residual RMS. Real pulsar signals will contain
other delays, such as those due to refraction, that will cause t0 of Equation 3.10
to be chromatic. In a production timing campaign, the PBFs reconstructed here
would need to be analyzed further in a multi-frequency model from which terms
with different frequency scalings – including the important frequency-independent
term – would be extracted.
Out of the MSPs that exhibit jitter, jitter parameters (see Section 3.3.2 for
definition) of ∼ 0.2–0.5 for giant pulses of B1937+21 (Kinkhabwala & Thorsett,
2000), 0.4 for pulses of J1713+0747 (Shannon & Cordes, 2012), and 0.07 for pulses
of J0437−4715 (Liu et al., 2012) have been observed. Our results show that one-
sided exponential PBFs with the expected timescales can be recovered from pulse
profiles that show these amounts of jitter using this technique. Therefore the effect
of pulse phase jitter on PBF recovery should be negligible.
It is important to note that the improvement in timing precision that we
demonstrate is solely due to scattering time delay correction and not to pulse sharp-
ening through the removal of scatter broadening. The advantage of this method
is that it does not require prior assumptions of the shape of the PBF or the pulse
shape, unlike the previously proposed PBF retrieval techniques that rely on prior
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assumptions of either one or both entities. The strong frequency dependence of
scattering can help distinguish between ISM effects and other achromatic effects
when multi-frequency observations are made. This is vital because one of the key
applications for this technique is in the effort to detect GWs with pulsar timing.
Since the GW signal is achromatic, we must be careful to prevent or minimize its
inclusion in any correction of TOAs that is done in a dedicated PTA effort.
This problem is not limited to the PBF estimation technique presented here.
It is inherent in separating the effects of ISM and other frequency-dependent delays
from the achromatic signal of interest. Following the pioneering work of Demorest
(2011) and Walker et al. (2013), our simulation takes a next step toward developing
a production-quality chromatic correction technique. As we have emphasized, the
CS-technique produces a TOA and a PBF function instead of a single number,
the TOA. This provides the platform for a fuller multi-frequency analysis of the
timing information embodied in h(t; ν) which should certainly improve our ability
to separate chromatic and achromatic influences on the pulse arrival time.
The simulated pulsar signal is scatter-broadened amplitude-modulated noise
and includes scintillation effects. We have limited the analysis to this case in order to
demonstrate the effect of scatter correction on improving timing residuals without
the complications of other smaller effects. This technique can be applied to real
pulsar signals whose phase information is preserved when recorded with a baseband
setup. However, when applying this to real pulsar data we note that the scintle
size, phase connection between scintles, and signal-to-noise ratio may need to be
accounted for. Furthermore, when implementing on real pulsar data, the cyclic
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spectra calculated at radio frequencies ν within a bandwidth of B will be valid within
a region described by |α/2| + |ν| < B/2 (see Demorest, 2011, for details). Cyclic
spectroscopy has so far been tested only on pulsar B1937+21 (Demorest, 2011),
a bright pulsar which exhibits pronounced DM variations and pulse broadening
variations (Ramachandran et al., 2006); the possibility of achieving a descattered
pulse profile is shown in that paper.
We have taken a step forward to show the effect of scatter correction on pulsar
timing. The application of CS to Arecibo baseband data of pulsar J1713+0747,
which currently has the lowest RMS residuals for any NANOGrav pulsar (Demorest
et al., 2013), will be presented in a future paper.
Scattering correction, when fully achieved, will allow higher precision pulsar
timing, which will facilitate GW detection efforts using pulsars. It will also increase
the number of MSPs able to be included in a pulsar timing array and will improve
timing at lower frequencies. This should also improve timing of pulsars if found in
the Galactic center region, currently limited due to scattering effects from turbulent
plasma in these dense regions.
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Chapter 4
Single pulse properties of J1713+0747
To be submitted to ApJ, with co-authors M. A. McLaughlin, S. Oslowski
and others
4.1 Introduction
Pulsar radiation comes from charged particles being accelerated along mag-
netic field lines and shows a wide variety of polarization properties. Linearly po-
larized light is generated as a result of the parallel (to the magnetic field line)
and perpendicular components of the electric field (E‖ and E⊥ respectively) of the
emitters e+–e−. Circular polarization is thought to be generated both by intrinsic
mechanisms and/or by propagation effects (Melrose, 1994), where a time delay is in-
troduced between E‖ and E⊥ due to the refractive index (Greidanus & Strom, 1990).
The sense reversal often noted in the circular polarization is attributed to curvature
radiation (Mitchel 1987) and therefore considered a signature of intrinsic emission.
A smooth S–shaped variation is expected in the position angle (PA), which is the
angle between the rotation axis and the magnetic field line, as the pulsar beam
crosses our line of sight, sweeping through different magnetic field lines. However,
many pulsars show discontinuities and rapid jumps in the PA which can be both
orthogonal and non–orthogonal. Backer et al. (1976) account for these by invok-
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ing two orthogonal modes of emission. Both these modes can occur simultaneously
(superposed) or a single mode can be emitted at a given instant (disjoint).
MSPs have small light cylinders which imply large polar cap sizes and larger
than usual half opening beam angles ρ that do not follow the general ρ ∝ P−0.5
relation, where P is the pulsar period, and a frequency evolution that is different
from normal pulsars (Kramer et al., 1998). MSPs in general show a higher de-
gree of polarization and more complex PA variations than those seen in canonical
pulsars (Xilouris et al., 1998). The weaker magnetic fields of MSPs could imply
particle gyration leading to more circular polarization, pointing towards possible
deviations from a dipolar field structure, even though J0437−4715 studies are sug-
gestive of similar emission mechanisms for normal pulsars and MSPs. (Jenet et al.,
1998). Regardless of these differences, both normal pulsars and MSPs show sim-
ilar complexity in profiles and similar spectral indices, implying similar magnetic
field structure and emission conditions that could include outer gaps (Kramer et al.,
1998). Therefore the study of polarization properties, more specifically of single
pulses, is important from an emission mechanism standpoint as it will help verify
these ideas.
PSR J1713+0747 is the brightest and one of the best timed NANOGrav pul-
sars, with a flux density of 6.3 mJy at 1.4 GHz and epoch averaged residuals with an
rms of 30 ns (Demorest et al., 2013) from predominantly white processes (Verbiest
et al., 2009). This remarkable timing precision makes this a key object in under-
standing the noise floor or the ultimate level of precision achievable and sources
of TOA error. Among possible factors affecting timing of pulsars at these sub–
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nanosecond levels in addition to radiometer noise could be pulse–to–pulse variability
(phase jitter) and ISM effects such as diffractive scintillation. There is evidence for
pulse phase jitter in this pulsar (Shannon & Cordes, 2012) that accounts for at least
20 ns in the rms timing residuals. Pulse broadening due to ISM effects could be of
the order of a few nanoseconds, considering typical scintillation bandwidths of 2
MHz.
Single–pulse studies have, in the past, made it possible to identify phenomena
such as moding, drifting, and nulling in canonical pulsars, in addition to being
crucial in understanding emission physics (Rankin, 1986). There is evidence for
single–pulse polarization varying dramatically from the average profile (Cordes &
Hankins 1977). Single pulses from some pulsars show more circular polarization
than linear polarization in their subpulses (Stinebring et al., 1984). Non–geometrical
swings in the PA can be expected in single pulses (Greidanus & Strom, 1990), which
get lost in the averaging process. High fractional linear polarization is attributed to
non–overlapping dipole field lines which implies less depolarization, and therefore,
single-pulse studies could provide interesting information in this regard. Single–
pulse studies of MSPs have been sparse due to signal–to–noise ratio limitations due
to their low flux (Kramer et al., 1998) and data acquisition requirements such as
the need for high time resolution sampling.
The few existing studies conducted in the past have revealed highly linearly
polarized single pulses and sub–pulse microstructure in J0437−4715 (Jenet et al.,
1998), giant pulses from B1937+21 (Jenet et al., 2001), and jittering pulses from
J1713+0747 (Shannon & Cordes, 2012) and J0437−4715 (Jenet et al., 1998). Polar-
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ization properties of single pulses have only been conducted on J0437−4715 (Jenet
et al., 1998) and on giant pulses of B1937+21 (Zhuravlev et al., 2013).
4.2 Observations and data processing
The data used in this analysis are the Arecibo observations of J1713+0747
performed on the 22nd June 2013 as part of the 24-hour Global campaign (Dolch
et al., 2014). The pulsar was observed at 1.4 GHz for ∼ 1.6 hours with the PUPPI
backend and a bandwidth of 800 MHz. In order to obtain calibration data, prior to
the pulsar observation, a 25 Hz winking cal signal was turned on for 2 minutes while
pointing at the pulsar. The pulsar was then observed, retaining the same receiver
gains. The data used here were obtained in the coherent search mode as non-folded
intensity data.
The data were coherently dedispersed using dspsr. Single pulses were obtained
using PSRCHIVE (Hotan et al., 2004) psrspa and were visually inspected for phase
and shape consistency. RFI removal was done using pazi, by visually inspecting
chunks of data that showed off-pulse flux that was greater than 4σ, where σ is the
off-pulse RMS. Polarization calibration modeling (pcm) as outlined in van Straten
(2004) was used to calibrate the data. This uses the pulsar polarization at multiple
parallactic angles to constrain the instrumental responses such as the absolute gain,
the differential gain and phase and ellipticities of receptors. The model then uses
the noise diode signal to constrain rotation about the line of sight. See Section 1.5.1
for more information about polarization calibration.
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4.3 Data analysis and results
Stokes parameters I, Q, U, V are calculated from the data products and the
degree of linear polarization is calculated as L =
√
Q2 + U2. The polarization
position angle is defined as P.A. = 0.5 tan−1(U/Q). Fractional polarizations (L/I
and V/I) were calculated at every pulse longitude. The PA is calculated when the
linear polarization is greater than three times the off–pulse rms (L > 3σL).
Figure 4.1 shows the histograms of fractional linear and circular polarizations
at four pulse phases near the on-pulse region and the distribution of the position
angle as a function of pulse phase. We find that the single pulses of J1713+0747 are
highly linearly polarized, with the peak fractional linear polarization histogram max-
imizing at 0.66 at phase 0.76, located within the central region of the pulse profile.
PA variations in single pulses are complex, sometimes showing orthogonal/non–
orthogonal jumps. There is no evidence for orthogonal polarization modes in the
PA histogram of this pulsar.
4.3.1 Timing bright pulses
The TOA error due to radiometer noise ∆tRN = W/(S/N
√
N), where W, S/N
and N are pulse width, the average signal to noise ratio of a single pulse and the
number of pulses respectively. As Jenet et al. (1998) demonstrated for J0437−4715,
as the pulse amplitude increases with decreasing width, if there are no jitter effects,
considering the brightest pulses should result in a narrower profile. Figure 4.2 shows
a bright single pulse and the average profile where the smaller width of the single
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Figure 4.1: The histograms of the degree of linear polarization (a), degree of circular
polarization (b), and the distribution of the position angle as a function of pulse
phase for all single pulses (c).
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Figure 4.2: A bright single pulse (dotted) of J1713+0747 plotted together with
average profile (solid). The average profile has been multiplied by six for comparison.
pulse is apparent. Composite profiles constructed by adding a few bright pulses
for this purpose and were used to calculate TOAs and the residuals were compared
with the TOA residuals of profiles averaged over a few minutes. Table 4.1 lists the
half widths, S/N and the RMS residuals obtained with these composite profiles.
Comparing the widths and S/N of 120 second integration profiles and 500 bright
pulse composite profiles, for example, it can be seen that the width reduces by a
factor of ∼4. However the S/N also reduces by ∼6 so the expected RMS residuals
should go up by a factor of ∼1.5. However the measured RMS increases by a factor
of ∼2.6. This could be due to the role of jitter as the bright pulses are more jittered
(Shannon & Cordes, 2012).
Figure 4.3 shows a two dimensional image of the RMS residuals as a function
of pulse S/N and the number of pulses combined to form the profile. All single
pulses between the given S/N limits are selected and combined to form composite
profiles. The TOAs for these composite profiles are then used to calculate RMS
residuals. The lowest RMS of 301 ns occurs when pulses with S/N between 10 and
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(a)
Figure 4.3: The RMS residuals as a function of S/N limit and the number of bright
pulses in the composite profile. The darker regions correspond to lower RMS values.
The lowest RMS of 301 ns occurs when pulses with S/N between 10 and 12 are picked
and 4000 pulses are added together.
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Table 4.1: The length of time or the number of bright single pulses that went into the
composite profile, the width, S/N and the RMS timing residuals from the composite
profiles. The half width of a typical single pulse is 0.035 ms with a S/N of ∼12.
Integration W (ms) S/N RMS (µs)
120 s integration 0.084 1037.84 0.248
200 single pulses 0.022 96.5 0.748
500 single pulses 0.022 154.8 0.664
12 are picked and 4000 pulses are added together.
4.4 Discussion
We have presented the polarization properties of single pulses from J1713+0747.
The analysis shows that the pulsar’s emission is highly linearly polarized. The ab-
sence of orthogonal jumps in the PA and the fact that the emission is highly linearly
polarized suggests that a single mode of emission dominates in this pulsar. Further-
more, it is seen that the single pulses from the outskirts of the profile have higher
linear polarization. This can be interpreted based on the fact that the conal emis-
sion in this pulsar is almost 100% linarly polarized, so the linear polarization in the
outer phase bins, away from the phase bin corresponding to the fiducial point, will
be more linearly polarized.
Pulsar emission is attributed to charged particle acceleration along curved
field lines, which is known as curvature radiation. Mitra et al. (2009) suggests
that curvature radiation generated by bunches of solitons, which are pulse waves in
plasma that exhibit characteristics of particles, can be responsible for the emission
of pulsars. This is because only curvature radiation, as apposed to maser emission
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will produce PA variations in single pulses, that will follow the mean PA variation
over the pulse longitude. Orthogonal modes of polarization have been invoked to
explain the behaviour of the PA sweep that differs from the RVM s–shape. Also,
the observation of a single mode of emission can be attributed to the extraordinary
wave polarized perpendicular to the plane defined by the magnetic field line and the
wave vector. The ordinary wave polarized in the plane of the field lines gets damped
as it interacts with the magnetosphere, thereby emitting in a single mode.
We have also tested the possibility of timing the pulsar using composite profiles
made up of bright pulses. However, our results show that this does not improve the
RMS down to desired levels. Shannon & Cordes (2012) showed that J1713+0747
shows pulse–phase–jitter that corresponds to 20 ns RMS in the timing residuals and
that brighter pulses are more jittered. Therefore, even though bright pulse timing
does not work for this pulsar, there may be other pulsars to which this technique
might be applicable.
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Chapter 5
Conclusions and future work
This work was based on two separate topics on two pulsar classes, namely
RRATs and MSPs. In Chapter 1 we introduced pulsars, described the different
pulsar categories, discussed emission mechanisms and the basic characteristics. We
also laid the foundation for pulsar timing, gravitational wave detection with MSPs
and the effect of the ISM in this chapter. Chapters 2, 3 and 4 were dedicated
to RRATs, ISM scatter-correction, and single-pulse studies of MSP J1713+0747 as
applicable for PTAs respectively.
In Chapter 2 we searched for periodicities in RRATs’ pulse arrival times and
detection rates and compared the pulse sequences with random and uniform dis-
tributions. Several ideas have been presented about the nature of emission from
RRATs such as the presence of a circumstellar asteroid belt or that they may be
extreme nulling pulsars. Determining the time variability and/or periodicity of the
RRAT pulses is therefore an important diagnostic of the RRAT emission mecha-
nism. We found six of RRATs to show significant periodicities in their arrival times,
ranging from hours to days. Based on the periodicity in pulse detection rate found
in RRAT J1913+1330 and its timing residuals, we were able to constrain the mass
of a possible planet to be of the size of the earth. In order to gauge the reality of
the periodicities, the time series of detections and non detections were randomized
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by placing the pulses randomly within the observation windows and repeating the
analysis. No periodicities were found with significance greater than 30% in any of
these randomised time series. It was concluded that they are real, but further test-
ing is needed to determine their origin. Furthermore we searched for any clustering
present in the pulse sequences of these RRATs and found the same six RRATs
to show non-random behavior. Exploration of the transient sky is fast-emerging
area in radio astronomy. With major telescopes such as LOFAR, FAST, ASKAP,
MeerKAT, MWA and SKA being dedicated for these searches, hundreds of RRAT
sources will be discovered in the next few years. Applying these techniques to a
larger sample will allow us to develop accurate models for emission mechanism and
perhaps external environments of these sources.
In Chapter 3 we investigated the possibility of using cyclic spectroscopy (CS)
to identify the ISM scattering delays pulsar data. We simulated the pulse profile
as an amplitude modulated noise signal convolved with an ISM pulse broadening
function (PBF) and showed that CS can be used to recover the PBFs. In order for
this technique to be useful for PTAs, we investigated the possibility of correcting
the effect of scatter-broadening in pulse profiles using the recovered PBFs. For the
simple thin screen model that we used in our simulations, scatter-corrected TOAs
were obtained by considering the location of the rising edge of the recovered PBF.
Furthermore, we found that the PBF recovery and scatter-correction depend on the
profile S/N, suggesting that CS will be applicable only for bright pulsars.
Some NANOGrav pulsars show large amounts of scattering in their profiles
and large RMS residuals unexplainable through radiometer noise. Some have steep
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spectra, which means that they could be good candidates to test timing at low fre-
quencies. If sufficiently bright MSPs are found, this technique can be used to reliably
deconvolve the intrinsic pulsar signal from the PBF. As mentioned in Chapter 3,
for realistic pulsar signals, the recovered PBFs will have to be analyzed at multiple
frequencies in order to determine the scattering timescales because they may not
be simple one-sided exponential functions and may include other chromatic delays.
Observing with large telescopes will be one way obtaining increased S/N in pulsar
signals. Therefore, MSPs observed with the next generation telescopes and future
PTAs may greatly benefit from these techniques. Given the searching and timing
capabilities achievable by the SKA, with thousands of potential MSP in the south-
ern hemisphere and very low nanosecond level RMS residuals, PTA science with the
SKA will be revolutionary. As more distant pulsars are found with the SKA, cor-
recting for ISM effects will become important. The S/N of these distant pulsars will
be higher with the SKA and furthermore, PTAs will be able to select the brightest
pulsars out of the thousands of MSPs that will be discovered. In addition, there
are ideas on using interstellar scattering to determine pulsar distances with VLBI
techniques (Pen et al., 2014). These efforts could also benefit from CS. As secondary
science, since the effects discussed here arise from small scale structures in the size
range 106− 1012m, they could be applicable for studies probing the structure of the
ionized ISM.
In Chapter 4 we investigated polarization properties of single pulses in order to
understand the emission mechanism. We searched for orthogonal modes of emission
using single pulses of J1713+0747 and also test the possibility of using bright pulses
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to time the pulsar. We found that the emission is highly linearly polarized and that a
single mode of emission dominates in this pulsar. Single-pulse polarimetry of MSPs
could be useful in ruling out different emission models and may offer new insights
to physical phenomena occurring in dense and high gravity environments. Since
the only study that exists on MSP single-pulse polarimetry of J0437−4715 points
towards a single mode of emission, similar studies of many more MSPs will help us
understand the peculiar shapes and jumps seen in the PA. On a PTA point-of-view,
single-pulse studies of MSPs are also important to reveal information regarding the
noise floor of the pulsar.
The Global Campaign was performed for this goal of identifying the processes
that limit the timing precision of J1713+0747. Given that pulse-to-pulse jitter
contributes to the noise budget by large amounts, it is necessary to identify and
characterize the various noise processes. Until reliable methods of accounting for
jitter are developed, techniques like timing pulsars with selective pulses could be
potentially useful for mitigating this effect. Even though single pulse detection from
MSPs is currently limited to a few objects, the SKA will permit this for many more
objects, where these techniques will be applicable.
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Appendix A
Signal to Noise Ratio for CS Reconstruction
With the ISM acting as a linear filter, consider a frequency dependent time
delay τ that produces a phase slope across the band. The signal we are trying to
detect is the change in phase for a frequency offset of αn. This is
∆ΦˆSy = 2πταn. (A.1)
The estimator of this signal can be expressed in terms of the real and imaginary
parts of a particular harmonic of the cyclic spectrum Sy(ν) as,
ΦˆSy(ν) = arctan
{
Im〈Sy(ν)〉T
Re〈Sy(ν)〉T
}
, (A.2)
where the angle brackets indicate averaging over T , the total integration time. Since
the phase advance ∆ΦˆSy ≪ 1, the uncertainty in ΦˆSy can be approximated as
δΦˆSy ≈
δ (Im〈Sy(ν)〉T )
〈|Sy(ν)|〉T . (A.3)
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The uncertainty in the imaginary part of the cyclic spectrum is dominated by ad-
ditive noise because σ2n/σ
2
p ≫ 1 and can be defined as δ(Im〈Sy(ν)〉T ) = σI with
σI =
σ2n√
NpN/2
, (A.4)
where N and Np are the number of samples in the pulse period and the number
of pulses, respectively. From Equation 3.8 the amplitude of the cyclic spectrum
|Sy (ν;αn) | = |cn|σ2p, so
δΦˆSy ≈
σ2n
|cn| σ2p
√
NpN/2
. (A.5)
Using Equations A1 and A5, the signal-to-noise ratio (S/Nτ ) can now be expressed
as,
S/Nτ =
τ
δτ
=
∆ΦˆSy
δΦˆSy
=
2πταn|cn| σ2p
√
NpN/2
σ2n
, (A.6)
which because αn = n/P yields the result S/N ∝ n |cn|.
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