Abstract. Most of the implicit contractions introduced by Wardowski [Fixed Point Th. Appl., 2012 , 2012 are Matkowski type contractions.
Introduction
Let X be a nonempty set. Call the subset Y of X, almost singleton (in short: asingleton) provided y 1 , y 2 ∈ Y implies y 1 = y 2 ; and singleton, if, in addition, Y is nonempty; note that, in this case, Y = {y}, for some y ∈ X. Further, let d : X × X → R + := [0, ∞[ be a metric over X; the couple (X, d) will be referred to as a metric space. Define a sequential d-convergence ( d −→) on X, according to: for each sequence (x n ; n ≥ 0) in X and each x ∈ X, x n d −→ x iff d(x n , x) → 0; i.e.: ∀ε > 0, ∃i = i(ε): i ≤ n =⇒ d(x n , x) ≤ ε; referred to as: x is the d-limit of (x n ; n ≥ 0). Denote by lim n (x n ) the set of all such elements; if it is nonempty, then (x n ; n ≥ 0) is called d-convergent. The class of all d-convergent sequences will be indicated as Conv(X, d); note that, it is separated: lim n (x n ) is an asingleton, for each sequence (x n ) of X. Further, call the sequence (x n ; ≥ 0) in X, d-Cauchy, provided d(x m , x n ) → 0 as m, n → ∞, m < n; i.e.
∀ε > 0, ∃j = j(ε): j ≤ m < n =⇒ d(x m , x n ) ≤ ε. The class of all these will be indicated as Cauchy(X, d); it includes all sequences (x n ; n ≥ 0) that are d-telescopic-Cauchy (in short: d-tele-Cauchy), introduced as n d(x n , x n+1 )(= d(x 0 , x 1 ) + d(x 1 , x 2 ) + ...) < ∞. By definition, (Conv(X, d), Cauchy(X, d)) will be called the conv-Cauchy structure attached to (X, d). Note that (as d=metric), (X, d) is regular: any d-convergent sequence is d-Cauchy; if the reciprocal holds too, then (X, d) is called complete.
Having these precise, take some T ∈ F (X). [Here, given the nonempty sets A and B, F (A, B) stands for the class of all functions f : A → B; when A = B, we write F (A, A) as F (A)]. Denote Fix(T ) := {z ∈ X; z = T z}; any point of it will be called fixed under T . These points are to be determined in the context below, comparable with the one in Rus [8, Ch 2, Sect 2.2]:
1a) We say that T is a Picard (resp., tele-Picard) operator (modulo d) if, for each x ∈ X, (T n x; n ≥ 0) is d-Cauchy (resp., d-tele-Cauchy) and d-convergent 1b) We say that T is a strong Picard (resp., tele-Picard) operator (modulo d) if, it is a Picard (resp., tele-Picard) operator (modulo d), and lim n (T n x) belongs to Fix(T ) 1c) We say that T is a globally strong Picard (resp., tele-Picard) operator (modulo d) if it is a strong Picard (resp., tele-Picard) operator (modulo d), and Fix(T ) is an asingleton (hence, a singleton).
Sufficient conditions for such properties will be stated in the class of "functional" metric contractions. Call T , (d; ϕ)-contractive (for some ϕ ∈ F (R + )), when (a01) d(T x, T y) ≤ ϕ(d(x, y)), ∀x, y ∈ X, x = y. The functions to be considered here are as follows. Let us say that ϕ ∈ F (R + ) is increasing, in case [t 1 ≤ t 2 implies ϕ(t 1 ) ≤ ϕ(t 2 )]; the class of all these will be denoted as F (in)(R + ). Further, call ϕ ∈ F (in)(R + ), regressive in case ϕ(0) = 0 and [ϕ(t) < t, ∀t > 0]; the subclass of all these will be denoted as F (in, re)(R + ). Finally, we shall say that ϕ ∈ F (in, re)(R + ) is Matkowski admissible provided ϕ n (t) → 0 as n → ∞, for all t ∈ R + ;
and Matkowski tele-admissible, in case
[Here, for each n ≥ 0, ϕ n stands for the n-th iterate of ϕ]. Clearly, any Matkowski tele-admissible function is Matkowski admissible; the reciprocal is not in general true. The following fixed point result in Matkowski [5] is our starting point. 
Note that, when ϕ is linear (i.e.: ϕ(t) = αt, t ∈ R + , for some α ∈]0, 1[) the second conclusion above is necessarily retainable; and Theorem 1 is just the 1922 Banach's contraction mapping principle [3] . This result found some interesting applications in operator equations theory; so, it was the subject of various extensions. For example, a way of doing this is by taking implicit "functional" contractive conditions (a02) F (d(T x, T y), d(x, y)) ≤ 0, ∀x, y ∈ X, x = y; where F : R 2 + → R ∪ {−∞, ∞} is an appropriate function. For more details about the possible choices of F we refer to the 1976 paper by Turinici [9] . A further extension of (a02) is by considering implicit functional contractive conditions like
where F : R 6 + → R ∪ {−∞, ∞} is an appropriate function. Some concrete examples may be found in Berinde and Vetro [4] ; see also Rhoades [7] and Akkouchi [2] .
Recently, an interesting contractive condition of the type (a02) was introduced in Wardowski [11] . It is our aim in the following to show that, concerning the fixed point question, a reduction to Theorem 1 is possible for most of these contractions; cf. Section 3. For the remaining ones, we provide in Section 4 a result where some specific requirements posed by Wardowski (cf. Section 5) are shown to be superfluous. Finally, Section 2 has an introductory character. Further aspects will be delineated in a future paper.
Preliminaries
In the following, the concept of semi-Wardowski and Wardowski function are introduced; and some elementary facts about these are discussed.
(A) Call F : R + → R ∪ {−∞}, a semi-Wardowski function, provided (b01) F (t) = −∞ if and only if t = 0 (b02) F is strictly increasing: t < s =⇒ F (t) < F (s). As a consequence of these facts, the lateral limits
exist, for each t > 0; in addition,
Note that, in general, F is not continuous. However, by the general properties of the monotone functions, we have (cf. Natanson, [6, Ch 8, Sect 1]):
In addition, the following property of such objects is useful for us.
Proof. Take the numbers t, s ∈ R + according to the premise of this relation. Clearly, s > 0; and, from this, the case t = 0 is proved; hence, we may assume that t > 0. The alternative t = s gives F (t) = F (s); contradiction. Likewise, the alternative t > s yields (via (b02)) F (t) > F (s); again a contradiction. Hence, t < s; and the conclusion follows.
(B) Now, let us add one more condition (upon such functions) (b03) F (t) → −∞, when t → 0+; i.e.: F (0+) = −∞. When F satisfies (b01)-(b03), it will be referred to as a Wardowski function.
Proof. Suppose that this is not true: there must be some ε > 0 such that for each n, there exists m ≥ n, such that : t m > ε. We get therefore a subsequence (s n := t i(n) ) of (t n ) such that
This, however, contradicts the property F (s n ) → −∞; hence the conclusion. Remark 1. From the above developments, it follows that the increasing property of F may be taken as non-strict; i.e. (b02) may be replaced by (b04) F is increasing: t ≤ s implies F (t) ≤ F (s). However, we preferred to leave this "strict" version, for a better comparison with the original Wardowski's results.
Left-continuous Wardowski functions
In the following, some auxiliary facts about left-continuous Wardowski functions are given. Further, the first main result of this exposition is given.
(A) Suppose that F : R + → R ∪ {−∞} is a Wardowski function; and let a > 0 be fixed in the sequel. Denote, for each t ≥ 0,
wherefrom, again for all t > 0,
Moreover, as F is (strictly) increasing,
so that, ϕ is increasing on R + . A basic problem to be posed is that of determining sufficient conditions under F such that the (increasing) function ϕ be regressive and Matkowski (tele-) admissible (cf. Section 1). The following conditions will be taken into consideration here:
3a) The Wardowski function F :
When k ∈]0, 1[ is generic here, we say that F is regular. Proof. There are three steps to be passed.
Step 1. Let t > 0 be arbitrary fixed; and put u := ϕ(t). If u = 0, we are done; so, without loss, we may assume that u > 0. By the very definition of this number,
So, passing to limit as (s → u−), one gets (as F is left-continuous)
This in turn yields F (ϕ(t)) < F (t); whence ϕ(t) < t.
Step 2. Fix some t > 0; and let the iterative sequence (t n ) be given as [t 0 = t, t n+1 = ϕ(t n ); n ≥ 0]. If t h = 0, for some index h > 0, we are done; so, without loss, one may assume that [t n > 0, ∀n]. By (3.3), we have
Adding the first n inequalities, one gets
so that, passing to limit as n → ∞, one derives F (t n ) → −∞. This, along with Lemma 2, gives t n = ϕ n (t) → 0 as n → ∞.
Step 3. Let k ∈]0, 1[ be given by the regularity of F . From the above relation,
By the convergence property of (t n ; n ≥ 0) and the k-regularity of F , the limit in the right hand side is zero; so, given β > 0, there exists a rank i = i(β) such that
Combining with (3.4) yields (after transformations)
This, along with the convergence of the series n≥1 n −1/k tells us that so is the series n t n = n ϕ n (t). The proof is complete.
(B) Let (X, d) be a metric space; and T ∈ F (X) be a selfmap of X. Given the real number a > 0 and the Wardowski function F :
The first main result of this exposition is

Theorem 2. Suppose that T is (a, F )-contractive, for some a > 0 and some Wardowski function F . In addition, let (X, d) be complete. Then, j) If, in addition, F is left-continuous, then T is a globally strong Picard operator (modulo d) jj) If, moreover, F is left-continuous and regular, then T is a globally strong tele-Picard operator (modulo d).
Proof. By Proposition 2, the associated function ϕ ∈ F (in)(R + ) is regressive and Matkowski admissible (resp., Matkowski tele-admissible). On the other hand, by (c04) and the very definition of ϕ, it results that T is (d; ϕ)-contractive. This, along with Theorem 1, gives us all conclusions we need.
Remark 2.
All examples in Wardowski [11] , like (c05) F (0) = −∞; F (t) = log(αt
are illustrations of Theorem 2 above. [Here, log is the natural logarithm and α, β, γ, δ > 0 are constants]. Precisely, (c05) and the alternative 0 < δ < 1 of (c06) may be handled with the second half of Theorem 2. On the other hand, the alternative δ ≥ 1 of (c06) is reducible to the first half of the same. Finally, by a preceding observation, non-strict increasing versions (modulo F ) of all these are allowed; we do not give further details.
Discontinuous Wardowski functions
Let us now return to the general setting above. As results from Proposition 2, the left continuity requirement upon F is essential in Theorem 2 so as to deduce it (via Proposition 2) from Theorem 1. In the absence of this, the reduction argument above does not work. And then, the question arises of to what extent is Theorem 2 retainable (via its first half) in such an extended setting. Strange enough, a positive answer to this is still available. But, before stating it, some preliminaries are needed.
(A) Let (X, d) be a metric space. Call the sequence (x n ; n ≥ 0), d-semi-Cauchy, when d(x n , x n+1 ) → 0 as n → ∞. Note that any d-Cauchy sequence is d-semiCauchy; but the reciprocal is not in general true. Concerning this last aspect, a useful property is available for such sequences which are not d-Cauchy. Given the sequence (r n ; n ≥ 0) in R and the point r ∈ R, let us write r n → r+ when [r n > r, ∀n] and r n → r. 
The negation of this property means: there must be some
Having this precise, denote, for each j ≥ 0, (d01) m(j) = min Dom(A(j)), n(j) = min A(m(j)). As a consequence, the couple of rank-sequences (m(j); j ≥ 0), (n(j); j ≥ 0) fulfills (4.1). On the other hand, letting the index j(η) be such that 6) it is clear that (4.2) holds too. This in turn yields (by the triangular inequality)
so, passing to limit as j → ∞ gives (4.3). Finally, again by the triangular inequality,
By a limit process upon j, one gets the case (p = 0, q = 1) of (4.4). The remaining ones are obtained in a similar way.
(B) We are now in position to state the second main result of this exposition. Let T ∈ F (X) be a selfmap of X. This firstly gives us that Fix(T ) is an asingleton. As a second consequence,
hence, in particular, T is d-continuous on X. So, it remains only to prove that T is Picard (modulo d). Given x = x 0 in X, put (x n := T n x 0 ; n ≥ 0). If x i = x i+1 for some i ≥ 0, we are done; so, without loss, one may assume that (d02) x n = x n+1 (hence, ρ n := d(x n , x n+1 ) > 0), ∀n.
Part 1.
By the contractive condition, we have
so that, passing to limit as n → ∞, one derives F (ρ n ) → −∞. This, along with Lemma 2, gives ρ n → 0; hence, (x n ; n ≥ 0) is d-semi-Cauchy. Part 2. Let ∆(F ) stand for the subset of R 0 + where F is discontinuous; note that, by Proposition 1, it is (at most) countable. Assume by contradiction that (x n ) is not d-Cauchy. By Proposition 3, there exists a number η ∈ R 0 + \ ∆(F ), a rank j(η) ≥ 0, and a couple of rank-sequences (m(j); j ≥ 0), (n(j); j ≥ 0) with the properties (4.1)-(4.4). By the contractive condition, we have
Passing to limit as j → ∞ one gets, from the choice of η (as a point where F is (bilaterally) continuous) and (4.3)-(4.4),
The obtained contradiction tells us that (x n ) is d-Cauchy; and, from this, all is clear via (4.8). The proof is complete.
Further aspects
Let again (X, d) be a metric space; and T ∈ F (X) be a selfmap of X; supposed to be (a, F )-contractive, for some a > 0 and some Wardowski function F : R + → R ∪ {−∞}. According to Theorem 3, T is then a globally strong Picard operator (modulo d). Under such a perspective, any supplementary conditions upon these data is superfluous if we want that exactly this property be reached. However, for the property described by the second half of Theorem 2 being available, the question of identifying these conditions is not at all superfluous. As suggested by the quoted result, an extra condition to be considered is the regularity of F . This is, indeed, in effect for our purpose; as certified by This result is, essentially, the one in Wardowski [11] . For completeness reasons, we shall provide its proof, with some modifications.
Proof. (Theorem 4) As in Theorem 3, we only have to establish that T is telePicard (modulo d). Given x = x 0 in X, put (x n := T n x 0 ; n ≥ 0). If x i = x i+1 for some i ≥ 0, we are done; so, without loss, one may assume that [x n = x n+1 (hence, ρ n := d(x n , x n+1 ) > 0), ∀n]. By the contractive condition, we have a + F (ρ n+1 ) ≤ F (ρ n ), [hence, a ≤ F (ρ n ) − F (ρ n+1 )], ∀n. By the convergence property of (ρ n ; n ≥ 0) and the k-regularity of F , the limit of the right hand side is zero; so that, given β > 0, there exists i = i(β) such that This, along with the convergence of the series n≥1 n −1/k tells us that so is the series n ρ n = n d(x n , x n+1 ); wherefrom, (x n ; n ≥ 0) is d-Cauchy. The last part is identical with the one of Theorem 3; and conclusion follows.
Note, finally, that all these results are extendable to the framework of quasiordered metric spaces under the lines in Agarwal et al [1] ; see also Turinici [10] . A development of these facts will be given in a future paper.
