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Abstract
The credit markets experienced fundamental changes during the last
two decades. Corporate debt volumes have expanded rapidly making such
debt one of the largest asset classes in nancial markets. Structured credit
products revolutionized banking practices and transformed the framework
of credit risk management. Credit risk modeling, valuation and rating have,
in consequence, been extensively studied. Many issues remain controversial
for both academics and industry practitioners, however, especially in the
wake of the recent nancial crisis.
This thesis contributes to the existing literature in four ways. First,
a new approach is introduced for jointly estimating rating-specic bond
spread term structures. The approach achieves tting accuracy comparable
to the more standard extended Nelson-Siegel technique meanwhile yielding
well-behaved and stable term structures which are appropriately ordered for
dierent rating classes.
Second, a `clinical' study is presented of the evolution of Asset Backed
Security (ABS) valuations conditional on ratings during two crisis periods,
namely the 2007-2009 crisis and the earlier collapse of ABS secured against
Manufactured Housing loans of 2002-2003. The study focusses on the mar-
ket's reactions to dierent pricing factors in crisis time including liquidity
and risk premiums.
Third, we examine predictable uctuations in agency ratings behavior
over the business cycle and propose simple, tractable ways of parameterizing
time-varying rating transition matrices.
Fourth, we examine the dependence of corporate bond market risk pre-
miums on industrial sector. The analysis sheds light on the hypothesis that
the cross-sectional pattern of risk premiums reects the degree to which
bond issuers operate in cyclically sensitive industries. By adjusting sector-
specic spreads for time-varying and sector specic expected losses and for
liquidity, we show that spreads and, even more so, risk premiums are related
to the cyclicality of the obligor's industry.
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Chapter 1
INTRODUCTION
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The credit markets experienced fundamental changes during the last
two decades. Corporate debt volumes have expanded rapidly making such
debt one of the largest asset classes in nancial markets. Structured credit
products revolutionized banking practices and transformed the framework
of credit risk management. Credit risk modeling, valuation and rating have
been, in consequence, extensively studied. Many issues remain controversial
for both academics and industry practitioners, however, especially in the
wake of the recent nancial crisis.
This thesis contributes to the existing literature in four ways. First, a
new approach is introduced for jointly estimating rating-specic bond spread
term structures. The approach achieves tting accuracy comparable to the
more standard extended Nelson-Siegel technique. It has the big advantage,
however, of yielding well-behaved and stable term structures which are ap-
propriately ordered for dierent rating classes. Ordering is an important
and desirable property for such credit spread term structures.
Second, a `clinical' study is presented of the evolution of Asset Backed
Security (ABS) valuations conditional on ratings during two crisis periods,
namely the 2007-2009 crisis and the earlier collapse of ABS secured against
Manufactured Housing loans of 2002-2003. The study focuses on the mar-
ket's reactions to dierent pricing factors in crisis time including liquidity
and risk premiums.
Third, we examine predictable uctuations in agency ratings behavior
over the business cycle and propose simple, tractable ways of parameterizing
time-varying rating transition matrices. We study the degree to which bond
ratings for high and low grade credits are correlated with growth in real
GDP.
Fourth, we examine the dependence of corporate bond market risk pre-
miums on industrial sector. The analysis sheds light on the hypothesis that
the pattern of risk premiums cross sectionally reects the degree to which the
bond issuer operates in a cyclically sensitive industry. We estimate sector-
specic spreads using the techniques proposed in Chapter 2 and then adjust
these for time-varying and sector specic expected losses and for liquidity
to obtain sector-specic measures of expected returns or, equivalently, risk
premiums. We show that spreads and, even more so, risk premiums are
related to the cyclicality of the obligor's industry.
The remainder of this introduction provides a more detailed summary
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of these four areas of research. Let us start with the rst contribution,
namely new techniques for estimating credit term structures. Well-tted
credit spread term structures specic to particular ratings provide important
indicators of the evolution of the credit market. They are also the basis for
almost all trading book risk modeling of credit portfolios within nancial
institutions. Chapter 2 of this thesis introduces a new methodology to obtain
such spread term structure from cross-sectional data on the market prices
of corporate bonds.
For a set of rating-specic credit spread term structures to be useful,
accuracy of t is desirable but not the only important criteria. In particular,
estimation techniques may yield spread curves for adjacent rating categories
that cross. Not only is this counter-intuitive, it also generates misleading
conclusions regarding valuation and risk for dierent sub-portfolios within
an institution's wider credit portfolio. If the A-rated curve crosses the BB-
rated curve at a 5-year maturity, say, downgrades will result in an increase
in price, making some credit exposures appear to be negative beta assets
within a wider credit book. Such undesirable results are avoided by Risk
Adjusted Transition Matrix (RATM) approach that we propose. While the
tting error in the RATM approach is comparable to or slightly exceeds that
of the commonly applied extended Nelson-Siegel technique, the gains from
having ordered term structures more than oset this.
Existed term structure tting techniques include spline tting approach-
es such as McCulloch (1971), exponential polynomial tting as in Nelson
and Siegel (1987) (extended by Svensson (1994)), boot-strap approaches
such as Bliss and Fama (1987) and non-parametric estimation as proposed
by Linton, Mammen, Nielsen, and Tanggaard (2000). Bliss (1996) test-
s and compares dierent term structure estimation models. He nds that
the unsmoothed Fama-Bliss technique delivers the most accurate ts but
the extended Nelson-Siegel method or the smoothed version of the Fama-
Bliss technique may be preferred by users who require a more parsimonious
model.
Apart from their own pros and cons, these models which were all de-
signed for tting default-free term structures, possess disadvantages when
applied to rating-specic credit term structures. First, as already highlight-
ed, they may produce term structures for adjacent ratings categories that
cross. Second, these techniques may not be eective in estimating term
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structures for lower rating classes due to the scarcity of data. (Most ratings
datasets are primarily composed of low investment grade bond issues such
as A and BBB grades.)
In the RATM approach of Chapter 2, a parameterized, risk-adjusted
transition matrix is introduced and employed in tting bond prices. A simple
constraint is introduced which enforces ordering of implied spreads, namely
the right-hand-sight column is constrained to be in ascending order which
then yields default probability and spreads that are monotonic. Using non-
linear optimization routines, the risk adjusted transition matrices are tted
to the market prices of defaultable bonds and the default-free term structure.
The approach simultaneously ts bonds of all rating categories and, hence,
simultaneously supplies spread estimates for all rating categories through a
single optimization.
The RATM approach not only ensures that rating-specic spread ter-
m structures are ordered, it also deals well with typical datasets in which
there are few observations for one or more rating categories. Because term
structures for all ratings categories are simultaneously tted, in eect the
approach pools information so that spread curves for rating classes decient
in data are in part estimated using data for rating categories for which data
is plentiful. This is a signicant advantage compared to techniques that
treat dierent term structures in isolation like the extended Nelson-Siegel
technique (that we implement for comparative purposes here) or indeed like
any of the other term structure tting techniques listed above.
We now turn to the second area in which this thesis seeks to make a
contribution. The recent nancial crisis that started in 2007 fundamentally
altered ways in which regulators and participants view nancial markets.
Defaults in the US sub-prime Mortgage-Backed Security market is generally
identied as the origin of the crisis. Market participants and regulators failed
to grasp the possibility that a structured product market could collapse in
such way.
Yet, as we show in chapter 3, a comparable (although smaller scale) col-
lapse in a particular sub-sector of the US ABS market provided a harbinger
of the 2007 crisis. Like the recent sub-prime collapse, the earlier episode
which aected the US Manufactured Housing Loan-backed ABS sector, in-
cluded widespread defaults among the loans backing the ABS deals, failures
among specialist lenders in the sector, and a drying up of liquidity with big
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dierences in valuations for a given rating and maturity.
Chapter 3 presents a comparative, `clinical' study of the Manufactured
Housing and recent sub-prime episodes. We focus on cross-sectional vari-
ation in pricing that emerged as condence in rating agency credit assess-
ments declined and trading liquidity dried up. We seek to explain the cross-
sectional variation using liquidity proxies, measures of risk premiums and
indicators of condence in rating agencies and of vintage eect.
As background to the crisis, one may note that a few policy and aca-
demic commentators warned of a potential crisis (Large (2005) argued that
reduced transparency due to risk transfer and structured products could cre-
ate a banking liquidity crisis while Altman (2007) warned of a credit bubble
collapse) but the crisis was largely unforeseen.
The origin and development of the crisis through 2007 have been in-
vestigated by among other studies Chomsisengphet and Pennington-Cross
(2006) who describe the evolution of the sub-prime market, Demyanyk and
Van Hemert (2007) who document the deterioration in quality of sub-prime
mortgage loans between 2001 and 2006, and Mian and Su (2008) and Keys,
Mukherjee, Seru, and Vig (2008) who trace the expansion in the sub-prime
market and decrease in underwriting standards to securitization and the
associated agency problems.
In Chapter 3, we focus on explaining the cross-sectional pattern of val-
uations in the US Home Equity Loan-backed and Manufactured Housing
Loan-backed ABS markets over a period covering both the crises of 2002
and 2007. We hypothesize that the cross sectional pattern of pricing during
crisis periods is aected by (1) risk premiums (2) liquidity and (3) discrep-
ancy between the market's and the rating agencies' evaluations of credit
quality.
Fitting the term structure to a large cross section of market prices
from U.S. Home Equity Loan-backed ABS and Manufactured Housing Loan-
backed ABS markets, we examine the residuals between the actual quotes
for individual securities and the values obtained by pricing cash ows using
spreads extracted from similarly rated ABS tranches with underlying assets
of the same sector. Such residuals reveal how much an individual security
price diers from the `average market price' of comparable securities.
Fama-French common risk factors contribute little to the explanation
of the residuals; liquidity explains a sizeable fraction of the cross sectional
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residuals but the statistic signicance is not great. There are indications
that the market tended to agree with rating agencies' assessment during
the MH ABS crisis in 2002 but deviated from the rating agencies' opinion
during the recent crisis. A strong and clear vintage eect, the issue year of
HEL ABS, has a substantial eect suggesting that the market also does not
believe the rating fully captures credit quality.
We now turn to the third contribution of the current thesis. Credit
ratings have become increasingly important to banks' lending and invest-
ment decision, to their risk management practices. They have also come
to play a key role in banking regulation since the introduction of the Basel
II framework. How the distribution of ratings changes uctuates over time
is a key issue for both banks and regulators. Chapter 4 provides a novel
approach to parameterizing uctuations in rating transition distributions.
The methodology is shown to be parsimonious and tractable.
An extensive literature studies the time-varying distribution of rating
transitions and attempts to link this behavior to observable factors. Nick-
ell, Perraudin, and Varotto (2000) examine and quantify the eects from
industry, region and stage of business cycle on rating transitions; Kavvathas
(2001) suggests an economy-wide state variable can help explain transition
rates better; Koopman, Lucas, and Daniels (2005) use both rm-level and
macroeconomic variables to model default frequency; Fledelius, Lando, and
Nielson (2004) demonstrate the dependence of transition rates on previous
rating changes; Due, Saita, and Wang (2007) forecast defaults, condition-
ing on rm-specic and macroeconomic covariates.
Some other research relies on latent variables, rather than observable
variables, as a way of introducing dynamics into rating transition probabil-
ities. Koopman, Lucas, and Monteiro (2008) demonstrate how to capture
the common risk factor in rating transitions by applying a multi-state latent
factor duration model. Feng, Gourieroux, and Jasiak (2008) also use a latent
variable model and study the cross-sectional correlations in the rating tran-
sitions. Marcucci and Quagliariello (2009) document asymmetric eects in
rating transition between credit risk regimes using their threshold regression
model.
The study in Chapter 4 is closely related to Koopman, Lucas, and Mon-
teiro (2008) in that we aim to capture the time-varying behavior of rating
transitions via an unobservable common credit cycle factor and forecasting
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its time series behavior. By parameterizing the rating transition matrix in
a low-dimensional way using an ordered probit technique, our approach is
much simpler in parametrization and computationally less costly. Nickell,
Perraudin, and Varotto (2000) also employ ordered probit models to cali-
brate the eect of their variables to the rating transitions. Their calibration
is based on observed factors such as industry and region while this study
allow for an unobservable `drift' (the so-called rating `drift' refers to system-
atic changes in downgraded probabilities) in rating transitions.
Our estimated `drift' shows reasonable and strong correlations with the
business cycle. The uctuation of default probabilities is shown to be of a
non-negligible magnitude for investment grade ratings even over a 10-year
horizon. We generalize the parametrization in our approach and nd strong
evidence that rating transition changes in high quality rating classes are less
cyclical than those of lower quality rating categories.
Finally, we turn to the last of the four contributions made by this thesis.
After studying the correlation of corporate rating transitions and defaults
with the economic cycle, it is natural to ask whether there is a risk premium
for cyclicality in corporate bond spreads. Since defaults uctuate with the
economic cycle, would investors not ask for extra return from bonds issued
by obligors that are highly exposed to aggregate economic shocks?
Recent research in the equity market by Gomes, Kogan, and Yogo (2007)
documents higher expected returns for portfolios of equities that are relative-
ly highly exposed to the economic cycle. Their work inspired our research
interest in investigating whether risk premiums linked to cyclicality exist in
the bond market.
Chapter 5 compares the risk premiums of corporate bonds across dier-
ent industries. We nd that there are signicant and persistent dierences
in risk premiums between highly cyclical industries (among which we focus
on `Real Estate') and less cyclical industries (of which we focus on `House-
hold Products'). The risk premium in this study is obtained by subtracting
from the tted sector specic spread term structure (i) expected losses and
(ii) a liquidity discount.
The risk premium component of bond spreads must be identied as
a residual by subtracting other components so the accuracy of the mea-
surement of subtracted components is essential if risk premiums are to be
precisely identied. Our approach in Chapter 5 aims to measure spreads
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and their components rigorously while capturing industry specic eects.
The spread term structure is tted from market prices while distinguish-
ing between industries in a systematic way. Expected losses are estimated
from historical rating and default events. We employ the techniques devel-
oped in Chapter 4, distinguishing between industry sectors and allowing for
time-varying distributions of corporate expected losses. The measurement
of the liquidity component is based on obligor-specic proxies for trading
activity.
Several recent studies have examined the components of corporate bond
spreads and linked the expected returns or risk premiums to systematic risk
factors. In an inuential study, Elton, Gruber, Agrawal, and Mann (2001)
quantify expected losses and tax eect components of corporate spread and
seek to explain the remaining `unexplained spread' using Fama-French com-
mon risk factors. The current research follows a broadly comparable ap-
proach of tting spreads from market quotes and adjusting for expected
loss using historical default data. Our research diers from Elton, Gruber,
Agrawal, and Mann (2001) in three major aspects, however.
First, this chapter examines spreads in dierent market sectors both in
the cross section and in the time dimension. Elton, Gruber, Agrawal, and
Mann (2001) study the average breakdown of spreads over their sample peri-
od. Second, in this chapter, expected losses are measured more precisely by
allowing for uctuations in default probabilities over time. Liquidity is mea-
sured as a separate component and is assumed to evolve over time as well.
Elton, Gruber, Agrawal, and Mann (2001) measure expected losses assum-
ing a static transition matrix and do not adjust spreads for liquidity. Third,
this chapter proposes a more fundamental economic factor, cyclicality, as a
possible explanation of risk premiums in the corporate bond market.
Chapter 5 advances research on corporate bond risk premiums in two
aspects. By using techniques from Chapters 2 and 4, term structure ts and
expected losses are precisely measured which one may expect will improve
the accuracy of the analysis of risk premium. Furthermore, we use a more
fundamental and economically meaningful factor to explain risk premiums,
namely cyclicality, rather than `statistical' explanations of risk premiums
based on Fama-French or other equity market betas.
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Chapter 2
THE ESTIMATION OF
CREDIT SPREAD TERM
STRUCTURES
20
2.1 Introduction
Obtaining good indicators of credit quality for broad sections of the bond
market is an important area of research. Such indicators enable market
participants to understand market trends. Central banks and nancial reg-
ulators may also be interested in indicators that shed light on nancial
stability.
Widely available bond price indices shed light on conditions in the cred-
it market but the component securities included in such indices changes
over time and even if the composition were xed, changes in such indices
reect complex combinations of changes in the credit qualities of underlying
instruments.
An alternative set of indicators that are easier to interpret and to com-
pare over time are spreads for generic ratings categories and maturities.
Examining benchmarks like 5 or 10-year maturity spreads for a range of
dierent letter-grade bond ratings (for example, A, BBB and BB) conveys
much information about how credit market conditions are evolving.
Arrays of spreads for dierent ratings and maturities are also the ba-
sis for trading book risk modeling within almost all large banks. Credit-
sensitive xed income positions are mapped to equivalent exposures to sets
of maturity-specic spreads for an equivalent rating and then risk is calcu-
lated by simulating matrices of these latter spreads.
In this chapter, we propose a new approach for estimating rating specic
credit spread term structures using bond price cross-sections. Our technique
ts bond price data to risk adjusted transition matrices. Simple constraints
on the transition matrices ensure that the estimated spreads for adjacent
ratings categories do not intersect, an important and desirable property if
such term structures are to be used in practical applications.
The most obvious way to estimate rating specic spreads term struc-
tures is to adapt techniques developed for estimating government bond term
structures. Early contributions by McCulloch, see McCulloch (1971) and
McCulloch (1973), suggested that Treasury interest rate discount function-
s could be approximated by weighted sums of splines basis functions. In
this case, discount bond prices can be estimated from cross-sectional data
on coupon bond prices and contractual cash ows by performing a simple
linear regression.
21
Nelson and Siegel (1987) developed an alternative technique in which
discount functions are approximated by weighted sums of exponential func-
tions of maturity. Estimation of spreads then requires that one solve a non-
linear least squares problem numerically. Svensson (1994) generalizes the
Nelson-Siegel approach to what is often called the extended Nelson-Siegel.
A third set of techniques was rst suggested by Bliss and Fama (1987).
Suppose that one has a set of bonds with maturity dates t1; t2; : : : ; tN . Their
so-called boot-strap approach consists of estimating the interest rate for the
time interval [0; t1] (call it r1) from the yield on the rst bond, estimating
the interest rate r2 for the period [t1; t2] from the bond maturing at t2 while
still supposing that the interest rate is r1 on [0; t1] and so on successively.
The interest rate curve thereby constructed consists of a step function on
the intervals [ti; ti + 1] for i = 0; 1; : : : ; N   1.
Lastly, Linton, Mammen, Nielsen, and Tanggaard (2000) propose non-
parametric approaches to term structure tting. Jerey, Linton, and Nguyen
(2006) compare the non-parametric approach in the previous paper with
McCulloch-style spline ts and with the Fama-Bliss bootstrap method and
conclude that the rst of these performs best.
A number of papers have extended the above basic techniques, proposing
a variety of generalizations and alternatives. Chambers, Carleton, andWald-
man (1984) perform McCulloch-style regression analysis but with polyno-
mial functions rather than splines. Judd (1998) describes dierent interpo-
lation methods and analyzes their performance. Bliss (1997) surveys several
contributions to this literature, examining how exible and how computa-
tionally costly dierent approaches are. Of the ve approaches he examines,
he concludes that the basic Fama-Bliss technique yields the most accurate
results while the extended Nelson-Siegel approach or a smoothed version of
the Fama-Bliss approach are superior if one prefers a more parsimonious
representation of the term structure of interest rates.
Applications of the above term structure tting techniques to corpo-
rate bonds includes Schwartz (1998) who employs bootstrap techniques to
estimate forward rates from defaultable bond prices and discusses apparent
arbitrage opportunities and Houweiling, Hoek, and Kleibergen (2001) who
argue that spread term structures obtained using spline techniques are bet-
ter behaved when estimated jointly with the default free term structure of
interest rates.
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The techniques described above for estimating default-free term struc-
tures present problems when applied to rating-specic defaultable debt term
structures, however. Most notably (i) they do not enforce the natural or-
dering of credit term structures and (ii) they are dicult to implement for
lower ratings categories for which relatively little data is typically available.
The techniques proposed in this chapter address these issues. Our ap-
proach consists of tting defaultable bond prices using the default free term
structure (separately estimated) and risk adjusted default probabilities im-
plied by time-homogeneous risk-neutral rating transition matrix. Through
a least squares t using bonds of dierent ratings grades, we are able to es-
timate jointly term structures for all ratings categories in a single optimiza-
tion. By enforcing a condition that the right hand column of this matrix is
monotonic (in the sense that lower ratings have higher default probabilities),
we ensure that the implied credit term structures for short-term maturity
(in this study one quarter time period) are correctly ordered.
Note that term structures for dierent rating categories may intersect or
cross if liquidity premia dier substantially for adjacent ratings categories or
if agents in the market substantially disagree with the rank ordering of credit
quality adopted by the ratings agencies. What we call above the `natural
ordering' of spread curves is what one would expect to observe if these two
phenomena are absent. Even then, in theory, unusual congurations of risk
premia could conceivably lead to term structure crossings.
However, no arbitrage arguments may in some circumstances enforce
ordered term structures as discussed by Schwartz (1998). In particular,
he examines what follows if an investor within a certain rating class can
borrow at rates available to lower credit classes but not at those of higher
ones. Then, he argues the zero-coupon term structures of dierent ratings
should not cross. If they did, an arbitrage of the following sort could be
constructed. An agent could borrow at a rate available to a lower credit
class and use the proceeds to buy a bond with the same rating as the agent
himself. Schwartz suggests that at maturity the net payo is zero while a
positive net prot is made at date zero. The argument relies on the agent
being able to buy a bond with exactly the same payo characteristics as his
own borrowing which in our view amounts to being able to purchase his own
bond.
Rather than dropping the observations that violate the no-arbitrage
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condition during tting the term structure, we tend to obtain term structures
satisfying the no-arbitrage conditions by imposing simple constraint that
short-term (in this study one quarter time period) default probability should
be in strict ascending order from high to low quality ratings and letting
the long-term maturity default probabilities moving exibly under the time
homogeneous assumption.
The fact that we simultaneously estimate the credit term structures for
dierent ratings grades assists us in obtaining spreads for ratings categories
for which few observations are available. In eect, the bond prices for other
rating grades are informative for the rating-grade spread curves for which
there are few data. To illustrate, an A rated bond is likely to pass through
the B rating grades on its way to default. So having observations on A grade
bonds (which are plentiful in typical corporate bond data sets) assists one
in tting term structures for the lower B grades (for which data is usually
scarce).
We compare our approach to the extended Nelson-Siegel approach, im-
plementing both techniques on large cross sections of US corporate bond
price data observed monthly in the period January 2000 to December 2008.
We show that the term structure ts obtained using Nelson-Siegel yield
slightly more accurate ts than those obtained using our Risk Adjusted
Transition Matrix (RATM) approach. However, the Nelson-Siegel ts ex-
hibit large numbers of crossings in ratings term structures and break down
numerically for sustained periods for many ratings categories. The RATM is
also, on average, slightly quicker computationally for the data we examine.
Since our approach consists of tting a simple credit derivative pricing
model (a risk-adjusted transition matrix) to bond prices, it may be compared
not just with traditional curve tting techniques (see above) but also with
the literature on credit derivative valuation. Particularly relevant are Jarrow
and Turnbull (1995) and Jarrow, Lando, and Turnbull (1997). The latter
of these papers suggests tting bond prices to sequences of risk-adjusted
transition matrices. Each matrix in the sequence consists of a transition
matrix estimated from historical data on actual ratings transitions adjusted
using shift parameters (so-called prices of risk) to t bond prices.
This Jarrow-Lando-Turnbull approach has been extended by Kijima and
Komoribayashi (1998) who employ other ways of parameterizing the prices
of risk. Our approach resembles theirs except that we estimate a full risk-
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adjusted transition matrix (rather than some prices of risk) and assume the
transition matrix is time invariant (or alternatively time homogeneous).
More broadly, numerous papers have tted pricing models to defaultable
debt. Some prominent examples are Longsta and Schwartz (1995), Due
and Singleton (1999), Huang and Huang (2002). These papers examine
pricing for individual issuers rather than generic pricing for issuers grouped
by rating.
This chapter is organized as follows. Section 2.2 describes the two
term-structure-tting approaches implemented in this chapter, namely the
extended Nelson-Siegel approach and the RATM approach. Section 2.3 de-
scribes the data employed and Section 2.4 presents the results of our esti-
mations. Section 2.5 concludes.
2.2 Credit Spreads Fitting Techniques
2.2.1 The extended Nelson-Siegel Approach
In what follows, we compare our approach with the extended Nelson-Siegel
approach. The Nelson-Siegel approach was rst described in Nelson and
Siegel (1987) as a technique for tting default-free, Treasury term structures.
The basic idea is to parameterize instantaneous forward interest rates as a
constant plus a weighted sum of two functions involving exponentials.
Let Ft;T denote the rate at t at which agents may borrow or lend for an
instant of time starting at date T where T > t. Then, Ft;T is assumed to
equal:
Ft;T = 0 + 1 exp

 T   t


+ 2
T   t

exp

 T   t


(2.2.1)
where (0; 1; 2; ) is a vector of constant parameters satisfying the
restrictions: 0 > 0, 0 + 1 > 0 and  > 0.
Note that as T ! 1, Ft;T ! 0, so 0 is the limit of long-maturity
forward rates. Also, as T ! t, Ft;T ! 0+1 so 0+1 is the forward rate
for very short maturities, i.e., the instantaneous spot rate. The parameter 2
controls the curvature of the term structure in that if 2 > 0, instantaneous
forward interest rates are u-shaped in tenor while if 2 < 0, they are hump-
shaped.
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The above model was generalized by Svensson (1994) who suggested
that term structure ts were improved by the inclusion of an additional
term. In this case, instantaneous forward rates take the form:
Ft;T = 0 + 1 exp

 T   t
1

+ 2
T   t
1
exp

 T   t
1

+3
T   t
2
exp

 T   t
2

(2.2.2)
for a vector of parameters: (0; 1; 2; 3; 1; 2).
For a coupon bonds with J cash ows (including coupon and repay-
ments of principal) of dollar amounts c1; c2; : : : ; cJ due to be paid at dates
1; 2; : : : ; J , the price may be represented as:
Pt =
MX
i=1
ciD(t; i) : (2.2.3)
Here, D(t; T ) is a discount function dened as:
D(t; T )  exp

 
Z T
t
Ft;d

: (2.2.4)
The integral in equation (2.2.4) can be obtained in closed form by inte-
grating the parameterized forward rate in (2.2.2) with respect to its second
argument.
Given a set of coupon bonds with prices at t given by Pi;t for i =
1; 2; : : : ; N , one may estimate the parameters (0; 1; 2; 3; 1; 2) by nd-
ing the parameter values which minimize the sum of squared dierences
between the observed bond prices and the parameterized prices dened by
(2.2.3), (2.2.4) and (2.2.2).
Svensson (1994) suggests that this approach yields large errors in yields
for bonds with short maturities. He argues that one should therefore min-
imize the sum of squared errors in the yields implied by the above prices.
An alternative might be to follow the approach of McCulloch (1975) who
assigns greater weight in his cublic spline regressions to short maturities by
dividing left and right hand side variables by the duration of the bond in
question.
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2.2.2 Risk Adjusted Transition Matrices
We now turn to the Risk Adjusted Transition Matrix (RATM) approach to
t rating-specic credit term structures. Again, consider a set of n bonds,
indexed i = 1; 2; : : : ; n. Suppose that a given bond with subscript i has cash
ows (including coupon and principal payments) of dollar amounts ci;j due
at dates i;j for j = 1; 2; : : : ; Ni. We suppose that the cash ow payment
dates are integer numbers of time periods past the current date t so that
i;j = t + j. (We discuss below how one may adjust for the discretization
involved here.)
The ith bond is assumed to have a credit rating at date t denoted r(i; t)
corresponding to an integer in the set f1; 2; :::; Jg. Here, J corresponds to
the default state. We suppose that prices may be expressed as:
Pi;t =
NiX
j=1
ci;j exp[ (R(t; t+ j) + S(t; i;j ; ri;t))(i;j   t)] : (2.2.5)
Here, R(t; t + j) is the yield at t of a default-free Treasury pure discount
bond maturing at date  which equals to t+ j; while S(t; ; r) is the credit
spread at date t of a defaultable pure discount bond maturing at date  > t
for an obligor rated r 2 f1; 2; :::; Jg.
Suppose that the rating of the ith bond r(i; t) fully describes its credit
quality and evolves over time as a Markov chain. Assume that the Markov
chain possesses a time-homogeneous transition matrix, M :
M =
266666664
m1;1 m1;2 : : : m1;J
m2;1 m2;2 : : : m2;J
...
...
. . .
...
mJ 1;1 mJ 1;2 : : : mJ 1;J
0 0 : : : 1
377777775
: (2.2.6)
Here, mi;i0 equals the probability that a bond rated i will have a rating i
0 one
period later. The right hand column represents the probabilities of default
within a single period for bonds with dierent initial ratings. To calculate
the probability that a bond rated r (where r < J) at date t will default
between dates t and T , one may multiply M by itself T   t times and then
take the value in the rth row of the Jth column (the right hand column).
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The default probabilities at horizons 1; 2; :::; 30 years are the right hand
column of powered M . Let m
(j)
i;J be the right hand column of the jth power
of M , for j = f1; 2; :::; 30g and for i = f1; 2; :::Jg. The survival probability
of a bond at time j conditional on rating i at time zero, denoted by P
(j)
i , is
dened as follows:
P
(j)
i = 1 m(j)i;J (2.2.7)
Given a time homogenous transition matrix M , we can price a bond i at
time t0 as,
~Bi =
NiX
j=1
ci;j exp[ R(t0; j)j][ + P (j)i (1  )] (2.2.8)
where  is the expected recovery rate and it is constant across all rating
categories; and R(t0; j) is Treasury zero-coupon interest rate for a bond
with maturity j at date t0.
If M is parameterized in a suitable manner, M = M(~) (where ~ is a
vector of parameters), we can minimized the sum of the squared dierences
between the model and the observed prices over the vector ~.
To enforced appropriate properties for M(~), we rearragne the parame-
ter vector  into a (J-1) by 3 dimension array in which each row corresponds
to a row in the parameterized transition matrix. In our parameterized `tri-
diagonal' transition matrix, each row will contain three free parameters, the
two entries adjacent to the main diagonal and the one in the right hand
column. (These represent the probabilities of one-notch upgrade and down-
grade and of default within one period, over the one quarter time period.)
The main diagonal element is set to equal one minus the sum of the rest
of the row. The rows are connected through the right hand column of the
matrix in which the default probabilities are parameterized to be in strict
ascending order from high to low quality rating. During the optimization,
constraints are imposed that keep all the diagonal elements positive. The
parameterized transition matrix is as follows. 1
1It is easy to notice that there are two elements, 1;1 and J 1;3, will not be needed in
the parametrization since the former will be replaced by the diagonal element of that row
and the latter will be replaced by the last column element.
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Here, (:) represents the cumulative standard normal distribution. We
present the algorithm to estimate the parameters ~ in the next subsection.
It is worth mentioning that although the parameterized short term tran-
sition matrix prevents spreads for adjacent ratings classes from crossing over
a one period horizon, due to the ascending order of default probabilities, in
theory term structures obtained from this transition matrix could still cross
for longer maturities if the transition matrix has an unusual conguration of
transition probabilities. For example if the AAA-rated class has a substan-
tial probability of downgrade to CCC-rated class in one-period, it is very
likely to see AAA-rated have greater default probability than lower rating
classes over multi-periods horizon. Our parametrization does not impose
constraints that prevent such crossings. As will explain in a later section,
however, we do not observe any crossed results from the 10-year monthly
tting on large cross section bonds in this study.
2.2.3 The Algorithm in Detail
We now provide a detailed description of the algorithm. The rst step
is to project the coupon and principal payment time and amount to ob-
tain the appropriately the yield-to-maturity that gives the present value of
the projected cash ows equal the observed market price. The accuracy of
cash payment projection is very important since we will reply on the yield-
to-maturity extracted from market price to `annualize' the projected cash
ows. We did not simply assume the maturity date of each bond coincides
with their last coupon date, which is a conventional way to project cash ow
approximately. We obtain the last coupon date information and have taken
into account carefully the odd coupon period issue (when the last coupon
payment is not coinciding the maturity date, bond will pay a fraction of
coupon on the maturity date). This improvement in accuracy of cash pay-
ment projection helps us to obtain accurate measure of yield-to-maturity.
We then calculate adjusted (`annualized') coupons such that the present
value of the coupon and principal payments using the yield-to-maturity of
the bond equals the bond's observed price. Assume that the yield and the
price are given, we calculate adjusted cash ows at integer times to coupon
payments such that the present value of these cash ows equals the price
observed in the data. To be precise, We nd c such that:
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NX
j=1
c
(1 + y)j
+
100
(1 + y)N
= P : (2.2.11)
Here, y is the market yield on an annual basis, P is the market price, N
is integer closest to the maturity of the bond and j indexes the number
of coupons. In this way, we assume that we compensate bond holders for
rounding times payment to the nearest integers.
Using the resulting matrix with cash ows for integer times to payment,
we calculate the price of a corporate bonds as follows:
1. We start o by guessing some vales for ~ to obtain the quarterly tran-
sition matrix M(~).
2. We then calculate the annual transition matrix Ma(~):
Ma(~) = (M(~))4 :
3. We compute the default probabilities at horizons 1; 2; :::; 30 years.
These equal entries in the right hand columns of powers of the annual
matrix Ma. From the default probabilities we calculate the survival
probabilities at time j for a bond rated i at time zero, denoted by P
(j)
i .
4. We price the bond according to equation (3.6.4) to obtain the estimat-
ed bond price, where the recovery rate  is assumed constant for all
bonds (35%).
5. We minimize the weighted mean of squared price errors where the
weights are the inverse of the maturity of the bonds.
6. Once the optimization routine converges or the maximum number of
2,000 iterations is exceeded, we report the vector of parameters ~ such
that the function is minimized.
31
7. Once the optimal parameters are calculated, we compute zero-coupon
bond prices for each rating category and for each time to maturity
(from 1 to 30 years).
2.3 Data
We collect static characteristic information and historical rating changes
about corporate bonds from the Mergent Fixed Investment Securities Database
(FISD). The data we use pertains to the end of June 2008. FISD pro-
vides detailed information about corporate, U.S. Agency, U.S. Treasury and
supranational debt securities that are publicly traded on U.S. markets. It
also records historical Fitch IBCA, Moody's, S&P and Du & Phelps credit
ratings. We select from the full name list only those straight, US dollar-
nominated, unsecured corporate bonds. We lter the universe of bond names
downloaded from FISD by deleting bonds as described below. The total
number of bonds that remain is 233,419.
1. Delete bonds that have assets pledged as security of the issue.
2. Delete bonds that has enhancement.
3. Delete bonds that has zero xed coupon rate
4. Delete bonds that are convertible
5. Delete bonds that are asset-backed
6. Delete bonds that are foreign currency nominated
7. Delete bonds that are secured lease obligation bonds
8. Delete bonds that are part of a unit deal ( where bond sold as part of
a package of securities)
9. Delete bonds that are tender oer
10. Delete bonds that are redeemable
11. Delete bonds that are putable
12. Delete bonds that are under private placement
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13. Delete perpetual bonds
14. Delete exchangeable bonds
15. Delete bonds that are preferred securities
For the selected bonds, we obtain from Reuters daily market bid quotes for
all straight corporate bonds over a period from the beginning of January
2000 to the end of 2008. We nd that 44,385 of the bonds have market
bid quotes provided by Reuters. We also retrieve the term structure of U.S.
government benchmark rates on a daily base over the same sample period,
from the beginning of 2000 to the end of 2008. To generate a term structure
with maturity from 1-year to 30-year at a step-length of 1 year, we take data
for all maturities less than (including) 30-year available from Reuters and
then interpolate for the missing data using cubic-spline interpolation.
For the last trading day in each month, we use the available observa-
tions to t the credit spreads term structure over the 9-year sample period.
For each bond contained in a given cross-section when ratings for a partic-
ular bond are available from multiple agencies, we determine which of these
sources to use based on the following order of preference rst Moody's, sec-
ond S&P, third Fitch and fourth Du & Phelps.
Finally, we delete bonds that possess any of the following characteristics.
1. If it is U.S. Government Agency issued
2. If it is interest-at-maturity bond
3. If the last coupon date or maturity date information for this bond is
missing
4. If the bond is not rated or its rating is lower than CCC
5. If the market bid quote is lower than 35
6. If any pricing information is missing
The total number of valid observations we obtain, aggregating over all the
103 observation days is 508,413. The number of observations for each tting
exercise varies from 3,258 to 5,697 over the sample period.
Table 2.1 shows the distribution of the sample by ratings and time-to-
maturity. The upper panel of the table shows percentages of the rst half
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of the entire sample (by date) broken down by rating and time-to-maturity
while the lower panel shows the corresponding percentages for the second
half (by date) of the sample. Around half of the sample as a whole are for A-
rate bonds. 65% of the observations are for 3-years or less time-to-maturity.
Quite small fractions of the data is made up of observations for the lower
ratings categories.
Figure 2.1 shows how the numbers of observations that fall into dierent
ratings and time-to-maturity categories evolve over time. In general, the
numbers of observations are reasonably constant over the sample period
although there is a decline in 2002-2003 and then in 2007-2008. The number
of A-rated bonds increases signicantly in mid-2005 suggesting some changes
in coverage of Reuters price quotes around that time.
2.4 Results
We estimate term structures for each month in the period January 2000
to December 2008 using the extended Nelson-Siegel approach and the Risk
Adjusted Transition Matrix (RATM) technique described above.
Figure 2.2 shows the computational cost of these two approaches for the
dates in our sample period. The RATM approach has been consistently more
ecient for the recent period but neither technique dominates if one consid-
ers the sample period as a whole. The extended Nelson-Siegel approach is,
on occasion, extremely slow to yield results whereas the computational cost
of the RATM approach appears more stable for dierent term structures.
Figures 2.3 to 2.6 show examples of term structures on given days es-
timated using the two approaches. The dates considered are the 3rd June
2002, 1st August 2006, 2nd January 2008 and the 1st December 2008. It
is apparent that, especially for the lower rating categories, for which fewer
observations are available, the results dier somewhat. This is particularly
true for long maturities for which there are almost no low-rating-grade bond
observations.
It is also clear that the extended Nelson-Siegel observations generate
large numbers of term structure crossings. For relatively stable periods like
August 2006 the crossings are not very serious but for times like December
2008 for which spreads are large and variable the crossings are very numerous
and the tted term structures look quite unconvincing.
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Although the RATM approach does not prevent spread term structure
from crossing by structure, the tted results from this technique generate
zero crossing over all sample data. For the Nelson-Siegel ts, Table 2.2 sum-
marizes the number of crossings by recording the number of maturities for
which a pair of rating-specic spreads exhibit a reversal. By `reversal' we
mean that the spread for one rating class exceeds the spread for a lower
rating category for a particular maturity. When there are multiple crossings
(e.g. A-rated spread above BBB and B-rated above BB-rated) for one ma-
turity it will still be counted as one crossing. Since we estimate spreads for
maturities of 1 to 30 years, the maximum number of reversals, in this sense,
possible on a given day is 30. As one may observe, apart from a few dates
towards the beginning of the sample period, there are 30 term structure
reversals for all the dates in our sample period.
Table 2.2 also records the number of ratings categories for which it is fea-
sible to estimate term structures using the extended Nelson-Siegel approach
for each date in our sample period. Towards the end of the sample period,
one may successfully estimate term structures for all 17 non-default ratings
categories but for sustained periods, one may only obtain term structures
using this approach for 16 ratings categories. At the start of the sample
period, only 10 or 11 term structures may feasibly be estimated.
Table 2.3 reports another count of crossings from the Nelson-Siegel ts
which reveals more detail concerning crossings between spreads of dierent
rating classes. For each maturity (from 1-year to 30-year) each rating class
is compared to other rating classes to see whether and how many reversals
occur. For example, if AAA-rated spread exceeds the lowest rating class
when there are 17 rating classes in total, 17 crossings will be counted for
AAA-rated category. If the rest of the rating classes are in order, then there
will be one crossing counted for each of the other rating classes. Then, the
sum over the 30 maturities is reported in the table for the corresponding
observation day.
Tables 2.5 and 2.6 show the average t errors for dierent ratings grades
and maturities. Table 2.5 shows results for the period before the recent crisis
(January 2000 to June 2007) while Table 2.6 shows the corresponding results
for the period of the crisis (July 2007 to December 2008). The upper panel
of each table shows average t errors for the RATM approach whereas the
lower panel shows average errors obtained using the extended Nelson-Siegel
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approach.
The t errors are of similar magnitudes. Particularly for lower rating
categories, the t errors for the extended Nelson-Siegel are lower than for the
RATM approach. This is not surprising since there is little data for these
ratings grades and the RATM approach uses all the spread term structures to
t all the data whereas the extended Nelson-Siegel approach ts each rating-
specic term structure separately. The RATM approach performs better for
the ratings categories for which most data is available. For example, for the
crisis period, the RATM approach average t errors for A-grade bonds are
lower than the corresponding average errors for the extended Nelson-Siegel
approach.
In general, this comparison of t errors is weighted against the RATM
approach because we ignore the fact that for many time periods and individ-
ual ratings categories the extended Nelson-Siegel Approach fails altogether
to produce spread estimates. One may think of this as equivalent to the ex-
tended Nelson-Siegel Approach yielding very substantial t errors for those
periods. We report in Table 2.4 the number of observations of each rating
class when the extended Nelson-Siegel Approach fails to t. On 44 out of
the 56 occasions, the number of observations is greater than 30 while one
may recall that the tting technique has 6 parameters. Therefore, the issue
is not simply one of over-parametrization.
The average t errors yielded by the two approaches are also reported
in Figure 2.7 where they are plotted against time. The t errors from the
two approaches clearly track each other. The observation made in the last
paragraph that we have performed the comparison in a way that is less
favorable to the RATM approach is backed up here in that one may notice
that the extended Nelson-Siegel Approach tends to fail in periods when the
RATM approach exhibits relatively large t errors.
Figures 2.8 to 2.11 we show scatter plots of the t errors from the two
approaches. Figures 2.8 and 2.9 present results for the pre-crisis period and
2.10 and 2.11 show results for the period of crisis itself. Figures 2.8 and 2.10
show results for A-rated bonds with the upper panel in each gure showing
t errors for the RATM approach and the lower panel exhibiting t errors
for the extended Nelson-Siegel Approach. Figures 2.9 and 2.11 show results
for BBB-rated bonds.
For each date, we plot the observations evenly over the one-month period
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even though the observations actually relate to t errors for a single given
day. This permits one to see the distribution clearly. In the lower part
of Figure 9, it results in what appears to be a saw tooth pattern but this
is really an artifact of our approach of plotting the points in a spaced out
manner and should not raise any concerns or interest.
The errors depicted in pre-crisis period (see Figures 2.8 and 2.9) show
very stable t errors of similar magnitude over time and for the two dier-
ent approaches. The t errors for the crisis period reveal a strong evolution
over time. The Nelson-Siegel approach collapses for both the A-grade and
BBB-grade bonds for some time intervals during the crisis period and for
one month during the crisis period (April 2008) it yields very large t errors.
Post the Lehmans default, t errors expand substantially as the corporate
bond market becomes severely distressed. This is true for both tting ap-
proaches.
2.5 Conclusion
This chapter presents a new approach to estimating ordered, rating-specic
credit-spread term structures. Our approach consists of tting a risk adjust-
ed transition matrix to bond prices and then inferring spreads for notional
defaultable pure discount bonds. We describe the approach and then imple-
ment it on a large dataset of US corporate bonds observed over the period
January 2000 to December 2008. Credit term structures exhibited a wide
range of dierent congurations in this period and to our examination of
the performance of the approach may be seen as reasonably exhaustive.
To put the new approach in perspective, we also implement for the
same bond dataset the extended Nelson-Siegel Approach. This technique is
perhaps the term structure tting approach which is most widely used in
the industry. We nd that the Risk Adjusted Transition Matrix (RATM)
approach is more stable in computational time and its ability to t dierent
term structures (Unlike the extended Nelson-Siegel Approach, it never fails
numerically in the period in question). The average t errors of the Nelson-
Siegel. Approach are somewhat lower than those of the RATM approach.
Major advantages of the RATM approach, however, are (i) that it yields
ordered credit term structures that do not intersect for dierent ratings
categories, and (ii) it is eective in estimating term structures for ratings
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categories for which relatively little data is available, a common problem
given that corporate bond datasets frequently are heavily weighted towards
low investment grade categories (A and BBB grades). For many purposes,
(risk management, pricing and others) attempting to use term structures
that intersect leads to egregious errors and counter-intuitive results so (i) is
an important advantage of the technique we propose.
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Table 2.1: Observations Breakdown in Ratings and Time-to-
maturity
This table shows the distributions of bonds in our sample by rating and time-to-maturity
for the rst and second halves of the sample period.
First-half of Sample
Rating Sub-total
Break-down In Time-to-Maturity
<= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 1.71% 0.63% 0.65% 0.24% 0.13% 0.03% 0.02%
AA+ 1.27% 0.56% 0.45% 0.14% 0.09% 0.02% 0.02%
AA 1.74% 0.49% 0.60% 0.33% 0.24% 0.05% 0.03%
AA- 3.73% 1.12% 1.27% 0.68% 0.55% 0.06% 0.05%
A+ 6.68% 2.02% 2.27% 1.13% 0.96% 0.21% 0.07%
A 14.46% 4.62% 5.58% 2.28% 1.56% 0.23% 0.19%
A- 8.24% 2.71% 3.00% 1.20% 0.96% 0.23% 0.14%
BBB+ 3.97% 1.07% 1.16% 0.67% 0.62% 0.32% 0.14%
BBB 3.53% 0.94% 1.17% 0.65% 0.50% 0.15% 0.13%
BBB- 2.22% 0.59% 0.79% 0.40% 0.23% 0.13% 0.09%
BB+ 0.29% 0.08% 0.08% 0.05% 0.04% 0.02% 0.02%
BB 0.28% 0.09% 0.09% 0.04% 0.02% 0.02% 0.01%
BB- 0.29% 0.06% 0.08% 0.04% 0.04% 0.04% 0.03%
B+ 0.13% 0.03% 0.02% 0.02% 0.02% 0.02% 0.01%
B 0.09% 0.03% 0.03% 0.01% 0.01% 0.01% 0.01%
B- 0.23% 0.17% 0.04% 0.00% 0.01% 0.00% 0.00%
CCC 0.05% 0.02% 0.01% 0.01% 0.00% 0.00% 0.01%
Sub-total 48.92% 15.25% 17.30% 7.89% 5.97% 1.54% 0.96%
Second-half of Sample
Rating Sub-total
Break-down In Time-to-Maturity
<= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 3.19% 0.78% 0.94% 0.59% 0.79% 0.08% 0.01%
AA+ 1.50% 0.53% 0.51% 0.22% 0.17% 0.04% 0.02%
AA 2.72% 0.73% 0.82% 0.48% 0.51% 0.14% 0.03%
AA- 7.63% 2.40% 2.48% 1.32% 1.26% 0.13% 0.03%
A+ 8.62% 2.19% 3.72% 1.66% 0.90% 0.13% 0.02%
A 8.60% 2.70% 2.97% 1.50% 1.12% 0.25% 0.07%
A-+ 5.84% 1.76% 1.86% 0.95% 0.86% 0.32% 0.09%
BBB+ 3.05% 0.90% 0.84% 0.45% 0.55% 0.27% 0.05%
BBB 2.90% 0.87% 0.84% 0.37% 0.47% 0.24% 0.11%
BBB- 1.54% 0.44% 0.36% 0.18% 0.24% 0.27% 0.06%
BB+ 2.65% 1.26% 1.13% 0.10% 0.06% 0.06% 0.04%
BB 0.81% 0.36% 0.21% 0.07% 0.09% 0.06% 0.02%
BB- 0.44% 0.19% 0.06% 0.03% 0.08% 0.05% 0.03%
B+ 0.86% 0.46% 0.23% 0.04% 0.04% 0.06% 0.03%
B 0.47% 0.22% 0.10% 0.03% 0.05% 0.03% 0.03%
B- 0.12% 0.02% 0.02% 0.02% 0.02% 0.03% 0.01%
CCC 0.17% 0.02% 0.02% 0.02% 0.01% 0.05% 0.03%
Sub-total 51.08% 15.84% 17.10% 8.02% 7.22% 2.21% 0.69%
Total 100.00% 31.08% 34.41% 15.91% 13.20% 3.75% 1.65%
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Table 2.2: Numbers of Reversals from NSX Fitted Term Structure:
for each maturity
This table reports the number of reversals, dened as occasions on which term structures
cross for a particular maturity under extended Nelson-Siegel tting. The number of re-
versals equals the number of crossings for all 30 maturities on each observation day. The
term structure is tted for discrete maturities from 1 to 30 years so the maximum number
of reversals that can occur on any observation day is 30. We also report here the number
of rating classes for which it is possible to estimate a term structure on each given observation day.
Date Reversals Ratings Date Reversals Ratings Date Reversals Ratings
01/00 30 10 01/03 30 16 12/05 30 16
02/00 25 10 02/03 30 16 02/06 30 16
03/00 30 10 03/03 30 17 03/06 30 16
04/00 28 10 04/03 30 17 04/06 30 16
05/00 30 10 05/03 30 17 05/06 30 16
06/00 30 10 06/03 30 17 06/06 30 16
07/00 29 10 07/03 30 17 07/06 30 17
08/00 30 10 08/03 30 16 08/06 30 17
09/00 30 11 09/03 30 17 09/06 30 17
10/00 30 11 10/03 30 17 10/06 30 17
11/00 26 10 11/03 30 17 11/06 30 17
12/00 30 10 12/03 30 17 12/06 30 16
01/01 30 10 02/04 30 17 01/07 30 16
02/01 30 10 03/04 30 17 02/07 30 16
03/01 30 10 04/04 30 17 03/07 30 16
04/01 29 10 05/04 30 17 04/07 30 16
05/01 30 10 06/04 30 17 05/07 30 16
06/01 30 10 07/04 30 17 06/07 30 16
07/01 27 10 08/04 30 17 07/07 30 16
08/01 30 10 09/04 30 17 08/07 30 16
10/01 26 11 10/04 30 17 09/07 30 17
11/01 30 11 11/04 30 17 10/07 30 17
12/01 30 11 12/04 30 17 11/07 30 17
01/02 30 11 01/05 30 17 12/07 30 17
02/02 30 11 02/05 30 17 01/08 30 17
03/02 30 11 03/05 30 16 02/08 30 17
04/02 30 11 04/05 30 17 03/08 30 17
05/02 30 11 05/05 30 16 04/08 30 17
06/02 30 17 06/05 30 16 05/08 30 17
07/02 30 17 07/05 30 16 06/08 30 17
08/02 30 16 08/05 30 16 07/08 30 17
10/02 30 16 09/05 30 16 08/08 30 17
11/02 30 16 10/05 30 16 10/08 30 17
12/02 30 16 11/05 30 16 11/08 30 17
12/08 30 16
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Table 2.3: Numbers of Reversals from NSX Fitted Term Structure:
for each maturity and rating
This table reports the number of reversals, dened as occasions on which term structures cross
for a particular maturity under extended Nelson-Siegel tting. The number of reversals equals
the number of crossings between all ratings and all 30 maturities on each observation day. The
term structure is tted for discrete maturities from 1 to 30 years. We also report here the number
of rating classes for which it is possible to estimate a term structure on each given observation
day. The maximum number of reversals is 30 times the squared number of rating classes on each
observation day.
Date Reversals Ratings Date Reversals Ratings Date Reversals Ratings
01/00 121 10 01/03 382 16 12/05 342 16
02/00 49 10 02/03 339 16 02/06 350 16
03/00 322 10 03/03 557 17 03/06 385 16
04/00 54 10 04/03 473 17 04/06 422 16
05/00 185 10 05/03 434 17 05/06 380 16
06/00 51 10 06/03 849 17 06/06 361 16
07/00 55 10 07/03 626 17 07/06 356 17
08/00 230 10 08/03 494 16 08/06 350 17
09/00 558 11 09/03 595 17 09/06 243 17
10/00 725 11 10/03 424 17 10/06 324 17
11/00 101 10 11/03 331 17 11/06 265 17
12/00 250 10 12/03 607 17 12/06 352 16
01/01 141 10 02/04 434 17 01/07 252 16
02/01 283 10 03/04 471 17 02/07 202 16
03/01 210 10 04/04 396 17 03/07 271 16
04/01 90 10 05/04 321 17 04/07 174 16
05/01 106 10 06/04 372 17 05/07 269 16
06/01 344 10 07/04 349 17 06/07 217 16
07/01 71 10 08/04 398 17 07/07 249 16
08/01 118 10 09/04 337 17 08/07 783 16
10/01 135 11 10/04 406 17 09/07 438 17
11/01 303 11 11/04 488 17 10/07 345 17
12/01 235 11 12/04 454 17 11/07 546 17
01/02 249 11 01/05 447 17 12/07 532 17
02/02 330 11 02/05 358 17 01/08 839 17
03/02 323 11 03/05 348 16 02/08 745 17
04/02 424 11 04/05 476 17 03/08 896 17
05/02 378 11 05/05 530 16 04/08 696 17
06/02 279 17 06/05 415 16 05/08 1278 17
07/02 302 17 07/05 497 16 06/08 860 17
08/02 530 16 08/05 605 16 07/08 947 17
10/02 724 16 09/05 356 16 08/08 1332 17
11/02 525 16 10/05 536 16 10/08 1199 17
12/02 293 16 11/05 464 16 11/08 1444 17
12/08 1114 16
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Table 2.4: Numbers of Observations when NSX Fitting Does Not
Work
This table reports, for the days and rating classes that the extended Nelson-Siegel technique
(NSX) fails to t, the number of bond price observations. Since NSX has 6 parameters, the
numbers reported in the table suggest the issue is not simply one of over-parametrization.
Date Rating ] of obs Date Rating ] of obs
03/2000 1 192 03/2005 13 37
05/2000 4 473 05/2005 12 49
09/2000 6 1765 10/2005 11 646
10/2000 1 171 10/2005 12 39
10/2000 4 371 10/2005 13 32
02/2001 4 462 11/2005 11 647
06/2001 1 148 03/2006 14 26
04/2002 6 1505 12/2006 11 437
06/2002 15 14 02/2007 15 35
06/2002 16 15 07/2007 13 23
10/2002 6 1343 08/2007 5 628
11/2002 15 15 11/2007 12 274
12/2002 16 68 11/2007 15 22
01/2003 15 16 01/2008 2 141
06/2003 2 167 03/2008 1 308
06/2003 16 62 05/2008 2 113
07/2003 12 48 06/2008 7 302
07/2003 14 33 06/2008 8 327
07/2003 16 57 07/2008 6 560
10/2003 17 13 07/2008 8 320
11/2003 15 21 08/2008 1 267
12/2003 7 1369 08/2008 5 518
04/2004 17 18 10/2008 9 217
05/2004 17 16 11/2008 4 424
06/2004 14 32 11/2008 7 275
06/2004 17 16 11/2008 12 32
07/2004 17 16 12/2008 1 248
11/2004 11 71 12/2008 6 465
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Table 2.5: Average Fits Error Before Crisis Period
This table reports average absolute t errors for RATM and NSX for the period before the
recent nancial crisis, i.e., January 2000 to June 2007. We omit ratings and observation
days for which the NSX fails to deliver tting results. The total number of observations
is 437,980 for the upper panel of the table (RATM tting) and 427,457 for the lower
panel (NSX tting).
Jan. 2000 - Jun. 2007
TM <= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 0.1885 0.2655 0.4334 0.5073 0.5403 0.6656
AA+ 0.2864 0.4001 0.4047 0.4634 0.4617 0.5067
AA 0.2537 0.3698 0.4399 0.4468 0.4606 0.5175
AA- 0.1805 0.3054 0.3725 0.4326 0.5039 0.6556
A+ 0.2045 0.3356 0.4360 0.4666 0.4716 0.5885
A 0.2729 0.5117 0.5801 0.6343 0.7434 0.8895
A- 0.5356 0.8690 0.9609 0.8334 0.8478 0.9629
BBB+ 0.4576 0.8683 0.8827 0.9591 0.8115 0.9465
BBB 0.5081 1.1331 0.9392 1.0656 1.1977 1.4467
BBB- 0.7466 1.0179 1.2357 1.4212 1.3121 1.6831
BB+ 0.5705 0.8398 2.1151 2.2544 2.3944 2.6127
BB 1.1329 1.9213 2.3807 2.5505 2.5539 2.7640
BB- 1.8801 2.7137 3.6294 4.7489 4.5671 4.1194
B+ 0.7413 1.6633 2.8946 3.1633 4.4861 4.2937
B 2.5206 2.9570 2.8046 3.2749 2.8293 2.6002
B- 2.2484 3.7956 4.7975 6.8928 10.3591 3.1610
CCC 4.3542 7.9760 14.9345 7.3551 3.9852 4.8740
NSX <= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 0.1790 0.2081 0.2972 0.2974 0.3083 0.4076
AA+ 0.2539 0.3225 0.3222 0.3391 0.3028 0.3103
AA 0.2301 0.2849 0.3840 0.3880 0.3793 0.4172
AA- 0.1806 0.2511 0.3593 0.3465 0.3841 0.6009
A+ 0.2205 0.2908 0.3856 0.4237 0.4368 0.3295
A 0.2617 0.4035 0.5163 0.5117 0.7031 0.6779
A- 0.5380 0.6241 0.7464 0.7648 0.6834 0.7971
BBB+ 0.4086 0.4731 0.6526 0.8023 0.6943 0.6406
BBB 0.4300 0.5845 0.8329 0.8162 0.9892 0.8931
BBB- 0.7221 0.8634 0.9625 1.2277 1.1031 1.1171
BB+ 0.4709 0.4230 0.8478 2.2394 2.0071 1.7833
BB 0.8980 1.0763 1.6660 2.2072 2.0535 1.8965
BB- 2.0043 1.8721 3.1557 3.5542 3.9641 4.0950
B+ 0.5515 0.9975 1.7964 2.8966 3.6716 3.2624
B 1.6347 1.6656 2.2317 2.2156 1.9018 1.5762
B- 1.7625 2.9565 2.9028 4.6145 10.9610 3.4737
CCC 4.4107 5.6664 11.8169 7.6610 3.7381 5.4910
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Table 2.6: Average Fits Error During Crisis Period
This table reports average absolute t errors for RATM and NSX for the period of the
recent nancial crisis, i.e., July 2007 to December 2008. We omit ratings and observation
days for which the NSX fails to deliver tting results. The total number of observations
is 70,433 for the upper panel of the table (RATM tting) and 64,932 for the lower panel
(NSX tting).
Jul. 2007 - Dec. 2008
TM <= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 0.5769 1.0705 1.8152 1.5338 1.2077 2.5211
AA+ 0.5691 0.7789 1.0363 1.7257 1.3732 2.0533
AA 0.6790 2.0974 2.1708 1.5970 1.3844 1.3903
AA- 0.3487 0.6540 0.6987 0.8164 1.1172 1.1971
A+ 2.0724 2.3809 2.9078 3.1398 3.6797 6.7812
A 0.7481 1.1631 0.9676 0.9884 1.2468 1.4762
A- 0.8359 1.5596 2.2410 1.6848 1.7888 2.3810
BBB+ 1.2162 2.2483 2.8583 2.7795 3.3619 3.1620
BBB 1.2825 3.5236 4.1339 3.3895 3.7221 4.0128
BBB- 1.1516 1.9459 2.3300 2.6587 2.7711 2.6698
BB+ 0.4677 1.7958 6.5377 7.8746 5.9593 2.3140
BB 0.7576 3.2457 5.5700 4.9937 3.8400 3.8719
BB- 1.4049 2.6734 6.3896 3.9795 4.5151 8.8862
B+ 1.0766 3.3867 2.1021 5.3511 6.5380 1.6537
B 2.9545 3.4139 5.4398 4.4407 5.8247 9.4824
B- 5.8095 6.6976 10.0558 7.5086 9.8726 10.8826
CCC 4.5603 9.6937 6.6688 6.5170 5.9325 5.0353
NSX <= 1yr 1-3 yr 3-5 yr 5-10 yr 10-20 yr > 20yr
AAA 0.3383 0.3467 0.4028 0.3964 0.3906 0.6635
AA+ 0.5920 0.6499 0.9160 1.1479 1.2407 0.9047
AA 0.4761 0.6568 0.8127 1.0274 0.9620 1.0789
AA- 0.2857 0.4359 0.5714 0.5739 0.6627 1.2302
A+ 1.5634 1.9046 2.5093 1.9799 3.0660 3.1278
A 4.1133 2.5444 1.6807 2.1072 0.9298 4.5192
A- 0.7735 0.7441 1.0791 1.1572 1.6354 1.8231
BBB+ 1.8281 3.0520 2.6924 2.2865 3.1415 2.9316
BBB 1.2458 2.7411 4.4029 3.1075 3.2915 2.7053
BBB- 0.9403 1.5475 2.1076 2.1338 2.5659 1.9729
BB+ 0.3336 0.6923 4.3241 7.3534 6.6942 3.6423
BB 0.6031 0.9569 3.3844 3.1776 3.9531 2.7811
BB- 0.5676 0.8098 5.6041 3.2128 4.4869 3.8212
B+ 0.8398 0.9554 1.2707 2.8308 2.4949 1.5837
B 2.2526 2.7784 2.3466 3.5967 2.2351 3.2565
B- 16.8635 6.5108 5.0938 7.0413 10.6194 9.6335
CCC 1.3923 3.4234 3.0062 4.5296 4.4878 2.7036
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Figure 2.1: Observation Description
In this gure, we plot the distribution of the number of observations over time for the
entire sample period. For each observation day, the total number of observations is
broken down by rating and by time-to-maturity.
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Figure 2.2: Computation Time Comparison
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Figure 2.3: Spreads Term Structure on 3-June-2002
In this gure, Figure 2.4, Figure 2.5 and Figure 2.6 we plot spread term structures tted
using NSX and RATM techniques.
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Figure 2.4: Spreads Term Structure on 1-August-2006
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Figure 2.5: Spreads Term Structure on 2-January-2008
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Figure 2.6: Spreads Term Structure on 1-December-2008
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Figure 2.7: Average Fitting Error Comparison
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Figure 2.8: Before Recent Crisis A-rated Bonds Fitting Errors
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Figure 2.9: Before Recent Crisis BBB-rated Bonds Fitting Errors
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Figure 2.10: During Recent Crisis A-rated Bonds Fitting Errors
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Figure 2.11: During Recent Crisis BBB-rated Bonds Fitting Errors
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Chapter 3
DETERMINANTS OF
ASSET-BACKED
SECURITY PRICES IN
CRISIS PERIODS
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3.1 Introduction
The crisis in credit markets since the spring of 2007 has wrong-footed regu-
lators, shocked investors and undercut the solvency of the banking industry.
Among the few commentators who agged aspects of the crisis in ad-
vance, Large (2005) argued that the opaqueness of risk transfers eectuated
through structured products could lead to a loss in counter-party condence
and hence generate a banking liquidity crisis. Altman (2007) argued that
market pricing of credit risk was overly generous and, in eect, a credit
bubble was present. Since the crisis struck, Turnbull (2008) and Fender and
Hordahl (2007) describe the early development of the crisis and how it has
spread throughout the nancial system.
Though its impact has been widely felt, the origins of the recent tur-
moil reside in the solvency of loans in a particular, somewhat specialized
sector of the US structured product market, namely the sub-prime Resi-
dential Mortgage-Backed Securities market. Commentators have attributed
the problems to a major decline in under-writing standards combined with
a down-turn in the housing market induced by rising interest rates.
Morgenson (2007) describes several abuses that brokers and lender-
s perpetrated in order to boost lending volumes. Chomsisengphet and
Pennington-Cross (2006) discuss recent developments in the sub-prime mar-
ket. Demyanyk and Van Hemert (2007) show that delinquency rates rose
from 2001 to 2006 even allowing for borrower characteristics and changes
in the economic environment. Mian and Su (2008) and Keys, Mukherjee,
Seru, and Vig (2008) attribute the expansion in the sub-prime market to
the new possibilities oered by securitization and suggest agency problems
associated with securitization caused the drop in underwriting standards.
What ultimately burst the lending bubble was the tightening of mon-
etary policy pursued by the Federal Reserve Board concerned about in-
ationary pressures. From June 2004 to June 2006, the Federal Reserve
progressively pushed up rates. By late 2006, specialist sub-prime lenders
came under increasing nancial pressure and spreads on CDOs exposed to
sub-prime mortgages widened signicantly.
The speed and the magnitude of subsequent declines in ABS values
during 2007 crisis surprised many market participants. It is worth noting,
however, that a comparably severe shock was experienced ve years earlier
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by another similar sector of the US ABS market, namely the Manufactured
Housing (MH) Loan-backed ABS. During 2002 to 2003, MH ABS sector
suered a major rise in delinquency rates following a reported fall in lending
standards. Prices of MH ABS issues fell substantially and the volume of
new issues dried up.
In this chapter, we study determinants of the cross-sectional pattern of
pricing in (a) the 2002 Manufactured Housing Loan-backed ABS crisis and
(b) the 2007 crisis aecting the Home Equity Loan-backed ABS market. We
focus on the pricing of similarly-rated ABS tranches, in particular looking at
AAA, AA and A-rated tranches. We believe that the pricing of securities in
crisis periods in which factors exert clear and extreme pressure on valuations
will shed light on pricing in more normal times.
We hypothesize that the cross-sectional pattern of prices for a given
rating category is explained by (i) risk premiums, (ii) liquidity, and (iii)
divergence between the market's and the ratings agencies' assessment of the
collateral quality of ABS deals.
To investigate pricing, we t term structures to a set of large cross
sections of Manufactured Housing and Home Equity Loan ABS in the US
market. In so doing, we employ an innovative approach to estimating credit
term structures based on tting risk-adjusted transition matrices to bond
prices (see also in chapter 1). This has advantages in the tting ordered
term structures such as yields on similarly-rated defaultable debt compared
to widely-used approaches for modeling government bond term structures,
such as spline ts or Nelson-Siegel techniques.
Estimating term structures for mortgage-backed ABS securities is com-
plicated by the nature of the cash ows of the underlying pools which include
re-payment and pre-payment as well as interest payments. Davidson (2003)
provides a systematic discussion of pre-payment while Huang and Ondrich
(2002), Kalotay, Yang, and Fabozzi (2004), Kau and Keenan (1995), Spahr
and Sunderman (1992) and Downing, Stanton, and Wallace (2005) look at
pricing when securities may pre-pay.
Having estimated term structures for ABS tranches, we regress the resid-
uals from the credit spread ts to see how, controlling for maturity, individ-
ual ABS securities of a particular rating category deviate from the market's
average pricing for that category. The regressors we employ are designed to
dierentiate between dierent possible inuences on pricing, in particular:
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risk premiums, liquidity premiums, dierences between the market and the
ratings-agency evaluations of deals.
The structure of the paper is as follows. Section 3.2 describes our ap-
proach to tting ABS credit spread term structures. Section 3.3 provides
information on the data. Section 3.4 reports our results and Section 3.5
concludes.
3.2 Fitting ABS Term Structures
3.2.1 Credit Term Structure Fits
In this section, we briey exposit the term-structure tting techniques we
employ. Classic approaches to estimating yield term structures from data
sets of bond prices include the spline methods of McCulloch (1971) and M-
cCulloch (1975). McCulloch's approaches have been modied and extended
by Shea (1984), Vasicek and Fong (1982) and Nelson and Siegel (1987) a-
mongst others. Surveys and comparative analysis of dierent techniques are
provided by Bliss (1997) and Ferguson and Raymar (1998).
Using similar tting techniques, one may estimate term structures of de-
faultable debt for bonds with similar ratings. Schwartz (1998) ts piecewise
continuous forward rate curves to the prices of identically rated corporate
bonds by minimizing the sum of squared pricing errors. Houweiling, Hoek,
and Kleibergen (2001) use B-splines to t Treasury and defaultable bond
term structures simultaneously.
Both Schwartz (1998) and Houweiling, Hoek, and Kleibergen (2001)
comment on the instability of credit spread estimates one obtains from t-
ting exercises. Houweiling, Hoek, and Kleibergen (2001) argue that their
simultaneous estimation mitigates these problems and Schwartz (1998) dis-
cusses the `arbitrage' opportunities implied by such issues as credit spread
term structures for adjacent ratings categories cross.
In this study, we employ the approach to credit term structure estima-
tion introduced in chapter 1. This consists of estimating a risk-adjusted
transition matrices from cross sections of bond prices. When the transition
matrices are subjected to simple restrictions, the credit spreads obtained are
smooth and non-intersecting for adjacent ratings categories.
The transition matrix approach is described in more detail in the Ap-
pendix. In brief, it consists of supposing that each bond is allocated to one
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of a set of J ratings, j = 1; 2; : : : ; J where J is the default state. If the rat-
ing follows a Markov chain with a JJ transition matrix M, by the usual
properties of a Markov chain, the probability, denoted Q
(i)
t;T that a bond that
is in rating i at date t has not defaulted by T equals the ith element of the
right hand column of the (T   t)-fold product of M.
IfM is a risk-adjusted transition matrix for the evolution of ratings and
if ratings changes are independent of changes in interest rates and recoveries,
the price, D
(i)
t , of an i-rated bond paying contractual cash ows c1; c2; : : : ; cN
at payment dates 1; 2; : : : ; N is:
D
(i)
t =
NX
n=1
Pt;n
h
 + (1  )Q(i)t;n
i
: (3.2.1)
If we parameterize the risk-adjusted transition matrix M appropriately
as M(), the vector parameters  may be chosen numerically to minimize
the sum of squared pricing errors between a set of actual bond prices and the
prices implied by equation (3.2.1). As we describe in the Appendix, simple
restrictions on the parameters are sucient to ensure that the implied credit
spread curves for dierent ratings categories do not cross.
We believe that the above tting approach is superior to methods that t
curves for dierent ratings categories individually as it avoids spread curve
crossings. However, to check that our results are not sensitive to the tting
approach we repeat our empirical analysis using spread estimates obtained
from Nelson-Siegel ts as well.
3.2.2 Fitting ABS Term Structures
So far we have discussed tting prices for general xed income securities.
In the case of mortgage-backed securities like Home Equity Loan (HEL)
and Manufactured Housing Loan-backed (MH) securities, the cash ows
are complex, reecting not just interest but also principal repayment and
principal pre-payment.
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We dene:
CPR = constant prepayment rate (3.2.2)
WAL = weighted average life (3.2.3)
c = coupon rate (3.2.4)
m = coupon frequency : (3.2.5)
The cash ows used in the pricing expressions above may then be calculated
as:
Paymentt =
Balancet c=m
1  (1 + c=m) (WAL t) (3.2.6)
Interestt = Balancet
c
m
(3.2.7)
Scheduled Paymentt = Paymentt   Interestt (3.2.8)
Amortized Balancet = Balancet   ScheduledPaymentt (3.2.9)
SMM = 1  (1  CPR)1=m (3.2.10)
Prepaid Principalt = SMM(Amortized Balancet) (3.2.11)
Balance1 = 1 (3.2.12)
Using this approach, one may calculate the cash ows for each security on a
given date as a one o exercise and then employ them in a tting algorithm
as described above. To do this requires that one have information of (i) the
coupon rate and estimates of (ii) the pre-payment rate, (iii) the weighted
average life based on estimates of prepayment rates. We describe in the data
section below and an appendix how we estimate these parameters.
3.3 Data
3.3.1 ABS Data
The securities we study are components of the Merrill Lynch US Fixed
Rate Asset Backed Securities Index (R0A0). The Merrill Lynch US Fixed
Rate Asset Backed Securities Index tracks the performance of US-dollar-
denominated, investment-grade, xed-rate, asset-backed securities publicly
issued in the US domestic market. Qualifying securities must have an in-
vestment grade rating (based on an average of Moody's, S&P and Fitch).
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In addition, qualifying securities must have a xed rate coupon, at least
one year remaining term to nal stated maturity, at least one month to
the last expected cash ow, an original deal size for the collateral group
of at least $250 million, a current outstanding deal size for the collateral
group greater than or equal to 10% of the original deal size and a minimum
outstanding tranche size of $50 million for senior tranches and $10 million
for mezzanine and subordinated tranches. And nally the securities are
administrated under the SEC 144a Rule.1
Merrill Lynch classies the ABS in the index into six categories accord-
ing to the security's collateral. The six categories are: Home Equity Loan,
Manufactured Housing Loan, Credit Card Loan, Automobile Loan, Utilities
Loan and Miscellaneous. Manufactured Housing Loan refers to loans asso-
ciated with the house unit(s) that under constructions. It diers from the
traditional mortgages in that (i) the loan is granted at the building stage
of the house and (ii) the house can be sold along with or separate from the
land. We only consider tranches backed by Home Equity Loans (HEL) and
Manufactured Housing Loans (MH). In total, the index data yields 143,429
bond-months. Of these, 63,810 are HEL and 20,436 are MH observations.
From Bloomberg, we obtain detailed information on the components of
the index at monthly intervals from December 1996 to September 2008. For
each tranche in each month, we obtain data about its rating, market price,
accrued interest, percentage of index market value, par-weighted-coupon,
issue year and issuer, which are derived from data supplied to Bloomberg
by Merrill Lynch. From Merrill Lynch directly we obtained an estimate of
the weighted average life for each tranche in each month. From Bloomberg,
we obtain a monthly estimation of prepayment for each tranche. The com-
bination of these datasets enable us to calculate monthly cash-ows for each
ABS tranche.
In tting the term structure, we drop BBB-rated tranches. We also
lter out AAA, AA and A-grade ABS tranches with one or more of the
characteristics: market price less than $10, weighted average life less than
3 months, longer than 30 years or having a missing value. The number of
tranche-month observations we use to t the term structures is 55,919 for
HEL ABS and 16,934 for MH ABS.
In the appendix, we explain in detail the assumptions we adopt regard-
1Source: Merrill Lynch Global Index Rules 2007.
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ing the pre-payment rate and maturity of the tranches. We assume in our
calculation that all tranches pay coupon on a monthly base consistent with
payments on standard mortgage.
To obtain spread ts, we also need Treasury interest rates. We obtain,
from Reuters, US government benchmark rates with dierent maturities,
1-month, 3-month, 6-month and from 1-year to 30-year. When necessary,
we interpolate rates using the adjacent benchmark rates. The benchmark
rates are released daily and we took the last trading day data of each month
to feed into our monthly pricing calculation.
The tted spread from each month, implied by our risk-adjusted tran-
sition matrix algorithm, enables us to calculate the model price for each
tranche using the generic market discount factor for same rating and matu-
rity category. These model prices are then compared to the observed market
prices to generate the t error. This residual or t error is then the depen-
dent variable in the regressions we run to explain the cross sectional pattern
of similarly-rated ABS tranche prices.
The errors are regressed on a set of variables described below. Some
of these variables are not available for all our error observations. So, after
performing the t, we drop errors for which a complete set of regressors is
not available. Our regressions for HEL ABS t errors are based on 52,559
observations, while those for MH t errors are based on 12,747 observations.
We perform regressions, rst, using data pooled across months in pre-
crisis and crisis periods. Second, we perform regressions month by month
and examine how the estimates change over time as the crises develop.
3.3.2 Explanatory Variables for Fit Errors
The explanatory variables we employ in the t-error regressions for HEL
ABS tranches are:
1. Estimated Life Dummies
We use the weighted average life provided to us by Merrill Lynch to
construct dummies for four life ranges: less than 1 year, 1 to 3 years,
3 to 5 years and longer than 5 years.
2. Sub-rating Dummies
In tting term structures and performing regressions on the t residu-
als, we pooled securities based on the coarse rating classes: AAA, AA
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and A. For AA and A regressions, we constructed dummies for the
ner sub-ratings that we actually observe (for example, A-, A and A+
in the case of the A-grades).
3. Down-graded last year dummy
We constructed a \down-graded" dummy by comparing, at each point
in time, the rating of each tranche at that date with its value 12 months
earlier. When a security has just entered the index and its rating a
year earlier is not observed, we treat it as not downgraded last year.
4. Issue Year Dummies
We construct dummy variables for issue year from 2001 to 2007 to
examine the vintage eect.
5. Distressed Issuer Dummy
We examine the nancial situation of the 14 largest issuers in 2006
(where by \largest" we mean those that had issued the largest num-
ber of individual issues). We pick out those large issuers that have
been taken over by other companies because of nancial distress or
that have led for bankruptcy and use this as the basis for construct-
ing a distressed-issuer dummy. Note that the 14 largest issuers were
responsible for 70% of HEL issues in the Merrill Lynch index in 2006.
6. Sticky Price
We obtain daily bid prices for all the tranches involved in our index
from the beginning of 1997 until the end of February 2008. We calcu-
lated the fraction of days in the previous 30 days on which the daily
bid price did not change. We regard this fraction as a proxy measure
of illiquidity.
7. Relative Size
Merrill Lynch supply data on the percentage of the value of the port-
folio made up of all the issues in the index that is contributed by
each individual issue. We employ this as a second proxy measure of
liquidity.
8. Common Risk Factors
To examine the inuence of risk premia, we calculate the daily excess
log return of each tranche using our daily bid price and the risk free
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rate from Kenneth French's data library. We perform daily rolling
regressions of this excess return on the Fama-French risk factors with
a window length of 30 trading days. We include the regression coe-
cients from these rolling regressions in our pricing regressions.
In the regressions of the MH ABS t errors, we employ the same explanatory
variables as for the HEL ABS errors except that we omit issue year and
distressed issuer dummies.
3.4 Results
Figure 3.1 shows how 3 and 5-year-maturity spreads change over time for
AAA, AA and A-rated HEL ABS tranches in our sample period. Note that
there have periods of high spread levels in the past, notably in the late
1990s. Recent spreads levels have substantially exceeded those observed
earlier, however.
Figure 3.2 shows the recent evolution of HEL ABS credit spread term
structures. Spreads for AAA, AA and A-grades in the earlier part of the
sample exhibit a standard upward-sloping pattern. The middle panel of the
gure shows term structures averaged over the monthly ts in the period
covers the early stage of the 2007 crisis. Here, the A spread term structure
have become inverted. The top panel shows the average term structure
become signicantly higher in the last year of our sample period. Averaged
spread for AAA-rated tranche ranges from 7% to 10%.
Figures 3.3 and 3.4 show scatter plots of the errors in the term structure
ts since March 2007 in the case of HEL tranches (Figure 3.3) and for a 10-
year period from December 1997 to January 2008 in the case of MH tranches
(Figure 3.4).
Noticeable in these gures is the major increase in the absolute mag-
nitudes of t errors in the periods of crisis. For AA-rated HEL tranches,
signicant t errors range from -40 to +30 at the end of the sample period
for tranches that have a basic par value of around 100. The increase in t
errors is progressive in the sense that from when the crisis hit in May and
June of 2007, the absolute magnitudes of errors gradually rise.
What explains the substantial cross-sectional variation in prices ob-
served in these crisis periods? As mentioned above, there are three possible
explanations for this phenomenon:
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1. Liquidity eects
Recently, a new literature has emerged that stresses the inuence on
the pricing of defaultable debt securities of their relative liquidity.
In particular, Chen, Lesmond, and Wei (2007), de Jong and Driessen
(2006), Perraudin and Taylor (2007), Ericsson and Renault (2006) and
Longsta, Mithal, and Neis (2005) examine the impact of liquidity on
defaultable bonds.
2. Risk premiums
Elton, Gruber, Agrawal, and Mann (2001) emphasize the magnitude
of risk premiums in the pricing of corporate debt.
3. Dierent credit assessments by the market and ratings agencies
There has recently been substantial criticism of the rating agencies
assessments of structured products and in particular of sub-prime
mortgage-back securities.
To distinguish between these possible explanations, we regress the t errors
on a set of explanatory variables for crisis and pre-crisis periods. The results
are reported in Tables 3.1 and 3.2.
In our regressions, we pool the data for dierent dates but allow for
autocorrelation in the residuals for individual securities and for temporal
heteroskedasticity. Specically, we run a preliminary regression, estimate
autocorrelations for each security's residuals, average the estimated correla-
tion coecients and perform a Prais-Winsten transformation before repeat-
ing the regression. As a last stage, we calculate the volatility of the residuals
in the second stage regressions for each time period and then perform a nal
regression with weighted least squares. Details of the econometric imple-
mentation are provided in an appendix.
Many of the regressors we employ are dummy variables. The omitted
category is a tranche that (i) has greater than a 5-year maturity, (ii) has a
high sub-rating (i.e., is AA+ or A+ if it is not AAA), (iii) was not down-
graded in the last year, (iv) was issued prior to 2001 (in the case of HEL)
(v) does not have an issuer in nancial distress (in the case of HEL).
Recall that we employ two liquidity variables: (i) `sticky price' (the
fraction of observations in the last 30 days for which the bid price did not
change), and (ii) relative size (the share of the issue value of the total value
of the index measured in basis points).
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Coecients of relative size variable are not of consistent sign for either
HEL or MH. We do observe substantial impacts and statistic signicance
for HEL during crisis time but the eects are not present for MH exposures
in the corresponding crisis period for that exposure class. This result is to
be expected since the MH crisis was not accompanied by a big increase in
the market premium on liquidity.
In the case of HEL regression, sticky price variable exhibits the correct
sign throughout the sample period but the coecient is not signicant in
most cases. In the case of the MH regressions, however, we observe incon-
sistent coecient signs and a lack of signicance.
The risk premium variables are betas obtained from prior regressions
of log price changes on Fama-French factors. Most of the coecients are
negative as one might expect but the statistical signicance is not great.
On dierences between the market and the rating agencies' assessments
of credit quality, the strong and intuitively reasonable eects of the sub-
ratings variables and their statistical signicance suggest consistency.
However, a highly signicant and economically important variable is the
dummy for a down-grade within the last year. In the crisis period regres-
sions, this becomes extremely large. This is evidence of a strong momentum
eect: the market expects issues that have been downgraded to be further
down-graded in the future and allows for this in its pricing of the issue.
The corresponding parameter in the MH ABS regression is positive in
the crisis period. When a security is down-graded, if the market agrees with
the rating agency evaluation, one might expect the parameter to be positive
as the security would be viewed as relatively high quality within the new
lower rating category.
We found that the market appears to favor distressed issuers in non-
crisis time but punishes them substantially during crises. This could be
explained by the fact that the `distressed issuers' are among the largest
14 issuers and hence their issues may enjoy a liquidity premium in non-
crisis periods. But when a crisis has aected a sector their issues will be
substantially discounted.
For the HEL regressions, the `issue year' dummies indicate the vintage
is extremely important in the crisis periods, suggesting the market perceived
a marked deterioration in pool quality.
As a second exercise, for the HEL securities, we perform a sequence of
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purely cross-sectional regressions month by month (i.e., not pooling across
the data for dierent months) starting in June 2007. The results are shown
in Figures 3.5, 3.6 and 3.7.
Figure 3.5 shows the regression coecients for the sticky price variable,
month by month in the crisis period. The coecients for AA and A (see
Panels B and C) follow time paths that are qualitatively similar with sub-
stantially negative values appearing in the autumn of 2007.
A striking observation is the degree to which the AA and A parameters
are negatively correlated with the spread between USD LIBOR and US
Treasuries which is shown in Panel D of Figure 3.5. This spread, which has
reached unprecedented levels during the 2007 crisis is an indicator of the
crisis of condence in their counter-parties that the banks have experienced
during the crisis. It is very striking that the time path of this variable is
so clearly negatively correlated with an indicator of the illiquidity premium,
our sticky price coecients.
Figure 3.6 shows the path over time of the coecients on the risk-factor
beta regressors. The magnitudes and even sign of the risk factor eects vary
over time and there is no very clear pattern that emerges.
Figure 3.7 shows the time paths of coecients on dummy variables for
the year of the issue. Especially for the AA and A grade results, there is
a very clear pattern with discounts being larger for later issue years. In
the case of the A grades, the discounts grow monotonically as time goes by,
achieving discounts of more than 20 by early 2008 in the case of deals issued
in 2006 and 2007.
The size of these issuance-year-dummy coecients indicates the extreme
aversion to investing in recently issued deals that many market participants
have. One could take the results shown in Figure 3.7 as reecting disagree-
ment between the market and ratings agencies about the credit quality of
the issues in question. Or it is possible that investors require a large risk
premium to compensate them for a risk associated with issues such as the
risk that underwriting standards will prove to have been particularly low
after a certain date.
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3.5 Conclusion
In credit crises, market pricing can exhibit unusually large variation. This
variation can provide an interesting `laboratory' for understanding the pric-
ing of securities in general.
In this paper, we investigate the major variation in the pricing of indi-
vidual ABS tranche issues in two periods of market stress: (i) the collapse
in the Manufactured Housing ABS sector in 2002 and (ii) the turmoil in the
Home Equity Loan ABS sector in 2007.
We nd that conventionally dened risk premia contribute relatively
little to the cross-sectional variation of ABS. Liquidity as proxied by a simple
measure of price stickiness contributes a sizeable share of discounts cross-
sectionally but the eects are not precisely estimated in most cases. In
the crisis of 2007-2008, regression coecients for this liquidity proxy move
over time in a way that closely reects changes in the spread between USD
Libor and US Treasury yields, an indicator of banks' concerns about their
counter-party risk and liquidity.
The `downgrade last year' dummy factor we construct has a signicant
impact according to our estimates for both crisis periods but in dierent
directions. This may be interpreted as indicating that the market and the
rating agencies agreed about the appropriate magnitudes of downgrades
during the MH ABS crisis but did not agree during the recent crisis.
Even allowing for such inuences as liquidity, risk premia and the rating,
ABS prices in the 2007-2008 period are highly sensitive to the year of issue of
HEL ABS securities. This could reect disagreement between the market's
and the ratings agencies' evaluations of deals.
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Figure 3.1: Home Equity Loan ABS Spreads
In this gure we plot the tted spreads for Home Equity Loan ABS for 3-year and 5-year
maturity tranches.
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Figure 3.2: Home Equity Loan ABS Term Structure
In this gure we plot the averaged, over three dierent one-year periods, tted term
structure for Home Equity Loan ABS for maturity from 1 to 7 years. Each panel presents
one of the three periods.
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Figure 3.3: Home Equity Loan ABS Fitting Errors
In this gure we plot the tting errors for Home Equity Loan ABS over last 18 month of
our sample period, from July 2006 to January 2008.
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Figure 3.4: Manufactured Housing Loan ABS Fitting Errors
In this gure we plot the tting errors for Manufactured Housing Loan ABS over a 10-year
period, from December 1997 to January 2008.
75
Figure 3.5: HEL Liquidity Coecients and LIBOR Spreads
We perform moving regression of ts error during the recent crisis time, starting from
June 2007, on dierent hypothesized explanatory variables. In this gure we plot the
coecients of liquidity proxy.
We also plot in the bottom panel the 3-month LIBOR over treasury spread.
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Figure 3.6: HEL Risk Factors Coecients
We perform moving regression of ts error during the recent crisis time, starting from
June 2007, on dierent hypothesized explanatory variables. In this gure we plot the
coecients of Fama-French common risk factors.
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Figure 3.7: HEL Issue Year Coecients
We perform moving regression of ts error during the recent crisis time, starting from
June 2007, on dierent hypothesized explanatory variables. In this gure we plot the
coecients of issue year dummy variables.
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3.6 Appendix
3.6.1 Spread Term Structure Fits
This appendix provides more detail on the transition-matrix approach to t-
ting defaultable debt spread term structures for dierent ratings categories.
Consider a set of bonds with ratings from the set f1; 2; :::; Jg and prices
Bi i = 1; 2; :::; N .
Bi =
JiX
j=1
ci;j exp[ (ri;j + S(r)i;j )i;j ] (3.6.1)
where ci;j for j = 1; 2; :::; Ji are the cash ows of bond i and the i;j are the
cash ows dates for j = 1; 2; :::; Ji.
Suppose that the  dates are discretized so that the i;j are all inte-
gers and that ratings evolve accordingly to a Markov chain with transition
matrix2 M . The transition matrix has the following shape:
M =
266666664
1;1 1;2 : : : 1;R 1;D
2;1 2;2 : : : 2;R 2;D
...
...
. . .
...
...
R;1 R;2 : : : R;R R;D
0 0 : : : 0 1
377777775
(3.6.2)
where i;j denotes the probability of a bond moving from rating i to rating j
in one year, for j; i = f1; 2; :::; Rg. The last column and row of the transition
matrix M represent the probability of defaulting and it is denoted by i;D
for i = f1; 2; :::; Rg.
The default probabilities at horizons 1; 2; :::; 30 years are the right hand
column of powers of M . Let 
(j)
i;D be the right hand column of the jth power
of M , for j = f1; 2; :::; 30g and for i = f1; 2; :::Rg. The survival probability
of a bond at time j conditional on rating i at time zero, denoted by P
(j)
i , is
dened as follows:
P
(j)
i = 1  (j)i;D (3.6.3)
2The transition matrix is assumed to be in annual terms.
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Given a time homogenous transition matrix M , we can price a bond i as,
~Bi =
JiX
j=1
ci;j exp[ rjj][ + P (j)i (1  )] (3.6.4)
where  is the expected recovery rate and it is constant across all rating
categories; and rj is Treasury zero-coupon interest rate for a bond with
maturity j.
If M is parameterized in a suitable manner, M = M(~), we can mini-
mized the sum of the squared dierences between the model and the observed
prices over the vector ~.
To enforced appropriate properties for M(~), we parameterize it as
M(~) =
266664
1  (~1;2)  ^1 (~1;2) 0 : : : ^1
(~2;1) 1  (~2;1)  (~2;3)  ^2 (~2;3) : : : ^2
...
...
...
. . .
...
0 0 0 0 1
377775
(3.6.5)
where, 266664
^1
^2
...
^R
377775 =
266664
(~1;D)
(~1;D) + (~2;D)
...PR
i=1(
~i;D)
377775 : (3.6.6)
Here, (:) represents the cumulative standard normal distribution. We
present the algorithm to estimate the parameters ~ in the next section.
The constraints for the problem is that the elements on the diagonal are less
or equal to 1.
This approach to tting term structures may be thought of as one of
parameterizing a ratings-based credit derivative pricing model such as those
of Jarrow, Lando, and Turnbull (1997), Kijima and Komoribayashi (1998)
and Lamb, Harfush-Pardo, and Perraudin (2007). These models assume
that time-varying (rather than time-homogeneous, as in our case) ratings
transition matrices are tted to market price data and then the inferred
risk-adjusted processes may be used to price more complex credit derivative
contracts. In the context of this paper, we prefer to think of our approach
80
as an interpolation technique for ordered credit spreads rather than as an
implementation of a theoretical model.
3.6.2 Pre-payment Assumptions
Due to the complexity and importance of prepayment measure, we here de-
scribe the prepayment measure data we employ. For any given ABS tranche,
Bloomberg reports one of 7 dierent prepayment measures:
1. CPR (Constant Prepayment Rate), also know as conditional prepay-
ment rate, measures prepayments as a percentage of the current out-
standing loan balance. It is always expressed as a compound annual
rate. It is commonly used to describe the prepayment experience of
Home Equity Loans and student-loan assets.
Denition from Bloomberg: Constant Prepayment Rate (CPR). Annu-
alized equivalents of single monthly mortality (SMM). CPR attempts
to predict the percentage of principal that will prepay over the nex-
t 12 months based on historical principal pay-downs. CPR is mea-
sured on 1 month, 3 month, 6 month, 12 month, or since issue basis.
CPR = 100  (1  (1  SMM=100)(12=monthsinperiod)).
2. HEP (Home-Equity Prepayment Curve). CPR will get to that level
in 10 months and stay stable afterwards.
Denition from Bloomberg: The "HEP" (Home Equity Prepayment)
curve is a prepayment measurement scale with a 10-month seasoning
ramp, as compared to the 30-month ramp for the PSA curve. The
HEP scale ranges from 0% to 100%. A HEP value corresponds to the
terminal 10th month CPR speed { having evenly stepped the preceding
9 months. For example, 20% HEP corresponds to 2% the 1st month,
4% the 2nd, and 20% the 10th month and thereafter. (The HEP scale
was developed by Prudential Securities, and it reects their extensive
research of home equity prepayment experience.)
3. PPC (Prospectus Prepayment Curve). Sometimes called the pricing
prepayment curve, the PPC is a relatively new convention, used mainly
with HELs and is always issue-specic. However in our calculation we
uniform all PPC measure by using 100% PPC equals CPR from 10.8%
to 27.5% in 30 months and stay stable afterwards.
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Denition from Bloomberg: \PPC" is Bloomberg's prepayment rate
notation corresponding to \Prospectus Prepayment Curve" or \Pric-
ing Prepayment Curve". For example "100 PPC" and " 150 PPC"
correspond to prepayment scenarios of 100% and 150% of a prepay-
ment curve as dened in the prospectus for an indicated bond. Bonds
with \PPC" cash-ows are usually priced at 100% PPC, though not
necessarily so. Bonds with \PPC" cash-ows may also have other
cash-ows for other prepayment rates such as CPR, PSA, etc. When
available, PPC rates can be used in all Bloomberg analytics by replac-
ing an alternative prepayment specication. As a time-saver, function
YPPC automatically utilizes up to seven PPC scenarios in the familiar
YT function format.
4. MHP (Manufactured-Housing Prepayment Curve. 100% MHP equals
CPR from 3.7% to 6% in 24 months and stay stable afterwards.
Denition from Bloomberg: The \MHP" (Manufactured Housing Pre-
payment) curve is a prepayment scale with a 24-month seasoning ramp.
A prepayment rate of 100% MHP equates to a starting rate of 3.7%
CPR, which then evenly steps .1% per month and terminates at 6% on
the 24th month. 200% MHP would then start at 7.4%, step by .2%,
and terminate at 12%. The MHP Curve was developed by Lehman
Brothers as a result of their prepayment research eorts.
5. PSA (Public Security Association Prepayment Model). Standard 100%
PSA equals CPR from 0 to 6% in 30 months and stay stable afterwards.
Denition from Bloomberg: Prepayment Standard Assumption (P-
SA). The PSA is a percentage expression of the relationship between
the actual and expected CPR based on the PSA prepayment assump-
tion ramp. The ramp assumes mortgages prepay slower during their
rst 30 months of seasoning. 100% PSA indicates a starting rate of .2%
CPR increasing .2% per month for the rst 30 months. A constant 6%
CPR is assumed for the remaining life of the mortgage. To calculate
PSA, use the following formula: PSA = [CPR/(.2)(m)] * 100, where
m = number of months since origination of the underlying loans
6. MPR (Monthly Payment Rate) Technically this is not a prepayment
measure, because it is used with non-amortizing assets, such as credit
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card and dealer oor-plan receivables, which are not subject to pre-
payment. Rather, the MPR is a repayment measure and is calculated
by dividing the sum of the interest and principal payments received in
a month by the outstanding balance.
7. Absolute Prepayment Speed (ABS) Denition from Bloomberg: Abso-
lute Prepayment Rate (ABS) is the standard measure of prepayments
for automobile loan backed securities. ABS calculates prepayments as
the percent of original dollar balance of receivables.
Among the Home Equity Loan tranches prepayment type 1, 2 and 3
are widely and generally equally quoted. There are a small number of
them are quoted in type 5.
Of these measures, for Home Equity Loan ABS, Bloomberg supplies one of
three prepayment measures: CPR, HEP and PPC. For Manufactured Hous-
ing ABS, Bloomberg supplies just the MHP measure. In our calculations,
we transform all the dierent measures into CPR and then use them in our
cash ow estimation.
3.6.3 Panel Data Structure and Autocorrelation
We perform an Ordinary Least Squares regression of the t errors on our
explanatory variables. One may expect that the residuals from this regres-
sion corresponding to a particular security are autocorrelated over time. We
assume that the regression equation takes the form:
yi;t = 
0xi;t + ei;t (3.6.7)
ei;t = ei;t 1 + i;t (3.6.8)
for time periods t and securities i. Here, y are the t errors, x is a vector
of explanatory variables and the t are serially uncorrelated, homoskedastic
errors, independent across i with variance 2 and dependent on time t.
To adjust for the autocorrelation, we use a Prais-Winsten transforma-
tion. Details are as follows.
1. We run an ordinary least squares regression of the t errors y, pooled
across time and securities, on the explanatory variables, x. We calcu-
late the tted residual vector, e^;
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2. For each security, we calculate the correlation coecient, i, between
ei;t and ei;t 1;
3. We average the estimated individual-exposure correlation coecients,
^i to obtain a mean, tted correlation coecient ^;
4. We calculate transformed data:
y1 
p
1  ^2y1 x1 
p
1  ^2x1 (3.6.9)
yt  yt   yt 1 xt  xt   xt 1 (3.6.10)
5. Perform a regression of y on x.
84
3.6.4 Main Results using extended Nelson-Siegel Model
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Figure 3.8: Home Equity Loan ABS Fitting Errors: Fitting using
extended Nelson-Siegel Model
In this gure we plot the tting errors, using extended Nelson-Siegel model, for Home
Equity Loan ABS over last 18 month of our sample period, from July 2006 to January
2008. This Figure is to compare with Figure 3.3.
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Figure 3.9: Manufactured Housing Loan ABS Fitting Errors: Fit-
ting using extended Nelson-Siegel Model
In this gure we plot the tting errors, using extended Nelson-Siegel model, for Manu-
factured Housing Loan ABS over the full sample period, from December 1997 to January
2008. This Figure is to compare with Figure 3.4
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Chapter 4
ESTIMATING THE TIME
VARYING DRIFTS IN
RATING TRANSITIONS
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4.1 Introduction
Credit ratings have become important determinants of nancial institutions'
economic and regulatory capital. They are widely used as inputs to credit
portfolio models and to regulatory capital formulae under namely Basel
II. Such ratings therefore aects banks' lending and investment practices
directly. Understanding how rating transition rates uctuate over time is
therefore crucial for both the internal risk management and the regulation
of banks.
In this chapter, we propose a novel technique for parameterizing in
a low dimensional way shifts in ratings transition matrices. The approach
may be thought of as parameterizing so-called `ratings drift', i.e., systematic
increases or decreases in downgrade probabilities.
We use this approach to estimate and quantify the time-varying behav-
ior of rating transitions in corporate ratings data. The estimated ratings
drift over time is proved to be intuitively reasonable and strongly corre-
lated with the economical cycle. The uctuation of default probabilities is
of a non-negligible magnitude for investment grade ratings even for fairly
long horizons such as 10 years. We examine the eects of generalizing the
parametrization of ratings drift. By comparing results from dierent pa-
rameterizations, we show that the time-varying rating transitions of better
quality ratings are less cyclical than that of the poor quality ones.
Ratings transition behavior has been extensively studied in recent years.
Nickell, Perraudin, and Varotto (2000) quantify the dependence of rating
transitions on industry sectors, economic regions and the stage of business
cycles. Kavvathas (2001) suggests that rating transition rates may be bet-
ter forecasted by introducing an economy wide state variable. Koopman,
Lucas, and Daniels (2005) model default frequencies using both macroeco-
nomic and rm-specic variables. Bangia, Diebold, Kronimus, Schagen, and
Schuermann (2002) show rating migrations dier over dierent economy s-
tates. Fledelius, Lando, and Nielson (2004) demonstrate the dependence
of rating transition rates on previous ratings changes. Due, Saita, and
Wang (2007) forecast corporate default, conditioning on rm-specic and
macroeconomic covariates. Lando and Skodeberg (2002) argue that using
continuous time data is more advantageous than using discrete observations
since it extracts more information from the available data.
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These studies provide evidence both of the dependence of transition
behavior on industry sector and economic region and of dierent types of
non-Markov behavior including cyclical eects and dependence on the du-
ration and direction of previous rating events.
Instead of relating transition probabilities to observable quantities such
as rm characteristic or macroeconomic variables, some authors have sought
to introduce dynamics through dynamic latent factors. Koopman, Lucas,
and Monteiro (2008) introduce a multi-state latent factor duration mod-
el to capture the common risk factor in credit rating transitions. Feng,
Gourieroux, and Jasiak (2008) model the stochastic rating migrations driv-
en by a latent variable and estimate the cross-sectional correlations in them.
Marcucci and Quagliariello (2009) employ threshold regression models to
establish dierent regimes and study which exposures are more or less cycli-
cal.
Such latent variable approaches involve estimating common risk fac-
tors directly from the data so that issues like model miss-specication and
forecasting for observed variables are no longer a concern. However, they
typically require the use of complex techniques and are computationally
demanding.
Another relevant literature focuses on the comparison of through-the-
cycle (ttc) ratings and point-in-time (pit) ratings. Altman and Rijken (2005)
compare the ttc and pit approaches to credit rating by quantifying the in-
uence of dierent inputs to a ttc rating methodology on rating stability,
timeliness and default prediction performance. Loer (2004) examines how
default risk may be broken down into permanent and cyclical components
and what the consequences are for rating stability and default prediction.
Topp and Perl (2010) experiment with mappings from cct rating to pit ones.
The rating drift eect in this study is measured based on historical rat-
ing changes and default events. Existing literature contains studies of rating
drifts based on Q-measure rather than P-measure used in this study. Jar-
row, Lando, and Turnbull (1997) provide time-varying risk-adjusted rating
transitions modeling for credit derivatives pricing. To allow for randomness
in risk measuring of credit spread, Lamb, Harfush-Pardo, and Perraudin
(2007) develop Jarrow et al's model and allow for stochastic shocks to be
introduced to spread.
The concern of this study resembles that of Koopman, Lucas, and Mon-
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teiro (2008) in that we aim to estimating an unobservable common credit
cycle component and to forecast its time series behavior. Koopman, Lu-
cas, and Monteiro (2008) propose a parametric framework that includes a
high dimensional integral involving the latent common risk factor. Their
framework is computationally demanding. In contrast, in this study we in-
troduce a simple but powerful technique for implementing low-dimensional
parameterizations of transition matrices using an ordered probit model.
Other papers that have employed ordered probit model to calibrate
the eects on transition behavior of dierent variables include Nickell, Per-
raudin, and Varotto (2000) and Feng, Gourieroux, and Jasiak (2008). Our
approach diers from theirs, however. Nickell, Perraudin, and Varotto
(2000) calibrate their model conditional on observed variables whereas we
allow for an unobserved underlying risk factor. Feng, Gourieroux, and Jasi-
ak (2008) apply a high-dimension parametrization to introduce a serially
correlated random factor into their model, where the calibration and com-
putation are more demanding than ours, but by doing so they study the
cross-sectional correlation in rating transitions.
Our nding that annual rating transition matrices are strongly inu-
enced by a cyclical variable is consistent with the ndings of earlier stud-
ies including Marcucci and Quagliariello (2009), Topp and Perl (2010) and
Koopman, Lucas, and Daniels (2005). We show that the inuence from
rating drift on default probability forecasting lasts over much longer term.
In this study, we estimate a low-dimensional parameterized set of shifts
in ratings transition matrices using an ordered probit model. We apply this
to a large dataset of historical rating data to obtain estimates of the rating
transition drifts for each year. The data used is the Moody's Default and
Recovery Database. It contains 104,873 long-term bond rating events and
5,604 defaults of 48,754 issuers. 75% of the issuers and default events are
located in US. The drifts we estimate may be thought of as measuring the
distance from each yearly transition matrix to the unconditional transition
matrix.
The annual time series drifts we estimate exhibit a strongly cyclical
character. We perform time series analysis of the drift estimates. The da-
ta provides support for an AR(2) specication of the drift parameters so
we employ this in forecasting. We show that rating transition uctuations
are quite persistent by comparing the forecasted future default probabilities
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and the marginal default probabilities over the 28-year sample period. For
example, even at a 10-year horizon the forecast default probability of BBB-
rated issuer ranges between 6% to 8%. This result suggests that employing
rating transition excluding cycle eect, e.g. through-the-cycle ratings, to
serve short or medium term horizon purpose one could be under- or overes-
timating default probability by one third.
This study further illustrates how dierent parameterizations may be
employed to examine other aspects of ratings drifts such as variation in
cyclicality for dierent rating qualities and other industry sectors. We im-
plement the parametrization of rating-class-specic drifts and show that
high quality ratings are less cyclical than the poor quality ones.
The rest of the paper is organized as follow. Section 4.2 discusses the
unconditional transition matrix implied by our dataset. Section 4.3 presents
results on time-varying rating transition matrices. Section 4.4 deals with
time series modeling of ratings drifts while Section 4.5 discusses default
probability forecasting. Section 4.6 examines dierent transition matrix
parametrizations while Section 4.7 concludes.
4.2 The Unconditional Transition Matrix
4.2.1 The Data
Data of this study comes from Moody's Default and Recovery Database
within Moody's Default Risk Service. The database provides `comprehensive
data on Defaults, Recovery From Default, and Rating Changes (at both the
security and issuer level) for all corporate issuers of long-term bonds that
have carried a Moody's rating since 1970'.1 The raw data contains 104,873
long-term bond rating events and 5,604 defaults of 48,754 issuers. Data
before 1982 is not included in this study since ne rating system containing
unqualied rating classes (such as Aa1 and Aa3) were not prevailing back
then. Therefore the sample period in this study covers a 28-year period from
the beginning of 1982 to the end of 2009.
Data relevant to this study includes 1) ratings of all issuer at the begin-
ning of the sample period, 2) all rating changes happened during the sample
period and 3) all defaults occurred within the sample period. To serve the
1Moody's Default Risk Service Corporate
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purpose of estimating a one-year transition matrix, these rating observation-
s over 28-year sample period are rearranged into a one-year accumulative
rating observation count table presented in Table 4.1.
Each cell of Table 4.1 gives the total number of issuer rating transitions,
from rating status stated in the row to that in the column within one-year
period, that happened during the 28-year sample period. Multiple rating
migrations within one year is ignored for any issuer so that only the rating
status at the beginning and the end of the year count. There are 15 rating
status including default and withdraw rating (WR) although data in the row
and column related to withdraw rating is not considered when calculating
the rating transition probabilities. Qualied rating classes of AA and A are
aggregated to the respective unqualied rating class and all ratings below
B- are grouped as CCC.
Excluding the cells on the diagonal where issuer rating status will be
counted repeatedly across 28 one-year periods, 24,210 rating transitions in-
cluding 1,767 defaults are recorded. If includes the diagonal of the table,
there is 174,761 observations in all.
Similar rating observation count tables are then prepared for each of the
calendar year from the sample period. Table 4.2 summarizes the information
on the number of observations. Column 1 gives the total number of rating
observations including the 'rating not change' ones on the diagonal. One can
see that total number of issuers under observation grows from less than 1,500
to more than 5,000 along the sample period. Column 2 shows the number
of rating changes (again excluding the multiple rating migration within a
year) recorded within each year. The magnitude of this column does not
increase to the same extent nor of the same monotonicity as of column 1.
However one does see the rating activity becomes more active since year
1997. Number of defaults for each year is listed in column 3. There are
three sections of the sample period that default has soared high: from 1989
to 1991, from 1999 to 2002 and the last two years of sample period.
4.2.2 Estimating The Unconditional Transition Matrix
An unconditional rating transition matrix may be calculated as an array of
relative transition frequencies. The probability for each rating transition,
for example from rating i to j, is then simply the fraction of the number
of obligors initially rated i (and which are not withdrawn by the end of the
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period) that are j-rated at the end of the observation period. If the rat-
ings transitions are independent, this estimator is the Maximum Likelihood
estimator. Otherwise, it is a Method of Moments estimator.
In this study, we divide the sample period into 28 sub-periods coin-
ciding with calendar years. A rating transition count table rct, for each
sub-period t, is then created with entries rct;i;j where t = 1; 2; :::; T , i; j =
1; 2; :::; R;D;WR. The value in a given entry is the number of issuers who
are i-rated at the beginning of year t and become j-rated by the beginning of
year t+1. R is the lowest quality rating class before default and in this study
is the grouped class CCC containing all rating classes below B-. D stands
for default. WR denotes withdrawn ratings. A total rating changes count
table RC is obtained by simply summing all the yearly tables together:
RCi;j =
TX
t=1
rct;i;j (4.2.1)
where T=28 in this study. The RC table employed in this study is presented
in Table 4.1.
One may then estimate an unconditional one-year transition matrix
UTM , with typical elements pi;j for i; j = 1; 2; :::; R;D, as the frequen-
cy of i-rated issuer that are not withdrawn and which migrate to j-rated
within a one-year period:
pi;j =
TRi;jPD
j=1 TRi;j
: (4.2.2)
The unconditional transition matrix estimated over 28-year period is pre-
sented in Table 4.1.
4.3 The Time-varying Rating Transitions
If issuer ratings are through-the-cycle (as rating agencies claim), one would
expect to observe time series variation in short period rating transition fre-
quencies and these frequencies should be forecastable. This is because rating
agencies will only take into account the through-the-cycle fundamentals of
an issuer when assigning ratings. In recessions or booms temporary uc-
tuations in credit quality will not be reected in their ratings. Thus, at
the bottom of economic cycle the short-term default probability of a given
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rating class should appear higher than in an economic boom.
In our modeling below, we regard the unconditional rating transition
matrix estimated over observations from the entire sample period as a `base
matrix'. Time variations in rating transitions matrices over time are viewed
as short-term deviations from this unconditional `base matrix'. With ap-
propriate parametrization and modeling one may capture and quantify a
variety of dierent deviations. In this study the 28-year long sample peri-
od is divided into 28 calendar-year period. Observations from each annual
period are used to generate `annual rating transition matrices'.
The distance from each of the `annual rating transition matrices' to the
`base matrix' can be regarded as the magnitude of the drifting eects. To
measure this distance, an ordered probit model is applied to parameterize
the annual observations as the 'base matrix' plus a shift and Maximum
Likelihood optimization is conducted to obtain the tted value of the shifts.
4.3.1 Model Parametrization
Any transition matrix, of dimension n  n, may be rewritten as an array
of cut-o points of dimension n  (n   1), Zi;j where i = 1; 2; :::; n and
j = 1; 2; :::; n 1, using the following Ordered Probit approach. Each element
of the transition matrix, pi;j where i; j = 1; 2; :::n, can be expressed as,
pi;j =
8><>:
1  (Zi;j) for j = 1
(Zi;j 1)  (Zi;j) for j = 2; 3; :::n  1
(Zi;j 1) for j = n
(4.3.1)
The unconditional transition matrix UTM described in Section 4.2.2 can be
rewritten accordingly. UTM where its element ~pi;j for i; j = 1; 2; :::; R;D
can be expressed as, for any i = 1; 2; :::R,
~pi;j =
8><>:
1  ( ~Zi;j) for j = 1
( ~Zi;j 1)  ( ~Zi;j) for j = 2; 3; :::R
( ~Zi;j 1) for j = D
(4.3.2)
This (R + 1)  R matrix of `cut-o' points, ~Z, is shown in Table 4.4. It
is worth mentioning that for all entries ~Zi;j where i > j, which are rele-
vant to the below diagonal cells in transition matrix, are positive. And all
~Zi;j where i < j are negative. This is the result of expressing a diagonal-
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dominant historical rating transitions using the ordered probit approach.
Understanding the nature of the ~Z array (in particular the dierent sign-
s for entries above and below the diagonal) is helpful for understanding
the shifting factor parametrization. The ~Z array is then regarded as `base
case' representation of the unconditional rating transition matrix. The time-
varying yearly transition matrices may then be parameterized by adding a
yearly-specic drift factor to the `base case'.
pt;i;j =
8><>:
1  ( ~Zi;j + t) for j = 1
( ~Zi;j 1 + t)  ( ~Zi;j + t) for j = 2; 3; :::R
( ~Zi;j 1 + t) for j = D
(4.3.3)
The ~Zi;j in the above equation 4.3.3 are determined by the unconditional
transition matrix, UTM . These represent the constant `base case' when we
estimate the time-varying yearly drift eect, t. The eect of t on the the
transition matrix may be understood by examining the above equation. If
t takes a positive value, the following will be true:
1. The probability of migrating to higher ratings will be smaller in yearly
transition matrix for all ratings.
2. The probability of default will be higher in yearly transition matrix
for all ratings.
3. The relatively less obvious result is that pt;i;j from Equation 4.3.3 will
be greater than the corresponding ~pi;j from Equation 4.3.2 for all i > j,
so the down-grade probability in the year t is greater than that the
corresponding entry in the unconditional transition matrix. Similarly,
pt;i;j will be smaller than the corresponding ~pi;j for all i < j meaning
the up-grade probability is smaller in yearly transition matrix.
To further explain the last point, recall that, as mentioned earlier, ~Z array
has negative upper triangle and positive lower triangle. The second scenari-
o in equation 4.3.3 represents the area below the probability distribution
function of a standard normal distribution between two cut-o points sepa-
rated by a xed distance. If both points are of the same sign, shifting both
points together changes the integral of the area between them, i.e., pt;i;j , in a
monotonic fashion. Thus, when a positive t shift occurs, down-grade prob-
abilities increase and up-grade probabilities decline. Positive or negative
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shifts therefore correspond to business cycle economic recessions or booms
respectively.
4.3.2 Estimating Time-varying Drifts of Rating Transitions
Now, recall the yearly rating count tables rct for t = 1; 2; :::T produced in
Section 4.2.2, which contains the rating events observations for each calendar
year. The parameterized probability pt;i;j of each year is a function of the
drift factor, ^t, and can be combined with the count table rct to provide the
joint density of the rating transition for year t as follow:
DY
i=1
DY
j=1
(pt;i;j(t))
rct;i;j : (4.3.4)
Here, i; j = 1; 2; :::; R;D.
Maximum Likelihood estimator of drift factors, ^t, may be obtained as
follow for each calendar year,
^t = argmax

DX
i=1
DX
j=1
ln(pt;i;j(t))rct;i;j (4.3.5)
where t = 1; 2; :::28 and i; j = 1; 2; :::; R;D.
Figure 4.1 shows a plot of the ML estimator of annual rating drifts, ^t
(tted using equation (4.3.5)) and the annual growth rate of Gross National
Product (GNP ) for the United States over the 28-year sample period. One
may easily observe that the drift parameter and the GNP growth rate are
negatively correlated. The correlation coecient between the two series is,
in fact,  0:32 for the 28-year sample period. This nding supports the
hypothesis that ratings drafts are highly cyclical in character. It is also
consistent with results from other studies, for example Koopman, Lucas, and
Monteiro (2009) who also nd that macroeconomic variables partly explain
the default cycle. As discussed at the beginning of this section, cyclical
behavior in short-term rating transitions is consistent with the notion that
credit ratings are through-the-cycle in nature.
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4.4 Time-series Analysis of Rating Drifts
In this section, we present time-series analysis of the estimated annual rating
drifts, ^t. Considering the observation number is small, namely 28 yearly
observations, a simple linear model might be more appropriate than other
processes that require further specications. The estimating results and
residual autocorrelation check presented in later sections also conrm that
the AR model works ne upon the time-series data in this study. First, we
check stationarity for dierent orders of the autoregressive process. Since
the total number of observations is 28, it does not make sense to consider
autoregressive processes of order greater than 3. Table 4.5 presents Dickey-
Fuller test results for AR(1), AR(2) and AR(3). The null hypothesis in this
case is that the estimated drifts follow a random walk. From Figure 4.1,
it appears that there is no time trend in the time-series drifts. Hence, the
alternative hypotheses we employ for tests in this study are that the process
is stationary and autoregressive (with dierent orders) with a constant mean.
For AR(2) and AR(3), we calculate augmented Dickey-Fuller tests (see page
643, Greene (2003)) since the standard Dickey-Fuller test is designed for for
autoregressive process of order 1. The test results show that only the AR(2)
process allows the rejection of the null hypothesis at condence level of 95%.
The results for dierent orders of the autoregressive process and the
summary of the comparison are reported in Table 4.6 and Figure 4.2. The
estimates and statistics of all three autoregressive processes are listed in
Table 4.6 together with the results of Ljiang Box Q tests (page 622 Greene
(2003)) allowing for up to 5 lag in the residuals. The null hypothesis of
the Ljiang Box Q test is not rejected for any of the three auto-regressive
specications but AR(2) seems to perform better than the other two.
Figure 4.2 plots out the Impulse Response Functions of the three au-
toregressive processes. The plots eectively show the paths whereby the
process on average reverts to long-run values after a one-o innovation. The
impact of an innovation vanishes rapidly for the AR(1) process as expected
while AR(2) and AR(3) revert less quickly but resemble each other in their
rates of reversion.
For each year in the sample period, we use the estimate of the AR(2)
process to forecast rating drift paths for subsequent periods. We do this by
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calculating, t, using the regression results from Table 4.6.
t = Constant+ 1  ^t 1 + 2  ^t 2 (4.4.1)
where t = 3; 4; :::28. The time-series forecasts for next year drift are plotted
in Figure 4.3. They appear close to the drift extracted from transitions
matrices for subsequent periods which suggests that the AR(2) specication
is appropriate.
4.5 Eect on Default Probability Forecasting
The results of the past section show that yearly transition drifts vary over
time in a predictable way. It is natural to ask how much this induces pre-
dictability in rating transitions relative to the unconditional case. We there-
fore calculate the default probability term structures implied by time-varying
transition matrices. This involves (i) forecasting the future rating drifts us-
ing historical rating drifts , in this study the previous 2 years' estimated
drifts, and AR(2) process and (ii) adding the forecasted future drifts to the
`base case' ordered probit `cut-o points' array to obtain the corresponding
transition matrices. We calculate the term structures looking forward 30
years.
For each sample year, we forecast for future yearly rating drifts to a
horizon 30 years, using the AR(2) regression results reported in Table 4.6.
t;m = constant+
2X
i=1
i  t;m i (4.5.1)
where t = 3; :::T , m = 1; 2; :::M (M=30) and t;m i = ^t i when m <= i .
For each maturity m, this yields a vector of t representing the drifts across
all sample years that have the same maturity. In Figure 4.4, we present the
volatility of this vector t. One can see that the volatility of the yearly drifts
vanishes over a horizon around 18 years.
Substituting the forecasted drifts t;m into equation (4.3.2), one obtains
pt;m;i;j for a series of forecast transition matrices TM t;m (where t = 3; 4; :::T
and m = 1; 2; :::;M). The default probability term structure CPDt;m can
then be calculated by multiplying TM t;i from i = 1 to m and taking the
right-hand-side column of the product matrix (which is the cumulative de-
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fault probability over horizon m).
CPDt;m = RHS
"
mY
i=1
TM t;i
#
(4.5.2)
where t = 3; 4; :::T , m = 1; 2; :::M . This may then be compared with an
unconditional term structure of default probabilities, denoted UCPDm, ob-
tained by taking the right-hand-side column of matrices equal to powers of
the one-year unconditional transition matrix UTM .
UCPDm = RHS [UTM
m] (4.5.3)
where t = 3; 4; :::T , m = 1; 2; :::M .
In Figure 4.5 to Figure 4.6 one can see for investment and non-investment
grade ratings respectively, the default probability term structures derived
from equation 4.5.2. Six representative maturities, 1,3,5,10,20 and 30-year
time-to-maturity are plotted within each of the sub-panels. Each line in
the gure consists of, in sequence, the probability of default implied by the
unconditional rating transition, UCPDm and by time-varying rating tran-
sition, CPDt;m, for all sample years. A atter line, therefore, indicates (i)
smaller dierences between time-varying rating transition and uncondition-
al rating transition and (ii) smaller variation in probabilities of default over
time according to conditional rating transitions.
One can see that for a one-year horizon, the plots for all rating categories
including AAA indicate signicant uctuations in default probability over
time. The one-year default probability for the AAA rating class varies from
around 0.02% to 0.2% over the the 28 year sample period. The range for the
BBB rating class is from 0.1% to 0.7% and is 12% to 28% for the CCC rating
category. The uctuations do not disappear as soon as one might expect.
Fledelius, Lando, and Nielson (2004) nd that time-variation in forecast
rating transition probabilities vanishes after 2-3 years. In the sub-panel
for maturities over 10-years shown in Figure 4.5, the default probability of
BBB-rated obligor still exhibits variation between 6% to 8% over the sample
period, i.e., variation with a magnitude of around third. From Figure 4.6,
one can observe volatile uctuations in the the default probability for the
BB rating category even at a 30-year maturity.
Note that cumulative default probabilities embody information on pos-
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sible default events occurring in any year up to the maturity in question.
The marginal default probability for a future date T (by which we mean
the probability at date t that default will occur in a single given future year
T > t) are likely to exhibit variation which dies out more quickly as the
horizon, T , increases. We calculate the term structure of marginal default
probabilities, denoted MPDt;m, for t = 3; 4; :::; T and m = 1; 2; :::;M is
calculated as follows.
MPDt;m = CPDt;m   CPDt;m 1 (4.5.4)
where t = 3; 4; :::T , m = 1; 2; :::M . The volatility across sample years of the
marginal default probabilities is determined in a similar way to cumulative
probabilities of default. For each maturity m, a vector of MPDt;m over
sample years is obtained and the volatility of each vector is calculated.
Figures 4.7 and 4.8 present plots of the volatility of marginal default
probabilities of A and higher ratings and BBB and lower ratings respectively.
The volatility of marginal default probabilities for A and higher ratings are
of very small magnitudes, the highest level being for the shortest maturity.
When m = 1, the volatility is less than 4 basis point. The volatility of
marginal default probabilities for BBB and lower ratings vanish at a faster
speed than that of cumulative probability of default as well. For all ratings
categories, the volatilities in MPD decrease to less than 0.1% within 15
years. The dierences between results obtained using AR models of dierent
orders are not signicant.
4.6 Dierent Parametrization
The single-parameter specication of ratings drift described above may be
generalized in various ways to examine dierent aspects of rating transition
behavior. In this section, we examine two alternative parametrizations which
permit one to dierentiate rating drift among dierent rating classes.
One possibility might be to allow each rating class to possess its own
specic drift factor entering into the yearly rating transition matrix. This
approach would increase the number of parameters substantially and is un-
likely to perform well for the lower rating categories for which relatively few
data points are available.
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We therefore suppose that the highest and lowest ratings categories
possess their own drift factors, Ht for AAA and 
L
t for CCC, and that for
intermediate ratings categories, the drift factors are convex combinations of
the AAA and CCC drift factors, Ht and 
L
t . Equation 4.3.3 in section 4.3.2
may then be rewritten as follows.
pt;i;j =
8><>:
1  ( ~Zi;j + t) for j = 1
( ~Zi;j 1 + t)  ( ~Zi;j + t) for j = 2; 3; :::R
( ~Zi;j 1 + t) for j = D
(4.6.1)
where
t =
8><>:
Ht for i = 1
i 1
R 1  Ht + R iR 1  Lt for i = 2; 3; :::R  1
Lt for i = R
(4.6.2)
Recall that R is the lowest quality rating class before default which, in this
study, is the grouped class of CCC and lower ratings.
Maximum Likelihood estimators of Ht for AAA and 
L
t for CCC are
plotted in the upper panel of Figure 4.9. The AAA drifts show less volatile
behavior over time and the correlation with GNP annual growth is now
only -0.13. The drifts of the CCC rating category show much stronger co-
movement with GNP growth in that the correlation coecient increases to
-0.41 from the value -0.32 obtained previously for the case of a uniformed
drift factor for all ratings.
An alternative, parsimonious way to allow drifts to vary across rating
classes is to suppose that investment grade and non-investment grade have
two separate drift factors, It for investment grade and 
N
t for non-investment
grade. The parametrization then becomes:
pt;i;j =
8><>:
1  ( ~Zi;j + t) for j = 1
( ~Zi;j 1 + t)  ( ~Zi;j + t) for j = 2; 3; :::R
( ~Zi;j 1 + t) for j = D
(4.6.3)
where
t =
(
It for i <= S
Nt for i > S
(4.6.4)
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where S represents the lowest quality rating class in investment-grade rating
categories.
Maximum Likelihood estimators of It and 
N
t are plotted in the lower
panel of Figure 4.9. Again, higher quality ratings show weaker correlation
with GNP growth rate than poorer quality rating classes. This is the rst
study to focus on dierences in the degree of cyclicality of high and low
ratings categories. A possible exception is Altman and Kao (1991) who look
at time variation in rating transition rates; but, unlike us, they use a cohort
approach, tracking transitions for an initial set of borrowers. They found
that the least stable category was the BB-rated issues.
4.7 Conclusion
This chapter proposes a simple and exible observation-driven technique for
estimating the time-varying behavior of rating transition probabilities. A
uni-variate model captures the annual drifts in rating changes. We show
that these drifts bear a close and intuitive relation to the the business cy-
cle. Generalizing to a two-factor parametrization, we nd that time-varying
rating transitions for higher quality rating classes are less volatile than that
for low quality rating classes. The latter are also much more cyclical in that
they exhibit higher correlation with annual GNP growth rate.
The uctuation of rating transitions over time results in signicant vari-
ation in forecasts of default probability. Forecast one-year default probabil-
ities for the AAA rating category vary from 0.02% to 0.2% over the 28-year
sample period covered by this study. For the BBB rating class, forecast
default probabilities vary from 6% to 8% even for a maturity of 10 years,
i.e., variation with a magnitude of about one third.
While the volatilities of default probabilities endure for strikingly long
periods, the volatility of marginal default probabilities (i.e., probabilities
that default will occur in given single future years) dies out much faster.
For A and higher rating categories, marginal default probability volatility is
negligible even for short horizons (e.g. less than 4 basis points for a one-year
horizon). For BBB and lower rating classes, the volatility declines rapidly
within 5 years and within 15 years has fallen below 0.1%.
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Table 4.2: Number of Rating Transition Observations for Each Year
This table gives detailed information on rating changes and default observations for each
calendar year over the sample period. Column (1) tells the total number of issuer observed
for each calendar year. Column (2) contains the number of issuers that migrate away from
the previous rating during each calendar year. Column (3) indicates the number issuers
that default for each year.
Year (1) total observations (2) rating changes (3) defaults
1982 1316 711 15
1983 1382 293 15
1984 1439 318 17
1985 1591 366 20
1986 1762 519 37
1987 1961 480 29
1988 2092 502 29
1989 2181 536 56
1990 2245 622 81
1991 2164 603 72
1992 2110 612 27
1993 2226 618 24
1994 2587 487 14
1995 2871 580 24
1996 3158 686 19
1997 3548 772 22
1998 4032 1146 52
1999 4506 1151 101
2000 4710 1260 121
2001 4670 1371 181
2002 4550 1523 144
2003 4375 1250 82
2004 4360 1244 37
2005 4517 1275 28
2006 4640 1541 31
2007 4766 1598 18
2008 5024 1343 124
2009 4839 1754 261
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Table 4.5: Tests for Stationarity of Estimated Rating Drifts
This table reports the results of Dickey Fuller tests applied on yearly rating drifts. Since
from Figure 1 one can conclude there is no time trend in the yearly rating drift data,
here I only test dierent order autoregressive processes with a constant mean.
The null (H0) and alternative (H1) hypothesis in each case are as follow.
Test 1: H0 : yt = yt 1 + t;H1 : yt = + yt 1 + t;  < 1 This is a test for a random
walk against a stationary autoregressive process of order one (AR(1)) with a constant
mean.
Test 2: H0 : yt = yt 1 + t;H1 : yt =  + yt 1 + 1yt 2 + t;  < 1 This is a test for
a random walk against a stationary autoregressive process of order two (AR(2)) with a
constant mean.
Test 3: H0 : yt = yt 1 + t;H1 : yt = + yt 1 + 1yt 2 + 2yt 3 + t;  < 1 This is a
test for a random walk against a stationary autoregressive process of order three (AR(3))
with a constant mean.
H0 is rejected if t-value of 
 is more negative than the critical value of DF test.
Signicance Level 1% 2.50% 5% 10% 97.50%
Critical Values of DF
tests
-3.75 -3.33 -2.99 -2.64 0.34
Test 1: Standard DF test for a random walk against a stationary autoregressive
process of order one AR(1) with constant
Variable Estimate t-value R-squared Conclusion
 -0.4318 -2.28 0.17 Do not reject H0
Test 2: Augmented DF Test for a random walk against a stationary autoregressive
process of order two AR(2) with constant
Variable Estimate t-value R-squared Conclusion
 -0.7243 -3.66 0.39 Reject H0
Test 3: Augmented DF Test for a random walk against a stationary autoregressive
process of order three AR(3) with constant
Variable Estimate t-value R-squared Conclusion
 -0.6385 -2.52 0.41 Do not reject H0
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Table 4.8: AR(2) Regressions of 5 Dierent Yearly Rating Drifts
This table reports the results of AR(2) regressions on 5 dierent yearly rating drift esti-
mates.
Drifts Estimates Variable Estimate t-value R-squared Std. Err.
AAA Drifts
Constant 0.0087 0.24 0.24 0.19
1 0.4191 1.98
2 -0.4775 -2.24
CCC Drifts
Constant -0.0073 -0.19 0.49 0.19
1 0.8271 4.67
2 -0.5148 -2.89
Investment Grade
Drifts
Constant 0.0020 0.06 0.30 0.17
1 0.5747 2.74
2 -0.5052 -2.38
Non-Investment
Grade Drifts
Constant 0.0041 0.14 0.51 0.15
1 0.8802 4.87
2 -0.5364 -2.94
Uni-factor Drifts
Constant 0.0041 0.14 0.46 0.14
1 0.8444 4.33
2 -0.5688 -2.87
Figure 4.1: Yearly Rating Transition Drifts and US GNP Growth
This gure shows the co-movement between the tted yearly drifts of rating transitions
and the annual growth rate of US GNP over 28 sample years.
Correlation Coecient:  0:32
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Figure 4.2: Impulse Response Function
This gure presents the IRF (Impulse Response Function) of the three auto process esti-
mations.
Figure 4.3: AR(2) Estimation of Yearly Drifts
This gure presents the tted yearly drifts of rating transitions and the AR(2) forecasts
of the next year drifts from the third year onwards over entire sample period.
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Figure 4.4: Volatility of AR(2) Forecasted Drifts of Dierent Ma-
turities
For each sample year we forecast future yearly rating drifts to a certain length of maturity,
e.g. 30 years. Then taking drifts across all sample years that have the same maturity, we
calculate the volatility of these drifts. This gure shows the volatility of the forecasted
rating drifts of dierent maturities. The volatility of the yearly drift vanishes when matu-
rity goes beyond 18 years. From Figure 4.5 to Figure 4.8, however, one can see that since
default probability and marginal default probability have accumulative information from
all the years before maturity, volatilities of those two variables decrease at a much lower
speed.
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Figure 4.5: Probability of Default Based on Unconditional and
Time-varying Rating Transitions: Investment Grade Ratings
In this gure and Figure 4.6 the eect of time-varying rating transition imposed upon
probability of default is presented, respectively for investment and non-investment grade
ratings.
At the beginning of each calendar year along the time horizon of the entire sample period,
probabilities of default based on forecasted time-varying rating transitions are calculated
for dierent maturities from 1 to 30 years. We choose 6 representative maturities to plot
within each of the sub-panels.
Each line in the gure consists of, in sequence, the probability of default from unconditional
rating transition, time-varying rating transition from sample year 1, sample year 2,... till
the end of the sample period.
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Figure 4.6: Probability of Default Based on Unconditional and
Time-varying Rating Transitions: Non-investment Grade Ratings
In this gure and Figure 4.5 the eect of time-varying rating transition imposed upon
probability of default is presented, respectively for investment and non-investment grade
ratings.
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Figure 4.7: Volatility of Marginal Probability of Default Based
Across Sample Years Applying Time-varying Rating Transition
At the beginning of each calendar year of the entire sample period, marginal probabilities
of default based on forecasted time-varying rating transitions are calculated for dierent
maturities. Then taking the marginal probabilities of default across all sample years that
correspond to the same maturity, we calculate the volatility of these probabilities.
Calculations based on time-varying rating transitions from dierent auto process estima-
tions are compared.
A and above ratings are plotted here over 100 year maturity.
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Figure 4.8: Volatility of Marginal Probability of Default Based
Across Sample Years Applying Time-varying Rating Transition
At the beginning of each calendar year along the time horizon of the entire sample period,
marginal probabilities of default based on forecasted time-varying rating transitions are
calculated for dierent maturities. Then taking the marginal probabilities of default across
all sample years that correspond to the same maturity, we calculate the volatility of these
probabilities.
Calculations based on time-varying rating transitions from dierent auto process estima-
tions are compared.
BBB and lower ratings are plotted here over 30 year maturity.
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Figure 4.9: Rating Drifts from Other Parametrizations
This gure represents the rating drifts estimated from other two parameterizations.
Plotted in the upper panel are the AAA and CCC rating specic drifts estimated by
parameterizing the transition matrix such that AAA and CCC have their own drifting
factors independent from each other. The intermediate rating classes each has a drift
factor determined by the weighted average of the AAA and CCC drifts.
Another parametrization is carried out by grouping the 13 rating classes into investment
and non-investment grade then each grade has an independent drift factor.
From the correlation with GNP one can observe that higher rating drifts in quality rating
classes are less cyclical than that in lower quality ones.
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Chapter 5
DO BOND RISK PREMIA
REFLECT CYCLICALITY?
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5.1 Introduction
A substantial recent literature has studied the relation between corporate
default probabilities and the economic cycles and the co-movement between
them has been extensively documented. Relevant studies include (amongst
others) Nickell, Perraudin, and Varotto (2000), Kavvathas (2001), Bangia,
Diebold, Kronimus, Schagen, and Schuermann (2002), Koopman, Lucas,
and Daniels (2005), Due, Saita, and Wang (2007) and chapter 4 of this
thesis. It is natural therefore to consider whether bonds issued by obligors
that are more exposed to the economic cycle will bear higher risk premiums
than those that are not.
This study compares corporate bond risk premia across industries of
diering degrees of sensitivity to the economic cycle. Measures of risk pre-
miums are constructed by subtracting from tted spread term structures (i)
expected default losses and (ii) liquidity discounts. The spread term struc-
tures are tted from market quotes, distinguishing between industry sectors.
Expected losses are estimated from historical rating and default events in a
way that explicitly allows for time-varying default rates and variation across
industrial sectors. The liquidity discount is calculated by estimating term
structures having sorted the individual bond price data into liquid and illiq-
uid subsets based on market trading based proxies for the degree of liquidity.
We nd that, adjusted for expected losses and liquidity, the risk premium for
cyclical industries is noticeably higher than that of non-cyclical industries.
Several recent papers have investigated the composition of corporate
bond spreads. An inuential early paper by Elton, Gruber, Agrawal, and
Mann (2001) adjusted spread term structures extracted from bond price
quotes (i) for expected losses calculated from rating agencies' rating tran-
sition matrices and (ii) for tax eects. Elton, Gruber, Agrawal, and Mann
(2001) argued that the remaining `unexplained spread' was attributable to
Fama and French bond market risk factors. In this study, like Elton, Gru-
ber, Agrawal, and Mann (2001), we (a) t spread term structure from bond
market quotes and adjust it for expected losses based on historical default
statistics and (ii) link the `unexplained spread' to risk premiums.1
In other ways, our study deviates substantially from Elton, Gruber, A-
1Like Elton, Gruber, Agrawal, and Mann (2001), this study also measures bond spreads
as the deviation over the government bond.
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grawal, and Mann (2001), however. First, while Elton, Gruber, Agrawal,
and Mann (2001) study the average breakdown of spreads over their sample
period, we examine the contribution of dierent components dynamically
over time. Furthermore, we allow for expected losses and liquidity eect-
s that evolve over time. In contrast, Elton, Gruber, Agrawal, and Mann
(2001) calculate expected losses using historical transition matrices from
rating agencies' transition matrices and then adjust the mean default rate
subjectively (e.g. increase the mean default rate by two standard deviation-
s). Risk premia calculated assuming constant expected losses along time
horizon, contain expected loss uctuations and hence are strictly speaking
incorrectly measured.
Second, Elton, Gruber, Agrawal, and Mann (2001) seek to explain bond
risk premium by exposure to Fama-French factors. In this study by contrast,
we look at a more direct concept, cyclicality. Although it may be dicult to
measure, cyclicality is a more economically intuitive factor than risk factors
for explaining risk premium. Third, liquidity is not identied separately
from risk premium in Elton, Gruber, Agrawal, and Mann (2001) whereas
in this study we measure the eect of liquidity directly as the dierence
between the spreads of highly and less actively traded bonds.
Another paper highly relevant for the present study is Longsta, Mithal,
and Neis (2005). These authors examine the dierence between CDS spread-
s and bond spreads in order to identify the liquidity component of bond
spreads. They then relate this dierence to rm-specic and market-wide
liquidity indicators. Longsta, Mithal, and Neis (2005) assume that the
CDS premium (after adjusted for potential bias using a credit valuation
model) measures expected default loss and default risk premium directly
with no liquidity costs. Whether CDS premiums are aected by liquidity
eects remains an open issue. In contrast to Longsta, Mithal, and Neis
(2005), in this study we measure liquidity eects by sorting the bond price
data based on rm-specic proxies reecting market trading activity. The
proxies employed are indicators of how often the bond is quoted within a
xed length of trading days and how frequently the quotes change.
A third key paper for the current study is Gomes, Kogan, and Yogo
(2007). They examine risk premiums in stock returns. They utilize output
data for industries classied into ne sub-divisions to construct portfolios
dened by the relative durability of companies' outputs. They argue that
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this durability is a fundamental variable for pricing and hypothesize that it
will be eective in explaining expected stock returns. Partly motivated by
Gomes, Kogan, and Yogo (2007), the current study is the rst to our ac-
knowledge to examine pricing and cyclicality in bond market risk premiums.
We identify risk premiums by industrial sector and then examine whether
the pattern of expected returns across sectors reects the degree to which
these sectors may be plausibly viewed as more or less cyclical.
Other papers that study the relationship between systematic risk and
bond returns include and not limit to the following papers. Collin-Dufresne,
Goldstein, and Martin (2001) seek to nd determinants of credit spread
changes and nd an unknown systematic factor which can not be substitut-
ed by nancial or economic variables. Delianedis and Geske (2001) use a
structural model to dene the components of corporate credit spreads, al-
so search for additional explanatory power from equity market risk factors.
Driessen (2005) employs a latent factor model to capture risk premium asso-
ciated with default and Campbell and Taksler (2003) claims that rm-level
equity volatility can explain cross-section corporate bond yields as much as
credit rating does.
Among the recent literature of bond yield spread study, extensive work
has been done to quantify the default risk [Duee (1999), Due and Sin-
gleton (1999), Huang and Huang (2002) and Longsta, Mithal, and Neis
(2005)], to identify the liquidity eect [Beber, Brandt, and Kavajecz (2009),
Chen, Lesmond, and Wei (2007), de Jong and Driessen (2006) and Erics-
son and Renault (2006)] and some to recognize the tax inuence [Liu, Shi,
Wang, and Wu (2007) and Yawitz, Maloney, and Ederington (1985)].
A recent working paper, Ludvigson and Ng (2009), studies the cyclical
behavior of expected excess bond returns. Although their approach is not
close to that of this study, their ndings of strong business cycle variation
in bond returns are consistent with the argument made here that expected
default should be estimated taken into account its time-varying behavior.
A recent research report from MSCI Barra 2 shows the co-movements of
each of the GICS (Global Industry Classication Standard) sectors, which
are employed in this study, with the macroeconomic factors and between
sectors.
In this study, GIC-sector-specic spread term structure tting are per-
2Sector Performance Across Business Cycles, MSCI Barra Research, November 2009
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formed using a substantial collection of corporate bonds on a monthly basis
over more than 15 years period. Time-varying and GIC-sector-specic ex-
pected losses are then estimated based on Moody's historical rating and
default data. The GIC-sector-specic eects, in both spread tting and
expected loss estimation, are captured simultaneously. The cross-sectional
eects of industry on spreads net of expected losses are thus correctly iden-
tied.
We furthermore adjust for liquidity by estimating spreads for each GIC
sector using datasets corresponding to the liquid and less liquid bonds. The
categories of liquid and less liquid bonds are identied using proxies for
bond-issue-specic measures of trading activity.
We nd that risk premiums generated by subtracting expected losses
and liquidity spreads from total bond spreads reect the cyclicality of the
industry in which the issuer operates. For dierent ratings and maturities,
sectors that are clearly highly cyclical like `Real Estate' show persistently
higher risk premium than sectors that are less cyclical such as `Household
Products'. Averaging over sample period, the dierence between the risk
premiums of these two sectors is 0.5% for A-rated 10-year category and 1%
for BBB- -rated 10-year one. In future research, we intend to examine how
the output of dierent sectors is more or less cyclical and then relate this to
the ordering or risk premiums identied in this study.
In its examination of the risk premium component of corporate bond
yield spreads, the present study improves on past research in two ways.
First, the methodology to obtain the spread term structure and expected
losses is superior to those employed by past studies. Risk premiums are
normally derived as a residual when expected losses and liquidity spreads
are subtracted from total bond spreads. The accuracy of the spread term
structure estimates and of expected losses are therefore a key issue. In this
study, spread term structures are obtained using techniques from chapter
2 of this thesis that not only maintain desirable properties of general term
structure but also distinguish industry sector specic eects. The expected
default loss over time estimated in this study captures not only industry
specic eect but also economy cycle inuence over time [see chapter 4 of
this thesis].
Second, this study employs neither characteristic factor that has tenuous
relation to systematic risk nor factors from the equity market to examine
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the risk premium in bond spreads. A more economical meaningful variable
notion, namely cyclicality, is suggested. In interpreting results, we focus
on industries that have clearly low or high level of cyclicality and thereby
draw out the economic intuition in the results. Promising support for risk
premium for cyclicality is found.
The rest of the paper is organized as follow. Section 5.2 describes the
data employed. Section 5.3 sets out our approach to estimating industry
specic spread term structures and the results obtained. Section 5.4 explains
how we sub-divide spreads into expected losses, liquidity eects and risk
premiums. Section 5.5 concludes.
5.2 The Data
The data set employed in this study consists of information on a substan-
tial collection of corporate bonds derived from the universe of publicly
traded bonds on U.S. markets. Characteristic data and historical rating
change information are obtained from Mergent Fixed Investment Securities
Database (FISD) provided via the platform of Wharton Research Data Ser-
vices (WRDS). For all straight corporate bonds included in the collection,
daily market bid quotes are downloaded from Reuters for the sample period
January 1994 to September 2009. The combination of these dierent data
allows one (i) to perform cross sectional spread term-structure ts over a
rather long time horizon and (ii) built a liquidity proxy based on indicators
of market activity.
Bonds from Mergent Fixed Investment Securities Database (FISD) in-
clude corporate, U.S. Agency, U.S. Treasury and supranational debt securi-
ties that are publicly traded on U.S. markets. Here, we select straight, US
dollar-nominated, unsecured corporate bonds only and my selection con-
tains 233,419 names. The criteria and procedures employed in selecting
bonds from the FISD database are explained in the appendix. FISD also
records historical Fitch IBCA, Moody's, S&P and Du & Phelps credit rat-
ings which are also used in our calculations. When multiple valid ratings
are available for a bond on a certain observation day, we rely rst on the
Moody's rating, second on S&P, third on Fitch IBCA and fourth on Du &
Phelps.
The daily market bid quotes employed in this study are downloaded
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from Reuters. Out of 233,419 names Reuters has historical price data ev-
er reported for 44,385 bonds which become our original sample data. The
Global Industry Classication Standard (GICS) code for each bond issuer
is also obtained via Reuters so that bonds may be categorized by GIC sec-
tor. Using this data, we t GIC-sector-specic spread term structures on
a monthly basis over the sample period from January 1994 to September
2009. The market quotes employed are taken from the last trading day for
each month. We select which bonds to employ in this tting exercise based
on the following criteria.
1. the issuer has a GICS code reported by Reuters
2. the issue is not a U.S. Government Agency issue
3. the issue is not an interest-at-maturity bond
4. the bond has last coupon date and maturity date information
5. the bond is rated and has a rating greater than or equal to CCC
6. the market bid quote is no less than 35
7. no pricing information is missing
The total number of valid observations over the 186 observation months is
906,770. The number of observations for each cross sectional tting varies
over the sample period from around 1,000 in 1994 to about 7,000 in 2006.
Figure 5.1 shows the rating and maturity breaking down of observations
over time. Note that the A-rated category has always been the largest
rating class and that the 5-10 year maturity group has consistently been
one of the largest maturity categories over time and the largest one in the
early stage of our sample period.
Each bond observation is categorized into one of 24 GIC `Industry
Groups' (the second level of the GIC classication) based on the GIC code
of the issuer. Three sectors are dropped because they contain very small
numbers of observations leaving a total of 21 sectors to be examined. Table
5.1 shows the total number of observations for each GIC sector over the sam-
ple period as well as the averaged number of observations for each monthly
observation day for each GIC sector. For the sectors that have relatively
small numbers of observations, the average number of bonds available for
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each spread term structure tting is still around 25. This is sucient for
the technique employed in this study to apply.
Table 5.2 shows the distribution of the data by rating and GIC dimen-
sions. This distribution is important since the spread term structure ts we
perform are conditional on rating and GIC sector. It is apparent that for
most categories, A and BBB- rated bonds are the most numerous.
5.3 Industry Specic Spread Term Structure
From each cross-sectional dataset, we obtain industry-specic spread term
structures by applying the term structure tting techniques from chapter 2 of
this thesis. These techniques consist of tting defaultable bond spread term
structures using a parameterized risk-adjusted transition matrix (RATM).
The approach yields well-behaved spread term structures ordered by ratings
category. The tting accuracy is comparable with other commonly used
tting techniques such as the Extended Nelson-Siegle (see Svensson (1994)).
The level and persistence of spread dierences between sectors over a sample
period exceeding 15-years reveal directly that market participants regard the
riskiness of dierent sectors as varying systematically.
5.3.1 Parametrization for Spread Term Structure Estima-
tion
Before introducing the modied parametrization for this study, a brief re-
view of the risk-adjusted transition matrix (RATM) technique is necessary.
The RATM technique ts spread term structures for all rating classes si-
multaneously. The core of this technique is a risk-adjusted rating transition
matrix, M , parameterized as follows for each cross section of observations.
M =
0BBBBBBB@
1  (e1;2) D1 (e1;2) 0 : : : D1
(e2;1) 1  (e2;1)  (e2;2) D2 (e2;2) : : : D2
.
..
.
..
.
..
.
..
.
..
: : : : : : (eR;1) 1  (eR;1) DR DR
0 0 0 : : : 1
1CCCCCCCA
:
where,
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er;3) + (eR;2)
1
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: (5.3.1)
Here, R denotes the lowest credit quality rating class before default,
denoted as D. The matrix  is an R by 3 parameter matrix since, for each
of the non-default ratings, we have three parameters: the two adjacent to
the main diagonal and the one in the right hand column. Therefore, 1;1 and
R;3 are not rquired in the parameterized transition matrix, since the former
is replaced by the diagonal element and the latter is replaced by element in
the right hand column. (:) represents the cumulative distribution function
of a standard normal random variable.
For a standard corporate coupon bond with no optionality, the price
may be expressed as:
Pi =
TiX
t=1
ci;t[(1  ~Dr;t) +  ~Dr;t)] exp( tBRt) : (5.3.2)
Here, r denotes the rating of the bond at pricing time, Ti denotes the time-
to-maturity of the bond in years, ci;t stands for cash ow from future period
t. ~Dr;t denotes the risk-adjusted default probability for r rated bonds over
time horizon t. BRt stands for government benchmark rate over time
horizon t.  is the constant average recovery rate which is set as 35%,
the averaged `Post-default Trading Price' recovery rate for senior unsecured
bond from Moody's report.3
Taking the n th power of the risk-adjusted transition matrix, M , we
obtain (by the usual property of Markov chains) the probabilities of ratings
transitions over n periods. The default probability of a bond that is initially
j-rated after n periods is then the element in the jth row of the right hand
column of the n th power ofM . To obtain a `model price' for a given bond,
one must then calculate risk adjusted default probabilities for dierent future
horizons and insert these into the pricing formula in equation 5.3.2.
Minimizing the dierence between the observed market price and the
`model price', one obtains a set of estimates for the parameters ~. Substi-
3Moody's Ultimate Recovery Database, April 2007
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tuting these into the transition matrix yields the `risk-adjusted transition
matrix' M. The spread, Sr;m, of an r-rated, m-year maturity bond used
below in this study is dened as:
exp[ m(Sr;m +BRm)] = exp( mBRm)(1 DPr;m + DPr;m) : (5.3.3)
The right hand side of equation 5.3.3 represents the risk-adjusted ex-
pected cash ow, discounted at risk-free rate, where the the risk adjustment
is introduced by the use of risk-adjusted default probabilities, DPr;m, and
where  is an expected recovery rate. The spread of an r-rated, m-year ma-
turity bond over the government benchmark rate BRmay then be calculated
as:
Sr;m =   ln(1 DPr;m + DPr;m)
m
: (5.3.4)
As one can see from Equation 5.3.3, the notion of spread employed in this
study is dened as the dierence between the corporate spot and the bench-
mark spot rate, namely the zero-coupon bond yield over the zero-coupon
government benchmark rate. Elton, Gruber, Agrawal, and Mann (2001)
employs the same concept and discuss the reason why one should not use
the yield-to-maturity to determine spread of corporate bonds. Using the
spot rate complicates matters, however, in that it is not directly observable
for individual bonds and must be estimated. While this study employs the
RATM technique, Elton, Gruber, Agrawal, and Mann (2001) use the Nelson-
Siegel approach as described in Nelson and Siegel (1987). A comparison of
of the two techniques may be found in chapter 2 of this thesis.
In this study, the RATM technique is modied by adding GIC-sector-
specic drift parameters, j , to the superdiagonal of the risk-adjusted tran-
sition matrix. The modied transition matrix, M(e), is dened as follow:
0BBBBBBB@
1  (e1;2 + j) D1 (e1;2 + j) 0 : : : D1
(e2;1) 1  (e2;1)  (e2;2 + j) D2 (e2;2 + j) : : : D2
.
..
.
..
.
..
.
..
.
..
: : : : : : (eR;1) 1  (eR;1) DR DR
0 0 0 : : : 1
1CCCCCCCA
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The approach we take to parameterizing the matrix means that adding a
positive drift parameter has the eect of shifting probability weight right-
wards along the rows of the transition matrix. As a consequence, the spread
for the same rating and maturity will increase since the risk-adjusted default
probability is increased.
On each observation day, bonds are grouped by GIC sector so that
their market prices may be tted to the `model prices' given by Equation
5.3.2. Here, the ~Dr;t are derived from transition matrices with GIC-sector-
specic drift factors, j , where j denotes each of the 21 GIC sectors available
in the sample data. We minimize the sum of squared pricing dierences for
all bonds on the same observation day to obtain the tted ~, which are
common to all GIC sectors, and the drift factors j , which are specic to
each GIC sector. Once the optimal parameters are obtained, the spread
calculation is the same as in Equation 5.3.4 only that now each GIC sector
has its own `risk-adjusted transition matrix' and therefore has a unique
spread term structure as well.
`Utility' is set as the omitted sector during the tting so the j cor-
responding to `Utility' is constant over sample period, in this study set as
zero. If there are less than 5 observations within a GIC sector on a given
observation day, that GIC sector is dropped and thus no drift factor is t-
ted for that sector on day in question. The only occasions on which a GIC
sector must be dropped in this way occur in the rst 9 months of the sample
period. Over the period October 1994 to September 2009, all GIC sector
tted drifting factors are available, therefore.
5.3.2 Estimation Results
The parametrization introduced in Section 5.3.1 implies that on each obser-
vation day the ranking of spreads across sectors, for a given rating category
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and maturity, is determined by the ranking of the drift factors. (Note that
the level of the spreads is aected by both the drift factor j and the com-
mon variable ~, however.) We rank the drift factors in ascending order
for each observation day and average each sector's rankings over the period
October 1994 to September 2009. The results of this exercise are shown in
Figure 5.2.
Averaged over 177 observation days, `Real Estate' exhibits the highest
ranking among the 21 sectors while `Household and Personal Products' (re-
ferred below as `Household Products') possesses the lowest average rank.
This is consistent with the hypothesis that spreads reect the obligor's sen-
sitivity to the economic cycle. `Real Estate' is highly sensitive to economical
cycles while `Household Products' is likely to be much less aected by the
business cycle. Gomes, Kogan, and Yogo (2007) provide evidence that mean
equity returns for cyclical industries are higher than less cyclical industries.
If a similar risk premium for cyclicality is required by bond investors then
one would expect higher spreads for more cyclical sectors, everything else be-
ing equal. However, spreads also reect expected losses and liquidity eects.
To establish whether a risk premium for cyclicality is present in the bond
market, we must adjust the tted spread for these two eects, therefore.
In addition to mean of the drifts ranking, the volatility of each GIC
sector's drift ranking over 177 observation days is calculated and plotted
in Figure 5.3. Recall that `Utility' is the sector have constant zero drift
therefore only 20 GIC sectors' drifts volatility are considered. `Real Estate'
is positioned among the volatile group but with lower volatility than sectors
including `Automobiles and Components', `Banks', `Diversied Financials',
and `Transportation'. `Household Products' show modest volatility.
Comparison of the levels and uctuations across sector drifting factors
gives the idea of the relative level of tted spread term structures between
dierent sectors in this study. The eect that these drifting factors impose
upon the absolute level of spreads will now be introduced. In Figure 5.4
and Figure 5.5 the averaged spreads for A-rated and BBB- -rated 10-year
bonds from each GIC sector are presented. One can see that the dierence of
averaged spreads between `Real Estate' and `Household Products' is about
40 basis points for A-rated 10-year bonds and 80 basis points for BBB- -rated
10-year ones. The high spreads in sector `Automobiles and Components' in
both categories are believed to be signicantly aected by bonds issued by
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Ford which experience depressed prices during period from year 2005 to
2009.
The dierence between `Real Estate' and `Household Products' has been
examined so far only upon the averaged values over sample period. A com-
parison over the time horizon is needed to show the persistence of the dier-
ence between them. In Figure 5.6 `Real Estate' drift minus the `Household
Products' drift over 177 observation days from October 1995 to September
2009 is plotted. The gap is highly consistently positive over time, except
that during July 1998 to April 1999 `Real Estate', together with `Diversied
Financials' and `Insurance', experienced market price increasing signicant-
ly so that the drifting factors for these three sectors dropped sharply for
that period.
5.4 Sector-Specic and Time-varying Risk Premi-
ums
5.4.1 Sector Specic and Time-varying Expected Loss and
Liquidity Component
In this section, we describe how one may adjust spread dierences for ex-
pected losses and liquidity dierences. We focus on the `Real Estate' and
`Household Products' sectors in particular.
One approach to adjusting for expected losses might consist of calculat-
ing expected losses using standard rating agency rating transition matrices.
This is the approach followed by Elton, Gruber, Agrawal, and Mann (2001).
They calculate default probabilities using averaged transition matrices from
Standard and Poor's and Moody's (with their own subjective adjustments)
and then combine these with estimates of historical recovery rates. Such
transition matrices are constant over time and hence there is no time evo-
lution in the expected loss estimates that result.
An alternative approach that would yield time-varying expected losses
might be to construct a structural model of corporate bond pricing based
on equity data. Huang and Huang (2002), Delianedis and Geske (2001)
and Ericsson and Renault (2006) consider such models and implement them
empirically. Structural models tend to capture expected default loss and de-
fault risk premium together. They also suer from the disadvantage that the
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results obtained depend heavily on the assumptions of the model. Longsta,
Mithal, and Neis (2005) use CDS premium as a direct measure of expect-
ed default loss and default risk premium but again expected losses and risk
premiums are not dierentiated and one may wonder whether the premiums
also reect liquidity.
Time-variation in corporate defaults over the business cycle has been
long studied and documented in the econometric literature. Recent stud-
ies include Kavvathas (2001), Bangia, Diebold, Kronimus, Schagen, and
Schuermann (2002), Koopman, Lucas, and Daniels (2005), Due, Saita,
and Wang (2007) and study in chapter 4 of this thesis. Combining an e-
conometric analysis of time-varying default probabilities with an analysis of
spreads is likely to yield a `cleaner' breakdown of spreads we would argue.
This is because uctuations in expected default losses are directly captured
and not just included averaged across the cycle.
In this study, we apply a parsimonious model proposed in chapter
4 of this thesis for estimating time-varying expected losses. Additional
parametrization is introduced since dierentiation by industry sector is re-
quired. The exibility of the technique ensures that one may capture sector
eects in expected losses in a simple and robust fashion. A brief description
of approach is given below.
In chapter 4 of this thesis it provides estimates of the yearly shift fac-
tors in historical transition matrices for the period 1982 to 2009. Here this
approach is generalized by taking the time-varying yearly drifts as input-
s and parameterizing constant, GIC-sector-specic shift factors in rating
transitions. The log Maximum Likelihood estimator of the GIC sector shift
factors is obtained based on the same set of historical rating events data
only that now it is rearranged by GIC sectors. The parametrization and
estimation is as follow.
pst;i;j =
8><>:
1  (Zi;j + t + ~s) for j = 1
(Zi;j 1 + 

t +
~s)  (Zi;j + t + ~s) for j = 2; 3; :::R
(Zi;j 1 + 

t +
~s) for j = D
:
(5.4.1)
Here, pst;i;j denotes the probability that at time t an i-rated obligor in GIC
sector s migrates to rating j over the next period. (:) stands for the
cumulative distribution function of standard normal distribution. i; j =
1; 2; :::R;D where D denotes default rating and R is the lowest quality rating
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class before default. Zi;j and 

t are ordered probit model threshold points
for the unconditional rating transition matrix and the yearly rating drifts
perspectively. In the current exercise, these are set equal to the values
obtained in chapter 4 of this thesis.
The default probability pst;i;j is a function of
~s and can be estimated as
follow.
^s = argmax

TX
t=1
DX
i=1
DX
j=1
ln(pt;i;js)rct;s;i;j (5.4.2)
where T = 28 is the length of the sample period for the historical ratings
data and rct;s;i;j denotes the entry from the yearly rating events count tables
for each GIC sector. By optimizing the parameter s over observations from
the entire sample period for each GIC sector, one avoids problems of data
scarcity that commonly arise when one estimates transition matrices form
data segmented by multiple dimensions.
Replacing ~s with ^s and allocating calculated p
s
t;i;j into correspond-
ing entries of relevant transition matrices, one obtains a set of GIC-sector-
specic, one-year transition matrices, denoted TM st . These matrices (which
correspond to the rst day of each calendar year from year 1995 to 2010)
are then interpolated for the last trading day of each month over the sample
period (the days for which the spread term structures are tted). The inter-
polation is performed by allocating to each month a weighted-average of the
two transition matrices from the matrices corresponding to the beginning
and end of that calendar year. In this, the weights are based on the distances
from the interpolation day to the beginning and end of the calendar year.
In Figures 5.7 and 5.8 the expected loss over 1-year for A-rated and
BBB- -rated bonds for all GIC sectors are plotted. To build the term struc-
ture of expected losses over the entire sample period, the approach developed
in chapter 4 of this thesis is applied to forecast future time-varying default
probability term structures. Figures 5.9 and 5.10 show the implied expected
losses over a 10-year horizon for A-rated and BBB- -rated bonds for all GIC
sectors.
As one would expect, the one-year expected losses uctuate much more
over time than do the 10-year expected losses. This is because the time-
variation in rating transitions dies out over time and so expected transitions
are more stable over a longer horizon. (A more detailed discussion of this
point may be found in chapter 4 of this thesis.) Both A-rated and BBB- -
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rated bonds exhibit signicantly higher expected losses over one-year horizon
near the end of the sample period. Even over a 10-year horizon, this eect
remains noticeable. The jump in expected losses happens around late 2008
and coincides with the failure of Lehman Brothers.
Comparing the implied spreads in Figure 5.7 to 5.9 and Figure 5.8 to
Figure 5.10, it is noticeable that the annual implied spreads from expected
default loss increase when maturity increases. For example, if one considers
the uppermost line in Figure 5.10 which represents the sector `Consumer
Durables and Apparel', the annual implied spread due to expected losses
over a 10-year horizon for BBB- -rated ranges from 1.4% to 1.8%. For the
same sector in Figure 5.8 presenting the one-year horizon and BBB- -rated
category, the range is 0.2% to 1%. This is an interesting nding since the
spread term structure for non-investment grade rating classes are normally
found to be downward sloping and so should be the expected loss term
structure.
It is interesting to establish what fraction of the tted spreads is con-
tributed by expected losses for example for rating and maturity categories
presented in the gures mentioned above. From Figure 5.9, one can see that
for `Consumer Durables and Apparel' the implied spreads attributable to
expected losses for A-rated 10-year bonds range from 0.38% to 0.5%. Fig-
ure 5.4 shows that the average total tted spread of this sector is 1.5%. In
the case of BBB- -rated 10-year bonds of this sector, the implied spreads
from expected losses range from 1.4% to 1.8% whereas the average total
tted spread is 2.43%.
These magnitudes may be compared to those estimated by past studies
where evidence is presented that, for higher rating classes, expected losses
count for a smaller fraction of spread than for lower rating categories. For
example, Huang and Huang (2002) documents 20%(30%) for investmen-
t grade(Baa-rated) and Delianedis and Geske (2001) reports 5%(22%) for
AAA(BBB). The magnitude of the explained fractions in this study, how-
ever, is somewhat larger since, amounting to 25% for A-rated and 60% of
BBB- -rated.
Several past authors have argued that corporate bond spreads are sig-
nicantly aectd by liquidity premiums (see de Jong and Driessen (2006),
Chen, Lesmond, and Wei (2007), and Longsta, Mithal, and Neis (2005)).
In this study, a liquidity proxy based on market quotes is constructed to
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allow for a possible liquidity component of spreads. To do this, we score
each bond on each observation day based on two indicators of recent market
trading activity for the bond in question. The rst indicator calculates the
fraction of the previous 22 trading days on which the bond does not possess
a valid market quote on Reuters. The second indicator consists of the frac-
tion of the pairs of adjacent trading days (among the last trading 22 days
and for which Valid Reuters quotes are available) for which quotes have not
changed. The nal liquidity score is a weighted-average of the above two
indicators. The higher the score, the lower is the measure of liquidity.
Having calculated a liquidity score for each observation, we rank bonds
on each observation day by their liquidity scores. We then take the most
liquid 40% and the least liquid 40% bonds on each day and desigante these
two sub-samples as liquid bonds and illiquid bonds respectively. The same
spread term structure tting as in Section 5.3.1 is performed for each sub-
set. The dierence between the two sets of tted spread term structure
is regarded as the liquidity component, denoted as liquidity discount in
this study. Due to the segmenting of observations, to maintain reasonable
numbers of observations, we are obliged to restrict the sample period studied
to the period from April 1995 to April 2008.
5.4.2 Sector Specic and Time-varying Risk Premium
The tted spread term structure from Section 5.3.2 may now be adjusted for
expected losses and liquidity component to produce the net risk premium.
If one believes the risk premium reects the cyclicality of the bond issuer,
there should be a positive and persistent risk premium gap between the
more cyclical sector and less cyclical one. Again, we focus on dierences
between `Real Estate' which we regard as highly cyclical and the `Household
Products' sector which is less cyclical.
Dierences between the tted spreads and the net risk premium for
`Real Estate' and `Household Products' over the period of from April 1995
to April 2008 are calculated. We focus on the ratings categories: A-rated
and BBB-. For each of these, large numbers of observations are available.
Similarly, we examine most closely 5-year and 10-year maturities. From
Figure 5.1, one may note that the 5-10 year group consistently has large
number of bonds over dierent stages of the sample period.
The results of our comparison are plotted in Figures 5.11 to 5.14. In
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Figure 5.11, the dierence between the tted spreads for the two sectors
remains positive over time with the exception of one observation day in the
middle of 2002. The magnitude of the spread dierence becomes much larger
in the latter part of sample period, from 2003 to 2008, although the spread
dierence did expand in the period of from late 1997 to early 1999 when the
Asian Financial Crisis aected the market.
One may see from the lower panel of Figure 5.11, the dierence of risk
premium between the `Real Estate' sector and the `Household Products' sec-
tor generally is generally substantially positive. (When negative dierences
occur, the absolute magnitude is always very small.) The risk premium d-
ierence is much larger in magnitude and exhibits a dierent pattern over
time than the spread dierence. The risk premium dierence stays above
0.5% during the beginning of the sample period whereas the spread dier-
ence is lower than 0.2%. During the period of the Asian Crisis, the risk
premium dierence is more than twice that of the spread dierence. The
amplied risk premium dierence is even more obvious during the latter
section of the sample period, from 2002 to 2008. One may also note that for
certain periods, the risk premium dierence evolves quite dierently from
the spread dierence, for example from late 2002 to late 2003.
Similar results may be observed in Figure 5.12. The risk premium is
larger in magnitude and sometimes exhibits dierent pattern over time. The
dierence between the upper panel which shows the spread comparison,
and the lower panel which shows the risk premium comparison, becomes
even more marked when it comes to the BBB- category. The risk premium
dierence is at times more than twice that of the spread dierence for both
5-year and 10-year maturity bonds. In periods in which the risk premium
dierence becomes negative, the dierence is either very small in absolute
magnitude or the period is extremely short.
In general, the risk premium of our representative cyclical sector `Real
Estate' is consistently higher than that of the less cyclical sector ,`Household
Products'. This provides evidence to support the existence of risk premium
for cyclicality.
To further examine distribution of the risk premium over GIC sectors,
in Figures 5.4 and 5.5, we display the averaged spread for A-rated and BBB-
-rated 10-year bonds and then in Figures 5.15 and 5.16 compare them with
the averaged sector risk premium. The sectors are plotted in the order of
138
averaged tted spread from high to low. One may see that the order of
the averaged risk premium deviates from that of the tted spread. This
deviation shows that expected loss and liquidity component aect spread
dierently across industry sectors.
The cyclicality of an issuer, strictly speaking, should be dened and
measured by the economic fundamentals of the obligor, e.g. the durability
of output which is employed by Gomes, Kogan, and Yogo (2007). The GICS
classication is not directly designed to reect cyclicality but it is reasonable
to identify certain sectors as signicantly more cyclical than others. The two
sectors on which we focus here `Real Estate' and `Household Products' may
reasonably be identied as high and,low cyclicality industries. As one may
observe from Figures 5.15 and 5.16, the averaged risk premium of `Real
Estate' is 0.5% higher than that `Household Products' for A-rated 10-year
bonds and over 1% higher for BBB- -rated 10-year bonds.
Other literature explaining bond risk premium has employed various
risk factors including Fama-French equity-based risk factors (Elton, Gruber,
Agrawal, and Mann (2001)), equity market volatility (Delianedis and Geske
(2001)) and macroeconomic aggregates (Ludvigson and Ng (2009)).
5.5 Conclusion
In this chapter, we develop a new angle on corporate bond risk premiums and
nd promising preliminary results. We examine the risk premium dierences
between sectors, identifying the dierentials we discover with the degree of
cyclicality of the industry in which the obligor operates.
The sector-based risk premiums we calculate are obtained by adjusting
the tted sector specic spreads for the following two components, (i) time-
varying and sector-specic expected losses and (ii) liquidity discounts based
on measures of market trading activity.
The framework we employ for calculating spreads and expected losses
ensures that the industry eect embedded in market pricing and credit risk
is properly captured. The technique used to estimate time-varying expected
losses also ensures that business cycle uctuations in expected losses are
reected in the estimates.
Our comparison of risk premiums across sectors is motivated by the hy-
pothesis that economic fundamentals operate on these sectors dierentially.
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We show that `Real Estate' and `Household Products' exhibit economical-
ly signicant and persistent risk premium dierences and argue that this
support the notion that risk premia in bond market reect cyclicality.
The time-varying expected losses estimated (using techniques from chap-
ter 4 of this thesis) in this study counts for a larger fraction of total spreads
than was found in past studies. (For example, Huang and Huang (2002)
nd 20%(30%) of spread is attributable to expected losses for investmen-
t grade(Baa-rated) while Delianedis and Geske (2001) report 5%(22%) for
AAA(BBB).) The fraction of spread explained by expected losses, taking
`Consumer Durable and Apparel' as an example, in this study is about 25%
for A-rated and 60% for BBB- -rated.
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Table 5.1: Observations Breakdown in GIC Sectors
This table shows, for each GIC sector, the total number of bond observations along entire
sample period and the average number of bonds for each monthly spreads term structure
tting.
GIC Sector Total Number
Average for
Each Fitting
Automobiles and Components 30,553 164
Banks 137,279 738
Capital Goods 119,406 642
Commercial Services and Supplies 8,215 44
Consumer Durables and Apparel 9,286 50
Diversied Financials 161,385 868
Energy 28,657 154
Food and Drug Retailing 8,154 44
Food Beverage and Tobacco 24,307 131
Health Care Equipment and Services 4,790 26
Household and Personal Products 4,187 23
Insurance 133,581 718
Materials 38,476 207
Media 8,180 44
Pharmaceuticals and Biotechnology 4,861 26
Real Estate 19,696 106
Retailing 22,269 120
Technology Hardware and Equipment 9,540 51
Telecommunication Services 24,949 134
Transportation 16,913 91
Utilities 92,086 495
Total 906,770
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Table 5.3: Fitted Spread Term Structure for A-rated Bonds
This table lists the averaged, along sample period, spread term structure for A-rated bonds
for all GIC sectors.
in % 1-year 5-year 10-year 20-year 30-year
Automobiles and Components 1.74 2.00 2.30 2.35 2.17
Banks 1.65 1.48 1.58 1.73 1.74
Capital Goods 1.60 1.40 1.47 1.59 1.63
Commercial Services and Supplies 1.62 1.43 1.49 1.62 1.67
Consumer Durables and Apparel 1.62 1.44 1.52 1.67 1.72
Diversied Financials 1.71 1.60 1.70 1.83 1.83
Energy 1.59 1.39 1.46 1.59 1.63
Food and Drug Retailing 1.60 1.38 1.44 1.58 1.61
Food Beverage and Tobacco 1.59 1.40 1.47 1.61 1.66
Health Care Equipment and Services 1.60 1.42 1.50 1.62 1.65
Household and Personal Products 1.59 1.34 1.37 1.46 1.49
Insurance 1.71 1.60 1.66 1.76 1.77
Materials 1.62 1.45 1.53 1.68 1.73
Media 1.61 1.42 1.50 1.63 1.68
Pharmaceuticals and Biotechnology 1.59 1.35 1.40 1.50 1.54
Real Estate 1.69 1.62 1.78 2.04 2.03
Retailing 1.60 1.38 1.46 1.63 1.67
Technology Hardware and Equipment 1.60 1.41 1.49 1.63 1.66
Telecommunication Services 1.64 1.52 1.62 1.78 1.81
Transportation 1.62 1.46 1.53 1.66 1.69
Utility 1.60 1.43 1.52 1.67 1.70
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Table 5.4: Fitted Spread Term Structure for BBB- -rated Bonds
This table lists the averaged, along sample period, spread term structure for BBB- -rated
bonds for all GIC sectors.
in % 1-year 5-year 10-year 20-year 30-year
Automobiles and Components 2.77 3.47 3.47 2.99 2.52
Banks 2.61 2.57 2.52 2.38 2.18
Capital Goods 2.56 2.31 2.24 2.20 2.09
Commercial Services and Supplies 2.57 2.39 2.38 2.39 2.24
Consumer Durables and Apparel 2.60 2.46 2.48 2.45 2.27
Diversied Financials 2.64 2.84 2.76 2.53 2.27
Energy 2.58 2.38 2.33 2.27 2.13
Food and Drug Retailing 2.55 2.32 2.30 2.25 2.10
Food Beverage and Tobacco 2.56 2.32 2.28 2.28 2.17
Health Care Equipment and Services 2.57 2.37 2.30 2.25 2.12
Household and Personal Products 2.57 2.31 2.22 2.13 2.01
Insurance 2.62 2.68 2.64 2.49 2.28
Materials 2.58 2.42 2.42 2.42 2.27
Media 2.58 2.39 2.37 2.38 2.25
Pharmaceuticals and Biotechnology 2.57 2.32 2.24 2.19 2.08
Real Estate 2.62 2.76 3.02 2.95 2.56
Retailing 2.57 2.38 2.36 2.32 2.16
Technology Hardware and Equipment 2.62 2.48 2.44 2.34 2.16
Telecommunication Services 2.63 2.58 2.62 2.56 2.33
Transportation 2.55 2.39 2.44 2.42 2.24
Utility 2.60 2.45 2.42 2.35 2.18
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Figure 5.1: Observation Description
In this gure plots the distribution of observations over time for the entire sample period.
For each observation day, the breakdown of observations by rating and by time-to-maturity
is shown.
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Figure 5.2: Average Ranking of 21 GIC Drifting Factors
From the spread term structure tting on each observation day, a vector of GIC sector
spread drift parameters is obtained. The ranking of these parameters determines the
ranking of the level of GIC sector specic spread on the corresponding observation day
conditional on rating and maturity.
This gure shows the average ranking of each GIC drift parameters. One can see that
'Automobiles and Components' (referred as 'Automobiles' in this chapter) and 'Real Es-
tate' are the two with the larger drifts than the other sectors. 'Household and Personal
Products' (referred as 'Household Products' in this chapter) has the lowest level of drift.
'Utility' is set as the omitted sector thus has zero shift in all ttings but this does not
prevents it from being ranked .
To assure comparison is carried out when all sectors have enough observations for the
term structure tting, the rst 9 months is removed from the sample period and the data
plotted below is from Oct. 1994 to Sep. 2009.
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Figure 5.3: Volatility of 20 GIC Drifting Factors
From the spread term structure tting on each observation day, a vector of GIC sector
spread shift parameters is obtained. By taking the shift parameters along all observation
days for each GIC sector, we calculate the volatility for each sector and plot out in this
gure.
'Utility' is set as the omitted sector in all ttings thus no volatility is calculated for this
sector.
To assure comparison is carried out when all sectors have enough observations for the
term structure tting, the rst 9 months is removed from the sample period and the data
plotted below is from Oct. 1994 to Sep. 2009.
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Figure 5.4: Averaged Fitted Spread (in %) of A-rated 10-year Bonds
for All GIC Sectors
The spread term structure tted based on market price has been averaged along sample
period horizon and plotted in this gure to show the order and dierence between GIC
sectors.
A-rated 10-year maturity category is chosen as the representative here.
The comparison is performed over period from Oct. 1994 to Sep. 2009.
Figure 5.5: Averaged Fitted Spread (in %) of BBB- -rated 10-year
Bonds for All GIC Sectors
Similar to Figure 5.4, we plot here the averaged tted spread for BBB- -rated, 10-year
maturity bonds for all GIC sectors.
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Figure 5.6: Persistence of Drifting Eect Dierence between `Real
Estates' and `Household Products'
Based on the averaged ranking of sector spread drift presented in Figure 5.2, the two
sectors with the highest and lowest average ranking, namely `Real Estate' and `Household
Products' perspectively, are plotted here to compare the levels of their drift factors over
time.
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Figure 5.7: Sector and Time Specic One-year Implied Spread (in
%) of Expected Loss for A-rated Bonds over Time
We estimate, from historical rating events, the GIC sector specic and time-varying one-
year transition matrix. The implied spread for one-year expected loss for A-rated bonds
is plot in this gure for all GIC sectors over entire sample period.
Figure 5.8: Sector and Time Specic One-year Implied Spread (in
%) of Expected Loss for BBB- -rated Bonds over Time
We, estimate from historical rating events, the GIC sector specic and time-varying one-
year transition matrix. The implied spread for one-year expected loss for BBB- -rated
bonds is plot in this gure for all GIC sectors over entire sample period.
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Figure 5.9: Sector and Time Specic Ten-year Implied Spread (in
%) of Expected Loss for A-rated Bonds over Time
The GIC specic and time-varying expected loss over 10-year horizon is estimated and
plotted in this gure for A-rated bonds. Comparing to Figure 5.7, the value becomes less
uctuated over time.
Figure 5.10: Sector and Time Specic Ten-year Implied Spread (in
%) of Expected Loss for BBB- -rated Bonds over Time
The GIC specic and time-varying expected loss over 10-year horizon is estimated and
plotted in this gure for BBB- -rated bonds. Comparing to Figure 5.8, the value becomes
less uctuated over time.
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Figure 5.11: Spread and Risk Premium Dierence between Cyclical
and Noncyclical Sectors for A-rated 5-year Bonds
In this gure, Figure 5.12, Figure 5.13 and Figure 5.14 we show the spread and risk
premium dierence between the highly cyclical sector `Real Estate' and the less cyclical
sector `Household Products' for dierent rating and maturities.
The upper panel shows the dierence of tted spreads which if extracted from market
quotes before any adjustment.
In the lower panel plots the dierence of risk premium which is obtained from adjusting
the tted spread for expected default loss and liquidity discount.
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Figure 5.12: Spread and Risk Premium Dierence between Cyclical
and Noncyclical Sectors for A-rated 10-year Bonds
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Figure 5.13: Spread and Risk Premium Dierence between Cyclical
and Noncyclical Sectors for BBB- -rated 10-year Bonds
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Figure 5.14: Spread and Risk Premium Dierence between Cyclical
and Noncyclical Sectors for BBB- -rated 10-year Bonds
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Figure 5.15: Averaged Spread and Risk Premium for All GIC Sec-
tors Presented by A-rated 10-year Bonds
In this gure and Figure 5.16 we show the average tted spreads and average risk premium
for all GIC sectors. The sectors are plotted in order of the average tted spread.
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Figure 5.16: Averaged Spread and Risk Premium for All GIC Sec-
tors Presented by BBB- -rated 10-year Bonds
Similar to Figure 5.15, this gures shows the order and magnitude changes from average
tted spread to average risk premium across sectors, but presented by BBB- -rated 10-year
bond category.
One would expect the expected loss, and maybe liquidity eect as well, in lower quality
rating class will be of higher level. Therefore from spread to risk premium the adjustment
are much signicant comparing to that in Figure 5.15.
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5.6 Appendix
5.6.1 Selection Straight Corporate Bonds
We lter the universe of bond names downloaded from FISD of WRDS by
doing the following:
1. Delete bonds that have assets pledged as security of the issue.
2. Delete bonds that has enhancement.
3. Delete bonds that has zero xed coupon rate
4. Delete bonds that are convertible
5. Delete bonds that are asset-backed
6. Delete bonds that are foreign currency nominated
7. Delete bonds that are secured lease obligation bonds
8. Delete bonds that are part of a unit deal ( where bond sold as part of
a package of securities)
9. Delete bonds that are tender oer
10. Delete bonds that are redeemable
11. Delete bonds that are putable
12. Delete bonds that are under private placement
13. Delete perpetual bonds
14. Delete exchangeable bonds
15. Delete bonds that are preferred securities
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