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Resumen
En esta investigacio´n, se propone una metodolog´ıa para coordinar estabilizadores de poten-
cia (PSSs) con el objetivo de amortiguar las oscilaciones. Esta se basa en la minimizacio´n
de una funcio´n objetivo que incluye restricciones de igualdad y estudios transitorios. La
minimizacio´n es llevada a cabo por los algoritmos gene´ticos, que requieren de simulaciones
en el dominio del tiempo. La efectividad y robustez del procedimiento se muestran a trave´s
de simulaciones fuera de l´ınea y simulaciones en tiempo real para varios sistemas de potencia,
teniendo en cuenta diferentes condiciones de operacio´n y ana´lisis de las fallas en diferentes
lugares
Palabras clave: Sistema Ele´trico de potencia, estabilidad transitoria, estabilizadores
de potencia (PSSs), algoritmos gene´ticos y dSPACE.
Abstract
In this research, a methodology to coordinate power system stabilizers (PSSs) in order to
damp out oscillations is proposed. It is based on the minimization of an objective function
including equality constraints and transient studies. The minimization is carried out by
Genetic Algorithms, requiring time domain simulations. The effectiveness and robustness
of the procedure are demonstrated through digital simulations and real time simulations for
several power system, taken different operating conditions into account and analyzing faults
at different locations Keywords: Electrical power system, transient stability, power sys-
tem stabilizers (PSSs), Genetic Algorithms(GA), dSPACE.
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1 Introduction
1.1 Motivation and background
Two of the most important design criteria for multimachine power systems are transient
stability and damping of electromechanical modes of sustained oscillation. These two design
criteria have assumed even greater importance in the wake of recent interconnection blackouts
in the U.S., Canada, and Europe. The focus has almost exclusively been on the second
criterion, oscillation instability as cured by suitably tuned power system stabilizers (PSS)
attached to appropriate generators. Particular emphasis is given to the performance of PSS
devices. On the contrary, this research deals with overall power system stability, i.e., both
the system transient stability as provided by the AVR devices and the system oscillation
stability\damping as provided by the PSS devices. Power system stabilizers (PSSs) are the
most well-known and effective tools to damp power system oscillation caused by disturbances.
To gain a good transient response, the design methodology of the PSS is quite important.
Existing techniques for the analysis of small signal stability such as eigenvalues analysis are
based on a few selected points from the wide range of possible operating conditions. Based
on engineering judgment, and experience, small signal stability limits can be approximately
determined. Nevertheless, these techniques do not guarantee acceptable performance or
even stability other than at the design condition. More importantly, the known methods
do not produce an indication of the stability margin that is needed for the development
of remedial measures. Ever increasing complexity of electric power systems has increased
research interests in developing more suitable methodologies for power system stabilizers
(PSSs). PSSs are the most effective devices for damping low frequency oscillations and
increasing the stability margin of the power systems. In fact, a PSS provides the excitation
system with a proper supplementary signal in-phase with the rotor speed deviation resulting
stable operation of the synchronous generator.
In the last two decades, various types of PSSs have been introduced. Fuzzy Logic Based PSS
(FLPSS) and adaptive controller-based PSS with some capabilities have been developed in
recent years. Conventional power system stabilizers (CPSS) are one of the premiere PSSs
composed by the use of some fixed lag-lead compensators. CPSSs still are widely being used
in the power systems and this may be because of some difficulties behind using the new
techniques. To overcome the difficulties on the PSS design, intelligent optimization based
techniques have been introduced. These techniques can be divided into two categories:
time domain and frequency domain methods. In the time domain design, generally after
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applying a disturbance to the power system, some of the main signals are optimized.
However, disturbances at various locations may excite dominant modes with quite different
specifications, leading to different PSS tuning parameters. Also this method may require
heavy computational burden for big power systems’ simulation. This research formulates
the robust PSS design as a mono-objective optimization problem and employs GA to solve
it. Results are demonstrated through a real-time environment.
1.2 Problem Statement
In this research, the formulation is based on the following optimization problem,
min f (x) =
∑
k∈MB
[ωref − ωk (x, t)]
2 (1-1)
where x is the vector of variables (PSSs’ gains and time constants); ωref is the reference
angular speed; ωk (x, t) is the k-th synchronous machine angular speed after some
disturbance(s); t is time; MB is the set of synchronous machines equipped with PSS.
In order to take different conditions of operation into account, Eq.(1-1) may include an
additional summation which includes such conditions. In such case, Eq.(1-1) may be
weighted to formulate the problem by,
min f (x) =
∑
i∈OC
ωi{
∑
k∈MB
[ωref − ωk (t)]
2} (1-2)
index OC is related to conditions of operation, and ωi is a weighting factor. Conventionally,
∑
i=OC
ωi = 1 (1-3)
In order to illustrate the PSS performance, in this research Eq.(1-2) is solved by a genetic
algorithm (GA), taking three operating points into account. Genetic algorithms have been
extensively used to solve optimization problems. Thus, it is well known as a powerful method
and it is utilized in this research. The Fig.1-1 depicts a flowchart of the proposed strategy.
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Figure 1-1: Flowchart for the proposed coordination.
1.2.1 A Brief review of previous work
In modern power systems, the high-voltage transmission network interconnects the widely
dispersed remote generations with load demands across the grid. The dynamics of power
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transfer in such complex grids can be characterized by electromechanical oscillatory behaviors
amongst synchronous generators [1, 2, 3]. These can be categorized into two main types: (i)
local and (ii) inter-area mode.
Since the stability of inter-area oscillation deteriorates with increasing transmission stress
buildup, procedures and equipments for maintaining adequate damping become even more
crucial [4]. The traditional approach to ensure adequate damping of electromechanical
modes is to install Power System Stabilizers (PSS) that provides supplementary control
actions through the generator excitation systems [5, 6, 7]. The primary objective of PSS
design is oscillation-mode stabilization. More recently, supplementary modulation controlled
FACTS (Flexible AC Transmission System) devices are also popular-alternative solutions
for damping relevant inter-area modes. However, FACTS are still to be widely installed in
transmission grids across the globe.
The design criteria have assumed even greater importance in the wake of recent
interconnection blackouts in the U.S., Canada, and Europe [8, 9]. The focus has
almost exclusively been on the oscillation instability as cured by suitably tuned power
system stabilizers attached to appropriate generators. Particular emphasis is given to the
performance of PSS devices, since the power system stabilizers are the most well-known and
effective tools to damp out power system oscillation caused by disturbances. To gain a good
transient response, the design methodology of the PSS is quite important. Ever increasing
complexity of electric power systems has increased research interests in developing more
suitable methodologies for power system stabilizers [10].
To overcome the difficulties of PSS design, intelligent optimization-based techniques have
been introduced [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. These techniques can be
divided into two categories: (i) time domain [20] and, (ii) frequency domain methods. In the
time domain design, generally after applying a disturbance to the power system, some of the
main signals are optimized. However, disturbances at various locations may excite dominant
modes with quite different specifications, leading to different PSS tuning parameters. Also,
this method may require heavy computational burden for big power systems’ simulation.
Abdel-Magid and Abido[11] and Zhang and Coonick [22] have proposed frequency domain-
based techniques that seem more complete than the others.
Several modern control techniques can be used to design different PSS. However, power
systems companies prefer to choose the lead-lag structure because of its simplicity and
reliability in actual power systems implementation. Conventional PSSs (CPSSs) [23, 24]
use transfer functions designed for linear models representing the generators at a certain
operating point. However, they have some major limitations [25, 26]: (i) as they are
designed off-line, they require further tuning during commissioning; (ii) as they are tuned
for one operating condition, they cannot achieve the same level of performance for varying
operating conditions [27, 28, 29]; (iii) as the power system configuration or conditions change
with time, they require retuning at appropriate intervals for continued good performance.
Due to the limitations of CPSSs, new and better performing controllers based on alternative
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synthesis techniques that do not require a mathematical model of the system can be found
in the literature. Pal and Chaudhuri [18] present a comprehensive review of coordinated
PSS design methods.
Considerable efforts have been directed toward developing adaptive PSS, e.g.,[27, 28, 29, 30].
The basic idea behind adaptive techniques is to estimate the uncertainties in the plant on-
line based on measured signals [31, 32]. However, adaptive PSSs deal with systems of
known structures. Furthermore, adaptive controllers cannot use human experience which is
expressed in linguistic descriptions. This problem is overcome using artificial intelligence
(fuzzy logic, neural networks, and decision trees)-based techniques for the PSSs design
[33]. Because of its complexity, the simultaneously tuning of PSSs has been investigated
by heuristic methods [34, 35, 36] and many PSS tuning methods using genetic algorithms
(GAs) were presented in [37, 38, 39, 40]. These methods investigated the use of GAs in
order to simultaneously tune the parameters of PSS with values that stabilize multi machine
power system over a wide range of scenarios.
Besides tuning methods for PSS, authors as Yuwa Chompoobutrgool, Vanfretti and
Ghandhari study appropriate PSSs tuning together with wide-area measurement signals. It is
expected that real-time and control using synchrophasor measurements could help enhancing
system stability and security, particularly by enhancing inter-area damping control [41].
1.2.2 Thesis Objectives
The objective of this dissertation are:
General objective.
Proposition of a methodology to coordinate power system stabilizers (PSSs) in order to
damp out electromechanical oscillations. This is attained by an optimization procedure. Its
effectiveness is demonstrated through nonlinear simulations and by real-time studies.
Specific objectives.
• Apply a heuristic technique in the context of Electric Power Systems (EPS) and
emphasize the problem of controlling power oscillations.
• Justify the use of heuristic optimization techniques, showing its main advantages in
complex scenarios such as the electric power system.
• Analyze the inclusion of PSS in power systems and to develop a multi-machine power
system.
• State the problem of power oscillations in power networks and propose a methodology
for tuning PSSs in order to help in damping out such oscillations. This procedure is
based on an optimization formulation solved by a heuristic optimizer.
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• Verify the proposition through simulations and real-time studies on a dSPACE
platform.
1.2.3 Reseach Contributions
Due to the development and the increasing complexity of the power systems, it is necessary
to make use of modern controllers to improve their operation and control, without affecting
the system’s safety and reliability. A possibility is to carry out off line emulations with using
models fully studied.
The main contributions of this research are summarized as follows:
• Propose a methodology for tuning power system stabilizers, which is formulated by
an objective function solved by means of genetic algorithms. It is fundamental the
dynamic analysis to minimize the objective function and to add the robustness.
• Develop applications in Simulink and dSPACE for future emulations and prove
controllers.
• Emulate the power system and its controllers through dSPACE.
1.2.4 Outline of the contents
The thesis organization is as follows:
Chapter II: This chapter presents a brief overview about importance of the PSSs in the
system, previous work and brief description about methodology most used for tuning PSSs.
The small signal basic concepts, generator’s model and optimization are reviewed, besides a
brief description of the dSPACE.
Chapter III: This Chapter presents the proposed methodology for tuning PSSs, the
optimization problem and results obtained: The single machine infinite bus (SMIB), New
England Power System and Mexican Interconnected Power System (MIPS).
Chapter IV: This Chapter presents the dSPACE simulator, its operation and results
obtained with real time simulations.
Chapter V: This chapter summarizes the conclusions resulting from this research work and
recommendations for future research on this topic.
2 Preliminaries
2.1 Introduction
Nowadays, with the power systems enlargement, to implement strategies able to improve
the operation has been necessary. For instance, with the market liberalization the power
systems operation has changed, so that the economical pressure and increasing amount of
transactions systems are operated closer to their operating limits. These changes put the
system operators faced with rather different and much more problematic scenarios than in
the past.
The power systems transient stability deals with the system’s response to disturbances.
The most important period of interest is after the fault clearing. On this interval, the
electromechanical oscillations have to be damped as soon as possible, as an important factor
of power system security. After clearing a perturbation in a power system the modes
that appear may be classified in two groups: (i) local modes and, (ii) inter-area modes.
Oscillations may occur in the power system because of load fluctuations, generators being
brought on, or line transmission switching; they may even apparently occur spontaneously.
These oscillations can either decay slowly and disappear or grow causing instability in the
system. For proper system performance, the oscillation should be removed from the system
quickly. With the growth in the energy demand and the interconnection of large electric
power systems, low frequency oscillations have become one of the main problems for power
system operation, affecting the system’s reliability and security. It is clear that transient
stability and power system security play an important role to guarantee a secure and reliable
operation of the power system [42]. Transient stability of a system refers to the ability
of generators to remain in synchronism when it is subject to large disturbance such as
three-phase faults and switching of lines. Hence, system linearization is not applicable and
the nonlinear equations of the systems have to be solved. This complicates the analysis
considerably. The time period for transient stability is a few seconds, because the loss of
synchronism happens rapidly in that short time and causes that the angular position δ begins
to increase under the influence of positive accelerating power and the system will become
unstable if δ experiences a large excursion.These and other factors have been very important
in the design and use of devices based on power electronics to help in assist the stability of
power systems after disturbances.
Power System Stabilizer (PSS) has been used as the most common supplementary control
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in order to improve the operation and add damping to help in attenuate power oscillations.
The PSS have proved to be very effective to add damping to the generator rotor oscillations
whenever there is a disturbance by controlling its excitation using auxiliary stabilizing
signals. However, the conventional PSS may not provide enough damping under special
circumstances. An important objective in planning, design and operation of an electric power
system is to provide security enough in supplying the electric power to the users. Therefore
power system security is one of the fundamental criterions in the power system design and
the main objective during its operation, under normal and perturbed conditions. Power
system stability only refers to the dynamic studies of the systems while the power system
security includes the study of the static and dynamic phenomena. In order to overcome these
shortcomings and to enhance the electromechanical oscillation damping, other electronic
devices can be effective. The advent of power electronic ones provides new ways of improving
and expanding the performance and capacity of power transmission systems. An interesting
and effective alternative is the Flexible A.C. Transmission Systems (FACTS). Its main
function is to modulate an adequate input signal to enhance or degrade the damping of
electromechanical oscillations, so that the FACTS devices are able to handle several states for
a secure system operation as controlling voltages at critical buses, controlling the phase angles
between the ends of transmission lines or modifying the series reactance of transmission lines.
A particular problem of concern in the power industry is the mitigation of low frequency
oscillations associated with the electromechanical modes which often arise between areas in
a large interconnected power network. These oscillations may be sustained and can grow to
cause system separation if not enough damping is available. To provide system damping, the
generators are equipped with power system stabilizers that supply supplementary feedback
stabilizing signals in the excitation systems. Certain excitation and system parameter
combinations under certain loading conditions can introduce negative damping into the
system. In order to offset this effect and to improve system damping in general, artificial
means of producing torques in phase with the speed are introduced. These are called
supplementary stabilizing signals and the networks used to generate these signals are known
as power system stabilizers. For example, a fast acting, high gain voltage regulator,
although useful for improving transient stability margin, often depletes the generators’
natural damping, thus rendering the system response highly oscillatory. When the use of such
a high-response regulator-exciter system is indicated from a transient stability consideration,
the resulting system oscillations can be minimized or eliminated by employing power system
stabilizers. Stabilizing signals are introduced at the point where the reference voltage and
the signal proportional to the terminal voltage are compared to obtain the error signal. The
signal, usually obtained from speed, frequency or accelerating power, is processed through a
suitable network to obtain the desired phase relationship. Although power system stabilizers
extend the power system stability limit by enhancing the system damping, they may cause of
great variations in the voltage profile [43], reducing the power system stability margin under
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severe disturbances if they are not properly coordinated. The stabilizers robustness under all
operating conditions is of concern and their interaction must be considered to obtain their
adequate design. In the open research, several techniques have been proposed to achieve a
satisfactory coordination of power system stabilizers (PSS) and FACTS devices stabilizers
(FDS) [43, 44, 45, 46].
Optimization techniques have been widely used for solving power system operation and
control issues. Optimization deals with problems of minimizing or maximizing a function
with several variables usually subject to equality and inequality constrains. There are a large
number of different approaches that have been developed to attain optimum designs. One
class of these techniques is the evolutionary methods that are used to search for the optimum
solutions via some form of directed random search process. A relevant characteristic of the
evolutionary methods is that they search for solutions without previous problem knowledge.
The stabilizers coordination is carried out by means of an objective function based on second
order eigen-sensitivities which is solved by Genetic Algorithms (GA) [46] and Simulated
Annealing (SA) separately. The PSS and FDS parameters are obtained in face of various
operating conditions.
2.2 Synchronous machines’ modelling
The performance of a power system is affected when a fault occurs. This will result in
insufficient or loss of power. In order to compensate for the fault and resume normal
operation, corrective measures must be taken to bring the system back to its stable operating
conditions. Controllers are used for this function. Some of the control methods used to
prevent loss of synchronism in power systems are:
1. Excitation control: During a fault the excitation level of the generator drops
considerably. The excitation level is increased to counter the fault.
2. An addition of a variable resistor at the terminals of the generator. This is to make
sure that the power generated is balanced as compared to the power transmitted.
3. An addition of a variable series capacitor to the transmission lines. This is to reduce
the overall reactance of the line. It will also increase the maximum power transfer
capacity of the transmission line.
4. Turbine valve control: During a fault the electrical power output (Pe) of the generator
decreases considerably. The turbine mechanical input power (Pm) is decreased to
counter the decrease of Pe.
Stability studies are generally categorized into two major areas: steady-state stability and
transient stability. Steady-state stability is the ability of the power system to regain
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synchronism after encountering slow and small disturbances. Example of slow and small
disturbances is gradual power changes. The ability of the power system to regain synchronism
after encountering small disturbance within a long time frame is known as dynamic stability.
Transient stability studies refer to the effects of large and sudden disturbances. Examples of
such faults are the sudden outrage of a transmission line or the sudden addition of removal of
the loads. Transient stability occurs when the power system is able to withstand the transient
conditions following a major disturbance. When a major disturbance occurs, an imbalance
is created between the generator and the load. The power balance at each generating unit
(mechanical input power-electrical input power) differs from generator to generator. As a
result, the rotor angles of the machines accelerate or decelerate beyond the synchronous
speed of for time greater than zero (t > 0). This phenomenon is called the ”swinging” of
the machines.
There are two possible scenarios when the rotor angles are plotted as a function of time:
1. The rotor angle increases together and swings in unison and eventually settles at new
angles. As the relative rotor angles do not increases, the system is stable and in
synchronism.
2. One or more of the machine angles accelerates faster than the rest of the others. The
relative rotor angles diverges as time increase. This condition is considered unstable
or losing synchronism.
The main element in studying the power system’s electromechanical phenomena is the
synchronous machine. Transient stability models are employed for generators, equipped
with a static excitation system; its representation is described as follows,
dδ
dt
= ω − ω0 (2-1)
dω
dt
=
1
Tj
[Tm − Te −D (ω − ω0)] (2-2)
dE ′q
dt
=
1
T ′d0
[
−E ′q − (xd − x
′
d) id + Efd
]
(2-3)
dE ′d
dt
=
1
T ′d0
[
−E ′d −
(
xq − x
′
q
)
iq
]
(2-4)
dEfd
dt
=
1
TA
[−Efd −KA (Vref + Vs − |Vt|)] (2-5)
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where δ (rad) and ω (rad/s) represent the rotor angular position and angular velocity; E ′d
(pu) and E ′q (pu) are the internal transient voltages of the synchronous generator; Efd (pu)
is the excitation voltage; id (pu) and iq (pu) are the d-and q-axis currents; T
′
d0 (s) and T
′
q0 (s)
are the d-and q-open-circuit transient time constants; x′d (pu) and x
′
q (pu) are the d- and q-
transient reactances; Tm (pu) and Te (pu) are the mechanical and electromagnetic nominal
torque; Tj is the moment of inertia ; D is the damping factor; KA and TA (s) are the system
excitation gain and time constant; Vref is the voltage reference; Vt is the terminal voltage;
Vs is the PSS output fed into the excitation. The corresponding parameters are selected as
typical [47].
2.3 Optimization
Optimization is the mathematical discipline which is concerned with finding the maxima
and minima of functions, possibly subject to constraints. Nowadays, optimization is used
in a variety of applications related to Architecture, nutrition, Electrical circuits, Economics,
Transportation, etc. In power systems, the dynamic economic dispatch (DED) is one of the
most relevant problems. It is a complicated nonlinear optimization problem to determine
the optimal production levels of the scheduled units over a short-term horizon to meet load
demands while satisfying equality and inequality constraints in a way that the total fuel cost
is minimized. Traditionally, the valve-point loading effects of the large steam turbines were
ignored and a convex quadratic fuel cost function was considered for the thermal units, which
transformed the problem to a mathematically simple formulation resulting in the imprecise
dispatch results. Thus, in order to have a better illustration of the valve-point effects, the
non-convex and the non-smooth characteristics are used in the fuel cost function, which
makes the DED problem so complicated that it is quite hard to find the optimum solution.
In general, there are two facets of optimization:
1. Modelling.
a) Translate the problem into mathematical language (sometimes trickier than you
might think).
b) Formulation of an optimization problem.
2. Solving.
Develop and implement algorithms that are efficient in theory and in practice. Likewise,
there is a close relationship between:
a) Formulate models that you know how to solve.
b) Develop methods applicable to real-world problems.
Likewise, there is a close relationship between: (1) formulate models that you know how to
solve; (2) develop methods applicable to real-world problems.
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2.3.1 Classical formulation
minf(x) xǫX ⊆ RN(finite dimension.) (2-6)
Often we define,
X = {x ∈ Rn/gi(x) ≤ 0 and hj(x) = 0 for i ∈ I and j ∈ J} (2-7)
where x is the decision variable, and functions g(x) and h(x) are called inequality constraints
and equality constraints, respectively. When there are several decision variables, x =
[x1, x2, ..., xn] is a vector. In this case, the problem is a multidimensional one. One of
the most known methods to solve the unconstrained problem Eq. (2-6) is the Levenberg-
Marquardt algorithm.
Levenberg-Marquardt algorithm. Within the conventional optimization methods, the
Levenberg-Marquardt method has been widely used due to its robustness. Frequently, it
is possible to express the optimization problem as a sum of squares,
J(x) = [r(x)]T [r(x)] (2-8)
where x is the vector of stabilizers’ parameters. To minimize J(x), differentiate Eq. (2-8)
and equate to zero; must satisfy the nonlinear equation Eq. (2-9)
dJ(x)
dx x=xˆ
= −2[F (xˆ)]T r(xˆ) = 0 (2-9)
where
F (xˆ) =
dr(x)
dx
∣∣∣∣
x=xˆ
(2-10)
is the Jacobian matrix.
One method of solving Eq. 2-9 is based on the Taylor series approximation of r(x) around
a nominal point x0, i.e.
r(x) = r(x0) + F (x0)[xˆ− x0] (2-11)
Substituting Eq. 2-9 into Eq. 2-11 yields
[F T (x0)F (x0)][xˆ− x0] = F T (x0) r(x0) (2-12)
[F T (xq)F (xq)]∆xq+1 = F T (xq) r(xq) (2-13)
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Solve iteratively xq+1 = xq + ∆xq+1. The iterations of Eq. 2-12-2-13 are continued until
J(xˆ) approaches a minimum.The method of estimating xˆ by solving Eq. 2-12-2-13 is also
called the Gauss-Newton method. According to the Levenberg-Marquardt algorithm [48],
Eq. 2-12-2-13 may be solved by adding positive numbers to the diagonal of the matrix
F T (xq)F (xq) in case of oscillatory behavior in convergence and/or ill-conditioning of the
matrix. Thus, Eq. 2-12-2-13 becomes
[F T (xq)F (xq) + αD] ∆xq+1 = F T (xq) r(xq) (2-14)
where D is a diagonal matrix and the constant α>0. A small α gives a Newton’s step and a
large α gives a steepest descent step. It is convenient to adjust α by comparing the actual
reduction ∆J(x) in the sum of squares, to the reduction that would have occurred if the
linear model
r(x0 +∆x) = r(x0) + F (x0)∆x (2-15)
A test for optimality of the point xq often carried out is:
∥∥∥∥dJ(x
q)
dx
∥∥∥∥ ≤ ε (2-16)
xq is optimum and hence stops the process. Smaller convergence values (ε) result in a
better estimate of the model parameters. Despite its wide use, conventional optimization
algorithms may experience convergence difficulties due to convexity problems or non-smooth
characteristics. These are some reasons that gave origin to alternative techniques, such as
the genetic algorithms.
2.4 A small signal formulation
Stability programs designed for large-disturbance (transient) stability studies simulate
system response in time domain following a disturbance. The simulations are normally
limited to a short duration, usually a few seconds. If the generator rotors swing back
before reaching a specified angle, the power system is considered large-disturbance stable.
In the early days when electric power networks were relatively confined, and sophisticated
control equipment were not generally utilized on the generators, the above criterion, also
called ”first swing stability,” was enough to assure eventual stability of the system against
that particular disturbance. Instability in the initial period following a large disturbance is
generally due to insufficient (or lack of) synchronizing torque between the interconnected
generators. Automatic control equipment, e.g., fast acting excitation control, help improve
the first swing stability by increasing the synchronizing torque. However, in the process they
often reduce the damping torque, sometimes even rendering the overall damping negative,
thereby causing oscillatory instability. With the growth of interconnection and application of
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advanced control equipment, consideration of proper damping of oscillations became more
important. In a system capable of withstanding the initial shock of the disturbance, as
evidenced by first swing stability, oscillations could continue at a reduced amplitude for a
while, only to increase a few cycles later and eventually cause cascading line tripping and
possibly system separation. This type of instability can manifest itself not only following a
major disturbance but also following a sudden small change in system condition not generally
classified as major disturbance, e.g., a moderate amount of load tripping, a sudden addition
of a large load, tripping of a minor transmission line, etc. In order for a power system to
be operable, it must have an equilibrium point that is stable. This means it must be small-
disturbance stable. In an interconnected system, due to an improper selection of control
parameters, a stable equilibrium point may not exist at all. Oscillations once started can
build up gradually although they may not be apparent during the first few cycles. On
the other hand a well designed control system can extend the stability limit considerably.
Immediately following a small disturbance, or following a large disturbance after the system
has survived the initial shock (i.e., its first swing) and entered a state of oscillation, the system
nonlinearities do not play a major role. The power system can therefore be linearized about
the equilibrium point and useful information on the system small-disturbance performance
can be obtained from the linearized model. This would permit efficient design of the control,
allowing necessary fixes to combat instability. Certain aspects of the system stability problem
are more readily detectable, and hence correctable, by studying the linearized system.
The multi-machine model linearized around an equilibrium point is represented by the state
equation
dx
dt
= Ax+Bu (2-17)
y = Cx (2-18)
where x ǫ Rn is the state vector, u ǫ Rq is the input signal vector, and y ǫ Rp is the output
signal vector. Common inputs are the exciter reference voltages, and the outputs are the
machine angular velocities or electrical powers. Lets define vi and wi the right and left
eigenvectors associated with the i − th eigenvalue λi. pfik = vik wki is the participation
factor;
Ic =
∣∣ wti Bj ∣∣
is the controllability index of eigenvalue λi from station j;
Iow =
∣∣ CK vi ∣∣
is the observability index of eigenvalue λi from station k, considering angular velocities as
outputs. A large pfik suggests that the k − th eigenvalue is quite sensitive to local feedback
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around the i− th state variable. If Iow is large, λi is strongly observable at the k− th station.
If Ic is large, λi is strongly controllable at station j. Hence, based on these indexes, an
appropriate location for PSSs can be selected, to enhance the damping of those modes.
In this section a methodology to enhance the damping of power oscillations is reviewed
[46]. The power system dynamic equations are nonlinear, however, suited solutions for
small deviations around an operating condition may be found. Therefore, in the following a
linearized model of the power system around several equilibrium points are used. We assume
that the system model is composed of generators, loads and excitation systems. Likewise,
we assume that it had been made a complete linear analysis and we know where PSSs should
be installed [49]. The PSSs can be coordinated by the procedure described in the following.
2.4.1 Eigenvalue sensitivities
The eigenvalue sensitivity analysis has been used as an important tool for power system
dynamic studies and the controller design. It has been found that the trajectories of
the dominant eigenvalues for system parameter changes are nonlinear and the first-order
estimates are not accurate [50, 51].
A method to consider the second-order eigenvalues of the augmented system matrix has been
presented in [51]. In this technique, sensitivity analysis of a particular mode is performed
with only its own left and right-eigenvectors; additional information is not needed [51]. The
well-known linearized model for the power system stability analysis may be represented as
follows:
[
∆x˙
0
]
=
[
AG BG
−CG Y
] [
∆x
∆v
]
+
[
U
0
]
[∆u] (2-19)
or
∆˙˜x = A˜∆x˜+ U˜∆u˜ (2-20)
where:
• x is the state vector.
• v is the vector of the network bus voltages.
• u is the vector of control input variables.
• ∆ indicates perturbed values.
• A˜ is the augmented system state matrix.
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The eigenvalue, right eigenvector vi, and left eigenvector wi of the augmented matrix are
evaluated by,
A˜vi = λiBvi (2-21)
A˜Twi = λiBvi (2-22)
where matrix B has values of 1’s in its first n-diagonal positions and 0’s in all other positions,
and n is the number of state variables. Considering changes in the system parameters, the
augmented matrix A˜ can be change to a new augmented matrix A˜N and its perturbation
results as E = A˜N − A˜. The first and second-order eigenvalue perturbations are given as
follows [51]:
∆λ
(1)
i = wi
TEvi (2-23)
∆λ
(2)
i = wi
T∆Evi (2-24)
To compute the vector ∆vi to solve the following equations simultaneously is required,(
A˜− λiB
)
∆vi =
(
∆λ
(1)
i B − E
)
vi (2-25)
wi
TB∆vi = 0 (2-26)
As aforementioned, existing techniques for the analysis of small signal stability such as
eigenvalues analysis are based on a few selected points from the wide range of possible
operating conditions. Based on engineering judgment, and experience, small signal stability
limits can be approximately assumed. Nevertheless, these techniques do not guarantee
acceptable performance or even stability other than at the design condition. More
importantly, the known methods do not produce an indication of the stability margin that is
needed for the development of remedial measures. Trying to overcome such difficulties,
an optimization function to compute de best PSSs parameters in order to damp the
electromechanical oscillations caused by perturbations was proposed. The following objective
function is solved [46]:
min
K∑
k=1
∑
j∈Z
Re {∆λj} (2-27)
where the eigenvalues perturbation can be represented as a second-order perturbation
∆λj = ∆λj
(1) + ∆λj
(2), K = {set of operating conditions} and Z={all λi of concern on
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the k-th operating condition}. The proposed objective function Eq. (2-27) minimizes the
real part of the sensitivities of the modes of concern in order to compute the best parameters
of the stabilizers, taking different operating points into account.
The conventional PSSs studied in this research have the transfer function:
y (s)
u (s)
=
skT
1 + sT
1 + sT1
1 + sT2
1 + sT3
1 + sT4
(2-28)
The first term represents a washout filter used to eliminate steady state bias in the output
of PSS, which will modify the generator terminal voltage. Essentially, the washout acts as
a high pass filter and it must pass all frequencies that are of interest. The second term is a
dynamic compensator in series with the washout filter and is used to improve the phase lag
through the system [2]. To simplify the procedure, we consider T1 = T3 and T2 = T4. For
each stabilizer, we are going to estimate just T1 and K, because of T and T2 are previously
selected. T ranging between 7.5 − 15s, is chosen to ensure a negligible phase-shift and
gain contributed by the washout block in the range of oscillating frequencies of concern. T2
ranging between 0.020− 0.10s, is chosen from a consideration of physical realization [2]. So
that, for N stabilizers, we are going to estimate 2N parameters (N time constants T1, and N
gains K). Notice that with this procedure robust stabilizer parameters are computed, able
to increase the damping of the modes of concern and operate satisfactorily over a wide range
of conditions. Changing the parameters of the stabilizers from a set of typical parameters,
creates the perturbation matrix E of Eq. (2-25-2-26),Table 2-1.
Table 2-1: Stabilizers parameters used as typical.
PSSs′Parameter V alue
T 7.5
K 0.1
T1 = T3 0.045
T2 = T4 0.015
2.5 Evolutionary techniques.
Unfortunately, in different propositions the optimization process requires computations
of sensitivity factors and eigenvectors at each iteration. This gives rise to the heavy
computational burden and slow convergence. Besides, the search process is susceptible to
be trapped in the local minima and the solution obtained will not be optimal. Furthermore,
the problem of the PSS design is a multimodal optimization problem (i.e., there exists more
than one local optimum). Hence, local optimization techniques are not suitable for such
a problem. Moreover, there is no local criterion to decide whether a local solution is also
the global one. Thus, conventional optimization methods that make use of the derivatives
and gradients are, in general, not able to locate or identify the global optimum, but for the
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real-world applications, one is often content with a good solution, even if it is not the best.
In recent years, global optimization techniques like Tabu search, Genetic Algorithms (GA),
simulated annealing, rule based bacteria foraging and strength pareto evolutionary algorithm
[10, 11, 12, 16, 44] have been applied for the PSS parameter optimization. These evolutionary
based methods are heuristic population-based search procedures that incorporate random
variation and selection operators. Although, these methods seem to be good approaches
for the solution of the PSS parameter optimization problem, however, when the system
has a highly epistatic objective function (i.e. where parameters being optimized are highly
correlated), and the number of parameters to be optimized is large, then they have degraded
effectiveness to obtain the global optimum solution and also simulation process takes a lot
of computing time. Shayeghi et. al [52] proposed a particle swarm optimization (PSO) for
the design of PSS parameters at different operating conditions in comparison with the GA
based tuned PSSs. However, the performance of the classical PSO greatly depends on its
parameters, and it often suffers the problem of being trapped in the local optima so as to
be premature convergence.
Genetic Algorithms (GA) are stochastic search techniques considered global search methods
based on the mechanism of natural selection and natural genetics. GA acts as a biologi-
cal metaphor and tries to emulate some of the processes observed in natural evolution, for
instance plants and animals. They are viewed as randomized, yet structured, search and
optimization techniques. GA, differing from conventional search techniques, starts with an
initial set of random solutions called population. Each individual in the population is called
a chromosome, representing a solution to the problem. A chromosome is a set of genotypes,
which store the characteristics of solutions. The chromosomes evolve through successive
iterations named generations. For each generation the objective function (fitness measuring
criterion) determines the suitability of each solution. Based on these values, some of them
(parent chromosomes) are selected for reproduction. The performance of a GA depends on
the fitness evaluation criterion to a large extent. Genetic operators are applied on these (se-
lected) parent chromosomes and new chromosomes (offspring) are generated. The operators
frequently employed in GA are selection/reproduction, crossover, and mutation which are
used to generate a new population. Some of the parents form offspring by rejecting others
so as to keep the population size constant. Fitter chromosomes have higher probabilities of
being selected. After several generations, the algorithms converge to the best chromosome,
which hopefully represents the optimum or suboptimal solution to the problem. The general
structure of genetic algorithms is described in Fig.2-1.
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Generate initial
population
A small number of
individuals in the offspring
population will mutate
Randomly pair the
individual as a parent, then
perform crossover on the
pair to generate two
offspring.
Select individuals. The
probability of selection of
each individual is
proportional to its fitness.
Evaluate each individual by
fitness function.
Stopping does
criteria met?
Output results
Replace all individuals of
the previous generation
with the new offspring that
have completely gone
through selection,
crossover and mutation.
Yes
No
Figure 2-1: GA flowchart
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The main elements of Genetic Algorithms can be described as follows [53]:
• Selection. This operator selects the fitter chromosomes in the population for
reproduction. The objective of GA is to converge to an optimal individual, and the
driving force is the selection pressure that determines the convergence rate.
• Crossover. The idea of crossover is to mimic the natural of mating which recombine two
chromosomes of two organisms. This operator chooses one/many cutting point(s) and
exchanges the subsequences before and after that cutting point between two offsprings.
• Mutation. This operator simulates the natural mutation by randomly flipping some of
the bits in a chromosome.
• Population. GA usually starts with a set of initial guess solutions that are randomly
generated. This set of possible solutions in each generation is called population. The
size of a population may vary from one generation to another or it can be constant.
• Fitness Function. A fitness function is used to evaluate the fitness of each candidate
solution. The fitness of a chromosome depends on how well that chromosome solves
the problem.
• Representation. The basic feature of GA is that they work on coding space and solution
space. The coding is a mapping from the coding space to the solution space that
transforms the set of solutions to a finite length string. The codes represented by
genes in the chromosome enable the GA to proceed in a manner that is independent
of the solution space.
2.6 Emulation
A very attractive new kind of simulation has been available for some years: fully digital real-
time simulation. Traditionally used in transient analysis of electric power systems, digital
real-time simulators could also be very helpful to study systems. These simulations can
indeed be interfaced directly with industrial controllers, thus allowing extensive performance
evaluation without the cumbersome laboratory installations required by the real equipment.
Real-time simulation would therefore provide an economical tool for drive controller testing
and offer all the flexibility needed to simulate machines in all power ranges. Fully digital real-
time simulation is based on parallel computing. In order to demonstrate the applicability of
the proposed methodology, results of real-time simulations are presented in the final chapter.
These studies are carried out on a dSPACE platform [54].
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2.6.1 Basics
Real-time power system simulators have been used by power system engineers since several
decades. The complexity of electrical network phenomena, the constant growth of power
system networks, and the use of more sophisticated control equipments, has increased
the need for real-time simulation tool. Since several years, with the rapid progress of
computer technology, real-time simulation of power system network can now be conducted
fully numerically. While off-line simulation and modeling significantly helps in preparing
a new product or prototype for field deployment, thorough testing of the hardware under
dynamic and transient conditions is essential for a swift transition of technology from the
experimental phase to prototype and, subsequently, product phase. This approach is named
hardware-in-the-loop (HIL). The method of real-time simulation of electric power systems
and its application in hardware-in-the-loop (HIL) experiments can be a very powerful tool in
this process. As an advanced design and/or test method, HIL simulations allow the prototype
of a novel apparatus to be investigated in a virtual system under a wide range of realistic
conditions repeatedly, safely and economically. HIL simulations have been successfully used
for the tests of protection relays [55], [56], power converter controllers [57] and power quality
regulators [58]. Typically, the hardware under test consists only of controllers. This may
be referred to as a controller hardware-in-the-loop (CHIL) simulation. With CHIL, various
controllers such as protective relays, power electronic control boards, and rotating machine
controllers can be tested in a simulated, closed-loop environment which allows reproducing
of highly dynamic and transient power system phenomena under real-time constraints with
the full feedback between system and hardware. All the signals exchanged between the
simulator and the hardware are at low voltage and low power levels (typically in the range
of ±10V and a few mA). The interface can be easily realized by ADCs (Analogue/Digital
Converters) or DACs (Digital/Analogue Converters). Such a simulation is therefore called
power hardware-in-the-loop (PHIL) simulation. Because the hardware under test absorbs
and/or sinks real power, appropriate power amplification and conversion apparatuses must
be included [59].
2.6.2 dSPACE
The dSPACE simulator is a hardware-in-the-loop (HIL) system. dSPACE allows:
1. Real-time simulations.
2. Generates and measures various signals, for example: PWM sensor signals and Hall
sensor signals (e.g., wheel speed, fuel level), resistance-based sensor signals (e.g.,
temperature), analog and digital sensor signals (e.g., throttle, switches, lamps, relays),
algorithm and waveform-based signal generation (e.g., crankshaft, camshaft, knock
signals), angle-based measurement of injection and ignition pulses, measurement
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of PWM actuator signals (e.g., solenoid valves),connection to CAN, LIN, FlexRay,
MOST, Ethernet, etc., and serial interfaces. Other buses are also possible.
To work with dSPACE systems, you must first:
1. Generate a real-time application (RTI). For this, you first create the Simulink model.
The Real Time Interface is the implementation software for single board hardware,
MicroAutoBox hardware and modular hardware with a single processor board. It
connects your model to the I/O of the board.
2. Add the I/O interface to the model using dSPACE RTI blocks.
3. Generate C Code. The Real-time Workshop generates C code from the model
automatically.
4. The cross compiler environment compiles the generated C code and links the object
files and libraries into an executable application for the real time processor.
3 Optimal Tuning of Power System
Stabilizers
A proposition is made to design and coordinate multiple power system stabilizers (PSS)
in order to enhance the electromechanical transient behaviour of power systems. A
technique for tuning stabilizers by an optimization problem is presented. The stabilizers
parameters are obtained through the minimization of an objective function based on
quadratic functions. The effectiveness and robustness of the procedure are demonstrated
through digital simulations on a dynamic equivalent of the Mexican power system.
3.1 Introduction
With the increasing electric power demand power systems can reach stressed conditions.
So that, measures need to be taken in order to prevent not allowed voltage and frequency
levels. For many years, considerable efforts have been made for designing and applying new
damping sources. The power system stabilizers (PSS) are one of the most common controls
used to damp out oscillations and to offset the negative damping of the automatic voltage
regulators [60]. The major role of PSS is to introduce modulating signal acting through
the excitation system to add damping to rotor oscillations. However, if the PSSs are not
properly coordinated, such devices may not provide enough damping, especially to inter-area
oscillating modes. That is the reason to look for smart strategies for coordinating PSSs.
Thus, the interaction among stabilizers may enhance or degrade the damping of certain
modes of rotor’s oscillating modes. The improvement hinges on an adequate coordination
of controllers in order to solve marginal operating problems, ensuring robustness for several
operating conditions.
Optimization techniques have been widely used for solving power system operating and
control strategies. Classical optimization deals with problems of minimizing or maximizing
an objective function with several variables, usually subject to equality and inequality
constraints. There are a large number of different approaches that have been developed to
attain optimum results. The evolutionary methods constitute an approach to search for the
optimum solutions via some form of directed random search process. A relevant characteristic
of the evolutionary methods is that they search for solutions without previous problem
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knowledge. In this research, the stabilizers’ coordination is carried out by a quadratic
objective function.
The power system dynamic equations are non-linear in nature, without a closed form
solution. However, it is possible to find useful solutions for small deviations about a chosen
steady-state equilibrium point. A plethora of techniques to coordinate PSSs have been
presented based on a power system’s linearized version. That will not be the case in this
research, where non-linear models are used. It is assumed that the power system is composed
of generators, loads and excitation systems, and different operating conditions are taken into
account.
3.2 Proposition
In this research, the formulation is based on the following optimization problem,
min f (x) =
∑
k∈MB
[ωref − ωk (x, t)]
2 (3-1)
where x is the vector of variables (PSSs’ gains and time constants); ωref is the reference
angular speed; ωk (x, t) is the k-th synchronous machine angular speed after some
disturbance(s); t is time; MB is the set of synchronous machines equipped with PSS. In order
to take different operating conditions into account,the Eq. (3-1) may include an additional
summation which includes such conditions. That is,the Eq. (3-1) may be weighted to
formulate the problem by,
min f (x) =
∑
i∈OC
ωi{
∑
k∈MB
[ωref − ωk (t)]
2} (3-2)
index OC is related to conditions of operation, and ωi is a weighting factor. Conventionally,∑
i=OC
ωi = 1 (3-3)
In order to illustrate the PSS performance, in this paper the Eq. (3-2) is solved by a genetic
algorithm (GA), taking three operating points into account. Additionally, a multi-objective
formulation may be used to improve some other indexes, for instance, account for some power
flow limits through transmission lines, but it isn’t objective in this document. Assuming a
conventional PSS with one wash-out block and two lead-lag blocks, which transfer function
is,
Vi
∆ω
=
KwTs
1 + sT
1 + T1s
1 + T2s
1 + T3s
1 + T4s
(3-4)
The following parameters are going to be estimated: (i) the wash-out gain,Kw; (ii) the time
constant T1 = T3. For simplicity, it is assumed that T = 7.5s, and T2 = T4 = 0.01s. Hence,
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each conventional PSS contributes with two parameters to the optimization problem. To
simplify, we consider T1 = T3 and T2 = T4; so that, for each stabilizer, we are going to
estimate just the time constant T1 and the gain K, because of the time constants T and
T2 are previously selected. T ranging between 7.5 and 15s, is chosen to ensure a negligible
phase-shift and gain contributed by the wash-out block in the range of oscillating frequencies
of concern. T2 ranging between 0.010 and 0.10s, is chosen from a consideration of physical
realization [49]. Therefore, forN stabilizers, we are going to estimate 2N parameters (N time
constants T1, and N gains K). It is emphasized that with this procedure robust stabilizers,
able to operate satisfactorily over a wide range of operating conditions, are obtained.
The optimization algorithm is concerned with calculating a vector x so as to optimize f(x);
x = x1, x2, ..., xD. D is the dimensionality of vector x. Ordinarily, the variables have an
allowed interval defined by their lower and upper bounds: xjlow, xjupp;j ∈ {1, ..., D}. The
initial population is selected uniform randomly between the lower (xjlow) and upper (xjupp)
bounds defined for each variable (xj). These bounds are specified by the user according to
the nature of the problem.
Genetic algorithms have been extensively used to solve optimization problems. Thus, it is
well known as a powerful method and it is utilized in this research [11, 38, 61]. For each
problem is important define the following GA’s parameters: (i) population size; (ii) crossover
probability; (iii) mutation probability; (iv) maximum number of generations. The Fig. 3-1
depicts a flowchart of the proposed strategy.
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Figure 3-1: Flowchart for the proposed coordination.
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3.3 Single Machine Infinite Bus Power System (SMIB).
To illustrate the applicability of the proposed technique three different test power systems are
used, where stabilizers are tuned with the purpose of adding damping to power oscillations
and to preserve security. In SMIB, synchronous machine model without damper windings
with typical parameters are employed and equipped with a static excitation system.
To assess the effectiveness and robustness of the technique for tuning stabilizers, simulation
studies are carried out for three-phase faults and clearing faults applied in various buses
under different scenarios. Lets start showing the results obtained for the SMIB under four
operating conditions.
The SMIB is composed by a synchronous generator, static excitation system, conventional
power system stabilizer -CPSS, transformer, transmission line, load and infinite bus, Fig.
3-2
• The synchronous generator parameters are (p.u): D = 0, Xd = 0.065, Xpd = 0.025,
Tpd0 = 6.0, Ra = 0, Xq = 0.055, Xpq = 0.02, Tpq0 = 0.535, H = 6.4.
• Network equivalent: This varies under different operating conditions. Re = 0.
• The pre-assigned static excitation system parameters are Ka = 35 and Ta = 0.015.
• Taking into account the above considerations the PSS’s parameters are: T = 7.5
and T2 = 0.01 . The following bound are imposed over parameters K and T1:
[Klow, T1low] = [0.002, 0.01] and [Kup, T1up] = [0.75, 0.1].
Figure 3-2: Single-machine infinite-bus power system.
The following GA’s parameters have been used: (i) population size=30; (ii)
crossover probability=0.9; (iii) probability of mutation=0.1; (iv) maximum number of
generations=30.
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3.3.1 Study
In this application, there are two PSS’s parameters (decision variables, x): (i) the gain K;
(ii) the time constant T1. Table 3-1 shows four operating conditions employed to calculate
the PSS parameters. The optimization problem is Eq. (3-2)
Table 3-1: Operating conditions.
Case 1 Case 2 Case 3 Case 4
P + jQ 0.5 + j0.30 0.5 + j0.30 0.75 + j0.40 0.5− j0.30
Xe j0.175 j0.30 j0.10 j0.15
The estimated parameters become: K = 0.730 and T1 = 0.0977
3.3.2 Simulations
A three-phase fault is applied for the different operating conditions. The fault is cleared
after 3 cycles and the original system is restored after the fault clearance. Fig. 3-3-3-4
show a comparison with and without PSS for case 2. Without PSS, an oscillatory instability
appears in the power system for a local oscillation mode which lacks of sufficient damping
torque. With PSS, the system retrieves steady state conditions after fault clearance in a
time 0.6 seconds.
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Without PSS the active power flow through the line is completely oscillatory after the fault,
therefore this instantaneous value could jeopardize the line,Fig. 3-4
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Figures 3-5-3-7 depict the transient behavior of some representative signals after a three-
phase fault, where the stability of the system is maintained. The power oscillations are
effectively suppressed with the application of the conventional power system stabilizer. It is
observed that damping can be added satisfactorily through the proposed objective function.
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Thus, the estimated parameters obtained by the genetic algorithm, minimize the difference
between the angular speed at time t and the reference speed after the fault clearance. That
is, the strategy is to push the postfault value of the angular speed to the prefault value.
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3.4 Multimachine Test System - New England power
system.
The power system model presented in the following is the New England power system model,
constituted by ten machines, thirty nine bus, and 46 transmission lines. All generators
are represented through a transient stability model, and they are equipped with a static
excitation system.
The diagram of this system is shown in the Fig. 3-8. Details of the system data are given
in [60].
01
02
03
0504
06
07
09
0810
29
92826
25
810
12
27
37
24
36
38
13
11
2
39
35
3414
15
16 32
31
33
30
4 5
21 22
6
23
7
17
18
19
201
3
Figure 3-8: New England Power System.
3.4.1 Study
With the purpose of illustrating the proposition, it is assumed that conventional PSSs are
installed at synchronous generators 1-8. The main objective is estimates simultaneously the
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set of optimal variables K and T1 associated to the PSSs, under various system operating
conditions, by minimizing the objective function. Thus, for 8 generators, there are 16
parameters (decision variables, x) to be estimated.
The multi-machine system is composed by a synchronous generators, static excitation
systems, conventional power system stabilizers-PSSs, transformers, transmission lines, and
loads. The lead-lag structure of PSS controller is considered in this study. The PSS’s
parameters used are wash-out time constant T = 7.5s and the time constant T2 = 0.01s.
The PSS’s variables to be estimated are the gain K and the lead time constant T1. The
fast exciter model contain the automatic voltage regulator (A.V.R) characterized by gain
KA = 50 p.u, time constant TA = 0.015s, maximum voltage regulator output V Rmax = 20
p.u, and minimum voltage regulator output V Rmin = −20 p.u.
In this case, robustness means the fact that the PSSs have to perform well against a wide
scenarios of the system parameters, loading conditions, disturbance size and location [62].
Three operating conditions are considered:
• Lightly loading system-Case 70%.
• Nominal Case-Case 100%.
• Heavily loading of the system-Case 130%.
Taking into account the optimization problem Eq.(3-2), the PSS’s parameters were tuned
optimally to improve the overall system dynamic stability, where a random load change in all
buses gives rise to the transient behavior. A normal distribution with zero mean is utilized
to generate the increment (decrement) in all buses. The variation is limited to a maximum
of ±50%. To account for each operating condition into the objective functions, the same
weighted factors have been utilized (wi = 1/3).
After variables K and T1 are estimated, the evaluation of the effectiveness and robustness
of PSS was performed under different operating conditions by applying three-phase fault in
several bus.
The design problem formulated into Eq.(3-2) is constrained to:
2 ∗ 10−5 ≤ K ≤ 1
2 ∗ 10−5 ≤ T1 ≤ 0.1
T1=T3
T2=T4
The following GA’s parameters have been used: (i) population size=160; (ii)
crossover probability=0.9; (iii) probability of mutation=0.1; (iv) maximum number of
generations=50. Table 3-2 summarizes the estimated parameters for the eight generators,
according to the objective function.
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Table 3-2: Estimated parameters for the conventional PSSs.
K T1
0.85748726 0.04679
0.51392467 0.09538521
0.88216716 0.09686705
0.27235732 0.09474711
0.42142959 0.08513015
0.75819379 0.09011494
0.72907428 0.09220556
0.65306817 0.09236284
3.4.2 Simulations
For performance’s evaluation, non linear time domain simulations were carried out using
matlab. A three-phase fault is applied in all cases aforementioned; the fault is cleared after
3 cycles, and after fault clearance the original system is restored.
Table 3-3 summarizes the 3 cases under study for three-phase faults on different buses.
Table 3-3: Operating Cases.
Case Buses
70% 14 27 37
100% 13 19 28
130% 11 22 39
The results are depicted in Fig. 3-9-3-11 for case 70%, in Fig. 3-12-3-14 for case 100%
and Fig. 3-15-3-17 for case 130%.
For the three cases with fault in different buses, the following details can be remarked:
• In the faulted condition, the electrical variables of the power system drooped from a
steady state to new value that changes (for each time t), looking for a new operating
point as a result of generatores dynamic response. The simulations without PSSs show
that the damping is not enough and the system become oscillatory.
• The conventional power system stabilizer PSS provided damping to the rotor
oscillations independently of the fault location. With the application of PSSs in
Fig.3-9-3-17 it is observed that the stability of the system is maintained and power
system oscillation is suppressed in a time lower than 1 second, in all the studied
operating conditions.
• With the PSS inclusion the variations speed angular, position angular y active power
system of all machines are greatly reduced. This contributes to the machines do not
lose synchronism and the system remains stable.
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• The proposed coordination enable to estimate the best PSS’s parameters
simultaneously to ensure damping after a fault.
• Non-linear time-domain simulations allow to validate the effectiveness and robustness
of the optimized PSS parameters under various operating conditions and under three
phase faults in various buses.
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Figure 3-9: From left to right: Angular position gen 7 and 8, angular speed gen 3 and 4, ∆w gen
3 and 4 and active electric power gen 5 and 6 to a fault in the bus 14-Case 70%.
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Figure 3-10: From left to right: Angular position gen 9 and 10, angular speed gen 5 and 6, ∆w
gen 3 and 4 and active electric power gen 1 and 2 to a fault in the bus 27-Case 70%.
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Figure 3-11: From left to right: Angular position gen 1 and 2, angular speed gen 7 and 8, ∆w gen
3 and 4 and active electric power gen 9 and 10 to a fault in the bus 37-Case 70%.
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Figure 3-12: From left to right: Angular position gen 5 and 6, angular speed gen 1 and 2, ∆w gen
9 and 10 and active electric power gen 3 to a fault in the bus 13-Case 100%.
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Figure 3-13: From left to right: Angular position gen 9 and 10, angular speed gen 7 and 8, ∆w
gen 1 and 2 and active electric power gen 3 and 4 to a fault in the bus 19-Case 100%.
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Figure 3-14: From left to right: Angular position gen 3 and 4, angular speed gen 9 and 10, ∆w
gen 5 and 6 and active electric power gen 7 and 8 to a fault in the bus 28-Case 100%.
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Figure 3-15: From left to right: Angular position gen 7 and 8, angular speed gen 9 and 10, ∆w
gen 5 and 6 and active electric power gen 1 and 2 to a fault in the bus 11-Case 130%.
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Figure 3-16: From left to right: Angular position gen 5 and 6, angular speed gen 1 and 2, ∆w gen
3 and 4 and active electric power gen 7 to a fault in the bus 22-Case 130%.
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Figure 3-17: From left to right: Angular position gen 1 and 2, angular speed gen 5 and 6, ∆w gen
9 and 10 and active electric power gen 8 to a fault in the bus 39-Case 130%.
3.5 Mexican Interconnected Power System (MIPS).
In this paper, a simplification of the Mexican interconnected power system is used to test
the proposition. It consists of 190 buses and 46 synchronous machines, Fig.3-18 [63]. The
Mexican Interconnected System comprises an overall generating capacity of approximately
57 GW, and a main transmission system of about 91,311 km among 400 kV, 230 kV and 115
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kV lines. The MIPS is composed of seven interconnected regions including the NorthWestern
(NW), Northern (N), NorthEastern (NE), Western, (W), Central (C), SouthEastern (SE)
and Peninsular (P) areas. The system is characterized by a longitudinal configuration, with
geographical areas interconnected through long transmission lines, and remotely-located
generation resources from the major consumption centers like the metropolitan areas of
Mexico City (in the C region), Monterrey (in the NE region) and Guadalajara (in the W
region) [26]. In this paper, a dynamic equivalent of the grid in Fig.3-18 is utilized. The
subsystem on the right of the dotted line is considered as the system under study. Thus,
the subsystem on the left is the external one. There are five frontier nodes (86, 140,142,
148 and 188), and six frontier lines (86-184, 140-141, 142-143, 148-143 and 188-187). Thus,
the equivalent electrical grid has five fictitious generators at nodes 86, 140, 142, 148 and
188. PSSs are installed in the twelve generators of the internal system. All generators
are represented through a transient stability model, and they are equipped with a static
excitation system.
Figure 3-18: 190 buses-46 generators power system.
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3.5.1 Study
In this application, there are two PSS’s parameters (decision variables, x) per each equivalent
generator: (i) the gain K; (ii) the time constant T1. Thus, for twelve equivalent generators,
there are 24 parameters to be estimated.
A random load change in all buses gives rise to the transient behavior. A normal distribution
with zero mean is utilized to generate the increment (decrement) in all buses. The variation
is limited to a maximum of ±50%. The disturbance lasts for 0.12 s and then it is eliminated;
the studied time is 2s. Fig. 3-1 depicts a flowchart of the followed strategy to calculate an
optimal solution.
Three operating points are taken into account:
• Nominal case-Case 1 100% [64].
• Heavily loading of the system-Case 2 140%.
• Lightly loading system-Case 3 70%.
To account for each operating condition into the objective functions, the same weighted
factors have been utilized (wi = 1/3), eqs. (2)-(3). Table 3-4 summarizes the estimated
parameters for the twelve generators at the internal system, according to the objective
function. These values are the average after 25 runs, estimated through the GA with
the parameters above mentioned. Columns 1-2 in Table 3-4 are parameters associated
to the conventional PSS model. In the case of conventional PSSs, it was assumed that the
wash-out time constants T = 7.5s and the time constants T2 = T4 = 0.01s. During the
optimization procedure, the following bounds are taken into account: (i) wash-out gain, K
: [2.5e− 4, 1e− 3]; (ii) time constants, T1 = T3 = [1e− 2, 0.1].
Table 3-4: Estimated parameters for the conventional PSSs.
K T1
0.000999 0.0989
0.000986 0.0303
0.000997 0.0998
0.00033 0.0998
0.001 0.1
0.001 0.1
0.000995 0.076
0.00025 0.0899
0.00025 0.0871
0.000973 0.1
0.001 0.0998
0.000992 0.0102
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3.5.2 Simulations
Figures 3-19-3-21 depict the transient behavior of some representative signals after a three-
phase fault at buses 172-Fig.3-19 for the Case 1; 168- Fig.3-20 for the Case 2; and 144-
Fig.3-21 for the Case 3. Bus 39 is selected as the slack bus.
Figure 3-19: Case 1: From top to bottom (i) electrical torque 40; (ii) angular speed 28; (iii) angular
position 37 (referred to slack), after a three-phase fault at bus 172.
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Figure 3-20: Case 2: From top to bottom (i) electrical torque 38; (ii) angular speed 37; (iii) angular
position 40 (referred to slack), after a three-phase fault at bus 168
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Figure 3-21: Case 3: From top to bottom (i) electrical torque 39; (ii) angular speed 30; (iii) angular
position 29 (referred to slack), after a three-phase fault at bus 144.
These results exhibit the non-linear behavior of the some real electrical powers, angular
velocities, and the rotor positions, after a sudden three-phase fault applied at nodes 172-
168-144, taken into account the aforementioned operating conditions. It is noteworthy that
robust stabilization is attained through the coordinated stabilizers. Thus, the problem of
selecting the PSS’s parameters in order to enhance the damping of power oscillations for a set
of operating conditions is formulated as an optimization problem. A systematic procedure
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based on an optimal criterion has been proposed. It leads to robust stabilizers able to have
a suitable performance under different operating environments and network structures. The
numerical examples exhibit the coordination of PSSs; a notorious improvement of the power
system transient behavior for different operating requirements is reached.
4 PSS’s Testing on a Real Time
Environment
Real time power system simulation has been used with the purpose to corroborate the
dynamic behaviour of the designed PSSs. The real time simulation is used to illustrate the
effectiveness of the proposed PSS’s coordination. It is worth noting that this tool represents
a powerful strategy to test conventional and novel controllers, in order to assess its feasibility.
4.1 dSPACE
The dSPACE real time hardware is an obvious choice when working within the
Matlab/Simulink environment. The Matlab/Simulink models can be implemented and tested
in real-time.
To work with dSPACE systems, it is required to first generate a real time application.
Generating a real time application is a successive process, which is defined below [54].
• Creating a Simulink model: A Simulink model is created using Matlab and Simulink.
Instead of programming C code manually, we can implement the control algorithm
graphically using Simulink blocks. The models are saved as MDL files.
• Specifying RTI I/O interfaces: RTI is the link between dSPACE hardware and the
Matlab/Simulink software. It acts as a driver to the dSPACE hardware. RTI is
integrated into the Simulink model like any other Simulink blocks. To connect the
simulation model to the physical world, it is necessary to introduce I/O interfaces into
the model. These allow to replace parts of the simulated model with real hardware.
dSPACE’s RTI (Real Time Interface) blocks provide I/O interfaces for accessing the
dSPACE hardware.
• Generating C code: We can build the model created with Simulink and RTI blocks
using the Real Time Workshop. The Real Time Workshop generates C code from the
model automatically.
• Compiling and linking the real time application: The cross compiler environment
compiles the generated C code and links the object files and libraries into an executable
application for the real time processor.
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As a result of the above process, a real time application is generated,which consists of four
files [65]:
• PPC-Program code to be downloaded to the hardware.
• MAP-Map file with address information of variables.
• TRC-Variable description file used by Control Desk.
• SDF-System description file with references to the PPC, MAP,and TRC file. In Control
Desk, drag and drop this file to the dSPACE board to start the real time application
and load the variables contained in the related TRC file.
Finally, Control Desk, an experimentation tool, is used to control, tune and monitor the
running process. With the software Control desk (dSPACE) a virtual instrument panel is
built. It enables the operator to change parameters and monitor signals in realtime without
regenerating the code. In addition, Control desk displays time histories of any variable being
used by the application.
4.2 Experimental Results
For simulations in real time two plataforms are used: Matlab/Simulink and dSPACE. The
power system employed is the New England and the PSS’s parameters are those described
in Chapter 3. These models were built in Simulink to generate the simulation in dSPACE
real time hardware; the dSPACE station is DS1104. The signals obtained through dSPACE
are observed by the oscilloscope, Fig.4-1.
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Figure 4-1: Experiment with dSPACE.
For performance’s evaluation, non linear time domain simulations were carried out using
dSPACE. A three-phase fault is applied for all cases shown in Table 4-1; the fault is cleared
after 3 cycles and after fault clearance the original system is restored. In this case, robustness
means the fact that the PSSs must to perform properly under a wide scenarios of the system
parameters, loading conditions, disturbance size and location.
Table 4-1: Operating Cases.
Case Buses
Case70% 2 20 25
Case100% 13 16 28
Case130% 11 36 39
Fig. 4-2-4-10 depict the transient behaviour of some representative signal as angular speed
deviation ∆w, angular speed w, active electric power pelec and angular position Θ afther a
three-phase fault. The signals have been scaled with several factors to be observed on the
oscilloscope.
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Figure 4-2: Case 70%: Three-phase fault in bus 2. CH1=∆wgen8, CH2=wgen2, CH3=pelecgen10, CH4=Θ3.
Figure 4-3: Case 70%: Three-phase fault in bus 20. CH1=∆wgen7, CH2=wgen3, CH3=pelecgen5, CH4=Θ2.
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Figure 4-4: Case 70%: Three-phase fault in bus 25. CH1=∆wgen8, CH2=wgen8, CH3=pelecgen9, CH4=Θ6.
Figure 4-5: Case 100%: Three-phase fault in bus 13. CH1=∆wgen1, CH2=wgen2, CH3=pelecgen4,
CH4=Θ6.
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Figure 4-6: Case 100%: Three-phase fault in bus 16. CH1=∆wgen2, CH2=wgen1, CH3=pelecgen3,
CH4=Θ10.
Figure 4-7: Case 100%: Three-phase fault in bus 28. CH1=∆wgen5, CH2=wgen9, CH3=pelecgen8,
CH4=Θ3.
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Figure 4-8: Case 130%: Three-phase fault in bus 11. CH1=∆wgen8, CH2=wgen10, CH3=pelecgen1,
CH4=Θ3.
Figure 4-9: Case 130%: Three-phase fault in bus 36. CH1=∆wgen7, CH2=wgen6, CH3=pelecgen5,
CH4=Θ8.
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Figure 4-10: Case 130%: Three-phase fault in bus 39. CH1=∆wgen4, CH2=wgen5, CH3=pelecgen6,
CH4=Θ2.
From these simulations the following may be concluded:
• By means of time simulation is observed the dynamic behaviour, in this case the
PSSs behaviour provide damping to system oscillations over a wide range of loading
conditions and with three-phase fault in different buses. This implies robustness respect
to the operating condition.
• dSPACE Simulations results corroborate the effectiveness of the proposed coordination.
• The dSPACE is a hardware easy to use and efficient. Its interface is accessible so that
experiments can be developed under different conditions.
• Real-time simulations have gained importance due to the need to do devices’ proofs
with real data without affecting system operation in the control centers.
• Real time simulations represent a powerful tool to design novel controllers.
5 Conclusions and future work
Based on the literature revision, the analysis realized,the proposed coordination and the
simulations obtained the following may be concluded:
• The combination of excitation and system parameters under certain loading conditions
can introduce negative damping. In order to offset this effect and to improve system
damping in general, artificial means of producing torques in phase with the speed are
introduced called supplementary stabilizing signals. The controllers used to generate
these signals are known as power system stabilizers.
• Power System Stabilizer (PSS) is a supplementary control in order to improve the
operation and add damping to help in attenuate power oscillations; they are able to
extend the stability limit by enhancing the system damping.
• The stabilizers’ robustness under all operating conditions is of concern and their
interaction must be considered to obtain their adequate design.
• Conventional optimization algorithms may experience convergence difficulties due to
convexity problems or non-smooth characteristics.
• Genetic Algorithms (GA) are stochastic search techniques considered global search
methods based on the mechanism of natural selection and natural genetics. GA acts
as a biological metaphor and tries to emulate some of the processes observed in natural
evolution, for instance plants and animals.
• The genetic algorithms are good choice for PSSs’ tuning. For this problem it is
important to define the following GA’s parameters: (i) population size, (ii) crossover
probability, (iii) mutation probability, (iv) maximum number of generations.
• The proposed methodology estimates the best parameters K and T1 simultaneously.
The effectiveness and robustness of the proposed coordination is validated by means of
non-linear simulations in the time domain and was evaluated in three power systems:
Single machine infinite bus, New England and Mexican Interconnected. It shows that
the oscillations are suppressed independent of the operation scenarios and the bus
where a three-phase fault is simulated.
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• The estimated parameters obtained by the genetic algorithm K and T1, minimize the
difference between the angular speed at time t and the reference speed after the fault
clearance. That is, the strategy is to push the postfault value of the angular speed to
the prefault value.
• The real time simulations are realized through the dSPACE order to validate the
performance of the designed PSSs. The PSS provides damping to systems oscillations
under faults in different buses and operating conditions, this corroborates the
effectiveness and robustness of proposed coordination.
• Real-time simulations have gained importance due to the need to carry out device’s
proofs with real data without affecting system operation in the control centers and
represent a powerful tool to design novel controllers.
As future work the following is proposed.
• With the proposed methodology realize to estimate the PSS’s parameters through GA,
including constraints related to the PSS’s output voltage limits, exciter voltage limits
and turbine model.
• Estimate the best PSS’s parameters T and T2 together K and T1.
• Realize simulations with others heuristic methods and different PSS.
• Design physical PSS based on Digital Signal Processor (DSP) or microcontrollers in
order to close the loop within the real time environment.
• Feedback phasor measurement unit (PMU) signals into the PSSs under the real time
environment.
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