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Summary
Evaporation and condensation of thin liquid ﬁlms on solid surfaces are common ele-
ments of industrial processes. In many cases they have a signiﬁcant impact on the
physics of the studied case. At the same time, experimental studies can prove to be
troublesome, mostly because of the amount of possible setups, complex geometries of
interest, numerous materials being used and cost. For that reason it is reasonable to
study this phenomena using numerical methods. Having the advantage in speed and
cost of performance, computational studies become a valuable tool.
For evaporation and condensation process, one has to deal with buoyancy driven ﬂuid
ﬂows, conjugated heat transfer between gaseous and solid phases, ﬁlm thickness model-
ing, vapor phase behavior, and phase transition of the thin ﬂuid ﬁlm into vapor phase.
The strong conjunction and mutual interaction of mentioned eﬀects is the main focus
of presented work.
The gas phase behavior is being calculated using incompressible Navier-Stokes equa-
tions under Boussinesq approximation. The solutions of the partial diﬀerential equa-
tions are obtained with numerical methods using Eulerian ﬁnite volume discretization
(Kundu and Cohen [24]). Time advancement is being treated with second order implicit
discretization. For cases with high Reynolds number, large eddy simulation (LES) tech-
niques are used. Due to the complexity of the geometries of interest a dynamic compu-
tation of the Smagorinsky constant is preferred, applying the lagrangian dynamic model
proposed by Meneveau et al.[7].
The liquid ﬁlm present on the surface of the solids is modeled following Petronio [2].
Since the ﬁlm is thin, it is assumed that it can be represented only by its thickness.
This also leads to assumption that the heat transfer through the ﬁlm is instantaneous.
The vapor is represented by concentration of this phase in the volume of gas. The con-
centration is transported by convection and diﬀusion. The phenomena of evaporation
and condensation of the thin ﬁlms are driven by the presence of concentration gradients
next to the surfaces. Phase transition of vapor to ﬂuid, or other way around, acts on
the energy balance, id. est latent heat is released into the gas when condensation occurs
or the solid is cooled during evaporation.
The heat transport is modeled in both solid and ﬂuid domains. The case is split into
separate regions with diﬀerent material properties. These regions are solved one by
one in a serial way using numerical techniques consistent with domain decomposition
methods described by Quarteroni and Valli [3]. The energy transport among the regions
is performed by applying a heat coupling boundary conditions.
The main focus of this work is to provide a reliable model for simulation system with
complex physics involving ﬂuid motion, heat transport in multi region domains (ﬂuid-
solid), vapor transport, thin ﬁlm evolution and evaporation and condensation eﬀects on
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energy balance. Proposed model is validated on simple geometries and later applied to
problem of evaporation in vertical channel ﬂow. The reference to the channel case is
work of Laaroussi et al.[20]. Presented study aims in providing comprehensive insights
into physical eﬀects that appear when the solid wall is being directly modeled and when
latent heat transformations are taken into account.
The ﬁnal test is performed on a vertical channel with forced turbulent ﬂow, directly
modeled solid walls and evaporation or condensation happening on the boundary. Hav-
ing the model working within such complex frame allows for its future usage in elaborate
industrial applications.
Sommario
Il processo di evaporazione e condensazione di sottili ﬁlm liquidi su superﬁci solide è
un fenomeno comune in molte applicazioni industriali. Tale processo ha un impatto
signiﬁcativo sulla ﬁsica di tali casi. Ciononostante preparare studi sperimentali per lo
studio di tali fenomeni risulta impraticalbile sia per il numero di possibili setup, delle
geometrie complesse di interesse, dei diversi materiali utilizzabili, ed non ultimo il costo
di tali ricerche. Per queste ragioni è preferibile ricorrere alle simulazioni numeriche, che
consentono vantaggi in termini di costi, velocità nell'ottenere i risultati richiesti e la
possibilità di investigare molteplici conﬁgurazioni.
I modelli per la simulazione di processi di evaporazione e condensazione devono poter ri-
solvere ﬂussi stratiﬁcati, il trasferimento di calore tra regioni solide e gassose, l'evoluzione
del ﬁlm liquido considerando la transizione di fase. La mutua interazione e il forte legame
tra gli eﬀetti appena menzionati sono l'oggetto principale del presente lavoro.
L'evoluzione del gas è regolato dalle equazioni di Navier-Stokes sfruttando l'approssimazione
di Boussinesq per gli scalari attivi, temperatura e umidità. La soluzione delle PDE è
ottenuta per mezzo del metodo dei volumi ﬁniti (Kundu e Cohen [24]), l'avanzamento
temporale è discretizzato con schemi impliciti del secondo ordine. Per i ﬂussi ad elevati
numeri di Reynolds, si applica la tecnica denominata Large Eddy Simulation (LES).
In particolare, data la complessità delle geometrie di interesse, si adotta una procedura
dinamica per la valutazione del coeﬃciente di Smagorinsky, riccorrendo al modello la-
grangiano proposto da Meneveau et al.[7].
Il ﬁlm liquido sulla superﬁcie dei solidi è modellato secondo quanto proposto da Petronio
[2]. Fin tanto che il ﬁlm possa considerarsi sottile, si assume che esso sia rappresentabile
solamente dal suo spessore con l'ulteriore assunzione che la trasmissione del calore at-
traverso il ﬁlm risulti istantanea.
Il vapore è rappresentato dalla sua concentrazione presente nel volume del gas, che viene
trasportata e diﬀusa. I gradienti della concentrazione di vapore vicino alla superﬁcie
regola il fenomeno della evaporazione e condensazione di ﬁlm sottili. La transizione di
fase, oltre che sul trasporto di massa, agisce sul bilancio di energia: il calore latente
viene o rilasciato nel gas durante la condensazione, o esso viene assorbito dal solido
sottostante il ﬁlm durante l'evaporazione.
Il trasporto del calore è modellato sia nei domini solidi che in quelli ﬂuidi. Il prob-
lema è diviso in diverse regioni, ciascuna caratterizzata da proprietà termiche diﬀerenti.
Queste regioni sono risolte ad una ad una in maniera seriale utilizzando una tecnica
consistente ai metodi di decomposizione del dominio descritti da Quarteroni e Valli in
[3]. Il trasporto di energia attraverso le regioni è ottenuto mediante l'imposizione di
opportune condizioni al contorno che grantiscono l'accoppiamento termico.
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viii SOMMARIO
L'obiettivo principale di questo studio è quello di ottenere un modello aﬃdabile
per la simulazione di sistemi ﬁsici complessi, in cui si consideri la dinamica dei ﬂuidi, il
trasporto del calore tra più regioni (solide e ﬂuide), il trasporto del vapore e l'evoluzione
del ﬁlm liquido in presenza di fenomeni di evaporazione e condensazione. Il modello
proposto è stato validato su geometrie sempliﬁcate e successivamente applicato al prob-
lema dell'evaporazione dalle pareti di un canale verticale. Il riferimento per il confronto
dei risultati ottenuti è stato il lavoro di Laaroussi et al.[20]. Lo studio qui presentato
vuole fornire un'eseuriente comprensione dei fenomeni ﬁsici possibile se le pareti solide
vengano direttamente modellate e se il calore considerato.
In ﬁne è eseguito lo studio del canale verticale in presenza di un ﬂusso turbolento, con
le pareti solide direttamente modellate in presenza di evaporazione o condensazione.
Una volta testato il modello in problemi così complessi, se ne prevede l'utilizzo futuro
in applicazioni ingegneristiche ed industriali.
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Chapter 1
Introduction.
Increasing knowledge about ﬂuid mechanics and great advances in IT constantly push
the boundaries of systems that can be studied using computational techniques. As
years ago it was reasonable only to simulate very simpliﬁed problems, today it becomes
possible to model extremely complicated and detailed cases. The phenomenon of gas
ﬂows eﬀected by evaporation and condensation of liquid ﬁlms with direct modeling of
solid domains qualiﬁes very well to that statement.
The conjugated heat transfer has been studied extensively, as well as the ﬁlm evapo-
ration and condensation. A comprehensive study on the problem of linear diﬀusion in
laminated media was presented by Wirth and Rodin [22]. Olek et al. [31] presented
a model for solving unsteady heat transfer problems in pipe ﬂow cases. The paper
proposed and analyzed a model of solving the conjugated heat transfer problem in a
single domain, which varied in space with thermal properties. Another approach was
presented by Quarteroni and Valli [3], who give a theoretical study on how to solve sys-
tems composed by multiple domains that are ruled by diﬀerent sets of partial diﬀerential
equations. Over the years the methods of solving coupled heat and mass transfer prob-
lems became better understood, and technological advancement allowed for numerical
study of the problem. A good example of such a model is work by Panara and Noll [6],
who describe a numerical solver for unsteady conjugated heat transfer problems. Never
the less the thin ﬁlm evaporation and condensation phenomena were always addressed
as problems connected to the gas domain. The solid wall was considered the outside
boundary of the studied system. At the same time, studies on the behavior and physics
of the thin ﬁlm provided important and accurate results. Still the studied surface was an
boundary. A theoretical study of heat transfer within a thin ﬁlm moving along inclined
wall was done done by Chakraborty and Som [30]. The emphasis was put on the heat
transfer within the ﬁlm and gas, not the solid. Later a study of laminar heat and mass
convection in ducts with ﬁlm evaporation and condensation was presented by Huang et
al. [5]. A similar study, using CFD methods validated against experimental data was
done by Talukdar et al. [26]. The papers gave a comprehensive look into the behavior of
the thin ﬁlm and vapor in ducts. The scales of the studied problems ranged from macro
to micro scale, Wang et al. [16] provided the a characterization of an evaporating ﬁlm
in a microchannel. The considered problems were not only limited to simple geometries,
but also tackled complicated industrial problems such as in the paper by Comini et al.
[14], who presented a model of coupled conduction and convection in moist air cooling.
Once again it has to be mentioned, that the solid wall was always chosen as a outer
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boundary of the system.
This work aims in providing a comprehensive model for simulating complex systems.
The gas ﬂow is accompanied by vapor concentration transport. The model includes
conjugated heat transfer between gas and solid domains. In addition the presence of
evaporation or condensation phenomena on the wet boundary is included. The model is
tested on simple geometry cases and later applied to turbulent channel ﬂows. Chapter 2
presents the mathematical formulation of the problem. It also gives a theoretical insight
to the model that is presented. Next Chapter 3 describes the discretization schemes ap-
plied to the partial diﬀerential equations. The following Chapter 4 gives insight into the
way that the model was implemented. Chapter 5 presents the tests of the model made
on simple geometries. After that, Chapter 6 presents usage of the code to simulate the
evaporation/condensation phenomena in vertical channels. First a laminar validation
test case is described, which is followed by the study of turbulent channel ﬂow study.
Conclusions and future work plans are presented in Chapter 7.
2
Chapter 2
Problem formulation.
This chapter presents mathematical models used to approach the studied problem. The
notation in the chapter follows the one used in the book of Kundu and Cohen [24].
2.1 Solid phase
In this section the equations used for solving heat transport in the solid are presented.
At the beginning a general energy equation has to be considered. Following Fourier's
law of conduction an equation for evolution of energy can be written:
Dρh
Dt
= ∇ · (k∇T ) + Sh (2.1)
where DDt is substantial derivative, ρ is density, h is the speciﬁc enthalpy, k is thermal
conductivity, T is temperature and Sh is the heat generation rate. For all materials it
can be written that change of enthapy is proportional to change of temperature:
dh = cpdT
where cp is speciﬁc heat at constant pressure. Supposing ρ and cp to be constant,
and knowing that there is no convective motion present in the solids, Eqn. 2.1 can be
rewritten as:
∂T
∂t
= DT,s∇2T + ST (2.2)
where DT,s = k/ρcp is temperature diﬀusivity and ST = Sh/ρcp is temperature gener-
ation rate.
2.2 Gas phase.
This section describes the mathematical model used to solve the equations describing
behavior of the gas phase. In this study it is assumed that the gas is incompressible and
that it follows Boussinesq approximation. In that case, the set of partial diﬀerential
equations (PDEs) that describe the momentum and mass conservation can be written
as:
∇ ·u = 0 (2.3)
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Dui
Dt
=
1
ρ
∂p
∂xi
+ ν∇2ui + g δρ
ρ
(2.4)
δρ = βT∆T + βω∆ω (2.5)
where u is velocity, ρ is density, p is pressure, ν is kinematic viscosity, g is gravity
acceleration, δρ is the density change due to temperature and moisture diﬀerences, βT
is thermal expansion coeﬃcient, βω is solutal expansion coeﬃcient, ∆T is temperature
diﬀerence and ∆ω is vapor concentration diﬀerence.
Simultaneously to mass movement the transport of temperature and moisture is ob-
served. Viscous dissipation is neglected as well as the energy transfer caused by mass
concentration variation (Dofour eﬀect) and moisture transport caused by temperature
gradients (Soret eﬀect) due to their small magnitude (see study on Dofour and Soret
eﬀects by Horet et al.[32]). Assuming constant speciﬁc heat and density and applying
methodology from Section 2.1, the energy transport in form of temperature transport
equation can be written:
DT
Dt
= DT,g∇2T + Se/c (2.6)
where Se/c is the heat source/sink due to evaporation/condensation (e/c ) phenomena.
The moisture transport equation can be written as:
Dω
Dt
= Dω∇2ω (2.7)
ω =
ρvapor
ρgas + ρvapor
(2.8)
where ω is the vapor concentration within the gas, Dω is the vapor diﬀusivity.
2.2.1 Treatment of vapor concentration.
The density is assumed to be constant in the whole domain with exception of buoyancy
eﬀects due to Boussinesq approximation. At the same time, there is a need for its more
detailed speciﬁcation since the gas contains vapor. In the presented study it is assumed
that the gas is a binary mixture of water vapor and air. In general, the density and
mass fraction of such a mixture can be described by:
ρ = ρa + ρv (2.9)
1 = ωa + ωv (2.10)
where subscripts a and v correspond to air and vapor respectively1. At any given
interface a mass ﬂux of vapor nv can be deﬁned as:
nv = jv + ωv (fv + fa) (2.11)
where jv = −ρDv,a∇ωv is the diﬀusion ﬂux due to the Fick's ﬁrst law, Dv,a is the
diﬀusion coeﬃcient of vapor in air, ωv (fv + fa) = ρvu is the "bulk mass contribution",
fi = ρiui is the ﬂux of i-th specie. The mass balance over inﬁnitesimal control volume
can be written as:
∂ρv
∂t
+∇ ·nv = 0 (2.12)
1Although the description focuses on air and vapor, all derivations are true for binary mixtures of
arbitrary species.
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Assuming constant density and diﬀusivity, and taking into consideration continuity
equation a formula for concentration can be derived:
∂ωv
∂t
+ u · ∇ωv = Dv,a∇2ωv (2.13)
2.2.2 Evaporation/condensation boundary conditions.
A special treatment of vapor concentration has to be taken next to a wet boundary. For
the studied phenomena it is assumed that gas (air) does not dissolve in liquids (water),
that is na = 0. Only diﬀusion other way around is allowed and diﬀusion along the
interface is neglected. After inserting Eqn. 2.11 and applying Fick's law, a formula for
evaporation velocity uv can be derived:
uv ·n = − Dv,a
1− ωv,i
(
∂ωv
∂n
)
i
(2.14)
where ωv,i is the value of concentration at the interface at saturation conditions for rela-
tive pressure pa,i at given temperature Ti, and n is the wall normal unit vector pointing
towards the domain. Eqn. 2.14 requires to specify the value of vapor concentration at
the boundary ωv,i. It can be evaluated by:
ωv,i =
Mv
Ma
φi p
s(Ti)
pref −
(
1− MvMa
)
φi ps(Ti)
(2.15)
where Mv = 28.97g/mol and Ma = 18.02g/mol are the molar masses of water and air
respectively. φi = 1 is the relative humidity at the interface, meaning full saturation at
the wet boundary. In general, relative humidity is deﬁned as:
φ =
mv
ms
=
pv
ps(Ti)
(2.16)
where pv is actual partial pressure of vapor and p
s(Ts) is the saturated vapor pressure
at given temperature, which can be calculated following [13] as:
ps(Ti) = 611.85 exp
(
17.502 (Ti − 273.15)
240.9 + (Ti − 273.15)
)
[Pa] (2.17)
Finally the reference pressure of Eqn. 2.15 is deﬁned as pref , witch is selected to be the
standard atmospheric pressure pref = patm = 1013.25hPa. All the presented formulas
describe e/c that happens on a wet surface.
Dry surface's treatment.
Supposing that the thin ﬁlm evaporates completely (ﬁlm thickness drops below speciﬁed
value), the boundary condition for vapor concentration is switched to zero gradient:(
∂ω
∂n
)
i
= 0 (2.18)
which ceases any e/c . This means that the model assumes that once the ﬁlm has
dried it will not be able to re-wet the surface. In addition to that, any surface that
condensation is supposed to appear on needs to be given a non-zero ﬁlm thickness.
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E/C velocity for closed and open domains.
Since presented work considers the gas to be incompressible and no mass generation
generation is allowed, the overall mass balance must remain constant. For that reason
speciﬁc approach has to be taken for closed and open domains. In the ﬁrst case, the
e/c is treated as a passive phenomena with respect to movement of the gas, i.e. the
velocity at the walls is always zero, and e/c velocity only generates a source/sink of
heat and modiﬁes the height of the thin ﬁlm. In case of systems having at least one
open boundary (inlet or outlet), e/c velocity may be added as a boundary to continuity
equation and solved Poisson problem.
2.2.3 Treatment of turbulence: LES.
The ﬂuid ﬂows in industrial and domestic application most often tend to be turbu-
lent. Even though a set of Navier-Stokes equations with speciﬁed boundary conditions
describe the ﬂow completely, current computational powers do not allow for direct sim-
ulation of such a system. For that reason it becomes necessary to model the turbulent
behavior. This section presents a short overview of the Large Eddy Simulation (LES)
method in its dynamic formulation proposed by Germano et al. [18] and later modiﬁed
by Lilly [11]. More information regarding subject of turbulence can be found inter alia
in [19] or [25].
Basics of LES model.
The core of LES technique is the observation, that smaller turbulent structures seem to
be homogeneous. This leads to a methodology in which the large scales of turbulence
are solved directly and small, so called sub-grid scales (SGS) are modeled. In order to
separate large and small scales, a ﬁlter is applied to the main equations:
f(x) =
∫
f(x′)G(x,x′)dx′ (2.19)
where G is the is the ﬁltering function with ﬁlter width ∆. There are variety of available
ﬁlters, with some examples presented in [9] or [21]. In this work a standard top-hat
ﬁlter will be applied:
G˜(x) =
{
1/∆ if |x| ≤ ∆/2
0 otherwise
(2.20)
Application of the ﬁlter deﬁned by Eqn. 2.19 to continuity Eqn. 2.3 and momentum
Eqn. 2.4 yields:
∂ui
∂xi
= 0 (2.21)
∂ui
∂t
+ uj
∂ui
∂xj
+
1
ρ
∂p
∂xi
=
∂τij
∂xj
(2.22)
The stress term τij = uiuj − uiuj represents the eﬀects of smaller scales and is called
the sub-grid scale (SGS) stress tensor.
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The Smagorinsky model.
The most used SGS model till today is still the one developed by Smagorinsky [17] and
extended by Lilly [10]. The core idea behind the model is the assumption that the small
scales recover to equilibrium very fast after they are perturbed. It leads to the balance
between the viscous dissipation and production term in the kinetic energy equation.
This allows for derivation of expression for the eddy viscosity νturb :
νturb = C∆
2|Sij | (2.23)
where C is the model's constant and Sij =
1
2(∂ui/∂xj+∂uj/∂xi) and |S| = (2SklSkl)1/2
being strain rate tensor and its magnitude respectively. The eddy viscosity can be then
applied to obtain the SGS stress:
τSGS,ij = −2νturbSij (2.24)
The original model supposes C to be constant all over the domain. This can lead to
signiﬁcant errors, especially near the walls. Some approaches, like so called van Driest
damping [12], allow to work around the problem. At the same time, they are hard
to apply in case of complex geometries. For that reason a more localized procedure is
required.
Dynamic LES.
In the dynamic approach proposed by Germano et al. [18] and Lilly [11], two ﬁlters are
applied. The ﬁrst one is most often considered to be equivalent with the computational
grid is deﬁned by Eqn. 2.22. The second, wider, with the width ∆˜ > ∆ called the "test
ﬁlter" G˜ is deﬁned as:
f˜(x) =
∫
f(x′)G˜(x,x′)dx′ (2.25)
Applying the grid ﬁlter to continuity and N-S equation and the "test" ﬁlter Eqn. 2.25
the following expression is obtained:
∂u˜i
∂xi
= 0 (2.26)
∂u˜i
∂t
+ u˜j
∂u˜i
∂xj
+
1
ρ
∂p˜
∂xi
=
∂Tij
∂xj
(2.27)
With Tij = u˜iu˜j − u˜iuj being double ﬁltered SGS tensor. Applying Eqn. 2.23 and
Eqn. 2.24 to both once and twice ﬁltered SGS stresses (Eqn. 2.22 and Eqn. 2.25) two
model expressions are obtained:
τij − 13δijτkk = 2C∆2|S|Sij (2.28)
Tij − 13δijTkk = 2C∆˜2|S˜|S˜ij (2.29)
with δij being Kronecker delta. It is being assumed that the constant C is the same for
both ﬁlter widths.
The main task in applying this LES method is proper selection of parameter C. After
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subtracting test scale averaged τij from Tij the resolved components of the stress tensor
associated with scales of motion between the test and grid scales L are obtained:
Lij = Tij − τ˜ij = −u˜iuj + u˜iu˜j (2.30)
The elements of L represent the scales in the "test window". Eqn. 2.30 is often referred
to as "the Germano identity". The window's stress can be evaluated by subtracting
Eqn. 2.29 from Eqn. 2.29:
Lij − 13δijLkk = 2CMij (2.31)
Mij = ∆˜
2|S˜|S˜ij −∆2 ˜|S|Sij (2.32)
The parameter C is selected such that it solves Eqn. 2.32. At the same time, Eqn. 2.32
represents ﬁve independent equations with one unknown C. A unique solution usually
can not be obtained but it is possible to apply square root error minimization techniques
to get the best ﬁt. The error Q is deﬁned as:
Q = (Lij − 13δijLkk − 2CMij)2 (2.33)
After setting ∂Q/∂C = 0 and solving for C, the optimal value is obtained:
C =
1
2
LijMij
MijMij
(2.34)
Obtained localized parameter C can now be applied to Eqn. 2.29 in order to model SGS
stress.
Dynamic LES averaging. Presented approach allows for localized calculation of
SGS stress. Unfortunately direct application of this method most often leads to stabil-
ity issues due to possibility of obtaining locally negative eddy viscosity. A solution to
this problem proposed in both [18] and [11] was averaging the C parameter over planes
of turbulent homogeneity. This solution allows to obtain proper results but is very hard
to apply for systems where such homogeneity regions are hard to identify. To overcome
this problem Meneveau et al.[7] have proposed a Lagrangian averaging procedure. The
scheme is similar to the one used by Lilli [11] and involves minimizing a deﬁned error
function present due to inserting Smagorinsky model of homogeneous unresolved turbu-
lence into Germano idenity. Meneveau et al.[7] derive and obtain a modiﬁed formulation
for coeﬃcient C:
C(x, t) =
ϕLM
ϕMM
(2.35)
ϕLM (x, t) =
∫ t
−∞
LijMijz(t
′), t′)W (t− t′)dt′ (2.36)
ϕMM (x, t) =
∫ t
−∞
MijMijz(t
′), t′)W (t− t′)dt′ (2.37)
where z(t) = x − ∫ tt′ u[z(t′′), t′′]dt′′ is the trajectory going through point x determined
using known, ﬁltered velocity ﬁeld u. Parameter W (t− t′) is the weight which is given
to each of previous time values of the integral. It is selected to be:
W (t− t′) = T−1e−(t−t′)/T (2.38)
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where T is the averaging time scale selected after [7] to be:
T = θ ∆(ϕLMϕMM )
1/8; θ = 1.5 (2.39)
Reynolds analogy. The presence of turbulence creates additional means of trans-
portation for heat and vapor. For scales smaller than ∆ motion of the ﬂuid is modeled.
Since the transport of heat and vapor are eﬀected by turbulence a speciﬁc treatment is
required to take this into account. For that reason Reynolds analogy is applied, which
allows to model this eﬀects by introducing additional turbulent diﬀusivities for temper-
ature and vapor. The ratio of turbulent diﬀusivity of heat and momentum is known as
turbulent Prandtl number:
Prturb =
νturb
DT,turb
(2.40)
Turbulent Schmidt number deﬁnes the ratio of turbulent diﬀusivities of vapor and mo-
mentum:
Scturb =
νturb
Dω,turb
(2.41)
Experiments indicate that Prturb ≈ 0.7. This value is used in presented work for both
Prturb and Scturb . More details on Reynolds analogy can be found in Computational
Fluid Mechanics and Heat Transfer [8]. The application of turbulent diﬀusivities to
temperature and vapor transport equations with applied computational grid ﬁlter results
in following equations:
DT
Dt
=
(
DT +
νturb
Pr turb
)
∇2T (2.42)
Dω
Dt
=
(
Dω +
νturb
Scturb
)
∇2ω (2.43)
2.3 Thermal coupling.
The advances in computational ﬂuid dynamics that appeared over the years have allowed
for analysis of increasingly more complex problems. As the physics of the ﬂuid domains
is being better understood the focus is extended to the interaction of the ﬂuid ﬂow
with the surrounding solids. The issue of thermal coupling also called the conjugated
heat transfer (CHT) problem is often addressed. This study presents the insights to
the thermal coupling between gases and solids with liquid thin ﬁlm on the boundary
between them and presence of e/c process taking place in the system.
2.3.1 Domain decomposition methods (DDM).
Following Smith [4], the main reasons for which the computational domain can be di-
vided are the decomposition for parallel processing, the need of preconditioning for large
systems and diﬀerent treatment of certain regions within the problem. The last one will
be the subject of interest in this section.
The distinct treatment of areas of the computational domain can be driven by the dif-
ferences in material properties and even in the PDE's describing its behavior. Following
[3], the solution of a problem over domain Ω can be found by solving the problem over
its sub-domains Ω1 and Ω2 provided a proper coupling boundary condition is given.
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This statement is based on the Equivalence theorem, which allows to solve the PDE's
in iterative way, region by region, given the proper coupling. The details of numerical
implementation is provided in Section 3.2.1.
Equivalence theorem. Given L is an elliptic operator, u is the solution to following
diﬀerential problem over the domain Ω with Lipschitz boundary ∂Ω:{
Lu = f in Ω
u = 0 on ∂Ω
(2.44)
such that u|Ωi = ui with i = 1, 2 where ui is the solution to{
Lui = f in Ωi
u = 0 on ∂Ωi/Γ
(2.45)
provided the coupling condition to be applied at the interface Γ:
u1|Γ = u2|Γ
k1
(
∂u1
∂n1
)
Γ
= k2
(
∂u2
∂n2
)
Γ
(2.46)
where ki are thermal conductivities. Equations 2.46 are also referred to as transmission
conditions.
Generalized equivalence theorem is an extension to time varying problems:
∂u
∂t
+ Lu(k) = f in Ω× (0, T )
B.C. on ∂Ω/Γ× (0, T )
I.C. in Ω/Γat t = 0
(2.47)
Supposing usage of implicit time advancement schemes, the DDM method introduces a
problem of usage of semi-explicit conditions at the coupling boundaries. This is caused
by the serial way of solving the separated domains. In this situation the so called
implicit-explicit scheme is encountered, which is only conditionally stable (in opposite
to unconditionally stable implicit schemes), but is more robust in comparison with fully
explicit schemes.
2.3.2 Thin ﬁlm assumption.
The presented work follows the assumption that the liquid ﬁlm present on the surface
is thin. This statement is valid if the typical ﬁlm thickness h is much smaller that the
dimension of the system l, that is:
h << l (2.48)
In this case the behavior of the ﬁlm can be modeled as if the liquid was a semi-solid
layer. This approach may prove to rise errors for liquid-solid couples that do not wet
easily (for example water and hydrophobic plastics). At the same time bearing in mind
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the thin ﬁlm assumption, it can be assumed that the liquid on the surface will form
multiple droplets, which overall would create a uniformly covered surface. In this case
its behavior could be also modeled by thin ﬁlm assumption.
Additional issue that needs to be addressed while discussing the ﬁlm model is its in-
teraction with the outer ﬂow and body forces inﬂicted on it. Again the small width
of the ﬁlm allows for simpliﬁcation of the problem by assuming no such interactions.
For more detailed description of diﬀerent approaches for modeling of droplet and ﬁlm
physics, please refer to [2].
Thin ﬁlm model.
In this work the thin ﬁlm is represented by a passive scalar value h representing its
thickness. The evolution of this parameter is given by:
∂h
∂t
dSi =
ρv
ρw
(uv ·n)dSi (2.49)
where the densities ρv and ρw refer to vapor and water respectively, and the e/c velocity
is given by Eqn. 2.14.
Finally, the eﬀect of e/c on the heat balance has to be addressed. The process of phase
transition absorbs or releases latent heat L. In general L is a function of temperature,
which means that diﬀerent amounts of energy are required/created during phase change
of vapor or water at diﬀerent temperatures (see A Short Course in Cloud Physics [29]).
At the same time, for the range of application presented in this work, it is safe to assume
that latent heat is constant and equal L = 2.26e+ 6.
The latent heat ﬂux generated by the phase transition LJ can be deﬁned as:
LJ = ρiL(uv ·n) = −ρiL Dω
1− ωi
(
∂ω
∂n
)
i
(2.50)
Since the thin ﬁlm itself is just a property of a boundary, the thermal eﬀects of e/c
have to be applied to the regions themselves (or more precisely, their volumes close
to the wet boundaries). This is done by introducing the thermal sink/source terms in
Equations 2.2 and 2.6:
Se/c =
LJ
ρcp
(2.51)
The latent heat transformations are directly connected to the thin ﬁlm, id. est it is the
ﬁlm that is being heated or cooled. Applied approach models the thin ﬁlm. It is not
directly simulated but is represented as a feature of the gas-solid boundary. For that
reason the eﬀects present due to latent heat transformations need to be applied to the
gas or solid domains directly. In presented approach it is assumed that for evaporation
the latent heat term is applied on the solid side with a negative sign, representing the
cooling of the surface. For condensation it is put with positive sign on the ﬂuid side
simulating the heat release caused by the vapor-to-liquid phase transition.
2.4 Scales and non-dimensional parameters.
The characteristic scales and relevant non-dimensional parameters are deﬁned as follows:
the characteristic length scale l is the size of the domain in the direction of gravitational
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acceleration g = 9.81. Since the ﬂow is buoyant, characteristic velocity is determined
by that phenomenon: Uch =
√
glβT∆T +
√
glβω∆ω, where βT and βω are gas (air)
and vapor thermal expansion coeﬃcients, ∆T and ∆ω are temperature and vapor con-
centration maximum diﬀerences in the system respectively. The Reynold's number is
calculated as Re = Uchl/ν, where ν is ﬂuid's kinematic viscosity. There are two ef-
fects driving convection, heat and humidity. For that reason, beside standard Prandtl
number deﬁnition Pr = ν/DT , where DT is temperature diﬀusivity, there is need to
take into account Schmidt number deﬁned as Sc = ν/Dω, where Dω is vapor concen-
tration diﬀusivity. Rayleigh number Ra is a product of two ratios buoyancy to viscosity
forces and momentum to thermal diﬀusivities: Ra = gl3(βT∆TD
−1
T + βω∆ωD
−1
ω )ν
−1.
It determines which of the heat transfer phenomena is dominant: the conductivity or
convection. In order to determine the individual eﬀects of thermal and solutal buoyancy
forces over viscosity, we deﬁne thermal Grashof number GrT = gβT∆T l
3/ν2 and solutal
Grashof number Grω = gβω∆ωl
3/ν2.
For solid domains we deﬁne a diﬀusive time scale ∆t = ls DT , where ls is the length
scale of the solid and DT is its thermal diﬀusivity.
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2.5 Model summary.
The equations used in the model are gathered in this paragraph.
Solid.
Heat transport:
∂T
∂t
= DT,s∇2T − Se/c
Gas.
Continuity:
∇ ·u = 0
Momentum:
Dui
Dt
=
1
ρ
∂p
∂xi
+ (ν + νturb)∇2ui + g δρ
ρ
δρ = βT∆T + βω∆ω
Heat transport:
DT
Dt
=
(
DT,g +
νturb
Pr turb
)
∇2T + Se/c
Vapor concentration transport:
Dω
Dt
=
(
Dω +
νturb
Scturb
)
∇2ω
Thermal coupling condition.
T1|Γ = T2|Γ
k1
(
∂T1
∂n1
)
Γ
= k2
(
∂T2
∂n2
)
Γ
Film thickness.
∂h
∂t
dSi =
ρv
ρw
|uv|dSi
Evaporation/condensation BC.
E/C velocity:
uv = − Dv,a
1− ωv,i
(
∂ωv
∂n
)
i
Concentration:
ωv,i =
Mv
Ma
φi p
s(Ti)
pref −
(
1− MvMa
)
φi ps(Ti)
Saturation pressure:
ps(Ti) = 611.85 exp
(
17.502 (Ti − 273.15)
240.9 + (Ti − 273.15)
)
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Chapter 3
Numerical implementation.
The physics presented in Chapter 2 was implemented using OpenFOAM R© 1, which is a
collection of open-source C++ libraries for CFD. The core idea behind these libraries is
the attempt to create tools which allow to easily mimic the mathematical representation
of PDE's in a high level computational language. In addition OpenFOAM R© is a fully
object-oriented code, and uses all the strengths of high-level C + +.
The mesh. The code uses the Finite Volume (FV) approach in order to numerically
solve the problem. This means that the computational domain is divided into ﬁxed
control volumes, and the solution is obtained on a grid of points. The cells do not
overlap with each other. An example of two arbitrary volumetric cells is shown in
Fig. 3.1. Points P and N represent the cell centers, d is the distance between them. Cs
is the point where the line connecting P and N crosses the face between the cells. Sf is
the surface normal vector located at the center of the face Fc. It has to be noted that
for arbitrary grids points Cs and Fc do not have to overlap. The distance between them
is noted as r. This fact causes occurrence of errors in interpolation of the volumetric
ﬁeld values onto the faces, which will be discussed later in this chapter.
Equation discretization. The discretized values can be stored either in the cell cen-
ters, using so called volumeFields, at the surfaces with surfaceFields, or at the points
which span the mesh, using pointFields. This allows for ﬂexible data representation
and usage of diﬀerent numerical schemes. In general the PDE's are discretized by map-
ping them onto a set of algebraic equations, which in the matrix form can be written
as:
A x = b (3.1)
where A is the coeﬃcient matrix, x is the variable vector and b is the source therm
vector. The coeﬃcients of matrix A are determined by the schemes used to discretize
given PDE. Furthermore each term of the PDE is discretized separately using the classes
of static functions finiteVolumeMethod (fvm) and finiteVolumeCalculus (fvc). The
latter one are used for performing direct calculations on the ﬁelds and as a result give
the new ﬁelds. Considering time advancement discretization, they may be referred as
1OpenFOAMR© is a registered trade mark of ESI Group.
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Figure 3.1: Cells in FV discretization.
No. Property Unit Symbol
1 Mass kilogram kg
2 Length meter m
3 Time second s
4 Temperature Kelvin K
5 Quantity moles mol
6 Current ampere A
7 Luminous intensity candela cd
Table 3.1: S.I. base for data storage.
explicit methods. The fvm functions on the other hand return matrices of coeﬃcients
fvMatix (such as A from Eqn. 3.1).
For easy and safe implementation of physical phenomena data structures are given di-
mensions. This is done by adding class dimensionSet, which is used to extends given
Type (for example scalar or vector) to its dimensional equivalent. All dimensions are
stored by their basic S.I. representation, shown in Table 3.1. As an example, the unit
of speciﬁc heat [J/kgK] can be represented in the code as:
dimensionedSet CpDim(0,2,-2,-1,0,0,0);
Gravity acceleration vector is another good example of class-based structures available
in the code:
dimensionedVector g("g",dimensionedSet(0,1,-2,0,0,0,0),vector(0,-9.81,0));
which will create a vector g = (0,−9.81, 0)m/s2.
3.1 Discretization schemes.
This section presents the numerical schemes used in the work to discretize the PDE's.
More schemes that are available in OpenFOAM R© can be found in it Programmer
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Guide[1]. In order to perform discretization Gauss integration theorem 3.2 is used
extensively: ∫
V
∇φ dV =
∫
S
dS φ∫
V
∇ ·φ dV =
∫
S
dS ·φ∫
V
∇× φ dV =
∫
S
dS× φ
(3.2)
which allows for conversion of volume integral into a surface integral.
The general equation that will be considered is:
ρ
∂φ
∂t︸︷︷︸
time
+∇ · (ρuφ)︸ ︷︷ ︸
convection
= − ∂p
∂x︸︷︷︸
gradient
+∇ · (Γ∇φ)︸ ︷︷ ︸
laplacian
+ f︸︷︷︸
source
(3.3)
where φ is an arbitrary variable. Eqn. 3.3 is integrated over control volume V and each
individual term is discretized separately. All indexes and notations used in the following
sections refer to those in Fig. 3.1.
3.1.1 Interpolation: central diﬀerences (CD).
In most discretization schemes it is required to interpolate the values of a variable in the
cells centers to face centers. In the study the CD scheme was used which is second-order
accurate, but unbounded:
φf = dxφP + (1− dx)φN (3.4)
where dx ≡ PFc/PN (see Fig. 3.1). In case of non-regular grids the face center Fc does
not coincide with the point where the line connecting cell center crosses the face Cs.
This introduces additional numerical interpolation error. In order to compensate that
an additional explicit term may be added. For more details see [15].
3.1.2 Gradient.
The implicit fvm formulation of gradient calculates its value at the faces using variable
values at the cell centers.
(∇φ)f = φN − φP|d| (3.5)
Explicit fvc formulation interpolates gradient values at the cell center using Gauss
integration theorem: ∫
V
∇φ dV =
∫
S
dSfφ =
∑
f
Sfφf (3.6)
3.1.3 Laplacian.
The Laplacian term is integrated over a control volume and, after applying Gauss
theorem, discretized in the following way:∫
V
∇ · (Γ∇φ) dV =
∫
S
dS · (Γ∇φ) =
∑
f
ΓfSf · (∇φ)f (3.7)
17
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3.1.4 Convection.
The integrated and linearised convection term can be written as:∫
V
∇ · (ρUφ) dV =
∫
S
dS · (ρUφ) =
∑
f
Sf · (ρU)fφf =
∑
f
Fφf (3.8)
where F ≡ Sf · (ρU)f is the normal ﬂux through the surface. The convection term can
be used implicitly, in which case it returns matrix parameters (elements of A).
3.1.5 Divergence.
The divergence term is strictly explicit. In opposition to Convection term it is not a
product with the velocity ﬁeld. It is integrated over control volume and discretized in
the following way: ∫
V
∇ ·φ dV =
∫
S
dS ·φ =
∑
f
Sf ·φf (3.9)
3.1.6 Source terms.
The source terms are incorporated into the equations in explicit or implicit way. The
explicit source terms are put into Eqn. 3.1 directly as the b parameter. The implicit
source terms are integrated over control volume and linearised:∫
V
ρφ dV = ρPVPφP (3.10)
3.1.7 First order time derivative.
The ﬁrst time derivative is integrated over control volume as follows:
∂
∂t
∫
V
ρφ dt (3.11)
The time is discretized into time steps ∆t. In order to model the change in time the
following values are used:
new values φn ≡ φ(t+ ∆t) at the time step that is being solved;
old values φo ≡ φ(t) from the previous time step;
old-old values φoo ≡ φ(t−∆t) from the time step previous to the last one.
Two time schemes are considered:
Euler implicit that is ﬁrst order accurate in time:
∂
∂t
∫
V
ρφ dT =
(ρPφPV )
n − (ρPφPV )o
∆t
(3.12)
Backward diﬀerencing that is second order accurate in time, but requires storage
of old-old values:
∂
∂t
∫
V
ρφ dT =
3(ρPφPV )
n − 4(ρPφPV )o + (ρPφPV )oo
2∆t
(3.13)
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3.1.8 Equations time integration.
All the studied equations are integrated in time over one time step. Let Λ be a general
spatial operator (e.g. Laplacian, Divergence), and Λ∗ be its spatial discretized form.∫ t+∆t
t
[∫
V
ρφ dV
]
dt =
∫ t+∆t
t
Λφdt ≈
∫ t+∆t
t
Λ∗φdt (3.14)
The time integral can be represented in three way:
Euler implicit uses current values φn. It is ﬁrst order in time accurate guarantees
boundedness and is unconditionally stable.∫ t+∆t
t
Λ∗φdt = Λ∗φn∆t (3.15)
Explicit takes the old values φo.∫ t+∆t
t
Λ∗φdt = Λ∗φo∆t (3.16)
It is ﬁrst order accurate in time and remains stable until Courant number Co is smaller
than one.
Co =
Uf ·d
|d|2 ∆t < 1 (3.17)
Crank Nicholson method is second order in time accurate. It takes the average of
current value φn and old value φo. It is unconditionally stable but does not guarantee
boundedness. ∫ t+∆t
t
Λ∗φdt = Λ∗
(
φn + φo
2
)
∆t (3.18)
3.1.9 Example of equation discretization.
A thermal diﬀusion equation with a constant source will be used as an example of
discretization.
∂T
∂t
= ν∇2T + F (3.19)
The equation is integrated over volume V and then over a time step ∆t:∫ t+∆t
t
∂
∂t
∫
V
TdV dt =
∫ t+∆t
t
∫
V
ν∇2TdV dt+
∫ t+∆t
t
∫
V
FdV dt (3.20)
The following schemes will be used: Euler implicit time discretization (Section 3.1.7),
central diﬀerences (Section 3.1.1) for diﬀusive term (Section 3.1.3) and the source term
will be treated as implicit(Section 3.1.6). For simpliﬁcation the mesh is treated to be
orthogonal.
The time integration is discretized as in Section 3.1.8.
∂
∂t
∫
V
TdV∆t =
∫
V
ν∇2TndV∆t+
∫
V
FdV∆t (3.21)
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Next, the temporal term is presented in discrete form:
TnP − T oP
∆t
V∆t =
∫
V
ν∇2TndV∆t+
∫
V
FdV∆t (3.22)
Following that the diﬀusive and source term are discretized:
(TnP − T oP )V = ν
∑
f
Sf (∇Tn)f ∆t+ FPV∆t (3.23)
Finally the face interpolated term is expanded:
(TnP − T oP )V = ν
∑
f
Sf · (dfTnP + (1− df )Tnf )∆t+ FPV∆t (3.24)
where Tf refers to the value at the center of a cell touching cell P through face f , and
df is the distance presented in Section 3.1.1.
3.2 Boundary conditions.
There are two categories of boundary conditions that may be selected:
Dirichlet condition that prescribes a value to the variable at the boundary. It is often
referred to as "ﬁxed value" BC.
Neumann condition which sets a gradient of a value onto the BC. It is also known
as "ﬁxed gradient" BC.
Irrespectively of the selected BC type, the numerical schemes may require speciﬁcally
a value or a gradient at the boundary. Table below presents how to acquire a value or
gradient dependent on the choice of BC type.
BC type value φb gradient (∇φ)b
Dirichlet φb (given)
φb−φP
|d|
Neumann φb = φP + |d| · (∇φ)b (∇φ)b (given)
3.2.1 Coupling boundary condition.
An extended approach is required for the thermal coupling boundary condition. A
sketch of the setup is presented in Fig. 3.2.
The BCs on both sides of the coupled domains have to satisfy conditions speciﬁed in
Section 2.3, in particular Eqn. 2.46. This can be translated as the need of keeping the
temperature value and the thermal heat ﬂux the same on both sides of coupling BC.
T1 = T2 = Tw (3.25)
k1
(
∂T
∂n
)
1
= k2
(
∂T
∂n
)
2
(3.26)
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Figure 3.2: Near wall setup of the coupled boundary.
where the 1 and 2 subscripts correspond to left and right side of the coupling respectively,
and k is the thermal conductivity. The discretized form of Eqn. 3.26 can be written as:
k1
T1 − Tw
∆1
= k2
Tw − T2
∆2
(3.27)
Combining Eqn. 3.25 and Eqn. 3.27 an expression for the temperature at the wall can
be derived:
Tw =
k1∆2T1 + k2∆1T2
k1∆2 + k2∆1
(3.28)
At this moment it may be tempting to set this value as a Dirichlet BC on both sides of
coupled boundary. According to Quarteroni and Valli [3] this approach is only valid for
meshes with overlapping grids (one cell on both side of the coupling encloses a common
volume), which is not the case in this study. In the case of non-overlapping grids one
boundary has to be set as Neumann condition, and the other side can be either Dirichlet
or Neumann. This way we deﬁne the simpliﬁed Dirichlet-Neumann (DN) coupling or
simpliﬁed Neumann-Neumann (NN) coupling condition.
3.2.2 Dirichlet-Neumann coupling.
In the case of DN coupling the boundary side (w1) is prescribed with a ﬁxed value
condition given by Eqn. 3.28.
Tw1 =
k1∆2T1 + k2∆1T2
k1∆2 + k2∆1
(3.29)
In order to determine the Neumann condition for side w2, Eqn. 4.2 is discretized on one
side:
k2
(
∂T
∂n
)
w2
= k1
T1 − Tw
∆1
(3.30)
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The expression for Tw is inserted into this equation. After some calculus the expression
for the gradient for side w2 is found:(
∂T
∂n
)
w2
=
k1 (T2 − T1)
k1∆2 + k2∆1
(3.31)
3.2.3 Neumann-Neumann coupling.
For NN coupling a procedure for determining gradient from Section 3.2.2 is used for
both sides w1 and w2, providing gradient expressions:(
∂T
∂n
)
w1
=
k2 (T1 − T2)
k1∆2 + k2∆1
(3.32)(
∂T
∂n
)
w2
=
k1 (T2 − T1)
k1∆2 + k2∆1
(3.33)
It is assumed that the wall normal vector is determined for each region separately,
always pointing away from the boundary. This brings a diﬀerence in the sign between
both equations. For particular case where k1 = k2 the following is true:(
∂T
∂n
)
w1
= −
(
∂T
∂n
)
w2
3.2.4 Thermal coupling validation.
An extensive validation of the DN coupling procedure has been performed by Petro-
nio [2]. Although DN coupling provides good results for both steady state and transient
problems, it introduces diﬃculties in implementation due to the need of creating sep-
arate BC on both sides of the coupled problem. With the usage of NN coupling type
only one BC type is required since Eqn. 3.32 and Eqn. 3.33 are symmetric. In order
to test whether NN coupling condition can be used instead DN coupling two tests were
performed. They involved studies of temperature evolution in a 1-D problem of a rod
heated on one side. The conﬁgurations are presented in Table 3.2.
Constant k.
The test involved domains with constant thermal conductivity:
k = kl = kr = 1
Three simulations were performed: a reference single-domain case (reference"), a split
in the middle case with DN coupling condition, and split in the middle case with NN
coupling condition. The simulation was held until reached steady state, that is at non-
dimensional time t = 0.5. Figures 3.3-3.5 show temperature proﬁles at diﬀerent time
instances.
Varying k.
The second set of simulations were performed with the following thermal conductivities:
Thermal conductivity of left region: kl 0.5
Thermal conductivity of right region: kr 1
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Domain parameters:
Length of rod: L 3.1416
Initial temperature: T0 0
Left boundary temperature: Tl 1
Right boundary temperature: Tr 0
Density: ρ 1
Speciﬁc heat: Cp 1
Discretization and simulation parameters:
Number of cells in reference case: 100
Number of cells in left domain: 50
Number of cells in right domain: 50
Size of a cell: 3.1416e− 2
Used time step: ∆t 5.0e− 4
Time advancement scheme: Crank-Nicholson
Solvers temperature tolerance: 1.0e− 8
Table 3.2: Setup used for tests of NN coupling condition.
Figure 3.3: NN coupling test, const. k, T proﬁle at time t = 0.01
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Figure 3.4: NN coupling test, const. k, T proﬁle at time t = 0.10
Figure 3.5: NN coupling test, const. k, T proﬁle at time t = 0.50
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Figure 3.6: NN coupling test, varying k, T proﬁle at time t = 0.01
Using equation 3.28 we can calculate the theoretical value of temperature at the interface
at steady state:
Tw = 0.3(3)
Since thermal conductivity varies in space, we consider DN case as reference, and test
new NN coupling condition. The simulation was held until reached steady state, that
is at non-dimensional time t = 1.01. The plots of instantaneous and steady state
temperature proﬁles are presented in Figures 3.6-3.9. In both cases of DN and NN used
as coupling conditions, similar number of thermal sub-iterations and solver iterations
was required (singular diﬀerences occurred due to numerical errors and computational
precision). Time required for the computations was also similar. The results obtained
by using DN and NN were exactly the same, proving that the coupling conditions can
be treated as equivalent.
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Figure 3.7: NN coupling test, varying k, T proﬁle at time t = 0.10
Figure 3.8: NN coupling test, varying k, T proﬁle at time t = 0.20
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Figure 3.9: NN coupling test, varying k, T proﬁle at time t = 1.01
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3.3 Applied numerical models summary.
This section gathers the numerical schemes used for discretization of solved PDE's and
applied numerical models.
Interpolation.
Cell center to face center:
φf = dxφP + (1− dx)φN
Gradient.
On face centers:
(∇φ)f = φN − φP|d|
In cell centers: ∫
V
∇φ dV =
∑
f
Sfφf
Laplacian. ∫
V
∇ · (Γ∇φ) dV =
∑
f
ΓfSf · (∇φ)f
Convection. ∫
V
∇ · (ρUφ) dV =
∑
f
Fφf
Source. ∫
V
ρφ dV = ρPVPφP
First time derivative.
∂
∂t
∫
V
ρφ dT =
3(ρPφPV )
n − 4(ρPφPV )o + (ρPφPV )oo
2∆t
Time integration. ∫ t+∆t
t
Λ∗φdt = Λ∗φn∆t
Coupling condition: Neumann-Neumann.(
∂T
∂n
)
w1
=
k2 (T1 − T2)
k1∆2 + k2∆1(
∂T
∂n
)
w2
=
k1 (T2 − T1)
k1∆2 + k2∆1
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Implementation.
This chapter describes the details of implementation of the algorithms and ways of
setting up a case in OpenFOAM R© . Since the quantity and complexity of the code is
signiﬁcant, only the most important features and algorithms will be presented.
4.1 The solver.
As a major contribution of the student a new solver was developed in OpenFOAM R©
in order to to implement the model discussed in Section 2. The solver is based on
extended algorithm proposed by Issa [28] and later improved by Oliviera and Issa [23].
The basic structure of the code is presented in Fig. 4.1. The algorithm starts with
initialization and loading of all parameters. After that it enters the main solving loop.
Each iteration corresponds to a single time step. An iteration starts with solving of
temperature ﬁelds of both ﬂuids and solids obtaining preconditioner ﬁeld. Since domains
are separate and solved one by one, a temperature coupling loop is required in order to
ensure convergence. Having solved the temperature in both solids and ﬂuids, the solver
starts working on vapor transport preconditioner. After that ﬂuid motion equations are
solved. Newly calculated velocity ﬁeld allows for re-calculation of the scalar transport
equations (temperature and vapor concentration) obtaining the new-time-step values
for them. Finally the ﬁlm height is updated taking into account new-time-step e/c
velocity.
4.2 Temperature sub-loop.
A scheme of temperature solving sub-loop is presented in Fig. 4.2. Firstly all the
boundaries that have eﬀect on the temperature are updated. After that temperature
equations of all ﬂuid regions are solved. Then solid regions are solved. Sequential
solving causes that the regions that are solved earlier are eﬀected by explicit conditions
at the coupled boundaries determined using previous time step values. The temperature
sub-loop provides semi-implicit approach. It is assumed that two regions are properly
coupled at a given time step if coupling errors determined from convergence Eqns. 2.46
are smaller than given values.
Terr = Tw1 − Tw2 (4.1)
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Figure 4.1: General scheme of implemented solver.
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Figure 4.2: Scheme of temperature solving loop.
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HFerr = k1
(
∂T
∂n
)
1
− k2
(
∂T
∂n
)
2
(4.2)
The parts of code used for solving temperature equations are presented below:
Fluid regions:
for ( int nonOrth=0; nonOrth<=nNonOrthCorr ; ++nonOrth )
{
vo l S c a l a rF i e l d k = (Kf [ i ] / ( rho f [ i ]∗Cpf [ i ] ) ) ;
k . correctBoundaryCondit ions ( ) ;
s u r f a c e S c a l a rF i e l d EvCoSource
(
fvc : : i n t e r p o l a t e (EvCoHFf [ i ] / ( rho f [ i ]∗Cpf [ i ] ) )
∗ f l u i dReg i on s [ i ] . magSf ( )
) ;
s o l v e
(
fvm : : ddt (Tf [ i ] )
+ fvm : : div ( ph i f [ i ] , Tf [ i ] )
==
fvm : : l a p l a c i a n (k , Tf [ i ] )
+ fvc : : d iv ( EvCoSource )
) ;
Tf [ i ] . correctBoundaryCondit ions ( ) ;
}
Solid regions:
for ( int nonOrth=0; nonOrth<=nNonOrthCorr ; ++nonOrth )
{
vo l S c a l a rF i e l d k = (Ks [ i ] / ( rhos [ i ]∗Cps [ i ] ) ) ;
k . correctBoundaryCondit ions ( ) ;
s u r f a c e S c a l a rF i e l d EvCoSource
(
fvc : : i n t e r p o l a t e (EvCoHFs [ i ] / ( rhos [ i ]∗Cps [ i ] ) )
∗ s o l i dReg i on s [ i ] . magSf ( )
) ;
s o l v e
(
fvm : : ddt (Ts [ i ] )
==
fvm : : l a p l a c i a n (k , Ts [ i ] )
+ fvc : : d iv ( EvCoSource )
) ;
Ts [ i ] . correctBoundaryCondit ions ( ) ;
}
4.2.1 Latent heat sources.
The latent heat source is deﬁned as an energy ﬂux on the boundary with evaporation
or condensation. It can be noted in the presented codes of temperature equations for
both ﬂuid and solid regions, that latent heat is included as an explicit divergence term:
fvc::div(EvCoSource)
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This way it is applied to the next-to-boundary cell directly. The value is calculated
based on e/c velocity and then given a proper sign to indicate which phenomena is
taking place:
tmp<scalarField> UomegaNormal (Uomega() & patch().nf() );
scalarField newGradient (Lrho_ * UomegaNormal());
The source term is applied on both gas and solid side of the e/c coupled boundary. It
supposed to be present only on one side, depending on whether evaporation or con-
densation is occurring (cooling of the solid for evaporation and heating of the gas for
condensation). It is the e/c velocity direction that determines that.
void EvCoHFFvPatchScalarField : : updateCoef f s ( )
{
s c a l a rF i e l d ha (H( ) ) ;
tmp<sca l a rF i e l d > UomegaNormal (Uomega ( ) & patch ( ) . nf ( ) ) ;
// c a l c u l a t i n g new heatF lux adding i t s e f f e c t
s c a l a rF i e l d newGradient (Lrho_ ∗ UomegaNormal ( ) ) ;
// making sure t ha t the source term i s pre sen t on ly on
// one s i d e o f the coup led boundary
i f ( i sF l u i d ( ) ) {
f o rA l l ( newGradient , f i )
{
// condensat ion −> hea t ing o f f l u i d
i f ( ( ha [ f i ] < SMALL) | | (UomegaNormal ( ) [ f i ] < 0) )
{
newGradient [ f i ] = 0 ;
}
}
} else {
f o rA l l ( newGradient , f i )
{
// evapora t ion −> coo l i n g o f s o l i d
i f ( ( ha [ f i ] < SMALL) | | (UomegaNormal ( ) [ f i ] < 0) )
{
newGradient [ f i ] = 0 ;
}
else
{
newGradient [ f i ] ∗= −1.0;
}
}
}
// s e t t i n g va lue and g rad i en t
f vPatchSca la rF i e ld : : operator=(newGradient ) ;
f ixedValueFvPatchSca larFie ld : : updateCoef f s ( ) ;
}
33
CHAPTER 4. IMPLEMENTATION.
4.2.2 Temperature coupling BC.
Part of Neumann-Neumann temperature coupling condition implementation is pre-
sented in this paragraph. The code uses the mathematical formulation presented in
Section 3.2.1. The values required for BC are calculated and then applied to general
fixedGradient class.
gradient() = nbrK * (nbrIntFld - myIntFld) / ((myK/nbrDelta) + (nbrK/myDelta));
void NNTempCoupledFvPatchScalarField : : updateCoef f s ( )
{
i f ( updated ( ) )
{
return ;
}
\\ obta in ing data from ne ighbor ing patch
( . . . )
// d i s t r i b u t i n g f e t c h e d f i e l d s to match index ing
s c a l a rF i e l d nbrK( nbrFie ld .K( ) ) ;
distMap . d i s t r i b u t e (nbrK ) ;
s c a l a rF i e l d nbrDelta ( nbrPatch . d e l t aCoe f f s ( ) ) ;
distMap . d i s t r i b u t e ( nbrDelta ) ;
tmp<sca l a rF i e l d > myIntFld = pa t ch In t e rna lF i e l d ( ) ;
tmp<sca l a rF i e l d > myK = K( ) ;
tmp<sca l a rF i e l d > myDelta = patch ( ) . d e l t aCoe f f s ( ) ;
// c a l c u l a t i n g f i x e d g rad i en t BC
grad i ent ( ) =
nbrK ∗ ( nbrIntFld − myIntFld )
/ ( (myK/nbrDelta ) + (nbrK/myDelta ) ) ;
f ixedGrad ientFvPatchSca larF ie ld : : updateCoef f s ( ) ;
}
4.2.3 Temperature BC coupling check.
Each time temperature equations are solved a method is called that checks thermal
coupling, as explained in Section 4.2. The method returns the state of temperature
convergence: match, temperature not matching, heat ﬂux not matching, both T and HF
not matching. Provided all coupled boundaries indicatematch state, that is the coupling
conditions Eqn. 3.25 and Eqn. 3.26 are fulﬁlled, it is assumed that proper temperature
coupling is obtained.
l a b e l NNTempCoupledFvPatchScalarField : : checkPatchMatching ( )
{
// g e t t i n g po in t e r s to r e qu i r ed data
( . . . )
// done g e t t i n g po in t e r s
s c a l a rF i e l d TErrFld = (∗ this ) − nbrFld ;
s c a l a rF i e l d HFErrFld =
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myK
∗ (myIntFld − (∗ this ) )
∗ myDelta
+
nbrK
∗ ( nbrIntFld − nbrFld )
∗ nbrDelta ;
s c a l a r TErr = max(mag(TErrFld ) ) ;
s c a l a r HFErr = max(mag(HFErrFld ) ) ;
// reduce over a l l p a r a l l e l p roce s so r s
reduce (TErr ,maxOp<sca l a r >() ) ;
reduce (HFErr ,maxOp<sca l a r >() ) ;
l a b e l r t rn = T_HF_MATCH;
i f (TErr>maxTErr_){
i f (HFErr>maxHFErr_){
r t rn = T_HF_NO_MATCH;
} else {
r t rn = T_NO_MATCH;
}
} else {
i f (HFErr>maxHFErr_){
r t rn = HF_NO_MATCH;
} else {
// matched , noth ing to be done
}
}
// reduce over a l l p a r a l l e l p roce s so r s
reduce ( rtrn ,maxOp<sca l a r >() ) ;
// Restore tag
UPstream : : msgType ( ) = oldTag ;
return r t rn ;
}
4.3 Vapor concentration.
Vapor concentration (called omega in the code) is solved using similar methods to
temperature ﬁeld. The core of the code that represents solving of Eqn. 2.7 is presented
below.
for ( int nonOrth=0; nonOrth<=nNonOrthCorr ; nonOrth++)
{
fvSca la rMatr ix omegaEqn
(
fvm : : ddt ( omegaf [ i ] )
+ fvm : : div ( ph i f [ i ] , omegaf [ i ] )
==
fvm : : l a p l a c i a n (Domegaf [ i ] , omegaf [ i ] )
) ;
omegaEqn . s o l v e ( ) ;
}
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omegaf [ i ] . correctBoundaryCondit ions ( ) ;
Boundary condition for vapor concentration is calculated explicitly using Eqn. 2.15.
The part of implementation is listed below.
void Foam : : vaporConcentrat ionFvPatchSca larFie ld : : updateCoef f s ( )
{
s c a l a r Mfrac=Mv()/Ma( ) ;
f ixesValue_ = true ;
s c a l a rF i e l d _Height = Height ( ) ;
s c a l a rF i e l d Tred = Temperature ( ) − 273 . 1 5 ;
// c a l c u l a t i o n o f s a t u ra t i on pre s sure
s c a l a rF i e l d _ps = (611 .85 ∗ exp ( 17 .502 ∗ Tred / (240.9+Tred ) ) ) ;
// f o r f a c e s where f i lm i s pre sen t (H>0)
// e x p l i c i t l y c a l c u l a t e d f i x e d va lue cond i t i on i s app l i e d
// i f the t h in f i lm i s not pre sen t (H<0)
// boundary cond i t i on changes to zero g rad i en t Naumann type
// ( t h i s p reven t s f u r t h e r evapora t ion or condensat ion )
f o rA l l ( patch_ . f a c eC e l l s ( ) , f i ){
i f (_Height [ f i ] > 0){
(∗ this ) [ f i ]=(
Mfrac ∗ _ps [ f i ]
/
( Patm_ − ( ( 1 . 0 −Mfrac ) ∗ _ps [ f i ] ) )
) ;
i f ( (∗ this ) [ f i ]<0) (∗ this ) [ f i ] = 0 ;
this−>re fVa lue ( ) [ f i ] = (∗ this ) [ f i ] ;
this−>refGrad ( ) [ f i ] = 0 . 0 ;
this−>valueFract ion ( ) [ f i ] = 1 . 0 ;
} else {
this−>re fVa lue ( ) [ f i ] = 0 . 0 ;
this−>refGrad ( ) [ f i ] = 0 . 0 ;
this−>valueFract ion ( ) [ f i ] = 0 . 0 ;
f ixesValue_ = fa l se ;
}
}
mixedFvPatchScalarField : : updateCoef f s ( ) ;
}
4.4 Fluid velocity and pressure.
For solving momentum - pressure coupling PISO (Pressure Implicit with Splitting of
Operators) algorithm was proposed by Issa [28] and later extended to buoyancy ﬂows by
Oliveira and Issa [23]. Next to SIMPLE it is a standard algorithm used in OpenFOAM R©
to obtain velocity and pressure ﬁelds. Since data all data are stored in cell centers, the
algorithm has to overcome the problem of instability that occurs in non-staggered grids.
In order to do so a Rhie-Chow method is applied, where the momentum and continuity
equations are solved for velocity ﬂuxes on the faces connecting the cells and pressure
in cell centers. Velocity ﬁeld is obtained by interpolating face-centered ﬂuxes onto cell
centers. Detailed notes on the algorithm can be found in the work of Jasak [15]. A
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Figure 4.3: PISO algorithm scheme.
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scheme of PISO loop is presented in Fig. 4.3. The algorithm begins by creating a
matrix of coeﬃcients C corresponding to discretized form of solved velocity equation.
The matrix contains the coeﬃcients of all operators (time derivatives, diﬀusion terms,
source terms, et al.), except for the pressure gradient contribution.
Cu = −∇p∗ (4.3)
The matrix C is then split into central coeﬃcient A and oﬀ diagonal H( · ).
Cu = Au +H(u) (4.4)
Having the matrix split, Eqn. 4.3 can be rewritten:
Au∗ +H(uo) = −∇po (4.5)
where oﬀ diagonal operator is acting on the velocity ﬁeld from previous time step (o su-
perscript). Solving this equation a momentum predictor ﬁeld u∗ is obtained. It has to
be noted that u∗ is not divergence free. The momentum equation is rewritten using
obtained predictor and with pressure p∗ being the unknown:
Au∗ +H(u∗) = −∇p∗ (4.6)
Dividing Eqn. 4.6 by A, taking divergence of it and imposing divergence free condition
on the calculated velocity ﬁeld ∇u∗ = 0 a Poisson equation for pressure is obtained:
∇A−1∇p∗ = ∇φ (4.7)
where φ = A−1H(u∗). After solving Eqn. 4.7 the obtained pressure ﬁeld can be used
to correct the velocity ﬁeld, giving rise to a corrected, divergence free ﬁeld:
u∗∗ = u∗ −A−1∇p∗ (4.8)
The process can be repeated using u∗∗ in Eqn. 4.6 as known velocity ﬁeld, and solving for
second correction of pressure p∗∗. This procedure can reduce numerical errors that occur
with selected discretization schemes. After a predetermined number of sub-iterations
(greater than two) the corrected velocity u∗∗ becomes divergence free and can be used
as the ﬁnal estimation for the given time step:
un = u∗∗ (4.9)
The implementation of PISO algorithm is presented below.
( . . . )
// adding evapora t ion / condensat ion f l u x to the momentum equat ion
// boo lean va lue addUomegaToUeqn shou ld be s e t to f a l s e f o r c l o s ed domains
i f (addUomegaToUeqn)
{
ph i f [ i ] . boundaryField ( ) +=
(
fvc : : i n t e r p o l a t e (Uomegaf [ i ] ) & f l u i dReg i on s [ i ] . S f ( )
) ( ) . boundaryField ( ) ;
}
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// v e l o c i t y Equation
// the main matrix o f c o e f f i c i e n t s
fvVectorMatr ix UEqn
(
fvm : : ddt (Uf [ i ] )
+ fvm : : div ( ph i f [ i ] , Uf [ i ] )
+ tu rbu l enc e f [ i ] . divDevReff (Uf [ i ] )
==
− g ∗ betaTf [ i ] ∗ (Tf [ i ] − T0f [ i ] )
− g ∗ betaOmegaf [ i ] ∗ ( omegaf [ i ] − omega0f [ i ] )
) ;
UEqn . r e l a x ( ) ;
// s o l v i n g momentum pr ed i c t o r
s o l v e
(
UEqn
==
− f v c : : grad ( pf [ i ] )
) ;
// −−− PISO loop
// s o l v i n g pre s sure and co r r e c t i n g U
for ( int co r r =0; corr<nCorr ; c o r r++)
{
// ob t a in ing A^(−1) matrix c o e f f i c i e n t s
vo l S c a l a rF i e l d rUA( "rUA" ,1 . 0/UEqn .A( ) ) ;
s u r f a c e S c a l a rF i e l d rUAf ( " 1 |A(U) ) " , f vc : : i n t e r p o l a t e (rUA ) ) ;
// s e t t i n g u∗
Uf [ i ] = rUA∗UEqn .H( ) ;
ph i f [ i ] = ( fvc : : i n t e r p o l a t e (Uf [ i ] ) & f l u i dReg i on s [ i ] . S f ( ) )
+ fvc : : ddtPhiCorr (rUA, Uf [ i ] , ph i f [ i ] ) ;
// adding evapora t ion / condensat ion f l u x to the momentum equat ion
i f (addUomegaToUeqn)
{
ph i f [ i ] . boundaryField ( ) +=
(
fvc : : i n t e r p o l a t e (Uomegaf [ i ] ) & f l u i dReg i on s [ i ] . S f ( )
) ( ) . boundaryField ( ) ;
}
adjustPhi ( ph i f [ i ] , Uf [ i ] , p f [ i ] ) ;
for ( int nonOrth=0; nonOrth<=nNonOrthCorr ; nonOrth++)
{
// s o l v i n g pre s sure equa t ion ob t a in ing p∗
f vSca la rMatr ix pEqn
(
fvm : : l a p l a c i a n ( rUAf , pf [ i ] )
==
fvc : : d iv ( ph i f [ i ] )
) ;
pEqn . s e tRe f e r ence ( pRe fCe l l f [ i ] , pRefValuef [ i ] ) ;
pEqn . s o l v e ( ) ;
pf [ i ] . correctBoundaryCondit ions ( ) ;
i f ( nonOrth == nNonOrthCorr )
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{
// co r r e c t i n g v e l o c i t y and f l u x f i e l d s
ph i f [ i ] −= pEqn . f l u x ( ) ;
pf [ i ] . r e l a x ( ) ;
Uf [ i ] −= rUA ∗ f v c : : grad ( pf [ i ] ) ;
Uf [ i ] . correctBoundaryCondit ions ( ) ;
}
}
}
A note is required regarding momentum matrix UEqn present in the code. Most of
the terms listed in UEqn are easily recognized and resemble Eqn. 2.4. All except
turbulencef[i].divDevReff(φ) which is an object that allows for easy manipula-
tion of turbulence models based on eddy viscosity assumption. In standard usage it
represents the viscous term ∇ · (ν + νsgs)∇φ, where viscosity ν is constant and eddy
viscosity νsgs is calculated using the turbulence model. The implementation of νsgs is
given in Section 4.6.
4.5 E/C velocity, ﬁlm thickness.
Evaporation/condensation velocity is implemented as a ﬁxed vector boundary
condition. It is being calculated using Eqn. 2.14. The code is provided below:
void Foam : : veloc ityECFvPatchVectorFie ld : : updateCoef f s ( )
{
// ca t ch ing data
s c a l a rF i e l d _omega ( omega ( ) ) ;
s c a l a rF i e l d _Domega (Domega ( ) ) ;
s c a l a rF i e l d _omegaGrad ( omegaGrad ( ) ) ;
s c a l a rF i e l d _H (H( ) ) ;
// c a l c u l a t i n g E/C v e l o c i t y
s c a l a rF i e l d ECVelocity = −( _Domega/(1.0−_omega ) )∗_omegaGrad ;
// f o r f a c e s where t he r e i s no f i lm , E/C v e l o c i t y i s s e t to zero
f o rA l l ( patch_ . f a c eC e l l s ( ) , c ){
i f (_H[ c ] <= 0){
ECVelocity [ c ] = 0 ;
}
}
// p r e s c r i b i n g the f i l e d to the boundary
const ve c t o rF i e l d n( patch_ . nf ( ) ) ;
v e c t o rF i e l d : : operator=(ECVelocity ∗ n ) ;
f ixedValueFvPatchVectorFie ld : : updateCoef f s ( ) ;
}
Film thickness is implemented as a scalar boundary ﬁeld. It is updated once in a
time loop, after all other ﬁelds have been determined and updated. The code represents
Eqn. 2.49.
void f i lmThicknessFvPatchSca larF ie ld : : updateCoef f s ( )
{
// f e t c h i n g f i e l d s
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const fvPatch& p = patch ( ) ;
const l a b e l & th i spa t ch = p . index ( ) ;
v e c t o rF i e l d n = p . nf ( ) ;
const fvPatchVectorFie ld& U_inter face =
db ( ) . lookupObject<vo lVectorFie ld >(UName_) . boundaryField ( ) [ th i spa t ch ] ;
const fvMesh& mesh = d imens i oned In te rna lF i e ld ( ) . mesh ( ) ;
// rho_air/rho_water r a t i o
s c a l a r r a t i o = 0 . 0 0 1 ;
// c a l c u l a t i n g change in t h i c kn e s s
// i f curren t t h i c kn e s s i s sma l l e r or equa l to zero ,
// no change i s app l i e d
s c a l a rF i e l d dh ( this−>s i z e ( ) ) ;
f o rA l l (∗ this , c ){
i f ( (∗ this ) [ c ] <= 0)
dh [ c ] = 0 ;
else
dh [ c ] =
( U_inter face [ c ] & n [ c ] )
∗ r a t i o
∗ mesh . time ( ) . deltaT ( ) . va lue ( ) ;
}
// app l y ing change to the boundary
s c a l a rF i e l d : : operator += (dh ) ;
}
4.6 Dynamic turbulence model implementation.
The dynamic turbulence model implementation follows Section 2.2.3. A part of the
implementation is given below:
void LagrangianDynamicDirect : : updateSubGridSca leFie lds
(
const volSymmTensorField& D
)
{
// c a l c u l a t i n g L i j us ing pre−de f ined f i l t e r s
tmp<volSymmTensorField> L i j =
dev ( f i l t e r_ ( sqr (U( ) ) )
− ( sqr ( f i l t e r_ (U( ) ) ) ) ) ;
d imens ionedSca lar oneSqrMeter
(
"oneSqrMeter" , dimensionSet ( 0 , 2 , 0 , 0 , 0 , 0 , 0 ) , 1 . 0
) ;
// c a l c u l a t i n g Mij us ing pre−de f ined f i l t e r s
volSymmTensorField Mij =
oneSqrMeter
∗ (
( f i l t e r_ ( sq r t ( s c a l a r ( 2 . 0 ) ) ∗ mag(D)∗ (D) )
− sqr ( f i lter_to_mesh_ratio_ )
∗ s q r t ( s c a l a r ( 2 . 0 ) )
∗ mag( f i l t e r_ (D) ) ∗ f i l t e r_ (D) )
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) ;
// c a l c u l a t i n g nominator and denominator f o r C
tmp<vo lSca l a rF i e l d > Li jMi j = L i j && Mij ;
tmp<vo lSca l a rF i e l d > MijMij = Mij && Mij ;
// averag ing in space a long Lagrangian paths
// and c a l c u l a t i n g C^2 parameter
solveForPlmPmm( LijMij , MijMij ) ;
tmp<vo lSca l a rF i e l d > sqrCs = Plm / Pmm;
// c a l c u l a t i n g t u r b u l e n t v i s c o s i t y
nuSgs_=
sqrCs ∗ oneSqrMeter
∗ ( s q r t ( s c a l a r ( 2 . 0 ) ) ∗ mag(D) )
/ s c a l a r ( 2 . 0 ) ;
nuSgs_ . correctBoundaryCondit ions ( ) ;
}
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Validation on simple geometry.
The validation case of the algorithm was performed using a simple geometry. This
choice was driven by the fact, that the literature till now did not consider such a complex
problem setup. This indicated the need of the total control over the experiment, which
can be achieved in non-sophisticated test cases. The computational domain consists
of two cubic regions, of which one is the gas domain, and the second one is the solid.
The size of each domain is 1× 0.1× 1m. The geometry is presented in Fig. 5.1. Points
P1, P2 and P3 located at Z1 = 0.1, Z2 = 0.5 and Z3 = 0.9 mark the probes used to
extract data over time. In the ﬁgures, data from P1 will be noted with dot-dashed line,
P2 with dashed line and P3 with solid line. For simpliﬁcation of the problem, cyclic
boundary conditions are set in the Y-direction. Each of two regions is discretized with
a regular mesh of 80 × 4 × 80 cells. Air properties were used for the gas phase (see
Table 5.1). Two materials were used as solid: sandstone DT,s = 8.03× 10−7 m2/s and
copper DT,c = 1.16 × 10−4 m2/s. All external boundary conditions for temperature
are adiabatic. No-slip boundary conditions are used for gas domain. The adiabatic
condition allows to consider an isolated system which total energy is invariant.
DTg m
2/s 2.58e-5
ν m2/s 1.75e-5
Dω m
2/s 3.29e-5
βT 1/K 3.05e-3
βω 1 0.61
Re 4278
Pr 0.68
Sc 0.53
Ra 5.59e+6
Table 5.1: Gas properties and non-dimensional parameters for simple geometry tests.
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Figure 5.1: Geometry and probe location.
5.1 Energy balance.
In order to properly validate the phenomena that take place in studied systems energy
balance has to be monitored. Total energy of the system Etot is deﬁned as:
Etot = HEs + HEg + HEw + KE (5.1)
HEs =
∫
Vs
TsCpsρs dV − HEs,0 (5.2)
HEg =
∫
Vg
TgCpgρg dV − HEg,0 (5.3)
LEw =
∫
S
LhρwH dS − LEw,0 (5.4)
KE =
1
2
∫
Vg
ρgU
2 dV −KE0 (5.5)
where subscripts s, g, w correspond to solid, gas and water ﬁlm respectively, HE are
changes in heat energies, LE is latent heat energy absorbed or released by the thin ﬁlm,
KE is the change in kinetic energy of the gas, Cp are speciﬁc heats, ρ are densities, V
are domain volumes, Lh is latent heat of water, S is wet wall surface, H is water ﬁlm
thickness and U is velocity of gas, and 0 subscript represents initial value. Based on
the thin ﬁlm approximation it is assumed that heat energy of the water ﬁlm is only the
latent heat required for it to completely evaporate.
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5.2 Evaporation/condensation eﬀects testing.
For the ﬁrst test, the temperature of both gas and solid is set to a constant value of
300K. Using Eqn. 2.7 value of vapor concentration at the interface can be calculated
ωi(300K) = 0.022. Evaporation or condensation conditions can be artiﬁcially imposed
by setting under- or over-saturation vapor value in the gas domain. For both initial
test, sandstone was chosen to be the solid. Since the system is isolated, the eﬀects
generated by latent heat are to be observed, id est the heat is released while the vapor
condensates on the gas side, and it is absorbed from the solid side when the thin ﬁlm
vaporizes.
5.2.1 Evaporation at constant initial temperature.
The study presented in this paragraph focuses solely on the study of latent heat gener-
ation. Since the focus is not on the heat transfer, the system is prepared so that the e/c
phenomena are triggered by diﬀerences in vapor concentration. This limitation causes
the need of creating artiﬁcial initial and boundary conditions.
To force fast evaporation dry air was selected for this case, i.e ω = 0 in the whole gas
domain. Snapshots of evolution of vapor concentration in the gas and temperature in
the solid at four diﬀerent time instances can be seen in Fig. 5.2. The evaporation of thin
ﬁlm creates a temperature drop due to latent heat usage to transform water into vapor.
The temperature drop at the bottom of the solid is shown in Fig. 5.8. This drainage of
heat is highest in regions where the evaporation is most intense, that is at the bottom
of the surface (see Fig. 5.4 for evaporation velocity magnitude at 3 probe points). The
intensity of evaporation is driven by humidity gradient at the wall, which is highest at
the bottom, since buoyancy ﬂow transports vapor from there to the top of the domain.
Of course the diﬀerence in velocity of evaporation results in diﬀerent ﬁlm evaporation.
The plots of ﬁlm thickness at 3 probe points are shown in Fig. 5.5. The case studied is
an isolated system. This indicates that the total energy of the system must be preserved
over time. The plot of partial and total energy are given in Fig. 5.6. It can be clearly
seen that the exchange happens between the energy stored in the thin ﬁlm and the heat
energy of the solid. The heat energy gathered in the gas as well as kinetic energy give
negligible contribution (hidden behind Total Energy in Fig. 5.6), and all sum up to zero
with relative error below 0.01%.
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Figure 5.2: Evaporation case T0 = const; vapor concentration and solid temperature
proﬁles.
5.2.2 Condensation at constant initial temperature.
A system with constant initial temperature in which condensation phenomenon is ob-
server was obtained by setting normalized vapor concentration ω = 1.82ω0. Snapshots
of vapor concentration ﬁeld in the gas and temperature ﬁeld in the solid are shown in
Fig. 5.7. The vapor in over-saturated air condenses on the gas-solid boundary and re-
leases latent heat. This rises temperature of the gas which is then diﬀused into the solid.
Plot of temperature evolution over time at probe location P1 is presented in Fig. 5.8.
The condensation is most intense at the top of the solid boundary (see condensation
velocity magnitude plot over time in Fig. 5.9) due to the buoyant convection motion in
the gas domain. Most of the vapor is gathered on the top part of the boundary which
can be seen in Fig. 5.10. Similar to the evaporation case, most of the energy exchange
happens between the one that is being gathered in the thin ﬁlm, and the one that is
deposited into the solid (see Fig. 5.11). The contribution of the heat energy that is
released into the gas region is greater but still has negligible eﬀect on overall energy
balance, as has the generated kinetic energy of the gas.
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Figure 5.3: Evaporation case T0 = const, temperature of the solid at P1 over time.
Figure 5.4: Evaporation case T0 = const, condensation velocity at P1, P2 and P3 over
time.
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Figure 5.5: Evaporation case T0 = const, thin ﬁlm width at P1, P2 and P3 over time.
Figure 5.6: Evaporation case T0 = const, energy evolution.
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Figure 5.7: Condensation case, T0 = const, vapor concentration and solid temperature.
5.3 Condensation driven by temperature diﬀerence.
In this section the study on condensation phenomenon driven by temperature diﬀerence
in an isolated system is presented. The initial temperature is set to be constant in both
regions, with diﬀerence between them ∆T = 50. Gas region is the hotter one. Vapor
concentration is set at 80% of saturation value at initial gas temperature. Two cases
are studied, with sandstone and copper as solids.
5.3.1 Condensation, solid material: sandstone.
The images of vapor concentration ﬁeld and temperature of the solid at 4 time instances
are shown in Fig. 5.12. Although the behavior of the system may seem similar to the one
presented in Section 5.2.2, it is driven by diﬀerent phenomena. In this case, the buoyant
ﬂow is mainly driven by the temperature diﬀerence. The plots of temperature variation
on time are shown in Fig. 5.13. The addition of latent heat released during vapor
condensation is still present but makes small contribution. The maximum condensation
velocity magnitude is 28 times greater over the case with constant initial temperature
(Section 5.2.2). It also drains the vapor from the gas domain to the ﬂuid two times
faster. The change in width of the thin ﬁlm is shown in Fig. 5.15. The speed of the
process is driven by the fast buoyant transport of the vapor in the gas domain to the
vicinity of the boundary, as well as high velocity of condensation created by relatively
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Figure 5.8: Condensation case T0 = const, temperature of the solid at P1 over time.
Figure 5.9: Condensation case T0 = const, condensation velocity at P1, P2 and P3 over
time.
50
5.3. CONDENSATION DRIVEN BY TEMPERATURE DIFFERENCE.
Figure 5.10: Condensation case T0 = const, thin ﬁlm width at P1, P2 and P3 over time.
Figure 5.11: Condensation case, T0 = const, energy evolution.
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large temperature diﬀerence. The energy balance over time presented in Fig. 5.16 shows
that the system conserves energy. This time though in addition to the energy exchange
between the latent heat and energy of the solid, the eﬀect of heat transfer from the gas
region to the solid is observed.
5.3.2 Condensation, solid material: copper.
In the case where the solid material was highly conductive copper, the main diﬀerence
from the latter case with low conductive sandstone (Section 5.3.1) is the behavior of
the temperature ﬁeld in the solid. Four snapshots of the vapor concentration in the
gas the temperature ﬁeld in the solid and are presented in Fig. 5.17. The plots of
temperature evolution over time in 3 probe points are shown in Fig. 5.18. It can be
seen that the temperature achieves constant, steady value very fast, and spreads evenly
in the whole solid domain. The process of condensation takes place in a similar fashion
to the sandstone case. The velocity of condensation plots over time in 3 probe points
are shown in Fig. 5.19. The height if the thin ﬁlm evolution over time is shown in
Fig. 5.20. Although the process is slightly more intense (maximum condensation velocity
magnitude for copper case is 1.5× 10−3 m/s while it is 1.42× 10−3 m/s for sandstone
case) in general no big diﬀerences can be observed. This is because the air domain
is exposed to very similar condition on the coupling boundary with the solid: a cold
body touches the air domain. As it was expected, the energy evolution of the system
over time (Fig. 5.21) is similar to the sandstone case. The main diﬀerence is the faster
transport of the heat to the solid, which results in faster reach of the steady state for
the system.
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Figure 5.12: Condensation with sandstone as the solid, T0 = const, vapor concentration
and solid temperature ﬁelds at given times.
5.4 Partial ﬁlm evaporation driven by temperature diﬀer-
ence
In this section the test cases for the systems where the evaporation will not evaporate
all the initial water ﬁlm will be presented. The temperature diﬀerence is chosen to
be ∆T = 50, this time with the solid region hotter than the gas one. Initial vapor
concentration within the gas was chosen to be 20% of saturation concentration for
given temperature. As in condensation study, cases with sandstone and copper as solid
were investigated.
5.4.1 Partial evaporation, solid material: sandstone.
Vapor concentration and solid temperature ﬁelds at given time instances are presented
in Fig. 5.22. The vapor generated from the evaporating thin ﬁlm is transported with
buoyant ﬂow within the gas domain, and in time saturates it. The heat transfer direction
is from the hot solid to the cold ﬂuid. In addition to conduction, the evaporating ﬁlm
uses energy in order to make phase transition from water to vapor. This cools the
solid even further. The temperature proﬁles over time in 3 probe locations are shown
in Fig. 5.23. The initial temperature drop is caused by the two phenomena mentioned
earlier. After that, the temperature moves towards steady state condition. The process
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Figure 5.13: Condensation with sandstone as a solid, T0 = const, temperature of the
solid at P1, P2 and P3 over time.
Figure 5.14: Condensation with sandstone as a solid, T0 = const, condensation velocity
at P1, P2 and P3 over time.
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Figure 5.15: Condensation with sandstone as a solid, T0 = const, thin ﬁlm width at P1,
P2 and P3 over time.
Figure 5.16: Condensation with sandstone as a solid, T0 = const, energy over time.
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Figure 5.17: Condensation with copper as the solid, T0 = const, vapor concentration
and solid temperature ﬁelds at given times.
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Figure 5.18: Condensation with copper as the solid, T0 = const, temperature of the
solid at P1, P2 and P3 over time.
Figure 5.19: Condensation with copper as the solid, T0 = const, condensation velocity
at P1, P2 and P3 over time.
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Figure 5.20: Condensation with copper as the solid, T0 = const, thin ﬁlm width at P1,
P2 and P3 over time.
Figure 5.21: Condensation with copper as the solid, T0 = const, energy over time.
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is slow due to low heat conductance of sandstone. The evaporation of the thin ﬁlm
happens on the whole exposed boundary, with the highest intensity on its lower part
(Fig. 5.24). This is caused by the upward buoyant transport of the generated vapor,
which increases the gradient of the concentration at the bottom, and lowers it at the top
of the boundary. The more gas domain becomes saturated with vapor, the smaller the
evaporation rate, and the slower the change in ﬁlm thickness (Fig. 5.25). Energy balance
presented in Fig. 5.26 shows that the exchange mainly occurs between the energy stored
in the thin ﬁlm and the heat present in the solid, with slight heat transport into the
gas domain. Again, the kinetic energy contribution is negligible, and the overall energy
of the system remains constant.
5.4.2 Partial evaporation, solid material: copper.
The evaporation case with copper as the solid material quickly reaches its steady state.
The images of vapor concentration in the gas and temperature ﬁeld in the solid are
shown in Fig. 5.27. The behavior of the gas domain and the vapor in it is similar to
the case from previous Section 5.4.1. The temperature in the solid on the other hand
behaves like in the case of condensation on copper, this time very quickly giving away
all the heat to the gas domain and loosing it to latent heat. Temperature proﬁles at
3 probe points are shown in Fig. 5.28. The process of evaporation is more rapid in
comparison to the sandstone case (Fig. 5.29). Also the gas region becomes saturated
with vapor very fast, which stops the evaporation. The ﬁlm thickness at 3 probe points
over time are presented in Fig. 5.30. The energy balance over time shown in Fig. 5.31
behaves as in the case of sandstone, and proves the system to be energy conservative.
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Figure 5.22: Evaporation with sandstone as the solid, T0 = const, vapor concentration
and solid temperature ﬁelds at given times.
5.5 Full ﬁlm evaporation driven by temperature diﬀerence.
In this paragraph we will present the case, where most of the thin ﬁlm evaporates com-
pletely. For this case copper was chosen as the material for solid body. To keep test
cases consistent the temperature diﬀerence was again set to ∆T = 50 with the solid
being the hotter region. Initial vapor concentration was set to 20% of saturation value
for the given gas temperature. In order to be able to observe at least partial total evap-
oration of the water ﬁlm its initial thickness was reduced by 50% with regard to similar
case presented in Section 5.4. The vapor concentration ﬁeld in the gas and temperature
ﬁeld in the solid at six time instances are presented in Fig. 5.32. The ﬁgure contains
also graphical representation of the thin ﬁlm proﬁle with the evaporation velocity vec-
tors1. The temperature proﬁles at 3 probe locations are shown in Fig. 5.33. As in the
previous cases, the cooling eﬀect due to the evaporation process can be observed. This
creates a heat barrier, which distracts the expected standard heat distribution from the
solid to the gas. After the ﬁlm dries out, and evaporation can not cool the boundary,
the heat can be transferred back from inside the solid to the ﬂuid. The evaporation
velocity at 3 probe points is presented in Fig. 5.34 and the ﬁlm thickness evolution over
time is shown in Fig. 5.35. Important to note is the cold spot moving up together with
1The thin ﬁlm thickness is still represented solely by a scalar value, it does not eﬀect the ﬂow, and
the proﬁles in Fig. 5.32 are just graphical representations.
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Figure 5.23: Evaporation with sandstone as a solid, T0 = const, temperature of the
solid at P1, P2 and P3 over time.
Figure 5.24: Evaporation with sandstone as a solid, T0 = const, condensation velocity
at P1, P2 and P3 over time.
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Figure 5.25: Evaporation with sandstone as a solid, T0 = const, thin ﬁlm width at P1,
P2 and P3 over time.
Figure 5.26: Evaporation with sandstone as a solid, T0 = const, energy over time.
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Figure 5.27: Evaporation with copper as the solid, T0 = const, vapor concentration and
solid temperature ﬁelds at given times.
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Figure 5.28: Evaporation with copper as a solid, T0 = const, temperature of the solid
at P1, P2 and P3 over time.
Figure 5.29: Evaporation with copper as the solid, T0 = const, condensation velocity
at P1, P2 and P3 over time.
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Figure 5.30: Evaporation with copper as the solid, T0 = const, thin ﬁlm width at P1,
P2 and P3 over time.
Figure 5.31: Evaporation with copper as the solid, T0 = const, energy over time.
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the point where the ﬁlm ends. This cold point is created by high evaporation velocity.
The ﬁlm contact line is accompanied by a higher vapor concentration gradient, which
generates higher evaporation velocity. This explains the pick of evaporation velocity
just before the ﬁlm dries out (see Fig. 5.34). The energy evolution of the system is
similar to previously presented evaporation cases (Sections 5.2.1, 5.4.1 and 5.4.2) and
remains energy conservative throughout the simulation.
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Note: the temperature scale for solid region is not constant and is set for its min and
max value at a given time step.
Figure 5.32: Full evaporation, vapor concentration ﬁeld, graphical representation of ﬁlm
thickness proﬁle and solid temperature ﬁeld at given times.
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Figure 5.33: Full evaporation, temperature of the solid at P1, P2 and P3 over time.
Figure 5.34: Full evaporation, condensation velocity at P1, P2 and P3 over time.
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Figure 5.35: Full evaporation, thin ﬁlm width at P1, P2 and P3 over time.
Figure 5.36: Full evaporation, energy over time.
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Chapter 6
Vertical channel application.
6.1 Laminar ﬂow.
The signiﬁcant impact of presented model on the studies of systems with evaporation
and condensation is presented on a case of vertical channel. The work of Laaroussi et
al. [20] validated in OpenFOAM R© by Petronio [2] was selected as a reference. The
geometry is a vertical channel of L = 2m length and the half channel width b = 0.1m.
The mesh resolution was set as 600 × 70 with stretching 1.007 in X and 2.4323 in Y
direction, from the wall to half channel. The forced ﬂow of dry air was moving in +X
direction with gravity pointing the opposite way. The inlet velocity was set to uniform
value ofU0 = 0.13m/s with corresponding Reynolds number Re = U0Dh/ν = 300, where
Dh = 4b is the hydraulic diameter. Since the inlet air was dry, the vapor concentration
at the inlet was set to ωi = 0. The initial temperature of the system was constant and
equal to its value at all the boundaries Ti = Tw = 327.5K (inlet, walls), which was kept
constant over time. The value of concentration at the wet boundaries was calculated
using Eqn. 2.7, which with at Ti was equal to ωw = 0.1. Constant temperature of the
system resulted in thermal Grashof number1 to be GrT = 0. Still, for later usage, we
set the thermal expansion coeﬃcient to be βT = 3.05 × 10−5. The vapor expansion
coeﬃcient was selected as βω = 0.584 with corresponding solutal Grashof number
1
Grω = 1.212 × 105. The Prandtl number was set to be Pr = 0.674 and the Schmidt
number was set as Sc = 0.529.
1The characteristic length used to calculate Grashof number was chosen to be Dh.
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Figure 6.1: Comparison of obtained stream-wise velocity components at 3 cross sections
of the channel with data from [20].
6.1.1 Reference: sole gas.
The ﬁrst test involved running the case only with the gas region. The solid boundary
was the end of computational domain, with boundary values ﬁxed and set as described in
Section 6.1. The comparison of obtained stream-wise velocity components and reference
ones by [20] are shown in Fig. 6.1. It can be seen that the model reproduces expected
results with very good precision.
6.1.2 Eﬀects of evaporation on channel ﬂow.
This section presents the eﬀects of adding a fully modeled solid as a boundary to the
channel described in Section 6.1.1. As presented in Chapter 5, the choice of the solid
material has a signiﬁcant impact on the ﬂow. For that reason 4 cases will be discussed.
First one will describe the case with copper as a solid (very good thermal conductor),
second one will present a case with sandstone as the solid (intermediate thermal insu-
lator), third one will show the case with plastic walls (PVC, good insulator) and ﬁnal
one will present the case with the solid having the same thermal properties as the gas
(limit case- a thermal insulator). In all the cases gas has the material properties used
in [20] and described in Section 6. For performance reason only half of the gas region
was solved. Symmetry plane condition was set at wall representing the mid-channel.
The solid wall domain has thickness of half channel. The temperature at the outer solid
boundary was kept constant at Tw = Ti = 327.5K. All simulations were carried out
till they reached steady state. In order to prevent complete ﬁlm drying (and allow to
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density ρ kg/m3 8960
speciﬁc heat Cp J/kgK 385
thermal conductivity K W/mK 401
thermal diﬀusivity κ m2/s 1.16245× 10−4
Table 6.1: Thermal properties of copper.
acquire steady state), ﬁlm thickness was ﬁxed and did not change. At the same time
evaporation velocity created a mass ﬂux which entered into continuity and momentum
equations. Cross section plots of velocity, vapor concentration and temperature are
taken at three distances from the inlet: X = 0.01, X = 0.2 and X = 1. Plots of evapo-
ration velocity are covered over the wall (X direction). Figures that present the steady
state ﬁelds (like temperature ﬁeld) were enlarged in the Y direction and in most cases
are presented with non-uniform scales for better visualization of observed eﬀects. Cross
section plots of temperature in Y direction show the values in both solid (negative Y )
and gas region (positive Y ).
The next sections describe individually the cases with diﬀerent solid walls, starting with
copper, then sandstone, PVC and artiﬁcial insulator. They are followed by a comparison
section.
Laminar channel ﬂow with copper walls.
This section presents the results of simulations performed on a case with solid having
thermal properties of good thermal conductor- copper. The properties are presented
in Table 6.1. Fig. 6.2 presents the stream-wise velocity ﬁeld at steady state. Cross
section stream-wise velocity proﬁles are shown in Fig. 6.5. A great resemblance to the
reference case from Section 6.1.1 can be observed. The main diﬀerence occurs next to
the inlet, where a slight increase of velocity magnitude is observed due to the presence
of evaporation ﬂux from the wall. The evaporation is created by vapor concentration
diﬀerence which is mainly present next to the inlet. Fig. 6.4 demonstrates the vapor
concentration ﬁeld and Fig. 6.7 shows its the cross section plots at diﬀerent distances
from the inlet. It can be seen that at steady state the dry air entering the channel
becomes saturated with vapor quite close to the channel entrance. The plot of evapo-
ration velocity along the channel wall is presented in Fig. 6.8. A temperature drop can
be observed close to the inlet along the coupling boundary which is the result of high
evaporation. Fig. 6.3 presents the temperature ﬁeld and Fig. 6.6 shows its cross sections
at three distances from the inlet. The dry air that enters the channel triggers the evapo-
ration process which needs energy (latent heat) to perform phase transition from water
to vapor. Supposing that the thin ﬁlm can not dry out, this creates a constant heat sink
at the coupled boundary. The sink is compensated by heat introduced through the solid
outer wall. Since copper is very good temperature conductor, it is transported very fast
though the solid and temperature remains basically ﬂat throughout the domain.
73
CHAPTER 6. VERTICAL CHANNEL APPLICATION.
Figure 6.2: Laminar channel, copper as solid, stream-wise velocity ﬁeld.
Figure 6.3: Laminar channel, copper as solid, temperature ﬁeld.
Figure 6.4: Laminar channel, copper as solid, vapor concentration ﬁeld.
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Figure 6.5: Laminar channel, copper as solid, stream-wise velocity cross section plots.
Figure 6.6: Laminar channel, copper as solid, temperature cross section plots.
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Figure 6.7: Laminar channel, copper as solid, vapor concentration cross section plots.
Figure 6.8: Laminar channel, copper as solid, evaporation velocity along the wall.
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density ρ kg/m3 2300
speciﬁc heat Cp J/kgK 920
thermal conductivity K W/mK 1.7
thermal diﬀusivity κ m2/s 8.03403× 10−7
Table 6.2: Thermal properties of sandstone.
Laminar channel ﬂow with sandstone walls.
The case presented in this section uses sandstone as a solid. The thermal properties
of this material are presented in Table 6.2. Even though sandstone is worse thermal
conductor than copper, the steady state of the system looks very similar to the one
obtained with copper walls, at least the steady state is achieved. The stream-wise ve-
locity ﬁeld at steady state is shown in Fig. 6.9. Its cross section plots are presented in
Fig. 6.12. Although the proﬁles look similar, a slight increase of the velocity can be
observed close to the inlet at the mid channel for the sandstone case (see Section 6.1.3
for better comparison). This is caused by more intense evaporation process (Fig. 6.15)
which introduces additional mass into the channel. The evaporation itself is gener-
ated by high vapor concentration diﬀerences between the wall and the ﬂow above it
(see Fig. 6.11 of vapor concentration ﬁeld and Fig. 6.14 with its cross section plots).
These concentration gradients are aﬀected by two factors. Firstly the dry air that en-
ters the channel travels further because of the higher velocity magnitude. The second
phenomenon is the temperature drop presented in Fig. 6.10 and shown on cross section
plots in Fig. 6.13. It is created by the evaporation process. The cooled air, which in
addition is fully saturated, acts against the ﬂow due to buoyancy eﬀects. These block-
ing forces the present close to the wall, and results in increased ﬂow magnitude in the
middle of the channel due to hydrodynamic restrictions.
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Figure 6.9: Laminar channel, sandstone as solid, stream-wise velocity ﬁeld.
Figure 6.10: Laminar channel, sandstone as solid, temperature ﬁeld.
Figure 6.11: Laminar channel, sandstone as solid, vapor concentration ﬁeld.
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Figure 6.12: Laminar channel, sandstone as solid, stream-wise velocity cross section
plots.
Figure 6.13: Laminar channel, sandstone as solid, temperature cross section plots.
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Figure 6.14: Laminar channel, sandstone as solid, vapor concentration cross section
plots.
Figure 6.15: Laminar channel, sandstone as solid, evaporation velocity along the wall.
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density ρ kg/m3 1300
speciﬁc heat Cp J/kgK 900
thermal conductivity K W/mK 0.19
thermal diﬀusivity κ m2/s 1.62393× 10−7
Table 6.3: Thermal properties of plastic (PVC).
Laminar channel ﬂow with PVC walls.
In this section the study of a case with PVC wall is presented. The material properties
used for the solid are shown in Table 6.3. The stream-wise velocity ﬁeld and its cross
section plots are presented in Fig. 6.16 and Fig. 6.19 respectively. A clear diﬀerence
to the previous cases of small recirculation region can be seen. This phenomenon is
associated with high evaporation velocity (Fig. 6.22) present in vicinity of the channel
inlet. The temperature ﬁeld is presented in Fig. 6.17 and its cross sections are shown
in Fig. 6.20. It has to be noted, that due to thermal properties of PVC, the re-heating
process from the outer boundary of the system behaves diﬀerently from the cases with
better heat conductivity. This time the slope of temperature curve from the solid outer
boundary to the gas-solid interface is much steeper. Although the heat sink created
by evaporation is balanced by heat introduction coming from the outside, the air close
to the wall is highly eﬀected by buoyancy forces. This, in conjunction with vapor
concentration diﬀerences (see the ﬁeld in Fig. 6.18 and cross sections in Fig. 6.21)
creates the recirculation region. Since the gas is incompressible, similarly to sandstone
case, the velocity of the ﬂow in the center of the channel above the recirculation has to
increase signiﬁcantly.
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Figure 6.16: Laminar channel, PVC as solid, stream-wise velocity ﬁeld.
Figure 6.17: Laminar channel, PVC as solid, temperature ﬁeld
Figure 6.18: Laminar channel, PVC as solid, vapor concentration ﬁeld.
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Figure 6.19: Laminar channel, PVC as solid, stream-wise velocity cross section plots.
Figure 6.20: Laminar channel, PVC as solid, temperature cross section plots.
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Figure 6.21: Laminar channel, PVC as solid, vapor concentration cross section plots.
Figure 6.22: Laminar channel, PVC as solid, evaporation velocity along the wall.
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density ρ kg/m3 1
speciﬁc heat Cp J/kgK 1000
thermal conductivity K W/mK 2.58× 10−2
thermal diﬀusivity κ m2/s 2.58× 10−5
Table 6.4: Thermal properties of insulator (same as air).
Laminar channel ﬂow with insulator walls.
As a limit case, a system with solid wall being an extremely good thermal insulator by
having thermal properties of the gas was selected. The thermal properties are presented
in Table 6.4. The stream-wise velocity proﬁle is presented in Fig. 6.23 and the cross
section plots are shown in Fig. 6.26. The recirculation region reaches almost to the
middle of the domain. This strongly eﬀects the vapor concentration (see Fig. 6.25 and
Fig. 6.28 for the ﬁeld and cross section plots), and temperature distribution. Fig. 6.24
shows the temperature ﬁeld and Fig. 6.27 presents its cross section plots. It can be
seen that the latent heat loss caused by evaporation is balanced by heat introduction
at the solid outer boundary and at the inlet. At the same time the magnitude of
evaporation process along the whole channel (see Fig. 6.29) makes a signiﬁcant impact
on the temperature inside the channel away from the inlet. This eﬀect is not even
canceled by stronger convective heat transfer from the inlet, present due to contraction
of the ﬂow above recirculation region. It has to be noted at this moment that this
case is an artiﬁcial setup. It uses a non-existing material as a solid, but was included
to present a limit behavior of the system, in case of using more and more insulating
materials.
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Figure 6.23: Laminar channel, insulator as solid, stream-wise velocity ﬁeld.
Figure 6.24: Laminar channel, insulator as solid, temperature ﬁeld.
Figure 6.25: Laminar channel, insulator as solid, vapor concentration ﬁeld.
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Figure 6.26: Laminar channel, insulator as solid, stream-wise velocity cross section
plots.
Figure 6.27: Laminar channel, insulator as solid, temperature cross section plots.
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Figure 6.28: Laminar channel, insulator as solid, vapor concentration cross section plots.
Figure 6.29: Laminar channel, insulator as solid, evaporation velocity along the wall.
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6.1.3 Comparison of laminar channel ﬂows with diﬀerent solid walls.
Discussion.
The comparison of stream-wise velocity ﬁelds for all laminar cases is presented in
Fig. 6.30. Figures 6.31, 6.32 and 6.33 present comparisons of cross section plots of
stream-wise velocities at X = 1, X = 0.2 and X = 0.02 respectively. Vapor concen-
tration ﬁeld comparison is shown in Fig. 6.38, and its cross section comparisons are
shown in Fig. 6.39, Fig. 6.40 and Fig. 6.41. Fig. 6.34 presents the temperature ﬁeld
comparison, with the cross section plots in Fig. 6.35, Fig. 6.36 and Fig. 6.37. Finally
the comparison of evaporation velocity along the channel is shown in Fig. 6.42.
The main newly observed phenomenon in this series of experiments is connected to the
introduction of more thermally resistant materials as the walls for a channel ﬂow. In
presence of evaporating liquid ﬁlm the ﬂow changes its velocity proﬁle. It slows down
close to the wall while increasing velocity in the middle of the channel. In cases of
very good insulator walls the evaporation process cools the gas signiﬁcantly. Without
the re-heating from the outer boundary of the system, the ﬂow develops recirculation
zones due to strong buoyancy eﬀects close to evaporating boundary. This stands in
contrast to simple evaporation model presented for the reference case in Section 6.1.1.
Introduction of evaporation process and taking into account the choice of the material
selected as the solid boundary brings new insights to the problem of evaporating ﬁlms
in systems with forced ﬂows.
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Figure 6.30: Laminar channel, comparison of stream-wise velocity ﬁelds.
Figure 6.31: Laminar channel, comparison of stream-wise velocity cross section plots at
X = 1 for laminar channel ﬂow cases.
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Figure 6.32: Laminar channel, comparison of stream-wise velocity cross section plots at
X = 0.2.
Figure 6.33: Laminar channel, comparison of stream-wise velocity cross section plots at
X = 0.01.
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Figure 6.34: Laminar channel, comparison of temperature ﬁelds.
Figure 6.35: Laminar channel, comparison of temperature cross section plots at X = 1.
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Figure 6.36: Laminar channel, comparison of temperature cross section plots atX = 0.2.
Figure 6.37: Laminar channel, comparison of temperature cross section plots at X =
0.01.
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Figure 6.38: Laminar channel, comparison of vapor concentration ﬁelds.
Figure 6.39: Laminar channel, comparison of vapor concentration cross section plots at
X = 1.
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Figure 6.40: Laminar channel, comparison of vapor concentration cross section plots at
X = 0.2.
Figure 6.41: Laminar channel, comparison of vapor concentration cross section plots at
X = 0.01.
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Figure 6.42: Laminar channel, comparison of evaporation velocity proﬁles along the
wall.
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6.2 Turbulent channel ﬂow.
This section presents the application of the model to a turbulent channel ﬂow. The
reference for this case was the work by Moser et al.[27]. The geometry consisted of
a vertical channel limited by solid walls. The half channel width was selected to be
b = 0.022m. The size of the ﬂuid domain was set to X = 2pib in the stream-wise and
Y = pib in the span-wise direction. To obtain fully turbulent ﬂow, Reynolds number
based on wall shear velocity2 was selected to be Reτ = 590. The computation was
carried out on 786432 grid points (64×128×96, with X×Y ×Z being respectively the
stream-wise, span-wise and wall-normal directions). The mesh was regular in stream-
wise and span-wise direction. It was stretched in wall-normal direction such that the
cells were positioned in close vicinity of the wall, that is the ﬁrst cell was within z+ = 1
and ﬁrst eight points from the walls were located within z+ = 10 (the superscript +
refers to non-dimensional values scaled by the wall variables; e.g. y+ = yuτ/ν). The
selection of such a coarse computational grid required usage of LES techniques (see
Section. 2.2.3), at the same time the stretching in wall-normal direction allowed to
forgo usage of near wall modeling of turbulent ﬂows. For the study the dynamic LES
model with lagrangian averaging was selected.
The solid walls length and width were selected to match the ﬂuid case. Their thickness
was chosen to be Zs = b. The grid was chosen to be 64 × 128 × 48, being uniform in
steam-wise and span-wise directions, and stretched near the gas-solid boundaries in the
wall-normal direction such as the gas domain.
The experimental setup modeled the behavior of the dry air (ωi = 0) entering a vertical
channel which walls were covered with evaporating water ﬁlm. Since the aim was to
obtain steady state ﬂows within the channels, the ﬁlm thickness was ﬁxed and did
not change in time. The thermal and mechanical properties of air were presented in
Table. 5.1. The solids chosen for the tests were copper and pvc, which thermal properties
were presented in Table. 6.1 and Table. 6.3 respectively. The outer boundaries of the
top and bottom solids were kept at constant temperature Tout = 327.5K, as was the
inlet temperature. This way the only change of temperature which would appear in the
system would be caused by the evaporation process.
Periodic boundary conditions were selected in the span-wise direction. They could not
be applied in the stream-wise direction since evaporation process introduced vapor and
mass into the system. For that reason the outlet was kept as an open boundary (ﬁxed
pressure and zero-gradient velocity), and the inlet velocity was imposed using tabular
turbulent data.
In order to obtain the inlet tabular data, a preliminary simulation was performed. The
case was carried out on the same geometry, with the cyclic boundary condition in the
stream-wise direction. All buoyancy related phenomena were switched oﬀ, and a driving
body force, which would create a turbulent ﬂow with desired Re was introduced. After
the bulk velocity of the ﬂow (Ubulk(t) =
∫
2b u(t)dz) reached a steady state, data was
collected from a cross section YZ-plane. The velocity data were gathered each time
step for time duration of ∆t?f = 2, where t
? = t Ubulk/X is normalized by the channel
ﬂow-through time scale. After that the data was mapped and applied as ﬁxed values
to the inlet for evaporating cases repeatedly in time.
2Reτ = uτ b/ν, where uτ = (τw/ρ)
1
2 is the wall shear velocity and τw is the wall shear stress.
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In order to prevent numerical instability, the time step of the simulation was selected
to be ∆t? = 1.5625 × 10−3. This kept the maximum Courant number below 0.5,
Comax = max(u)∆t/∆X < 0.5.
The copper simulation was carried out until reached steady state, that is after t? = 470.
The pvc case required additional modeling in order to reach steady state in reasonable
time. The material heat conductivity is very small, thous the time scale for heat transfer
in pvc is very large: t?pvc = DT /Z
2
s ≈ 187000. The computational power required to
perform a full study of temperature development in the solids would be extremely big.
Since it was not the aim of this numerical experiment to obtain transient solution, the
following procedure to obtain steady state was applied. The simulation started using
earlier described initial conditions. After the temperature drop caused by evaporation
stopped changing, a temperature of the solid was imposed in a multi-linear way (on each
wall-normal line driven from a point on the gas-solid boundary to the outer boundary,
the temperature proﬁle was set linear). After that the simulation was restarted. The
process was repeated twice over period of tstar = 125, after which it reached a state
where turbulent data could be gathered.
The results need to be averaged over regions of turbulence homogeneity. In a classical
turbulent channel the ﬂow can be averaged in time, span-wise and stream-wise directions
and by distance from the walls. In the presented case, due to evaporation process the
stream-wise direction is not turbulent homogeneous. For that reason, the averaging of
data is performed in time, span-wise direction, and in gas region by mirroring top part
of the channel to the bottom one.
6.2.1 Results and discussion.
In the turbulence statistics plots, data of Moser et al. [27] will labeled as "Moser". The
initial ﬂow data will be labeled "ref", and copper and pvc cases will be labeled accord-
ingly. The averaged wall-normal plots of velocity, temperature and vapor concentration
will present the values at three distances from the inlet:
x1 = 0.001 = 0.007X, x2 = 0.02 = 0.145X and x3 = 0.07 = 0.5X.
The mean velocity proﬁles of the ﬂow normalized by uτ are presented in Fig. 6.43. It
can be seen that the mean turbulent ﬂow is in good agreement with the DNS data. At
the same time, no noticeable diﬀerence can be observed between all LES cases. The
trace of Reynolds stress normalized by u2τ are presented in Fig. 6.44. The LES simu-
lations prove to be in reasonable agreement with DNS data. The overshoot near the
boundary is the result of the under-resolution of the mesh, combined with numerical
errors introduced by the LES model. Fig. 6.45 demonstrates the Reynolds shear stress
(normalized by u2τ ). Although the initial, non-evaporating case proves to be in very
good agreement with the reference data, both evaporating cases show lower values of
the stress over the walls. This is the inﬂuence of the buoyancy forces generated by the
evaporation process.
The averaged velocity for copper and pvc cases are presented in Fig. 6.46 and Fig. 6.47
respectively. It can be seen that both of them are very similar. In addition, no signif-
icant eﬀect of evaporation process can be observed. The main reason for that is the
speed of the ﬂow introduced at the inlet. In order to obtain a high Reynolds number
ﬂow, the velocity has to be great, which in result suppresses and masks the buoyancy
forces appearing in the channel. The Archimedes numbers (Ar = Gr/Re2bulk) for the
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copper pvc
ArT = GrT /Re2bulk 8.92× 10−5 2.40× 10−3
Arω = Grω/Re2bulk 1.71× 10−4 6.76× 10−5
Table 6.5: Archimedes numbers for copper and pvc turbulent channel cases.
copper and pvc cases are presented in Table 6.5. The fact that all of them are much
below 1 proves that advection is dominant over buoyancy in the presented turbulent
cases with evaporation.
The averaged temperatures of the solids next to the boundary at three distances from
the inlet over time for copper and pvc cases are presented in Fig. 6.48 and Fig. 6.49
respectively. In the case of copper it can be seen that the temperatures reached steady
state. The sudden drops of temperature in the pvc case are the result of double tem-
perature linearization performed to obtain system steady state in reasonable time. The
temperature drop in the pvc case is signiﬁcantly greater than in the copper case. It
is the result of low thermal conductivity of the plastic, which prevents re-heating from
the outer boundaries of the system. The cross section plots of averaged temperature
ﬁelds for copper and pvc cases are demonstrated in Fig. 6.50 and Fig. 6.51. The values
on the negative side of the bottom-axis present the temperature of the solid, while the
positive side presents the gas part. These plots clearly demonstrate the diﬀerences in
the re-heating. In case of copper, the heat is almost instantaneously transferred from
the outer to the gas-solid boundary. In case of pvc this phenomenon is much slower,
which results in much lower temperature at the coupling interface.
An interesting fact can be observed in Fig. 6.52, which presents the comparison of
span-wise averaged evaporation velocity along the channel wall. It would be tempting
to assume that the higher temperature diﬀerence in the pvc case would result in greater
evaporation. This clearly is not the case. In fact the reason for the higher evaporation
velocity in the copper case is related to the higher temperature at the wet boundary. It
is the temperature that regulates the vapor concentration at the wall (see Eqn. 2.15),
and increases its amount when rising. In contact with dry air arriving through the
inlet, the higher vapor concentration at the wall in the copper case results in greater
evaporation velocity. This has an eﬀect on the vapor concentration within the system.
The cross section plots of vapor concentration are presented in Fig. 6.53 and Fig. 6.54.
It can be seen that due to weaker evaporation, the amount of vapor in the channel in
the pvc case is almost ﬁve times smaller. At the same time, in both copper and pvc
cases, vapor is quickly blown away by the imposed high inlet velocity. This prevents
its accumulation in the system thus weakening the buoyancy eﬀect generated by its
presence.
In conclusion, it can be seen that the choice of the material for the solid boundary has
a signiﬁcant impact on the evaporation process happening in the channel. In case of
usage of hi-conductive materials, the evaporation velocity will be much higher than in
cases with low-conductive materials used as the walls.
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Figure 6.43: Mean velocity proﬁles of the turbulent channel case.
Figure 6.44: Trace of Reynolds stress tensor of the turbulent channel case.
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Figure 6.45: Reynolds shear stress plot of the turbulent channel case.
Figure 6.46: Averaged velocity plot for turbulent copper case.
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Figure 6.47: Averaged velocity plot for turbulent pvc case.
Figure 6.48: Temperature of the solid next to the boundary for turbulent copper case.
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Figure 6.49: Temperature of the solid next to the boundary for turbulent pvc case.
Figure 6.50: Averaged temperature plot for turbulent copper case.
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Figure 6.51: Averaged temperature plot for turbulent pvc case.
Figure 6.52: Averaged evaporation velocity for turbulent copper and pvc case.
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Figure 6.53: Averaged vapor concentration plot for turbulent copper case.
Figure 6.54: Averaged vapor concentration plot for turbulent pvc case.
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Chapter 7
Conclusions and future work.
In this work a new numerical model for simulation of evaporation and condensation
of thin liquid ﬁlms in systems with conjugated heat transfer was developed. The ﬁrst
and second chapter introduced and described the problem at hand. The literature
background was listed, and the physics of the problems involved in the model were
explained. The third chapter gave insight into the numerical models that were applied
in the simulation. It gave an insight into discrete procedures and methods that were
used and developed for this model. The fourth chapter presented the implementation
of the CFD solver. It provided a close look into the code and presented the applied and
developed algorithms. The model was tested on a simple geometry in Chapter 5. The
tests were performed on a non-sophisticated case, which allowed for easy and precise
control over the system. This resulted in positive validation of the model. At this point
it has been noted that the choice of the solid has a signiﬁcant impact on the processes
of evaporation and condensation. This phenomenon was studied in Chapter 6, ﬁrst on
the laminar channel ﬂow. It has been observed, that increasing thermal resistance of
solid walls leads to magniﬁcation of buoyancy forces present in the ﬂow due to increased
temperature and vapor concentration diﬀerences. In general, for vertical channels with
ﬂows going against gravity, the evaporation phenomenon slows down the ﬂow and in
extreme cases, creates recirculation regions. The important fact is that these changes
occur not only because of modiﬁcation of outside boundary conditions (like through
manipulation of outside temperature, or inﬂow vapor concentration), but are triggered
by the sole change in the material used as the solid wall. Finally the model was applied
to a turbulent channel ﬂow with evaporation happening on the gas-solid boundary. The
ﬁrst observation was that in high-speed ﬂows the vapor and temperature changes that
are introduced into the system due to evaporation are quickly blown away with the
ﬂow. This may prevent the creation of slow-down eﬀects or recirculation observed in
the laminar cases. The second conclusion regarded the temperature of the solids and
its eﬀect on the the evaporation. The high conductive material allow for faster heat
transfer from the outer to the gas-solid boundary. This way the heat lost in evapora-
tion process can be replenished faster, which leads to higher evaporation rate. In case
of insulator material used for the solid, the temperature drop caused by evaporation
resulted in slowing down the process itself.
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As the future work, the analysis of additional materials used as the solids could be
performed. Continuing the studies of evaporation, a transient problem of drying of the
thin ﬁlm within laminar and turbulent channels could be analyzed. After completing
these studies, a detailed behavior of the model in cases of condensation could be in-
vestigated. Finally, the model could be tested on buoyancy driven cases in complex
geometries, which would allow for appliance to industrial applications.
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