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Abstract
The present dissertation deals with direct numerical simulations of reactive and non reac-
tive, temporally evolving, low speed, variable-density turbulent plane mixing layers. The
Navier-Stokes equations in the low-Mach number approximation are solved using a novel
algorithm based on an extended version of the velocity-vorticity formulation used for in-
compressible ﬂows. The details on the formulation, algorithms and implementation of this
code are provided.
First, direct numerical simulations of the non-reactive case are performed and analyzed.
Four cases with density ratios of 𝑠 = 1, 2, 4 and 8 are considered. The simulations are run
with a Prandtl number of 0.7, and achieve a𝑅𝑒𝜆 up to 150 during the self-similar evolution of
themixing layer. It is found that the growth rate of themixing layer decreases with increasing
density ratio, in agreement with theoretical models of this phenomenon. Comparison with
high-speed data shows that the reduction of the growth rates with increasing the density ratio
has a weak dependence with the Mach number. In addition, the shifting of the mixing layer
to the low-density stream has been characterized by analyzing one point statistics within the
self-similar interval. This shifting has been quantiﬁed, and related to the growth rate of the
mixing layer under the assumption that the shape of the mean velocity and density proﬁles
do not change with the density ratio. This leads to a predictive model for the reduction of
the growth rate of the momentum thickness, which agrees reasonably well with the available
data. Finally, the eﬀect of the density ratio on the turbulent structure has been analyzed using
ﬂowvisualizations and spectra. It is found that with increasing density ratio the longest scales
in the high density side are gradually inhibited. A gradual reduction of the energy in small
scales with increasing density ratio is also observed.
Second, the eﬀects of fuel Lewis number (𝐿𝐹 ) and dilution have been investigated for
diﬀerent combustion problems. In order to characterize the inﬂuence of these parameters on
the ﬂame temperature focusing on transport eﬀects, we consider a single irreversible reac-
tion with inﬁnitely fast rate, with Schlab-Zeldovich coupling functions introduced to write
the conservation equations of energy and reactants in a chemistry-free form. The problems
analyzed are:
viii
• Counterﬂow and Coﬂow Burke-Schumann ﬂames: it is shown that, superadiabatic
(subadiabatic) temperatures are found for 𝐿𝐹 < 1 (𝐿𝐹 > 1), but these ﬂame temper-
atures are not bounded by the peak temperature of diﬀusion-reaction systems.
• Diﬀusion ﬂame in a vortex: a time-dependent planar diﬀusion ﬂame distorted by a
vortex is investigated. Results in the limit of 𝑃𝑒 >> 1 are compared with the full
solution of the problem ﬁnding good agreement. It is found that for 𝑆 < 1 there
exist regions of the ﬂame with temperatures subadiabatic (superadiabatic) for 𝐿𝐹 < 1
(𝐿𝐹 > 1).
• Diﬀusion ﬂame in turbulent ﬂows (temporal mixing layer): several cases are simulated
using DNS. It is found good agreement with the ﬂame temperature characterization
obtained for the laminar cases. In particular, for 𝑆 < 1 it is found an atypical behavior
similar to the one described on the vortex ﬂow.
The results presented in this thesis show that considering preferential diﬀusion eﬀects (by
means of 𝐿𝐹 ≠ 1) signiﬁcantly alters the ﬂame temperature distribution, with temperatures
values ranging between those obtained for the laminar cases, and aﬀected by the value of the
fuel dilution 𝑆.
Abstract
La presente tesis trata de simulaciones numéricas directas de capas de mezcla turbulenta de
evolución temporal, considerando densidad variable y en régimen de baja velocidad, tanto
del caso reactivo como inerte. Las ecuaciones de Navier-Stokes en la formulación de low-
Mach se resuelven utilizando un nuevo algoritmo basado en un versión extendida de la for-
mulación de velocidad-vorticidad utilizada para ﬂujos incompresibles. Los detalles de la
formulación, los algoritmos desarrollados y su implementación se incluyen en este trabajo.
En primer lugar, se realizan y analizan las simulaciones numéricas directas (DNS) del
caso inerte. Se consideran para este estudio cuatro casos con relaciones de densidad de 𝑠 = 1,
2, 4 y 8, y un número de Prandtl de 0.7, alcanzando un valor de 𝑅𝑒𝜆 = 150 durante la evolu-
ción auto-semejante de la capa de mezcla. Se ha observado que la tasa de crecimiento de la
capa de mezcla disminuye cuando se aumenta la relación de densidades, en sintonía con las
predicciones de los modelos teóricos de este fenómeno. La comparación con resultados de
capas de mezcla de alta velocidad muestra que la reducción de la tasa de crecimiento con el
aumento de la relación de densidades tiene una débil dependencia con el número de Mach.
Además, el deslizamiento de la capa de mezcla hacia la corriente de baja densidad ha sido
caracterizado analizando estadísticas durante el periodo de auto-semejanza. Este desliza-
miento ha sido calculado y relacionado con la tasa de crecimiento de la capa de mezcla. En
base a esto se ha obtenido un modelo predictivo para la reducción de la tasa de crecimiento
del espesor de momento que concuerdo muy bien con los datos disponibles. Finalmente, el
efecto de la relación de densidades en las estructuras turbulentas ha sido analizado mediante
visualizaciones de ﬂujo y análisis de espectros. Se ha visto que al aumentar la relación de
densidades, las escalas más grandes del lado de alta densidad se van inhibiendo gradual-
mente. Una reducción gradual de la energía en las escalas pequeñas también se observa al
aumentar la relación de densidades.
En segundo lugar, los efectos del número de Lewis del fuel (𝐿𝐹 ) y la dilución han sido in-
vestigados para diferentes problemas de combustión. Para caracterizar la inﬂuencia de estos
parámetros en la temperatura de llama y centrarnos en los efectos de transporte, consider-
amos una única reacción inﬁnítamente rápida e irreversible, con las funciones de Schlab-
xZeldovich introducidas para reducir las ecuaciones de conservación de la energía y los reac-
tivos a una forma sin química. Los problemas analizados son:
• Llamas de difusión Counterﬂow y Coﬂow: se encuentran temperaturas superadiabáti-
cas (subadiabáticas) para𝐿𝐹 < 1 (𝐿𝐹 > 1), pero estas temperaturas no están limitadas
por la temperatura máxima de sistemas de reacción-diﬀusión.
• Llamas de difusión en un vórtice: se investiga una llama de difusión plana, que evolu-
ciona con el tiempo distorsionada por un campo de velocidades alrededor de un vór-
tice. Los resultados en el límite de Peclet >> 1 se comparan con los resultados de las
ecuaciones completas, mostrando un buen acuerdo. Se muestra que para diluciones
𝑆 < 1 existen regiones de la llama con temperaturas subadiabáticas (superadiabáticas)
para 𝐿𝐹 < 1 (𝐿𝐹 > 1).
• Llamas de difusión en capas de mezcla turbulenta: varios casos se simular usando
DNS. Se encuentra un buen acuerdo con la caracterización de temperatura de llama
obtenida para los casos laminar previamente estudiados. En particular, para 𝑆 < 1 se
encuentra un comportamiento atípico similar al descrito en el problema del vórtice.
Los resultados presentados en esta tesis muestran que la consideración de los efectos de
difusión preferencial (a través de 𝐿𝐹 ≠ 1), alteran signiﬁcativamente la distribución de
temperatura en la llama, con valores de temperatura que oscilan alrededor de los obtenidos
en los casos laminares e inﬂuenciados por el valor de la dilución 𝑆.
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Chapter 1
Introduction
1.1 Motivation
In many industrial applications, combustion takes place in chambers where the fuel and
oxidizer are injected separately (non-premixed combustion). When the chemical reaction
is suﬃciently fast, oxygen and fuel only coexist in a thin layer, where the reaction takes
place after the reactants arrive by convection and diﬀusion from opposite sides. Classical
examples of these diﬀusion ﬂames are lighters, candles, diesel engines, rocket engines, or
the gas burners of thermal power stations.
The limiting process in these ﬂames ismixing, since the rate of reaction is determined by
the rate at which the two species are brought together to the ﬂame. However, the processes
of mixing and chemical reaction in the diﬀusion ﬂame occur in time scales that are not
resolved in industrial simulation (LES, and mostly RANS). Because of that, temperature
and concentration ﬂuctuations must be introduced via turbulent combustion models such as
the ﬂamelets.
Many diﬃculties arise when trying to simulate diﬀusion ﬂames due to the non-linear
interaction between the diﬀerent physical phenomena involved:
• Diﬀerential diﬀusion and fuel dilution. Departures between oxidizer and fuel stream
diﬀusivities produce preferential diﬀusion, altering the resulting ﬂame temperature.
Moreover, fuel dilution also alters the ﬂame position and its temperature.
• Turbulent transport. The Reynolds number strongly aﬀects the transport processes. In
most engineering applications, the ﬂow is turbulent as a result of the large Reynolds
number and the diﬀusion ﬂames are embedded in thin mixing layers separating the air
and the fuel streams.
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• Thermal expansion. Fluid properties as density, viscosity and thermal conductivity
are aﬀected by strong local temperature changes produced during the combustion pro-
cesses. On the other hand, in most of the applications, the ﬂow velocity is much
smaller than the sound velocity. The use of Low Mach number formulation allows to
consider the thermal expansion within incompressible ﬂow.
The lack of understanding on the interaction of these processes could lead to a bad tempera-
ture prediction by the industrial tools currently available, and therefore a bad estimation on
the pollutants produced during the combustion.
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In the framework of this thesis, a diﬀusion ﬂame may be deﬁned as a non-premixed, qua-
sisteady, nearly isobaric ﬂame in which most of the reaction occurs in a narrow zone that
can be approximated as a surface ([70]). The coupling-function formulation, as described in
section §2.5 provides a convenient framework to face theses problem.
As introduced in the previous section, turbulence is present in most of the engineering
applications. In general, in these turbulent diﬀusion ﬂames we ﬁnd strong two-way-coupling
between turbulent ﬂow and the chemical reaction, i.e. mixing of the two species is enhanced
by turbulence, while the turbulent ﬂow is altered by the chemical reaction through the vari-
ations of density and transport coeﬃcients associated with the temperature increase [21].
This strong coupling, together with the inherent complexity of the variable-density ﬂow,
makes impossible to ﬁnd eﬃcient numerical tools commercially available. Note that, tur-
bulent ﬂows require high resolution (large number of grid points), therefore the simulations
are computational intensive. On the other hand, the coupling between continuity and energy
equations, not found on the constant-density case, requires a diﬀerent strategical design with
regards to algorithms and implementation.
Several fundamental analyses based on direct numerical simulations of turbulent diﬀu-
sion ﬂames in simpliﬁed geometries have been reported in the literature (see for instance [55],
[36], [45], [51]). Most of them consider unity Lewis numbers of the reactants (𝐿𝐹 = 1), an
assumption that limits the applicability of many of the resulting conclusions; in this situation
the ﬂame temperature is constant along the ﬂame surface and equal to the adiabatic ﬂame
temperature. Actually, for many fuels the Lewis number 𝐿𝐹 diﬀers signiﬁcantly from unity,
the only exception being methane, for which the assumption𝐿𝐹 = 1 is fairly accurate. Thus,
hydrogen has 𝐿𝐹 = 0.3, while heavy hydrocarbons typically have 𝐿𝐹 ≳ 1.7. These depar-
tures from 𝐿𝐹 = 1 produce preferential diﬀusion, altering the resulting ﬂame temperature
(super-adiabatic temperatures for 𝐿𝐹 < 1 and sub-adiabatic temperatures for 𝐿𝐹 > 1). A
more detailed literature survey about diﬀerential molecular diﬀusion is included in Chapter
4.
Since most the chemical reactions involved in combustion processes typically have a
strong temperature dependence, temperature changes associated with preferential diﬀusion
have a profound eﬀect, in particular in connection with the production of Nitrogen oxides
(𝑁𝑂𝑥), which is becoming a critical factor on the design of combustion chambers.
An additional limiting assumption of most of the studies pertain to the dilution of the fuel
feed. Computations are facilitated by considering dilute fuel feed with order-unity values of
the resulting air-to-fuel stoichiometric ratio𝑆 (the mass of air needed to burn the unit mass of
fuel stream in stoichiometric proportions). In most realistic applications, however, the fuel
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feed is undiluted, resulting in large values of 𝑆 ∼ 15. The resulting ﬂames tend to migrate
towards the air side of the mixing layers, where turbulence is more intermittent. This aﬀects
the turbulent transport of the species, which ultimately controls the rate of reaction.
As discussed on theMotivation, it is important to consider thermal expansionwhen simu-
lating diﬀusion ﬂames because it alters the ﬂuid properties. Increasing temperature decreases
density (and momentum) of the ﬂow, and increases viscosity (reducing the local Reynolds
numbers). Similar eﬀects are also present in other engineering areas in non-reactive ﬂows,
like in heat exchangers and in geophysical ﬂows. In all these cases, the velocity in the ﬂuid
is much smaller than the speed of sound (LowMach number range [35]). As a consequence,
the thermodynamic pressure is essentially constant, and density is inversely proportional
to temperature. Because of this, variable density turbulence retains some of the properties
of incompressible ﬂows, although the density variations modify the momentum and energy
cascades in ways that are not yet fully understood.
The variable-density eﬀects on turbulent ﬂows have been studied from many diﬀerent
fronts, as can be found on [13]. Among the ﬁrst authors investigating the pressure and ve-
locity ﬁelds of the incompressible mixing layer experimentally we ﬁnd Spencer & Jones
[63], Brown & Roshko [10] as well as Dimotakis & Brown [22] who identiﬁed the impor-
tant role of coherent structures and their pairing for the mixing process. On the other hand,
Bell &Mehta [6] showed that incompressible mixing layers attained a self-similar state with
a constant thickness growth rate and a collapse of the averaged ﬂow variables proﬁles. In
1994, the ﬁrst Direct Numerical Simulation (DNS) of temporally evolving incompressible
mixing layers up to a fully turbulent state were performed by Rogers & Moser [58]. Since
then, focus shifted from Low-Mach (incompressible limit) to ﬁnite Mach (subsonic ﬂow)
turbulent ﬂow. The Chapter 3 of this dissertation contains a more thorough review of the
state of the art on this topic.
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The analysis of variable-density turbulent ﬂows is diﬃcult to address both experimentally
and numerically. In this work, we make use of DNS in order to improve the understanding
about non-reactive and reactive turbulent ﬂows and the physical processes involved.
The primary objective of this research is to improve the understanding on turbulent dif-
fusion ﬂames, in particular, analyzing the eﬀect of 𝐿𝐹 , 𝑆 and Re on the ﬂame temperature.
Due to the complexity of the ﬂow addressed (as explained in the previous section), we have
developed our own code, using a new algorithm for solving the Navier-Stokes equations
under the Low-Mach approximation [47], including a generalized Burke-Schumann formu-
lation [59].
The study is separated into two stages. In the ﬁrst stage, we will focus on the char-
acterization of variable-density eﬀects on turbulent non-reactive ﬂows using the canonical
conﬁguration of a temporal mixing layer. In particular, in this stage our objective is to under-
stand how the free-stream density ratio aﬀects the mixing layer growth rate, to describe the
turbulent structures of variable-density mixing layers, and to describe the diﬀerences of the
low speed case (𝑀 → 0) with respect to the high speed case (𝑀 >> 0), where compressible
eﬀects are important.
In the second stage, our objective is to characterize the eﬀect of preferential diﬀusion
and dilution on the ﬂame temperature of combustion processes. In order to focus directly
on transport eﬀects, we will consider a single irreversible reaction with inﬁnitely fast rate,
with Schlab-Zeldovich coupling functions introduced to write the conservation equations of
energy and reactants in a chemistry-free form.
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1.4 Outline of the dissertation
Besides this ﬁrst chapter, which is a general introduction deﬁning the objectives behind this
thesis, this dissertation includes three units dealing with diﬀerent aspects of the research.
Chapter 2 includes the description of the formulation and numerical implementation of the
two key numerical tools developed for this thesis (loMa and loMaHZ). Chapter 3 shows
the results obtained for the turbulent non-reactive variable-density mixing layer case with
density ratios ranging from 1 to 8, including an overview over the relevant literature. Note
that, this chapter is a version from our published paper [1]. In Chapter 4, combustion prob-
lems with inﬁnitely fast chemistry formulation are studied, including turbulent mixing layer
simulations and an overview over the relevant literature of diﬀerential molecular diﬀusion.
Finally, the Chapter 5 is dedicated to conclusion and outcome discussion about the results
of this research.
Chapter 2
DNS: Formulation, implementation and
computational set-up
2.1 Introduction
Two main numerical tools have been developed in order to solve two diﬀerent relevant prob-
lems:
• First, the code LoMa (coming from Low Mach) was created aiming to study variable-
density turbulent ﬂows under the low-Mach approximation formulation. In this step,
we decided to analyze the problem assuming constant viscosity and thermal conduc-
tivity. The reason behind this decision was that the available references were working
under this assumption. Moreover, the algorithm and numerical treatment is much sim-
pler this way.
• Second, the code LoMaHZ was created (starting with LoMa) in order to solve reac-
tive mixing layers, adding the HZ formulation [59] to replace the energy evolution
equation. Furthermore, the constant ﬂuid properties assumption was revised and re-
placed by a temperature dependance, with the developed algorithm becoming more
complicated than the non-reactive version.
After some research, we decided that, instead of starting a brand new code, it would
be better to start from the incompressible code developed in the Universidad Politécnica de
Madrid for turbulent channel ﬂows ([24], [30]). This way, we took advantage of the high
eﬃciency of the code and scalability.
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Fig. 2.1 Variable density mixing layer ﬂow conﬁguration sketch.
In the following, the formulation for both problems (non-reactive and reactive variable-
density mixing layers) is presented. Details about implementation and computational set-up
are also provided in this section.
2.2 Formulation
The ﬂow under consideration is a three-dimensional, temporally-evolving mixing layer de-
veloping between two streams with variable density. The lower stream ﬂows at a velocity
Δ𝑈/2 in the positive 𝑥 direction with a density 𝜌𝑏, while the upper stream ﬂows at a velocity
Δ𝑈/2 with density 𝜌𝑡 in the oposite direction, so that the velocity diﬀerence between both
streams is Δ𝑈 (see ﬁgure 2.1).
As explained in the previous chapter, for the present study we consider that temperature
and density ﬂuctuations are much more signiﬁcant than pressure ﬂuctuations. Therefore,
the governing equations are the Navier-Stokes under the low Mach number approximation
[44, 16, 47] together with the equation of state. These equations read (Einstein’s summation
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convention is employed)
𝜕𝜌
𝜕𝑡 +
𝜕(𝜌𝑢𝑖)
𝜕𝑥𝑖
= 0, (2.1)
𝜕(𝜌𝑢𝑖)
𝜕𝑡 +
𝜕(𝜌𝑢𝑖𝑢𝑗)
𝜕𝑥𝑗
= −
𝜕𝑝(1)
𝜕𝑥𝑖
+
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
, (2.2)
𝑝(0) = 𝜌𝑅𝑇 , (2.3)
where 𝜌 is the ﬂuid density, 𝑢𝑖 are the velocity components, 𝑇 is the temperature, 𝜏𝑖𝑗 is the
viscous stress tensor, and 𝑅 is the speciﬁc gas constant.
Within the low Mach number approximation, the variables are expanded in a Taylor
series where the Mach number is the small parameter. The ﬁrst two terms of the pressure
expansion appear in eqs. (2.1-2.3), denoted 𝑝(0) and 𝑝(1). The former, 𝑝(0), is usually called
the thermodynamic pressure, since it only appears in the equation of state. In the present
case, 𝑝(0) can be considered to be constant, since the temporal mixing layer is an open system
[47]. The latter, 𝑝(1), plays the same role as in incompressible ﬂow and it is usually called
the mechanical pressure. The viscous stress tensor is given by 𝜏𝑖𝑗 = 𝜇(𝜕𝑢𝑖/𝜕𝑥𝑗 + 𝜕𝑢𝑗 /𝜕𝑥𝑖 −
2/3𝛿𝑖𝑗(𝜕𝑢𝑘/𝜕𝑥𝑘)), where 𝜇 is the dynamic viscosity and 𝛿𝑖𝑗 is the Kronecker delta.
Note that we still need one equation to close the problem. In the case of non-reactive
mixing layer this would be the energy conservation equation, namely
𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡 + 𝜌𝐶𝑝𝑢𝑖
𝜕𝑇
𝜕𝑥𝑖
=
𝜕
𝜕𝑥𝑖(
𝜅
𝜕𝑇
𝜕𝑥𝑖)
, (2.4)
where 𝜅 is the thermal conductivity and 𝐶𝑝 is the speciﬁc heat at constant pressure. How-
ever, this equation is substituted by two scalar evolution equations in the reactive case. This
additional set of equations require special consideration and will be presented in detail in
section §2.2.1.
Compacting the formulation, the momentum equation (2.5), can be rewritten as
𝜕𝜌𝑢
𝜕𝑡 = ?⃗? − ∇𝑝
′ + ?⃗? (2.5)
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With the following deﬁnitions:
𝑁𝑖 = −
𝜕(𝜌𝑢𝑖𝑢𝑗)
𝜕𝑥𝑗
,
𝑀𝑖 =
𝜕
𝜕𝑥𝑗 (
𝜇
(
𝜕𝑢𝑖
𝜕𝑥𝑗
+
𝜕𝑢𝑗
𝜕𝑥𝑖))
=
𝜕𝜏′𝑖𝑗
𝜕𝑥𝑗
,
(2.6)
where the mechanical component of the pressure has absorbed the normal component of the
viscous stress tensor, i.e.
𝑝′ = 𝑝(1) + 23𝜇
𝜕𝑢𝑗
𝜕𝑥𝑗
. (2.7)
Considering the role played by the mechanical pressure, we solve the governing equa-
tions using an algorithm analogous to the algorithm for incompressible ﬂow of [34]. In that
work, the momentum equation is recast in terms of two evolution equations, the ﬁrst one
for the vertical component of the vorticity, 𝜔𝑦, and the second one for the laplacian of the
vertical component of the velocity, ∇2𝑣. In that way, pressure is removed from the equa-
tions and continuity is enforced by construction. In order to employ a similar formulation,
we decompose the momentum vector
𝜌𝑢 = ?⃗? + ∇𝜓, (2.8)
where ?⃗? is a divergence-free component, so that
𝜕𝑚𝑥
𝜕𝑥 +
𝜕𝑚𝑦
𝜕𝑦 +
𝜕𝑚𝑧
𝜕𝑧 = 0, (2.9)
and ∇𝜓 is a curl-free component. We deﬁne Ω𝑦 as the vertical component of the rotor
of the momentum vector, namely
Ω𝑦 =
𝜕𝑚𝑥
𝜕𝑧 −
𝜕𝑚𝑧
𝜕𝑥 , (2.10)
and 𝜙 as the laplacian of the vertical component of ?⃗?,
𝜙 = ∇2𝑚𝑦 (2.11)
Hence, equations (2.1-2.4) can be recast as evolution equations for 𝑇 , Ω𝑦, 𝜙. By taking the
curl of (2.5) we obtain the evolution equation for Ω𝑦 as
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𝜕Ω𝑦
𝜕𝑡 =
𝜕𝑁𝑥
𝜕𝑧 −
𝜕𝑁𝑧
𝜕𝑥 + (
𝜕𝑀𝑥
𝜕𝑧 −
𝜕𝑀𝑧
𝜕𝑥 )
, (2.12)
note that, by taking the curl, the pressure term deﬁned as a gradient has been eliminated.
When considering constant ﬂuid properties, the last term of eq. (2.12) can be manipu-
lated and be expressed as a function of the vertical component of the vorticity 𝜔𝑦
𝜕𝑀𝑥
𝜕𝑧 −
𝜕𝑀𝑧
𝜕𝑥 = 𝜇∇
2𝜔𝑦 (2.13)
In order to ﬁnd the evolution equation for 𝜙, we make use of the algebra identity over the
curl of the curl, namely
∇ × Ω⃗ = −∇2?⃗? (2.14)
Now, we can take the curl of equation (2.12) in order to ﬁnd the evolution equation for 𝜙:
𝜕𝜙
𝜕𝑡 =
𝜕2
𝜕𝑥2 (
𝑁𝑦 +𝑀𝑦) +
𝜕2
𝜕𝑧2 (
𝑁𝑦 +𝑀𝑦) −
𝜕
𝜕𝑦(
𝜕
𝜕𝑥 (𝑁𝑥 +𝑀𝑥) +
𝜕
𝜕𝑧 (𝑁𝑧 +𝑀𝑧))
.
(2.15)
Considering constant ﬂuid properties, this procedure leads to a system of four evolution
equations for the variables 𝜙, Ω𝑦, 𝑇 and 𝜌 together with the equation of state (2.3),
𝜕𝜙
𝜕𝑡 = 𝐹 (𝜌, 𝑢𝑗) =
𝜕2𝑁𝑦
𝜕𝑥2
+
𝜕2𝑁𝑦
𝜕𝑧2
−
𝜕
𝜕𝑦(
𝜕𝑁𝑥
𝜕𝑥 +
𝜕𝑁𝑧
𝜕𝑧 )
− 1𝑅𝑒 ∇
2(∇ × ?⃗?)|𝑦 , (2.16)
𝜕Ω𝑦
𝜕𝑡 = 𝐺(𝜌, 𝑢𝑗) =
𝜕𝑁𝑥
𝜕𝑧 −
𝜕𝑁𝑧
𝜕𝑥 +
1
𝑅𝑒 (∇
2𝜔𝑦) , (2.17)
𝜕𝑇
𝜕𝑡 = 𝐸(𝜌, 𝑢𝑗) = −𝑢𝑖
𝜕𝑇
𝜕𝑥𝑖
+ 𝑇𝑃𝑒∇
2𝑇 , (2.18)
𝜕𝜌
𝜕𝑡 = 𝐶(𝜌, 𝑢𝑗) = −∇(𝜌𝑢) = −∇
2𝜓. (2.19)
For convenience, the equations are written in dimensionless form, with the Reynolds number
deﬁned as𝑅𝑒 = 𝜌0Δ𝑈𝛿0𝑚/𝜇0 and the Peclet number as 𝑃𝑒 = 𝑃𝑟𝑅𝑒, with the Prandtl number
deﬁned as 𝑃𝑟 = 𝜇0𝐶𝑝/𝜅0; where the subscript 0 stands for the reference values used in the
non-dimensionalisation.
The manipulations to obtain eqs. (2.16-2.17) involve taking spatial derivatives of the
momentum equations. In this process, information concerning the horizontally averaged
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momentum vector is lost, requiring additional evolution equations to keep this information.
Averaging eq. (2.5) over the homogeneous directions 𝑥 and 𝑧, we obtain equations for ⟨𝜌𝑢⟩
and ⟨𝜌𝑤⟩,
𝜕⟨𝜌𝑢⟩
𝜕𝑡 = −
𝜕⟨𝜌𝑢𝑣⟩
𝜕𝑦 +
𝜕⟨𝜏𝑥𝑦⟩
𝜕𝑦 , (2.20)
𝜕⟨𝜌𝑤⟩
𝜕𝑡 = −
𝜕⟨𝜌𝑣𝑤⟩
𝜕𝑦 +
𝜕⟨𝜏𝑧𝑦⟩
𝜕𝑦 , (2.21)
and averaging eq. (2.1) over the homogeneous directions 𝑥 and 𝑧 and integrating in 𝑦 we
obtain an equation for ⟨𝜌𝑣⟩,
∫
𝑦
−∞
𝜕⟨𝜌⟩
𝜕𝑡 𝑑𝑦 = −∫
𝑦
−∞
𝜕⟨𝜌𝑣⟩
𝜕𝑦 𝑑𝑦 = ⟨𝜌𝑣⟩𝑏 − ⟨𝜌𝑣⟩(𝑦). (2.22)
Note that ⟨𝜌𝑢⟩, ⟨𝜌𝑣⟩ are in principle function of the vertical coordinate 𝑦 and time, therefore
small one-dimensional arrays to be updated every time-step.
2.2.1 Reactive case
In the reactive mixing layer case, we consider two streams of diﬀerent gases: one being the
oxidizer, at a temperature 𝑇𝐴 carrying a mass fraction 𝑌𝑂2𝐴 of oxidizer (oxygen for example),
and the other stream at temperature 𝑇0 carrying a mass fraction 𝑌𝐹0 of a fuel. The air stream
will be located on the upper side of the mixing. These two species are assumed to react in
an exothermic inﬁnitely fast chemical reaction, so that, a diﬀusion ﬂame exists in the mixing
layer where an amount of heat 𝑞 is released per unit mass of burned fuel.
In this scenario, we have to modify the energy equation (2.18), adding the production
term and consider the evolution equation of mass fraction of both species 𝑌𝑂 and 𝑌𝐹 :
𝜕𝑇
𝜕𝑡 + 𝑢𝑖
𝜕𝑇
𝜕𝑥𝑖
= 1𝜌𝐶𝑝
𝜕
𝜕𝑥𝑖(
𝜅
𝜕𝑇
𝜕𝑥𝑖)
+ 𝑞𝑌𝐹0𝐶𝑝
̇𝜔𝐹 , (2.23)
𝜕𝑌𝐹
𝜕𝑡 + 𝑢𝑖
𝜕𝑌𝐹
𝜕𝑥𝑖
= 1𝜌
𝜕
𝜕𝑥𝑖(
𝐷𝐹
𝜕𝑌𝐹
𝜕𝑥𝑖)
− ̇𝜔𝐹 , (2.24)
𝜕𝑌𝑂
𝜕𝑡 + 𝑢𝑖
𝜕𝑌𝑂
𝜕𝑥𝑖
= 1𝜌
𝜕
𝜕𝑥𝑖(
𝐷𝑂
𝜕𝑌𝑂
𝜕𝑥𝑖)
− 𝑆 ̇𝜔𝐹 . (2.25)
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In these equations, the chemical source term ̇𝜔𝐹 is written in terms of the mass of fuel
consumed per unit volume per unit time, 𝐷𝑖 are the diﬀusivities of the diﬀerent species (in
particular, 𝐷𝑇 = 𝜅/(𝜌𝐶𝑝) is the thermal diﬀusivity) and 𝑆 =
𝑠𝑌𝐹0
𝑌𝑂2𝐴
, with 𝑠 being the amount
of oxygen needed to burn the unit mass of fuel. Recalling the deﬁnition of Lewis number as
𝐿𝑖 = 𝐷𝑇 /𝐷𝑖, these three equations can be rewritten in terms of𝐷𝑇 with𝐿𝐹 and𝐿𝑂. Finally,
let us assume the oxidizer Lewis number as the unity, the typical value of air.
Thus, following [40], the problem is formulated in terms of coupling functions, including
the two mixture-fraction variables
𝑍 = 𝑆𝑌𝐹 − 𝑌𝑂 + 1𝑆 + 1 , (2.26)
and
?̃? = 𝑆𝑌𝐹 /𝐿𝐹 − 𝑌𝑂 + 1𝑆/𝐿𝐹 + 1
, (2.27)
together with the excess-enthalpy variable:
𝐻 = 𝑇 − 𝑇𝐴𝑇𝐴
+ 𝛾(𝑆 + 1)𝑆 (𝑌𝑂 − 1), (2.28)
where the deﬁnition 𝛾 = 𝑞𝑌𝐹0𝑐𝑝𝑇𝐴(1+𝑆) has been used.
After proper manipulation of equations (2.23-2.25), the system can be replaced by the
evolution equation of these coupling functions, therefore removing the singularity associated
with the reaction term ̇𝜔𝐹 :
𝜌
𝜕𝑍
𝜕𝑡 + 𝜌𝑢𝑖
𝜕𝑍
𝜕𝑥𝑖
= 1𝐿𝑚
𝜕
𝜕𝑥𝑖 [
𝜌𝐷𝑇
𝜕?̃?
𝜕𝑥𝑖]
(2.29)
𝜌
𝜕𝐻
𝜕𝑡 + 𝜌𝑢𝑖
𝜕𝐻
𝜕𝑥𝑖
=
𝜕
𝜕𝑥𝑖(
𝜌𝐷𝑇
𝜕𝐻
𝜕𝑥𝑖)
(2.30)
with 𝐿𝑚 = (𝑆 + 1)/(𝑆/𝐿𝐹 + 1). Equation (2.29) and (2.30) must be complemented
with the chemical equilibrium condition 𝑌𝐹𝑌𝑂 = 0 for inﬁnitely fast rate reaction, and the
deﬁnitions in equations (2.26) and (2.28) to allow us to calculate 𝑌𝐹 , 𝑌𝑂 and T in terms of Z
(or ?̃?) and H. The ﬂame is located where 𝑌𝐹 and 𝑌𝑂 are simultaneously zero, corresponding
to values of the mixture fraction 𝑍 = 𝑍𝑆 = 1/(𝑆 + 1) and ?̃?𝑆 = 1/(𝑆/𝐿𝐹 + 1).
14 DNS: Formulation, implementation and computational set-up
For 𝑍 ≥ 𝑍𝑠:
𝑌𝑂 = 0
𝑌𝐹 =
𝑍 − 𝑍𝑆
1 − 𝑍𝑆
=
?̃? − ̃𝑍𝑆
1 − ̃𝑍𝑆
𝑇 = 𝑇𝐴(
𝐻 +
𝛾
1 − 𝑍𝑆)
+ 𝑇𝐴 (2.31)
For 𝑍 ≤ 𝑍𝑠:
𝑌𝐹 = 0
𝑌𝑂 = 1 −
𝑍
𝑍𝑆
= 1 −
?̃?
̃𝑍𝑆
𝑇 = 𝑇𝐴(
𝐻 +
𝛾
1 − 𝑍𝑆
𝑍
𝑍𝑆)
+ 𝑇𝐴. (2.32)
Note that all these expressions replace the energy conservation equation (2.4) in the non-
reactive case.
Another important change in the formulation with respect to the non-reactive one is that
now we would generalize the equations considering the viscosity and the thermal diﬀusivity
changing with temperature. In particular, we will deﬁne a power-law such
𝜇
𝜇𝐴
=
𝜌𝐷𝑇
𝜌𝐴𝐷𝑇𝐴
=
(
𝑇
𝑇𝐴)
𝜎
(2.33)
With 𝜎 = 0.7 used as a good approximation of the behavior with real gases. Furthermore, we
will assume 𝐶𝑝 = 𝐶𝑝𝐴 as constant. In fact, this consideration makes much more complicated
to obtain the terms involved in equations (2.12) and (2.15); note that, the terms𝑀𝑖 become
non-linear if the viscosity depends on temperature.
It is important to note that the gradients of ?̃? and𝐻 are continuous at the ﬂame surface,
whereas that of 𝑍 exhibits a jump, associated with the localized chemical source. This
consideration is cumbersome when solving equation (2.29). If we try to evolve equation
(2.29) in terms of𝑍, we need tomake use of the chain rule in order to write the diﬀusion term
(with ?̃?) in terms of𝑍. This approach would end up with a second derivative of a piecewise
function given by (2.31) and (2.32), therefore introducing a bad conditioned function on our
evolution equations. In fact, in previous versions of the code LomaHZ, we unsuccessfully
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tried this approach and we had to abandon it because the resolution requirements were too
high.
However, taking advantage of the continuous gradient of ?̃? on the surface, and that the
terms involving𝑍 on the evolution equation are just ﬁrst order derivatives, we formulate the
equation (2.29) in terms of ?̃? as
𝜌
𝜕?̃?
𝜕𝑡 + 𝜌𝑢𝑖
𝜕?̃?
𝜕𝑥𝑖
=
𝑑?̃?
𝑑𝑍
1
𝐿𝑚
𝜕
𝜕𝑥𝑖(
𝜌𝐷𝑇
𝜕?̃?
𝜕𝑥𝑖)
, (2.34)
where the property 𝑑𝑍/𝑑?̃? = 1/(𝑑?̃?/𝑑𝑍) has been used.
Summarizing, the equations to solve for the reactive case, expressed in dimensionless
form are:
𝜕𝜙
𝜕𝑡 = 𝐹
′(𝜌, 𝑢𝑗) =
𝜕2
𝜕𝑥2 (
𝑁𝑦 +𝑀𝑦) +
𝜕2
𝜕𝑧2 (
𝑁𝑦 +𝑀𝑦) , (2.35)
−
𝜕
𝜕𝑦[
𝜕
𝜕𝑥 (𝑁𝑥 +𝑀𝑥) +
𝜕
𝜕𝑧 (𝑁𝑧 +𝑀𝑧)]
,
𝜕Ω𝑦
𝜕𝑡 = 𝐺
′(𝜌, 𝑢𝑗) =
𝜕𝑁𝑥
𝜕𝑧 −
𝜕𝑁𝑧
𝜕𝑥 +
𝜕𝑀𝑥
𝜕𝑧 −
𝜕𝑀𝑧
𝜕𝑥 , (2.36)
𝜕?̃?
𝜕𝑡 = 𝐽(𝜌, 𝑢𝑗) = −𝑢𝑖
𝜕?̃?
𝜕𝑥𝑖
+
𝑑?̃?
𝑑𝑍
𝜌
𝑃𝑒𝐿𝑚
𝜕
𝜕𝑥𝑖(
𝑇 𝜎
𝜕?̃?
𝜕𝑥𝑖)
, (2.37)
𝜕𝐻
𝜕𝑡 = 𝐸
′(𝜌, 𝑢𝑗) = −𝑢𝑖
𝜕𝐻
𝜕𝑥𝑖
+
𝜌
𝑃𝑒
𝜕
𝜕𝑥𝑖(
𝑇 𝜎
𝜕𝐻
𝜕𝑥𝑖)
, (2.38)
𝜕𝜌
𝜕𝑡 = 𝐶(𝜌, 𝑢𝑗) = −∇(𝜌𝑢) = −∇
2𝜓. (2.39)
It is important to consider that, from equations (2.32) and (2.31), not only we have the
piecewise discontinuity of 𝑑?̃?/𝑑𝑍 but also the one from the temperature deﬁnition as 𝑇 =
𝑇 (?̃?,𝐻). In section §2.5.1, the numerical implementation of these expression will be dis-
cussed.
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2.3 Temporal discretization
In most of the turbulent studies, researches use implicit solvers mostly due to the stiﬀness
introduced by the presence of walls in the domain. However, in the problem addressed of
temporal mixing layer there is no wall and, as shown in the formulation presented in the
previous section, there are no linear terms involved in the right hand side of the conservation
equations. For these reasons, we decided to use an explicit solver.
The algorithm implemented to solve eqs. (2.16-2.19) is split into two parts. First, we
employ an explicit, low-storage, 3-stage Runge-Kutta scheme for eqs. (2.16-2.18), that for
the 𝑖-th stage reads
𝜙𝑖 = 𝜙𝑖−1 + 𝛾𝑖Δ𝑡𝐹 (𝜌, 𝑢𝑗)𝑖−1 + 𝜖𝑖Δ𝑡𝐹 (𝜌, 𝑢𝑗)𝑖−2,
Ω𝑖𝑦 = Ω𝑖−1𝑦 + 𝛾𝑖Δ𝑡𝑀(𝜌, 𝑢𝑗)𝑖−1 + 𝜖𝑖Δ𝑡𝑀(𝜌, 𝑢𝑗)𝑖−2,
𝑇 𝑖 = 𝑇 𝑖−1 + 𝛾𝑖Δ𝑡𝐸(𝜌, 𝑢𝑗)𝑖−1 + 𝜖𝑖Δ𝑡𝐸(𝜌, 𝑢𝑗)𝑖−2, (2.40)
where 𝛾𝑖 = (8/15, 5/12, 3/4) and 𝜖𝑖 = (0, −17/60, −5/12) are the coeﬃcients of the ex-
plicit scheme [62]. For eq. (2.19) we employ an implicit, low-storage, 3-stage Runge-Kutta
scheme, that for the 𝑖-th stage reads
𝜌𝑖 = 𝜌𝑖−1 − Δ𝑡 (𝛼𝑖∇2𝜓 𝑖−1 + 𝛽𝑖∇2𝜓 𝑖) , (2.41)
where 𝛼𝑖 = (5/66, 17/15, 1/22) and 𝛽𝑖 = (151/330, −1, 19/66) are the coeﬃcients of the
implicit scheme, optimized to enhance the stability of the code in a similar way as Jang and
de Bruyn Kops [32] (further details about the computation of these coeﬃcients are given in
2.3.1).
Note that this equation is a Poisson problem for 𝜓 𝑖 if 𝜌𝑖 is known. However, from the
point of view of mass conservation, it is beneﬁcial to express 𝜌𝑖 − 𝜌𝑖−1 in terms of the tem-
perature, and use the fact that ∇2𝜓 = −𝜕𝜌/𝜕𝑡 = 𝑇 −2𝜕𝑇 /𝜕𝑡 = 𝑇 −2𝐸(𝜌, 𝑢𝑗) , yielding
∇2𝜓 𝑖 = 1𝛽𝑖Δ𝑡
𝑇 𝑖 − 𝑇 𝑖−1
𝑇 𝑖𝑇 𝑖−1
− 𝛼𝑖𝛽𝑖 (
𝐸(𝜌, 𝑢𝑗)
𝑇 2 )
𝑖−1
. (2.42)
With this formulation, we are assuring that the energy equation acts as a constraint for the
continuity equation (as suggested by 47), keeping both equations synchronised at every time
step.
From eq. (2.40) we obtain 𝜙𝑖, Ω𝑖𝑦 and 𝑇 𝑖. Using eq. (2.3) we obtain 𝜌𝑖, and solving
the Poisson problem (2.41) we obtain 𝜓 𝑖. In order to compute the right hand side of eqs.
(2.16-2.18) the velocity and the vorticity are needed. The velocity is constructed as follows.
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First, knowing 𝜙 we solve the Poisson problem eq. (2.11) to obtain 𝑚𝑦. Knowing Ω𝑦, we
can solve eqs. (2.9) and (2.10) to obtain 𝑚𝑥 and 𝑚𝑧. Finally, knowing 𝜓 and 𝜌, from the
deﬁnition, eq. (2.8), we obtain the velocity ﬁeld and by derivation the vorticity ﬁeld.
For the timestep computation, a Courant-Friedrichs-Lewy (CFL) condition has been im-
plemented taking care of convective and diﬀusive terms.
Δ𝑡 = 𝜎𝐶𝐹𝐿
|𝑢|
Δ𝑥 +
|𝑣|
Δ𝑦 +
|𝑤|
Δ𝑧 + 2𝛿𝐷 (
1
Δ𝑥2 +
1
Δ𝑦2 +
1
Δ𝑧2)
(2.43)
where 𝑢, 𝑣 and 𝑤 are the maximum local velocities, and
𝛿𝐷 = max(
𝑇 𝜎+1max
𝑅𝑒 ,
𝑇 𝜎+1max
𝑃𝑒 ,
𝑇 𝜎+1max
𝑃𝑒𝐿𝑚)
, (2.44)
in the generalized case including combustion. Note that, the maximum temperature in the
ﬁeld has to be obtained for this calculation. In particular, for the non-reactive case with vis-
cosity and thermal diﬀusivity not changing with temperature (𝜎 = 0) we get 𝛿𝐷 = 𝑇 𝑚𝑎𝑥/𝑃 𝑒
when 𝑃𝑟 < 1.
In terms of temporal discretization, the reactive code LoMaHZ is equivalent to the non-
reactive case replacing the temperature evolution equation, eq. (2.4), with the conservation
equations of the scalars𝐻 and ?̃?, eqs. (2.29) and (2.30) respectively. For each sub-step, the
temperature as 𝑇 = 𝑇 (?̃?,𝐻) is computed in order to obtain equation (2.42).
Concerning the boundary conditions, from a physical point of view the velocity and
density ﬂuctuations should tend to zero as 𝑦 → ±∞, with an additional constraint that relates
the entrainment and the ambient pressure. From a computational point of view, we impose
free-slip boundary conditions for the ﬂuctuations of ?⃗?, homogeneous Dirichlet boundary
conditions for the density ﬂuctuations and homogeneous Neumann boundary conditions for
the 𝜓 . In terms of entrainment, the global mass balance in the system leads to one equation
with two unknowns, namely the mass ﬂux through the upper and lower boundaries of the
system. A second equation is obtained imposing that the ratio of these two mass ﬂuxes
should be equal to the square root of the density ratio [19, 20]. This condition is equivalent
to the one imposed by [29], matching the mass ﬂuxes to an outer wave region where acoustic
eﬀects are important.
Namely, we impose
𝜌 = 𝜌𝑏, 𝑢 = Δ𝑈/2, 𝑤 = 0 at 𝑦 → −∞,
𝜌 = 𝜌𝑡, 𝑢 = −Δ𝑈/2, 𝑤 = 0 at 𝑦 → ∞.
(2.45)
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Due to the entrainment there is a non-zero value of ⟨𝜌𝑣⟩ at 𝑦 → ±∞. Integrating eq. (2.22)
from −∞ to∞ we obtain the total mass outﬂow, Φ, as
Φ =∫
∞
−∞
𝜕⟨𝜌⟩
𝜕𝑡 𝑑𝑦 = ⟨𝜌𝑣⟩𝑏 − ⟨𝜌𝑣⟩𝑡. (2.46)
It is possible to express the total mass outﬂow as a function of the vertical entrainment ratio,
𝐸𝑣 = −⟨𝑣⟩𝑏/⟨𝑣⟩𝑡, as
Φ = ⟨𝜌𝑣⟩𝑏(1 +
1
𝐸𝑣𝑠)
. (2.47)
with 𝑠 being the density ratio, namely 𝜌𝑏/𝜌𝑡. Dimotakis [19] suggests that, for a variable-
density temporal mixing layer, the entrainment ratio should be equal to the square root of the
density ratio, an argument attributed to [9]. Using this result and computing during runtime
the value of Φ we obtain ⟨𝜌𝑣⟩𝑏 from eq.(2.47) and ⟨𝜌𝑣⟩𝑡 = ⟨𝜌𝑣⟩𝑏 − Φ.
In the reactive case, we make use of the same boundary conditions, but the entrainment
condition is simpliﬁed when 𝑇𝐴 = 𝑇0 = 1 (see equation 2.47 with 𝑠 = 1). On the other hand,
instead of setting the boundary conditions for the temperature, in the reactive case we have
to force the boundary values on the variables𝐻 and ?̃?, with all values going to zero except
for the mean value (00 mode). In particular: ?̃?𝐴 = 0, ?̃?𝐹 = 1,𝐻𝐴 = 0,𝐻𝐹 = −𝛾/(1−𝑍𝑆).
2.3.1 Consistency and stability of the new RK3 scheme
In this section, wewill give the details about how the Runge-Kutta coeﬃcients were obtained.
First, the consistency of the explicit-implicit scheme (energy-continuity), will be analyzed,
trying to obtain the maximum order of error while remaining stable.
We make use of the explicit parameters 𝛾𝑖 and 𝜖𝑖 obtained by [62], and solve the consis-
tency equations in order to ﬁnd the six parameters from the implicit part of the scheme (𝛼𝑖,
𝛽𝑖).
The explicit part of the scheme is given by the energy equation in (2.40). This is expanded
for the three sub-steps as
𝑇 (1) = 𝑇 (0) + Δ𝑡𝛾1𝐸(𝑇 (0))
𝑇 (2) = 𝑇 (1) + Δ𝑡𝛾2𝐸(𝑇 (1)) + Δ𝑡𝜖2𝐸(𝑇 (0))
𝑇 (3) = 𝑇 (2) + Δ𝑡𝛾3𝐸(𝑇 (2)) + Δ𝑡𝜖3𝐸(𝑇 (1)) (2.48)
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Where 𝑇 0 is the temperature at the beginning of the step 𝑛 and 𝑇 3 is the density for the
new step 𝑛 + 1.
On the other hand, the continuity equation can be expressed in terms of the temperature
as
𝜕𝑇
𝜕𝑡 = 𝑇
2∇2𝜓 = 𝐶(𝑇 ) (2.49)
𝑇 (1) = 𝑇 (0) + 𝛼1Δ𝑡𝐶(𝑇 (0)) + 𝛽1Δ𝑡𝐶(𝑇 (1))
𝑇 (2) = 𝑇 (1) + 𝛼2Δ𝑡𝐶(𝑇 (1)) + 𝛽2Δ𝑡𝐶(𝑇 (2))
𝑇 (3) = 𝑇 (2) + 𝛼3Δ𝑡𝐶(𝑇 (2)) + 𝛽3Δ𝑡𝐶(𝑇 (3)) (2.50)
Therefore, solving 𝐶(𝑇 𝑖) for each substep:
𝐶(𝑇 (1)) = 1𝛽1Δ𝑡 (
𝑇 (1) − 𝑇 (0) − 𝛼1Δ𝑡𝐶(𝑇 (0)))
𝐶(𝑇 (2)) = 1𝛽2Δ𝑡 (
𝑇 (2) − 𝑇 (1) − 𝛼2Δ𝑡𝐶(𝑇 (1)))
𝐶(𝑇 (3)) = 1𝛽3Δ𝑡 (
𝑇 (3) − 𝑇 (2) − 𝛼3Δ𝑡𝐶(𝑇 (2))) (2.51)
Now, equation (2.48) can be used in order to replace the temperature diﬀerences showed
in the equation above (𝑇 (𝑖+1)−𝑇 (𝑖)), as they were obtained from Energy Equation. Following
this procedure, we arrive to the next equations:
𝐶(𝑇 (1)) = 𝛾1𝛽1
𝐸(𝑇 (0)) − 𝛼1𝛽1
𝐶(𝑇 (0))
𝐶(𝑇 (2)) = 1𝛽2 (
𝛾2𝐸(𝑇 (1)) + 𝜖2𝐸(𝑇 (0))) −
𝛼2
𝛽2
𝐶(𝑇 (1))
𝐶(𝑇 (3)) = 1𝛽3 (
𝛾3𝐸(𝑇 (2)) + 𝜖3𝐸(𝑇 (1))) −
𝛼3
𝛽3
𝐶(𝑇 (2)) (2.52)
Now we will impose that the timestep for the explicit scheme matches the implicit one.
In other words:
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𝛾1 = 𝛼1 + 𝛽1
𝛾2 + 𝜖2 = 𝛼2 + 𝛽2
𝛾3 + 𝜖3 = 𝛼3 + 𝛽3 (2.53)
Substituting 𝛼𝑖 from Eq 2.53 within equation 2.52, simplifying and considering that start-
ing the step both functions are equivalent (𝐶(𝑇 (0)) = 𝐸(𝑇 (0))) we get
𝐶(𝑇 (1)) = 𝐸(𝑇 (0))
𝐶(𝑇 (2)) = 𝛾2𝛽2
𝐸(𝑇 (1)) + (1 −
𝛾2
𝛽2)
𝐸(𝑇 (0))
𝐶(𝑇 (3)) = 𝛾3𝛽3
𝐸(𝑇 (2)) + [
𝜖3
𝛽3
+ 𝛾2𝛽2 (
1 − 𝛾3 + 𝜖3𝛽3 )]
𝐸(𝑇 (1))
+ [(1 −
𝛾2
𝛽2)(
1 − 𝛾3 + 𝜖3𝛽3 )]
𝐸(𝑇 (0)) (2.54)
Where we have already substitute the expresion of 𝐶(𝑇 (𝑖)) for the previous sub-step as
expressed in equation (2.52). Thus, these are the right hand side of the continuity equation
𝐶 as a function of the right hand side of the energy equation for each sub-step.
Now, writing the Taylor expansion of each 𝐸(𝑇 (𝑖)) and introducing them on equation
(2.54), we can solve the coeﬃcients in order to achieve ﬁrst order accuracy on the scheme.
Equivalently, we could make use of the Butcher Tableau in order to obtain these same coef-
ﬁcients.
For order Δ𝑡 we get this equation:
1 = 𝛾1 [
𝜖3
𝛽3
+ 𝛾2𝛽2 (
1 − 𝛾3 + 𝜖3𝛽3 )]
+ 𝛾3𝛽3
(𝛾1 + 𝛾2 + 𝜖2) (2.55)
From order Δ𝑡, we can express the obtained equation as 𝛽3 = 𝑓(𝛽2), after some algebra
𝛽3 =
𝛾1𝜖3𝛽2 − 𝛾1𝛾2𝛾3 − 𝛾1𝛾2𝜖3 + 𝛾3𝛽2(𝛾1 + 𝛾2 + 𝜖2)
𝛽2 − 𝛾1𝛾2
Attention must to be paid to the value making zero the denominator 𝛽2 = 𝛾1𝛾2. Once the
value for 𝛽3 is ﬁxed we can obtain 𝛼3 from Equation 2.53: 𝛼3 = 𝛾3 + 𝜖3 − 𝛽3.
The second equation that we obtain is
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Fig. 2.2 Stability results of new RK3 scheme. Solving 1D temporal mixing layer for density
ratio of 4.
𝛾1(𝛽1 + 𝛼2) + (𝛾1 + 𝛾2 + 𝜖2)(𝛽2 + 𝛼3) + 𝛽3 = 1/2 (2.56)
All together, we have 5 equations (three from (2.53), (2.56) and (2.56)) to solve for 6 param-
eters. Therefore we have a one parameter free family of solutions to consider for stability
testing.
In order to ﬁnd this parameter, we need to test the stability of the scheme for diﬀerent
values of this free parameter 𝛽2. Instead of solving a full 3D problem with LoMa, we solved
the 1D mixing layer in order to make the calculations faster. The implementation of 1D
evolution equations were done in Python using this same RK3 scheme with the same full
3D algorithm applied for the mean values, the equations are presented in appendix A. As an
example, in ﬁgure 2.2, the stability results for 𝛽2 in the range between -2 and 2 are shown for
a density ratio of 4. From the results presented in ﬁgure 2.2, we chose the value of 𝛽2 = −1.
Several runs of this 1D problem were performed for diﬀerent time-steps (CFL coeﬃcients).
The results of the temperature proﬁle at the last step were compared with the self-similarity
results (Self-similar solution obtained following the description from appendix A). The ab-
solute error is shown in ﬁgure 2.3 versus the diﬀerent CFL used.
Note that, using the Butcher Tableau, an additional equation for second order on the
explicit part of the scheme is obtained. This second order scheme has been proved to be
unstable for our problem and therefore not suitable.
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Fig. 2.3 Example of order of error of the new RK3 scheme. Results obtained evolving 1D
temporal mixing layer for density ratio of 4 and comparing with the self-similar solution.
Finally, in order to make sure that this new temporal scheme works as well for the 3D
case, several test were performed for an isotropic decaying turbulence box problem using
Low-Mach formulation with variable density.
The simulations were performed for a 2𝜋 computational box with 96 grid points for each
direction. The case of study was carried out with a density ratio (𝑠) of 8 with a Reynolds
number of 500. The simulations were initialized with a constant density case and then a
cosine distribution of temperature was imposed with a maximum temperature 𝑠 reached in
the middle of the vertical direction.
As an example, in ﬁgure 2.4 a snapshot of one of the simulations is shown. In this plot,
two iso-surfaces of 𝑇 = 1 are represented, with color indicating the vertical position of the
points. These tests proved that the scheme was also stable when considering the 3D turbulent
case.
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Fig. 2.4 Example of a 3D turbulent box with variable density. Iso-surfaces of 𝑇 = 1, color
scheme representing value of y-coordinate on the surfaces.
2.4 Spatial discretization
In the temporal mixing layer conﬁguration, we have two homogeneous directions, namely
streamwise (𝑥) and spanwise (𝑧) directions. This allow us to discretize these two directions
using Fourier decomposition. Fourier space discretization have two important advantages
over other approaches, as ﬁnite diﬀerences for instance. First, this method gives spectral
resolution, being able to accurately resolve derivatives up to the minimum length scale dis-
cretized. Second, the linear operators involving derivatives are simpliﬁed to algebraic oper-
ations over each mode in Fourier space.
There exist two diﬀerent numerical implementations of spectral methods regarding the
computation of the non-linear terms. Full spectral methods (or just spectral), would com-
pute these terms in Fourier space by means of convolution operations. These computations
are, however, expensive in terms of computational time. A second method, called pseudo-
spectral, would transform the ﬁeld to a quadrature grid in order to perform the non-linear
operations and then transform back to Fourier space. Our code uses this second approach.
One of the most important downsides of pseudo-spectral methods is aliasing. This eﬀect
refers to the distortion or artifact that results when the signal reconstructed from samples
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is diﬀerent from the original continuous signal. When the non-linear operations involve
multiplication of two signals (or variables), it is well known that aliasing can be prevented
by using the 2/3 rule [49]. Note that, due to the non-linearity appearing in the equation of
state, it is not possible to completely remove aliasing errors in the present formulation. Thus,
in this code we have used the 2/3 rule and assumed that some aliasing errors will appear in
our computations.
For the non-homogeneous direction, namely crosswise (𝑦), we make use of 7th and 5th
order compact ﬁnite diﬀerences for ﬁrst and second derivatives respectively, as in [30]. These
schemes are obtained following the work of Lele [38] giving spectral-like resolution.
The solution of the Poisson equation for 𝜓 (see section §2.5) is done in Fourier space,
solving a penta-diagonal linear system for each Fourier mode with a LU decomposition.
Finally, besides the 2/3 rule already discussed, no explicit ﬁltering is used in the present
implementation.
2.5 Algorithm and implementation 25
2.5 Algorithm and implementation
In ﬁgure 2.5, an schematics of the algorithm designed is shown. White numbered rectan-
gles represent state nodes in the code implying important transformations or calculations;
orange rectangles stand for relevant outputs obtained in these transformations. A detailed
explanation of this ﬂowchart is presented in this section following the numbers.
One of the most important things to keep in mind when reading the description of this
algorithm is that the code is pseudo-spectral. As explained in section §2.4, that means that
all linear operations are performed in Fourier space, but the non-linear operations have to be
performed in quadrature points (physical space). One of the main challenges in developing
this algorithm was to minimize the number of buﬀers that have to be converted to physical
space. These operations are very demanding in resources and time. Note that, before reach-
ing the current optimized version of the algorithm, two set of transformations to physical
domain and back were performed, increasing aliasing errors and computational costs.
1. Laplacian Solver (𝜙 = ∇2𝑚𝑦).
Here we will obtain𝑚𝑦 and
𝜕𝑚𝑦
𝜕𝑦 needed to calculate the rest of ?⃗? components. Solving
this laplacian the boundary conditions on 𝑚𝑦 are imposed.
2. Solving for 𝑚𝑥 and 𝑚𝑧.
The system of equations to solve comes from the zero-divergence property of ?⃗? (eq.
2.9) and the deﬁnition of Ω𝑦 (eq. 2.10). Solving for 𝑚𝑥, 𝑚𝑧:
𝑚𝑥 =
𝑖𝑘𝑥
𝑘2𝑥 + 𝑘2𝑧
𝜕𝑚𝑦
𝜕𝑦 −
𝑖𝑘𝑧
𝑘2𝑥 + 𝑘2𝑧
Ω𝑦
𝑚𝑧 =
𝑖𝑘𝑧
𝑘2𝑥 + 𝑘2𝑧
𝜕𝑚𝑦
𝜕𝑦 +
𝑖𝑘𝑥
𝑘2𝑥 + 𝑘2𝑧
Ω𝑦
(2.57)
where the algebraich properties of the derivative on the homogeneus direction 𝑥 and
𝑧 have been used, i.e. multiplying by the wavenumbers 𝑖𝑘𝑥 and 𝑖𝑘𝑧. Furthermore, in
this stage we will partially evolve Ω𝑦, 𝜙, and 𝑇 , with the previous stage right hand
side (RHS) terms (this corresponds to the 𝜉𝑖 coeﬃcients).
3. Obtain momentum vector 𝜌𝑢.
From 𝜓 and the already known values for 𝑚𝑖 we get 𝜌𝑢𝑖; by construction
26 DNS: Formulation, implementation and computational set-up
Fig. 2.5 Flowchart of LoMa code algorithm.
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𝜌𝑢 = 𝑚𝑥 +
𝜕𝜓
𝜕𝑥 = 𝑚𝑥 + 𝑖𝑘𝑥𝜓 (2.58)
𝜌𝑤 = 𝑚𝑧 +
𝜕𝜓
𝜕𝑧 = 𝑚𝑧 + 𝑖𝑘𝑧𝜓 (2.59)
𝜌𝑣 = 𝑚𝑦 +
𝜕𝜓
𝜕𝑦 (2.60)
Adding the (𝑘𝑥 = 0, 𝑘𝑧 = 0) modes (⟨𝜌𝑢⟩, ⟨𝜌𝑣⟩ and ⟨𝜌𝑤⟩), as explained in the formu-
lation, we obtain the complete momentum vector.
4. Calculating derivatives of 𝑇 .
In order to calculate the nonlinear terms in physical domain, we need 𝑇 ,
𝜕𝑇
𝜕𝑥𝑖
and∇2𝑇 ,
all terms using their own buﬀer.
5. Transforming to physical domain and back to Fourier (PHYS2FOU).
We enter here with 𝜌𝑢𝑖, 𝑇 ,
𝜕𝑇
𝜕𝑥𝑖
and ∇2𝑇 . In order to obtain the RHS of equations
(2.40), ﬁrst we calculate the following terms as follow:
𝑢𝑖 = 𝜌𝑢𝑖𝑇
𝜌𝑢𝑖𝑢𝑗 = 𝜌𝑢𝑖𝜌𝑢𝑗𝑇
𝑅𝐻𝑆(𝑇 ) = −𝑢𝑖
𝜕𝑇
𝜕𝑥𝑖
+
𝑇
𝑃𝑒∇
2𝑇
(2.61)
Note that we are using triple products in physical domain, so that, aliasing eﬀects can
occur. In this step, we also compute ∇𝜓 using eq. 2.42.
(a) RHS(T) and 𝑇 evolution:
In order to improve accuracy and performance of the code, we compute and save
the RHS(T,n) within physical domain, evolving using eq. (2.40).
6. Exiting PHYS2FOU
We transform again to Fourier space a total of 11 buﬀers, separated in diﬀerent groups
following the next operations:
(a) Convective products (𝜌𝑢𝑖𝑢𝑗) (6 buﬀers): With these convective products, we can
obtain𝑁𝑗 terms:
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𝑁𝑥 = −
𝜕𝜌𝑢𝑢
𝜕𝑥 −
𝜕𝜌𝑢𝑣
𝜕𝑦 −
𝜕𝜌𝑢𝑤
𝜕𝑧
𝑁𝑦 = −
𝜕𝜌𝑣𝑢
𝜕𝑥 −
𝜕𝜌𝑣𝑣
𝜕𝑦 −
𝜕𝜌𝑣𝑤
𝜕𝑧
𝑁𝑧 = −
𝜕𝜌𝑤𝑢
𝜕𝑥 −
𝜕𝜌𝑤𝑣
𝜕𝑦 −
𝜕𝜌𝑤𝑤
𝜕𝑧
(2.62)
It is important to remember saving the (𝑘𝑥 = 0, 𝑘𝑧 = 0) terms.
⟨𝑁𝑥⟩ = −
𝜕⟨𝜌𝑢𝑣⟩
𝜕𝑦
⟨𝑁𝑧⟩ = −
𝜕⟨𝜌𝑤𝑣⟩
𝜕𝑦
(2.63)
(b) Velocity components 𝑢𝑖 (3 buﬀers)
Knowing the velocity components, it is straight forward to get all components of
vorticity: 𝜔𝑥, 𝜔𝑦, 𝜔𝑧
(c) ∇2𝜓 and T(n+1) (2 buﬀers).
7. Compute RHS of Ω𝑦 and 𝜙 and evolve.
Now we can compute RHS from eqs. (2.16) and (2.66). Similarly, we save the RHS of
the (𝑘𝑥 = 0, 𝑘𝑧 = 0) modes evolving equations. Once this is computed, we can make
use of eqs. (2.40) in order to compute the value of the variables at the next substep.
8. Obtain ∇2𝜓 .
From Δ𝜌 we can calculate the next step ∇2𝜓 using eq. (2.41).
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2.5.1 Reactive case (LoMaHZ).
For most of the steps, this algorithm for is similar to the one presented for LoMa. However,
as discussed before, considering the viscosity and the thermal diﬀusivity to be a function
of the temperature, complicates the computation of the RHS of 𝜙, Ω𝑦 and 𝐻-?̃?. On the
other hand, due to the piecewise deﬁnitions used for ?̃? and 𝑇 , we need to deﬁne a numerical
strategy to smooth out the discontinuities.
Note that in Fourier space, the homogeneous derivatives (𝑥, 𝑧) are computed multiplying
by the corresponding wavenumber, without loss of accuracy if successive derivatives are
taken. Nevertheless, this is not the case for y-derivatives computed using Finite Compact
Diﬀerences. Therefore, in order to reduce the dispersion error we need to isolate 2nd order
derivatives.
The main challenge here is that using a pseudo-spectral method, non-linear operations
(like multiplying two or more variables) need to be computed in physical domain, but deriva-
tives need to be computed on Fourier space.
Finally, as already mentioned, it is important to avoid changing to physical domain and
back more than once each sub-step. This could increase aliasing errors and impact the code
performance signiﬁcantly.
With all these points considered, a new algorithm was designed for the reactive case
formulation. First, the momentum equation (2.5) can be rewritten separating y-derivatives
as,
𝜕𝜌𝑢
𝜕𝑡 = 𝐴 +
𝜕
𝜕𝑦?⃗? − ∇𝑝
′ (2.64)
Where:
𝐴𝑖 = −
𝜕
𝜕𝑥𝑗
(𝜌𝑢𝑖𝑢𝑗) +
𝜕𝜏𝑖𝑗
𝜕𝑥𝑗
; for j ≠ 2,
𝐵𝑖 = −𝜌𝑢𝑖𝑣 + 𝜏𝑖2.
(2.65)
Following the steps described in §2.2, taking the curl of (2.64) we obtain the equation evo-
lution for Ω𝑦 as,
𝜕Ω𝑦
𝜕𝑡 =
𝜕
𝜕𝑧(
𝐴𝑥 +
𝜕𝐵𝑥
𝜕𝑦 )
−
𝜕
𝜕𝑥(
𝐴𝑧 +
𝜕𝐵𝑧
𝜕𝑦 )
(2.66)
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Now we need to zoom in the y-derivative terms. Expressed in dimensionless form we can
re-write the derivatives of 𝐵𝑥 and 𝐵𝑧 as
𝜕𝐵𝑥
𝜕𝑦 = −
𝜕𝜌𝑢𝑣
𝜕𝑦 +
1
𝑅𝑒
𝜕
𝜕𝑦(
𝑇 𝜎
𝜕𝑢
𝜕𝑦 + 𝑇
𝜎 𝜕𝑣
𝜕𝑥)
= −
𝜕𝜌𝑢𝑣
𝜕𝑦 +
1
𝑅𝑒
𝜕
𝜕𝑦 (𝜏12) ,
𝜕𝐵𝑧
𝜕𝑦 = −
𝜕𝜌𝑤𝑣
𝜕𝑦 +
1
𝑅𝑒
𝜕
𝜕𝑦(
𝑇 𝜎
𝜕𝑤
𝜕𝑦 + 𝑇
𝜎 𝜕𝑣
𝜕𝑧)
= −
𝜕𝜌𝑤𝑣
𝜕𝑦 +
1
𝑅𝑒
𝜕
𝜕𝑦 (𝜏32) .
(2.67)
Recall that we enter FOU2PHYS with 𝜌𝑢𝑖 and not with 𝑢𝑖. Making use of the chain rule, we
can express the velocity derivatives (ﬁrst and second) in terms of the known terms
𝜕𝑢𝑖
𝜕𝑥𝑗
= 𝑇
𝜕(𝜌𝑢𝑖)
𝜕𝑥𝑗
+ 𝜌𝑢𝑖
𝜕𝑇
𝜕𝑥𝑗
𝜕2𝑢𝑖
𝜕𝑥2𝑗
= 𝑇
𝜕2(𝜌𝑢𝑖)
𝜕𝑥2𝑗
+ 2
𝜕(𝜌𝑢𝑖)
𝜕𝑥𝑗
𝜕𝑇
𝜕𝑥𝑗
+ 𝜌𝑢𝑖
𝜕2𝑇
𝜕𝑥2𝑗
,
𝑇 𝜎
𝜕𝑢𝑖
𝜕𝑥𝑗
=
𝜕 (𝑇 𝜎𝑢𝑖)
𝜕𝑥𝑗
− 𝜎𝑢𝑖𝑇 𝜎−1
𝜕𝑇
𝜕𝑥𝑗
.
(2.68)
Using these relations we can express the viscous tensor as
𝜏𝑖𝑗 = 𝑇 𝜎
𝜕𝑢𝑗
𝜕𝑥𝑖
+𝑇 𝜎
𝜕𝑢𝑖
𝜕𝑥𝑗
=
𝜕(𝑇 𝜎𝑢𝑖)
𝜕𝑥𝑗
+
𝜕(𝑇 𝜎𝑢𝑗)
𝜕𝑥𝑖⏟⏟⏟⏟⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟⏟⏟⏟
𝜏𝐴𝑖𝑗
−𝜎𝑇 𝜎
(
𝜌𝑢𝑖
𝜕𝑇
𝜕𝑥𝑗
+ 𝜌𝑢𝑗
𝜕𝑇
𝜕𝑥𝑖)⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝜏𝐵𝑖𝑗
= 𝜏𝐴𝑖𝑗 −𝜏𝐵𝑖𝑗 (2.69)
For example, in the case of the tensor components involving y-derivatives, they can be
expressed explicitly in terms of second y-derivatives, namely
𝜕
𝜕𝑦 (𝜏𝑖2) =
𝜕
𝜕𝑦(
𝑇 𝜎
𝜕𝑣
𝜕𝑥𝑖
+ 𝑇 𝜎
𝜕𝑢𝑖
𝜕𝑦)
=
𝜕𝜏𝐴𝑖2
𝜕𝑦 −
𝜕𝜏𝐵𝑖2
𝜕𝑦 (2.70)
with
𝜕𝜏𝐴𝑖2
𝜕𝑦 =
𝜕2
𝜕𝑦2 (
𝑇 𝜎𝑢𝑖) +
𝜕
𝜕𝑦(
𝜕 (𝑇 𝜎𝑣)
𝜕𝑥𝑖 )
(2.71)
𝜕𝜏𝐵𝑖2
𝜕𝑦 =
𝜕
𝜕𝑦(
𝜎𝑇 𝜎𝜌𝑢𝑖
𝜕𝑇
𝜕𝑦)
+
𝜕
𝜕𝑦(
𝜎𝑇 𝜎𝜌𝑣
𝜕𝑇
𝜕𝑥𝑖)
(2.72)
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So that, we can explicitly obtain the 2nd-order 𝑦-derivative terms, with a unique Fourier-
Physical-Fourier transformation per sub-step.
In order to obtain the 𝜙 equation we would make use of the mathematical identity
∇ × (∇ × ?⃗?) = ∇(∇.?⃗?) − ∇
2?⃗?, (2.73)
taking now the curl of equation (2.66) together with this identity, we get
𝜕𝜙
𝜕𝑡 = (
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑧2)(
𝐴𝑦 +
𝜕𝐵𝑦
𝜕𝑦 )
−
𝜕
𝜕𝑥
𝜕
𝜕𝑦(
𝐴𝑥 +
𝜕𝐵𝑥
𝜕𝑦 )
−
𝜕
𝜕𝑧
𝜕
𝜕𝑦(
𝐴𝑧 +
𝜕𝐵𝑧
𝜕𝑦 )
,
(2.74)
and arranging the terms by y-derivative order we get,
𝜕𝜙
𝜕𝑡 = (
𝜕2
𝜕𝑥2
+
𝜕2
𝜕𝑧2)(
𝐴𝑦 +
𝜕𝐵𝑦
𝜕𝑦 )
−
𝜕
𝜕𝑦(
𝜕𝐴𝑥
𝜕𝑥 +
𝜕𝐴𝑧
𝜕𝑧 )
−
𝜕
𝜕𝑥
𝜕2𝐵𝑥
𝜕𝑦2
−
𝜕
𝜕𝑧
𝜕2𝐵𝑧
𝜕𝑦2
. (2.75)
Once we have introduced this new arrangement, it is straight forward to follow the algorithm
similarly to the one described before for the non-reactive case.
Piecewise functions implementation
One important challenge to face when numerically integrating equations (2.37), (2.38) to-
gether with the piecewise deﬁnitions presented in (2.31) and (2.32) is the jump on the deriva-
tives of these expressions.
First of all, in order to use a continuous function implemention (thus avoiding if clauses)
for this piecewise deﬁnition, we need to deﬁne an analytical function replacing the step func-
tion (also called Heaviside function). For instance, the partial derivative of 𝑇 with respect
of ?̃? can be written as
𝜕𝑇
𝜕?̃?
= 𝛾
(1 − 𝑍𝑆)?̃?𝑆
Ξ(?̃?𝑆 − ?̃?). (2.76)
Note that 𝑇 is continuous in H; the discontinuity of the temperature derivative with respect to
?̃? at the ﬂame surface (?̃? = ?̃?𝑆) can be smooth out replacing Ξ(𝑥) by Ξ𝛽(𝑥) = 12 (tanh(𝛽𝑥)+
1). This approximation amounts to assigning a ﬁnite thickness to the ﬂame, measured by
𝛽−1, as explained by [29]. They found that their results did not depend on 𝛽 provided it was
suﬃciently large for the transport eﬀects to dominate in the scale of this artiﬁcial thickness.
A typical value of 𝛽 = 50 is found for turbulent calculations in [51]. So that, we can explicitly
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write this approximation as
𝜕𝑇
𝜕?̃?
= 𝛾
(1 − 𝑍𝑆)?̃?𝑆
Ξ(?̃?𝑆 − ?̃?) =
𝛾
(1 − 𝑍𝑆)?̃?𝑆
1
2 (tanh(𝛽(?̃?𝑆 − ?̃?)) + 1) . (2.77)
In order to avoid spurious temperature values, we need to be consistent on our deﬁnition of
𝑇 , hence we will need to integrate (2.77) in order to obtain a new analytical expression for
𝑇 = 𝑇 (?̃?,𝐻, 𝛽), namely
𝑇 = 1 +𝐻 + 𝛾
(1 − 𝑍𝑆)?̃?𝑆2𝛽
[𝛽?̃? − ln(cosh(𝛽(?̃?𝑆 − ?̃?))) + ln(cosh(𝛽?̃?𝑆))] + 𝐶 (2.78)
Where the constant 𝐶 can be obtained from the boundary conditions at the top, where 𝑇 =
𝑇𝐴 and 𝑍 = ?̃? = 𝐻 = 0. So that, we obtain 𝐶 = 0 for the case under consideration.
Analogously, this same method can be implemented for 𝑑?̄?/𝑑𝑍.
This implementation was used in previous versions of the code. However, one of the
main focus on this thesis is the ﬂame temperature characterization for diﬀerent values of
𝑆. It turns out that for moderately large values of 𝑆 (𝑆 > 4) this approximation could
signiﬁcantly aﬀect the ﬂame temperature description.
In ﬁgure 2.6, as an example, temperature proﬁles as a function of ?̃? are presented for
diﬀerent values of𝑆 with𝐿𝐹 = 0.3 and 𝛾 = 4. Here, a simple relation ?̃? = 0.5(tanh(𝑦/2)+1)
and 𝐻 = 𝐻𝐹0.5(tanh(𝑦/2) + 1) is assumed, with 𝑦 being the crosswise coordinate. With
dashed lines, we represent the results for 𝛽 = 100 (twice larger than the reference value of
𝛽 = 50). Continuous lines are obtained using a diﬀerent approach allowing sharper gradients
and therefore more accurate results of the temperature near the ﬂame. Vertical dotted lines
are used in ﬁgure 2.6 to highlight the ﬂame location. In all cases of 𝑆 depicted in the ﬁgure,
we observe that both approaches give the same result for all ?̃? except for the temperature
at the ﬂame. In particular, for 𝑆 = 15, we can see that this model would predict a ﬂame
temperature about a 10% lower than the real one, and would predict regions with higher
temperatures than the temperature at the ﬂame.
On the other hand, expression (2.78) ceases to be valid for values of 𝛽 ≳ 200 (limit
depending on𝑆) due to the logarithm expressions involved. Therefore there exist amaximum
sharpness that we can implement using that method.
For the turbulent ﬂows studied in this research it is important to accurately predict tem-
peratures at the ﬂame. Thus, we needed a diﬀerent approach with more aggressive gradient
deﬁnitions. We will make use of the tanh expressions for the Heaviside function approx-
imation, but instead of approximating the temperature derivative, we will approximate the
temperature itself.
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Fig. 2.6 Toy model for 𝑇 = 𝑇 (?̃?) for diﬀerent values of S with 𝐿𝐹 = 0.3 and 𝛾 = 4. Dashed
lines for high dumping and continuous lines for present approach.
Explicitely, we deﬁne 𝑇 as
𝑇 = 1 +𝐻 + 𝛾(1 − 𝑍𝑆)
?̃?
?̃?𝑆
Ξ(?̃?𝑆 − ?̃?) +
𝛾
1 − 𝑍𝑆
Ξ(?̃? − ?̃?𝑆) (2.79)
with Ξ(𝑥) = 0.5(tanh(𝛽𝑥) + 1). Diﬀerentiating this expression, we obtain
𝑑𝑇
𝑑?̃?
= 𝛾
(1 − 𝑍𝑆)?̃?𝑆
Ξ(?̃?𝑆 − ?̃?) −
𝛾
(1 − 𝑍𝑆)
?̃?
?̃?𝑆
Ξ′(?̃?𝑆 − ?̃?) +
𝛾
(1 − 𝑍𝑆)
Ξ′(?̃? − ?̃?𝑆),
(2.80)
with Ξ′(𝑥) = 0.5𝛽(1 − tanh(𝛽𝑥)2).
With this approach, the valid range for the constant 𝛽 varies from 1000 to 105. We per-
formed several tests for 1D reactive mixing layers stability analysis using the two piecewise
approximation methods (using 𝛽 = 50 for the ﬁrst approach and 𝛽 = 105 for the second
one). Both methods gave the same results, therefore proving the validity of this new piece-
wise implementation.
Finally, note that for the temperature gradient computation we would make use of the
chain rule, namely
𝜕𝑇
𝜕𝑥𝑖
=
𝜕𝐻
𝜕𝑥𝑖
+
𝑑𝑇
𝑑?̃?
𝜕?̃?
𝜕𝑥𝑖
(2.81)
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Algorithm
This algorithm is based on the one described for non-reactive mixing layers and therefore
details are skipped in order to avoid repetition.
1. Laplacian Solver (𝜙 = ∇2𝑚𝑦).
2. Solving for 𝑚𝑥 and 𝑚𝑧.
3. Obtaining momentum vector 𝜌𝑢.
4. Calculating derivatives of𝐻 and ?̃?,
Now, we compute the gradient components and laplacian of𝐻 and ?̃?.
5. Transforming to physical space and back to Fourier
Similar to the non-reactive algorithm, we now transform the variables to physical
space, including the derivatives and laplacian of ?̃?. Note that the variable𝐻 is some-
how substituting the 𝑇 in the non-reactive implementation. In this stage, we compute
RHS(H) and RHS(?̃?), evolving both magnitudes in physical domain.
6. Exiting PHYS2FOU
In this case, we have to transform up to 18 buﬀers grouped as follows:
(a) 𝐻(𝑛 + 1), ?̃?(𝑛 + 1) (2 buﬀers)
(b) Convective products (𝜌𝑢𝑖𝑢𝑗) (6 buﬀers)
(c) Diﬀusive terms for 𝜏𝑖𝑗 computation (9 buﬀers) The terms 𝜏𝐴𝑖𝑗 and 𝜏𝐵𝑖𝑗 are com-
puted.
(d) ∇2𝜓 (1 buﬀer)
7. Compute RHS of Ω𝑦 and 𝜙 and evolve.
8. Obtain ∇2𝜓 .
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2.6 Performance
Both LoMa and LoMaHZ are highly scalable parallel code, ready to eﬃciently work with
a very high number of processors. The most important reason behind this scalability and
performance is the conversion from planes when working on Fourier space to lines when
calculating operations in physical domain. This feature is a heritage from their predecessor,
the Channel code from UPV Madrid ([30]), and therefore we will not focus on the details
behind.
However, changing from a constant density formulation to a Low-Mach variable density
formulation, implied many complications arising in terms of number of operations, buﬀer
eﬃciency and complexity of the formulation. In particular, one of the most important chal-
lenges in terms of numerical eﬃciency was to maintain one transformation from Fourier to
physical space per sub-step.
The algorithm and implementation explained in the previous sections of the chapter,
allowed LoMa and LoMaHZ to remain eﬃcient and highly scalable as shown in ﬁgure 2.7.
In this ﬁgure, the computational time per step in seconds is shown for diﬀerent simulations
Fig. 2.7 Scaling of LoMa code. Blue dots for simulations performed on Icaro with 2⋅107 grid
points, red dots show results from simulations performed on Comet(XSEDE) with 35 ⋅ 107
grid points. Grey dots belong to the projection from Icaro results multiplied by a factor of
16.
performed on Icaro and Comet with diﬀerent number of grid points. In this ﬁgure we can see
how the time per step is reduced with increasing number of processors with a given parallel
eﬃciency above 90%. The grey dots on ﬁg. 2.7 are obtained by multiplying by a factor of
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16 the times obtained from Icaro (simulations performed with a relative small number of
processors).
Chapter 3
Non-reactive turbulent mixing layers
with variable density
3.1 Introduction
Variable density eﬀects in turbulent ﬂows are often encountered in the natural environment
and in many engineering applications [13, 66]. In the oceans, density variations are due to
temperature and salinity variations [65], while in the atmosphere they are due to both tem-
perature and moisture changes [71]. In both situations, the buoyancy eﬀects are mainly due
to gravity. In absence of gravity, density eﬀects may still be important due to pressure and/or
temperature ﬂuctuations. For example in aeronautical applications, density variations due
to high speed in gas ﬂows are very relevant [39, 26]. In that case, the main eﬀect is due to
velocity induced pressure variations. In other applications, density variations due to dilata-
tion eﬀects are important even at low speeds. This is for example the case in combustion
applications [70, 53], where the heat release by chemical reaction leads to the thermal ex-
pansion of the ﬂuid. An additional kind of density eﬀect is associated with the mixing of
two non-reactive ﬂuids of diﬀerent density or to the mixing of diﬀerent temperature bodies
of the same ﬂuid [13, 21]. In this work we are concerned with the latter since we study a
variable-density low-speed temporal turbulent mixing layer in the absence of gravity.
As reviewed by [19], in spatially-developing turbulent shear layers the density ratio in-
ﬂuences the spreading rate of the layer, the entrainment rate and the convective velocity of
the large-scale eddies. The inﬂuence on the spreading rate was already observed in early
experiments [10]. However, the eﬀect of increasing the Mach number, 𝑀 , was found to
be more drastic and that led to a main focus on compressibility eﬀects in subsequent works
[7, 52, 15, 27, 67, 41, 48, 31]. A notable exception is the work of [50] who studied both
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compressibility eﬀects and density ratio eﬀects in direct numerical simulations of turbulent
compressible temporal mixing layers. They found that, with increasing density ratio, the
shear layer growth rate decreases substantially and that the dividing streamline is shifted to-
wards the low-density stream. The variation of the density ratio by [50] was performed at
high speed, with a convective Mach number𝑀𝑐 = 0.7, so that density variations due to both
pressure eﬀects and temperature eﬀects were likely to aﬀect the ﬂow. In this work we try to
separate these two eﬀects by considering a variable-density layer at low speed in the limit
𝑀𝑐 → 0, using the low Mach number approximation [44, 16, 47].
The current understanding of the eﬀect of the density ratio on the structure of the turbu-
lent mixing layer is still unsatisfactory. Part of the problem is that it is diﬃcult to perform
experiments at low speeds with a large density ratio. Numerical studies are also scarce and
most of them deal with the initial stages of transition to turbulence, and not with the turbu-
lent regime itself. Most numerical studies consider variable density eﬀects in the limit of
incompressible ﬂow, i.e. the velocity ﬁeld is solenoidal, the density is given by an advection
equation and the energy equation is therefore decoupled from the momentum equation. For
instance, [37] reported calculations of a variable-density, incompressible, temporal mixing
layer. They performed visualizations of the vorticity and scalar ﬁelds and of the motion
of material surfaces, focusing on the manifestation of three dimensional instabilities. They
found an asymmetric entrainment pattern favouring the low-density stream. Also in the in-
compressible regime, [61] performed two-dimensional simulations of spatially-developing
variable-density mixing layers. They found that the speed of the unstable waves is biased to-
ward that of the high-density stream and also that the entrainment of the high-density stream
is inhibited relative to the low-density stream. The instability characteristics of variable-
density incompressible mixing layers have been studied by [57] and [25]. On the modelling
side, [56] developed a simple model for predicting the thickness of a variable-density mixing
layer. [3] included variable-density eﬀects in a one-dimensional turbulence approach. Using
this approach they studied both temporally-developing and spatially-developing mixing lay-
ers, and despite the limitations of the approach, their results provide information concerning
the expected behaviour of the mixing layers at high density ratios. In addition, there are also
not so many studies in the literature using Large Eddy Simulation (LES) in variable density
turbulent ﬂows. Some examples are Wang et al. [69], who analyzed spatially developing
axisymmetric jets, and McMullan et al. [43], who considered a spatially developing mixing
layer.
In this chapter, we address the following issues. How is the growth rate of the turbulent
mixing layers aﬀected by the free-stream density ratio? What is the turbulent structure of
variable-density mixing layers? What are the diﬀerences of the low speed case, 𝑀 → 0,
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with respect to the high speed case,𝑀𝑐 = 0.7, [50]? The manuscript is organized as follows.
In §3.2 the computational setup is described including the details of a novel algorithm de-
veloped to solve the low Mach number approximation of the Navier-Stokes equations. This
is followed by a description of the simulation parameters in §3.3. Results are presented in
§3.4. First, we analyze the self-similar evolution of the mixing layers. Secondly, we charac-
terize their growth rate and compare to a model proposed in the literature. Third, we analyze
the mean density and Favre averaged velocity, and propose a semi-empirical model for the
observed shifting. After this, we complete the characterization of the vertical proﬁles with
mean temperature. This is followed in §3.4.4 by the analysis of the higher order statistics.
Section §3.4 ﬁnalizes with the analysis of the ﬂow structures, using ﬂow visualizations and
premultiplied spectra of temperature and velocity. Conclusions are provided in §3.5.
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3.2 Computational Setup
The ﬂow under consideration is a three-dimensional, temporally-evolving mixing layer de-
veloping between two streams of diﬀerent density, 𝜌𝑡 (upper stream) and 𝜌𝑏 (lower stream).
The ﬂow is assumed to be homogeneous in the horizontal directions, 𝑥 and 𝑧, while it is
inhomogeneous in the vertical direction, 𝑦. The lower stream ﬂows at a velocityΔ𝑈/2 in the
positive 𝑥 direction, while the upper stream ﬂows at a velocityΔ𝑈/2 in the oposite direction,
so that the velocity diﬀerence between both streams is Δ𝑈 . For the present work, 𝜌𝑏 > 𝜌𝑡,
although since we do not consider gravity eﬀects, the case with 𝜌𝑏 < 𝜌𝑡 can be obtained by
changing the direction of the 𝑦-axis.
The details of the algorithm used to integrate in time this coupled system of equations
is described detail in Chapter 2. For completeness, we provide here a brief description. The
time integration is performed using a three-stage low-storage Runge-Kutta scheme. Initial
conditions are provided specifying the mean streamwise velocity and density proﬁles
𝑢(𝑦) = Δ𝑈2 tanh(−
𝑦
2𝛿0𝑚)
, (3.1)
𝜌(𝑦) = 𝜌0(1 + 𝜆(𝑠) tanh(−
𝑦
2𝛿0𝑚))
, (3.2)
where 𝜆(𝑠) = (𝜌𝑏 − 𝜌𝑡)/(𝜌𝑏 + 𝜌𝑡) = (𝑠 − 1)/(𝑠 + 1). The mean spanwise and vertical velocity
components are set to zero. In order to promote a quick transition to turbulence, random
velocity ﬂuctuations are added. This is done in a manner similar to Pantano and Sarkar
[50], da Silva and Pereira [17] and others: a random solenoidal velocity ﬂuctuation ﬁeld
with a 10% turbulence intensity and a peak wavenumber of 𝑘0𝛿0𝑚 ≈ 0.84. The region in
space were the ﬂuctuating velocity ﬁeld is deﬁned is limited by a gaussian ﬁlter, 𝑒−(𝑦/𝛿
0
𝑚)
2
.
Also, no ﬂuctuations are imposed on wavenumbers smaller than 𝑘𝑥𝛿𝑚 ≈ 0.05, so that the
initial transient of the mixing layer is as natural as possible, as discussed by da Silva and
Pereira [17].
It should be noted that in the previous paragraphs we have been using 𝛿0𝑚 to denote the
initial value of the momentum thickness 𝛿𝑚. For a variable density boundary layer the mo-
mentum thickness is deﬁned as
𝛿𝑚(𝑡) =
1
𝜌0Δ𝑈2 ∫
∞
−∞
𝜌 (
1
2Δ𝑈 − ̃𝑢) (
1
2Δ𝑈 + ̃𝑢) 𝑑𝑦, (3.3)
where ̃𝑢 = 𝜌𝑢/𝜌 denotes the Favre average of 𝑢, and 𝑢 is the standard Reynolds average (i.e.,
averaged over the homogeneous directions and over the diﬀerent runs performed for each
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density ratio). The Favre perturbations are deﬁned as 𝑢′′ = 𝑢− ̃𝑢, so that the turbulent stress
tensor, 𝑅𝑖𝑗 , is deﬁned as
𝑅𝑖𝑗 =
𝜌𝑢′′𝑖 𝑢′′𝑗
𝜌
. (3.4)
For completeness, we also provide here the deﬁnition of the vorticity thickness
𝛿𝑤(𝑡) =
Δ𝑈
|𝜕 ̃𝑢/𝜕𝑦|𝑚𝑎𝑥
, (3.5)
which is similar to the visual thickness of the mixing layer (see 56, 10, 20 and experimen-
tal works in general), and it will be used in the discussion of the results in the following
sections.
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3.3 Simulation Parameters
Asmentioned above, the set-up of the simulations consists of a three-dimensional temporally-
evolving mixing layer with two streams with diﬀerent density. A total of four density ratio
cases have been studied in this work, namely 𝑠 = 𝜌𝑏/𝜌𝑡 = 1, 2, 4 and 8. Four diﬀerent
realizations have been run for each density ratio (with diﬀerent random initial conditions,
discussed below), in order to perform ensemble averaging. For the case with 𝑠 = 1, the
temperature is treated as a passive scalar: density is constant in time and space, and the en-
ergy equation is solved for the temperature disregarding the equation of state. The Reynolds
and Prandtl numbers are ﬁxed for all cases, with𝑅𝑒 = 160 and 𝑃𝑟 = 0.7. The value of other
relevant parameters are presented in Table 3.1. For instance, the Reynolds number based on
the Taylor micro-scale, 𝑅𝑒𝜆, is moderately large for the 𝑠 = 1 case (𝑅𝑒𝜆 = 150), although it
decreases with the density ratio (𝑅𝑒𝜆 = 95 for 𝑠 = 8).
In terms of temporal resolution, all simulations presented here are runwith a𝐶𝐹𝐿 = 0.5.
The computational domain is 𝐿𝑥 ×𝐿𝑦 ×𝐿𝑧 = 461𝛿0𝑚 ×368𝛿0𝑚 ×173𝛿0𝑚, roughly twice larger
in every direction than that employed by Pantano and Sarkar [50]. The plane 𝑦 = 0 is at the
center of the computational domain, so that the upper and lower vertical boundaries are at
𝑦 = ±𝐿𝑦/2 = 184𝛿0𝑚. The computational domain is discretized using 1536 × 851 × 576
collocation grid points, resulting in a spatial resolution in the homogeneous directions of
Δ𝑥 = Δ𝑧 = 0.30𝛿0𝑚 before dealiasing (collocation points). In the vertical direction, the
grid points are equispaced in the central part of the domain (|𝑦| ≤ 20𝛿0𝑚), with a resolution
Δ𝑦 = 0.2𝛿0𝑚. In the region 20𝛿0𝑚 ≤ |𝑦| ≤ 150𝛿0𝑚 the resolution increases with a maximum
stretching of 1%, up to a maximum grid spacing of Δ𝑦 = 0.85𝛿0𝑚. Finally, in order to avoid
numerical issues in the calculation of the vertical derivatives at the boundaries, the grid
spacing is reduced again in the region 150𝛿0𝑚 ≤ |𝑦| ≤ 184𝛿0𝑚 with a maximum stretching
of 3%, resulting in a resolution of Δ𝑦 = 0.3𝛿0𝑚 at the top and bottom boundaries of the
computational domain.
As shown in Table 3.1, the resolution of the simulations is very good in terms of the
local Kolmogorov lengthscale 𝜂 (i.e., averaged in horizontal planes only). The horizontal
grid spacing is smaller than 1.8𝜂 during the self-similar evolution of the mixing layer. The
vertical resolution is slightly better, to account for the worse resolution properties of compact
ﬁnite diﬀerences compared to Fourier expansions [38]. For reference, the resolution in the
compressible simulations of Pantano and Sarkar [50] is Δ𝑥/𝜂 ≈ 3−4. Compared to typical
resolution of DNS of incompressible ﬂows, the values of the resolution reported in Table 3.1
would indicate that our simulations are slightly over-resolved (e.g, 46 recomends Δ𝑥 = 8𝜂
in the streamwise direction, and Δ𝑦 = 4𝜂 in the shear-wise direction for homogeneous shear
turbulence). However, it should be noted that the non-linear terms of equations (2.16)-(2.19)
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𝑠 𝜏0 - 𝜏𝑓 𝑅𝑒𝑤 𝑅𝑒𝜆 (Δ𝑥/𝜂)max (Δ𝑦/𝜂)max 𝐷𝑤
1 380-520 4200-6300 140-150 1.7-1.6 1.1 - 1.05 4.8
2 400-520 4500-5800 130-140 1.6-1.5 1.05 - 0.95 5.2
4 440-620 4500-6500 110-120 1.4-1.3 0.9 - 0.8 6.1
8 550-730 4900-7000 85-95 1.2-0.9 0.7 - 0.6 7.7
Table 3.1 Relevant parameters of the simulations within self-similar period. All the ranges
correspond to the values of the parameter at the beginning (𝜏 = 𝜏0) and end (𝜏 = 𝜏𝑓 ) of
the self-similar evolution, discussed in section 3.4.1. 𝑅𝑒𝑤 = 𝜌0Δ𝑈𝛿𝑤/𝜇, where 𝛿𝑤 is the
vorticity thickness. 𝑅𝑒𝜆 = 𝑞𝜆/𝜈, where 𝜆 is the Taylor microscale and 𝑞2 is twice the turbu-
lent kinetic energy. Δ𝑥 and Δ𝑦 are the streamwise and vertical grid spacings in collocation
points, respectively. 𝜂 is the Kolmogorov lengthscale. 𝐷𝑤 = 𝛿𝑤/𝛿𝑚, where 𝛿𝑚 is the mo-
mentum thickness and 𝛿𝑤 is the vorticity thickness.
are not quadratic, resulting in stronger aliasing and stricter limitations in the resolution than
typically encountered in incompressible ﬂows.
Finally, it should be noted that the use of relatively large computational domains is mo-
tivated by two reasons, ﬁdelity of the turbulent structures in the mixing layer and statistical
convergence. First, a large domain in the 𝑦-direction allows the mixing layer to grow for
longer times before conﬁnement eﬀects develop, resulting in a longer self-similar range. In
the present simulations, the visual thickness of the mixing layer at the end of the self-similar
range is smaller than 30% of the vertical size of the computational domain. Second, the
horizontal size of the domain also needs to be large enough to capture the largest structures
of the ﬂow. For reference, in our simulations less than 6% of the turbulent kinetic energy
is contained in inﬁnitely large modes in the streamwise (𝑘𝑥 = 0) and spanwise (𝑘𝑧 = 0)
directions at the end of the self-similar range, when the turbulence structures are largest.
As discussed later in section 3.4.5, this percentage is a little bit larger for the temperature
variance (≈ 15%), which tends to have a stronger signature in 𝑘𝑧 = 0 modes than the tur-
bulent kinetic energy. Also, in order to improve the statistical convergence, the horizontal
averaging is complemented with an ensemble average over the four independent runs (i.e.,
with diﬀerent initial conditions) performed for each density ratio.
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3.4 Results
3.4.1 Self-similar evolution
It is well known that temporal mixing layers reach a self-similar evolution after an initial
transient, in which the initial perturbations evolve into the structure of the fully developed
turbulent mixing layer [58, 50]. In the self-similar evolution, the mixing layer thickness
grows linearly with time, and large-scale quantities scaled with the variation across the mix-
ing layer (i.e., Δ𝑈 , 𝜌𝑏 − 𝜌𝑡, etc.) collapse into a single proﬁle when plotted as a function of
𝑦/𝛿𝑚(𝑡) or 𝑦/𝛿𝑤(𝑡).
In order to evaluate the self-similar evolution of the present DNS results, ﬁgure 3.1(a)
shows the evolution of 𝛿𝑚(𝑡) for the four cases considered here. The variability in 𝛿𝑚 is
estimated using the standard deviation of the momentum thicknesses over the four runs, and
is indicated with error-bars in the ﬁgure. Also, ﬁgure 3.1(b) shows the time evolution of the
integrated dissipation rate of turbulent kinetic energy
𝜁 = ∫
∞
−∞
𝜀𝑑𝑦. (3.6)
The quantity 𝜁 scales with Δ𝑈3 and, therefore, should be constant with time, once self-
similarity has been achieved. The expression for the dissipation rate of turbulent kinetic
energy for variable density ﬂows can be found in [13], and is reproduced here for complete-
ness
𝜌 𝜀 = 43𝜇𝜃
′2 + 𝜇𝜔′𝑖𝜔′𝑖 + 2𝜇
⎛
⎜
⎜
⎝
𝜕2𝑢′𝑖𝑢′𝑗
𝜕𝑥𝑖𝜕𝑥𝑗
− 2
𝜕𝜃′𝑢′𝑗
𝜕𝑥𝑗
⎞
⎟
⎟
⎠
, (3.7)
where primed variables denote ﬂuctuations with respect to the mean, 𝜃 = 𝜕𝑢𝑖/𝜕𝑥𝑖 is the
divergence of the velocity, and 𝜔𝑖 are the components of the vorticity.
The results presented in ﬁgure 3.1 show that self-similarity is achieved after an initial
transient, with 𝛿𝑚(𝑡) growing linearly with time and 𝜁(𝑡) becoming approximately constant
(at least within the errors in 𝜁 ). However, comparing ﬁgures 3.1(a) and 3.1(b) it can be
observed that the linear growth of 𝛿𝑚 starts at 𝜏 = 𝑡Δ𝑈/𝛿0𝑚 ≈ 200, a time at which 𝜁 is still
growing. This behavior was also observed by [58], and it indicates that the determination of
the time interval where self-similarity is achieved needs a careful consideration, and should
not be determined exclusively from a linear evolution of 𝛿𝑚(𝑡).
In the present study, and for the purpose of collecting statistics, we have deﬁned the time
interval [𝜏0, 𝜏𝑓 ] where the mixing layer is self-similar by analyzing the collapse of the in-
stantaneous (i.e., averaged in the horizontal directions only) proﬁles of the normal Reynolds
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Fig. 3.1 Temporal evolution of (a) the momentum thickness 𝛿𝑚 divided by the initial mo-
mentum thickness 𝛿0𝑚, and (b) the non-dimensional integrated turbulent energy dissipation
rate, 𝜁/Δ𝑈3. Line types are black for 𝑠 = 1.0, blue for 𝑠 = 2.0, green for 𝑠 = 4.0 and red for
𝑠 = 8. The values correspond to the ensemble average of the 4 runs for each density ratio,
and the error bars are the corresponding standard deviation. The thick line shows the ranges
of self-similar evolution for each density ratio.
stresses,𝑅11(𝑦/𝛿𝑚, 𝜏),𝑅22(𝑦/𝛿𝑚, 𝜏), and𝑅33(𝑦/𝛿𝑚, 𝜏). We have computed the temporal mean
and standard deviation of these Reynolds stresses for several time intervals, selecting for
each run the longest time interval in which the standard deviation of the normal Reynolds
stresses is smaller than 5% of the maximum. The resulting time intervals (more explicitly,
the maximal time interval over the four runs for each density ratio) are shown in ﬁgure 3.1
and reported in table 3.1, yielding a total self-similar range of at least 10 eddy-turnover times
per density ratio. For illustration, ﬁgure 3.2 shows all the𝑅11 proﬁles within the self-similar
range for the cases 𝑠 = 1 and 𝑠 = 4, using diﬀerent color for each run. The agreement of
the proﬁles is good, especially taking into account that there are 26 and 31 curves on each
plot, respectively. The diﬀerences are more apparent near the maximum of the Reynolds
stresses. It is interesting to note that the variability of the proﬁles within each run is small,
similar to that reported by [50]. On the other hand, the variability between diﬀerent runs is a
bit larger, and it is probably linked to diﬀerences between the largest structures developed in
each run (i.e., by diﬀerent realizations of the initial conditions), emphasizing the importance
of running several realizations of each density ratio to accumulate statistics for the largest
structures in the mixing layer.
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Fig. 3.2 Reynolds stress 𝑅11 proﬁles within the self-similar range for (a) case 𝑠 = 1, all runs
with a total of 26 proﬁles, and (b) case 𝑠 = 4, all runs, with a total of 31 proﬁles. Colors are
used to diﬀerentiate between runs.
3.4.2 Eﬀects of the density ratio on the growth rate
Once the self-similar time interval has been deﬁned, we analyse the eﬀect that the density
ratio has on the growth rate of the temporal mixing layer, comparing the results of the present
zero Mach cases with those obtained by [50] for convective Mach number𝑀𝑐 = 0.7. First,
consider the growth rate of the momentum thickness, ̇𝛿𝑚, which is evaluated here following
the expression derived in [67],
̇𝛿𝑚 ≈ −
2
𝜌0Δ𝑈2 ∫
∞
−∞
𝜌𝑅12
𝜕 ̃𝑢
𝜕𝑦𝑑𝑦. (3.8)
This expression is obtained diﬀerentiating (3.3) with respect to time, and neglecting viscous
terms. An alternative method to compute ̇𝛿𝑚 is to ﬁt a linear law to the data shown in ﬁgure
3.1(a). The diﬀerences in the mean and standard deviation of the growth rate of the mo-
mentum thickness obtained from both methods are small: for 𝑠 = 1, the ﬁrst method yields
̇𝛿𝑚/Δ𝑈 = 0.0168 ± 0.0003, while the second method yields ̇𝛿𝑚/Δ𝑈 = 0.0170 ± 0.0002.
The value of the growth rate of the momentum thickness for 𝑠 = 1 is in good agreement
with previous works, especially taking into account the scatter of the available data. For
instance, in the “unforced” experiments quoted by [20] the growth rate of the momentum
thickness varies from 0.014 to 0.022. Also, [58] report ̇𝛿𝑚/Δ𝑈 = 0.014 in simulations of
incompressible temporal mixing layers, and the experimental data of [6] yield a value of
0.016. For 𝑀𝑐 = 0.3 and 𝑠 = 1, [50] report ̇𝛿𝑚/Δ𝑈 ≈ 0.0184, a value that decreases to
0.0108 when the Mach number is increased to𝑀𝑐 = 0.7.
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Fig. 3.3 Mixing-layer growth rate as a function of the density ratio. Growth rate based on (a)
momentum thickness ̇𝛿𝑚, and (b) vorticity thickness ̇𝛿𝑤, normalised by the growth rate for
𝑠 = 1.0. In both panels the horizontal axis is in logarithmic scale. Colored dots with error
bars stand for the present results, squares represent results for 𝑀𝑐 = 0.7 [50]. The dashed
curve in (b) corresponds to equation (3.9), from Ramshaw [56].
As the density ratio increases, the values of ̇𝛿𝑚 decrease. This can be observed in ﬁgure
3.3(a), which shows the growth rate ratios, ̇𝛿𝑚(𝑠)/ ̇𝛿𝑚(1), as a function of 𝑠. At 𝑠 = 8, our
results show that the growth rate of 𝛿𝑚 has been reduced by 60% with respect to the growth
rate of the case with 𝑠 = 1. A similar behaviour is observed for the subsonic cases of
[50] at 𝑀𝑐 = 0.7, also included in the ﬁgure. The ratio 𝛿𝑚(𝑠)/𝛿𝑚(1) is very similar for the
𝑀𝑐 = 0 and 𝑀𝑐 = 0.7 cases for large density ratios, with signiﬁcant diﬀerences for the
smaller density ratio, 𝑠 = 2. Careful inspection shows that the density ratio 𝑠 = 2 is indeed
somewhat anomalous in Pantano and Sarkar [50], presenting a non-monotonic behaviour
for some quantities (see for instance the growth rates and the proﬁles of Reynolds stress, as
shown in table 6 and ﬁgure 18 respectively in their paper).
The results shown in ﬁgure 3.3(a) for ̇𝛿𝑚 are very similar to those obtained for ̇𝛿𝑤, which
are plotted in ﬁgure 3.3(b). Again, our results are compared to the𝑀𝑐 = 0.7 cases of [50],
and the theoretical prediction by [56]. The latter is based on a model for the growth of
the visual thickness of a variable density mixing layer at𝑀𝑐 = 0, directly comparable to the
present results. Themodel is obtained by extending a linear stability analysis to the nonlinear
regime through scaling hypothesis, leading after proper manipulation to
̇𝛿𝑤(𝑠)
̇𝛿𝑤(1)
=
2√𝑠
𝑠 + 1. (3.9)
Figure 3.3(b) shows a very good agreement between Ramshaw’s model and our data. The
agreement is also fairly good with the subsonic data of [50] at𝑀𝑐 = 0.7, except for the case
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Fig. 3.4 (𝑎)Mean density proﬁles. (𝑏) Favre-averaged streamwise velocity proﬁles. Diﬀerent
colors correspond to diﬀerent density ratios: black, 𝑠 = 1; blue, 𝑠 = 2; green, 𝑠 = 4; and
red, 𝑠 = 8. Solid lines are the present turbulent temporal mixing layers. Dashed lines are
the laminar temporal mixing layers (see appendix A). Symbols: Rogers and Moser [58] for
𝑠 = 1, Pantano and Sarkar [50] for s=2, 4 and 8.
𝑠 = 2 as it happened also for ̇𝛿𝑚. It should be noted that, to the best of our knowledge, this
is the ﬁrst direct validation of the Ramshaw model with a variable density DNS at𝑀𝑐 = 0.
Overall, the results presented in this subsection show that the growth rates of the𝑀𝑐 = 0
cases are signiﬁcantly higher than those reported by Pantano and Sarkar [50] for𝑀𝑐 = 0.7,
in agreement with previous works. However, the eﬀect of 𝑠 on the growth rate seems to be
very similar at both Mach numbers, with essentially the same reduction in the growth rate
except for maybe the low density ratio case, 𝑠 = 2. Also, the eﬀect of 𝑠 seems to be stronger
on 𝛿𝑚 than on 𝛿𝑤, with ̇𝛿𝑚(𝑠 = 8)/ ̇𝛿𝑚(𝑠 = 1) ≈ 0.4 and ̇𝛿𝑤(𝑠 = 8)/ ̇𝛿𝑤(𝑠 = 1) ≈ 0.6. As a
consequence, the ratio between the two thicknesses,𝐷𝑤 = 𝛿𝑤/𝛿𝑚, increases with 𝑠, as it can
be observed in table 3.1. Note that since 𝛿𝑤 and 𝛿𝑚 grow linearly with time, 𝐷𝑤 ≈ ̇𝛿𝑤/ ̇𝛿𝑚
for suﬃciently long times. For reference, [50] report a value of𝐷𝑤 = 5.0 for a compressible
mixing layer with 𝑀𝑐 = 0.3 and 𝑠 = 1, in good agreement with 𝐷𝑤 = 4.83 for our 𝑠 = 1
case.
3.4.3 Mean density, velocity and temperature
We now proceed to analyze the one point statistics of the present DNS (mean values in this
subsection, higher order moments in §3.4.4), averaging the data in the horizontal directions
and in time, binning in 𝑦/𝛿𝑚(𝑡). In all the vertical proﬁles presented in this section, a shadow-
ing has been applied around plus/minus one standard deviation of the horizontally averaged
data with respect to the mean, in order to show the uncertainty of the statistics.
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Figure 3.4(a) shows mean density proﬁles, comparing the present zeroMach results with
the results of the subsonic mixing layer of Pantano and Sarkar [50] at𝑀𝑐 = 0.7. The ﬁgure
also includes for comparison the results from laminar temporal mixing layers, obtained as
discussed in appendix A. As the density ratio increases, the density mixing layer extends
further into the low-density stream, with small variations in the position where 𝜌 = 𝜌0. The
proﬁles of the 𝑀𝑐 = 0.7 and 𝑀𝑐 = 0 cases are qualitatively similar at any given density
ratio, although there are some diﬀerences in the proﬁles in the central part of the mixing
layer (|𝑦| ≲ 3𝛿𝑚). The agreement between the 𝑀𝑐 = 0 and 𝑀𝑐 = 0.7 cases is better for
the Favre averaged velocity, shown in ﬁgure 3.4(b). The only exception is maybe the region
closer to the high-density free-stream, where the edge of the mixing layer seems sharper for
the present simulations (𝑀𝑐 = 0). The ﬁgure also includes the incompressible data of [58]
for 𝑠 = 1, showing a very good agreement with our incompressible case.
Besides some small changes in the shape of the proﬁles (which will be discussed later),
the most apparent eﬀect of the density ratio in 𝜌 and ̃𝑢 is the shifting of the ̃𝑢 proﬁle towards
the low density side. Note that this eﬀect is apparent in both turbulent cases (𝑀𝑐 = 0 and
𝑀𝑐 = 0.7), as well as in the laminar self-similar proﬁles (dashed lines in ﬁgure 3.4). This
shifting of the mean density and velocity proﬁles with the density ratio has already been
reported in previous studies, both experimental and numerical, and it has been explained
qualitatively in terms of the behaviour of the large scales near the denser stream [10] and
their linear stability properties [61]. Fewer authors have tried to quantify this shift. For in-
stance, Pantano and Sarkar [50] quantiﬁed the shift in terms of the diﬀerences between the 𝜌
and ̃𝑢 proﬁles, using two semi-empirical relationships, 𝜌( ̃𝑢) and𝑅12( ̃𝑢). They later used these
relationships to estimate the reduction of the momentum thickness growth rate. Also, Bre-
tonnet et al. [8] studied laminar mixing layers with density variations due to diﬀerent eﬀects
(high-speed, thermal, mass), characterizing the drift as the distance between the inﬂection
points of the velocity and density mean proﬁles.
In order to quantify this shifting, we propose here to use Δ: the distance between the 𝑦
locations where ̃𝑢 = 0 and 𝜌 = 𝜌0, positive when ̃𝑢 is displaced towards 𝑦-positive (low-
density side in our simulations). The main advantage of the present deﬁnition with respect
to those used by Pantano and Sarkar [50] and Bretonnet et al. [8] is that it can be easily
computed from the mean proﬁles of velocity and density, without having to compute higher
order derivatives. This distance is plotted in ﬁgure 3.5 as a function of the density ratio,
for turbulent mixing layers with 𝑀𝑐 = 0 and 𝑀𝑐 = 0.7, and for the laminar self-similar
solutions. The ﬁgure shows two possible scalings for Δ, with 𝛿𝑚 (ﬁgure 3.5a) and with 𝛿𝑤
(ﬁgure 3.5b). The diﬀerent datasets collapse better with the second scaling, especially for
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Fig. 3.5 Shifting of the mixing layer, normalized with (𝑎) the momentum thickness, (𝑏) the
vorticity thickness. Circles for present DNS at𝑀𝑐 = 0. Squares for Pantano and Sarkar [50]
at𝑀𝑐 = 0.7. Triangles for laminar self-similar solutions. The dashed line in (𝑏) corresponds
to Δ/𝛿𝑤 = 0.25 log(𝑠).
𝑠 = 8 cases, suggesting an empirical relation
Δ(𝑠) = 𝛿𝑤(𝑠)𝐶Δ log(𝑠), (3.10)
with 𝐶Δ = 0.25. This empirical approximation yields correlation coeﬃcients of𝑅2 = 0.998
for the present DNS results at 𝑀𝑐 = 0. Similar values of 𝐶Δ are obtained for the other
datasets in the ﬁgure. The results of [50] at𝑀𝑐 = 0.7 yield 𝐶Δ = 0.23 and 𝑅2 = 0.956, and
the laminar self-similar solutions yield 𝐶Δ = 0.23 and 𝑅2 = 0.994.
Although the present deﬁnition of shifting is not directly comparable to the one used by
[50], it is also possible to relate the present Δ to the ratio 𝛿𝑚(𝑠)/𝛿𝑤(𝑠). Lets assume that the
mean density and velocity proﬁles are
𝜌 = 𝜌0 +
𝜌𝑡 − 𝜌𝑏
2 𝐹𝜌 (
𝑦
𝛿𝑤)
, and ̃𝑢 = −Δ𝑈2 𝐹𝑢 (
𝑦
𝛿𝑤
− Δ𝛿𝑤)
, (3.11)
where 𝐹𝑢(𝜉) and 𝐹𝜌(𝜉) tend to ±1 when 𝜉 → ±∞, and Δ is assumed to be a function of
the density ratio, 𝑠. Note that this is equivalent to limit the eﬀect of 𝑠 to a shift between the
proﬁles of 𝜌 and ̃𝑢, with no explicit change in their shape. Introducing (3.11) into (3.3), it is
possible to show that
𝛿𝑚(𝑠)
𝛿𝑤(𝑠)
= 𝛿𝑚(1)𝛿𝑤(1)
+ 𝜆(𝑠)2 ∫
∞
−∞
𝐹𝜌(𝜉) [
1 − (𝐹𝑢(𝜉 −
Δ
𝛿𝑤))
2
]
𝑑𝜉 = 𝛿𝑚(1)𝛿𝑤(1)
+ 𝜆(𝑠)𝐺(
Δ
𝛿𝑤)
,
(3.12)
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Fig. 3.6 Eﬀects of 𝑠 and Δ on the reduction of the momentum thickness. (𝑎) 𝛿𝑚/𝛿𝑤 versus
𝜆(𝑠)Δ/𝛿𝑤. (𝑏) ̇𝛿𝑚/ ̇𝛿𝑤 versus 𝑠. In both panels, cicles are the present DNS at𝑀𝑐 = 0, squares
are [50] at 𝑀𝑐 = 0.7, and triangles are the self-similar solution for the laminar temporal
mixing layer. The solid lines in (𝑎) correspond to equation (3.13) with: black, 𝐶 = 0.188;
green, 𝐶 = 0.190; yellow, 𝐶 = 0.32. The dashed lines in (𝑏) correspond to (3.14) with:
black, 𝐶′ = 0.047 and ̇𝛿𝑤(1)/ ̇𝛿𝑚(1) = 4.8, green, 𝐶′ = 0.047 and ̇𝛿𝑤(1)/ ̇𝛿𝑚(1) = 5.4.
where 𝜆(𝑠) = (𝑠 − 1)/(𝑠 + 1). Note that by construction 𝐺(0) = 0 and 𝐺′(0) < 0. Hence, it
is possible to simplify (3.12) to
𝛿𝑚(𝑠)
𝛿𝑤(𝑠)
= 𝛿𝑚(1)𝛿𝑤(1)
− 𝐶𝜆(𝑠) Δ𝛿𝑤
+ 𝑂(
Δ
𝛿𝑤)
2
. (3.13)
Interestingly, piecewise linear expressions for 𝐹𝜌 and 𝐹𝑢 yield 𝐶 = 1/3 and a cubic leading
order error in (3.13).
In order to estimate 𝐶 from the DNS data, ﬁgure 3.6(a) shows the ratio 1/𝐷𝑤 = 𝛿𝑚/𝛿𝑤
as a function of 𝜆(𝑠)Δ/𝛿𝑤. The ﬁgure shows that 𝐶 = 0.188 for the present 𝑀𝑐 = 0 data,
yielding a correlation coeﬃcient between the data and the linear approximation equal to
𝑅2 = 0.998. For the𝑀𝑐 = 0.7 case, the ratio of the growth rates at 𝑠 = 1 is smaller, but the
slope of the curve seems to be approximately the same (𝐶 = 0.190,𝑅2 = 0.920), supporting
the assumption that 𝐹𝜌, 𝐹𝑢 (and hence 𝐶) do not vary much with the density ratio. Note that
for the laminar case, with notable diﬀerences in the shape of ̃𝑢 and 𝜌 (and hence in 𝐹𝑢 and
𝐹𝜌), the value of the constant is 𝐶 = 0.32 and the linear approximation is exact (𝑅2 = 1).
Finally, it is possible to combine (3.9), (3.10) and (3.13) to obtain a semi-empirical pre-
diction of the reduction of the momentum thickness growth rate with the density ratio,
̇𝛿𝑚(𝑠)
̇𝛿𝑚(1)
≈
2√𝑠
𝑠 + 1 (1 −
̇𝛿𝑤(1)
̇𝛿𝑚(1)
𝐶′ log(𝑠)) . (3.14)
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Fig. 3.7 (𝑎),(𝑏) Proﬁles of the vertical gradients of the mean density. (𝑐),(𝑑) Proﬁles of the
vertical gradients of the Favre-averaged streamwise velocity. (𝑎),(𝑐) Normalized with the
momentum thickness. (𝑏),(𝑑) Normalized with the vorticity thickness. Diﬀerent colours
correspond to diﬀerent density ratios: black, 𝑠 = 1; blue, 𝑠 = 2; green, 𝑠 = 4; red, 𝑠 = 8.
To obtain (3.14) we have also taken advantage of 1/𝐷𝑤 = 𝛿𝑚/𝛿𝑤 ≈ ̇𝛿𝑚/ ̇𝛿𝑤, which is a
reasonable approximation for suﬃciently long times. The performance of this simple model
for the reduction of the momentum thickness growth rate is evaluated in ﬁgure 3.6(b), where
the dashed lines corresponds to equation (3.14) with𝐶′ = 𝐶⋅𝐶Δ = 0.047 and the appropriate
value for ̇𝛿𝑤(1)/ ̇𝛿𝑚(1), black for𝑀𝑐 = 0 and green for𝑀𝑐 = 0.7. The ﬁgure also includes the
DNS data for both mach numbers. The agreement between the DNS data and the model is
very good, except for the lower density ratios of the𝑀𝑐 = 0.7 cases, which already showed
diﬀerences when compared to the present𝑀𝑐 = 0 cases in ﬁgure 3.3.
In the previous discussion, the eﬀect of 𝑠 on the shape of the proﬁles of 𝜌 and ̃𝑢 has
been neglected, resulting in a reasonable approximation for the reduction in the growth rate
of the mixing layer with 𝑠. However, the density ratio has some eﬀects in the shapes of 𝜌
and ̃𝑢, which are responsible for changes in the structure of the turbulence in the mixing
layer. These eﬀects, which are diﬃcult to evaluate in ﬁgure 3.4, are better observed in ﬁgure
3.7, which shows the vertical gradients of the mean proﬁles with diﬀerent normalizations.
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In particular, the gradients of the mean density normalized with Δ𝜌 = 𝜌𝑏 − 𝜌𝑡 and 𝛿𝑤
seem to collapse reasonably well (see ﬁgure 3.7𝑏), especially in the high density side (lower
stream). More diﬀerences are visible near the low density side, where it is apparent that
the gradients tend to become smoother with increasing 𝑠. Indeed, for 𝑠 = 8, ﬁgure 3.7𝑎
and 𝑏 show that the gradient of 𝜌 is roughly linear, so that 𝜌 becomes roughly parabolic for
𝑦 ≳ −2𝛿𝑚 ≈ −0.25𝛿𝑤. Although outside of the scope of the present paper, it would be
interesting to check whether the same linear region in 𝜕𝜌/𝜕𝑦 is obtained for higher density
ratios. The shifting of the velocity proﬁles discussed above is clearly visible when looking
at their corresponding gradients, ﬁgures 3.7(𝑐) and (𝑑). For ̃𝑢 the change of shape of the
proﬁle results in the maximum gradients appearing nearer to the lower density side, with
smoother gradients in the high density side. Indeed, opposite to what is observed for 𝜌, case
𝑠 = 8 seems to develop a nearly parabolic proﬁle for ̃𝑢 towards the higher density side of the
mixing layer (𝑦 ≲ 4𝛿𝑚 ≈ 𝑦 ≲ 0.5𝛿𝑤).
To ﬁnalize this subsection, we turn our attention to the mean temperature distribution,
more especiﬁcally to the non-dimensional temperature jump 𝜃 = (𝑇 − 𝑇𝑏)/(𝑇𝑡 − 𝑇𝑏). It is
interesting to study the temperature since it follows and advection-diﬀusion equation, equa-
tion (2.4). This allows the comparison of the variable density cases (𝑠 = 2, 4 and 8) with
the passive scalar simulated for the uniform density case (𝑠 = 1). Note that although the
temperature is inversely proportional to the density (equation of state), the same is not true
for the mean temperature and mean density. Figure 3.8(a) shows the mean temperature pro-
ﬁles for all cases and ﬁgure 3.8(b) the corresponding proﬁles of the vertical gradients of the
mean temperature. The passive scalar shows a roughly symmetric distribution, with 𝜕𝜃/𝜕𝑦
peaking near the edges of the mixing layer (|𝑦/𝛿𝑤| ≈ 0.5). The small deviation with re-
spect to a symmetric proﬁle provides an impression about the convergence of the statistics.
With increasing 𝑠, the mean temperature proﬁles shifts towards the upper stream (low den-
sity stream) in a similar way as the Favre-averaged streamwise velocity. The proﬁles also
become more asymmetric, which is more clearly visible in the mean temperature gradients
shown in ﬁgure 3.8(b). As the density ratio increases, the gradients at the high density
edge of the mixing layer are strongly damped, while the gradients at the low density edge
are enhanced.
3.4.4 Higher order statistics
The shifts in the mean velocity and temperature, as well as the changes in their gradients,
are also accompanied by changes in the root mean square of velocity and temperature ﬂuctu-
ations, which are analized in ﬁgure 3.9. In particular, ﬁgure 3.9(𝑎)-(𝑐) displays the vertical
proﬁles of the turbulent stress tensor, 𝑅𝑖𝑗 , where the spanwise component, 𝑅33, has been
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Fig. 3.8 (𝑎) Mean temperature proﬁles. (𝑏) Proﬁles of the vertical gradients of the mean
temperature. Diﬀerent colours correspond to diﬀerent density ratios: black, 𝑠 = 1; blue,
𝑠 = 2; green, 𝑠 = 4; red, 𝑠 = 8.
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Fig. 3.9 Vertical proﬁles of (a) 𝑅11/Δ𝑈2, (b) 𝑅22/Δ𝑈2, (c) 𝑅12/Δ𝑈2, and (d) 𝑇 2𝑟𝑚𝑠/Δ𝑇 2.
Diﬀerent colours correspond to diﬀerent density ratios: black, 𝑠 = 1; blue, 𝑠 = 2; green,
𝑠 = 4; and red, 𝑠 = 8. Solid lines are the present turbulent temporal mixing layers. Symbols
are data from incompresible mixing layers: dots from simulations of [58], triangles from
experiments of [6] and diamonds from experiments of [63]. Dashed lines in (c) represent
results from𝑀𝑐 = 0.7 [50].
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omitted since it is qualitatively similar to the cross-stream component𝑅22. The plots include
the data for the incompressible mixing layer of Rogers and Moser [58], and the experimental
results of Bell and Mehta [6] and Spencer and Jones [63]. Both datasets show proﬁles that
are consistent with the shape of the present 𝑠 = 1 case, although there is considerable scatter
between the three datasets. The scatter in 𝑅12 (ﬁgure 3.9𝑐) is consistent with the scatter in
the growth-rates of the mixing layers, since these two quantities are related through equation
(3.8). This could also explain the scatter in 𝑅11 and 𝑅22. As the density ratio increases, 𝑅𝑖𝑗
tend to shift towards the low-density region, following the maximum gradient of ̃𝑢. Inter-
estingly, while the peak values of 𝑅22, 𝑅12 and 𝑅33 (the latter is not shown in ﬁgure 3.9)
decrease with increasing 𝑠, the peak values of 𝑅11 seem to remain roughly constant (at least
within the uncertainty in the statistics, shown in the ﬁgure by the shaded areas around each
curve). The high-speed data of [50] are also included in ﬁgure 3.9𝑐, and they also show a
decrease of the peak values of 𝑅12 with increasing 𝑠, although for the 𝑀𝑐 = 0.7 data the
decrease is not monotonic as it is for the present𝑀𝑐 = 0 results. Note also that, as expected,
the𝑀𝑐 = 0.7 proﬁles have lower maximum values, consistent with the lower growth rate of
the subsonic mixing layers (as discussed in §3.4.2 and in 50).
Figure 3.9(𝑑) displays the variance of the temperature, 𝑇 2𝑟𝑚𝑠, normalized with the jump in
temperature across the mixing layer, Δ𝑇 = 𝑇𝑡 − 𝑇𝑏. For 𝑠 = 1 the temperature corresponds
to the passive scalar, which starts to show the double-peak rms observed in high Reynolds
numbers mixing layers by others (e.g., see 54). When the density ratio is increased, the peak
on the high density side gradually decreases, while the peak on the low-density side shifts
with the mean temperature gradients (see ﬁgure 3.8𝑏). Indeed, consistent with the mean
temperature gradients, the peaks of 𝑇 2𝑟𝑚𝑠/Δ𝑇 2 increase with 𝑠, except for maybe case 𝑠 = 8.
At the present moment, the reason for the non-monotonous behaviour of 𝑠 = 8 is unclear. It
could be related to a decrease in the𝑅𝑒𝜆 for this case. Another possible explanation could be
the onset of interferences of the ﬁnite-size of the computational domain with the evolution
of the mixing layer.
Finally, ﬁgure 3.10 shows the proﬁles of the skewness, 𝑆, and kurtosis, 𝐾 , of the tem-
perature and the velocity ﬁeld. Since these proﬁles are more noisy than the second order
moments beyond the edge of the mixing layer, ﬁgure 3.10 only shows them in the region
limited by 98% of the free stream velocity, indicated with vertical dotted lines. For refer-
ence, the horizontal dashed lines represent the expected value for a Gaussian distribution,
i.e. 𝑆 = 0 and 𝐾 = 3. Due to the symmetry of the conﬁguration for the passive scalar case,
𝑠 = 1, we expect an antisymmetric distribution for the skewness and a symmetric distribu-
tion for the kurtosis. Deviations from this symmetry in ﬁgure 3.10 are small and provide an
impression of the convergence of the statistics. Note also that the almost linear proﬁle of 𝜃
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Fig. 3.10 (a) Skewness distribution and (b) Kurtosis distribution of temperature 𝜃; (c) Skew-
ness distribution and (d) Kurtosis distribution of streamwise velocity 𝑢; (e) Skewness dis-
tribution and (f) Kurtosis distribution of vertical velocity 𝑣. Diﬀerent colours correspond to
diﬀerent density ratios: black, 𝑠 = 1; blue, 𝑠 = 2; green, 𝑠 = 4; and red, 𝑠 = 8.
3.4 Results 57
in the center of the mixing layer results in 𝑆𝜃 ≈ 0 for the case with 𝑠 = 1 (remind the broad
maximum of the vertical gradient of 𝜃 in ﬁgure 3.8).
[11] measured the skewness and kurtosis in a spatially-developing mixing layer. Their
neutral case is comparable to the present passive scalar case. They distinguish between two
zones. First, a mixed region in the central part, characterized by a moderate slope of the
temperature skewness proﬁle and an almost constant value of all kurtosis proﬁles. The value
of 𝐾 in this region is somewhat smaller than the Gaussian value. Secondly, the entrained
region in the outer part that presents higher slopes of the temperature skewness proﬁle than
the mixed, region and also steep gradients of all kurtosis proﬁles. All these features are
clearly observed in the present proﬁles for the passive scalar case.
Overall, increasing 𝑠 results in a shift of the proﬁles of 𝑆 and 𝐾 to the low density side,
for both temperature and velocity. This is especially clear in 𝑆𝑢, 𝑆𝑣 and 𝐾𝑣, which show
small variations on the shape of the proﬁles (see ﬁgures 3.10𝑐, 𝑒 and 𝑓 ). For the skewness
of the temperature (see ﬁgure 3.10𝑎) we can observe the same shift, and a gradual increase
of 𝑆𝜃 on the high density half of the central region of the mixing layer. This is probably a
consequence of the narrowing of the maximum of 𝜕𝜃/𝜕𝑦with 𝑠, and its displacement towards
the high temperature (low density) side: a sharper edge on the high temperature side makes
it more likely for a pocket of high temperature ﬂuid to be entrained into the mixing layer,
biasing𝑆𝜃 towards positive values. It is also interesting to observe that, on top of the shifting,
𝐾𝜃 and 𝐾𝑢 show some changes in their shape with 𝑠. In particular, both kurtosis become
larger in the high density half of the mixing layer (𝑦 ≲ 0). This can be interpreted as an
increase in the intermittency of 𝑢 and 𝑇 , and it suggests that mixing becomes more diﬃcult
near the high density region as 𝑠 increases, in agreement with the qualitative arguments of
[10] regarding the reduced velocity ﬂuctuations near the denser stream. As a result, the size
of the well mixed region (i.e., with values of 𝐾 below the Gaussian threshold) is reduced.
3.4.5 Turbulence structure
We provide now visualizations to obtain an impression of the changes in the turbulent struc-
tures of the mixing layer induced by the density ratio. Instantaneous ﬁelds of the temperature
and velocity ﬁeld are shown in ﬁgures 3.11, 3.12 and 3.13, using vertical planes (ﬁgures 3.11
and 3.13 for 𝜃 and 𝑢, respectively) and horizontal planes (ﬁgure 3.12 for 𝜃 at the plane 𝑦 = 0).
For case 𝑠 = 1, in which the temperature is a passive scalar, the visualization in ﬁgure 3.11(𝑎)
shows the typical features of a turbulent mixing layer, with patches of mixed ﬂuid in the cen-
tral region alternating with patches of unmixed ﬂuid that are entrained from both streams.
The presence of quasi-2D rollers is visible in both temperature (ﬁgure 3.11𝑎) and velocity
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(a)
(b)
(c)
(d)
Fig. 3.11 Visualization of 𝜃 on an 𝑥𝑦-plane, at the beginning of the self-similar evolution.
The corresponding density ratios and times are (a) 𝑠 = 1, 𝑡Δ𝑈/𝛿0𝑚 = 400; (b) 𝑠 = 2,
𝑡Δ𝑈/𝛿0𝑚 = 418; (c) 𝑠 = 4, 𝑡Δ𝑈/𝛿0𝑚 = 455; and (d) 𝑠 = 8, 𝑡Δ𝑈/𝛿0𝑚 = 570.
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(a)
(b)
(c)
(d)
Fig. 3.12 Visualization of 𝜃 on an 𝑥𝑧-plane at 𝑦 = 0, at the beginning of the self-similar
evolution. The corresponding density ratios are (a) 𝑠 = 1, (b) 𝑠 = 2, (c) 𝑠 = 4, (d) 𝑠 = 8.
Times as in ﬁgure 3.11.
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(a)
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(d)
Fig. 3.13 Visualization of streamwise velocity on an 𝑥𝑦-plane, at the beginning of the self-
similar evolution. The corresponding density ratios are (a) 𝑠 = 1, (b) 𝑠 = 2, (c) 𝑠 = 4, (d)
𝑠 = 8. Times as in ﬁgure 3.11. The black lines show contours of 𝑢 = ±Δ𝑈/2.
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(ﬁgure 3.13𝑎) visualizations, but maybe more clearly so in the midplane visualization of the
temperature shown in ﬁgure 3.12(𝑎).
Increasing the density ratio produces small changes in the ﬂow visualizations. The quasi-
2D rollers are also observed for 𝑠 = 2, 4 and 8 in both temperature (ﬁgure 3.11𝑏, 𝑐 and 𝑑)
and velocity (ﬁgure 3.13𝑏, 𝑐 and 𝑑). Also, in agreement with the results discussed in section
3.4.3, the mixing layer shifts upwards (towards the low density side) with increasing 𝑠, as it
can be observed in ﬁgure 3.11 and 3.13. In addition, the temperature ﬁeld becomes somewhat
smoother at the small scales. This fact is reﬂected in the lower value of 𝑅𝑒𝜆 obtained in the
cases with large 𝑠, as shown in table 3.1.
The shift of the mixing layer is also apparent in the visualization of the 𝑦 = 0 plane sown
in ﬁgure 3.12. With increasing 𝑠 the temperature ﬁeld at this height is increasingly dominated
by patches of ﬂuid entrained from the lower stream. The footprint of the quasi-2D rollers is
also clear in the ﬁgure 3.12 for all density ratios.
We can better visualize the turbulent structures changes in ﬁgure 3.14, with a direct
comparison between the cases 𝑠 = 2 (on the left) and 𝑠 = 8 (on the right). On the top
of the ﬁgure, iso-surfaces of 𝑇 (𝑠) = 𝑇t − 0.1Δ𝑇 are shown for both cases, this magnitude
would give an insight about the energy structures distribution. Namely, we observe that these
structures are bigger and blunter for 𝑠 = 8. On the other hand, at the bottom part of 3.14,
we present iso-surfaces of 𝑄 equal to two times its standard deviation 𝑄(𝑠) = 2𝑄std, where
𝑄 is the widely used velocity gradient invariant (e.x. [18]). This magnitude would give an
insight on the small structures of the ﬂow related to the energy dissipation. Note that for both
density ratio cases, we can easily distinguish the turbulence characteristic vortex structures.
Once again, the structures found are larger for 𝑠 = 8 but more dispersed than for 𝑠 = 2; these
diﬀerences are due to the diﬀerent turbulent state of both cases, with a signiﬁcantly larger
𝑅𝑒𝜆 value for the case 𝑠 = 2 (140 versus 90).
Finally, it is interesting to observe in ﬁgure 3.13 that the turbulence within the mixing
layer produce irrotational perturbations into the free-stream, with characteristic sizes of the
order of 𝛿𝑤. This potential perturbations are relatively weak, and are highlighted in ﬁgure
3.13 by contours of 𝑢 = ±Δ𝑈 (in black).
In order to quantify the changes in the structure of the turbulent motions in the mix-
ing layer due to the density ratio, we proceed to analyze the one dimensional spectra of
velocity and temperature ﬂuctuations: 𝐸𝑖𝑖(𝑘𝑥, 𝑦) and 𝐸𝑖𝑖(𝑘𝑧, 𝑦) for 𝑖 = 𝑢, 𝑣 and 𝑇 (no sum-
mation). These spectra are computed during runtime, as functions of 𝑘𝑥𝛿0𝑚, 𝑘𝑧𝛿0𝑚, 𝑦/𝛿0𝑚 and 𝑡.
Then, during post-processing, these spectra are interpolated into wavenumbers and vertical
distances normalized with 𝛿𝑤(𝑡), and averaged (ensemble and in time) for the self-similar
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Fig. 3.14 Structures comparison between case 𝑠 = 2 and 𝑠 = 8. Top ﬁgure: temperature
iso-surfaces 𝑇 (𝑠) = 𝑇t−0.1Δ𝑇 , bottom ﬁgure𝑄(𝑠) = 2𝑄std; 𝑥-𝑧 coordinates corresponds to
𝑥/𝛿0𝑚 and 𝑧/𝛿0𝑚. Color code is used to represent the crosswise component of the points 𝑦/𝛿0𝑚.
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evolution of the mixing layer. The smallest wavenumbers considered in the interpolation are
𝑘0𝑥𝛿𝑤 ≈ 0.4 − 0.5 and 𝑘0𝑧𝛿𝑤 ≈ 1.1 − 1.3, depending on the density ratio.
Figure 3.15 shows the premultiplied spectra (𝑘𝑥𝐸𝑖𝑖 and 𝑘𝑧𝐸𝑖𝑖), as a function of the verti-
cal position in the mixing layer and the streamwise or spanwise wavelength, 𝜆𝑥 = 2𝜋/𝑘𝑥 and
𝜆𝑧 = 2𝜋/𝑘𝑧. The spectra is premultiplied by the wavenumber so that, when plotted in log-
scale for the wavelength, the area under the surface corresponds to the actual energy content
of a given range of wavelengths. The contours plotted in the ﬁgure correspond to 20% and
40% of the maxima among all cases, so that they represent equal levels of energy density
for all cases. The small inset to the right of each panel shows the energy in wavenumbers
smaller than 𝑘0𝑥 and 𝑘0𝑧, denoted 𝐸𝑘𝑥=0 and 𝐸𝑘𝑧=0, respectively. From a physical point of
view, these two quantities roughly corresponds to the energy in structures that are inﬁnitely
long or wide.
For the incompressible case, ﬁgure 3.15 shows that the spectra of 𝑢 tend to be longer than
wide, while the spectra of 𝑣 and 𝑇 tend to be wider than long. Indeed, both 𝑇 and 𝑣 show
considerably more energy on structures that are wide (𝜆𝑧 > 2𝜋/𝑘0𝑧 ≈ 5𝛿𝑤) than in structures
that are long (𝜆𝑥 > 2𝜋/𝑘0𝑥 ≈ 12𝛿𝑤), which is shown by 𝐸𝑘𝑧=0 > 𝐸𝑘𝑥=0. This is consistent
with the observations of the 2D rollers in the ﬂow visualizations. It is also apparent that the
spectra of 𝑣 is shifted towards smaller scales with respect to the spectra of 𝑢 and 𝑇 , both in
𝜆𝑥 and 𝜆𝑧. In terms of the vertical extension of the spectra, 3.15(𝑎) and (𝑏) show that the
temperature spreads over |𝑦| ≲ 0.8𝛿𝑤, while 𝑢 and 𝑣 are limited to a narrower region (|𝑦| ≲
0.5𝛿𝑤), in agreement with the results shown in ﬁgure 3.9. Interestingly, ﬁgure 3.15(𝑒) shows
that 𝐸𝑣𝑣 has a larger spread in the vertical direction, at about 𝜆𝑥 ≈ 4𝛿𝑤. Careful inspection
of ﬁgures 3.15(𝑎) and (𝑏) shows that those peaks correspond to inﬁnitely wide structures
(𝑘𝑧 = 0): note that𝐸𝑣𝑣(𝜆𝑧, 𝑦) at 𝑦 = 0.7𝛿𝑤 has little energy in ﬁgure 3.15(𝑓 ), while𝐸𝑘𝑧=0 at
that height is maximum. Although not shown here, instantaneous visualizations of 𝑣 show
that these wavelengths (𝜆𝑥 ≈ 4𝛿𝑤, 𝜆𝑧 → ∞) roughly correspond to potential perturbations
of 𝑣 into the free-stream.
As the density ratio increases, ﬁgures 3.15(𝑎) and (𝑏) show that the spectra of the temper-
ature gradually shifts towards the low density side (see the contours of 20% in the ﬁgures).
The shift occurs ﬁrst on the high density edge of the spectrum (𝑦 < 0), and a bit later in
low density side (𝑦 > 0). Note that for 𝑦/𝛿𝑤 ≳ 0.25, there are little diﬀerences between the
spectra of the 𝑠 = 1 and 𝑠 = 2 cases, consistent with the agreement of 𝑇 2𝑟𝑚𝑠 in ﬁgure 3.9(𝑑)
in these same vertical locations. In terms of the eﬀect of 𝑠 in the streamwise and spanwise
wavelengths, ﬁgure 3.15(𝑎) shows that the longest scales in the high density side are grad-
ually inhibited (𝜆𝑥/𝛿𝑤 ≈ 5 − 10, 𝑦 ≈ 0). The same eﬀect, although weaker, is also present
in the spanwise wavelengths (ﬁgure 3.15𝑏). In terms of the small scales, ﬁgures 3.15(𝑎) and
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(𝑏) suggest that the eﬀect of 𝑠 is stronger on 𝜆𝑧 than on 𝜆𝑥. This could be related to the fact
that the small scales in 𝑥 are not only due to turbulent ﬂuctuations (i.e., vortices), but to the
formation of sharp gradients 𝜕𝑇 /𝜕𝑥, due to the roll-up of the shear layer (see blue lines in
ﬁgures 3.11 and 3.12).
The behavior of the spectra of 𝑢 and 𝑣 in ﬁgures 3.15(𝑐 − 𝑓 ) is qualitatively similar to
that discussed for 𝑇 , with all spectra shifting towards the low-density side, with a gradual
reduction of the energy in small scales (both 𝜆𝑥 and 𝜆𝑧). There is also a clearer reduction
of the energy of large scales near the high-density edge of the mixing layer, more apparent
for wide (𝜆𝑧/𝛿𝑤 ≳ 3 − 5) structures than for long structures (𝜆𝑥/𝛿𝑤 ≳ 5 − 10). The 𝑢 and
𝑣 spectra of cases 𝑠 = 1 and 𝑠 = 2 also agree reasonably well near the low-density edge of
the mixing layer (𝑦 ≳ 0.25𝛿𝑤), except for the 𝑣 spectrum at about 𝜆𝑥 ≈ 4𝛿𝑤, suggesting that
even a small change on the density ratio has an important eﬀect on the potential perturbations
of the mixing layer into the free-stream.
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Fig. 3.15 Vertical distribution of the premultiplied spectral energy distribution of velocity
and temperature. (a) 𝑘𝑥𝐸𝜃𝜃(𝜆𝑥, 𝑦). (b) 𝑘𝑧𝐸𝜃𝜃(𝜆𝑧, 𝑦). (c) 𝑘𝑥𝐸𝑢𝑢(𝜆𝑥, 𝑦). (d) 𝑘𝑧𝐸𝑢𝑢(𝜆𝑧, 𝑦).
(e) 𝑘𝑥𝐸𝑣𝑣(𝜆𝑥, 𝑦). (f) 𝑘𝑧𝐸𝑣𝑣(𝜆𝑧, 𝑦). The inset to the right of each panel shows the energy in
wavenumbers not included in the corresponding panel (see text for discussion). The contours
plotted correspond to 20% (solid) and 40%(dashed) of the maxima of all the spectra shown
in each panel. Diﬀerent colours correspond to diﬀerent density ratios: black with shading,
𝑠 = 1; blue, 𝑠 = 2; green, 𝑠 = 4 and red, 𝑠 = 8.
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3.5 Conclusions
In this chapter we have presented results from direct numerical simulations of temporal, tur-
bulent mixing layers with variable density. The simulations are performed in the low-Mach
number limit, so that temperature and density ﬂuctuations develop while the thermodynamic
pressure remains constant. Four diﬀerent density ratios are considered, 𝑠 = 1, 2, 4 and 8,
which are run in large computational boxes until they reach an approximate self-similar evo-
lution. To give an impression of the turbulence in these mixing layers, during the self-similar
evolution the Reynolds numbers based on the Taylor micro-scale vary between 𝑅𝑒𝜆 = 140-
150 for the case 𝑠 = 1, and 𝑅𝑒𝜆 = 85-95 for the case with the highest density ratio, 𝑠 = 8.
The results of the simulations show that, in agreement with turbulent mixing layers with
higher velocities (and convective Mach number, 𝑀𝑐 = 0.7), the growth rate of the mo-
mentum thickness decreases with the density ratio. However, the decrease is more marked
for high speeds. Hence, at a given density ratio, the momentum thickness of the low-Mach
number mixing layer will grow faster than the subsonic one. However, the ratio between
the growth rate for large density ratios and the growth rate of the 𝑠 = 1 case seems to be
independent of the ﬂow speed in the range considered. For example, for 𝑠 = 8 a 60% growth
reduction with respect to 𝑠 = 1 is obtained for both the present low Mach number case and
the𝑀𝑐 = 0.7 case.
In terms of the visual thickness of the mixing layer, the eﬀect of the density ratio in the
growth reductionwith respect to the 𝑠 = 1 case is smaller, and our results agreewith previous
theoretical models for𝑀𝑐 = 0 and with the data of high-speed mixing layers. However, the
growth rate reduction for low density ratio (𝑠 = 2) is not the same in the𝑀𝑐 = 0 and in the
𝑀𝑐 = 0.7 cases from Pantano and Sarkar [50]. The reason for this discrepancy is unclear at
the moment.
The Favre averaged proﬁles of velocity show that with increasing density ratio, the gra-
dients shift towards the low density side. The behaviour is analogous to that observed in
high-speed mixing layers. Indeed, the velocity and density proﬁles of our low-Mach num-
ber cases agree qualitatively well with the high-speed cases when the vertical distance is
normalised with 𝛿𝑚. There are some small diﬀerences in the mean velocities near the low
density stream, and the density proﬁles of the high-speed cases seem to be displaced with
respect to the low-Mach number proﬁles.
We have quantiﬁed the shifting of the Favre-averaged velocity proﬁles as a function of the
density ratio obtaining an empirical relation. Using this empirical relation and a theoretical
prediction of the reduction of the vorticity thickness growth rate due to Ramshaw [56], we
have developed a semi-empirical prediction of the reduction of the momentum thickness
growth rate with the density ratio, see equation (3.14). From a physical point of view, the
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model assumes that the only eﬀect of the density ratio is a shift in the velocity proﬁle, with
no change on the shape of the density and velocity proﬁles. Our data for𝑀𝑐 = 0 and the data
of Pantano and Sarkar [50] for𝑀𝑐 = 0.7 are in good agreement with the model prediction,
except for maybe the𝑀𝑐 = 0.7 case at low density ratios (𝑠 ≈ 2). It would be interesting to
check the validity of the model prediction for higher density ratios.
The ﬂuctuations proﬁles of the low-Mach number cases show that, as expected, the ﬂuc-
tuations follow the gradients, shifting towards the low-density region. The analysis of the
skewness and the kurtosis of the ﬂuctuations shows that increasing the density ratio, the well
mixed region that appears in the central region of the case 𝑠 = 1 becomes narrower, since
mixing becomes more diﬃcult near the high density side as the density ratio is increased.
Finally, the ﬂow structures have been analyzed using ﬂow visualizations and premulti-
plied spectra. The spectra shows that with increasing density ratio there is a shift towards
the low density side and the longest scales in the high density side are gradually inhibited. A
gradual reduction of the energy in small scales with increasing density ratio is also observed.
This eﬀect is consistent with the reduction of 𝑅𝑒𝜆 with increasing density ratio mentioned
above.

Chapter 4
Diﬀerential diﬀusion in laminar and
turbulent diﬀusion ﬂames
4.1 Introduction
This chapter deals with nonpremixed combustion systems in which the fuel and the air enter
the combustion chamber through separate feed streams. When the chemical reactions are
suﬃciently fast, the combustion process is known to be controlled by the transport rates of
the chemical species and heat. The solution can be described in the ﬁrst approximation by
considering the Burke–Schumann limit of inﬁnitely fast reaction rate, in which the ﬂame ap-
pears as a surface separating two equilibrium regions, one without fuel and the other without
oxidizer, with the reactants reaching the ﬂame from opposite sides in stoichiometric propor-
tions. In this limit the temperature exhibits an apparent peak at the ﬂame, whose value 𝑇𝑓 at
a given location depends on the transport rates of heat and reactants in the outer equilibrium
regions and also on the heat losses by conduction to the combustor walls or by radiation.
To focus on diﬀerential-diﬀusion eﬀects our analysis below will consider radiation-free
systems with adiabatic walls. Under those conditions it is well know that, when the reactant
diﬀusivities are equal to the thermal diﬀusivity (i.e. for unity Lewis numbers of the reac-
tants), the transport rates of reactants and heat are balanced outside the ﬂame in such a way
that the resulting ﬂame temperature is everywhere uniform, with a value equal to the adi-
abatic ﬂame temperature 𝑇𝑆 obtained by burning at constant pressure the reactive mixture
formed by mixing in stoichiometric proportions the fuel and the oxidizer streams. In most
combustion systems employing air as oxidizer, the assumption of unity Lewis number is a
good approximation for O2. By way of contrast, the approximation 𝐿F = 1 of unity Lewis
number is only accurate for methane and methanol. Consequently, for these two fuels the
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resulting diﬀusion-ﬂame temperature 𝑇𝑓 diﬀers by a small amount from 𝑇𝑆 , but for all other
fuels diﬀerential-diﬀusion eﬀects associated with non-unity values of 𝐿F can be expected to
be signiﬁcant, leading to ﬂame temperatures 𝑇𝑓 ≠ 𝑇𝑆 . According to the prevailing under-
standing, for values of 𝐿F < 1, corresponding for instance to hydrogen-air combustion, the
rate of fuel transport into the ﬂame sheet is higher than the rate of heat removal, resulting
in superadiabatic temperatures 𝑇𝑓 > 𝑇𝑆 , while the opposite is expected to occur for heavy
fuels with 𝐿F > 1.
In general, the value of 𝑇𝑓 − 𝑇𝑆 may vary along the ﬂame as a consequence of the bal-
ance of accumulation, convection, and diﬀusion in the outer equilibrium regions, so that the
result depends on the speciﬁc ﬂow conditions, including in particular the ﬂow geometry, the
relevant Reynolds number, and the dilution of the fuel-feed stream. The present numerical
investigation is intended to contribute understanding on these dependences by considering
diﬀerent ﬂow conﬁgurations. Widely used selfsimilar conﬁgurations are studied ﬁrst, be-
ginning with the two-dimensional steady counterﬂow and coﬂow conﬁgurations as well as
the one-dimensional unsteady planar mixing layer. Following, a time-dependent planar dif-
fusion ﬂame distorted by a vortex, equivalent to a three-dimensional steady vortex ﬂame in
a stretched ﬁeld, is considered. Finally, three-dimensional simulations of temporal mixing
layers are analyzed.
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4.2 Literature survey
An important eﬀort has been devoted to better understand the eﬀect of preferential diﬀusion
on combustion processes. In [2], numerical simulations of the response of a premixed ﬂame
to randomly deﬁned two-dimensional ﬂow ﬁelds were performed. They assumed a one-step
reaction with a large activation energy, studying the case of 𝐿𝐹 = 0.5 and 𝐿𝐹 = 2, keeping
constant density. They concluded that ﬂames with 𝐿𝐹 = 0.5 have a larger probability for
increased reaction rate and demonstrated a high correlation between strain-rate normal to
the ﬂame and the excess enthalpy.
In 1995, [60] explored diﬀerential diﬀusion eﬀects in non-premixed turbulent jet ﬂames.
This was an experimental study with chemically reacting turbulent jets of 𝐻2 (36%) and
𝐶𝑂2 (64%) into air. They compared with laminar ﬂame calculations for opposed ﬂow ﬂame
using the Chemkin-based numerical model and Sandia transport property code to account
for diﬀusion of all species. They found that average and ﬂuctuating eﬀects of diﬀerential
diﬀusion are greatest on the fuel rich side of the ﬂame (where𝐻2 exists). Continuing this re-
search, in 2005 Barlow [5] published results frommulti-scalar point measurements of piloted
25% 𝐶𝐻4/75% air jet frames, emphasizing the importance of molecular diﬀusion and tur-
bulent transport in these ﬂames for laminar, transitional and turbulent regimes. Their results
pointed to an evolution in the scalar structure from one dominated by molecular diﬀusion at
low Reynolds numbers to one that is dominated by turbulent transport, showing only minor
eﬀects of diﬀerential species diﬀusion. This same conclusion was found by [68] and [4]. In
[68], a comprehensive study to evaluate the eﬀect of molecular transport on the PDF mod-
eling of turbulent non-premixed ﬂames was performed. They used Sandia piloted jet ﬂame
E as the validation test case with three conﬁgurations: neglecting the molecular transport
(A), considering the molecular transport (B), and considering both the molecular transport
and its eﬀect on mixing (C). They assumed equal diﬀusivities for all species, stating that the
study of the modeling of diﬀerential diﬀusion and its eﬀect on the PDF modeling would be
an interesting future work.
In the work by Maragkos, Rauwoens and Merci [42], they analyzed the eﬀect in the gas
composition and maximum ﬂame temperature to incorporate diﬀerential diﬀusion eﬀects
in CFD simulations of turbulent reactive ﬂows (LES). The maximum ﬂame temperature
exceeded the adiabatic temperature when considering diﬀerential diﬀusion (DD) up to 400
K. This same eﬀect was also observed by [33], also observing a vortical intensity and velocity
distortions reduction when considering DD. In [14], laminar ﬂame calculations for a Tsuji
counterﬂow geometry were made with the objective of investigating salient features caused
by the diﬀerential diﬀusion eﬀect in nitrogen-diluted hydrogen diﬀusion ﬂames. They solved
reacting and non-reacting ﬂows with 0, 1, 5, 15, 25, 50 and 77 % nitrogen in hydrogen as
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the fuel stream. A detailed chemical mechanism is used in the numerical calculations (48
steps). They identiﬁed two source terms on the diﬀerential diﬀusion parameter 𝑧𝐻 : mixing
and chemical reactions. They concluded that dilution in the fuel stream rather than strain
rate has a strong inﬂuence on the magnitudes of 𝑧𝐻 in reacting ﬂows, where chemical source
term becomes the dominant contribution on 𝑧𝐻 . For acoustically pulsed Burke-Schumann
hydrogen ﬂames, Chaos, Welle and Roberts [12], isolated the eﬀect of fuel Lewis number
on ﬂame dynamics by investigating steady and unsteady 40% 𝐻2/60% He (𝐿𝐹 > 1) and
40%𝐻2/ 60% Ar (𝐿𝐹 < 1) ﬂames. For 𝐿𝐹 < 1, local temperature increased with stretch
imparted on the reaction zone by the unsteady ﬂow, whereas the opposite trend was observed
for 𝐿𝐹 > 1. Moreover, they observed that unsteadiness yielded higher ﬂame temperatures
than steady ﬂames for 𝐿𝐹 > 1.
Sutherland, Smith and Chen [64], presented a general method for evaluating diﬀerential
diﬀusion in premixed or non-premixed systems based on conservation equations for the ele-
mental mass fractions, forming a basis for analyzing diﬀerential diﬀusion. They tested their
method for one-dimensional, steady, opposed ﬂow diﬀusion ﬂame and 2D spatially evolv-
ing turbulent jets with diﬀerent detailed chemistry models: one being a 𝐶𝑂/𝐻2/𝑁2-air jet
with 𝑍𝑠𝑡 = 0.296 and the second a 𝐶𝐻4/𝐻2/𝑁2-air jet ﬂame with 𝑍𝑠𝑡 = 0.167. On the
other hand, results from one-dimensional laminar calculations showed that diﬀerential dif-
fusion near the stoichiometric mixture fraction can be sensitive to strain rate, particularly for
hydrocarbon ﬂames (attributed primarily to the generation of 𝐻2 in the ﬂame zone). They
concluded that, in the context of LES, as ﬁlter size increases, the importance of diﬀerential
diﬀusion relative to molecular diﬀusion on the ﬁlter scale diminishes. The most recent pub-
lication found on diﬀerential molecular diﬀusion is [28]. In this work, they analyzed two
previously generated DNS datasets, studying the eﬀect of diﬀerential molecular diﬀusion
(DMD) in turbulent non-premixed ﬂames. In agreement with previous works, they found
that DMD decreases when Re increases. They did not analyze the eﬀect on temperature in
this work, focusing on the diﬀerences on the mixture fractions of the diﬀerent elements (𝑧𝛼𝛽)
instead.
As stated by [28], The modeling of diﬀerential molecular diﬀusion in turbulent combus-
tion remains a challenge. Incorporating detailed molecular diﬀusion treatment in existing
turbulent combustion models in non-trivial since many existing turbulent combustion models
do not transport species and energy directly due to the closure problem associated with the
highly nonlinear reaction source terms. In turbulent non-premixed combustion, chemical
reaction occurs at the molecular scale, and thus how the reactants are brought together at
the molecular scale directly determines the chemical pathways. Fundamentally, it is molec-
ular diﬀusion that ultimately mixes reactants at the molecular scale. A quantitative under-
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standing of the eﬀect of molecular diﬀusion and its interaction with turbulent diﬀusion and
chemical reaction is needed.
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4.3 Formulation
We address non-premixed combustion systems in which the fuel and the air are provided by
diﬀerent feed streams, with dilution with an inert gas permitted in the fuel-feed stream for
generality. The temperature in the air and fuel feed streams will be denoted by 𝑇𝐴 and 𝑇0, and
the corresponding reactant mass fractions are 𝑌𝑂2𝐴 = 0.232 and 𝑌𝐹0 ≤ 1. The Lewis number
of the oxygen will be assumed to be unity, a good approximation in most fuel-air systems,
whereas a general non-unity Lewis number 𝐿𝐹 will be employed for the fuel. The focus of
the analysis will be on the description of diﬀerential-diﬀusion eﬀects, with speciﬁc atten-
tion given to the quantiﬁcation of the unbalanced transport rates in the convective-diﬀusive
regions, leading to ﬂame temperatures 𝑇𝑓 that diﬀer from the stoichiometric adiabatic value.
This fundamental transport problem can be investigated by assuming that the reaction
between the fuel and the oxygen occurs according to the inﬁnitely fast irreversible reaction
𝐹 +𝑠𝑂2 → (1+𝑠)𝑃 +𝑞, where 𝑠 is the amount of oxygen needed to burn the unit mass of fuel
and 𝑞 in the amount of heat released in the process. Note that, although the quantiﬁcation
of the ﬂame temperature is performed in the diﬀusion-controlled Burke-Schumann limit of
inﬁnitely fast reaction, because of the strong temperature sensitivity of the reaction rates, the
variations in temperature described here are fundamental for the description of ﬁnite-rate
eﬀects, with temperature decrements possibly leading to extinction. In the Burke-Schumann
limit considered here the ﬂame appears as a surface Σ𝑓 (𝑥) = 0 separating a region without
oxygen and a region without fuel. Following [40], the problem is formulated with use made
of coupling functions, including the two mixture-fraction variables
𝑍 = 𝑆
̂𝑌𝐹 − ̂𝑌𝑂 + 1
𝑆 + 1 (4.1)
and
?̃? = 𝑆
̂𝑌𝐹 /𝐿𝐹 − ̂𝑌𝑂 + 1
𝑆/𝐿𝐹 + 1
(4.2)
and the normalized excess-enthalpy variable
𝜉 =
𝑐𝑝(𝑇 − 𝑇𝐴) + (𝑞𝑌𝐹0/𝑆)( ̂𝑌𝑂 − 1)
𝑐𝑝(𝑇0 − 𝑇𝐴) + (𝑞𝑌𝐹0/𝑆)
, (4.3)
involving the amount of air needed to burn the unit mass of fuel 𝑆 = 𝑠𝑌𝐹0/𝑌𝑂2𝐴, the nor-
malized reactant mass fractions ̂𝑌𝑂 = 𝑌𝑂2/𝑌𝑂2𝐴 and ̂𝑌𝐹 = 𝑌𝐹 /𝑌𝐹0 , the temperature T, and
the speciﬁc heat at constant pressure 𝑐𝑝, which is assumed to be constant. The coupling
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functions satisfy the conservation equations
𝜕
𝜕𝑡(𝜌𝑍) + ∇ ⋅ (𝜌v) −
1
𝐿𝑚
∇ ⋅ (𝜌𝐷𝑇 ?̃?) = 0, (4.4)
involving the eﬀective Lewis number
𝐿𝑚 =
𝑆 + 1
𝑆/𝐿𝐹 + 1
, (4.5)
and
𝜕
𝜕𝑡(𝜌𝜉) + ∇ ⋅ (𝜌v𝜉) − ∇ ⋅ (𝜌𝐷𝑇 𝜉) = 0 (4.6)
with boundary conditions 𝑍 = ?̃? = 𝜉 = 1 in the fuel stream and 𝑍 = ?̃? = 𝜉 = 0 in
the air stream. In the notation, 𝜌 and 𝐷𝑇 represent the density and the thermal diﬀusivity,
respectively. Equations (4.4) and (4.6) must be complemented with the chemical equilibrium
condition ̂𝑌𝑂 ̂𝑌𝐹 = 0 and the deﬁnitions (4.1) - (4.3) to allow us to calculate ̂𝑌𝐹 , ̂𝑌𝑂, and 𝑇
in terms of𝑍 (or ?̃?) and 𝜉. At the ﬂame surface Σ𝑓 (𝑥, 𝑡) = 0 the reactant mass fractions ̂𝑌𝐹
and ̂𝑌𝑂 are simultaneously zero, corresponding to values of the mixture fraction 𝑍 = 𝑍𝑆 =
1/(1 + 𝑆) and ?̃? = ?̃?𝑆 = 1/(1 + 𝑆/𝐿𝐹 ). For 𝑍 ≥ 𝑍𝑆
̂𝑌𝑂 = 0; ̂𝑌𝐹 =
𝑍 − 𝑍𝑆
1 − 𝑍𝑆
= ?̃? − ?̃?𝑆
1 − ?̃?𝑆
, 𝑇 − 𝑇𝐴 = (𝑇0 − 𝑇𝐴)𝜉 + (Δ𝑇 )𝑐(1 − 𝜉), (4.7)
whereas for 𝑍 ≤ 𝑍𝑆
̂𝑌𝐹 = 0; ̂𝑌𝑂 = 1 −
𝑍
𝑍𝑆
= 1 − ?̃?
?̃?𝑆
, 𝑇 − 𝑇𝐴 = (𝑇0 − 𝑇𝐴)𝜉 + (Δ𝑇 )𝑐(𝑍/𝑍𝑆 − 𝜉), (4.8)
The expressions for the temperature in (4.7) and (4.8) have been written in terms of the
characteristic combustion temperature increase
(Δ𝑇 )𝑐 =
𝑞𝑌𝐹0
𝑐𝑝𝑆
=
𝑞𝑌𝑂2𝐴
𝑐𝑝𝑠
. (4.9)
This last equation indicates that (Δ𝑇 )𝑐 is independent of the dilution of the fuel stream, with
typical values of the order of (Δ𝑇 )𝑐 ≈ 2000 − 2200𝐾 . As we shall see below, a related
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quantity of interest is the adiabatic ﬂame temperature
𝑇𝑆 = 𝑇𝐴 + (𝑇0 − 𝑇𝐴)𝑍𝑆 + (Δ𝑇 )𝑐(1 − 𝑍𝑆), (4.10)
resulting from the adiabatic combustion, at constant pressure, of the reactive mixture gen-
erated by mixing in stoichiometric proportions the air and fuel streams, each at its initial
temperature.
The piecewise linear relation between 𝑍 and ?̃? deﬁned in n (4.7) and (4.8) is needed to
integrate (4.4). The gradients of ?̃? and 𝜉 are continuous at the ﬂame surface, whereas that
of 𝑍 exhibits a jump, associated with the localized chemical source. The distribution of the
𝜉𝑓 (𝑥, 𝑡) on the ﬂame surface Σ𝑓 (𝑥, 𝑡) = 0, to be obtained as part of the solution, determines
the ﬂame temperature according to
𝑇𝑓 = 𝑇𝐴 + (𝑇0 − 𝑇𝐴)𝜉𝑓 + (Δ𝑇 )𝑐(1 − 𝜉𝑓 ). (4.11)
The solution simpliﬁes greatly when𝐿𝐹 = 1, when𝑍 = ?̃? = 𝜉 everywhere in the ﬂow ﬁeld.
Consequently, the ﬂame value of the excess enthalpy is simply 𝜉𝑓 = 𝑍𝑆 = 1/(𝑆 +1) and the
associated ﬂame temperature evaluated from (4.11) becomes 𝑇𝑓 = 𝑇𝑆 , equal the adiabatic
ﬂame temperature deﬁned in (4.10). Byway of contrast, when𝐿𝐹 ≠ 1 the value of the excess
enthalpy at the ﬂame diﬀers in general from the stoichiometric value of the mixture fraction.
Correspondingly, the ﬂame temperature computed from (4.11) with 𝜉𝑓 ≠ 𝑍𝑆 deviates from
the stoichiometric adiabatic value by an amount given by
𝑇𝑓 − 𝑇𝑆
(Δ𝑇 )𝑐 + 𝑇𝐴 − 𝑇0
= (𝑍𝑆 − 𝜉𝑓 ), (4.12)
obtained by subtracting (4.10) from (4.11). As can be inferred from (4.12), since the char-
acteristic temperature increases due to combustion, (Δ𝑇 )𝑐 is much larger than 𝑇𝐴 − 𝑇0 for
all cases of practical interest and values of 𝜉𝑓 higher/lower than 𝑍𝑆 correspond to subadia-
batic/superadiabatic ﬂame temperatures, respectively.
According to the prevailing understanding of diﬀerential-diﬀusion eﬀects, for values of
𝐿𝐹 < 1 the rate of fuel transport into the ﬂame sheet is higher than the rate of heat removal,
resulting in superadiabatic temperatures with 𝜉𝑓 < 𝑍𝑆 , while the opposite is expected to
occur for heavy fuels with𝐿𝐹 > 1. The extent of this eﬀect can be anticipated to be smaller in
ﬂows dominated by convective transport and larger in ﬂows dominated by diﬀusive transport.
To see this, note that with diﬀusive transport neglected in (4.4) and (4.6) the solution reduces
to 𝜉 = 𝑍, so that 𝜉 = 𝜉𝑓 = 𝑍𝑆 at the ﬂame, yielding 𝑇𝑓 = 𝑇𝑆 , as follows from (4.12). By
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way of contrast, if diﬀusive transport is domimant, the solution to (4.4) and (4.6) reduces to
𝜉 = ?̃?. The associated ﬂame value of the excess enthalpy 𝜉𝑓 = ?̃?𝑆 can be used in (4.12) to
yield
𝑇𝑑 − 𝑇𝑆
(Δ𝑇 )𝑐 + 𝑇𝐴 − 𝑇0
=
𝑍𝑆(1 − 𝑍𝑆)(1 − 𝐿𝐹 )
1 − (1 − 𝐿𝐹 )𝑍𝑆
, (4.13)
where 𝑇𝑑 is the ﬂame temperature with diﬀusion-controlled transport. Although one would
expect the ﬂame temperature to lie between the adiabatic stoichiometric value 𝑇𝑆 and the
diﬀusion-controlled value 𝑇𝑑 given in (4.13), the computations presented below will reveal
more complex behaviors, with the nonlinear interactions occurring in the outer transport
regions leading to ﬂame temperatures lying outside these anticipated bounds.
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4.4 One-dimensional ﬂamelet models
The computation of the distribution of 𝑇𝑓 on the ﬂame surface Σ𝑓 (𝑥, 𝑡) = 0 requires inte-
gration of the transport equations (4.4) and (4.6) coupled with the continuity and momen-
tum equations. In the integration, the relationships (4.7) and (4.8) are employed to evaluate
the temperature and composition in terms of 𝑍 and 𝜉, with the equation of stated used to
compute the density. Besides, expressions must be provided for the transport properties in
terms of the temperature and composition. Diﬀerent ﬂows of increasing complexity are to
be addressed below, beginning with two canonical one-dimensional conﬁgurations, namely,
counterﬂow and coﬂow diﬀusion ﬂames.
4.4.1 Counterﬂow Burke-Schumann ﬂames
Consider the planar mixing layer separating two steady counterﬂowing streams of fuel and
air, with the fuel coming from 𝑦 = ∞ and the air coming from 𝑦 = −∞. In agreement with
the notation introduced above, the subscripts A and 0 will be used to denote properties in
the air and fuel stream, respectively, so that, for instance, the densities will be denoted by 𝜌𝐴
and 𝜌0. In the stagnation region the velocity outside the mixing layer is given by 𝑢 = 𝐴𝐴𝑥
and 𝑣 = −𝐴𝐴𝑦 on the air side and by 𝑢 = 𝐴0𝑥 and 𝑣 = −𝐴0𝑦 on the fuel side. Here 𝑥
and 𝑦 represent cartesian coordinates measured from the stagnation point, with 𝑦 pointing
towards the fuel stream, and 𝑢 and 𝑣 are the associated velocity components. The strain rates
of the colliding streams are in general diﬀerent, with the condition of vanishing pressure
jump across the mixing layer providing the relationship 𝐴0/𝐴𝐴 = (𝜌𝐴/𝜌0)1/2. A simpliﬁed
sketch for this conﬁguration is shown on 4.1.
The solution in the mixing layer is selfsimilar, with the temperature and composition be-
ing function of the distance 𝑦 to the stagnation plane. Following [40], we choose to describe
the ﬂow in terms of the thermal-conductivity-weighted coordinate
𝜁 =
(
𝐴𝐴
𝐷𝑇𝐴)
1/2
∫
𝑦
0
𝑑𝑦
(𝜆′/𝜆𝐴)
(4.14)
and associated transverse mass ﬂow rate
𝐹 = −
𝜌𝑣
𝜌𝐴(𝐷𝑇𝐴𝐴𝐴)1/2
(4.15)
where 𝜆′ is the local value of the thermal conductivity and 𝐷𝑇𝐴 is the thermal diﬀusivity in
the air stream, whose properties are used to deﬁne the dimensionless variables 𝑇 ∗ = 𝑇 /𝑇𝐴,
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Fig. 4.1 Counterﬂow Burke-Schumann ﬂame sketch.
𝜌∗ = 𝜌/𝜌𝐴, 𝜆∗ = 𝜆′/𝜆𝐴, 𝐴∗ = 𝐴/𝐴𝐴. In the following, the asterisks denoting dimensionless
quantities will be dropped to simplify notation.
The variables 𝜉 and 𝐹 can be used to write the continuity and streamwise momentum
equations
𝑑𝐹
𝑑𝜁 − 𝜌𝜆𝐴 = 0 (4.16)
𝑃𝑟
𝑑2
𝑑𝜁2
+ 𝐹
𝑑𝐴
𝑑𝜁 + 𝜆(1 − 𝜌𝐴
2) = 0 (4.17)
whereas the conservation equations (4.4) and (4.6) become
1
𝐿𝑚
𝑑2?̃?
𝑑𝜁2
+ 𝐹
𝑑𝑍
𝑑𝜁 = 0, (4.18)
𝑑2𝜉
𝑑𝜁2
+ 𝐹
𝑑𝜉
𝑑𝜁 = 0. (4.19)
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In the momentum equation 𝑃𝑟 denotes the Prandtl number of the gas mixture, with 𝑃𝑟 = 0.7
used in the integrations reported below. The above equations must be supplemented with
𝑍 ≥ 𝑍𝑆 ∶
𝑍 − 𝑍𝑆
1 − 𝑍𝑆
= ?̃? − ?̃?𝑆
1 − ?̃?𝑆
, 𝑇 − 1 = (
𝑇0
𝑇𝐴
− 1) 𝜉 +
(Δ𝑇 )𝑐
𝑇𝐴
(1 − 𝜉), (4.20)
𝑍 ≤ 𝑍𝑆 ∶1 −
𝑍
𝑍𝑆
= 1 − ?̃?
?̃?𝑆
, 𝑇 − 1 = (
𝑇0
𝑇𝐴
− 1) 𝜉 +
(Δ𝑇 )𝑐
𝑇𝐴
(𝑍/𝑍𝑆 − 𝜉), (4.21)
obtained by writing (4.7) and (4.8) in dimensionless from, and by
𝜌𝑇 = 1 and 𝜆 = 𝑇 𝜎 (4.22)
obtained by neglecting variations of the meanmolecular weight in the equation of state along
with variations with composition of the thermal conductivity, with a power law with expo-
nent 𝜎 = 0.7 assumed for the temperature dependence of the latter, a reasonable approxi-
mation in most combustion processes. The problem is subject to the boundary conditions
𝐹 = 0 at 𝜁 = 0 and
𝐴 − 1 = 𝑍 = ?̃? = 𝜉 = 0 as 𝜁 → −∞ (4.23)
𝐴 − (𝑇0/𝑇𝐴)1/2 = 𝑍 − 1 = ?̃? − 1 = 𝜉 − 1 = 0 as 𝜁 → ∞, (4.24)
where the equation of state has been used to compute the boundary value of the strain rate
𝐴0/𝐴𝐴 = (𝜌𝐴/𝜌0)1/2 = (𝑇0/𝑇𝐴)1/2 as 𝜁 → ∞.
The numerical integration for given values of 𝑆 and 𝐿𝐹 provides the location of the
ﬂame 𝜁𝑓 and the associated ﬂame value of the excess enthalpy 𝜉𝑓 which determines through
(4.12) the ﬂame temperature 𝑇𝑓 . The results depend on the temperature ratio 𝑇0/𝑇𝐴 and
on the heat of reaction (Δ𝑇 )𝑐/𝑇𝐴. The results shown in Fig. 4.2 correspond to equal feed-
stream temperatures 𝑇0/𝑇𝐴 = 1 with (Δ𝑇 )𝑐/𝑇𝐴 = 7 for two diﬀerent fuel Lewis numbers
𝐿𝐹 = 0.3 and 𝐿𝐹 = 2.0, selected to represent the properties of hydrogen and of a heavy
hydrocarbon. As expected, for 𝐿𝐹 = 2.0 the ﬂame value of the excess enthalpy is such
that (𝑍𝑆 − 𝜉𝑓 ) < 0, corresponding to the subiadiabatic ﬂame temperatures, whereas the
opposite behavior is found for 𝐿𝐹 = 0.3. The comparison with the value of the temperature
increase obtained when transport is dominated by diﬀusion, given in (4.13), reveals that,
perhaps unexpectedly, the magnitude of the temperature departure from the adiabatic value
|𝑇𝑓 − 𝑇𝑆| can be larger or smaller than |𝑇𝑑 − 𝑇𝑆| depending on the value of 𝑍𝑆 .
The resulting temperature is also compared with the approximate result obtained by as-
suming the linear variation 𝐹 = 𝜁 for the transverse mass ﬂux, an excellent approximation
in counterﬂow ﬂames ([40]). In that case, the excess enthalpy obtained from integration of
4.4 One-dimensional ﬂamelet models 81
Fig. 4.2 The departure of the ﬂame temperature from the adiabatic value for the counterﬂow
and coﬂow diﬀusion ﬂames with 𝑇0/𝑇𝐴 with (Δ𝑇 )𝑐/𝑇𝐴 = 7. Labels as ﬁg. 4.3.
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Fig. 4.3 Flame position results for counterﬂow and coﬂow diﬀusion ﬂame problems.
(4.19) reduces to 𝜉 = 12 [1 + erf(𝜁/√2)], whereas integration of (4.18) supplemented with
(4.20) and (4.21) provides
1 −
𝑍
𝑍𝑆
= 1 −
?̃?
?̃?𝑆
= 1 −
1 + erf(𝜁/√2)
1 + erf(𝜁𝑓 /√2)
for 𝜁 < 𝜁𝑓 , (4.25)
𝑍 −𝑍𝑆
1 − 𝑍𝑆
=
?̃? − ?̃?𝑆
1 − ?̃?𝑆
= 1 −
1 − erf(𝜁√𝐿𝐹 /2)
1 − erf(𝜁𝑓√𝐿𝐹 /2)
for 𝜁 > 𝜁𝑓 (4.26)
(4.27)
for the mixture-fraction variables. The ﬂame location is determined from the implicit equa-
tion
(
𝑆
√𝐿𝐹)
exp(−𝐿𝐹 𝜁2𝑓 /2)
1 − erf(𝜁𝑓√𝐿𝐹 /2)
=
exp(−𝜁2𝑓 /2)
1 + erf(𝜁𝑓 /√2)
, (4.28)
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Fig. 4.4 Coﬂow Burke-Schumann ﬂame sketch.
obtained by imposing the continuity of 𝑑?̃?/𝑑𝜁 at the ﬂame. The value of 𝜁𝑓 can be used to
yield
𝜉𝑓 =
1 + erf(𝜁𝑓 /√2)
2 , (4.29)
which is used to generate the prediction shown by a dashed curve in ﬁgure 4.2. As can be
seen, the approximate solution is almost indistinguishable from that obtained numerically.
For completeness, we show in ﬁgure 4.3 the ﬂame position 𝜁𝑓 (𝜂𝑓 in the case of coﬂow)
for the counterﬂow ﬂame computed both analytically with the 𝐹 = 𝜁 approximation and
numerically.
4.4.2 Coﬂow Burke-Schumann ﬂames
As a second canonical problem let us consider the Burke-Schumann diﬀusion ﬂame sepa-
rating two parallel streams of fuel and air with velocities 𝑈0 and 𝑈𝐴. Conﬁguration sketch
is shown in ﬁgure 4.4. Introducing the self-similar coordinate
𝜂 =
(
𝑈𝐴
2𝐷𝑇𝐴𝑥)
1/2
∫
𝑦
0
𝑑𝑦
(𝜆′/𝜆𝐴)
, (4.30)
where 𝑥 and 𝑦 are the streamwise and transverse coordinates, and accompanying stream
function
𝜓 = 𝜌𝑎(2𝐷𝑇𝐴𝑈𝐴𝑥)
1/2𝐹 (𝜂) (4.31)
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reduces the problem to that of integrating
𝑑𝐹
𝑑𝜂 − 𝜌𝜆𝑢 = 0 (4.32)
𝑃𝑟
𝑑2𝑢
𝑑𝜂2
+ 𝐹
𝑑𝑢
𝑑𝜂 = 0 (4.33)
1
𝐿𝑚
𝑑2?̃?
𝑑𝜂2
+ 𝐹
𝑑𝑍
𝑑𝜂 = 0 (4.34)
𝑑2𝜉
𝑑𝜂2
+ 𝐹
𝑑𝜉
𝑑𝜂 = 0 (4.35)
supplemented by (4.20)-(4.22) with boundary conditions 𝐹 = 0 at 𝜂 = 0 and
𝑢 − 1 = 𝑍 = ?̃? = 𝜉 = 0 as 𝜂 → −∞ (4.36)
𝑢 − 𝑈0/𝑈𝐴 = 𝑍 − 1 = ?̃? − 1 = 𝜉 − 1 = 0 as 𝜂 → ∞, (4.37)
Here 𝑢 denotes the streamwise velocity scaled with 𝑈𝐴, so that the velocity ratio 𝑈0/𝑈𝐴 ap-
pears as a parameter in the fuel-side boundary condition. The solution in the case𝑈0/𝑈𝐴 = 1
is particularly simple, in that the velocity reduces to 𝑢 = 1 everywhere across the mixing
layer. It is worth noting that the resulting mathematical problem becomes identical to that
describing the unsteady mixing of two stagnant semi-inﬁnite spaces of fuel and air sep-
arated initially by a planar interface, with corresponding selfsimilar coordinate given by
𝜂 = ∫𝑦0 𝜆
−1𝑑𝑦/√2𝐷𝑇𝐴𝑡 in terms of the distance 𝑦 to the initial interface and the time 𝑡.
To show the dependence of the ﬂame temperature on the coﬂow velocity ratio 𝑈0/𝑈𝐴,
ﬁgure 4.2 represents results corresponding to the case of equal velocities 𝑈0/𝑈𝐴 = 1 along
with those corresponding to the extreme cases of stagnant air and stagnant fuel. It is seen that
a larger velocity of the fuel stream enhances diﬀerential-diﬀusion eﬀects on ﬂame tempera-
ture, both for 𝐿𝐹 = 0.3 and 𝐿𝐹 = 2.0, with the 𝑍𝑆 − 𝜉𝑓 departing more from the adiabatic
value. Also of interest is that when the two streams have the same velocity, the resulting
peak temperature is not very diﬀerent from that of the counterﬂow.
Regarding the ﬂame position, in ﬁgure 4.3 is shown that for the coﬂow case (with 𝐿𝐹 =
0.3 or 𝐿𝐹 = 2.0) the ﬂame position for any value of 𝑈0/𝑈𝐴 is bounded between the case
𝑈0/𝑈𝐴 = ∞ with 𝐿𝐹 = 0.3 and the results obtained for 𝑈0/𝑈𝐴 = 0 with 𝐿𝐹 = 2.0.
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4.5 Diﬀusion ﬂame in a vortex
4.5.1 Marble’s problem
As a second example, we address the case of a diﬀusion ﬂame distorted by a vortex with
circulation Γ(𝑟), a problem introduced by Marble as a model to analyze nonpremixed com-
bustion in a turbulent mixing layers. Speciﬁcally, we consider the time evolution of the ﬂow
in the presence of a line vortex lying in the initially planar interface separating two semi-
inﬁnite spaces of fuel and air. In the thermo-diﬀusive approximation, the velocity induced
is purely azimuthal, with magnitude Γ/(2𝜋𝑟), and the transport equation for the coupling
functions can be written in cylindrical coordinates (𝑟, 𝜃) as
𝜕𝑍
𝜕𝑡 +
Γ
2𝜋𝑟
𝜕𝑍
𝜕𝜃 =
𝐷𝑇
𝐿𝑚 [
𝜕2?̃?
𝜕𝑟2
+
1
𝑟
𝜕?̃?
𝜕𝑟 +
1
𝑟2
𝜕2?̃?
𝜕𝜃2 ]
(4.38)
𝜕𝜉
𝜕𝑡 +
Γ
2𝜋𝑟
𝜕𝜉
𝜕𝜃 = 𝐷𝑇 [
𝜕2𝜉
𝜕𝑟2
+
1
𝑟
𝜕𝜉
𝜕𝑟 +
1
𝑟2
𝜕2𝜉
𝜕𝜃2]
, (4.39)
The solution must be 2𝜋-periodic and analytic, with initial distribution at 𝑡 = 0 given by
𝑍 = ?̃? = 𝜉 = 1 for 0 < 𝜃 < 𝜋 and 𝑍 = ?̃? = 𝜉 = 0 for 0 > 𝜃 > −𝜋.
Attention is focused on potential vortices with constant circulation Γ = Γ0. Because of
the absence of geometrical scales there exists a selfsimilar solution involving the rescaled
radial coordinate 𝜂 = 𝑟/√(Γ0𝑡)/(2𝜋), which reduces the problem to that of integrating
−
𝜂
2
𝜕𝑍
𝜕𝜂 +
1
𝜂2
𝜕𝑍
𝜕𝜃 =
1
𝑃𝑒𝐿𝑚(
𝜕2?̃?
𝜕𝜂2
+
1
𝜂
𝜕?̃?
𝜕𝜂 +
1
𝜂2
𝜕2?̃?
𝜕𝜃2)
(4.40)
−
𝜂
2
𝜕𝜉
𝜕𝜂 +
1
𝜂2
𝜕𝜉
𝜕𝜃 =
1
𝑃𝑒(
𝜕2𝜉
𝜕𝜂2
+
1
𝜂
𝜕𝜉
𝜕𝜂 +
1
𝜂2
𝜕2𝜉
𝜕𝜃2)
, (4.41)
for 𝜂 ≥ 0 with the condition that all coupling functions be 2𝜋-periodic in 𝜃, regular at 𝜂 = 0,
and such that
𝑍 = ?̃? = 𝜉 = 1 for 0 < 𝜃 < 𝜋 and 𝑍 = ?̃? = 𝜉 = 0 for 0 > 𝜃 > −𝜋 as 𝜂 → ∞.
(4.42)
The solution depends on the stoichiometric parameters 𝑆, on the Lewis number 𝐿𝐹 , and on
the Peclet number 𝑃𝑒 = Γ0/(2𝜋𝐷𝑇 ).
86 Diﬀerential diﬀusion in laminar and turbulent diﬀusion ﬂames
Note that the samemathematical problem is encountered for the case of a steady diﬀusion
ﬂame wrapped in a stretched vortex with radial, axial and azimuthal velocity components
𝑣𝑟 = −𝐴𝑟/2, 𝑣𝑧 = 𝐴𝑧, and 𝑣𝜃 = Γ/(2𝜋𝑟), with the corresponding selfsimilar coordinate
being in that case 𝜂 = 𝑟/√Γ/(2𝜋𝐴).
4.5.2 Sample numerical results
In order to solve equations (4.38) and (4.39), we decided to make use of a simpliﬁed version
of code LoMaHZ (explained in Chapter 2). The ﬁrst step is to write these equations in
cartesian coordinates as
𝜕𝑍
𝜕𝑡 −
Γ𝑦
2𝜋𝑟2
𝜕𝑍
𝜕𝑥 +
Γ𝑥
2𝜋𝑟2
𝜕𝑍
𝜕𝑦 =
𝐷𝑇
𝐿𝑚 (
𝜕2?̃?
𝜕𝑥2
+
𝜕2?̃?
𝜕𝑦2)
, (4.43)
𝜕𝐻
𝜕𝑡 −
Γ𝑦
2𝜋𝑟2
𝜕𝐻
𝜕𝑥 +
Γ𝑥
2𝜋𝑟2
𝜕𝜉
𝜕𝑦 = 𝐷𝑇 (
𝜕2𝜉
𝜕𝑥2
+
𝜕2𝜉
𝜕𝑦2)
. (4.44)
Presented this way, the velocities 𝑢, 𝑣 are just known functions of (𝑥, 𝑦), so we can eliminate
from the code the evolution equations for the momentum and the continuity and leave the
conservation equations of the scalars ?̃? and 𝜉. The numerical solution is complicated by
the singularity of the velocity at 𝑟 = 0, responsible for the factor 𝑟−2. To avoid this, the
integrations were performed by using the circulation distribution Γ = Γ0[1 − exp(−𝑟2/𝑅20)],
corresponding to a vortex with a viscous core of characteristic radius 𝑟0. Another diﬃculties
arise when considering the ﬁnite computational box and the periodic boundary conditions on
the homogeneous direction 𝑥. In order to mitigate this eﬀect, the simulations were performed
in a large computational domain of size 185𝑅0 x 160𝑅0 x 10𝑅0, up to the point where the
solution scaled by√𝑡 does not change from one time-step to the next one.
In ﬁgure 4.5, the temperature increment (𝑇 −1)/𝛾 (with 𝛾 = 𝑞𝑌𝐹0𝑐𝑝𝑇𝐴(1+𝑆) ), is shown for three
diﬀerent Peclet numbers: 10, 100 and 1000; These results are obtained for the case 𝐿𝐹 = 2
and 𝑆 = 4. It is observed how the ﬂame shape gets more complicated as 𝑃𝑒 increases,
further approaching the vortex center.
The limit 𝑃𝑒 >> 1
As shown by Liñán, the problem can be further simpliﬁed in the limit 𝑃𝑒 → ∞when mixing
is conﬁned to thin layers of relative characteristic thickness 𝑃𝑒−1/2 about the spiral interfaces
𝜃 − 𝜂−2 = 0 and 𝜃 − 𝜂−2 = 𝜋. To investigate mixing in this limit, it is convenient to replace
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Fig. 4.5 Numerical solution of the vortex problem obtained using the LoMaHZ branch for
𝑃𝑒 = 10,100 and 1000. Showing the temperature increment with respect of the adiabatic
temperature normalized with 𝛾 for the case 𝐿𝐹 = 2 and 𝑆 = 4. Black lines represent the
ﬂame position. 𝜂𝑥 = 𝑥/√𝑡, 𝜂𝑦 = 𝑦/√𝑡, with 𝑡 the simulation time.
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the coordinate 𝜃 by 𝜇 = 𝜃 − 𝜂−2, reducing (4.40) and (4.41) to
−
𝜂
2
𝜕𝑍
𝜕𝜂 =
1
𝑃𝑒𝐿𝑚 [(
4
𝜂6
+
1
𝜂2)
𝜕2?̃?
𝜕𝜇2
+
4
𝜂3
𝜕2?̃?
𝜕𝜂𝜕𝜇 −
4
𝜂3
𝜕?̃?
𝜕𝜇 +
1
𝜂
𝜕?̃?
𝜕𝜂 +
𝜕2?̃?
𝜕𝜂2 ]
, (4.45)
−
𝜂
2
𝜕𝜉
𝜕𝜂 =
1
𝑃𝑒[(
4
𝜂6
+
1
𝜂2)
𝜕2𝜉
𝜕𝜇2
+
4
𝜂3
𝜕2𝜉
𝜕𝜂𝜕𝜇 −
4
𝜂3
𝜕𝜉
𝜕𝜇 +
1
𝜂
𝜕𝜉
𝜕𝜂 +
𝜕2𝜉
𝜕𝜂2]
. (4.46)
The solution must be 2𝜋-periodic in 𝜇, regular at 𝜂 = 0, and such that 𝑍 = ?̃? = 𝜉 = 𝐹 (𝜇)
as 𝜂 → ∞, with
𝐹 (𝜇) =
⎧⎪
⎨
⎪⎩
1, for 0 < 𝜇 < 𝜋.
0, for 0 > 𝜇 > −𝜋.
(4.47)
as follows from (4.42). As can be seen, in the limit 𝑃𝑒 → ∞ the equations reduce to 𝜕𝑍/𝜕𝜂 =
𝜕𝜉/𝜕𝜂 = 0, which can be integrated using the distribution (4.47) as 𝜂 → ∞ to give 𝑍 = 𝜉 =
𝐹 (𝜇).
Mixing is conﬁned to thin layers located about 𝜇 = 𝑛𝜋 (𝑛 = 0, ±1, ±2, ...). The asso-
ciated mixing-layer thickness 𝛿𝜇, determined from (4.45) and (4.46) by the condition that
the diﬀusion term be comparable to the convection term, increases for decreasing values of
𝜂. Since the dominant terms in the diﬀusion operator in (4.45) and (4.46) are those involv-
ing 𝜕2/𝜕𝜇2, a simple order-of-magnitude balance yields 𝛿𝜇 ∼ 𝑃𝑒−1/2 at the radial distances
𝜂 ∼ 1, increasing to values 𝛿𝜇 ∼ 1 in the near-core region 𝜂 ∼ 𝑃𝑒−1/6, where the neigh-
boring mixing layers begin to overlap. This can be described rewriting (4.45) and (4.46) in
terms of the apparent time
𝜏 =
1
𝑃𝑒(
4
3𝜂6
+
1
𝜂2)
, (4.48)
and discarding smaller terms in negative power of 𝑃𝑒 to yield the pseudo-transient diﬀusion
equations
𝜕𝑍
𝜕𝜏 −
1
𝐿𝑚
𝜕2?̃?
𝜕𝜇2
=
𝜕𝜉
𝜕𝜏 −
𝜕2𝜉
𝜕𝜇2
= 0 (4.49)
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with initial condition 𝑍 = ?̃? = 𝜉 = 𝐹 (𝜇) at 𝜏 = 0 and boundary conditions
𝜕𝑍
𝜕𝜇 =
𝜕?̃?
𝜕𝜇 =
𝜕𝜉
𝜕𝜇 = 0 at 𝜂 = ±
𝜋
2 , (4.50)
the latter being consisten with the 2𝜋-periodicity of the solution.
As can be inferred from (4.48), the temperature along the ﬂame outside the vortex core
(i.e. for values of the rescaled radial distance 𝜂 >> 𝑃𝑒−1/6) is obtained from the solution
to (4.49) in the limit 𝜏 << 1. Introducing the selfsimilar variable 𝜁 = 𝜇/√2𝜏 reduces the
problem to
𝜁
𝜕𝑍
𝜕𝜁 +
1
𝐿𝑚
𝜕2?̃?
𝜕𝜁2
= 𝜁
𝜕𝜉
𝜕𝜁 −
𝜕2𝜉
𝜕𝜁2
= 0,
⎧⎪
⎨
⎪⎩
𝑍 = ?̃? = 𝜉 = 0, as 𝜁 → −∞.
𝑍 = ?̃? = 𝜉 = 0, as 𝜁 → ∞
, (4.51)
which describes also counterﬂow ﬂames in the approximation 𝐹 = 𝜁 , as discussed above.
Therefore, the temperature along the ﬂame outside the mixing core remains equal to the
counterﬂow value, determined implicitly by (4.28) and (4.29).
With this formulation, we can solve the problem much faster than with the complete for-
mulation. Note that, we have reduced the problem to two 1D nonlinear diﬀusive equations,
as shown in equation (4.49), with the boundary conditions deﬁned in (4.50). Taking advan-
tage of this, we will analyze the eﬀect of the parameters 𝑆 and 𝐿𝐹 on the ﬂame temperature.
In ﬁgure 4.6, the ﬂame temperature expressed as𝑍𝑆 −𝜉𝑓 is shown as a function of 𝜏 for
the cases of 𝐿𝐹 = 0.3 and 𝐿𝐹 = 2 for a range of values of 𝑆. The ﬁrst check of our results
can be done by comparing the temperature value at 𝜏 = 0 with the results of the counterﬂow
shown in ﬁg. 4.2. We can see that the values match as expected.
It is interesting to observe that the ﬂame temperature in the diﬀusion ﬂame varies along
itself, getting closer to the adiabatic value when the value of 𝑆 goes to one.
On the other hand, we observe how the ﬂame is always extinguished before for lower
values of 𝐿𝐹 . For example, in the case of 𝐿𝐹 = 2 and 𝑆 = 4, the ﬂame is extinguished at
𝜏𝑒 = 1.65, whereas for 𝐿𝐹 = 0.3 and 𝑆 = 4 we have 𝜏𝑒 = 0.45. This is a consequence of
the oxidizer running out before reaching the center of the vortex for 𝑆 > 1.
However, the most interesting phenomena is found for 𝑆 < 1. As it can be seen in ﬁgure
4.6, the ﬂame temperature crosses the adiabatic limit, reaching subadiabatic temperatures
for 𝐿𝐹 = 0.3 and superadiabatic temperatures for 𝐿𝐹 = 2. This behavior was not found on
the previous one-dimensional ﬂamelet models studied and requires special attention. In the
inset of ﬁg.4.6 it is shown the evolution of temperature proﬁles as a function of 𝜇 for 𝑆 = 0.5
and 𝐿𝐹 = 0.3; here we can see the transition of the temperature proﬁles, represented by
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Fig. 4.6 Vortex results in the limit𝑃𝑒 >> 1, ﬂame temperature (𝑍𝑠−𝜉𝑓 ) versus 𝜏 for diﬀerent
values of 𝑆. Continuous lines for 𝐿𝐹 = 0.3 and dashed lines for 𝐿𝐹 = 2.0. Dots represent
the origin of inset view. Inset: temperature proﬁle evolution as a function of 𝜇 for 𝑆 = 0.5,
𝐿𝐹 = 0.3
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Fig. 4.7 Vortex problem results for the 𝑃𝑒 >> 1 approximation, ﬂame temperature (𝑍𝑠−𝜉𝑓 )
versus 𝜏 for diﬀerent values of 𝐿𝐹 . (a) Case 𝑆 = 4, (b) case 𝑆 = 0.5. Colors as: black:
𝐿𝐹 = 0.3, blue: 𝐿𝐹 = 0.8, green: 𝐿𝐹 = 1, red: 𝐿𝐹 = 1.5, dashed black: 𝐿𝐹 = 2.
(𝑇 (𝜇)−𝑇𝑆)/(𝛾𝑇𝐴), from peak temperatures located at the ﬂame and higher than the adiabatic
temperature, to proﬁles where the peak temperature has been delocalized from the ﬂame. To
the best of our knowledge, this is the ﬁrst time that this phenomena is observed.
In ﬁgure 4.7(a), the ﬂame temperature as a function of 𝜏 is shown again, this time for
𝑆 = 4 and a range of values of 𝐿𝐹 . We observe here that the value of 𝜏𝑒 increases with 𝐿𝐹
and the temperature along the ﬂame does not change signiﬁcantly in any of the cases shown.
Nevertheless, this behavior changes abruptly when considering a the case 𝑆 < 1; in ﬁgure
4.7(b), the ﬂame temperature versus 𝜏 is shown for a range of values of 𝐿𝐹 for 𝑆 = 0.5. In
this case, we can see that the changes in temperature along the ﬂame are signiﬁcant, shifting
from subadiabatic/superadiabatic to superadiabatic/subadiabatic respectively as 𝜏 increases.
In order to discard that this variation of the temperature is an artifact of the approximation
or an error on the computation, we have compared the results obtained by solving the full set
of equations in 2D with the approximation for 𝑃𝑒 >> 1. In ﬁgure 4.8 (a), the ﬂame position
for the two calculations is shown for the case of 𝐿𝐹 = 2, 𝑆 = 0.5. Here we can see that both
solutions overlap for 𝑃𝑒 = 1000 and 𝑃𝑒 = 100 and diﬀer for 𝑃𝑒 = 10. It is not surprising
that the results for low values of 𝑃𝑒 using the 𝑃𝑒 >> 1 approximation diverge. However,
even in this case we can see that the ﬂame position predicted by the approximation is very
similar to the exact solution. On the other hand, when analyzing the ﬂame temperature value
(by means of𝑍𝑠−𝜉𝑓 ), as a function of 𝜂 for the three diﬀerent Peclet values, shown in ﬁgure
4.8 (b), we can see that the 𝑃𝑒 >> 1 approximation predicts only one temperature value for
each 𝜂, whereas the complete solution has two diﬀerent branches as we approach to the
vortex center (𝜂 → 0). As we can see in ﬁgure 4.8 (b), as the Peclet number increases, the
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two branches tend to collapse; hence, in the limit of 𝑃𝑒 → ∞ we would likely recover the
𝑃𝑒 >> 1 approximation solution.
As a ﬁnal check, simulations for the complete problem have been carried out for𝑆 = 0.5,
obtaining the same results shown in ﬁgure 4.7 (b) (𝑃𝑒 >> 1 limit).
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Fig. 4.8 Solution comparison for the vortex problem for 𝐿𝐹 = 2 and 𝑆 = 0.5: (a) Flame
position 𝑍 = 𝑍𝑆 for diﬀerent values of 𝑃𝑒. (b) Flame temperature as a function of 𝜂.
Continuous lines belong to the complete problem and dashed lines to the 𝑃𝑒 >> 1 approxi-
mation.
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4.6 Diﬀusion ﬂame in turbulent ﬂows
The previous results belong to the laminar regime. In the three cases analyzed so far, we
have found that the ﬂame temperature signiﬁcantly varies when considering 𝐿𝐹 ≠ 1, with
ranges depending on 𝑆, 𝐿𝐹 and the problem of study. In this section, we want to extend this
study to the three-dimensional case. For this purpose, several temporal turbulent mixing
layer simulations have been carried out using LoMaHZ (see Chapter 2 for details on the
code).
The simulations have been performed on a relatively small computational domain of
(11.5𝛿0𝑤x 25𝛿0𝑤 x 5.8𝛿0𝑤), where 𝛿0𝑤 is the initial vorticity thickness of the mixing layer. The
number of grid points in all the runs was (768 x 1001 x 384). The initial conditions are cre-
ated similarly to the non-reactive case presented in Chapter 3. The initial Reynolds number,
deﬁned as Re = 𝜌𝐴𝛿0𝑤Δ𝑈/𝜇𝐴 is 10000 for the cases of 𝐿𝐹 = 0.3 and 8000 for the rest. This
diﬀerence in the Reynolds number is due to the fact that lower values of 𝐿𝐹 require higher
Reynolds to promote the turbulent state.
Two cases of 𝑆, 𝑆 = 0.5 and 𝑆 = 1, are considered for 𝐿𝐹 = 0.3 and 𝐿𝐹 = 2, together
with a reference case of 𝐿𝐹 = 1 with 𝑆 = 4. In all the cases we have used 𝛾 = 4, therefore
𝑇𝑠 = 5. In ﬁgures 4.9 (a) and 4.9 (b), the temporal evolution of vorticity thickness 𝛿𝑤/𝛿0𝑤
and the integrated turbulent energy dissipation rate (see eq. (3.7)) respectively, are shown.
As seen in ﬁgure 4.9(a), after a transient the vorticity thickness starts to increase linearly,
reaching values between 1.5𝛿0𝑤 and 2.5 𝛿0𝑤 at the end of the simulations. The noisy results
are due to the small computational domain and the fact that the deﬁnition of 𝛿𝑤 is based
on the derivative of the mean streamwise velocity proﬁle. On the other hand, the integrated
turbulent energy dissipation rate 𝜁/Δ𝑈3 reaches a peak in all the cases at dimensionless times
between 15 𝑡𝛿0𝑤/Δ𝑈 for the 𝐿𝐹 = 1 case, and 23 𝑡𝛿0𝑤/Δ𝑈 for the case 𝐿𝐹 = 2 and 𝑆 = 1.
For the purpose of this study, we want to obtain a fully developed turbulent ﬂow to be
used as a framework to investigate 3D eﬀects on diﬀusion ﬂames. As a reference, the 𝑅𝑒𝜆
obtained at the end of the simulations ranges between 90 and 120, therefore we can assume
that the ﬂow has reached a turbulent regime.
In ﬁgures 4.10 (a) and 4.10 (b), the mean density proﬁles and mean streamwise proﬁles
are shown for all the cases under consideration; note that these mean proﬁles have been
obtained at the end of the simulations. As a reference, we include in ﬁg. 4.10 (a), the results
for a compressible mixing layer (𝑀 ≈ 0.7) obtained by Pantano, Sarkar and Williams [51]
for their case B, with a heat release similar to our case (𝛾 = 4). This proﬁle lies somehow
close to our results for 𝐿𝐹 = 1 considering the diﬀerences in the formulation and the ﬂow
considered. Moreover, we can see that the mean density peaks of all the cases simulated are
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Fig. 4.9 (𝑎) Temporal evolution of the vorticity thickness 𝛿𝑤/𝛿0𝑤 and (𝑏) integrated turbulent
energy dissipation rate. Black line: 𝐿𝐹 = 0.3, 𝑆 = 0.5, blue line: 𝐿𝐹 = 0.3, 𝑆 = 1, green
line: 𝐿𝐹 = 1, 𝑆 = 4.0, red line: 𝐿𝐹 = 2, 𝑆 = 0.5, yellow line: 𝐿𝐹 = 2, 𝑆 = 1.
found at diﬀerent 𝑦/𝛿𝑤 depending on the values of 𝑆 and 𝐿𝐹 . However, these diﬀerences
are less obvious for the mean streamwise velocity proﬁles shown in ﬁgure 4.10 (b).
Regarding the scalar variance of ?̃?, as shown in 4.11 (a), we ﬁnd a very diﬀerent dis-
tribution for each case. First, in terms of 𝐿𝐹 , the cases of 𝐿𝐹 = 0.3 show a clear shifting
towards the fuel side (negative values of 𝑦), with an additional contribution from 𝑆 (with
small values of 𝑆 shifting even more to the fuel side), whereas the shifting is less obvious
for 𝐿𝐹 = 2 for the small values of 𝑆 considered. However, the impact on the peak value of
the scalar variance seems bigger for 𝐿𝐹 = 2 than 𝐿𝐹 = 0.3. Finally, for 𝐿𝐹 = 1 we observe
a reasonable agreement with the compressible ﬂow.
When analyzing the integrated turbulent energy dissipation rate, see ﬁgure 4.11 (b), all
the proﬁles collapse about the middle of the mixing layer, with no apparent shifting between
the proﬁles, and signiﬁcant diﬀerences in the peak value depending on both parameters 𝑆
and 𝐿𝐹 .
In ﬁgures 4.12, 4.13 and 4.14, 4.15 some visualizations of ?̃? and 𝑇 in a 𝑥𝑦 plane are
shown for the cases of 𝐿𝐹 = 0.3 and 𝐿𝐹 = 2 respectively. From these visualizations, we
can conﬁrm the turbulent state of the ﬂow, with a ﬂame already corrugated in all the cases.
Even though coherent structures are hardly distinguishable in these visualizations, we can
still detect two diﬀerent rolls in the temperature ﬁeld for both cases of 𝐿𝐹 = 2, see ﬁgure
4.15, and for 𝐿𝐹 = 0.3 with 𝑆 = 0.5, see ﬁgure 4.13 (a). However, in the case of 𝐿𝐹 = 0.3
with 𝑆 = 1, see ﬁgure 4.13 (b), the rolls are not visually detectable. The reason of this
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Fig. 4.10 (𝑎) Mean density proﬁles and (𝑏) mean velocity proﬁles for the diﬀerent cases of
study. Green dots: case B from Pantano et al. [51] for 𝑀 ≈ 0.7 and 𝛾 ≈ 4. Black line:
𝐿𝐹 = 0.3, 𝑆 = 0.5, blue line: 𝐿𝐹 = 0.3, 𝑆 = 1, green line: 𝐿𝐹 = 1, 𝑆 = 4, red line:
𝐿𝐹 = 2, 𝑆 = 0.5, yellow line: 𝐿𝐹 = 2, 𝑆 = 1.
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Fig. 4.11 (𝑎) Scalar variance of ?̃? and (𝑏) turbulent energy dissipation rate proﬁles for the
diﬀerent cases of study. Green dots: case B from Pantano et al. [51] for𝑀 ≈ 0.7 and 𝛾 ≈ 4.
Black line: 𝐿𝐹 = 0.3, 𝑆 = 0.5, blue line: 𝐿𝐹 = 0.3, 𝑆 = 1, green line: 𝐿𝐹 = 1, 𝑆 = 4, red
line: 𝐿𝐹 = 2, 𝑆 = 0.5, yellow line: 𝐿𝐹 = 2, 𝑆 = 1.
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discrepancy is not clear, but it may be just an artifact due to the small computational domain
used.
Even though the ﬂame shape and position look similar in all the cases, closer exami-
nation will reveal an uneven distribution of the ?̃? scalar regarding 𝑆 and 𝐿𝐹 . This can be
observed more clearly by means of the conditional average temperature obtained as a func-
tion of ?̃?, as shown in ﬁgure 4.16. Here we can see very diﬀerent temperature distributions
depending on 𝑆 and 𝐿𝐹 . Although the conditional average temperature peak is similar for
all the cases of study and close to the adiabatic ﬂame temperature (𝑇𝑆 = 5), the ranges of
these temperatures (shown by means of dotted lines representing minimum and maximum
temperatures) are very diﬀerent. For example, the ﬂame temperature variations for the cases
𝐿𝐹 = 2, represented by red and yellow lines, are signiﬁcantly smaller than for the cases of
𝐿𝐹 = 0.3. Note that for 𝐿𝐹 = 1 the three lines (minimum, average and maximum) collapse
as expected.
On the other hand, the results shown in ﬁgure 4.16 imply that, for the turbulent case
considering preferential diﬀusion, it is possible to ﬁnd temperatures in the outer region higher
than the average ﬂame temperature.
Focusing now on the ﬂame temperature distribution, we proceed to obtain the tempera-
ture value at all points within the ﬂame surface Σ𝑓 . In ﬁgure 4.17, the probability density
function (p.d.f.) of the temperature (in terms of 𝑍𝑆 − 𝜉𝑓 ) is shown for all the cases consid-
ered. Note that, this p.d.f. would give the probability of ﬁnding a point on the ﬂame within
a given temperature interval, as the area below the curve within that interval. First of all, the
vertical line shown at 𝑍𝑆 − 𝜉𝑓 = 0 would represent the ﬂame temperature for all the points
for the case𝐿𝐹 = 1, separating between subadiabatic and superadiabatic regions. Moreover,
we observe that for 𝐿𝐹   = 0.3, a signiﬁcant number of points are located within the the sub-
adiabatic region. These results are in accordance with the result found for the vortex ﬂow,
obtaining subadiabatic (superadiabatic) temperatures for 𝐿𝐹 < 1 (𝐿𝐹 > 1). Nevertheless,
we can see that, as a result of the turbulent transport, even for the case of 𝑆 = 1 we ﬁnd a
signiﬁcant number of points crossing the adiabatic temperature limit. Note that this behavior
was not found previously in the vortex ﬂow analysis (laminar regime).
All the analysis provided so far were done under the assumption that we could ﬁnd some
similarities on the ﬂame temperature distribution between the simple canonical ﬂamelet
models and the more complex 3D case of turbulent ﬂow. In fact, we are trying to analyze
the turbulent (complex) ﬂow as a composition of regions behaving as coﬂow with diﬀerent
velocity ratios, plus regions more similar to a counterﬂow conﬁguration or vortex ﬂow con-
ﬁguration. On top of this, we should consider the turbulent transport eﬀect not found in the
laminar ﬂamelet models.
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(a)
(b)
Fig. 4.12 Field visualization of ?̃? at the ﬁrst 𝑦𝑥 plane for the cases of𝐿𝐹 = 0.3: (𝑎) 𝑆 = 0.5,
(𝑏) 𝑆 = 1. Contour representing ?̃? = ?̃?𝑆 .
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(a)
(b)
Fig. 4.13 Temperature ﬁeld visualization at the ﬁrst 𝑦𝑥 plane for the cases of 𝐿𝐹 = 0.3: (𝑎)
𝑆 = 0.5, (𝑏) 𝑆 = 1. Contour representing ?̃? = ?̃?𝑆 .
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(a)
(b)
Fig. 4.14 Field visualization of ?̃? at the ﬁrst 𝑦𝑥 plane for the cases of 𝐿𝐹 = 2: (𝑎) 𝑆 = 0.5,
(𝑏) 𝑆 = 1. Contour representing ?̃? = ?̃?𝑆 .
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(a)
(b)
Fig. 4.15 Temperature ﬁeld visualization at the ﬁrst 𝑦𝑥 plane for the cases of 𝐿𝐹 = 2: (𝑎)
𝑆 = 0.5, (𝑏) 𝑆 = 1. Contour representing ?̃? = ?̃?𝑆 .
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Fig. 4.16 Conditional average temperature as a function of the mixture fraction at the end of
the simulations. Dotted lines represent minimum and maximum temperatures found in the
ﬁeld for each case.
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Fig. 4.17 Probability density function of 𝑍𝑆 − 𝜉𝑓 on the ﬂame for the diﬀerent turbulent
cases. Dashed lines for 𝑆 = 0.5, continuous lines for 𝑆 = 1.
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Table 4.1 Summary of ﬂame temperature ranges obtained for coﬂow, vortex ﬂow (𝑃𝑒 >> 1)
and turbulent ﬂow.
𝑍𝑆 − 𝜉𝑓
Case Coﬂow Vortex ﬂow Turbulent ﬂow
𝐿𝐹 𝑆 Min. Max. Min. Max. Min. Max.
0.5 0.03 0.2 -0.08 0.14 -0.08 0.18
0.3 1.0 0.07 0.3 0.0 0.19 -0.08 0.2
0.5 -0.06 -0.01 -0.04 0.03 -0.08 0.03
2.0 1.0 -0.1 -0.03 -0.08 0.0 -0.10 0.03
In order to check how this hypothesis stands, we have collected the results from all the
cases studied. Namely, we will consider the minimum and maximum ﬂame temperature
obtained for: coﬂow (considering the two extremes 𝑈0/𝑈𝐴 = 0 and 𝑈0/𝑈𝐴 = ∞), vortex
ﬂow (𝑃𝑒 >> 1 approximation), and turbulent mixing layers. These results are presented
in table 4.1. Focusing on the atypical behavior of 𝑆 = 0.5, as mentioned before, the 1D
ﬂamelet models do not predict the negative (positive) values on 𝑍𝑆 − 𝜉𝑓 peak temperatures
for 𝐿𝐹 = 0.3 (𝐿𝐹 = 2), found both in the vortex and the turbulent ﬂow cases. Furthermore,
the ﬂame temperature range in the turbulent case seems to be approximately bounded by the
overlapping of the coﬂow and the vortex ﬂow results.
On the other hand, as mentioned above, for𝑆 = 1 the turbulent ﬂow crosses the adiabatic
limit for the two diﬀerent𝐿𝐹 considered, despite the fact that this was not predicted by any of
the canonical solutions considered. This eﬀect should be the result of the turbulent transport
processes (not modeled by laminar ﬂow cases).
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4.7 Conclusions
The eﬀects of fuel Lewis number and dilution have been investigated for diﬀerent combus-
tion problems. Steady one-dimensional self-similar counterﬂow and coﬂow conﬁgurations
were considered ﬁrst. As expected, for these canonical ﬂamelet models, superadiabatic tem-
peratures are always found for 𝐿𝐹 < 1, whereas subadiabatic temperatures are found for
𝐿𝐹 > 1. However, it has been found that peak temperatures not always lie between the adia-
batic ﬂame temperature and the peak temperature of diﬀusion-reaction systems, instead this
condition depends on the value of 𝑍𝑆 . For the coﬂow conﬁguration, it is seen that a larger
velocity of the fuel stream enhances diﬀerential-diﬀusion eﬀects on ﬂame temperature, both
for 𝐿𝐹 = 0.3 and 𝐿𝐹 = 2.0. Also of interest is that when the two streams have the same
velocity the resulting peak temperature is not very diﬀerent from that of the counterﬂow.
One question not addressed in this topic is why 𝑇𝑑 > 𝑇𝑓 for suﬃciently large values of 𝑍𝑆 .
A time-dependent planar diﬀusion ﬂame distorted by a vortex, equivalent to a three-
dimension steady vortex ﬂame in a stretched ﬁeld, was also investigated. The Marble’s
problem was solved both numerically by brute force (using a vortex with a viscous core
to avoid singularities), and by means of a reduced problem in the limit of 𝑃𝑒 >> 1. It was
shown that both solutions match very well for suﬃciently high 𝑃𝑒, proven that this approx-
imation could be used to predict the temperature on the ﬂame surface as a function of the
variables (𝜇, 𝜏). This approach allowed us to perform a parametric study on the solution of
the vortex ﬂame for diﬀerent values of 𝑆 and 𝐿𝐹 . We have found an atypical behavior on
the ﬂame temperatures for the cases of 𝑆 < 1 independently of the value of 𝐿𝐹 , obtaining
superadiabatic (subadiabatic) ﬂame temperatures for 𝐿𝐹 > 1 (𝐿𝐹 < 1).
By analyzing 3D simulations of turbulent temporal mixing layer with 𝐿𝐹 ≠ 1, we have
shown that the ﬂame temperature signiﬁcantly varies along the ﬂame surface. For the cases
of study, we have shown how the 1D and 2D diﬀusion ﬂame problems considered could
give a very good approximation of the ﬂame temperature ranges found on complex three-
dimensional ﬂows. Nevertheless, we have seen that turbulent transport could lead to suba-
diabatic and superadiabatic temperatures independently of the value of 𝐿𝐹 provided that 𝑆
is not far from 1.
Chapter 5
Conclusions and outlook
In this work, DNS of reacting and non-reacting, temporally evolving, turbulent shear layers in
the low-Mach number limit have been performed. Twomain numerical tools were developed
for this purpose: LoMa and LoMaHZ.
For the non-reacting case, the DNS have been done for four diﬀerent density ratio values
𝑠 = 1, 2, 4 and 8, reaching a self-similar evolution. The mixing layer growth rate has
been characterized and modeled as a function of the density ratio, showing that the ratio
between the growth rate for large density ratios and the growth rate of the 𝑠 = 1 is almost
independent of the ﬂow speed. Furthermore, a semi-empirical prediction of the reduction
of the momentum thickness growth rate with 𝑠 has been obtained. Moreover, the shifting
on the Favre-averaged velocity proﬁles with the density ratio has been quantiﬁed, obtaining
an empirical relation with 𝑠. One interesting possibility for future work would be to extend
the analysis to higher density ratios and check the validity of the models developed for the
growth rate reduction and the shifting of the mixing layer. Finally, the ﬂow structures have
been analyzed, showing that with increasing density ratio there is a shift towards the low
density side and the longest scales in the high density side are gradually inhibited.
The reacting, temporally evolving, turbulent mixing layer simulations were performed to
analyze the ﬂame temperature distribution of the more realistic case of fuel Lewis number
diﬀerent to unity. By means of 1D and 2D ﬂamelet models analysis, a framework was cre-
ated to better understand the inﬂuence of the transport processes on the ﬂame temperature.
This framework proved to be valid for an estimation of the ﬂame temperature boundaries
of turbulent combustions. The results suggest that even during a full turbulent regime, we
could assume that there are regions of the ﬂame similar to a coﬂow or counterﬂow conﬁgu-
ration and some others similar to vortex ﬂow, whereas the rest could be seen as the result of
turbulent transport.
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Inmost of the turbulent DNS on the literature, two very common assumptions are𝐿𝐹 = 1
(used to simplify the equations) and 𝑆 ≈ 4 (used to avoid numerical integration problems
related to high values of 𝑆). In this work, it has been shown how the ﬂame temperature
signiﬁcantly varies when considering preferential diﬀusion and the important role of the fuel
dilution𝑆, aﬀecting the temperature distribution not only quantitatively but also qualitatively
(crossing the adiabatic ﬂame limit). Thus, we have shown how neglecting the preferential
diﬀusion eﬀects could lead to a wrong prediction on the ﬂame temperature for engineering
applications, therefore to a bad prediction on the pollutants produced on the combustion.
Following this research, the next step would be to ﬁnd a metric (for instance, using ve-
locity gradient or strain tensor invariants) in order to map regions within the turbulent ﬂow
with the canonical solutions described in this work (coﬂow, counterﬂow or vortex ﬂow).
Finally, it would be interesting to extend the turbulent database results for 𝐿𝐹 = 0.3 and
𝐿𝐹 = 2.0 considering more realistic values of 𝑆 (e.g. 𝑆 = 18, 32...), using large compu-
tational domains in order to extract relevant statistics that could feed industry application
models considering diﬀerential diﬀusion eﬀects.
Conclusiones y previsión
En este trabajo se ha realizado DNS (Simulación Numérica Directa) de capas turbulentas de
cizalladura, reactivas, y no reactivas, que evolucionan con el tiempo. Para este propósito,
se han desarrollado principalmente dos herramientas: LoMa y LoMaZH. Para el caso no
reactivo, la DNS se ha realizado para cuatro valores diferentes de ratios de densidad 𝑠 = 1,
2, 4 y 8, alcanzando una evolución auto similar. La tasa de crecimiento de la capa de mez-
cla se ha caracterizado y modelado en función del ratio de densidad, mostrando que el ratio
entre la tasa de crecimiento para ratios de densidad altos y la tasa crecimiento de s = 1 son
prácticamente independientes de la velocidad de ﬂujo. Asimismo, se ha obtenido una pre-
diction semi-empírica de la reducción de la tasa de crecimiento del espesor de momento con
s. Además, se ha cuantiﬁcado el desplazamiento en los perﬁles de velocidad “Favre prome-
diado” con el ratio de densidad, obteniendo una relación empírica con 𝑠. Una posibilidad
interesante para trabajos futuros sería extender el análisis a ratios de densidad mayores y
chequear la validez de los modelos desarrollados para la reducción de la tasa de crecimiento
y el desplazamiento de la capa de mezcla. Finalmente, se han analizado las estructuras de
los ﬂujos, mostrando que cuando se incrementa el ratio de densidad se produce un desplaza-
miento hacia la parte de densidad baja y las escalas más largas en el lado de alta densidad se
inhiben gradualmente. Las simulaciones de capa de mezcla temporal turbulenta reactiva, se
realizaron para analizar la distribución de la temperatura de la llama en el caso más realista
de número de Lewis de fuel diferente a la unidad. Por medio del análisis de los modelos
de llama 1D y 2D, se creó un borrador para entender mejor la inﬂuencia de los procesos de
transporte en la temperatura de la llama. Este borrador probó ser válido para la estimación
de los límites de la temperatura de la llama en combustiones turbulentas. Los resultados
sugieren que incluso durante un regimen turbulento completo, podríamos asumir que hay
regiones de la llama similares a las conﬁguraciones de coﬂow (ﬂujos desplazándose en el
mismo sentido) o counterﬂow (ﬂujos desplazándose en sentidos opuestos), otras similares al
ﬂujo de los vórtices, mientras el resto se podría ver como resultado del transporte turbulento.
En la mayoría de los casos de DNS turbulenta en literatura se encuentran dos suposiciones
comunes que son 𝐿𝐹 = 1 (usada para simpliﬁcar las ecuaciones) y 𝑆 ≈ 5 (usada para evitar
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problemas de integración numérica relacionados con valores altos de S). En este trabajo se
ha mostrado cómo la temperatura de la llama varía de forma signiﬁcativa cuando se con-
sideran difusión preferencial, así como la importancia del papel de la disolución de fuel 𝑆,
afectando la distribución de temperatura no sólo cuantitativamente, sino también cualitativa-
mente (cruzando el límite adiabático de llama). De este modo, se ha probado cómo ignorar
los efectos de la difusión preferencial podría conducir a una predicción errónea de la tem-
peratura de la llama para aplicaciones en ingeniería y, por tanto, a una mala predicción de
los contaminantes producidos durante la combustión.
Continuando con esta investigación, el siguiente paso sería encontrar una métrica (por
ejemplo los invariantes del tensor de velocidad o de deformación) con la que relacionar las
regiones del ﬂujo turbulento con las soluciones canónicas descritas en este trabajo (coﬂow,
counterﬂow, o vórtice 2D). Por último, sería interesante extender los resultados de la base de
datos turbulenta para 𝐿𝐹 = 0.3 y 𝐿𝐹 = 2.0 considerando valores más realistas de 𝑆 (p.ej.
𝑆 = 18, 32...).
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Appendix A
Variable density laminar mixing layer:
self-similar solution
In this appendix we present the procedure followed to obtain a self-similar solution for a
laminar temporal mixing layer. The conﬁguration is the same discussed in the body of the
paper for the turbulent mixing layer: two opposing streams with a velocity diﬀerence Δ𝑈
and a density ratio 𝑠. The diﬀerences with respect to equations (2.1-2.3) is that the spanwise
velocity is 𝑤 = 0, and that the rest of the ﬂuid variables are only functions of the vertical
coordinate, 𝑦, and time, 𝑡. Then, the equations governing the problem are
𝜕𝜌
𝜕𝑡 +
𝜕𝜌𝑣
𝜕𝑦 = 0, (A.1)
𝜕𝑢
𝜕𝑡 + 𝑣
𝜕𝑢
𝜕𝑦 = 𝑇
𝜇
𝜌0𝑇0
𝜕2𝑢
𝜕𝑦2
, (A.2)
𝜕𝑇
𝜕𝑡 + 𝑣
𝜕𝑇
𝜕𝑦 = 𝑇
𝑘
𝜌0𝐶𝑝𝑇0
𝜕2𝑇
𝜕𝑦2
, (A.3)
plus the equation of state 𝜌𝑇 = 𝜌0𝑇0. In these equations 𝜇 is the dynamic viscosity, 𝜅 is
the thermal conductivity and 𝐶𝑝 is the speciﬁc heat at constant pressure. Note that the verti-
cal component of the momentum equation is not included, since it introduces an additional
unknown, the mechanical pressure 𝑝(1)(𝑦, 𝑡). The boundary conditions are the same as for
the turbulent mixing layer, with velocity and density (temperature) going to the free-stream
values when 𝑦 → ±∞.
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In order to solve the system of coupled partial diﬀerential equations given by (A.1-A.3)
we deﬁne the density-weighted vertical coordinate,
𝜉 = 1𝜌0 ∫
𝑦
−∞
𝜌𝑑𝑦. (A.4)
We also deﬁne a characteristic length for the problem, based on the kinematic viscosity
(𝜈 = 𝜇/𝜌0) and time, 𝛿 = √𝜈𝑡. Then, using 𝜉 and 𝛿 it is possible to recast equations (A.1-
A.3) into a self-similar set of equations in which the time dependence is absorbed into the
self-similar coordinate 𝜂 = 𝜉/𝛿,
𝜕𝑉
𝜕𝜂 +
𝜂
2
𝜕Θ
𝜕𝜂 = 0, (A.5)
𝜕𝑈
𝜕𝜂
𝜂
2 +
𝜕
𝜕𝜂 (
1
Θ
𝜕𝑈
𝜕𝜂 ) = 0, (A.6)
𝜕Θ
𝜕𝜂
𝜂
2 +
1
𝑃 𝑟
𝜕
𝜕𝜂 (
1
Θ
𝜕Θ
𝜕𝜂 ) = 0, (A.7)
where 𝑈 = 𝑢/Δ𝑈 , 𝑉 = 𝑣/√𝜈/𝑡, Θ = 𝑇 /𝑇0 and 𝑃𝑟 is the Prandtl number. The boundary
conditions for 𝑈(𝜂) and Θ(𝜂) are 𝑈(±∞) = ∓0.5, Θ(+∞) = (1 + 𝑠)/2 and Θ(−∞) =
(1+1/𝑠)/2. Interestingly, in the self-similar set of equations, 𝑉 appears only in the continuity
equation, allowing to solve for 𝑈(𝜂) and Θ(𝜂). using the momentum and energy equations
only. Unfortunately, the equations only admit analytical solution when 𝑠 = 1. For other
values of 𝑠, equations (A.6) and (A.7) are solved together using Chebychev polynomials
[23].
