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1. INTRODUCTION 
In this paper we shall present the construction of a stochastic integration 
theory for Banach valued processes. A stochastic integral j HdX is 
developed for processes H: R + x Q -+ E and X: R + x Q + L( E, F), where 
L(E, F) is the space of bounded linear operators on a Banach space E into 
another Banach space F. Stochastic integrals have been constructed before 
in a Hilbert space setting by several authors (Kunita [3], Metivier [S, 61). 
Some attempts have also been made in the Banach space setting 
(Pellaumail [7], Yor [9], Metivier [S], Kussmaul [4]), but the condi- 
tions involving the existence of a stochastic integral proved to be too 
restrictive. Recently, Pratelli [S] considered stochastic integration in 
Banach spaces in which the square of the norms involve a certain 
inequality. 
It seems that at least three ingredients are necessary for a successful 
integration theory. The first is that one needs a reasonable characterization 
for processes X which admit an integral for at least bounded predictable 
processes H. This amounts to replacing the usual condition that X be a 
square integrable martingale by another boundedness condition, since in a 
Banach space setting, square integrability does not provide an isometry to 
aid in the construction of the integral. Our characterization (Theorem 1) 
solves this problem, when H is scalar valued, under mild assumptions on 
the space F (satisfied by reflexive spaces). The condition is that the 
stochastic finitely additive measure Z,y induced by X be bounded. If F is a 
Hilbert space, this condition is satisfied by square integrable martingales. 
The second desired property is the existence of a cadlag (right con- 
tinuous with left limits) modification of the process jcO, ,, H dX, which we 
establish in Theorem 3. 
Finally, the set of integrable processes H should form an L’-type Banach 
space containing the bounded predictable processes H, in order to establish 
weak and strong convergence theorems for sequences scO, , H” dX. 
Theorems 5 to 9 illustrate this aspect of the theory. 
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The main device for our construction is the Lebesque space Lk(Z,) 
developed by the authors in [ 11. In this announcement, we will primarily 
focus on the case when either H or X is scalar valued. The general bilinear 
case involves many technical difficulties due to the necessary finiteness 
hypothesis needed for the semivariation of the stochastic measure I,? 
relative to the pair of spaces (E, L;(P)). The general theory of Lebesque 
spaces developed in [l] is briefly sketched in Section 2. The construction 
of the stochastic integral j H &’ is given in Section 3. Theorems are stated 
in Section 4. Proofs and properties of this integral will be presented in a 
later paper. 
2. DESCRIPTION OF THE LEBESCUE SPACE LL(Z,) 
Let A and B be Banach spaces. The norm in these spaces will be denoted 
by 1.1. The dual of any Banach space G will be denoted by G*, and the unit 
balls of G and G* will be denoted by G, and G: respectively. 
Let S be a nonempty set, Z a o-algebra of subsets of S and 
m: C + L(A, B) a countably additive measure. The semivariation of m 
relative to the pair of spaces (A, B) is denoted by fi,q, B and is defined for 
every E E C by 
@zA. JE) = sup ICm(Ei) -xl I, 
where the supremum is taken over all finite families (Ei) of disjoint sets 
from C contained in E, and all finite families (xi) of elements from AT. If 
A = R, then L( R, B) = B and the semivariation r!CR. B is denoted simply by 
fi or svar m; in the latter case, svar m is finite if and only if m is bounded. 
We denote by nzA, B the family of measures Im,l(. ), 2 E B:, where Im, I ( .) 
is the total variation of the measure m,: Z + A* delined by 
(x,m,(E))= (m(E)x,z), for EEZ and XEA. 
Assume that fiA, B is bounded on Z’. If G is any Banach space, we denote 
by F,(m,, B) the vector space of functions f: S + G belonging to the inter- 
section flfLZ.(lm,l): z E Bf ) and such that 
fi,&):=sup [ IfI dlm_l:zEB: 
1 1 
<xl. 
Then fii,, J .) is a seminorm and F&m,, B) is complete for this semi- 
norm. We remark that F,(wz,~..) contains the set S,(Z) of all G-valued, 
C-measurable simple functions. 
We denote by L,?Jm,,.) the closure in FG(m,4,.) of the set S,(Z). Then 
CAmA, d is complete for the seminorm 6zi,, 8. Vitali and Lebesgue type 
convergence theorems are valid in Lk(rn,. B) for convergence in CiA. B- 
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measure. If the set m,,,, B of measures is uniformly countably additive, then 
an Egorov-type theorem can be proved, and the Vitali and Lebesgue 
theorems are true for pointwise convergence. This is essential in estab- 
lishing limit theorems and weak compactness results in the space LL(m,. B). 
The particular case when G = A is very important, since we can define an 
integral Jfdm E B for functions J‘E L:(m -1, B). In fact, we define first If‘&7 
for simple functions and then extend it by continuity to the whole space. 
3. CONSTRUCTION OF THE STOCHASTIC INTEGRAL 
Let (Q, 9, P) be a probability space with filtration (e), >,,, satisfying 
the usual conditions (the terminology of Dellacherie-Meyer [2] is used in 
the sequel). Let 8 be the ring of subsets of R, x Q generated by the 
predictable rectangles CO,], FE~$ and (s, t] x F, FE?~. The a-algebra 9 
of predictable subsets of R + x Q is generated by :‘A. 
Let X: R, x Sz -+ L(E, F) be a cadlag adapted process such that X, E 
L’ L,E, .,(P), for each t. Define the stochastic measure I, on the predictable 
rectangles by Z,[O,] = 1 /-X0 and Z.Y ((s, t] x F) = 1 ,(X, - X,), and extend 
Z,Y in the obvious way to %‘. Thus I,-: d -+ Lz,, p,(P) is finitely additive. 
We can inject LzC,.,(P) continuously into L(E, L;.(P)). 
We say X is sumnzahle relative to the pair (E, F) if Ix has a countably 
additive extension to 9, still denoted by Z,Y, and if the semivariation of I, 
relative to the pair (E, Z.:.(P)) is finite. If E= R, we say, simply, that X is 
summable. 
Assume now that X is summable relative to (E, F). Then we can apply 
the preceding section with S= R, x 52, C= 8, A = E, B = L;(P), and 
nz = I,. The summability condition means that m is countably additive and 
has finite semivariation 6za, L:. The corresponding space LL(nz, L:) will be 
denoted by Lk(Zx) or simply L;(X). For any process HELL.(X), we can 
define the integral j H dZ,y which is an equivalence class in the space LL( P); 
any representative of the equivalence class f H dl, will be denoted by the 
same symbol. If HE Lb(X), then for any f >, 0, the process Hl to. ,, also 
belongs to L;(X) and we can define the L;(P)-valued process 
(1 ~o,,r~HdhLo. One can show (Theorem 3) that this process has a cadlag 
version, which we shall call the stochastic integral of H with respect to X 
and we shall denote it by 1 H dX or H. X. Hence 
Summing up, the Banach space L;(X) consists of E-valued, predictable 
processes H. for which the stochastic integral f H dX can be defined. 
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It can be shown that most of the properties for the classical real valued 
stochastic integral can be established for i HdX. However, there are some 
differences; for example, the Bichteler-Dellacherie theorem is not true even 
in the Hilbert-valued case, without additional assumptions. 
4. SUMMABILITY AND CONVERGENCE THEOREMS 
The setting is the same as Section 3. X will always be a cadlag adapted 
process with values in a certain Banach space, such that X, is P-integrable 
for every t > 0, and H will denote a predictable process. 
The first theorem gives a summability criterian for X. 
THEOREM 1. Let E be a Banach space not containing a copy of c,,, and 
such that its dual E* has the RadonNikodym property (this is the case, for 
example, tf E is reflexive). An E-valued process X is summable (relative to 
(R, E)) if and only $I,- is bounded on the ring generated by the predictable 
rectangles. 
In this case, the stochastic integral j H dX is defined for scalar valued 
processes H, and (1 H dX),E L;(P) for each t. 
It is known [4] that a real valued process is summable if and only if it 
is a quasimartingale bounded in L’(P). However, a Banach valued sum- 
mable process is not necessarily a quasimartingale. 
For a summable quasimartingale we have the following: 
THEOREM 2. If X is an E-valued summable quasimartingale and tf H is a 
bounded and real predictable process, then f H dX is a quasimartingale. 
The following theorem insures the existence of a cadlag stochastic 
integral. 
THEOREM 3. If X is L( E, F)-valued and summable (relative to (E, F)), 
then for any HE LL (X), the process (j [,,, ,, H dl,), z O has a cadlag modi@a- 
tion. 
As we mentioned before, this cadlag modification is called the stochastic 
integral of H with respect to X and is denoted by j H dX or H. H. 
We state now two theorems on uniform convergence on compact time 
intervals of the stochastic integral. 
THEOREM 4. Let X be L(E, F)-valued and summable (relative to (E, F)). 
Let (H”),,o be a sequence from L;(X) such that H” + Ho in L;(X). Then 
there exists a subsequence (H”‘) such that (j Hflk dX), + (j Ho dX), uniformly 
on each compact time interval, P-a.s. 
STOCHASTIC INTEGRATION 103 
THEOREM 5 (Lebesgue). Let X be L(E, F)-valued and summable (relative 
to (E, F)). Let (II”) b e a sequence from Lk( X) and let C& E L’(X) such that 
\H”\ d Cp. Denote m = I,. Assume that either 
(a) H” -+ H in r%,,-measure, or 
(b) II” 4 H pointwise and m, F is a untformlv countably additive 
family of measures. 
Then H E LL( X), H” -+ H in LL( X), and there exists a subsequence (H”‘) 
such that (s H”” dX), -+ (s H dX), as k + CC untformlv on each compact time 
interval, P-as. 
The following three theorems give weak compactness criteria in the space 
L;.(X). A set in a Banach space is called conditionally weakly compact if 
every sequence from A contains a weakly Cauchy subsequence. 
We frst consider weak compactness in the space L’(X) of scalar valued 
processes, with X a Banach-valued summable process. 
THEOREM 6. Let X be E-valued and summable (relative to (R, E)). Let 
KC L’(X) be a set satisfying the following conditions: 
(1) K is bounded in L’(X); 
(2) f-r” H dI,Y + 0 in L;(R), untformly for HE K, whenever A,, E 9 and 
A, I 4. 
Then K is conditionally weak1.y compact in L’(X). 
If, in addition, E is weak& sequentially complete, then K is relatively 
weakly compact in L’(X). 
In the last case, for any sequence (H”) from K, there exists a subsequence 
(H”“) such that (iH”k dX), converges weakly in L;(P) for each t. 
Next we consider weak compactness in the space L;(X), with X a scalar 
valued summable process. 
THEOREM 7. Let X be a real valued summable process and E a reflexive 
Banach space. Let KC L;(X) be a set satisfying the following conditions: 
(1) K is bounded, 
(2) Hl A, + 0 in Lk( X), untformly for HE K, whenever A,, E 9 and 
A, h 4. 
Then K is relatively weakly compact in L L( X). 
Thus for every sequence (H”) from K, there exists a subsequence (Hnk) 
such that (l Hnk dX), converges weakly in L:.(P) for each t. 
We shall now consider the general case of weak compactness in the space 
Lk(X) with X an L(E, F)-valued summable process relative to (E, F). 
607 RI I-R 
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THEOREM 8. Let X be an L(E, F)-valued process, summable relative to 
(E, F). Assume E is reflexive and let Kc L;(X) be a set satisfying the 
following conditions: 
(1) K is bounded in L;(X); 
(2) Hl.4" -+ 0 in Lk( X), uniformly for HE K, whenever A, E 9 and 
rFzE, P(An) + 0, where m = I,. 
Then K is conditionally weakly compact in L;(X). 
If, in addition, F is weakly sequentially complete, then K is relatively 
weakly compact in Li( X). 
In the last case, for every sequence (H”) from K, there exists a sub- 
sequence (Hnk) such that (s Hnk dX), converges weakly in Lb(P) for each t. 
Finally, we state a result about sequential weak convergence in L’(X). 
THEOREM 9. Let X be an E-valued process, summable (relative to 
(R El), and let (H”),.. be a sequence from L’(X). Assume E is weakl-y 
sequentially complete. 
?f j/,H”dIx-,j~ Ho dl,, for every A E 9, then H” + Ho weakly in 
L](X), hence (j H” dX), + (j Ho dX), weakly in Lb(P), for each t 2 0. - 
REFERENCES 
1. J. K. BROOKS AND N. DIP~‘CULEANU, Lebesgue-type spaces for vector integration. linear 
operators, weak completeness and weak compactness, J. Math. Anal. Appl. 54 (1976), 
348-389. 
2. C. DELLACHERE AND P. MEYER, “Probabilities and Potential,” North-Holland, Amsterdam, 
1978, 1980. 
3. H. KUNITA. Stochastic integrals based on martingales taking values in Hilbert spaces, 
Nagoya Math. J. 38 (1970). 41-52. 
4. A. U. KUSSMAUL, Regularitat und Stochastische Integration von Semimartingalen mit 
Werten in einem Banachraum, Dissertation, Stuttgart, 1978. 
5. M. MBTIVIER, The stochastic integral with respect to processes with values in a reflexive 
Banach space, Theory Probab. Appl. 14 (1974), 758-787. 
6. M. M~TIVIER, “Semimartingales,” de Gruyter. Berlin, 1982. 
7. J. PELLAUMAIL. Sur I’integral stochastique et la decomposition de Doob-Meyer, Asttrisque 
9 (1973). 
8. M. PRATELLI, Integration stochastique et Geometric des &paces de Banach, in “Stminaire 
de Probabilitts (1988): Springer Lecture Notes, New York. 
9. M. YOR, Sur les integrales stochastiques a valeurs dans un espace de Banach, C. ft. Acad. 
Sci. Paris Ser. A 211 (1973) 467469. 
