A number of CFD studies have demonstrated that there is a considerable inhomogeneity of extent of Concentration Polarization (CP) over the membrane surface especially in spacer-filled feed channels. However, the consequences of this inhomogeneity for the interpretation of measurements of solute rejection in pressure-driven membrane processes have received little attention.
Introduction
Correct description of concentration polarization (CP) is important for the interpretation of experimental data with the purpose of obtaining accurate information on the membrane properties and predicting properly the performance of pressure-driven processes. The classical approach to quantify CP is based on the socalled Nernst model [1] [2] [3] [4] [5] , which postulates the existence of a diffusion boundary layer sharply separated from a perfectly-stirred core-flow zone. Correlations deduced from heat and mass transfer (typically kinetics of dissolution) experiments are frequently used to estimate the thickness of boundary layer. The experimental output of such studies is the dependences of dissolution rate on the cross-flow velocity, diffusion coefficient of the solute (or thermal conductivity in the heat-transfer studies) as well as on the flow-channel geometry. Evidently, this can provide information only on massor heat-transfer characteristics averaged along the channel.
Due to the complexity of the phenomena, computational fluid dynamics (CFD) has recently become a technique of choice for the calculation of flow and concentration fields inside feed membrane channels. Thus for instance some studies simulated the flow and CP in narrow rectangular channels with spacers [6] [7] [8] [9] [10] [11] . Their results show inhomogeneous CP distribution strongly dependent on the spacer configuration and reveal up to an order of magnitude variation in the local mass-transfer coefficient depending on the position along the membrane surface [10, [12] [13] [14] .
Despite this pronounced inhomogeneity, the results of CFD simulations are often reported as Sherwood number (or mass-transfer coefficient) averaged over the membrane surface. Sherwood number is defined as a ratio of a characteristic length (for example, channel height) and the unstirred-layer thickness. Some authors made reference to the error associated with an inaccurate description in the CP boundary layer in determining the intrinsic rejection and the membrane transport parameters [15] . However, these estimates related only to the specific experimental conditions of those studies. More systematically, [16] simulated numerically the distribution of solute concentration at the membrane surface in infinitely-broad slit-like channels with developed laminar flow and the membrane exhibiting constant rejection (independent of either solute concentration or trans-membrane volume flow). The results were interpreted in terms of dependence of average extent of CP on the trans-membrane mass-transfer rate. Mostly, empirical correlations were considered but some comparison with the film (Nernst) model was also performed. It was found that at weak CPs the film model reproduced the results of numerical simulations quite well but at moderate to strong CPs there were considerable deviations. The authors ascribed them to the effect of "suction" due to the non-zero trans-membrane volume flow, which is often disregarded. However, we believe that actually a major part of those deviations occurred due to the inhomogeneity of distribution of CP along the channel. Unfortunately, only the case of 100% solute rejection was considered in the context of comparison with the film model.
In a number of cases instead of the rejecting-membrane boundary condition, the authors used the impermeable dissolving wall condition, which sets a constant solute concentration and zero normal fluid velocity at the wall [12, 17, 18] . In this case, the contribution of more stagnant zones to the average mass-transfer (dissolution) rate is under-proportional to their surface fraction since the local Sherwood number is smaller in those regions. In the more realistic case of membrane boundary condition, this contribution is over-proportional at positive rejections due to the stronger solute accumulation. In any case, the use of dissolving-wall boundary condition does not allow for an analysis of dependence of averaged mass transfer on the solute rejection. This dependence can be essential as we will see below. In addition, even in the studies where the membrane boundary condition was used [7] [8] [9] [10] 13, 14, 19, 20] , reporting the results in terms of averaged Sherwood number (instead of reciprocal one) makes difficult drawing conclusions on the correlation between the averaged mass transfer and solute diffusion coefficient (especially when the CP is not weak). In turn, a previous study characterized shear stresses and mass transfer coefficients at the membrane surface of a high pressure stirred filtration cell at different conditions [21] . The authors observed a considerable variation of local values of shear stress at relatively low rotation speeds, with its averaged standard deviation decreasing with increasing Reynolds number. As for the mass-transfer coefficient, the radial distribution is qualitatively similar but more uniform than shear stress, although there is still a variation around 50% in the time averaged Sherwood number.
Fluid-dynamics simulations are quite complex mathematically and can be performed only numerically. In order to obtain transparent analytical results, in this study we adopt an alternative approach: we postulate a distribution of unstirred-layer thickness over the membrane surface and use a simple locally-1D description of CP. Its simplicity enables us to use the membrane boundary condition with various intrinsic solute rejections (including negative ones). In this way, we obtain local permeate concentration as a function of trans-membrane volume flux and solute diffusion coefficient. Then, the observable rejection is calculated via averaging this concentration over the membrane surface by using the postulated probability-density function for the distribution of unstirred-layer thickness.
Of course, this approach is approximate primarily because it disregards lateral solute flows (both convective and diffusive). However, if the unstirred-layer thickness is much smaller than the characteristic scale of inhomogeneity of its distribution along the membrane surface the local 1D approach can be sufficiently accurate. This condition can be met for typical feed spacers with the characteristic mesh sizes of a couple of millimeters, while the typical unstirred-layer thickness in laminar flows is around 100 m. Some of the results obtained below do not depend on the exact form of distribution function. For more quantitative illustrations in the first instance, we will use a simple log normal distribution. We will also test our approach in the case of a distribution function obtained from CFD simulations [18] .
Theory
First, we define the classical convection-diffusion equation in the unstirred layer for the 1D description of local CP: (1) where is the trans-membrane solute flux, D is the solute diffusion coefficient, c is the solute concentration, x is the coordinate across the unstirred layer, is the transmembrane volume flux. The boundary condition is a given solute concentration, , at the external boundary of unstirred layer (local Nernst model).
Further, it is assumed that there is a distribution of thickness of unstirred layer over the membrane surface. Taking into account that there is a most probable value of this thickness, , and defining the ratio of actual local unstirred-layer thickness to the most probable one as the parameter , Eq. (1) can be rewritten in this way:
where
By assuming that the solute rejection is a constant independent of solute concentration and trans-membrane volume flow, Eq. (2) can be easily integrated to yield the solute concentration at the membrane surface, :
where is the feed concentration and R is the solute rejection defined as .
Therefore for the local permeate concentration, , we obtain
The averaged permeate concentration is:
where is the probability-density function for the distribution of relative unstirredlayer thickness (scaled on its most probable value, ) over the membrane surface. By definition,
One can also use Eq. (7) to define an effective value of parameter  that would correspond to the average permeate concentration if the inhomogeneous distribution of unstirred-layer thickness over the membrane surface were disregarded:
Such procedure corresponds to neglecting the distribution of extent of CP over the membrane surface and describing CP by using a single value of an effective unstirredlayer thickness (or mass-transfer coefficient).
Finally, by using Eq. (8), for we obtain (11) Expectedly, such effective value turns out a function of solute rejection, Péclet number (Pe), and distribution function. Below, we will investigate these dependences for a model probability-distribution function and demonstrate that neglecting the distribution of CP extent over the membrane surface can lead to considerable errors in the interpretation of experimental data, especially in the case of mixed solutions containing components with essentially different rejections (e.g., ions of different charge magnitude in nanofiltration).
Results and Discussion
First of all, let us consider the limiting case of weak CP. By using Eq. (11) one can show that at (weak CP) (12) which is just the definition of average value of parameter . This is expectable because the weak CP is linear in the Péclet number so the surface concentration is controlled just by the average unstirred-layer thickness over the membrane surface.
Notably, in the academic literature it is customary to report the results of CFD simulations of mass transfer (e.g., in spacer-filled channels) in terms of average Sherwood number [17, 18, 22] . The latter is inversely proportional to the unstirred-layer thickness. In our terms, this would correspond to the averaging of reciprocal parameter  that is to the calculation of its harmonic average according to:
According to Eq. (12), the correct asymptotics at weak CP corresponds to the arithmetic average of relative unstirred-layer thickness. Fig. 1 shows the ratio of harmonic average to the arithmetic average as a function of the width parameter of the log-normal distribution used below for the sample calculations. Fig. 1 . Ratio of harmonic average to the arithmetic average as a function of the width parameter of the log-normal distribution Expectedly, this ratio tends to unity when the width parameter goes to zero. However, at any finite width the harmonic average is smaller than the arithmetic one. This means that the averaging of Sherwood number underestimates the average impact of even weak inhomogeneous CP. The harmonic average unduly amplifies the contribution of zones with the weakest CP. One can see that at the width parameter equal to one (relatively broad but still rather compact distribution, see Fig. 2 ), the averaging of Sherwood number underestimates the extent of weak CP by a factor of almost 3.
The ratio plotted in Fig. 1 was obtained by using a specific probability-density function. By assuming a sufficiently narrow distribution we will show that this ratio is always smaller than one even for an arbitrary distribution function. Indeed, one can always represent parameter  as the sum of its arithmetic average and deviation from it (14) By substituting Eq. (14) into the definition of harmonic average of Eq. (13), taking into account that (by definition) and (narrow distribution), one can show that (15) The integral in the right-hand side of Eq. (15) is always positive so . At finite Péclet numbers even the arithmetic averaging is incorrect. We will illustrate this for a model distribution of unstirred-layer thickness. Let us use a particular case of log-normal distribution given by this equation (16) where is the width parameter. With this version of log-normal distribution the maximum probability density always occurs at . This is illustrated by Fig. 2 , which also shows that the dependence of function shape on the width parameter is quite strong. Thus for instance, at the distribution is much broader than at . Nonetheless, even in the former case the fraction of zones where the unstirred-layer thickness is ca.10 times larger than the most probable value is about 7%. For this fraction is below 1%, which seems to correspond (by the order of magnitude) to the color maps published in [23] . Interestingly, the function of Eq.
(16) generates exactly the same distribution of the reciprocal parameter  (proportional to the Sherwood number, see above). Therefore, the graphs from Fig. 2 can be directly compared with the CFD-generated probability-density distributions of local Sherwood number shown in Fig. 9 of [18] which look qualitatively similar (especially for the larger Schmidt numbers). Fig. 2 . The probability-density distribution functions used for the sample calculations below; the legend gives the values of width parameter. Fig. 3 shows the dependences of the ratio of effective relative unstirred-layer thickness defined by Eq.(11) and the average one defined by Eq.(12) on the Péclet number (extent of CP). The deviation of this ratio from unity is a measure of error introduced due to neglecting the CP distribution over the membrane surface. As discussed above, all the curves converge to one at (weak CP), which means that the procedure of averaging the unstirred-layer thickness (but not of Sherwood number) is correct in this limiting case. At finite Péclet numbers, there are considerable deviations from unity. Remarkably, they strongly depend on the solute rejection and the Péclet number (and through the latter on the solute diffusivity). Most interestingly, the ratio is larger than one for high positive rejections whereas it is smaller than one for the negative rejections. This can be explained by the fact that (due to the exponential nature of CP) the strongly-rejected solutes over-proportionally accumulate within poorly-stirred zones (larger unstirred-layer thicknesses) so their average concentration at the membrane surface turns out larger than predicted with the average unstirred-layer thickness. At the same time, the concentration of negatively-rejected solutes at the membrane surface is reduced and tends to zero at very strong CP. Therefore, poorlystirred zones make under-proportional contribution to the trans-membrane flux of such solutes. To sum up, our analysis shows that disregarding CP distribution over the membrane surface under-estimates the CP of strongly positively-rejected solutes and over-estimates the CP for the negatively-rejected ones. Fig. 3 shows that the difference in the effective thicknesses of unstirred layer between the highest positive and the negative rejections can be as large as four to six times for the broader distributions. It is also important to note the considerable dependence on the Péclet number, which depends on the trans-membrane volume flow and the solute diffusion coefficient. Even with a single solute this is a problem because one cannot quantitatively fit the dependence of rejection on the trans-membrane volume flow by using a single value of unstirred-layer thickness (or mass-transfer coefficient). However, the situation gets even more problematic with several solutes experiencing very different intrinsic rejections. A relevant example is the nanofiltration of multi-ionic solutions containing, for example, sulfates and chlorides. The intrinsic rejection of sulfates in NF is typically above 99% whereas chloride ions in the presence of sulfates often experience pronounced negative rejections. According to our analysis, with inhomogeneous CP, one cannot use the same effective thickness of unstirred layer for these two solutes even approximately. In [24] a procedure was suggested of fitting the unstirred-layer thickness to the dependence of rejection of dominant salt on the trans-membrane volume flow and using this thickness to make the CP corrections for the trace ions. The present analysis reveals that this procedure may well be incorrect in the case of strongly-rejected dominant salts and negatively-rejected trace ions especially if the measurements are done in test cells with spacer-filled feed channels as it was the case in [24] . Besides, our results probably can explain the dependence of estimated thickness of unstirred layer on the type of dominant salt observed in [24] . The fitted thickness was larger for salts with lower diffusion coefficients, which would correspond to the dependence of Péclet number on the solute diffusion coefficient to the left from the maxima seen in Fig.3 . Additionally, the dependence of effective unstirred-layer thickness on the intrinsic solute rejection could also contribute because salts with lower diffusion coefficients had higher intrinsic rejections. Now we will use one of the CFD-generated probability-density distributions of local Sherwood number shown in Fig. 16 of [18, 25] . Notably, the largest Schmidt number in these simulations was 100, which is not representative of typical solutes in aqueous solutions (this low value of Schmidt number was probably used because of computational reasons; the realistic value is around 1000). Moreover, in this distribution there is a non-zero probability of Sherwood number is equal exactly to zero. Within the scope of our locally 1D model this rise to infinitely strong concentration polarization. Therefore, this point was discarded and the rest of distribution was rescaled to have all the probabilities to add up to 100%. Fig. 4 shows the effective unstirred-layer thickness (defined by Eq(11) scaled on the average one (defined by Eq(12) as a function of Péclet number defined with the average thickness. Qualitatively the results are similar to those obtained for the broader log-normal distribution (Fig.3c) . However, the deviations from unity are even more pronounced in this case. The reason is that the CFD-generated distribution is still broader primarily due to the existence of a range of quite small Sherwood numbers occurring with roughly equal probability density of around 0.5%. This shows that irrespective of the specific form of probability distribution function (if sufficiently broad) the concept of average unstirred-layer thickness becomes rather useless because it does not reflect the considerable dependence of overall concentration polarization on the intrinsic solute rejection, diffusion coefficient and trans-membrane volume flow. 
Conclusions
A number of CFD studies have demonstrated that there is a considerable distribution of extent of CP over the membrane surface especially in spacer-filled feed channels. Despite the up to an order of magnitude variability in the simulated local Sherwood number, the impact of this distribution on the observable rejections received little attention in the previous studies.
This study elucidates qualitative consequences of inhomogeneous CP by using a locally 1D description of CP and postulated probability distributions of unstirred-layer thickness over the membrane surface. The principal conclusions of our analysis are:
1. In the limiting case of weak CP averaging local unstirred-layer thickness produces correct results. On the contrary, averaging local Sherwood number (inversely proportional to the unstirred-layer thickness) is incorrect even in this limiting case. 2. At moderate to strong CP, the whole description in terms of a single value of Nernst-layer thickness fails because the effective unstirred-layer thickness turns out a noticeable function of intrinsic rejection, trans-membrane volume flow and solute diffusion coefficient. 3. Disregarding the CP distribution under-estimates the CP of strongly positivelyrejected solutes and over-estimates the CP for the negatively-rejected ones; the difference in the effective unstirred-layer thicknesses calculated for such solutes can be several times. 4. Inhomogeneous CP complicates considerably the task of obtaining reliable information on the membrane transport properties from experimental data. Therefore, in membrane-testing devices it is desirable to reduce this inhomogeneity to a minimum.
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