Memory Reduction of Stateful Network Traffic Processing by Hlaváček, Martin
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
 
 
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ 
ÚSTAV POČÍTAČOVÝCH SYSTÉMŮ 
FACULTY OF INFORMATION TECHNOLOGY 






SNÍŽENÍ PAMĚŤOVÉ NÁROČNOSTI STAVOVÉHO 














VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 






FAKULTA INFORMAČNÍCH TECHNOLOGIÍ 
ÚSTAV POČÍTAČOVÝCH SYSTÉMŮ 
FACULTY OF INFORMATION TECHNOLOGY 






SNÍŽENÍ PAMĚŤOVÉ NÁROČNOSTI STAVOVÉHO 
ZPRACOVÁNÍ SÍŤOVÉHO PROVOZU 




AUTOR PRÁCE    Bc. MARTIN HLAVÁČEK 
AUTHOR 
 
VEDOUCÍ PRÁCE   Ing. JAN KOŘENEK, PhD 
SUPERVISOR 
 
BRNO 2012  
  
 Abstrakt 
Diplomová práce se zabývá problematikou paměťové náročnosti u stavového zpracování síťového 
provozu. Od řešení se očekává prozkoumat nové možnosti úspory paměti při takovém zpracování. 
V úvodu práce je popsána motivace a důvody, proč je nutné hledat řešení pro snížení paměťové 
náročnosti u síťového zpracování. Následuje teoretický rozbor technologie NetFlow a dvou metod, 
které jsou použitelné pro kódování a kompresi síťového toku – Counter Braids a DenStream. Další 
fáze se věnuje návrhu a implementaci řešení, které obsahuje aplikaci těchto dvou metod na NetFlow 
zpracování. V poslední části práce je experimentováno s implementovaným řešením a jeho interakcí 
s reálnými daty. Nakonec jsou shrnuty všechny důležité parametry vstupující do zpracování a 





This master thesis deals with the problems of memory reduction in the stateful network traffic 
processing. Its goal is to explore new possibilities of memory reduction during network processing. 
As an introduction this thesis provides motivation and reasons for need to search new method for the 
memory reduction. In the following part there are theoretical analyses of NetFlow technology and 
two basic methods which can in principle reduce memory demands of stateful processing. Later on, 
there is described the design and implementation of solution which contains the application of these 
two methods to NetFlow architecture. The final part of this work summarizes the main properties of 
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Počítačové sítě představují v moderní době základní stavební prvek většiny výpočetních 
systémů. Jistým způsobem zajištují komunikaci mezi jednotlivými uzly, a tak umožnují používat 
zdroje, které mohou být i tisíce kilometrů vzdálené. V současnosti existuje v síťových komunikacích 
trend, kdy se sítě orientují na služby. Proto, jestliže požadujeme vyšší úroveň služeb (spolehlivost, 
dostupnost, atd.), musíme tímto směrem zvyšovat i úroveň sítí.  
Jednou z důležitých činností spojenou se síťovou komunikací je měření a sledování, bez 
kterých není možné zajistit její bezpečnost ani navrhovat optimalizace. Administrátoři potřebují mít k 
dispozici informace o datových tocích, které v síti probíhají. K získání takových informací lze 
úspěšně využít ověřenou technologii NetFlow od společnosti Cisco. Je potřeba si uvědomit, že 
některé aplikace vyžadují přesné měření NetFlow toků, zatímco u jiných postačují přibližné 
informace. Například u modelování sítě nebo detekce útoku na síť není potřeba znát všechny 
komunikace mezi uzly, a tak provádět kompletní analýzu všech síťových toků. S rozvojem služeb, 
pro jejichž provoz je nutná síť, roste i množství a rychlost síťové komunikace. Tímto způsobem 
rostou i požadavky na síťová zařízení, která zpracovávají NetFlow toky v reálném čase. Taková 
zařízení potřebují ke své funkčnosti rychlé cache paměti, kde cena za jednotku k uložení informace je 
několikanásobně vyšší než u standardních RAM modulů. Proto se nabízí myšlenka upravit zpracování 
síťových toků tak, aby došlo ke snížení paměťové náročnosti, tedy snížení využití pamětí cache při 
zpracování, které jsou velmi drahé a jejich výroba je velmi náročná.  
Základní jednotka při zpracování síťového provozu, kterou je tok, se skládá ze dvou 
základních částí. Specifických klíčů, které jej jednoznačně identifikují a několika statistik, díky nimž 
je možné provádět analýzu provozu. V případě první části může být do jisté míry zajímavé využít 
princip ztrátové komprese, kdy v některých případech není nutné zpracovávat všechny informace o 
klíčích, a tím dosáhnout značné úspory paměti. Pak je však důležité vždy stanovit účel analýzy a 
důkladně otestovat vliv míry ztráty informace na výsledek. Jako perspektivní se jeví metoda 
shlukování u jednotlivých klíčů toku, přičemž by mohlo být využito abstrakce podobných vlastností 
v jednu entitu, která využívá méně paměti. V případě druhé části toku týkající se statistických 
proměnných, jejichž základním stavebním prvkem je čítač, se jeví jako perspektivní metoda Counter 
Braids, která poskytuje algoritmy na jejich specifické zakódování s možností úspory paměťového 
prostoru. Skloubením těchto technik bychom měli dosáhnout celkového snížení paměťové náročnosti 
u stavového zpracování síťového provozu. 
V první kapitole je nutné uvést čtenáře do problematiky NetFlow a souvisejících technologií 
používaných v současné době pro zpracování síťového provozu. V následující kapitole je proveden 
teoretický rozbor algoritmů, na základě jejichž principu je možné dosáhnout samotného snížení 
paměťové náročnosti. Kapitola se soustředí zejména na metodu Counter Braids pro zakódování čítačů 
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a metodu DenStream, která poskytuje možnost shlukování dat na základě klíčů. Následující část práce 
se pak zabývá návrhem a implementací řešení, které obsahuje aplikaci metod na síťové zpracování 
pomocí technologie NetFlow. Tato část je důležitá proto, aby bylo vysvětleno, jakým způsobem je 
možné integrovat metody přímo do stávající architektury, zejména pak metodu shlukování. Neméně 
důležitá je také proto, abychom mohli ověřit snížení paměťové náročnosti v interakci s reálnými daty, 




1 Úvod do problematiky 
Základní metodou při analýze síťového prostředí za účelem vývoje aplikací, monitorování, 
prevence útoků, či tvorbě statistik je zpracování síťového provozu. Mezi dvěma komunikujícími uzly 
v počítačových sítích existuje síťový provoz, jehož stavební jednotkou jsou specifické struktury. Dle 
standardizovaného síťového modelu ISO/OSI lze pak tyto struktury identifikovat postupně podle 
vrstev abstrakce – přenesený bit, datový rámec, paket, síťový tok. Každá taková jednotka obsahuje 
postupně více informací, které se nabalují na sebe. Čím více se snažíme komunikaci po médiu 
zobecnit, tím složitější je takový provoz zpracovávat a řídit, jelikož v každé vyšší vrstvě je nutné 
používat i ty předchozí. Například zpracování síťových toků, které je na nejvyšší úrovni abstrakce 
v sobě obsahuje i velmi složité řízení TCP paketů, o které se v operačním systému stará tzv. TCP/IP 
stack.  Pro účely sledování chování uživatele v síti je nutné využít co nejvyšší abstrakce. Síťový tok je 
proto ideální způsob pro identifikaci takové komunikace. Příkladem technologie zpracovávající toky 
v síti je NetFlow od společnosti Cisco Systems, která bude v následující podkapitole částečně 
prezentována. V souvislosti se složitějším řízením a zpracováním je nutné poskytnout celému 
výpočetnímu sytému více prostředků. Jednou z nejvíce kritických oblastí u takového zpracování je 
paměť, jejíž rychlost částečně omezuje celý systém. Proto se v této práci budeme soustředit na snížení 
paměťové náročnosti u zpracování síťových toků. 
1.1 NetFlow 
NetFlow je síťový protokol vyvinutý společností Cisco Systems pro sběr informací týkajících se 
síťového provozu. Stal se standardem v IT průmyslu a je nezbytnou součástí práce každého 
administrátora, či firmy, která potřebuje monitorovat svoji síť. Získané informace je možné použít pro 
mnoho účelů, například: 
 Statistika přenesených dat a použitých protokolů - poskytovatel internetového připojení 
(ISP) může účtovat poplatky za množství dat, které uživatel přenesl. 
 Zjištění úzkého hrdla sítě. 
 Specifikace dominantních zdrojů v síti - možnost navýšení linky. 
 Modelování chování, či struktury sítě. 
 Detekce potencionálních útoků na objekty v síti. 
1.1.1 NetFlow architektura 
Základní jednotkou protokolu NetFlow je síťový tok, tzv. flow. Jeho definici můžeme nyní 
zjednodušit tak, že jeden tok představuje ukončenou komunikaci mezi dvěma prvky, identifikující se 
IP adresou, portem a protokolem [7]. 
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 Celý systém se pak skládá ze dvou prvků. Exportér analyzuje síťová data, z nichž sestavuje 
toky, které si uchovává v tzv. „flow cache“, tedy tabulce obsahující právě probíhající síťové 
komunikace, které se skládají ze dvou protisměrných toků. Jakmile komunikace skončí - paket 
obsahuje TCP FIN flag nebo záznam v tabulce expiruje, tok se stává úplným a je poslán druhému 
prvku, který se nazývá Kolektor [1]. 
 
1.1.2 NetFlow protokol 
Exportér a kolektor spolu komunikují pomocí protokolu NetFlow, který vznikl v několika verzích, 
avšak teprve verze číslo 5 se stala nejpoužívanější. Až do verze 9 byl protokol vyvíjen pouze 
společností Cisco. V současnosti existuje i nový  IETF standard - Internet Protocol Flow Information 
eXport (IPFIX), který vznikl rozšířením protokolu NetFlow v9. Tento krok umožnil i ostatním 
společnostem používat protokol IPFIX ve svých síťových zařízeních, a tak přestává být původní 
NetFlow protokol nadále natolik proprietární záležitostí [3, 4, 9]. 
 V této práci však budeme používat pouze protokol číslo 5, který je stále nejpoužívanější a pro 
účely práce plně dostačující. 
 NetFlow záznam obsahující informace o síťovém toku je tedy produkován Exportérem a 
následně poslán Kolektoru pomocí UDP, či SCTP protokolu. Následující tabulka na obrázku 1 pak 
specifikuje obsah záznamu toku protokolu NetFlow verze číslo 5 [3, 5, 6]. 
 
 
Bajty Obsah   
8 Zdrojová a cílová IP adresa KLÍČ
E 
4 Zdrojový a cílový port 
1 IP protokol 




8 Čas začátku a konce IP toku 
4 Počet paketů obsahující tok 
4 Celkový počet přenesených bajtů 
1 Typ služby - ToS 
1 Množina flagů u TCP toků 
3 IP adresa příštího skoku u směrování 
2 Maska zdrojové a cílové IP adresy 
 





Původní záměr Cisca byl použít NetFlow technologii pouze v rámci svých síťových prvků. Tedy 
exportér má být přímo samotný směrovač, či přepínač v síti, který bude provoz analyzovat. Ačkoliv 
se tento přístup jeví logicky, mnohdy se v dnešní době neaplikuje. Jeden z důvodů je, že samotná 
analýza pro NetFlow vyžaduje další systémové prostředky, které je vhodnější využít pro směrování. 
V moderní době vznikají tzv. NetFlow sondy, které se připojují do sítě, či přímo do směrovače, a tak 
zastávají funkci exportéra. Vlastní připojení do linky je možné realizovat pomocí mirror portu 
směrovače či přepínače, nebo přímým vložením do linky s pomocí externího či vestavěného Ethernet 
rozbočovače (TAPu). Hlavní předností sondy je její schopnost zaznamenat v reálném čase každý 
paket, a to i na linkách s vyšší propustností. Sondy jsou navíc zařízení neviditelná na L2 i L3 vrstvě a 
na rozdíl od směrovačů s podporou NetFlow tak nejsou pravděpodobným cílem útoků. Příkladem 
takového zařízení může být v dnešní době sonda FlowMon od společnosti INVEA-TECH [2]. 
Následující dva obrázky (2 a 3) ukazují rozdíl architektury sítě při použití NetFlow sondy.  
 
 





Obrázek 3 - NetFlow komunikace s použitím sondy 
 
1.1.4 Kolektor 
NetFlow kolektor je zařízení, jehož primárním účelem je sběr NetFlow záznamů od exportéru. 
Zařízení naslouchá na dohodnutém portu – typicky 2055, 9555, nebo 9995 [1]. Jednotlivé záznamy, 
tj. toky pak ukládá lokálně na souborový systém ve specifickém formátu nebo do databáze v podobě 
speciálních tabulek. V případě rozsáhlých sítí se jedná o ohromné množství dat, a tak v této fázi 
NetFlow  je možné získané informace komprimovat, čímž lze výrazně snížit paměťovou náročnost 
tohoto procesu. Jelikož jsou data na disku umístěny v podstatě v textovém formátu, kde se vyskytují 
často stejné znaky, je možné provádět standardní kompresi pomocí technologií jako například Bzip2 
[10]. Ze získaných dat poté může konečný uživatel provádět libovolné analýzy a tak dle svých potřeb 
učinit další kroky spojené s administrací sítě. 
 Existuje velké množství aplikačních serverů, které zastávají funkci kolektoru včetně produktů 
společnosti Cisco. Mezi nejznámější komerční aplikace patří Cisco NetFlow Collector, Caligare, IBM 
Aurora, Solarwinds [11, 12, 13, 27]. Jako freeware řešení je pak možné použít například Flow-tools, 
Flowd, NTOP, či IPFlow [1, 14, 15].  Obrázek 4 ilustruje použití programu NetFlow Analyzer 4 pro 





Obrázek 4 - Příklad analýzy NetFlow dat pomocí programu NetFlow Analyzer (převzato z [1]) 
 
1.1.5 Paměťová náročnost NetFlow 
Technologie NetFlow se tedy skládá ze dvou základních prvků – exportér a kolektor. Každý tento 
prvek pak představuje místo, kde je nutné uchovat velké množství dat za jednotku času, a tak se stává 
paměťově náročné.  
V případě kolektoru se uchovávají exportované konečné toky, které jsou připraveny 
k analýze. Analýzu většinou není nutné provádět přímo v reálném čase zpracování síťového toku, a 
tak je možné data ukládat na uložiště s větší kapacitou a vyšší dobou přístupu – jako například pevný 
disk. U rozsáhlých sítí se však jedná o ohromné množství dat, a proto je potřeba se snažit i v tomto 
místě snížit paměťovou náročnost. Jelikož není nutné s daty manipulovat v reálném čase, je možné 
použít kompresi dat tak, jak to bylo zmíněno v předchozí podkapitole. 
 U NetFlow exportéru je situace poměrně odlišná. Jeho základní funkcí je zpracovávat síťový 
provoz v reálném čase. Jakmile je tok ukončen či expirován je ihned odeslán kolektoru. Kritickým, 
tedy paměťově náročným místem této fáze je struktura obsahující informace o právě zpracovávaných 
tocích, tzv. „flow cache“ tabulka. Na obrázku 5 je možné vidět architekturu tabulky u Cisco 
směrovače. 
 
NetFlow cache table 
SrcIf SrcIPadd DstIf DstIPadd Pro TOS Fl. Pkts SPrt Msk SAs DPrt Msk DAs NextHop Bts/Pkt Active Idl 
Fa1/0 173.100.21.2 Fa0/0 10.0.227.12 11 80 10 11000 162 24 5 163 24 15 10.0.23.2 1528 1745 4 
Fa1/0 173.100.3.2 Fa0/0 10.0.227.12 6 40 0 2941 15 26 196 15 24 15 10.0.23.2 740 41,5 1 
Fa1/0 173.100.20.2 Fa0/0 10.0.227.12 11 80 10 21901 161 30 180 10 24 15 10.0.23.2 1428 1146 3 
Fa1/0 173.100.1.2 Fa0/0 10.0.227.12 6 40 0 1234 19 24 180 19 24 15 10.0.23.2 1040 24,5 2 
Fa1/0 173.10.21.2 Fa0/0 10.0.227.12 5 40 0 20 20 24 180 40 24 15 10.0.23.2 653 90 14 
Obrázek 5 - Příklad tabulky toků u NetFlow technologie směrovače Cisco 
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U rozsáhlých sítí, jako například páteřní síť datového centra nebo poskytovatele 
internetového připojení, může tato tabulka obsahovat v jednom okamžiku až několik stovek tisíc 
záznamů. Rozhodujícím faktorem ovlivňujícím výkon NetFlow exportéru je tedy nepochybně 
velikost sítě, tj. počet uzlů komunikujících po této lince a propustnost. Aby exportér poskytoval 
dostatečný výkon, je nutné tuto strukturu implementovat v paměti s velmi nízkou dobou přístupu, 
proto často nejvhodnější jsou tzv. cache paměti. U těchto technologií je důležité jakým způsobem se 
využije každý bajt, jelikož velikost těchto pamětí je několikanásobně nižší a cena za 1 bajt je velmi 
vysoká. 
Typicky existuje několik pravidel pro expiraci toků, které jsou hierarchicky upořádané a 
kontrolují se cca každou 1 sekundu: 
1) Tok expiruje pokud je tok ukončen nebo resetován (příznaky TCP FIN nebo RST). 
2) Expirace jestliže je tabulka plná. Expirují nejstarší toky. 
3) Expirace pasivního časovače (okolo 15-30 sekund). Tzn., že tok nebyl již 15 sekund 
aktualizován. 
4) Expirace aktivního časovače (okolo 15-30 minut). Expirace i přes to, že je tok stále 
aktivní. 
 
Jelikož kritická oblast při zpracování síťového provozu pomocí technologie NetFlow je právě 
tabulka obsahující informace o síťových tocích, budeme se v dalších kapitolách zabývat její 




Pro možnosti implementace a testování pozdějšího návrhu bylo nutné vybrat technologii, se kterou 
bude možné porovnat snížení paměťové náročnosti zpracování síťového provozu. Pro tyto účely byla 
vybrána utilita Fprobe, která představuje prvek NetFlow exportér ve formě sondy pro standardní 
počítačové stanice či servery. Pro potřeby této práce a usnadnění testování je toto řešení ideální a v 
případě budoucího použití by neměl být problém implementovat řešení do hardwarových sond, jako 
je například FlowMon.  
Fprobe [21] byla vytvořena v jazyce C pod GNU – General Public Licence a jejím autorem je 
Slava Astashonok. Utilita je implementována pomocí knihovny libpcap, která umožňuje jednoduše a 
efektivně ve vlastních programech zachytávat síťovou komunikaci. Mnoho dalších programů je taktéž 
založeno na této knihovně – například TcpDump, WireShark, Snort atd. Tak jako samotná sonda 
Fprobe, tak i knihovna libpcap bývají standardním vybavením unixových operačních systémů, 
respektive je možné je následně do systému doinstalovat z připravených balíčků. 
 
1.2.1 Implementace 
Nejdůležitější součást NetFlow sondy Fprobe, které se budeme v této práci věnovat, je paměťová 
struktura uchovávající toky v průběhu zpracování. To, čemu obecně v hardwarových zařízení říkáme 
„NetFlow cache table“ je v této sondě implementováno jako hashovací tabulka, jejíž prvky jsou 
seznamy ukazatelů toků tvořených strukturou Flow. Struktura Flow obsahuje všechny důležité 
informace, které identifikují síťový tok tak, jak to specifikuje protokol NetFlow ve verzi 1, 5, 7 a 8. 
Součástí je i ukazatel na sebe samu, díky němuž je implementován princip jednostranného seznamu 
na úrovni jedné položky hashovací tabulky. Pro manipulaci s pamětí byl vytvořen modul mem.c, který 
obsahuje funkce pro alokaci, dealokaci a počáteční inicializaci. Pro každý nový příchozí tok je 
pomocí funkce mem_alloc() dynamicky alokována nová paměť.  
Celkové zpracování je v sondě implementováno pomocí čtyř vláken, které plní specifické 
role. Jejich řízení je realizováno několika mutexy a podmínkami, které zajišťují vzájemné vyloučení 
při práci s tabulkou. První vlákno pcap_thread zpracovává příchozí pakety, které následně ukládá do 
kruhové fronty ve formě nezpracovaného toku se strukturou Flow. Jakmile je nastavena podmínka 
signalizující neprázdnou frontu, následující vlákno unpending_thread ji zpracuje. V případě, že se 
jedná již o existující tok, přiřadí jej na odpovídající místo v hashovací tabulce. Jestliže tok dosud 
neexistuje, alokuje pro něj novou paměť a vytvoří nový odpovídající záznam v tabulce. Vlákno 
scan_thread pak v pravidelných intervalech kontroluje, zdali nedošlo k expiraci toku v tabulce a 




2 Teoretický rozbor algoritmů 
V této kapitole provedeme analýzu algoritmů, na základě kterých bude možné později postavit návrh 
celého řešení. Každý z nich přináší nový návrh, se kterým je možné snížit paměťovou náročnost 
zpracování dat. Counter Braids se zabývá úpravou čítačů, které je nutné udržovat a aktualizovat 
v systému při většině výpočetních procesů. Další metoda se pak zabývá způsobem, jakým je možné 
využít použití tzv. klastrů (shluků) při zpracování dat za účelem snížení paměťové náročnosti. 
2.1 Counter Braids 
V dnešní době je potřeba provádět analýzu rozsáhlých sítí z několika důvodů – například pro účtování 
služeb nebo odvrácení potencionální bezpečnostní hrozby. Tato analýza je v podstatě měření, které se 
skládá z počítání velikosti logických struktur. Taková logická struktura se pak nazývá síťový tok, což 
je posloupnost paketů, která splňuje jistý soubor pravidel. U měření je nutné k aktualizaci počtu 
paketů v toku využívat čítače a technika Counter Braids dokáže tento princip jistým způsobem 
optimalizovat, tak aby došlo k snížení paměťové náročnosti. 
 Hlavním přínosem Counter Braids je architektura čítačů v paměti SRAM s následujícími 
vlastnostmi[16, 17]: 
 
 Čítač síťových toků, který používá malé množství (např. 3) hash funkcí. 
 Inkrementální komprese toku, tak jak postupně přicházejí pakety. Každý paket prochází jen 
malým množstvím čítačů. 
 Algoritmus musí být asymptoticky optimální, tj. musí mít asymptotický kompresní poměr. 
 Komplexnost – ve smyslu, že zpráva, která projde dekódovacím algoritmem je obnovena 
s původní velikostí s nulovou chybou. 
 Zasílání zpráv v algoritmu je průhledné a umožňuje volbu parametrů pro rozličné HW 
architektury. 
 
Counter Braids je hierarchie čítačů, které jsou vzájemně za sebou v grafu propleteny tak, aby 






Obrázek 6 - Naivní, původní architektura čítačů (převzato z [17]) 
 
Na obrázku 6 si můžete všimnout klasické architektury čítačů v případě zpracování pěti toků dat. 
V takovém systému je nutné udržovat čítač pro každý tok, a to i přes to, že v případě prvních čtyř 
toků je nutné uchovat pouze velmi nízké hodnoty. Na následujícím obrázku je možné vidět 
architekturu Counter Braids (counter = čítač, braid = copánek). Můžeme sledovat čítače jednotlivých 
toků dat, které se mezi sebou proplétají jako copánky, přičemž na reprezentaci nevyššího bitu stačí 
pouze jeden, který je sdílený s ostatními toky. Odhad původní hodnoty čítače každého toku pak může 
být dekódován pomocí hashovacích funkcí. Srovnání obrázků 6 a 7 ukazuje myšlenku úspory paměti 
pomocí CB při zpracování toků dat. 
 
 
Obrázek 7 - Architektura Counter Braids (převzato z [17]) 
 
Hlavními třemi požadavky k dosažení stanovených cílů architektury Counter Braids (dále jen CB) 
jsou tedy [17]: 
1. Zhuštění, či případná eliminace místa, které je použito pro pravidlo „pro každý tok 
jeden čítač“. 
2. Šetřit pamětí čítače a přírůstkově zvyšovat kompresi hodnot. 




Dle požadavků je k prvnímu bodu použito malé množství hashovacích funkcí, kterými se eliminuje 
potřeba používat pro každý tok jeden čítač. V rámci druhého bodu se čítače do sebe zapletou a 
nakonec se použije lineární algoritmus pro rekonstrukci původní velikosti toku pomocí výměny zpráv 
mezi vrstvami čítačů. 
 
 
Obrázek 8 - Komplexní řešení architektury CB (převzato z [17]) 
 
Na obrázku 8 je ukázána kompletní architektura řešení. Příchozí paket aktualizuje stav CB, který je 
implementován na čipu paměti typu SRAM, přičemž dochází ke kódování/kompresi dat, tedy hodnot 
udávajících velikost jednotlivých toků. Na konci kódování jsou data přesunuta do jednotky, která 
pracuje offline a na žádost provede rekonstrukci dat s výstupní strukturou <ID toku, velikost>. 
V následujících podkapitolách se podrobněji podíváme na architekturu CB na čipu, na způsob 
mapování toku na čítač, na kódování velikosti toků a nakonec na algoritmus pro rekonstrukci hodnot. 
 
2.1.1 Architektura Counter Braids 
Counter Braids je struktura, která se skládá z několika vrstev. Každá vrstva má určitý počet 
čítačů s určitým počtem bitů, které mohou reprezentovat určitý rozsah hodnot. Pokud je tento rozsah 
překročen, pak je využit čítač z další vrstvy.  
Na následujícím obrázku je možné vidět strukturu CB se dvěma vrstvami čítačů. Dle autorů 
architektury Counter Braids je v naprosté většině případů postačující právě 2 vrstvá struktura. 
Proměnné d1 a d2 udávají počet bitů čítače a proměnné m1 a m2 pak určují počet čítačů u dané vrstvy. 
V případě, že počet bitů u čítače v první vrstvě přeteče, začne se pomocí hashovacích funkcí mapovat 





Obrázek 9 - Struktura CB se dvěma vrstvami čítačů (převzato z [17]) 
 
V případě toků, kdy musíme udržovat hodnoty, které mohou narůstat, sledujeme pravidlo, že počet 
čítačů s obsazeným nejvýznamnějším bitem se rapidně snižuje. A tedy pro uchování stejné informace 
postačuje méně nevýznamnějších bitů, a s tím souvisejících čítačů. U CB jsou jednotlivé vrstvy mezi 
sebou specificky propleteny pomocí hashovacích funkcí, a tak jsou významnější bity čítačů sdíleny. 
Díky snižujícímu se počtu čítačů v každé následující vrstvě je možné dosáhnout snížení paměťového 
prostoru.  
  Obrázek 9 také ukazuje možné využití tzv. status bitů. Status bit je přídavný bit, který 
obsahuje každý čítač první vrstvy. Tento bit slouží jako indikace přetečení čítače a usnadňuje tak 
práci dekódovacího algoritmu, přičemž se může ušetřit další paměťový prostor snížením počtu čítačů 
v druhé vrstvě. 
2.1.2 Mapování toků na čítače 
U technologie CB se musejí mapovat toky na jednotlivé čítače a následně jednotlivé vrstvy mezi 
sebou. Pro oba případy je použito několika pseudonáhodných hashovacích funkcí, avšak způsob 
mapovaní mezi čítači a mezi čítači a toky je stejný. Na obrázku 9 jsou použity právě 2 hashovací 
funkce, které pro každý tok mapují čítač v rozsahu {0..m1-1}. Pro následující vrstvu jsou pak opět 
použity 2 funkce v rozsahu {0..m2-1}. Tímto způsobem nemusí být striktně dodrženo pravidlo, že 
každý tok potřebuje právě jeden čítač, neboť čítače jsou mezi různými toky sdíleny. Míra sdílení je 
ovlivněna počtem hashovacích funkcí. Počet hash funkcí (míra sdílení) by však neměl být vysoký, 
jelikož pro každý přicházející paket je nutné provést další výpočet, který by mohl naopak zpracování 




2.1.3 Algoritmus pro kódování velikosti toků 
Jestliže víme jaký je vztah mezi čítači a toky, případně mezi vrstvami čítačů, je nyní také nutné 
objasnit princip aktualizace čítačů v případě, že dorazí nový paket s daty. V předchozím příkladu 
jsme tedy zvolili počet hashovacích funkcí k = 2, počet vrstev l = 2. Na počátku je nutné inicializovat 
čítače všech vrstev na hodnotu 0. Následně, přijde-li nový paket, je nutné na základě indexů 
z hashovacích funkcí inkrementovat jeho čítače. V případě, že čítač přeteče, je nutné inkrementovat 
stejným způsobem druhou vrstvu. Na následujícím obrázku 10 je kompletní pseudokód algoritmu. 
 
2.1.4 Algoritmus pro rekonstrukci velikostí 
Poslední částí celé architektury Counter Braids je algoritmus pro rekonstrukci velikostí toků. Princip 
algoritmu spočívá ve výměně zpráv mezi jednotlivými uzly – čítači a toky. Probíhá několik iterací, 
přičemž v každé z nich se výsledek stává stále přesnějším. Pro vysvětlení uvažujme nyní pouze 
situaci, kdy je nutné rekonstruovat počet toků z první vrstvy čítačů. Na následujícím obrázku č. 11 
můžeme vidět graf, jehož uzly jsou toky i a čítače a. Hrany pak tvoří spojení mezi uzly, tak jak jsou 
toky i mapovány na čítače podle k hashovacích funkcí. Proměnná f značí velikost toku a proměnná c 
hodnotu čítače, přičemž platí [17]: 
    ∑   
    
  
 
Obrázek 10 - Algoritmus pro kódování a aktualizaci (převzato z [17]) 
1: Initialize 
2:  for layer l = 1 to 2 
3:   for counter i = 1 to m1 
4:    counters[l][i] = 0 
 
5: Update 
6:  Upon the arrival of a packet pkt 
7:   idx1 = hash-function1(pkt); 
8:   idx2 = hash-function2(pkt); 
9:   counters[1][idx1] = counter[1][idx1] + 1; 
10:   counters[1][idx2] = counter[1][idx2] + 1; 
11:   if counters[1][idx1] overflows, 
12:    Update second-layer counters (idx1); 
13:   if counters[1][idx2] overflows, 
14:    Update second-layer counters (idx2) 
 
15: Update second-layer counters (idx) 
16:  statusbit[1][idx] = 1; 
17:  idx3 = hash-function3(idx); 
18:  idx4 = hash-function4(idx); 
19:  counters[2][idx3] = counter[2][idx3] + 1; 
20:  counters[2][idx4] = counter[2][idx4] + 1; 
17 
 
kde    značí všechny toky, které jsou mapovány na čítač a. Řešením algoritmu je tedy na základě 
proměnné c vypočítat f pro každý datový tok. 
 
Obrázek 11 - Graf toků a čítačů (převzato z [17]) 
 
Obrázek 11 pak ilustruje graf toků a čítačů. Jestliže v grafu existuje hrana, pak v každé iteraci 
algoritmu je odeslána zpráva od toku směrem k čítači (značeno νia) a následně opačným směrem zpět 
(značeno μia). Pseudokód algoritmu je popsán v následujícím obrázku 12, kde první fází je 
inicializace, při které se nastaví proměnné νia a ca. Následující fáze provede T iterací vedoucí 
k poslední fázi, kde proběhne konečný odhad velikosti toku.  
 V případě struktury Counter Braids, která má více vrstev, jsou jednotlivé toky dekódovány 
rekurzivně od nejvyšší vrstvy směrem k tokům. U rekonstrukce druhé vrstvy se virtuálně vytvoří nová 
sada toků představujících čítače první vrstvy. V tomto bodě začíná hrát důležitou roli tzv. status bit. 
Jestliže čítač první vrstvy nepřetekl, není nutné s ním počítat při rekonstrukci druhé vrstvy, a tak pro 
něj vytvářet virtuální uzel. 
 
 Obrázek 12 - Pseudokód algoritmu pro rekonstrukci velikosti toků (převzato z [17]) 
1: Initialize 
2:  min = 1; (minimum flow size) 
3:  νia(0) = 0 ∀i and ∀a; 
4:  ca = a
th
 counter value 
 
5: Iterations 
6:  for iteration number t = 1 to T 
7: μ𝑎𝑖(𝑡)  𝑚𝑎𝑥  𝑐𝑎 −  ν𝑖𝑎(t − 1)𝑗≠𝑖   𝑚𝑖𝑛  
8: ν𝑖𝑎(t)   
𝑚𝑖𝑛𝑏≠𝑎μ𝑏𝑖(𝑡)  𝑖𝑓 𝑡 𝑖𝑠 𝑜𝑑𝑑
𝑚𝑎𝑥𝑏≠𝑎μ𝑏𝑖(𝑡) 𝑖𝑓 𝑡 𝑖𝑠 𝑒𝑣𝑒𝑛
 
 
9: Final Estimate 
10: f𝑖(𝑇)   
𝑚𝑖𝑛𝑎{μ𝑎𝑖(𝑇)}  𝑖𝑓 𝑇 𝑖𝑠 𝑜𝑑𝑑





2.2 Metoda shlukování 
V této kapitole provedeme analýzu metody pro shlukování dat na základě hustoty prvků. Shlukování 
je důležitá metoda při získávání informací z vyvíjejících se toků dat. Hlavní cíl shlukování je seskupit 
prvky se společnými charakteristikami do stejné třídy – nazvané shluk nebo též klastr. 
Zpracování NetFlow dat můžeme rozdělit na dvě části. První část je počítání statistik, tedy 
inkrementace čítačů u stejných záznamů. Tuto fázi by měla optimalizovat metoda CB, která byla již 
zmíněna. Druhá část záznamu (klíč) je statická po celou dobu existence toku, avšak zabírá více než 
polovinu samotného záznamu. Proto je vhodné se pokusit snížit paměťové nároky i této části, 
například metodou shlukování. 
Uvažujme příklad sledování chování uživatele pracujícího na síti LAN (nebo WAN) pomocí 
toků dat, které produkuje. V případě NetFlow technologie zaznamenáváme jeho každý čin/pohyb ve 
smyslu jednotlivých toků, kterých může být z hlediska dlouhodobé analýzy velmi mnoho. Jestliže se 
však budeme chtít soustředit na konkrétnější vlastnost, například pohyb uživatele v síti na základě 
geografického rozložení uzlů, můžeme na základě této vlastnosti uplatnit metodu shlukování. 
Všechny toky s touto vlastností budou soustředěny pouze do jednoho klastru, přičemž dojde 
ke znatelnému snížení paměťového prostoru potřebného pro analýzu takového chování. 
 U metody shlukování, která pracuje na základě hustoty prvků v rozvíjejícím se datovém toku, 
jsou důležité následující tři požadavky, které zároveň názorně popisují celý systém [18]: 
1) Neomezený počet klastrů. Jelikož systém pracuje v reálném čase a nedá se přesně odhadnout 
chování uživatele, je nutné dle stanovených parametrů mít možnost vytvořit libovolný počet 
klastrů. 
2) Libovolný tvar klastrů. Například u sledování sítě je obvykle rozložení jednotlivých prvků 
představujících připojení uživatele k uzlu různého tvaru. 
3) Schopnost zahrnout do systému (klastru) odlehlé hodnoty, které jsou často produkovány kvůli 
vlivům různých nežádoucích faktorů (dočasné selhání senzoru, výpadek síťového uzlu, 
elektromagnetické rušení, atd.). 
 
2.2.1 DenStream  
DenStream [19] je jednou z metod pro tvorbu klastrů s libovolným tvarem nad vyvíjejícím se 
datovým tokem. Jejím hlavní stavebním prvkem je tzv. core-micro-cluster, který sdružuje shluky dat 
s podobnými vlastnostmi, které se identifikují pomocí proměnných. Při zpracování aktuálního toku 
dat používá strategii, která umožňuje zvětšování aktuálních klastrů podobnými hodnotami, a zároveň  




V případě analýzy datového toku bereme v úvahu data, která se mění s postupem času, čili 
každou další časovou jednotku dostáváme nová data. Na tomto principu v podstatě existují 2 varianty 
pohledu na jejich zpracování. Buď je možné analyzovat veškerá data se stejnou váhou, tedy starší 
data jsou hodnocena stejně jako nová. Nebo datům přiřazovat takovou váhu, které závisí na jejich 
stáří. Tento přístup by mohl mít uplatnění například u prevence před síťovými útoky, kdy je nutné v 
určitém krátkém časovém intervalu identifikovat bezpečnostní hrozbu. U metody DenStream existuje 
exponenciální funkce pro určení takové váhy s parametrem λ, který určuje, do jaké míry se budou 
brát v potaz starší data. Čím vyšší bude hodnota λ, tím méně důležité budou starší hodnoty: 
 
 ( )        ,  
kde t je čas a λ > 0 dle [19]. 
2.2.1.1 Architektura 
Metoda DenStream, kterou navrhli autoři Cao, Ester, Qian a Zhou, se skládá ze dvou základních 
částí. První z nich je algoritmus pro zařazení jednotlivých postupně jdoucích hodnot do core-micro 
klastrů s potlačením odlehlých hodnot, které by v toku dat neměly nést důležitou informaci. Na 
následujícím obrázku 13 jsou naznačena data (levá část), která jsou reprezentována core-micro klastry 
(pravá část). Skupina takových kružnicových struktur pak tvoří jeden objekt, tedy dle ilustrace dva 
konečné klastry. Každý takový objekt lze pak na vyžádání generovat druhým algoritmem metody. 
 
 
Obrázek 13 - Reprezentace dat pomocí core-micro klastrů (převzato z [19]) 
 
Core-micro klastr je definován v čase t jako skupina sousedících bodů s podobnou časovou známkou, 
váhou w ≥ μ, středem c a poloměrem r ≤ ε, kde μ značí počet bodů v okolí ε. Klastry s libovolným 
tvarem jsou tedy určeny množinou core-micro klastrů.  
 Tak jak se datový tok v reálném čase stále vyvíjí, tak se i výrazně mění počet a obsah core-
micro klastrů. Velmi často může docházet k záměně bodů odlehlých a tvořících klastr. Proto metoda 
DenStream představuje další struktury: p-micro klastry a o-micro klastry. Jakýkoliv nový příchozí 
bod z toku je zařazen do jedné z těchto struktur a rozdíl mezi nimi je pouze v tom, že první 
(potencionální klastr) obsahuje body s váhou w ≥ βμ a druhá struktura (odlehlý klastr) obsahuje body 
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s váhou w < βμ, kde β je další vstupní parametr, udávající práh citlivosti. V okamžiku vytváření 
výsledných objektů se potencionální klastry stávají automaticky core-micro klastry. 
 Jak již bylo naznačeno, do celého procesu vstupuje bezpodmínečně několik volitelných 
parametrů, které je třeba nastavit tak, aby co nejvíce vyhovovaly analyzovaným datům. Jedná se tedy 
o proměnné: 
1) λ – míra hodnocení starších dat v toku 
2) ε – velikost zkoumaného okolí bodu  
3) μ – průměrný počet bodů v okolí ε 
4) β – práh citlivosti mezi potencionálním a odlehlým klastrem 
 
2.2.1.2 Algoritmus vytváření core-micro klastrů 
Algortimus pro vytváření core-micro klastrů pracuje v reálném čase, přičemž musí udržovat dvě 
skupiny klastrů – potencionální (cp) a odlehlé (co). Všechny odlehlé klastry (co) jsou udržovány v jiné 
vlastní paměti, kterou autoři pojmenovali outlier-buffer.  
Na následujícím obrázku je zobrazen pseudokód algoritmu, který zařazuje nově příchozí body 
do potencionálních, či odlehlých klastrů. Nejprve se pokusí přiřadit bod k nejbližšímu 
potencionálnímu klastru (cp), který obsahuje podobné sousedy, jestliže je však jeho poloměr příliš 
veliký, tedy je příliš vzdálen od nějakého potencionálního klastru, zkusí jej přiřadit do odlehlého. 
Jestliže i vzdálenost od existujícího odlehlého klastru je příliš velká, vytvoří nový odlehlý klastr, 
který bude tento bod obsahovat. 
 
V další fázi se v pravidelných intervalech Tp kontroluje stav všech struktur. Jestliže 
potencionální klastr cp neabsorbuje žádné nové příchozí body, jeho celková váha se začne významně 
redukovat. Pokud pak překročí hranici  βμ, stane se odlehlým klastrem co a je možné jej odstranit 
1: Try to merge p into its nearest p-micro-cluster cp; 
2: if rp (the new radius of cp) ≤ ε then 
3:  Merge p into cp; 
4: else 
5:  Try to merge p into its nearest o-micro-cluster co; 
6:  if ro (the new radius of co) ≤ ε then 
7:   Merge p into co; 
8:   if w (the new weight of co) > βμ then 
9:  Remove co from outlier-buffer and create a 
new p-micro-cluster by co; 
10:   end if 
11:  else 
12:   Create a new o-micro-cluster by p and insert it 
into the outlier-buffer; 
13:  end if 
14:end if 
Obrázek 14 - Algoritmus pro vytváření core-micro klastrů (převzato z [19]) 
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z paměti. Na základě stejného principu jsou kontrolovány i odlehlé klastry, které se mohou stát 
potencionálními, zároveň však mohou být i odstraněny, pokud se jejich celková váha sníží pod 
hodnotu  .  
Obrázek 15 pak představuje pseudokód celého algoritmu DenStream, jehož součástí je i 
možnost generovat konečné shluky dat z core-micro klastrů na základě požadavku. 
 
  
2.2.1.3 Algoritmus rozpoznání konečných klastrů  
Předchozí část metody tvoří reprezentaci datového toku ve formě core-micro klastrů v reálném čase. 
Následující, poslední pak funguje pouze v případě požadavku na realizaci konečných klastrů. Tato 
fáze metody DenStream vytvoří jeden konečný ucelený objekt, který sestává z několika podobných 
sousedících core-micro klastrů. K tomuto účelu je využita varianta algoritmu DBSCAN[22] se dvěma 
vstupními parametry – ε a μ. Konečný klastr je tvořen všemi dvojicemi sousedících micro klastrů cp a 
cq takových, že vzdálenost jejich středů není větší než dvojnásobek hodnoty ε, která označuje 
maximální možný poloměr. V takovém případě se tedy micro klastry nemusejí ani protínat, ale 
jestliže budou dostatečně blízko sebe, budou tvořit finální celek.  
 Názorný příklad můžeme vidět na obrázku 16 – první klastr se skládá z micro klastrů cp, cq, 
cv a druhý klastr se skládá z cx, cy, cz. Vzdálenost středů micro klastrů cp a cq a zároveň cq a cv je 
menší než dvojnásobek hodnoty epsilon (rcp + rcq < 2*ε ), proto patří do stejného klastru. Naopak 
jelikož vzdálenost středů scx a scv je vetší než  2*ε, nemohou být cv a cx ve stejném. 
 







2: Get the next point p at current time t               
 from data stream DS; 
3: Merging(p); 
4: if (t mod Tp) = 0 then 
5:  for each p-micro-cluster cp do 
6:   if wp(the weight of cp) < βμ then 
7:    Delete cp; 
8:   end if 
9:  end for 
10: for each o-micro-cluster co do 







12:   if wo(the weight of co) < 𝜹 then 
13:    Delete co; 
14:   end if 
15: end for 
16:end if 
17:if a clustering request arrives then 
18:  Generating clusters; 
19:end if 




Obrázek 16 - názorný příklad tvoření konečných klastrů,  
rcp=4, rcq=4, rcv=3, rcx=4, rcy=3, rcz=3, ε = 6 
 
 Již bylo zmíněno, že do celého procesu vytváření klastrů vstupuje několik zásadních 
proměnných, které jednoznačně ovlivňují chování metody. Jestliže proměnná ε je příliš vysoká, 
projeví se to na citlivosti tvoření finálních objektů a malé klastry mohou splývat v jeden. Jestliže je 
hodnota ε příliš malá, vyžaduje také menší počet bodů na micro klastr. Takové nastavení pak může 
způsobit značný nárůst množství micro klastrů, a tím dochází k menší úspoře paměti potřebné pro 
uchování stejné informace.  Proto je velmi důležité parametry přizpůsobit vstupním datům, tak aby 
následné zpracování bylo co nejvíce produktivní. 
2.3 Další metody komprese  
V rámci snížení paměťové náročnosti stavového zpracování síťového provozu je možné použít 
mnoho dalších metod. Pokud mluvíme o kompresi, existují dva základní druhy – ztrátová a 
bezztrátová. Standardní kompresní metody jako Huffmanovo kódování, LZ77 nebo Deflate [8] 
představují možnost bezztrátové komprese založené na shodnosti jednotlivých bajtů klíčových 
struktur, kterými mohou být i celé síťové toky. Integrace těchto metod do architektury exportéru však 
může být značně komplikovaná a neefektivní, jelikož při reálném zpracování provozu je nutné stále 
s daty manipulovat, zejména pak v nich vyhledávat. Případná komprese a dekomprese datových 
struktur by pak velmi značně snížila výkonnost zařízení. Nicméně tyto metody jsou již úspěšně 
implementovány do kolektorů, u kterých je potřebná dekomprese jen v okamžiku nutnosti provedení 
analýzy. Této problematice se více věnuje práce o kompresi záznamů o IP tocích [23]. Účelem této 
práce je dosáhnout co nejvyšší paměťové úspory, které lze dosáhnout pouze ztrátovou kompresí. 
Jejím zástupcem je právě metoda shlukování, proto se následující části práce budou zabývat zejména 




3 Návrh řešení 
V první kapitole jsme se věnovali uvedení do problematiky stavového zpracování síťového provozu 
pomocí technologie NetFlow a dále byly představeny prostředky, které pomohou nové řešení 
prezentovat. Stávající implementace NetFlow sondy Fprobe nám umožní porovnat nové řešení 
s reálným. Následně bude žádoucí provést s novou implementací řešení několik druhů testů a 
experimentů, které by jednoznačně identifikovaly kýžený paměťový zisk. 
 V předchozí kapitole byla provedena analýza základních dvou algoritmů, které by měly 
přinést úsporu paměťového prostoru při zpracování toků. Záznam NetFlow toku se skládá ze dvou 
částí – pevných klíčů, které jednotlivé toky rozlišují (IP adresa, port, protokol) a statistik 
reprezentovaných čítači. Metoda Counter Braids se jeví jako vhodné řešení pro úsporu paměťového 
prostoru u čítačů. Zpracování síťového provozu ve formě NetFlow toků se vyznačuje specifickým 
chováním ovlivňujícím počet čítačů, nad kterým je celá metoda Counter Braids postavena. Při 
zpracování existuje velmi mnoho toků s malým počtem paketů, přičemž je kapacita čítačů využita 
pouze z malé části. Pouze několik toků pak využívá svým počtem paketů tuto kapacitu úplně. 
Specifické zapletení a sdílení čítačů pomocí metody Counter Braids využívá právě toto exponenciální 
rozdělení počtu paketů na u jednotlivých toků a dosahuje tak paměťové úspory. Toto řešení se zdá být 
ideální přímo pro hardwarovou implementaci, kde počítá spíše s danými počty bitů, které je možné 
obsadit, než u softwarové implementace, kde standardně používáme již připravené proměnné. Pokud 
budeme uvažovat reprezentaci čítačů v softwarové podobě u osobního PC například v podobě 
datového typu integer, jeho velikost bude v paměti většinou vždy 4 bajty. U osobního PC si toto 
můžeme dovolit, jelikož máme dostatek paměti RAM, avšak u takových zařízení jako sonda pro 
zpracování síťového toku je nutná rychlejší paměť na úkor velikosti. A tak si určitě nemůžeme 
dovolit jí plýtvat tím, že bude každý čítač velký 4B, přičemž většina místa bude nevyužita. Nicméně u 
i softwarové implementace jde simulovat přímo hardwarové prostředí, pokud budeme pracovat přímo 
na úrovni bitů.  
Vzhledem k tomu, že metoda pro zakódování čítačů Counter Braids byla vyvinuta právě pro 
práci s toky a je možné ji na zpracování přímo aplikovat, bude se následující práce věnovat spíše 
druhé části záznamu - zakódování klíčů pomocí metody shlukování. V síťové komunikaci se v jistých 
případech může ukázat, že potřeba uchovávat veškeré klíčové informace o datovém toku je zbytečná. 
Je zřejmé, že pokud předem neznáme účel analýzy, je nutné uchovat všechny dostupné informace. 
Avšak zaměříme-li se na některý specifický záměr u zpracování takový dat, je možné určité záznamy, 
či přímo toky potlačit. Například pokud bychom potřebovali analyzovat síť za účelem identifikace 
potencionální příchozí hrozby (útoku), postačí nám pouze informace o nezvyklém nárůstu dat 
z některých adres. K určení takového nárůstu není bezpodmínečně nutné zpracovávat všechny toky a 
jeho klíčové hodnoty. I když bychom zpracovali pouze každý druhý tok, intenzita by se znásobila a 
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zdrojové IP adresy by byly podezřelé. Právě podobný přístup by měla poskytnout druhá metoda, která 
se zabývá shlukováním, kdy za určitou ztrátu informace získáme potřebný paměťový prostor, přičemž 
dosáhneme stejného záměru. 
Při kompresi budou tedy středem zájmu jednotlivé klíče toků. NetFlow tok v sobě obsahuje 
několik klíčů, které jej jednoznačně identifikují - zdrojová a cílová IP adresa, zdrojový a cílový port, 
protokol využitý ke komunikaci. Na základě těchto informací se budou vytvářet v systému klastry, 
které budou obsahovat podobné klíče. Každá taková jednotka pak abstrahuje na základě vstupních 
parametrů několik toků v jeden, čímž dojde k úspoře paměťového prostoru. V souvislosti s aplikací 
metody shlukování bude také nutné upravit architekturu tabulky udržující aktuální toky v paměti. 
Z pohledu pozdější implementace to pak bude klíčová paměťová struktura, jíž se budou operace, 
které s ní souvisí přizpůsobovat.  
V této fázi do návrhu vstupuje důležitost nastavení parametrů metody shlukování. Vstupní 
parametry určují, jakým způsobem se budou tvořit klastry, respektive jaký budou mít tvar, který by 
měl jistou vypovídající hodnotu. Pakliže budeme pokračovat v příkladu detekce hrozby v síti, 
následující obrázek ilustruje možnosti vytvoření klastrů (1, 2, 3). Ilustrace pouze vyzdvihuje použití 
klíčů se zdrojovou a cílovou IP adresou, tedy v prostoru určeném pouze osami x a y. V případě, že 




Obrázek 17 – návrh řešení s využitím metody shlukování 
 
Na obrázku číslo 17 jsou patrné dvě možnosti vytvoření klastrů, které jsou ovlivněny vstupními 
parametry. V prvním případě vznikne červený klastr 1, který modeluje komunikaci všech zdrojových 
IP adres s podsítí VUT v Brně - tvar je ovlivněn hlavně parametry μ (ovlivňuje počet bodů na core-
micro klastr) a ε (ovlivňuje počet micro klastrů a jejich vzdálenost v konečném klastru). Pokud 
pozměníme tyto parametry, můžeme dosáhnout vyšší ztráty méně častých komunikací. Poté vzniknou 
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dva klastry (číslo 2 a 3). Klastr číslo 2 bude zřejmě dlouhodobě stabilní, avšak číslo 3 může vzniknout 
nečekaně, či postupně se zvětšovat a to může indikovat i hrozbu.  
V následující kapitole 4 pak bude nutné návrh s aplikací metody shlukování implementovat 
do programu a postupnými testy s reálnými daty řešení upravit tak, aby mohlo dojít ke smysluplnému 
využití. Klíčová fáze bude úprava tabulky udržující toky tak, abychom mohli vytvářet klastry podle 
zvolených klíčů, aniž bychom výrazně nabourali architekturu NetFlow. Další problematická část bude 
zvolení vstupních parametrů, které budou jednoznačně ovlivňovat snížení paměťové náročnosti, která 
může souviset i s výraznou ztrátou důležitých informací. 
Poslední kapitola bude obsahovat výsledky související se spojením implementovaného řešení 
s reálnými daty. Měly by být shrnuty možnosti budoucího použití řešení s konkrétními parametry.  
3.1 Stanovení a charakteristika testovacích dat 
Ještě před implementací řešení je vhodné předem přesně stanovit a částečně analyzovat testovací data, 
se kterými se bude pracovat. Nezbytnou součástí bude snaha identifikovat vzory, které se v datech 
opakují, či vlastnosti jednotlivých klíčů v rámci samotných NetFlow toků.  
 Tato práce se zabývá snížením paměťové náročnosti u zařízení zasazených do rozsáhlých sítí, 
které jsou schopné přepínat či zachytávat téměř celý komunikační proces dané organizace. Právě tyto 
okrajové „core“ switche většinou zastávají i funkci NetFlow exportéru. Tato data jsou v podstatě 
síťové pakety, které nesou určitou informaci, a nad nimiž je možné provádět další agregace ve smyslu 
analýzy komunikace. Pro testování však není vhodné pracovat s těmito pakety v reálném čase. Je tedy 
důležité vytvořit testovací množinu a uchovat ji s časovou známkou do neměnné struktury, se kterou 
bude možné dále manipulovat a provádět nad ní testovaní. Za tímto účelem umožňují tyto prvky 
provést tzv. „dump“ jejich komunikace do textového souboru. Jediná položka v souboru pak obsahuje 
základní a dostačující informace o jednom příchozím nebo odchozím paketu: 
 
Čas. razítko; Zdroj. IP; Cíl. IP; Zroj. port; Cíl. port; Protokol; Velikost 
 
Jelikož těmito zařízeními, která představují hlavní komunikační uzly, prochází denně 
obrovské množství dat, není snadné na testování vybrat dostatečně velký a pestrý vzorek. Za účelem 
této práce byly vybrány tři testovací vzorky dat. Každý ze vzorků obsahuje maximálně 15 minutový 
úsek komunikace, kdy velikost samotného záznamu dosahuje téměř 1 GB dat. První vzorek byl 
pořízen ze zařízení, které připojuje síť VUT do sítě CESNET, tedy prochází jím téměř veškerá 
komunikace kampusu s internetem. Další dva vzorky jsou veřejně dostupné od organizace MAWI 
(Measurement and Analysis on the WIDE Internet). Každý z nich je pořízen v jiném časovém 
okamžiku z tranzitní linky v Tokiu v Japonsku [24]. S ohledem na uchování toků u NetFlow 
exportéru, která je ovlivněna u těchto prvků pasivní expirací okolo 30 sekund, by měl být 15 
minutový vzorek pro tyto účely dostačující.  
26 
 
Následující tabulka na obrázku 18 pak poskytuje základní charakteristiku komunikačních 
vzorků, které budou využity při testování a implementaci řešení. U prvního vzorku je záznam 
komunikace kratší, nicméně i přesto má dostatečnou vypovídající hodnotu o datech, která byla 
zachycena pro účely této práce.  U vzorků číslo 2 a 3 si můžeme všimnout téměř dvojnásobného 
rozdílu počtu paketů za stejnou dobu komunikace. Počet toků pak udává počet síťových toků dle 
standardizace NetFlow, tedy jsou to sdružené pakety, které mají stejnou zdrojovou a cílovou IP 
adresu, stejný zdrojový a cílový port a s tím související protokol. V případě této položky jsou již 
vzorky 2 a 3 srovnatelné, což může naznačovat, že v průběhu získávání vzorku spolu komunikovalo 
přibližně stejné množství prvků, ale buď jinak dlouhý časový okamžik, nebo s jinou velikostí 
datových přenosů mezi nimi. To pak potvrzuje položka velikost, kdy celkový počet přenesených bytů 
při komunikaci je cca dvakrát větší. 
 
 
Testovací sada 1 2 3 
Organizace VUT Brno MAWI MAWI 
Datum a čas 2012-02-18 2009-03-30 2008-03-20 
Čas 15:00 5:00 14:00 
Délka [s] 108 902 903 
Počet paketů 5956799 19687327 11637755 
Počet toků 228461 1428208 1246463 
Počet IP adres 156935 554636 544028 
Velikost (payload) [MB] 6124 14111 6915 
Počet bitů za sekundu [Mbps] 454 125 61 
Počet paketů na tok 26 14 9 
 
Obrázek 18 - Charakteristika testovacich dat 
 
 Celkový poměr počtu paketů a NetFlow toků je taktéž velmi zajímavá a důležitá položka, 
která orientačně udává úsporu velikosti paměti u přepínače při nasazení technologie NetFlow. 
Například u vzorku číslo 1 je nutné v paměti za dobu 108 sekund udržet přibližně 26-krát méně 
položek než pokud bychom brali v úvahu každý paket. 
 Další zajímavou položkou v tabulce je počet IP adres. Tímto je myšleno počet unikátních 
dvojic tvořených zdrojovou a cílovou IP adresou v zaznamenané komunikaci. U prvního vzorku to 
pak znamená, že z téměř 70% je tok diferenciován pouze dvojicí klíčů – zdrojová a cílová IP adresa. 
Následující graf na obrázku 19 ukazuje zastoupení protokolů v síťové, transportní a aplikační 
vrstvě síťového referenčního modelu ISO/OSI. Jednoznačně poukazuje na převahu protokolu http na 





Obrázek 19 - rozklad protokolů u sady č. 2 (převzato z [24]) 
 
Expirace toků je velmi důležitou součástí architektury NetFlow a pro zařízení používající tuto 
technologii je nezbytná pro manipulaci s tabulkou toků a správu paměti. Jak již bylo zmíněno v první 
kapitole této práce, dochází k expiraci splněním jednou ze 4 základních podmínek -  naplnění tabulky, 
expirace či aktivního pasivního časovače a ukončením toku příznakem FIN nebo RST v paketu. 
Vezměme v úvahu například specifikaci jednoho ze zařízení, které umožnuje přepínat pakety na tak 
vytížených linkách jako je na VUT nebo v datovém centru mezinárodní organizace. Cisco Catalyst 
6500 [25] je modulární přepínač, který mimo jiné používá technologii NetFlow a umožňuje 
exportovat toky na přídavný kolektor v síti. Velikost jeho tabulky toků se pohybuje mezi 32 a 256 
tisíci položek, dle použitých karet a firmwaru. Limit pasivního expiračního časovače je standardně 15 
sekund a aktivního 30 minut. Pokud bychom zanedbali pasivní expiraci a předpokládali, že všechny 
toky jsou během naměřené komunikace aktivní, tak vzorky 2 a 3 přesahují maximální kapacitu 256 
tisíc položek v tabulce a nevlezly by se do ní při 15 minutové komunikaci. Cisco Catalyst 6500 je 
však v dnešní době jedno z nejvyspělejších zařízení, které se používá právě ve velkých datových 
centrech či univerzitních kampusech s vysokou komunikační aktivitou. V některých případech 
nasazení technologie NetFlow se používají specializované sondy, které nedisponují zdaleka takovými 
výpočetními prostředky, což velmi úzce souvisí i s jejich cenou. Některé programy nebo zařízení 
mohou být přizpůsobena přímo na nějaký účel aplikace technologie NetFlow, například pro detekci 
potencionálního útoku nebo účtování. Ve speciálních případech může být chápání expirace pak 
částečně nebo úplně odlišné. Vzhledem k úspoře výpočetních prostředků je někdy vhodné provádět 
expiraci úplnou v jistém časovém intervalu, který úzce spojen s povahou dat a prostředí, ve kterém se 
síťová komunikace analyzuje. Tedy expirace spočívá v úplném vyprázdnění tabulky toků, například 
každých 5 minut. U takového zpracování pak není nutné složitě procházet celou tabulku a exportovat 
jednotlivé toky po vypršení časovače při zpracování. Architektura některých zařízení, které s určitým 
účelem analyzují síťový provoz, se může zcela lišit od architektury NetFlow. Funkce exportéru a 
kolektoru mohou být spojeny do jednoho zařízení, které provádí zpracování síťových toků a zároveň 
samostatnou analýzu. V tomto případě se vyplatí expirovat vždy celou tabulku toků v daném časovém 
intervalu a poté provést analýzu dat nad ucelenou částí toků, které následně mohou být zahozeny.    





Testovací sada 1 2 3 
Délka [s] 100 100 100 
Počet paketů 5386155 2218153 1204156 
Počet toků 212140 171867 144248 
Počet IP adres 146831 84336 88635 
Velikost (payload) [MB] 5520 1659 693 
Počet bitů za sekundu [Mbps] 442 131 55 
Počet paketů na tok 25 13 8 
 
Obrázek 20 - Testovací data o délce 100s 
 
Z tabulky je nyní zřejmé, že při stejné délce komunikace projde linkou na VUT více než dvojnásobek 
paketů a více než dvojnásobek dat vzhledem ke vzorkům 2 a 3. U těchto vzorků se také se zvýšil 
poměr toků, které jsou rozlišeny pouze dvojicí zdrojová a cílová IP adresa, tedy se zanedbáním 
rozlišení dalších tří klíčů – zdrojový a cílový port a protokol.  
 V další části práce bude nutné přesunout teoretické úvahy do počítačové podoby.   
Následující kapitola bude popisovat tvorbu prototypové aplikace, která by měla implementovat 
jednotlivé metody s účelem snížit paměťovou náročnost u zpracování síťové komunikace tak, aby 
byla co nejvíce zachována architektura technologie NetFlow. Hlavní částí implementace bude 
aplikace metody shlukování, které bude nutné přizpůsobit nejen samotnou tabulku toků, ale také 
důležité operace nad ní.  
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4 Implementace řešení 
Tato kapitola se bude zabývat implementací navrhnutého řešení z předešlé fáze práce s ohledem na 
formu a povahu vstupních dat. Hlavním účelem je tedy integrovat a přizpůsobit shlukování klíčů 
s využitím metody DenStream do počítačové podoby, případně i s možností potencionálního 
pozdějšího nasazení přímo v sondě, která zpracovává data v reálném režimu a provádí export na 
„offline“ zařízení. Nejen právě proto byla dříve zmíněna NetFlow sonda Fprobe [20], která při 
implementaci sloužila částečně jako inspirace. Aplikace, která bude implementovat návrh řešení, 
bude koncipována jako prototyp spojující dva základní prvky NetFlow architektury. Za účelem této 
práce a zjednodušení analýzy řešení bude exportér a kolektor konsolidován do jednoho zařízení, které 
bude zpracovávat vstupní data a zároveň v daném časovém okamžiku poskytovat jednoduchou 
analýzu.  
Komprimace čítačů dle metody Counter Braids, které tvoří nezbytnou část celého procesu 
zpracování dat, nebude přímo v řešení implementována, jelikož samotná analýza řešení je přímo 
uvedena ve zdroji [17] a způsob využití je ryze povahy hardwarové implementace.  
 Nejprve budou odhaleny základní kroky a úvahy před samotnou implementací v podkapitole 
návrh. Poté budou postupně charakteristikovány jednotlivé klíčové součásti programu.  
4.1 Návrh implementace 
Při návrhu implementace je nutné nejprve stanovit ucelenou strukturu programu a poté identifikovat 
důležité části, které budou mít rozhodující podíl na celé funkčnosti. Struktura programu by měla být 
dána samotnou povahou algoritmu shlukování. Tedy nejprve musí existovat část, která bude 
zpracovávat vstupní data a podle specifického klíče vytvářet základní core-micro klastry. Tato část by 
měla představovat přímo aplikaci metody DenStream. Povaha vstupních dat již byla osvětlena 
v předchozí kapitole, přičemž tedy do systému budou vstupovat jednotlivé položky testovací sady 
reprezentující pakety zachycené síťové komunikace. Další součástí programu bude aplikace metody 
DBScan [21, 22] pro vytváření konečných klastrů. V poslední fázi by měl program poskytnout určitý 




Obrázek 21 - základní návrh implementace 
 
 
Obrázek 21 popisuje základní strukturu programu pomocí tří fází. Fáze číslo 1 - vytváření 
struktur core-micro klastr je klíčová a sama osobě má způsobit snížení paměťového prostoru nutného 
pro uchování toků. Zároveň musí mít stejnou nebo podobnou funkčnost jako vytváření toků u 
technologie NetFlow. To vede k další úvaze nad tím, jaké se budou používat datové struktury, do jaké 
míry bude muset být upravena tabulka toků, zdali bude nutné upravit strukturu základní jednotky, 
kterou je tok, či ji nahradit úplně jinou. Je tedy zřejmě, že bude zapotřebí metodu DenStream co 
nejvíce přizpůsobit podmínkám NetFlow toků tak, aby došlo ke snížení velikosti tabulky toků a 
zároveň nemuselo dojít k příliš drastickým změnám v ohledu k NetFlow architektuře. Fáze číslo 2 a 3 
bude imlementována zejména pro účely analýzy samotného řešení a nesouvisí s úsporou paměti. Obě 
funkcionality budou využívány pouze v případě, budeli to uživatel vyžadavat. Algoritmus DBScan 
vytváří z core-micro klastrů finální klastry, které svým tvarem mohou vyjadřovat specifické chování. 
Třetí fáze představuje možnost vizualizace jednotlivých klastrů v prostoru, což poskytuje nejen 
možnost kontroly správnosti implementace obou algoritmů, ale také možnost analyzovat jejich 
chování s reálnými daty. 
4.1.1 Definice klíčů 
Nejdůležitějším parametrem pro shlukování je klíč, stejně tak jako to u NetFlow toků. Klíč 
jednoznačně rozlišuje základní jednotky, které by ve stejné třídě měly být unikátní. Unikátnost toku je 
tedy tvořena základní pěticí – zdrojová a cílová IP adresa, zdrojový a cílový port a protokol. U 
shlukování je to podobné a je tedy nutné stanovit, co budou core-micro klastry obsahovat a podle 
čeho se budou vytvářet. V této situaci se nám nabízí základní dvě varianty. Buď je možné vytvářet 
jednotlivé klastry na základě shluků kombinací všech klíčů, nebo pouze na základě jednoho či dvou 
vybraných klíčů. Jako vhodnější pro aplikaci shlukování se jeví pár zdrojové a cílové IP adresy. 
Klastr představující dvě IP adresy, které jsou hned vedle sebe (například 89.250.111.2 a 
89.250.111.3) může mít stále stejnou vypovídající hodnotu, obě IP adresy mohou být totiž alokovány 
 
Vstupní data = pakety 
1. fáze – modifikovaný DenStream 2. fáze - DBScan 
3. fáze – analýza/vizualizace 




stejným subjektem, například útočníkem, kampusem nebo soukromou organizací. V případě portů je 
situace odlišná. Pokud bude jeden klastr tvořen sousedícími porty 21 (FTP) a 22 (SSH), pak jeho 
vypovídající hodnota bude velmi rozporuplná, jelikož každý z nich představuje úplně jiný typ 
komunikace. V implementaci budeme nejprve brát v úvahu pouze vytváření klastrů podle tohoto 
klíče. IP adresa verze 4 má velikost 32 bitů, tudíž dvojrozměrný prostor tvořený zdrojem a cílem má 
obsah 2
64, což je přibližně 18*1018.   
 S definicí klíče také úzce souvisí důležitý parametr ε, který jednoznačně identifikuje poloměr 
core-micro klastru a chování metody DenStream. Zároveň také určuje míru ztráty informace tím, že 
specifikuje, kolik sobě blízkých bodů v prostoru bude reprezentováno pouze jedním, tedy středem 
kružnice, která znázorňuje core-micro klastr. Při výběru konkrétních hodnot tohoto parametru 
připadají v úvahu spíše nižší hodnoty z intervalu 0 – 256. V případě hodnoty 0 by se mělo celé řešení 
chovat jako u standardní metody, a tedy by měl vzniknout stejný počet klastrů jako dvojic unikátních 
adres u NetFlow technologie. Hodnota 256 se nabízí jako identifikátor prvních tří oktetů v IP adrese, 
přičemž shluk bude obsahovat adresy se lišící v poslední třídě D ve verzi 4. Často se stává, že 
některým velkým organizacím jsou přiřazovány adresy úrovně C. Někteří poskytovatelé 
internetového spojení mohou dokonce operovat s vyššími jednotkami. V případě hodnoty 256 pak 
můžeme řešit tedy dvě situace: 
1) Vytvářet klastry podle absolutní vzdálenosti dvou bodů v prostoru daných dvojicemi -
zdrojová a cílová IP adresa. Tedy by se mohlo stát, že například dvojice IP adres 
89.13.12.4:200.2.2.6 by mohla být v jednom core-micro klastru s dvojicí 
89.13.11.250:200.2.2.6. 
2) Vytvářet klastry pouze podle dvojic, které mají stejné první tři oktety (první = zleva). 
V tomto případě by předchozí příklad tvořil dva různé klastry.  
4.1.2 Tabulka toků 
Tak zvaná „flow cache“ tabulka je datová struktura u exportéru, která udržuje veškeré NetFlow toky, 
které byly zpracovány z příchozí komunikace a nebyly dosud odeslány na kolektor. V teoretickém 
rozboru již bylo řečeno, že je to jedno z klíčových míst celé NetFlow technologie a má omezenou 
kapacitu. Je nutné, aby byla tato struktura implementována tak, aby s jednotlivými toky bylo možné 
jednoduše manipulovat. Jedna z nejdůležitějších operací nad tabulkou je vyhledávání, kdy v případě 
příchozího paketu je potřeba zjistit, zdali spadá do existujícího toku, či je nutné vytvořit nový. Na 
tomto principu musí fungovat i úvaha při její úpravě v rámci aplikace algoritmu DenStream.  
Na následujícím obrázku 22 je nastíněna struktura tabulky v NetFlow sondě Fprobe. Sonda 
používá hashovací tabulku o předem stanovené fixní velikosti N (defaultní hodnota je 256). Každá 
její položka pak obsahuje jednosměrně vázaný lineární seznam o libovolné velikosti M, který 







Tok 1 Tok 2 Tok 3 
Tok 1 Tok 2 
Tok 1 Tok M 
Obrázek 23 - struktura tabulky toků dle navržené implementace 
indexuje tabulku a poté začne lineárně procházet seznam. Jestliže nenalezne tok, do kterého jej může 
přiřadit, vytvoří na konci seznamu nový. 
 
Při aplikaci shlukování je nutné sdružovat položky podle klíče do jedné skupiny. Jestliže jsme 
se rozhodli, že budeme vytvářet klastry podle zdrojové a cílové IP adresy toku, pak datové struktury 
obsahující tuto informaci musejí být v tabulce unikátní. Obrázek 23 ilustruje návrh tabulky, kterou 
opět tvoří dva rozměry. Aby se dvojice IP adres v tabulce neopakovala, tvoří index první dimenze. 
 Každá položka pak obsahuje jednosměrně vázaný lineární seznam toků, avšak již bez IP adresy, tedy 
pouze se zdrojovým a cílovým portem, protokolem a dalšími informacemi. U řešení Fprobe stačilo 
pro první dimenzi relativně malé lineární pole s danou velikostí, které je možné indexovat přímo. 
V případě řešení s aplikací shlukování je návrh první dimenze více problematický. Nejen že pole 
musí umět dynamicky zvětšovat svoji velikost, ale také některé architektury nemusí dovolit indexovat 
přímo dvojicí IP adres, která představuje 64 bitové číslo. Pak by se první dimenze musela 
implementovat oboustranně vázaným lineárním seznamem nebo polem s jinou indexací. 
 
Tento návrh umožňuje dvojí snížení paměťového prostoru, přičemž stále udržuje informace 
potřebné k identifikaci a manipulace se základní jednotkou, kterou je síťový tok. Všimněme si, že 
jedna položka (řádek) tabulky stále představuje několik síťových toků, které jsou spojeny pouze 
stejnou dvojicí IP adres. V tomto místě dojde již ke snížení paměťového prostoru tím, že každý tok na 
jednom řádku nemusí obsahovat dvojici IP adres, tj. všechny toky na řádku mají společnou dvojici. 





Tok 1 Tok 2 Tok 3 
Tok 1 Tok 2 
Tok 1 Tok M 
Obrázek 22 - Struktura tabulky toků sondy Fprobe 
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jednotlivých dvojic IP adres podle parametru ε, a tak dojde za cenu jisté ztráty informace o další 
snížení paměťového prostoru. Core-micro klastr je poté jeden řádek, jehož střed v prostoru je určen 
dvojicí IP adres.  
Problematika návrhu tabulky velmi úzce souvisí i s možností v ní vyhledávat. U sondy Fprobe 
je složitost vyhledávání výrazně snížena hashovací funkcí. U shlukování toků se však složitost celého 
zpracování výrazně zvyšuje. Pokud implementujeme tabulku jako pole, tak jej nelze indexovat přímo 
IP adresou. Vytvořit pole o velikosti 264 by bylo velmi neefektivní. Předchozí charakteristika 
testovacích dat udává, že během komunikace, která trvá 100 sekund, je udržováno v paměti cca 
pouhých 150 tisíc unikátních dvojic IP adres. Proto je nutné tabulku se seznamy toků indexovat 
standardním způsobem – 0..N, kde hodnota jedné položky bude struktura obsahující IP adresy a 
ukazatel na seznam toků se stejnými adresami. Jestliže položky v tabulce budou seřazeny podle 
hodnoty IP adres, pak pro vyhledávání bude možné použít metodu binárního vyhledávání. Další 
možnost by bylo implementovat sloupce tabulky jako seznam. Pak bychom museli vyhledávat IP 
adresy sekvenčně, což výrazně zvyšuje složitost.  
Další problematika s ohledem na složitost celého zpracování souvisí pouze se shlukováním. 
Důležitá otázka v celém algoritmu již nezní pouze: Patří příchozí paket do nějakého toku? Ale také: 
Je vzhledem k hodnotě ε blízko nějakého středu klastru? I k tomuto aspektu byl návrh tabulky 
přizpůsoben. Jestliže budeme mít všechny dvojice IP adres uspořádané, nejlépe napřed podle 
zdrojové IP adresy a poté podle cílové, pak v případě hledání nejbližšího bodu stačí prohledat pouze 
okolí sousedů ve vzdálenosti ε okolo dané dvojice IP adresy. Opět není potřeba procházet sekvenčně 
celé pole. 
4.1.3 Expirace 
Jednou z nejdůležitějších součástí celého zpracování NetFlow toků je expirace. Dokonce i samotný 
algoritmus DenStream, který je svojí povahou aplikovatelný na zpracovávání datového toku 
v reálném čase, obsahuje podobný mechanismus. Používá funkci f(t), zmíněnou v teoretickém 
rozboru, která exponenciálně určuje váhu jednotlivých bodů v prostoru pomocí času. V tomto ohledu 
je chápání stárnutí dat identické s technologií NetFlow. Proto není potřeba implementovat tuto funkci 
zvlášť, jelikož samotné zpracování již pracuje pouze s toky, které jsou v daném časovém horizontu, 
ovlivněném expirací, aktuální. Pro účely této práce nebude nutné zcela implementovat standardní 
chápání expirace. Tabulka bude tedy expirována celá v pravidelných intervalech. Samotná aplikace 
bude zpracovávat a analyzovat vstupní data, která již sama o sobě představují jistý časový okamžik. 
Bude možné však určit délku zpracování jednotlivých testovacích vzorků pro případ, že je nebudeme 
chtít zkoumat celá.  
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4.2 Popis implementace 
V předchozí podkapitole byl vytvořen návrh implementace s úvahou nad kritickými součástmi řešení. 
Účelem následující části kapitoly by mělo být čtenáři nastínit problematiku konkrétní implementace a 
nasazení řešení do interakce s reálnými daty. Postupně budou popsány jednotlivé fáze návrhu a jejich 
klíčové součásti – zpracování vstupních dat, metoda vytváření core-micro klastrů DenStream, metoda 
vytváření konečných klastrů DBScan a vizualizace, která by měla usnadnit kontrolu a analýzu řešení. 
Tak, aby byla udržena případná kompatibilita se sondou Fprobe, bude řešení implementováno 
v jazyce C++ se snahou udržovat takové datové struktury, které je možné použít i v jazyce C. 
4.2.1 Zpracování vstupu 
V praktickém využití tato fáze zcela odpadá a je nahrazena standardním nasloucháním a přijímáním 
paketů na síťovém prvku. Nicméně pro účely správné analýzy a kontroly řešení je vhodné pracovat 
nejprve se sadou stejných dat. V kapitole stanovení testovacích dat již byla uvedena struktura 
souboru, který obsahuje položky představující jednotlivé pakety proudu datové komunikace. Aby 
byla dodržena analogie ke standardnímu zpracování, byla vytvořena funkce parseInputPacket(), která 
načte aktuální řádek ze souboru a uloží všechny důležité informace o paketu do datové struktury 
TInput – časovou známku, zdrojovou a cílovou IP adresu, zdrojový a cílový port, protokol, velikost.  
4.2.2 Algoritmus DenStream 
Nejdůležitější součástí celé implementace řešení je zpracování připravených vstupních dat do toků. 
V této fázi je nutné aplikovat modifikovaný algoritmus DenStream, který umožní shlukování toků na 
základě zdrojové a cílové IP adresy podle parametrů ε. Za tímto účelem byla implementována nová 
tabulka udržující informace o aktuálních tocích tak, aby odpovídala návrhu. Strukturu jedné položky 




















Obrázek 24 - Implementace jednoho záznamu v tabulce toků 
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Pro zjednodušení implementace a manipulace s tabulkou byl použit datový kontejner vector jazyka 
C++, který představuje dynamicky alokované pole ukazatelů na struktury TCMC (Type Core Micro 
Cluster). Tyto struktury (vykresleny černou barvou na obrázku) jsou základním stavebním prvkem 
tabulky, které odpovídají jednotlivým core-micro klastrům v algoritmu DenStream, které obsahují 
průměrnou vzdálenost od středu R, počet prvků v klastru W a navíc zdrojovou a cílovou IP adresu a 
ukazatel na seznam toků se stejnou hodnotou adresy, které jsou implementovány pomocí datové 
struktury TFlow. Tato struktura (modré ohraničení) již však neobsahuje informaci o adrese, což může 
přinést značnou paměťovou úlevu. 
Aby bylo možné v tabulce nad TCMC strukturami snáze vyhledávat, byla implementována 
funkce využívající metody binární půlení. Jestliže chceme tuto metodu použít, musí být prvky 
v tabulce seřazené. Funkce biSearchSrcDst() proto poskytuje řešení pro obě problematiky. Na 
základě dvou klíčů (zdr. A cíl. IP adresa) se pokusí vyhledat v tabulce záznam. Při úspěchu vrací 
ukazatel na klastr. Při neúspěchu vrátí index pozice, na kterou může být nový klastr zařazen. Tímto 
principem dokážeme v tabulce vyhledávat s logaritmickou složitostí a zároveň mít tabulku klastrů 
stále seřazenou nejprve podle zdrojové IP adresy, poté podle cílové. 
Následující diagram na obrázku 25 znázorňuje obecný postup celého procesu se zpracováním 
příchozího paketu a vytváření nových klastrů a toků s nutností jejich aktualizace při stávající existenci 
v tabulce. 
 
Další problematickou částí spojenou se zpracováním a klastrů je identifikace blízkého 
souseda dle klíče a parametru epsilon. Klíčem jsou tedy zdrojová a cílová IP adresa a parametr 
epsilon určuje vzdálenost v dvourozměrném prostoru dvojice s těmito klíči. Již v návrhu bylo řečeno, 
že jako ideální interval tohoto parametru se jeví hodnoty 0 až 256 s důrazem vlastnost, že podobné 
klíče by měly zůstat ve stejné třídě (oktetu). Ve smyslu této úvahy byly implementovány dva způsoby 
Obrázek 25 - Diagram algoritmu pro zpracování paketů 
 
Existuje taková dvojice IP adres? 
Existuje v klastru tok 
se stejnými daty? 
Je vzdálenost od nejbližšího 
klastru menší než ε? 
Načti paket ze souboru 
Vytvoř nový tok Aktualizuj tok 
Vytvoř nový klastr 
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určení blízkého souseda s ohledem na klíč. Prvním je prosté porovnání n nejvyšších bitů IP adres bez 
ohledu na hodnotu epsilon. V případě, že n se bude rovnat 24, pak si můžeme být jisti, že jeden  core-
micro klastr bude shlukovat opravdu pouze IP adresy, které se liší v posledním oktetu. Druhý způsob 
používá přímo funkci pro určení geometrické vzdálenosti v prostoru určeným adresami na základě 
hodnoty epsilon. Oba způsoby je možné využít ve funkci isNear(), která prochází tabulku klastrů a 
hledá nejbližší vzdálenost. S použitím této fáze taktéž kriticky narůstá složitost, a proto je nutné i tuto 
část optimalizovat. Při návrhu tabulky však bylo uvažováno i nad tuto problematikou, a tak seřazení 
klastrů podle klíče umožňuje výrazně snížit náročnost zpracování i v tomto případě. Funkce pro 
vyhledání klíče v tabulce vrátí pozici mezi nebližšími sousedy. Jestliže vzdálenost dalšího souseda již 
překročila hranici ε u zdrojové adresy a zároveň i u cílové adresy, tak blízký soused vzhledem k 
epsilon neexistuje a je nutné vytvořit nový klastr. Tudíž není nutné procházet celou tabulku a složitost 
hledání je výrazně snížena. 
 Účelem celé implementace také bylo mít možnost vynechat celý proces shlukování. 
Uvědomme si, že pokud nastavíme vstupní parametr epsilon jako nulový, budou se vytvářet klastry 
pro každou unikátní dvojici zdrojové a cílové IP adresy. Budou pak tedy využity výhody nové 
architektury bez metody DenStream a síťové toky se budou zpracovávat standardním způsobem podle 
všech specifických klíčů. Tento fakt bude využit hlavně pro účely následující analýzy.  
4.2.3 Algoritmus DBScan 
Druhou fázi implementace představuje aplikace algoritmu DBScan pro vytváření konečných struktur 
představující shluky základních stavebních jednotek core-micro klastr. Tato metoda je použita 
zejména pro účel hlubší charakteristiky chování předchozí metody DenStream a možnosti vizualizace 
tvaru nebo spojení základních shluků toků dat s podobnými vlastnostmi stanovými klíčem. Účelem 
tedy není snížit paměťovou náročnost, ale v případě potřebné analýzy chování síťové komunikace mít 
možnost širšího pohledu na celé zpracování. 
 Na obrázku 26 je možné zhlédnout pseudokód implementace metody DBScan. Algoritmus 
pracuje na žádost nad tabulkou toků, která je vytvořena v první fázi implementace metodou 
DenStream. Dalším nepostradatelným vstupním parametrem je hodnota ε, která byla použita 
v předchozí fázi a určuje okolí core-micro klastru, ve kterém se hledají pomocí funkce 
areNearDbScan() překrývající se sousedé. Poslední vstupní parametr je minPts pak určuje minimální 
počet sousedících bodů, který je nutný pro vznik konečného klastru. Výsledek celé metody je 







Poslední třetí fází celé implementace je vizualizace. Tato část byla implementována ze dvou důvodů. 
Za prvé poskytuje možnost jednoduše ověřit správnou funkcionalitu řešení shlukování. Za druhé 
umožňuje vizualizací jednotlivých core-micro klastrů v tabulce toků a konečných klastrů z metody 
DBScan lépe provádět analýzu síťové komunikace.  
 Základem této implementace je utilita PLplot [26], která poskytuje knihovny s rozhraním pro 
několik programovacích jazyků. Tento nástroj se používá pro vykreslování grafů dle specifických 
parametrů, které lze předem nastavit. Jeho aplikací přímo do programu pomocí rozhraní k jazyku C++ 
je možné vykreslit jednotlivé klastry v dvojrozměrném prostoru stanoveném klíčem, tedy zdrojovou a 
cílovou IP adresou. Nezbytnou součástí jeho funkcionality je možnost exportovat grafy přímo do 
souboru ve formátu PNG. Z takového obrázku pak můžeme přímo vizuálně sledovat charakteristiku 
chování zpracování pomocí klastrů a způsob jejich rozložení v prostoru.  O vykreslení grafu na 
základě vstupních parametrů se stará funkce printGraph(). 
  
Obrázek 26 - Pseudokód algoritmu pro tvoření finálních shluků 
DBScan(tabulka toků D, eps, minPts) 
    ID = 0 
    pro každý nenavštívený klastr C v D  
        označ C jako navštívený 
        N = areNearDbScan(C, eps) 
        jestliže velikost N < minPts 
            označ C jako šum 
        jinak 
            ID = ID + 1 
            expandCluster(C, N, ID, eps, minPts) 
 
expandCluster(C, N, ID, eps, minPts) 
    přidej C do konečného klastru ID 
    pro každý klastr C’ z N 
        jestliže C’ je nenavštívené 
            označ C’ jako navštívené 
            N’ = areNearDbScan(C’, eps) 
            jestliže je velikost N’ >= minPts 
                N = N sjednoceno s N’ 
        jestliže C’ není členem konečného klastru 
            přidej C’ do konečného klastru 
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5 Diskuze řešení 
V předchozí kapitole byla popsána implementace řešení, které v sobě aplikuje nejen metodu 
shlukování při zpracování vstupních dat, ale také jistý způsob ověření správné funkčnosti a možnost 
analýzy jednotlivých vzniklých struktur pomocí grafu díky programu PLplot. Úkolem následující 
části práce je prezentovat výsledky interakce implementovaného řešení s konkrétními reálnými daty 
síťového provozu představující testovací sady a diskutovat vlastnosti aplikovaných metod.  
 Implementace řešení přináší několik částí, jimž je nutné věnovat pozornost při celkovém 
zpracování a analýze řešení. Jelikož účelem práce je prozkoumat možnosti snížení paměťové 
náročnosti, diskuze se bude věnovat nejvíce problematice úspory paměti. Avšak s prostorem nutným 
pro uložení informace velmi úzce souvisí i další výpočetní prostředky jako je spotřeba procesoru, 
která závisí na složitosti jednotlivých operací nad paměťovými strukturami. Nezbytnou součástí celé 
implementace byla změna architektury tabulky toků za účelem nasazení metody shlukovaní. Tato 
změna sebou přináší odlišné uspořádání síťových toků v paměti s možností úspory paměti. Další 
součást je samotná aplikace metody DenStream, která podle vstupních parametrů vytváří 
z definovaných klíčů klastry, což vede k další úspoře. 
 Nepostradatelnou součástí je také stanovení vstupních parametrů, které jednoznačně ovlivňují 
chování celého systému při zpracování dat. Důležitou proměnnou je zde čas, po který se budou 
zpracovávat jednotlivé toky, než je bude možné analyzovat. Další parametry pak souvisí přímo jen 
s metodou shlukování, kde rozhodující je hodnota ε, která určuje velikost klastrů. Neméně důležitá je 
i volba metody pro hledání blízkého souseda v tabulce toků. 
5.1 Tabulka toků 
Tabulka toků je nejdůležitější datová struktura celého systému, ve které se udržují toky při zpracování 
síťové komunikace. Její podoba se v mnoha zařízeních liší, avšak často se vyskytují dva základní 
přístupy její implementace. Standardním řešením u nejvyspělejších zařízení společnosti Cisco je 
tabulka obsahující každý samostatný tok na jednom řádku. Některé aplikace naopak implementují 
tuto datovou strukturu tak, že na každém řádku tabulky je seznam několika toků. Řádek je pak 
indexován z pravidla hashovací funkcí, což usnadňuje vyhledávání. Takovým příkladem může být 
právě NetFlow sonda Fprobe. Navrhované řešení, které bylo realizováno v aplikaci, je velmi podobné 
druhému způsobu. Jednotlivé řádky tabulky však nejsou indexované pomocí hash indexu jednotlivých 
paketů, ale podle indexu, který je unikátní vzhledem k dvojici zdrojové a cílové IP adresy. Každý 
řádek tedy obsahuje strukturu obsahující tuto dvojici a ukazatel na seznam toků lišících se již pouze 
zbylými třemi klíči – zdrojovým a cílovým portem a protokolem.  
39 
 
Už ze základní charakteristiky testovacích dat vyplývá, že rozlišení toku pouze pomocí IP 
adresy je závislé na čase. Při dostatečně dlouhé komunikaci se tento klíč často opakuje a toky jsou ve 
větším poměru diverzifikovány zbylými třemi klíči. Čím menší je poměr toků tvořených pouze 
zdrojovou a cílovou IP adresou, tím více konečných toků existuje v tabulce se stejnou hodnotou 
tohoto klíče. V případě nového návrhu tabulky jsou však v paměti uloženy pouze unikátní dvojice 
adresy, tudíž se stejné hodnoty nebudou opakovat. 
Následující tabulky vykazují úsporu paměťového prostoru změnou tabulky toků u 
navrhovaného řešení. Výhodou implementace je možnost úplně vyřadit funkcionalitu shlukování 
zadáním parametru ε = 0. Pak budou sice vytvářeny klastry, ale každý bude obsahovat pouze jednu 
unikátní dvojici zdrojové a cílové IP adresy, která je obsažena v síťové komunikaci. Počet IP adres 
tudíž znamená počet klastrů, tedy seznamů s toky.  
 
Testovací sada 1 
Délka [s] 30 60 100 
Počet paketů 1604173 3229145 5442578 
Počet toků 79176 141613 213829 
Počet IP adres 57111 98665 146831 
Úspora [%] 28 30 31 
 
Obrázek 27 - Úspora prostoru pro uchování IP adres, eps = 0, test. sada 1 
 
Úspora je myšlena v poměru použití datových struktur nutných pro uchování dvojic IP adres 
vzhledem ke standardnímu řešení, kdy je dvojice uložena v paměti pro každý tok. Jednotlivé tabulky 
se liší v nasazené testovací sadě. Výsledky byly naměřeny pro různé délky komunikace, kterou 
aplikace zpracovává. První datový vzorek, který byl získán pro účely práce, je dlouhý pouze 108 
sekund. I tento kratší časový interval vykazuje určitou úsporu prostoru. Vzhledem k ostatním 
vzorkům je však úspora v procentech nejmenší i přes to, že počet celkových dvojic IP adres je v 
daném časovém okamžiku největší. 
 
Testovací sada 2 
Délka [s] 30 120 300 900 
Počet paketů 695441 2694564 6818267 19682952 
Počet toků 58922 204520 479136 1427948 
Počet IP adres 33281 97382 202263 554543 
Úspora [%] 44 52 58 61 
 





U všech tří měření lze pozorovat jistý vzestupný vývoj úspory, který závisí na délce zpracované 
komunikace. Tato skutečnost poukazuje na změny chování při vytváření síťových toků, kdy se 
zvyšuje poměr toků tvořených zbylými klíči, tedy zdrojovým a cílovým portem a protokolem. 
Celkově nejlepších výsledků dosáhla testovací sada 2, kdy při délce komunikace 900 sekund byla 
úspora přes 60 procent.   
 
Testovací sada 3 
Délka [s] 30 120 300 900 
Počet paketů 348348 1439146 3640392 11628587 
Počet toků 48889 170629 390085 1245854 
Počet IP adres 34107 102528 207282 543796 
Úspora [%] 30 40 47 56 
 
Obrázek 29 - Úspora prostoru pro uchování IP adres, eps = 0, test. sada 3 
 
Následující graf na obrázku 30 pak ilustruje rozdíly v úspoře u jednotlivých testovacích sad. Zajímavé 
je snížení úspory u testovacího vzorku 2 při délce komunikace 840 sekund, které naznačuje náhlý 
vzrůst počtu IP adres v tomto okamžiku. 
 
 
Obrázek 30 - Porovnání úspory u testovacích sad 
 
S rostoucí délkou komunikace sice vzrůstá paměťová úspora, avšak také výrazně narůstá 
využití ostatních výpočetních prostředků, zejména procesoru. Tím, že se tabulka toků výrazně 
zvětšuje, tak narůstá složitost pro operace jako vyhledávání, přidávání a mazaní. I ve smyslu pozdější 


















Délka komunikace [s] 
Porovnání úspory u testovacích sad 
Testovací sada 1 Testovací sada 2 Testovací sada 3
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která expirují celou tabulku toků ve stanovených intervalech za účelem detekce anomálií. 15 
minutový interval může být v některých případech příliš dlouhý a zařízení nestihne provést potřebná 
opatření, která by vedla k úspěšnému odvracení útoku. Jako ideální se jeví interval 2-5 minut.  
5.2 Metoda shlukování 
Následující podkapitola se bude věnovat výsledkům, které byly získány pomocí implementovaného 
řešení s aplikací metody shlukování nad danými klíči. Do celého řešení vstupuje několik parametrů, 
jejichž variace budou postupně prezentovány a diskutovány.  Dle návrhu řešení se jednotlivé klastry 
vytvářejí podle dvojic klíčů zdrojová a cílová IP adresa. Dalšími důležitými proměnnými jsou čas, 
metoda pro určení blízkého souseda a parametr epsilon určující velikost klastru. 
Následující tabulka ukazuje výsledky u jednotlivých testovacích sad při zpracování 
komunikace o délce 100s. Poskytuje srovnání při nasazení obou metod hledání blízkého souseda 
s hodnotou epsilon 256. Udává také procentuální úsporu klastrů při nasazení metody shlukování.      
 
Testovací sada 1 2 3 
  Bez shlukování, EPS = 0 
Počet toků 228464 173560 144248 
Počet klastrů 156935 84336 88635 
  Metoda BIT, MASKA = 24, EPS = 256 
Počet toků 212884 171516 139795 
Počet klastrů 126803 69426 70919 
Úspora klastrů [%] 19,2 17,7 20,0 
  Metoda GEO, EPS = 256 
Počet toků 213427 171215 139989 
Počet klastrů 126181 68751 70623 
Úspora klastrů [%] 19,6 18,5 20,3 
 
Obrázek 31 - Výsledky při aplikaci shlukování na délce komunikace 100s 
 
Nejlepšího výsledku bylo dosaženo s testovacím vzorkem číslo 3 s metodou „GEO“. S aplikací 
metody shlukování byla v tomto případě úspora 20,3%. To znamená, že 18012 (88635-70623) dvojic 
IP adres bylo absorbováno některými jinými dvojicemi. Jeden klastr pak tedy obsahuje při nasazení 
shlukování na délce komunikace 100 sekund v průměru 1,2 reálných dvojic (dvojic, které by vznikly 
bez nasazení shlukování). Z pohledu celkové úspory paměťového prostoru jsou však tyto hodnoty 
relativně malé vzhledem k tomu, že ztrácíme určité informace. S celkovou úsporou souvisí i rozdílné 
počty celkových toků, které vykazují nepatrné snížení při nasazení metody shlukování. Jestliže jako 
primární klíč pro vytváření klastrů používáme IP adresy, pak dojde k úspoře hlavně v této oblasti. 
Nicméně zbylé toky bez IP adres, náležející některé klastrované dvojici musejí být přiřazeny právě do 
nejbližšího klastru. Jestliže tento tok (určený pouze zdrojovým a cílovým portem a protokolem) již 
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v klastru existuje, pak jej není třeba znovu vytvářet. Právě tímto dojde k další nepatrné úspoře, kterou 
lze v tabulce sledovat u položek demonstrující počty celkových toků.   
 Další různorodost spočívá v nasazení obou metod pro hledání blízkého klastru. Metoda 
„GEO“ označuje výpočty podle geometrické vzdálenosti mezi středem klastru a novým bodem 
s ohledem na hodnotu epsilon. Druhá metoda „BIT“ označuje způsob vytváření klastrů na základě 
zadané bitové masky, která určuje jejich velikost. Následující dva obrázky ukazují podobu klastrů, 
které vznikly při použití obou metod nad stejným datovým vzorkem ve stejném časovém intervalu. 
Obrázky jsou výstupy utility PLplot, jejíž rozhraní bylo implementováno do řešení. Velká kružnice a 
čtverec představují klastr se středem označeným malou kružnicí s bodem. Modré křížky pak 
představují dvojice IP adres (zdrojová a cílová), které byly pohlceny odpovídajícím klastrem.  
 
Obrázek 32 - Core-micro klastry metody GEO 
 
Je zřejmé, že každá metoda vytváří klastry představující rozdílnou plochu, která je tvořena zdrojovou 
a cílovou IP adresou. Klastr u metody GEO je v kruh, který v sobě obsahuje prostor (čtverec) o 
rozměru EPS*EPS. Jeho poloměr je tedy poté EPS*√ . Posouzení blízkosti určitého bodu ke středu 
klastru se provádí podle geometrické vzdálenosti těchto dvou bodů vzhledem k poloměru kružnice. 
Metoda BIT k určení náležitosti do klastru přistupuje odlišně. Na následujícím obrázku je 
vidět, že pro stejný počet bodů bylo nutné vytvořit o jeden klastr navíc. Plocha, kterou představuje 
jeden klastr metody BIT je pouze čtverec o velikosti EPS*EPS a blízkost je určena shodností IP adres 
podle bitové masky. Jestliže je maska nastavena na 24 bitů, pak EPS je 256 a jeden klastr obsahuje 
dvojice IP adres se stejnými prvními třemi oktety. Tudíž v tomto případě střed klastru znamená střed 
posledního oktetu, tak jak je tomu na obrázku. Reálně je však hodnota středu, která je uložena 
v paměti, rovna hodnotě prvního paketu, který klastr vytvořil. I přes to, že tato metoda produkuje více 
klastrů, což znamená nižší úsporu, tak je vhodnější pro reálné nasazení. Jeden klastr může shlukovat 
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jeden oktet, a tak ztráta určité informace má vyšší logickou návaznost. U první metody může klastr 
obsahovat IP adresy na hranici oktetů a informace o jeho středu může být zavádějící.     
 
Obrázek 33 - Core-micro klastry metody BIT 
 
Dalším důležitým vstupním parametrem, který určuje chování celého zpracování je čas. 
Následující tabulka na obrázku číslo 34 obsahuje výsledky, které byly naměřeny aplikací s různými 
délkami komunikace u testovací sady číslo 3. Z výsledků je zřejmé, že doba komunikace pozitivně 
ovlivňuje chování metody. S rostoucí dobou komunikace přibývá počet IP adres, které mezi sebou 
komunikují, a tak se i zvyšuje hustota jejich rozložení v prostoru, který je obsažen v jednom klastru.   
  
Testovací sada 3 
Délka [s] 30 120 300 600 900 
  Bez shlukování, EPS = 0 
Počet toků 48889 170629 390085 732593 1245854 
Počet klastrů 34107 102528 207282 350506 543796 
  Metoda BIT, MASKA = 24, EPS = 256 
Počet toků 47325 165367 376973 701279 1015051 
Počet klastrů 27838 81745 162550 266206 355846 
Úspora klastrů [%] 18,4 20,3 21,6 24,1 34,6 
  Metoda GEO, EPS = 256 
Počet toků 47297 165537 376772 698721 1011876 
Počet klastrů 27763 81350 160780 261191 348684 
Úspora klastrů [%] 18,6 20,7 22,4 25,5 35,9 
 




Další graf umožňuje zhlédnout porovnání úspory prostoru v závislosti na čase u jednotlivých 
testovacích sad. Měření bylo provedeno s přesností epsilon 256 a pouze s použitím metody BIT. 
Jednoznačně největší úspory bylo dosaženo nasazením třetí testovací sady. I přes to, že vzorek 
vykazuje mezi nejkratší a nejdelší délkou téměř dvojnásobné zlepšení, tak celkový růst není 
pravidelný. U druhého a třetího vzorku můžeme pozorovat výrazný nárůst úspory při délce 
komunikace mezi 600 a 800 sekundami. 
 
 
Obrázek 35 - Porovnání úspory u testovacích sad při shlukování s metodou BIT a EPS = 256 
 
Na základě těchto informací bylo provedeno další měření za účelem blíže analyzovat různorodost 
komunikace v jednom vzorku. Následující tabulka poskytuje výsledky dosažené aplikací řešení 
s testovací sadou číslo 3 při různých časových intervalech stejné délky.  
 
Testovací sada 3 
Čas [s] 0-100 200-300 400-500 600-700 800-900 
  Bez shlukování, EPS = 0 
Počet paketů 1204134 1181039 1211456 1750234 1303137 
Počet toků 144248 140851 138127 327701 139186 
Počet klastrů 88635 84853 82151 155338 83701 
  Metoda BIT, MASKA = 24, EPS = 256 
Počet toků 139795 136707 133763 142949 134059 
Počet klastrů 70919 71139 69453 72338 70998 
Úspora klastrů [%] 20,0 16,2 15,5 53,4 15,2 
 














Délka komunikace [s] 
Porovnání úspory u testovacích sad  
Testovací sada 1 Testovací sada 2 Testovací sada 3
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Jednotlivé sloupce tabulky popisují chování metody shlukování. Z hodnot lze vyčíst výraznou změnu 
chování v intervalu 600 až 700 sekund, kdy celková úspora klíčů vzrostla až na 53 procent. Nejen, že 
se výrazně zvýšil počet paketů, ale hlavně i počet IP adres, které spolu v daný okamžik 
komunikovaly. Konečný průměr úspory pro 100 sekundový úsek komunikace u třetího vzorku je pak 
tedy 24 procent. 
 Posledním důležitým parametrem při vytváření klastrů metodou DenStream nad dvojicemi IP 
adres síťových toků je hodnota epsilon, která určuje velikost abstrahovaného prostoru jedním 
klastrem. Bitová maska 24 u metody BIT znamená porovnávání hodnot IP adres bez ohledu na 
posledních 8 bitů. To znamená hodnotu epsilon 256, a zároveň abstrahovaný prostor o velikosti 
65536 dvojic IP adres, nebo také že zdrojová IP adresa se v jednom klastru může lišit pouze 
posledním oktetem. Následující tabulka zobrazuje výsledky měření pro metodu BIT s různými 
hodnotami epsilon, které jsou určeny bitovou maskou od 4 do 28 bitů. Hodnoty byly získány pomocí 
vzorku číslo 2 při délce komunikace 2 a 5 minut. U metody shlukování je nutné si uvědomit důležitý 
vztah, který lze sledovat i této tabulce. Čím větší je hodnota epsilon, tím dosáhneme větší úspory, 
avšak za cenu ztráty více informací. V případě, že bude vytvářet klastry na základě bitové masky 
s hodnou 8, bude úspora paměťového prostoru u IP adres téměř 50 procent. Nicméně bude uchována 
pouze informace o IP adrese s přesností prvního oktetu. 
 
Testovací sada 2 
Bitová maska 4 8 12 16 20 24 28 
EPS 268435456 16777216 1048576 65536 4096 256 16 
  Metoda BIT, délka komunikace 120s 
Počet toků 198009 199933 200957 201256 201468 202091 202305 
Počet klastrů 42419 54351 63489 70649 77002 80005 82356 
Úspora klastrů [%] 56,4 44,2 34,8 27,5 20,9 17,8 15,4 
  Metoda BIT, délka komunikace 300s 
Počet toků 460357 466665 199933 470019 470580 473025 473476 
Počet klastrů 77404 104371 124814 141097 156994 164523 169283 
Úspora klastrů [%] 61,7 48,4 38,3 30,2 22,4 18,7 16,3 
 
Obrázek 37 - Výsledky měření pro metodu BIT s různými hodnotami EPS 
 
Následující dva obrázky 38 a 39 ilustrují nasazení metody DBScan nad core-micro klastry s velikostí 
epsilon 65536 a s nasazením metody GEO při délce komunikace 120 sekund. První obrázek vznikl 
vizualizací jednotlivých klastrů z metody DenStream nad jedním z nejhustších míst síťové 
komunikace ve vzorku 3. Již na první pohled je patrný tvar a chování celé komunikace ve smyslu kdo 
s kým komunikuje. Všechny vzorky vykazují typický tvar komunikace, kdy jednotlivé core-micro 
klastry jsou uspořádány do řádku nebo do sloupce. Druhý obrázek (39) pak zobrazuje nasazení 
metody DBScan na předchozí core-micro klastry. Výsledná hodnota epsilon pro tuto metodu je 




Obrázek 38 - Ukázka vizualizace DenStream pro testovací sadu 2 s EPS = 65536 
 
Obrázek 39 - Zvětšení EPS s aplikací algoritmu DBScan,  




Z druhého obrázku je také zřejmé, že počet finálních klastrů je ovlivněn nejen velikostí epsilon ale 
také hodnotou vstupní proměnné MINPTS, která je rovna 1.  To znamená, že aby vznikl takový jeden 
finální cluster, musí mít aktuální core-micro klastr alespoň jednoho souseda ve vzdálenosti epsilon. 
Tudíž v tomto případě jsou osamocené core-micro klastry vynechány a považovány za šum. 
V případě, že se hodnota této proměnné u měření zvyšovala, výrazně se snižoval i počet finálních 
klastrů, jelikož v komunikaci neexistují dostatečně velké shluky podobných dvojic IP adres na 
základě hodnoty epsilon. 
 Jak už bylo řečeno, tak celkový tvar komunikace je soustředěn spíše do řádků a sloupců, což 
je možné pozorovat i na dalším obrázku, který poskytuje globální pohled na uspořádání jednotlivých 
klastrů u tetovacího vzorku číslo 2. Na grafu je možné sledovat specifické zobrazení, které naznačuje 
podobnost jednotlivých řádků a sloupců. Síťový tok je dle technologie NetFlow stanoven zdrojovou a 
cílovou IP adresou, přičemž tato dvojice musí být unikátní. U síťové komunikace je však velmi časté, 
že pokud jeden uzel komunikuje s druhým, tak i ten druhý musí komunikovat s prvním. Zejména pak 
u http komunikaci, která tvoři většinu testovaného vzorku. V tomto případě musí dvojice zdrojová a 
cílová IP adresa odpovídat dvojici cílová a zdrojová adresa, odtud tedy podobnost sloupců a řádků. 
 
Obrázek 40 – Pohled na celý prostor core-micro klastrů u testovací sady 2  
Samotný fakt, že komunikace má spíše podobu řádků, ukazuje na další typickou vlastnost http 
protokolu. Jeden řádek vlastně znamená, že mnoho uzlů komunikuje pouze s jedním, typicky tedy s 
http serverem nebo serverem obstarávající jiné služby. Tato vlastnost pak výrazně zhoršuje 
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paměťovou úsporu z nasazení metody shlukování, jelikož v prostoru stanoveném dvěma klíči je 
využit jen jeden rozměr. Další problematickou vlastností je příliš velká vzdálenost jednotlivých IP 
adres od sebe. Pokud bychom se zaměřili tedy jen na jednu cílovou IP adresu (jeden řádek v grafu), 
tak ani zdrojové adresy netvoří dostatečně velké shluky, protože jejich rozložení je spíše rovnoměrné 
a jejich počet není dostatečný, aby pokryl celý řádek, kdy by byla metoda shlukování mnohem 
produktivnější. Například cílová IP adresa 203.110.105.73 komunikuje u této testovací sady s 6601 
adresami, což je největší počet v rámci jedné cílové IP adresy, tedy jednoho řádku. Průměrná 
vzdálenost mezi dvěma sousedícími adresami je na tomto řádku pak 325599. Čím více adres se různí 
ve vyšších oktetech, tím méně je shlukování s nízkým epsilon produktivní v rámci úspory paměti. 
 Jako ideální metoda pro vytváření jednotlivých klastrů se jeví metoda pomocí bitové masky, 
přičemž je lépe zachováno chápání struktury, kterou je jeden core-micro klastr abstrahující IP adresy. 
S tím souvisí volba parametru epsilon, kdy ideální může být hodnota 256, která poskytuje určitou 
paměťovou úsporu za cenu ztráty přesnosti IP adres u posledního oktetu. Velmi důležitou roli pak 
hraje časový interval při nasazení metody shlukování u stavového zpracování síťového provozu. Dle 
naměřených výsledků se v síťovém provozu vyskytuje příliš mnoho různých párů komunikací, a tak 
jeden klastr obsahuje příliš málo bodů (IP adres). Při zvyšujícím se intervalu se již počet 




5.3 Counter Braids 
Jednou z myšlenek autorů při vzniku nové architektury čítačů u metody Counter Braids byla právě 
úspora paměti u zpracování síťového provozu, kde hlavní stavební jednotkou je tok. Úspora čítačů se 
zakládá zejména na specifickém rozložení počtu paketů pro jednotlivé toky, kdy existuje mnoho toků 
s malým počtem paketů, které využívají velikost čítačů pouze z malé části. Kapacita všech čítačů pak 
musí být zbytečně veliká kvůli několika málo tokům, které obsahují velmi mnoho paketů.   
Následující graf na obrázku číslo 41 byl vytvořen na základě výsledků získaných pomocí 
implementované aplikace u druhé testovací sady při délce komunikace 100 sekund. Znázorňuje počet 
toků v závislosti na počtu jejich paketů. Z grafu je patrné, že celkem 105304 toků je tvořeno pouze 
jedním paketem a naopak pouze 300 toků obsahuje více než 1001 paketů. Při celkovém počtu toků 
171867 je pak průměrný počet paketů na jeden tok 13. Je zřejmé, že rozložení množství paketů na 
jednotlivé toky je spíše exponenciální, a tak se potvrzují úvahy autorů a použitím architektury 
Counter Braids je možné docílit paměťové úspory.  
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Cílem této diplomové práce bylo snížení paměťové náročnosti u stavového zpracování provozu. 
V úvodní části byly čtenáři předloženy myšlenky, které poskytly motivaci k vzniku tohoto díla. 
Taktéž byla stanovena základní struktura práce, která obsahuje několik kapitol představujících 
jednotlivé fáze vývoje k dosažení cíle. 
V první kapitole byla zmapována architektura NetFlow, která představuje technologii 
umožňující monitorovat a analyzovat síťový provoz. Samotná architektura se skládá ze dvou 
základních částí, přičemž bylo vysvětleno, že tato práce se bude zabývat zejména úsporou paměti u 
exportéru, tedy zařízení, které zpracovává síťový provoz v reálném čase, a proto je paměťová 
náročnost složitější než u kolektoru. Nejdůležitější součástí u takového zpracování v souvislosti 
s paměťovou náročností je pak tabulka udržující jednotlivé síťové toky, které představují základní 
stavební jednotky. Každý tok se pak skládá z části obsahující statistické položky, které využívají 
paměťový prostor zejména čítači, a z části obsahující neměnné klíče. 
V následující kapitole byly podrobně popsány základní dva algoritmy, díky kterým je možné 
provést úsporu paměťového prostoru u obou částí síťového toku. Metoda Counter Braids se věnuje 
specifickému zakódování čítačů a metoda DenStream umožňuje vytvářet shluky dat podle zadaného 
klíče. 
Další část práce se pak zabývá přímo problematikou, jakým způsobem je možné konktrétně 
aplikovat tyto dvě metody na architekturu síťového zpracování provozu, jejímž základem je NetFlow 
technologie s cílem snížit paměťovou náročnost. Výhodou algoritmu Counter Braids je to, že již při 
jeho samotném vývoji autoři přemýšleli nad možným použitím v problematice síťových toků. Jeho 
úspěšnost při úspoře paměti spočívá ve specifickém rozložení statistických proměnných, kdy existuje 
velmi málo toků s jejich vysokými hodnotami, díky kterým je nutné u standardního řešení využívat 
zbytečně mnoho velkých čítačů. Daleko více náročné bylo stanovit, jakým způsobem provést 
integraci druhé metody do tohoto typů zpracování, která měla přinést úsporu paměti u statických klíčů 
NetFlow záznamu na základě shlukování. Proto se také další část práce, která popisuje implementaci 
řešení, věnovala spíše této problematice. Při návrhu řešení bylo nutné stanovit, podle jakého klíče se 
bude shlukovat a jak budou jednotlivé klastry vypadat. Jako ideální se jeví klíč představující dvojici 
zdrojové a cílové IP adresy, kde existuje určitá prostorová sounáležitost jednotlivých bodů, která dává 
shlukování smysl s možností úspory paměti. S tím pak souvisejí i další důležité vstupní parametry 
ovlivňující úspěšnost nasazení metody DenStream, jako je hodnota ε, metoda hledání blízkého 
souseda a čas určující počet jednotlivých toků při zpracování. 
Kontinuálně na návrh řešení navázala kapitola popisující implementaci řešení. Jejím výsledkem 
je aplikace, která má určit, zdali je možné řešení implementovat přímo do počítačové podoby, a 
hlavně zdali řešení přinese požadovanou paměťovou úsporu při jejím nasazení s reálnými daty, které 
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byly reprezentovány pomocí stanovených testovacích sad. Součástí implementace je i metoda 
DBScan, která měla poskytnout širší pohled na vlastnosti celé komunikace ve formě konečných 
klastrů a jejich specifických tvarů. Pro snazší kontrolu a analýzu řešení byla také implementována 
vizuální funkcionalita v podobě vykreslování klastrů v prostoru stanoveném klíči pomocí utility 
PLplot. 
V závěrečné fázi práce bylo implementované řešení testováno nad reálnými daty v několika 
krocích podle jednotlivých vstupních parametrů, které ovlivňují velikost paměťové úspory. Je nutné 
si uvědomit, že při nasazení metody DenStream na síťové zpracování se úspory dosahuje pouze díky 
ztráty určité informace. O míře takové ztráty rozhoduje právě parametr ε. Další důležitou proměnnou 
je čas, po který se komunikace zpracovává a který určuje, kolik toků se bude v paměti v daný 
okamžik udržovat. Čím delší je doba komunikace, tím více je v paměti toků, a tím více je nasazení 
metody DenStream úspornější, jelikož existuje více blízkých dvojic IP adres, které se abstrahují do 
jednoho klastru. S nárůstem množství toků udržovaných v paměti však výrazně narůstá i složitost 
operací nad nimi v tabulce. Velmi výrazně tak narůstají požadavky na další systémové prostředky, a 
to zejména CPU.  
Jako optimální metoda pro určení blízkého souseda se jevila metoda bitové masky s velikostí 
epsilon pod 256, kdy ztráta informace může být vzhledem k účelu analýzy únosná. S tím souvisí i 
délka zpracovávané komunikace do 5 minut. Při takových hodnotách bylo dosaženo úspory paměti 
nasazením metody DenStream u klíčů zdrojová a cílová IP adresa u všech testovacích sad do 20 
procent. Vzhledem k tomu, že ke snížení paměťové náročnosti dochází pouze u dvou statických klíčů 
celkem z pěti, je celková úspora překvapivě velmi malá. Interakce metody shlukovaní nad reálnými 
daty síťového provozu ukázala, že IP adresy komunikujících dvojic jsou v prostoru příliš rozprostřeny 
a klastry abstrahují velmi málo adres. Nutno také neopomenout, že kvůli nasazení metody shlukování 
musela být tabulka toků upravena tak, aby do ní mohlo být přistupováno podle klíče shlukování. 
Změnou její architektury ve srovnání s implementací sondy Fprobe bylo dosaženo také jisté 
paměťové úspory, která tkví v uložení pouze unikátních dvojic IP adres. V poslední podkapitole 
diskuze je také ukázáno specifické rozložení hodnot počtu paketů na jednotlivé toky při použití 
aplikace s reálnými daty. Tato hodnota představuje jednu z hlavních částí statistických proměnných u 
toku a výsledné rozložení potvrzuje možnost paměťové úspory při nasazení metody Counter Braids 
do hardwarového řešení.   
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Příloha A – Manuál k aplikaci 
Aplikace byla implementována s uživatelským rozhraním tak, aby bylo možné v konzoli pomocí 
několika parametrů otestovat všechny její funkcionality. Jednotlivé fáze vývoje (implementace, 
testování, měření) se prováděly na operačním systému Debian Squeeze, avšak s ohledem na 
kompatibilitu s jinými systémy.  K programu (prog.cpp) je přiložen Makefile, kterým je možné 
aplikaci jednoduše přeložit. K jeho překladu je nutné mít nainstalovanou utilitu plplot. 
 
V OS Debian jsou to následující balíčky: 
plplot-bin, plplot-doc, libplplot-c++9c2 (c++ bindings), libplplot-
dev, plplot9-driver-cairo (ovladač pro tisk do .png), plplot9-
driver-gd (GD ovladač nutný pro tisk do .png) 
 




-i název             Název vstupního souboru s daty (testovací sada), povinný parametr 
-e hodnota          Hodnota epsilon, defaultní hodnota je 256. Jestliže se používá metoda GEO, 
pak hodnota epsilon se pohybuje od 0 do 2^32 (délka strany čtverce, který 
obaluje klastr). Pokud půjde o metodu BIT, pak hodnota epsilon značí 
bitovou masku v rozmezí od 0 do 32 (počet bitů IP adresy z leva, které jsou 
důležité, které jsou rozhodující pro určení klíče, zbytek se zahodí). 
-m 0|1               Metoda hledaní blízkého souseda => 0 - GEO, 1 - BIT, defaultní je 0 
-t délka            Délka zpracovávání vstupního souboru v sekundách, bez specifikace se 
zpracuje celý soubor 
-c počet            Počet paketů, které se mají zpracovat ze vstupního souboru, bez specifikace 
se zpracuje celý soubor 
-o název            Název výstupního souboru obsahujícího graf, bez specifikace se název 
vytvoří automaticky 
-g                   Bude se tisknout graf s core-micro klastry do souboru 
-d                   Provede se metoda DBScan a vytiskne se graf do souboru 
-p                  Budou se tisknout i vnitřní body core-micro klastru, tedy IP adresy, které 
byly abstrahovány klastrem 




-x minIP:maxIP      Rozsah IP adres pro tisk grafu do souboru, osa X, zdrojová adresa, defaultní 
hodnoty jsou 0.0.0.0:255.255.255.255 
-y minIP:maxIP      Rozsah IP adres pro tisk grafu do souboru, osa Y, cílová adresa, defaultní 
hodnoty jsou 0.0.0.0:255.255.255.255 
 
Příklady: 
Zpracují se data třetí testovací sady o délce 100 sekund metodou BIT s maskou 24 bitů - tedy 
posledních 8 bitů adresy se nerozlišuje: 
./prog -i data/mawi2.txt -m 1 -e 24 -t 100 
 
Předešlý příklad, ale s metodou GEO: 
./prog -i data/mawi2.txt -m 0 -e 256 -t 100 
 
Vytiskne se graf klastrů v kompletním prostoru tvořeném zdrojovou a cílovou IP adresou (0.0.0.0-
255.255.255.255): 
./prog -i data/mawi1.txt -m 0 -e 256 -t 100 -g 
 
Vytiskne se přitom graf do souboru graf.png ve stanoveném rozmezí IP adres: 
./prog -i data/mawi1.txt -m 0 -e 256 -t 100 -g -o graf -x 211.68.246.69:211.68.250.69 -y 
173.224.247.81:173.224.249.81 
 
Použije se metoda DBScan s MINPTS 3: 
./prog -i data/mawi2.txt -m 0 -e 256 -t 100 -g -d -o graf -p 3 
 
Formát vtupních dat: 






Příloha B – Obsah DVD 
Adresář: 
 Dokument - obsahuje tuto práci a další dokumenty k ní vztažené. 
 Program - obsahuje aplikaci prog.cpp, Makefile a adresář data s testovacími sadami 2 a 3 
(mawi1.txt, mawi2.txt) 
  
