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Abstract
The angular momentum of molecules, or, equivalently, their rotation in three-dimensional space, is ideally
suited for quantum control. Molecular angular momentum is naturally quantized, time evolution is governed
by a well-known Hamiltonian with only a few accurately known parameters, and transitions between rota-
tional levels can be driven by external fields from various parts of the electromagnetic spectrum. Control
over the rotational motion can be exerted in one-, two- and many-body scenarios, thereby allowing to probe
Anderson localization, target stereoselectivity of bimolecular reactions, or encode quantum information, to
name just a few examples. The corresponding approaches to quantum control are pursued within sepa-
rate, and typically disjoint, subfields of physics, including ultrafast science, cold collisions, ultracold gases,
quantum information science, and condensed matter physics. It is the purpose of this review to present the
various control phenomena, which all rely on the same underlying physics, within a unified framework. To
this end, we recall the Hamiltonian for free rotations, assuming the rigid rotor approximation to be valid,
and summarize the different ways for a rotor to interact with external electromagnetic fields. These inter-
actions can be exploited for control — from achieving alignment, orientation, or laser cooling in a one-body
framework, steering bimolecular collisions, or realizing a quantum computer or quantum simulator in the
many-body setting.
1 Introduction
Molecules, unlike atoms, are extended objects that possess a number of different types of internal motion. In
particular, the geometric arrangement of their constituent atoms endows molecules with the basic capability to
rotate in three-dimensional space. Rotations can couple to vibrations of the atomic nuclei as well as to the orbital
and spin angular momentum of the electrons. The resulting complexity of the energy level structure [1, 2, 3, 4]
may be daunting. It offers, on the other hand, a variety of knobs for control and thus is at the core of numerous
applications, from the classic example of the ammonia maser [5] all the way to recent measurements of the
electron’s electric dipole moment in a cryogenic molecular beam of thorium monoxide [6].
A key advantage of internal degrees of freedom such as rotation is that they occupy the low-energy part of
the energy spectrum. Quantization of the rotational motion has been an early hallmark of quantum mechanics
due to its connection to selection rules that govern all light-matter interactions [7]. Nowadays, rotational states
and rotational molecular dynamics feature prominently in all active areas of AMO physics research as well as
in neighbouring fields such as physical chemistry and quantum information science. Control over the rotational
motion is crucial in one-body, two-body and many-body scenarios. For example, rotational state-selective
excitation could pave the way towards separating left- and right handed enantiomers of chiral molecules [8,
9]. Still within the one-body scenario, molecular rotation can serve as a testbed for a manifold of quantum
phenomena including Bloch oscillations [10, 11], Anderson localization [12], or quantum chaos [13]. Alignment
and orientation of molecules in space is another long-standing goal in the quantum control of molecular rotation.
Control over alignment is by now well understood [14, 15, 16], and the choice of specific polarizations has allowed
to extend it to two and three spatial dimensions [17, 18, 19, 20]. Molecular orientation is not yet at the same
stage of development, although use of terahertz radiation [21, 22] and two-color laser fields [23] have recently
boosted experimental progress.
While the dynamics leading to alignment and orientation can be understood within the one-body scenario [15,
16, 14], the main motivation for these efforts was derived from the goal of stereoselectivity of chemical reactions
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[24] which involve two-body interactions. Another way to control the stereodynamics of a chemical reaction
has been made possible by the impressive progress over the last decade in preparing molecules that are both
internally and translationally cold [1, 25, 2]. Controlling quantum stereodynamics of bimolecular reactions has
thus become possible [26]. Remarkably, quantization of molecular rotation governs reaction dynamics not only
at low temperatures, but determines the rate even for reactions that can otherwise be described by a classical
theory [27].
When molecules interact with their environment, a one-body or two-body picture of the rotational dynamics
becomes insufficient. The resulting phenomena can broadly be classified into decoherence of the rotational
motion, for example via intermolecular collisions [28, 29], and into genuine many-body dynamics [30]. A
recent highlight of the latter is the understanding of the laser-induced alignment of molecules inside helium
nanodroplets [31]. The underlying picture of rotational quasiparticles – the ‘angulons’ [32, 33, 34] represents a
prototype for the role of rotational states in many-body dynamics. Ultracold molecules in optical lattices amount
to one of the most promising platforms for studying many-particle physics in a fully controlled environment [35].
This includes both quantum simulation of condensed-matter models, see e.g. [36, 37], as well as the study of
novel, previously unexplored phases of matter, e.g. [38, 39].
These examples provide the first glimpse onto the prominent role of molecular rotation in the various strands
of current AMO and quantum optics research. Molecular rotation is a mature subject covered by several earlier
reviews [16, 15, 1, 2]. Recently, a modern and very didactic introduction into molecular physics – including
molecular rotation – became available [4]. Rotational degrees of freedom, however, occur in various contexts, and
often different languages are used to describe them. A unified treatment presenting the tools and concepts used
by the different communities to study the role of molecular rotations in one-, two- and many-body phenomena,
and bridging, moreover, the gap to the quantum control framework [40, 41] is currently missing. The present
review seeks to fill this void.
The review is organized as follows. We start by summarizing the one-body rotational structure for the three
different classes of molecular rotors in Sec. 2. Rotational dynamics and control over rotational motion that
can be understood within a one-body picture is reviewed in Section 3, focussing on molecular alignment and
orientation, and Section 4, dedicated to dynamical phenomena in molecular rotation. The role of rotations in
two-body interactions is the subject of Section 5 whereas many-body scenarios for control of molecular rotation
are covered in Sections 6, 7, and 8. In particular, the influence of the environment on molecular rotation is
discussed in Section 6, and Sections 7 and 8 showcase the use of molecular rotations in quantum information
and quantum simulation. The conclusions of this review are drawn in Section 9.
2 Molecular rotational structure and interaction with an electro-
magnetic field
The rotational structure of a molecule and the form of its interaction with an external electromagnetic field
provide the basis for controlling its rotational dynamics. In this section, we summarize the basic concepts for
each case of molecular rotor [7] and discuss the prospects to control its rotational motion. A vast literature on
quantum rotation of molecules exists from the point of view of molecular spectroscopy [3, 42, 43]. The main
goal of this review, on the other hand, is to describe rotations from the point of view of quantum dynamics and
control.
2.1 Free rotation of a molecule
First, let us consider the dynamics of an isolated molecule in its center-of-mass frame, neglecting its translational
motion. Such a space-fixed reference frame is called the laboratory frame. Internal molecular degrees of freedom
can be classified as electronic, vibrational and rotational [4]. The molecule is assumed to be in its vibronic,
i.e., electronic and vibrational, ground state, which is a good approximation for most small molecules at room
temperature and below. Within this approximation, we can omit the discussion of the vibrational and electronic
degrees of freedom and entirely focus on the rotational motion. In particular, the electromagnetic fields we
consider are far-off-resonant from any electronic or vibrational transition.
Before entering into a description of the quantum rotational dynamics, we start the discussion by describing
free rotation of a rigid body in classical mechanics [44, 45, 46]. Free rotation of a rigid body is defined by
the position of the body-fixed frame, (x, y, z), with respect to the laboratory frame, (X,Y, Z). In a body-fixed
frame, a linear transformation connects the angular momentum, J, to the angular velocity, ω:
J = Iω,
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Figure 1: (Color online) Schematic picture of the correspondence between molecules and classical objects.
Two examples of rigid asymmetric tops, the water molecule and a tennis racket, are represented in panel (a).
Panel (b) displays a prolate symmetric top, the CH3I molecule, and its classical analog. The body-fixed frame,
(x,y, z), is defined for each case.
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where I is a 3× 3 inertia matrix. The constant elements of I, known as the inertia elements, describe the mass
distribution of the body with respect to the three axes of the frame. The elements of I, whose dimension is
mass times length squared, can be expressed for a continuous body as:
Ijk =
∫
V
ρ(r)(r2δjk − xjxk)d
3r,
where ρ is the mass density, V the volume of the body and the coordinates of the position vector, r, are denoted
by xj , (x1, x2, x3) ≡ (x, y, z). The matrix I is a symmetric and real matrix such that a specific body-fixed frame,
(x, y, z), can be defined in which the inertia matrix is diagonal. The corresponding eigenvalues, (Ix, Iy , Iz), are
positive and are called the moments of inertia. The moments of inertia can be physically interpreted as a
measure of resistance of the body to rotational motion. The axes of the reference body-fixed frame, i.e., the
eigenvectors of the inertia matrix, are the principal inertia directions of the body.
Rigid bodies can be classified according to the relative values of their moments of inertia. We adopt the
convention Ix ≤ Iy ≤ Iz. We distinguish the following types:

Ix < Iy < Iz : Asymmetric top
Ix < Iy = Iz : Prolate symmetric top
Ix = Iy < Iz : Oblate symmetric top
Ix = Iy = Iz : Spherical top
Ix = 0, Iy = Iz : Linear top.
A standard example of a classical asymmetric top is the tennis racket as shown in Fig. 1. For a tennis racket, the
inertia axes are defined as follows. The axis z is along the handle of the racket, y lies in the plane of the head
of the racket and is orthogonal to z, while x is orthogonal to the head of the racket. For a plane object, note
that the moment of inertia about the axis normal to the plane is equal to the sum of the two other moments of
inertia, i.e., here Iz = Ix + Iy. Most molecules are asymmetric tops, with the well-known example of the water
molecule represented schematically in Fig. 1 (a). Figure 1(b) shows the example of a body with a symmetry
axis, i.e., a symmetric top. In this case, the two moments of inertia associated with directions orthogonal to
the symmetry axis are equal. We distinguish the prolate and the oblate cases in which the moment of inertia
of the symmetry axis is, respectively, the smaller and the larger moment. A prolate body has the shape of an
American football, while an oblate body has a frisbee-like shape. CH3Cl and CHCl3 are two examples of prolate
and oblate top molecules. A molecule with an additional symmetry axis such as CCl4 or CH4 is a spherical
top for which all the moments of inertia are equal. Finally, linear molecules can be viewed as a limiting case of
prolate symmetric tops where the lowest moment of inertia is assumed to be zero. Standard examples are any
diatomic molecule or the CO2 molecule.
The relative motion of the laboratory and body-fixed frames is characterized by the three Euler angles,
(θ, φ, χ). A particular set of Euler angles (which is not unique) is defined in Fig. 2. The angle θ is the angle
between the axis z of the body-fixed frame and the laboratory axis Z. The angles φ and χ describe respectively
the rotation of the body about the axes Z and z. The base-change matrix, R(θ, φ, χ), defined by the relation
t(x, y, z) = R t(X,Y, Z), where t means the transpose of a vector, can be expressed as:
R =

 cosφ cosχ cos θ − sinφ sinχ sinφ cosχ cos θ + cosφ sinχ − sin θ cosχ− cosφ sinχ cos θ − sinφ cosχ − sinφ sinχ cos θ − cosφ cosχ sin θ sinχ
sin θ cosφ sin θ sinφ cos θ

 , (1)
where the matrix elements of R are the direction cosines, denoted cos θγΓ between the pairs of axes of the two
frames, with γ = x, y, z and Γ = X,Y, Z. They satisfy the relations:{∑
γ cos θγΓ cos θγΓ′ = δΓΓ′ ,∑
Γ cos θγΓ cos θγ′Γ = δγγ′ ,
(2)
which can be deduced from the property that R is a rotation matrix, tR = R−1.
During a free rotation, the angular momentum J is constant and usually chosen along the Z- axis of the
laboratory frame. The components of J can be expressed in the body-fixed frame as Jx = −J sin θ cosχ,
Jy = J sin θ sinχ and Jz = J cos θ where J = |J|. Note that the components of J correspond to the third
column of the rotation matrix R defined in Eq. (1). The Euler equations J˙ = J × Ω, with Ωk = Jk/Ik,
k = x, y, z, govern the dynamics of the angular momentum. Explicit solutions of the Euler equations can be
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Figure 2: (Color online) Definition of the Euler angles, (θ, φ, χ), which are used to describe the position of the
body-fixed frame, (x,y, z), in the laboratory frame, (X,Y,Z).
written in terms of Jacobi elliptic functions. Using the definition of the coordinates of J, it can be shown that
the Euler angles satisfy the differential system

θ˙ = J( 1Iy −
1
Ix
) sin θ sinχ cosχ ,
φ˙ = J( 1Iy sin
2 χ+ 1Ix cos
2 χ) ,
χ˙ = J( 1Iz −
1
Iy
sin2 χ− 1Ix cos
2 χ) cos θ,
whose solutions can be expressed as the sum of elliptic integrals of the first and third kinds [45].
From the general expression of the rotational kinetic energy, T = Iω2/2, we deduce the field-free rotational
Hamiltonian H0,
H0 =
J2x
2Ix
+
J2y
2Iy
+
J2z
2Iz
. (3)
Note that centrifugal terms can also be added to H0. Equation (3) defines an ellipsoid in the (Jx, Jy, Jz)- space.
Conservation of the angular momentum magnitude, J2 = J2x + J
2
y + J
2
z , implies that J follows trajectories
lying on the intersections of the ellipsoid and the sphere. The two constants of motion, H0 and J , define
Hamiltonian integrable dynamics. The corresponding classical phase space for asymmetric tops has a simple
structure including a separatrix which is the boundary between two families of trajectories, the rotating and
the oscillating ones. Each family of trajectories is distributed around a stable fixed point, cf. Fig. 3, and the
separatrix connects the unstable fixed points.
As displayed in Fig. 4, the energy-momentum diagram (EM) is another useful way to visualize the global
dynamics of an integrable system. It corresponds to all the possible values of H0 = E as a function of J . The
position of the stable fixed points of the free rotation of a rigid body, E = J2/(2Ix) and E = J
2/(2Iz), delimits
the boundary of the EM and of the accessible phase space, while the separatrix is defined by E = J2/(2Iy).
The separatrix distinguishes the two families of trajectories, namely the rotating and the oscillating ones for
E > J2/(2Iy) and E < J
2/(2Iy), respectively.
After this brief review of the classical motion of a rigid body, we now consider a quantum description of the
rotational dynamics. We introduce the rotational constants, A, B and C, that are inversely proportional to the
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Figure 3: (Color online) Trajectories of the angular momentum of a rigid body in the body-fixed frame (x,y, z).
The red and blue lines represent respectively the rotating and oscillating trajectories of the angular momentum.
The solid black line is the separatrix.
moments of inertia of the molecule, A = ~/(4πIx), B = ~/(4πIy) and C = ~/(4πIz). We adopt the standard
convention where A ≥ B ≥ C. The quantum Hamiltonian is then given by Hˆ = AJˆ2x + BJˆ
2
y + CJˆ
2
z , where
Jˆx,y,z are operators acting on the infinite dimensional Hilbert space H. A connection between the classical and
quantum dynamics of a rigid rotor can be established in the semi-classical limit. We refer the interested reader
to [47] for details. The Wigner representation can also be used to facilitate the analysis of molecular rotational
dynamics [48].
A basis of the Hilbert space H is given by the wave functions |j, k,m〉 [7] defined by
〈φ, θ, χ|j, k,m〉 =
√
2j + 1
4π
Dj∗m,k(φ, θ, χ) , (4)
with j ≥ 0, −j ≤ k ≤ j and −j ≤ m ≤ j. The coefficients Djmk(φ, θ, χ) can be derived from the rotation matrix
R,
Djmk = 〈j,m|R(φ, θ, χ)|j, k〉 , (5)
where |j,m〉 are the eigenstates of the Jˆ2 and JˆZ operators, with the wavefunctions given by Spherical Harmonics,
〈θ, φ|j,m〉 = Yjm(θ, φ). In the |j, k,m〉- basis, the components of the angular momentum satisfy:

Jˆ2|j, k,m〉 = j(j + 1)|j, k,m〉 ,
Jˆz|j, k,m〉 = k|j, k,m〉 ,
JˆZ |j, k,m〉 = m|j, k,m〉 .
(6)
Note that the matrix elements of JˆX and JˆY (resp. Jˆx and Jˆy) do not depend on k (resp. m). For linear
molecules, the Hamiltonian reads Hˆ = BJˆ2 and the dynamics is restricted to the subspace with k = 0, in which
the angular momentum is orthogonal to the molecular axis. The energy levels of the form Bj(j+1) are (2j+1)-
degenerate and the eigenbasis is given by the kets |j,m〉. The second case concerns symmetric top molecules
for which two of the rotational constants are equal. The energy levels, Ej,k, can be expressed respectively as
Aj(j + 1) + (C − A)k2 and Cj(j + 1) + (A − C)k2 in the oblate and prolate cases with the eigenkets |j, k,m〉.
In the general situation of an asymmetric top molecule, k is not a good quantum number and the Hamiltonian
matrix has a block-diagonal structure labelled by j and m in the |j, k,m〉- basis. The energy levels of the water
molecule are represented in Fig. 4. Since in the body-fixed frame, the Hamiltonian matrix does not depend on
the quantum number m, the spectrum is composed of 2j + 1 levels which are (2j + 1)-degenerate.
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Figure 4: (Color online) Energy momentum diagram of the water molecule. The red dashed line depicts the
position of the separatrix and the black solid lines the boundary of the accessible EM. The blue dots indicate
the position of the energy levels in the diagram.
2.2 Interaction between a molecule and an external electromagnetic field
After this short description of the free rotational Hamiltonian, we introduce the terms describing the interaction
with a electromagnetic field. We consider the semi-classical approximation in which the field is classical while
the molecule is treated quantum-mechanically. Let µˆ be the electric dipole moment of the molecule. The dipole
moment can be permanent for a polar molecule or induced by an intense electric field. The interaction term
can be expressed as HI = −µˆ · E(t) where E(t) is the electric field the molecule is subjected to at time t. In
the dipole approximation, we assume that the electric field has no spatial variation across the extent of the
molecule, i.e., E(r, t) ≡ E(t). The dipole moment can be written as a power series expansion of E:
µˆ = µˆ0 +
1
2
αˆE+
1
6
βˆE2 + · · · , (7)
where µˆ0 is the permanent dipole moment along the z- direction, and the polarizability, αˆ, and hyperpolariz-
abiliy, βˆ, are given by tensors of rank 2 and 3, respectively.
The polarizability tensor is a 3×3 diagonal matrix in the molecular frame for linear and symmetric molecules
with the elements (α⊥, α⊥, α‖) where α‖ and α⊥ are respectively the components parallel and perpendicular to
the molecular axis. The difference between the two coordinates, i.e., the polarizability anisotropy, is denoted
by ∆α = α‖−α⊥. ∆α is positive for linear and oblate molecules and negative for prolate symmetric tops. The
situation is more complex for asymmetric molecules. Only molecules with D2, C2v or D2h symmetry have a
diagonal polarizability tensor with elements αxx, αyy and αzz [49, 50, 51]. We will assume the polarizability
tensor to be diagonal in this section.
The electric field is defined in the laboratory frame, and we denote its coordinates along the three directions
of the frame by (EX , EY , EZ). Its polarization is given by the time evolution of the three components, EX , EY
and EZ . Using the rotation matrix R defined in Eq. (1), the components in the molecular frame read
ExEy
Ez

 = R

EXEY
EZ

 . (8)
To second order, the interaction Hamiltonian can be written as
HˆI = −
∑
K
µ0 cos θˆzKEK −
∑
K
E2K
2
(∆α cos2 θˆzK + α⊥)
−
∑
K,K′;K 6=K′
EKEK′∆α cos θˆzK cos θˆzK′ ,
with K,K ′ = X,Y, Z. Several different cases can be distinguished. If the electric field is resonant with some
of the rotational frequencies then HˆI cannot be simplified to such a form. It is the situation encountered, e.g.,
7
with terahertz pulses. When the molecule is exposed to optical laser fields with a frequency much larger than
the rotational ones, a high-frequency approximation can be used to separate different time scales and to simplify
the expression of HˆI [52]. A heuristic derivation can be carried out as follows. We assume that the electric field
can be expressed as
E(t) =
∑
K=X,Y,Z
EK(t) cos(ωt+ φK)uK , (9)
where ω is the carrier frequency, E a slowly varying time-dependent vector of coordinates (EX , EY , EZ), φK
the phases of the field which define its polarization state and ~uK the unitary vector along the K-direction.
For a non-resonant field, we introduce the time-averaged value 〈·〉 over a time τ given for a function a(t) by
〈a〉 = 1τ
∫ τ
0 a(t)dt. The time τ satisfies
2pi
ω ≪ τ ≪ Trot, where Trot is a typical time scale of the rotational
dynamics. For linear and symmetric molecules, Trot is the rotational period. We then obtain

〈EK〉 = 0 ,
〈E2K〉 =
E2K
2 ,
〈EKEK′〉 =
EKEK′
2 cos(φK − φK′), K 6= K
′ ,
(10)
which leads to
HˆI = −
1
4
∑
K
E2K(∆α cos
2 θˆzK + α⊥)
−
1
2
∑
K,K′;K 6=K′
EKEK′ cos(φK − φK′)∆α cos θˆzK cos θˆzK′ .
We observe that, for circular polarization in the (X,Y )- plane, the cross term with EXEY vanishes since the
relative phase φX − φY =
pi
2 , while this term is maximum for linear polarization when the phase difference is
equal to 0 or π. The same analysis can be conducted for the hyperpolarizability term or for more complex
control fields. As an example, we consider a linearly polarized two-color laser field, interacting up to third
order with a linear molecule. The non-zero components of the hyperpolarizability tensor are β‖ = βzzz and
β⊥ = βzxx = βzyy. We obtain that
βˆE2 =

 2β⊥ExEz2β⊥EyEz
β‖E
2
z + β⊥(E
2
x + E
2
y)

 (11)
and
βˆ
6
E3 =
1
6
E(t)3[(β‖ − 3β⊥) cos
3 θˆ + 3β⊥ cos θˆ] . (12)
The electric field can be expressed as
E(t) = [E1 cos(ωt) + E2 cos(2ωt+ φ)]uZ , (13)
where φ is the relative phase between the two components and uZ the unitary vector along the Z- direction.
After averaging over the rapid oscillations of the field, the interaction Hamiltonian reads
HˆI = −
1
4
(
∆α cos2 θˆ + α⊥
) (
E21 + E
2
2
)
−
cosφ
8
[(
β‖ − 3β⊥
)
cos3 θˆ + 3β⊥ cos θˆ
]
E21E2 .
The last technical point concerns the construction of the matrix associated with the operator HˆI in the
|j, k,m〉- basis. An efficient approach consists in deriving the direction cosines in terms of the coefficients Djm,k.
For instance, we have cos θˆz,Z = cos θˆ = D
1
0,0(0, θˆ, 0). The matrix elements can then be computed by using
Eq. (4) and the sum rule,∫
Dj1m1k1D
j2
m2k2
Dj3m3k3dΩ = 8π
2
(
j1 j2 j3
m1 m2 m3
)(
j1 j2 j3
k1 k2 k3
)
,
where Ω(θ, φ, χ) is the integration volume and the 3-j symbols have been introduced. The 3-j symbols are
coefficients allowing to add angular momenta in quantum mechanics [7].
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2.3 Molecular rotational dynamics
The time evolution of molecular rotational dynamics is governed by different differential equations according to
the experimental conditions. At zero temperature, the rotational state of an isolated molecule in the gas phase
is described by a state vector, |ψ(t)〉, which satisfies the Schro¨dinger equation,
i~
d
dt
|ψ(t)〉 = [Hˆ0 + HˆI ]|ψ(t)〉 . (14)
The initial state is usually the level of lowest energy, i.e. |0, 0, 0〉. At non-zero temperature, the Liouville-von
Neumann equation,
i~
∂ρˆ
∂t
= [Hˆ0 + HˆI , ρˆ] , (15)
governs the dynamics of a gas at low pressure, where ρˆ is the density matrix of the rotational system. For a
gas at temperature T , the initial state ρˆ0 is given by the canonical density operator. For a linear molecule, this
state can be expressed as
ρˆ(0) =
1
Z
∑
j,m
e−Bj(j+1)/(kBT )|j,m〉〈j,m| , (16)
where Z =
∑
j,m e
−Bj(j+1)/(kBT ) is the partition function and kB the Boltzmann constant. Equation (15) is
typically valid for times shorter than the relaxation time due to molecular collisions. A more complete description
is given when including decoherence and dissipation, for example in terms of a Lindblad-type equation,
∂ρˆ
∂t
=
1
i~
[Hˆ0 + HˆI , ρˆ] + L(ρˆ) , (17)
where L is a linear operator modelling relaxation processes such as collisions [28]. Equation (17) assumes the
Markov approximation, i.e., where the quantum system evolves without memory and does not influence the
state of its environment.
When analyzing quantum rotational dynamics, typical observables are expressed in terms of rotation angles.
For example, a simple and useful description of a molecule’s orientation in space is given, to first order, by
the expectation values of the direction cosines: 〈cos θγΓ〉 = Tr[ρ cos θγΓ]. Note that only a coarse-grained
information of the rotational state is provided by these quantities [53]. By definition, the different expectation
values belong to the interval [−1, 1]. A molecule is said to be oriented along a given axis of the laboratory frame
if one of the expectation values satisfies |〈cos θγΓ〉| ≃ 1. This concept of orientation can be generalized to three
dimensions with the corresponding three direction cosines. Further information about the rotational probability
density can be gained from the second-order moments, 〈cos2 θγΓ〉. These quantities are essential for symmetric
molecules with no permanent dipole moment. An example is given by homonuclear diatomic molecules such as
N2 or O2. In this case, the notion of orientation is replaced by that of alignment in which the axes direction
is not considered. For linear molecules, the degree of alignment is quantified through the quantum averages,
〈cos2 θzΓ〉, where θzΓ is the angle between the molecular axis and the axes of the laboratory frame. They satisfy
the relation
∑
Γ〈cos
2 θzΓ〉 = 1. At ambient temperature, the three expectation values are for symmetry reasons
equal to 1/3. The molecule is said to be aligned along the X- direction if 〈cos2 θzX〉 ≃ 1. When 〈cos2 θzX〉 ≃ 0,
the molecular axis is delocalized in the (Y, Z)- plane, leading to planar alignment [54, 55].
2.4 Geometric description of rotational dynamics
The geometric study of the rotation of a rigid body is a fundamental subject both in classical and quantum
mechanics [46, 56]. The starting point is the integrable case [44], that is, the dynamics of the free asymmetric top
and symmetric top in a constant external field. The two systems are known as the Euler top and the Lagrange
top in mathematics and have been studied for many centuries [57]. Non-trivial effects are still investigated
by mathematicians and theoretical physicists. An example is given for asymmetric tops by the tennis racket
effect [57, 58, 59]. This classical geometric phenomenon occurs in the free rotation of any asymmetric rigid body.
In particular, it describes what happens when a tennis racket is tossed into the air while imparting a rotation
about the unstable axis. In addition to the 2π-rotation about this axis, the racket performs an unexpected
π-flip about its handle. A schematic description of this effect is given in Fig. 5.
The topic of renewed interest today is to find signatures of classical dynamics in the quantum regime. A
large number of studies have shown the advantage of classical analysis for revealing the properties of quantum
molecular spectra. This aspect has been investigated for the free molecular rotation [47, 60, 61, 62, 63, 64, 65],
but also for molecules subject to a constant electric field [66, 67, 68]. Take Hamiltonian monodromy [57] as
an example, which is the simplest topological obstruction to the existence of global action angle variables in
9
Figure 5: (Color online) Schematic description of the tennis racket effect. Note the π- flip of the head of the
racket when the handle makes a rotation.
classical integrable systems. Monodromy has a quantum counterpart which prevents the existence of global
good quantum numbers in the rotational spectrum [69]. Monodromy in the spectrum of a quantum symmetric
top molecule in an electric field was described by [66]. The dynamics of linear molecules in tilted electric fields
were investigated by [67, 68]. Note that a geometric framework can also be derived for non-integrable case in
terms of location and bifurcation of relative equilibria in the energy-momentum diagram of the molecule [70].
2.5 Controllability of rotational dynamics
Controllability of quantum dynamics is of fundamental as well of practical importance since it determines
the extent to which a quantum system can be manipulated and brought to a desired target state [71]. The
mathematical theory of controllability is by now well established for finite-dimensional closed quantum sys-
tems [72, 73, 74]. In the case of an infinite-dimensional Hilbert space, the problem is much more intricate from
a mathematical point of view, even for a quantum system with a discrete spectrum [75, 76, 77, 78, 79].
For infinite-dimensional systems, two concepts of controllability are introduced, namely exact and approxi-
mate controllability. In the approximate controllability version, the system is not steered exactly to the target
state, but to an arbitrary small neighborhood of the final state. Note that in a finite-dimensional setting, the
notions of exact and approximate controllability coincide. Exact controllability seems rather exceptional in
quantum control and very difficult to prove rigorously [75]. Approximate controllability is much more common
and many different results have been obtained using, e.g., Galerkin techniques, i.e., finite-dimensional approx-
imations of the Hilbert space [76, 77, 78, 79]. A crucial aspect of the proof is based on the structure of the
energy levels, which has to be as different as possible from the spectrum of a quantum harmonic oscillator. It
can be shown mathematically that this latter is not controllable [80]. This is also easily understood intuitively
since an electromagnetic field driving a harmonic oscillator cannot distinguish different transitions, such as the
transition between |0〉 and |1〉 and that between |1〉 and |2〉. Rotational dynamics with its infinite-dimensional
Hilbert space and the anharmonic discrete spectrum of the associated Hamiltonian is an ideal physical example
for testing controllability techniques. Approximate controllability in the infinite-dimensional setting has been
shown for linear molecules [77, 78, 79]. However, controllability of the dynamics of symmetric and asymmetric
top molecules remains an open mathematical question.
Another approach to establishing controllability consists in selecting a finite-dimensional subspace of the
physical Hilbert space [81]. For control of molecular rotations, this subspace is spanned by the kets {|j, k,m〉}
with j ≤ jmax. Such a dimensionality reduction can be physically justified by the finite temperature of the system
and the fact that electromagnetic fields only transfer a finite amount of energy to the molecule, confining the
system to a finite-dimensional subspace [82, 83, 84, 85, 86]. The parameter jmax depends on the temperature
and the energy of the pulse that the molecule is subjected to. With such a physically motivated assumption,
controllability can be shown, using the tools of the finite-dimensional setting.
If the molecule is controlled by two independent electric fields along two orthogonal directions, then the
system is usually completely controllable, that is any target state can be reached from any initial state of the
Hilbert space [71]. There are some exceptions to this general rule due to symmetries of the molecular system.
A simple example of a non-completely controllable system is a decoupled one. In this case, the Hamiltonian
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matrix is block diagonal and the Hilbert space can be decomposed into a direct sum of at least two orthogonal
subspaces. In this situation, the relevant concept is simultaneous controllability, that is the possibility to control
uncoupled quantum systems by the same external field. A standard example is encountered in a linear molecule
driven by a linearly polarized laser pulse at non-zero temperature. This system is not completely controllable
since m is a good quantum number [86]. The Hilbert space can be written as the sum of subspaces Hm. By
symmetry, the dynamics in Hm and H−m are the same so that only the positive m values have to be taken into
account in a controllability analysis [86]. Simultaneous controllability can be proven for this class of examples
in the finite and infinite dimensional setting [78].
3 Alignment and orientation
Laser-induced alignment and orientation are important examples for the control of molecular dynamics. A
one-body picture is sufficient to analyze and understand it. A noticeable degree of alignment or orientation is
crucial in a variety of applications ranging from chemical reaction dynamics [87, 15] to nanoscale design [88]
and attosecond electron dynamics [89]. Molecular alignment and orientation can also be viewed as crucial
prerequisites in laser control of molecular dynamics before exploring more complex scenarios. For instance,
the enhancement of the yield of a chemical reaction often requires the control of the spatial orientation of
the molecules. In the case of a molecule driven by a linearly polarized laser field, alignment (corresponding
to a double-headed arrow, l) is defined by an increased probability distribution along the polarization axis
compared to the direction perpendicular to it. Orientation, on the other hand, corresponds to a selected
direction in space, i.e., a single-headed arrow, ↑. In such a way, orientation implies alignment, however, the
reverse is not the case [15, 16].
Molecular alignment and orientation can be produced under two different regimes, namely the adiabatic and
the sudden ones. We introduce the characteristic time-scale of the free rotation of the molecule, Trot, which is
typically of the order of 1 to 10 ps. The sudden mechanism is based on short and intense laser pulses of duration
Ts with Ts ≪ Trot. The time Ts is of the order of tens or hundreds of femtoseconds. A specific rotational wave
packet is created and field-free transient alignment and orientation are observed as long as the coherence of the
process is preserved. In the adiabatic limit, on the other hand, nanosecond laser pulses are used with a duration
Ta ≫ Trot. The adiabatic transfer is induced by slowly turning on the laser field with respect to the rotational
period. The molecule is then adiabatically transferred to field-dressed eigenstates during the pulse and goes
back to its initial state when the field is turned off. In this case, alignment and orientation are not generated
under field-free conditions, except for the case where the field is abruptly switched off.
In this section, we review recent theoretical and experimental progress in the generation of alignment and
orientation, from the standard one-dimensional alignment to recent extensions to two and three spatial di-
mensions. The experimental detection of alignment and orientation will be also discussed, as well as recent
applications of molecular alignment. For a more detailed description of the concepts and applications, we refer
the interested reader to [15, 16, 2, 14] and references therein.
3.1 Generation of 1D alignment and orientation
Alignment by static fields and linearly polarized nanosecond and femtosecond laser pulses
Confining molecular rotation to a specific direction is a long-standing goal in physics. Pioneering works date back
to the early 1960’s when electrostatic hexapole fields were used for the first time [90, 91]. This brute force strategy
has an intrinsic limitation due to the maximum strength of electrostatic fields that can be applied [92, 93]. Intense
laser fields came into play only about 30 years later with the advance of optical technology. It does thus not
come as a surprise that the first results on the spatial manipulation of molecules in the adiabatic regime with
intense nanosecond laser fields were obtained theoretically [94, 95, 96, 97, 98, 88, 99, 100, 101]. This theoretical
activity encouraged experimental developments on molecular alignment for which the first direct evidences were
reported in the late 1990s [102, 24, 103, 104, 105, 106].
At the same time, new alignment techniques under field-free conditions based on the application of femtosec-
ond laser pulses were proposed in different theoretical studies [107, 108, 109, 110, 111]. Molecular alignment
and orientation in combined electrostatic and pulsed laser fields were described by [112]. Field-free molecular
alignment was then observed by using femtosecond laser pulses for linear molecules [113, 114, 115] and for
asymmetric top molecules [116]. Several theoretical studies, focussing on alignment dynamics, explored the best
way to align linear molecules in the sudden excitation regime with one or a series of femtosecond laser pulses.
The revival structure of alignment dynamics was described by [109, 108]. The roles of permanent dipole moment
and polarizability terms in the alignment process were discussed by [117]. Enhancement of molecular alignment
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by a train of short laser pulses was shown by [118, 119]. The possibility to maintain molecular alignment for
arbitrarily long time by using an appropriate periodic sequence of laser pulses was proposed in [120, 121]. The
alignment mechanism was described in terms of the coherent control of rotational wave packets [122]. Phase-
shaped femtosecond laser pulses can be used to control the degree of alignment [123, 124, 125]. The alignment
was optimized experimentally by a feedback closed loop procedure [126]. The corresponding rotational wave
packet can be reconstructed through the interference with a replica of the laser pulse [127]. Enhancement
of alignment by a combination of a short and a long laser pulses polarized in the same direction was shown
by [128, 129]. Recently, it was pointed out how the coupling between the rotational angular momenta and the
nuclear spins through the electric quadrupole interaction can decrease the observed degree of alignment in the
sudden regime [130]. Finally, note that field-free molecular alignment can be strongly enhanced by a cavity as
shown by [131].
Adiabatic orientation by two-color and static fields
In the non-resonant case, the carrier frequency of the laser field is very large compared to rotational frequencies.
As shown in Eq. (10), the interaction between the molecule and the external field through the permanent dipole
moment averages to zero. Therefore, only the polarizability term plays a role in the rotational dynamics which
leads to molecular alignment. Molecular orientation of polar molecules can only be generated in the adiabatic
regime if the inversion symmetry of the alignment process is broken. Different control strategies have been
studied. One option is to use a two-color laser field and the asymmetry caused by the hyperpolarizability
interaction [132]. Parity breaking can also be achieved from a resonance between the frequency of the laser field
and a vibrational transition [133]. Hyperpolarizability-induced orientation was demonstrated experimentally
by [134]. A recent theoretical study has shown how to improve molecular orientation by optimizing the relative
delay and intensities of the two-color excitation [135]. Note that field-free molecular orientation can also be
achieved by slowly ramping up the laser field and then abruptly switching it off [136]. Another control protocol
consists in combining an electrostatic field with an intense non resonant laser field. This procedure was first
applied experimentally by [137]. The same control strategy was used in several experiments [138, 139] and
studied theoretically by [140] for asymmetric top molecules. Non-adiabatic effects were revealed to play a
role in molecular orientation by [141]. In particular, this work provides the field parameters under which the
dynamics are adiabatic.
Orientation and alignment drastically decrease with temperature. As temperature increases, the initial state
of the dynamics becomes more and more a statistical mixture of rotational states which tends to misalign or
misorient the molecule. This difficulty can be overcome by considering state-selected molecules. This can be
achieved in a seeded supersonic expansion. Due to collisions with the buffer gas, molecular rotation is cooled
down to 4K so that only the lowest rotational states are populated. A strong inhomogeneous static electric
field is applied in a second step to isolate polar molecules in their rotational ground state. The produced state-
selected molecules are then used to generate very high laser induced alignment and orientation. This idea was
realized experimentally in a series of studies [142, 143, 144, 145, 146] with state-selected molecules. The control
fields were theoretically optimized by [147] to improve the efficiency of the alignment or orientation process.
Orientation by two-color femtosecond lasers and THz field
As in the adiabatic regime, the generation of molecular orientation by two-color femtosecond laser pulses is
based on the light-matter interaction involving the molecular polarizability and hyperpolarizability terms. This
method was proposed and studied theoretically by [148, 149] and demonstrated experimentally by [23, 150].
A comparison between this mechanism and a two-color laser induced orientation based on ionization depletion
is made by [151]. In the second process, the pulse ionizes selectively molecules according to their orientation
angles. An experimental observation of the transition between these two mechanisms was done in [152]. Other
theoretical studies have investigated the conditions required to maximize the achieved degree of orientation.
[153] showed that field-free orientation can be strongly enhanced if a second in-phase or antiphase dual-color
laser pulse is applied at the revival or half-revival time. [154] observed that the parity of excited rotational
states is a crucial parameter in the enhancement of molecular orientation. Phase-dependence of molecular
orientation in a two-color excitation process was investigated by [155]. Alignment enhanced orientation obtained
from a delay between single and two-color laser pulses was also demonstrated by [156, 157] and observed
experimentally by [158]. Field-free orientation by other control protocols with short pulses of different colors
was studied [159, 160, 161]. The efficiency of a multicolor laser field with a superposition of the fundamental
wave and its harmonics was analyzed by [159]. Two circularly polarized pulses of different wavelengths can also
be used to orient molecules [160]. [161] showed that molecular orientation can be generated by a three-color
laser field even at room temperature.
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Orientation by THz fields has been the subject of an intense theoretical activity to determine the feasibility
as well as the efficiency of the control process. One of the main advantages to work in the THz regime comes
from the fact that the typical time scale of a THz pulse is of the same order as the rotational period, leading to
a resonant and efficient excitation of the rotational dynamics. A THz field with a highly asymmetrical temporal
shape imparts a sudden momentum kick through the permanent dipole moment and thereby orients the molecule.
However, due to limitations to current pulse shaping techniques, only half-cycle and few-cycle pulses can be
generated experimentally. The efficiency of the kick mechanism and its robustness against temperature effects
were studied theoretically [117, 162, 110, 163, 164, 165, 166, 167]. The combination of THz excitation with a
far-off-resonant laser field was investigated by [168, 169, 170, 171, 172, 173]. A high degree of orientation can
also be generated by a train of half-cycle pulses [84, 174]. Experimental demonstrations have been achieved
more recently both for linear [21, 175], symmetric [22] and asymmetric top molecules [176]. More complex
control scenarios have been explored theoretically using, to mention a few, a two-color laser field and a THz
pulse [177] or a THz few-cycle field with a specific phase [178, 179].
Optimal control for alignment and orientation
Optimization techniques have been widely used to theoretically design control fields maximizing orientation and
alignment. The controllability aspects have been described in Sec. 2.5. Manipulating molecular rotation by laser
fields represents an ideal control problem because the Hamiltonian is known with very high precision—only the
rotational constants and the permanent and induced dipole moments are needed for computing the dynamics.
A very good agreement between theory and experiment is usually observe. Therefore, open-loop optimization
process, which is only based on the knowledge of the quantum system [41], is expected to result in improved
performance. Note that a parallel can be made with spin dynamics in which optimal control fields are known
to be experimentally very efficient [41, 180, 181, 182].
To simplify the description of the control process, we consider the optimization of the degree of orientation of
a linear molecule by a linearly polarized electric field. The goal is to maximize at a given time t the expectation
value 〈cos θˆ〉, where θ is the angle between the molecular axis and the polarization direction. These arguments
can be generalized to molecular alignment and to the control of symmetric and asymmetric top molecules. From
a theoretical point of view, the main difficulty for the optimization procedure comes from the infinite dimension
of the Hilbert space of the quantum system. The operator cos θˆ has a continuous spectrum and one cannot
define a target state that saturates the maximum orientation. This target state, i.e., the eigenstate of cos θˆ with
the largest (or smallest) eigenvalue, does not belong to the Hilbert space and is physically not relevant since
it can only be expressed as an infinite linear combination of spherical harmonics. An alternative strategy to
define a target state consists in selecting a finite-dimensional subspace of the physical Hilbert space. A standard
choice is to fix a maximum value jopt of the angular momentum and to consider the space Hopt spanned by
the states |j,m〉 with j ≤ jopt. The projection of cos θˆ onto Hopt has a discrete spectrum and a target state
maximizing the orientation can thus be defined [84]. Note that, in order to avoid numerical artefacts, the
numerical computations should be performed in a larger Hilbert space with j > jopt. Another option is to
optimize 〈cos θˆ〉 directly but with a penalization on the pulse energy to avoid populating high j- levels, which
would require a very intense laser field [183, 184].
Different optimization methods have been used in the literature for maximizing molecular orientation and
alignment. Pulses with a fixed duration were derived with numerical optimal control algorithms either from a
target state or the maximization of the expectation value of an observable [184, 185, 186, 187]. The control
time was optimized in [188]. Different extensions of the standard algorithms were proposed to account for some
specific experimental constraints such as the requirement of a zero-area field [189, 190], spectral constraints [191],
fields with specific shape constraints [183, 192, 193, 194], and different polarizations [54, 195]. Polarizability and
hyperpolarizability terms lead to a non-linear interaction between the molecular system and the control field.
Different optimization procedures were proposed for this kind of dynamics [196, 197, 198]. Other situations with
isotope selectivity [199] and control by microwave pulses [200] have also been explored. Due to the computational
complexity of the quantum dynamics, optimal control of asymmetric top molecules is not at the same stage of
development, even if some recent studies have started investigating this aspect [201, 202, 203].
In all these examples, the derived optimal pulses are generally very efficient but cannot be directly im-
plemented experimentally with the current state-of-the-art pulse shaping techniques. In view of experimental
applications, another approach, based on a closed-form expression for the control field which then depends on
a finite number of parameters, was developed. The parametrization of the field is chosen to satisfy specific
experimental constraints or limitations, corresponding to those of the pulse shapers. These devices work in the
frequency domain by tailoring the spectral phase and amplitude of the field over a given bandwidth. At the
second step, the optimal values of the parameters can be determined by using global optimization procedures
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Figure 6: (Color online) Angular distribution of the CO2 molecule after interaction with two short pulses
polarized in orthogonal directions. Note the planar alignment of the molecule in the (x, y)- plane. Reprinted
with permission from [55].
such as genetic algorithms in the time or frequency domain [204, 205, 125, 118, 119, 174, 206]. The diversity of
the potential optimal control solutions is explored by [207]. This approach leads to efficient and experimentally
relevant control pulses.
3.2 Generation of 2D and 3D alignment via polarization control
A much more challenging goal is to generate 2D or 3D alignment or more complicated dynamics through the
control of laser field polarization either in the sudden or in the adiabatic regime. The idea behind this research
program is to make progress towards full control of the rotational motion.
We start by discussing sudden control of molecular rotation. Since the duration of field-free alignment of a
linear molecule along a given fixed direction is intrinsically limited by the rotational dynamics, a less demanding
objective is to permanently confine the molecular axis in a plane. Such a planar alignment has no intrinsic limit
as shown by [54]. Since, for linear molecules, the angular momentum is orthogonal to the molecular axis, this
control is equivalent to the alignment of the angular momentum. It was successfully achieved in the experiment
by [55], applying two short laser pulses properly delayed and polarized in orthogonal directions. The simulated
angular distribution of the CO2 molecule after interaction with the laser pulses is displayed in Fig. 6. As
proposed theoretically by [208] and realized experimentally by [209], orientation of the angular momentum can
be obtained with the same control sequence, but using two pulses with linear polarization tilted by 45◦ with
respect to each other. Such an arrangement leads to an asymmetric distribution of the rotational population
in states with positive and negative values of the quantum number m. This excitation induces the rotation of
the molecules in a preferential direction, clockwise or counter-clockwise. The same control strategy can even
induce molecular orientation in specific asymmetric chiral molecules whose polarizability tensor is non-diagonal
in the molecular frame [210, 211, 212]. Other control procedures can be used to generate unidirectional rotation
of the molecular axis such as a spinning linear polarization [20] and a chiral train of laser pulses [213, 214].
The rotational Doppler effect can be used to measure the rotation of spinning molecules as proposed and
shown by [215, 19, 20]. A field-free two-direction alignment alternation can be induced by short elliptic laser
pulses [216, 217].
Unidirectional rotation can be produced in the adiabatic regime with a much larger efficiency [218]. This was
first experimentally observed by [219], introducing the concept of the optical centrifuge. Spinning of molecules
to very high angular momentum states is induced by nanosecond laser with a rotating polarization axis. Such
an excitation can be sufficient to break molecular bonds. Dissociation and multiple collisions processes were
used for the identification of the formation of super rotors [219, 220]. These new molecular objects were further
studied, measured and controlled by [18] from a coherent detection technique using a probe beam. The dynamics
and the physical properties of these structures were then studied in a series of papers. The magneto-optical
properties of paramagnetic superrotors were investigated by [221]. Ultrafast magnetization of a dense molecular
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gas was achieved by [222]. [223] showed numerically that the collisions in a dense gas of unidirectionally
rotating molecules can induce macroscopic vortex gas flows. A two-dimensional centrifuge was proposed as a
tool to produce long-lived alignment [224]. A complete theoretical description of the generation of asymmetric
superrotors is given by [225].
Linearly polarized pulses can be used to align asymmetric-top molecules along their strongest polarizability
axis [226, 227, 228]. However, the ultimate goal in the control of the rotation of such molecules is 3D alignment
or orientation where all three molecular axes are forced to be aligned or oriented along the three directions
of the laboratory frame. Such a degree of control requires to go beyond linearly polarized laser fields. Three-
dimensional alignment was achieved for the first time experimentally with an elliptically polarized nanosecond
pulse by [17] and by [229, 230] combining nanosecond and femtosecond laser pulses polarized in orthogonal
directions. Three-dimensional orientation was observed by [231], using a combination of an electrostatic and
an elliptically polarized laser field. Field-free 3D molecular alignment was first demonstrated by [232] with
two time-delayed, orthogonally polarized femtosecond laser pulses. The same observation was made by [233]
with a short elliptically polarized field and by [234] with a sequence of impulsive laser pulses with different
ellipticities. Optimal control techniques have been used to theoretically study the extent to which asymmetric-
top molecules can be aligned along the three directions at the same time [201, 202, 203]. Field-free 3D orientation
of asymmetric-top molecules was achieved by [235] with combined weak electrostatic and elliptically polarized
laser fields.
In addition to rotational degrees of freedom, it is also interesting to control the molecular torsion, that is the
angle between the different groups of atoms around a molecular bond. The control of torsional angles is a crucial
step for the development of emerging technologies such as molecular electronics. The first theoretical proposal
was brought forward by [236]. Adiabatic torsional quantum control was studied by [237, 238]. Modeling of
torsional control was explored by [239, 240] to analyze the number of internal molecular coordinates to account
for in this dynamical process as well as the validity of reduced dimensionality models. The interplay between
the torsional and the rotational motion of aligned molecules was studied theoretically by [241]. Torsional motion
was found to have a strong impact on the rotational dynamics. The torsional control has been demonstrated
experimentally by [242, 243] where a nanosecond elliptically polarized laser pulse is used to produce 3D alignment
of the molecules while a linearly polarized short pulse initiates torsion.
3.3 Detection of alignment and orientation
The experimental measurement and quantification of molecular alignment and orientation is important to
estimate the efficiency of the control process and to probe the angular distribution of the generated rotational
wavepacket. Both destructive and non-destructive measurement techniques have been developed.
The first strategy to estimate the molecular alignment is based on the substantial modification of rotational
eigenstates when the molecule is subject to a strong laser pulse. Rotational spectroscopy can therefore be used
to observe and measure alignment [244, 245, 246]. Another way to quantify alignment is to use a destructive
technique based on an intense probe, which breaks the aligned molecule, and the measurement of the angular
distribution of the corresponding fragments [103, 102, 247]. More precisely, a pulse ionizes the molecule, which
leads to a Coulomb explosion [248]. The produced ions are then detected by measuring the three-dimensional
velocity of each fragment (strictly speaking, only the 2D projection of the 3D velocity is measured). For a
linear molecule and a sufficiently fast dissociation process, the velocities of the fragments are parallel to the
molecular axis and the measured distribution reflects therefore the laboratory-frame molecular orientation. This
measurement can be performed in one or several directions. Direct imaging of rotational wave-packet dynamics
of linear molecules was achieved by [249]. The ion produced by Coulomb exploding the molecule is detected in
a series of measurements carried out at different times. This information allows for the reconstruction of the
molecular angular distribution function. Note that recent progress has been made in the Coulomb explosion
imaging techniques [250, 251, 248].
A non-intrusive observation of molecular alignment can be performed through a weak probe which is aimed
at measuring the optical properties of the gas of aligned molecules. It can be shown that the macroscopic
measure of birefringence is related to the degree of alignment [252, 253]. This technique can be generalized to
measure the alignment along two orthogonal directions [254]. Molecular dichroism can be used in a comparable
way as birefringence to estimate the alignment of the molecules [255].
Non-intrusive methods have also been developed to measure molecular orientation. When a molecular sample
is oriented by laser excitation, a free-induction decay (FID) is emitted by the gas [22, 21]. The FID can be
connected to the degree of orientation of the molecule. In particular, it can be shown that the emitted THz field
is proportional to the time derivative of 〈cos θ〉 [22, 21]. The observed experimental signal can be reproduced
with good accuracy by numerical simulations [22]. It was recently shown that FID leads to a decay of molecular
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orientation which is not observed for non-polar molecules [256].
High harmonic generation (HHG) from aligned molecules was first considered theoretically by [257], showing
in particular that information about the molecule and its rotational dynamics can be extracted from the HHG
spectra [258, 259]. HHG was experimentally analyzed in different studies [260, 261, 262]. The characteristics
of oriented wave packets were studied via HHG by [263, 264, 265]. Complex revival dynamics of rotational
wave packets are measured via Coulomb imaging and HHG by [266]. HHG from spinning molecules was also
observed [267, 268, 269]. The rotational Doppler shift in the harmonics frequency was observed by [267, 269].
HHG has been recently used to probe the spinning dynamics in real time [268].
3.4 Applications of molecular alignment
Molecular alignment results in a highly peaked distribution of the rotational wavepacket. It is generally used
as a preparation step for further interactions or chemical processes. The decisive role of molecular alignment
has been shown in a growing number of applications such as molecular imaging and selectivity, the control of
molecular scattering and ionization, to name a few. One can also make use of molecular alignment for probing
collisional relaxation and enhancing the interaction of a molecule with a surface. Since a large number of
applications of laser aligned molecules have emerged during the past few years, only the recent developments
will be reviewed in this work and we refer the reader to earlier reviews discussing these aspects [15, 16, 2]. Note
that the rotational dynamics in an environment is discussed in Section 6.
During the past two decades, alignment has been shown to be crucial in chemical reactions and stereochem-
istry, for studying molecular structure [270, 271], HHG [272, 273, 274], as well as in nanoscale design [88] and
quantum computing [275]. In a molecular gas, it was shown experimentally that field-free molecular alignment
can be used to track collisional relaxation [29, 276]. Strong alignment is also a way to tailor the dipole force
of a molecule by tuning the effective molecular polarization [277]. Molecular images can be obtained from
high-order harmonics generated by aligned molecules. This technique was used to obtain photoelectron angular
distributions in ionization [278]. Imaging isolated molecules is made possible through molecular alignment [279].
Aligned molecules were imaged by diffraction of photo-electrons by [280, 281]. The crucial role of molecular
alignment on molecular scattering was shown in several studies [282, 283, 284]. Molecular alignment can also
help to understand the complex structures of molecular attosecond transient-absorption spectra [285]. Rota-
tionally aligned wave packets can be used to probe the structure and dynamics of molecular clusters [286]. The
principle of a nanoscale molecular switch driven by molecular alignment was proposed by [287]. The conduc-
tance of the system switches according to the position of the molecule with respect to the field polarization axis.
Alignment-dependent ionization of linear molecules was studied by [288] and measured by [289, 290].
Another much discussed application of alignment is molecular selectivity. Spin-selective alignment of ortho-
and para molecular spin isomers at room temperature was experimentally demonstrated by [291]. Selective
rotational excitation of molecules using a sequence of ultrashort laser pulses has experimentally been explored
by [292], leading to the discrimination of isotopologues and of para- and ortho-isomers. Isotope-selective ion-
ization with a specific train of femtosecond laser pulses was proposed by [293].
4 Dynamical phenomena in the rotation of molecules
Understanding the dynamics of a molecule requires the molecules to be prepared in a well-defined initial state
but preparing a molecular gas in a single quantum state is fairly challenging. Two basic strategies exist—cooling
a trapped sample of molecules to such low temperatures that eventually all excitations are frozen out or selecting
a specific internal state with an external field. The rotational structure of the molecules is important for both
strategies. We first briefly review progress in trapping, cooling and state preparation, differentiating between
neutral molecules and molecular ions in Sections 4.1 and 4.2, respectively, and then spotlight possible control
scenarios starting from molecules in a single quantum state.
4.1 Rotationally cold neutral molecules
Laser cooling is a key tool for preparing samples of ultracold neutral atoms [294]. One route to creating samples
of trapped, state-selected ultracold molecules has thus been to first laser cool atoms, then associate atoms to
molecules using magnetic field control of Feshbach resonances [295] and transfer these molecules to a desired
final state using stimulated Raman adiabatic passage [296, 297, 298, 299, 300]. In addition to making molecules
using a magnetic field, photoassociation, i.e., using a laser field to create the bond, has also been shown to allow
for the prepration of ultracold molecules in their absolute ground state [301, 302, 303, 304]. State selectivity is
either afforded by the specific level structure of the molecule, as in the case of RbCs [301] and LiCs [302], or can
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be enforced using rovibrational laser cooling based on broadband optical pumping [303, 304]. While this progress
is impressive and has allowed, for example, to observe quantum state controlled chemical reactions [305], the
strategy to associate molecules from ultracold atoms is limited to molecules consisting of atomic species that
are straightforward to cool, i.e., alkali and alkaline earth atoms.
In contrast, direct laser cooling of molecules should be applicable to other molecular species but has long
been thought impossible. Since laser cooling relies on scattering many photons, it requires a closed cooling
cycle between two (or a few) energy levels. The complex internal level structure of molecules seems to impede
isolating a closed cooling cycle. Certain molecules, however, in particular alkaline-earth monohydrides and
diatomic molecules with a similar electronic structure, possess a level structure that is favorable to laser cooling
[306]. Strontium monofluoride [307, 308] and yttrium (II) oxide [309] have thus been laser cooled to temperatures
of a few millikelvin.
Rotational state control, for example using microwave fields [300], is an important tool for preparing cold
molecules. Mixing rotational states with microwave fields provides a way to close loss channels and thereby
enhance cooling efficiency [310]. While the complex internal level structure of molecules implies a potential
hurdle not only for laser cooling, but also for magneto-optical trapping, [311] were able to demonstrate three
dimensional trapping of strontium monofluoride. In this study, it was key to properly account for the rotational
level structure in the design of the trap. Laser cooling has recently been extended to calcium and ytterbium
monofluoride [312, 313, 314, 315], species which are candidates for quantum simulation and for measuring the
electron’s dipole moment. Chemical substitution rules allow to further extend the range of molecules that can
directly be laser cooled to polyatomics [316]. Thus, for triatomic SrOH, the reduction of temperature in one
dimension to the submillikelvin range has recently been achieved by [317].
One alternative to laser cooling is evaporative cooling. Microwave-forced evaporative cooling has been
demonstrated for neutral hydroxyl molecules [318]. Another alternative is provided by sisyphus cooling where
the reduction of energy and the export of entropy are separated [319]. The latter comes with the advantage
of being directly applicable to polyatomic molecules [320, 321]. This technique has so far produced the largest
number of state-selectively prepared neutral molecules at submillikelvin temperatures [322].
4.2 Rotationally cold molecular ions
The key tool to preparing molecular cations in a well-defined initial state is sympathetic cooling with laser-cooled
atomic cations forming a Coulomb crystal [323]. For molecular anions, much less progress has been made so
far, although direct laser cooling is predicted to be feasible at least for some species [324]. Sympathetic cooling
of cations relies on elastic collisions of a molecular ion with an atomic ion which are governed by the long-range
Coulomb interaction. This transfers the molecule’s kinetic energy to the atom from where it is removed by
laser cooling [325]. However, due to the frequency mismatch between the normal modes of the Coulomb crystal
and the rovibrational transitions of the molecule, vibrations and, most notably, rotations are not cooled [323].
One remedy consists in rotational laser cooling where either a small number of carefully chosen rovibrational
transitions [326, 327, 328] or broadband optical pumping [329] allow for the accumulation of population in the
rotational ground state. Due to the finite number of states to be addressed, rotational laser cooling may even
be used to realize controlled population transfer into a selected hyperfine state [330]. Cooling rotations may
also be brought about by a buffer gas [331]. Alternatively, molecular ions can be created state-selectively in
the first place, by photoionization into a specific rovibronic state [332]. Rotational state selectivity can also be
achieved by projective measurements [333, 334].
A key application of trapped and translationally as well as rotationally cold molecular ions is chemical
reaction dynamics [323]. In particular, Coulomb-crystallized ions have allowed to observe single-ion reac-
tions [335, 336] and ion-neutral reactions at ultralow energy as recently reviewed by [337]. Precision spec-
troscopy represents another important area of application for state-selectively prepared molecular ions. In
particular, cold molecular ions could be used for mass spectroscopy [338, 339], in optical clocks [340], and to
experimentally measure molecular parameters [341]. The latter proposal specifically exploits the rotational
dynamics of a state-selectively prepared, trapped molecular ion in a Ramsey-type interferometer to determine
the polarizability anisotropy.
4.3 Rotating molecules as a testbed for exploring quantum phenomena
Experiments on the rotational dynamics of laser-kicked molecules represent a new testing ground where funda-
mental quantum phenomena can be studied. These observations have also implications for the understanding
of laser controlled molecular processes. A first example is given by rotational echoes. Since its discovery in
magnetic resonance in the 1950s, echo has become a well-known phenomenon which has been observed in
many different situations, both in classical and quantum physics [342]. Recently, a new type of echo based
17
Figure 7: Chiral-sensitive three-wave mixing microwave spectroscopy: Right-handed and left-handed enan-
tiomers of chiral molecules with C1 symmetry possess three orthogonal electric dipole moment components,
identical in magnitude but differing in sign for one of the components. When rotational transitions are driven
using two of the components and fluorescence is collected along the third direction, the different sign accumu-
lated in the three-wave mixing results in a relative phase of π between the two enantiomers. Reprinted with
permission from [350].
on rotational dynamics has been proposed and demonstrated experimentally: Echoes occur in an ensemble of
molecules due to an excitation by a pair of time-delayed laser kicks. The second pulse is able to reverse the
flow of time, thereby recreating the initial event. Orientation and alignment echoes were observed by [343].
Fractional echoes were measured by [344]. The phenomenon of rotational echoes has been thoroughly described
by [342]. Rephasing of centrifugal distortion by rotational echoes was shown by [345].
The periodically kicked quantum rotor is another common example in physics where quantum localization
phenomena such as Anderson localization or Bloch oscillations can be observed. Rotational dynamics excited
by a periodic train of short laser pulses are a perfect testing ground in which such properties can be exhibited
both theoretically [346, 10] and experimentally [11, 12]. [347] showed that a periodic train of laser pulses can
also be used for selective rotational excitation in a molecular mixture. The effect of random deviations of the
train period was studied by [348].
Finally, chaotic dynamics of molecular rotors subjected to a periodic sequence of ultrashort laser pulses
have been investigated. By controlling the initial wave packet, the rotational distribution and the energy
of the final state can be modified as shown by [13]. Laser-induced molecular alignment in presence of chaotic
rotational dynamics is analyzed by [349] for asymmetric top molecules subject to a static electric field. Numerical
computations suggest that molecular alignment is robust against rotational chaos. Such studies allow to reveal
the profound connection between the classical and the quantum regime.
4.4 Chiral-sensitive rotational dynamics
Molecules without any improper axis of rotation, more specifically chiral molecules belonging to the C1 symmetry
point group, offer a particularly interesting avenue for quantum control. These molecules possess a permanent
dipole moment with non-zero components along all three principal axes of inertia. They are necessarily chiral
such that the two stereoisomers, also termed enantiomers, are non-superposable mirror images of each other.
While enantiomers have the same rotational constants and the same magnitude of dipole moment components,
the product of the three dipole moment components differs in sign [350, 351]. This difference in sign can be
probed by microwave three-wave mixing spectroscopy [350, 352], cf. Fig. 7, independent of the orientation
of the molecules. To this end, three rotational levels have to be chosen that are connected by electric dipole
transitions corresponding to the three orthogonal dipole moments [350, 351]. Two of the transitions are driven
by microwave fields, possibly chirped [353, 354], whereas the free-induction decay on the third transition is
collected, showing a phase shift of π between left-handed and right-handed molecules [350].
The first application of the microwave three-wave mixing technique is to detect enantiomeric excess in a
mixture containing molecules of both handednesses [352]. Second, the phase shift picked up in the three-wave
mixing provides a handle for coherent control with the goal of realizing enantiomer-selective excitation and
separation [355, 356, 357, 358]. The idea is to exploit the enantio-sensitive phase for constructive, respectively
destructive, interference when driving an additional transition. First experiments have confirmed the basic
feasibility of such enantiomer-specific rotational state transfer [8, 9]. The enantiomer-selective enrichment
of population in a specific rotational state is, however, still limited by thermal population. An alternative
approach, more suitable to high temperatures, has been brought forward by [210]. Their proposal relies on the
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enantiomers having a different sign in the off-diagonal elements of the polarizability anisotropy. This property
can be exploited to excite a unidirectional rotation of two enantiomers with a π phaseshift, very similar to that
in microwave three-wave mixing.
The close connection between the handedness of chiral molecules and their rotational structure has fur-
ther applications. It allows for enantioselective optical orientation by using twisted polarization [212] and can
be exploited to determine individual components of the optical activity pseudo-tensor of chiral molecules in
rotational spectroscopy [359]. Finally, electric-dipole based, enantiomer-selective excitation is not limited to
rotational transitions. [360] provides a unified view of chiral-sensitive electric dipole based excitation schemes,
nicely connecting rotational three-wave mixing with other chiral signatures such as photoelectron circular dichro-
ism [361].
5 Rotational states in two-body collisions
The rotational structure of a molecule is crucial for understanding two-body interactions that are probed
when the molecule is made to collide with an atom or another molecule. In addition to revealing details of the
interaction potential, collisions are at the core of many cooling protocols as mediators of thermal equilibration. A
key question is whether elastic or inelastic collisions dominate. This determines the feasibility of e.g. sympathetic
cooling. One important source of inelasticity are transitions between the rotational states during the collision.
First, we briefly describe collision physics and the role of rotational states and then focus on orbiting resonances
as a novel phenomenon that is particularly promising for quantum control.
5.1 Role of rotational states in molecular collisions
Collision physics is usually studied by solving the two-body Schro¨dinger equation [87]. Cold collision studies
have by and large used the time-independent framework of scattering theory [362, 363, 1, 2, 364, 365]. It
starts from the differential and total cross sections which are the observables measured in the experiment.
When calculated theoretically, they reflect the underlying theoretical model and thus connect experiment and
theory [364]. The theoretical model includes, in particular, the interaction potential and couplings to external
fields. The cross sections can be expressed in terms of the S-matrix or the scattering amplitude for each partial
wave which, in turn, are obtained by calculating the scattering wavefunction or its logarithmic derivative [364].
For scatterers with internal degrees of freedom such as rotation, the scattering wavefunction is expanded into
a complete orthonormal set of product wavefunctions for the relative motion and internal degrees of freedom.
While the radial wavefunctions are determined by integration,1 eigenbases for the other degrees of freedom,
i.e., the end-over-end rotation and internal motion, are employed. This results in so-called coupled channels
equations where each channel is characterized by a set of quantum numbers for the end-over-end rotation and
internal motion. A very didactic introduction into how to choose the basis functions, derive and solve the
resulting coupled channels equations has recently been provided by [4].
Coupling between the channels may be due to the interparticle interaction or external fields. For example,
channels corresponding to different rotational states may be coupled due to an anisotropy of the interaction
potential or due to an electric field [363, 2, 4]. Collisions changing only the internal rotational state may be
observed when the colliding molecule can be treated as a rigid rotor. This is the case, e.g., for hydroxyl anions
for which absolute scattering rate coefficients for rotational state changing collisions with helium have been mea-
sured [366]. For open-shell molecules or molecules with hyperfine structure, rotations are coupled to electronic
and nuclear spins such that state-changing collisions become even more likely [363]. External field control may
provide a means to protect the molecule from state-changing collisions and suppress inelasticities [363, 2, 4]. For
example, microwave coupling of rotational states leads to long-range repulsive interactions between ultracold
polar molecules [367, 368] and allow to control the molecular scattering length [369].
5.2 Orbiting resonances in cold collisions
The kinetic energy of the end-over-end rotation involved in a collision of two particles turns into a centrifugal
barrier upon a partial wave expansion. The potential barrier gives rise to quasi-bound states called orbiting or
shape resonances, depending on the diffuseness of the resonance wavefunction.2 They correspond to a temporary
1Note that this integration over the radial coordinate is typically referred to as propagation in the scattering literature which is
not to be confused with propagation as in time evolution.
2Whereas the two terms are often used interchangeably in the physics literature, the physical chemistry community distinguishes
orbiting and shape resonances according to their energy being above or below the height of the rotational barrier, respectively.
According to this definition, orbiting resonances are much more diffuse than shape resonances.
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Figure 8: Experimental observation of shape resonances in Penning ionization reactions. Reprinted with per-
mission from [372].
trapping of probability amplitude of the particles’ scattering wavefunction at short interparticle separations.
Orbiting and shape resonances can thus be viewed as quantization of the scattering motion. If the collision is
reactive, this leads to an enhanced reaction rate, an effect that becomes particularly pronounced at low collision
energy. Cold collisions thus provide an ideal testbed for observing this quantum phenomenon.
The position of the rotational barrier coincides with the long-range part of the interaction potential, at
least for partial waves with low angular momentum which are most relevant in cold collisions. Orbiting and
shape resonances can therefore very accurately be described just in terms of the van der Waals coefficient of
the long-range potential in addition to the reduced mass of the scattering complex [370, 371].
Experimental observation of shape resonances has been made possible by combining Penning ionization
reactions with the merged beam technique [372, 373, 374]. The latter provides the capability to tune the collision
energy over several orders of magnitude, down to kBE in the milli-kelvin regime [375, 376]. Penning ionization
occurs when an atom in a metastable state has enough internal energy to ionize its collision partner [377].
Orbiting resonances have been observed in collisions with both atoms and molecules [372], see Fig. 8. They are
sensitive to tiny changes in the effective interaction from one molecular isotopologue to another [373] and to the
quantum state of the internal rotation in the case of a molecular collision partner [378, 27]. The anisotropy of
the interaction that occurs in the Penning ionization of molecules, even when it is rather small, plays a crucial
role for shape resonances at low energy [378]. This can be rationalized in terms of adiabatic potential energy
curves obtained when separating the relative motion’s rotation and vibration [379, 380]. The character of the
shape resonances, i.e., the corresponding angular momentum quantum number, is determined by comparison
with scattering calculations. This is somewhat unsatisfactory since even for diatomics, the best, currently
available potential energy curves are not sufficiently accurate to correctly predict the scattering length and thus
the exact position and partial wave character of orbiting and shape resonances [371]. An alternative would be
provided by combining Penning ionization in merged beams with photoassociation spectroscopy [381] where the
rotational progression of the photoassociation spectrum would allow for identifying the resonance character.
5.3 Orbiting resonances in photoassociation
The scattering wavefunction’s enhanced probability amplitude at short interparticle separation can also be
exploited in light-induced reactions. One such example is photoassociation in an ultracold gas where two
colliding particles are excited by laser light into a bound level of a higher lying electronic state [382, 383]. The
initial state for the photoassociation reaction is the thermal ensemble of the trapped particles. An orbiting
resonance becomes visible if the resonance position matches the trap temperature. The corresponding signature
is an enhancement of the photoassociation rate which has first been observed for rubidium by [384] which has
a low-lying orbiting resonance at about 300µK·kB.
For most colliding particles, the positions for the lowest orbiting resonances lie at higher energies, corre-
sponding to a few or a few tens of milli-kelvin. However, manipulation of the thermal cloud with an external
field, for example a static electric field [385] or a strong off-resonant laser field [386], allows for shifting the posi-
tion of a resonance to match the trap temperature. When driving the photoassociation reaction in the presence
of these additional fields, rate enhancements of up to several orders of magnitude are predicted [385, 386]. In
both theoretical proposals, very high field strengths are required. The generation of the required intensities in
case of non-resonant light is challenging but within currently existing experimental capability [386]. Note that
the interaction Hamiltonian describing the coupling to the non-resonant light is identical to the one used for
laser-induced alignment [15]. However, since the field is applied to a scattering complex instead of a tightly
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bound molecule, the dependence of the polarizability anisotropy on interparticle distance becomes important
for the dynamics, resulting in strong hybridization of the rovibrational motion [386].
5.4 Control of collisions
The strong hybridization of the rovibrational motion that non-resonant light exerts upon a collision complex
discussed above is not only useful to enhance reaction rates but can also be used to control the collision itself.
On the one hand, the non-resonant light modifies existing resonances in their position and width [386, 387]
and also creates new resonances [387]. These resonances, if present, dominate cold collisions. On the other
hand, non-resonant light is predicted to tune the effective interaction strength in a cold collision, such as the
scattering length for s-wave collisions [388] and the p-wave scattering volume [389]. Thanks to the long-range
nature of the collision dynamics, this control is well described by a universal asymptotic model, extending the
approach of [371] to the presence of non-resonant light [390]. For field-dressed orbiting resonances, the resonance
properties were found to scale approximately linear in the field intensity up to fairly large intensities, allowing
for a perturbative single-channel approach [391].
In the examples discussed above, the angular momentum associated with the rotation of a collision complex
provides a handle to control the collision. Direct control over this rotation in case of reactive collisions or, in
other words, control over the stereodynamics of a bimolecular reaction, has been a long-standing goal in chemical
physics. One way to realize such control at extremely low temperature is provided by tight confinement. It
allows polar molecules to approach each other only in ’side-by-side’ collisions and lets Fermi statistics play out
in full, suppressing the atom-exchange reaction that would otherwise occur in a trapped ultracold gas of KRb
molecules [26]. In this experiment, the dipole moments of the polar molecules were aligned using an external
electric field. Magnetic fields provide another means for controlling chemical reaction stereodynamics [392]. In
a recent experiment, fixing the magnetic dipole moment of one of the collision partners with a tunable magnetic
field which in turn determines the projection of the total angular momentum onto the interparticle axis has
allowed to vary the branching ratio between Penning and associative ionization [393], in line with an earlier
theoretical prediction [394].
6 Rotational dynamics in an environment
In ‘realistic’ experiments, molecular rotations naturally take place in the presence of some kind of external
bath, be it electromagnetic field noise, a solvent, or a crystal surface. Since rotations occupy the low-energy
part of the energy spectrum (frequencies of 1 − 100 GHz or wavelengths of 3 − 300 mm), they can be easily
altered by an interaction with the surrounding medium. Controlling the effects of the external environment
on molecular rotational structure is crucial for using molecules in quantum simulation and computation, as
described in Sec. 7. Furthermore, molecular reactivity strongly depends on the relative orientation of molecules
with respect to one another. Therefore, understanding how an external environment (e.g. solvent, surface, or
solid-state matrix) affects molecular rotations is crucial to control chemical reactions at the quantum level under
realistic experimental conditions. This, in turn, opens a new route for controlled chemistry [4, 363].
6.1 Blackbody radiation
An external environment that is ubiquitous and almost unavoidable in experiment is electromagnetic field noise.
The kind of electromagnetic field which is present in any laboratory is blackbody radiation, whose effect on
molecular states becomes crucial at milliKelvin temperatures. [395] studied the effects of blackbody radiation
on cold molecules and have theoretically shown that blackbody radiation can induce transitions between molec-
ular rovibrational states, thereby causing limitations to precision measurements. [396] experimentally studied
rotational pumping of cold OH and OD radical that were Stark-decelerated and electrostatically trapped. They
detected the transfer of the molecular population from the ground rotational state, J = 3/2, to the first excited
rotational state, J = 5/2, due to room-temperature blackbody radiation. [397] observed quantum jumps in
a trapped molecular ion, MgH+, induced by thermal blackbody radiation. [326] have shown that blackbody
radiation can be exploited as a resource to laser cool translationally cold but internally hot molecules, as also
discussed in Sec. 4.2. The scheme they introduced relies on optical pumping of the rovibrational population into
the dark state, where blackbody radiation enhances the population decay. It was experimentally demonstrated
for a trapped MgH+ ion. [398] theoretically studied the possibility to achieve blackbody-radiation-assisted
rotational cooling for several diatomic molecules.
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6.2 Rotational relaxation due to collisions
Molecular alignment experiments described in Sec. 3 are usually performed in low-pressure gas ensembles, where
the effects of interparticle collisions are negligible. Most chemical processes, on the other hand, take place in
some kind of a dissipative environment, such as a dense gas or liquid. Studying how a dissipative environment
affects molecular rotation through collisions is crucial to understand and control chemical reactivity.
The theory of alignment of single molecules by laser pulses was described in Sec. 3. [28, 399] extended
this theory to the case where a dissipative environment is present. They considered the case of a Markovian
environment, that is an environment without memory, or, in other words, a bath so large that its state cannot
be altered by the presence of a molecule. Based on the density matrix formalism, they predicted an exponential
decay of molecular alignment due to the bath. [400] theoretically studied the possibility to apply optimal
control protocols to molecular alignment in dissipative media. [401] developed quantum and classical approaches
to study laser-induced molecular alignment under dissipative conditions. Compared to earlier studies, their
quantum model explicitly accounts for dephasing and reorienting elastic collisions with the medium. [402] have
theoretically shown the possibility to achieve transient molecular alignment even in dense dissipative media
by making use of aligned dark states. [403, 29] experimentally studied the decay of field-free alignment of
CO2 molecules due to collisions with noble gases. [404] measured cross-sections for rotational decoherence
in N2 through the decay of laser-induced alignment. [405] demonstrated the possibility to achieve field-free
molecular alignment in the presence of collisional relaxation for symmetric-top molecules such as ethane and
C2H6. [406] measured the impulsive alignment in a dense thermal sample of asymmetric-top molecules (SO2)
and demonstrated the possibility to observe revivals. [276] probed molecular alignment to track collisional
relaxation of CO2 molecules. [407] used an optical centrifuge to bring the molecules to high rotational angular
momenta in order to study collisional decoherence as a function of molecular rotational state. They have
observed that in the range of molecular rotational states between J = 8 and J = 66 the collisional relaxation
rate changes by over one order of magnitude. Such molecules in extremely large angular momentum states J
– so-called ‘superrotors’ – were found to be much more resilient to collisional relaxation. In a later work, [408]
studied the dynamics of the collisional relaxation of the rotation of superrotors in a molecular ensemble. The
possibility to control molecular gas hydrodynamics through laser-induced rotational excitation and subsequent
collisional relaxation was examined theoretically by [409]. [410] theoretically studied collisional dynamics and
equilibration in a gas of such molecular superrotors.
6.3 Rotation of molecules in helium droplets
The settings described in Sec. 6.2 correspond to collisions with a dilute bath under thermal conditions. In such a
case, most of the undergoing processes can be understood as a combination of two-body collisions averaged over
the Boltzmann distribution. However, what happens if the environment is quantum and dense and collective
(many-particle) effects start playing a role? A good example of such an environment is a quantum liquid such
as superfluid helium.
Trapping molecules inside nanosized droplets of superfluid helium−4 has been used as a technique for
molecular spectroscopy for over two decades [411, 412, 413, 414, 415, 416]. The main motivation driving the
field was to isolate molecular species in a cold (∼ 0.4 K) environment and record spectra free of collisional
and Doppler broadening. Furthermore, trapping single molecules inside droplets of superfluid helium allows to
study reactive species that are unstable in the gas phase.
It has been shown that, in general, superfluid helium does not strongly broaden molecular spectral lines,
although there are a few exceptions, see e.g. [417, 418, 419]. However, molecule–helium interactions can alter
molecular moments of inertia such that molecules rotate slower inside a superfluid. The helium-induced change
in moments of inertia ranges from a few percent for light molecules, such as H2O or HF, to a factor of 4− 5 for
heavy species, such as CS2 or N2O [412, 34]. Semiclassically, this effect can be explained as follows. Through
the molecule-helium interactions, the molecule distorts helium around it, thereby forming a non-superfluid
shell [420, 421]. If the molecule is rotating slow enough, that is, if its rotational kinetic energy is much smaller
compared to molecule-helium interactions, the non-superfluid shell co-rotates with it. Therefore this effect is
most pronounced for heavy, slowly rotating molecules.
Renormalization of molecular moments of inertia in superfluids has been studied by numerical techniques
based on variational, path-integral, reptation, and diffusion quantum Monte Carlo algorithms [414, 422] and
density functional theory [423]. Considering a finite-size system of a molecule and ∼ 102−103 He atoms allowed
to reproduce the numerical values of the molecular moments of inertia for several species, in good agreement
with experiment.
An alternative approach to understand molecular rotation in superfluids is based on the recently introduced
angulon quasiparticles [32, 34]. In the quasiparticle language, the renormalization of molecular moments of
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Figure 9: (Color online) Time dependence of the alignment cosine of CH3I molecules after a 450 fs laser pulse,
in helium droplets (red) compared to the gas phase (black). Reprinted with permission from [425].
inertia is a phenomenon similar to renormalization of the effective mass for electrons moving in solids [424].
The angulon theory allows to describe strong renormalization for heavy molecules by constructing a quantum
many-body wavefunction similar to the co-rotating non-superfluid shell described above. On the other hand,
weak renormalization observed for light molecules has been described in terms of the ‘rotational Lamb shift’ –
differential renormalization of molecular states due to virtual phonon excitations carrying angular momentum.
Since the main motivation behind the field of molecules in helium nanodroplets was to obtain more insight
into molecular structure, most of the studies were performed in equilibrium conditions. That is, after having
been trapped in a droplet, the molecules had enough time to thermalize with the surrounding superfluid and then
were probed using a weak spectroscopic field. This implies that the magnitude of the external field changes
very slowly, on timescales much longer than both the molecular rotational period and the timescale of the
molecule–helium interactions. Therefore, the field cannot bring the system out of equilibrium.
A few years ago, [425] pioneered experiments on far-from-equilibrium rotational dynamics of molecules in
a superfluid. In their experiments, molecules were aligned using a short laser pulse, non-adiabatic both with
respect to the molecular rotational timescale (as described in Sec. 3), and to the timescale of molecule–helium
interactions. In these first experiment an unexpected behavior was observed: Not only did the revivals not
form, but also a new slower timescale emerged, see Fig. 9. For example, one can see that the first maximum of
alignment is reached at two orders of magnitude larger times compared to the gas-phase data.
The behavior presented in Fig. 9 cannot be explained by the effect of a Markovian environment as described in
Sec. 6.2 [28]. Moreover, such slow dynamics was found to be universal, i.e. featured by different molecular species
(linear rotor, symmetric top, asymmetric top) and for various intensities of the aligning laser. Interestingly, a
completely ‘normal’ behavior of molecules was observed for an excitation by long laser pulses, adiabatic both
with respect to molecular rotation and to molecule-helium interactions [426]. In the follow-up experiments, it
was shown that the degree of field-free molecular alignment inside helium droplets can be enhanced using a
combination of laser pulses [427] and that alignment can be achieved using near-adiabatic laser pulses [428,
429]. [31] have shown that strong short laser pulses can induce detachment of molecules from the surrounding
superfluid shell. At lower laser intensities, however, it is still possible to observe revivals of the rotational
wavepacket even inside a superfluid and explain the observations within the angulon theory.
Large molecules have also been coherently manipulated inside superfluid helium nanodroplets. For example,
a comparison between alignment of 1,4-diiodobenzene molecules in free space and superfluid helium has been
carried out by [430]. [431] demonstrated complete three-dimensional alignment of 3,5-dichloroiodobenzene
molecules using elliptically polarized laser pulses. [432] have shown the possibility to align van der Waals
molecular complexes – in this case (CS2)2 – and thereby determine the dimer structure. It was found that
the superfluid helium environment can stabilize complexes unstable in gas phase. As of 2018, however, a fully
satisfactory theory describing quantum dynamics of molecules in quantum solvents – even as “simple” as helium
– is still to be developed.
6.4 Rotation of molecules in liquid phase
Superfluid helium represents a nice model system to study molecule-solvent interactions at the quantum level.
However, most real chemistry occurs in thermal solutions whose properties are often substantially more complex
compared to superfluid helium. An important question is whether one can exploit quantum coherences of
rotational motion in order to manipulate chemical reactions in such systems. [433] studied ICN molecules which
were photodissociated with a short laser pulse forming highly rotationally excited CN rotors inside a thermal
solution such as water or alcohols. They found that in such CN fragments the rotational coherence persists
for several rotational periods before it decays due to strong interactions with a room-temperature solvent.
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Furthermore, they observed effects going beyond linear response. That is, in these experiments the solvent is
not merely acting as a ‘sink’ for energy, but is strongly coupled to the molecules such that molecules can actually
alter the solvent state. As a result, the molecular coherence decays much slower compared to the exponential
decay expected from the linear response approach. [434] performed a theoretical study of the linear response
breakdown and have shown that the mismatch of timescales between molecular rotational dynamics and that
of the solvent evolution is a key factor leading to non-linear response. [435] studied the dynamics of molecular
alignment in a liquid phase using molecular dynamics simulations.
6.5 Relaxation due to surfaces
In several applications, such as heterogeneous catalysis, molecules interact with a solid-state surface. It is
therefore of crucial importance to understand how molecular rotations are affected by the presence of a surface.
[436] theoretically studied rovibrational heating of cold molecules placed in the vicinity of various surfaces at
finite temperature. The rotational states of molecules rotating on graphene [437] and metal surfaces [438] have
been resolved using scanning tunnelling microscopy. This paves the way to controlling molecular rotations on
surfaces.
7 Rotations in quantum information processing and many-body physics
Experimental progress in cooling and trapping molecules enabled their applications in quantum information
processing (QIP). During the recent years there has been a lot of theoretical and experimental progress in
engineering quantum information registers – qubits – using various atomic, optical, and solid-state systems.
An advantage of using molecules is that their rotational states are long-lived, as opposed to, e.g., Rydberg
states of atoms [439]. Furthermore, cold controlled molecules can be isolated extremely well from the external
environment, which is challenging to achieve e.g. with solid-state qubits [440].
7.1 Molecules in optical lattices
The first proposal to use cold molecules in optical lattices as qubits was put forward by [441]. In this proposal,
schematically illustrated in Fig. 10, the |0〉 and |1〉 qubit states are mapped onto the orientational states of a
cold polar molecule, pointing along or against an external electric field, respectively. Transitions between the
qubit states are driven by a microwave or an optical Raman field. At the same time, an electric field gradient
makes it possible to individually address single molecules since their transition frequencies are off-resonant with
respect to one another. The qubits are coupled one to another through electric dipole interactions. The proposal
of DeMille triggered the development of a new research direction in the field of quantum information processing
with a focus on ultracold polar molecules, see also Sec. 4.1.
The experiments on ultracold gases allow for a lot of controllability which gave the researchers hope that a
molecule-based quantum computer can indeed be realized. However, a careful analysis of the system is crucial
in order to evaluate possible sources of decoherence. One of the obvious decoherence sources is the trapping field
of an optical lattice. [442] performed an exhaustive numerical analysis and have shown that it is indeed possible
to control dipole-dipole interactions between molecules even in the presence of an optical lattice. Their main
finding is that laser trapping frequencies can be chosen such that the trapping potential is nearly independent
of the molecular rotational state and decoherence due to light scattering is reasonably low.
Later, [443] performed numerical simulations of various quantum algorithms for an ultracold NaCs molecule
in an optical lattice, in the presence of a static electric field. [444] suggested a scheme to achieve robust control
Figure 10: First proposal of a quantum computer based on ultracold molecules in an optical lattice. Reprinted
with permission from [441].
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over molecule–molecule interactions, which is necessary for QIP with polar molecules in optical lattices. The
main idea is to use pulsed fields to switch from the molecular states with a small dipole moment to the states with
a large dipole moment. The scheme is thereby based on an effect analogous to the Rydberg blockade in atomic
architectures [439]. In the follow-up work, [445] performed a detailed analysis of phase gate architectures with
polar molecules. [446] proposed a scheme to generate entanglement between polar molecules using a sequence
of laser pulses acting between different vibrational states. [447] devised a technique to perform optimal control
of orientation and entanglement of two planar molecular rotors coupled via dipole-dipole interactions. [448]
derived Bell-type inequalities for non-locality and entanglement between two polar molecules in an optical
lattice. The idea is based on measuring the correlations between the spacial orientation of the two molecules.
[449, 450] proposed QIP schemes where qubit states are encoded in molecular vibronic states. [451] studied the
possibility to realize quantum gates by mapping two qubits on the rotational and vibrational states of a single
molecule. [452] numerically studied the possibility to implement Deutsch-Jozsa algorithm on rotational states
of two polar molecules. [453] proposed a technique for non-destructive readout of the rotational states in a
one-dimensional cold-molecule array using a single Rydberg atom. [454, 455, 456] developed various techniques
to generate entanglement and to implement quantum logic gates using molecules in pendular states, created
using a far-off-resonant laser beam (see Sec. 3). In the proposal, the qubit states are mapped onto the two
lowest pendular states, |0˜, 0〉 and |1˜, 0〉. The coupling between the qubits is achieved through dipole–dipole
interactions. [457] studied the ways to generate entanglement between open-shell 2Σ molecules dressed by a
far-off-resonant infrared field. [458] analyzed the prospects of QIP with polar paramagnetic 2Σ molecules in
congruent electric and magnetic fields.
While most QIP proposals were based on molecules with the simplest possible structure (rigid linear rotors),
additional degrees of freedom featured by more complex species allow for more versatility and controllability.
For example, [459] have shown that it is possible to generate entanglement with symmetric-top molecules, which
exhibit a first-order Stark effect. [460], in turn, studied bipartite quantum correlations of polar symmetric-top
molecules in pendular states.
7.2 Alternative schemes
[461] proposed an alternative scheme to perform QIP using molecular levels. There, the |0〉 and |1〉 qubit
states are mapped onto the scattering state of two ultracold atoms (per site in an optical lattice) and on
the bound molecular pair, respectively. Switching between the two states is achieved using a Raman associa-
tion/dissociation pulse. The dipole-dipole interaction arises when the neighbouring qubits are both brought to
a bound molecular state. [462] suggested to use dipole-dipole interacting molecular states to construct phase
gates, while the atomic hyperfine states are used to initialize and store quantum information. [463] proposed
another QIP scheme, based on self-assembled crystals of polar molecules (see also Sec. 8). The repulsive dipole-
dipole interaction between the molecules is counteracted by a harmonic trapping potential which results in
formation of stable Wigner-crystal-like structures, similar to those mentioned in Sec. 4.2. The qubit states are,
in turn, encoded into the stable spin states of the ground molecular state. The intermolecular interactions are
mediated by phonons, in a similar way as it was previously realized with trapped atomic ions [464]. [465] studied
(experimentally and theoretically) QIP with rotational wavepackets in a thermal ensemble of molecules, whose
translational motion is not confined by any kind of trap or optical lattice. They have shown that manipulating
the revivals of the molecular wavepacket can be mapped onto qubit manipulation. [466] considered an even
more different setup: instead of molecules in optical lattices, they proposed to create an array of endohedral
fullerenes – C60 doped with freely rotating HF molecules. They developed a variational approach to reveal the
entanglement entropy in an ensemble of such species.
7.3 Trapped molecular ions
As already discussed in Sec. 4.2, it has recently become experimentally feasible to cool, trap, and control
molecular ions [323, 332, 327, 328, 397]. The advantages of this system for quantum information processing
are long lifetimes of cold-ion samples (hours, sometimes even days), the possibility to use phonons to introduce
coupling between different ions, as well as the fact that molecular ions can be coupled to atomic ions, which
can be controlled in experiment extremely well [464]. In state-of-the-art experiments it is possible to prepare
and manipulate pure quantum states of a single molecular ion [334]. [467] overviewed the possibilities to use
trapped molecular ions for QIP, where the Zeeman states of the molecular rotational levels act as qubit states.
[468] proposed to perform quantum logic spectroscopy, where an atomic ion is used to read out the state of a
molecular ion qubit.
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7.4 Hybrid quantum systems
Over the years, different platforms for quantum simulation and computation (based on atoms, ions, molecules,
superconducting circuits, quantum defects in solids, etc.) were developing in parallel. A significant amount
of attention has been paid to designing ‘hybrid’ platforms that would combine the advantages of different
systems [469]. [470, 471] considered a hybrid system consisting of an ensemble of molecules coupled to a
superconducting stripline cavity via microwave Raman processes. In this setup, long-living molecular rotational
states act as a quantum memory, microwave photons in the stripline cavity transfer quantum information, while
the computation itself is performed using qubits encoded into the charge states of cooper-pair boxes. The
coupling between the molecules and the stripline cavity is achieved through the large electric dipole moment
of polar molecules, by making use of the fact that the rotational level splitting is in the same (GHz) frequency
range as the resonance frequencies of stripline cavities. [472] extended this idea to a hybrid system of trapped
molecular ions coupled to a superconducting microwave cavity. The advantage of molecular ions is that their
trapping is achieved through charge, and is therefore independent of their internal state. [473] proposed a hybrid
scheme where quantum information is encoded in rotational excitations of a molecular ensemble, coupled to a
Cooper-pair box. The scheme allows for a linear scaling of the number of qubits with the number of rotational
molecular states involved.
8 Quantum simulation with rotational states in dipolar gases
In state-of-the-art experiments, cold molecules can be prepared in a single preordained quantum state. Moreover,
their orientation in space and mutual interactions can be fine-tuned using electromagnetic fields, which allows to
control quantum dynamics. The final state of the many-body ensemble, on the other hand, can be detected at
the single-particle level [300, 26, 25, 2]. In this section we survey recent progress in the application of controlled
molecular rotations to studying quantum many-particle physics.
As opposed to atoms, polar molecules feature long-range and anisotropic interactions, which paves the way
to realizing exotic models of many-body physics, inaccessible in “traditional” condensed-matter systems. The
many-body phenomena observed in molecular ensembles depend on the intermolecular interactions, which, in
turn, depend on the relative orientation of molecules with respect to one another. During the recent years, there
has been a tremendous amount of work on many-body physics with ultracold molecules in optical lattices and
traps [2]. Most of these proposals make use of the long-range dipole-dipole interactions (in a general sense),
which can in principle be realized with other dipolar systems, such as ultracold magnetic atoms or magnetic
defects in solids. In what follows we restrict ourselves to the schemes that make an explicit use of molecular
rotational structure.
8.1 Quantum phases of polar molecules in optical lattices
[475] studied many-body phases of dipolar bosons in an optical lattice. Using a variational approach based
on Gutzwiller ansatz, they revealed the ground-state phase diagram, which was shown to include superfluid,
supersolid, Mott insulator, checkerboard, and collapse phases. [474] revealed the phase diagram of bosonic
polar molecules on a 2D square lattice interacting via repulsive dipole-dipole interactions, using Monte Carlo
simulations based on the worm algorithm. The phase diagram they uncovered is shown in Fig. 11 and includes
a devil’s staircase of Mott solids, as well as the supersolid and superfluid phases. [476] performed a similar
calculation for a triangular lattice and focused on the formation of the supersolid phase. [477] used dynamical
mean-field theory to study the supersolid phase of cold fermionic polar molecules on a 2D optical lattice. [478]
studied an extended Bose-Hubbard model realized with polar molecules using exact diagonalization and the
multiscale entanglement renormalization ansatz. They have shown that taking into account the occupation-
dependent tunneling and pair tunneling terms is important since they can destroy insulating phases and lead
to novel quantum phases.
[479, 480] showed that with open-shell 2Σ molecules in an optical lattice one can engineer a variety of spin-
model Hamiltonians, including those with topological properties. [481, 482] demonstrated that if molecules are
confined in two dimensions, one can use electrostatic and microwave fields to engineer the strength and shape of
the intermolecular potential. [367] proposed a technique to enhance elastic collision rates and suppress inelastic
collision rates between cold polar molecules. They effectively generate a repulsive van der Waals interaction using
a combination of electrostatic and microwave fields. This, in turn, results in various self-assembled many-body
phases. [483] showed that using molecules in optical lattices dressed by microwave fields one can realize Hubbard
models with strong nearest-neighbor three-body interactions, which paves the way to studying exotic quantum
phases. [484] studied the emergence of solid and supersolid phases in ultracold molecules using quantum Monte
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Carlo simulations, exact diagonalization, and a semiclassical approach. [485] proposed to simulate extended
Hubbard models using self-assembled crystals of polar molecules. [486] described a scheme to engineer effective
long-range interactions in self-assembled crystals of polar molecules, mediated by lattice phonons.
8.2 Quantum magnetism
[36, 487] showed that it is possible to engineer highly-tunable generalizations of the t − J model, featuring
spin-exchange, density-density, and density-spin interactions through long-range anisotropic dipole-dipole cou-
pling. They have shown that by applying microwave fields, the terms in the microscopic Hamiltonian can be
tuned independently. [488] has shown the possibility to engineer many-body spin interactions through digital
(stroboscopic) quantum simulation with polar molecules. In particular, the realization of the Kitaev toric code
was suggested. [489] showed that exotic spin models, including the Kitaev honeycomb model, can be realized.
[490] predicted a ferroelectric phase, arising due to dipole-dipole interactions in an ensemble of ultracold polar
molecules. [491] have shown that molecules can realize d−wave superfluid phases. [492] proposed a technique
to prepare spin crystals of ultracold molecules non-adiabatically, bypassing the usual Kibble-Zurek scaling.
[493] studied the phase diagram of the t − J⊥ chain with long-range interactions realized with ultracold polar
molecules. They found an enlarged superconducting phase.
8.3 Topological phases
The rich rotational structure of molecules paves the way to the realization of topological phases. For example,
[494] discussed the emergence of an exotic topological px + ipy superfluid phase in a 2D gas of polar molecules
dressed by a circularly-polarized microwave field. [495] showed the possibility to realize fractional Chern insu-
lator states in a two-dimensional array of molecules in an optical lattice. Realization of the Kitaev honeycomb
[489] and toric code [488] models has been suggested. [496] proposed to realize dipolar spin liquid and dipolar
Heisenberg antiferromagnet using the two lowest molecular rotational states dressed with electric and microwave
fields. [497] demonstrated the possibility to engineer symmetry-protected topological phases in spin ladders us-
ing polar molecules in optical lattices. These phases were shown to survive even in the presence of long-range
dipole-dipole interactions.
8.4 Quantum transport and impurity physics
One of the simplest many-body models consists of a single quantum particle (in solid-state physics it is usually
an electron or a localized spin), coupled to a quantum bath, such as phonons, an electron liquid or a spin
ensemble. These so-called ‘impurity problems’ can be considered as an elementary building block of strongly
correlated systems of condensed matter physics. The intricate internal structure featured by molecules paves
the way to realize novel impurity models, inaccessible in conventional solid-state physics.
[498, 499] studied realizations of Holstein polaron and exciton physics with molecules in optical lattices. [500]
considered a two-species mixture of ultracold molecules in an optical lattice, showing that it maps onto rotational
excitons interacting with disordered impurities with tunable disorder. [501] studied collective spin excitations in
an ensemble of 2Σ molecules, which can be controlled with external electric and magnetic fields. [502] proposed
to use ultracold molecules to realize a polaron model with mixed breathing-mode and Su-Schrieffer-Heeger
couplings. They have shown that the model exhibits two sharp transitions, in contrast to one featured by the
standard Su-Schrieffer-Heeger model. [503] theoretically demonstrated many-body localization of rotational
excitations of molecules in a lattice following a microwave pulse. Quantum walk and Anderson localization of
rotational excitations in disordered ensembles of polar molecules was studied by [504]. [34, 30, 505] have shown
that using cold molecules coupled to a many-body environment, one can realize a novel ‘anglulon’ model, which
allows to study angular momentum dynamics in quantum many-body systems, with possible applications to
solid-state magnetism.
8.5 More exotic developments
In addition to dipole-dipole coupling, ultracold molecules feature other types of interactions that are challenging
to realize with cold atoms. For example, [506, 507] suggested to make use of quadrupole-quadrupole interactions
between ultracold molecules to obtain novel many-body phases. On one hand, quadrupole-quadrupole interac-
tions are substantially weaker compared to dipole-dipole forces between polar molecules. On the other hand,
however, it is experimentally easier to achieve dense ensembles of homonuclear molecules through Feshbach
association, as opposed to preparing dense dipolar gases. The peculiar symmetry of quadrupole-quadrupole
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interactions leads to new phases of matter. While most of cold-molecule proposals are concerned with linear-
rotor molecules, using more complex species allows to realize more complex and exotic phases of matter. For
example, [508, 509] proposed to make use of the complex internal structure of symmetric top molecules to realize
non-conventional magnetism models.
Novel multichannel Hubbard models with non-reactive molecules in optical lattices were also proposed [510,
511]. In these models, the on-site interaction parameter, U , of the Hubbard model is replaced by multichannel
interaction, due to the rich internal structure of molecular species. This term arises from short-range physics
and is therefore also present for homonuclear species in the absence of external fields. [512] proposed to
realize synthetic dimensions using polar molecules. In addition to real spatial dimensions (1D, 2D, or 3D),
additional synthetic dimensions can be mapped onto the internal molecular rotational states. Hopping in
synthetic dimensions is realized using microwave fields transferring the population between molecular rotational
levels. The controllability of molecular dynamics in both real and synthetic dimensions allows to access rich
physics, including synthetic gauge fields and topological phases to many-body localization.
8.6 Experimental realizations
For several years, the field of quantum simulation with ultracold molecules was largely driven by theory. Recent
experimental developments have, however, already allowed to observe some of the predicted phenomena. [37]
experimentally realized a lattice spin model using a many-body system of molecules on an optical lattice and
demonstrated the presence of dipolar spin-exchange interactions. [513] used Ramsey spectroscopy to experi-
mentally probe quantum dynamics of a disordered sample of polar molecules on an optical lattice. Theory based
on the cluster expansion technique was found to be in good agreement with the measurements. This paves the
way for exploring quantum many-body dynamics of molecules in the regimes inaccessible to theoretical models.
In current experiments, it is challenging to achieve a high density of polar molecules, close to unit filling in
an optical lattice, and bring the molecules close to quantum degeneracy. [514] have theoretically shown that,
even in non-degenerate samples well below unit filling, one can observe intriguing physics of far-from-equilibrium
magnetism, already pushing the limits accessible to theory.
Although creating high-density samples of ultracold molecules with full quantum control represents a
formidable challenge, there has been a lot of experimental progress during the last years. For example, [515]
created a low-entropy gas of heteronuclear bosonic molecules (RbCs) in an optical lattice, with the lattice filling
exceeding 30%. Fermionic NaK molecules have been created by [516] and their rotational and hyperfine states
have been controlled using microwave fields [517]. NaRb molecules have been prepared as well [518]. [519] re-
ported on the creation of a low-entropy gas of polar KRb molecules in a 3D optical lattice at a filling fraction as
high as 25%. [520] have experimentally prepared an ensemble of polar molecules in an optical lattice, such that
the lattice sites are either empty or occupied by a Bose-Fermi atomic pair, and have studied the production of
ultracold molecules in the lattice. Finally, a Fermi-degenerate quantum gas of ultracold polar molecules (KRb)
has been created recently [521]. This gives us hope that the exciting quantum many-body models described in
this section can be experimentally realized in the nearest future.
9 Summary and outlook
In this review, we presented the recent advances, both theoretical and experimental, in controlling molecular
rotations, together with the various avenues for exploiting this control at the forefront of current research in
quantum physics. Hallmarks include the control and the study of superrotors, the manipulation of molecular
torsion angles, the observation of orbiting resonances in cold collisions, enantiomer-selectivity via quantum
pathway interference in three-wave mixing rotational spectroscopy of chiral molecules, quantum simulation of
long-range interacting many-body systems as well as ultracold molecules in optical lattices.
Quantum control of molecular rotation is challenging and promising at the same time. Quantization is a
basic prerequisite for quantum control, which is naturally met for molecular rotation. However, since the spectra
of molecular rotations are unbounded, the question as to how much control is fundamentally achievable still
remains open for polyatomic, i.e. symmetric and asymmetric top molecules. In the same direction, it would
be interesting to identify both the best control mechanism to orient or align molecules with respect to the
experimental conditions, and the most sensitive way to measure the efficiency of the control process.
Another important control problem is the preparation of molecules in a single rotational state. While
diatomic, i.e., linear top molecules have been successfully brought into a single rotational state by laser cooling,
state-selective laser excitation, and projective measurements, no easily accessible route seems available for
polyatomic molecules. This severely hampers the efficiency of coherent control schemes, for example for the
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enantioselective excitation of chiral molecules. There, even at temperatures as low as a few Kelvin, many
rotational states are thermally populated.
Coherent control of bimolecular reactions has been a long-standing goal, with laser alignment of the collision
partners envisioned as a possible route towards it. For diatomic molecules, preparing the molecules in very tight
confinement, possible at the extremely low temperatures of the nano-Kelvin range, has provided an alternative.
Whether this approach can be extended to polyatomic molecules and more complex reactions is still an open
question.
Finally, ultracold molecules in optical lattices potentially represent a versatile platform for quantum simula-
tion of both conventional and exotic many-body models. We hope that future experimental advances will allow
to achieve higher densities of ultracold molecules, as well as to cool and trap polyatomic molecules in optical
lattices. This would bring us even closer to the realisation of molecular quantum simulators which, in turn,
might alter the way we study condensed matter systems.
Quantum control of molecular rotation, as exemplified in this review, is at the core of current research
endeavors, aiming to, on the one hand, shed light on fundamental questions of quantum control and, on the
other hand, to realize novel applications in AMO physics, physical chemistry and quantum information science.
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Figure 11: (a) Phase diagram of dipolar bosons on a two-dimensional optical lattice. Supersolid (SS), superfluid
(SF), as well as devil’s staircase (DS) are indicated. (b)-(d) Examples of Mott solids with densities of 1/2, 1/3,
and 1/4, respectively. Reprinted with permission from [474].
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