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We recast Grover’s generalised search algorithm in a geo-
metric language even when the states are not approximately
orthogonal. We provide a possible search algorithm based on
an arbitrary unitary transformation which can speed up the
steps still further. We discuss the lower and upper bounds
on the transition matrix elements when the unitary opera-
tor changes with time, thereby implying that quantum search
process can not be too fast or too slow. Quantum uncertainty
relation puts bounds on search process unlike classical cases.
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After the seminal paper by Deutsch [1] the classical
way of envisaging computers has been changed. The in-
formation can now be stored not only in two distinct
bits but also in a linear superposition of two bits, called
a qubit. Any two-state quantum system (e.g. spin-1/2
particle, spin of hydrogen nuclei or molecule) can in prin-
ciple be regarded as a qubit. Quantum computer per-
forms a given task by creating and manipulating the su-
perposition of various computational paths resulting in
a parallelism. For carrying out a specific task one has
to provide a quantum algorithm which is nothing but
a sequence of unitary transformations performed on the
initial qubit. The final output is read by projecting on
to a particular state, i.e., when a measurement is done in
accordance with the usual concepts of quantum theory.
That quantum computers are much more efficient than
any other classical computers has been realised recently
after Shor’s [3] algorithm for factoring large numbers.
Surprisingly, Grover [4] has shown that a quantum com-
puter can search an unmarked item in a unsorted list
of N entries in a step O(
√
N), whereas a classical com-
puter takes number of steps O(N). Bennett et al [5] have
shown that search can not be acomplished in less than
O(
√
N) steps. The original proof used two elementary
operations, one is Walsh-Hadamard (W-H) transforma-
tion and other is the selective inversion of the amplitude
of some basis state (the basis states belong to a Hilbert
space of dimension 2n = N) in a quantum computer.
A Hamiltonian description of search algorithm has been
given by Farhi and Gutmann [6] showing that the time
taken to reach a target state is
√
N/E, where E being
the energy eigenvalue. Grover’s algorithm has been im-
plemented by Chuang et al [7] using nuclear magnetic
resonance where quantum information was stored with
a solution of chloroform molecules and the computation
has been carrried out. It is found that theory and ex-
periment are in good agreement with each other. Zalka
[8] has discussed how to obtain tight bounds on search
algorithm and limits on parallelizing Grover’s algorithm.
More recently, Grover [9] has shown that a square root
reduction in computationla steps can be achieved by an
algorithm which uses almost any unitary transformation
instead of W-H transformation and selective inversion of
phase of the qubit basis states.
In this letter we recast Grover’s recent algorithm in
a geometric language, throwing some new light on the
computational process. The same number of steps are
obtained even when we do not assume the approximate
orthogonality between the initial state and the adjoint
time evolved target state. Further, we provide a new
search algorithm based only on a single unitary operator
(in contrast to composite unitary operator in Grover’s
case) which can possibly reduce the number of steps still
further. Finally, we discuss both lower and upper bounds
on the transition matrix element which governs the num-
ber of steps involved in a search process, when the unitary
operator that relates the initial and target state changes
with time. This is an important question in any search
algorithm whose answer is not known. It turns out that
a quantum algorithm can not search a particular entry
too fast or too slow because there are upper and lower
bounds on the transition probabilities related to energy
uncertainty in the qubits.
The quantum search algorithm proceeds as follows. We
are given a function f(x) : X → {0, 1} defined on a do-
main X and x ∈ X = {1, 2, .....N}. This function has a
non-zero value equal to 1 for some element x = τ and zero
for all other elements in the set X . The job is to find out
τ when we have no information about the function f(x).
To implement this in a quantum computer we require
a quantum register (collection of n qubits) whose state
vector belongs to a Hilbert space of dimension 2n = N .
Then each basis in N state quantum system is mapped
on to each entry in the set X . Following Grover’s pre-
scription the system is initialised in such a way that each
basis state has same amplitude. Let the initial state be
|ψi〉 = |γ〉. If the final (or target) state is denoted as
|ψf 〉 = |τ〉 then any unitary operator can take the initial
state to the final state and if we do an experiment to
find the system in the final qubit state, the answer will
be with a probability |〈ψi|U |ψf 〉|2 = |〈τ |U |γ〉|2 = |Uif |2.
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This simple, standard probability rule of quantum theory
tells us that one has to repeat the experiment 1/|Uif |2
times to get successfully the state |ψf 〉. Grover’s algo-
rithm [9] shows that there is a unitary operator Q which
can take O(1/|Uif |) steps to reach the final state start-
ing from an initial state. Here, we recast his result in
geometric language using essential structures from pro-
jective Hilbert space of the quantum computer. In quan-
tum theory the state of system is not just a vector but a
ray. A ray is set of vectors which differ from each other
by phase factors of unit modulus. Since any two-state
is a qubit, we say set of qubits differing from each other
by phase factors a raybit. The projection of the raybits
taken from the Hilbert space of the quantum register via
a projection map give us a projective Hilbert space. If
the original Hilbert space H has dimension 2n = N then
the projective Hilbert space P has dimension N−1. The
state of a qubit is represented by a point on the projec-
tive Hilbert space (which can be a 2(N − 1) dimensional
unit sphere). This admits a natural measure of distance
called Fubini-Study distance [10,11]. The distance be-
tween any two qubits |ψ1〉 and |ψ2〉 whose projections on
P are Π(ψ1) and Π(ψ2), respectively can be defined as
d2(ψ1, ψ2) = 4(1− |〈ψ1|ψ2〉|2). (1)
This is gauge invariant and also invariant under all uni-
tary and anti-unitary transformation defined over the
Hilbert space of the quantum computer. In search prob-
lem, first, we want to reach a state |ψ′f 〉 = U−1|ψf 〉 from
a initial state |ψi〉. This means we have to cover the
Fubini-Study distance between these states U−1|ψf 〉 and
|ψi〉 which is given by d2(ψi, ψ′f ) = 4(1 − |Uif |2). Ap-
plication of Grover’s Q operator creats the linear super-
position of the state state |ψi〉 and |ψ′f 〉. It is given by
Q = −IiU−1IfU , where Ii = (1−2|ψi〉〈ψi|) and If = (1−
2|ψf 〉〈ψf |) are unitary operators that changes the sign of
the basis states |ψi〉 and |ψf 〉. In one step the initial state
changes to |ψ(1)i 〉 = Q|ψi〉 = (1− 4|Uif |2)|ψi〉+2Uif |ψ′f 〉.
Therefore, the distance between the resulting state and
the initial state is d2(ψi, ψ
(1)
i ) = 16|Uif |2 (we have not
assumed that the states |ψi〉 and |ψ′f 〉 are necessarily ap-
proximately orthogonal). This shows that in one applica-
tion of Q we can move the initial state a distance 4|Uif |.
So the serach problem tantamounts to asking the ques-
tion: in how many applications of Q we can cover a dis-
tance d(ψi, ψ
′
f ). Clearly the number of steps s involved
will be given by
s =
d(ψi, ψ
′
f )
d(ψi, ψ
(1)
i )
=
1
2
√(
1
|Uif |2 − 1
)
. (2)
Since |ψf 〉 can be obtained by single application of U on
|ψ′f 〉, this shows that we can reach the target state in
O(1/|Uif |) steps starting from a initial state |ψi〉, which
is Grover’s algorithm.
One can ask is there any other quantum algorithm that
can cover the Fubini-Study distance with much lesser
steps? Indeed, it is possible to speed up Grover’s al-
gorithm by a controlled unitary operation. The idea is
to look for a unitary operator which will move the initial
vector by a larger amount so that we can reach the target
state with lesser steps. Our algorithm is as follows. Con-
sider a unitary operator V acting on the two-dimensional
subspace spanned by vectors |ψi〉 and |ψ′f 〉.
V = exp[−iα
2
(|ψ′f 〉〈ψi|+ |ψi〉〈ψ|)] (3)
where α = 2 sin−1(|Uif |p) and p is a number assumed to
lye between 0 < p ≤ 1. This operator preserves the two-
dimensional vector space and when it acts on the initial
qubit state |ψi〉 creats linear superposition of these two
states
|ψ(1)i 〉 = V |ψi〉 = cos(sin−1(|Uif |p))|ψi〉+ |Uif |p|ψ′f 〉.
(4)
This is a controlled unitary operator depending on the
parameter p. Unlike Grover’s unitary operator Q (which
is a composite unitary operator constructed from three
unitary operators) this is a single one. Then the dis-
tance between these vectors d(ψi, ψ
(1)
i ) = 2|Uif |p which
we have covered in one operation of V . Therefore, the
total number of operations required to cover a distance
d(ψi, ψ
′
f ) is given by
s =
d(ψi, ψ)
d(ψi, ψ
(1)
i )
=
√
(1− |Uif |2)
|Uif |p (5)
which is nothing but O( 1|Uif |p ). If we choose the initial
angle θ such that p = .5, then we can achieve another
square root reduction in number of steps in a quantum
search algorithm compared to Grover’s algorithm.
The above result can also be obtained by dividing the
angle between the initial and target state and the angle
by which the initial state rotates in one application of
V . The appropriate measure of angle between two non-
orthogonal rays is the Bargmann [12] angle. If |ψ1〉 and
|ψ2〉 are two raybits, then the Bargmann angle θ between
them is defined as
|〈ψ1|ψ2〉| = cos θ
2
, (6)
where θ ∈ [0, pi]. When two qubits belongs to equivalence
classes then the angle is zero, therefore they represent a
single point on the projective Hilbert space of the quan-
tum register. When two qubits are orthogonal they rep-
resent diametrically opposite points on the 2(N − 1) di-
mensional sphere. Quantum mechanical search problem
is then equivalent to searching an appropriate point on
sphere. The Bargmann angle between initial raybit Π(ψi)
2
and target raybit Π(ψ′f ) is θ = 2 cos
−1 |Uif |. The search
algorithm tells us how much one has to rotate the point
Π(ψi) so as to reach Π(ψ
′
f ) in a fewer steps. By one appli-
cation of the controlled unitary operator we rotate Π(ψi)
by an angle θ0 = 2 cos
−1(|〈ψi|ψ(1)i 〉|) = 2 sin−1 |Uif |p
Therefore, the number of times one needs to apply the
operator V in order to reach the point Π(ψ′f ) is given by
s =
θ
θ0
=
cos−1 |Uif |
sin−1 |Uif |p
, (7)
which is O( 1
sin−1 |Uif |p ). When the quantity |Uif | is much
less than unity, this reduces to result O( 1|Uif |p ). If we
are dealing with exahustive search starting with an ini-
tial state |ψi〉 = |0〉 and the unitary transformation U is
the W-H transformation (for a single qubit W-H trans-
formation is U = UWH =
1√
2
(
1 1
1 −1
)
with U2WH = 1),
then Uif is
1√
N
for any final target state. Grover’s al-
gorithm requires O(
√
N) steps, whereas our algorithm
takes O(Np/2) steps. Advantage of the new algorithm is
its ability to implement it using netron spins or photon
polarisations schemes. All that is needed is sequence of
desired rotations that can creat linear superposition of
the states |ψi〉 and |ψ′f 〉. The index p of the algorithm
controlls the amount by which the initial qubit has to be
rotated.
An important question in any fast quantum search al-
gorithm is how “fast” is the “fast”? Is it true that with
improved algorithms the number of steps can be drasti-
cally reduced, thereby throwing away all classical algo-
rithms. Is there any lower limit to the number of steps
involved in search algorithm. Similarly, one can ask if
a given algorithm is not optimal is there an upper limit
to the number of steps? The answers to these question
will be of fundamental importance in future. Here, we
show that quantum mechanical uncertainty relation puts
restriction on the number of steps required in a search
process. In search process we remove the assumption
that has been made in Grover’s as well as in ours and
that is the operator U and U−1 do not remain constant
during search. When the unitary operator changes with
time we can think that quantum computation is governed
by a Hamiltonian H(t) = ih¯U˙U−1. The initial qubit
state |ψi〉 changes with time and the time evolution is
prescribed by |ψt〉 = U(t)|ψi〉. Let us consider the tran-
sition probability matrix element |Uif (t)|2 and its time
evolution:
d
dt
|Uif (t)|2 = 〈ψf |U(t)ρiU−1(t)|ψf 〉
=
1
h¯
|〈ψf |[H(t), ρ(t)]|ψf 〉| (8)
where ρi = |ψi〉〈ψi| and ρ(t) = U(t)ρiU−1(t). Then us-
ing the generalised uncertainty relation between two non-
commuting operators we have
| d
dt
|Uif (t)|2| ≤ 2
h¯
∆H (|Uif (t)|2 − |Uif (t)|4)1/2, (9)
where ∆H is the energy uncertainty in the target state
|ψf 〉. Applying the properties of differential inequalities
[13] we have P−(t) ≤ P (t) ≤ P+(t) (for t ≥ 0) where
P (t) = |Uif (t)|2 and P−(t) and P+(t) are the maximal
and minimal solutions of the initial value problem during
computation.
| d
dt
P±(t)| = ±2∆H
h¯
(P±(t)− P 2±(t))1/2 (10)
The above equation can be cast in terms of Bargmann an-
gle as ddtθ±(t) = ±2∆Hh¯ , where θ±(t) is defined through
P±(t) = cos2
θ±(t)
2 . This results in P+(t) = cos
2( θ(0)2 +∫
∆H
h¯ dt) and P−(t) = cos
2( θ(0)2 −
∫
∆H
h¯ ), where θ(0) =
2 cos−1(〈ψf |ψi〉|) is the angle between the initial and the
target qubit state. Therefore, the transition matrix el-
ement that governs the number of steps in a quantum
search algorithm is given by
|Uif (t)| ≤ cos(θ(0)
2
+
∫
∆H
h¯
dt)
|Uif (t)| ≥ cos(θ(0)
2
−
∫
∆H
h¯
dt) (11)
In Grover’s algorithm the number of steps is still given by
O(1/|Uif (t)|) when unitary operator changes with time.
In fast search algorithm such as ours the number of steps
is again given by O(1/|Uif (t)|p). Note that we are not
considering the change in U due to small perturbations in
the operation but purely dynamical changes due to some
Hamiltonian that drives the qubit states. Therefore, the
same derivation will go through in Grover’s case even in
time-dependent situation. Although, we have not proved
that for perturbative changes the same form will hold, we
can remark some interesting point here. If we change the
Hamiltonian by some amount, then |Uif (t)|) remains the
same provided the added Hamiltonian commutes with
the original one. Also, under symmetry transformation
of the Hamiltonian that causes initial qubits to change,
the quantity |Uif (t)|) remains invariant due to Wigner
theorem. So, Grover’s and ours algorithm are stable for
such situations. For small perturbative changes of the
unitary operator preliminary calculation shows that the
number of steps may change and this result will be re-
ported in future.
These number of steps s in Grover’s algorithm has both
a lower and an upper bound.
s ≥ sec(θ(0)
2
+
∫
∆H
h¯
dt)
s ≤ sec(θ(0)
2
−
∫
∆H
h¯
) (12)
In the search algorithm provided here, the same is true.
The bounds are given by
3
s ≥ secp(θ(0)
2
+
∫
∆H
h¯
dt)
s ≤ secp(θ(0)
2
−
∫
∆H
h¯
) (13)
This clearly shows that although quantum computa-
tion takes the advantage of interference and speed up the
search algorithm, the quantum uncertainty in the energy
of the target state puts bounds on the number of steps
involved. As a result of this a search algorithm based
on quantum principle can not be too fast or too slow– a
unique feature of the uncertain quantum world.
Before concluding the paper, we remark on a problem
that may be encountered in time-dependent search algo-
rithms and it is the “slippage of state” problem. When
the unitary operator U changes with time so also the op-
erator Q and V . Now if there is a time T = st, where t is
time required to apply the operator once, such that the
state after s number of steps i.e. the state |ψ(s)i 〉 = Qs|ψi〉
becomes the initial state upto an overall phase, then the
quantum computer would not search further. It has to
restart again a fresh (i.e. reset) from the initial state,
because the state |ψi〉 and |ψ(s)i 〉 belong to same raybit.
If this happens, then the search algorithm is not useful
and hence one has to change the operator Q in such a
way that at time T = st the slipage does not occur.
To conclude this paper, we provide a geometrical un-
derstanding of the Grover’s search algorithm based on
projective Hilbert space of qubits. By calculating Fubini-
Study distance we arrived at the earlier result of Grover
which provides a geometrical understanding to search
process. We provided a fast search algorithm based on
a single unitary operator which improves the number of
steps still further. It is a controlled algorithm, which we
believe can be implemented although we have not explic-
itly constructed an example. When the unitary operator
changes with time we have shown that quantum uncer-
tainty relation puts lower and upper bound on search
process. Therefore a quantum search process cannot be
too fast or too slow–an important point in quantum com-
putation. But certainly it has advantage over classical
computers and future will decide its fate.
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