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1. INTRODUCTION
We will consider the stability problem of the rotational motion with an
angular velocity ω of a top around a fixed point with a filled up cavity with
a viscous fluid. The study of this problem started in the 1940s with S. L.
Sobolev. He only considered the case of an ideal fluid. Sobolev’s article is
not well known (it was published in a journal of physics, approximately 15
years after his research, see [8]) and just the ideas and results connected
with the linearized systems of the equation describing the motion of a ro-
tating fluid, which are contained in his articles, were a source of important
new directions, not only in the theory of partial differential equations but
also in the spectral theory of abstract operators (see [1, 2]). In his not less
remarkable research about the stability of this system (which we call from
now on Sobolev’s systems) Sobolev found that an ellipsoidal form of the in-
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ner cavity is preferable in order to communicate a stable movement to the
top.
In the present article the following result is proved: for any angular ve-
locity ω in Sobolev’s system, different from a certain value ω∗ there is a
value of the viscosity νω such that, for every ν > νω the system is unsta-
ble. The conditions under which this result is obtained are: the rigid body
(and so the inner cavity) is symmetric with respect to a vertical axis and the
inner cavity has an order m > 2 of symmetry under rotation around this
vertical axis.1
2. SOBOLEV’S FORM OF THE EQUATIONS
The linear equations describing the small oscillations of Sobolev’s system
in a neighbourhood of the initial state v = 0, p = p0, and φ = 0, are
given with respect to the system x; y; z such that its origin coincides with
a fixed point of Sobolev’s systems placed in the base of the rigid body. We
shall assume this system rotating uniformly with angular velocity ω around
the z axis. The corresponding equations are (see [4]),
∂v
∂t
− 2ωv × k − ν4v − 1
ρ
∇p = F;  2:1
div v = 0;  2:2
v = 1
2
r¯φ˙+ r ˙¯φ; ∂ 2:3
and
I⊥φ¨+ iω2I⊥ − Iφ˙+ω2I − I⊥− gM1l1φ+Nv+N10 = 0; 2:4
where N10 is a constant, p0 = −ρgz +ω2ρx2 + y2/2 and
Nv = ρ
Z

r · ∂v
∂t
d− 2ωρ
Z

r · v × kd: (2.5)
v and p are the deviations of the field of velocity and the pressure, re-
spectively, r = z; iz;−x + iy, ρF is the field of the external forces, ν
is the viscosity coefficient, ρ is the fluid’s density, and g is the gravita-
tional constant. In what follows F will be a given solenoidal vector field.
Here the bar means complex conjugation. Finally φ = Xcm + iYcm, where
Xcm; Ycm; Zcm are the coordinates of the center of gravity of the rigid
body, l1 is the distance of this point to the origin, M1 is the mass of all
1If we consider the inner cavity  as a set of points in the space, after a rotation of angle
2pi/m, we recover .
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systems, k = 0; 0; 1, I and I⊥ are certain moments with respect to an in-
ertial system x′; y ′; z′ of orthogonal coordinates such that its origin and
z′ axis are the same as the system x; y; z,
I1 =
Z
r ′2 − x′22dr ′; I11 =
Z
r ′2 − z′22dr ′;
where r ′ = x′2i′cm + y ′2j′cm + z′2k′cm, the integration is the region occupied by
the rigid body and
i′cm =
r˙ ′cm × r ′cm
l21
; j′cm =
r˙ ′cm
l1
; k′cm =
r ′cm
l1
:
We remark that before the perturbation the z axis coincides with the axis
of symmetry of Sobolev’s system. We recall that in (2.3) and (2.4) the dot
means derivative with respect to time while in (2.5) it means the usual scalar
product. In what follows we make use of the system (2.1)–(2.5) written in
Sobolev’s form. In order to get that form we represent the quantities v,
F , and p as finite Fourier series due to the invariance under rotations of
angle 2pi/m of the cavity . More exactly, proceeding as Sobolev did in
the ideal case, it is possible to obtain complex vector fields vs; Fs and
complex functions ps; s = 0;±1;±2; : : : ;±m− 1, such that
v = 1
4
 m−1X
0
vs +
0X
−m−1
vs

; (2.6)
and
p= 1
4
 m−1X
0
ps +
0X
−m−1
ps

; F = 1
4
 m−1X
0
Fs +
0X
−m−1
Fs

; (2.7)
where the pairs vs; ps that are shown later satisfy more convenient
equations. Now we realize the following program:
Let ϕ be a function of the real variables x; y; z defined in the region
occupied by the fluid. Let us introduce complex coordinates,
x+ iy = ξ; x− iy = ξ¯:
Starting with ϕ one can introduce m new functions. Let s = 0; : : : ;m− 1,
we define
ϕsξ; ξ¯; z =
1
m
m−1X
l=0
es2piil/mϕξe2piil/m; ξ¯e−2piil/m; z:
It is not difficult to prove that
ϕξ; ξ¯; z =
m−1X
s=0
ϕsξ; ξ¯; z: (2.8)
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Note that ϕsξ; ξ¯; z have a meaning even for an arbitrary integer s.
The following expressions are a direct consequence of the definition of the
transformation s,
∂ϕ
∂ξ

s+1
= ∂ϕs
∂ξ
;

∂ϕ
∂ξ¯

s−1
= ∂ϕs
∂ξ¯
: (2.9)
We pass over to the variables ξ and ξ¯ in Eqs. (2.1) and (2.2). First of all,
we remark that
∂
∂x
= ∂
∂ξ
+ ∂
∂ξ¯
;
∂
∂y
= i

∂
∂ξ
− ∂
∂ξ¯

;
4 = 4 ∂
2
∂ξ ∂ξ¯
+ ∂
2
∂z2
= 4ξξ¯:
Let us write
vξ = vx + ivy; vξ¯ = vx − ivy;
Fξ = Fx + iFy; Fξ¯ = Fx − iFy:
Then, from (2.1) and (2.2) we obtain the following system,
∂vξ
∂t
+ 2ωivξ − ν4ξξ¯vξ +
2
ρ
∂p
∂ξ¯
= Fξ;
∂vξ¯
∂t
+ 2ωivξ¯ − ν4ξξ¯vξ¯ +
2
ρ
∂p
∂ξ
= Fξ¯; (2.10)
∂vz
∂t
− ν4ξξ¯vz +
1
ρ
∂p
∂z
= Fz;
∂vξ
∂ξ
+ ∂vξ¯
∂ξ¯
+ ∂vz
∂z
= 0:
From (2.9) we prove that (4ξξ¯ϕs = 4ξξ¯ϕs: (2.11)
Applying conveniently the operators s to each one of the equations of
the system 2:10 and using (2.9) and (2.11) we have that
∂vξ; s−1
∂t
+ 2ωivξ; s−1 − ν4ξξ¯vξ; s−1 +
2
ρ
∂ps
∂ξ¯
= Fξ; s−1;
∂vξ¯; s+1
∂t
+ 2ωivξ¯; s+1 − ν4ξξ¯vξ¯; s+1 +
2
ρ
∂ps
∂ξ
= Fξ¯; s+1;
∂vz; s
∂t
− ν4ξξ¯vz; s +
1
ρ
∂ps
∂z
= Fz; s;
∂vξ; s−1
∂ξ
+ ∂vξ¯; s+1
∂ξ¯
+ ∂vz; s
∂z
= 0:
(2.12)
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On the other hand the conditions (2.3) can be written in the following form,
vξ; vξ¯; vz =
(
zφ˙; z ˙¯φ;− 12
(
ξ¯φ˙+ ξ ˙¯φ: (2.13)
Using the result, given in [8],
m−1X
s=0
e2piil/ms =

0; if l 6≡ 0 modm;
m; if l ≡ 0 modm;
the action of the operator s on (2.13) leads us to the following relations,
(
vξ; s−1; vξ¯; s+1; vz; s
=
8>>>>>><>>>>>>:

z; 0;− ξ¯
2

φ˙; if s ≡ 1 modm;
z; 0;−ξ
2

˙¯φ; if s ≡ −1 modm;
0; in other cases.
(2.14)
From (2.5) and (2.8) we have that
Nv = N
m−1X
s=0
vs

=
m−1X
s=0
Nvs; (2.15)
where vs = vξ; s−1; vξ¯; s+1; vz; s and
Nvs = ρ
Z

z

∂vξ; s−1
∂t
+ 2ωivξ; s−1

d− ρ
Z

ξ
∂vz; s
∂t
d: (2.16)
It follows from (2.16) that
Nvs = e2pii1−s/mNvs;
hence the only term different from zero in (2.15) is the one corresponding
to s = 1, that is
Nv = Nv1:
Similarly
Nv¯ = Nv−1:
In the boundary conditions 2:14 for s = 1, the derivative of φ is related
to v1 and at the same time φ satisfies (see (2.4)) the equation,
I⊥φ¨+ iω2I⊥ − Iφ˙+ ω2I − I⊥ − gM1l1φ+Nv1 +N10 = 0:
2:17
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On the other hand, for s = −1 the boundary conditions set up constraints
between v−1 and φ¯, this last magnitude satisfying the conjugate equation
to (2.17),
I⊥ ¨¯φ− iω2I⊥ − I ˙¯φ+ ω2I − I⊥ − gM1l1φ¯+ N¯v−1 + N¯10 = 0:
2:18
Now we again pass to Cartesian coordinates, but before let us remark
that
v¯ξ; s−1 = vξ¯; −s+1; v¯ξ¯; s+1 = vξ; −s−1; v¯z; s = vz; −s;
F¯ξ; s−1 = Fξ¯; −s+1; F¯ξ¯; s+1 = Fξ; −s−1; F¯z; s = Fz; −s;
p¯s = p−s:
(2.19)
Let
vx; s = vξ¯; s+1 + vξ; s−1;
vy; s = i
(
vξ¯; s+1 − vξ; s−1

; vz; s = 2vz; s;
Fx; s = Fξ¯; s+1 + Fξ; s−1;
Fy; s = i
(
Fξ¯; s+1 − Fξ; s−1

; Fz; s = 2Fz; s;
ps = 2ps:
Then obviously from 2:19 the following relations are true,
v¯x; s = vx; −s; v¯y; s = vy; −s; v¯z; s = vz; −s;
F¯x; s = Fx; −s; F¯y; s = Fy; −s; F¯z; s = Fz; −s;
p¯s = p−s:
The expressions allowing the recovery of the initial magnitudes are of the
type,
vx =
1
4
m−1X
s=0
(
vx; s + v¯x; s
 = 1
4
m−1X
s=0
vx; s + vx;−s
= 1
4
m−1X
s=0
vx; s +
1
4
0X
s=−m−1
vx; s:
Similar expressions are also true for vy , vz, Fx, Fy , Fz, and p, but are
omitted for shortness sake. It is clear now that (2.6) and (2.7) are proved,
where vs = vx; s; vy; s; vz; s and Fs = Fx; s; Fy; s; Fz; s. From (2.12)
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and (2.14) it follows that vs and ps satisfy the following system of equa-
tions,
∂vs
∂t
− 2ωvs × k − ν4vs −
1
ρ
∇ps = Fs;  2:20
div vs = 0;  2:21
and the following boundary conditions,
vs =
8<:
r¯φ˙; if s = 1;
r ˙¯φ; if s = −1; ∂
0; in other cases.
9=; : (2.22)
On the other hand it is easy to see that
Nv = Nv1; N¯v¯ = N¯v−1: (2.23)
Hence we can write Eq. (2.17) as follows,
I⊥φ¨+ iω2I⊥ − Iφ˙+ ω2I − I⊥ − gM1l1φ+Nv1 +N10 = 0;
2:24
and its conjugate (2.18) as
I⊥ ¨¯φ− iω2I⊥ − I ˙¯φ+ ω2I − I⊥ − gM1l1φ¯+ N¯v−1 + N¯10 = 0:
2:25
The method that we use to obtain Eqs. (2.20)–(2.25) in the viscous case
is due to Sobolev in the ideal case, it involves tedious calculations but leads
to a suitable form of the equations. First, the boundary conditions (2.22)
are simpler than (2.3) and second, the system of equations satisfied by
v1; p1; φ is exactly the conjugate system satisfied by v−1; p−1; φ¯,
hence in our case it is enough to consider one system of equations to study
the stability of Sobolev’s systems.
3. OPERATIONAL SETTING OF THE SYSTEM OF EQUATIONS
Let  be a bounded domain of the space R3 and let L˜2 be the
Hilbert space of the vector functions ux = u1x; u2x; u3x; x =
x1; x2; x3 ∈ , and uk ∈ L2. The scalar product in L˜2 is defined
by the relation,
u; v =
Z

u · v¯ d =
Z

 3X
k=1
uk · v¯k

d:
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Let M denote the set of infinitely differentiable solenoidal vectors with
compact support in  and let S2 denote its closure in the L˜2 norm. The
set of the elements of L˜2 which are orthogonal to S2 forms a subspace
which we denote by G2, so that
L˜2 = S2 ⊕G2:
It is well known that G2 consists of elements ∇g, where g is a function
on , which is locally square summable and with first weak derivatives
belong to L2. Let P0 be the orthogonal projection operator from L˜2
onto S2. We introduce the linear operator B in S2 making DB = S2 and
Bu = 2iP0u × k. B is a bounded and self-adjoint operator and σB ⊂
−2; 2 (see [7]). Now we can define a second operator. We denote by H
the Hilbert space of vector functions, obtained by completing M in the
norm corresponding to the scalar product,
u; v =
Z


u · v¯ +
3X
k=1
∂u
∂xk
· ∂v¯
∂xk

d:
Obviously, H ⊂ S2 is dense in S2 (see [6]). For any ψ ∈ S2 there is
a unique weak solution v; p, v ∈ H ∩ W˜ 22 (W˜ 22 is the set of all vector
functions with components in W 22 ) and p ∈ W 12 , of the linear problem,
ν4v + ∇p = ψ; 
div v = 0;  W0
v = 0: ∂
Let A0 be the linear operator which establishes a correspondence be-
tween the solution v of the problem W0 and the corresponding ψ ∈ S2,
that is A0v = ψ. DA0 is the set of all solutions v of the problem W0
when ψ runs through S2. The operator A0 is self-adjoint and negative def-
inite on DA0. Its inverse A−10 is compact. In what follows we shall write
the system of Eqs. (2.20)–(2.25) for s = 1 as an evolution equation in a suit-
able Hilbert space. However, as proved by the authors, it is enough that the
analysis of this case is proved in order to study the stability of the rotational
motion of the top with a cavity filled up with a viscous fluid (see [4]).
Let us now suppose that s = 1, next we change the first boundary condi-
tion in (2.22) into a homogeneous boundary condition. In order to do this
we make the following transformation v1 = v+ r¯φ˙. If we substitute v1 in
(2.20) and (2.21) and the first boundary condition in (2.22) then
∂v
∂t
− 2ωv × k − ν4v − 1
ρ
∇p1 + r¯φ¨− 2ωr¯ × kφ˙ = F1;  3:1
div v = 0;  3:2
v = 0; ∂ 3:3
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From (2.5) it follows that
Nv1 = Nv +Nr¯φ˙:
It is easy to prove that
Nr¯φ˙ = ρκ2φ¨− 2ωρiEφ˙;
where
iE =
Z

r · r¯ × kd; κ2 =
Z

 r 2 d:
Substituting v1 in (2.24) we have
2I⊥ + ρκ2φ¨− 2ωiA1 + ρEφ˙+ t1φ+Nv + 2N10 = 0: (3.4)
Here t1 = 2ω2I − I⊥ − gM1l1, A1 = I − 2I⊥:
One can apply P0 to Eq. (3.1) and can obtain
dv
dt
+ P0r¯φ¨ = i−ωB + iνAv + 2ωP0r¯ × kφ˙+G; (3.5)
where A = −ν−1A0 > 0 can be regarded as an extension of the operator
P04, v ∈ C10;+∞;DA and G = P0F1. It follows from (2.5) that
Nv =

dv
dt
; P0r¯

+ 2ωρv; P0r¯ × k: (3.6)
Set
φ˙ = iωγ: (3.7)
Then, from (3.4) we have
γ˙ = i2ωA1 + ρE2I⊥ + ρκ2
γ + i ωL2I⊥ + ρκ2
φ
+ i Nv
ω2I⊥ + ρκ2
+ i 2N
1
0
ω2I⊥ + ρκ2
; (3.8)
where L = t1/ω2. Finally, from (3.5)–(3.8) we obtain the following evolu-
tion equation on S2 × C2,
L1
dR
dt
= iL2R+R0; R=v;φ; γ ∈C10;+∞;DA×C2; (3.9)
where R0 = P0F1; 0; 2iN10 /ω2I⊥ + ρκ2, L1 and L2 are linear oper-
ators, DL1 = S2 × C2 and L1R = L1R for every R ∈ DL1;DL2 =
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DA × C2 and L2R = L2R for every R ∈ DL2. L1 and L2 are operator
matrices that can be defined in the following way,
L1 =
0BBBB@
I o iωP0r¯
O 1 0
−iρ·; P0r¯
ω2I⊥ + ρκ2
0 0
1CCCCA;
and
L2 =
0BBBB@
−ωB + iνA o 2ω2P0r¯ × k
O 0 ω
2ρ·; P0r¯ × k
2I⊥ + ρκ2
ωL
2I⊥ + ρκ2
2ωA1 + ρE
2I⊥ + ρκ2
1CCCCA:
In the previous text, we denote by I the identity operator on S2, by O the
null functional, and by o the zero of this space. Because
ω2  P0r¯ S2< ω2κ2 <
2I⊥ + ρκ2
ρ/ω2
:
L1 has an inverse L
−1
1 : It is easy to verify that L
−1
1 = I˜ + F , where I˜ is the
identity on S2 × C2 and F is a finite dimensional operator.
4. STUDY OF THE STABILITY OF SOBOLEV’S SYSTEM
In this section we consider the stability problem for the evolution equa-
tion (3.9). Let Cα;β = αB + iβA where α and β are real values, β > 0.
Note that the operator C−1α;β is compact. In fact,
Cα;β = αB + iβA = A1/2αA−1/2BA−1/2 + iβIA1/2:
Because A−1/2BA−1/2 is a self-adjoint operator iβ is a regular point
for it. But this means that the operator αA−1/2BA−1/2 + iβI−1 is a
continuous operator defined in all S2. It follows that
C−1α;β = A−1/2αA−1/2BA−1/2 + iβI−1A−1/2
is compact. On the other hand,
ImCα;βu; u = βAu;u > 0;
if u 6= 0 ∈ S2: Hence, we have that the spectrum of Cα;β consists of at most
a countable number of eigenvalues, which can have infinity as a limit point.
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These eigenvalues are located in C+. Therefore, if λ is not an eigenvalue
of Cα;β we have
 Cα;β − λI−1 <
1
λ
: (4.1)
We remark that the study of the stability of the zero solution of (3.9) is
equivalent to the study of the stability of the zero solution of
dR
dt
= iL−11 L2R: (4.2)
Our aim in the rest of the section is to study the boundedness of the ele-
mentary solutions of Eq. (4.2), this is, the study of the spectrum of −L−11 L2:
It is clear that if λ ∈ C+ belongs to the spectrum of this operator, the zero
solution of (4.2) is unstable. Using the operator theory in spaces with indef-
inite metric we can see that −L−11 L2 has at most an eigenvalue in C+, see
[3]. It is easily seen that if L > 0 or L = 0, Sobolev’s system is essentially
stable. Hence, in the following text we only consider the case L < 0. In
the case when I11 > I1, so L > 0 whenever ω > ω0 =
p
gM1l1/I11 − I1,
in this way the system is stable for angular velocities greater than ω0, in-
dependently of the viscosity value. In this case the behavior is similar to a
solid top.
Nevertheless, we have L < 0 in the case when I1 ≥ I11, so for any value
of ω big enough it is possible to find a value ν0ω of the viscosity from
which the uniform rotation with an angular velocity ω is unstable.
Next we prove that this bad eigenvalue really appears for greater value
of the viscosity. From now on we suppose that the cavity  satisfies the
general conditions imposed in the Introduction and that I11 ≤ I1.
However, as we already observed, the instability of Sobolev’s system is
equivalent to the existence of an eigenvalue of the linear pencil λL1 + L2
in C+: The spectral problem,
λL1 +L2R = 0; R ∈ DA × C2
is the same as
−ωB + iνAU + 2ω2γP0r¯ × k + λU + iωλγP0r¯ = 0; (4.3)
ωγ + λ8 = 0; (4.4)
h˜γ +ωL8+ 2ρU;P0r¯ × k +
ρλ
ω
U; iP0r¯ = 0; (4.5)
where
h˜ = 2I⊥ + ρκ2λ+ 2ωA1 + ρE:
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Assume that −λ 6∈ σp−ωB+ iνA then λ is an eigenvalue of the pencil
λL1 +L2 if and only if λ is a root of the following equation,
Q2ω;λ = 2I⊥ + ρκ2λ2 + 2ωA1 + ρEλ−ω2L
= ρλ0λU0λ;U0λ¯ = f λ; (4.6)
where 0λ = −ωB + iνA+ λI−1 and U0µ = 2ωP0r¯ × k + iµP0r¯ for
µ ∈ C: It is possible to verify that (4.6) follows from (4.3)–(4.5) if λ 6∈
σ−ωB + iνA; in particular if λ ∈ C+:
It is clear that λ = 0 is not a solution of (4.6) and keeping in mind that
Im0λU;U < 0; U 6= 0 ∈ S2:
We obtain in a similar way that no real value λ with U0λ 6= o is a
solution of (4.6). Note that U0λ = o for some λ ∈ R is a very restrictive
condition over : When  is an ellipsoid then P0r¯ × k = −iP0r¯ holds,
hence if λ = 2ω, U0ω = o.2
We next specify the behavior of the roots of the polynomial function
Q2ω;λ: Two cases can arise:
(I) If I + ρE2 − 4ρEI⊥ ≤ 2ρκ2I⊥ − I; then for every ω ≥ 0,
Q2ω;λ has two conjugated complex roots. In this case, the pencil λL1 +
L2 has no real eigenvalues.
(II) If I + ρE2 − 4ρEI⊥ > 2ρκ2I⊥ − I; let
ω∗ =
s
2gM1l12I⊥ + ρκ2
I + ρE2 − 4ρEI⊥ + 2ρκ2I − I⊥
;
then if ω < ω∗, Q2ω;λ has two conjugate complex roots. If ω > ω∗ this
polynomial will have real zeros. In this case the zeros are
λ±ω = αω±
s
α2ω2 − 2

ω2
I⊥ − I
2I⊥ + ρκ2

+ β

;
where
α = − A1 + ρE2I⊥ + ρκ2
; β = gM1l12I⊥ + ρκ2
:
Lemma 4.1. The function Fλ = 0λU0λ;U0λ is analytic in the
halfplane Gν defined by the inequality,
−ν  A−1 −1< Imλ:
2Even in this case, we can give conditions under which λ = ω is not a zero of (4.6) for
every value of ω.
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Proof. However, as proved before, the operator −ωB + iνA−1 is com-
pact. Hence the spectrum of −ωB + iνA consists of at most a count-
able number of eigenvalues which can have infinity as a limit point. We
can prove now that the numerical rank θˆ of −ωB + iνA is contained in
ν A−1 −1 ≤ Imλ.
Let suppose that U 6= o ∈ DA, by definition of numerical rank,
−ωB + iνAU;U
 U 2 = θˆU (4.7)
belongs to θˆ. Let V = A1/2U , from (4.7) it follows that
−ωA−1/2BA−1/2 + iνIV; V 
A−1V; V  = θˆU: (4.8)
If we take the imaginary part in (4.8), we have
ν  V 2
A−1V; V  = Im θˆU;
from this last equality it is easy to obtain that
ν  A−1 −1< Im θˆU:
That U is arbitrary, the numerical rank of the operator −ωB + iνA is
contained in the semiplane,
ν  A−1 −1< Imλ:
Hence, Rλ is analytic in the complement of this region. To complete the
proof of lemma it remains to recall that 0λ = R−λ:
Lemma 4.2. We have the following estimation,
 0λ <
1
ν  A−1 −1 +Imλ; λ ∈ Gν: (4.9)
Proof. All the points of the set C \ θˆ are regular points of −ωB+ iνA.
From Theorem 3.2 of [5] it follows that
 Rλ ≤
1
dλ; θˆ ≤
1
dλ; ∂Gˆν
; (4.10)
for every λ ∈ Gˆν = λ  Imλ < ν  A−1 −1 = −Gν where
∂Gˆν =

λ  Imλ = ν  A−1 −1};
Now, (4.9) follows from (4.10) and that 0λ = R−λ:
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Let C˜ be an arbitrary rectifiable curve in Gνν  1, such that Q2ω;λ
is not zero on C˜ for a value ω, then keeping in mind 4:9 by Rouche’s
theorem there exists a νω, such that, if ν > νω the function Q2ω;λ −
f λ has inside C˜ the same number of zeros as Q2ω;λ. Note that, if C˜
contains in its interior only one zero of Q2ω;λ and ν → ∞ then, this
zero of Q2ω;λ − f λ (necessarily an eigenvalue of the pencil λL1 +L2)
converges to the zero of Q2ω;λ. This follows from (4.6) and (4.9).
In what follows λ±ω denotes the zeros of the polynomial Q2ω;λ such
that  λ−ω < λ+ω  if λ±ω are real and Imλ−ω < 0; Imλ+ω >
0 if they are complex conjugated. It is easy to see that if I ≤ I⊥ and λ±ω
are real, then λ±ω > 0.
Suppose that (II) is true (see the specification of the behavior of the roots
of Q2ω;λ) and ω > ω∗. Let Bλ+ω;  (respectively, Bλ−ω;  be
the disk  λ − λ+ω <  (respectively,  λ − λ−ω <  where  > 0
is sufficiently small to be sure that λ− /∈ Bλ+ω;  (respectively, λ+ /∈
Bλ−ω;  then as before, by Rouche’s theorem, starting with a suffi-
ciently large ν+ω (respectively, ν−ω the function Q2ω;λ − f λ has
one zero sufficiently near λ+ω (respectively, λ−ω) inside Bλ+ω; 
(respectively, Bλ−ω; . Let us denote this zero by λ+ω; ν (respec-
tively, λ−ω; ν: We have the following.
Lemma 4.3 (Fundamental lemma). Suppose that I ≤ I⊥ (II) is true,
then for every value ω such that ω > ω∗ there exists a ν0ω sufficiently large,
for which
Imλ−ω; ν > 0;
and
Imλ+ω; ν < 0;
for ν > ν0ω:
Proof. Evidently, ν0ω > maxν+ω; ν−ω: Let U0λ = 2ωU1 +
λU2 where U1 = P0r¯ × k and U2 = iP0r¯ then (4.6) can be written in the
following way,
Q2ω;λ = 4ω2ρλ0λU1;U1 + ρλ30λU2;U2
+ 2ωρλ20λU1;U2 + 0λU2;U1 (4.11)
If we multiply (4.11) by λ¯2 we have
Q2ω;λλ¯2 = 4ω2ρλ¯  λ 2 0λU1;U1 + ρλ  λ 4 0λU2;U2
+ 2ωρ  λ 4 0λU1;U2 + 0λU2;U1: (4.12)
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Hence, any zero of Eq. (4.6) satisfies (4.12). Let V1 = 0λU1 and V2 =
0λU2: Notice that
0λU1;U1 = −ωBV1; V1 − iνAV1; V1 + λ¯  V1 2;
0λU2;U2 = −ωBV2; V2 − iνAV2; V2 + λ¯  V2 2;
and
0λU1;U2 + 0λU2;U1
= −ωReBV1; V2 − iνReAV1; V2 + λ¯ReV1; V2:
If we substitute these expressions in 4:12 we obtain
Q2ω;λλ¯2 = −4ω3ρλ¯  λ 2 BV1; V1 − i4ω2νρλ¯  λ 2 AV1; V1
+ 4ω2ρλ¯2  λ 2 V1 2 −ωρλ  λ 4 BV2; V2
+ iνρλ  λ 4 AV2; V2 + ρ  λ 6 V2 2
+ 2ω2ρ  λ 4 ReBV1; V2 − 2ωρν  λ 4 ReAV1; V2
+ 2ωρλ¯  λ 4 ReV1; V2: (4.13)
Dividing both sides of (4.13) by 2I⊥ + ρκ2 and taking the imaginary
part, we have an equation of the form,
A1Imλ = A2; (4.14)
where A1 and A2 are two real functions of λ; more precisely,
A1 = 2ωα  λ 2 −4

ω2I⊥ − I
2I⊥ + ρκ2
+ β

Reλ
− 4ω3ρ  λ 2 BV1; V1 + 8ω2ρ  λ 2 V1 2 Reλ
+ωρ  λ 4 BV2; V2 + 2ωρ  λ 4 ReV1; V2;
and
A2 = −Reλ4ω2νρ  λ 2 AV1; V1 + νρ  λ 4 AV2; V2
− 2ωνρ  λ 4 ReAV1; V2;
then, if λ satisfies (4.6) it also satisfies (4.14). In particular we have
A1λ±ω; νImλ±ω; ν = A2λ±ω; ν: (4.15)
We recall that, for ν > maxν+ω; ν−ω sufficiently large, λ±ω; ν
are very close to λ±ω: Hence, there exists a ν0ω such that, for ν >
ν0ω the signs of A1λ±ω; ν and A2λ±ω; ν coincide with the signs
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of A1λ±ω and A2λ±ω, respectively. It is easy to see that, as ν is
sufficiently large we can take
A1λ±ω = 2ωαλ±ω − 4

ω2I⊥ − I
2I⊥ + ρκ2
+ β

;
and
A2λ±ω = −λ3±ωρνA3λ±ω;
where
A3λ±ω = 4ω2AV1; V1 + λ2±ωAV2; V2
+2ωλ±ωReAV1; V2:
We recall that λ±ω > 0 and on the other hand,
A3λ±ω = AV2; V2

λ±ω +
ωReAV1; V2
AV2; V2
2
+ ω
2
AV2; V2

4AV1; V1AV2; V2 − ReAV1; V22

:
From the trivial inequality,
ReAV1; V22 ≤  AV1; V2 2 ≤ AV1; V1AV2; V2;
we have that A3λ±ω > 0. Hence, A2λ±ω < 0: Finally, from ν >
ν0ω we conclude that A2λ±ω; ν < 0: We now examine the sign of
A1λ±ω,
A1λ±ω = 2ωα
"
ωα±
s
ω2α2− 2

ω2I⊥ − I
2I⊥ +ρκ2
+β
#
− 4ω
2I⊥ − I
2I⊥ +ρκ2
= 2±λ±ω
s
ω2α2 − 2

ω2I⊥ − I
2I⊥ + ρκ2
+ β

: (4.16)
From this expression it follows that A1λ+ω > 0 and A1λ−ω < 0.
Hence, from ν > ν0ω, A1λ−ω; ν < 0, and A1λ+ω; ν > 0. Now the
lemma follows from (4.15).
Suppose that the region  meets the imposed conditions in the Intro-
duction and I11 < I1. So
Theorem 4.1. Suppose that the region  meets the imposed conditions in
the Introduction and I11 < I1. So for every value of the angular velocity ω
different from ω∗; there exists a νω such that if ν > νω, Sobolev’s system
is unstable.
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Proof. If (I) is true or (II) holds with ω < ω∗, the result follows from a
simple application of Rouche’s theorem to the functions Q2ω;λ and f λ.
Now if (II) holds and ω > ω∗ the theorem follows from Lemma 4.3.
Notice that the existence of ω∗ is just a consequence of the used math-
ematic method. If we imposed conditions on  in order that (4.6) had no
real zeros, for instance that U0λ 6= 0 for any real value, then the result of
the previous theorem would be valid for any value of ω.
5. CONCLUSIONS
(a) Theorem 4.1 shows the important effect of the viscosity on the
stability problem considered in our article with regard to the ideal case
studied by Sobolev [8]. It follows from [8] that for ellipsoidal cavities there
exist at most two instability zones whose upper limit is determined by the
geometry of the ellipsoid and the distribution of mass in the rigid body.
In this case the system has the same behavior of a solid top and a similar
situation is kept for the case of a viscous fluid when I > I⊥. Nevertheless
in the case I < I⊥, as follows from the assertion of Theorem 4.1, when the
fluid is viscous this upper limit increases indefinitely with the viscosity and,
in this case the system does not have a behavior like a solid top even for
big values of the viscosity.
(b) It is easy to see that if we consider the disk centered in λxω
and with radio,
δω = λ+ω − λ−ω
2
=
q
α2 − 2γω2 − β;
where γ = I⊥ − I/2I⊥ + ρk2 is considered, so for the cases (I) and
(II), in the boundary of this disk the estimates are obtained
f λ ≤ ρR
22 + αω+ 2δω3
νA−1−1 − δω ; (5.1)
Q2ω;λ ≥ 2I1 + ρκ2δ2ω; (5.2)
with the condition that
νA−1−1 > δω; (5.3)
where R = max r. From (5.1)–(5.3) it is obtained that, in the cases (I) and
(II), with ω < ω∗, it is enough to take
ν0ω ≥ A−1δω +
A−1ρR22 + αω+ 2δω3
2I1 + ρκ2δ2ω
: (5.4)
42 felipe-parada and fraguela-collar
In case (II) with ω > ω∗ it is required that ν0ω be big enough in order
that Lemma 4.3 be obtained. From the inequality (5.4) we get that for big
values of ω, the function ν0ω has an asymptotic in the straight line which
passes on the origin with slope,
A−1−1
q
α2 − 2γ + A
−1ρR22 + α + 2
p
α2 − 2γ3
2I1 + ρκ2α2 − 2γ
:
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