In recent years portfolio optimization models that consider more criteria than the standard expected return and variance objectives of the Markowitz model have become popular. For such models, two approaches to find a suitable portfolio for an individual investor are possible. In the multiattribute utility theory (MAUT) approach a utility function is constructed based on the investor's preferences and an optimization problem is solved to find a portfolio that maximizes the utility function. In the multiobjective programming (MOP) approach a set of efficient portfolios is computed by optimizing a scalarized objective function. The investor then chooses a portfolio from the efficient set. We outline these two approaches using the UTADIS method to construct a utility function and present numerical results for an example.
Portfolio Optimization
Multicriteria portfolio optimization started with the Markowitz mean-variance model (Markowitz, 1952 (Markowitz, , 1959 . This model assumes that the goal of an average or standard investor is to maximize the (unknown and uncertain) return on investment. The mean-variance model is one possible deterministic substitute of this stochastic optimization problem with the objective to maximize the expected return subject to a constraint on its variance.
Let n be the number of available assets, let x i and r i be the fraction of the available capital invested in and the expected return, respectively of asset i for i = 1, . . . , n. Let and σ ij be the covariance of the returns of assets i and j. The optimization problem considered in the Markowitz model is then
x i ≥ 0 for all i = 1, . . . , n.
(1)
If σ min and σ max are the minimal and maximal attainable values of f 2 (x) it is easy to see that all x that maximize (1) for some ε ∈ [σ min , σ max ] are contained in the set of (weakly) efficient solutions of the biobjective optimization problem
(2) An efficient solution of (2) is a portfolio, which has the property that when moving to a portfolio with higher return variance will also increase, and when moving to a portfolio with smaller variance, return will decrease, too. Clearly, non-efficient portfolios are undesirable in this context and every efficient portfolio is also an optimal solution to (1) with ε = f 2 (x). The non-dominated frontier consists of all possible combinations of expected returns and variances of efficient portfolios. Figure 1 shows the (approximated) non-dominated frontier for an example with n = 40 assets. This figure is for the data set we will use throughout the paper. While the Markowitz model permeates the field of finance until today, there has been an increasing number of publications that suggest that it is not always appropriate, at least in the case of individual rather than standard investors. We mention a few such publications, but refer to Steuer and Na (2003) for a more detailed analysis of the literature. Arthur and Ghandforoush (1987) suggest that there are objective and subjective measures for portfolios. Konno (1990) observes that most investors do not actually buy efficient portfolios, but rather those behind the nondominated frontier. Ballestero and Romero (1996) argue for a need to modify the model for average investors in order to approximate the optimal portfolio of an individual investor. Hallerbach and Spronk (1997) explain that most models do not incorporate the multidimensional nature of the problem and outline a framework for such a view on portfolio management. Finally, Steuer et al. (2006) introduce the "suitable portfolio" investor, who may include objectives other than expected return and variance in their portfolio selection problem. They also explain the fact that investors do buy non-efficient portfolios as the effect of projecting the multidimensional space of the individual investor's portfolio selection problem to the two-dimensional mean-variance space: The selected portfolios are actually efficient in the higher dimensional space.
In this paper, we have chosen one exemplary multiobjective model of portfolio optimization to illustrate the two approaches to portfolio selection. This is the model presented in Ehrgott et al. (2004) , which we can consider as a particular investor's portfolio selection problem. The five criteria of this model include 12-month performance, 3-year performance, and annual dividend as measures of return. The fourth objective is the Standard and Poor's star ranking, which describes to what extent an investment fund follows a specific market index and is applied particularly in the case that a portfolio consists exclusively of investment funds, which is the case for the data set we use for numerical experiments. The fifth attribute, the 12-month variance, is used as a measure of the risk of a portfolio.
For asset i ∈ {1, . . . , n} let r 12 i be the 12-month performance (expected return), let r 36 i be the 36-month (long term) performance, let d i ≥ 0 be the relative annual dividend, and let s i ∈ {1, 2, 3, 4, 5} be the number of stars assigned to asset i (one star indicates relatively poor performance of assets and five stars indicate very good performance). Furthermore let σ ij be the covariance between the returns of assets i and j.
We define the following five objective functions.
• f 1 (x) = n i=1 r 12 i x i is the 12-month performance. This objective function is a measure for the short term expected return.
• f 2 (x) = n i=1 r 36 i x i , the 3-year performance, is a measure for the long term expected return.
• f 3 (x) = n i=1 d i x i represents the relative annual dividend of a portfolio.
• f 4 (x) = n i=1 s i x i is the average star ranking of portfolio x. Standard and Poor's Fund Service GmbH evaluates the performance of most investment funds contained in their data base on an annual basis which results in a performance ranking.
• f 5 (x) = − n i=1 n j=1 σ ij x i x j is the usual variance measure of portfolio risk (we take the negative value so as to maximize all objectives). Thus, our multiobjective portfolio optimization problem can be written as follows:
In addition to replacing the two objectives of the Markowitz model (2) by five, we include additional constraints on the minimal and maximal fraction of the capital that can be invested in a single asset and on the number of assets in the portfolio (see also Chang et al. (2000) ). For that purpose let y i , i = 1, . . . , n denote binary variables with y i = 1 if and only if asset i is contained in the portfolio. With these additions the problem we consider in this paper is
The goal of portfolio selection is of course to find the most suitable portfolio for our individual investor. To be able to do this, we have to assume the existence of a utility function for the investor: The utility of a portfolio is a (real-valued) function of the portfolio's score on the five criteria specified above. It is important to note that this utility function is usually not explicitly available.
The most suitable portfolio is then the one with the highest utility. To compute it there are two possible strategies. In the multiobjective programming approach, we find a set of efficient solutions of (4). The multiattribute utility theory approach is to elicit information from the investor that allows the construction of a utility function. This is then used to convert (4) into a single objective optimization problem which is solved directly to obtain the portfolio with maximal utility.
The two strategies are presented in Sections 2 and 3. In Section 4 we present the results of numerical tests on a dataset with n = 40 sets obtained from the Standard and Poor's database in 1999.
Multiobjective Programming
In this section we introduce some definitions and results of multiobjective programming. A multiobjective programming problem can be written as
where X ⊂ R n is the feasible set in decision space R n and f : R n → R p is a vector valued objective function mapping a feasible solution x to a point f (x) = (f 1 (x), . . . , f p (x)) in objective space R p . We denote by Y := f (X) the feasible set in objective space.
Let
In the context of portfolio optimization we will have
Definition 1 Let Y be a non-empty subset of R p .
1. An element y ∈ Y is called non-dominated if ({y} + R p ) ∩ Y = {y}, i.e. there is no y ∈ Y such that y ≥ y.
2. An element y ∈ Y is called properly non-dominated (in the sense of Benson) if y is a non-dominated element of Y and the zero element of R p is a non-dominated element of cl cone(Y − R p − y), where cl(Y ) denotes the closure of a set Y and cone(Y ) := {αy :
The set of all non-dominated elements of Y is denoted Y N , the set of all properly non-dominated elements Y pN .
The set of (properly) efficient solutions of a multiobjective programming problem is denoted X E (X pE ).
Multiobjective programming problems are generally solved through scalarization. The multiobjective programme (5) is transformed into a single objective problem min x∈X s(x, λ), the objective function of which depends on parameter λ. Solving the single objective problem for a range of parameter values yields (some) efficient solutions to the multiobjective programme. Many scalarization methods are known, see the survey in Ehrgott and Wiecek (2005) . The main issues for solving a multiobjective programme by scalarization are to show that a) every optimal solution to the scalarized problem is efficient and b) for every efficient solutionx to a multiobjective programme there is a parameterλ such thatx is an optimal solution to min x∈X s(x,λ).
In this paper we use the scalarization of Gasimov (2001) . He introduces a class of increasing convex functions to scalarize the multiobjective programme (5) without any assumptions on objectives and constraints of the problem under consideration. Another advantage of this approach is that it preserves convexity, if the objective functions of the initial problem are linear or convex.
Now we briefly present the main scalarization results of Gasimov (2001) . Let
Theorem 1 (Gasimov (2001) ) Suppose that for some (α, w) ∈ W a feasible solutionx ∈ X is an optimal solution to the scalar maximization problem
thenx is a Benson properly efficient solution to (5).
Theorem 2 (Gasimov (2001) ) Letx ∈ X be a Benson proper efficient solution to (5). Then there exists a vector (α, w) ∈ W such thatx is an optimal solution to the scalar maximization problem
In non-convex multiobjective programmes the distinction between supported and non-supported efficient solutions is important. An efficient solutionx ∈ X E is called supported, if there is w ∈ R p > such thatx is an optimal solution to
It is well known (Geoffrion, 1968 ) that if X is convex and all f k , k = 1, . . . , p are convex functions, then all Benson proper efficient solutions are supported, see e.g. Ehrgott (2005) . However, for non-convex problems there exist non-supported efficient solutions. This observation yields the following Lemma.
Lemma 1 Let Y ⊂ R p be a non-empty set, letŷ ∈ Y be a non-dominated point of Y , and let
It is evident that ifx ∈ X is an efficient solution to problem (5) then it is also an efficient solution to the shifted multiobjective programme
where a ∈ R p is an arbitrary vector. Such a shifting can be used in situations when objectives do not change sign on the whole feasible set X in order to make the absolute value used in the scalarized problem (7) sensible. In this case we can formulate the following scalarized problem, which is similar to that in (8), and can be used even if we do not know any efficient solution.
We can therefore completely characterize Benson proper efficient solutions through Gasimov's scalarization.
Corollary 1 A feasible solutionx ∈ X is Benson proper efficient if and only if there are a ∈ R p , α ∈ R, and w ∈ R p with (α, w) ∈ W such thatx is an optimal solution to
Note that for α = 0 (11) reduces to the weighted sum scalarization max x∈X p k=1 w k f k (x). Therefore non-supported efficient solutions can only be found with α > 0.
Multiattribute Utility Theory and the UTADIS Method
In the multiattribute utility theory (MAUT) approach to portfolio optimization the goal is to construct a utility function, that assigns any portfolio x ∈ X a utility value. The utility function is a function of the scores of a portfolio on the selected criteria or attributes. The portfolio optimization problem is then solved by finding a portfolio that maximizes the utility function.
According to Keeney and Raiffa (1993) the set of attributes should be complete, operational, decomposable, non-redundant, and minimal. It is well known that an additive utility function exists if the attributes are mutually preferentially independent Keeney and Raiffa (1993) . This means that the conditional preferences of one attribute given a second attribute do not depend on the value of the second attribute. We shall assume that an additive utility function exists.
Thus, we assume that there is a function U : R p → R that maps an outcome vector y ∈ R p to a global utility value U (y) ∈ R. U has the form
where the marginal utility functionsũ k satisfy 0 ≤ũ k (y k ) ≤ 1 for all y ∈ Y and k = 1, . . . , p and µ k is an importance weight of marginal utility functionũ k . In this section we explain how to construct U using the UTADIS method as described in Doumpos and Zopounidis (2002) . The UTADIS method (Utilités Additives Discriminates) is a method developed for the classification of a finite set of alternatives x j with attribute vectors y j into q predefined ordered classes C l , where C 1 and C q contain the most and least preferred alternatives, respectively. This is done by constructing an additive utility function U as in (12) and utility thresholdsū l ∈ R for l = 1, . . . , q−1 such that x j is assigned to class
A reference set {x j : j = 1, . . . , o} of alternatives is selected and classified into the q classes according to the values y j k = f k (x j ) by the decision maker. We denote by m l the number of alternatives of the reference set in class C l . An optimization model is then formulated to determine the marginal utility functionsũ k , their weights µ k and the utility thresholdsū l . The objective of this optimization problem is the minimization of the classification error rate on the reference set. If the marginal utilitiesũ k are approximated by piecewise linear functions, the optimization problem turns into a linear programme.
For ease of exposition we assume now that allũ k are increasing, i.e. more is preferred to less for all attributes y k , and let [y k * , y * k ] be the possible range of values. To further simplify notation, we let u k = µ kũk (so that µ k = u k (y * k ) and u k (y k * ) = 0). For each of the p criteria y k , let y h k , h = 1, . . . , h k denote the breakpoints of the piecewise linear function u k with y 1 k = y k * and y
] and appropriately chosen constants w kr = u k (y
The global utility of an alternative x with criteria or attribute vector y = f (x) is then
where h k denotes the interval [y
] in which the value y k falls. Letting σ
. . , q be the classification errors for alternative x j in the reference set, we can formulate the LP
Constraints (14) - (17) (18) normalizes the utility function U so that U (y * ) = 1, (19) makes sure that utility thresholds are different. The parameters δ 1 and δ 2 are small positive numbers to avoid cases where U (y j ) =ū k for x j ∈ C l . s is chosen to be bigger than δ 1 and δ 2 and guarantees thatū l+1 is greater thanū l . The variables in the LP are w kr ,ū l , and σ
The utility function U (y) was used to formulate a mixed integer non-linear programme
We address the question, whether an optimal solution of (22) is an efficient solution to (4).
Proposition 1 Let U : R p → R be componentwise increasing and assume that U attains its maximum at y * . Then y * is a non-dominated element of Y .
Proof: Let U (y * ) = max{U (y) : y ∈ Y }. If y * is dominated there exists some y ∈ Y such that y k ≥ y * k for all k = 1, . . . , p and y j > y * j for at least one index j. Because U is componentwise increasing, we have U (y) > U (y * ), a contradiction that implies that y * is nondominated. 2
Note that the function U used in (22) is componentwise increasing because the marginal utility functionsũ k are all increasing. Then the fact that Y N = f (X E ) implies that an optimal solution of (22) is an efficient solution of (4).
We also want to study the effect of the cardinality of the portfolio on its utility. That can be done by solving (22) for all feasible values of k. In order to obtain the portfolio with maximal utility, independent of the cardinality, but with the lower and upper bounds on x i , we remove the constraint n i=1 y i = k.
Results
We have used a dataset of n = 40 investment funds from Standard and Poor's 1999 database. For the numerical tests we have considered an unconstrained problem (i.e. the number of assets in the portfolio was not prescribed and all lower bounds l i = 0, all upper bounds r i = 1) as well as a constrained problem with the values l i = 0.05, r i = 0.3 to limit the fraction of an asset in a portfolio and k = 10 for cardinality constrained portfolios. For both problems we have solved the scalarized MOP (11) and the non-linear (mixed integer) problem (22). All problems were solved using the GAMS/MINOS derivative-free nonlinear programming (DNLP) solver and GAMS/DICOPT mixed integer nonlinear programming (MINLP) solver. Documentation and information about GAMS and its solvers are available on the Internet at www.gams.com. All programs have been run on a HP Workstation xw6000 with WINDOWS operating system on two processors.
For the unconstrained portfolio problem we have used a = (234. 46, 175.3, 4.51, 3, 0) and various values of α and w in (11) to find efficient solutions to problem (3) corresponding to some nondominated points. The non-dominated points are presented in Table 1 . In Table 2 eleven efficient solutions obtained for nonzero values of the parameter α extracted from Table 1 are presented. As it can be seen from Table 2 different efficient solutions have been obtained for the cases α = 0 and α = 0. It is remarkable that the conic scalarization method provides different solutions for the same set of preference weights, while very similar solutions have been calculated for different weights with α = 0. In Table 3 we show non-dominated points obtained for the constrained problem (4). For the multiattribute utility model (22) we have to discuss the assumptions first. We have to mention that our five attributes do probably not entirely satisfy the decomposability and nonredundancy (12-month and 3-year performance are certainly correlated to some extent and the Standard & Poor's star ranking measures both risk and return), this was accepted for this study. We are also aware of the fact that due to correlation among some of the attributes mutual preferential independence is probably not completely satisfied. Nevertheless, we assume that an additive utility function exists for this problem.
We have used the set of single asset portfolios as reference set, i.e. x j = e j , where e j is the j th unit vector in R n and three classes, i.e. q = 3. The classification of the reference set was done by one of the authors (Waters). The breakpoints y h k were chosen such that, after ranking the alternatives according to criterion k, an equal number of alternatives would fall into each interval [y h k , y h+1 k ]. We chose h k = 6, i.e. 5 intervals for each criterion and chose the parameters δ 1 = δ 2 = 0.0001 and s = 2δ 1 . After solving LP (13) - (21) we have also performed sensitivity analysis as recommended in Doumpos and Zopounidis (2002) . This involved solving additional LPs with the objective to minimize the utility thresholdsū l and the weights µ k of the objectives, respectively, with a constraint that the classification error is at most 5% worse than in the original LP (13) - (21). The solutions of all LPs were very similar.
We have averaged the results to obtain the final utility function U . The details are given in Table 4 . 
and the piecewise linear function u k is modeled by adding the constraints Table 5 . The optimal solution of the constrained problem is x 1 = x 2 = 0.3, x i = 0.05, i = 3, . . . , 10 with f (x) = (280.02, 240.8, 0.29, 4.5, 0.73) with utility U (y) = 87.8. It is remarkable that the same result was obtained by using the scalarization and utility function approaches. See the first row of Table 5 and the last row of Table 3 , for example.
The optimal solution of the unconstrained problem is x 1 = 1 with f (x) = (432.89, 333.20, 0, 4, 1) with utility U (y) = 95.67. Note that this solution has also been calculated using the scalarization approach with the weights (4, 5, 6, 7, 8) or (1,1,1,1,1), for example (see Table 2 ).
It is worth mentioning that using the conic scalarization method new and different efficient solutions have been obtained for the same set of weights (for different values of α). This means that the conic scalarization method provides several solutions for the given preferences and the resulting solution representing the decision maker's preferences can be chosen among these.
The optimal solution of the problem with optimal portfolio size is x 1 = x 2 = x 3 = 0.3, x 4 = 0.1, i.e. k = 4 with f (x) = (311.69, 291, 0, 4.1, 0.72) and utility U (y) = 89.41.
Solving (22) for all feasible values of k we obtained the results shown in Table 6 . Note that (22) is infeasible for k ≤ 3 since r i = 0.3. Figure 2 shows the decreasing utility values with increasing portfolio cardinality. Portfolio size (k) U(y) Figure 2 : The maximal utility of a portfolio decreases with increasing cardinality.
Conclusion
In this paper we have explained two approaches to portfolio optimization. They differ in the sequence of elicitation of investor preference and optimization. While the multiobjective programming approach uses optimization first to find efficient solutions of a portfolio selection problem with multiple criteria for the investor to choose from, the multiattribute utility approach elicits preference information from the investor to construct a utility function which is subsequently optimized. While, under reasonable assumptions, both approaches will yield portfolios with the same utility, they do have quite unique challenges. The main challenge for the multiobjective programming approach is of a computational nature: Can (a representative subset of) the efficient solutions be computed, so that selecting a portfolio from this set guarantees a most preferred portfolio for the investor? If more than two criteria are used, computing all efficient solutions of a non-linear mixed integer programme such as (4) is not currently possible. There is some research on computing a set of representative efficient solutions, but this is restricted to linear programmes or integer linear programmes with two objectives. Such a set should reflect all the possible trade-offs between the criteria available in the set of efficient solutions, but be small enough to allow inspection by the investor. The advantage is clearly that the only assumption on the investor's utility function is that the criteria represent all relevant attributes of a portfolio.
For the multiattribute utility approach the major questions are of a methodological nature: Is an additive utility function justified? Is U sensitive to the choice of the reference set? What method for construction of the utility function and preference elicitation should be used? For example, for linear criteria functions f k it is clear that there are single assets for which the minimal and maximal values of f k (x) are attained, but for the variance this is not the case. Hence choosing the set of assets as reference set might give a false range of values in the construction of u k . The major advantage of the approach is that only one optimization is necessary to find the most preferred portfolio.
In conclusion, the approach to solution of a portfolio optimization problem must be carefully considered by the investor.
