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Re´sume´
L’imagerie ultrasonore est une modalite´ d’imagerie me´dicale couramment utilise´e pour l’e´tablisse-
ment de diagnostics de the´rapie ou de suivi divers (croissance du fœtus, de´tection de certains cancers,
assistance a` la re´alisation d’actes the´rapeutiques). Si cette modalite´ dispose de nombreux avantages
comme son innocuite´, sa facilite´ d’utilisation et son faible couˆt, elle souffre cependant d’une re´so-
lution spatiale limite´e quand on la compare a` d’autres modalite´s comme l’imagerie par re´sonance
magne´tique.
L’ame´lioration de la re´solution des images ultrasonores est un de´fi de taille et de tre`s nombreux
travaux ont depuis longtemps explore´ des approches instrumentales portant sur l’optimisation du
dispositif d’acquisition. L’imagerie e´chographique haute re´solution permet ainsi d’atteindre cet ob-
jectif a` l’aide de sondes particulie`res mais se trouve aujourd’hui confronte´e a` des limitations d’ordre
physique et technologique.
L’objet de cette the`se est d’adopter une strate´gie de post-traitement afin de contourner ces
contraintes inhe´rentes aux approches instrumentales. Dans ce contexte, nous pre´sentons deux ap-
proches pour l’ame´lioration de la re´solution des images ultrasonores, selon que les donne´es disponibles
prennent la forme d’une se´quence d’images ou d’une image unique. Dans le premier cas, l’adapta-
tion d’une technique d’estimation du mouvement originellement propose´e pour l’e´lastographie nous
permet d’e´tablir un cadre de reconstruction haute re´solution efficace de´die´ a` la modalite´ qui nous inte´-
resse. Cette approche est e´value´e a` l’aide d’une simulation re´aliste d’images ultrasonores avant d’eˆtre
applique´e a` des donne´es in vivo. Nous proposons ensuite, dans le cadre du traitement d’une seule
image, deux me´thodes de de´convolution rapide pour l’ame´lioration de la re´solution. Ces approches
prennent en compte, suivant leur disponibilite´, certaines informations a priori sur les conditions d’ac-
quisition comme la re´ponse impulsionnelle spatiale du syste`me. Les re´sultats sont caracte´rise´s dans
un premier temps a` l’aide de donne´es synthe´tiques et sont ensuite valide´s sur des images in vivo.
Mots-cle´s − Imagerie ultrasonore, traitement du signal et de l’image, ame´lioration de la re´solu-
tion, proble`mes inverses, de´convolution, optimisation, recalage d’images.
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Abstract
Ultrasound imaging is a medical imaging modality commonly involved in various therapeutic and
monitoring diagnoses such as fetal growth, cancer detection or image-guided intervention. Despite its
harmless, easy-to-use and cost-effective features, ultrasound imaging has some intrinsic limitations
regarding its spatial resolution, especially compared to other modalities such as magnetic resonance
imaging.
Improving the spatial resolution of ultrasound images is an up-to-date challenge and many works
have long studied instrumentation approaches dealing with the optimisation of the acquisition device.
High resolution ultrasound imaging achieves this goal through the use of specific probes but is now
facing physical and technological limitations.
The goal of this thesis is to make use of post-processing techniques in order to circumvent the
inherent constraints of instrumental approaches. In this framework, we present two approaches for the
resolution enhancement of ultrasound images, depending on whether the available data is composed
of an image sequence or a single image. In the former case, we show that the adaptation of a motion
estimation technique originally proposed for elastography makes it possible to design an effective
high-resolution reconstruction framework dedicated to ultrasound imaging. This approach is first
assessed using a realistic simulation of ultrasound images and then used for the processing of in
vivo data. In the latter case, dealing with the restoration of a single image, we develop two fast
deconvolution methods for the resolution enhancement task. These approaches take into account,
according to their availability, specific a priori information about the image acquisition process such
as the system spatial impulse response. Results are performed with synthetic data and extended to
in vivo ultrasound images.
Keywords − Ultrasound imaging, signal and image processing, resolution enhancement, inverse
problems, deconvolution, optimization, image registration.
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SNR rapport signal a` bruit (signal-to-noise ratio)
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SRR reconstruction par super-re´solution (super-resolution reconstruction)
SSIM indice de similarite´ de structure (structural similarity index )
SVD de´composition en valeurs singulie`res (singular value decomposition)
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TGC compensation de gain en fonction du temps (time gain compensation)
TRF fonction de re´flectivite´ des tissus (tissue reflectivity function)
TV variation totale (total variation)
US ultrason ou ultrasonore
WLS moindres carre´s ponde´re´s (weighted least squares)
Notations classiques
∝ proportionnel a`
∼ distribue´ selon
 largement infe´rieur a`
 largement supe´rieur a`
δ( · ) distribution de Dirac
∗ produit de convolution
 produit (matriciel) de Hadamard
⊗ produit (matriciel) de Kronecker
E ( · ) espe´rance mathe´matique
F { · } transforme´e de Fourier
F−1 { · } transforme´e de Fourier inverse
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Re ( · ) partie re´elle d’un nombre complexe
Im ( · ) partie imaginaire d’un nombre complexe
R ensemble des re´els
R+ ensemble des re´els positifs
R+∗ ensemble des re´els strictement positifs
R¯ droite re´elle e´tendue R ∪ {−∞, +∞}
C ensemble des complexes
Notations matricielles
x valeur scalaire
x vecteur (colonne)
· T ope´rateur transposition
· ∗ ope´rateur conjugaison
·H ope´rateur transposition et conjugaison
X matrice
1d vecteur compose´ de uns de taille d× 1
0d vecteur nul de taille d× 1
Id matrice identite´ de taille d× d
Od matrice nulle de taille d× d
‖ · ‖p norme `p
〈 · , · 〉 produit scalaire usuel associe´ a` la norme euclidienne `2
Autres notations
c ce´le´rite´
f fre´quence
ω pulsation
λ longueur d’onde
sr facteur de super-re´solution
x donne´es originales
y observations
n bruit additif
H ope´rateur de convolution
h noyau de l’ope´rateur de convolution
S ope´rateur de sous-e´chantillonnage
M ope´rateur de mouvement
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Introduction
L’imagerie me´dicale est un domaine de recherche qui, de par son importance parfois vitale et
la grande diversite´ de ses applications, a focalise´ une quantite´ phe´nome´nale de travaux depuis le
de´but des anne´es 1970. L’apparition et le de´veloppement des premiers ve´ritables scanners a` rayons
X, suivis quelques anne´es plus tard par la perce´e de l’imagerie par re´sonance magne´tique, ont rendu
l’utilisation de ces appareils indispensable au bon fonctionnement de nos socie´te´s. Aujourd’hui en-
core, des avance´es de´cisives renouvellent re´gulie`rement l’inte´reˆt porte´ a` l’ensemble de ces modalite´s,
relanc¸ant par la` meˆme une certaine e´mulation en lien avec leurs avantages, leurs limitations et leur
comple´mentarite´ toutes trois indissociables.
L’imagerie ultrasonore, aussi appele´e e´chographie, est aujourd’hui largement connue pour son
implication dans le suivi de la croissance du fœtus, de sa vitalite´, de sa morphologie et de son
environnement (liquide amniotique, placenta, cordon). Il existe cependant une multitude d’autres
applications pour lesquelles l’imagerie e´chographique est la modalite´ ple´biscite´e et parfois impose´e.
Ainsi, les ultrasons permettent la visualisation et l’exploration des valves du cœur, des organes di-
gestifs (foie, rate, pancre´as) ainsi que des organes ge´nitaux, mais sont difficilement utilisables pour
la visualisation des structures osseuses ou gazeuses dans le cas ge´ne´ral.
Chaque anne´e, quelque 250 millions d’examens e´chographiques sont re´alise´s dans le monde, effectif
que l’on peut mettre en correspondance avec la deuxie`me modalite´ la plus utilise´e : la tomodensito-
me´trie et ses 70 millions d’examens annuels. L’utilisation des ultrasons pour imager le corps humain
pre´sentent de tre`s nombreux inte´reˆts parmi lesquels on peut citer l’absence d’effets secondaires no-
tables et de douleur, sa mise en œuvre relativement simple et son tre`s faible couˆt. Il existe cependant
une contrepartie non ne´gligeable : d’une manie`re ge´ne´rale, la qualite´ des images ultrasonores ne peut
rivaliser avec celle de la majorite´ des autres modalite´s et ne permet donc pas la visualisation des
de´tails des structures biologiques avec le meˆme niveau de pre´cision.
La qualite´ d’une image peut se quantifier d’une multitude de manie`res diffe´rentes mais une ca-
racte´ristique spe´cifique fait cruellement de´faut en imagerie ultrasonore conventionnelle : la re´solution
spatiale, ge´ne´ralement exprime´e en millime`tres. Il existe de nombreuses approches pour e´valuer ce
parame`tre fondamental en the´orie comme en pratique, certaines entrant parfois en contradiction avec
d’autres, mais l’ide´e ge´ne´rale consiste a` appre´cier la re´solution d’un syste`me d’imagerie comme sa
capacite´ a` bien distinguer les de´tails les plus fins d’une image.
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En e´chographie, une approche tre`s intuitive pour ame´liorer la re´solution de manie`re directe se
base sur la corre´lation instrumentale entre la re´solution spatiale et la fre´quence des ultrasons e´mis.
Passer de 1 MHz a` 10 MHz au niveau de la sonde ultrasonore se traduit en un gain direct en re´solu-
tion, cette dernie`re e´voluant de 0.75 mm a` 75 µm environ. Toutefois, l’augmentation de la fre´quence
s’accompagne ine´vitablement d’une limitation de la profondeur d’exploration, restreignant de ce fait
l’imagerie ultrasonore haute fre´quence a` des tissus situe´s en surface comme les couches superficielles
de l’e´piderme ou l’œil.
Quand bien meˆme cette pe´nalite´ sur la zone que l’on peut explorer ne serait pas un proble`me,
cette approche base´e sur l’augmentation de la fre´quence des ultrasons est confronte´e aujourd’hui a`
une difficulte´ technologique. Les sondes haute fre´quence ont en effet atteint une maturite´ difficile
voire impossible a` ame´liorer de fac¸on fiable au-dela` de 50 MHz, a` l’instar des difficulte´s technolo-
giques rencontre´es aujourd’hui en informatique avec la fre´quence d’horloge des processeurs. Diverses
approches base´es sur une instrumentation de´die´e (e.g., imagerie compose´e, imagerie harmonique) ont
e´te´ de´veloppe´es mais elles restent difficilement ge´ne´ralisables a` toutes les conditions d’imagerie.
Objectifs de la the`se
Une alternative a` ces approches de pre´-traitement, effectue´es en amont du processus d’acquisition
des images e´chographiques, peut cependant eˆtre explore´e a` l’aide de techniques dites nume´riques qui
agissent sur les donne´es ultrasonores une fois l’image forme´e. La principale motivation consiste ici a`
s’affranchir de cette contrainte physique lie´e a` la technologie tout en pre´servant une zone d’exploration
suffisamment confortable. Aussi, les travaux pre´sente´s dans cette the`se appartiennent a` cette classe de
techniques de post-traitement d’images, a` la lumie`re des tre`s nombreuses techniques de restauration
efficace qui ont vu le jour ou qui ont connu un essor conside´rable ces dix dernie`res anne´es. Les
conditions expe´rimentales d’acquisition et les caracte´ristiques du mate´riel utilise´ ne doivent cependant
pas eˆtre ne´glige´es : nous verrons dans la suite qu’elles jouent un roˆle primordial dans le succe`s des
techniques que nous mettrons en œuvre pour l’ame´lioration de la re´solution des images ultrasonores.
Organisation du manuscrit
Ce travail de the`se s’articule autour de quatre parties distinctes, deux chapitres ayant trait a` l’e´tat
de l’art et les deux suivants pre´sentant nos contributions.
E´tat de l’art. Le premier chapitre est consacre´ a` l’imagerie ultrasonore, a` ses spe´cificite´s et
a` sa place au sein des autres modalite´s d’imagerie me´dicale. Les principes de base qui pre´sident a`
la formation des images e´chographiques et les principaux enjeux actuels seront aborde´s dans cette
partie.
Une revue des techniques actuelles pour ame´liorer la re´solution des images est e´tablie dans le deuxie`me
chapitre, en partant d’un cadre ge´ne´ral pour ensuite converger vers les techniques de pointe utilise´es
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de manie`re spe´cifique en imagerie ultrasonore. Un soin particulier est apporte´ a` la mise en place de
cet e´tat de l’art aussi exhaustif que possible en matie`re d’ame´lioration de la re´solution, dans l’optique
de bien cerner les enjeux de cette proble´matique dans le cadre de l’imagerie ultrasonore.
Contributions. Le troisie`me chapitre aborde le premier aspect de notre contribution, consa-
cre´ a` la reconstruction d’une image ultrasonore haute re´solution a` l’aide d’une se´quence d’images
de re´solution infe´rieure. La conside´ration principale porte sur l’estimation suffisamment pre´cise du
mouvement relatif des images de la se´quence, et ce dans le but de les recaler et de les fusionner de
manie`re pertinente. L’adaptation d’un algorithme d’estimation du mouvement originellement de´ve-
loppe´ pour l’e´lastographie nous permet d’e´tablir un cadre de reconstruction haute re´solution efficace
de´die´ a` l’imagerie ultrasonore [Morin et al., 2012b].
Enfin, le quatrie`me et dernier chapitre de ce manuscrit traite de l’ame´lioration de la re´solution par
une approche de type de´convolution. Un cadre algorithmique robuste et rapide issu des de´velop-
pements re´cents en optimisation efficace est mis en place afin d’estimer l’image ultrasonore haute
re´solution a` partir d’une image observe´e a` une re´solution infe´rieure [Morin et al., 2012a]. La prise
en compte de certaines hypothe`ses sur l’image a` restaurer et de l’impre´cision de certains parame`tres
sont l’objet, dans un second temps, d’une attention toute particulie`re. A` cet effet, une estimation
conjointe de l’image haute re´solution et de la re´ponse impulsionnelle spatiale du syste`me est propose´e
pour ame´liorer les re´sultats obtenus par l’approche classique [Morin et al., 2013b,a]. Ces me´thodes
sont valide´es a` l’aide d’une gamme varie´e de crite`res qualitatifs et quantitatifs et sont e´value´es sur
plusieurs jeux de donne´es synthe´tiques et expe´rimentales.
Une conclusion est e´tablie dans un dernier temps afin de dresser le bilan de ce travail de the`se et de
de´gager des perspectives qui nous paraissent essentielles.
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Ce premier chapitre est consacre´ a` l’imagerie ultrasonore, sa place au sein des principales moda-
lite´s d’imagerie me´dicale ainsi que ses spe´cificite´s, ses atouts et ses faiblesses. Une fois que ces points
de comparaison seront acquis, les principes de bases qui pre´sident a` la formation des images e´chogra-
phiques seront de´taille´s dans un second temps, avec notamment la de´finition de l’onde ultrasonore,
les caracte´ristiques de son e´mission et de sa re´ception via une sonde de´die´e et enfin sa propagation
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dans les tissus biologiques. Des limitations intrinse`ques en lien direct avec ces caracte´ristiques seront
alors formule´es avant de de´tailler les diffe´rents modes d’imagerie disponibles et leurs applications,
que ce soit a` des fins d’imagerie ou de the´rapie. Une dernie`re partie pre´sentera les principaux enjeux
actuels ayant trait a` cette modalite´.
1.1 Contexte de l’imagerie ultrasonore et comparaisons
L’imagerie me´dicale joue aujourd’hui un roˆle majeur dans l’e´tablissement de diagnostics me´dicaux
potentiellement vitaux et dans la re´alisation de nombreux actes the´rapeutiques ; elle ne´cessite a` ce
titre des appareils toujours plus performants. Il existe une grande varie´te´ de modalite´s d’imagerie
parmi lesquelles on peut citer l’imagerie ultrasonore (US), la radiographie conventionnelle, le scanner
a` rayons X ou tomodensitome´trie (TDM), l’imagerie par re´sonance magne´tique (IRM), mais aussi
l’angiographie, la scintigraphie, la tomographie par e´mission de positons (TEP), la tomographie
photo-acoustique et bien d’autres. L’objectif de cette section n’est pas d’e´tablir une comparaison
exhaustive de tous les dispositifs existants mais plutoˆt de souligner le fait que les principales modalite´s
disposent toutes de caracte´ristiques bien particulie`res et permettent de localiser, de comprendre et
de quantifier certaines pathologies en fonction de leurs proprie´te´s.
L’imagerie ultrasonore (US) est une modalite´ a` laquelle on a recours en premier lieu dans un
grand nombre de cas, cet examen me´dical faisant partie des moins one´reux et, dans certains cas, des
plus efficaces. Dans certaines situations, elle permet d’e´viter une intervention chirurgicale lourde ou
l’utilisation d’une modalite´ invasive contre-indique´e chez certaines personnes. En termes quantitatifs,
5 millions d’examens a` base d’images US e´taient re´alise´s chaque semaine dans le monde au de´but des
anne´es 2000. On estimait alors a` 250 millions le nombre d’examens US par an, contre 70 en TDM,
40 en IRM et 35 en radiologie [Szabo, 2004].
Les caracte´ristiques des quatre modalite´s d’imagerie me´dicale les plus re´pandues sont e´voque´es
de manie`re succincte dans les sections suivantes. Une attention particulie`re est porte´e aux proprie´te´s
physiques du milieu mises en valeur, a` la quantification et a` l’origine de la re´solution spatiale, aux
conditions d’acquisition, et aux pre´cautions ne´cessaires a` l’utilisation de chacune de ces modalite´s.
La table 1.1 e´tablit une comparaison synthe´tique re´sumant l’ensemble des avantages et inconve´nients
de ces modalite´s.
1.1.1 Imagerie ultrasonore
L’imagerie US, aussi appele´e « e´chographie », peut eˆtre vue comme l’e´tude de la propagation (et
plus particulie`rement des phe´nome`nes de diffusion, cf. section 1.2.2) d’une onde sonore me´canique
particulie`re et de son interaction avec les e´le´ments du milieu qu’elle traverse [Gore et Leeman, 1977;
Fatemi et Kak, 1980; Jensen, 1991; Jensen et Svendsen, 1992]. Le de´veloppement des US pour l’ima-
gerie est duˆ a` l’e´mergence des sonars a` la fin de la Premie`re Guerre Mondiale conjugue´e a` la maˆıtrise
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des phe´nome`nes pie´zoe´lectriques (voir la section 1.2.3 pour plus de de´tails). Le premier ve´ritable
syste`me d’imagerie me´dicale base´ sur les US remonte aux anne´es 1950. La section 1.2 est consacre´e
a` une e´tude de´taille´e de l’onde US, de son comportement et de son implication dans la formation des
images e´chographiques classiques.
Cette modalite´ se distingue principalement des autres par son mauvais rapport signal a` bruit et sa
faible re´solution spatiale, qui plus est tributaire de nombreux parame`tres : elle varie avec la fre´quence
centrale, la bande passante, les proprie´te´s de focalisation et les caracte´ristiques ge´ome´triques de la
source e´mettrice appele´e transducteur. Deux types de re´solution peuvent alors eˆtre distingue´s, selon
la direction conside´re´e : on parle de re´solution axiale dans le sens de la propagation de l’onde US et de
re´solution late´rale dans la direction orthogonale. Pour une fre´quence centrale typique, la re´solution
axiale est largement meilleure que la re´solution late´rale avec des valeurs moyennes respectives de
1 mm et 3 mm [Szabo, 2004]. En 3D, on parle de re´solution azimutale selon la troisie`me direction.
Une autre composante essentielle en imagerie US est l’atte´nuation, un phe´nome`ne qui limite la
profondeur d’exploration. A` mesure que l’onde US se propage dans les tissus, elle perd de son e´nergie
de manie`re continue et d’autant plus rapidement que la fre´quence est e´leve´e. La fre´quence centrale
peut elle-meˆme eˆtre affecte´e par ce phe´nome`ne d’atte´nuation et de´croˆıtre avec la distance. Cette
limitation peut eˆtre contourne´e en utilisant du mate´riel spe´cifique comme par exemple les sondes
transœsophagiennes (inse´re´e par la bouche pour atteindre le pharynx puis l’œsophage) et intracar-
diaque (inse´re´e directement dans le cœur a` l’aide de cathe´ters) [Prince et Links, 2006; Insana, 2006].
Cette atte´nuation peut aussi eˆtre tre`s fortement re´duite de manie`re e´lectronique, en utilisant un am-
plificateur a` gain variable (cf. section refsubsubsec :attenuation). Dans la majorite´ des cas, on acce`de
aux milieux biologiques a` imager par l’exte´rieur du corps humain via de tre`s nombreuses « feneˆtres
d’observation acoustiques » ou` le transducteur est couple´ a` la peau a` l’aide d’un gel (principalement
constitue´ d’eau) afin de minimiser les pertes a` l’e´mission et a` la re´ception. A` l’exception de re´gions
contenant de l’os, de l’air ou du gaz qui sont la plupart du temps opaques pour le transducteur
US 1, de tre`s petites feneˆtres d’observation bien choisies peuvent suffire a` visualiser correctement de
grandes re´gions a` l’inte´rieur du corps [Jensen, 2006].
Le diagnostic par imagerie US est non-invasif, inoffensif et n’est sujet a` aucun effet secondaire
notable. C’est pourquoi on privile´gie le recours a` cette modalite´ pour la visualisation et le suivi du
fœtus chez la femme enceinte. Un exemple d’image US pour cette application est donne´ sur la figure
1.1. Deux autres atouts de taille concernant l’e´chographie sont son couˆt relativement faible et sa
portabilite´, ces deux aspects e´tant en continuelle ame´lioration graˆce a` l’accessibilite´ grandissante des
syste`mes US miniatures.
Obtenir des images e´chographiques de qualite´ ne´cessite une expertise toute particulie`re a` cause
des diffe´rences anatomiques, de la position des feneˆtres d’observation, de la multitude d’angles de
1. En raison de l’atte´nuation beaucoup plus e´leve´e que dans les autres tissus, d’une part, et de lois physiques
diffe´rentes, d’autre part (cf. section 1.2.2.6).
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Figure 1.1 – Exemple d’image ultrasonore utilise´e pour le suivi du fœtus chez la femme enceinte
[Szabo, 2004].
vision possibles et de la nature meˆme des images. De solides compe´tences sont en outre requises pour
reconnaˆıtre, interpre´ter et faire des mesures sur ces images US en vue d’un diagnostic me´dical.
1.1.2 Radiographie
La radiographie conventionnelle est une modalite´ d’imagerie qui s’inte´resse a` la transmission de
rayons X a` travers le corps humain [Prince et Links, 2006]. La premie`re expe´rience historique mettant
en lumie`re ce rayonnement remonte a` 1896 avec la ce´le`bre photographie d’une main re´alise´e par le
physicien allemand Wilhelm Ro¨ntgen. Le premier ve´ritable appareil d’imagerie a` rayons X fut quant
a` lui mis au point en 1972.
Les rayons X se propagent a` la vitesse de la lumie`re avec une longueur d’onde infe´rieure a` l’˚angstro¨m
(1 A˚ = 10−10 m), ce qui rend l’e´tude de la propagation beaucoup plus simple qu’en imagerie US
puisqu’elle se de´roule sans phe´nome`ne de diffusion et suit des trajectoires rectilignes. A` mesure que
les rayons X traversent le corps, ils sont absorbe´s par les tissus et donnent naissance a` une image
re´sultant d’une atte´nuation moyenne selon l’axe de propagation conside´re´. La re´solution spatiale n’est
plus de´termine´e par la longueur d’onde mais par la taille de la tache focale des tubes a` rayons X et
s’e´chelonne autour de 0.1 mm [Szabo, 2004].
Les rayons X ne permettent pas de diffe´rencier les tissus mous comme les US mais peuvent de´tecter
la pre´sence d’air (radiographie des poumons) et d’os (radiographie d’une fracture) [Greenspan, 2008]
comme le montre la figure 1.2. Tout comme en imagerie US, des agents de contraste peuvent par
ailleurs eˆtre inge´re´s ou injecte´s pour ame´liorer la visualisation des vaisseaux, et la qualite´ des images
produites peut eˆtre grandement de´grade´e si le patient ne reste pas immobile. Enfin, de par la nature
de l’acquisition en transmission des images, cette modalite´ est restreinte aux seules parties du corps
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accessibles depuis deux coˆte´s oppose´s.
Figure 1.2 – Radiographie de la main [Bing, 2012].
La plupart des syste`mes de radiographie conventionnelle sont inamovibles, meˆme s’il existe des
syste`mes portatifs disponibles sur le marche´ pour certaines applications bien spe´cifiques. Bien que les
temps d’exposition soient relativement courts, les rayons X sont une forme de radiation ionisante et
les effets cumulatifs de´pendent de la dose totale. Des pre´cautions drastiques doivent eˆtre prises pour
des organes comme les yeux et pour les femmes enceintes.
La difficulte´ d’interpre´tation varie avec l’application, de l’os casse´ aux poumons, mais de hautes
compe´tences et un certain niveau d’expe´rience sont en ge´ne´ral requis.
1.1.3 Tomodensitome´trie
Plus connue sous ses abre´viations anglaises CT (computed tomography) ou CAT (computed axial
tomography) ou encore scanner X en Franc¸ais, la TDM est une modalite´ qui a elle aussi recours
aux rayons X. Les premiers prototypes ne permettaient d’imager que le cerveau. L’image brute est
constitue´e de projections (sinogrammes) qui sont utilise´es a posteriori pour reconstruire l’image finale
a` l’aide d’algorithmes mathe´matiques.
L’atte´nuation des rayons X variant a` l’inte´rieur des diffe´rents tissus, plusieurs approches pour la
reconstruction mathe´matique a` partir du signal observe´ depuis l’exte´rieur du corps ont e´te´ propose´es.
L’ide´e est de re´soudre ce proble`me de reconstruction de manie`re fiable, et une grande quantite´ de
donne´es doit ainsi eˆtre collecte´e sous plusieurs angles pour chaque position spatiale du milieu image´.
La re´solution spatiale typique est de l’ordre du millime`tre [Szabo, 2004].
L’acquisition est re´alise´e a` l’aide d’une source e´mettant un faisceau de rayons X depuis quelques
e´le´ments situe´s sur un grand anneau au centre duquel se trouve le patient. Les e´le´ments situe´s de
l’autre coˆte´ de l’anneau fonctionnent en paralle`le et re´cupe`rent le signal une fois que les radiations
ont traverse´ le corps. L’anneau suit une rotation me´canique incre´mentale jusqu’a` ce que l’ensemble
9
Chapitre 1. Contexte, principe et enjeux de l’imagerie ultrasonore
du domaine a` imager ait e´te´ couvert. Des algorithmes de reconstruction rapide (mais pas temps re´el)
[Greenleaf et Bahn, 1981; Chartrand, 2008] ge´ne`rent l’image finale d’une coupe transverse du corps
(voir la figure 1.3 pour une coupe du thorax) dont la dynamique surclasse celle d’une radiographie
conventionnelle de plus de deux ordres de grandeur. On a ainsi acce`s a` des variations plus subtiles
de l’atte´nuation des rayons X a` l’inte´rieur des tissus.
Figure 1.3 – Exemple de tomodensitome´trie thoracique [Bing, 2012].
La dose globale de radiation est cependant largement supe´rieure a` une radiographie classique et
les meˆmes pre´cautions doivent eˆtre respecte´es. Le dispositif d’acquisition courant est une structure
tre`s one´reuse, imposante et immobile qui peut accueillir une personne entie`re en son centre.
L’interpre´tation d’images CT du cerveau, du poumon, d’os ou de tissus mous demande une tre`s
grande expe´rience pour e´tablir un diagnostic de´finitif.
1.1.4 Imagerie par re´sonance magne´tique
L’IRM s’appuie sur le phe´nome`ne de re´sonance magne´tique nucle´aire (RMN), de´couvert en 1946
par les physiciens Felix Bloch et Edward Mills et de´crivant le couplage entre le moment magne´tique
du noyau des atomes et un champ magne´tique externe. Les premie`res images de tissus humains ne
seront toutefois produites qu’en 1975 [Prince et Links, 2006].
L’IRM utilise une toute autre proprie´te´ du corps humain : ce dernier est compose´ d’eau et de graisse
a` hauteur de 63%. Ces milieux contiennent des atomes d’hydroge`ne qui ge´ne`rent via les protons
contenus dans leurs noyaux un faible moment magne´tique. Ainsi, en excitant ces e´le´ments a` l’aide
d’un champ magne´tique exte´rieur intense, on peut suivre la de´croissance de leur moment magne´tique,
une fois le champ coupe´, jusqu’a` la position d’e´quilibre originelle. Ce signal e´lectrique est capte´
par des bobines qui donnent acce`s a` deux constantes de relaxation. La constante de magne´tisation
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longitudinale, T1, est plus sensible aux proprie´te´s thermiques des tissus ; la constante de magne´tisation
transversale, T2, est quant a` elle plutoˆt affecte´e par l’he´te´roge´ne´ite´ du champ local. Ces constantes
sont utilise´es pour distinguer diffe´rents types de tissus et pour la formation de l’image. La re´solution
spatiale est principalement de´termine´e par le gradient et la forme du champ incident [Otazo et al.,
2007; Mayer et Vrscay, 2007] et vaut environ 1 mm [Szabo, 2004].
Figure 1.4 – Coupe sagittale de la teˆte en imagerie par re´sonance magne´tique [Prince et Links,
2006].
Pour acque´rir des images par re´sonance magne´tique (RM), le patient est place´ au centre d’un
champ magne´tique ge´ne´re´ par de grands e´lectro-aimants. Des algorithmes de reconstruction tomo-
graphique permettent de calculer les images de sections diverses du corps, comme le montre la figure
1.4 dans le cas d’une coupe sagittale de la teˆte. Le processus d’acquisition est relativement lent et
sans risque car exempt de radiations ionisantes. Le mate´riel utilise´ est cependant tre`s cher et rend
ces examens tre`s couˆteux.
L’e´quipement comporte de nombreux degre´s de liberte´ tels que la dure´e, l’orientation et la fre´-
quence de champs auxiliaires. A` ce titre, un haut niveau de compe´tences et d’expe´rience est requis
pour la re´alisation des examens et pour l’interpre´tation des images.
1.1.5 Bilan
L’imagerie US se positionne clairement comme la modalite´ d’imagerie me´dicale la plus usite´e dans
le monde graˆce a` ses nombreux avantages techniques et pratiques, mais pre´sente des de´savantages
11
Chapitre 1. Contexte, principe et enjeux de l’imagerie ultrasonore
manifestes en terme de qualite´ ge´ne´rale. Le tableau 1.1 compare de manie`re synthe´tique les principales
caracte´ristiques des modalite´s aborde´es ici de manie`re non-exhaustive.
Modalite´ Imagerie US Radiographie TDM IRM
Agent
Ultrasons Rayons X Rayons X
Champ
physique magne´tique
Caracte´ristique Re´flexion et Absorption moyenne Absorption Biochimie
mesure´e diffusion des tissus des tissus (T1 et T2)
Acce`s Petites feneˆtres Deux coˆte´s
Circulaire Circulaireau corps ade´quates oppose´s
Re´solution
0.1 a` 1 mm ∼ 0.1 mm ≤ 1 mm ≤ 1 mmspatiale
Pe´ne´tration
3 a` 25 cm Sans limitation Sans limitation Sans limitationdans les tissus
Dangerosite´ Inoffensif
Radiation Radiation
Inoffensifionisante ionisante
Temps ≤ 10 ms ∼ 1 min ≥ 1 min ≤ 0.1 sd’acquisition
Couˆt Accessible Accessible Cher Tre`s cher
Portabilite´ Excellente Bonne Inamovible Inamovible
Table 1.1 – Comparaison des caracte´ristiques des principales modalite´s d’imagerie, d’apre`s [Szabo,
2004].
A` la diffe´rence des autres modalite´s, la re´solution et la profondeur de pe´ne´tration en imagerie US
de´pendent de manie`re significative des caracte´ristiques de la sonde et sont donne´es ici dans le cas de
sondes classiques.
1.2 Ultrasons : signaux et images associe´es
Robert Hooke (1635-1703), e´minent scientifique britannique du XVIIe sie`cle a` l’origine de la loi
dite « de Hooke » sur l’e´lasticite´, semble eˆtre le premier a` avoir pressenti l’utilisation du son pour
le diagnostic [Szabo, 2004]. Il faudra cependant attendre le naufrage du Titanic en 1912 pour voir
apparaˆıtre quelques mois plus tard le premier brevet sur un outil de de´tection d’icebergs base´ sur des
e´chos sonores sous-marins. Le de´veloppement des sonars a` la fin de la Premie`re Guerre Mondiale et la
maˆıtrise des phe´nome`nes pie´zoe´lectriques de´couverts par Pierre et Jacques Curie en 1880 donne`rent
une nouvelle orientation aux ultrasons, d’abord pour la the´rapie et la chirurgie avant d’eˆtre destine´s
a` l’imagerie du corps humain. Le figure 1.5 donne un aperc¸u de la premie`re installation re´alise´e par
Douglass Howry en 1954 ayant permis d’obtenir une image US (en transmission) de la nuque. La
cuve dans laquelle fut immerge´ le patient e´tait une partie d’une tourelle issue d’un avion datant de
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la Seconde Guerre Mondiale.
Figure 1.5 – Premie`re installation ultrasonore pour l’annotation de la nuque re´alise´e par Douglass
Howry en 1954 [Szabo, 2004].
1.2.1 De´finition des ultrasons
Les US sont une gamme bien spe´cifique de sons, inaudibles pour l’oreille humaine, mais que
certains animaux comme la chauve-souris peuvent entendre et/ou e´mettre. Une onde sonore e´tant
caracte´rise´e par sa fre´quence f , on distingue habituellement quatre grandes classes de sons.
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– Les infrasons : f ≤ 20 Hz. Il s’agit de sons trop grave pour eˆtre perc¸us par l’oreille humaine
mais qui jouent un roˆle dans la communication chez certains mammife`res tels que les baleines.
– Les sons audibles : 20 Hz ≤ f ≤ 20 kHz. Cette gamme correspond approximativement a` celle
des sons qu’un eˆtre humain peut e´mettre et varie avec l’aˆge.
– Les ultrasons : 20 kHz ≤ f ≤ 1 GHz. Trop aigus pour eˆtre perceptibles, les ultrasons sont aussi
utilise´s dans une grande varie´te´ d’applications comme le controˆle non destructif de mate´riaux
et la te´le´me´trie.
– Les hypersons : f ≥ 1 GHz.
L’US est un son et donc a` ce titre une onde de pression, me´canique et e´lastique, qui a besoin d’un
support physique pour se propager, a` la diffe´rence des ondes e´lectromagne´tiques. La propagation
s’effectue en termes de re´flexion et de transmission (ou plus ge´ne´ralement de diffusion, cf. section 1.2.2)
jusqu’a` ce que l’onde soit comple`tement atte´nue´e. Les caracte´ristiques fre´quentielles et ge´ome´triques
de la source e´mettrice ont une incidence directe sur la ge´ome´trie de l’onde de pression et sur sa
focalisation. Comme on le verra dans la section suivante, sa vitesse de propagation de´pend de la
nature des milieux traverse´s et se trouve fortement influence´e aux interfaces des milieux dont les
caracte´ristiques acoustiques diffe´rent sensiblement.
1.2.2 Propagation des ultrasons
1.2.2.1 Ce´le´rite´ et impe´dance acoustique
L’onde de pression US se propage dans les diffe´rents milieux principalement de manie`re longi-
tudinale, en alternant compression et extension du mate´riau le long de la direction de propagation
[Szabo, 2004; Prince et Links, 2006]. C’est l’hypothe`se que l’on retiendra ici, sauf mention contraire.
Il existe cependant des techniques d’imagerie alternatives comme l’e´lastographie qui se basent sur
des ondes transversales dites « de cisaillement » et qui seront aborde´es dans la section 1.2.6.
La ce´le´rite´ de l’onde US est directement lie´e aux caracte´ristiques du milieu de propagation selon
l’expression
c =
1√
κρ
(1.1)
ou` c est la ce´le´rite´ de l’onde US, κ et ρ repre´sentant respectivement la compressibilite´ et la masse volu-
mique du milieu explore´. La ce´le´rite´ des US est connue de manie`re expe´rimentale pour les principaux
constituants du corps humain, comme le re´sume le tableau 1.2. Dans de nombreuses applications, il
est courant d’approximer cette grandeur a` 1540 m · s−1.
Une autre fac¸on plus pre´cise de caracte´riser les milieux que traverse l’onde US consiste a` e´tudier leur
impe´dance acoustique Z, la grandeur duale de l’impe´dance e´lectrique de´finie en e´lectronique. Parfois
exprime´e en Rayls (1 Rayls = 1 kg ·m−2 · s−1), elle peut s’e´crire de deux manie`res diffe´rentes :
Z = ρc ou Z =
p
v
(1.2)
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Milieu explore´
Ce´le´rite´ des ultrasons
c (m · s−1)
Air (CNTP) 330
Eau (20◦C) 1480
Sang 1570
Os 4080
Muscle 1570
Graisse 1450
Foie 1570
Rein 1560
Rate 1570
Table 1.2 – Ce´le´rite´ des ondes ultrasonores dans diffe´rents organes et tissus biologiques [Prince et
Links, 2006]. CNTP : conditions normales de tempe´rature et de pression.
avec p le module de la pression acoustique ge´ne´re´e par l’onde US et v le module de la vitesse de de´pla-
cement des particules qui oscillent longitudinalement selon l’axe de propagation. Ces deux grandeurs
interviendront dans les e´quations de propagation. La table 1.3 e´tablit une synthe`se de la masse
volumique et de l’impe´dance acoustique de diffe´rents organes et tissus biologiques.
1.2.2.2 E´nergie et intensite´
La propagation de l’onde US dans un milieu ge´ne`re des zones de compression et d’extension. Une
e´nergie cine´tique peut ainsi eˆtre associe´e a` l’oscillation locale des particules appartenant a` un volume
unitaire autour de leur position initiale. On la note
Ec =
1
2
ρv2 (1.3)
ou` v repre´sente la vitesse moyenne d’oscillation des particules du volume unitaire conside´re´.
Par ailleurs, une e´nergie potentielle est relie´e aux phe´nome`nes de compression et d’extension selon la
formule suivante :
Ec =
1
2
κp2. (1.4)
La densite´ d’e´nergie acoustique totale de l’onde US est ainsi calcule´e comme la somme de ces deux
composantes :
E = Ec + Ep. (1.5)
A` l’instar des ondes e´lectromagne´tiques, on retrouve pour les ondes acoustiques les notions de flux
et d’intensite´ qui traduisent la propagation de l’e´nergie dans les milieux. L’intensite´ acoustique est
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Milieu explore´
Masse volumique Impe´dance acoustique
ρ (103 kg ·m−3) Z (106 kg ·m−2 · s−1)
Air (CNTP) 1.20× 10−3 4.14× 10−4
Eau (20◦C) 1.00 1.52
Sang 1.06 1.62
Os dense 1.81 7.38
Os spongieux 1.38 3.75
Muscle 1.06 1.66
Graisse 0.92 1.35
Cerveau 1.03 1.60
Poumon 0.40 0.26
Foie 1.06 1.66
Rein 1.04 1.62
Rate 1.06 1.66
Table 1.3 – Impe´dance acoustique de diffe´rents organes et tissus biologiques [Prince et Links, 2006].
CNTP : conditions normales de tempe´rature et de pression.
de´finie comme
I = pv ou I =
p2
Z
. (1.6)
Le principe de conservation de l’e´nergie qui de´crit la propagation de la puissance d’une onde US peut
alors s’e´crire [Prince et Links, 2006, chapitre 10]
∂I
∂z
+
∂E
∂t
= 0. (1.7)
Le tableau 1.4 re´sume les principales analogies que l’on peut e´tablir entre variables acoustiques et
variables e´lectriques.
Acoustique E´lectricite´
Variable Symbole Unite´ Variable Symbole Unite´
Pression p Pa Tension U V
Vitesse particulaire v m · s−1 Intensite´ I A
De´placement u m Charge q C
Impe´dance Z Rayls Impe´dance Z Ω
Table 1.4 – Analogies dans les terminologies acoustique et e´lectrique.
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1.2.2.3 Ge´ome´trie de l’onde et e´quations de propagation
L’onde US est le support de l’information, depuis le corps humain jusqu’au syste`me d’imagerie,
et nous renseigne sur la nature des milieux traverse´s. L’e´tude de sa propagation et de son interaction
avec les diffe´rents e´le´ments rencontre´s s’ave´rant relativement complexe dans le cas ge´ne´ral, on formule
habituellement trois hypothe`ses simplificatrices.
Dans la suite, on assimilera le corps humain a` un milieu liquide non e´lastique dans lequel se propagent
les ondes US. La grande proportion d’eau dans le corps humain permet de le´gitimer cette hypothe`se
et d’effectuer de nombreuses mesures expe´rimentales dans des cuves remplies d’eau.
La deuxie`me hypothe`se consiste a` supposer que les ondes obe´issent au principe de line´arite´. Il faut
toutefois garder a` l’esprit que l’interaction de l’onde avec les tissus est fortement non line´aire : c’est
d’ailleurs la base de l’imagerie harmonique, l’une des principales techniques actuelles en matie`re
d’ame´lioration de la qualite´ des images US (voir le chapitre 2).
Enfin, on conside`rera ici que les mate´riaux supports de la propagation sont sans perte. Cette hypothe`se
est bien entendu fausse et sera corrige´e ulte´rieurement.
E´quation d’onde
Afin d’e´tablir les e´quations de propagation, on conside`re une onde US longitudinale se de´plac¸ant dans
un milieu homoge`ne. A` l’instant t, une particule appartenant a` ce milieu situe´e a` la position (x, y, z)
connaˆıt un de´placement d’avant en arrie`re, note´ u(x, y, z, t), selon l’axe de propagation z. Sa vitesse de
de´placement v(x, y, z, t) locale est alors obtenue en de´rivant le de´placement par rapport au temps dans
le cas ide´al d’un fluide incompressible. De la meˆme manie`re, ces perturbations ge´ne`rent une pression
acoustique locale p(x, y, z, t) et dans ces conditions, l’e´quation d’onde re´gissant la propagation des
US s’e´crit
∇2p = 1
c2
∂2p
∂t2
(1.8)
avec ∇2 l’ope´rateur laplacien de´fini en coordonne´es carte´siennes comme
∇2 = ∂
2
∂x2
+
∂2
∂y2
+
∂2
∂z2
. (1.9)
L’e´quation d’onde s’e´crit parfois en faisant intervenir l’ope´rateur d’alembertien  = 1
c2
∂2
∂t2
−∇2 :
p = 0. (1.10)
Les e´quations de propagation de´coulent de la re´solution de (1.9) ou de (1.10). La solution analytique
ne s’obtient pas facilement dans le cas ge´ne´ral mais elle s’e´crit d’une manie`re plus directe en fonction
de la ge´ome´trie de l’onde. Selon les hypothe`ses (champ proche ou champ lointain, zone focale ou non),
l’onde US sera conside´re´e comme sphe´rique ou plane. Les fronts d’onde correspondants, c’est-a`-dire
les surfaces de phase e´gale au cours de la propagation, sont illustre´s sur la figure 1.6.
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(a) (b)
Figure 1.6 – Fronts d’onde pour des ge´ome´tries (a) planaire (plans infinis othogonaux a` z) et (b)
sphe´rique (sphe`res concentriques centre´es sur la source).
E´quation de propagation dans le cas d’une onde plane
La ge´ome´trie d’une onde plane est la plus simple de toutes : l’onde e´volue au cours du temps selon une
seule direction spatiale et les fronts d’onde sont des plans infinis orthogonaux a` l’axe de propagation.
L’onde de pression n’e´voluant plus que suivant l’un des axes, soit l’axe z, l’e´quation d’onde (1.8) se
re´crit ainsi
∂2p
∂z2
=
1
c2
∂2p
∂t2
(1.11)
et admet la solution ge´ne´rale suivante [Szabo, 2004, chapitre 3] :
p(z, t) = p+(t− z
c
) + p−(t+
z
c
). (1.12)
L’onde de pression a donc deux composantes : p+(z, t), une onde dite progressive se propageant en
direction des z positifs, et p−(z, t), une onde dite re´gressive qui e´volue vers les z ne´gatifs.
Une solution plus explicite de (1.11) peut eˆtre obtenue en adoptant le formalisme du re´gime harmo-
nique, les variations de l’onde e´tant alors assimile´es a` des sinuso¨ıdes. Cette approximation est valable
localement pour les ondes US e´mises par le transducteur. Pour ce faire, on introduit diffe´rentes
notions :
– la pulsation : ω = 2pif ;
– le nombre d’onde : k =
ω
c
;
– la longueur d’onde : λ =
c
f
=
2pi
k
.
Dans ce cadre, une solution spe´cifique au re´gime harmonique s’e´crit [Szabo, 2004, chapitre 3]
p(z, t) = p0
(
ei(ωt−kz) + ei(ωt+kz)
)
(1.13)
ou` p0 est une constante portant l’information d’amplitude de l’onde. Notons que le terme de phase
peut aussi s’exprimer sous la forme ωt−kz = ω(t− zc ), dans lequel apparaˆıt une fraction repre´sentant
le temps de trajet a` la vitesse des US.
En pratique, il est fre´quent de mode´liser la pression comme la partie re´elle (note´e Re ( · )) de l’onde
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progressive :
p(z, t) = p0 Re
(
ei(ωt−kz)
)
= p0 cos(ωt− kz). (1.14)
E´quation de propagation dans le cas d’une onde sphe´rique
Dans un milieu aux caracte´ristiques isotropes, les ondes US peuvent aussi adopter une ge´ome´trie
sphe´rique. Les fronts d’onde sont alors des sphe`res centre´es sur la source et la propagation dans
l’espace ne de´pend que du temps t et de la distance a` la source r =
√
x2 + y2 + z2.
L’e´quation d’onde (1.8) se reformule ainsi en coordonne´es sphe´riques de la manie`re suivante :
1
r
∂2
∂r2
(rp) =
1
c2
∂2p
∂t2
ou
2
r
pr + prr =
1
c2
ptt (1.15)
avec les notations abre´ge´es pr =
∂p
∂r
, prr =
∂2p
∂r2
et ptt =
∂2p
∂t2
.
De meˆme que pour l’e´quation de propagation (1.13) dans le cas d’une onde plane, l’e´quation (1.15)
admet la solution ge´ne´rale [Szabo, 2004, chapitre 3]
p(r, t) =
1
r
p+(t− r
c
) +
1
r
p−(t+
r
c
) (1.16)
avec toujours les deux composantes progressive et re´gressive suivant le sens de propagation conside´re´.
On retrouve une structure semblable a` celle des ondes planes avec un terme de de´croissance d’ampli-
tude en 1r due a` la conservation de l’e´nergie totale et a` l’augmentation de la surface des fronts d’onde
a` mesure que l’on s’e´loigne de la source.
1.2.2.4 Re´flexion, transmission et diffusion
La propagation des ondes US et leur comportement au niveau des interfaces entre deux milieux
acoustiques diffe´rents peuvent dans certaines situations eˆtre e´tudie´s en termes de re´flexion et de
transmission dans le cadre de l’optique ge´ome´trique. Il s’agit d’un cas tre`s particulier assez peu
re´aliste en imagerie US, aborde´ comme une premie`re approximation qui sera ensuite raffine´e et
e´tendue aux phe´nome`nes plus ge´ne´raux de diffusion.
L’optique ge´ome´trique comme premie`re approximation
Si l’on fait l’hypothe`se que la longueur d’onde du signal incident est tre`s petite devant l’e´paisseur de
l’interface conside´re´e, les ondes re´fle´chie et transmise obe´issent aux lois de Snell-Descartes [Prince et
Links, 2006] de´crivant l’optique ge´ome´trique (figure 1.7) :
θi = θr (1.17a)
sin θi
sin θt
=
c1
c2
(1.17b)
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Figure 1.7 – Illustration de la loi de Descartes pour l’optique ge´ome´trique.
avec c1 et c2 la ce´le´rite´ des US dans les milieux respectifs de part et d’autre de l’interface et θi,
θr et θt les angles entre la normale a` l’interface et les directions respectives de propagation des
ondes incidente, re´fle´chie et transmise. Par continuite´, la composante tangentielle de la vitesse des
particules due a` l’onde incidente doit co¨ıncider avec la somme des composantes tangentielles pour les
ondes re´fle´chie et transmise, c’est-a`-dire
vi cos θi = vr cos θr + vt cos θt (1.18)
On peut alors interpre´ter cette expression en termes de pression graˆce a` (1.2) :
cos θi
Z1
pi =
cos θr
Z1
pr +
cos θt
Z2
pt. (1.19)
En utilisant le meˆme principe de continuite´ au niveau de l’interface pour la pression, on a e´galement
[Szabo, 2004]
pt = pi + pr. (1.20)
On peut alors de´finir les coefficients de re´flexion et de transmission en pression (Rp, Tp) et en intensite´
(RI , TI) :
Rp =
pr
pi
=
Z2 cos θi − Z1 cos θt
Z2 cos θi + Z1 cos θt
, (1.21a)
Tp =
pt
pi
=
2Z2 cos θi
Z2 cos θi + Z1 cos θt
, (1.21b)
RI =
Ir
Ii
=
(
Z2 cos θi − Z1 cos θt
Z2 cos θi + Z1 cos θt
)2
, (1.21c)
TI =
It
Ii
=
4Z2Z1 cos
2 θi
(Z2 cos θi + Z1 cos θt)
2 . (1.21d)
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Notons que RI = R
2
p et TI =
Z1
Z2
T 2p .
Toutes ces grandeurs, de´finies sans ve´ritable sens physique dans le cadre de l’approximation de
l’optique ge´ome´trique, seront re´utilise´s dans la partie suivante qui aborde une mode´lisation plus
re´aliste de la propagation des ondes US.
Le(s) phe´nome`ne(s) de diffusion en imagerie ultrasonore
Il suffit de regarder n’importe quelle image US pour comprendre que l’interaction entre l’onde et le
milieu de propagation est en re´alite´ bien plus complexe que les seules re´flexion et transmission promues
par l’optique ge´ome´trique classique. Le phe´nome`ne de diffusion, avec toutes ses de´clinaisons, de´crit
de manie`re plus fide`le ce comportement. Les particules, qui seront dans la suite appele´es diffuseurs,
sont ainsi re´parties en trois grandes cate´gories suivant le rapport entre leur dimension et la longueur
d’onde des US.
On conside`re ici des diffuseurs sphe´riques de rayon a soumis a` une onde US, de´finie par son nombre
d’onde k, issue d’une source circulaire de rayon b.
1. Particules sujettes a` une re´flexion de type spe´culaire.
Quand la longueur d’onde est largement infe´rieure aux dimensions du diffuseur (ka  1), on
parle de re´flexion spe´culaire. L’interaction est alors une sorte de re´flexion dans laquelle le front
d’onde du signal renvoye´ est une re´plique grossie`re de la forme de la particule (effet miroir).
Dans le cas d’une onde plane suivant le sche´ma de la figure 1.8, l’onde US incidente est in-
tercepte´e par une section d’aire pib2 et est re´fle´chie avec un certain coefficient de re´flexion
Rp duˆ a` l’adaptation d’impe´dance entre le milieu de propagation et l’objet. L’onde sphe´rique
re´trodiffuse´e est alors de´finie a` une distance r par le ratio suivant [Szabo, 2004] :
Ir
Ii
=
pib2
4pir2
R2p =
b2
4r2
R2p. (1.22)
Figure 1.8 – Re´flexion spe´culaire dans le cas ka 1.
2. Particules sujettes a` une re´flexion de type diffuse.
A` l’oppose´, quand la longueur d’onde est tre`s grande devant les dimensions de l’objet (ka 1),
on parle de re´flexion diffuse (ou simplement de diffusion). La surface du diffuseur ne parvient
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pas a` ge´ne´rer d’interfe´rence notable au contact de l’onde incidente ; en d’autres termes, les
diffe´rences de phase entre les points d’inte´reˆt de la surface du diffuseur sont insignifiantes.
Ce principe de diffusion, de´couvert par Lord Rayleigh alors qu’il cherchait une explication a`
la couleur bleue du ciel, est au cœur de nombreux concepts en imagerie me´dicale. Les tissus
sont par exemple tre`s souvent mode´lise´s comme un agre´gat de minuscules diffuseurs ponctuels
comme celui pre´sente´ sur la figure 1.9. La mesure du flux sanguin par les me´thodes Doppler (cf.
section 1.2.5) ainsi que les agents de contraste utilise´s pour rehausser le niveau des vaisseaux
sanguins dans les images US se basent e´galement sur ce phe´nome`ne.
Figure 1.9 – Re´flexion diffuse (ou diffusion) dans le cas ka 1.
Lord Rayleigh, Morse et Ingard [Szabo, 2004] ont e´tabli une expression pour la diffusion de
l’onde de pression dans ces conditions (ka 1), faisant intervenir les proprie´te´s e´lastiques des
diffuseurs. Dans le cas d’un diffuseur sphe´rique rigide, cette e´quation s’e´crit
Is
Ii
=
k4a6
9r2
(
1− 3 cos θ
2
)
(1.23)
avec θ = 0 dans l’axe de propagation direct. Il est inte´ressant de noter que dans le cas θ = pi,
ce ratio devient
Is
Ii
=
25k4a6
36r2
, (1.24)
re´sultat qui de´pend fortement de la fre´quence de l’onde US (a` la puissance 4 via le nombre d’onde
k), a` la diffe´rence de l’e´quation (1.22) dans le cas spe´culaire. Ainsi, l’intensite´ re´trodiffuse´e par
une meˆme particule apparaˆıtra plus ou` moins importante selon la fre´quence de l’onde US. Cette
diffusion est e´galement appele´e diffusion de Rayleigh.
3. Particules sujettes a` une diffusion de type diffracte´e.
La dernie`re cate´gorie de particules regroupe tous les interme´diaires et fait intervenir des objets
aux proprie´te´s e´lastiques non ne´gligeables. Le comportement de cette cate´gorie de diffuseurs
est beaucoup moins bien connue et il n’existe pas de solution analytique ge´ne´rale permettant
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de caracte´riser la propagation des ondes US. Seules des situations bien pre´cises, concernant
des objets a` structures simples, peuvent eˆtre traite´es en utilisant l’approximation de Born au
premier ordre [Szabo, 2004].
La figure 1.10 repre´sente une image US du foie qui regroupe les diffe´rentes types de diffusion
aborde´s pre´ce´demment. Le bruit de fond pre´sent sur l’image, appele´ « speckle » (cf. section 1.2.2.5),
appartient a` la cate´gorie ka  1. La frontie`re du foie appartient a` la classe oppose´e (ka  1). Les
petits vaisseaux qui apparaissent en coupe transverse de faible intensite´ sur l’image US peuvent eˆtre
associe´s a` la cate´gorie interme´diaire.
Figure 1.10 – Image ultrasonore du foie (Philips Medical Systems) illustrant les diffe´rentes classes
de diffuseurs.
Remarque sur la notion d’e´choge´nicite´. En imagerie US, on distingue deux types de zone
selon la faculte´ du tissu conside´re´ a` re´trodiffuser l’onde US. On caracte´rise une structure hypere´cho-
ge`ne (respectivement hypoe´choge`ne) par sa capacite´ a` re´fle´chir plus fortement (respectivement plus
faiblement) les US que les tissus environnants. Cette capacite´ de´pend a` la fois de la nature du mi-
lieu et de la concentration de diffuseurs par cellule de re´solution (pixel rectangulaire de l’image US
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finale). L’hypere´choge´nicite´ est caracte´ristique des tissus durs, des os, des calculs re´naux, des gaz in-
travisce´raux, et de certaines me´tastases calcifie´es. L’hypoe´choge´nicite´ se rapporte principalement aux
structures membranaires, aux vascularisations, aux pathologies liquidiennes (les kystes par exemple)
et a` certaines me´tastases he´patiques [Szabo, 2004].
Remarque sur les structures quasi-pe´riodiques. Il existe des zones aux proprie´te´s bien
particulie`res, appele´es structures quasi-pe´riodiques, qui sont l’objet d’e´tudes cible´es [Narayanan et al.,
1997; Pereira et al., 2004] afin de de´tecter le de´veloppement de certaines pathologies dans des tissus
comme le foie, la vessie et les os. La distance moyenne entre diffuseurs (MSS pour mean scatterer
spacing) estime´e dans les zones de re´flexion diffuse semble eˆtre un crite`re de´cisif pouvant eˆtre corre´le´
avec ces pathologies.
1.2.2.5 Speckle
Contrairement aux principales autres modalite´s, l’imagerie US est caracte´rise´e par cette texture
granuleuse omnipre´sente appele´e speckle, indirectement porteuse d’information sur la structure du
milieu mais qui nuit grandement au contraste et a` la de´limitation des objets d’inte´reˆt comme les
organes ou les kystes. On retrouve cette composante dans des modalite´s telles que la tomographie
par cohe´rence optique (OCT, « optical coherence tomography »). Le speckle survient dans les zones de
forte concentration en diffuseurs de tre`s petite taille (ka 1) par cellule de re´solution. Il en de´coule au
niveau du transducteur (section 1.2.3) une combinaison d’interfe´rences constructives et destructives
a` l’origine de cette texture tachete´e faite de zones claires et sombres. La distribution spatiale du
speckle sur les images US est en lien direct avec la position des diffuseurs et les caracte´ristiques de la
sonde et peut eˆtre utilise´e pour l’estimation du mouvement ou la caracte´risation tissulaire (section
1.3).
Le speckle e´tant compose´ de particules sujettes a` une re´flexion diffuse, son apparence est fortement
influence´ par les caracte´ristiques du transducteur, notamment la fre´quence [Foster et al., 1983]. La
figure 1.11 pre´sente trois images US d’une meˆme zone carre´e de 1 mm de coˆte´, obtenues avec trois
transducteurs diffe´rents.
1.2.2.6 Atte´nuation
Jusqu’a` pre´sent, nous avons conside´re´ le cas d’une propagation sans perte dans les tissus. En pra-
tique, l’amplitude des ondes US est atte´nue´e au cours du temps par absorption (dissipation d’e´nergie
convertie en chaleur), par diffusion (cre´ation d’ondes secondaires) et par conversion de mode (trans-
formation en onde transversale ou de cisaillement). L’ensemble de ces me´canismes contribue a` la
de´croissance de l’onde de pression et peut eˆtre mode´lise´ en reformulant l’e´quation (1.14) [Prince et
Links, 2006] :
p(z, t) = pze
i(ωt−kz) (1.25)
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Figure 1.11 – Comparaison de trois images ultrasonores contenant le meˆme speckle obtenues avec
des transducteurs diffe´rents, issue de [Foster et al., 1983].
avec pz l’amplitude re´elle de l’onde au cours de la propagation qui de´pend de la position selon
l’expression
pz = p0e
−µaz. (1.26)
µa est le facteur d’atte´nuation d’amplitude habituellement exprime´ en Np ·m−1 (nepers par me`tre)
avec 1 Np ≈ 8.69 dB. Il est important de noter que ce mode`le d’atte´nuation est base´ sur une approche
phe´nome´nologique : il est valide´ en pratique mais ne s’accorde pas facilement avec la the´orie. En
particulier, cette expression pour la pression ne satisfait plus l’e´quation d’onde.
En pratique, par comparaison avec la formule du gain en amplitude 20 log10
Az
A0
exprime´ en dB, il est
plus fre´quent d’utiliser directement le coefficient d’atte´nuation en dB ·m−1 :
α = 20 log10 (e)µa ≈ 8.69µa (1.27)
avec e la base de la fonction logarithme ne´pe´rien. Le tableau 1.5 regroupe les valeurs de α a` f = 1 MHz
pour les principaux tissus biologiques en imagerie US.
En ge´ne´ral, on conside`re que l’absorption est la principale contribution au phe´nome`ne d’atte´nuation
de l’onde US : on appelle alors α le coefficient d’absorption. La de´pendance de ce coefficient vis-a`-vis
de la fre´quence se mode´lise couramment comme
α = af b, (1.28)
avec a et b des constantes tributaires du milieu. Dans les tissus biologiques, b est une valeur a` peu
pre`s constante le´ge`rement supe´rieure a` 1 (par exemple, b = 1.12 dans le foie). Il est ainsi courant de
faire l’approximation b = 1 pour obtenir une relation line´aire entre α et f . Le tableau 1.5 re´capitule
dans ce cas les diffe´rentes valeurs de a.
Compensation de gain en fonction du temps
Afin de pallier les effets de l’absorption, les syste`mes d’imagerie US disposent d’un me´canisme de
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Milieu explore´
Coefficient d’atte´nuation De´pendance en fre´quence
α (dB · cm−1, f = 1 MHz) a = α/f (dB · cm−1 ·MHz−1)
Air (CNTP) 12 α ∝ f2
Eau (20◦C) 2.2× 10−3 ne´gligeable
Sang 0.15 0.18
Os dense 14.2 20.0
Os spongieux 25.2 20.0
Muscle (longitudinalement) 0.96 1.3
Muscle (transversalement) 1.40 3.3
Graisse 0.63 0.63
Cerveau 0.75 1.3
Poumon 40 45.0
Foie 1.2 0.94
Table 1.5 – Atte´nuation des ondes ultrasonores et de´pendance en fre´quence dans les principaux
tissus biologiques dans le cas b = 1 (sauf pour l’air ou` b = 2) [Prince et Links, 2006].
rehaussement largement connu sous son acronyme anglais TGC (time gain compensation). Le principe
est de diviser l’image en bandes orthogonales a` la direction de propagation et d’associer un gain
variable a` chacune d’entre elles. L’ajustement doit eˆtre effectue´ afin d’obtenir un niveau de gris
global approximativement uniforme. La figure 1.12 donne un aperc¸u de cette approche dans le cas
de 4 zones de correction, chacune ayant un gain ajuste´ de manie`re a` contrebalancer localement la
perte moyenne. Enfin, si l’on connaˆıt la dynamique de l’appareil, on peut de´terminer la profondeur
maximale d’exploration (cf. section 1.2.4), c’est-a`-dire la distance au-dela` de laquelle l’onde US n’aura
plus suffisamment d’e´nergie pour eˆtre capte´e par le transducteur.
1.2.3 Transducteur ultrasonore
Le transducteur, situe´ a` l’avant de la sonde US, est un dispositif compose´ d’au moins un e´le´ment
pie´zoe´lectrique assurant l’e´mission et la re´ception des ultrasons. C’est lui qui re´alise la conversion
de l’e´nergie e´lectrique en e´nergie me´canique (et vice versa) et qui permet de balayer le milieu d’ex-
ploration afin de re´cupe´rer les informations ne´cessaires a` la formation d’une image. La sonde e´tant
ge´ne´ralement positionne´e a` l’exte´rieur du corps humain, un gel de couplage compose´ a` 98% d’eau
permet de limiter les pertes par adaptation d’impe´dance (cf. section 1.2.2) due a` la mince couche
d’air situe´e entre la surface du transducteur et la surface de la peau.
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(a) (b)
Figure 1.12 – Principe de la compensation de gain en fonction du temps. (a) La de´croissance
exponentielle en dB est contrebalance´e par un gain de meˆme allure approxime´ par zones. (b) Effet
re´sultant de la compensation des pertes [Prince et Links, 2006].
1.2.3.1 Pie´zoe´lectricite´
Les phe´nome`nes pie´zoe´lectriques, de´couverts par Pierre et Jacques Curie en 1880, sont la base
de l’e´mission et de la re´ception de l’onde US. Un cristal pie´zoe´lectrique, lorsqu’il est soumis a` une
pression, ge´ne`re une diffe´rence de potentiel en surface : on parle d’effet pie´zoe´lectrique direct. Il se
contracte physiquement dans la direction de propagation d’un courant e´lectrique d’excitation dans
le cas indirect. Il occupe ainsi le roˆle de convertisseur d’e´nergie e´lectrique en e´nergie me´canique et
retrouve son e´tat initial quand on stoppe le courant ou la pression. Ce phe´nome`ne est illustre´ sur le
sche´ma de principe 1.13 dans le cas direct.
Figure 1.13 – Sche´ma de principe de l’effet pie´zoe´lectrique direct. La de´formation des mailles cris-
tallines due a` une compression ge´ne`re une diffe´rence de potentiel entre les faces avant et arrie`re.
En pratique, chaque e´le´ment pie´zoe´lectrique posse´dant ces deux caracte´ristiques (effet direct et in-
direct), un seul transducteur est ne´cessaire pour assurer l’e´mission et la re´ception de l’onde US. Si
tel est le cas, on distingue alternativement deux phases dans l’activite´ e´lectrique : une phase courte
comportant des impulsions bre`ves e´mises a` la fre´quence de re´sonance du transducteur, suivie d’une
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phase beaucoup plus longue d’e´coute, sans e´mission, correspondant a` la re´ception et a` la conversion
de l’onde de pression.
Une sonde peut eˆtre compose´e d’un seul ou de plusieurs e´le´ments pie´zoe´lectriques, de formes et de
tailles diffe´rentes. La sonde basique comporte un seul e´le´ment cylindrique, illustre´ sur la figure 1.14,
et ne´cessite un balayage me´canique (cf. section 1.2.3.2) pour obtenir une image US. La plupart des
sondes actuelles utilisent des barrettes multi-e´le´ments (rectangulaires ou annulaires) permettant un
balayage e´lectronique. Typiquement, une barrette rectangulaire comporte 50 a` 100 e´le´ments pour une
dimension totale de 1 cm (hauteur de chaque e´le´ment) par 3 cm. La largeur de chaque e´le´ment est
d’environ le quart de la longueur d’onde, c’est-a`-dire entre 0.2 et 0.75 mm dans la plupart des cas.
Figure 1.14 – Sche´ma d’une sonde ultrasonore basique, adapte´ de [Prince et Links, 2006].
1.2.3.2 Balayage
Si certains modes d’imagerie US se contentent de la visualisation 1D d’une seule direction de
propagation (comme par exemple les modes A et M, cf. section 1.2.5), qu’on appelle direction axiale,
il est ne´cessaire de de´placer le transducteur selon une deuxie`me direction appele´e direction late´rale
pour la formation d’une ve´ritable image 2D. On parle de direction azimutale pour la troisie`me di-
mension d’une image 3D. Chaque signal 1D re´cupe´re´ pour construire ces images est appele´ ligne
radio-fre´quence (ligne RF). Ce balayage peut eˆtre effectue´ de manie`re me´canique dans le cas d’une
sonde mono-e´le´ment (figure 1.15) ou de manie`re e´lectronique dans le cas d’une sonde multi-e´le´ments.
En pratique, la sonde utilise´e par le me´decin reste immobile durant le court temps d’acquisition
d’une image. Dans le cas d’un transducteur mono-e´le´ment, c’est un moteur e´lectrique situe´ a` l’in-
te´rieur de la sonde qui de´place physiquement l’e´le´ment. Dans le cas d’une barrette pie´zoe´lectrique
multi-e´le´ments, le balayage peut s’effectuer en n’excitant qu’une partie des e´le´ments et en de´plac¸ant
de manie`re e´lectronique cette zone active via les techniques de formation de faisceau explicite´es dans
la section suivante.
28
1.2. Ultrasons : signaux et images associe´es
Figure 1.15 – Principales me´thodes de balayage me´canique en 2D.
1.2.3.3 Focalisation et formation de faisceau
Il peut s’ave´rer ne´cessaire de concentrer l’e´nergie e´mise dans une zone donne´e afin de mieux repe´rer
les e´chos locaux. Cette focalisation peut alors s’effectuer de manie`re me´canique par adjonction d’une
lentille concave sur la face avant du transducteur mono-e´le´ment, que l’on appelle lame quart d’onde
en raison de son e´paisseur. Le faisceau tendra ne´anmoins a` diverger une fois la zone focale passe´e,
ce qui conjugue´ aux phe´nome`nes d’atte´nuation re´duit fortement l’exploitation des donne´es dans ces
zones e´loigne´es de la sonde.
Dans le cas multi-e´le´ments, le principe de focalisation peut eˆtre mis en correspondance avec les
techniques de formation de faisceau dans le sens ou` il faut jouer avec le de´calage (a` l’e´mission ou a` la
re´ception) des signaux de chacun des e´le´ments pie´zoe´lectriques afin d’en optimiser les performances
dans une zone et/ou une direction donne´es. L’ide´e est d’e´mettre ou de recevoir chaque impulsion
(parfois connue sous l’anglicisme « pulse ») US en tenant compte du retard relatif entre chaque
e´le´ment de la barrette et de sommer tous ces signaux de manie`re cohe´rente afin de favoriser une zone
et/ou une direction particulie`re. Ce principe de formation de faisceau par de´lais et sommes, aussi
connu sous son appellation anglophone « delay and sum beamforming » (DAS beamforming), est
illustre´ de manie`re ge´ome´trique sur la figure 1.16 en regard du principe de focalisation. La focalisation
peut se faire de manie`re classique pour un point focal fixe´ ou de manie`re dynamique en prenant en
compte l’e´volution de cette zone focale au cours du temps.
Par exemple, on peut facilement calculer les retards a` l’e´mission de chaque e´le´ment de la barrette
pour la formation d’une onde plane selon la direction θ. En supposant que l’e´le´ment de re´fe´rence T0
e´met une impulsion a` t = 0, ce dernier aura parcouru a` l’instant t une distance r0(t) = ct. On peut
exprimer par des conside´rations ge´ome´triques la distance entre Ti (le ie`me transducteur) et la ligne
de front de l’onde plane que l’on veut ge´ne´rer comme
ri(t) = r0(t)− id sin θ (1.29)
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(a) (b)
Figure 1.16 – Approches ge´ome´triques pour (a) la formation de faisceau et (b) la focalisation dyna-
mique dans le cas d’une onde plane, adapte´ de Prince et Links [2006].
avec d la distance entre chaque e´le´ment. On en de´duit alors le moment optimal de ge´ne´ration de
l’impulsion pour l’e´le´ment i :
ti =
r0(t)− ri(t)
c
=
id sin θ
c
. (1.30)
Il existe des techniques de formation de faisceau avance´es qui seront aborde´es dans le chapitre 2,
section 2.3.4.4.
1.2.4 Limitations
Les caracte´ristiques intrinse`ques de l’onde US et de sa propagation aborde´es pre´ce´demment se
traduisent ine´vitablement en termes de limitations diverses : profondeur de pe´ne´tration, fre´quence
de balayage et re´solutions. Des phe´nome`nes inde´pendants (e.g., arte´facts, mouvement du patient)
peuvent e´galement se manifester et nuire a` la qualite´ des images US.
1.2.4.1 Profondeur de pe´ne´tration
En imagerie US, la distance axiale maximale que l’on peut explorer est principalement limite´e
par les phe´nome`nes d’atte´nuation que subit l’onde e´mise par le transducteur. En effet, e´tant donne´e
la de´croissance exponentielle de l’amplitude donne´e par l’e´quation (1.26) et pour une perte maximale
admissible par le syste`me d’acquisition note´e L et de´finie par
L = 20 log
pz
p0
, (1.31)
on obtient avec les hypothe`ses de la section 1.2.2.6 la relation suivante :
zmax =
L
af
. (1.32)
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zmax correspond ainsi a` la distance parcourue par l’onde US avant totale atte´nuation. L’onde devant
effectuer un trajet aller/retour dans les tissus, on de´finit la profondeur de pe´ne´tration, note´e dp pour
« penetration depth », comme la moitie´ de la distance maximale :
dp =
L
2af
. (1.33)
La table 1.6 donne un aperc¸u des valeurs typiques de dp en fonction de la fre´quence des US, pour les
valeurs classiques a = 1 dB · cm−1 ·MHz−1 et L = 80 dB.
Fre´quence Profondeur de pe´ne´tration
f (MHz) dp (cm)
1 40
2 20
3 13
5 8
10 4
20 2
Table 1.6 – Profondeurs de pe´ne´tration typiques en imagerie ultrasonore.
1.2.4.2 Fre´quence de balayage
Entre l’e´mission de deux impulsions, il faut au moins attendre que l’onde se soit propage´e jusqu’a`
la profondeur de pe´ne´tration. On de´finit donc le de´lai de re´pe´tition entre deux impulsions Tr :
Tr ≥ 2dp
c
(1.34)
ou` c correspond a` la vitesse des ultrasons dans le milieu en question. Si N signaux sont ne´cessaires a`
la constitution de l’image US, la fre´quence d’acquisition (« frame rate » en anglais) est alors majore´e
selon l’expression suivante :
Fr =
1
NTr
≤ c
2Ndp
. (1.35)
On peut donc jouer sur la fre´quence de l’onde US e´mise pour garantir une fre´quence de balayage
minimum. A` titre d’exemple, une configuration classique de N = 256 lignes RF par image impose
une fre´quence f ≥ 1.99 MHz pour atteindre une fre´quence de balayage de 15 images par seconde.
1.2.4.3 Re´solutions axiale et late´rale
La notion de re´solution spatiale peut eˆtre interpre´te´e de diffe´rentes manie`res, peut-eˆtre plus encore
en imagerie US que dans les autres domaines ayant trait a` l’imagerie, selon que l’on se place du point
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de vue instrumental ou nume´rique. Si cette notion apparaˆıt en the´orie comme e´vidente, elle peut
eˆtre l’objet de nombreuses interpre´tations, parfois antagonistes, en pratique. D’une manie`re ge´ne´rale,
la quantification de la re´solution doit s’accompagner d’autres crite`res de performance, en paralle`le,
comme on le verra dans la section 2.3 qui leur est consacre´e.
En imagerie US, on distingue plusieurs types de re´solution suivant la direction conside´re´e : on
parle de re´solution axiale selon l’axe de propagation, de re´solution late´rale selon le premier axe de
balayage et de re´solution azimutale si l’on conside`re le second axe de balayage dans le cas de l’imagerie
3D. Cette distinction entre plusieurs types de re´solution de´pendant des caracte´ristiques physiques du
transducteur est propre au syste`me d’acquisition en imagerie US. En effet, a` la diffe´rence de l’imagerie
optique classique, l’image n’est pas obtenue comme un instantane´ 2D de la sce`ne dans le plan focal
mais comme un processus de reconstruction a` partir de signaux 1D ayant leurs particularite´s.
Dans cette section, nous nous tiendrons a` la de´finition extreˆmement pratique de la re´solution, a`
savoir la capacite´ d’un dispositif a` se´parer (ou « re´soudre ») deux points sources proches l’un de
l’autre. Une approche classique pour e´valuer la re´solution d’un syste`me d’imagerie consiste ainsi a`
relever la re´ponse impulsionnelle spatiale (ou PSF pour « point spread function ») de ces deux points
sources et de de´terminer la largeur a` mi-hauteur du signal enveloppe correspondant. On distingue
habituellement trois cas de figure, illustre´s sur la figure 1.17 dans le cas d’une PSF 1D gaussienne :
les points sources image´s par le syste`me d’acquisition sont soit re´solus, soit confondus, soit a` la limite
de la re´solution. C’est ce cas interme´diaire qui de´termine la re´solution du syste`me, quand les deux
points sont se´pare´s d’une distance correspondant a` la largeur a` mi-hauteur (ou FWHM pour « full
width at half maximum ») des gaussiennes, aussi appele´e largeur a` −6 dB 2.
(a) Cas re´solu. (b) Cas limite de re´solution. (c) Cas non-re´solu.
Figure 1.17 – Trois cas de re´solution en terme de largeur a` mi-hauteur : les points sources sont (a)
re´solus, (b) a` la limite de la re´solution et (c) confondus. D’apre`s [Prince et Links, 2006].
Re´solution axiale
On de´finit la re´solution axiale rax comme la capacite´ du syste`me US a` distinguer deux points sources
2. La largeur a` −3 dB dans le cas d’une aller simple e´quivaut a` la largeur a` −6 dB dans le cas d’un trajet aller-retour
[Szabo, 2004, chapitre 5].
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proches situe´s sur l’axe de propagation z. Elle est donne´e par l’e´quation [Foster et al., 2000]
rax =
c
2B
(1.36)
avec c la ce´le´rite´ des US dans le milieu conside´re´ et B la bande passante du transducteur de´finie
autour de sa fre´quence centrale.
Ame´liorer la re´solution axiale d’un point de vue instrumental revient ainsi principalement a` augmenter
la fre´quence de l’onde US e´mise. Il faut toutefois garder a` l’esprit que si les sondes fonctionnant a`
20 ou 30 MHz be´ne´ficient d’une meilleure re´solution que les sondes classiques (autour de 3 MHz),
cela se fait au de´triment de la profondeur de pe´ne´tration comme indique´ par l’e´quation (1.33). Les
techniques instrumentales base´es sur l’augmentation de la fre´quence de la sonde ont par ailleurs atteint
aujourd’hui une limite physique lie´e a` des conside´rations technologiques, a` l’image de la fre´quence
d’horloge des processeurs en informatique.
Re´solution late´rale
On de´finit de fac¸on analogue la re´solution late´rale, note´e rlat, comme la capacite´ du syste`me US a`
distinguer deux points sources proches situe´s sur l’axe orthogonal x a` la direction de propagation z.
Elle s’exprime de manie`re analytique comme [Foster et al., 2000]
rlat = λ
Lf
2a
(1.37)
ou` λ repre´sente la longueur d’onde US, Lf la distance focale et a le rayon du transducteur (dans le
cas d’un unique e´le´ment cylindrique).
A` caracte´ristiques fre´quentielles fixe´es, la re´solution late´rale de´pend donc des composantes ge´ome´-
triques de la sonde US. A` profondeur fixe´e, elle est maximale dans la zone focale du transducteur et
se de´grade rapidement a` mesure qu’on s’en e´loigne, c’est-a`-dire dans les tissus superficiels (proches
de la sonde) et profonds (au voisinage de la profondeur de pe´ne´tration).
1.2.4.4 Autres limitations
Des limitations inde´pendantes de la formation des images US peuvent alte´rer leur qualite´ ge´ne´-
rale, comme le bruit e´lectronique omnipre´sent dans les syste`mes d’acquisition et limitant les capacite´s
des techniques de restauration d’images. Enfin, des phe´nome`nes extrinse`ques au dispositif physique
s’ajoutent a` toutes les limitations e´voque´es dans cette section : on peut notamment citer les mouve-
ments externes (du patient ou de la sonde pilote´e par le me´decin) ainsi que les mouvement internes
lie´s a` une activite´ biologique ine´vitable chez un eˆtre vivant (flux sanguins, mouvements respiratoires,
etc.).
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1.2.5 Modes d’imagerie
Une fois les donne´es RF acquises par la sonde US, il existe de nombreuses manie`res d’afficher les
re´sultats pour l’utilisateur en fonction des caracte´ristiques de la sonde, du domaine d’application et
des proprie´te´s physiques des tissus que l’on veut mettre en lumie`re.
Mode A
Le mode A est le point de de´part des syste`mes d’imagerie US puisqu’il consiste a` visualiser l’amplitude
des e´chos 1D d’une seule impulsion, apre`s de´tection de leur enveloppe, en fonction de la distance
parcourue (ou de manie`re e´quivalente du temps de parcours) selon la direction de propagation z. Sur
la figure 1.18, on peut observer un signal typique en mode A avec le premier pic de´tecte´ correspondant
a` l’e´cho initial de l’impulsion e´mise. Tous les pics suivants renseignent l’utilisateur sur la structure du
milieu e´tudie´ : la pe´ne´tration dans le corps humain au niveau de la peau, les interfaces des organes,
etc.
(a)
(b)
Figure 1.18 – Le signal ultrasonore classique en mode A adapte´ de [Prince et Links, 2006]. On peut
facilement e´tablir une corre´lation entre (a) les e´chos rec¸us au niveau du transducteur et (b) la nature
du milieu dans lequel se propage l’onde.
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Ce mode de visualisation est parfois utilise´ en imagerie cardiaque pour l’e´tude du mouvement de la
valve du cœur ou au niveau de l’œil pour diagnostiquer un de´collement de la re´tine. Il est couramment
utilise´ en industrie pour le controˆle de qualite´ non destructif via la de´tection de de´faut dans certains
mate´riaux.
Mode M
Le mode M, aussi connu sous l’appellation TM pour « temps-mouvement », consiste a` afficher non
plus un seul signal 1D mais la juxtaposition 2D de signaux en mode A au cours du temps. Chaque
signal en mode A est traduit en niveaux de gris et forme une colonne de l’image, son e´volution
temporelle pouvant eˆtre suivie selon la direction horizontale. Ainsi, ce mode permet de suivre le
mouvement d’objets se trouvant dans l’axe du faisceau US comme le de´placement de haut en bas des
zones brillantes sur la figure 1.19, dans le cas de l’imagerie cardiaque.
Figure 1.19 – Un exemple d’utilisation du mode M en imagerie cardiaque [Szabo, 2004]. On peut
suivre la position des valves du cœur au cours du temps en paralle`le du signal ECG situe´ dans la
partie infe´rieure de la figure.
On affiche ge´ne´ralement au dessus du graphe une coupe 2D du milieu explore´ en y repre´sentant
l’axe 1D observe´ par le mode M. L’application privile´gie´e e´tant l’e´tude des valves du cœur, on
repre´sente souvent le mode M accompagne´ de l’e´lectrocardiogramme (ECG) correspondant a` son
activite´ e´lectrique.
Mode B
Le signal RF est obtenu en adjoignant au mode A, sans de´tection d’enveloppe, un balayage late´ral du
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milieu observe´. Une ligne RF 1D correspond ainsi a` une colonne de l’image 2D. Le balayage peut eˆtre
effectue´ de plusieurs manie`res diffe´rentes (cf. section 1.2.3.2) et influe sur l’aspect de l’image finale.
Une configuration classique consiste a` de´placer (de manie`re me´canique ou e´lectronique) la zone active
du transducteur selon l’axe late´ral x alors que son faisceau pointe dans la direction axiale z.
La visualisation la plus re´pandue est celle du mode B, obtenu a` partir du mode RF qui reste difficile
a` interpre´ter visuellement, en appliquant aux signaux RF 1D une de´tection d’enveloppe suivie d’une
transformation appele´e « compression logarithmique » afin de re´duire la dynamique de l’image et
pour l’adapter a` la vision humaine. La dynamique de l’image est classiquement re´duite de 120 a`
30 dB. L’illustration de cette correspondance entre modes RF et B est pre´sente´e sur la figure 1.20
dans le cas d’une image de thyro¨ıde.
Figure 1.20 – Correspondance entre mode RF et mode B pour une image de thyro¨ıde [Basarab,
2008]. Un extrait des profils axiaux des deux modes sont superpose´s sur la partie droite de la figure
en omettant la compression logarithmique du mode B.
E´chographie Doppler
L’e´chographie Doppler, parfois appele´ « e´cho Doppler », consiste a` superposer sur une image US en
mode B une carte repre´sentant la vitesse des e´coulements sanguins moyens dans les zones d’inte´reˆt.
Un code de couleur permet de diffe´rencier les flux s’e´loignant de la sonde (en bleu) de ceux qui
s’en approchent (en rouge) et l’intensite´ des pixels permet de discerner l’amplitude moyenne de la
vitesse. Une troisie`me couleur peut intervenir afin de caracte´riser les zones de turbulence (ge´ne´ra-
lement en vert). Ce mode est notamment utilise´ pour explorer les flux sanguins intracardiaques et
intravasculaires.
Autres modes d’imagerie
Il existe d’autres modes d’imagerie comme le mode C (image dans un plan normal au mode B), le
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mode harmonique (voir la section 2.2) ou encore le mode d’inversion d’impulsion (« pulse inversion »,
e´mission de deux impulsions de signes oppose´s) soulignant les zones au caracte`re non-line´aire. Une
revue de´taille´e de tous les modes d’imagerie disponibles en US peut eˆtre trouve´e dans [Szabo, 2004;
Prince et Links, 2006].
1.2.6 Applications des ultrasons
L’utilisation des US pour l’imagerie me´dicale connaˆıt de tre`s nombreuses applications et les ter-
minologies varient selon qu’on se place du point de vue anatomique (partie du corps humain e´tudie´e)
ou applicatif (finalite´ de l’examen d’imagerie). Les US sont e´galement utilise´s en dehors de l’imagerie
me´dicale.
1.2.6.1 Imagerie me´dicale
Point de vue anatomique
On distingue principalement les cate´gories suivantes :
– E´chographie abdominale : imagerie des organes internes de l’abdomen.
– E´chographie cardiaque : imagerie du cœur.
– E´chographie gyne´cologique : imagerie des organes ge´nitaux.
– E´chographie obste´trique : imagerie du fœtus.
– E´chographie du sein.
– E´chographie vasculaire : imagerie des arte`res et des veines.
Les seules parties du corps humain re´ellement inaccessibles aux US sont le poumon en raison de l’air
qu’il contient et les os. L’imagerie du cerveau est une application re´cente mais relativement complexe.
Point de vue applicatif
On peut citer a` titre indicatif :
– E´chographie intracardiaque : imagerie a` l’inte´rieur du cœur a` l’aide de sondes spe´ciales inse´re´es
via un cathe´ter.
– E´chographie intravasculaire : imagerie depuis l’inte´rieur des arte`res et des veines.
– E´chographie perope´ratoire : imagerie durant une intervention chirurgicale.
– E´chographie supercicielle : imagerie haute fre´quence des tissus superficiels de la peau.
– E´chographie transcranienne : imagerie du cerveau (souvent via les tempes).
– E´chographie transorbitale : imagerie de ou a` travers l’œil.
– E´chographie transœsophagienne : imagerie des organes internes a` l’aide de sondes spe´ciales
inse´re´es dans l’œsophage par la bouche.
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1.2.6.2 Autres applications
E´lastographie
L’e´lastographie est l’e´tude de l’e´lasticite´ des tissus, un parame`tre important pour la caracte´risation
de nombreuses pathologies [Basarab et al., 2008]. L’exemple le plus connu d’utilisation de ces donne´es
est la de´tection de tissus cance´reux du sein, dont la rigidite´ diffe`rent des tissus sains, aujourd’hui
re´alise´e en premier lieu par palpation. En US, il existe deux cas pour l’e´lastographie : le cas statique
dans lequel les tissus sont comprime´s directement par pression de la sonde en surface [Ophir et al.,
1991] et le cas dynamique ou` une onde de cisaillement spe´cifique fait tre`s le´ge`rement vibrer les tissus
sans mouvement de la sonde [Tanter et al., 2002]. Elle peut e´galement eˆtre effectue´e a` l’aide d’un
examen IRM [Muthupillai et al., 1995].
Oste´odensitome´trie
L’oste´odensitome´trie est la mesure de la densite´ osseuse et s’effectue en US par transmission des
ondes, l’onde rec¸ue apre`s eˆtre passe´e dans les os e´tant d’autant plus atte´nue´e que les structures
osseuses sont denses [Hans et al., 1999]. La densite´ osseuse se mesure toutefois plus ge´ne´ralement par
rayons X.
Ultrasons focalise´s de haute intensite´
L’utilisation classique des US ge´ne`re un tre`s le´ger e´chauffement des tissus locaux [Zachary et al., 2001]
que l’on conside`re comme ne´gligeable en raison des niveaux d’intensite´ acoustique en jeu (moins de
1 W · cm−2). Les ultrasons focalise´s de haute intensite´ (HIFU pour « high intensity focused ultra-
sound ») utilisent cet effet secondaire et l’amplifient a` des fins the´rapeutiques a` des niveaux de
l’ordre de 10 kW · cm−2. La tempe´rature locale des tissus peut ainsi s’e´lever entre 60 et 100 ◦C, ce
qui permettrait dans un avenir proche de traiter une grande varie´te´ de cellules cance´reuses de ma-
nie`re non invasive [Szabo, 2004]. Aujourd’hui, ce proce´de´ est principalement de´die´e au traitement du
cancer localise´ de la prostate.
Lithotripsie
La lithotripsie est l’e´limination des calculs re´naux, ve´sicaux et biliaires. En US, l’onde est e´mise
sous forme de bre`ves impulsions a` des fre´quences relativement basses, de l’ordre de 100 a` 600 kHz
[Szabo, 2004]. Des ondes de compression et de de´pression sont ge´ne´re´es avec une intensite´ acoustique
supe´rieure a` celle requise en imagerie et finissent par e´mietter les calculs, encore une fois de manie`re
non invasive sans intervention chirurgicale.
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1.3 Principaux enjeux actuels en imagerie ultrasonore
L’imagerie e´chographique se positionne donc clairement comme une modalite´ d’imagerie me´dicale
privile´gie´e. Compare´e a` d’autres dispositifs, elle be´ne´ficie de nombreux avantages comme sa facilite´
d’utilisation, son faible couˆt et son caracte`re non invasif. Elle est toutefois confronte´e a` un certain
nombre de limitations manifestes, en lien les unes avec les autres et avec en teˆte le faible rapport
signal a` bruit et la mauvaise re´solution spatiale.
Ame´lioration de la re´solution
La re´solution spatiale d’une image me´dicale de´termine la capacite´ d’un dispositif a` visualiser les de´tails
d’une structure biologique, potentiellement importants au diagnostic. La re´solution des appareils US
est clairement en dec¸a` des capacite´s des principales autres modalite´s et est confronte´e aujourd’hui a`
deux proble´matiques : la limitation technologique lie´e a` la fabrication des e´le´ments pie´zoe´lectriques
haute fre´quence, qui arrivent aujourd’hui a` leur seuil de fiabilite´, et la limitation physique lie´e a` la
propagation des US dans les tissus qui pe´nalise la profondeur d’exploration aux fre´quences e´leve´es.
De nombreux travaux ont donc le´gitimement explore´ l’ame´lioration de la qualite´ des images US, en
amont comme en aval du processus d’acquisition, a` partir des donne´es RF ou mode B. Le chapitre 2
revient sur l’ensemble de ces me´thodes, spe´cifiques ou adapte´es a` l’imagerie US depuis un autre
domaine d’application, en e´tablissant un e´tat de l’art des techniques actuelles pour l’ame´lioration de
la re´solution en imagerie.
Estimation du mouvement
L’estimation du mouvement dans les tissus biologiques en imagerie US a suscite´ tre`s toˆt un inte´reˆt
certain dans les communaute´s a` l’interface du biome´dical et du traitement du signal. Son application
en e´lastographie et son lien avec la de´tection de tumeurs, notamment dans le cas du cancer du sein,
en font un axe de recherche privile´gie´ aujourd’hui. La complexite´ et la faible qualite´ ge´ne´rale des
images US introduisent cependant une difficulte´ notable dans l’estimation du mouvement que l’on ne
retrouve pas dans la plupart des autres modalite´s d’imagerie me´dicale. L’estimation du mouvement
peut en outre eˆtre mis au service de l’ame´lioration de la re´solution, comme e´voque´ dans le chapitre 2
et de´veloppe´ dans le chapitre 3.
Autres enjeux
L’imagerie US est l’objet d’une grande varie´te´ de travaux comple´mentaires parmi lesquels on peut
citer la segmentation et la classification des tissus pour la the´rapie et la chirurgie [Pereyra et al.,
2012], la re´duction du temps d’acquisition par « compressed sensing » notamment pour l’imagerie 3D
[Quinsac et al., 2012], l’ame´lioration des techniques classiques de formation de faisceau [Wagner et al.,
2012], ou encore la simulation re´aliste et rapide d’images e´chographiques [Jensen, 1991]. Certains de
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ces enjeux sont en lien direct ou indirect avec l’ame´lioration de la re´solution des images US et seront
e´voque´s le cas e´che´ant dans les chapitres suivants.
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Dans ce chapitre, une revue des techniques permettant d’ame´liorer la re´solution des images est
pre´sente´e dans un cadre ge´ne´raliste. Apre`s avoir de´fini les termes et les motivations de cette pro-
ble´matique, l’e´tat de l’art sera axe´ autour des deux grandes classes de techniques selon qu’on se
place en amont du processus d’acquisition des images (techniques de pre´-traitement) ou en aval de
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celui-ci (techniques de post-traitement). Les techniques de pre´-traitement sont intrinse`quement lie´es
au dispositif d’acquisition et seront a` ce titre aborde´es dans le seul cas de l’imagerie ultrasonore. Les
techniques de post-traitement sont quant a` elle plus ge´ne´riques et seront traite´es dans les cas d’une
se´quence d’observations et d’une unique observation. Les me´thodes de´veloppe´es pour le cas particu-
lier de l’imagerie ultrasonore seront de´taille´es apre`s les approches classiques originaires du domaine
de l’imagerie optique. Enfin, nous pourrons clarifier en conclusion les orientations suivies pour les
contributions de ce travail de the`se.
2.1 Introduction a` l’ame´lioration de la re´solution et motivations
Dans les tre`s nombreux domaines d’application que compte l’imagerie nume´rique, une certaine
qualite´ d’image (ou de vide´o) est tre`s souvent convoite´e, quand il ne s’agit pas d’une ne´cessite´. Dans
cette optique, la qualite´ d’une image peut alors s’e´valuer d’une multitude de fac¸ons diffe´rentes suivant
l’application, les donne´es disponibles ou les attentes de l’utilisateur, et conditionne ine´vitablement
les capacite´s d’analyse et de traitement ulte´rieurs.
La notion de re´solution spatiale (cf. section 1.2.4.3 dans le cas de l’imagerie US), par opposition a`
d’autres types de re´solution (temporelle, spectrale, radiome´trique), quantifie ge´ne´ralement un aspect
de cette qualite´ en caracte´risant le niveau de de´tail offert par un syste`me d’imagerie donne´. Deux
principaux e´le´ments justifient le besoin en images haute re´solution (HR) : d’une part, le confort de
visualisation et d’interpre´tation pour l’œil humain et, d’autre part, l’aide au traitement automatique
des donne´es [Ortiz et al., 2012]. Les champs d’application sont extreˆmement vastes et s’e´tendent de
l’imagerie me´dicale, avec comme enjeu la pre´cision d’un diagnostic, jusqu’a` la distinction d’objets
en imagerie satellite ou en vide´o-surveillance. Dans la suite du manuscrit, sauf mention contraire, le
terme simple « re´solution » sera employe´ dans son acception spatiale.
La re´solution est en pratique limite´e par de tre`s nombreux facteurs et le premier d’entre eux apparaˆıt
au moment de la formation des images, au niveau du dispositif d’acquisition et du capteur ou du
transducteur. Les approches les plus directes et intuitives sont ainsi consacre´es a` l’ame´lioration de ce
dispositif et de nombreux paralle`les peuvent eˆtre e´tablis entre l’imagerie US et l’imagerie optique a`
ce niveau. Ces approches sont bien suˆr tributaires du dispositif d’acquisition et ont un couˆt de mise
en œuvre souvent e´leve´. La section 2.2 est consacre´e a` ces techniques de pre´-traitement dans le cas
de l’imagerie US.
Les travaux pionniers en la matie`re remontent aux anne´es 1970 avec l’ave`nement des capteurs CCD
(« charge-coupled device ») et CMOS (« complementary metal-oxide-semiconductor ») pour l’ima-
gerie optique [Park et al., 2003], mais de nouvelles ame´liorations sont re´gulie`rement apporte´es afin
d’en ame´liorer les performances. La re´solution spatiale est directement lie´e a` la densite´ de cellules du
capteur, c’est-a`-dire a` la taille de ses e´le´ments pour une taille de capteur fixe´e. Une premie`re solution
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intuitive consiste donc a` augmenter le nombre de pixels par unite´ de surface dans le cas de l’image-
rie optique, ou de re´duire la taille de ces pixels de manie`re e´quivalente. Cependant, ces techniques
instrumentales admettent une limite en pratique, lie´e a` des conside´rations technologiques : a` mesure
que la taille du capteur diminue, la quantite´ de lumie`re rec¸ue de´croˆıt e´galement et se traduit par une
de´gradation du rapport signal a` bruit (SNR, « signal-to-noise ratio »). De plus, le couˆt de fabrication
de ces capteurs augmente avec la densite´ d’e´le´ments et contraint lui aussi la re´solution maximale du
point de vue instrumental. Il existe meˆme une limite the´orique dans certain cas : la surface optimale
d’un pixel est ainsi estime´e a` 40 µm2 pour un capteur CMOS [Park et al., 2003]. Des remarques
analogues peuvent eˆtre faites en imagerie US, l’augmentation de la fre´quence du transducteur e´tant
en lien direct avec la taille des e´le´ments pie´zoe´lectriques qui le composent. En effet, la fre´quence de
re´sonance du transducteur est donne´e par fr = c/2e avec c la ce´le´rite´ des US et e l’e´paisseur du
mate´riau pie´zoe´lectrique, induisant ainsi les meˆmes contraintes technologiques.
Tous ces obstacles a` l’ame´lioration de la re´solution en pre´-traitement expliquent l’essor actuel des ap-
proches de post-traitement, qui acceptent ces de´gradations lie´es au mate´riel et qui se tournent plutoˆt
vers le traitement du signal, en essayant de transformer le couˆt instrumental en un couˆt calculatoire.
Il existe de nombreuses cate´gories de techniques pour obtenir une image HR a` partir d’une ou de
plusieurs images basse re´solution (LR, « low resolution »). La section 2.3 reviendra sur les aspects
les plus pertinents de ces approches dans le cas ge´ne´ral, en dressant les e´ventuelles analogies avec le
cas de l’imagerie US. L’avantage principal de ces me´thodes vient du fait qu’elles pre´sentent un couˆt
financier tre`s infe´rieur aux techniques instrumentales et qu’elles permettent de conserver le mate´riel
d’acquisition existant. Les domaines d’application sont encore une fois tre`s vastes, du traitement
vide´o a` la te´le´de´tection en passant bien suˆr par l’imagerie me´dicale, comme nous le verrons dans les
sections suivantes.
2.2 Techniques de pre´-traitement
La limitation en re´solution provient en premier lieu du dispositif d’acquisition, au moment de
la formation de l’image. L’approche la plus intuitive pour ame´liorer la re´solution native d’une mo-
dalite´ d’imagerie donne´e consiste alors a` de´velopper de nouvelles sondes et de nouveaux syste`mes
instrumentaux. A` ce titre, elles sont directement et intrinse`quement lie´es au domaine d’application
et l’e´tude de l’ensemble de ces techniques dans le cas ge´ne´ral serait hors de propos ici.
En imagerie US, de nombreux travaux ont explore´ ces approches physiques pour ame´liorer la re´solu-
tion des e´chographes et pour pallier la limitation de la profondeur de pe´ne´tration lie´e aux sondes haute
fre´quence (cf. section 1.2.4). Le de´veloppement de transducteurs plus performants est une proble´ma-
tique d’actualite´ et les travaux en la matie`re abondent, que ce soit du point de vue de la fre´quence
[Gre´goire, 2002; Gre´goire et al., 2006], de la ge´ome´trie ou de l’excitation [Aristizabal et al., 2005;
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Mamou et al., 2008]. Enfin, il faut noter que les approches aborde´es ici se situent parfois a` la limite
entre pre´-traitement et post-traitement. Comme nous le verrons dans ce qui suit, certaines ont en effet
e´volue´ de la premie`re cate´gorie a` la seconde, au gre´ des avance´es technologiques et me´thodologiques,
alors que d’autres ne´cessiteront toujours un traitement conjoint.
2.2.1 Imagerie compose´e
En paralle`le de l’imagerie US classique, une me´thode d’acquisition alternative a e´te´ de´veloppe´e
au de´but des anne´es 1980 dans le but d’e´largir la zone d’exploration, en re´duisant les zones d’ombre :
l’imagerie compose´e [Berson et al., 1981], ou « compound imaging » en anglais. En effet, il est possible
de voir apparaˆıtre ces re´gions, parfois appele´es « coˆnes d’ombre », caracte´ristiques des zones situe´es
en aval de re´gions hypere´choge`nes, dans l’axe du faisceau ultrasonore. Dans ces zones, le contraste
est tre`s re´duit car l’essentiel de l’e´nergie de l’onde a e´te´ absorbe´e en amont. Le principe de l’imagerie
compose´e spatiale consiste alors a` acque´rir plusieurs images US d’un meˆme milieu mais sous des
angles le´ge`rement diffe´rents, en inclinant l’axe du faisceau d’une image a` l’autre, afin de reconstruire
une image qui compense cette perte d’information locale. Le sche´ma synoptique de cette approche
est pre´sente´ sur la figure 2.1.
Figure 2.1 – Principe de l’imagerie compose´e spatiale classique, d’apre`s [Entrekin et al., 2001].
A` partir des images brutes acquises sous 3 angles diffe´rents (0◦, −20◦ et +20◦) sur la ligne supe´rieure,
une moyenne glissante est effectue´e sur 3 d’entre elles de manie`re continue, sans re´duire la fre´quence
d’acquisition, afin de construire l’image compose´e sur la ligne infe´rieure. La figure 2.2 donne un
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exemple de re´sultat sur des donne´es in vivo de tumeur be´nigne du sein, ou` les frontie`res de la zone
tumorale sont mieux de´limite´es.
(a) (b)
Figure 2.2 – Exemple de re´sultat pour l’imagerie compose´e spatiale classique [Huber et al., 2002]
dans le cas d’une tumeur be´nigne du sein, avec (a) une image native et (b) l’image reconstruite.
Cette me´thode, bien qu’elle soit relativement simple dans son principe, n’a pu eˆtre vraiment inte´gre´e
en temps re´el qu’a` partir des anne´es 1990 [Rohling et al., 1997] graˆce au de´veloppement technologique
des sondes multi-e´le´ments et de la focalisation e´lectronique [Entrekin et al., 2001; Huber et al., 2002].
Des techniques ont par la suite e´te´ propose´es afin d’ame´liorer les re´sultats de l’imagerie compose´e
classique, en faisant intervenir un post-traitement de type filtrage adaptatif [Meuwly et al., 2003]
ou en se consacrant a` une application cible´e comme par exemple la dermatologie [Wortsman et al.,
2004].
L’ame´lioration de la re´solution n’est toutefois pas l’objectif principal de ces me´thodes d’imagerie
compose´e, comme en atteste les travaux pionniers en la matie`re [Trahey et al., 1986] qui cherchaient
plutoˆt a` supprimer le speckle des images US, l’ame´lioration de la re´solution e´tant un effet secondaire.
Cette approche, plus commune´ment appele´e « despeckling », a connu un regain d’inte´reˆt dans les
anne´es 2000 apre`s avoir e´te´ e´tudie´e dans le cadre de l’imagerie compose´e fre´quentielle [Jespersen
et al., 1998], en comple´ment de la me´thode spatiale classique. Cette technique consiste a` filtrer
l’image RF brute selon plusieurs bandes spectrales et a` effectuer une somme ponde´re´e des images
en mode B correspondantes. De nombreux travaux ont ainsi exploite´ des se´quences d’images pour
l’e´lastographie [Tanter et al., 2002] (voir la section 1.2.6.2), ou` une le´ge`re variation dans la contrainte
de pression applique´e en surface via la sonde distingue une image d’une autre. Le mouvement induit
par cette contrainte, naturellement 3D, n’est corrige´ que pour sa composante planaire 2D et les images
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ainsi recale´es en post-traitement profitent d’une le´ge`re de´corre´lation du speckle pour le moyenner et
l’atte´nuer [Li et Wu, 2001; Li et Chen, 2002].
Il existe une multitude d’approches pour l’imagerie compose´e, suivant l’estimation du mouvement
mise en œuvre [Lin et al., 2005], et des travaux re´cents ont e´tudie´ le comportement de l’imagerie
compose´e au moment de la formation des lignes RF [Lee et al., 2012]. Comme l’ont souligne´ Li et
Chen [2002] qui utilisent a` leur avantage l’erreur commise au moment du recalage des images pour
re´duire le speckle, la difficulte´ majeure re´side dans l’estimation du mouvement complexe des tissus
mous en imagerie US. La quantification de l’ame´lioration peut alors devenir sujet a` interpre´tation
car ces algorithmes agissent sur plusieurs caracte´ristiques tre`s diffe´rentes de l’image (re´solution, mais
aussi contraste, distribution statistique, niveau de bruit, etc.), comme en atteste la figure 2.2. Cette
technique peut dans certains cas ame´liorer la re´solution des images US dans le sens ou` les de´limitations
de certains objets d’inte´reˆt sont mieux de´finies. La notion de re´solution pouvant eˆtre elle-meˆme
ambigue¨, la section 2.3.2 reviendra en de´tails sur ces conside´rations dans le cas des approches de
post-traitement. Il est cependant possible d’ame´liorer la re´solution et le contraste des images US, a`
partir d’une se´quence, en conservant leur nature (i.e., sans despeckling), en utilisant des algorithmes
d’estimation du mouvement adapte´s a` l’imagerie US, comme nous le verrons dans le chapitre 3.
2.2.2 Imagerie harmonique
L’imagerie harmonique des tissus a marque´ une e´volution notable, dans les anne´es 1990, en ma-
tie`re d’ame´lioration de la qualite´ des images US. Les premie`res observations de ce phe´nome`ne ont
e´te´ faites au moyen d’agents de contraste [Burns, 1996] et ont de´clenche´ une vague de travaux sur les
harmoniques acoustiques. Une onde sonore (vibratoire) peut en effet eˆtre de´compose´e en une somme
de composantes fre´quentielles, la fre´quence fondamentale (aussi appele´e « premier harmonique ») et
les harmoniques suivants, multiples entiers du fondamental. Les images US correspondant unique-
ment a` ces harmoniques, obtenues apre`s filtrage passe-haut pour e´carter le fondamental, pre´sentent
alors une capacite´ de diffe´rentiation des tissus et une re´solution spatiale accrues [Tranquart et al.,
1999].
En imagerie US, les harmoniques peuvent eˆtre ge´ne´re´s en exploitant le comportement non-line´aire
de la propagation des US, soit dans les tissus eux-meˆmes, soit en utilisant des agents de contraste.
Dans le cas des agents de contraste, les harmoniques proviennent des proprie´te´s non-line´aires de
microbulles d’air injecte´es dans le sang qui sont mises en re´sonance en re´fle´chissant les US [Burns,
1996]. En l’absence d’agent de contraste, ce sont les tissus qui ge´ne`rent les harmoniques au cours
de la propagation de l’onde, via le phe´nome`ne naturel de dispersion fre´quentielle du fondamental
[Tranquart et al., 1999]. Toutes les composantes spectrales de l’impulsion e´mise ne traversent pas
les tissus a` la meˆme vitesse (voir figure 2.3(a)), ce qui a pour effet de ge´ne´rer une quantite´ infini-
te´simale d’harmoniques [Law et al., 1985; Muir et Carstensen, 1980] (voir figure 2.3(b)). En de´pit
de leur puissance relativement faible compare´e a` celle du fondamental a` f0, l’effet cumulatif de ces
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harmoniques devient de plus en plus intense a` mesure que l’impulsion se propage dans les tissus
[Sehgal et al., 1986; Ward et al., 1997]. Ce comportement est donc en totale opposition avec celui du
fondamental dont l’intensite´ de´croˆıt de manie`re quasi-line´aire avec la profondeur (cf. section 1.2.2.6).
Malgre´ tout, la puissance des harmoniques reste infe´rieure a` celle du fondamental quelque soit la
profondeur conside´re´e.
(a) (b)
Figure 2.3 – (a) Distorsion de l’impulsion ultrasonore a` f0 lors de la propagation dans les tissus,
avec en pointille´s l’impulsion e´mise a` z = 0 cm et en trait plein la meˆme impulsion a` z = 10 cm. (b)
Spectres correspondants du signal rec¸u, avec la bande fondamentale (en pointille´s) et les harmoniques
ge´ne´re´s (en trait plein) par cette distorsion. D’apre`s [Tranquart et al., 1999].
En plus du SNR et du CNR (« contrast-to-noise ratio », e´quivalent du SNR pour le contraste, cf. sec-
tion 2.3.2), l’imagerie harmonique ame´liore les re´solutions axiale et late´rale des images US [Tranquart
et al., 1999]. Starritt et al. [1986] ont ainsi de´montre´ que l’imagerie harmonique s’accompagne d’un
re´tre´cissement de la largeur du faisceau US (ame´lioration de la re´solution late´rale, cf. section 1.2.4.3)
ainsi que d’une diminution de la longueur d’onde du signal harmonique par rapport au fondamental
(ame´lioration de la re´solution axiale, cf. section 1.2.4.3). La comparaison entre le mode classique (fon-
damental) et le mode harmonique pour l’imagerie du cerveau d’un fœtus de 32 semaines, en coupe
sagittale, est pre´sente´e sur la figure 2.4. Encore une fois, si l’ame´lioration de la re´solution spatiale
est clairement e´tablie en the´orie, elle se conjugue avec d’autres modifications de l’image comme par
exemple celles lie´es a` la de´limitation des contours des organes et au contraste. Tranquart et al. [1999]
font e´galement remarquer que l’imagerie harmonique ge´ne`re un gain en profondeur de pe´ne´tration
par rapport au mode fondamental. Enfin, si ce mode d’imagerie be´ne´ficie d’une sorte de focalisation
automatique (les harmoniques sont ge´ne´re´s au centre du faisceau, la` ou` la pression acoustique atteint
son amplitude maximale), il n’est cependant utilisable qu’avec des transducteurs a` tre`s large bande
passante, c’est-a`-dire pour des bandes passantes relatives (B% =
B
f
) supe´rieures a` 60%.
La pre´sence de cette composante harmonique peut e´galement eˆtre mise a` profit pour des techniques
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(a) (b)
Figure 2.4 – Exemple de re´sultat pour l’imagerie harmonique [Tranquart et al., 1999] du cerveau d’un
fœtus de 32 semaines en coupe sagittale, avec (a) le mode fondamental et (b) le mode harmonique.
de post-traitement, en utilisant l’information contenue dans le signal large bande, avant filtrage. Des
techniques de de´convolution homomorphique utilisant cette caracte´ristique harmonique du signal US
[Taxt et Jirik, 2004; Jirik et Taxt, 2006] seront aborde´es en de´tail dans la section 2.3.4.5 consacre´e
aux techniques de de´convolution.
2.2.3 Excitation code´e et compression d’impulsion
Les techniques d’excitation code´e (« coded excitation ») et de compression d’impulsion (« pulse
compression ») ont d’abord e´te´ de´veloppe´es en radar pour ame´liorer de manie`re significative la re´-
solution spatiale et l’e´cho SNR (eSNR) [Cook et Siebert, 1988], de´fini comme le SNR classique sur
l’intervalle de temps d’acquisition entre deux e´chos. Ces techniques agissent directement sur l’allure
du signal d’excitation du transducteur afin d’optimiser les performances de sa propagation dans un
milieu donne´. En radar, la motivation initiale de l’excitation code´e e´tait d’augmenter la porte´e sans
perte significative de re´solution en jouant sur le produit temps-bande passante [Oelze, 2007]. L’ana-
logie avec l’imagerie US est assez intuitive et les premiers travaux dans les anne´es 1990 [O’Donnell,
1992; Haider et al., 1998] proposaient de´ja` une ame´lioration de la re´solution sans perte de profondeur
de pe´ne´tration et sans augmentation de la pression acoustique, afin de limiter les risques pour le
patient [Zachary et al., 2001].
Un inconve´nient dans l’utilisation des techniques de compression d’impulsion est l’introduction de
lobes secondaires importants [O’Donnell, 1992; Chiao et Hao, 2005] pouvant atteindre un niveau
de −13 dB. Certains auteurs ayant estime´ le niveau maximal admissible de ces lobes secondaires a`
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−45 dB en imagerie US [Haider et al., 1998], de nombreuses me´thodes de filtrage et d’excitation code´e
[O’Donnell, 1992; Haider et al., 1998; Chiao et Hao, 2005; Liu et Insana, 2005] ont e´te´ propose´es en
imagerie US afin de re´duire leur niveau. De nouvelles approches viennent comple´ter re´gulie`rement
la litte´rature dans ce domaine, avec l’application de la compression d’impulsion pour l’imagerie US
classique [Oelze, 2007], l’imagerie US de contrainte [Liu et Insana, 2005] (e.g., l’e´lastographie) et
l’imagerie US quantitative [Kanzler et Oelze, 2008; Sanchez et al., 2009] (caracte´risation et parame´-
trisation de la densite´ spectrale de puissance re´trodiffuse´e). Nombre de ces techniques se re´fe`rent au
principe d’ame´lioration de la re´solution par compression (ou REC pour « resolution enhancement
compression ») et utilisent l’e´quivalence en convolution illustre´e sur la figure 2.5. Deux re´ponses im-
pulsionnelles de bandes passantes relatives diffe´rentes convolue´es par deux modulations en fre´quence
(ou chirps) diffe´rentes peuvent ainsi produire une onde e´quivalente. Cette approche permet ainsi de
controˆler la forme de l’onde e´mise et de conserver une profondeur d’exploration correcte tout en
e´largissant la bande passante a` l’e´mission [Oelze, 2007]. La figure 2.6 montre cette ame´lioration de
la pe´ne´tration de l’onde US dans le cas d’une image US du foie, a` fre´quence (et donc a` re´solution)
e´gale, dans les tissus situe´s en profondeur [Chiao et Hao, 2005].
(a)
(b)
(c)
(d)
(e)
Figure 2.5 – E´quivalence en convolution pour la compression d’impulsion, d’apre`s [Oelze, 2007]. Des
impulsions ayant une bande relative de (a) 48% et (b) 97% respectivement convolue´es par des chirps
(c) modifie´ et (d) line´aire produisent (e) une onde e´quivalente.
Cette ide´e d’e´largir la gamme de fre´quence du pulse e´mis a` l’aide d’un chirp permet donc d’une part
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de be´ne´ficier d’une certaine varie´te´ de re´ponses des tissus, qui se traduit par une image US au contenu
plus riche, et d’autre part d’ame´liorer en meˆme temps la profondeur de pe´ne´tration [Mamou et al.,
2008]. Clement [2007] a e´tendu cette approche au cas d’un transducteur multi-e´le´ments e´mettant
des signaux US de fre´quences ale´atoires (dans une gamme e´troite allant de 0.1 a` 1.25 MHz) sans
focalisation, atteignant une re´solution infe´rieure a` λ/10.
(a) (b)
Figure 2.6 – Exemple de re´sultat pour l’excitation code´e [Chiao et Hao, 2005] d’une image ultraso-
nore en mode B du foie, avec (a) l’image classique et (b) l’image obtenue par excitation code´e, dote´e
d’une meilleure pe´ne´tration dans les tissus en profondeur pour une re´solution e´quivalente.
2.2.4 Autres approches
Certains auteurs ont propose´ une ame´lioration du formateur de faisceau standard (cf. section
1.2.3.3) afin d’en optimiser certaines caracte´ristiques. Ces techniques de formation de faisceau adap-
tative (ABF, « adaptive beamforming »), d’abord de´veloppe´es en traitement d’antennes et en radar,
sont ge´ne´ralement effectue´es en post-traitement pour re´duire le niveau des lobes secondaires [Capon,
1969; Haykin, 2003]. Ces notions seront aborde´es en de´tail dans la section 2.3.4.4.
Ne´anmoins, Viola et al. [2008] puis Ellis et al. [2010] se sont inte´resse´s a` cette e´tape de reconstruction
des signaux RF en prenant en compte des informations acquises au pre´alable en pre´-traitement. Plus
pre´cise´ment, la re´gion d’inte´reˆt (ROI, « region of interest ») a` imager est divise´e en une collection
f de L × P (dimensions axiale et late´rale) cibles ponctuelles hypothe´tiques re´parties sur une grille
re´gulie`re, avec un pas en lien direct avec la qualite´ de l’image reconstruite mais aussi avec le couˆt
calculatoire du processus de reconstruction. Pour chacune de ces LP cibles, les auteurs de´terminent
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le signal rec¸u xi de taille T par chacun des N e´le´ments du transducteur de manie`re expe´rimentale
pour construire la matrice de mesure V ∈ RNT×LP et obtiennent le mode`le d’observation x = Vf ,
avec x la concate´nation verticale des N signaux rec¸us xi par le transducteur, de taille NT avec
NT ≤ LP . Leur algorithme, d’abord base´ sur des cibles ponctuelles (TONE : « time-domain opti-
mized near-field estimator » ) puis e´tendu au cas de sources diffuses (dTONE : « diffuse TONE »),
re´sout ce proble`me largement sous-de´termine´ par estimation du maximum a posteriori (MAP) fˆ et
sera de´taille´ dans la section 2.3.3.4. La re´solution ite´rative de ce proble`me utilise´e par les auteurs est
extreˆmement couˆteuse en termes calculatoires et c’est pourquoi l’essentiel des efforts a par la suite
e´te´ tourne´ vers l’ame´lioration du temps de calcul [Ellis, 2010] de cet algorithme. D’autres travaux en
US se sont inte´resse´s a` des approches ABF, comme ceux de Lediju et al. [2011] pour l’exploitation de
la corre´lation spatiale locale (algorithme SLSC, « short lag spatial coherence ») et ceux de Wagner
et al. [2012] pour l’acquisition compresse´e via l’algorithme Xampling [Mishali et al., 2011].
Une dernie`re approche doit eˆtre souligne´e et concerne les travaux de Clement [Clement et al., 2005;
Clement, 2009] en matie`re de reconstruction d’images US haute re´solution par re´tro-projection, a` ne
pas confondre avec les me´thodes de re´tro-projections ite´ratives de´taille´es dans la section 2.3.4.2.
L’ide´e ici est d’acque´rir l’image US en champ lointain, hors du plan focal du transducteur, et de
be´ne´ficier des caracte´ristiques de cette zone avant de projeter l’image dans le plan focal en utilisant
les e´quations de propagation et la PSF (suppose´e ici parfaitement connue). Le principe physique sous-
jacent de cette approche est que les objets de dimensions infe´rieures a` la longueur d’onde ge´ne`rent
des hautes fre´quences et que ces dernie`res affectent le contenu basse fre´quence du reste du signal rec¸u.
Une estimation initiale de l’objet image´ est d’abord faite en fonction des perturbations induites dans
le domaine spectral, fort de la connaissance de la « vraie » PSF dans des cas expe´rimentaux bien
particuliers (e.g., dans une cuve remplie d’eau). Cette premie`re estimation est alors convolue´e par la
PSF afin de cre´er une image candidate qui sera compare´e avec un grand nombre d’autres candidats
obtenus de la meˆme manie`re. L’image dont le spectre correspond le mieux a` celui de l’image observe´e
est alors retenue. Soulignons ici que la notion de re´tro-projection est double puisqu’elle intervient a` la
fois pour ramener l’image obtenue en champ lointain dans le plan focal et pour projeter les candidats
de re´solution supe´rieure dans l’espace des observations. Cette ide´e sera reprise dans un cadre diffe´rent
de post-traitement (cf. section 2.3.4) pour l’ame´lioration de la re´solution.
2.2.5 Conclusion sur les techniques de pre´-traitement
La re´solution d’un syste`me d’imagerie donne´ peut eˆtre ame´liore´e de manie`re significative en
agissant sur le dispositif et les conditions d’acquisition des images. Dans le cas des images US, de
nombreuses avance´es technologiques ont permis d’acce´der a` une qualite´ d’image supe´rieure, que ce
soit via l’utilisation de transducteurs adapte´s ou par la parame´trisation de l’onde a` l’e´mission. Les
autres techniques utilisent les caracte´ristiques de la propagation du signal US dans les tissus pour
mieux corriger toutes les limitations aborde´es dans la section 1.2.4.
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Si ces approches de pre´-traitement be´ne´ficient d’avantages manifestes, certaines d’entre elles sont
aujourd’hui confronte´es a` des limitations technologiques difficiles a` surpasser. La majorite´ de ces
approches sont en outre extreˆmement de´pendantes du dispositif d’acquisition et ne sont pas (ou
difficilement) transposables d’un e´chographe a` un autre, d’une mode d’imagerie a` un autre. Enfin,
l’utilisation de mate´riel tre`s spe´cifique, par exemple pour l’imagerie de contraste ou pour les trans-
ducteurs a` tre`s haute fre´quence, tend a` relativiser les avantages premiers de l’imagerie US ayant trait
a` son couˆt, sa facilite´ d’utilisation et son innocuite´.
Ainsi, plutoˆt que de chercher a` ame´liorer la re´solution des images US en amont de leur acquisition,
il peut s’ave´rer inte´ressant de conside´rer des techniques de post-traitement afin de conserver les
dispositifs expe´rimentaux standards et les avantages affe´rents. Les conditions d’acquisition des images
doivent bien suˆr eˆtre prises en compte pour ces approches qui essaient en quelque sorte de substituer
a` un couˆt instrumental une autre forme de contrainte, d’ordre calculatoire. La section qui suit traite
de ces techniques, dans le cas ge´ne´ral mais sans perdre de vue le cas de l’imagerie US, selon les
donne´es disponibles et les informations que l’on peut obtenir a priori sur l’image the´orique que l’on
voudrait retrouver. Les objectifs demeurent les meˆmes : ame´liorer la re´solution sans de´grader (voire
en ame´liorant e´galement) les autres facteurs qui caracte´risent la qualite´ d’une image.
2.3 Techniques de post-traitement
A` la diffe´rence des approches base´es sur l’ame´lioration du mate´riel et/ou de la me´thode d’acqui-
sition des images, les techniques de post-traitement prennent en compte toutes ces caracte´ristiques
pour restaurer l’image en aval. Avant de de´tailler ces me´thodes pour l’ame´lioration de la re´solution
selon que l’on dispose d’une se´quence d’images (section 2.3.3) ou d’une seule d’entre elles (section
2.3.4), on passe en revue l’ensemble des crite`res qui seront utilise´s dans ce manuscrit pour quantifier
l’ame´lioration de la qualite´ des images.
2.3.1 Pre´liminaires
On adoptera dans la suite la notation lexicographique des images, qui fait correspondre a` chaque
matrice X un vecteur x correspondant a` la concate´nation des colonnes de X. Par exemple, si l’on
note
X =

x1,1 x1,2 . . . x1,n2
...
...
...
xn1,1 xn1,2 . . . xn1,n2
 = [x1 x2 . . . xn2 ] ∈ Rn1×n2 , (2.1)
la notation lexicographique correspondante est alors, avec n = n1 × n2,
x =
[
xT1 x
T
2 . . . x
T
n1
]T ∈ Rn. (2.2)
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Cette ope´ration de vectorisation (concate´nation verticale) sera note´e vect ( · ) dans la suite du docu-
ment, de telle sorte que
x
def
= vect ([x1 x2 . . . xn2 ]) = vect (X) . (2.3)
Sauf mention contraire, les notations x ∈ Rn et y ∈ Rm seront respectivement consacre´es aux images
HR (donne´es a` restaurer) et LR (observations), avec n ≥ m. Sans perte de ge´ne´ralite´ et par souci
de simplicite´, on conside`rera que n est un multiple de m et que le facteur de sous-e´chantillonnage
(parfois appele´e « facteur de super-re´solution ») est le meˆme dans les deux directions de l’image, i.e.,
sr,1 = sr,2 = sr :
n = n1 × n2 = m1 sr,1 ×m2 sr,2 = ms2r (2.4)
avec m = m1 ×m2. Un e´le´ment de x sera alors note´ xi pour i = 1, 2, . . . , n tandis que ceux de X
seront de´note´s xi,j pour i = 1, 2, . . . , n1 et j = 1, 2, . . . , n2. On distinguera e´galement ces indexations
matricielles des ite´rations internes d’un algorithme quelconque en notant, par exemple, la ke`me
ite´ration en exposant, entre parenthe`ses, i.e. xˆ(k).
2.3.2 Crite`res de performance classiques en restauration d’images
Si la quantification de la re´solution est relativement simple dans le cas de la se´paration de deux
sources ponctuelles (cf. section 1.2.4.3), elle peut s’ave´rer moins simple dans le cas de donne´es plus
complexes, synthe´tiques ou re´elles, et doit s’accompagner d’autres crite`res. Ces e´valuations quan-
titatives sont regroupe´es ci-dessous et sont classe´es selon deux familles : les crite`res ne´cessitant la
connaissance de l’image the´orique a` restaurer (principalement pour des donne´es synthe´tiques ou pour
des de´gradations connues) et les autres (pour les images in vivo par exemple).
2.3.2.1 Crite`res ne´cessitant la connaissance de l’image the´orique a` restaurer
MSE et assimile´s
L’erreur quadratique moyenne (MSE pour « mean squared error ») quantifie la diffe´rence point a`
point entre deux images x,x′ ∈ Rn (l’image HR the´orique et l’image HR restaure´e par exemple) et
tend vers 0 a` mesure que l’image restaure´e se rapproche de l’image the´orique. Elle s’exprime de la
fac¸on suivante :
MSE
(
x,x′
)
=
1
n
n∑
i=1
(xi − x′i)2. (2.5)
On trouve e´galement des variantes comme la RMSE (« root MSE », parfois appele´e RMSD pour
« root mean squared deviation »)
RMSE
(
x,x′
)
=
√
MSE (x,x′) (2.6)
ou encore la NRMSE (« normalized RMSE »)
NRMSE
(
x,x′
)
=
RMSE (x,x′)
d(x)
, (2.7)
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ou` d(x) = xmax−xmin repre´sente la dynamique de l’image de re´fe´rence, avec xmax et xmin les valeurs
maximale et minimale respectivement.
PSNR
Le peak signal-to-noise ratio 1, note´ PSNR, est une autre mesure de ressemblance point a` point entre
deux images mais qui, a` la diffe´rence d’un crite`re de type MSE, croˆıt avec la qualite´ de la restauration.
Exprime´ en de´cibels, il se calcule de la manie`re suivante :
PSNR
(
x,x′
)
= 10 log10
d(x)2
MSE (x,x′)
. (2.8)
Dans le cas d’images optiques traite´es en simulation, des valeurs caracte´ristiques d’une bonne res-
tauration s’e´chelonnent tre`s souvent entre 30 et 40 dB [Wang et al., 2004].
ISNR
Un dernier crite`re permet de mesurer la ressemblance point a` point en faisant intervenir a` la fois
l’image HR the´orique x, l’image HR restaure´e x′ et l’image observe´e y : c’est l’ame´lioration du SNR
(ISNR pour « improvement in SNR »). De´fini en de´cibels comme
ISNR
(
x,x′,y
)
= 10 log10
MSE (x,y)
MSE (x,x′)
, (2.9)
il ne peut eˆtre utilise´ que dans le cas m = n (pas de sous-e´chantillonnage) ou` le terme MSE (x,y) est
de´fini.
SSIM
Introduit en 2004 par Wang et al. [2004] suite aux travaux sur un autre crite`re de´nomme´ UQI
(« universal quality index ») de Wang et Bovik [2002], puis interpre´te´ en termes mathe´matiques
par Brunet et al. [2012], l’indice de similarite´ de structure (SSIM, « structural similarity index »)
abordait de´ja` la proble´matique de la pertinence des crite`res d’e´valuation usuels. En partant du
constat qu’une meˆme valeur de MSE (ou de PSNR, de manie`re e´quivalente) peut eˆtre interpre´te´e
visuellement de manie`res radicalement diffe´rentes (voir la figure 2.7), les auteurs ont mis au point
un crite`re quantitatif se rapprochant d’une e´valuation qualitative de l’œil humain, dans le cas d’une
image optique. Ce crite`re fait intervenir une comparaison de la luminance l(x,y), du contraste c(x,y)
et de la structure s(x,y) entre deux images x et y selon les expressions suivantes [Wang et al., 2004] :
l(x,y) =
2µxµy + C1
µ2x + µ
2
y + C1
(luminance), (2.10a)
c(x,y) =
2σxσy + C2
σ2x + σ
2
y + C2
(contraste), (2.10b)
1. Il n’existe pas de traduction franc¸aise pour ce crite`re.
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s(x,y) =
σxy + C3
σxσy + C3
(structure). (2.10c)
µx, µy, σx et σy repre´sentent respectivement les moyennes et les variances des images a` comparer, et
σxy leur covariance. C1, C2 et C3 sont des constantes strictement positives qui assurent la stabilite´
du crite`re avec, en notant L la dynamique de l’image,
∀i ∈ {1, 2, 3} , Ci = (KiL)2 et Ki  1. (2.11)
Le SSIM se de´finit alors comme
SSIM (x,y) = [l(x,y)]α . [c(x,y)]β . [s(x,y)]γ , (2.12)
avec α, β, γ ∈ R∗+ des parame`tres controˆlant l’importance relative de chacune des trois composantes
du SSIM. Ce crite`re respecte les trois conditions souhaite´es dans [Wang et al., 2004] :
1. Crite`re syme´trique : SSIM (x,y) = SSIM (y,x).
2. Crite`re borne´ : SSIM (x,y) ≤ 1.
3. Crite`re admettant un unique maximum : SSIM (x,y) = 1 si et seulement si x = y.
Les auteurs proposent enfin une formulation plus simple adapte´e aux cas les plus ge´ne´raux en choi-
sissant α = β = γ = 1 et C3 = C2/2 :
SSIM (x,y) =
(2µxµy + C1)(2σxy + C2)
(µ2x + µ
2
y + C1)(σ
2
x + σ
2
y + C2)
. (2.13)
Ce crite`re est utilise´ sur la figure 2.7 pour distinguer certaines de´gradations mineures (ajustement de
contraste et changement de moyenne) de de´gradations plus pre´judiciables (compression, flou, bruit)
et illustre ainsi l’inte´reˆt de crite`res tels que le SSIM.
Le crite`re SSIM posse`de d’autres proprie´te´s et subtilite´s de´taille´es dans [Wang et al., 2004; Brunet
et al., 2012] mais qui sortent du cadre de ce travail de the`se, le SSIM e´tant avant tout destine´ a`
l’e´valuation des images optiques. Il apporte ne´anmoins des informations inte´ressantes sur la notion
quelque peu ambigue¨ de « crite`re quantitatif » et ame`ne des questionnements que l’on retrouve dans
tous les domaines lie´s a` l’imagerie nume´rique.
2.3.2.2 Crite`res ne ne´cessitant pas d’information sur l’image a` restaurer
FWHM
La largeur a` mi-hauteur (FWHM) de´finie dans la section 1.2.4.3 reste un crite`re pertinent dans des
cas tre`s simples ou` seuls deux diffuseurs sont conside´re´s. S’il peut renseigner sur l’efficacite´ d’une
me´thode donne´e a` re´soudre deux sources proches, il n’est en aucun cas un gage de qualite´ dans le cas
ge´ne´ral. En effet, a` titre d’exemple, la position et l’amplitude des diffuseurs restaure´s n’ont aucune
influence sur ce crite`re. Enfin, soulignons qu’un mode`le pour l’imagerie optique ou` les deux diffuseurs
a` re´soudre n’ont pas la meˆme amplitude a e´te´ propose´ par Shahram et Milanfar [2006].
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(a) Image originale (b) SSIM = 0.9168 (c) SSIM = 0.9900
(d) SSIM = 0.6949 (e) SSIM = 0.7052 (f) SSIM = 0.7748
Figure 2.7 – Inte´reˆt de crite`res tels que le SSIM [Wang et al., 2004] pour distinguer certaines
de´gradations mineures (comme (b) un ajustement de contraste et (c) un changement de moyenne)
de de´gradations plus pre´judiciables (comme (d) une compression, (e) un floutage et (f) un bruitage).
Toutes les images ont une MSE de 210 avec l’image originale (a).
CNR
Le contrast-to-noise ratio (CNR, litte´ralement « rapport contraste a` bruit ») est un crite`re fre´quem-
ment utilise´ en US (voir Lyshchik et al. [2005] et les re´fe´rences a` l’inte´rieur) permettant de mesurer
le gain en re´solution de contraste d’une me´thode donne´e. Le contraste est une grandeur essentielle en
imagerie US et l’ame´lioration de la re´solution spatiale ne doit pas se faire a` ses de´pends. Commune´-
ment utilise´ en traitement d’images US [Basarab et al., 2008; Filoux et al., 2010, 2011] et notamment
en e´lastographie, il permet de quantifier pour une image quelconque x la qualite´ de son contraste via
la formule 2
CNR (x) =
|µin − µout|√
σ2in + σ
2
out
(2.14)
2. Certains auteurs utilisent une formule similaire faisant intervenir l’e´cart type plutoˆt que la variance : CNR (x) =
|µin − µout|/|σin + σout|.
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ou` µin et µout repre´sentent les moyennes a` l’inte´rieur et a` l’exte´rieur d’une zone d’inte´reˆt, et σ
2
in
et σ2out les variances correspondantes. Pour que cette valeur de CNR soit re´ellement repre´sentative,
les deux zones pour le calcul de ses parame`tres doivent eˆtre de meˆmes dimensions et situe´es a` des
profondeurs e´quivalentes en imagerie US, comme illustre´ sur la figure 2.8.
Figure 2.8 – Me´thode de calcul du CNR dans le cas d’une inclusion hypoe´choge`ne. Les parame`tres
µin et σ
2
in doivent eˆtre estime´s dans la zone bleue (a` l’inte´rieur de l’inclusion) alors que µout et σ
2
out
doivent l’eˆtre dans la zone rouge (a` l’exte´rieur et a` la meˆme profondeur que la zone interne).
RG
Le gain en re´solution (RG, « resolution gain ») est un crite`re mesurant le pouvoir de de´convolution
(capacite´ a` corriger les effets induits par la PSF du syste`me, voir section 2.3.4.5) en imagerie US,
qui fut introduit pour la premie`re fois et de manie`re indirecte par [Jensen et al., 1993]. Les auteurs
comparaient alors la largeur a` −3 dB (ou largeur a` mi-hauteur) de l’autocorre´lation 1D des signaux
RF avant et apre`s traitement, et caracte´risaient les performances de leur algorithme par le rapport
de ces deux largeurs. Cette notion fut ensuite e´tendue au cas 2D [Taxt, 1995] et fait souvent l’objet
de crite`re de re´fe´rence dans les travaux re´cents lie´s a` la de´convolution d’images US [Yeoh et Zhang,
2006; Michailovich et Tannenbaum, 2007; Yu et al., 2012a]. Dans le cas ge´ne´ral, il permet de comparer
deux images x,y ∈ Rn (m = n) et s’e´crit
RG (x,y) =
FWHM (Ry)
FWHM (Rx)
(2.15)
ou` Ry et Rx repre´sentent respectivement l’autocorre´lation 2D des images avant et apre`s de´convolu-
tion, et FWHM ( · ) la largeur a` mi-hauteur elle aussi en 2D. Ce crite`re sera e´tendu dans le chapitre 4
au cas ge´ne´ral m 6= n en le normalisant par rapport a` la taille de l’image. La figure 2.9 donne un
aperc¸u du comportement de ce crite`re dans le cas simple de deux diffuseurs, convolue´s par une PSF
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gaussienne et restaure´e par la me´thode de de´convolution qui sera de´veloppe´e dans le chapitre 4. On
voit clairement que la largeur de l’autocorre´lation 2D de l’image initiale est augmente´e par la convo-
lution avec la PSF, puis re´duite graˆce a` la me´thode de de´convolution utilise´e.
(a) (b) (c)
(d) (e) (f)
Figure 2.9 – Comportement du crite`re RG dans le cas simple de deux diffuseurs convolue´s par une
PSF gaussienne. La figure montre les images (a) the´orique, (b) observe´es et (c) restaure´e ainsi que
les autocorre´lations correspondantes (d-f). Le gain en re´solution entre (b) et (c) vaut ici 23.
Les motivations originales des auteurs reposaient sur le fait que la PSF introduit une corre´lation spa-
tiale entre les pixels voisins des images US. Il semble donc naturel de conside´rer que si une me´thode
de de´convolution fonctionne correctement, elle est cense´e re´duire cette corre´lation spatiale et de ce
fait diminuer la largeur du lobe principal de la fonction d’autocorre´lation que la PSF a augmente´e.
Cela e´tant dit, ce crite`re souffre de certaines limitations qui me´ritent d’eˆtre souligne´es. De par la
fac¸on dont il se calcule, de nombreuses ame´liorations de l’image sont en effet interpre´te´es comme des
de´gradations du point de vue du RG. La largeur de l’autocorre´lation d’un signal e´tant minimale pour
un signal de type bruit blanc, le RG atteint son maximum si l’on compare une image quelconque
avec ce bruit blanc. De manie`re e´quivalente, tout processus de de´bruitage sera interpre´te´ de manie`re
de´favorable par le RG. La notion de « gain en re´solution » sous-entendue par l’appellation de ce
crite`re doit donc, dans une certaine mesure, eˆtre relativise´e.
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2.3.3 Approches base´es sur une se´quence d’image
Les techniques dites de super-re´solution (SR) ont pour but de construire une image HR a` partir
d’une se´quence d’images LR observe´es, afin de retrouver les de´tails haute fre´quence et de pallier les
de´gradations lie´es au processus d’acquisition. L’ide´e de base derrie`re cette reconstruction SR tient
a` la quantification et a` la combinaison des informations non-redondantes contenues dans les images
LR, et plus pre´cise´ment dans l’e´ventuel de´placement subpixellique entre chacune d’entre elles. L’ide´e
d’exploiter une se´quence d’images plutoˆt qu’une image unique peut paraˆıtre artificielle dans le cadre
ge´ne´ral, mais trouve tout son sens dans des domaines comme la vide´o ou l’imagerie US, cette dernie`re
be´ne´ficiant d’une re´solution temporelle importante sans comparaison en imagerie me´dicale.
La reconstruction d’images HR par des techniques de SR a e´te´ un domaine de recherche e´minem-
ment actif depuis 1984 et les travaux pionniers de Tsai et Huang [1984] qui avaient re´ussi a` de´passer
les limitations des me´thodes d’interpolation classiques (voir la section 2.3.4.2). La litte´rature a` ce su-
jet n’a cesse´ de s’enrichir depuis une vingtaine d’anne´es et les travaux de synthe`se sont re´gulie`rement
propose´s [Borman et Stevenson, 1998; Chaudhuri, 2001; Park et al., 2003; Milanfar, 2010], de´taillant
les approches formule´es dans le domaine spatial ou fre´quentiel, du point de vue du traitement du
signal comme de l’apprentissage automatique. Les premiers travaux se sont majoritairement focalise´s
sur la the´orie originale [Tsai et Huang, 1984] e´tablie dans le domaine fre´quentiel qui ne conside´rait
que des mouvements de translation rigide entre les diffe´rentes images de la se´quence. Ces travaux
ont explore´ les proprie´te´s de la transforme´e de Fourier (FT pour « Fourier transform ») en lien avec
la translation spatiale des images et le phe´nome`ne de repliement cause´ par le sous-e´chantillonnage
des observations (cf. section 2.3.3.2). Ces approches fre´quentielles ont cependant atteint leurs limites
tre`s rapidement, e´tant donne´e la restriction impose´e par le mode`le d’observation sur la nature du
mouvement qui ne permet pas son utilisation dans la majorite´ des cas re´els plus complexes. Les
techniques poste´rieures se sont alors successivement tourne´es vers des approches formule´es dans le
domaine spatial (section 2.3.3.3), du point de vue statistique (section 2.3.3.4) ou de´terministe (section
2.3.3.5).
2.3.3.1 Mode`le de formation des images
Quelque soit la modalite´ d’imagerie conside´re´e, l’image enregistre´e par le capteur n’est pas par-
faite car elle a subi des de´gradations lie´es au dispositif d’acquisition (voir la section 1.2.4 pour le
cas de l’imagerie US). La mode´lisation de ces de´gradations de´pend donc de l’application et des ca-
racte´ristiques de la me´thode de restauration. La formulation ge´ne´rale tient compte de l’information
disponible sur le mouvement M, de la re´ponse impulsionnelle spatiale (flou ou PSF) du syste`me H,
du phe´nome`ne de sous-e´chantillonnage S d’un facteur sr dans chaque direction ne respectant pas ne´-
cessairement la condition de Nyquist-Shannon, caracte´ristique des techniques de reconstruction par
SR. Ce mode`le fut introduit par Elad et Feuer [1997] puis repris [Nguyen et al., 2001b; Park et al.,
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2003] et se note
∀k ∈ {1, 2, . . . ,K} , yk = SkHkMkx + nk (2.16)
ou` Sk ∈ Rm×n, Hk ∈ Rn×n et Mk ∈ Rn×n correspondent aux matrices de´finies pre´ce´demment pour
la formation de l’image LR yk ∈ Rm. x ∈ Rn repre´sente l’image HR correctement e´chantillonne´e que
l’on souhaite restaurer et nk ∈ Rm le bruit additif. La figure 2.10 repre´sente cette mode´lisation sous
la forme d’un sche´ma synoptique. Les matrices caracte´ristiques de ce mode`le d’observation seront
explicite´es et plus amplement commente´es dans les chapitres 3 (M) et 4 (S et H).
Figure 2.10 – Sche´ma synoptique du mode`le de formation d’une se´quence d’images.
Les K e´quations line´aires forme´es par (2.16) peuvent eˆtre re´arrange´es en un syste`me line´aire plus
explicite 
y1
y2
...
yK
 =

S1H1M1
S2H2M2
...
SKHKMK
x +

n1
n2
...
nK
 (2.17)
ou encore, de manie`re e´quivalente, sous la forme compacte
y = Φx + n (2.18)
ou` y ∈ RKm, Φ ∈ RKm×n et n ∈ RKm repre´sentent de manie`re respective les donne´es lexicogra-
phiques lie´es a` yk, SkHkMk et nk, pour k = 1, 2, . . . ,K. Ce formalisme sera repris dans le cas
particulier de l’ame´lioration de la re´solution d’une image unique (cf. section 2.3.4), avec M = In.
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A` cause de sa nature sous-de´termine´e (la matrice Φ est tre`s mal conditionne´e), le syste`me (2.18)
est mal pose´ au sens de Hadamard, qui de´finissait la notion de « proble`me bien pose´ » [Hadamard,
1902] comme un proble`me respectant les trois proprie´te´s suivantes :
1. Une solution existe.
2. La solution est unique.
3. La solution de´pend de fac¸on continue des donne´es dans le cadre d’une topologie raisonnable.
La matrice Φ peut en outre eˆtre mal connue voire inconnue dans le cas d’images re´elles et doit parfois
eˆtre estime´e a` partir des donne´es LR observe´es, rendant le proble`me encore moins bien conditionne´.
Certaines informations a priori sur l’image a` restaurer ou sur les conditions d’acquisition de l’image
doivent dans ce cas eˆtre prises en compte et seront de´taille´es dans le cas de l’imagerie US dans le
chapitre 4. Dans la suite de cette section, on conside`rera que le processus de sous-e´chantillonnage et
la PSF sont identiques pour l’ensemble des images qui composent la se´quence :
∀k ∈ {1, 2, . . . ,K} , Sk = S et Hk = H. (2.19)
Cette formulation ge´ne´rique englobe de nombreux mode`les d’observation moins complets qui seront
de´taille´s dans la suite, comme ceux utilise´s par la me´thode fre´quentielle [Tsai et Huang, 1984], la
me´thode de projection sur des ensembles convexes [Stark et Oskoui, 1989] et ses ame´liorations [Eren
et al., 1997; Patti et Altunbasak, 2001] ou encore pour le traitement vide´o [Patti et al., 1997].
2.3.3.2 Approche fre´quentielle
Les travaux pionniers en matie`re de super-re´solution remontent a` l’approche fre´quentielle propose´e
par Tsai et Huang [1984], dans laquelle les auteurs ont e´tabli pour la premie`re fois un syste`me
d’e´quations de´crivant la relation entre les images LR et une image de re´solution supe´rieure. Cette
approche utilise de manie`re explicite le mouvement de translation relatif entre les images LR et le
recouvrement de spectre pre´sent dans ces images via le sous-e´chantillonnage de l’image HR. La PSF
du syste`me n’est pas prise en compte ici et les seuls mouvements autorise´s entre images LR sont des
translations rigides. Cette approche repose sur les trois principes suivants :
1. Une translation dans le domaine spatial se traduit par la multiplication avec une exponentielle
complexe dans le domaine de Fourier.
2. Il existe une relation dite « de recouvrement » entre un e´chantillonnage correct de la transforme´e
de Fourier continue (CFT, « continuous Fourier transform ») de l’image HR et la transforme´e
de Fourier discre`te (DFT, « discrete Fourier transform ») des images LR.
3. L’image HR est a` bande limite´e.
L’utilisation de ces trois principes pour la restauration the´orique d’un signal HR 1D a` partir d’un
signal LR avec un recouvrement de spectre est pre´sente´e de manie`re sche´matique sur la figure 2.11.
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Figure 2.11 – Illustration sche´matique de la relation de recouvrement, d’apre`s [Park et al., 2003].
On peut retrouver les coefficients de la DFT de l’image HR (bas) a` partir de ceux de l’image LR
(haut).
Remarque importante. Il est important de noter que la proprie´te´ requise par la me´thode de re-
construction de Tsai et Huang [1984] (les images LR doivent avoir e´te´ mal e´chantillonne´es et donnent
donc lieu au phe´nome`ne de recouvrement de spectre) est en fait e´quivalente a` celle qui sera formule´e
par la suite (e.g., [Vandewalle et al., 2006]) et qui porte sur la pre´cision subpixellique requise dans
l’estimation du mouvement entre les images LR. En effet, si les images LR e´taient correctement
e´chantillonne´es, elles contiendraient toutes les meˆmes informations que l’image HR (aux effets ale´a-
toires de bruit pre`s) et aucune information additionnelle ne pourrait eˆtre extraite d’une se´quence
d’image. Cette notion sera de´veloppe´e plus amplement dans la section 2.3.3.3.
Si l’on note x(t1, t2) l’image HR de´crite dans le domaine continu avec t1 et t2 indexant les deux
directions spatiales, les K images ge´ne´re´es suite a` un mouvement de translation rigide peuvent s’e´crire
∀k ∈ {1, 2, . . . ,K} , xk(t1, t2) = x(t1 + ∆k1 , t2 + ∆k2) (2.20)
ou` ∆k1 et ∆k2 repre´sentent les translations arbitraires mais connues selon les deux directions. Les co-
efficients de la CFT de l’image originale et des images translate´es sont respectivement note´s x˜(u1, u2)
et x˜k(u1, u2), avec u1 et u2 indexant les deux dimensions du domaine fre´quentiel. En utilisant la
proprie´te´ relative aux translations de la FT, on a
x˜k(u1, u2) = x˜(u1, u2)× ej2pi(∆k1u1+∆k2u2). (2.21)
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Ces K images sont ensuite e´chantillonne´es avec les pe´riodes d’e´chantillonnage T1 et T2 pour obtenir
les images (discre`tes) LR observe´es yk[p1, p2] ∈ Rm (m = m1 ×m2) :
∀p1 ∈ {0, 1, . . . ,m1 − 1} , ∀p2 ∈ {0, 1, . . . ,m2 − 1} , yk[p1, p2] = xk(n1T1 + ∆k1 , n2T2 + ∆k2).
(2.22)
En utilisant l’hypothe`se de bande limite´e sur l’image HR
∀|u1| ≥ m1pi
T1
, ∀|u2| ≥ m2pi
T2
, |x˜(u1, u2)| = 0, (2.23)
les coefficients de la DFT de la se´quence LR, note´s y˜k[r1, r2], peuvent eˆtre relie´s a` ceux de la CFT
de la se´quence HR selon la relation de recouvrement [Tsai et Huang, 1984; Tekalp, 1995] suivante :
y˜k[r1, r2] =
1
T1T2
m1−1∑
p1=0
m2−1∑
p2=0
x˜k
(
2pi
T1
(
r1
N1
− p1
)
,
2pi
T2
(
r2
N2
− p2
))
. (2.24)
En combinant les e´quations (2.21) et (2.24), on obtient le syste`me matriciel en notations lexicogra-
phiques
y˜ = Ψx˜ (2.25)
ou` y˜ ∈ CK est un vecteur dont l’e´le´ment k correspond au coefficient DFT y˜k[r1, r2] et x˜ ∈ Cm
contient les e´chantillons de la CFT de x(t1, t2). Ψ ∈ CK×m est une matrice qui relie la DFT des
images LR observe´es a` l’e´chantillonnage de la CFT de l’image HR et qui est entie`rement de´termine´e
dans le cas d’un mouvement parfaitement connu [Tsai et Huang, 1984].
L’ide´e propose´e par les auteurs consiste donc a` de´terminer les e´le´ments de Ψ en fonction du mou-
vement entre les images LR (mouvement connu ou a` estimer avec une pre´cision subpixellique) et a`
re´soudre le syste`me (2.25) pour obtenir x˜, et ainsi retrouver l’image HR de´sire´e en lui appliquant une
DFT inverse.
Tsai et Huang [1984] proposaient de re´soudre (2.25) en de´composant la matrice Ψ comme le
produit d’une matrice diagonale avec une matrice de Vandermonde aux proprie´te´s d’inversion in-
te´ressantes. Aujourd’hui, cette me´thode apparaˆıt cependant fortement limite´e par les contraintes
impose´e sur la nature des images LR. D’une part, le seul mouvement relatif admis est une transla-
tion rigide. D’autre part, les images LR sont suppose´es sans bruit ou flou et doivent eˆtre en nombre
conse´quent, ce dernier de´terminant le nombre de coefficients de y˜ dans (2.25) et donc la qualite´ de la
restauration de x. Cette approche a donc e´te´ par la suite e´tendue au cas d’images LR floues et brui-
te´es par Kim et al. [1990] dans le cadre d’une formulation de type moindres carre´s ponde´re´s (WLS,
« weighted least squares »). Le cas de flous diffe´rents pour les images LR a ensuite e´te´ traite´ [Kim et
Su, 1993] graˆce a` la me´thode de re´gularisation de Tikhonov [Tikhonov, 1995] (voir la section 2.3.3.4).
Bose et al. [1993] ont ensuite propose´ une formulation de type moindres carre´s re´cursifs totaux pour
atte´nuer l’influence des erreurs d’estimation du mouvement contenues dans Ψ. Dans [Yu-Su et Kim,
1994], un mode`le local de mouvement est e´tabli en divisant l’image en blocs se chevauchant et en
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estimant le mouvement sur chacun de ces blocs. Tom et Katsaggelos [1995] ont propose´ une estima-
tion simultane´e du mouvement et de l’image restaure´e en utilisant un algorithme d’espe´rance et de
maximisation (EM, « expectation-maximization »). Enfin, une approche utilisant la transforme´e en
cosinus discre`te (DCT, « discrete cosine transform ») a` la place de la DFT [Rhee et Kang, 1999] a
permis de re´duire le couˆt calculatoire de cette me´thode.
Cette approche fre´quentielle pour la reconstruction d’une image HR a pour principal avantage sa
simplicite´ de mode´lisation et son couˆt calculatoire relativement faible. La relation entre les images
LR et l’image HR est e´tablie de manie`re explicite dans le domaine fre´quentiel et la re´solution du
proble`me est facilement paralle´lisable. Cela e´tant dit, cette approche souffre avant tout de tre`s grandes
restrictions quant a` la nature des de´gradations observables et a` l’incorporation d’information a priori
en vue d’une e´ventuelle re´gularisation du proble`me ge´ne´ral mal pose´. Pour toutes ces raisons, les
me´thodes de reconstruction d’image par SR se sont ensuite tre`s majoritairement tourne´es vers des
approches formule´es dans le domaine spatial.
2.3.3.3 Restauration par interpolation non-uniforme
Les approches de reconstruction SR se sont rapidement tourne´es vers une formulation dans le
domaine spatial [Borman et Stevenson, 1998; Baker et Kanade, 2002; Park et al., 2003; Farsiu et al.,
2004a] afin de pallier les limitations inhe´rentes aux approches fre´quentielles. Beaucoup de ces tech-
niques ont e´te´ de´veloppe´es a` partir d’une me´thodologie pre´alablement e´tablie dans le cas de la restau-
ration d’une image unique, avec le meˆme syste`me d’e´quations (2.18), comme par exemple les me´thodes
du maximum de vraisemblance (ML, « maximum likelihood ») et du maximum a posteriori (MAP)
qui seront aborde´es dans la section 2.3.3.4.
La restauration par interpolation non-uniforme est une approche non-ite´rative directe base´e sur
une formulation simple dans le domaine spatial. Plutoˆt que d’interpoler directement une image LR
sur une grille de re´solution supe´rieure (cf. section 2.3.4.2), cette me´thode utilise les informations
non-redondantes contenues dans les images LR pour une interpolation plus proche de l’image HR
souhaite´e. En faisant l’hypothe`se d’une PSF qui ne varie pas dans l’espace et identique pour les K
images de la se´quence LR, note´e H, les ope´rateurs de convolution et de mouvement du mode`le de
formation de l’image classique (2.16) commutent [Elad et Hel-Or, 2001; Farsiu et al., 2004b; Zhang
et al., 2012], ce qui donne la formulation suivante :
∀k ∈ {1, 2, . . . ,K} , yk = SMkHx + nk = SMkz + nk (2.26)
ou` z repre´sente l’image HR convolue´e avec la PSF du syste`me. L’algorithme de restauration par
interpolation non-uniforme, classiquement appele´ reconstruction par super-re´solution (SRR, « super-
resolution reconstruction ») ou plus simplement SR dans la litte´rature, se de´roule alors en trois e´tapes
esquisse´es pour la premie`re fois par Tsai et Huang [1984] et illustre´es sur les figures 2.12 (sche´ma
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synoptique) et 2.13 (illustration du processus de reconstruction). L’algorithme 2.1 explicite ces diffe´-
rentes e´tapes.
Figure 2.12 – Sche´ma synoptique de la restauration par interpolation non-uniforme en trois e´tapes.
La dernie`re e´tape de restauration en pointille´s est inde´pendante et sera traite´e dans la section 2.3.4.5.
Entre´e : y = [yT1 , y
T
2 , . . . , y
T
K ]
T ∈ RKm.
Sortie : xˆ, zˆ ∈ Rn.
1: % E´tape 1 : estimation du mouvement
2: pour k = 2 : K faire
3: Calculer Mk, le mouvement subpixellique relatif entre l’image de re´fe´rence y1 et l’image courante yk.
4: fin pour
5: % E´tape 2 : reconstruction de l’image
6: Interpoler les coordonne´es des images y sur la grille de re´solution supe´rieure de´finie par S.
7: Aligner les images y par rapport a` l’image de re´fe´rence y1 a` l’aide de Mk.
8: Fusionner les images y recale´es pour obtenir z.
9: % E´tape 3 (optionnelle) : restauration
10: Restaurer l’image x a` partir de z par une technique de de´convolution.
Algo. 2.1: Reconstruction d’images par super-re´solution.
La dernie`re e´tape lie´e a` la restauration de l’image (en pointille´s sur la figure 2.12) est totalement
inde´pendante et sera traite´e dans la section 2.3.4.5. L’enjeu principal de cette approche re´side dans
la pre´cision de l’e´tape-cle´ d’estimation du mouvement [Protter et Elad, 2009], qui varie e´norme´ment
d’une modalite´ d’imagerie a` une autre [Bergen et al., 1992; Zitova´ et Flusser, 2003], et qui doit eˆtre
re´alise´e avec une pre´cision subpixellique. Dans ces conditions, les images LR apportent une infor-
mation exploitable pour la reconstruction de l’image HR, sur une grille de re´solution supe´rieure a`
celle de la se´quence observe´e. Mais si le de´placement (re´el ou mesure´) entre les images LR est de
l’ordre (un multiple) du pixel, les images recale´es, au centre de la figure 2.13, co¨ıncident toutes exac-
tement sur la grille LR et l’e´tape d’interpolation non-uniforme n’apporte donc pas plus d’information
qu’une interpolation classique d’une seule des images LR. Cette proble´matique essentielle sera plus
amplement de´taille´e dans le cas de l’imagerie US dans le chapitre 3.
Peleg et al. [1987] ont tre`s toˆt propose´ une approche posant les bases de la re´tro-projection ite´rative
(cf. section 2.3.4.2) pour la reconstruction d’une image HR prenant en compte les mouvements de
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Figure 2.13 – Illustration du processus de reconstruction. Les images LR observe´es (a` gauche)
doivent eˆtre recale´es avec une pre´cision subpixellique (au centre) par rapport a` une image de re´fe´rence
avant d’eˆtre fusionne´es en une image HR (a` droite).
translation et de rotation avec une interpolation uniforme. Cette me´thode sera reprise par Ur et
Gross [1992] dans le cas non-uniforme, accompagne´e d’une e´tape de de´convolution, en se basant
sur le the´ore`me d’e´chantillonnage multi-canal ge´ne´ralise´ introduit par Yen [1956] puis repris par
Papoulis [1977] et Brown Jr [1981]. Le mouvement est ici suppose´ parfaitement connu. L’acquisition
simultane´e d’images LR par plusieurs appareils ont permis a` Komatsu et al. [1993] de reconstruire
une image SR a` l’aide de l’algorithme de Landweber [Landweber, 1951]. La me´thode est ici le´ge`rement
diffe´rente puisque la se´quence d’images est acquise au meˆme moment mais depuis des points de vue
diffe´rents, alors que le mouvement est estime´ a` l’aide d’une technique de mise en correspondance
de blocs (« block matching », voir le chapitre 3 pour plus de´tails). Cette me´thode est extreˆmement
limite´e (configuration de la sce`ne, position des capteurs) dans le cas ou` tous les appareils ont la
meˆme ouverture et ce proble`me fut corrige´ plus tard par les meˆmes auteurs. Le meˆme algorithme de
Landweber fut ensuite utilise´ pour la restauration de vide´o en couleur [Shah et Zakhor, 1999]. La
structure entrelace´e de l’e´chantillonnage des donne´es LR a e´te´ exploite´e par Nguyen et Milanfar [2000]
a` l’aide d’une interpolation efficace en ondelettes et par Alam et al. [2000] en imagerie infrarouge via
une interpolation base´e sur un sche´ma du plus proche voisin ponde´re´, avec une e´tape de de´convolution
en temps re´el a` base de filtrage de Wiener (voir la section 2.3.4.2). Vandewalle et al. [2006] puis
Vandewalle et al. [2007] ont enfin propose´ une nouvelle me´thode d’estimation du mouvement, graˆce
aux proprie´te´s de conservation de la transforme´e de Fourier. Cette technique n’est toutefois applicable
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qu’au cas tre`s simple de mouvements de translation et de rotation. Les auteurs ont e´galement e´tudie´
l’influence du nombre d’images LR implique´es dans le processus de reconstruction SR et ont de´montre´
qu’il existe un nombre optimal en-dec¸a` duquel les informations ne sont pas suffisantes et au-dela`
duquel les erreurs d’estimation du mouvement deviennent pre´dominantes.
Ces me´thodes non-ite´ratives de´finies dans le domaine spatial et base´es sur l’estimation subpixel-
lique du mouvement sont relativement intuitives et peuvent souvent eˆtre implante´es en temps re´el
[Chiang et Boult, 2000; Farsiu et al., 2004b]. Aujourd’hui, l’e´tape de reconstruction de l’image HR
est classiquement re´alise´e via une interpolation bicubique [Keys, 1981] des donne´es LR, cette der-
nie`re e´tant conside´re´e comme la me´thode d’interpolation la plus efficace [Vandewalle et al., 2006]
(voir section 2.3.4.2). Ces me´thodes sont cependant tributaires du domaine d’application au travers
de l’estimation du mouvement qui peut fortement varier, comme nous le verrons dans le chapitre 3
consacre´ a` la mise en place d’une me´thode de reconstruction SR pour l’imagerie US. Ces me´thodes
ne permettent pas d’incorporer d’information a priori sur l’image a` restaurer de manie`re directe et
la gestion de la restauration de l’image HR (de´bruitage, de´convolution) se fait de manie`re totalement
inde´pendante, a` la fin du processus SR. Malgre´ tout, cette approche est encore aujourd’hui l’objet de
travaux re´guliers, notamment en matie`re d’algorithmes d’optimisation efficaces [Wang et Ng, 2012;
Chon et al., 2012] ou dans le cas ou` la nature des observations n’est pas parfaitement connue [Takeda
et al., 2007; Su et al., 2012].
2.3.3.4 Approches statistiques
Les me´thodes statistiques, aussi appele´es me´thodes stochastiques, jouissent d’une re´putation no-
table qui tient aux nombreuses approches baye´siennes propose´es dans la communaute´ du traitement
du signal. Ces approches permettent d’incorporer de manie`re directe et flexible les informations a
priori disponibles sur l’image a` restaurer. Sauf mention contraire, on conside`re dans cette section
que la matrice Φ (i.e., S, H et M) associe´e au mode`le line´aire (2.18) est connue.
Maximum de vraisemblance
Les me´thodes d’estimation baye´sienne sont largement utilise´es lorsqu’on peut e´tablir (de manie`re
explicite ou non) la densite´ de probabilite´ (PDF, « probability density function ») a posteriori de
l’image HR. Si l’on suppose comme loi a priori pour x une loi uniforme, aucune information n’est
apporte´e et on parle d’estimateur du maximum de vraisemblance (ML, « maximum likelihood »).
Quand il existe, cet estimateur tre`s simple ne repose donc que sur les observations en maximisant
p(y|x) a` l’image des moindres carre´s (LS, « least squares ») et l’e´quation (2.32) devient
xˆML ∈ argmin
x∈Rn
‖y −Φx‖22 . (2.27)
Cette approche par estimation du ML est cependant rarement utilise´e, e´tant donne´e la nature mal
pose´e de la majorite´ des proble`mes de reconstruction SR formule´s suivant l’e´quation (2.18).
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Maximum a posteriori
L’exemple de base pour l’incorporation de PDF plus e´labore´es est l’estimateur du maximum a pos-
teriori (MAP) de l’image HR x qui cherche a` maximiser la PDF a posteriori p(x|y) de la fac¸on
suivante :
xˆMAP = argmax
x∈Rn
p(x|y1,y2, . . .yK) = p(x|y). (2.28)
Dans le cas ou` Φ devrait e´galement eˆtre estime´e, Hardie et al. [1997] ont de´montre´ l’inde´pendance
statistique de X et Φ. L’e´quation (2.28) se reformule ge´ne´ralement en appliquant le the´ore`me de
Bayes sur les probabilite´s conditionnelles et en prenant le logarithme :
xˆMAP = argmax
x∈Rn
log p(y|x) + log p(x). (2.29)
Cette formulation permet d’introduire de manie`re explicite les lois a priori p(x) et de vraisemblance
p(y|x), de´finies en fonction des informations disponibles sur l’image HR et sur la nature statistique
du bruit. Cette contrainte sur l’image a` restaurer fournit une re´gularisation stable qui peut diffe´rer
des techniques de´terministes (section 2.3.3.5).
En conside´rant le cas d’un bruit blanc gaussien de moyenne nulle et de variance σ2, inde´pendant et
identiquement distribue´ pour toutes les images de la se´quence LR, la vraisemblance s’e´crit typique-
ment
p(y|x) ∝ exp
{
− 1
2σ2
‖y −Φx‖22
}
. (2.30)
La loi a priori p(x) est quant a` elle classiquement de´finie en utilisant la distribution de Gibbs :
p(x) =
1
Z
exp {−λU(x)} (2.31)
ou` U(x) repre´sente une fonction couˆt (ou potentiel) strictement positive et Z une constante de
normalisation. λ est un parame`tre de re´gularisation qui re`gle le compromis entre l’attache aux donne´es
et la quantite´ de re´gularisation lie´e a` l’a priori formule´ sur x. Le proble`me MAP (2.29) peut alors
s’exprimer sous la forme
xˆMAP = argmin
x∈Rn
‖y −Φx‖22 + λ′U(x) (2.32)
ou` λ′ est une constante absorbant la variance du bruit et le parame`tre de re´gularisation de´fini pre´-
ce´demment. Cette formulation est en re´alite´ strictement e´quivalente a` celle du cas de´terministe (cf.
section 2.3.3.5) de´finie par l’e´quation (2.53).
De tre`s nombreux travaux ont adopte´ le formalisme MAP pour la reconstruction SR et les techniques
diffe`rent principalement par la nature de leur mode`le d’observation (imagerie infrarouge, [Kalten-
bacher et Hardie, 1996], traitement vide´o [Schultz et Stevenson, 1996], vision par ordinateur [Capel
et Zisserman, 2003]) et dans le choix de la loi a priori p(x). Les trois lois les plus fre´quentes sont
pre´sente´es ci-apre`s, et une e´tude plus pousse´e de leur influence sur l’image HR reconstruite peut eˆtre
trouve´e dans [Capel, 2004; Elad et Datsenko, 2009].
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1. Champ de Markov gaussien (GMRF, « Gaussian Markov random field »). La loi a priori GRMF
s’e´crit sous la forme
U(x) = xTQx, (2.33)
avec Q une matrice syme´trique positive caracte´risant la relation spatiale entre les pixels adja-
cents de l’image. Q est souvent de´finie comme ΓTΓ, avec Γ un ope´rateur line´aire correctement
choisi. Dans ce cas, la log-vraisemblance de la loi a priori s’e´crit
log p(x) = − logZ − λ ‖Γx‖22 (2.34)
ou de manie`re simplifie´e, en omettant la constante de normalisation,
log p(x) ∝ ‖Γx‖22 . (2.35)
C’est la fameuse re´gularisation de Tikhonov [Tikhonov, 1995; Elad et Feuer, 1997; Nguyen et al.,
2001a] tre`s largement utilise´e pour la re´gularisation de proble`mes mal pose´s. Hardie et al. [1997]
ont propose´ une estimation MAP conjointe de l’image HR et du mouvement a` l’aide d’un a
priori de type MRF gaussien sur l’image a` restaurer. Tipping et Bishop [2002] ont mis en place
un a priori ou` la matrice Q est construite tre`s simplement a` l’aide de la corre´lation spatiale
des pixels.
Malgre´ les nombreux avantages des MRF gaussiens lie´s a` la robustesse de l’estimation MAP,
les images HR reconstruites ont souvent tendance a` eˆtre trop lisses, ce qui est perc¸u comme une
pe´nalisation dans de nombreux domaines d’imagerie ou` les contours sont porteurs d’information.
2. Champ de Markov-Huber (HMRF, « Huber Markov random field »). Le proble`me rencontre´
avec le GRMF peut eˆtre re´solu en utilisant des distributions a` queues plus lourdes que la
distribution gaussienne de´termine´es a` l’aide de la fonction de Huber
ρ(a) =
{
a2 si |a| ≤ α,
2α|a| − α2 sinon.
(2.36)
a repre´sente la de´rive´e premie`re de l’image et α est un parame`tre agissant sur la re´gularite´ de la
fonction de potentiel ainsi de´finie. Schultz et Stevenson [1994] ont d’abord applique´ les HMRF
a` l’agrandissement d’une image unique avant de l’utiliser pour le proble`me de reconstruction
SR [Schultz et Stevenson, 1996]. Une grande quantite´ de travaux ont repris cette ide´e par la
suite, parmi lesquels on peut citer, e.g., [Borman et Stevenson, 1998; Capel et Zisserman, 2003]
et [Pickup et al., 2009].
3. Variation totale (TV, « total variation »). Le crite`re de pe´nalite´ TV compte parmi les crite`res
les plus populaires de la litte´rature en de´bruitage et en de´convolution [Rudin et al., 1992; Li et
Santosa, 1996; Chan et Wong, 1998; Chan et al., 2001]. La pe´nalisation est base´e sur la norme
`1 du module du gradient de l’image :
U(x) = ‖∇x‖1 , (2.37)
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avec∇ l’ope´rateur gradient qui peut dans certains cas eˆtre approxime´ par l’ope´rateur Laplacien
[Rudin et al., 1992]. La norme `1 du crite`re TV favorise donc des images dont le gradient est
parcimonieux (ou « sparse »), et pre´serve ainsi de manie`re locale des gradients importants (au
niveau des contours) tout en autorisant un certain lissage par ailleurs. La TV basique a e´te´
ame´liore´e a` de tre`s nombreuses reprises pour une meilleure robustesse, avec par exemple la TV
bilate´rale [Farsiu et al., 2004b] ge´rant les deux gradients 2D (horizontal et vertical) de manie`re
inde´pendante, la TV anisotropique [Hu et Jacob, 2012; Wang et al., 2013] plus comple`te que
la TV classique mais qui n’a pas d’e´criture analytique dans le cas ge´ne´ral et la TV non-locale
[Elmoataz et al., 2008; Peyre´ et al., 2008; Huang et Yang, 2012] ame´liorant les re´sultats de la
TV classique en calculant le gradient sur des zones e´loigne´es aux proprie´te´s similaires.
Re´solution des e´quations (2.32) et (2.27)
La re´solution du proble`me ge´ne´ral MAP (2.32) ou du cas ML (2.27) peut s’effectuer par des approches
baye´siennes (ci-dessous) ou par des approches de´terministes (section 2.3.3.5).
Tom et Katsaggelos [1995] ont propose´ un algorithme de reconstruction SR base´ sur la formulation
ML et l’algorithme EM pour estimer simultane´ment le mouvement subpixellique, la puissance du
bruit des images LR et l’image HR restaure´e. Toutefois, ces approches ML e´tant tre`s sensibles au
bruit et aux erreurs d’estimation du mouvement et de la PSF [Capel, 2004], l’estimateur MAP a tre`s
rapidement e´te´ pre´fe´re´ pour sa robustesse et sa meilleure re´gularisation.
Les premiers travaux pour la reconstruction SR base´e sur le MAP utilisaient une loi a priori HMRF
[Schultz et Stevenson, 1996] qui pre´serve les discontinuite´s des images naturelles. La re´solution faisait
intervenir un algorithme de block matching hie´rarchique pour estimer le mouvement, avec l’hypothe`se
que les objets de l’image se de´plac¸aient de manie`re inde´pendante. Hardie et al. [1997] ont ensuite
mis au point une estimation MAP conjointe du mouvement et de l’image HR. Les seuls mouvements
conside´re´s sont ici des translations horizontales et verticales et sont estime´s de manie`re ite´rative
avec l’image HR. Le cas d’images satellites multiples a e´te´ traite´ par Cheeseman et al. [1996] a` l’aide
d’une formulation baye´sienne utilisant une loi a priori gaussienne. Des travaux re´cents [Pickup, 2007;
Pickup et al., 2009] ont e´tudie´ le proble`me de l’erreur d’estimation en e´vitant le recours a` des lois
marginales classiques [Tipping et Bishop, 2002] et ont obtenu de meilleurs re´sultats.
La robustesse et la souplesse des approches statistiques pour l’inte´gration d’informations a priori
sont des avantages certains. L’estimation conjointe des diffe´rents parame`tres et de l’image HR est
en outre une caracte´ristique particulie`rement appre´ciable. Les seules limites rencontre´es par ces ap-
proches sont relatives au temps de calcul assez conse´quents par rapport aux me´thodes de´terministes
et a` la complexite´ des lois a priori qui peuvent dans certains cas ne´cessiter la mise en place de strate´-
gies d’e´chantillonnage spe´cifiques. Les strate´gies de´crites dans cette section s’adaptent naturellement
au cas d’une seule observation.
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2.3.3.5 Approches de´terministes
L’e´quation (2.18) peut eˆtre re´solue de manie`re efficace par des approches de´terministes dans le
cas ou` la matrice M est connue. Le proble`me inverse mal pose´ a` re´soudre est formule´ de la meˆme
manie`re que dans le cas MAP (e´quation (2.32)) et les informations a priori peuvent eˆtre incorpore´es
de la meˆme manie`re pour sa re´gularisation.
Les moindres carre´s contraints (CLS, « constrained least squares ») [Katsaggelos et al., 1991; Hunt,
1973] permettent de re´soudre ce proble`me de manie`re basique en minimisant le Lagrangien associe´ a`
(2.18) :
xˆ = argmin
x∈Rn
‖y −Φx‖22 + λ ‖Γx‖22 . (2.38)
Γ est un ope´rateur de type passe-haut et λ repre´sente le multiplicateur de Lagrange associe´ a` la
contrainte `2 qui ge`re le compromis entre l’attache aux donne´es et la quantite´ de re´gularisation. De
grandes valeurs de λ favorisent des solutions lisses mais permettent de traiter le cas d’un proble`me
sous-de´termine´ (peu d’images LR a` disposition) ou le cas d’observations bruite´es et mal recale´es.
La fonction de couˆt de´fini par (2.38) est diffe´rentiable et strictement convexe graˆce au terme de re´gu-
larisation quadratique. Il existe donc en the´orie un minimum unique obtenu a` partir de la condition
d’optimalite´ du premier ordre (la de´rive´e premie`re de l’e´quation caracte´ristique est nulle) suivante :(
ΦTΦ + λΓTΓ
)
xˆ = ΦTy. (2.39)
La solution peut ainsi eˆtre approche´e de manie`re ite´rative [Katsaggelos et al., 1991; Park et al., 2003] :
xˆ(i+1) = xˆ(i)i+ β
[
ΦT (y −Φxˆ(i))− αΓTΓxˆ(i)
]
, (2.40)
avec β le parame`tre de convergence. Cette approche est aujourd’hui utilise´e de manie`re plus restreinte,
depuis l’e´mergence des re´gularisations plus robustes de type `1 qui seront aborde´es dans la section
2.3.4 et utilise´es dans le chapitre 4 pour le de´veloppement d’un algorithme efficace de de´convolution
adapte´ aux images US.
Hong et al. [1997] ont propose´ une approche multi-canal re´gularise´e pour le calcul automatique de
β sans information particulie`re. Une ge´ne´ralisation de cette me´thode appele´e « de´convolution multi-
canal ge´ne´ralise´e » fut ensuite introduite par Kang [1998]. Un mode`le d’observation prenant en compte
la connaissance de la PSF permit a Hardie et al. [1998] d’ame´liorer les performances des algorithmes
d’optimisation utilise´s jusqu’a` pre´sent (descente de gradient et gradient conjugue´). L’importance du
choix du parame`tre de re´gularisation a e´te´ souligne´ a` de nombreuses reprises et Bose et al. [2001]
ont mis en place un choix automatique, toujours dans le cadre CLS, base´ sur la me´thode L-curve
de´veloppe´e par Lawson et Hanson [1974] et popularise´e par Hansen et O’Leary [1993]; Hansen [1998].
Cette approche pour l’ame´lioration de la re´solution par optimisation a pour principal avantage
son couˆt calculatoire peu e´leve´ compare´ aux autres approches, en lien avec ses pre´dispositions a`
la paralle´lisation. La convergence de ces algorithmes reste parfois proble´matique, notamment en
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termes de rapidite´ ou de stabilite´. Ces me´thodes ont cependant connu de tre`s nombreuses e´volutions,
notamment dans le cas d’une seule image LR. L’e´tat de l’art dans ce domaine sera donc de´veloppe´
dans la section correspondante (2.3.4.2).
2.3.3.6 Conclusion sur les approches base´es sur une se´quence d’images
Les techniques de post-traitement pour restaurer une image HR a` partir d’une se´quence d’image
LR sont extreˆmement nombreuses et ont beaucoup e´volue´ depuis l’approche initiale du de´but des
anne´es 1980. La diversite´ des traitements propose´s encore aujourd’hui dans la litte´rature est manifeste
[Yuan et al., 2010; Zhou et al., 2012; Wang et Ng, 2012] et est a` mettre en corre´lation avec les
tre`s nombreux domaines d’applications et leurs spe´cificite´s qui ont empeˆche´ l’utilisation massive des
me´thodes de reconstruction SR. Certains points-cle´s constitutifs de la reconstruction SR sont encore
aujourd’hui l’objet de de´veloppements, en particulier en matie`re d’estimation du mouvement, ce
dernier e´tant particulie`rement complexe dans la plupart des images US. Les autres pistes concernent
la re´duction du couˆt calculatoire pour le traitement en temps re´el, notamment a` l’aide de processeurs
graphiques (GPU, « graphics processing unit ») [Gomersall et al., 2011], ou encore l’e´tude de la
robustesse et des limites de performances de ces techniques qui ne sont pas encore bien comprises
[Milanfar, 2010].
L’estimation du mouvement est l’e´tape critique qui de´termine la qualite´ de la reconstruction SR :
elle en constitue a` la fois la base ne´cessaire et la limite intrinse`que. La pre´cision subpixellique de
l’estimateur permet d’extraire des informations non-redondantes des images LR pour les inte´grer a`
l’image HR. Les erreurs s’immisc¸ant a` ce niveau du processus de restauration ge´ne`rent des arte´facts
sur l’image reconstruite qui sont souvent plus pre´judiciables que le flou introduit par l’interpola-
tion classique d’une image unique. La litte´rature regorge d’algorithmes d’estimation du mouvement
suivant les applications et les priorite´s conside´re´es [Zitova´ et Flusser, 2003], mais certaines limites
the´oriques ont e´te´ e´tablies dans le cas pourtant tre`s simple des translations [Robinson et Milanfar,
2004]. Ne´anmoins, une solution pour la reconstruction d’images de re´solution supe´rieure dans le cas
de l’imagerie US sera propose´e dans le chapitre 3. Enfin, il est important de noter que si certaines
approches (statistiques ou de´terministes) pour la re´solution du proble`me d’optimisation classique
ont e´te´ de´veloppe´es pour le cas d’une se´quence d’observations, l’adaptation au cas d’une observation
unique est triviale mais a fait l’objet d’e´tudes spe´cifiques qui seront de´taille´es dans la section 2.3.4.
2.3.4 Approches base´es sur une seule image
Pour la simple raison qu’elles ne´cessitent des informations comple´mentaires aux caracte´ristiques
du mouvement de la se´quence LR, certaines approches introduites dans la section pre´ce´dente s’ap-
pliquent e´galement dans le cas ou` seulement une image est disponible pour l’ame´lioration de la
re´solution. C’est notamment le cas des approches par formulation d’un proble`me inverse, avec ses
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de´clinaisons statistiques et de´terministes. Ces techniques se basent majoritairement sur des informa-
tions relatives a` la nature de l’image que l’on cherche a` restaurer et a` la PSF du syste`me, qu’elle
soit connue a priori ou estime´e, comme nous le verrons dans la partie consacre´e aux techniques de
de´convolution (section 2.3.4.5).
2.3.4.1 Mode`le de formation de l’image
Le mode`le d’observation de l’image est tre`s proche de celui de´fini par (2.18) dans le cas d’une
se´quence d’observations LR. Si l’on ne conside`re qu’une seule image, il n’y a plus d’information sur
un quelconque mouvement (K = 1 et M = In) et le mode`le s’e´crit dans le cas ge´ne´ral
y = SHx + n = Φx + n (2.41)
avec cette fois-ci l’image LR y ∈ Rm, l’image HR a` restaurer x ∈ Rn avec n = s2r × m, les ma-
trices lie´es a` la convolution H ∈ Rn×n (PSF) et au sous-e´chantillonnage S ∈ Rm×n, et enfin le
bruit additif n ∈ Rm. Φ ∈ Rm×n repre´sente ici la matrice du syste`me englobant les ope´rations de
convolution avec la PSF et de sous-e´chantillonnage. Les vecteurs y, x et n adoptent toujours ici la
notation lexicographique. Cette formulation ge´ne´rale permet de traiter une grande varie´te´ de tech-
niques pour l’ame´lioration de la re´solution, de la de´convolution pure (S = In) a` l’interpolation ou
re´-e´chantillonnage (H = In) en passant par les me´thodes mixtes (S et H 6= In). Le sche´ma corres-
pondant au mode`le de formation d’image lie´ a` (2.41) est illustre´ sur la figure 2.14.
Figure 2.14 – Sche´ma synoptique du mode`le de formation d’une image unique.
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Le proble`me (2.41) est ici aussi mal pose´ au sens de Hadamard [Hadamard, 1902] puisqu’il existe de
manie`re e´vidente une infinite´ d’images HR x produisant via ce mode`le les meˆmes observations y. La
matrice S (ou de manie`re e´quivalente le facteur sr) est en ge´ne´ral suppose´e connue mais ce ne sera
pas toujours le cas pour la matrice H. Les sections qui suivent de´taillent les techniques de re´solution
de (2.41), des approches les plus basiques (section 2.3.4.2) ne prenant en compte que certaines in-
formations a priori aux me´thodes plus avance´es comme l’analyse spectrale haute re´solution (section
2.3.4.4) et la de´convolution (section 2.3.4.5).
2.3.4.2 Approches de´terministes basiques
Interpolation
Les premiers travaux ont traite´ le cas du re´-e´chantillonnage (H = In) sur une grille re´gulie`re par
diffe´rentes me´thodes d’interpolation dans le cas 1D, avant d’eˆtre e´tendues au cas 2D par produit
tensoriel [Keys, 1981]. Les interpolations classiques n’utilisent pas d’information a priori sur le mode`le
d’observation et se basent uniquement sur les donne´es et leur gradient. Elles sont de´finies par le degre´
du polynoˆme utilise´ pour le re´-e´chantillonnage, 1 dans le cas line´aire (ou biline´aire en 2D) et 3 dans
le cas cubique (bicubique en 2D). L’interpolation base´e sur des polynoˆme d’ordre 0, appele´e me´thode
du plus proche voisin, ne tient pas compte des informations lie´es au gradient de l’image ; celle d’ordre
2 (bicarre´e) n’est pas utilise´e en traitement d’images en raison des conditions dissyme´triques qu’elle
impose a` l’image et au gradient. Des me´thodes d’interpolation plus sophistique´es ont vu le jour,
comme par exemple celle propose´e par Li et Orchard [2001] dans le cas des images optiques, prenant
en compte des informations sur la structure locale de l’image afin d’en pre´server les contours.
L’interpolation bicubique est souvent conside´re´e comme la plus efficace des me´thodes d’interpolation
[Vandewalle et al., 2006] dans le cas ge´ne´ral, en raison de son couˆt calculatoire peu e´leve´ et de ses
re´sultats lisses adapte´s a` un certain confort visuel. A` la diffe´rence de l’interpolation biline´aire qui
ne prend en compte que 2 × 2 pixels, l’approche bicubique conside`re un voisinage de 4 × 4 pixels
pour le re´-e´chantillonnage de l’image. Elle garantit en outre la continuite´ du gradient de l’image
HR [Keys, 1981; Cotasson, 2005]. Toutes ces proprie´te´s sont illustre´es sur la figure 2.15 dans le cas
des interpolations d’ordre 0, 1 et 3 d’observation y ∈ R92 distribue´es selon une loi normale centre´e
re´duite. Les noyaux correspondants de chacune de ces trois interpolations sont pre´sente´s sur la meˆme
figure.
Les performances de ces techniques d’interpolation sont toutefois tre`s limite´es, de par la simplicite´
du mode`le conside´re´ qui ne permet pas de prendre en compte des informations e´labore´es sur l’image
a` restaurer.
Projection sur des ensembles convexes
La me´thode de projection sur des ensembles convexes (POCS, « projection onto convex sets »),
de´veloppe´e a` l’origine par Stark et Oskoui [1989], consiste a` de´finir un certain nombre d’ensembles
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(a) (b) (c)
(d) (e) (f)
Figure 2.15 – Interpolations classiques (haut) d’ordre 0 (me´thode du plus proche voisin), 1 (interpo-
lation biline´aire) et 3 (interpolation bicubique) de donne´es LR repre´sente´es par les points et noyaux
correspondants (bas).
convexes ferme´s, note´s {Ci}1≤i≤C et de´crivant les proprie´te´s de´sire´es pour l’image HR, et a` projeter
de manie`re ite´rative une estimation initiale sur ces ensembles. Cette approche est tre`s flexible car elle
permet d’incorporer des contraintes et des a priori de natures tre`s diffe´rentes, non-line´aires et meˆme
non-parame´triques.
Quelques exemples d’ensembles les plus courants pour ces me´thodes POCS sont de´finis ci-apre`s de
manie`re ge´ne´rique.
– Attache aux donne´es :
C1 =
{
x t.q. ‖y − SHx‖22 ≤ α1
}
. (2.42)
– Contrainte de re´gularite´ et/ou de parcimonie lie´e a` la norme `p :
C2 =
{
x t.q. ‖Γx‖p ≤ α2
}
. (2.43)
– Contrainte d’amplitude (positivite´, valeurs borne´es) :
C3 = {x t.q. A1 ≤ xi ≤ A2} . (2.44)
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En conside´rant un groupe deK ensembles convexes ferme´s, la solution HR x appartient a` l’intersection
C de ces ensembles :
x ∈ C =
C⋂
i=1
Ci. (2.45)
L’algorithme POCS sugge`re ainsi, a` partir d’une estimation initiale x0 et sans garantie d’unicite´ ni
de convergence rapide, d’approcher la solution optimale de la manie`re ite´rative suivante :
xˆ(k+1) = PCPC−1 . . .P2P1xˆ(k), (2.46)
ou` Pi, i = 1, 2, . . . , C est l’ope´rateur de projection sur l’ensemble Ci et xˆ(k) repre´sente l’estimation
de x a` l’e´tape k. L’ope´ration de projection Pi n’est pas toujours triviale mais reste plus simple que
la projection P sur C en une seule e´tape [Stark et Oskoui, 1989].
Les premie`res ame´liorations de l’algorithme originel ont porte´ sur la prise en compte d’une PSF
variant spatialement dans l’image et l’adaptation au cas d’images multiples avec le flou de mouvement
[Patti et al., 1997]. Eren et al. [1997] ont ensuite propose´ une approche similaire base´e sur la de´tec-
tion et la segmentation d’objets d’inte´reˆt via des cartes de validite´ autorisant ou empeˆchant certaines
projections. Elad et Feuer [1997] ont analyse´ et compare´ l’ame´lioration de la re´solution par des tech-
niques ML, MAP et POCS et ont mis au point une approche hybride qui en fait la synthe`se. Enfin,
Patti et Altunbasak [2001] ont e´tendu leurs pre´ce´dents travaux pour re´duire les arte´facts propres a`
cette me´thode.
Malgre´ leur facilite´ de mise en œuvre et la facilite´ d’incorporation de tout type d’informations, les
me´thodes POCS sont connues pour leur couˆt calculatoire excessivement e´leve´, la mauvaise connais-
sance de la convergence et l’absence d’unicite´ de la solution. Enfin, elles conside`rent la matrice H
parfaitement connue.
Re´tro-projection ite´rative
Irani et Peleg [1991] ont formule´ les premiers cette approche de re´tro-projection ite´rative (IBP, « ite-
rative back-projection ») pour la reconstruction SR en s’inspirant du processus de reconstruction
utilise´ en tomographie. La me´thode IBP consiste a` mettre a` jour une estimation initiale de l’image
HR en re´tro-projetant dans l’espace HR l’erreur (i.e., la diffe´rence) entre l’image LR observe´e et une
image LR obtenue par simulation du processus d’acquisition (via les matrices H et S). Ce proce´de´ est
re´pe´te´ de manie`re ite´rative afin de minimiser l’e´nergie de cette erreur, selon la re´currence suivante :
xˆ(k+1) = xˆ(k) + KBP
(
y − SHxˆ(k)
)
, (2.47)
avec xˆ(k) l’image HR restaure´e a` l’e´tape k, y et SHxˆ(k) les images LR observe´es et simule´es et
KBP le noyau (ou kernel) de re´tro-projection qui de´termine la contribution ade´quate de l’erreur LR
y − SHxˆ(k) a` l’image HR xˆ(k+1). Cette approche est de´peinte de manie`re sche´matique sur la figure
2.16.
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Figure 2.16 – Principe sche´matique de la me´thode de re´tro-projection ite´rative, d’apre`s [Park et al.,
2003].
A` la diffe´rence de la PSF du syste`me H, le noyau de re´tro-projection KBP peut eˆtre choisi de manie`re
arbitraire et distribue l’erreur de manie`re uniforme dans la plupart des cas. Cependant, ce choix peut
affecter de manie`re conse´quente la qualite´ de la restauration dans le cas usuel ou` la matrice Φ n’est
pas parfaitement connue [Irani et Peleg, 1991].
Malgre´ les quelques ame´liorations qui ont suivies, notamment en matie`re de caracte´risation de la
convergence et pour l’adaptation au cas d’images multiples pour le traitement vide´o [Irani et Peleg,
1993; Mann et Picard, 1994], cette me´thode simple et intuitive demeure limite´e de manie`re intrinse`que
par la non unicite´ de sa solution, la difficulte´ du choix du noyau de re´tro-projection et l’impossibilite´
d’incorporer des informations a priori supple´mentaires. Notons enfin que si cette me´thode utilise
des informations sur la PSF, elle ne cherche pas a` en atte´nuer les effets et n’entre donc pas dans la
cate´gorie des techniques de de´convolution (section 2.3.4.5).
Approches classiques pour la re´solution des proble`mes inverses
En se basant sur le mode`le d’observation (2.41), l’approche la plus simple et la plus intuitive pour
trouver x quand y est connue consisterait a` inverser de manie`re directe la matrice caracte´ristique du
syste`me Φ. Cependant, meˆme dans les cas extreˆmement favorables ou` la matrice Φ est parfaitement
connue, en l’absence de bruit et avec n = m (condition ne´cessaire pour l’existence de l’inverse),
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l’inversion est tre`s instable en raison du mauvais conditionnement de la matrice Φ [Hansen, 1998].
Dans le cas n 6= m, la matrice Φ n’est pas carre´e et le syste`me est alors sur ou sous-de´termine´ par
de´finition, impliquant l’absence de solution dans le premier cas et une infinite´ dans le second.
La premie`re solution a` ce proble`me d’inversion basique fait appel a` la matrice pseudo-inverse [Albert,
1972; Ribe´s et Schmitt, 2008], aussi appele´e matrice de Moore-Penrose. Il s’agit de la solution du
proble`me de minimisation similaire a` celui formule´ dans le cas de l’estimateur ML (2.27) au sens des
moindres carre´s usuels
argmin
x∈Rn
‖y −Φx‖22 , (2.48)
mais ou` l’on cherche dans le cas ge´ne´ral, via une approche de type filtrage inverse [Cadzow, 1996],
une matrice Φ−1 ∈ Rn×m telle que
xˆ = Φ−1y. (2.49)
Dans le cas n ≥ m, la pseudo-inverse Φ−1pinv ∈ Rn×m est de´finie de manie`re unique comme la matrice
ve´rifiant les quatre conditions suivantes [Albert, 1972] :
ΦΦ−1pinvΦ = Φ, (2.50a)
Φ−1pinvΦΦ
−1
pinv = Φ
−1
pinv, (2.50b)
(
ΦΦ−1pinv
)H
= ΦΦ−1pinv, (2.50c)
(
Φ−1pinvΦ
)H
= Φ−1pinvΦ. (2.50d)
·H de´note les ope´rations de transposition et de conjugaison. La pseudo-inverse s’e´crit alors de manie`re
explicite
Φ−1pinv =
(
ΦTΦ
)−1
ΦT (2.51)
avec ΦTΦ une matrice carre´e inversible de taille m ×m. La pseudo-inverse respecte en the´orie les
deux premie`res conditions de Hadamard (existence et unicite´ de la solution) mais la stabilite´ de la
solution n’est pas acquise, notamment a` cause de la pre´sence du bruit.
La connaissance de la nature du bruit peut eˆtre inte´gre´e au processus d’inversion afin d’en ame´-
liorer la stabilite´. Cette me´thode, appele´e filtrage de Wiener, ne´cessite la connaissance a priori des
matrices de covariance des images HR Cx et LR Cy. Elle minimise l’erreur quadratique moyenne
(MMSE, « minimum mean squared error ») et prend la forme suivante [Hillery et Chin, 1991; Ribe´s
et Schmitt, 2008] :
Φ−1Wiener =
(
ΦTC−1y Φ + C
−1
x
)−1
ΦTC−1y . (2.52)
78
2.3. Techniques de post-traitement
Si la matrice d’autocorre´lation relative a` l’image LR peut eˆtre estime´e directement, celle lie´e a` l’image
a` restaurer est bien entendu inaccessible et ne´cessite la formulation de certaines hypothe`ses, notam-
ment sur la nature du bruit (blanc et gaussien, typiquement). [Hillery et Chin, 1991] ont propose´
une me´thode de calcul ite´ratif prenant en compte des erreurs dans l’estimation de cette matrice
et des travaux ulte´rieurs [Strela, 2001] ont e´tudie´ l’utilisation conjointe de cette me´thode et d’une
de´composition en ondelette pour ame´liorer la qualite´ de la restauration.
Une autre classe d’approches classiques pour la re´solution de ce genre de proble`mes est reconnue
sous la de´nomination re´gularisation de Tikhonov [Tikhonov, 1995], semblable aux approches de type
CLS. La formulation simple (2.48) est enrichie en ajoutant un terme de re´gularisation identique a`
celui pre´sente´ dans le cas d’une se´quence d’images (e´quation (2.38), section 2.3.3.5) :
argmin
x∈Rn
‖y −Φx‖22 + λ ‖Γx‖22 . (2.53)
L’inversion est alors assure´e avec la parame`tre de re´gularisation λ, choisi de manie`re expe´rimentale
[Nguyen et al., 2001b] ou par L-curve [Lawson et Hanson, 1974] :
Φ−1Tikhonov =
(
ΦTΦ + λΓTΓ
)−1
ΦT . (2.54)
Il est par ailleurs possible d’introduire une matrice N ∈ Rn×n de´finie positive afin de modifier la
mesure lie´e a` la norme euclidienne `2 de l’attache aux donne´es [Ribe´s et Schmitt, 2008] de la fac¸on
suivante :
Φ−1N-Tikhonov =
(
ΦTNΦ + λΓTΓ
)−1
ΦTN. (2.55)
Le filtrage de Wiener de´fini pre´ce´demment apparaˆıt alors ici comme un cas particulier de cette
formulation en prenant N = C−1y et λΓ
TΓ = C−1x .
L’inversion de matrices singulie`res rectangulaires est un aspect central de la re´solution de pro-
ble`mes inverses. Dans certains cas, il peut eˆtre judicieux d’utiliser la ce´le`bre de´composition en valeurs
singulie`res (SVD, « singular value decomposition ») de´finie pour une matrice Φ quelconque de taille
m× n par [Eckart et Young, 1936]
Φ = UDVT (2.56)
avec U = [u1 u2 . . . um] ∈ Rm×m et V = [v1 v2 . . . vn] ∈ Rn×n les matrices unitaires contenant un
ensemble de vecteurs de base dits « d’entre´e » et « de sortie » et D ∈ Rm×n une matrice diagonale
constitue´s des e´le´ments [d1 d2 . . . dm]
T ∈ (R+)m ordonne´s de manie`re de´croissante, appele´s valeurs
singulie`res. Une inversion relativement stable peut alors eˆtre calcule´e comme
Φ−1SVD = VD
−1
c U
T (2.57)
ou` D−1c est une matrice diagonale de Rn×m construites avec les e´le´ments
[
c1
d1
c2
d2
. . . cmdm
]T ∈ (R+)m.
Le choix des coefficients (ci)1≤i≤m controˆlant l’inversion des valeurs singulie`res conduit a` diffe´rentes
techniques de re´gularisation. Par exemple, le choix ci = d
2
i /(d
2
i + λ
2), i = 1, 2, . . . ,m correspond en
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re´alite´ a` la re´gularisation de Tikhonov (2.54) dans le cas Γ = In. L’utilisation des techniques SVD
pour l’analyse et la re´solution de proble`mes inverses est courante et a e´te´ e´tudie´e en de´tails [Hansen,
1998].
Dans certains cas courants en pratique (e.g., en grande dimension), toutes les techniques e´voque´es
dans cette partie peuvent s’ave´rer inapproprie´es, de par le couˆt calculatoire impose´ par toutes ces
techniques d’inversion. En effet, dans le cas de la restauration d’une image de taille 200 × 200 a`
partir d’observations de´cime´es d’un facteur 2, ces techniques manipulent des matrices Φ de taille
10000 × 40000. Ces conside´rations ont conduit a` l’e´laboration de techniques d’inversion rapide par
transforme´e de Fourier rapide (FFT, « fast Fourier transform ») et d’algorithmes plus efficaces qui
seront aborde´s et de´veloppe´s pour l’imagerie US dans le chapitre 4.
2.3.4.3 Approches par apprentissage
Les approches par apprentissage adoptent une philosophie sensiblement diffe´rente, dans le cas ou`
le mode`le d’observation de´crit par l’e´quation (2.41) n’apporte pas suffisamment d’information pour
la reconstruction correcte d’une image HR [Baker et Kanade, 2002]. A` la diffe´rence des me´thodes
utilisant les informations a priori sous la forme de contraintes sur l’image HR entie`re, les approches
par apprentissage mettent a` profit des exemples tire´s directement et localement d’autres images.
Ces approches ont connu un fort engouement depuis une dizaine d’anne´es et le de´veloppement de
la the´orie de l’e´chantillonnage compresse´ (CS, « compressive sampling » ou « compressed sensing »)
par Donoho [2006a] et Cande`s [2006] pour la re´solution des proble`mes `1.
Les premiers travaux ont d’abord conside´re´ l’utilisation directe de ces exemples [Freeman et al., 2002],
via deux ensembles de P patchs pour la phase d’apprentissage note´s {px,i}1≤i≤P et {py,i}1≤i≤P pour
les images HR et LR respectivement. Chacune des paires de patchs (px,i,py,i) ve´rifient l’e´quation
(2.41) lie´e au mode`le d’observation. La connaissance de ces correspondances entre patchs LR et HR
est ensuite applique´e a` la restauration par blocs d’une nouvelle image test, note´s pty,i, par pre´diction
des patchs HR correspondants et a` l’aide d’un formalisme MRF. La taille des patchs doit eˆtre de´-
termine´e avec soin car elle de´termine les performances de cette approche : des patchs trop petits ne
lui permettront pas d’e´tablir une correspondance viable entre images LR et HR alors que des patchs
trop grands ne´cessiteront une quantite´ de donne´es conside´rable pour que la phase d’apprentissage
soit valable.
Si l’approche la plus basique consiste a` trouver, pour l’ensemble des patchs d’une image LR donne´e,
les patchs HR correspondants au sens du plus proche voisin, des arte´facts conse´quent apparaissent
ine´vitablement a` cause de la nature mal pose´e du proble`me d’augmentation de la re´solution [Elad et
Datsenko, 2009]. Freeman et al. [2002] ont ainsi propose´ une approche base´e sur les k plus proches
voisins qui maximise la compatibilite´ entre patchs adjacents. Des ame´liorations ulte´rieures ont inte´-
gre´ le processus IBP ([Irani et Peleg, 1993], voir section 2.3.4.2) en post-traitement afin d’imposer la
relation de consistance des donne´es sur toute l’image.
80
2.3. Techniques de post-traitement
Des approches ont ensuite e´tudie´ la possibilite´ d’utiliser un volume de donne´es re´duit pour l’appren-
tissage a` l’aide de la me´thode du « neighbor embedding » [Tenenbaum et al., 2000]. Pour chacun des
patchs pty,i de l’image test a` restaurer, l’algorithme de´veloppe´ par Chang et al. [2004] trouve ses k
plus proches voisins Nt a` partir des {py,i}1≤i≤P et calcule les coefficients de reconstruction wˆr par
« neighbor embedding » :
wˆr = argmin
wr
∥∥∥∥∥∥pty,i −
∑
py,i∈Nt
wrpy,i
∥∥∥∥∥∥
2
2
t.q.
∑
py,i∈Nt
wr = 1. (2.58)
Les patchs HR correspondants sont alors ge´ne´re´s a` l’aide de ces coefficients et des patchs HR de la
phase d’apprentissage
ptx,i =
∑
px,i∈Nt
wˆrpx,i. (2.59)
et les proble`mes de compatibilite´ entre patchs adjacents sont re´solus en effectuant une moyenne des
re´gions se chevauchant.
Yang et al. [2010] ont propose´ une autre approche directement de´rive´e du CS avec les garanties
affe´rentes concernant la pre´cision de la reconstruction [Donoho, 2006a; Cande`s, 2006]. Les auteurs
mode´lisent les ensembles d’apprentissage comme deux dictionnaires Dh = [x1 x2 . . . xD] et Dl =
[y1 y2 . . . yD]. E´tant donne´ un patch p
t
y,i de l’image LR test, leur approche utilise des contraintes
propres au CS et re´sout le proble`me de minimisation `1 [Donoho, 2006b]
wˆ = argmin
w
‖w‖1 t.q.
∥∥pty,i −Dlw∥∥22 ≤ α. (2.60)
Ce proble`me, reformule´ de manie`re e´quivalente comme un proble`me d’optimisation sans contrainte,
est tre`s largement connu sous son appellation Lasso dans la litte´rature statistique [Tibshirani, 1996].
Les patchs HR sont alors restaure´s de la meˆme manie`re selon l’e´quation
ptx,i = Dhwˆ. (2.61)
Cette reconstruction `1 est connue pour eˆtre, dans certaines conditions (domaine de parcimonie bien
e´tabli, donne´es corrompues par des points aberrants), plus robuste que toutes les me´thodes base´es
sur des patchs pre´ce´demment aborde´es.
Une critique habituellement formule´e a` l’e´gard de ces approches concerne leur caracte`re local
qui va a` l’encontre d’une estimation globalement optimale. Cette proble´matique a e´te´ e´tudie´ par
Baker et Kanade [2002] qui ont formule´ de manie`re explicite une re´gularisation assurant la continuite´
des de´rive´e spatiales de l’image HR globale. Des travaux re´cents ont combine´ cette approche avec
la technique de reconstruction SR afin de de´tecter des similarite´s au sein d’une meˆme image via la
redondance de certains patchs [Glasner et al., 2009]. Malheureusement, ces me´thodes ne sont vraiment
efficaces que lorsque les images a` restaurer ne sont pas trop diversifie´es et conservent une certaine
typologie commune [Elad et Datsenko, 2009], comme par exemple en imagerie SAR (« synthetic
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aperture radar ») [Wang et Wang, 2009]. C’est aussi le cas notamment pour les images contenant du
texte ou des visages, ces dernie`res ayant donne´ naissance aux ce´le`bres algorithmes de´nomme´s « face
hallucination » depuis les travaux pionniers de Baker et Kanade [2002].
2.3.4.4 Analyse spectrale haute re´solution
L’ame´lioration de la re´solution peut aussi eˆtre envisage´e sous un angle diffe´rent, en travaillant
sur la densite´ spectrale de puissance (DSP) des signaux a` l’aide de me´thodes base´es sur une ana-
lyse spectrale haute re´solution. Ces approches, conc¸ues en 1D avant d’eˆtre e´tendues aux signaux
multidimensionnels, permettent de connaˆıtre plus finement la composition de leur spectre que via
les estimateurs classiques (pe´riodogramme, corre´logramme). Ces techniques ABF, parame´triques ou
non-parame´triques, ont e´te´ de´veloppe´es a` l’origine pour le radar et le traitement d’antennes mais ont
ensuite e´te´ largement applique´es en traitement du signal et de l’image dans le cas ge´ne´ral [Haykin,
2003].
Dans la suite de cette section, on conside`re des processus stationnaires et ergodiques.
Me´thode de Capon
La me´thode de Capon [Capon, 1969] estime le spectre d’un signal x de N e´chantillons a` partir d’une
mode´lisation non-parame´trique. Le signal est filtre´ afin d’obtenir le signal y de´fini en discret comme
[Kay, 1988]
y(n) =
p∑
k=0
akx(n− k). (2.62)
p repre´sente l’ordre de la me´thode et les coefficients ak doivent eˆtre choisi de fac¸on a` minimiser la
puissance du signal de sortie y, sous la contrainte qu’une sinuso¨ıde pure, de fre´quence f , ne soit pas
distordue en sortie de l’ope´ration de filtrage :
p∑
k=0
ake
−j2pikf = 1. (2.63)
L’ide´e derrie`re ce proce´de´ est d’atte´nuer l’amplitude des lobes secondaires, c’est-a`-dire de pre´server
la puissance d’une fre´quence donne´e en minimisant celle des autres fre´quences composant le spectre.
Si l’on note a = [a0 a1 . . . ap]
T les coefficients du filtre, on a
E
(|y(n)|2) = aHRxa (2.64)
avec Rx la matrice d’autocorre´lation de x. Le proble`me peut alors eˆtre formule´ de la manie`re suivante :
min
a
aHRxa t.q. e
H(f)a = 1 (2.65)
ou` e(f) = [1 ej2pif . . . ej2pipf ]T correspond a` un vecteur d’exponentielles complexes lie´es aux coeffi-
cients du filtre par la contrainte de non distorsion. Le vecteur a satisfaisant ces conditions peut eˆtre
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obtenu tre`s facilement a` l’aide de la me´thode de Lagrange et est donne´ par
a =
R−1x e
eH(f)R−1x e(f)
. (2.66)
Le spectre estime´ par la me´thode de Capon se calcule alors comme
SˆCAPON(f) =
1
eH(f)R−1x e(f)
. (2.67)
Cette approche fait l’hypothe`se d’un signal de´crit comme un processus stationnaire au sens large
et permet d’obtenir une meilleure re´solution que les estimateurs classiques de la DSP comme le
pe´riodogramme, notamment dans le cas ou` l’on dispose de peu d’e´chantillons.
Me´thodes parame´triques
A` la diffe´rence de l’analyse classique, l’analyse spectrale parame´trique fait classiquement l’hypothe`se
d’un mode`le ARMA(p, q) (autore´gressif a` moyenne ajuste´e, ou « autoregressive moving average »)
sur le signal, de´fini par l’e´quation de re´currence [Kay, 1988]
x(n) = −
p∑
k=1
akx(n− k) +
q∑
k=0
bku(n− k). (2.68)
u(n) peut eˆtre vu comme l’entre´e d’un filtre line´aire ayant x(n) pour sortie et est ge´ne´ralement
conside´re´ comme un bruit blanc gaussien de puissance σ2. Il existe deux cas particuliers classiques :
– Le mode`le AR(p), avec AR(p) = ARMA(p, 0), de´fini par le filtre « tout-poˆle »
x(n) = −
p∑
k=1
akx(n− k) + u(n), (2.69)
– Le mode`le MA(q), avec MA(q) = ARMA(0, q), de´fini par le filtre « tout-ze´ro »
x(n) =
q∑
k=0
bku(n− k). (2.70)
L’estimation de la DSP s’e´crit dans ce cas
SˆARMA(f) = σ
2
eHq (f)bb
Heq(f)
eHp (f)aa
Hep(f)
= σ2
∣∣∣∣1 + q∑
k=1
bke
−j2pikf
∣∣∣∣2∣∣∣∣1 + p∑
k=1
ake−j2pikf
∣∣∣∣2
(2.71)
avec les notations a = [a0 a1 . . . ap]
T , b = [b0 b1 . . . bq]
T , ep(f) = [1 e
j2pif . . . ej2pipf ]T et
eq(f) = [1 e
j2pif . . . ej2piqf ]T .
L’estimation des parame`tres a et b a fait l’objet de nombreux travaux, depuis la me´thode histo-
rique de Yule-Walker base´e sur les e´quations du meˆme nom jusqu’aux algorithmes de Levinson, de
Burg et des moindres carre´s [Kay, 1988; Haykin, 2003].
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Autres me´thodes
Il existe de nombreuses autres approches pour l’analyse spectrale haute re´solution, et beaucoup
d’entre elles utilisent les informations contenues dans les matrices de covariance du signal et du bruit.
Les techniques les plus avance´es se basent sur des repre´sentations dites sous-espaces [Marcos, 1998],
comme l’algorithme MUSIC [Schmidt, 1986] pour le sous-espace du bruit, adapte´ aux signaux com-
pose´s de sommes de sinuso¨ıdes noye´es dans un bruit blanc gaussien et additif, ou encore l’algorithme
ESPRIT [Roy et al., 1986] fonde´ sur le sous-espace signal qui offrent une meilleure re´solution que les
approches traditionnelles. Cette approche par analyse spectrale haute re´solution a e´te´ applique´e a`
l’imagerie US [Ploquin, 2011] pour la pre´diction de la re´solution maximale dans ces conditions.
2.3.4.5 De´convolution
Introduction
Tous les dispositifs d’acquisition introduisent au moment de la formation de l’image une de´gradation
lie´e a` la re´ponse inpulsionnelle spatiale du syste`me, la PSF. En imagerie optique, typiquement, la
PSF prend la forme d’une gaussienne 2D anisotropique qui limite grandement la re´solution spatiale
native des syste`mes d’imagerie, selon la de´finition introduite dans la section 1.2.4.3 dans le cas de
l’imagerie US. Dans de tre`s nombreuses applications en traitement d’image, cette de´gradation doit
eˆtre corrige´e par des techniques dites de de´convolution qui reprennent l’e´quation (2.41) dans le cas
S = In (n = m) :
y = Hx + n. (2.72)
Les approches de type de´convolution cherchent ainsi a` annuler les effets de H dans ce mode`le convolu-
tionnel commune´ment admis dans le cas ge´ne´ral et que nous adoptons ici. En the´orie, ce mode`le n’est
toutefois valide en imagerie US que dans certains tissus biologiques ou` la condition de faible diffusion
(« weak scattering ») est ve´rifie´e [Jensen, 1991; Szabo, 2004]. Dans notre cas, y ∈ Rn repre´sentent
les donne´es RF, H ∈ Rn×n la PSF du syste`me et x ∈ Rn est appele´e fonction de re´flectivite´ des tissus
(TRF, « tissue reflectivity function »). Dans ce mode`le line´aire, n prend en compte le bruit classique
(i.e., de mesure) mais aussi en partie l’erreur induite par le mode`le de convolution strict.
Les techniques de de´convolution, les approches conside´re´es et leurs de´nominations varient en fonc-
tion des informations disponibles sur la PSF. Dans le cas relativement peu fre´quent en pratique ou`
la PSF est parfaitement connue, on parle de de´convolution classique. L’objectif est alors d’inverser le
syste`me de´crit par (2.72), a` l’aide de cette connaissance sur H, en prenant en compte la pre´sence du
bruit (cf. section 2.3.4.2). Dans le cas ou` la PSF n’est pas connue, on parle plutoˆt de de´convolution
aveugle, ou de´convolution semi-aveugle (parfois appele´e myope) si des informations partielles peuvent
eˆtre obtenues. Dans ce cas, la PSF doit eˆtre estime´e en totalite´ ou en partie directement depuis les
observations LR. Ces techniques sont utilise´es dans une tre`s grande varie´te´ de domaines, e.g., en
astronomie [Takahata et al., 2012], en te´le´de´tection [Kundur et Hatzinakos, 1996], en photographie
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[Almeida et Almeida, 2010], en optique [Rostami et al., 2012] et bien suˆr en imagerie me´dicale [Kaa-
resen et Bolviken, 1999].
Enfin, notons que si dans le cas ge´ne´ral, la PSF ne peut pas eˆtre conside´re´e comme invariable spatia-
lement dans toute l’image (notamment selon la direction axiale en US), il est possible de diviser le
proble`me initial en une se´rie de sous-proble`mes ou` la PSF peut y eˆtre conside´re´e comme telle. Pour
ce faire, on divise l’image en une se´rie de blocs (avec ou sans chevauchement) suffisamment restreints
pour pouvoir appliquer un mode`le de convolution classique. Dans la suite, on conside`rera le cas d’un
proble`me de de´convolution base´ sur l’hypothe`se d’une PSF invariable dans l’espace, l’image entie`re
pouvant eˆtre reconstruite en combinant les re´sultats locaux obtenus sur chacun des blocs, comme
l’ont de´montre´ Nagy et O’Leary [1997, 1998] dans le cas ge´ne´ral et Alessandrini [2010] en imagerie
US. La matrice H est alors entie`rement de´termine´e par une seule de ses lignes ou de ses colonnes,
que l’on notera h et qui sera plus amplement de´taille´e dans le chapitre 4. L’implantation efficace de
l’ope´ration de convolution associe´e, ainsi que son extension au cas d’une PSF variable dans l’espace,
sont de´taille´es dans l’annexe A.
Strate´gies pour la de´convolution
En imagerie US comme dans toutes les autres modalite´s, il existe deux grandes classes d’approches
pour la de´convolution quand la PSF n’est pas connue, toutes deux utilisant des informations sur
cette dernie`re mais diffe´rant dans l’e´tape ou` elles sont estime´es et/ou incorpore´es. Les approches
se´quentielles estiment la PSF inde´pendamment de l’image et utilisent ensuite cette information dans
le processus de restauration de l’image [Ellis et al., 2010]. Les autres approches, appele´es conjointes,
estiment la PSF et l’image HR simultane´ment, e.g., [Chan et Wong, 1998; Bronstein et al., 2005;
Babacan et al., 2009; Almeida et Almeida, 2010; Yu et al., 2012a]. Elles incorporent typiquement
une connaissance a priori relative a` l’image HR ou aux de´gradations du mode`le d’observation (2.72)
dans le processus d’estimation.
Soulignons enfin que les performances de ces me´thodes varient e´norme´ment d’un domaine d’imagerie
a` un autre. Aussi, nous nous focaliserons sur le cas de l’imagerie US, sauf mention contraire, dans
des sections suivantes.
Approches se´quentielles pour la de´convolution classique
Les approches historiques pour la de´convolution d’images US se basaient sur l’estimation se´quentielle
(ou disjointe) de la PSF et de la TRF, la premie`re e´tant un pre´-requis a` la seconde.
Les premiers travaux concernant l’estimation de la PSF se sont appuye´s sur la the´orie de l’iden-
tification des syste`mes et sur une mode´lisation parame´trique ARMA [Jensen et al., 1993; Abeyratne
et al., 1995]. Ces me´thodes fonctionnaient relativement convenablement avec des donne´es brutes 1D
mais leur extension au cas 2D s’est tre`s vite ave´re´e limite´e d’un point de vue calculatoire. Le fait
qu’elles ne´cessitent l’estimation de statistiques d’ordre 2, comme les matrices de covariance du bruit
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et de la TRF, a contribue´ a` leur abandon au profit des approches base´es sur le cepstre.
Une manie`re plus efficace de re´aliser cette estimation s’appuie sur une the´orie non-parame´trique, celle
du filtrage homomorphique, e.g., [Oppenheim et Schafer, 1989]. L’ide´e de base repose sur une e´criture
alternative du mode`le convolutionnel (2.72), dans lequel la PSF et la TRF seraient plus facilement
dissociables. Plus pre´cise´ment, ces me´thodes utilisent l’estimation du cepstre classique des images
US [Jensen et Leeman, 1994; Taxt, 1995] ou de ses versions plus complexes [Taxt, 1997; Taxt et
Strand, 2001]. Ainsi, en prenant la transforme´e de Fourier (FT) de l’e´quation (2.72) et en omettant
la contribution du bruit, on a
y˜ = h˜ x˜ (2.73)
ou` y˜, h˜ et x˜ repre´sentent les FT 2D respectives de y, h et x en notations lexicographiques et  le
produit matriciel « point a` point » de Hadamard. L’expression du cepstre re´el est alors obtenu en
prenant successivement le module et le logarithme de cette e´quation :
log |y˜| = log |h˜|+ log |x˜|. (2.74)
La phase du cepstre dans le cas complexe plus ge´ne´ral peut eˆtre obtenue de fac¸on analogue. On
parle ainsi d’approche homomorphique car la convolution entre h et x de l’e´quation (2.72) a e´te´
transforme´e en une addition entre log |h˜| et log |x˜| dans (2.74).
L’hypothe`se fondamentale de toutes ces me´thodes de de´convolution homomorphique est que le cepstre
de la PSF, log |h˜|, peut eˆtre estime´ par filtrage passe-bas du cepstre des observations, log |y˜|. Jensen
et Leeman [1994] et Taxt et Frolova [1999] ont en effet justifie´ cette hypothe`se en observant que la
contribution de la PSF au cepstre total est confine´e dans une bande en basses que´frences (e´quivalent
pour le cepstre des fre´quences du spectre), alors que celle de la TRF est distribue´e de manie`re diffuse
sur l’ensemble du cepstre. Cette approche a ensuite e´te´ e´tendue au cas 3D par Taxt [2001].
Une fois le cepstre re´el estime´, il faut dans le cas ge´ne´ral proce´der a` une e´tape de restitution de
la phase, qui s’ave`re quant a` elle beaucoup plus proble´matique d’un point de vue calculatoire. En
effet, en pratique, la phase ne peut eˆtre calcule´e que dans sa forme principale (i.e., modulo 2pi) et la
re´solution du proble`me de de´roulage de phase qui en de´coule est une taˆche extreˆmement complexe
mais cependant indispensable pour la de´convolution homomorphique [Strand et al., 1999; Ghiglia et
Pritt, 1998; Taxt et Jirik, 2004].
Il existe toutefois une simplification en US permettant de s’affranchir de cette e´tape de de´roulage de
phase. En effet, certains auteurs [Jensen et Leeman, 1994] ont formule´ l’hypothe`se de phase minimale 3
sur la PSF qui, si elle est ve´rifie´e, e´tablit une relation simple et directe entre le module et la phase du
cepstre. Les motivations des auteurs se basaient essentiellement sur un the´ore`me stipulant que toute
fonction de transfert peut se de´composer comme la mise en cascade d’un syste`me a` phase minimale
et d’un syste`me passe-tout [Oppenheim et Schafer, 1989]. On montre en effet (voir annexe B) qu’a`
3. Un syste`me est dit a` phase minimale si tous les poˆles et ze´ros de sa fonction de transfert sont situe´s a` l’inte´rieur
du cercle unite´. Plus de de´tails sont disponibles en annexe B.
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partir du cepstre re´el calcule´ pre´ce´demment, on obtient la phase du cepstre complexe en appliquant
une simple transforme´e de Hilbert. Cette hypothe`se est applicable dans le cas particulier de certains
e´chographes mais ne semblent pas pouvoir eˆtre e´tendu a` l’ensemble des dispositifs US [Michailovich et
Tannenbaum, 2007; Jensen et Leeman, 1994; Taxt, 1995; Adam et Michailovich, 2002]. L’algorithme
2.2 donne la proce´dure du filtrage homomorphique classique [Jensen et Leeman, 1994] dans le cas de
N signaux 1D, ou` F { · } et F−1 { · } repre´sentent les transforme´es de Fourier directe et inverse, w une
feneˆtre d’apodisation limitant les effets de bord et f( · ) un ope´rateur de filtrage passe-bas approprie´.
Cette approche peut eˆtre e´tendue aux dimensions supe´rieures en de´finissant pour le filtrage du cepstre
plusieurs « que´frences de coupure » (e´quivalant aux fre´quences de coupure du spectre), comme on le
verra dans le chapitre 4.
Entre´e : y1, y2, . . . , yN ∈ Rm.
Sortie : hˆ ∈ R`.
1: pour i = 1 : N faire
2: % Calcul du cepstre des signaux RF feneˆtre´s
3: cyi = F−1 {log |F {yi w} |}
4: fin pour
5: % Moyenne
6: cy =
1
N
N∑
i=1
cyi , avec N ≤ n2
7: % Filtrage passe-bas
8: cˆh = f(cy)
9: % Restitution de la PSF estime´e
10: hˆ = F−1 {expF {cˆh}}
Algo. 2.2: Filtrage homomorphique ultrasonore pour l’estimation de la PSF 1D.
De nombreux travaux paralle`les se sont concentre´s sur l’ame´lioration de l’estimation cepstrale de la
PSF en e´vitant de re´aliser un filtrage passe-bas directement sur les coefficients cepstraux : on parle
alors de filtrage homomorphique ge´ne´ralise´ [Michailovich et Adam, 2002]. Ils reposent principalement
sur la de´composition du cepstre total sur une base adapte´e, de type ondelettes. Si les re´sultats peuvent
eˆtre meilleurs dans certains cas, la parame´trisation de ces algorithmes n’en demeure pas moins difficile
en pratique : le choix de la base de de´composition la plus adapte´e, le niveau de de´composition multi-
e´chelle, le nombre de lignes RF a` traiter, etc. [Michailovich et Adam, 2002; Adam et Michailovich,
2002; Michailovich et Adam, 2005; Ng et al., 2007; Michailovich et Tannenbaum, 2007; Michailovich
et Adam, 2003].
Une fois l’estimation de la PSF obtenue, la restitution de la TRF peut eˆtre mise en œuvre a`
l’aide d’une technique de de´convolution a` proprement parler. Toutes les approches pre´sente´es dans
la section 2.3.4.2 ou` la PSF est conside´re´e comme connue peuvent alors eˆtre utilise´es. Les premie`res
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tentatives ont adopte´ le formalisme du filtrage classique de Wiener [Jensen et al., 1993], avant d’e´tu-
dier l’influence de l’hypothe`se de phase minimale [Abeyratne et al., 1995] et diffe´rentes approches
pour l’estimation du cepstre [Taxt, 1997]. Husby et al. [2001] ont propose´ une approche baye´sienne
utilisant la me´thode de Monte-Carlo par chaˆınes de Markov (MCMC, « Markov chain Monte Carlo »)
pour ge´ne´rer l’image restaure´e. Taxt et Strand [2001] puis Jirik et Taxt [2006] ont travaille´ a` l’ex-
tension des filtrages homomorphique et de Wiener au cas 2D a` l’aide de techniques de de´roulage
de phase robustes au bruit. Ils utilisent le signal analytique complexe en phase / quadrature (IQ,
« in phase / quadrature ») qui permet d’acce´der rapidement au signal enveloppe et qui supporte
mieux le sous-e´chantillonnage graˆce a` un processus de de´modulation. Lingvall [2004a,b] a propose´
une approche prenant en compte des informations sur la PSF au moment de la formation des lignes
RF pour remplacer l’algorithme de de´lais et sommes (DAS) standard. Une combinaison des tech-
niques de filtrage de Wiener et des moindres carre´s contraints a ensuite e´te´ propose´e pour la prise
en compte d’une incertitude sur les observations [Yeoh et Zhang, 2006], produisant des re´sultats
meilleurs que ceux de chacune des me´thodes prises inde´pendamment. La the´orie du filtrage inverse
[Cadzow, 1996] a e´galement e´te´ adapte´e a` la de´convolution d’images US par Michailovich et Adam
[2003] avant d’eˆtre e´toffe´e pour diminuer la sensibilite´ au bruit de ces approches a` l’aide du filtrage
homomorphique ge´ne´ralise´ [Michailovich et Adam, 2005; Michailovich et Tannenbaum, 2007; Dolui
et Michailovich, 2011]. L’approche EM a e´galement e´te´ envisage´e pour la de´convolution d’images US,
avec une solution ite´rative obtenue par filtrage de Wiener et par de´bruitage en ondelettes [Ng et al.,
2007]. Enfin, des travaux re´cents ont e´labore´ une me´thode de de´convolution du signal enveloppe [Yu
et al., 2012b] et du signal RF [Yu et al., 2012a] a` l’aide de techniques d’optimisation `1 efficaces et
d’une formulation multi-canal.
Approches conjointes pour la de´convolution aveugle
A` l’inverse des me´thodes qui estiment la PSF et l’image restaure´e de manie`re successive, les approches
conjointes adoptent une philosophie sensiblement diffe´rente : elles partent du principe que l’estimation
de chacune de ces deux grandeurs peut aider a` mieux estimer l’autre dans ce qui s’apparente a` un
cercle vertueux. Le de´veloppement et l’utilisation concre`te de cette the´orie ont e´te´ principalement
apporte´s par Cadzow [1996] et Kundur et Hatzinakos [1996], qui ont introduit le cadre the´orique
du filtrage inverse en meˆme temps que le proble`me de de´convolution aveugle associe´. L’approche
utilise´e pour sa re´solution e´tait formule´e dans un cadre baye´sien faisant intervenir des statistiques
d’ordres e´leve´s. La jonction entre les approches variationnelles et les approches baye´siennes a fait
l’objet de nombreuses e´tudes, et Chan et Wong [1998] ont e´tabli les liens existant entre les diffe´rents
parame`tres des deux formulations dans le cadre d’un a priori TV sur l’image et sur la PSF. Kaaresen
et Bolviken [1999] ont propose´ une approche baye´sienne spe´cifique aux US utilisant une distribution
bernouilli-gaussienne pour la TRF, en alternant les estimations des deux inconnues dans un cadre
MAP. Cette approche sera reprise par Almeida et Almeida [2010] dans le cas d’images optiques et
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avec une ame´lioration du crite`re TV basique. La the´orie de la se´paration de source [Takahata et al.,
2012], ce´le`bre en ge´ophysique et notamment en sismologie [Takahata et al., 2012], a e´te´ adapte´e
dans la meˆme logique par Bronstein et al. [2005], mais avec une re´solution par quasi-ML prenant en
compte des approximations sur les diffe´rentes PDF du mode`le. L’adaptation de ce cadre baye´sien a` la
de´convolution homomorphique en US a ensuite e´te´ propose´e par Jirik et Taxt [2008], avec un filtrage
de Wiener alterne´ prenant en compte des informations sur l’estimation de la PSF. La diminution
du couˆt calculatoire de ces approches a fait l’objet de nombreux travaux, comme ceux de Babacan
et al. [2009] adoptant une strate´gie de type baye´sien-variationnel et une structure hie´rarchique pour
l’a priori TV, ainsi que ceux de Gomersall et al. [2011] pour la re´solution efficace des proble`mes
d’optimisation correspondants en 3D, via une implantation sur GPU.
Ces approches aveugles sont certainement plus complexes que les approches classiques qui supposent
la PSF parfaitement connue au moment de la de´convolution. Elle sont ne´anmoins l’objet de tre`s
nombreux travaux dans la litte´rature re´cente, parmi lesquels on peut citer la minimisation `1 de
l’erreur de la PSF [Ji et Wang, 2012], la de´convolution aveugle efficace du flou de mouvement [Cai
et al., 2012], la de´convolution multi-canal avec estimation du spectre de la PSF en imagerie US [Yu
et al., 2012a], ou encore la combinaison de ces me´thodes aveugles avec une reconstruction CS [Amizic
et al., 2013].
2.3.4.6 Conclusion sur les approches base´es sur une seule image
A` la diffe´rence des me´thodes pre´sente´es dans la section 2.3.3 qui extraient les informations conte-
nues dans une se´quence d’images LR, les approches base´es sur une seule image utilisent uniquement
des informations formule´es a priori sur l’image a` restaurer et les parame`tres du mode`le d’observation
conside´re´. Suivant la pre´cision de ces informations, on peut s’orienter vers des techniques plus ou
moins complexes pour ame´liorer la re´solution de l’image LR, des approches classiques telles que le
filtrage de Wiener jusqu’aux techniques avance´es d’analyse spectrale. Notons que meˆme dans le cas ou`
tous les parame`tres du mode`le seraient parfaitement connus, le proble`me inverse qui en de´coule reste
mal pose´. Dans ce cas, les approches simplistes comme la pseudo-inverse ne garantissent aucunement
une re´solution stable et robuste en pratique.
Enfin, si l’approche par apprentissage semble eˆtre une taˆche ardue voire impossible a` re´aliser de
manie`re efficace en imagerie US, e´tant donne´e l’extreˆme diversite´ des images dans le cas ge´ne´ral, la
notion de parcimonie et les algorithmes d’optimisation qui en ont de´coule´ n’en restent pas moins
attractifs pour l’ame´lioration de la re´solution pour cette modalite´. Les proble`mes ouverts sont encore
aujourd’hui tre`s nombreux, comme notamment la mode´lisation des images US et des parame`tres du
mode`le d’observation, ainsi que le choix de la base de de´composition adapte´e a` ces techniques `1. Le
chapitre 4 reviendra amplement sur ces points et proposera une solution efficace dans les cas ou` la
PSF est suppose´e parfaitement connue ou non.
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2.4 Orientations choisies
Ce chapitre a propose´ un e´tat de l’art pour l’ame´lioration de la re´solution en imagerie, depuis les
approches instrumentales de pre´-traitement jusqu’aux techniques nume´riques de post-traitement. La
premie`re cate´gorie souffre aujourd’hui de certaines limitations principalement lie´es a` des conside´ra-
tions technologiques qui en atte´nuent la porte´e, sans pour autant nuire a` l’e´tendue conside´rable de
leur utilisation. La seconde cate´gorie adopte une strate´gie diffe´rente en prenant acte des de´gradations
lie´es au processus d’acquisition et en essayant de restaurer une image de haute re´solution a poste-
riori. Ces me´thodes ont tre`s souvent e´te´ de´veloppe´es dans la cadre de l’imagerie optique classique
avant d’eˆtre adapte´es a` l’imagerie ultrasonore et a` ses spe´cificite´s au sein des modalite´s d’imagerie
me´dicale.
Ce travail de the`se s’est donc consacre´ a` l’e´laboration de me´thodes nume´riques d’ame´lioration de
la re´solution de´die´es a` l’imagerie ultrasonore. Les contributions s’articulent autour de deux grandes
classes d’approches, selon que les donne´es disponibles prennent la forme d’une se´quence d’images ou
d’une image unique. Dans ce manuscrit, chacune de ces deux approches sera l’objet d’un chapitre.
Reconstruction haute re´solution base´e sur une se´quence d’images
Bien que cette approche puisse paraˆıtre contre-intuitive dans le cas de l’imagerie classique (hors trai-
tement vide´o), elle se justifie de manie`re directe en imagerie ultrasonore par la tre`s bonne re´solution
temporelle offerte par cette modalite´. Ce constat nous a pousse´s a` nous inte´resser dans un premier
temps a` l’exploitation de ces observations disponibles en nombre, dans le cadre de la super-re´solution
base´e sur une se´quence d’images.
De´convolution d’une image unique pour l’ame´lioration de la re´solution
La prise en compte d’informations pertinentes sur le mode`le de formation de l’image permet d’adopter
une strate´gie diffe´rente base´e sur la re´solution d’un proble`me inverse correctement re´gularise´. La
prise en compte de diffe´rentes hypothe`ses sur les connaissances a priori des parame`tres du mode`le
d’observation dans le cas le plus ge´ne´ral constituera le cœur de notre re´flexion.
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Nous nous inte´ressons dans ce chapitre a` l’ame´lioration de la re´solution par « super-re´solution »,
c’est-a`-dire via l’exploitation d’informations non-redondantes contenues dans une se´quence d’images
de faible re´solution [Morin et al., 2012b]. La restitution de l’image originale est assure´e par compen-
sation du mouvement relatif et de´pend donc essentiellement de la pre´cision de son estimation. Les
spe´cificite´s de l’imagerie US en la matie`re, ou` les mouvements sont non-rigides, non-planaires et en-
traˆınent une de´corre´lation du speckle ont constitue´ un obstacle au de´veloppement de ces techniques.
Ce chapitre se base ainsi sur un algorithme d’estimation du mouvement performant en imagerie US,
originellement de´veloppe´ pour l’e´lastographie. Des images de simulation re´alistes permettront de va-
lider la me´thode avant de l’appliquer a` des images d’un fantoˆme contenant une inclusion et a` des
donne´es in vivo de thyro¨ıde.
3.1 Introduction
La reconstruction d’images haute re´solution par SR se justifie en imagerie US par la tre`s bonne
re´solution temporelle offerte par cette modalite´. Des applications comme l’e´lastographie collectent
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des se´quences d’images de la meˆme sce`ne, a` intervalles re´guliers et proches, afin d’analyser les de´-
formations complexes des tissus et de caracte´riser d’e´ventuelles pathologies. A` condition de pouvoir
estimer le mouvement entre les images de ces se´quences avec une pre´cision suffisante, ces donne´es
peuvent eˆtre exploite´es de manie`re directe dans le cadre de la reconstruction SR.
3.1.1 Pre´liminaires
L’ame´lioration de la re´solution a` partir d’une se´quence d’images US est une taˆche complexe qui
a fait l’objet de peu de travaux dans la litte´rature. La pre´cision requise par les algorithmes SR pour
l’estimation du mouvement a constitue´ le principal obstacle et a contraint la majorite´ des travaux a`
se tourner vers les techniques d’imagerie compose´e en spatial pour la re´duction du speckle [Li et Wu,
2001; Li et Chen, 2002; Lin et al., 2005]. Des travaux se sont consacre´s a` l’estimation du mouvement
3D [Krucker et al., 2002; Shekhar et Zagrodsky, 2002] (mouvement re´el), naturellement plus riche
que dans le cas de sa projection en 2D (mouvement apparent). Ces approches ont en grande partie
permis d’explorer le recalage multi-modal, notamment entre les modalite´s IRM et US 3D [Narayanan
et al., 2009] et entre imageries CT et US 3D [Wein et al., 2008] avec l’application a` la caracte´risation
de la prostate [Mitra et al., 2010]. En imagerie US, les seuls travaux ayant opte´ pour l’approche SR se
sont consacre´s a` l’imagerie de l’arte`re carotide [Zhang et al., 2010], en se basant sur l’algorithme de
re´tro-projection ite´rative [Irani et Peleg, 1991] et en adoptant le formalisme du flux optique de´veloppe´
par Lucas et Kanade [1981].
A` la diffe´rence des approches cite´es pre´ce´demment, notre de´marche [Morin et al., 2012b] consiste a`
montrer qu’une estimation du mouvement efficace en imagerie US peut eˆtre mise a` profit pour la
reconstruction par SR d’images haute re´solution.
3.1.2 Mode`le d’observation
Dans ce chapitre, nous nous focalisons sur la reconstruction d’images US haute re´solution par
compensation du mouvement relatif de la se´quence d’observations. L’e´tape de restauration ulte´rieure
(troisie`me e´tape du processus, cf. figure 2.12 et algorithme 2.1) est totalement inde´pendante et ne
sera pas traite´e ici mais dans le chapitre 4.
Le mode`le d’observation (2.18) se re´e´crit ainsi dans notre cas
y = SHMx + n = SMHx + n = SMz + n (3.1)
graˆce a` la commutation des matrices H et M [Elad et Hel-Or, 2001; Farsiu et al., 2004b; Zhang et al.,
2012]. L’objectif de ce chapitre est la reconstruction de l’image z a` partir de la se´quence d’observations
y. Les crite`res quantitatifs tels que la FWHM et le RG de´finis dans la section 2.3.2 ne seront donc
pas utilise´s dans cette partie puisqu’ils caracte´risent principalement les performances des techniques
de de´convolution.
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3.2 Estimation du mouvement en imagerie ultrasonore
La difficulte´ dans l’estimation du mouvement peut varier selon la modalite´ d’imagerie et la com-
plexite´ du mouvement conside´re´. Ainsi, un mouvement de translation rigide en imagerie optique
sera vraisemblablement plus facile a` estimer qu’un mouvement e´lastique en imagerie US. Les pre-
mie`res me´thodes dans ce domaine ont e´te´ propose´es dans les anne´es 1980 mais cette proble´matique
reste d’actualite´, en te´moignent les travaux re´cents de Byram et al. [2013a,b] pour l’estimation du
mouvement US dans un cadre baye´sien.
3.2.1 Contexte
Il existe principalement deux grandes familles d’approches pour l’estimation du mouvement, se-
lon les hypothe`ses formule´es sur la nature et les proprie´te´s du mouvement : les me´thodes de mise en
correspondance de blocs (voir ci-dessous) et les approches diffe´rentielles.
Les approches diffe´rentielles se basent sur la variation spatiale et temporelle de l’intensite´ lumineuse
des pixels des images. L’hypothe`se formule´e ici est tre`s forte : on conside`re que l’intensite´ lumineuse
d’un pixel est conserve´e au cours du mouvement. Cette hypothe`se est caracte´rise´e par une e´quation
dite « du flux optique » [Lucas et Kanade, 1981] qui n’est pas respecte´e en imagerie US et qui ne´ces-
site une re´gularisation locale du champ de de´placement estime´ [Pellot-Barakat et al., 2004].
Il en existe d’autres, comme les approches statistiques (formulation probabiliste du champ de de´pla-
cement), les me´thodes parame´triques (utilise´es dans le cas de transformations ge´ome´triques) et les
me´thodes spatio-temporelles (utilise´es dans le cas de redondance temporelle de l’information), qui
sont e´tudie´es plus en de´tails dans [Basarab, 2008].
Me´thodes de mise en correspondance de blocs.
Les me´thodes de mise en correspondance de blocs (BM, « block matching ») sont les approches assez
largement ple´biscite´es en pratique et consistent a` de´couper l’image conside´re´e, y1, en blocs de pixels,
aussi appele´s re´gion d’inte´reˆt (ROI, « region of interest »). Une zone de recherche de cette ROI est
alors de´finie pour l’image a` recaler y2 et le meilleur candidat est retenu en fonction d’un crite`re de
ressemblance donne´, comme illustre´ sur la figure 3.1. Notons que la taille de la zone de recherche
impose de manie`re implicite un de´placement maximum pour la recherche du meilleur candidat.
Le crite`re utilise´ pour la recherche du meilleur candidat est exprime´ dans le domaine spatial ou dans un
domaine transforme´ et les plus utilise´s sont la somme des diffe´rences absolues (SAD, « sum of absolute
differences »), la somme des carre´s des diffe´rences (SSD, « sum of squared differences »), l’information
mutuelle, ainsi que les coefficients d’intercorre´lation classique ou normalise´. La strate´gie de recherche
et le choix du ou des crite`res de ressemblance ont une influence manifeste sur les performances de
cette approche, que ce soit du point de vue du temps de calcul ou de la pre´cision de l’estimation.
Certains crite`res sont parfois plus adapte´s que d’autres pour une application donne´e : par exemple,
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(a) (b)
Figure 3.1 – Principe des me´thodes de mise en correspondance de blocs, avec (a) une re´gion d’inte´reˆt
(ROI) conside´re´e dans l’image de re´fe´rence et (b) une zone de recherche dans l’image a` recaler, avec
le meilleur candidat localise´ a` l’inte´rieur.
en recalage multi-modal, l’information mutuelle est un crite`re plus performant que les autres [Wein
et al., 2008; Narayanan et al., 2009].
La recherche du meilleur candidat peut s’effectuer de manie`re exhaustive, en testant l’ensemble des
blocs de la zone de recherche, mais cette approche est tre`s couteuse en termes calculatoires et est
souvent de´laisse´e au profit de techniques non-exhaustives, non-optimales mais plus efficaces. Enfin,
notons qu’en imagerie US, la me´thode BM est plus connue sous la de´nomination « speckle tracking ».
3.2.2 Me´thode de mise en correspondance de blocs de´formables
3.2.2.1 Motivations
Les me´thodes classiques de mise en correspondance de blocs de´finies dans la section pre´ce´dente
sont adapte´es a` l’estimation de mouvements locaux de type translation rigide. Cette caracte´ristique
limite sensiblement son application aux de´formations complexes pre´sentes dans les tissus mous en
imagerie US et ne peut eˆtre utilise´ pour la reconstruction par SR. Dans cette partie, nous avons
choisi d’utiliser la me´thode propose´e par Basarab et al. [2008, 2009], consacre´e a` l’adaptation de
la me´thode BM pour le cas d’une transformation parame´trique biline´aire qui sera de´finie dans la
prochaine section.
3.2.2.2 Mode`le de mouvement
A` la diffe´rence de la me´thode BM classique, la me´thode de mise en correspondance de blocs
de´formables (BDBM, « bilinear deformable block matching ») prend en compte des transformations
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ge´ome´triques plus complexes que de pures translations. Un mode`le biline´aire pour le mouvement a
e´te´ propose´ pour controˆler la de´formation locale des blocs.
Conside´rons la se´quence de K images y = {y1, y2, . . . , yK} indexe´es dans les directions axiales
et late´rales par p = 1, 2, . . . ,m1 et q = 1, 2, . . . ,m2. On note ainsi yk(p, q) la valeur de l’image yk au
pixel de coordonne´es (p, q), pour k ∈ {1, 2, . . . ,K}. Les deux composantes du mouvement 2D, note´es
uk(p, q) et vk(p, q) entre les images k et k + 1, repre´sentent le champ dense reliant deux images
conse´cutives de la se´quence selon l’e´quation
yk+1(p, q) = yk(p+ uk(p, q), q + vk(p, q)). (3.2)
La me´thode BDBM de´finit des ROI rectangulaires et un mode`le parame´trique de mouvement estime
les translations locales de ses quatre coins afin de suivre la de´formation. Cette estimation est assure´e
par la technique BM classique, comme le montre la figure 3.2.
(a)
(b)
Figure 3.2 – Principe de la me´thode de mise en correspondance de blocs de´formables avec la de´-
formation biline´aire d’une maille rectangulaire des points de vue (a) du maillage global et (b) de la
re´gion d’inte´reˆt locale. D’apre`s [Basarab et al., 2008].
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3.2.2.3 Estimation locale des parame`tres et raffinement
Contrairement a` la me´thode classique de speckle tracking, cette approche utilise ensuite un mode`le
biline´aire comportant huit parame`tres pour de´crire le champ dense entre les images k et k + 1 :
uk(p, q) = au.p+ bu.q + cu.p.q + du, (3.3a)
vk(p, q) = av.p+ bv.q + cv.p.q + dv, (3.3b)
avec aL, bL, cL, dL repre´sentant respectivement les parame`tres d’e´chelle, de rotation, de cisaillement et
de translation pour L ∈ {u, v}. Ces huit parame`tres sont estime´s localement via un syste`me line´aire
pour chacune des ROI de l’image, comme le montre la figure 3.2.
La pre´cision de l’estimation de ces parame`tres e´tant de´pendante de celle des translations des quatre
coins de chaque ROI, une strate´gie de recherche multi-e´chelle ite´rative est mise en place. Le principe
est de de´former localement l’image courante a` l’aide des parame`tres estime´s a` l’ite´ration pre´ce´dente
et de relancer l’estimation en raffinant les grilles des zones de recherche. Cette technique permet de
diminuer l’erreur d’estimation au cours des ite´rations [Basarab, 2008].
3.3 Reconstruction d’images ultrasonores par super-re´solution
La technique BDBM utilise l’estimation du mouvement pour produire des cartes denses permet-
tant de caracte´riser la rigidite´ et les de´formations des tissus image´s en e´lastographie. Ici, une fois que
le mouvement est connu avec une pre´cision subpixellique suffisante, les images sont toutes aligne´es
par rapport a` une image de re´fe´rence. Une fois que la se´quence d’images LR est exprime´e dans les
coordonne´es de cette re´fe´rence (cf. figure 2.13), les valeurs de l’image HR sont obtenues sur la grille
re´gulie`re correspondante par interpolation bicubique (cf. algorithme 2.1). La pre´cision du mouvement
estime´ intervient ici et [Vandewalle et al., 2006] ont a` ce sujet montre´ qu’une erreur d’estimation de
l’ordre du pixel conduisait fatalement a` une image HR reconstruite de moins bonne qualite´ qu’une
interpolation bicubique basique d’une seule des images LR de la se´quence.
Le choix du nombre optimal d’images a` utiliser a` e´galement e´te´ e´tudie´. Ce nombre de´pend de nom-
breux parame`tres comme la pre´cision du recalage, du mode`le d’observation conside´re´ et du contenu
spectral des images [Vandewalle et al., 2007]. On pourrait croire intuitivement que l’erreur de recons-
truction de´croˆıt de manie`re strictement monotone a` mesure que le nombre d’observations disponibles
augmente. Il existe cependant une limite a` l’ame´lioration que l’on peut espe´rer et meˆme un tre`s grand
nombre d’images LR ne permet pas de reconstruire parfaitement l’image HR the´orique (quand elle
existe). La PSF du syste`me, le bruit et les inexactitudes du mode`le d’observation (3.1) bornent le
pouvoir de re´solution de ces me´thodes. Comme le montre la figure 3.3 dans le cas d’images synthe´-
tiques avec un processus de de´gradation parfaitement connu, les performances de l’algorithme en
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terme de MSE e´voluent rapidement avec les premie`res images mais ont tendance a` s’atte´nuer puis
stagner a` partir d’un certain moment. Dans notre application, en conside´rant notre mode`le et l’algo-
rithme BDBM, une se´quence de 15 images LR correspond au meilleur compromis entre qualite´ de la
reconstruction et couˆt calculatoire.
Figure 3.3 – Erreur de reconstruction en fonction du nombre d’images utilise´es dans l’algorithme
de super-re´solution. Il existe une limite au-dela` de laquelle chaque image supple´mentaire n’apporte
plus d’information significative.
3.4 Re´sultats
Les performances de la reconstruction par SR de´pend essentiellement de la pre´cision du mouve-
ment estime´. Aussi, avant de pre´senter des re´sultats sur des images d’un fantoˆme (section 3.4.2) et
d’une thyro¨ıde in vivo (section 3.4.3), une e´tape de validation est propose´e ci-apre`s, dans le cadre
d’une simulation d’images US re´alistes. Dans les re´sultats qui suivent, le facteur de super-re´solution
lie´ a` l’interpolation des donne´es LR est fixe´ a` 9 et le nombre d’images de la se´quence vaut 15.
3.4.1 Images synthe´tiques
Afin d’e´valuer les performances de notre algorithme de reconstruction d’images US par SR, nous
nous inte´ressons ici a` la simulation d’une se´quence d’images US re´alistes, a` l’aide du programme
FIELD II [Jensen, 1996, 2004], pour lesquelles le mouvement subpixellique serait parfaitement connu.
Alessandrini et al. [2012] ont propose´ une telle approche dans le cas de la valve cardiaque et ont mon-
tre´ l’inte´reˆt de ce cadre de travail pour l’e´valuation des me´thodes d’estimation du mouvement.
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Simulation d’images d’ultrasonores re´alistes
Dans cette partie, on de´sire simuler une se´quence d’images synthe´tiques ys = {ys1 , ys2 , . . . , ysK}.
La premie`re image de la se´quence, ys1 , est ge´ne´re´e a` l’aide d’une image US expe´rimentale yexp
qui peut eˆtre vue comme un gabarit. Nous utilisons ici l’image d’un fantoˆme expe´rimental de taille
50 mm × 50 mm × 50 mm contenant une inclusion cylindrique hypoe´choge`ne de 5 mm de diame`tre,
acquise a` l’aide d’un transducteur line´aire dont la fre´quence centrale vaut 7.5 MHz.
La premie`re e´tape pour la simulation de ys1 consiste a` ge´ne´rer une carte de diffuseurs dont les
positions sont distribue´es selon une loi uniforme [Jensen, 1996, 2004]. Nous nous limitons ici a` une
image 2D de taille 30.04 mm × 34.72 mm (2311 × 217 pixels) centre´e sur l’inclusion. Le nombre de
diffuseurs D, fixe´ a` 5 × 104 dans notre simulation, a e´te´ choisi de sorte que l’image simule´e soit
visuellement acceptable sans induire un couˆt calculatoire trop important sous FIELD II. Dans la
suite de cette partie, on notera (pi,k, qi,k) la position et ai,k l’amplitude du diffuseur i appartenant a`
l’image k de la se´quence, pour i = 1, 2, . . . , D et k = 1, 2, . . . ,K.
L’amplitude des diffuseurs de cette premie`re image est obtenue en e´chantillonnant la valeur de l’image
gabarit yexp aux coordonne´es correspondantes :
∀i ∈ {1, 2, . . . , D} , ai,1 = yexp(pi,1, qi,1), (3.4)
ou` yexp repre´sente l’enveloppe interpole´e de l’image RF avant la compression logarithmique du mode
B. Une fois cette premie`re image ge´ne´re´e, la se´quence est alors obtenue directement en appliquant
a` la carte de diffuseur initiale les champs de mouvements successifs estime´s a` partir d’une se´quence
expe´rimentale, note´s uˆk et vˆk. On a alors, pour i = 1, 2, . . . , D et pour k = 1, 2, . . . ,K − 1
pi,k+1 = pi,k + uˆk(pi,k, qi,k), (3.5a)
qi,k+1 = qi,k + vˆk(pi,k, qi,k). (3.5b)
La caracte`re re´aliste de la simulation vient du fait que les champs de mouvements utilise´s ici sont
issus d’une se´quence d’images d’un fantoˆme US re´el, comme nous le verrons dans la section suivante.
Enfin, l’amplitude des diffuseurs reste la meˆme sur toute la se´quence, apre`s application du mouvement,
afin de pre´server la cohe´rence du speckle. En d’autres termes, pour i = 1, 2, . . . , D et k = 2, 3, . . . ,K,
ai,k = ai,1. (3.6)
Une fois que toutes les cartes de diffuseurs de la se´quence sons calcule´es, les images US associe´es
sont simule´es a` l’aide du programme FIELD II [Jensen, 1996, 2004]. Les parame`tres utilise´s sont les
meˆmes que ceux de la sonde utilise´e pour l’acquisition des images re´elles : une fre´quence centrale de
7.5 MHz, une fre´quence d’e´chantillonnage de 60 MHz, une barrette pie´zoe´lectrique compose´e de 512
e´le´ments de taille 5 mm × 0.2 mm (hauteur et largeur, respectivement) avec une zone active de 128
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e´le´ments.
La figure 3.4 montre une image de la se´quence ainsi simule´e, centre´e sur l’inclusion, et l’image HR
reconstruite par SR en utilisant les champs de mouvement estime´s.
(a) (b)
Figure 3.4 – Simulation d’images ultrasonores re´alistes, avec (a) une image parmi les 15 qui com-
posent la se´quence et (b) la reconstruction haute re´solution correspondante.
Une e´tude des profils de lignes axiaux de l’image en mode B permet de quantifier l’ame´lioration de
la re´solution. Une moyenne mobile de ces profils axiaux situe´s a` 10± 1 mm (dimension late´rale) est
pre´sente´e sur la figure 3.5. Les de´limitations the´oriques du fantoˆme sont symbolise´es par les deux
traits verticaux. Notons que dans cette figure, la dimension horizontale correspond a` la distance axiale
et non late´rale.
Afin d’e´valuer l’influence de l’estimation du mouvement sur le processus de reconstruction, cette figure
regroupe deux re´sultats distincts. La reconstruction de l’image HR a e´te´ re´alise´e dans un premier
temps en utilisant le mouvement re´el qui a servi a` simuler les images de la se´quence, connu avec
exactitude. Pour ve´rifier que l’estimation du mouvement par BDBM est suffisamment pre´cise pour
notre application, ce mouvement a ensuite e´te´ estime´ dans un second temps directement a` partir de
la se´quence d’images US synthe´tiques. Ces re´sultats sont regroupe´s sur la figure 3.5 : l’image ge´ne´re´e
avec les mouvements re´el ou estime´ sont sensiblement les meˆmes. Les performances sont e´galement
e´value´es en termes quantitatifs a` l’aide du CNR (de´fini dans la section 2.3.2) et des caracte´ristiques
de l’interface de l’inclusion. Ces donne´es sont regroupe´es dans les tables 3.1 et 3.2 et seront compare´es
avec les re´sultats expe´rimentaux.
L’ame´lioration de la re´solution a ainsi e´te´ quantifie´e graˆce aux caracte´ristiques connues du fantoˆme.
La position the´orique de l’interface de l’inclusion e´tant pre´cise´ment localise´e, on peut de´terminer
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Figure 3.5 – Profils axiaux de l’image ultrasonore enveloppe pour l’image du fantoˆme simule´ (cf.
figure 3.4). En trait plein bleu, une image LR de la se´quence originale ; en trait plein vert, l’image
HR reconstruite en utilisant le mouvement exact ; en trait pointille´ rouge, l’image HR reconstruite
en utilisant le mouvement estime´. Les traits verticaux de´limitent la position the´orique de l’inclusion
cylindrique.
Fantoˆme simule´ (section 3.4.1)
Images LR Interpolation SR basique SR adapte´e
CNR 0.331 0.335 0.332 0.421
(ame´lioration) (-) (+1.2%) (+0.1%) (+27.2%)
Fantoˆme expe´rimental (section 3.4.2)
Images LR Interpolation SR basique SR adapte´e
CNR 0.507 0.528 0.522 0.573
(ame´lioration) (-) (+4.1%) (+2.9%) (+12.9%)
Table 3.1 – Comparaison du CNR des diffe´rentes me´thodes pour les fantoˆmes simule´ et expe´rimental.
les performances d’une me´thode selon sa capacite´ a` de´line´er avec pre´cision sa position. La transition
entre les re´gions interne et externe de l’inclusion, qui doit donc a` ce titre eˆtre aussi te´nue que possible,
permet de discriminer diffe´rentes me´thodes en quantifiant sa largeur et sa pente, comme indique´ dans
la table 3.2. La pente est calcule´e par re´gression line´aire au sens des moindres carre´s.
Remarque. Il est important de noter que les de´limitations entre les zones interne et externe de
l’inclusion peuvent ne pas toujours exister de manie`re claire. La position du de´but et de la fin de
la re´gion associe´e a` l’interface de´pend notamment de la qualite´ des images LR. Cependant, dans la
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Images du fantoˆme
Simule´ (section 3.4.1) Expe´rimental (section 3.4.2)
LR HR LR HR
Interface 1 - largeur (mm) 1.48 0.76 1.98 0.53
Interface 2 - largeur (mm) 1.47 1.10 1.93 2.14
Interface 1 - pente moyenne 3.08 7.27 2.46 9.91
Interface 2 - pente moyenne 2.64 3.79 2.47 3.42
Table 3.2 – Ame´lioration de la re´solution au niveau de l’interface du fantoˆme, dans les cas des
fantoˆmes simule´ et expe´rimental.
majorite´ des cas que nous avons traite´s, les versions HR du fantoˆme offrent des de´limitations de ses
interfaces plus pre´cises.
Le CNR est calcule´ comme indique´ dans la section 2.3.2, en de´finissant des re´gions interne et
externe par rapport a` l’inclusion hype´choge`ne. Ces zones sont choisies a` la meˆme profondeur pour
que les valeurs de contraste soient comparables. Le CNR est calcule´ en prenant une image LR de la
se´quence puis successivement les images HR obtenues par interpolation bicubique, par reconstruction
SR a` l’aide d’une estimation basique du mouvement [Vandewalle et al., 2007] et par la reconstruction
SR propose´e ici. Le tableau 3.1 re´sume toutes ces informations et on constate une ame´lioration
d’environ 27% du CNR avec notre me´thode.
Remarque sur l’ame´lioration du CNR. Notons que l’ame´lioration d’un crite`re donne´, en l’oc-
currence le CNR, n’est qu’une indication sur le comportement d’une me´thode mais ne refle`te pas
son comportement ge´ne´ral. Ainsi, meˆme si la reconstruction SR base´e sur un mode`le de mouvement
compose´ de translations et de rotations conduit a` une ame´lioration du CNR de 0.1% (cf. table 3.1),
l’image US subit de se´ve`res de´gradations comme le montre la figure 3.6. Dans ce cas de figure, cette
reconstruction par SR s’apparente a` une me´thode d’imagerie compose´e spatiale. Enfin, il est a` noter
que l’interpolation bicubique ame´liore le CNR alors qu’aucune information n’est prise en compte lors
du processus de reconstruction de l’image HR.
3.4.2 Images de fantoˆme
La meˆme reconstruction par SR a ensuite e´te´ teste´e sur la se´quence d’images US du fantoˆme expe´-
rimental, avec les caracte´ristiques de´crites dans la section pre´ce´dente. La figure 3.6 donne un aperc¸u
de ces re´sultats avec une image parmi les quinze de la se´quence et le re´sultat de la reconstruction par
SR, dans les cas d’une estimation du mouvement simple [Vandewalle et al., 2007] et adapte´e aux US
[Basarab et al., 2008]. Les commentaires de la section pre´ce´dente sont encore valables ici. Une e´tude
des profils de ligne axiaux est e´galement propose´e sur la figure 3.7. Ces deux figures correspondent
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(a) (b)
(c)
Figure 3.6 – Reconstruction haute re´solution d’images expe´rimentales d’un fantoˆme, avec (a) une
image de la se´quence et les reconstructions SR en utilisant (b) une estimation du mouvement basique
et (c) une estimation adapte´e a` l’imagerie ultrasonore.
ainsi aux versions expe´rimentales des re´sultats pre´sente´s respectivement sur les figures 3.4 et 3.5.
D’un point de vue qualitatif, il est inte´ressant de remarquer que l’inclusion est mieux de´finie sur
l’image HR avec sa structure cylindrique plus aise´ment discernable. Les re´sultats quantitatifs relatifs
au CNR et aux caracte´ristiques de l’interface de l’inclusion sont regroupe´s dans les tables 3.1 et
3.2. Le CNR est ame´liore´ de 13% environ et les parame`tres de l’interface sont meilleurs que ceux de
l’image LR dans la majorite´ des cas. Notons enfin que les meilleurs re´sultats quantitatifs sont atteints
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en simulation, le mouvement effectif e´tant parfaitement connu.
Figure 3.7 – Profils axiaux de l’image ultrasonore enveloppe pour l’image du fantoˆme expe´rimental
(cf. figure 3.6). En bleu, une image de la se´quence originale ; en rouge, l’image haute re´solution
reconstruite. Les traits verticaux de´limitent la position the´orique de l’inclusion cylindrique.
3.4.3 Images de thyro¨ıde in vivo
Le dernier jeu de donne´es correspond a` des images in vivo de thyro¨ıde avec une tumeur maligne.
Ici aussi, les images ont e´te´ acquise a` l’origine dans le cadre de l’e´lastographie statique, en appliquant
une compression de faible amplitude directement a` l’aide de la sonde US. Plus de de´tails concernant
ces donne´es de thyro¨ıde ainsi que sur les conditions expe´rimentales de l’acquisition peuvent eˆtre
trouve´es dans la re´fe´rence [Basarab et al., 2009]. Les re´sultats de la reconstruction par SR ainsi
qu’une image LR de la se´quence sont pre´sente´s sur la figure 3.8.
L’e´valuation quantitative de notre me´thode sur ces donne´es in vivo est le´ge`rement plus complexe
puisque la ve´rite´ terrain n’est pas connue. D’une manie`re ge´ne´rale, les contours de la thyro¨ıde sont
mieux de´limite´s sur l’image HR. Les diffe´rentes re´gions, avec la glande thyro¨ıde et la tumeur maligne,
ont e´te´ trace´es par un spe´cialiste et sont superpose´es sur l’image LR.
Le CNR a ici e´te´ calcule´ d’une manie`re diffe´rente, les re´gions interne et externe n’e´tant pas clairement
e´tablies. La zone interne a ainsi e´te´ choisie a` l’inte´rieur de la re´gion tumorale, dans la partie infe´rieure
et sombre de l’image. La zone externe a quant a` elle e´te´ se´lectionne´e dans la re´gion saine, dans la
partie supe´rieure et claire de l’image. Ces de´limitations respectent bien entendu les contours de´finis
par le spe´cialiste. En suivant cette proce´dure, le CNR a e´te´ ame´liore´ de 24.2% par rapport a` l’image
LR originale.
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(a) (b)
(c)
Figure 3.8 – Reconstruction haute re´solution d’images in vivo d’une thyro¨ıde avec une tumeur
maligne. (a) Une image de la se´quence et (b) la reconstruction par SR correspondante. Les re´gions
de la thyro¨ıde ont e´te´ de´limite´es par un spe´cialiste (c) : T - glande thyro¨ıde, Tm - tumeur maligne.
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3.5 Conclusion
Nous avons propose´ dans ce chapitre un cadre de reconstruction par super-re´solution adapte´ a`
l’imagerie ultrasonore. Les performances de ces techniques de reconstruction de´pendant principale-
ment de la pre´cision de l’estimation du mouvement de la se´quence d’image de faible re´solution, une
me´thode efficace originellement de´veloppe´e pour l’e´lastographie nous a permis de reconstruire des
images ultrasonores haute re´solution. Les mouvements e´lastiques caracte´ristiques des tissus mous en
imagerie ultrasonore sont estime´s avant de reconstruire l’image haute re´solution via une interpolation
bicubique des donne´es basse re´solution aligne´es avec une pre´cision subpixellique.
La validation de notre approche sur un jeu de donne´es de simulation a fourni un cadre expe´rimental
aux ame´liorations maximales que l’on peut espe´rer atteindre. Une se´quence d’images d’un fantoˆme
expe´rimental a servi a` ge´ne´rer les images synthe´tiques avant d’eˆtre elles-meˆmes traite´es. Dans les deux
cas, des ame´liorations ont e´te´ mesure´es en termes qualitatifs et quantitatifs. Le traitement de donne´es
in vivo de thyro¨ıde pre´sentant une tumeur maligne a e´galement e´te´ propose´ et e´value´ dans les meˆmes
termes. Ces re´sultats illustrent ainsi l’inte´reˆt des techniques de reconstruction par super-re´solution
en imagerie ultrasonore.
La prise en compte des erreurs locales d’estimation du mouvement, au travers de cartes de validite´
disponibles au moment de la reconstruction, constitue la principale piste pour ame´liorer les re´sultats
de cette approche. Le mouvement diffe`re e´norme´ment d’une zone a` l’autre, en fonction de la rigidite´
des tissus image´s, et la de´tection de ces zones complexes permettraient de mieux se´lectionner les
images de la se´quence a` utiliser pour la reconstruction haute re´solution.
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Ce dernier chapitre aborde l’ame´lioration de la re´solution sous un angle diffe´rent, celui des ap-
proches de de´convolution. Le mode`le d’observation ne conside`re ici qu’une seule image basse re´solu-
tion, mais il prend en compte la re´ponse impulsionnelle spatiale du syste`me (point spread function).
Le but est donc de restaurer, l’image originale et de retrouver les informations perdues via la convo-
lution avec un noyau produisant un effet de flou. Nous nous consacrerons dans un premier temps au
cas de figure dans lequel ce noyau est conside´re´ comme parfaitement connu, de manie`re the´orique
ou expe´rimentale, et nous proposerons un algorithme efficace pour la re´solution du proble`me inverse
mal pose´ associe´ [Morin et al., 2012a]. Dans un second temps, nous e´tudierons l’influence de l’erreur
d’estimation du noyau sur les performances de la de´convolution et nous introduirons un nouveau
cadre algorithmique pour l’estimation conjointe de l’image haute re´solution et de la re´ponse impul-
sionnelle du syste`me, sous l’hypothe`se qu’une estimation initiale puisse eˆtre obtenue [Morin et al.,
2013b,a]. Tous les re´sultats seront e´value´s de manie`re qualitatives et quantitatives sur des donne´es
synthe´tiques et expe´rimentales.
4.1 Introduction
A` la diffe´rence de l’approche aborde´e dans le chapitre pre´ce´dent qui visait a` extraire les in-
formations sous-jacentes d’une se´quence d’image US, nous nous inte´ressons ici au cas d’une image
unique a` restaurer. Le traitement ne repose donc plus sur le mouvement entre plusieurs images de
la meˆme sce`ne mais sur les informations dont on dispose a priori sur la nature de l’image et des
conditions d’acquisition. De la pre´cision de ces informations de´pendra la nature et les performances
de l’approche conside´re´e, notamment concernant l’estimation de la PSF du syste`me. Ces informations
seront synthe´tise´es dans le tableau 4.1.
4.1.1 Pre´liminaires
Les travaux portant sur la de´convolution ou sur la seule estimation de la PSF sans traitement
ulte´rieur sont relativement abondants en imagerie US. Quelque soient les approches de de´convolution
conside´re´es (se´quentielle ou concurrente, cf. section 2.3.4.5), les informations a priori et l’estima-
tion de la PSF sont des points capitaux. Apre`s une premie`re approche par estimation parame´trique
ARMA et filtrage de Wiener [Jensen et al., 1993], l’essentiel des travaux se sont tourne´s vers le filtrage
homomorphique avec l’hypothe`se de phase minimale [Taxt, 1995] ou avec une e´tape de de´roulage de
phase [Strand et al., 1999; Jirik et Taxt, 2006] souvent conside´re´e comme proble´matique. Michai-
lovich et Tannenbaum [2007] ont ensuite adapte´ la the´orie du filtrage inverse [Cadzow, 1996] pour
la technique du filtrage homomorphique ge´ne´ralise´. Re´cemment, Yu et al. [2012a] ont propose´ un
algorithme d’optimisation `1 pour l’estimation du spectre de la PSF et de l’image de´convolue´e dans
un cadre SIMO (« single-input multiple-output »).
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Notre contribution consiste a` montrer, dans un premier temps, qu’un cadre algorithmique efficace
base´ sur la me´thode des directions alterne´es peut eˆtre mis en place pour l’ame´lioration de la re´-
solution [Morin et al., 2012a]. Nous introduirons dans un second temps une me´thode d’estimation
semi-aveugle pour estimer l’image HR et la PSF de manie`re conjointe [Morin et al., 2013b,a].
4.1.2 Mode`le d’observation
Si l’hypothe`se formule´e sur la nature potentiellement sous-e´chantillonne´e des signaux d’inte´reˆt
persiste dans ce chapitre, l’e´tape-cle´ ici n’est plus la compensation du mouvement mais la correction
des effets induits par la PSF. On rappelle que le mode`le d’observation adopte´ ici s’e´crit
y = SHx + n. (4.1)
Les cas S = In (ou de manie`re e´quivalent sr = 1, cf. annexe A) et H = In correspondent aux cas
particuliers respectifs de de´convolution et de re´-e´chantillonnage purs. Notons que si la pre´sence de
la matrice S e´tait essentielle aux approches de reconstruction par SR pre´sente´e dans le chapitre 3,
l’ame´lioration de la re´solution est ici principalement lie´e a` la pre´sence de la matrice H et a` son
inversion.
4.1.2.1 E´chantillonnage
La justification du mode`le comprenant la matrice S n’est pas directe dans le cas ge´ne´ral. L’e´chan-
tillonnage du signal RF, selon la direction axiale, est suffisant pour la plupart des transducteurs
re´cents en imagerie US. Le proble`me de la faible re´solution se pose de manie`re plus e´vidente dans
la direction late´rale, ou` le nombre de colonnes de l’image exce`de rarement 128, pour une dimension
physique semblable a` la composante axiale qui compte en ge´ne´rale dix fois plus d’e´chantillons. Cette
caracte´ristique est intrinse`quement lie´e a` la formation des images US par balayage, comme de´crit dans
la section 1.2.3.2. Ne´anmoins, la matrice S permet dans le cas ge´ne´ral, RF ou mode B, de se doter
d’une certaine liberte´ pour l’estimation de l’image HR. Elle autorise e´galement une comparaison avec
les techniques d’interpolation classiques dans le but de s’assurer que les outils propose´s disposent de
meilleures performances.
Remarque. La structure du proble`me (4.1), si l’on met de coˆte´ la composante H lie´e a` la de´con-
volution, rappelle fortement celle des approches de type CS [Donoho, 2006a; Cande`s, 2006]. Elles
partagent en effet ces aspects lie´s a` des donne´es manquantes, de manie`re volontaire ou involontaire.
Cependant, cette matrice est connue de manie`re de´terministe dans le cas pre´sent, alors qu’il s’agit
ne´cessairement d’une matrice ale´atoire en CS. Les philosophies qui en de´coulent pour la re´solution
des proble`mes inverses associe´s sont par contre totalement diffe´rentes, voire antagonistes dans cer-
tains cas. Si les techniques de CS cherchent a` repre´senter les images US « brutes » (note´es z dans
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le chapitre 3) dans des domaines favorisant leur parcimonie (voir, e.g., [Quinsac et al., 2012]), essen-
tiellement dans l’optique de diminuer le temps d’acquisition ou les e´chantillons stocke´s, l’approche
base´e sur l’ame´lioration de la re´solution perc¸oit ces donne´es manquantes ou non observe´es comme
une contrainte et non comme un but. Le but n’est donc pas de reconstruire les images US brutes mais
bien la TRF x, qui ne s’exprime pas avec le meˆme degre´ de parcimonie dans les domaines aborde´s
pre´ce´demment.
4.1.2.2 Estimation de la re´ponse impulsionnelle spatiale
Les informations disponibles sur la PSF, que ce soit via son estimation en amont des me´thodes
se´quentielles ou via son mode`le au sein des me´thodes concurrentes (cf. section 2.3.4.5), de´terminent
la nature des me´thodes envisageables ainsi que leurs performances. S’il peut eˆtre pratique de la
conside´rer parfaitement connue dans un premier temps (section 4.2), nous verrons par la suite que
le raffinement de son estimation posse`de de nombreux avantages en termes de stabilite´ et de qualite´
de la restauration (section 4.3).
Les hypothe`ses formule´es sur la nature de la PSF en imagerie US ont e´norme´ment varie´ durant
les deux dernie`res de´cennies, suivant le signal US conside´re´. Bien que les toutes premie`res approches
aient conside´re´ une mode´lisation ARMA [Jensen et al., 1993], l’utilisation de statistiques d’ordres
e´leve´s [Abeyratne et al., 1995] ou encore une formulation baye´sienne MAP [Kaaresen et Bolviken,
1999], la quasi-totalite´ des travaux qui ont suivi se sont focalise´s sur le filtrage homomorphique
(classique [Taxt et Frolova, 1999] ou ge´ne´ralise´ [Michailovich et Adam, 2003]) pour l’estimation de
la PSF. Les mode`les utilise´s sont e´galement tre`s diversifie´s, puisque les signaux conside´re´s varient de
la repre´sentation RF [Jensen et al., 1993] a` celle IQ [Taxt et Strand, 2001], avec des dimensions 1D
[Adam et Michailovich, 2002], 2D [Jirik et Taxt, 2006] ou 3D, les travaux de Taxt [2001] e´tant les
seuls a` s’eˆtre consacre´s a` cette dimension. Une grande majorite´ des me´thodes de de´convolution se sont
cantonne´es au formalisme du filtrage de Wiener pour l’inversion de la matrice H, en passant par FT
de manie`re globale [Jirik et Taxt, 2006] ou en de´composant l’image en blocs [Michailovich et Adam,
2005]. Toutes ces informations sont comple´te´es et synthe´tise´es dans la table 4.1 qui classe de manie`re
chronologique et aussi exhaustive que possible tous les travaux de de´convolution avec estimation de
la PSF en imagerie US. Les travaux de´die´s uniquement a` l’estimation de la PSF comme ceux de
Jensen et Leeman [1994] ou de Taxt [1997] ont e´te´ aborde´s dans le chapitre 2 (section 2.3.4.5) et ne
sont pas recense´s ici.
Dans ce chapitre, la strate´gie adopte´e pour l’estimation de la PSF de´pend des deux formulations
pour la re´solution de (4.1) et sera spe´cifie´e au de´but de chacune des sections affe´rentes 4.2 et 4.3.
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Travaux Signal PSF Me´thode
[Jensen et al., 1993] RF 1D Estime´e (ARMA) Wiener (FFT)
[Abeyratne et al., 1995] RF 1D Estime´e (MC) Wiener (FFT)
[Taxt et Frolova, 1999] RF 1D Estime´e (FH) Wiener (bloc)
[Kaaresen et Bolviken, 1999] RF 1D Estime´e (MAP) MAP
[Taxt et Strand, 2001] IQ 2D Estime´e (FH) Wiener (bloc)
[Taxt, 2001] RF 3D Estime´e (FH) Wiener (bloc)
[Adam et Michailovich, 2002] RF 1D Estime´e (FH) Filtrage inverse
[Michailovich et Adam, 2003] RF 1D Estime´e (FHG) Wiener (bloc)
[Taxt et Jirik, 2004] IQ 2D Estime´e (FH) Wiener (bloc)
[Michailovich et Adam, 2005] IQ 2D Estime´e (FHG) Wiener (bloc)
[Jirik et Taxt, 2006] RF 2D Estime´e (FH) Wiener (FFT)
[Yeoh et Zhang, 2006] RF 2D Estime´e (FH) Wiener + CLS
[Ng et al., 2007] IQ 2D Simule´e avec FIELD II Wiener (ite´ratif)
[Michailovich et Tannenbaum, 2007] IQ 2D Estime´e (FHG ite´ratif) `1 hybride
[Gomersall et al., 2011] IQ 2D Simule´e avec FIELD II Wiener (GPU)
[Yu et al., 2012b] IQ 1D Estime´e (FHG) `1 classique
[Yu et al., 2012a] RF 1D Estime´e (FHG ite´ratif) `1 classique
Table 4.1 – Diffe´rentes approches pour la de´convolution dans la litte´rature ultrasonore, d’apre`s
[Alessandrini, 2010]. Acronymes utilise´s uniquement dans ce tableau : MC - me´thode des cumu-
lants [Cadzow, 1996] ; FH - filtrage homomorphique [Oppenheim et Schafer, 1989] ; FHG - filtrage
homomorphique ge´ne´ralise´ [Michailovich et Adam, 2005].
4.2 Premie`re approche : de´convolution classique par ADMM
On s’inte´resse dans un premier temps a` l’hypothe`se selon laquelle une estimation de la PSF peut
eˆtre obtenue avec une pre´cision suffisante pour la de´convolution.
4.2.1 Hypothe`ses de travail
La diversite´ des approches existantes pour l’estimation de la PSF en imagerie US pre´sente´es
dans le tableau 4.1 te´moigne d’une certaine complexite´ dans le cas ge´ne´ral. Il existe cependant des
hypothe`ses simplificatrices et des situations favorables qui permettent d’obtenir une estimation rapide
de la PSF. Deux cas de figure dictent la de´marche a` adopter : celui ou` les conditions d’acquisition sont
connues, pour lequel la simulation nume´rique de la PSF est possible, et celui ou` elles sont inconnues,
ne´cessitant une estimation directement depuis les observations.
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4.2.1.1 Conditions d’acquisition connues
Pour certaines images US, les conditions expe´rimentales d’acquisition et les caracte´ristiques du
transducteur utilise´ sont parfaitement connues. C’est le cas de figure le plus favorable car il est alors
possible de simuler avec une certaine pre´cision (via le programme FIELD II par exemple) cette PSF.
Cette e´tape peut eˆtre effectue´e en amont du processus de de´convolution, avec l’e´chantillonnage de´sire´
et de manie`re rapide. La figure 4.1 montre le re´sultat d’une telle simulation avec les parame`tres
typiques synthe´tise´s dans le tableau 4.2.
Parame`tres Valeurs
T
ra
n
sd
u
ct
eu
r
Fre´quence centrale (f0) 7.5 MHz
Fre´quence d’e´chantillonnage (fs) 100 MHz
Vitesse du son (c) 1540 m · s−1
Nombre d’e´le´ments physiques 512
Nombre d’e´le´ments actifs 32
Largeur des e´le´ments (λ = cf0 ) 205 µm
Hauteur des e´le´ments 5 mm
Espace inter-e´le´ments (« kerf ») 10.3 µm
M
il
ie
u
Dimension axiale 50 mm
De´but de la surface du fantoˆme 30 mm
Dimension late´rale 40 mm
Dimension azimutale 10 mm
Nombre de colonnes de l’image 256
Table 4.2 – Parame`tres typiques du programme FIELD II pour la simulation d’une PSF.
Il est en outre possible de simuler une PSF 2D de manie`re analytique en utilisant l’expression suivante :
h(u, v) = sin (2pif0u) exp
(
−pi
(
u
σ1
)2)
exp
(
−pi
(
v
σ2
)2)
, (4.2)
ou` u et v indexent respectivement les directions axiale et late´rale, f0 repre´sente la fre´quence centrale
du transducteur et σ21 et σ
2
2 correspondent aux variances des enveloppes gaussiennes dans les deux
directions, avec en ge´ne´ral σ21 ≤ σ22.
4.2.1.2 Conditions d’acquisition inconnues
Si les caracte´ristiques de la sonde utilise´e pour l’acquisition ne sont pas entie`rement connues,
l’estimation de la PSF doit eˆtre re´alise´e a` partir des observations. La figure 4.2 montre un exemple
de re´sultat obtenu par filtrage homomorphique e´tendu au cas 2D avec des FT bi-dimensionnelles et
deux que´frences de coupure (cf. section 2.3.4.5 et annexe B). L’image US utilise´e est un rein de souris
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(a) (b)
(c) (d)
Figure 4.1 – PSF simule´e, avec (a) la vue 2D, les profils (b) late´ral et (c) axial, et (d) une vue 3D.
acquis a` l’aide d’une sonde dont la fre´quence centrale vaut 25 MHz.
Il est important de noter que si l’on formule l’hypothe`se de phase minimale, cette approche parvient
a` estimer correctement la fre´quence centrale de la PSF mais pas ses enveloppes (axiale et late´rale).
La figure 4.3 illustre ce re´sultat selon la direction axiale, dans le cas d’une estimation par filtrage
homorphique sur une image US simule´e et pour lesquelles la PSF re´elle est parfaitement connue. La
RMSE normalise´e entre la PSF re´elle h et la PSF estime´e hˆ vaut ici NRMSE
(
h, hˆ
)
= 2.4 × 10−2.
On verra que ces impre´cisions devront eˆtre re´duites pour la de´convolution de signaux RF (cf. section
4.3.3). Une e´tude plus approfondie de cette estimation de la PSF par filtrage homomorphique peut
eˆtre trouve´e en annexe B.
4.2.2 Formulation et re´gularisation du proble`me inverse
Comme indique´ dans le chapitre 2, section 2.3.4, la re´solution brute de (4.1) par pseudo-inverse
est un proble`me mal pose´ car l’unicite´ de la solution n’est aucunement garantie. Des informations
supple´mentaires concernant l’image a` restaurer ou` les parame`tres du mode`le doivent eˆtre incorpore´es
afin d’assurer la stabilite´ de l’estimation de x. Comme en atteste la table 4.1 en imagerie US, de
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(a) (b)
(c) (d)
Figure 4.2 – PSF estime´e par filtrage homomorphique, avec (a) la vue 2D, les profils (b) late´ral et
(c) axial, et (d) une vue 3D.
tre`s nombreux travaux se sont focalise´s sur des approches relativement simples de de´convolution par
filtrage de Wiener, avec une re´gularisation de Tikhonov de type `2. Ces approches ont un couˆt calcu-
latoire faible mais sont dans le cas ge´ne´ral tre`s sensibles au bruit et offrent des choix de re´gularisation
lisse relativement limite´s [Afonso et al., 2011].
4.2.2.1 Proble`me inverse ge´ne´rique
On s’inte´resse ici a` des approches variationnelles efficaces pour la re´solution du proble`me d’opti-
misation `1 ge´ne´rique avec contraintes suivant :
min
x∈Rn
‖Γx‖1
t.q. ‖y − SHx‖22 ≤ α,
(4.3)
qui s’e´crit aussi, dans sa forme sans contrainte e´quivalente [Chambolle, 2004; Ng et al., 2010; Afonso
et al., 2011],
min
x∈Rn
‖Γx‖1 + τ ‖y − SHx‖22 . (4.4)
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Figure 4.3 – Erreur d’estimation commise par filtrage homomorphique, selon la direction axiale,
dans le cas d’une image US simule´e. La NRMSE vaut 2.4× 10−2.
α et τ sont des parame`tres de R+ permettant de fixer le compromis entre les deux termes lie´s a`
l’attache aux donne´es `2 et a` la re´gularisation `1. Γ est un ope´rateur line´aire de taille kn×n de´crivant
un espace dans lequel l’image HR x est aussi parcimonieuse que possible. Dans le cas d’un a priori TV
classique [Rudin et al., 1992], k = 2 et Γ =∇ ∈ R2n×n correspond aux versions discre`tes du gradient
et se de´compose en deux ope´rateurs vertical et horizontal de taille n× n : ∇ = [∇T1 ∇T2 ]T . Chacune
de ces deux composantes a la meˆme structure circulante que la matrice de convolution H avec les
noyaux respectifs ∇˘1 = [−1 1]T et ∇˘2 = [−1 1] et peut eˆtre calcule´e de manie`re efficace (cf. annexe
A). Γx est donc un vecteur de longueur 2n que l’on peut re´arranger selon les deux composantes du
gradient pour former la matrice D = [d1 d2] ∈ Rn×2 avec d1 = ∇1x et d2 = ∇2x ∈ Rn. La norme
‖Γx‖1 ∈ R+ se calcule alors comme
‖Γx‖1 def= |||D|||1 = ‖d‖1 (4.5)
avec d = |D| ∈ (R+)n de´fini par
d =
√
d1  d1 + d2  d2, (4.6)
l’ope´ration  correspondant au produit matriciel de Hadamard (« terme a` terme ») et la racine carre´e
e´tant prise terme a` terme. On remarque enfin que |||D|||N = ‖D‖N pour N = 2.
4.2.2.2 Contexte des algorithmes d’optimisation efficaces
Durant les dix dernie`res anne´es, les me´thodes de´veloppe´es pour la re´solution de proble`mes de la
forme (4.3) ou (4.4) ont connu un regain d’inte´reˆt manifeste, en lien avec la robustesse aux points
aberrants (« outliers ») [Beck et Teboulle, 2009] et avec une certaine optimalite´ [Donoho, 2006b]
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de cette formulation `1. Les algorithmes d’optimisation classiques comme les me´thodes de points
inte´rieurs [Ben-Tal et Nemirovski, 2001] ont e´te´ rapidement e´carte´s car ils n’e´taient pas adapte´s aux
grandes dimensions des applications classiques en traitement d’image, ou` les variables a` manipuler
comportent souvent plusieurs millions d’e´le´ments. Ces limitations ont motive´ le de´veloppement d’al-
gorithmes de type descente de gradient, pour lesquels le couˆt calculatoire est relativement faible et
domine´ par des multiplications entre matrices et vecteurs impliquant H et HT [Figueiredo et al.,
2007]. Les me´thodes les plus populaires pour la re´solution efficace de (4.4) appartiennent a` la fa-
mille des algorithmes de seuillage ite´ratif (ISTA, « iterative shrinkage-thresholding algorithms »),
aussi connus dans la litte´rature sous les appellations (non-exhaustives) « me´thode de Landweber »
et « de´bruitage ite´ratif » [Chambolle et al., 1998; Daubechies et al., 2004; Hale et al., 2007; Vonesch
et Unser, 2008]. Ces approches, outre les ope´rations H et HT , ont recours a` des e´tapes de seuillage
doux et peuvent se re´sumer a` l’e´tape ge´ne´rale
x(k+1) = softλt
(
x(k) − 2tHT (Hx(k) − y)
)
, (4.7)
avec t le pas de la me´thode et softδ (x) l’ope´ration de seuillage doux (« soft thresholding ») [Donoho,
1995] de´finie de manie`re vectorielle sur Rn par 1
softδ (x) =
x
|x| max(|x| − δ, 0), (4.8)
ou encore de manie`re scalaire, pour i = 1, . . . , n, par
softδ (x) (i) =
xi
|xi| max(|xi| − δ, 0). (4.9)
Notons que pour tout xi tel que |xi| = 0, le seuillage doux vaut par de´finition softδ (x) (i) def= 0. La
figure 4.4 illustre la diffe´rence entre le seuillage classique, parfois qualifie´ de « dur », et le seuillage
doux dans le cas .
Dans la litte´rature de l’optimisation nume´rique, l’origine des algorithmes ISTA et leurs ramifi-
cations remontent aux me´thodes Forward-Backward ite´ratives [Bruck Jr, 1977; Passty, 1979], aux
approches primales-duales [Rockafellar, 1973; Chambolle, 2004], a` l’algorithme de split Bregman
[Goldstein et Osher, 2008; Esser, 2009], aux me´thodes des directions alterne´es (ADMM, « alternating
direction method of multipliers ») ou Douglas-Rachford [Eckstein et Bertsekas, 1992] et au cadre plus
ge´ne´ral de la se´paration de variables (voir Esser [2009], [Facchinei et Pang, 2003, chapitre 12] et les
re´fe´rences a` l’inte´rieur). Dans le cas ou` la matrice H du syste`me line´aire est connue, le choix de la
me´thode a` adopter de´pend principalement de la nature du bruit (e.g., l’algorithme de Richardon-Lucy
pour la de´convolution en pre´sence de bruit de Poisson [Sarder et Nehorai, 2006]) et de l’application
(e.g., l’e´chantillonnage compresse´ par ADMM de Yang et Zhang [2009]). L’analyse approfondie des
performances de ces algorithmes, de leurs spe´cificite´s et de leur potentiel, notamment en terme de
1. L’ope´ration de seuillage doux peut eˆtre e´tendue au cas d’un argument complexe, cf. [Wright et al., 2009].
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Figure 4.4 – Comparaison des seuillages classique (« dur ») et doux, avec δ = 2.
vitesse et de stabilite´ de convergence, peut eˆtre trouve´e dans [Beck et Teboulle, 2009; Combettes et
Pesquet, 2011]. Esser [2009] a par ailleurs e´tudie´ les liens existant entre les approches ADMM et split
Bregman.
Les algorithmes ISTA ont connu de tre`s nombreuses ame´liorations et variantes au cours des dernie`res
anne´es, afin d’en ame´liorer la vitesse de convergence, avec notamment les versions en deux e´tapes
TwIST (« two-step IST ») [Bioucas-Dias et Figueiredo, 2007] et FISTA (« fast ISTA ») [Beck et
Teboulle, 2009] ainsi que la version acce´le´re´e SpaRSA (« sparse reconstruction by separable approxi-
mation ») [Wright et al., 2009]. On notera e´galement par souci d’exhaustivite´ les me´thodes re´centes
de type Lagrangien augmente´ (AL, « augmented Lagrangian ») pour la re´solution des proble`mes
non-contraints (SALSA, « split augmented Lagrangian shrinkage algorithm » [Afonso et al., 2010])
et contraints (C-SALSA, « constrained SALSA » [Afonso et al., 2011]), ainsi que l’algorithme NESTA
propose´ par Becker et al. [2011] et base´ sur la me´thode du premier ordre de Nesterov pour le lissage
de fonctionnelles non-lisses [Nesterov, 2005].
Les techniques Forward-Backward ite´ratives et primales-duales e´nonce´es plus haut ont l’avantage
de ne faire intervenir que des produits matrices-vecteurs, a` la diffe´rence des approches par ADMM
ou Douglas-Rachford qui ne´cessitent la re´solution de syste`mes line´aires plus complexes. Ainsi, dans
le cas ge´ne´ral et d’un point de vue strictement calculatoire, le premier type d’approches semblerait
tout indique´. Mais dans notre cas, comme nous le verrons dans la section 4.2.3, une grande majorite´
des calculs font intervenir des ope´rateurs proximaux diagonalisables par FT [Afonso et al., 2010;
Combettes et Pesquet, 2011; Zuo et Lin, 2011] et offrent ainsi une pre´disposition inte´ressante pour
le traitement de donne´es en grande dimension et pour les architectures paralle`les [Gomersall et al.,
2011; de Vieilleville et al., 2011]. Le formalisme ADMM procure en outre une certaine flexibilite´, en
the´orie comme en pratique, d’une part au niveau de la dimension des ope´rateurs implique´s dans la
de´convolution et de celle des donne´es a` traiter, et d’autre part, au niveau du nombre de termes que
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contient la fonctionnelle (4.4) [Almeida et Almeida, 2010].
4.2.3 Re´solution efficace du proble`me inverse
Dans cette partie, on montre que la re´solution du proble`me inverse (4.3) qui nous inte´resse, faisant
intervenir les ope´rations de convolution avec la PSF et de sous-e´chantillonnage, peut eˆtre formule´e
dans le cadre ADMM et effectue´e de manie`re efficace.
4.2.3.1 Proble`me ge´ne´rique et se´paration de variables
Conside´rons le proble`me d’optimisation ge´ne´rique suivant :
min f1(u) + f2(Au)
t.q. u ∈ Rq1
(4.10)
avec A ∈ Rp×q1 un ope´rateur connu et f1 : Rq1 → R¯ et f2 : Rp → R¯ des fonctions convexes connues,
avec R¯ = R ∪ {−∞, +∞}. La se´paration de variables est une proce´dure simple qui consiste a` cre´er
une nouvelle variable, que l’on note v, affecte´e comme argument de la fonction f2, sous la contrainte
v = Au. Le cas le plus ge´ne´ral s’e´crit
min f1(u) + f2(v)
t.q. u ∈ Rq1 , v ∈ Rq2 , Au + Bv = c
(4.11)
avec ici A ∈ Rp×q1 , B ∈ Rp×q2 , c ∈ Rp, f1 : Rq1 → R¯ et f2 : Rq2 → R¯ (on utilise de manie`re abusive
la meˆme notation pour f2 que dans (4.10) en prenant p = q2). La motivation implicite justifiant
cette approche est que dans certaines situations, la re´solution du proble`me avec contraintes (4.11)
est plus simple que celle de la version non-contrainte (4.10) [Bioucas-Dias et Figueiredo, 2007; Yin
et al., 2007; Goldstein et Osher, 2008; Esser, 2009].
4.2.3.2 Re´solution par la me´thode du Lagrangien augmente´ (ALM/MM)
L’e´quation (4.11) peut eˆtre vue comme un proble`me d’optimisation avec p contraintes d’e´galite´
line´aires. On peut alors de´finir le Lagrangien augmente´
LA(u,v,λ) = f1(u) + f2(v) + 〈λ,Au + Bv − c〉+ β
2
‖Au + Bv − c‖22 (4.12)
avec λ ∈ Rp le vecteur contenant les multiplicateurs de Lagrange associe´s aux contraintes line´aires,
β ∈ R+ une pe´nalite´ associe´e a` la violation de ces contraintes et 〈 · , · 〉 le produit scalaire usuel associe´
a` la norme euclidienne : ∀x ∈ Rn, 〈x,x〉 = ‖x‖22 ∈ R+.
E´tant donne´ un λ0 ∈ Rp initial, la me´thode du Lagrangien augmente´ (ALM, « augmented Lagrangian
method »), parfois appele´e me´thode des multiplicateurs (MM), consiste alors a` alterner, de manie`re
ite´rative et se´quentielle, entre la minimisation de LA(u,v,λ) par rapport au couple (u, v), a` λ fixe´,
et la mise a` jour de λ, a` (u, v) fixe´. Ces diffe´rentes e´tapes sont synthe´tise´es dans l’algorithme 4.1.
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Entre´e : β ∈ R+ et λ0 ∈ Rp.
Sortie : uˆ ∈ Rq1 et vˆ ∈ Rq2 .
1: % Initialisation
2: Fixer k = 0, choisir β ∈ R+ et un λ0 ∈ Rp initial.
3: re´pe´ter
4: % E´tape 1 : minimisation du AL par rapport a` (u, v)
5: (u(k+1), v(k+1)) ∈ argminLA(u,v,λ(k)) t.q. u ∈ Rq1 , v ∈ Rq2
6: % E´tape 2 : mise a` jour des multiplicateurs de Lagrange
7: λ(k+1) = λ(k) + β(Au(k+1) + Bv(k+1) − c)
8: k ← k + 1
9: jusqu’a` validation d’une condition d’arreˆt.
Algo. 4.1: Me´thode du Lagrangien augmente´ (ALM/MM) pour la re´solution de (4.11).
Remarque. Quelque soit l’algorithme d’optimisation ite´ratif conside´re´, une condition d’arreˆt doit
eˆtre de´finie. Elle peut eˆtre de´termine´e en fonction du nombre total d’ite´rations, en fonction de l’erreur
entre les images restaure´e et originale (quand cette dernie`re est connue) ou de la convergence d’un
crite`re quelconque (PSNR, SSIM, etc.), ou encore en fonction de la MSE terme a` terme de l’image
restaure´e, i.e., 1n ‖xk − xk−1‖22. Des crite`res spe´cifiques aux me´thodes ADMM seront e´tudie´s dans la
section correspondante. Dans la suite, sauf mention contraire, on optera pour un crite`re d’arreˆt base´
sur le nombre total d’ite´rations, qui a l’avantage d’assurer un temps de calcul constant pour tous les
traitements. Notons que ce nombre maximum d’ite´rations est fixe´ en s’assurant que l’algorithme a
correctement converge´.
Malgre´ sa popularite´ pour la re´solution de proble`mes d’optimisation ge´ne´riques avec des contraintes
d’e´galite´ line´aires, l’implantation directe de la me´thode ALM pour re´soudre notre proble`me (4.11)
n’est pas judicieuse. Cette approche briserait en effet la syme´trie qu’il existe entre u et v et la
structure se´parable qui en de´coule, a` la fois au niveau de la fonctionnelle et des contraintes. La
minimisation simultane´e du couple (u, v) n’est pas triviale car, dans la plupart des cas, elle fait
intervenir des termes quadratiques non-se´parables (et potentiellement non-lisses) qui ne peuvent pas
eˆtre interpre´te´s comme des ope´rateurs proximaux (voir la section suivante). Les techniques ADMM
apportent une solution efficace a` ce proble`me.
4.2.3.3 Re´solution par la me´thode des directions alterne´es (ADMM)
Plutoˆt que d’attaquer de front le proble`me (4.11), les me´thodes ADMM [Eckstein et Bertsekas,
1992] utilisent une strate´gie alternant les minimisations par rapport a` u et v, en gardant a` chaque fois
l’autre variable fixe´e. Cette technique est connue dans la litte´rature sous l’appellation « non-linear
block-Gauss-Seidel » [Ben-Tal et Nemirovski, 2001]. Les preuves de convergence de cette me´thode
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ont e´te´ de´montre´es par Eckstein et Bertsekas [1992, the´ore`me 8]. Les e´tapes de la me´thode ADMM
sont de´crites dans l’algorithme 4.2.
Entre´e : β ∈ R+, v0 ∈ Rq2 et λ0 ∈ Rp.
Sortie : uˆ ∈ Rq1 et vˆ ∈ Rq2 .
1: % Initialisation
2: Fixer k = 0, choisir β ∈ R+, un λ0 ∈ Rp et un v0 ∈ Rq2 initiaux.
3: re´pe´ter
4: % E´tape 1 : minimisation du AL par rapport a` u
5: u(k+1) ∈ argminLA(u,v(k),λ(k)) t.q. u ∈ Rq1
6: % E´tape 2 : minimisation du AL par rapport a` v
7: v(k+1) ∈ argminLA(u(k+1),v,λ(k)) t.q. v ∈ Rq2
8: % E´tape 3 : mise a` jour des multiplicateurs de Lagrange
9: λ(k+1) = λ(k) + β(Au(k+1) + Bv(k+1) − c)
10: k ← k + 1
11: jusqu’a` validation d’une condition d’arreˆt.
Algo. 4.2: Me´thode des directions alterne´es (ADMM) pour la re´solution de (4.11).
Ainsi, la me´thode ADMM he´rite du cadre algorithmique des me´thodes ALM avec l’avantage de
minimiser u et v de manie`re se´quentielle, via la re´solution de deux sous-proble`mes de complexite´
moindre. L’approche ADMM est en ce sens une variante des techniques ALM particulie`rement adapte´e
a` la re´solution des proble`mes structure´s comme (4.11). Compare´e aux approches ALM classiques, elle
est plus adapte´e au cas de fonctionnelles non-quadratiques, non-lisses et dont le gradient n’est pas
Lipchitz diffe´rentiable 2 (voir [Ng et al., 2010] et [de Vieilleville et al., 2011] ainsi que les re´fe´rences
se trouvant a` l’inte´rieur). Enfin, cette me´thode autorise des approximations internes (e´tapes 1 et 2)
sans affecter la stabilite´ de la convergence [He et al., 2002], ce qui en fait un outil puissant et robuste
compare´ aux techniques classiques.
Une extension au cas ou` la fonctionnelle a` minimiser dans (4.11) comporte plus de deux termes a
e´te´ re´cemment propose´e par [Afonso et al., 2010], en profitant de l’architecture ADMM qui se preˆte
facilement a` la paralle´lisation. Le proble`me ge´ne´rique s’e´crit dans ce cas
min
J∑
j=1
fj (Aju) t.q. u ∈ Rq1 (4.13)
ou` les fj : Rp → R¯ sont des applications convexes et les Aj ∈ Rp×q1 des matrices arbitraires, pour
j = 1, 2, . . . , J .
Ces techniques ADMM ont notamment e´te´ utilise´es pour les proble`mes de reconstruction (sans de´-
convolution) en IRM [Ramani et Fessler, 2011], pour l’estimation des caracte´ristiques du milieu ainsi
2. Une application f : X ⊂ R → R est dite k-lipschitzienne s’il existe une constante k ∈ R+ telle que ∀(x1, x2) ∈
X 2, |f(x1)− f(x2)| ≤ k|x1 − x2|. Il s’agit d’une proprie´te´ de re´gularite´ plus forte que la continuite´.
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image´ en IRM [Allison et al., 2013] et en tomographie photo-acoustique (PACT, « photoacoustic com-
puted tomography ») [Huang et al., 2013]. Des re´sultats concernant l’extrapolation de ces techniques
au cas de conditions de bord non-circulaires sont pre´sente´es dans l’annexe A.
Remarque sur λ. Des algorithmes ADMM avance´s permettent d’ame´liorer la vitesse de conver-
gence de l’algorithme 4.2, par exemple en introduisant lors de l’e´tape 3 (mise a` jour des multiplicateurs
de Lagrange) un parame`tre de relaxation sur β appartenant a` l’intervalle
(
0, 1+
√
5
2
)
[Ng et al., 2010]
ou encore en utilisant des me´thodes de descente construites directement a` partir des ite´rations uk et
vk ge´ne´re´es par l’ADMM [Eckstein et Bertsekas, 1992].
Remarque sur le crite`re d’arreˆt. Les remarques formule´es pour les me´thodes ALM sont encore
valables ici. Il existe cependant un crite`re spe´cifique a` l’ADMM qui prend en compte les spe´cificite´s de
son architecture. Ng et al. [2010] ont ainsi propose´ un crite`re d’arreˆt prenant la forme de la condition
suivante :
max
(
ey(k) , eλ(k)
)
≤ , (4.14)
avec  ∈ R∗+ et ey(k) , ey(k) ∈ R+ les erreurs relatives de´finies comme
ey(k) = β
∥∥∥ATB(y(k) − y(k+1))∥∥∥
2
, (4.15a)
et
eλ(k) =
1
β
∥∥∥λ(k) − λ(k+1)∥∥∥
2
. (4.15b)
Remarque sur β. D’un point de vue the´orique, les me´thodes ADMM convergent pour n’importe
qu’elle valeur de la pe´nalite´ β ∈ R∗+ [Ben-Tal et Nemirovski, 2001; He et al., 2002]. Il peut cependant
s’ave´rer ne´cessaire dans certaines situations d’ajuster ce parame`tre de manie`re dynamique, au cours
des ite´rations, afin d’atteindre les performances optimales. Les preuves de convergence de l’ADMM
dans le cas d’une pe´nalite´ variable peuvent eˆtre trouve´es dans [He et al., 2002]. Deux principales
approches sont envisageables pour cette strate´gie [Ng et al., 2010] : soit un changement de me´trique
dans le calcul du Lagrangien augmente´, avec une nouvelle norme et un produit scalaire associe´ faisant
intervenir deux matrices syme´triques de´finies positives, soit une mise a` jour dynamique directe de β
de la forme
β(k+1) =

2
3
β(k) si min
(
ey(k) , eλ(k)
)
≤ 0.9,
β(k) sinon.
(4.16)
4.2.4 Implantation ADMM
On montre ici que le formalisme ADMM est adapte´ a` notre proble`me, moyennant une nouvelle
formulation. Chacune des e´tapes de´crites dans la section pre´ce´dente peut eˆtre implante´e de manie`re
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efficace a` l’aide d’ope´rations point a` point et d’ope´rateurs proximaux disposant de solutions analy-
tiques. Sans perte de ge´ne´ralite´ dans l’e´criture des e´quations, on conside`re dans cette section le cas
de l’a priori TV Γ = ∇ ∈ R2n×n en gardant a` l’esprit que toute transformation line´aire Γ ∈ Rkn×n
serait e´galement valable, e.g., les ope´rateurs FT 2D (k = 1) ou 1D (k = 2 pour les 2 FT a` l’instar
des deux gradients dans le cas TV) et la matrice identite´ (k = 1).
4.2.4.1 Adaptation au formalisme ADMM
Plutoˆt que d’assimiler terme a` terme les e´quations (4.4) et (4.11) sous leur forme non-contrainte 3,
l’architecture ADMM est plus adapte´e a` la formulation contrainte (4.3), qui peut se re´e´crire de
manie`re e´quivalente
min |||Ω|||1
t.q. x ∈ Rn, Ω ∈ Rn×2, Ω = Γx, z ∈ Z.
(4.17)
Ω ∈ Rn×2 est un vecteur originellement de taille 2n remanie´ en une matrice de taille n× 2 selon les
deux composantes de Γ (dans le cas TV), comme explicite´ dans la section 4.2.2. Z est un ensemble
englobant la contrainte d’attache aux donne´es de (4.3), en prenant soin de dissocier les composantes
H et S :
Z =
{
z ∈ Rn t.q. z = Hx et ||y − Sz||22 ≤ α
}
. (4.18)
Cette nouvelle formulation permet d’e´tablir un lien direct avec le formalisme ADMM (4.11) en consi-
de´rant les choix suivants :
– u = x ∈ Rn et v = vect ([Ω z]) = [vT1 vT2 vT3 ]T ∈ R3n,
– f1(u) = 0 et f2(v) = |||Ω|||1 + χZ(z), avec χZ la fonction indicatrice de l’ensemble Z de´finie
comme
χZ(z) =
{
0 si z ∈ Z
+∞ sinon
, (4.19)
– A =
[∇T1 ∇T2 HT ]T ∈ R3n×n, B = −I3n et c = 03n.
Notons que dans notre cas, q1 = n et q2 = p = 3n. Le Lagrangien augmente´ (4.12) s’e´crit de´sormais
plus simplement (f1 = 0, B = −I3n et c = 03n)
L(u, v, λ) = f2(v) + 〈λ,Au− v〉+ β
2
‖Au− v‖22 , (4.20)
avec les multiplicateurs de Lagrange regroupe´s dans un vecteur de longueur 3n :
λ = vect ([λ1 λ2 λ3]) =
[
λT1 λ
T
2 λ
T
3
]T
. (4.21)
Les deux e´tapes de minimisation de l’algorithme ADMM 4.2 sont les principales difficulte´s ici et sont
de´taille´es dans les sections suivantes.
3. Cette formulation conduit a` un proble`me d’optimisation qui ne se re´sout pas de manie`re efficace.
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4.2.4.2 Re´solution de l’e´tape 1 : moindres carre´s diagonalisables
L’e´tape 1 de l’algorithme ADMM 4.2 s’e´crit
u(k+1) ∈ argmin
u∈Rn
L(u,v(k),λ(k))
= argmin
u∈Rn
〈
λ(k),Au− v(k)
〉
+
β
2
∥∥Au− v(k)∥∥2
2
.
(4.22)
u(k+1) est donc la solution d’un syste`me line´aire au sens des moindres carre´s qui s’e´crit, en omettant
les termes inde´pendants de u
u(k+1) = argmin
u∈Rn
λ(k)
T
Au +
β
2
(
uTATAu− 2v(k)TAu
)
. (4.23)
L’e´quation normale que doit satisfaire la fonctionnelle de ce proble`me est
ATλ(k) +
β
2
(
2ATAu(k+1) − 2ATv(k)
)
= 0 (4.24)
et conduit a` l’e´quation caracte´ristique
ATAu(k+1) = AT
(
v(k) − λ
(k)
β
)
. (4.25)
La solution est alors donne´e par
u(k+1) =
(
ATA
)−1
AT
(
v(k) − λ
(k)
β
)
. (4.26)
En prenant en compte chacune des 3 composantes lie´es a` ∇1, ∇2 et H, en notant que ATA =
∇T1∇1 +∇T2∇2 + HTH et en utilisant l’hypothe`se de conditions au bord circulaires, les ope´rateurs
inclus dans A sont diagonalisables par FFT et la solution explicite se calcule rapidement comme
u(k+1) = F−1

F
{
∇T1
(
v
(k)
1 −
λ
(k)
1
β
)}
+ F
{
∇T2
(
v
(k)
2 −
λ
(k)
2
β
)}
+ F
{
HT
(
v
(k)
3 −
λ
(k)
3
β
)}
F {∇T1∇1 +∇T2∇2 + HTH}
 .
(4.27)
Toutes les ope´rations sont effectue´es point a` point dans le domaine spectral et tous les ope´rateurs
(∇1, ∇2 et H) sont calcule´s exclusivement par FFT a` l’aide de matrices de taille n1 × n2 (et non
plus de taille n× n), cf. annexe A.
4.2.4.3 Re´solution de l’e´tape 2 : ope´rateurs proximaux
L’e´tape 2 de l’algorithme ADMM 4.2 s’e´crit
v(k+1) ∈ argmin
v∈R3n
L(u(k+1),v,λ(k))
= argmin
v∈R3n
f2(v) +
〈
λ(k),Au(k+1) − v
〉
+
β
2
∥∥Au(k+1) − v∥∥2
2
= argmin
v∈R3n
f2(v) +
β
2
∥∥∥∥∥v −
(
Au(k+1) +
λ(k)
β
)∥∥∥∥∥
2
2
(4.28)
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ou` la dernie`re e´galite´ est obtenue en ajoutant un terme inde´pendant de v pour comple´ter la forme
quadratique. Cette e´tape met en e´vidence l’e´quivalence entre les me´thodes ADMM et split Bregman
ite´rative [Goldstein et Osher, 2008; Esser, 2009].
Pour la re´solution de cette dernie`re e´quation, on peut faire appel aux ope´rateurs proximaux, parfois
appele´s ope´rateurs de Moreau, qui ont e´te´ popularise´s par des travaux comme ceux de Combettes et
Wajs [2005]. L’ope´rateur proximal associe´ a` la fonction convexe f est de´finie pour x0 ∈ Rn par
proxf (x0) = argmin
x∈Rn
f(x) +
1
2
‖x− x0‖22 . (4.29)
Ces ope´rateurs proximaux sont des outils tre`s puissants pour la re´solution de proble`mes d’optimi-
sation tels que (4.28) car dans certains cas, la solution est unique et peut eˆtre obtenue de manie`re
analytique [Combettes et Wajs, 2005]. En particulier, si f = β ||| · |||1, cet ope´rateur proximal par-
ticulier correspond a` l’ope´ration de seuillage doux. Pour D0 ∈ Rkn×n, en ope´rant composante par
composante et en notant que ||| · |||2 = ‖ · ‖2 (cf. section 4.2.2), on a
proxβ||| · |||1 (D0) = softβ (D0) = argmin
D∈Rkn×n
β |||D|||1 +
1
2
‖D−D0‖22 . (4.30)
On montre dans l’annexe C que l’e´quation (4.28) peut alors eˆtre re´solue comme
v(k+1) = proxf2/β
(
Au(k+1) +
λ(k)
β
)
(4.31)
en notant
v(k+1) = vect
([
Ω(k+1) z(k+1)
])
. (4.32)
On obtient
Ω(k+1) = soft1/β
[∇1u(k+1)∇2u(k+1)]+
[
λ
(k)
1 λ
(k)
2
]
β
 ∈ Rn×2 (4.33a)
et
Sz(k+1) =
1
1 + ζ
(
S
(
Hu(k+1) +
λ
(k)
3
β
)
+ ζy
)
. (4.33b)
avec ζ =
1 +
√
1 + c/α
2
, c ∈ R+ e´tant une constante solution d’une e´quation du second degre´
explicite´e en annexe C.
Il est important de remarquer que lors cette dernie`re e´tape, seuls les e´le´ments de z(k+1) observe´s
(i.e., ceux qui appartiennent a` l’espace LR de´fini par S) sont mis a` jour. Pour terminer, notons qu’en
pratique, on substitue a` la matrice S un masque binaire de taille n1 × n2 (plutoˆt que les dimensions
m × n de´finies pre´ce´demment) pour effectuer cette ope´ration de manie`re efficace. Plus de de´tails
peuvent eˆtre trouve´s dans l’annexe A.
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4.2.5 Re´sultats
La me´thode propose´e dans les sections pre´ce´dentes a e´te´ e´value´e a` l’aide de plusieurs crite`res et sur
des donne´es varie´es, des images synthe´tiques pour lesquelles l’ensemble du processus de de´gradation
est connu jusqu’a` des images US in vivo. Lorsque l’image the´orique a` restaurer est connue, des crite`res
objectifs (PSNR, SSIM, cf. section 2.3.2) permettent d’attester du bon niveau de la restauration, ce
qui n’est pas le cas des images US re´elles dont la de´convolution ne sera e´value´e qu’en termes de RG.
Tous les re´sultats ont e´te´ obtenus avec une implantation MATLAB sous Windows 7, avec un proces-
seur (CPU, « central processing unit ») Intel Xeon a` 2.40 GHz et 4.0 Go de me´moire vive.
4.2.5.1 Images synthe´tiques classiques
On s’inte´resse dans un premier temps au traitement d’images synthe´tiques, pour lesquelles le
processus de de´gradation est parfaitement maitrise´, afin d’e´valuer les diffe´rentes performances de
notre algorithme. Toutes les donne´es quantitatives lie´es a` ces re´sultats sont regroupe´es dans les
tableaux 4.3 (caracte´ristiques du mode`le et parame`tres de l’algorithme) et 4.4 (re´sultats quantitatifs).
Les parame`tres ADMM sont se´lectionne´s manuellement afin d’obtenir les meilleurs re´sultats.
Ici, la PSF est une fonction gaussienne 2D dont les variances dans chaque direction de´pendent de la
taille du support. On fixe pour une PSF de taille a× b des e´carts types respectifs σa = a
1
g et σb = b
1
g ,
avec par exemple g = 3. La valeur de k doit eˆtre suffisamment importante pour que l’essentiel de
l’e´nergie de la PSF ainsi ge´ne´re´e soit contenu dans son support fini. On caracte´rise ainsi directement
l’e´talement de la PSF par l’e´tendu de son support. Enfin, le SNR est calcule´ comme
SNR = 10 log10
Ps
σ2
(4.34)
avec Ps la puissance du signal utile (variance de l’image the´orique) et σ
2 la puissance du bruit.
Lena
La figure 4.5 pre´sente les premiers re´sultats obtenus avec l’image de Lena, pour un de´tail particulier
de 80× 80 pixels extraits de l’image originale de 512× 512 pixels (figure 4.6).
Figure 4.5 – Traitement ADMM de l’image de Lena (de´tails). De gauche a` droite : images originale
et observe´e (convolution avec une PSF gaussienne 2D, sous-e´chantillonne´e et bruite´e), re´sultats par
interpolation bicubique et par l’approche ADMM propose´e (avec une PSF parfaitement connue).
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Figure 4.6 – Restauration de l’image comple`te de Lena. De gauche a` droite et de haut en bas : images
originale et observe´e, re´sultats par interpolation bicubique et par l’approche ADMM propose´e.
Le facteur de sous-e´chantillonnage est fixe´ a` 4 (version comple`te) 2 (de´tail) pour des valeurs de SNR
de 30 et 40 dB (voir table 4.3). Les temps de calculs et les re´sultats quantitatifs correspondants
sont synthe´tise´s dans le tableau 4.4, pour les parame`tres α = 0.1 et β = 0.2 : on note des gains
de 5 dB pour le PSNR et de 4.5% pour le SSIM par rapport a` la meilleure des interpolations, i.e.,
l’interpolation bicubique. Notons que les re´sultats obtenus par interpolation bicubique ne servent que
de base a` la comparaison et ne sont pre´sente´s ici que pour quantifier l’ame´lioration apporte´e par la
me´thode propose´e, a` l’image du crite`re ISNR. En effet, les me´thodes classiques de de´convolution ne
prennent pas en compte la matrice S et rendent impossible l’utilisation des crite`res usuels tels que le
PSNR ou le SSIM.
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Image synthe´tique basique et fantoˆme de Shepp-Logan
Si les re´sultats pre´ce´dents e´valuent la capacite´ de l’algorithme a` de´convoluer correctement l’image en
pre´sence de sous-e´chantillonnage, ceux pre´sente´s dans la figure 4.7 attestent plutoˆt de sa capacite´ de
de´bruitage dans les meˆmes conditions.
Figure 4.7 – Traitement ADMM d’images synthe´tiques. De gauche a` droite : images originale,
observe´e et restaure´e par l’approche propose´e. De haut en bas : donne´es traite´es (lignes 1 et 3) et
variation totale (lignes 2 et 4).
Les images traite´es sont une image synthe´tique simple et le fantoˆme de Shepp-Logan (200 × 200
pixels), tre`s populaire en traitement d’images me´dicales, avec un SNR valant ici 5 et 10 dB respecti-
vement. Cette figure pre´sente la meˆme gamme de re´sultats que pre´ce´demment, avec en supple´ment
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les images correspondant au crite`re de parcimonie |||Γx|||1, sa re´partition spatiale et son e´volution
au fur et a` mesure des de´gradations et des traitements. Toutes les donne´es et re´sultats sont pre´sents
dans les tables 4.3 et 4.4. Les gains en PSNR et en SSIM sont de l’ordre de 2 dB et 5%.
Il est inte´ressant de noter que la me´thode propose´e tente de reconstruire l’image originale en struc-
turant les informations lie´es a` la parcimonie (ici, la variation totale). On voit cependant la limite
de notre me´thode, dans ce cas pre´cis, puisque le niveau global des de´gradations ne permet pas de
re´soudre correctement les trois zones tre`s limite´es pre´sentes dans la partie infe´rieure de l’image the´o-
rique du fantoˆme de Shepp-Logan. De meˆme, concernant l’image synthe´tique basique, le niveau de la
zone e´troite sur la partie gauche n’est pas restaure´e avec l’amplitude originale. Les re´sultats obtenus
par interpolation bicubique, e´tant relativement limite´s en termes de de´convolution comme en terme
de de´bruitage, ne sont plus repre´sente´s. Enfin, une e´tude d’un profil de ligne (horizontal) situe´e
a` l’e´chantillon 60 du fantoˆme de Shepp-Logan, pre´sente´e sur la figure 4.8, permet de comprendre
rapidement le comportement de la me´thode propose´e en 1D.
Figure 4.8 – Analyse d’un profil de ligne (horizontal) pour l’image du fantoˆme de Shepp-Logan.
Stabilite´ et vitesse de convergence de l’ADMM
La convergence de l’architecture ADMM peut eˆtre e´value´e a` l’aide des crite`res de performance clas-
siques et de l’erreur MSE terme a` terme, mais e´galement via l’e´tude des e´nergies lie´es a` la fonctionnelle
du proble`me d’optimisation (4.4) que l’on de´sire minimiser. Toutes ces informations sont pre´sente´es
dans les figures 4.9 et 4.10, pour le traitement de l’image de Lena. On peut notamment remarquer
que lors des premie`res ite´rations, l’e´nergie de la contrainte du proble`me d’optimisation ‖y − SHx‖22
sert de variable d’ajustement pour la convergence de l’algorithme ADMM. Ce n’est qu’a` partir de la
10e`me ite´ration qu’elle de´croˆıt re´ellement de manie`re monotone.
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(a) (b) (c)
Figure 4.9 – Analyse des performances ADMM, en termes de (a) MSE terme a` terme, (b) de PSNR
et (c) de SSIM.
(a) (b)
Figure 4.10 – Analyse des performances ADMM via (a) l’e´nergie de la contrainte ‖y − SHx‖22 et
(b) et l’e´nergie totale de la fonctionnelle.
E´tudes de sensibilite´
L’architecture ADMM converge, en the´orie, quelle que soit la valeur du parame`tre β. La figure 4.11
illustre cette proprie´te´ pour la restauration de l’image de Lena, pour diffe´rentes valeurs de β proches
de la valeur optimale. On note que si la convergence est effectivement assure´e dans chacun de ces
cas, la vitesse est directement affecte´e par la valeur de ce parame`tre.
Enfin, il peut eˆtre inte´ressant d’appre´cier l’influence du parame`tre α lie´ a` l’attache aux donne´es.
La figure 4.12 illustre ce comportement, avec plusieurs valeurs de ce parame`tre autour de la valeur
conside´re´e comme optimale. Plus α croˆıt, plus la contrainte d’attache aux donne´es est relaxe´e au
profit de la contrainte TV de parcimonie : l’algorithme favorise dans ce cas les solutions constantes
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Figure 4.11 – E´tude de sensibilite´ pour le parame`tre β.
par morceaux dont la TV est minimale. Inversement, si α de´croˆıt, le bruit pre´sent dans les observations
est peu a` peu conside´re´ comme une information utile et corrompt la qualite´ de la restauration.
(a) α = 0.01. (b) α = 0.1. (c) α = 100.
Figure 4.12 – E´tude de sensibilite´ pour le parame`tre α.
Il existe toutefois pour chacun de ces deux parame`tres une plage de valeurs confortable qui garantit
une restauration de bonne qualite´.
Les tableaux suivants regroupent l’ensemble des donne´es de simulation, avec les caracte´ristiques du
mode`le (table 4.3) et les re´sultats quantitatifs (table 4.4).
4.2.5.2 Signaux ultrasonores synthe´tiques
Dans cette partie, on e´tudie le cas interme´diaire de signaux US synthe´tiques (1D et 2D) ge´ne´-
re´s a` l’aide de PSF simule´es ou estime´s. Toutes les donne´es et re´sultats quantitatifs sont comme
pre´ce´demment synthe´tise´s dans les tableaux 4.3 et 4.4.
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Images Taille S H SNR (dB) Nb. ite´r. α β
Lena 1 512× 512 4 Gaussienne 30 100 0.1 0.2
(15× 15)
Lena 2 80× 80 2 Gaussienne 50 100 0.1 0.2
(15× 15)
Synthe´tique 200× 200 2 Gaussienne 5 100 8 0.1
(9× 9)
Shepp-Logan 200× 200 2 Gaussienne 10 100 5 0.1
(9× 9)
Diffuseurs 1 22× 22 2 FIELD II 50 3000 0.1 0.2
(15× 15)
Diffuseurs 2 65× 65 2 Estime´e 5 1000 8 0.01
(65× 65)
Table 4.3 – Caracte´ristique du mode`le d’observation et parame`tres de l’algorithme pour la restau-
ration par ADMM de toutes les images synthe´tiques.
Images
PSNR SSIM Temps
Interpolation ADMM Interpolation ADMM CPU (s)
Lena 1 24.1 29.3 94.1 98.5 40.1
Lena 2 23.8 31.1 92.9 98.7 4.8
Synthe´tique 18.8 20.4 94.1 96.1 6.1
Shepp-Logan 20.7 22.1 89.2 94.3 8.4
Diffuseurs 1 24.1 30.9 24.2 87.8 14.8
Diffuseurs 2 20.7 26.1 19.9 67.3 32.0
Table 4.4 – Crite`res de performances et temps de calcul pour toutes les images synthe´tiques.
Signal ultrasonore 1D
La figure 4.13 montre le traitement d’un signal US synthe´tique ge´ne´re´ a` l’aide d’une PSF analytique,
cf. e´quation (4.2). Le signal utile est compose´ de 16 diffuseurs d’inte´reˆt (repre´sente´s par les impulsions
verticales rouges sur la figure) et on fixe sr = 2 et le SNR a` 50 dB afin de se concentrer dans un
premier temps sur les aspects lie´s a` la de´convolution. Les parame`tres ADMM sont tels que α = 0.1
et β = 1, pour un total de 1000 ite´rations. Ainsi, lorsque toutes les caracte´ristiques du mode`le sont
connues, il est possible de reconstruire avec une bonne pre´cision le signal correspondant a` la TRF.
La FWHM, calcule´e a` partir du signal enveloppe, est diminue´e d’un facteur 16 et le RG vaut ici 5.0.
Ces crite`res quantifient ainsi l’ame´lioration pour l’image de´convolue´e et la capacite´ de l’algorithme a`
retrouver la TRF. Le PSNR n’indique quant a` lui qu’une valeur de 13.05 dB, illustrant la limitation de
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ce genre de crite`res pour l’e´valuation des performances des techniques de de´convolution en imagerie
US.
Figure 4.13 – Traitement ADMM 1D pour la re´solution de diffuseurs. De haut en bas : signal RF
observe´ et re´sultat ADMM. La position et l’amplitude des diffuseurs the´oriques sont indique´es en
rouge sur le graphe infe´rieur.
Image ultrasonore enveloppe
On s’inte´resse maintenant au cas de la de´convolution d’une image US en mode enveloppe, avant de
traiter le cas des signaux RF en 2D. La figure 4.14 montre le re´sultat du traitement d’une image
synthe´tique tre`s simple, constitue´e de deux diffuseurs et dont la PSF (fre´quence centrale de 3 MHz)
a e´te´ pre´alablement simule´e sous FIELD II. Les autres parame`tres restent inchange´s (tableaux 4.3 et
4.4). La figure 4.14 montre clairement que le processus de de´gradation transforme les deux diffuseurs
distincts en une observation d’une re´ponse en apparence unique qui ne permet pas de distinguer les
deux points sources. Pour le traitement de cette image, on e´tudie l’influence du crite`re de re´gula-
risation `1 a` travers deux formulations : le cas Γ = ∇ (a priori TV) et le cas Γ = I (a priori de
parcimonie formule´ directement dans le domaine spatial). Au bout de 1000 ite´rations, ce dernier a
permis une convergence plus rapide vers la solution optimale, l’image originale e´tant naturellement
plus en ade´quation avec cette formulation.
L’hypothe`se formule´e sur le domaine parcimonieux a donc non seulement une influence sur la nature
de l’image restaure´e en favorisant certaines solutions, mais e´galement sur la qualite´ de la convergence
(vitesse et stabilite´) des algorithmes comme l’ADMM. La figure 4.15 e´tudie en outre le profil de ligne
passant par les deux diffuseurs pour les images the´orique, observe´e (rehausse´e sur le graphe pour une
132
4.2. Premie`re approche : de´convolution classique par ADMM
Figure 4.14 – Traitement ADMM 2D simple pour la re´solution de diffuseurs. De gauche a` droite :
image originale, image observe´e et re´sultats par l’approche propose´e avec a priori TV et avec a priori
de parcimonie dans le domaine spatial.
meilleure lisibilite´) et restaure´e par ADMM dans le cas des deux a priori propose´s pre´ce´demment. La
restauration des deux diffuseurs originels a` partir des observations apparaˆıt alors de manie`re claire
sur ce graphe.
Figure 4.15 – Analyse d’un profil de ligne pour la de´convolution de deux diffuseurs.
Image ultrasonore RF
Afin de tester les capacite´s de la me´thode propose´e, on e´tudie le cas d’une image ultrasonore RF
avec un faible SNR fixe´ a` 5 dB. Comme le montre la figure 4.16, ce cas tre`s bruite´ n’est pas re´aliste
mais permet d’e´valuer les limites de performances de l’algorithme. Encore une fois, toutes les donne´es
relatives a` cette section peuvent eˆtre trouve´es dans les tableaux 4.3 et 4.4.
L’image est restaure´e avec un PSNR de 26.1 dB (ame´lioration de 5 dB par rapport a` l’image HR
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obtenue par interpolation) et un SSIM de 67% (ame´lioration de 47%). Les observations sont repre´-
sente´es sur la figure 4.16 en RF et en mode B alors que les images the´orique et restaure´e le sont
uniquement en e´chelle naturelle.
Figure 4.16 – Traitement ADMM 2D plus complexe pour la re´solution de diffuseurs. De gauche a`
droite : image originale, image observe´e (visualisations RF et mode B) et re´sultat par ADMM.
Dans ces conditions, il est donc possible de retrouver la position et l’amplitude des diffuseurs d’inte´-
reˆt avec une pre´cision correcte. Toutefois, lorsque les caracte´ristiques du mode`le d’observation sont
fixe´s, il peut s’ave´rer impossible de retrouver comple`tement les diffuseurs d’inte´reˆt si leur densite´ est
trop e´leve´e. Cette limite est illustre´e sur la figure 4.17 dans laquelle tous les diffuseurs ne sont pas
restaure´s.
Figure 4.17 – Limites du traitement ADMM pour la re´solution de diffuseurs. De gauche a` droite :
image originale, image observe´e (visualisation en mode B) et re´sultat par l’approche propose´e.
4.2.5.3 Images ultrasonores in vivo
Les derniers re´sultats concernent des donne´es RF in vivo d’un rein et d’une vessie de souris,
obtenues a` l’aide d’un transducteur fonctionnant a` 25 MHz. La PSF est ici estime´e par filtrage
homomorphique 2D comme de´crit dans la section 4.2.1. Les parame`tres ADMM et les performances
e´value´es via le RG sont regroupe´s dans la table 4.5.
La figure 4.18 montre l’image originale, l’image traite´e par l’algorithme de de´bruitage Chambolle
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[2004] et les re´sultats obtenus par ADMM, toutes les donne´es e´tant repre´sente´es en mode B. Les
parame`tres de l’algorithme de Chambolle [2004] sont λ = 1 (e´quivalent du β dans notre cas), τ = 0.25
(e´quivalent de α) et un nombre d’ite´rations fixe´ a` 200. Notons que cet algorithme ne prend pas en
compte la matrice de sous-e´chantillonnage dans son mode`le d’observation.
Figure 4.18 – Traitement ADMM d’images in vivo de rein et de vessie de souris. De gauche a`
droite : image originale, re´sultat de l’algorithme de [Chambolle, 2004] et re´sultats par l’approche
ADMM propose´e. De haut en bas : deux de´tails de l’image US. Tous les traitements portent sur les
donne´es RF mais les re´sultats sont repre´sente´s en mode B.
Le crite`re RG vaut 2.4 pour la premie`re image restaure´e par ADMM (respectivement 2.6 pour la
seconde) et 1.2 pour celle restaure´e par [Chambolle, 2004] (respectivement 1.1 pour la seconde).
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Notons que cet algorithme est tre`s sensible au choix de ses parame`tres notamment concernant λ mais
qu’il est tre`s rapide : les temps de calculs sont de 2.5 secondes (8.2 en ADMM) pour la premie`re
image et de 9.0 secondes (30.8 en ADMM) pour la seconde. Si les crite`res quantitatifs indiquent
Images Observations Parame`tres Crite`re RG
(de´tails) Taille S H Nb. ite´r. α β CPU (s) Chambolle ADMM
Rein 1 260× 50 2 Estime´e (FH) 100 10 0.8 8.2 1.2 2.4
Rein 2 500× 90 2 Estime´e (FH) 100 10 0.8 30.8 1.1 2.6
Vessie 1 350× 50 2 Estime´e (FH) 200 20 1 21.2 0.4 1.5
Table 4.5 – Caracte´ristiques quantitatives de la restauration d’images ultrasonores RF in vivo. FH :
filtrage homomorphique.
clairement un gain en re´solution pour l’image du rein, on remarque que le traitement de l’image de
la vessie donne lieu a` une le´ge`re ame´lioration (traitement ADMM propose´) voire a` une de´gradation
(traitement par [Chambolle, 2004]) du RG. En effet, les images US de la vessie e´tant beaucoup plus
bruite´es que celle du rein, les algorithmes doivent fournir un effort de de´bruitage supple´mentaire
et limitent de fait l’ame´lioration d’un tel crite`re (qui est maximal en pre´sence d’un bruit blanc, cf.
section 2.3.2). Le traitement de ces donne´es de vessie illustrent en outre l’importance de la prise en
compte des matrices H et S. En effet, si les deux re´sultats illustre´s sur la figure 4.18 attestent de
l’inte´reˆt du de´bruitage des algorithmes respectifs, le traitement ADMM avec de´convolution et sur-
e´chantillonnage limite le gommage des de´tails inhe´rent a` la formulation TV et s’adapte a` la diversite´
des cas traite´s en imagerie US.
Enfin, les figures 4.19 et 4.20 montrent le re´sultat du traitement global des images entie`res in
vivo de rein et de vessie de souris. Les caracte´ristiques de la restauration sont les meˆmes que pour le
traitement des de´tails aborde´ plus haut et peuvent eˆtre trouve´es dans le tableau 4.5. Les temps de
calcul pour ces images de 2048 × 512 pixels sont d’environ 2 minutes. Les parame`tres utilise´s pour
la restauration des images US sont sensiblement les meˆmes. Le crite`re RG ne´cessitant le calcul de
fonctions d’autocorre´lation 2D de taille n× n (i.e, environ 106 × 106 pour les images in vivo traite´es
ici), il ne peut eˆtre estime´ directement depuis ces images de grandes dimensions.
La restauration globale de ces images nous renseigne sur de nombreux aspects importants des tech-
niques de de´convolution en imagerie US.
Ces donne´es ont e´te´ restaure´es a` l’aide d’une seule PSF (conside´re´e comme invariable sur l’ensemble
des images) et montrent que cette hypothe`se simplificatrice permet d’obtenir des re´sultats inte´res-
sants. La restauration par ADMM permet de mettre en e´vidence les vascularisations du rein (figures
4.18 et 4.19) et de mieux de´limiter ses contours. Dans le cas ge´ne´ral, le traitement des images dans
leur ensemble est toutefois plus sensible que celui des de´tails car l’appre´ciation du niveau de bruit
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Figure 4.19 – Restauration de l’image ultrasonore d’un rein de souris. De gauche a` droite et de haut
en bas : images originale, interpole´e, restaure´e par [Chambolle, 2004] et par ADMM avec un a priori
TV. Tous les traitements portent sur les donne´es RF mais les re´sultats sont repre´sente´s en mode B.
(ne´cessaire pour fixer le parame`tre α) est moins e´vident. Ces aspects se remarquent plus particulie`-
rement dans la partie infe´rieure de l’image, ou` les caracte´ristiques de sa formation sont moins bien
maˆıtrise´es. Soulignons enfin que les me´thodes prenant en compte la matrice de sous-e´chantillonnage
(interpolation et me´thode propose´e) dans leur mode`le mettent en e´vidence la perte de certaines lignes
RF de l’image, notamment au niveau de l’e´chantillon late´ral 90, cette dernie`re e´tant due au balayage
me´canique de la sonde utilise´e.
Le traitement des donne´es de vessie (figures 4.18 et 4.20) illustre un aspect diffe´rent, cette dernie`re
comportant des zones fortement bruite´es (inte´rieur de la vessie). Un de´bruitage direct [Chambolle,
2004] dans ces conditions occasionne une perte notable du signal utile, notamment au niveau de la
membrane. La prise en compte des de´gradations supple´mentaires via la formulation ADMM permet
cependant de tempe´rer le de´bruitage en conservant un niveau de de´tail supe´rieur dans les zones
d’inte´reˆt, au niveau des parois de la vessie.
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Figure 4.20 – Restauration de l’image ultrasonore d’une vessie de souris. De gauche a` droite et de
haut en bas : images originale et interpole´e, re´sultats par [Chambolle, 2004] et par ADMM avec un
a priori TV. Les traitements portent sur les donne´es RF et sont repre´sente´s en mode B.
4.2.6 Conclusion interme´diaire
Nous avons vu dans cette premie`re section que lorsque les parame`tres du mode`le d’observation
sont bien connus, la restauration de l’image haute re´solution peut s’effectuer dans de bonnes condi-
tions. Meˆme dans le cas de fortes de´gradations, une re´gularisation efficace du proble`me d’optimisation
original accompagne´ d’une re´solution robuste permettent d’atteindre des re´sultats inte´ressants.
Une hypothe`se forte limite toutefois les performances de cette me´thode : la connaissance suppose´e
parfaite de la re´ponse impulsionnelle spatiale du syste`me. Cette limitation apparaˆıt de manie`re e´vi-
dente dans la restauration des images ultrasonores in vivo pour lesquelles les parame`tres ne sont pas
parfaitement maˆıtrise´s et ne permettent pas d’acce´der a` un niveau de performances comparable aux
donne´es synthe´tiques. La section qui suit tentera ainsi d’e´largir le cadre de cette approche par de´con-
volution classique, en explicitant des hypothe`ses diffe´rentes et en proposant un cadre algorithmique
efficace, dans la ligne´e de la me´thode propose´e dans cette partie.
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4.3 Seconde approche : de´convolution semi-aveugle
Nous avons propose´ dans la section pre´ce´dente une me´thode d’optimisation efficace pour l’ame´-
lioration de la re´solution par de´convolution. Meˆme dans le cas ou` la PSF n’est pas connue, son
estimation est effectue´e a priori et n’e´volue plus une fois cette e´tape termine´e. Il s’agit pourtant
d’une phase cruciale dans toutes les me´thodes de de´convolution, pour les approches se´quentielles
comme concurrentes (cf. section 2.3.4.5), et des erreurs meˆme mineures a` ce niveau peuvent conduire
a` de tre`s mauvais re´sultats [Taxt, 1995; Michailovich et Tannenbaum, 2007; Takahata et al., 2012].
Par ailleurs, on a vu que l’estimation classique par filtrage homomorphique de la PSF en imagerie
US est une technique rapide mais sans aucune garantie quant a` sa pre´cision, et plus particulie`rement
dans le cas ou` l’on conside`re des images US diversifie´es pour lesquelles l’hypothe`se de phase minimale
n’est pas toujours valable [Jensen et Leeman, 1994]. L’influence de ces erreurs d’estimation de la PSF
est illustre´e de manie`re sche´matique sur la figure 4.21, dans le cas de la de´convolution d’une image
classique. Un de´tail de l’image de Lena est restaure´ dans les meˆmes conditions que pre´ce´demment
(voir la section 4.2.5 pour les parame`tres du mode`le), a` la diffe´rence pre`s que deux PSF gaussiennes
diffe´rentes sont utilise´es ici : la premie`re correspond a` celle qui a e´te´ effectivement utilise´e dans le
processus de de´gradation, avec un support de taille 5 × 5 et un e´cart type σ = 1.73 ; l’e´cart type
de la seconde est fixe´ a` 2.24. Les re´sultats pre´sente´s sur la figure 4.21 ont e´te´ obtenus en ajustant
les parame`tres α et β, dans chacun des cas, afin d’obtenir les meilleures performances. Les PSNR
respectifs sont de 31.1 et 27.3 dB.
(a) (b) (c)
Figure 4.21 – Restauration ADMM avec une erreur sur la PSF. La figure pre´sente (a) l’image
originale, (b) l’image restaure´e avec la vraie PSF et (c) l’image restaure´e avec une PSF errone´e. Les
parame`tres ADMM ont e´te´ se´lectionne´s afin d’obtenir les meilleurs re´sultats dans chacun des cas.
Il apparaˆıt ainsi inte´ressant d’e´tudier le cas certes plus complexe de l’estimation conjointe de l’image
HR et de la PSF afin d’ame´liorer la robustesse de la de´convolution. Certains travaux ont e´tudie´ la
faisabilite´ de cette approche dans le cas de l’imagerie optique, en mode´lisant l’erreur d’estimation
139
Chapitre 4. Ame´lioration de la re´solution par de´convolution d’images ultrasonores
commise sur la PSF dans un domaine de parcimonie adapte´ [Almeida et Almeida, 2010; Ji et Wang,
2012] dans le cas de me´thodes de re´solution nume´rique classique de type descente de gradient. Ces
travaux se sont appuye´s sur les premiers re´sultats obtenus par Chan et Wong [1998] dans le cas
d’un a priori TV formule´ sur la PSF pour sa re´gularisation. Notons e´galement que Yu et al. [2012a]
ont propose´ une approche base´e sur le formalisme multicanal en travaillant exclusivement dans le
domaine spectral.
4.3.1 Formulation du proble`me de de´convolution semi-aveugle
L’approche propose´e ici diffe`re des techniques classiques de de´convolution aveugle. Plutoˆt que
d’estimer la PSF a priori par filtrage homomorphique (classique ou ge´ne´ralise´) et de conside´rer cette
estimation comme de´finitive, plutoˆt que d’estimer directement la PSF de manie`re concurrente dans
le cadre d’un proble`me d’optimisation ge´ne´ralise´, notre strate´gie consiste a` prendre en compte le
fait que le filtrage homomorphique classique produit une estimation rapide mais approximative de
la PSF. Une fois cette estimation re´alise´e, nous proposons d’inte´grer le raffinage de son estimation
a` l’architecture propose´e dans la section pre´ce´dente, en comple´tant la fonctionnelle associe´e (4.4)
avec un terme de re´gularisation adapte´. Il ne s’agit donc ni d’une de´convolution aveugle, dans le
sens ou` des informations sur la PSF sont incorpore´es au processus ite´ratif d’optimisation, ni d’une
de´convolution classique qui conside´rerait la PSF parfaitement connue.
Les informations introduites dans le paragraphe pre´ce´dent se formulent en termes mathe´matiques,
dans une forme non-contrainte semblable a` l’e´quation (4.4), de la manie`re suivante :
min
x∈Rn,h∈R`
‖y − SHx‖22 + τ |||Γx|||1 + γ ‖h− h0‖22 (4.35)
avec h0 ∈ R` l’estimation initiale de la PSF 4 obtenue par filtrage homomorphique et γ un parame`tre
de re´gularisation controˆlant la re´gularisation de la PSF. De grandes valeurs de γ assurent une solution
proche de h0 alors que des valeurs plus faibles laissent une plus grande latitude dans l’estimation de
h. Notons qu’un terme de re´gularisation `2 similaire a` celui qui est ici attache´ a` h a e´te´ propose´ par
Besson et al. [2010] pour la calibration d’antennes.
Au lieu de re´soudre ce proble`me d’optimisation de manie`re directe (estimation concurrente complexe)
par rapport au couple (x, h), on peut de´composer (4.35) en deux sous-proble`mes se´quentiels, re´solus
de manie`re alternative par rapport a` x et h [Almeida et Almeida, 2010; Yu et al., 2012a]. E´tant
donne´e l’estimation initiale h0 de la PSF, l’algorithme re´sout ainsi de manie`re ite´rative
x(k+1) = argmin
x∈Rm
∥∥∥y − SH(k)x∥∥∥2
2
+ τ |||Γx|||1 (4.36a)
et
h(k+1) = argmin
h∈R`
∥∥∥y − SX(k+1)Ph∥∥∥2
2
+ γ ‖h− h0‖22 . (4.36b)
4. Il s’agit plus pre´cise´ment du noyau 2D de la PSF vectorise´.
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L’e´quation (4.36b) est obtenue en remarquant que l’e´quation de convolution Hx peut s’e´crire de
manie`re e´quivalente XPh en faisant porter l’aspect circulaire sur x plutoˆt que sur h comme pre´ce´-
demment. La matrice P ∈ Rn×` est une matrice a` structure simple permettant de relier le vecteur des
` coefficients du noyau vectorise´ de la PSF a` un vecteur de longueur n adapte´ a` la convolution. Cette
matrice a` un roˆle majeur dans la re´solution efficace de cette e´tape puisqu’elle spe´cifie le support de
la PSF estime´e et nous permettra de limiter grandement la taille des matrices a` inverser (`  n).
X ∈ Rn×n est une matrice circulante dont la structure est calque´e sur celle de H, avec le noyau
analogue x ∈ Rn. Plus de de´tails concernant cette formulation peuvent eˆtre trouve´s dans l’annexe D.
Remarque. Soulignons le fait que la fonctionnelle de´crite dans l’e´quation (4.35) est strictement
convexe par rapport a` x ou h de manie`re distincte, mais qu’on ne dispose d’aucune garantie quant
a` sa convexite´ par rapport au couple (x, h). Le proble`me re´solu selon l’architecture (4.36) est donc
un proble`me sous-optimal et ne garantit qu’une convergence vers des solutions locales pour xˆ ou hˆ
[Almeida et Almeida, 2010]. La pre´cision de l’initialisation de cet algorithme, c’est-a`-dire l’estimation
initiale h0, peut donc en affecter les performances. Cependant, comme on le verra dans la suite, cette
e´tape est re´alise´e dans des conditions suffisamment correctes pour assurer une convergence rapide et
stable dans tous les cas traite´s ici. Notons enfin qu’il peut s’ave´rer judicieux de mettre en place une
strate´gie de mise a` jour d’un ou de plusieurs parame`tres de notre algorithme (i.e., α, β ou γ) afin
d’obtenir les meilleurs re´sultats. Cette dernie`re remarque sera explicite´e et mise en pratique dans la
section suivante.
L’algorithme 4.3 pre´sente les principales e´tapes de l’approche par de´convolution semi-aveugle
propose´e, ou` l’e´quation (4.36a) est formule´e dans sa version contrainte afin de respecter la formulation
de la section 4.2.
4.3.2 Re´solution efficace du nouveau proble`me inverse
La re´solution de (4.36) se fait donc de manie`re alterne´e, a` h ou x fixe´s. Les sections suivantes
donnent les de´tails de cette proce´dure a` chaque ite´ration.
4.3.2.1 Re´solution de (4.36a)
La re´solution de l’e´quation (4.36a) a` l’ite´ration k + 1, lorsque h(k) est fixe´, consiste a` trouver la
solution d’un proble`me de de´convolution classique avec une PSF connue. Cette solution peut eˆtre
obtenue de manie`re efficace par ADMM comme nous l’avons de´montre´ dans la section 4.2 pre´ce´dente.
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Entre´e : α ∈ R+, γ ∈ R+, h0 ∈ Rl, y ∈ Rm.
Sortie : xˆ ∈ Rn et hˆ ∈ R`.
1: Fixer k = 0, choisir α ∈ R+ et γ ∈ R+.
2: % Estimation initiale de la PSF h0
3: Estimer h0 ∈ Rl (par exemple par filtrage homomorphique).
4: re´pe´ter
5: % E´tape 1 : estimation de l’image HR x
6: x(k+1) ∈ argmin |||Γx|||1 t.q. x ∈ Rn,
∥∥y − SH(k)x∥∥2
2
≤ α
7: % E´tape 2 : estimation de la PSF h
8: h(k+1) = argmin
∥∥y − SX(k+1)Ph∥∥2
2
+ γ ‖h− h0‖22 t.q. h ∈ R`
9: % E´tape 3 (optionnelle) : mise a` jour des parame`tres
10: Mettre a` jour les valeurs de α et γ.
11: k ← k + 1
12: jusqu’a` validation d’une condition d’arreˆt.
Algo. 4.3: Algorithme de de´convolution semi-aveugle pour la re´solution de (4.35).
4.3.2.2 Re´solution de (4.36b)
Toujours a` l’ite´ration k+1, on fixe maintenant x(k+1) pour re´soudre (4.36b). Il s’agit d’un proble`me
des moindres carre´s re´gularise´s qui peut eˆtre e´galement re´solu analytiquement de manie`re efficace.
L’e´quation (4.36b) se re´e´crit de manie`re compacte, en omettant les termes inde´pendants de h
h(k+1) = argmin
h∈R`
∥∥y − SX(k+1)Ph∥∥2
2
+ γ ‖h− h0‖22
= argmin
h∈R`
(
SX(k+1)Ph
)T (
SX(k+1)Ph
)− yT (SX(k+1)Ph)
− (SX(k+1)Ph)T y + γ (hTh− hth0 − hT0 h)
(4.37)
avec l’e´quation normale correspondante(
SX(k+1)P
)T (
SX(k+1)P
)
h−
(
SX(k+1)P
)T
y + γ (h− h0) = 0. (4.38)
L’e´quation caracte´ristique rappelant l’e´tape 1 de la re´solution par ADMM s’e´crit donc ici[(
SX(k+1)P
)T (
SX(k+1)P
)
+ γI`
]
h =
(
SX(k+1)P
)T
y + γh0. (4.39)
La solution est alors obtenue de manie`re analytique comme
h(k+1) =
[(
SX(k+1)P
)T (
SX(k+1)P
)
+ γI`
]−1 [(
SX(k+1)P
)T
y + γh0
]
. (4.40)
Le proble`me qui apparaˆıt ici et qui ne se posait pas pour la re´solution par ADMM, dans laquelle
la matrice des ope´rateurs A =
[
ΓT HT
]T ∈ R3n×n e´tait circulante par bloc, est lie´ au fait que la
matrice A′ = SX(k+1)P ∈ Rm×` n’a aucune de ces proprie´te´s qui permettraient d’envisager une dia-
gonalisation par FT (la de´monstration de ce point est donne´e en annexe D). De plus, dans l’optique
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d’une re´solution rapide, la dimension des objets manipule´s dans les produits matriciels de l’e´quation
(4.40) interdisent un calcul direct faisant intervenir les matrices comme X ∈ Rn×n.
4.3.2.3 Implantation efficace
Il est toutefois possible de calculer la solution de (4.40) de manie`re efficace. Si l’on e´crit cette
e´quation sous la forme
h(k+1) = U−1v, (4.41)
on fait apparaˆıtre les deux termes U ∈ R`×` et v ∈ R` tels que
U =
(
SX(k+1)P
)T (
SX(k+1)P
)
+ γI` (4.42a)
et
v =
(
SX(k+1)P
)T
y + γh0. (4.42b)
Dans un premier temps, notons que v peut se re´e´crire
v =
[
PTX(k+1)STy + γh0
]
(4.43)
en remarquant que XT = X. Le premier e´le´ment de v correspond donc a` la convolution classique
entre l’image HR x(k+1) et les observations y sur-e´chantillonne´es via ST , dont on vient se´lectionner
les coefficients ade´quats en appliquant PT .
Dans un second temps, la matrice a` inverser U est de taille ` × ` (contrairement a` la matrice A
qui e´tait de taille 3n × n) et autorise ainsi une inversion directe. Cette inversion est conditionne´e
par un processus de « diagonal loading » via le parame`tre γ. On montre par ailleurs (annexe D)
que le calcul de la matrice syme´trique
(
SX(k+1)P
)T (
SX(k+1)P
) ∈ R`×` peut s’effectuer de manie`re
efficace, sans faire intervenir directement les matrices de grandes dimensions S, X et P. Il s’agit d’un
sous-ensemble de `2 coefficients d’une matrice d’intercorre´lation particulie`re, note´e Sx
(k+1)
i avec i le
rang d’une permutation circulaire du vecteur x(k+1), de sorte que
{
Sx
(k+1)
i
}
pour i = 0, 1, . . . , n− 1
repre´sente l’ensemble des sous-e´chantillonages d’ordre sr possibles pour l’image X
(k+1). Plus de de´tails
sont pre´sente´s dans l’annexe D.
Remarque. Durant les premie`res ite´rations de l’algorithme (4.36), la PSF estime´e utilise´e durant
l’e´tape de de´convolution a` proprement parler (e´quation (4.36a)) n’a pas encore converge´ vers la
solution attendue et ne garantit donc pas les conditions optimales. Il peut donc s’ave´rer judicieux
et ne´cessaire de compenser cette impre´cision par une parame´trisation diffe´rente de la re´solution par
ADMM. Ainsi, a` l’instar des techniques de´veloppe´es dans la section 4.2.3 pour le parame`tre β de
l’architecture ADMM classique, de´marrer l’algorithme avec des valeurs de α le´ge`rement supe´rieures
au cas classique permet de contre-balancer le manque d’information sur la PSF en donnant plus
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d’importance au terme de re´gularisation `1. On peut ainsi conside´rer une e´volution ge´ome´trique du
parame`tres α, de telle sorte que
α(k+1) =
α(k)
r
(4.44)
avec r une constante proche de l’unite´ variant selon les applications. Dans tous nos cas de figure,
r = 1.5 a produit des re´sultats relativement stables.
Enfin, comme l’ont sugge´re´ certains auteurs [Almeida et Almeida, 2010], l’estimation de la PSF lors
des premie`res ite´rations de (4.36) peut souffrir de phe´nome`nes de bord lie´s a` l’e´tape de de´convolution
non-optimale qui la pre´ce`de. Aussi, une solution pratique consiste a` annuler au bord une partie du
support de la PSF estime´e pour les premie`res valeurs de k et de relaˆcher cette contrainte par la suite.
4.3.3 Re´sultats
4.3.3.1 Images synthe´tiques classiques
On s’inte´resse tout d’abord au comportement ge´ne´ral de la nouvelle me´thode propose´e. La figure
4.22 pre´sente la restauration d’un de´tail des images de Lena et du fantoˆme de Shepp-Logan, pour
lequel les de´gradations sont parfaitement connues (cf. table 4.3). L’e´cart type de la PSF gaussienne
qui a servi a` de´grader l’image originale est de σ = 1.25 alors que celle spe´cifie´e a` l’algorithme vaut
σ = 3.75. Les re´sultats pre´sente´s ici montrent bien l’inte´reˆt d’une approche qui affine l’estimation de
la PSF, dans le cas ou` cette dernie`re n’est pas parfaitement connue. A` la diffe´rence de l’approche
classique, la me´thode de de´convolution semi-aveugle permet de retrouver une grande partie des de´tails
de l’image.
On peut ainsi comparer les re´sultats concernant la restauration (optimale) classique a` l’aide de la
vraie PSF et les restaurations semi-aveugles pour lesquelles la PSF initiale est errone´e. La formulation
semi-aveugle permet de contourner des proble`mes qui apparaissent principalement au niveau de la
de´convolution des contours et de limiter les arte´facts de type oscillations (phe´nome`ne de Gibbs).
Les performances de ces trois approches sont e´value´es en termes de PSNR, de SSIM et d’erreur MSE
relative sur la PSF et sont reporte´es dans la table 4.6. Si la me´thode semi-aveugle ne permet pas
d’atteindre le niveau de la de´convolution dans les conditions optimales ou` la PSF est parfaitement
connue, elle assure cependant une nette ame´lioration des crite`res quantitatifs comme qualitatifs par
rapport a` la de´convolution classique.
L’analyse du comportement de ces crite`res au cours des ite´rations de l’algorithme (4.36) est par
ailleurs propose´e dans la figure 4.23 pour le traitement du fantoˆme de Shepp-Logan. 10 ite´rations
de (4.36) assurent une convergence correcte dans la plupart des cas. Compare´ au cas non-aveugle
(premie`re ite´ration de l’algorithme de de´convolution semi-aveugle), une ame´lioration notable est
observe´e au niveau de tous les crite`res quantitatifs. Les parame`tres utilise´s ici sont les meˆmes que
ceux pour le cas classique (table 4.3), hormis α(0) fixe´ a` 10 dans chacun des cas et le parame`tre γ
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Figure 4.22 – Restauration par diffe´rentes de´convolution. De gauche a` droite : image originale,
images restaure´es par de´convolution classique avec une PSF connue et inconnue, et par de´convolution
semi-aveugle.
Crite`res
De´convolution De´convolution De´convolution
classique semi-aveugle optimale
L
en
a
PSNR (dB) 20.96 23.91 26.9
SSIM (%) 92.48 96.19 97.9
MSE PSF (%) 32.22 30.49 0
S
h
ep
p
PSNR (dB) 25.53 28.26 33.16
SSIM (%) 94.33 98.12 99.78
MSE PSF (%) 16.11 15.25 0
Table 4.6 – Performances des diffe´rentes me´thodes de de´convolution.
a` 6 × 106 et 5 × 104 pour les traitements respectifs des images de Lena et du fantoˆme de Shepp-
Logan. Ce parame`tre de diagonal loading peut eˆtre estime´ a priori pour un conditionnement optimal
de la matrice
(
SX(k+1)P
)T (
SX(k+1)P
)
mais doit eˆtre raffine´ afin d’obtenir les meilleurs re´sultats.
Les temps de calculs correspondants, pour 10 ite´rations de l’algorithme complet, sont de 2 secondes
(30× 30 pixels) et 20 secondes (100× 100 pixels). La figure 4.24 illustre les re´sultats de l’estimation
de la PSF avec la repre´sentation de h, h0 et hˆ. Cette estimation n’est pas optimale visuellement
et se traduit par des valeurs de MSE relatives e´leve´es (voir le tableau 4.6), mais permet cependant
d’ame´liorer de manie`re significative les re´sultats initiaux.
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Figure 4.23 – Performances de la me´thode de de´convolution semi-aveugle au cours des ite´rations.
Figure 4.24 – PSF originale, errone´e et estime´e.
4.3.3.2 Signal RF synthe´tique
On e´tudie maintenant le traitement de signaux US synthe´tiques simule´s a` l’aide d’une PSF re´aliste
obtenue a` l’aide du programme FIELD II. La vraie PSF a une fre´quence centrale de 3 MHz alors
que celle de la PSF en entre´e de l’algorithme de de´convolution semi-aveugle vaut 3.1 MHz afin de
mode´liser une le´ge`re erreur d’estimation. La TRF a restaurer est compose´e de 5 diffuseurs dont
l’amplitude et la position sont repre´sente´es sur la figure 4.25 par des traits verticaux. Cette figure
montre les re´sultats des de´convolutions classique et semi-aveugle d’un signal RF (observations), et
sont repre´sente´s sous forme de donne´es RF et d’enveloppe. La parame´trisation utilise´e ici est similaire
a` celle donne´e dans le tableau 4.3 dans le cas de la de´convolution de 2 diffuseurs, avec γ = 1 × 102
et sr = 1. On choisit encore ici l’a priori de parcimonie dans le domaine spatial. Les temps de calcul
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pour ce genre de simulations sont infe´rieurs a` 1 seconde.
Dans la plupart des cas teste´s, la de´convolution classique de signaux RF 1D avec une PSF errone´e
produit des re´sultats de moins bonne qualite´ que les donne´es observe´es. Comme le montre la figure
4.25, la formulation semi-aveugle permet d’obtenir de bien meilleurs re´sultats, comparables a` ceux
obtenus dans le cas d’une PSF parfaitement connue. Les performances dans ce cas sont e´value´es en
termes de FWHM et de RG et sont re´sume´es dans la table 4.7.
Figure 4.25 – Restauration d’un signal RF synthe´tique 1D. Les observations (haut) sont compose´es
de 5 diffuseurs (traits verticaux) convolue´es avec une PSF re´aliste avant d’eˆtre traite´es par la me´thode
classique (milieu) et la me´thode semi-aveugle (bas). Toutes les donne´es sont repre´sente´es en RF
(gauche) et en enveloppe (droite).
Crite`res
Signal De´convolution De´convolution
RF classique semi-aveugle
FWHM 24 10 8
RG 1.00 0.34 2.78
Table 4.7 – Performances des me´thodes de de´convolution pour un signal RF en fonction de la
FWHM et du RG.
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4.3.3.3 Image ultrasonore in vivo
Dans cette dernie`re partie, on reprend le traitement des donne´es in vivo de rein de souris intro-
duites dans la section 4.2.5. On s’inte´resse ici a` la de´convolution non plus de l’image RF mais de
l’image enveloppe afin de mettre en e´vidence les limitations du filtrage homomorphique pour l’esti-
mation de l’enveloppe de la PSF. La figure 4.26 illustre ces re´sultats avec les parame`tres α(0) = 1,
β = 0.1 et γ = 2.1× 105. sr est ici fixe´ a` 2. Le traitement de ce de´tail de 140× 40 pixels est effectue´
en 15 secondes.
Figure 4.26 – Restauration d’une image in vivo enveloppe de rein de souris (gauche) par de´convo-
lutions classique (milieu) et semi-aveugle (droite).
Dans ce cas de figure, on peut noter que la de´convolution classique permet d’obtenir des re´sultats
favorables au niveau du contraste, mais de nombreux arte´facts apparaissent au niveaux des interfaces
et des frontie`res de l’image. La re´gularisation TV prend e´galement le pas sur la de´convolution et pe´-
nalise l’aspect ge´ne´ral de l’image restaure´e. A` l’inverse, la formulation semi-aveugle propose´e permet
de corriger cette estimation initiale errone´e et les re´sultats correspondants rappellent ceux obtenus
dans le cas ou` la vraie PSF est connue.
4.4 Conclusion
Dans ce chapitre, nous avons propose´ dans un premier temps une me´thode pour la de´convolution
classique d’images ultrasonores lorsque la re´ponse impulsionnelle spatiale du syste`me est connue.
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Les travaux re´cents en optimisation efficace, lie´s notamment a` l’utilisation d’ope´rateurs proximaux
particuliers, nous ont servi de base algorithmique pour le de´veloppement d’un algorithme efficace que
nous avons valide´ sur des donne´es synthe´tiques varie´es et e´value´ sur des donne´es ultrasonores in vivo.
Nous avons dans un second temps de´veloppe´ une nouvelle approche de de´convolution semi-aveugle
permettant d’incorporer des informations a piori au processus d’optimisation afin de corriger l’esti-
mation initiale de la re´ponse impulsionnelle spatiale du syste`me. La re´solution du proble`me d’optimi-
sation affe´rent est ici aussi effectue´e de manie`re efficace par une me´thode d’estimations alterne´es. Les
performances de cet algorithme ont e´te´ e´value´es a` l’aide de jeux de donne´es similaires, synthe´tiques
et issus d’acquisitions expe´rimentales, et au travers de divers crite`res qualitatifs et quantitatifs. Cette
approche de´montre une ame´lioration sur l’ensemble des caracte´ristiques e´value´es.
La principale piste de recherche actuelle porte sur une e´tude de sensibilite´ en pre´sence d’une
re´ponse impulsionnelle errone´e, la fre´quence centrale et l’enveloppe de cette dernie`re influant de
manie`re non-ne´gligeable les performances de la de´convolution. L’extension de cette me´thode au cas
de donne´es plus complexes, dans le cas de signaux radio-fre´quence 2D, devra e´galement eˆtre objet de
travaux ulte´rieurs.
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Conclusions et Perspectives
L’objectif de ce travail de the`se est l’ame´lioration de la re´solution des images e´chographiques.
Cette modalite´ be´ne´ficie de nombreux avantages lie´s a` son utilisation qui ont contribue´ a` sa notorie´te´,
mais elle est souvent caracte´rise´e par une qualite´ d’image relativement faible et variable. Si l’essentiel
des travaux pour ame´liorer la qualite´ des images ultrasonores se sont concentre´s sur des approches
instrumentales lie´es au dispositif d’acquisition, la de´marche adopte´e ici est base´e sur des techniques
de post-traitement offrant ge´ne´ralement une meilleure flexibilite´. Ces notions sont de´veloppe´es dans
le premier chapitre de ce manuscrit, consacre´ a` l’imagerie ultrasonore, et dans le deuxie`me chapitre
qui e´tablit un e´tat de l’art aussi exhaustif que possible des techniques mises en œuvre pour ame´liorer
la re´solution spatiale des images ultrasonores.
Bilan des contributions
Le premier chapitre de contribution e´tudie l’ame´lioration de la re´solution dans le cas d’une se´quence
d’images ultrasonores. L’exploitation des informations non-redondantes contenues dans chacune des
images de basse re´solution permet de compenser leur mouvement relatif et de construire des images
de re´solution supe´rieure. La qualite´ de cette restauration de´pend ici principalement de la pre´cision
de l’estimation des mouvements complexes en imagerie ultrasonore, non-rigides et non-planaires.
Dans cette optique, un algorithme originellement de´veloppe´ pour l’e´lastographie nous a permis de
de´montrer l’applicabilite´ de cette me´thode en imagerie ultrasonore et de se de´marquer des approches
existantes essentiellement tourne´es vers la re´duction du speckle. Des images de simulation re´aliste
sont utilise´es pour valider les performances de notre approche avant de l’appliquer au traitement
d’images in vivo.
Le second chapitre de contribution aborde l’ame´lioration de la re´solution sous un angle diffe´rent, lie´
a` la de´convolution d’une image unique. Un premier algorithme d’estimation efficace de l’image haute
re´solution est mis en place, dans un premier temps, en conside´rant le cas d’une re´ponse impulsionnelle
spatiale parfaitement connue. Des crite`res quantitatifs et des jeux de donne´es varie´s, synthe´tiques
et in vivo, permettent de valider la pertinence d’une telle approche. Une seconde me´thode prenant
en compte l’estimation conjointe de l’image haute re´solution et de la re´ponse impulsionnelle du
syste`me est ensuite propose´e. Cette formulation pre´sente l’avantage notable d’atte´nuer l’influence
des erreurs d’initialisation de la re´ponse impulsionnelle spatiale qui peuvent nuire aux performances
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de la de´convolution. Une ame´lioration des crite`res quantitatifs et qualitatifs usuels et les re´sultats
obtenus sur une gamme varie´e de donne´es valident dans un dernier temps les performances de cet
algorithme.
Perspectives
Plusieurs perspectives peuvent eˆtre de´gage´es a` partir des travaux pre´sente´s dans ce manuscrit. La
me´thode de reconstruction propose´e dans le troisie`me chapitre accorde une importance e´gale a` l’en-
semble des images de la se´quence observe´e et ne´cessite a` ce titre une se´lection manuelle des images les
plus pertinentes. Il pourrait donc eˆtre inte´ressant d’e´tudier une se´lection automatique de ces images
afin d’optimiser la qualite´ et la vitesse de la reconstruction.
Par ailleurs, le mouvement n’e´tant pas estime´ avec une pre´cision homoge`ne dans l’ensemble de l’image,
la prise en compte de cartes de validite´ ponde´rant l’importance de certaines zones sujettes a` des er-
reurs locales d’estimation permettrait une ame´lioration certaine des re´sultats.
Le dernier chapitre permet e´galement d’envisager de nombreuses perspectives en lien avec les
techniques efficaces de de´convolution. Nous avons montre´ que le domaine de parcimonie pour la re-
pre´sentation des donne´es est une caracte´ristique essentielle des techniques de restauration `1. Si les a
priori de parcimonie dans le domaine spatial et de variation totale que nous avons aborde´s produisent
des re´sultats satisfaisants, il serait judicieux d’e´tudier la description des images e´chographiques dans
des espaces qui leur seraient spe´cifiques et qui garantiraient des conditions efficaces pour la restau-
ration . Dans cette optique, les travaux re´cents portant sur les transforme´es de type « wave atoms »
constituent une piste se´rieuse qui me´riterait d’eˆtre e´tudie´e avec soin.
Un deuxie`me axe de recherche pour des approfondissements ulte´rieurs porte sur une meilleure caracte´-
risation de la nature faiblement re´solue des images ultrasonore. Nous avons adopte´ dans ce manuscrit
une mode´lisation simple faisant intervenir un processus de sous-e´chantillonnage re´gulier limitant le
volume des donne´es observe´es. Il nous paraˆıt important d’envisager la mise en place de strate´gies plus
e´labore´es, qui prendraient par exemple en compte la pre´sence de singularite´s a` l’instar des techniques
pre´dictives de reconstruction multi-e´chelle de type « essentially non-oscillatory » (ENO).
Les proble´matiques lie´es a` l’estimation rapide et pre´cise de la re´ponse impulsionnelle spatiale du sys-
te`me forment une troisie`me piste fondamentale pour l’ame´lioration de la qualite´ et de la stabilite´ des
techniques de de´convolution. A` l’heure actuelle, cette estimation peut se faire de manie`re rapide mais
approximative par filtrage homomorphique ou de manie`re plus pre´cise par mesure expe´rimentale, au
prix d’une ge´ne´ricite´ fortement amoindrie. La prise en compte d’un mode`le a priori plus e´labore´
sur cette re´ponse impulsionnelle, par exemple dans le cadre d’une formulation baye´sienne efficace
qui nous permettrait d’estimer les parame`tres de re´gularisation associe´s, en les de´crivant de manie`re
statistique a` l’aide d’un mode`le baye´sien hie´rarchique, serait d’un inte´reˆt e´vident.
Enfin, comme nous avons pu le constater au travers des quatre chapitres de ce manuscrit, la quantifi-
cation du gain en re´solution des techniques de post-traitement est un proble`me ouvert. L’e´laboration
152
d’un crite`re d’e´valuation performant en imagerie ultrasonore, pour l’estimation de la re´ponse impul-
sionnelle du syste`me comme pour celle de l’image haute re´solution obtenue par de´convolution, nous
paraˆıt eˆtre une direction de recherche clairement ne´cessaire.
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Annexe A
Calculs efficaces des ope´rateurs
classiques en restauration d’image
Les ope´rateurs classiques en restauration d’image (i.e., les matrices H et S) ont e´te´ de´finis, dans
le cas ge´ne´ral, comme des matrices de tailles conse´quentes re´alisant les processus de convolution
et de sous-e´chantillonnage. Si cette formulation mathe´matique est pratique en the´orie, elle est tre`s
vite limite´e en pratique e´tant donne´ le couˆt calculatoire des ope´rations affe´rentes. Il existe toutefois
des hypothe`ses simplificatrices permettant d’effectuer ces ope´rations de manie`re tre`s efficace, en
de´finissant les ope´rateurs e´quivalents aborde´s dans les sections suivantes.
A.1 Calculs efficaces des ope´rateurs de convolution
La seule hypothe`se de travail formule´e ici porte sur les conditions aux frontie`res circulaires qui
permettent de diagonaliser toutes les matrices de convolution par transforme´e de Fourier. Notons
e´galement les travaux re´cents de Almeida et Figueiredo [2013] et Matakos et al. [2013] pour le cas
d’une implantation efficace similaire ou` les conditions aux frontie`res sont inconnues, et donc potentiel-
lement non-circulaires. Enfin, il est inte´ressant de remarquer que les calculs qui suivent sont valables
pour l’implantation de certains ope´rateurs Γ, notamment dans le cas des a priori TV (Γ = ∇)
ou de parcimonie dans le domaine spatial (Γ = I), en substituant au noyau de la PSF les noyaux
correspondants (cf. section 4.2.2).
Conside´rons le mode`le d’observation prenant en compte une ope´ration de convolution 2D avec la
PSF du syste`me d’imagerie :
y = Hx (A.1)
ou` y ∈ Rn, x ∈ Rn et H ∈ Rn×n repre´sentent de manie`re respective les observations, l’image originale
et la matrice (the´orique) de la PSF, conside´re´e ici comme invariable dans l’espace. L’extension au
cas d’une PSF variable dans l’espace peut eˆtre trouve´e dans les re´fe´rences [Nagy et O’Leary, 1997],
[Nagy et O’Leary, 1998] et [Alessandrini, 2010].
On utilise les notations lexicographiques pour les donne´es 2D de taille n1×n2 qui, a` partir des images
Y,X ∈ Rn1×n2 , font correspondre les vecteurs
y = vect ([y1 y2 . . . yn2 ]) ∈ Rn, (A.2a)
157
Annexe A. Calculs efficaces des ope´rateurs classiques en restauration d’image
x = vect ([x1 x2 . . . xn2 ]) ∈ Rn, (A.2b)
avec yi, xi ∈ Rn1 pour i = 1, 2, . . . , n2.
La matrice H est construite a` partir d’un noyau connu (mesure´ ou calcule´), note´ H˘, de taille `1 × `2
avec `1 ≤ n1 et `2 ≤ n2. Cette PSF est entie`rement de´termine´e par son noyau et de´pend des
caracte´ristiques de la sonde. Le noyau peut eˆtre conside´re´ comme invariable dans l’espace si l’on se
place sur des blocs suffisamment petits, ou de dimension axiale suffisamment faible dans le cas de
l’imagerie US. Dans la suite, le noyau est le meˆme pour toute l’image conside´re´e et s’e´crit
H˘ =

h1,1 . . . h1,`2
. . . . . .
h`1,1 . . . h`1,`2
 = [h˘1 h˘2 . . . h˘`2] ∈ R`1×`2 , (A.3)
ou` chaque h˘k repre´sente une colonne du noyau H˘ de la PSF H pour k = 1, 2, . . . , `2. La matrice H
peut s’e´crire dans ces conditions sous la forme compacte
H =

hT0
hT1
...
hTn−1
 ∈ Rn (A.4)
ou` hTi de´note une permutation circulaire de h
T
0 d’ordre i vers la droite et
h0
T =
[
h˘T1 0
T
n1−`1 h˘
T
2 0
T
n1−`1 . . . h˘
T
`2 0
T
n1−`1 0
T
n1(n2−`2)
]
(A.5)
est le noyau de la PSF pris en notation lexicographique et ze´ro-padde´, avec 0d un vecteur compose´
dans d ze´ros. Notons que puisque h0 ∈ Rn, on a hn = h0. La matrice reliant la vectorisation de H˘
a` h0, note´e P sera utilise´e pour l’approche de de´convolution semi-aveugle et explicite´e dans l’annexe
D.
Remarque. La notion de frontie`res circulaires apparaˆıt ici dans la structure de la matrice circu-
lante H, un cas particulier des matrices de Toeplitz. Il aurait e´te´ cependant possible de faire porter
cette caracte´ristique de circularite´ sur les donne´es x en conside´rant le mode`le d’observation y = Xh
e´quivalent a` (A.1).
La proprie´te´ de circularite´ est essentielle pour le calcul efficace du produit de convolution, puis-
qu’elle rend la matrice H diagonalisable par FT 2D [Ng et al., 2010]. On peut en effet obtenir la
re´sultat de la convolution (A.1) sans passer par une matrice H de taille n×n, en utilisant seulement
le noyau H˘ ze´ro-padde´ de taille n1 × n2, via le produit point a` point suivant :
y = F−1
{
F
{
H˘
}
F {x}
}
. (A.6)
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A.2 Calcul efficace de l’ope´rateur de gradient discret
On de´finit respectivement deux ope´rateurs distincts correspondant aux de´rive´es discre`tes dans les
directions verticale et horizontale : ∇1 : Rn → Rn et ∇2 : Rn → Rn, avec n = n1 × n2. On note
l’ope´rateur gradient discret caracte´ristique des approches par variation totale ∇ = [∇T1 ∇T2 ]T . On
peut alors expliciter de manie`re scalaire les de´rive´es discre`tes pour les conditions de bord circulaires
comme
(∇1x)(i, j) =
{
xi+1,j − xi,j si i < n1
x1,j − xi,j si i = n1
, (A.7a)
et
(∇2x)(i, j) =
{
xi,j+1 − xi,j si j < n2
xi,1 − xi,j si j = n2
. (A.7b)
Dans ces conditions, l’ope´rateur lie´ a` la TV d’une image est diagonalisable par FT et peut eˆtre
implante´ de la meˆme manie`re que l’ope´rateur de convolution associe´ a` la PSF aborde´ dans la section
pre´ce´dente. Les noyaux correspondants sont ∇˘1 = [−1 1]T et ∇˘2 = [−1 1]. Notons qu’il existe d’autres
manie`res de mode´liser la discre´tisation du gradient, faisant intervenir des noyaux plus complexes ou
atte´nuant la pre´gnance de l’hypothe`se de conditions au bord circulaires [Moisan, 2007]. L’approche
assez simple que l’on conside`re dans notre travail a cependant l’avantage d’eˆtre facilement extensible
a` des voisinages plus importants (prenant en compte plus de pixels voisins) en conservant la proprie´te´
de diagonalisation par FT. Enfin, cette formulation est inte´ressante car elle de´finit une TV euclidienne
[Ng et al., 2010], caracte´ristique ne´cessaire pour certains algorithmes d’optimisation rapide comme
celui de´veloppe´ par Chambolle [2004].
Les ope´rateurs TV 2D spectraux F
{
∇˘1
}
et F
{
∇˘2
}
sont illustre´s sur la figure A.1, en comparaison
de l’ope´rateur F
{
H˘
}
utilise´ pour la convolution.
(a) (b) (c)
Figure A.1 – Ope´rateurs TV et de convolution dans le domaine spectral.
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A.3 Calcul efficace de l’ope´rateur de sous-e´chantillonnage
On prend en compte ici seulement le caracte`re sous-e´chantillonne´ d’un signal a` travers le mode`le
d’observation
y = Sx (A.8)
avec cette fois-ci y ∈ Rm, x ∈ Rn et S ∈ Rm×n (m ≤ n) repre´sentant de manie`re respective les
observations, l’image originale et la matrice (the´orique) de sous-e´chantillonnage. On conside`re dans
cette partie un facteur de sous-e´chantillonnage sr identique dans les deux dimensions. On a donc
m1 = sr × n1 et m2 = sr × n2 et la relation entre les nombres de pixels des images LR et HR
m = n× sr2.
La matrice S traduit ainsi un processus de sous-e´chantillonnage et peut eˆtre vue comme une matrice
binaire compose´e de 0 et de 1. A` titre d’illustration, cette matrice s’e´crit dans le cas n = n2×n1 = 4×4
et sr = 2 (i.e, m = 4 et n = 16) :
S =

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0︸ ︷︷ ︸
n
0 0︸︷︷︸
sr
1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0︸ ︷︷ ︸
sr×m1
1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0︸︷︷︸
sr
1 0 0 0 0 0

(A.9)
de telle sorte que
y =
[
y1,1 y1,2
y2,1 y2,2
]
= S

x1,1 x1,2 x1,3 x1,4
x2,1 x2,2 x2,3 x2,4
x3,1 x3,2 x3,3 x3,4
x4,1 x4,2 x4,3 x4,4
 =
[
x1,1 x1,3
x3,1 x3,3
]
= Sx. (A.10)
Plutoˆt que de faire intervenir une matrice S de taille m×n, il est plus efficace de la de´finir comme
un masque Sˆ, de meˆme taille que x. Elle s’e´crit dans les meˆmes conditions que pre´ce´demment
Sˆ =

1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0
 . (A.11)
et permet d’effectuer l’ope´ration point a` point de sous-e´chantillonnage Sˆx pour obtenir y. L’inte´reˆt
principal de cette formulation faisant intervenir des masques est qu’elle permet de couvrir tous les
cas ou` la matrice S a une structure de´terministe connue, c’est-a`-dire pour toutes les applications de
type inpainting.
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E´tude du filtrage homomorphique
B.1 Hypothe`se de phase minimale pour le filtrage homomorphique
L’hypothe`se de phase minimale permet de simplifier l’estimation de la PSF par filtrage homo-
morphique en utilisant les proprie´te´s suivantes [Oppenheim et Schafer, 1989]. L’e´tude de la validite´
de cette hypothe`se en imagerie US peut eˆtre trouve´e dans [Jensen et Leeman, 1994].
Syste`me causal
Si un signal x(t) est causal, alors sa transforme´e de Fourier (FT) F {x(t)} = A(f) + iB(f) ve´rifie
l’e´quation
B(f) = H{A(f)}
ou` H{ · } repre´sente la transforme´e de Hilbert.
Syste`me a` phase minimale
Un syste`me est a` phase minimale si et seulement si son cepstre est causal. Ainsi, en notant la TF de
la PSF
F {h(t)} = H(f) = |H(f)|eiΦ(f),
son cepstre s’e´crit
logH(f) = log|H(f)|+ iΦ(f).
On peut alors utiliser la proprie´te´ pre´ce´dente pour obtenir la relation
Φ(f) = H{log |H(f)|}+ kpi
ou` log |H(f)| repre´sente le cepstre re´el. Dans ces conditions, la connaissance de log |H(f)| permet
d’estimer Φ(f).
B.2 E´tudes de sensibilite´
Les re´sultats suivants e´tudient les performances de l’estimation de la PSF par filtrage homomor-
phique, selon la direction axiale. La PSF est issue d’une simulation (cf. e´quation (4.2), avec f0=
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3 MHz, σ1 = 10 et σ2 = 2σ1) et est invariable sur l’ensemble de l’image. Le milieu simule´ est com-
pose´ de deux zones homoge`nes distinctes qui se diffe´rencient par la distribution de l’amplitude des
diffuseurs, gaussiennes dans les deux cas mais de variances diffe´rentes. Le nombre de diffuseurs dans
la zone hypere´choge`ne est un parame`tre de la simulation et la position de ces derniers est distribue´e
selon une loi uniforme. La figure B.1 donne une exemple de configuration pour cette simulation, avec
les diffuseurs, l’image US simule´e (repre´sente´e en mode B) et la PSF correspondante.
(a) (b) (c)
Figure B.1 – Exemple de simulation pour le filtrage homomorphique. De gauche a` droite : re´partition
des diffuseurs, image ultrasonore simule´e (mode B) et PSF correspondante.
Les performances du filtrage homomorphique sont e´value´es ci-dessous en fonction des parame`tres
de la zone hypere´choge`ne : sa taille, le nombre de diffuseurs qu’elle contient (i.e., la densite´ lorsque
la surface est fixe´e) et leur amplitude. Les performances sont estime´es a` l’aide de la me´thode de
Monte-Carlo, avec 100 simulations pour chaque valeur des parame`tres, les autres e´tant alors fixe´s.
On s’inte´resse ici a` un crite`re de type MSE relative (cf. section 2.3.2) sur la PSF. L’estimation par
filtrage homomorphique pouvant eˆtre de´phase´e par rapport a` la PSF originale, ce crite`re est calcule´
apre`s recalage de ces deux grandeurs par maximum de corre´lation. La figure B.2 illustre ces re´sultats
(moyenne et e´cart type) en faisant varier les trois parame`tres de la zone hypere´choge`ne. Concernant
le parame`tre lie´ a` l’amplitude des diffuseurs, on fixe a` 1 la puissance de la distribution gaussienne
des diffuseurs de l’image entie`re et on fait varier celle de la zone hypere´choge`ne. Ainsi, sur la figure
B.2, une valeur de 1 en abscisse correspond a` une distribution homoge`ne sur l’ensemble de l’image.
De meˆme, pour la demi-taille de la zone hypere´choge`ne, la valeur extreˆme (250 dans notre cas) en
abscisse correspond a` une zone homoge`ne sur l’ensemble de l’image.
On peut e´tablir les conclusions suivantes sur l’estimation par filtrage homomorphique :
– Les re´gions hypere´choge`nes a` faible densite´ de diffuseurs sont a` pre´fe´rer.
– Les re´gions hypere´choge`nes dans lesquelles la diffe´rence d’e´choge´nicite´ avec le milieu ambiant
est importante favorisent une bonne estimation.
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(a) (b) (c)
Figure B.2 – Performances du filtrage homomorphique e´value´es en termes de MSE de la PSF estime´e.
– Les re´gions ou` les diffuseurs sont concentre´s sur une zone re´duite sont pre´fe´rables a` celles ou`
ils sont re´partis sur des zones plus e´tendues.
Soulignons enfin que dans le cas limite ou` la taille de la demi-zone hypere´choge`ne vaut 250, elle
recouvre l’ensemble de l’image e´tudie´e. Le milieu conside´re´ devient alors homoge`ne, de´gradant la
qualite´ de l’estimation de la PSF.
Le crite`re MSE, comme tous les autres crite`res comparant deux grandeurs « point a` point »,
peut cependant nuire a` l’analyse des performances du filtrage homomorphique. En effet, si les PSF
originale h et estime´e hˆ ne diffe`rent que d’un facteur d’amplitude et d’un facteur de de´calage, ces
crite`res indiquent une mauvaise estimation pour hˆ alors que la qualite´ de la de´convolution ne serait
que tre`s faiblement affecte´e. Ceci illustre encore une fois, a` l’image du SSIM, l’importance d’un crite`re
d’e´valuation quantitatif adapte´.
Une premie`re approche consisterait donc a` e´tudier les performances de l’estimation a` l’aide du crite`re
suivant, e´tabli de manie`re empirique :
ρ(hˆ,h) =
∑
f
∣∣∣∣F {hˆ(f)}H F {h(f)}∣∣∣∣∥∥∥hˆ∥∥∥
2
‖h‖2
. (B.1)
Ce crite`re respecte les proprie´te´s de´sire´es ρ(ahˆ,h) = ρ(hˆ,h) et ρ(hˆ(t−τ),h(t)) = ρ(hˆ(t),h(t)) et son
comportement est illustre´ sur la figure B.3. Il semble corroborer les conclusions e´tablies dans le cadre
pre´ce´dent, avec une pre´cision concernant l’amplitude des diffuseurs de la zone d’inte´reˆt, puisque ce
dernier indique qu’il est pre´fe´rable de se´lectionner des zones hypere´choge`nes plutoˆt que des zones
hypoe´choge`nes. Il indique e´galement une limitation quant a` la densite´ de diffuseurs de cette zone, qui
ne doit eˆtre ni trop faible ni trop importante. A` l’instar du crite`re SSIM pour les images optiques,
cette mesure empirique ρ de ressemblance entre deux PSF illustre la ne´cessite´ d’un crite`re quantitatif
efficace en imagerie ultrasonore pour caracte´riser l’ame´lioration de la re´solution des techniques de
de´convolution.
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(a) (b) (c)
Figure B.3 – Performances du filtrage homomorphique e´value´es via un nouveau crite`re.
Notons que les axes des abscisses des deux premiers graphes de cette figure (nombre et puissance des
diffuseurs) ont e´te´ e´tendues par rapports a` ceux de la figure B.2 afin de mieux mettre en e´vidence le
comportement du crite`re empirique e´tudie´.
164
Annexe C
De´convolution classique re´solue par
ADMM : comple´ments
C.1 Calculs de´taille´s des ope´rateurs proximaux
On a montre´ dans la section 4.2, e´quation (4.28), que l’e´tape 2 de l’algorithme ADMM 4.2 s’e´crit
v(k+1) = argmin
v∈R3n
f2(v) +
β
2
∥∥∥∥∥v −
(
Au(k+1) +
λ(k)
β
)∥∥∥∥∥
2
2
. (C.1)
Cette e´quation peut alors eˆtre re´solue comme
v(k+1) = proxf2/β
(
Au(k+1) +
λ(k)
β
)
(C.2)
en faisant intervenir l’ope´rateur proximal de´fini, pour une fonction convexe f et pour x0 ∈ Rn, par
proxf (x0) = argmin
x∈Rn
f(x) +
1
2
‖x− x0‖22 . (C.3)
On peut scinder l’ope´rateur proximal en deux parties inde´pendantes en notant, avec Ω′(k) ∈ R2×n et
z′(k) ∈ Rn,
Au(k+1) +
λ(k)
β
def
=
 vect(Ω′(k))
z′(k)
 ∈ R3n (C.4)
et en de´composant proxf2/β ( · ) comme
proxf2/β
 vect(Ω′(k))
z′(k)
 =
 vect(Ω(k+1))
z(k+1)
 =
 prox||| · |||1/β (Ω′(k))
proxχZ/β
(
z′(k)
)
 . (C.5)
On a alors deux composantes distinctes pour v(k+1) :
v(k+1) = vect
([
Ω(k+1) z(k+1)
])
. (C.6)
C.1.1 Calcul de Ω(k+1)
On a de´ja` montre´ que prox||| · |||1/β
(
Ω′(k)
)
= soft1/β
(
Ω′(k)
)
. On obtient donc aise´ment
Ω(k+1) = soft1/β
[∇1u(k+1)∇2u(k+1)]+
[
λ
(k)
1 λ
(k)
2
]
β
 ∈ Rn×2. (C.7)
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C.1.2 Calcul de z(k+1)
Le calcul de cette composante s’e´crit comme une projection sur l’ellipso¨ıde Z [Ben-Tal et Nemi-
rovski, 2001; Weiss et al., 2009]
z(k+1) = proxχZ/β
(
z′(k)
)
= ΠZ
(
z′(k)
)
= argmin
z∈Z
1
2
∥∥z− z′(k)∥∥2
2
= argmin
1
2
∥∥z− z′(k)∥∥2
2
t.q. z ∈ Rn, ‖y − Sz‖22 ≤ α.
(C.8)
On peut reformuler ce proble`me sous une forme non-contrainte e´quivalente
z(k+1) = argmin
z∈Rn
1
2
∥∥z− z′(k)∥∥2
2
+
ζ
2
‖y − Sz‖22
= argmin
z∈Rn
1
2
(
zT z− 2zT z′(k))+ ζ
2
(
zTSTSz− 2zTSTy) (C.9)
en omettant les termes inde´pendants de z et en introduisant le parame`tre de re´gularisation ζ ∈ R+.
La solution est obtenue en e´crivant l’e´quation normale suivante :
z− z′(k) + ζ (STSz− STy) = 0, (C.10)
ce qui conduit a` (
In + ζS
TS
)
z = z′(k) + ζSTy. (C.11)
Il suffit alors de remarquer que si SST = Im, en revanche, S
TS 6= In 1 mais reste une matrice
circulante par bloc avec chaque bloc circulant (BCCB, cf. annexe C) et donc diagonalisable par FFT.
En appliquant S de part et d’autre de l’e´quation, on obtient la solution (sous-optimale)
Sz =
1
1 + ζ
(
Sz′(k) + ζy
)
. (C.12)
Le parame`tre ζ peut alors eˆtre exprime´ en fonction de α a` l’aide de l’e´quation de contrainte dans
(C.8), dans laquelle on utilise la nouvelle expression de Sz :
0 =
∥∥∥∥y − 11 + ζ (Sz′(k) + ζy)
∥∥∥∥2
2
− α
=
∥∥∥∥y − 11 + ζ (Sz′(k) + ζy)
∥∥∥∥2
2
(1 + ζ)2 − α (1 + ζ)2
=
∥∥y (1 + ζ)− (Sz′(k) + ζy)∥∥2
2
− α (1 + ζ)2
=
∥∥y − Sz′(k)∥∥2
2
− α (1 + ζ)2
=
m∑
i=1
(
yi − z′′(k)i
)2 − α (1 + ζ)2
(C.13)
1. On a en re´alite´ STS = Im sur un sous espace de Rn×n judicieusement choisi [Weiss et al., 2009].
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en notant z′′(k) = Sz′(k) ∈ Rm. On a donc une e´quation du second degre´ en ζ que l’on explicite :
ζ2 (−4α)︸ ︷︷ ︸
a
+ζ (−4α)︸ ︷︷ ︸
b
+
m∑
i=1
(
yi − z′′(k)i
)2 − α︸ ︷︷ ︸
c
= 0. (C.14)
On en de´duit alors ζ comme la racine positive de cette e´quation. Le discriminant s’e´crit
∆ = b2 − 4ac = (4α)2 + 4× (4α)c (C.15)
et on en de´duit la valeur de la racine
ζ =
−b+√∆
2a
=
4α+
√
(4α)2 + 4× (4α)c
2× 4α
=
1 +
√
1 + c/α
2
.
(C.16)
La solution finale s’e´crit donc, pour cette valeur de ζ,
Sz(k+1) =
1
1 + ζ
(
S
(
Hu(k+1) +
λ
(k)
3
β
)
+ ζy
)
. (C.17)
Notons que cette dernie`re e´tape ne met a` jour que les e´le´ments de z(k+1) observe´s (i.e., ceux qui
appartiennent a` l’espace LR de´fini par S). En outre, en pratique, la matrice S est de´finie comme
un masque binaire de taille n1 × n2 (plutoˆt que les dimensions m × n de´finies pre´ce´demment) pour
effectuer cette ope´ration de manie`re efficace. Plus de de´tails peuvent eˆtre trouve´s dans l’annexe A.
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Annexe D
De´convolution semi-aveugle :
comple´ments
D.1 Formalisme pour la de´convolution semi-aveugle
La re´solution du proble`me de de´convolution semi-aveugle ne´cessite un remaniement de la fonc-
tionnelle classique afin de mettre en e´vidence certaines caracte´ristiques utilise´es pour sa re´solution
efficace.
D.1.1 Remaniement de l’e´quation (4.36b)
On a vu dans la section 4.3 que l’e´quation du proble`me d’optimisation ge´ne´ral
min
x∈Rn,H∈R`
‖y − SHx‖22 + τ |||Γx|||1 + γ ‖h− h0‖22 (D.1)
pouvait eˆtre formule´e de manie`re se´quentielle
x(k+1) = argmin
x∈Rm
∥∥∥y − SH(k)x∥∥∥2
2
+ τ |||Γx|||1 (D.2a)
et
h(k+1) = argmin
h∈R`
∥∥∥y − SX(k)Ph∥∥∥2
2
+ γ ‖h− h0‖22 . (D.2b)
Cette nouvelle formulation ne´cessite cependant des pre´cisions concernant le terme d’attache aux
donne´es. Afin de mettre en e´vidence le noyau de convolution vectorise´ h plutoˆt que la matrice ca-
racte´ristique de la convolution H, on fait intervenir une matrice P ∈ Rn×`, a` structure simple,
permettant de relier le vecteur h des ` coefficients du noyau vectorise´ de la PSF a` un vecteur h0 de
taille n adapte´ a` la convolution (voir l’annexe A). Dans ces conditions, X ∈ Rn×n est une matrice
circulante dont la structure est calque´e sur celle de H, avec le noyau analogue x ∈ Rn.
La matrice P s’e´crit de manie`re sche´matique
P =
[
P′
O
]
(D.3)
avec O une matrice rectangulaire de taille n1(n2 − `2)× ` contenant des ze´ros et P′ une matrice de
taille n1`2 × ` de´finie comme
P′ = I`2 ⊗P′′, (D.4)
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ou` ⊗ repre´sente le produit matriciel de Kronecker et P′′ est une matrice de taille n1 × `1 s’e´crivant
P′′ =
[
I`1
O
]
(D.5)
avec O une matrice rectangulaire contenant (n1 − `1)× `1 ze´ros.
Notons que cette matrice posse`de la proprie´te´ PTP = I`. La figure D.1 montre la re´partition spatiale
des coefficients de P (e´gaux a` 1 ou a` 0) dans le cas n1 = 9, n2 = 5 et `1 = 3, `2 = 3.
Figure D.1 – Re´partition des coefficient de la matrice P.
Dans ces conditions, les matrices H et X sont circulantes vers la droite et vers la gauche respective-
ment. On peut cependant se ramener au sens de circulation de´sire´ en remarquant que
X′ = JX (D.6)
avec X′ une matrice circulant vers la droite semblable a` H et J une matrice a` structure simple de´finie
comme
J =

1 0 0 . . . 0 0
0 0 0 . . . 0 1
0 0 0 . . . 1 0
· · ·
0 0 1 . . . 0 0
0 1 0 . . . 0 0

(D.7)
avec JJT = JTJ = I.
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D.1.2 Application
Dans le cas n = 5, on a d’une part
Hx =

h1 h2 h3 h4 h5
h5 h1 h2 h3 h4
h4 h5 h1 h2 h3
h3 h4 h5 h1 h2
h2 h3 h4 h5 h1


x1
x2
x3
x4
x5

=

h1x1 + h2x2 + h3x3 + h4x4 + h5x5
h5x1 + h1x2 + h2x3 + h3x4 + h4x5
h4x1 + h5x2 + h1x3 + h2x4 + h3x5
h3x1 + h4x2 + h5x3 + h1x4 + h2x5
h2x1 + h3x2 + h4x3 + h5x4 + h1x5

(D.8)
et d’autre part
XPh =

x1 x2 x3 x4 x5
x2 x3 x4 x5 x1
x3 x4 x5 x1 x2
x4 x5 x1 x2 x3
x5 x1 x2 x3 x4


h1
h2
h3
h4
h5

=

h1x1 + h2x2 + h3x3 + h4x4 + h5x5
h1x2 + h2x3 + h3x4 + h4x5 + h5x1
h1x3 + h2x4 + h3x5 + h4x1 + h5x2
h1x4 + h2x5 + h3x1 + h4x2 + h5x3
h1x5 + h2x1 + h3x2 + h4x3 + h5x4

(D.9)
de telle sorte que
Hx = XPh. (D.10)
On a e´galement les proprie´te´s de circularite´ dans un sens
JX =

1 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0


x1 x2 x3 x4 x5
x2 x3 x4 x5 x1
x3 x4 x5 x1 x2
x4 x5 x1 x2 x3
x5 x1 x2 x3 x4

=

x1 x2 x3 x4 x5
x5 x1 x2 x3 x4
x4 x5 x1 x2 x3
x3 x4 x5 x1 x2
x2 x3 x4 x5 x1

= X′ (D.11)
et dans l’autre
JX′ =

1 0 0 0 0
0 0 0 0 1
0 0 0 1 0
0 0 1 0 0
0 1 0 0 0


x1 x2 x3 x4 x5
x5 x1 x2 x3 x4
x4 x5 x1 x2 x3
x3 x4 x5 x1 x2
x2 x3 x4 x5 x1

=

x1 x2 x3 x4 x5
x2 x3 x4 x5 x1
x3 x4 x5 x1 x2
x4 x5 x1 x2 x3
x5 x1 x2 x3 x4

= X. (D.12)
D.2 Re´solution efficace du proble`me de de´convolution semi-aveugle
On a vu dans la section 4.3 que la deuxie`me e´tape de la re´solution du proble`me de de´convolution
semi-aveugle s’e´crivait
h(k+1) =
[(
SX(k+1)P
)T (
SX(k+1)P
)
+ γI`
]−1 [(
SX(k+1)P
)T
y + γh0
]
(D.13)
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et que le second terme de cette expression pouvait se calculer de manie`re efficace.
Le proble`me entravant a priori une implantation efficace est lie´ au fait que la matrice A′ = SX(k+1)P ∈
Rm×` ne dispose d’aucune des proprie´te´s de´sire´es pour une e´ventuelle diagonalisation par FT. En
effet, si l’on conside`re le cas n = 4× 4, sr = 2 et ` = 3× 3, on a
SXP =

x1 x2 x3 . . . x16
x3 x4 x5 . . . x2
x9 x10 x11 . . . x8
x11 x12 x13 . . . x10
P
=

x1 x2 x3 x6 x7 x8 x11 x12 x13
x3 x4 x5 x8 x9 x10 x13 x14 x15
x9 x10 x11 x14 x15 x16 x3 x4 x5
x11 x12 x13 x16 x1 x2 x5 x6 x7

(D.14)
qui n’est pas circulante. Il est toutefois possible d’inverser directement la matrice
U =
(
SX(k+1)P
)T (
SX(k+1)P
)
+ γI` (D.15)
de taille ` × `, sans avoir recours a` la diagonalisation par FT utilise´e pour l’inversion de la matrice
des ope´rateurs A de taille 3n× n (cf. section 4.2.3). En effet, en observant que
(SXP)T (SXP) = PT (SX)T (SX) P, (D.16)
et en remarquant que la multiplication a` gauche par PT et a` droite par P revient a` correctement
se´lectionner `2 coefficients de la matrice U′ = (SX)T (SX) de taille n×n, il suffit de pouvoir calculer
de manie`re efficace certains coefficients de cette dernie`re. Or, l’e´le´ment u′i,j (avec 1 ≤ i, j ≤ n) de
(SX)T (SX) se calcule de manie`re efficace comme un coefficient d’intercorre´lation (fonction xcorr2
sous MATLAB, par exemple) entre les images xi et xj ou` xi est une permutation circulaire de rang
i de l’image x. Si l’on reprend le cas particulier pre´ce´dent (n = 4× 4 et sr = 2), on a par exemple les
re´sultats suivants :
u′1,1 = x
2
1 + x
2
3 + x
2
9 + x
2
11,
u′2,2 = x
2
2 + x
2
4 + x
2
10 + x
2
12,
u′2,1 = x1x2 + x3x4 + x9x10 + x11x12,
u′3,1 = x1x3 + x3x5 + x9x11 + x11x13.
De plus, la matrice U′ e´tant syme´trique, le calcul de seulement `2/2 coefficients suffit pour construire
la matrice U avant re´gularisation et inversion.
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