In the last decade the use of mixed models has become a pivotal part in the 10 implementation of genome-assisted prediction in plant and animal breeding programs. 11
with the most popular software and discuss the strengths and limitations of sommer 94 against the available software and we propose the use of sommer as a complement to 95 available software for the p > n scenario. 96
97

Materials and Methods 98 99
Multivariate algorithm 100 101
In order to face with the dimensionality issue with the advent of massive genomic 102 information, defined as the p>n problem (more random and fixed effects parameters to 103 estimate than observations; for example genetic markers), we decided to focus the 104 software in the direct-inversion algorithms, which has been found to be faster than MME-105 based algorithms when p > n or when dense covariance structures are used ( 
where y i is a vector of trait phenotypes, β i is a vector of fixed effects, u i is a vector of 113 random effects for individuals and e i are residuals for trait 'i' (i = 1, …, t). The random 114 effects (u 1 ... u i and e i ) are assumed to be normally distributed with mean zero. X and Z 115 are incidence matrices for fixed and random effects respectively. The distribution of the 116 multivariate response and the phenotypic variance covariance (V) are: 117
where K is the relationship or covariance matrix for the k th random effect (u=1,…,k), and 124 R=I is an identity matrix for the residual term. The terms, !" ! ! and ! ! ! denote the genetic 125 (or any of the k th random terms) and residual variance of trait 'i', respectively and 126
and ! !" the genetic (or any of the k th random terms) and residual covariance 127 between traits 'i' and 'j' (i=1,…,t, and j=1,…,t). The algorithm implemented optimizes 128 the log likelihood: 129
where ln is the natural log, and | | the determinant of the associated matrices. The 130 
Specification of the model 195 196
In order to provide users maximum flexibility to fit heterogeneous-variance and 197 multivariate models, we decided to use a similar formula specification to ASReml-R with 198 the mmer2 function, which works in a formula-based fashion, whereas we kept the mmer 199 function as a matrix-based specification where the user provides the incidence andcovariance matrices. The different covariance structures available for the random effects 201 and for the trait covariances are show in table 1. 202 We fitted a bivariate model for tarsus length (tarsus) and colour (back) as a linear 228 function of the dam and fosternet considering an unstructured covariance structure among 229 traits for both random effects and sex as a fixed effect. When fitting the model using the 230 three software packages we found all provided the same results for variance-covariance 231 components but with differences in time. For example, ASReml-R was the fastest, 232 followed by MCMCglmm and sommer at the end (Table 1 ). This is due to the nature of 233 the data that has less effects to estimate than observation (n > p ) where MME-based 234 algorithms perform faster than direct-inversion algorithms like the one sommer uses. 235
When comparing the BLUPs among software (or posterior for MCMCglmm) we found a 236 correlation close to 1 showing the equivalence of the software for fitting these models. 237
Standard errors and predicted error variances followed the same trend. Additionally, we 238 software. The only difference was the time for running the model. For example, ASReml-258 R was the fastest, followed by MCMCglmm and sommer at the end (Table 2) . 259 260 and known covariance structures based on the Newton Raphson optimization method 288 using direct inversion (DI), which provides a better performance in terms of speed than 289 the MME-based optimization methods when the number of effects to estimate is greater 290 than the number of observations (p > n). In addition, we have made available additional 291 functions for breeding and genetic analysis such as the pin function to estimate standard 292 errors of linear combinations of variance components using the delta method and other 293 functionalities such as two-dimensional splines proposed for modeling the spatial 294 variation of field trials. In a comparison with other software such as ASReml-R, breedR 295
and MCMCglmm (in the univariate/multivariate scenario), sommer provided the same 296 results although slower for scenarios of the type p < n and better performance in the p > n 297 scenario. With this effort, we hope to provide tools to researchers to allow them to fit 298 more sophisticated models that reflect better the reality and test their hypothesis with 299 more accuracy. 
