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Abstract
In the paper we consider an interesting possibility of a time as a stochastic process in
quantum mechanics. In order to do it we reconsider time as a mechanical quantity in classical
mechanics and afterwards we quantize it. We consider continuous and discrete time.
Motto: The notion of time is not sufficiently well defined
to answer a problem of quantum time
Gerard ’t Hooft
1 Introduction
In this paper we consider a time as a stochastic process in quantum mechanics. Time is considered
as a parameter of an evolution of a mechanical system (e.g. in a Schro¨dinger equation). It seems
for us that it is not enough. We consider a time as a mechanical quantity (Section 2), afterwards
we quantize this quantity using canonical quantization procedure (Section 3) and in Section 4 we
consider time as a stochastic process. It seems that our approach is a new one and has nothing to
do with any approaches to quantization of time. We give several examples of mechanical systems
with their own times. We give an example with a discrete time.
2 Time as a mechanical quantity
Let us define the following function of a mechanical system
T = T (qi, pi, t), i = 1, 2, . . . , n,
where qi are coordinates of the mechanical system and pi are momenta conjugated to those
coordinates. t is the usual time which plays here a roˆle of a parameter (see Ref. [1]).
Let
dT
dt
= c = const (2.1)
is an equation of motion for such a function.
It is easy to see that we can reparametrize t to get the following equation
dT
dt
= 1. (2.2)
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We neglect also a translation along t.
One gets
dT
dt
=
∂T
∂t
+
n∑
i=1
(∂T
∂qi
q˙i +
∂T
∂pi
p˙i
)
=
∂T
∂t
+
n∑
i=1
(∂T
∂qi
∂H
∂pi
− ∂T
∂pi
∂H
∂qi
)
=
∂T
∂t
+ {T,H} (2.3)
where H = H(pi, qi) is a Hamilton function for the system and “˙” means the differentiation with
respect to t. We use of course the Hamilton equations
q˙i =
∂H
∂pi
, p˙i = −∂H
∂qi
, (2.4)
{·, ·} means the Poisson bracket.
Thus we get
∂T
∂t
+ {T,H} = 1. (2.5)
Eq. (2.5) is an equation of motion for a function which can be considered as a time of the
mechanical system. Eq. (2.5) can be solved giving us T (qi, pi, t). Let us consider a simple example
of a Hamilton function
H =
1
2
n∑
i=1
( p2i
mi
+Kiq
2
i
)
(2.6)
ω2i =
Ki
mi
, ωi = 2piνi =
2pi
Ti
, (2.7)
which is an n-dimensional harmonic oscilator function. One gets
∂T
∂t
+
n∑
i=1
(∂T
∂qi
pi
mi
− ∂T
∂pi
Kiqi
)
= 1. (2.8)
Equation (2.8) can easily be solved in terms of one arbitrary function of 2n variables
F˜ = F˜ (x1, y1, x2, y2, . . . , xn, yn). (2.9)
One gets
T (q1, q2, . . . , qn, p1, p2, . . . , pn, t) = T (qi, pi, t)
= t+ F˜
((
p1 cosω1t+ q1
√
K1m1 sinω1t
)
,
(
−q1 cosω1t+ p1 sinω1t√
K1m1
)
,(
p2 cosω2t+ q2
√
K2m2 sinω2t
)
,
(
−q2 cosω2t+ p2 sinω2t√
K2m2
)
,
. . . ,
(
pn cosωnt+ qn
√
Knmn sinωnt
)
,
(
−qn cosωnt+ pn sinωnt√
Knmn
))
. (2.10)
One can easily check (2.10) by simple calculations putting (2.10) into Eq. (2.8).
The Cauchy initial value problem for Eq. (2.8) can be defined by
T (qi, pi, 0) = F˜ (p1,−q1, p2,−q2, . . . , pn,−qn), i = 1, 2, . . . , n. (2.11)
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One can easily prove
T
(
qi(ti), pi(ti), t+
n∑
j=1
ljTj
)
= T (qi(ti), pi(ti), t) +
n∑
j=1
ljTj , (2.12)
lj are integers and ti = t+
∑n
j=1
j 6=i
ljTj .
If we disregard the dependence of t in T (q, p, t), i.e. we consider T = T (q, p), we get
{T,H} = 1. (2.13)
In the one-dimensional case for a harmonic Hamilton function
H =
1
2
(p2
m
+Kq2
)
(2.14)
one gets two solutions
T (q, p) =

− 1
ω
arctan
( p√
Kmq
)
+ f
(p2 +Kmq2
2Km
)
1
ω
arctan
(√Kmq
p
)
+ f
(p2 +Kmq2
2Km
) (2.15)
where f is an arbitrary function of one variable and of C(1) class. One can easily prove that
T (p(t), q(t)) (where p(t) and q(t) are solutions of a harmonic oscillator equation of motion) is a
periodic function of t. We can use polar coordinates in the following way:
y =
p√
Km
, x = q, x2 + y2 = r2, tanϕ =
y
x
,
getting p
2+Kmq2
Km = r
2, tanϕ = p√
Kmq
and
T (q, p) = T (r, ϕ) =

−ϕ+ ki
ω
+ f
(r2
2
)
(pi2 − ϕ− ki)
ω
+ f
(r2
2
)
,
i = 1, 2, 3, 4,
for −pi2 < ϕ < pi2 . Moreover, for polar coordinate 0 < ϕ ≤ 2pi and we should add some contants
to normalize ϕ in four quadrants, i.e. k1 = 0, k2 = k3 = pi, k4 = 2pi.
We can consider also a free motion of the mechanical system, i.e. considering a Hamilton
function
H =
1
2
n∑
i=1
p2i
m
(2.16)
and the equation
∂T
∂t
+
n∑
i=1
∂T
∂qi
pi
mi
= 1. (2.17)
Eq. (2.17) can be also solved and we get
T (q1, q2, . . . , qn, p1, p2, . . . , pn, t)
= t+ F˜
(
p1,
(
−q1 + p1t
m1
)
, p2,
(
−q2 + p2t
m2
)
, . . . , pn,
(
−qn + pnt
mn
))
(2.18)
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where F˜ (x1, y1, x2, y2, . . . , xn, yn) is a function of 2n variables of C
(1) class.
In the case of Eq. (2.13) for a Hamilton function
H =
1
2
p2
m
(2.19)
one gets
∂T
∂q
p
m
= 1. (2.20)
Eq. (2.20) can be easily solved
T =
(m
p
)
q + f(p), (2.21)
where f is an arbitrary function of one variable and of C(1) class.
Let us define the following quantities:
aj =
√
mjωj
2~
(
qj +
i
mω
pj
)
, (2.22)
a∗j =
√
mjωj
2~
(
qj − i
mω
pj
)
, (2.23)
j = 1, 2, . . . , n. Using relations
√
Kjmj = ωjmj one gets
T (t, qj , pj) = T˜ (t, aj , a
∗
j ) = t+ F˜
(
−
√
2m1ω1~Re
(
ia1e
iω1t
)
,−
√
2~
m1ω1
Re
(
a1e
iω1t
)
,
−
√
2m2ω2~Re
(
ia2e
iω2t
)
,−
√
2~
m2ω2
Re
(
a2e
iω2t
)
,
. . . ,−
√
2mnωn~Re
(
iane
iωnt
)
,−
√
2~
mnωn
Re
(
ane
iωnt
))
. (2.24)
A constant ~ is here arbitrary and is not the Planck constant.
The inverse transformation is as follows:
qj =
√
~
2mjωj
(aj + a
∗
j ), (2.25)
pj = −
√
mjωj~
2
(a∗j − aj). (2.26)
Let us consider a different Hamiltonian
H =
1
2m
(
p2r + r
2p2θ + r
2 sin2 θp2ϕ
)
+ V (r) (2.27)
where V (r) = kr . In this way we take under consideration a Coulomb or a Newton problem for
two bodies if we identify m as a reduced mass. From Eq. (2.3) one easily gets
∂T
∂t
+
(
∂T
∂r
· pr
m
− ∂T
∂pr
( r
m
(
p2θ + sin
2 θp2ϕ
)− k
r2
))
+
(∂T
∂θ
· r
2pθ
m
− ∂T
∂pθ
· r
2p2ϕ sin θ cos θ
m
)
+
(∂T
∂ϕ
· r
2 sin2 θ
m
pϕ
)
= 1. (2.28)
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Eq. (2.28) is a nonhomogeneous equation. We consider also a homogeneous equation (i.e. with
zero on the right hand side)
T = T (t, r, pr, θ, pθ, ϕ, pϕ),
r, θ, ϕ are usual spherical coordinates and pr, pθ, pϕ are moments conjugated to them.
Eq. (2.28) is a linear PDE of the first order and can be solved by using a characteristic
method. One writes a system of equations for a characteristic line. In this way we first consider
homogeneous equation and afterwards we find a special solution to nonhomogeneous equations,
i.e. Eq. (2.28).
dt
dτ
= 1 (2.29.1)
dr
dτ
=
pr
m
(2.29.2)
dpr
dτ
= −
( r
m
(
pθ + sin
2 θp2ϕ
)− k
r2
)
(2.29.3)
dθ
dτ
=
r2pθ
m
(2.29.4)
dpθ
dτ
= −r
2p2ϕ sin θ cos θ
m
(2.29.5)
dϕ
dτ
=
r2 sin2 θ
m
pϕ (2.29.6)
dpϕ
dτ
= 0. (2.29.7)
τ is a natural parameter of the line. It is easy to see that pϕ = c = const.
We take t = τ and afterwards reparametrize the equations to a more convenient parameter r.
Eventually one gets
t(r) =
m
p0
· 3
√
2k
d
(
G1
(
r,
3
√
d2k2
2
)
− f
)
(2.30)
r = r (2.31)
pr(r) = p0 exp
(
−k
r
− r
2d2
2
)
(2.32)
θ(r) = am
(
2k
p0
G2
(
r,
3
√
d2k2
w
)
+ e
∣∣∣ c2
d2
)
(2.33)
pθ(r) =
√
d2 − c2 sn2
(
2k
p0
G2
(
r,
3
√
d2k2
2
)
+ e
∣∣∣ c2
d2
)
(2.34)
ϕ(r) =
d
c
(
2k
p0
G2
(
r,
3
√
d2k2
2
)
+ e− E
(
am
(
2k
p0
G2
(
r,
3
√
d2k2
2
)
+ e
∣∣∣ c2
d2
) ∣∣∣ c2
d2
))
+ ϕ0 (2.35)
pϕ(r) = c (2.36)
where p0, d, f, e, c, ϕ0 are constants of integration,
G1(r, a) =
∫ r
1/2
dx exp
(
a
(1
x
+ x2
))
(2.37)
G2(r, a) =
∫ r
1/2
dxx2 exp
(
a
(1
x
+ x2
))
, (2.38)
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am(x |k2) is the Jacobi amplitude function, i.e. the inverse function of the elliptic integral of the
first order
F (x |k2) =
∫ x
0
dθ√
1− k2 sin2 θ
, (2.39)
E(x |k2) is the elliptic integral of the second order
E(x |k2) =
∫ x
0
dθ
√
1− k2 sin2 θ, (2.40)
sn(α |k2) = sin(am(α |k2)) (2.41)
is the Jacobi elliptic function.
Let us notice the following fact. The function G1(r, a) is a monotonic function, because
dG1
dr > 0, and for this it has an inverse function G(r, a) such that
G(G1(r, a), a) = r. (2.42)
Moreover, the parametrization of a characteristic line is not very convenient for our purposes.
Thus we should go to an old parameter t. One easily gets
r(t) = G
(
p0
m
3
√
d2
2k
t+ f,
3
√
d2k2
2
)
. (2.43)
Afterwards we should substitute Eq. (2.43) to Eqs (2.32)–(2.36).
Let us notice the following fact: T0(t, r, pr, θ, pθ, ϕ, pϕ), a solution of a homogeneous equation
is constant along a characteristic line
d
dt
T0
(
t, r(t), pr(r(t)), θ(r(t)), pθ(r(t)), ϕ(r(t)), pϕ(r(t))
)
= 0. (2.44)
The last statement is equivalent to Eq. (2.28) and Eqs (2.29.1–7). Thus we can consider the
following initial problem
T0(0, r, pr, θ, pθ, ϕ, pϕ) = F˜ (r, pr, θ, pθ, ϕ, pϕ) (2.45)
where F˜ is an arbitrary function of six real variables of C1 class.
The solution of Eq. (2.28) reads
T (t, r, pr, θ, pθ, ϕ, pϕ) = t+ T0(t, r, pr, θ, pθ, ϕ, pϕ) (2.46)
(t is a special solution to Eq. (2.28).
The graph of the solution of a homogeneous version of Eq. (2.28)—T0(t, r, pr, θ, pθ, ϕ, pϕ) must
be a union of characteristics. In order to find a solution of our equation we should find r(0),
pr(r(0)), θ(r(0)), pθ(r(0)), ϕ(r(0)), pϕ(r(0)). In this way
T (t, r, pr, θ, pθ, ϕ, pϕ) = t+ F˜
(
r(0), pr(r(0)), θ(r(0)), pθ(r(0)), ϕ(r(0)), pϕ(r(0))
)
. (2.47)
One gets
r(0) = G
(
G1(r)− p0
m
√
d2k2
2
,
3
√
d2k2
2
)
(2.48)
6
pr(r(0)) = pr exp
(
k
(1
r
− 1
r(0)
)
+
d2
2
(r2 − r2(0))
)
(2.49)
θ(r(0)) = am
(2k
p0
(
G2(r(0))− G2(r) + F
(
θ
∣∣∣ c2
d2
)) ∣∣∣ c2
d2
)
(2.50)
pθ(r(0)) =
√
p2θ + c
2
(
sn2
(
2k
p0
G2(r) + e
∣∣∣ c2
d2
)
− sn2
(2k
p0
G2(r(0)) + e
∣∣∣ c2
d2
))
(2.51)
ϕ(r(0)) = ϕ+
d
c
(2k
p0
G2(r(0))− G2(r)
)
+ E
(
am
(2k
p0
G2(r) + e
∣∣∣ c2
d2
) ∣∣∣ c2
d2
)
− E
(
am
(2k
p0
G2(r(0)) + e
∣∣∣ c2
d2
) ∣∣∣ c2
d2
)
(2.52)
where
c = pϕ (2.53)
pϕ(r(0)) = pϕ (2.54)
Gi(x) = Gi
(
x,
3
√
d2k2
2
)
, i = 1, 2. (2.55)
F˜ is an arbitrary function of C1 class,
p0 = pr exp
(k
r
+
d2r2
2
)
(2.56)
e = F
(
θ
∣∣∣ c2
d2
)
− 2k
p0
G2(r) (2.57)
d2 = p2θ + p
2
ϕ sin
2 θ. (2.58)
In Fig. 1 we give a 3D-plot of the function G1(r, a) and in Fig. 2 we give a 3D-plot of the
function G2(r, a).
Fig. 1. 3D-plot of the function G1(r, a) (see text)
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Fig. 2. 3D-plot of the function G2(r, a) (see text)
We should substitute Eqs (2.53), (2.56), (2.58) into Eq. (2.57) getting
e = F
(
θ
∣∣∣ p2ϕ
p¯ϕθ
)
− 2k
pr
G2
(
r, p˜2ϕθ
)
exp
(
−
(k
r
+
r2p¯2ϕθ
2
))
, (2.59)
where
p¯2ϕθ = p
2
θ + p
2
ϕ sin
2 θ, p˜2ϕθ =
3
√
k2p¯2ϕθ
2
. (2.60)
Afterwards we substitute Eqs (2.53), (2.56), (2.58) and (2.59) into Eqs (2.49)–(2.52):
pr(r(0)) = pr exp
(
k
(1
r
− 1
r(0)
)
+
p¯ϕθ
2
(r2 − r2(0))
)
(2.61)
θ(r(0)) = am
(
2k
pr
exp
(
−
(k
r
+
r2
2
p¯ϕθ
))
·G2
(
r(0), p˜ϕθ
) ∣∣∣ p2ϕ
p¯ϕθ
)
−G2
(
r, p˜ϕθ
)
+ F
(
θ
∣∣∣ p2ϕ
p¯ϕθ
)
(2.62)
pθ(r(0)) =
[
p2θ + p
2
ϕ
(
sin2 θ − sn2
(
2k
pr exp(k/r + p¯ϕθr2/2)
(
G2
(
r(0), p˜ϕθ
)−G2(r, p˜ϕθ)
+ F
(
θ
∣∣∣ p2ϕ
p¯ϕθ
)) ∣∣∣∣ p2ϕp¯ϕθ
))]1/2
(2.63)
ϕ(r(0)) = ϕ+
√
p¯ϕθ
pϕ
(
2k
pr exp(k/r + r2p¯ϕθ/2)
(
G2
(
r(0), p˜ϕθ
)−G2(r, p˜ϕθ))+ E(θ ∣∣∣ p2ϕ
p¯ϕθ
)
− E
(
am
( 2k
pr exp(k/r + r2p¯ϕθ/2)
(
G2
(
r(0), p˜ϕθ
)−G2(r, p˜ϕθ)) ∣∣∣ p2ϕ
p¯ϕθ
) ∣∣∣∣ p2ϕp¯ϕθ
))
. (2.64)
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pϕ(r(0)) = pϕ (2.65)
and r(0) is given by the formula (2.48).
If we substitute Eqs (2.60)–(2.65) and (2.48) into Eq. (2.47), we get a solution of an inhomo-
geneous equation (2.28) with the initial condition (2.45).
After all these substitutions we get eventually
T (t, r, pr, θ, pθ, ϕ, pϕ) = t+ F˜ (x1, x2, x3, x4, x5, x6) (2.66)
where F˜ is a function of r, pr, θ, pθ, ϕ, pϕ via xi, i = 1, 2, 3, 4, 5, 6 and also a function of t via r(0)
(see Eq. (2.48)).
Let us do the following substitution:
~L = ~r × ~p (2.67)
~p = pr~er + pθ~eθ + pϕ~eϕ (2.68)
~r = r~er (2.69)
where ~er, ~eθ and ~eϕ are tangent vectors to coordinate lines in spherical coordinate system
~er = sin θ cosϕ~ex + sin θ sinϕ~ey + cos θ ~ez (2.70)
~eθ = cos θ cosϕ~ex + cosϕ sinϕ~ey − sin θ ~ez (2.71)
~eϕ = − sinϕ~ex + cosϕ~ey, (2.72)
~ex, ~ey, ~ez are versors in Cartesian coordinate system. In this way one gets
Lx = −r(pθ sinϕ+ pϕ cos θ cosϕ) (2.73)
Ly = r(pθ cosϕ− pϕ cos θ sinϕ) (2.74)
Lz = −rpϕ cos θ (2.75)
L2 = p2θ + p
2
ϕ (2.76)
and
pθ =
1
r
(Ly cosϕ− Lx sinϕ) (2.77)
pϕ = − 1
r cos θ
(Lx cosϕ+ Ly sinϕ). (2.78)
Substituting Eqs (2.77)–(2.78) into Eq. (2.66) we can express T in terms of pr and Lx and Ly.
Let us consider a general Hamiltonian H = H(qi, pi), i = 1, 2, . . . , n. Let us come back to
Eq. (2.5) and write it according to Eq. (2.3). One gets
∂T
∂t
+
n∑
i=1
(∂T
∂qi
∂H
∂pi
− ∂T
∂pi
∂H
∂qi
)
= 1. (2.79)
Eq. (2.79) is a linear nonhomogeneous partial differential equation of the first order. According
to general method of treatment of such an equation we consider a Cauchy initial problem
T (qi, pi, 0) = F (qi, pi), i = 1, 2, . . . , n, (2.80)
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where F is a function of 2n variables of class C1.
The problem can be solved in the following way. Let us consider the Cauchy problem (2.80)
for a homogeneous equation
∂T
∂t
+
n∑
i=1
(∂T
∂qi
∂H
∂pi
− ∂T
∂pi
∂H
∂qi
)
= 0. (2.81)
The solution of the problem (2.80) for Eq. (2.79) is given by the formula
T (qi, pi, t) = t+ T˜ (qi, pi, t), (2.82)
where T˜ (qi, pi, t) is a solution of the problem (2.80) for Eq. (2.81).
Eq. (2.81) can be solved by using a characteristic method. Let us write the equation for a
characteristic curve for Eq. (2.81). One gets
dt
dτ
= 1
dqi
dτ
=
∂H
∂pi
dpi
dτ
= −∂H
∂qi
,
(2.83)
i = 1, 2, . . . , n. τ is a parameter of a characteristic.
The solution of Eq. (2.81) is constant along the characteristic
d
dτ
T˜
(
t(τ), qi(τ), pi(τ)
)
= 0. (2.84)
The graph of a solution of Eq. (2.80) must be a union of characteristics. If we choose a curve Γ in
(2n+ 1)-dimensional space ξ0(η), ξi(η), ξj(η), i, j = 1, 2, . . . , n, and η is a parameter of the curve
we can drive at any point of the curve Γ a characteristic. In this way we get a solution in terms
of τ and η parameters
T˜
(
t(τ, η), qi(τ, η), pi(τ, η)
)
, (2.85)
which is constant along a characteristic. Now it is necessary to satisfy the Cauchy initial problem
T˜
(
0, qi(τ, η(τ)), pi(τ, η(τ))
)
= F
(
qi(τ, η(τ)), pi(τ, η(τ))
)
(2.86)
where
t(τ, η(τ)) = 0 (2.87)
and η(τ) is a solution of Eq. (2.87).
In this way we get a function T (t, qi, pi) in a general case. It means a time for any Hamiltonian.
Let us notice that a quantity T is really a time. We can measure a change of any physical
quantity with respect to T as with respect to t. It is coming from Eq. (2.2). One gets
dG
dt
=
dG
dt
·
(dT
dt
)−1
=
dG˜
dT
(2.88)
where
G = G(qi(t), pi(t), t),
G˜ = G(qi(T ), pi(T ), T ).
(2.89)
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T is any solution of Eq. (2.5) for our Hamiltonian system. In the case of quantum mechanics
because T is a mechanical quantity (not a parameter as t) it is quite easy to quantize it. We do
it in the next section.
Let us notice the following fact. Any physical quantity G1 which changes with respect to time
changes also with respect to a different physical quantity G2, i.e.
dG1
dG2
=
dG˜1
dG˜2
(2.90)
Gk = Gk(qi(t), pi(t), t), k = 1, 2,
G˜k = G˜k(qi(T ), pi(T ), T ), k = 1, 2, i = 1, 2, . . . , n.
(2.91)
A notion of time is coming from this changing.
3 Quantum operator of time
Let us quantize T (q, p, t) in the case of n = 1, i.e. let us find an operator acting in a Hilbert space
for
T (q, p, t) = t+ F˜
(
p cosωt+ q
√
Km sinωt,−q cosωt+ p sinωt√
Km
)
. (3.1)
Now we consider q and p as quantum operators acting in Hilbert space and satisfying a commu-
tation relation
[q̂, p̂] = i~, (3.2)
where q̂ = q, p̂ = −i~ ddq .
In order to proceed this programme we suppose that F (x, y) is an analytic function of x and y,
i.e.
F (x, y) =
∞∑
n=0
k=0
ankx
nyk. (3.3)
The usual procedure consists in replacing qnpk by powers of operators q̂ and p̂. There are three
well known approaches, i.e. normal, antinormal and Weyl (see Refs [2, 3]).
In our case one gets
xnyk =
(
p cosωt+ q
√
Km sinωt
)n · (−q cosωt+ p sinωt√
Km
)k
=
n∑
i=0
(
n
i
)
pi(cosωt)iqn−i(Km)(n−i)/2(sinωt)n−i
×
k∑
j=0
(
k
j
)
(−1)jqj(cosωt)jpk−j(sinωt)k−j(Km)(j−k)/2
=
n∑
i=0
k∑
j=0
(
n
i
)(
k
j
)
pi(cosωt)iqn−i(Km)(n−i)/2(sinωt)n−i
× (−1)jqj(cosωt)jpk−j(sinωt)k−j(Km)(j−k)/2
=
n∑
i=0
k∑
j=0
(−1)j
(
n
i
)(
k
j
)
pk+i−jqn+j−i(cosωt)i+j(sinωt)n+k−i−j(Km)(n−k−i+j)/2.
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Thus one gets
F (q, p) =
∞∑
n=0
k=0
ank
×
n∑
i=0
k∑
j=0
(−1)j
(
n
i
)(
k
j
)
pk+i−jqn+j−i(cosωt)i+j(sinωt)n+k−i−j(Km)(n−k−i+j)/2. (3.4)
In this way we get
T̂ = t
+
∞∑
n=0
k=0
ank
n∑
i=0
k∑
j=0
(−1)j
(
n
i
)(
k
j
)
(Km)(n−k−i+j)/2(cosωt)i+j(sinωt)n+k−i−j p̂k+i−j q̂n+j−i (3.5)
where we choose the simplest possibility to replace pl1ql2 by the operators p̂l1 q̂l2 . We can replace
pl1ql2 by q̂l2 p̂l1 or 12
(
p̂l1 q̂l2 + q̂l2 p̂l1
)
.
Let us consider T in a different representation, i.e. (2.24) for n = 1. One gets
T˜ (t, a, a∗) = t+ F˜
(
−
√
mω~
2
(aeiωt − a∗e−iωt)−
√
~
2mω
(aeiωt + a∗e−iωt)
)
. (3.6)
Using the expansion (3.3) one gets
T (t, a, a∗) = t
+
∞∑
n=0
k=0
ank(−1)k
√
~n+kωn−kmn−k
2n+k
n∑
l=0
k∑
j=0
(
n
l
)(
k
j
)
(−1)lal+ja∗(n+k−l−j)ei(2l+2j−n−k)ωt. (3.7)
Let us quantize T in a different way substituting a and a∗ by annihilation and creation
operators such that
[â, â+] = 1 (3.8)
a 7→ â, a∗ 7→ a˜+. (3.9)
One gets
â =
√
mω
2~
(
q̂ +
i
mω
p̂
)
â+ =
√
mω
2~
(
q̂ − i
mω
p̂
) (3.10)
q̂ =
√
~
2mω
(â+ â+)
p̂ = i
√
mω~
2
(â− â+)
(3.11)
â+
∣∣n〉 = √n+ 1 ∣∣n+ 1〉
â
∣∣n〉 = √n ∣∣n− 1〉 (3.12)
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where
∣∣n〉 represents a canonical base of a harmonic oscillator, ∣∣0〉 being a vacuum state
â
∣∣0〉 = 0. (3.13)
The quantization procedure consists here in replacing al1a∗l2 by a product of operators â, â+.
The simplest choice is to take âl1 â+l2 . Moreover, there are different important possibilities. We
can substitute al1a∗l2 by 12
(
âl1 â+l2 + â+l2 âl1
)
or â+l2 âl1 .
We can also use Weyl–Wigner transform to get a time operator
T̂ =
1
2pi
∫ +∞
−∞
T (t, q, p) exp
(
i
(
a(q̂ − q) + b(p̂− p))) dq dp da db (3.14)
where q̂ and p̂ are generators of a Heisenberg algebra, and ~ = 1.
One can get the expectation value of an operator T̂ as a trace of a product of a density matrix
ρ̂ and T̂ .
One can rewrite Eq. (3.14) in a more convenient form defining an operator
B̂(q, p) =
1
2pi~
+∞∫∫
−∞
da db exp
( i
~
(
a(q̂ − q) + b(p̂− p))) (3.15)
and
T̂ =
1
2pi~
+∞∫∫
−∞
T (t, q, p)B̂(q, p) dq dp. (3.16)
Moreover,
1
2pi~
+∞∫∫
−∞
B̂(q, p) dq dp = Id. (3.17)
Id is the identity operator in a Hilbert space.
In this way one gets
T̂ = t+
1
2pi~
+∞∫∫
−∞
F˜
(
p cosωt+ q
√
km sinωt,−q cosωt+ p sinωt√
km
)
B̂(q, p) dq dp (3.18)
and we do not suppose F to be an analytic function.
The expectation value of T̂ is given by
t+
1
2pi~
+∞∫∫
−∞
F˜
(
p cosωt+ q
√
km sinωt,−q cosωt+ p sinωt√
km
)
Tr
(
ρ̂B̂(q, p)
)
dq dp. (3.19)
How to quantize a time of Coulomb or Newton interaction, i.e. Eq. (2.47)? The best way is
to consider an angular momentum of a system, i.e. pϕ and ϕ in such a way that
p̂ϕ = −i~ ∂
∂ϕ,
ϕ˜ = ϕ, [ϕ, p̂ϕ] = i~.
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Afterwards to put p̂ϕ and ϕ into the function (2.47). Moreover, this is highly hard task for pϕ
and ϕ enters many places in the solution of Eq. (2.28), i.e. Eq. (2.47).
We can apply Eq. (3.14) and also Eq. (3.16) in such a way that q = ϕ and p = pϕ. We get
T̂ = t+
1
2pi~
∫ +∞
−∞
F˜ (r, pr, θ, pθ, ϕ, pϕ)B̂(ϕ, pϕ) dϕ dpϕ (3.20)
and the expectation value is equal to
t+
1
2pi~
∫ +∞
−∞
F˜ (r, pr, θ, pθ, ϕ, pϕ) Tr
(
ρ̂B̂(ϕ, pϕ)
)
dϕ dpϕ. (3.21)
According to general formalism we define a function on a phase space
TQ(t, q, p) = Tr
(
B̂(q, p) · T̂ ) = t+ FQ(q, p) (3.22)
where FQ(q, p) is a function on a phase space
FQ(q, p) =
1
2pi~
∫ +∞
−∞
F˜
(
p¯ cosωt+ q¯
√
km sinωt,−q¯ cosωt+ p¯ sinωt√
km
)
× Tr(B̂(q, p)B̂(p¯, q¯)) dq dp = F˜(p cosωt+ q√km sinωt,−q cosωt+ p sinωt√
km
)
. (3.23)
How to quantize a time function in a general case for Coulomb–Newton interaction, i.e.
Eq. (2.66)? We can look for some generalization of canonical quantization procedure in curvi-
linear coordinates (spherical coordinates) or we come back to Cartesian coordinates and proceed
quantization. We choose the second possibility. Thus we write
r =
√
x2 + y2 + z2 (3.24a)
θ = arccos
( z√
x2 + y2 + z2
)
(3.24b)
ϕ = arctan
(y
x
)
. (3.24c)
For momentum one gets
pr =
px + py + pz√
x2 + y2 + z2
(3.25a)
pθ =
xzpx + yzpy − (x2 + y2)pz√
x2 + y2
√
x2 + y2 + z2
(3.25b)
pϕ =
−ypx + xpy√
x2 + y2
. (3.25c)
Using Eqs (3.24a–c) and Eqs (3.25a–c) one finds
T˜ (t, x, px, y, py, z, pz) = t+ F˜ (x1, x2, x3, x4, x5, x6) (3.26)
where now xi, i = 1, 2, 3, 4, 5, 6, are functions of x, y, z, px, py, pz and t.
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Now we construct the operator B̂(x, y, z, px, py, pz).
B̂(x, y, z, px, py, pz) =
1
(2pi~)3
∫
R6
dax dbx day dby daz dbz exp
( i
~
(
ax(x̂− x) + bx(p̂x − px)
+ ay(ŷ − y) + by(p̂y − py) + az(ẑ − z) + bz(p̂z − pz)
))
. (3.27)
Using (3.27) we construct a quantum time operator
T˜ = t+
1
(2pi~)3
∫
R6
T (t, x, px, y, py, z, pz)B˜(x, px, y, py, z, pz) dx dpx dy dpy dz dpz (3.28)
or
T̂ = t+
1
(2pi~)3
∫
R6
F˜ (x1, x2, x3, x4, x5, x6)B˜(x, px, y, py, z, pz) dx dpx dy dpy dz dpz. (3.29)
We can also define a function on a phase-space
TQ(t, ~r, ~p) = Tr(B̂(~r, ~p) · T̂ ) = t+ Tr(B̂(~r, ~p)T̂0),
~r = (x, y, z), ~p = (px, py, pz).
(3.30)
We have of course canonical commutation relations
[x̂, p̂x] = i~, [ŷ, p̂y] = i~, [ẑ, p̂z] = i~, (3.31)
and p̂x = −i~ ∂∂x , etc.
Let us come back to substitution (2.77)–(2.78) in Eq. (2.66). In order to quantize such a
quantity we proceed in the following way. Let us substitute into it
L̂x = i~
(
sinϕ
∂
∂θ
+ cot θ cosϕ
∂
∂ϕ
)
(3.32)
L̂y = i~
(
− cosϕ ∂
∂θ
+ cot θ sinϕ
∂
∂ϕ
)
(3.33)
and let us define T̂ via formula (3.29).
Now F (x1, x2, x3, x4, x5, x6) is an operator with the substitution
p̂θ =
1
r
(
L̂y cosϕ− L̂x sinϕ
)
(3.34)
p̂ϕ = − 1
r cos θ
(
L̂x cosϕ+ L̂y sinϕ
)
(3.35)
Moreover, we should still quantize r and pr, i.e. x, y, z and px, py, pz via formulas (3.24a) and
(3.25a) substituted to Eq. (2.66). This can be achieved by Eq. (3.29). There is no guarantee
that all those procedures of quantization are equivalent. This shows us that we get a very rich
structure for an investigation.
The operator T̂ can be considered as quantum mechanical time. Taking an expectation value
at any state we get quantum fluctuations of time around t, i.e.
〈
ϕ | T̂ |ϕ〉 = t+ ∞∑
n=0
k=0
ank
n∑
i=0
k∑
j=0
(−1)j
×
(
n
i
)(
k
j
)
(Km)(n−k−i+j)/2(cosωt)i+j(sinωt)n+k−i−j
〈
ϕ | p̂k+i−j q̂n+j−i |ϕ〉. (3.36)
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For a matrix ρ we write
Tr(ρ̂T̂ ) = T = t+
∞∑
n=0
k=0
ank
n∑
i=0
k∑
j=0
(−1)j
×
(
n
i
)(
k
j
)
(Km)(n−k−i+j)/2(cosωt)i+j(sinωt)n+k−i−j Tr(ρp̂k+i−j q̂n+j−i).
We can try also to diagonalise the operator T̂ in a Hilbert space. Moreover, it seems it has a
continuous spectrum. It seems that we should take the following order of p and q operators, i.e.
pk+i−jqn+j−i → 1
2
(
p̂k+i−j q̂n+j−i + q̂n+j−ip̂k+i−j
)
. (3.37)
In this way T̂ is an Hermitian operator with a continuous spectrum.
In the case of a free motion one gets for a time function
T = t+
∞∑
n=0
k=0
ank
n∑
i=0
k∑
j=0
(−1)j
(
n
i
)(
k
j
)
pk+i−jqn+j−itn+im−(n+i). (3.38)
The time operator looks like
T̂ = t+
∞∑
n=0
k=0
ank
n∑
i=0
k∑
j=0
(−1)j
(
n
i
)(
k
j
)
p̂k+i−j q̂n+j−itn+im−(n+i) (3.39)
or we can do an exchange (3.37).
Let us consider an expectation value at ϕ =
∣∣p〉 for T̂ of a harmonic oscillator in â+, â
representation:
T̂ (t, â, â+) = t
+
∞∑
n=0
k=0
ank(−1)k
√
~n+kωn−kmn−k
2n+k
n∑
l=0
k∑
j=0
(
n
l
)(
k
j
)
(−1)lâl+j â+(n+k−l−j)ei(2l+2j−n−k)ωt. (3.40)
One gets〈
p | T̂ (t, â, â+) |p〉 = t+ a00
+
∞∑
r=1
∞∑
n=1
an,2r−n(−1)n~
r
2r
(ωm)n−r
∑
l=0
(
n
l
)(
2r − n
r − l
)
(−1)l
r∏
f=1
g=1
√
(p+ f)(p+ r + g)
+
∞∑
r=1
2r~r
(ωm)r
a02r
r∏
f=1
g=1
√
(p+ f)(p+ r + g). (3.41)
In this way we get interesting results for a special type of quantization of T . The series (3.41) is
divergent.
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We can use also coherent states representations
∣∣α〉, α ∈ C,
â
∣∣α〉 = α∣∣α〉
or
∣∣α〉 = e−|α|2/2 ∞∑
n=0
αn√
n!
∣∣n〉 = eαaˆ+−α∗aˆ∣∣0〉 = e−|α|2/2eαaˆ+∣∣0〉 = e−|α|2/2 ∞∑
n=0
αn
n!
(â+)n
∣∣0〉.
In this way for a harmonic oscillator〈
α
∣∣ T (t, aâ, â+) ∣∣ α〉 = t+ a00 + ∞∑
n=1
k=1
ank(−1)k
√
~n+kωn−kmn−k
2n+k
(a∗)n+k−l−jαl+jei(2l+2j−n−k)ωt.
Moreover, in this case we use Eq. 3.40 with an exchange âl+j â+(n+k−l−j) → â+(n+k−l−j)âl+j .
Moreover, we can cut it taking r = rmax, an,2r−n = a02r = 0 for r > rmax. Moreover, starting
from Eqs (3.22)–(3.23) an expectation value is given by the formula∫ +∞
−∞
dq dpW (q, p)TQ(t, q, p) = t+
∫ +∞
−∞
dq dpW (q, p)FQ(q, p) (3.42)
where W (q, p) is a Wigner quasiprobability function
W (p, q) =
1
pi~
∫ +∞
−∞
ψ∗(q + q)ψ(q − q) exp
(2ipq
~
)
dq (3.43)
or in the case of a density matrix ρ̂ (mixed states)
W (q, p) =
1
pi~
∫ +∞
−∞
〈
q + q | ρ̂ | q − q〉 exp(−2ipq
~
)
dq (3.44)
where
〈
x |ψ〉 = ψ(x) (a standard notation).
Moreover, if we use two different time functions T1 and T2 and if we consider a product of two
time operators T̂1 and T̂2, we can use a ∗-product
T1(t, q, p) ∗ T2(t, q, p) = Tr
(
B̂(q, p)T̂1T̂2
)
. (3.45)
In order to get third function T3(t, q, p) corresponding to an operator T̂3 we write in a standard
way
T1(t, q, p) ∗ T2(t, q, p) = T3(t, q, p) = T1(t, q, p) exp
( i~
2
P
)
T2(t, q, p), (3.46)
where
P =
←−
∂
∂q
−→
∂
∂p
. (3.47)
All the ideas of quantization presented here can be found in Refs [3, 4, 5]. In the case of a time
operator (3.30) we can use a Wigner quasiprobability function
W (~r, ~p) =
1
(pi~)3
∫
R3
ψ∗(~r + ~r0) exp
(2i~p~r0
~
)
d3~r0 (3.48)
or
W (~r, ~p) =
1
(pi~)3
∫
R3
〈
~r + ~r0 | ρ̂ |~r − ~r0
〉
exp
(
−2i~p~r0
~
)
d3~r0. (3.49)
We calculate the expectation value using the formula∫
R6
d3~r d3~pW (~r, ~p)TQ(t, ~r, ~p) = t+
∫
R6
d3~r d3~pW (~r, ~p)T0Q(t, ~r, ~p) =
〈
TQ(t, ~r, ~p)
〉
. (3.50)
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4 Time as a stochastic process
We get a “time” series
Tt = Tr(ρ̂T̂ ) (4.1)
or
Tt =
〈
ϕ | T̂ |ϕ〉. (4.2)
In this way we can consider a time as a stochastic process with a particular realization for every
ϕ or ρ (t means here a parameter).
One can define a variation
Var(Tt) = Tr(ρ̂T̂
2)− (Tr(ρT̂ ))2. (4.3)
In the case of a free motion one gets
Tt = t+
1
2
∞∑
n=0
k=0
ank
k∑
i=0
n∑
j=0
(
(−1)j
(
k
i
)(
n
j
)(
Tr(ρ̂p̂k−i+j q̂n−j+i) + Tr(ρ̂q̂n−j+ip̂k−i+j
)
. (4.4)
In the case of a harmonic oscillator one gets
Tt+nT = Tt + nT (4.5)
for (4.1)–(4.2), where ω = 2piν = 2piT , n is an integer.
In this way a quantum fluctuation occurs for t ∈ (0, T ). In the case of a free motion they are
for all t ∈ R. Moreover, we get for a harmonic oscillator
Var(Tt+nT ) = Var(Tt) (4.6)
where n is an integer.
One can define also a “covariance matrix”
Cov(Tt, Ts) =
{
Tr
(
ρ(T̂t − Tt)(T̂s − Ts)
)〈
ϕ | (T̂t − Tt)(T̂s − Ts) |ϕ
〉
.
(4.7)
In the case of a harmonic oscillator one simply gets
Cov(Tt+nT , Ts+mT ) = Cov(Tt, Ts) (4.8)
where n and m are integers.
One can also define
Corr(Tt, Ts) =
Cov(Tt, Ts)√
Var(Tt) Var(Ts)
(4.9)
with the same properties as (4.8) in the case of a harmonic oscillator. In all the formulas concerning
a harmonic oscillator we use the prescription (3.7). Quantum fluctuations of T̂ strongly depend
on the function F .
Let us define Var for the operator T̂ (see Eq. (3.29)). One gets
Var(T̂t) =
(∫
R6
d3~r d3~pW (~r, ~p)TQ(t, ~r, ~p)
)2
−
∫
R6
d3~r d3~pW (~r, ~p)
(
TQ(t, ~r, ~p) ∗ TQ(t, ~r, ~p)
)
=
(∫
R6
d3~r d3~pW (~r, ~p)T0Q(t, ~r, ~p)
)2
−
∫
R6
d3~r d3~pW (~r, ~p)
(
T0Q(t, ~r, ~p) ∗ T0Q(t, ~r, ~p)
)
. (4.10)
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For the covariance we get
Cov(T̂t, T̂s) =
∫
R6
d3~r d3~pW (~r, ~p)
(
TQ(t, ~r, ~p)−
〈
T̂Q(t, ~r, ~p)
〉)(
TQ(s, ~r, ~p)−
〈
T̂Q(s, ~r, ~p)
〉)
(4.11)
where 〈
T̂Q(t, ~r, ~p)
〉
=
∫
R6
d3~r d3~pW (~r, ~p)TQ(t, ~r, ~p) (4.12)
and eventually
Cov(T̂t, T̂s) =
∫
R6
d3~r d3~pW (~r, ~p)
(
T0Q(t, ~r, ~p)−
〈
T0Q(t, ~r, ~p)
〉)(
T0Q(s, ~r, ~p)−
〈
T0Q(s, ~r, ~p)
〉)
(4.13)
We can proceed some calculations of Var, Cov, Corr using the Moyal approach (Ref. [6]) and
Wigner function not only in the case of a time operator for Coulomb or Newton interactions but
also for harmonic oscillators. This will be done elsewhere.
Let us consider a more general problem with Eq. (2.3), i.e.
T (0, qi, pi) = F (qi, pi), i = 1, 2, . . . , n. (4.14)
Now the Hamiltonian of the system is arbitrary.
A solution of the initial problem (2.13) is given by a sum of a general solution of a homo-
geneous equation and special solution of an inhomogeneous problem. The special solution of an
inhomogeneous equation initial problem is simply t and the solution of a homogeneous equation
with the condition (4.14) can be found by a method of characteristics.
Thus we have
T (t, qi, pi) = t+ T0(t, qi, pi). (4.15)
It is easy to see that
T (0, qi, pi) = F (qi, pi). (4.16)
In order to quantize our time function we use phase-space quantization procedure. In this method
we have still to do with functions defined on phase-space, i.e. T (t, qi, pi). Moreover, to find an
expectation value we should use a Wigner function, i.e.〈
T̂
〉
= t+
∫
R2n
dq1 · · · dqn dp1 · · · dpnT0(t, qi, pi)W (qi, pi). (4.17)
Variation can also be calculated
Var(T̂ ) =
〈
T̂ 2
〉− 〈T̂〉2 = 〈T̂ 20〉− 〈T̂0〉2, (4.18)
where 〈
T0
〉
=
∫
R2n
dq1 · · · dqn dp1 · · · dpn T0(t, qi, pi)W (qi, pi) (4.19)〈
T 20
〉
=
∫
R2n
dq1 · · · dqn dp1 · · · dpn T 20 (t, qi, pi)W (qi, pi) (4.20)
We can also write
Cov(Tt, Ts) =
∫
R2n
dq1 · · · dqn dp1 · · · dpnW (qi, pi)
(
T (t, qi, pi)−
〈
Tt
〉)(
T (s, qi, pi)−
〈
Ts
〉)
=
∫
R2n
dq1 · · · dqn dp1 · · · dpnW (qi, pi)
(
T0(t, qi, pi)−
〈
T0t
〉)(
T0(s, qi, pi)−
〈
T0s
〉)
. (4.21)
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Quantum time in our approach has nothing to do with quantum time operator from Ref. [7] and
it has no known commutation relation with a Hamiltonian. It is interesting to find a relativistic
(or even quantum gravity) analogue of Tt.
Let us notice the following fact. In Ref. [8] the authors obtain a theory of time coming from
completely different approach, getting something similar to our results, i.e. t+ “fluctuations”. It
means tic-tac of a clock with fluctuations. They are using higher-dimensions approach. Maybe
using Kaluza–Klein Theory we can connect both approaches.
5 Conclusions, prospects for further research and some remarks
In the paper we consider time as a mechanical quantity, i.e.
T = T (t, pi, qi), i = 1, 2, . . . , n, (5.1)
where qi are positions and pi are momenta. In this way the function T depends on the Hamilton
function of the system (n is the number of degrees of freedom of the system). We solve the
equation of motion for T in several cases, i.e. for a Hamiltonian of harmonic oscillator, free
motion (a kinetic energy only) and a Newton or a Coulomb interaction of two material points
(transformed to a material point in Coulomb or Newton potential). Let us look on Eq. (2.2) and
Eq. (2.5) in more details. Eq. (2.5) if we suppose that T = T (qi, pi) (no dependence on t) tells us
that T is canonically conjugated to H—the Hamilton function:
{T,H} = 1. (5.2)
This is similar for a position qi and conjugated momentum pi:
{pj , qi} = −δij . (5.3)
Thus if we want to quantize a time in a canonical way we should use a prescription
{T̂ , Ĥ} 7→ 1
i~
[T,H] (5.4)
(a Dirac quantization prescription).
We can also use a Moyal bracket which can be defined in two ways:
{T,H}M = 2~ T (q, p) sin
(~
2
(←−∂
∂q
−→
∂
∂p
−
←−
∂
∂p
−→
∂
∂q
))
H(q, p) (5.5)
or
{T,H}M = 2~3pi2
∫
dp′ dp′′ dq′ dq′′ T (q + q′, p+ p′)H(q + q′′, p+ p′′) sin
(2
~
(q′p′′ − q′′p′)
)
(5.6)
i.e. with a help of a differential operator of an infinite order (in this case we suppose that T and H
are smooth functions) or as an integral transform (T and H are only Borel functions).
In this case one gets
{T,H}M = {T,H}+O(~2). (5.7)
Thus {T,H}M = 1 +O(~2).
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However we face a real problem: a Hamilton operator in Quantum Mechanics is positively
defined and a solution of commutation relation in L2(Rn) is well known and involves differentiation
which is not positively defined. For this there is not time operator in QM with desirable properties,
see Ref. [9].
One can find the solution to this problem in QM in Ref. [7]. In Ref. [7] one can find also
a full discussion on a time-operator in QM and on uncertainty relation for energy and time.
One can find here also some references to the time operator approaches which we do not follow.
This is nonrelativistic mechanics. In the relativistic case we have to do with the following CCR
(Canonical Commutation Relations)
[Q̂iµ, P̂jν ] = −i~δij · ηµν · Id. (5.8)
Id is the identity operator in a Hilbert space. They are called RCCR (Relativistic Canonical
Commutation Relations). We should also suppose that Q̂+µ = Q̂µ, P̂
+
µ = P̂µ.
Moreover, the theory must be Lorentz covariant. So we should have a unitary representation
of a Lorentz group in a Hilbert space (U) (e.g. L2(Rn)) such that
LµνQ̂
µ = U(L)−1Q̂νU(L)
LµνP̂
µ = U(L)−1P̂νU(L)
Q̂µ = ηµνQ̂ν
P̂µ = ηµνP̂ν
(5.9)
L = (Lµν) is a matrix of Lorentz transformation. Thus we have three conditions: RCCR, her-
miticity of Q̂µ and P̂µ and covariance. These three conditions cannot be simultaneously satisfied.
This statement is known as a Busch theorem. ηµν is a Minkowski tensor, ηµν = (−,−,−,+).
We consider in the paper quantization of nonrelativistic time function which describes fluc-
tuations of a parameter t during a motion. We use several approaches to quantize the function.
Moreover, it would be very interesting to examine a motion of some subsystems with quantum
and classical time function. The subsystems can interact. This problem will be investigated later.
Let us notice the following fact. One can consider quantum analogue of Eq. (2.2) as a Heisen-
berg equation
1 =
dT̂
dt
=
∂T̂
∂t
+
i
~
[Ĥ, T̂ ]. (5.10)
In this way we get an equation for T̂ as a differential equation in a space of operators. Such
equations are hard to manage. Thus our approach (to consider classical equation, to solve it and
to quantize the solution) seems to be more convenient to manage. In order to define a relativistic
time operator we should consider Q̂µ for µ = 4 supposing that Q̂µ are Hermitian and covariance
relations are satisfied.
We can fulfil these two conditions. We need relativistic analogue of Eq. (2.2) and afterwards to
quantize a solution in a canonical way or to use phase-space formulation to find expectation value.
For different approach to this problem see Ref. [10]. This approach (stochastic quantization) is
using a notion of a wave function as a function of two variables p and q at once. In this way our
ordinary wave functions in p or q representation are combined, operators Q̂i, P̂ i, Q̂µ, P̂µ in CCR
and RCCR are more complex.
The relativistic analogue of Eq. (2.2) can be easily written for a charged particle in an elec-
tromagnetic field
H = c
√
(~p− qc ~A)2 +mc2 + qA4, (5.11)
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where q is a charge of a particle, m its mass, and ~A, A4 are vector and scalar potentials. Eq. (2.2)
now reads
1 =
∂T
∂t
+
(
∂T
∂~x
· ∂H
∂~p
− ∂T
∂~p
· ∂H
∂~x
)
, (5.12)
or
c
((
~p− q
c
~A
)2
+mc2
)−3/2(
~p− q
c
~A
)(∂T
∂~x
− ∂T
∂~p
∂ ~A
∂~x
)
− q ∂T
∂~p
∂A4
∂~x
+
∂T
∂t
= 1. (5.13)
Taking ~A = 0 and qA4 = V one gets
c~p
(~p2 +mc2)3/2
∂T
∂~x
− ∂T
∂~p
∂V
∂~x
+
∂T
∂t
= 1. (5.14)
This equation can be solved using characteristic method and T should be considered as Q4,
afterwards we quantize it as before.
According to the general theory from Section 2 we consider a homogeneous equation
∂T
∂t
+
c~p
(~p2 +mc2)3/2
∂T
∂~x
− ∂T
∂~p
∂V
∂~x
= 0 (5.15)
and a solution of (5.14) is given by
T (~x, ~p, t) = t+ T˜ (~x, ~p, t) (5.16)
where T˜ (~x, ~p, t) is a solution of the problem (2.80) for Eq. (5.15). Eq. (5.15) can be solved using
a characteristic method. Let us write equations for a characteristic curve for Eq. (5.15). One gets
dt
dτ
= 1
d~x
dτ
=
c~p
(~p2 +mc2)3/2
d~p
dτ
= −∂V
∂~x
.
(5.17)
τ is a parameter of a characteristic. Now we proceed according to (2.84)–(2.87) getting a solution
to a homogeneous equation.
There are some interesting monographs on time (see Refs [11], [12], [13]). In the mentioned
monographs one can find a definition of a time according to a definition by an abstraction (a divi-
sion by an equivalence relation which is here a simultaneous relation of events in any established
reference frame) and also some considerations on a topology of a time including a topological
dimension of a time (0-, 1-, 2-dimensional time) and a topological branching of a time. A discrete
time is of course 0-dimensional. The interesting point in our investigations is a problem of a
discrete time. It means the following problem
T̂ |ψ〉 = T |ψ〉 (5.18)
where T is an eigenvalue of a time operator T̂ . The solution does not exist because T̂ has a
continuous spectrum in the Hilbert space L2(Rn). This is because of two reasons:
1◦ T̂ = t+ T̂0 (t is continuous real arbitrary number),
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2◦ T̂0 has in general a continuous spectrum,
because it is a function of p̂i and q̂i which have continuous spectra in L
2(Rn) Hilbert space.
Moreover, we can consider Hilbert spaces different from L2(Rn), e.g. L2([a, b]n), where p̂i have
discrete spectra and q̂i continuous. In L
2([a, b]n) all functions from the domains of p̂i and q̂i have
the same values on boundaries of a compact set [a, b]n, i.e.
f(q1, . . . , qi, a, qi+1, . . . , qn) = f(q1, . . . , qi, b, qi+1, . . . , qn). (5.19)
In particular for n = 1
f(a) = f(b). (5.20)
p̂i and q̂i are Hermite operators in L
2([a, b]n) Hilbert space and the argument from Ref. [7] does
not work. q̂i are bounded and p̂i are unbounded.
One gets
−i~ df
dq
= λf, f(a) = f(b) (5.21)
and we find
f(q) = A
(
cos
(λq
~
)
+ i sin
(λq
~
))
, (5.22)
where
λk =
2pi~
(a− b) , k = 0,±1,±2, . . . . (5.23)
In this way we solve an eigenvalue problem for a momentum operator.
Let us pose an eigenvalue problem for T0 operator
T̂0|ψk〉 = Tk|ψk〉. (5.24)
This is possible if T̂0 is a function of p̂ only. In particular,
T = t+ F (p) (5.25)
and
T0 = F (p) (5.26)
(F — a real function of one variable). One gets
T̂ = t+ F (p̂) = t+ T̂0 (5.27)
and
T̂0|ψk〉 = F (λk)|ψk〉 (5.28)
where
ψk = A
(
cos
(λkq
~
)
+ i sin
(λkq
~
))
, λk =
2pik~
(a− b) , k = 0,±1,±2, . . . , A =
1√|a− b| . (5.29)
Thus one gets:
Tk = F
(2pik~
a− b
)
, k = 0,±1,±2, . . . , (5.30)
are eigenvalues of an operator T̂0 and T̂0 has a discrete spectrum. T̂0 is of course selfadjoint
(T̂ also).
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In this way we can get several branches of time, similar as in Ref. [8]. This gives us a possibility
of topological branching points of time and some quantum effects.
Time can be also discrete in a certain way
T = t+ F (λk). (5.31)
The above simple example corresponds to 1-dimensional free motion with periodic boundary
condition (f(a) = f(b)) and the corresponding Hamiltonian
H =
p2
2m
(5.32)
has a discrete spectrum
Ek =
2pi2~2k2
m(a− b)2 . (5.33)
Let us consider the second example of a discrete time. This is a problem of infinitely deep
well potential in one dimension. One gets
V (x) =
{
0 for x ∈ [−a, a]
+∞ otherwise,
− ~
2
2m
· d
2ψ
dx2
= Eψ (5.34)
and
ψ(a) = ψ(−a) = 0. (5.35)
Solving this problem we get 
1√
a
sinωkx for x ∈ [−a, a],
0 otherwise,
(5.36)
ωk =
kpi
a
, k = 0,±1,±2,±3, . . . ,
Ek =
~2k2pi2
2ma2
. (5.37)
A function of time T now reads (this is a solution without explicit dependence on x, and even
with respect to p)
T = t+ F
( p2
2m
)
(5.38)
or
T (p, x, t) = t+ F (H) for x ∈ [−a, a]. (5.39)
After quantization
T̂ = t+ F (Ĥ) (5.40)
which gives us
Tk = t+ F (Ek). (5.41)
F is a real arbitrary function of one real variable.
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Moreover, we refer to some quite recent papers ([14], [15], [16]) and an old work by W. Pauli
(Ref. [17]) on time-operator. J. Kijowski underlines that his time-operator constructed previously
is self-adjoint (Ref. [14]). B. Mielnik and G. Torres-Vega pose a possibility to construct such an
operator using POV (Positive Operator Valued) measure (see Ref. [16]). J. Kijowski criticizes (see
Ref. [15]) W. Pauli’s (see Ref. [17]) arguments against quantum time-operator. Those arguments
do not concern his construction. Let us give some remarks on POV (a semi-spectral measure) and
PV measures. It seems that POV measure can be reduced to PV measure (a spectral measure) via
extension of a Hilbert space. The authors of Ref. [18] and [19] are not right and their arguments
do not concern J. Kijowski’s construction. J. Kijowski’s construction is unique. It follows from
the uniqueness of the quantization through Lie derivative which applies to any observable linear
in momenta.
E. Prugovecˇki uses POV (semispectral) measure in a place of PV (spectral) measure. He
uses also a vector generating representation as a wave function (for Galileo and Poincare´ group)
defined on a phase space.
The problem of a time in General Relativity is more complex. Someone can use Loop Quantum
Gravity approach (see Ref. [20]). This is beyond a scope of the paper.
Moreover, in the case of Loop Quantum Cosmology (LQC) the situation is simpler. In the case
of unimodular gravity with a cosmological constant (see Ref. [21]) after reduction to a cosmological
model one is able to construct a 4-volume operator similar to Relativistic Time of Arrival Operator.
This operator can be considered as a cosmological time operator. It is self-adjoint and has a
discrete spectrum. The operator satisfies a commutation relation
[T̂0, Λ̂] = 8piil
2
pÎ = i~κÎ, (5.42)
where Λ̂ is an operator of a cosmological constant and lp is the Planck’s length. It means T̂0 is
canonically conjugated to a cosmological constant, κ = 8piGN
c4
, GN is a Newton constant, c — the
velocity of light, Î — the identity operator. According to Ref. [21] the cosmological model under
consideration is spatially flat, homogeneous and isotropic. We have before quantization of T0
T˙0(t) = {T0, H}. (5.43)
Moreover, in our approach
dT
dt
=
∂T
∂t
+ {T,H} (5.44)
and
T = t+ T0. (5.45)
After quantization one gets
T̂ = t+ T̂0 (5.46)
with a spectrum
T = t+ λk. (5.47)
We can also play with a Moyal bracket
dT
dt
=
∂T
∂t
+ {T,H}M . (5.48)
This is a quantum analogue of Eq. (5.44).
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Let us notice that we have to do with something called an “arrow of time”. It means a time is
directed. We have to do with three types of “arrows of time”. The first one is a thermodynamical
arrow of time. A flow of time is directed to states with higher entropy. The second “arrow of
time” is a cosmological arrow of time connected to expansion of the Universe (thus a cosmological
time is very important). The third arrow of time is connected to PC-symmetry breaking in
e.g. K0,K0 decay (Cabbibo–Kobayashi–Maskawa matrix) in elementary particle physics (see e.g.
Ref. [22]). If all processes in physics are invariant with respect to PCT-symmetry, PC-symmetry
breaking means that the particular process is not invariant with respect to T-symmetry (time
reversal symmetry). Thus there is not an invariance changing t to −t, the same as in the case of
increasing of entropy and expansion of the Universe.
In Ref. [23] one considers a static space-time as a background of dynamics of the Universe
assuming that the Universe is determined by a unitarily evolving wavepacket defined on a space-
time. The model is considered in 1+1-dimensional case. Due to this formalism one can connect in
some sense two “arrows of time”: cosmological (expansion of the Universe) and thermodynamical
(increasing of an entropy in the sense of Renyi entropy) via spreading wavepackets in quantum
mechanics. In our approach such a possibility also exists.
In Refs [24], [25] and references therein the problem of an existence of an operator indicating
the direction of time has been proved. It means an existence of an operator of an “arrow of time”
in quantum mechanics. It has been proved that such an operator exists and it is a self-adjoint
operator. Such a self-adjoint operator has the so-called Lyapunov property, i.e. monotonicity
of the expectation value irrespective of the initial state of the system. The operator indicating
the direction of time (i.e. an “arrow of time”) can be used to indicate the third arrow of time
connecting to breaking of PC-symmetry in elementary particle physics (a time reversal symmetry
breaking under an assumption PCT invariance). Contemporary we have (see Ref. [26]) a direct
experimental proof of a time reversal symmetry breaking in B0, B
0
(B0s , B
0
s, B
0
u, B
0
u, etc.) meson
decays.
Moreover, we can define a WKB-time in semiclassical approximation in Quantum Gravity in
the following way. Let us follow C. Kiefer (see Ref. [27]):
∂
∂t
=
∫
d3xGabcd
δS0
δhab
δ
δhcd
, (5.49)
where
gµν dx
µ dxν =
(−N2 + σkσk) dt2 + 2σk dxk dt+ hab dxa dxb (5.50)
S = MS0 + S1 +M
−1S2 + . . . (5.51)
is an action of gravity and matter,
M =
c2
32piGN
(5.52)
Gijkl = hikhjl + hilhjk − hijhkl. (5.53)
Eq. (5.49) has been obtained from the Wheeler–DeWitt equation(
− ~
2
2M
Gabcd
δ2
δhabδhcd
+MV +Hm
)
Ψ = 0,
V = 2c2
√
h (R− 2∆),
(5.54)
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Hm is a matter hamiltonian. In this case one gets
1 =
∂T
∂t
+ {T,H}M , (5.55)
i.e.
1 =
∫
d3xGabcd
δS0
δhab
δT
δhcd
+ {T,H}M , (5.56)
where
H = HG +Hm (5.57)
HG = 1
2
√
h
Gijklpi
ijpikl −
√
hR (5.58)
is a gravity hamiltonian.
In this case hab are playing the role of q (coordinates) and a momentum is defined by
piab = M
δS0
δhab
. (5.59)
Let us notice that ordinary time t (as an external parameter) is absent in quantum gravity. In
WKB approximation it has been recovered. Moreover, our time T can be also considered as a
functional
T = T
({hab}, {picd}). (5.60)
It is easy to see that T is not an external parameter. It is really a dynamical quantity.
At the end of the paper we quote a sentence by Roman Ingarden (see Ref. [28]): “We are
living under a destructive power of a time”.
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