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ZOH zero-order hold (nollannen kertaluvun pito)
1 Johdanto
Sa¨hko¨moottoreita ka¨yteta¨a¨n la¨hes kaikkialla teollisuudessa, ja tulevaisuudessa nii-
den ka¨ytto¨kohteiden oletetaan jatkuvasti lisa¨a¨ntyva¨n muun muassa sa¨hko¨autojen
vuoksi. Monissa sovelluksissa, kuten pumpuissa ja puhaltimissa, ei dynaamisilla omi-
naisuuksilla ja sa¨a¨do¨n tarkkuudella ole juurikaan merkitysta¨. Toisaalta varsinkin
tuotannossa ja robotiikassa on olemassa paljon servoka¨ytto¨ja¨, joissa hyva¨ tarkkuus,
pieni herkkyys kuormituksen muutoksille ja nopea dynamiikka ovat oleellisia teki-
jo¨ita¨.
Moottorika¨ytto¨jen nopeussa¨a¨to¨ on perinteisesti toteutettu PI-sa¨a¨timella¨ (pro-
portional integral), jolla saadaan hyva¨ suorituskyky ja¨yka¨n mekaanisen ja¨rjestelma¨n
tapauksessa. Sa¨a¨do¨n suorituskykya¨ voivat kuitenkin heikenta¨a¨ monet mekaaniset il-
mio¨t, joita ja¨yka¨n ja¨rjestelma¨n mallilla ja pelka¨lla¨ PI-sa¨a¨timella¨ ei voida huomioi-
da. Yleisimpia¨ ta¨llaisia ilmio¨ita¨ ovat resonanssit, epa¨lineaarinen kitka ja va¨lys. Jos
ja¨rjestelma¨n malli tunnetaan tarpeeksi tarkasti, voidaan ei-toivottuja mekaanisia il-
mio¨ita¨ kompensoida. Lisa¨ksi resonanssien hera¨tta¨mista¨ mekaanisessa ja¨rjestelma¨ssa¨
voidaan pyrkia¨ va¨ltta¨ma¨a¨n.
Ja¨rjestelma¨n mekaaninen malli voidaan usein riitta¨va¨lla¨ tarkkuudella esitta¨a¨
mallintamalla moottori, kuorma ja joustava akseli monimassaja¨rjestelma¨na¨. Jousta-
van akselin sijaan ka¨yto¨ssa¨ voi myo¨s olla esimerkiksi joustava hihna. Muun muassa
paperikonetta ja valssainta voidaan mallintaa kaksimassaja¨rjestelma¨na¨. Hissika¨yt-
to¨a¨ voidaan mallintaa kolmimassaja¨rjestelma¨na¨. Kirjallisuudessa esiintyy myo¨s pal-
jon robotiikan mallinnusta monimassaja¨rjestelmilla¨.
Monimassaja¨rjestelma¨malleilla saadaan helposti selville vallitsevat resonans-
sitaajuudet. Moottorin puolelta tarkasteltuna on kaksimassaja¨rjestelma¨lla¨ seka¨
resonanssi- etta¨ antiresonanssitaajuus. Vastaavasti on kolmimassaja¨rjestelma¨lla¨
resonanssi- ja antiresonanssitaajuuksia kumpiakin kaksi. Jo kaksimassaja¨rjestelma¨l-
la¨ voidaan pa¨a¨sta¨ hyva¨a¨n mallinnustarkkuuteen, jos halutaan tunnistaa vain suurin
va¨ra¨htelymoodi. Lisa¨ksi kolmimassaja¨rjestelma¨ voidaan yksinkertaistaa kaksimas-
saja¨rjestelma¨ksi, jos toinen resonanssitaajuuksista on niin suuri, etta¨ osaa ja¨rjestel-
ma¨sta¨ voidaan pita¨a¨ ja¨ykka¨na¨.
Jos monimassaja¨rjestelma¨n kertaluku ja parametrit tunnetaan, voidaan na¨ita¨
tietoja hyo¨dynta¨a¨ liikkeenohjauksen sa¨a¨timien virityksessa¨. Ta¨llo¨in pyrita¨a¨n siihen,
etta¨ ja¨rjestelma¨ seuraa nopeasti ja tarkasti ohjearvoaan eika¨ va¨ra¨htele. Resonanssien
hera¨a¨minen sa¨hko¨ka¨yto¨issa¨ voi johtaa vaaratilanteisiin ja laitteistovaurioihin kuten
akselin murtumiseen. Ta¨ma¨n vuoksi on monimassaja¨rjestelmien tapauksessa ta¨rkea¨a¨
vaimentaa resonanssitaajuuden syo¨tta¨mista¨ ja¨rjestelma¨a¨n tai ka¨ytta¨a¨ kehittyneem-
pia¨ sa¨a¨to¨menetelmia¨. Na¨ita¨ ratkaisuja varten tulee tuntea ja¨rjestelma¨n parametrit
tai yksinkertaisimmillaan pelka¨t resonanssitaajuudet.
Ja¨rjestelma¨n parametrien identifiointiin on olemassa erilaisia la¨hestymistapoja.
Usein kirjallisuudessa on ma¨a¨ritetty ja¨rjestelma¨n taajuusvaste ja ta¨ma¨n pohjalta
selvitetty vallitsevat resonanssi- ja antiresonanssitaajuudet tai sovitettu siirtofunk-
tiomalli esimerkiksi minimoimalla virheen nelio¨summaa. Toinen suosittu la¨hestymis-
tapa on sovittaa diskreetti- tai jatkuva-aikainen polynomimalli suoraan mittaustu-
loksiin.
2Diskreettiaikaisten polynomimallien sovituksessa on kyse ARX-pohjaisista (au-
toregressive with external variable) menetelmista¨. ARX-pohjaisten menetelmien tar-
kempaan mallirakenteen valintaan vaikuttaa se, mihin kohtaan ja¨rjestelma¨ssa¨ mit-
tauskohina summautuu. Jos la¨hto¨signaali on kohinainen, on ta¨llo¨in odotettavissa
etta¨ OE-malli (output error) identifioituu ARX-mallia paremmin. Toisaalta esimer-
kiksi IV-menetelma¨ssa¨ (instrumental variable, apumuuttuja) kohinalle ei tarvitse
tehda¨ mita¨a¨n oletuksia. Kun diskreetti malli on identifioitu, voidaan se muuntaa
jatkuva-aikaiseksi malliksi. Kun ta¨ta¨ verrataan monimassaja¨rjestelma¨n matemaat-
tiseen malliin, saadaan vertailun tuloksena ja¨rjestelma¨n parametrit.
Identifioinnin aikana ka¨yto¨ssa¨ oleva ja¨rjestelma¨ voi toimia avoimessa tai suljetus-
sa silmukassa. Avoimen ja¨rjestelma¨n identifiointi on la¨hto¨kohdiltaan helpoin. Sita¨ ei
voida kuitenkaan ka¨ytta¨a¨, jos halutaan tehda¨ ajonaikaista identifiointia ja sa¨a¨dinta¨
ei voida kytkea¨ pois. Ta¨llaisesta tapauksesta on esimerkkina¨ hissika¨ytto¨, jossa iden-
tifiointi suoritetaan yhdessa¨ toimintapisteessa¨ ja paikkasa¨a¨timen tulee olla ka¨yto¨ssa¨
stabiiliuden takaamiseksi. Suljetun silmukan identifiointia voidaan hyo¨dynta¨a¨ myo¨s,
jos halutaan suorittaa identifiointi eri toimintapisteissa¨ ja va¨ltta¨a¨ nollanopeuden
ympa¨risto¨ssa¨ identifiointia haittaavat epa¨lineaariset kitkailmio¨t.
Ongelma monimassaja¨rjestelma¨n identifioinnissa on sopivan menetelma¨n valin-
ta. Jo pelkka¨ identifiointiteoria tarjoaa useita eri vaihtoehtoja mallin sovittamiseen.
Mittauskohinan summautuminen ja¨rjestelma¨a¨n ja sen vaikutus estimoitavaan mal-
liin ta¨ytyy tuntea. Ka¨yta¨nno¨n sovelluksesta riippuu, voidaanko identifiointi tehda¨
avoimessa silmukassa vai ta¨ytyyko¨ ka¨ytta¨a¨ sa¨a¨dinta¨. Jos ka¨yto¨ssa¨ on nopeussa¨a¨din,
voidaan identifioinnissa ka¨ytetyt signaalit ottaa useista eri kohdista ja¨rjestelma¨a¨.
Hyvien parametriestimaattien saamiseksi tulee na¨iden valintojen vaikutus identifioi-
tavuuteen selvitta¨a¨.
Ta¨ssa¨ tyo¨ssa¨ on tavoitteena muodostaa lineaariselle kaksimassaja¨rjestelma¨lle
identifiointimenetelma¨, joka pohjautuu diskreetin polynomimallin sovittamiseen mit-
tausdataan. Diskreetin polynomimallin hyo¨tyja¨ ja haittoja verrataan kirjallisuudessa
esitettyihin taajuustason menetelmiin. Tyo¨ssa¨ tutkitaan identifioinnin onnistumis-
ta ARX-, IV- ja OE-estimaateilla ja valitaan na¨ista¨ soveltuvin. Kaksimassaja¨rjestel-
ma¨n malli identifioidaan avoimen ja suljetun silmukan tapauksissa. Ka¨yto¨ssa¨ on nelja¨
erilaista identifiointija¨rjestelya¨, joiden antamia parametriestimaatteja verrataan toi-
siinsa. Suljetun silmukan ja¨rjestelmien tapauksissa nopeussa¨a¨timena¨ on ka¨yto¨ssa¨ yk-
sinkertainen P-sa¨a¨din, jonka vahvistuksen vaikutusta identifioitavuuteen tutkitaan.
Tarkoituksena on selvitta¨a¨, mita¨ nopeussa¨a¨dettya¨ identifiointija¨rjestelya¨ kannattaa
ka¨ytta¨a¨ ja saadaanko silla¨ riitta¨va¨n tarkat estimaatit avoimen silmukan tapaukseen
verrattuna.
Tyo¨ssa¨ rajoitutaan mekaniikan parametrien identifiointiin ja¨rjestelma¨n ka¨ytto¨o¨n-
ottotilanteessa eli ka¨yteta¨a¨n niin sanottua oﬄine-identifiointia. Ta¨llo¨in identifioin-
tialgoritmien raskaus ei muodosta merkitta¨va¨a¨ ongelmaa. Identifiointimenetelmien
vaatimaan laskentakapasiteettiin ei kiinniteta¨ erityista¨ huomiota. Epa¨lineaarisia il-
mio¨ita¨ ei huomioida identifioinnissa. Yksinkertaisen P-sa¨a¨timen ka¨ytto¨ suljetussa
silmukassa perustellaan silla¨, etta¨ se on identifioitavuuden kannalta yksi pahimmis-
ta vaihtoehdoista. Lisa¨ksi P-sa¨a¨dinta¨ ka¨ytetta¨essa¨ suljetun silmukan siirtofunktion
kertaluku pysyy samana kuin avoimen silmukan ja¨rjestelma¨n.
3Identifiointia varten tarvitaan hyva¨ suorituskyky va¨a¨nto¨momentin sa¨a¨do¨lta¨, ja
sen vuoksi ka¨yda¨a¨n luvussa 2 la¨pi kolmivaihemoottorin sa¨a¨to¨menetelmia¨. Lisa¨ksi
kuvaillaan nopeuden sa¨a¨to¨silmukan rakenne, jolla on merkitysta¨ suljetun silmukan
identifioinnin kannalta. Luvussa 3 selviteta¨a¨n monimassaja¨rjestelmien matemaattis-
ta taustaa ja kiinniteta¨a¨n mallirakenne, jonka pohjalta identifiointi tapahtuu. Lisa¨ksi
luvussa 3 kerrotaan monimassamallien soveltamisesta sa¨a¨to¨rakenteissa seka¨ epa¨line-
aarisuuksien huomioinnista.
Luvussa 4 esiteta¨a¨n lineaarisen ja¨rjestelma¨n identifiointiin liittyva¨a¨ teoriaa. Huo-
mioitavia seikkoja ovat muun muassa mallirakenteen ja hera¨tesignaalin valinta, mal-
lin validointi seka¨ muunnokset diskreetin ja jatkuvan ajan mallien va¨lilla¨.
Luvussa 5 esitella¨a¨n aluksi aiempaa tutkimusta monimassaja¨rjestelmien identi-
fioinnin osalta. Luvussa ka¨sitella¨a¨n myo¨s tyo¨ssa¨ ka¨ytetta¨va¨a¨n kaksimassaja¨rjestel-
ma¨n identifiointimenetelma¨a¨n liittyvia¨ ka¨yta¨nno¨n seikkoja. Era¨s ta¨rkea¨ valinta on
avoimen ja suljetun silmukan identifioinnin va¨lilla¨. Luvun lopussa esiteta¨a¨n ehdo-
tettu menetelma¨ lineaarisen kaksimassaja¨rjestelma¨n identifiointiin.
Luvussa 6 verrataan simulointien avulla ARX-, IV- ja OE-estimaatteja, kun
nopeudenmittaukseen summautuu ha¨irio¨kohinaa. Lisa¨ksi tutkitaan nopeussa¨a¨timen
vahvistuksen vaikutusta suljetun silmukan identifiointiin. Luvussa 7 esiteta¨a¨n aluksi
kaksimassaja¨rjestelma¨n emulaattori, joka koostuu moottoriin ja¨yka¨lla¨ akselilla kyt-
ketysta¨ kuormakoneesta. Emulaattorin avulla moottorin na¨kema¨ kuormitus muis-
tuttaa kaksimassaja¨rjestelma¨a¨. Laboratoriomittauksissa identifioidaan kahden emu-
loidun kaksimassaja¨rjestelma¨n parametreja nelja¨lla¨ eri identifiointija¨rjestelylla¨. Tu-
losten oikeellisuus varmistetaan askelvastekokeiden avulla.
42 Va¨a¨nto¨momentin ja nopeuden sa¨a¨to¨ sa¨hko¨ka¨y-
to¨ssa¨
Nykyisissa¨ sa¨hko¨ka¨yto¨issa¨ on mahdollista toteuttaa hyvin tarkka va¨a¨nto¨momentin
ja nopeuden sa¨a¨to¨. Liikkeenohjaussovelluksissa on ka¨yto¨ssa¨ myo¨s paikkasa¨a¨to¨. Sa¨h-
ko¨ka¨ytto¨ sisa¨lta¨a¨ monia osia, jotka ovat yhteydessa¨ toisiinsa. Aluksi ta¨ssa¨ luvussa
ka¨sitella¨a¨n sa¨hko¨ka¨yto¨n rakennetta. Sitten esitella¨a¨n lyhyesti muutamia va¨a¨nto¨mo-
mentin sa¨a¨to¨menetelmia¨, ja lopuksi kuvaillaan va¨a¨nto¨momentin sa¨a¨do¨n pa¨a¨lle ra-
kentuva nopeuden sa¨a¨to¨. Sa¨hko¨ka¨yto¨n rakenteesta ja moottorisa¨a¨do¨sta¨ on saatavilla
lisa¨tietoa esimerkiksi la¨hteista¨ (Harnefors 2003; Niiranen 1999).
Sa¨a¨to¨ja¨rjestelma¨n kuvauksessa keskityta¨a¨n la¨hinna¨ kolmivaihemoottoreihin,
mutta osa teoriasta pa¨tee myo¨s tasavirtamoottoreille. Paikkasa¨a¨to¨ voitaisiin toteut-
taa lisa¨a¨ma¨lla¨ nopeus- ja va¨a¨nto¨momenttisa¨a¨do¨n kaskadirakenteeseen kolmas sa¨a¨-
din. Paikkasa¨a¨to¨a¨ ei kuitenkaan ka¨sitella¨ ta¨ssa¨ tyo¨ssa¨, koska yleensa¨ se ei ole ka¨y-
to¨ssa¨ pyo¨riva¨n mekaanisen ja¨rjestelma¨n identifioinnin aikana. Lineaarisen liikkeen
tapauksessa voi olla kuitenkin syyta¨ ka¨ytta¨a¨ paikkasa¨a¨dinta¨ identifioinnin aikana,
jos liikkumatila on rajoitettu.
2.1 Sa¨hko¨ka¨yto¨n rakenne
Sa¨hko¨ka¨ytto¨ koostuu kuvan 1 mukaisesti nelja¨sta¨ eri osasta. Sa¨a¨to¨ja¨rjestelma¨ pyr-
kii ohjaamaan tehoelektroniikkaa siten, etta¨ sa¨a¨to¨ja¨rjestelma¨a¨n tulevaa ohjearvoa
seurataan mahdollisimman tarkasti. Ohjearvona on tavallisesti asento, nopeus tai
va¨a¨nto¨momentti. Ta¨ta¨ ohjearvoa verrataan signaaleihin, jotka saadaan takaisinkyt-
kento¨ina¨ tehoelektroniikalta, moottorilta ja mahdollisesti kuormalta. Monesti kuor-
man puolella ei ole kuitenkaan minka¨a¨nlaista anturia, jolloin asento- ja nopeustieto
saadaan vain moottorilta. Jos kyseessa¨ ei ole servoka¨ytto¨, voi asento- ja nopeustieto
joissain tapauksissa perustua estimointiin.
Tehoelektroniikan tarkoituksena on muokata ja¨nnitetta¨ ja taajuutta sa¨a¨to¨ja¨rjes-
telma¨n ohjeiden mukaisesti. Yleensa¨ ka¨yto¨ssa¨ on vaihtosuuntaaja, jolla syo¨teta¨a¨n
kolmivaihemoottoria. Jos ottoteho saadaan vaihtoja¨nniteverkosta, tulee vaihtoja¨n-
nite ensin tasasuunnata esimerkiksi diodisillalla. Yhdessa¨ diodisilta ja vaihtosuun-









Kuva 1: Sa¨hko¨ka¨yto¨n osat
52. Va¨lipiirissa¨ on kondensaattori, joka pyrkii pita¨ma¨a¨n ja¨nnitteen tasaisena vaihto-
suuntaajaa varten.
Kolmivaiheisessa vaihtosuuntaajassa on kuusi tehotransistoria, joita ohjataan
hila-ajurin kautta joko pulssinleveysmoduloidulla (PWM, pulse-width modulation)
signaalilla tai valitsemalla kullakin hetkella¨ haluttu ja¨nnitevektori. Tehotransisto-
rien rinnalle on sijoitettu diodit, jotta loisvirta pa¨a¨see kulkemaan transistorien sam-
muttua. Kukin la¨hto¨ja¨nnitteista¨ ua, ub ja uc voi saada arvokseen va¨lipiirin yla¨- tai
alakiskon ja¨nnitteen. Va¨lipiirin ja¨nnite ja vaihtosuuntaajan la¨hto¨virta voidaan mita-
ta, jolloin na¨ita¨ tietoja ka¨yteta¨a¨n moottorin ka¨a¨mivuon ja mahdollisesti nopeuden
estimointiin sa¨a¨to¨ja¨rjestelma¨ssa¨.
Kolmivaihemoottoreista oikosulkumoottori on hyvin yleisesti ka¨ytetty. Muita
vaihtoehtoja ovat esimerkiksi kestomagneettitahtikone ja sa¨hko¨isesti magnetoitu
tahtikone. Moottorissa on suuri induktanssi, joten virta on hyva¨lla¨ tarkkuudella sini-
muotoista, vaikka syo¨tto¨ja¨nnite onkin taajuusmuuttajaa ka¨ytetta¨essa¨ pulssimuotois-
ta. Ta¨ma¨n johdosta saadaan sa¨hko¨ka¨yto¨ssa¨ taajuusmuuttajalla aikaan vaativiinkin







Kuva 2: Ja¨nniteva¨lipiirillinen taajuusmuuttaja
2.2 Sa¨hko¨moottorien ohjaus ja sa¨a¨to¨
Yksinkertaisin tapa ohjata oikosulkumoottoria on ka¨ytta¨a¨ skalaari- eli U/f -ohjausta,
jossa ja¨nnitteen ja taajuuden suhde pideta¨a¨n vakiona. Syo¨tto¨taajuutta kasvatta-
malla voidaan ta¨llo¨in nostaa pyo¨rimisnopeutta, joka asettuu ja¨tta¨ma¨n takia hieman
syo¨tto¨taajuutta vastaavaa tahtinopeutta alhaisemmaksi. Skalaariohjausta voidaan
ta¨ydenta¨a¨ nopeustakaisinkytkenna¨lla¨, jolloin kyseessa¨ on skalaarisa¨a¨to¨. Menetelma¨
on yksinkertainen, ja sita¨ voidaan ka¨ytta¨a¨, jos dynaamisille ominaisuuksille ja tark-
kuudelle ei aseteta suuria vaatimuksia. (Niiranen 1999, s. 82)
Erityisesti liikkeenohjauska¨yto¨issa¨ tarvitaan tarkkaa nopeuden ja va¨a¨nto¨momen-
tin sa¨a¨to¨a¨. Ta¨llo¨in ka¨yteta¨a¨n skalaarisa¨a¨to¨a¨ monimutkaisempia rakenteita, joissa
va¨a¨nto¨momentti- ja nopeussa¨a¨to¨ muodostavat erilliset osansa. Nopeuden sa¨a¨to¨ voi-
daan rakentaa kaskadisilmukkana va¨a¨nto¨momentin sa¨a¨do¨n ympa¨rille. Tarvittaessa
kaskadirakenteeseen voidaan sisa¨llytta¨a¨ myo¨s paikkasa¨a¨din. Kaskadisa¨a¨to¨rakentei-
den etuna on se, etta¨ kukin sa¨a¨din voidaan suunnitella melko vapaasti toisistaan
riippumatta ja ohjaussignaaleja on helppo tarvittaessa rajoittaa.
62.2.1 Va¨a¨nto¨momentin sa¨a¨to¨
Nykyisissa¨ sa¨hko¨ka¨yto¨issa¨ va¨a¨nto¨momentin sa¨a¨to¨ perustuu tavallisesti joko roottori-
vuo-orientoituun vektorisa¨a¨to¨o¨n tai suoraan ka¨a¨mivuon ja va¨a¨nto¨momentin sa¨a¨to¨o¨n
(DTC, direct torque control). Vektorisa¨a¨do¨n ajatuksena on jakaa staattorivirta kah-
teen komponenttiin, joista toisella ohjataan vuota ja toisella va¨a¨nto¨momenttia. Ta¨lla¨
menettelylla¨ saadaan vaihtosa¨hko¨koneen ohjaus muistuttamaan vierasmagnetoidun
tasasa¨hko¨koneen ohjausta. Normaalisti virtakomponentteja sa¨a¨deta¨a¨n PI-sa¨a¨timilla¨,
joilla saadaan aikaan nopea dynamiikka ilman pysyva¨n tilan virhetta¨.
DTC-menetelma¨n taustalla on vektorisa¨a¨to¨, mutta va¨a¨nto¨momentin ja ka¨a¨mi-
vuon ohjauksessa ka¨yteta¨a¨n kaksipistesa¨a¨to¨a¨. Ta¨llo¨in ei tarvita lainkaan modulaat-
toria, joka esiintyy seka¨ skalaariohjauksessa etta¨ vektorisa¨a¨do¨ssa¨. Ka¨a¨mivuota sa¨a¨-
deta¨a¨n valitsemalla kullakin hetkella¨ jokin kuudesta ja¨nnitevektorista tai kahdesta
nollaja¨nnitevektorista, jolloin staattorivuo muuttuu valitun ja¨nnitevektorin suun-
taan. Va¨a¨nto¨momentti ma¨a¨ra¨ytyy staattori- ja roottorivoiden suuruudesta ja niiden
va¨lisesta¨ kulmasta. Monissa tapauksissa ka¨yto¨ssa¨ on taulukko, jonka pohjalta voi-
daan valita paras ja¨nnitevektori, kun tiedeta¨a¨n tuleeko vuota ja va¨a¨nto¨momenttia
kasvattaa vai va¨henta¨a¨.
2.2.2 Nopeuden sa¨a¨to¨
Yleensa¨ nopeussa¨a¨timena¨ on ka¨yto¨ssa¨ PI-sa¨a¨din, jota on havainnollistettu kuvas-
sa 3 yhdessa¨ yksimassamekaniikan kanssa. Kuormava¨a¨nto¨momentti TL on oletettu
kuormitusha¨irio¨ksi, joka summautuu sa¨hko¨iseen va¨a¨nto¨momenttiin Te. Jos va¨a¨nto¨-
momentin sa¨a¨to¨ on huomattavasti nopeussa¨a¨to¨a¨ ja mekaniikkaa nopeampi, voidaan





Jtots2 + (b+ kp)s+ ki
(1)
missa¨ ωM on moottorin kulmanopeus, ωr kulmanopeuden ohjearvo, b viskoosikitkan
vaimennuskerroin ja Jtot ja¨rjestelma¨n kokonaishitausmomentti. IMC-periaatteella
(internal model control) voidaan johtaa viritysparametrit
kp = Jtotα (2a)
ki = bα (2b)
missa¨ α on nopeussa¨a¨do¨n kaistanleveys. Sen arvoksi voidaan valita esimerkiksi kym-
menesosa va¨a¨nto¨momenttisa¨a¨do¨n kaistanleveydesta¨.
IMC-viritysperiaate voi johtaa huonoon kuormaha¨irio¨n sietokykyyn, silla¨ mene-
telma¨ssa¨ kumotaan siirtofunktion napoja nollilla (Zhou 2010). Jos vaimennuskerroin
b on pieni, ja¨a¨ PI-sa¨a¨timen integroivan osan vahvistus pieneksi. Tilannetta voidaan
parantaa lisa¨a¨ma¨lla¨ sa¨a¨dinrakenteeseen kuvan 4 mukaisesti aktiivinen vaimennus ba,
joka na¨enna¨isesti kasvattaa ja¨rjestelma¨n vaimennusta (Harnefors et al. 2001).
Aktiivisen vaimennuksen ka¨ytta¨minen johtaa kahden vapausasteen sa¨a¨to¨raken-
teeseen. Aktiivisen vaimennuksen arvo voidaan valita siten, etta¨ ja¨rjestelma¨n me-












Kuva 3: Yksimassaja¨rjestelma¨n PI-nopeussa¨a¨din
nopeussa¨a¨do¨n kaistanleveys. Ta¨lla¨ valinnalla saadaan aktiiviselle vaimennukselle ar-
vo ba = αJtot − b, jolloin viritysehdoiksi muodostuu kp = αJtot ja ki = α
2Jtot.
Nopeussa¨a¨timen lisa¨ksi liikkeenohjaussovelluksissa on ka¨yto¨ssa¨ paikkasa¨a¨din.
Paikkasa¨a¨timeksi saattaa riitta¨a¨ pelkka¨ P-sa¨a¨din, silla¨ nopeussa¨a¨detty ja¨rjestelma¨
on paikkasa¨a¨do¨n na¨ko¨kulmasta luonteeltaan integroiva (nopeuden integraali on paik-
ka). Jos halutaan seurata ajan mukana lineaarisesti muuttuvaa paikkaohjetta ilman
pysyva¨n tilan virhetta¨, voi ta¨llo¨in kuitenkin olla syyta¨ ka¨ytta¨a¨ PI-sa¨a¨dinta¨ paikka-
sa¨a¨timena¨.
Liikkeenohjauska¨yto¨issa¨ tyypillisesti hyo¨dynneta¨a¨n nopeuden ja kiihtyvyyden
myo¨ta¨kytkento¨ja¨, joilla saadaan parannettua ja¨rjestelma¨n dynamiikkaa (Ellis 2004).
Nopeuden ja kiihtyvyyden ohjearvot saadaan ta¨llo¨in profiiligeneraattorilta, joka las-
kee halutun liikeradan etuka¨teen. Myo¨ta¨kytkento¨jen ka¨ytta¨minen tuo mukanaan li-
sa¨a¨ viritysparametreja, jolloin ka¨ytto¨o¨notto monimutkaistuu. Lisa¨ksi myo¨ta¨kytken-
to¨ja¨ ka¨ytetta¨essa¨ on mahdollista, etta¨ vasteessa tapahtuu ylitysta¨ ohjearvoon na¨h-
den.
Edella¨ esitetyt sa¨a¨to¨rakenteet tuottavat monesti hyva¨n lopputuloksen, jos oletus
yksimassaja¨rjestelma¨sta¨ pita¨a¨ paikkansa. Monimassaja¨rjestelmien tapauksessa pe-
rinteisia¨ sa¨a¨to¨rakenteita ka¨ytetta¨essa¨ saattaa esiintya¨ resonanssi-ilmio¨, joka huonon-
taa dynaamista ka¨ytta¨ytymista¨. Jos tehda¨a¨n ka¨yto¨naikaista suljetun silmukan iden-
tifiointia, on nopeussa¨a¨timen kuitenkin syyta¨ olla yksinkertainen. Ta¨llo¨in ei kompen-
soida tai vaimenneta tutkittavia mekaanisia ilmio¨ita¨ identifioinnin aikana pois. Mo-
nimassaja¨rjestelmien sa¨a¨to¨mahdollisuuksia on lyhyesti kuvattu kohdassa 3.4, mutta














Kuva 4: Yksimassaja¨rjestelma¨n PI-nopeussa¨a¨din aktiivisella vaimennuksella
83 Monimassaja¨rjestelma¨t
Monimassaja¨rjestelmilla¨ voidaan mallintaa seka¨ pyo¨rivia¨ etta¨ lineaariliikkeen me-
kaanisia ja¨rjestelmia¨. Ta¨ssa¨ tyo¨ssa¨ keskityta¨a¨n la¨hinna¨ pyo¨riviin ja¨rjestelmiin, mutta
vastaavia menetelmia¨ voidaan soveltaa myo¨s lineaariliikkeelle. Pyo¨rivia¨ hitausmas-
soja yhdista¨a¨ akseli, jolla on jousivakio ja vaimennuskerroin. Joustavasta akselis-
ta johtuen ja¨rjestelma¨a¨n syntyy va¨a¨nto¨va¨ra¨htelyita¨, ja hitausmassojen hetkitta¨iset
asennot ja nopeudet voivat poiketa toisistaan. Joustavan akselin sijaan ka¨yto¨ssa¨ voi
myo¨s olla esimerkiksi joustava hihna.
Monia teollisuuden sa¨hko¨moottorika¨ytto¨sovelluksia voidaan mallintaa monimas-
saja¨rjestelmilla¨. Kirjallisuudessa on esimerkiksi tarkasteltu paperikone- ja valssaus-
ka¨ytto¨ja¨ kaksimassaja¨rjestelmina¨ (Valenzuela et al. 2005a,b) seka¨ teollisuusrobotti-
ja hissika¨ytto¨ja¨ kolmimassaja¨rjestelmina¨ (O¨string et al. 2003; Takeichi et al. 1996).
Tavallisesti ei ole tarpeen mallintaa useampaa kuin kolmea hitausmassaa ja¨rjestel-
ma¨a¨n, ja useimmissa tapauksissa riitta¨a¨ pelkka¨ kaksimassaja¨rjestelma¨ kuvaamaan
suurinta va¨ra¨htelymoodia.
Mekaanisten parametrien identifiointia varten tarvitaan monimassaja¨rjestelma¨s-
ta¨ matemaattinen malli. Identifiointimenetelma¨sta¨ riippuen ta¨ma¨ voi olla esimerkiksi
differentiaaliyhta¨lo¨ryhma¨, jatkuva- tai diskreettiaikainen siirtofunktio tai tilaesitys.
Kun monimassaja¨rjestelma¨sta¨ mitatuista signaaleista on estimoitu oikeaa kertalu-
kua oleva malli, voidaan estimoidun mallin kertoimia verrata matemaattiseen malliin
ja ratkaista ja¨rjestelma¨n parametrit.
3.1 Yksimassaja¨rjestelma¨
Yksimassaja¨rjestelma¨n lineaarisessa mallissa on vain kaksi parametria: ja¨rjestelma¨n
kokonaishitausmomentti Jtot ja vaimennuskerroin b. Yksimassaja¨rjestelma¨ voidaan
siis ajatella erikoistapauksena kaksi- tai kolmimassaja¨rjestelma¨sta¨, jossa osa para-
metreista on nollia. Usein mekaniikan malleissa ja¨teta¨a¨n epa¨lineaariset kitkailmio¨t
huomiotta ja viskoosikitkan aiheuttama hidastava va¨a¨nto¨momentti mallinnetaan li-
neaarisena funktiona kulmanopeudesta Tfr = bωM. Differentiaaliyhta¨lo¨ksi saadaan
Jtotθ¨M + bθ˙M = Te − TL (3)
missa¨ θM on moottorin asentokulma, Te sa¨hko¨magneettinen va¨a¨nto¨momentti ja TL
kuormamomentti. Parametrien identifioinnissa voidaan kuormamomentti joko olet-
taa nollaksi tai poistaa sen vaikutus mittaustuloksista ja¨lkika¨teen. Laplace-tasossa







Yksimassaja¨rjestelma¨n parametrit voidaan yksinkertaisimmillaan ma¨a¨ritta¨a¨
kiihtyvyys- ja hidastuvuuskokeilla. Hitausmomentti saadaan liikeyhta¨lo¨sta¨, kun tie-
deta¨a¨n kiihdytta¨va¨ ja jarruttava sa¨hko¨magneettinen va¨a¨nto¨momentti. Kitkan vai-
kutus voidaan kohtuullisen tarkasti eliminoida ottamalla keskiarvo kiihtyvyys- ja
9hidastuvuuskokeiden avulla saaduista tuloksista. Vaimennuskertoimen arvo saadaan
sovittamalla hidastuvuuskokeesta saatuun nopeuskuvaajaan vaimeneva eksponentti-
ka¨yra¨, jonka aikavakio on b/Jtot. Parametrien ma¨a¨ritys voi perustua myo¨s stokastis-
ten hera¨tesignaalien ka¨ytto¨o¨n, jolloin muodostetaan diskreetti- tai jatkuva-aikainen
malli tulo- ja la¨hto¨signaalien va¨liselle ka¨ytta¨ytymiselle.
3.2 Kaksimassaja¨rjestelma¨
Kaksimassaja¨rjestelma¨ssa¨ oletetaan moottorin olevan joustavan akselin va¨lityksella¨
kytkettyna¨ kuormaan. Ta¨llo¨in ja¨rjestelma¨ssa¨ on moottorin ja kuorman hitausmo-
mentit JM ja JL, akselin va¨a¨nto¨jousivakio c ja akselin vaimennuskerroin d. Lisa¨ksi
voidaan mallintaa viskoosikitkan tuoma vaimennus, joka jaetaan moottorin puolen
vaimennukseen bM ja kuorman puolen vaimennukseen bL. Kaksimassaja¨rjestelma¨a¨ on
havainnollistettu kuvassa 5, jossa on kaksi vaimennettua hitausmassaa seka¨ na¨iden
va¨linen joustava akseli.
Myo¨s kaksimassaja¨rjestelma¨n mallissa ja¨teta¨a¨n monesti epa¨lineaariset kitkail-
mio¨t huomiotta, jolloin liiketta¨ vastustava va¨a¨nto¨momentti on lineaarinen funktio
kulmanopeudesta. Kaksimassaja¨rjestelma¨ssa¨ voi lisa¨ksi olla va¨lysta¨ epa¨lineaarisena
ilmio¨na¨, mutta yksinkertaisessa mallissa senkin vaikutus oletetaan pieneksi. Na¨ma¨
oletukset eiva¨t kuitenkaan aiheuta suurta virhetta¨, silla¨ resonanssien kannalta hi-
tausmomenttien ja jousivakion vaikutus on huomattavasti suurempi.
Na¨illa¨ oletuksilla voidaan kaksimassaja¨rjestelma¨sta¨ muodostaa yhta¨lo¨t
JMθ¨M = Te − Ta − bMθ˙M (5a)
JLθ¨L = Ta − TL − bLθ˙L (5b)
Ta = c(θM − θL) + d(θ˙M − θ˙L) (5c)
missa¨ Ta on va¨a¨nto¨momentti akselilla ja θL kuorman asentokulma. Siirtofunktioksi








missa¨ polynomit B(s) ja A(s) ovat
B(s) = JLs
2 + (d+ bL)s+ c
A(s) = JMJLs
3 + (JMd+ JLd+ JLbM + JMbL)s
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Tyypillisesti vaimennustermien bM, bL ja d arvot ovat pienia¨. Ta¨llo¨in saadaan
















joiden avulla saadaan hyva¨ ka¨sitys siita¨, minka¨ taajuuksien ka¨ytto¨a¨ ja¨rjestelma¨s-
sa¨ tulee va¨ltta¨a¨. Suurilla resonanssitaajuuden arvoilla kaksimassamalli voidaan yk-
sinkertaistaa yksimassamalliksi ilman etta¨ dynamiikassa on na¨hta¨vissa¨ merkitta¨via¨
muutoksia (Guo et al. 2002).
Vaikka vaimennustermit eiva¨t juurikaan vaikuta resonanssi- ja antiresonanssitaa-
juuksien sijaintiin, muuttavat ne kuitenkin vahvistusta na¨illa¨ taajuuksilla. Kuvassa
6 on esitetty kaksimassaja¨rjestelma¨n taajuusvaste sa¨hko¨magneettisesta va¨a¨nto¨mo-
mentista moottorin kulmanopeuteen kahdella eri vaimennuksen d arvolla. Taajuus-
vasteesta on na¨hta¨vissa¨ antiresonanssi- ja resonanssihuiput seka¨ na¨iden pienentymi-







































Kuva 6: Taajuusvaste sa¨hko¨magneettisesta va¨a¨nto¨momentista moottorin kulmano-
peuteen era¨issa¨ kaksimassaja¨rjestelmissa¨
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Jos moottorin ja kuorman viskoosikitkan vaimennuskertoimia bM ja bL ei ole tarve







2 + ds+ c
JMJLs2 + d(JM + JL)s+ c(JM + JL)
(8)
jolloin mallissa on mukana ideaalinen integraattori. Ta¨llo¨in estimoitavien paramet-
rien ma¨a¨ra¨ va¨henee ja estimaatista tulee tehokkaampi. Kirjallisuudessa esiintyvissa¨
identifiointiratkaisuissa on pa¨a¨asiassa ka¨ytetty ta¨llaista yksinkertaistettua mallia.





on monissa tapauksissa hyo¨dyllinen suure. Beineke et al. (1997) toteavat, etta¨ pienil-
la¨ suhteen VJ arvoilla kaksimassaja¨rjestelma¨n identifiointi vaikeutuu merkitta¨va¨sti,
jos mitattu signaali on kulmanopeus moottorin puolelta. Ta¨ma¨ johtuu siita¨, etta¨
suurella moottorin hitausmomentilla sa¨hko¨magneettinen va¨a¨nto¨momentti aiheuttaa
va¨hemma¨n muutoksia moottorin kulmanopeuteen. Lisa¨ksi suuri moottorin hitaus-
momentti vaimentaa kaksimassaja¨rjestelma¨n ilmio¨iden na¨kymista¨ moottorin kulma-
nopeudessa. Ka¨yta¨nno¨n ja¨rjestelmissa¨ kuorman hitausmomentti on identifioinnin
kannalta onneksi la¨hes aina huomattavasti moottorin hitausmomenttia suurempi.
Lineaarisia kaksimassamalleja voidaan ka¨ytta¨a¨ myo¨s sellaisten ja¨rjestelmien mal-
lintamiseen, joissa on todellisuudessa useampia resonanssitaajuuksia. Ta¨llo¨in kaksi-
massamallilla kuvataan vain merkitta¨vin tai alhaisin resonanssitaajuus, jolloin esi-
merkiksi nopeussa¨a¨timen kaista osataan katkaista oikeassa kohdassa korkeampien
resonanssien va¨ltta¨miseksi. Lisa¨tietoa va¨a¨nto¨va¨ra¨htelyista¨ ja erityisesti kaksimassa-
mallista on saatavilla muun muassa la¨hteesta¨ (Niiranen 1999, s. 56 – 60).
3.3 Kolmimassaja¨rjestelma¨
Kolmimassaja¨rjestelma¨ssa¨ on moottorin hitausmassan lisa¨ksi hitausmassat 1 ja 2,
joiden hitausmomentit ovat J1 ja J2. Hitausmassat on kytketty kahden joustavan
akselin va¨lityksella¨ pera¨kka¨in toisiinsa kuvan 7 mukaisesti. Kolmimassaja¨rjestelma¨a¨







Jos viskoosikitkan vaimennukset ja¨teta¨a¨n huomiotta, saadaan ja¨rjestelma¨n diffe-
rentiaaliyhta¨lo¨iksi
JMθ¨M = Te − Ta1 (10a)
J1θ¨1 = Ta1 − Ta2 (10b)
J2θ¨2 = Ta2 − TL (10c)
Ta1 = c1(θM − θ1) + d1(θ˙M − θ˙1) (10d)
Ta2 = c2(θ1 − θ2) + d2(θ˙1 − θ˙2) (10e)
missa¨ esiintyy va¨a¨nto¨jousivakioita ja vaimennuksia kahdelle akselille. Kolmimassa-
ja¨rjestelma¨n siirtofunktio on huomattavasti monimutkaisempi kuin kaksimassaja¨r-
jestelma¨n. Se on esitetty esimerkiksi la¨hteessa¨ (Villwock ja Pacas 2008).
Jos tarkastellaan kolmimassaja¨rjestelma¨n taajuusvastetta sa¨hko¨magneettisesta
va¨a¨nto¨momentista moottorin kulmanopeuteen, esiintyy siina¨ kaksi resonanssihuip-
pua ja kaksi antiresonanssikuoppaa kuvan 8 mukaisesti. Taajuusvastetta keskim-
ma¨isen hitausmassan kulmanopeuteen tarkasteltuna na¨hda¨a¨n, etta¨ antiresonanssi-
taajuuksia on vain yksi. Oikeanpuolimmaiseen hitausmassaan tarkasteltuna antire-
sonanssitaajuutta ei ole lainkaan.








































Kuva 8: Taajuusvaste sa¨hko¨magneettisesta va¨a¨nto¨momentista moottorin, hitaus-
massan 1 ja hitausmassan 2 kulmanopeuksiin era¨a¨lla¨ kolmimassaja¨rjestelma¨lla¨
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Kolmimassaja¨rjestelma¨ssa¨ voi moottorin hitausmassa sijaita myo¨s kahden kuor-
mahitausmassan va¨lissa¨. Esimerkiksi moni nostoka¨ytto¨ on luonnostaan ta¨llainen,
kun toinen hitausmassa on hyo¨tykuorma ja toinen vastapaino. Ta¨llo¨in tulee yhta¨lo¨t
(10) muuttaa vastaamaan kyseista¨ tilannetta.
3.4 Monimassamallien hyo¨dynta¨minen
Tietoa monimassaja¨rjestelma¨n parametreista tarvitaan, jos halutaan suunnitella ja¨r-
jestelma¨lle sa¨a¨din, joka pienenta¨a¨ resonanssi-ilmio¨ta¨. Resonanssin vaimennusmene-
telma¨t voidaan jakaa passiivisiin ja aktiivisiin menetelmiin (Pacas et al. 2000). Pas-
siivisiin menetelmiin kuuluvat erilaiset suodattimet, kun taas aktiivisia menetelmia¨
ovat muun muassa kehittyneet sa¨a¨to¨rakenteet, joilla saadaan va¨ra¨htely vaimennet-
tua ilman dynamiikan merkitta¨va¨a¨ hidastumista.
Yksinkertaisin passiivinen menetelma¨ on ka¨ytta¨a¨ alipa¨a¨sto¨- tai kaistanestosuo-
datinta (Ellis ja Lorenz 2000), jolloin vahvistusta resonanssitaajuudella oleellisesti
pienenneta¨a¨n. Ta¨llainen suodatin voidaan asettaa nopeussa¨a¨timen la¨hto¨o¨n. Vaik-
ka menetelma¨ on yksinkertainen, tulee ta¨llo¨inkin tuntea monimassaja¨rjestelma¨sta¨
va¨hinta¨a¨n resonanssitaajuus.
Kuvassa 9 on esimerkki resonanssi-ilmio¨sta¨, kun kaksimassaja¨rjestelma¨lle anne-
taan askelmainen va¨a¨nto¨momenttiohje Te,r. Resonanssin takia moottorin kulmano-
peus ωM va¨ra¨htelee ja ka¨y myo¨s negatiivisella puolella. Ta¨ma¨ aiheuttaa suurta rasi-
tusta akselille, mika¨ na¨hda¨a¨n akselilla vaikuttavasta va¨a¨nto¨momentista Ta. Toisessa
ka¨yra¨ssa¨ on va¨a¨nto¨momenttiohje suodatettu ensimma¨isen kertaluvun alipa¨a¨sto¨suo-
dattimella, jonka kaistanleveys on noin kymmenesosa resonanssitaajuudesta. Ta¨ma¨n
seurauksena resonanssitaajuuden syo¨tta¨minen ja¨rjestelma¨a¨n va¨henee huomattavas-
ti. Na¨hda¨a¨n, etta¨ nopeuden va¨ra¨htelya¨ ja akselin rasitusta saadaan merkitta¨va¨sti
pienennettya¨, mutta dynamiikan hidastumisen kustannuksella.
Kaksimassaja¨rjestelma¨n nopeussa¨a¨to¨ voi perustua perinteiseen PI-sa¨a¨timeen, jo-
ka viriteta¨a¨n vaimentamaan va¨ra¨htelyja¨. Zhang ja Furusho (2000) ovat tarkastelleet
modifioidun PI-sa¨a¨timen viritysta¨ ka¨ytta¨en napojen asettelua. Jos kuorman hitaus-
momentti JL on moottorin hitausmomenttia JM pienempi, on ja¨rjestelma¨ alivai-
mennettu. Ta¨llo¨in vaimennusta voidaan parantaa lisa¨a¨ma¨lla¨ PI-sa¨a¨timeen derivoiva
D-termi, joka vastaa Ellisin ja Lorenzin (2000) ehdottamaa ja¨rjestelma¨n hitausmo-
mentin na¨enna¨ista¨ lisa¨a¨mista¨ kiihtyvyystakaisinkytkenna¨lla¨. Ta¨lla¨ tavalla saadaan
va¨henettya¨ ja¨rjestelma¨n herkkyytta¨ mekaaniselle resonanssille. Vastaavasti voidaan
na¨enna¨isesti lisa¨ta¨ akselin vaimennusta d, jolloin muodostuu aktiivinen resonanssin
vaimennus.
Thomsen et al. (2010) toteavat PI-sa¨a¨dinratkaisun olevan riitta¨ma¨to¨n dynamii-
kan rajoitusten takia, ellei takaisinkytkenta¨na¨ saada muita tiloja kuin moottorin
kulmanopeus. Ratkaisu ta¨ha¨n on tilatakaisinkytkenna¨n ka¨ytta¨minen. Tilasa¨a¨timella¨
on teoriassa mahdollista valita ja¨rjestelma¨n dynamiikka vapaasti.
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Kuva 9: Kaksimassaja¨rjestelma¨n moottorin kulmanopeus ja akselilla vaikuttava
va¨a¨nto¨momentti, kun ja¨rjestelma¨a¨ on hera¨tetty askelmaisella tai suodatetulla va¨a¨n-
to¨momenttiohjeella
Tarkempi monimassaja¨rjestelmien sa¨a¨do¨n vertailu on ta¨ma¨n tyo¨n ulkopuolella.
Tarvittaessa kirjallisuudesta on lo¨ydetta¨vissa¨ paljon monimassaja¨rjestelmien sa¨a¨do¨n
tutkimusta. Esimerkiksi Ellis ja Lorenz (2000) esitta¨va¨t seitsema¨n eri menetelma¨a¨
ja Thomsen et al. (2010) vertaavat kolmea eri sa¨a¨to¨ja¨rjestelma¨a¨. Jokinen (2010)
ka¨ytta¨a¨ aktiivisia ja passiivia va¨ra¨htelyn vaimennusmenetelmia¨ lineaariliiketta¨ to-
teuttavan hammashihnaka¨yto¨n tapauksessa. Kehittyneita¨ sa¨a¨to¨ja¨rjestelmia¨ varten
tulee tuntea ainakin osa ja¨rjestelma¨n parametreista, joten tarve hyva¨lle paramet-
rien identifiointimenetelma¨lle on siis perusteltu.
15
3.5 Mekaniikan epa¨lineaarisuudet
Monimassaja¨rjestelmissa¨ esiintyy useita epa¨lineaarisia ilmio¨ita¨, jotka saattavat hai-
tata lineaarisena ja¨rjestelma¨na¨ mallinnettavan systeemin identifiointia. Nollanopeu-
den ympa¨risto¨ssa¨ ovat liike- ja lepokitkan aiheuttamat ilmio¨t selva¨sti epa¨lineaarisia.
Lisa¨ksi suuremmillakin nopeuksilla on nopeuden funktiona muuttuva kitkan aiheut-
tama va¨a¨nto¨momentti epa¨lineaarinen. Lineaarisessa mallissa kuitenkin mallinnetaan
kitka suoraan verrannollisena nopeuteen, jolloin ka¨yteta¨a¨n vaimennuskerrointa b.
Oletus pa¨tee hyvin, jos suurin osa vaimennuksesta aiheutuu voideltujen laakerien
viskoosikitkasta.
Coulombin kitkamalli on yksinkertainen, mutta eritta¨in epa¨lineaarinen. Siina¨ ole-





β kun ωM > 0
0 kun ωM = 0
−β kun ωM < 0
(11)
missa¨ β on kitkan suuruutta kuvaava vakio. Monesti ta¨ma¨n mallin antamaan kitka-
momenttiin summataan myo¨s nopeudesta riippuva viskoosikitka, jolloin yhteisvai-
kutus voidaan esitta¨a¨ kuvan 10a tapaan. Ta¨llainen kitka esiintyy erityisesti monis-
sa lineaariliikkeen ja¨rjestelmissa¨. Nollanopeudesta liikkeelle la¨hto¨a¨ vaikeuttaa kuvan
10b mukainen lepokitka.
Kara ja Eker (2003) mallintavat kitkailmio¨ita¨ staattisena epa¨lineaarisuutena.
Ta¨llo¨in voidaan ka¨ytta¨a¨ Hammersteinin mallirakennetta, jossa on kuvan 11 mu-
kaisesti ensin staattinen epa¨lineaarinen osa tulosignaalille ja pera¨ssa¨ dynaaminen












Kuva 11: Hammersteinin malli epa¨lineaarisuuksille
Yksinkertaisimmillaan staattista epa¨lineaarisuutta kuvaa muotoa
x(t) = γ1u(t) + γ2u
2(t) + · · ·+ γnu
n(t) (12)
oleva polynomifunktio, jossa γ-termit ovat polynomin kertoimia. Epa¨lineaarisuuden
erottaminen muusta ja¨rjestelma¨sta¨ mahdollistaa tavallisten lineaaristen identifioin-
timenetelmien ka¨yto¨n.
Toinen usein esiintyva¨ epa¨lineaarisuus on esimerkiksi vaihteiden hammasrattais-
sa oleva va¨lys, joka kasvaa ajan myo¨ta¨ vaihteiston kuluessa. Va¨lys aiheuttaa muu-
tostilanteissa era¨a¨nlaisen kuolleen alueen. Ta¨llo¨in moottori ja kuorma ka¨ytta¨ytyva¨t
hetken ajan kuin niita¨ ei olisi yhdistetty toisiinsa. Ta¨ma¨ epa¨lineaarinen ilmio¨ voi-
daan kuvata vaihtamalla ka¨ytetta¨va¨a¨ rakennetta kytkenna¨n mukaan, jolloin akselilla




c(θM − θL − θb) + d(θ˙M − θ˙L) kun θM − θL > θb
0 kun − θb ≤ θM − θL ≤ θb
c(θM − θL + θb) + d(θ˙M − θ˙L) kun θM − θL < −θb
(13)
missa¨ θb on kuollut alue kulmana. Kuolleen alueen suuruus on mahdollista ma¨a¨ritta¨a¨
ka¨ytta¨en moottorin puolen nopeudenmittausta esimerkiksi Villwockin ja Pacasin
(2006) esitta¨ma¨lla¨ menetelma¨lla¨.
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4 Lineaarisen ja¨rjestelma¨n identifiointi
Ja¨rjestelmien identifiointi voidaan jakaa kolmeen erilaiseen tehta¨va¨tyyppiin: black
box, gray box ja white box -mallintamiseen. White box -mallintamisessa ei tarvita
kokeellista dataa lainkaan, silla¨ prosessin malli ja parametrit voidaan pa¨a¨tella¨ fysii-
kan perusperiaatteista. Gray box -mallintamisessa tunnetaan mallirakenne, mutta
parametrit tulee sovittaa kokeellisen datan perusteella. Black box -mallintamisessa
ei tunneta edes mallirakennetta, joten se on haastavin tehta¨va¨tyyppi mallinnukses-
sa. Monimassaja¨rjestelmien tapauksessa mallirakenne voidaan kiinnitta¨a¨ esimerkik-
si kaksi- tai kolmimassaja¨rjestelma¨n siirtofunktioon, jolloin kyseessa¨ on gray box
-mallintaminen.
Ta¨ma¨n luvun alussa esiteta¨a¨n lineaaristen ja¨rjestelmien malleja ja na¨iden iden-
tifiointia la¨hteen (Ljung 1999) pohjalta. Erityisesti keskityta¨a¨n diskreettiaikaisiin
polynomimalleihin, joita tyo¨ssa¨ myo¨hemmin hyo¨dynneta¨a¨n. Identifioinnin onnistu-
misen kannalta hera¨tesignaalin valinta on merkitta¨va¨ tekija¨, joten sita¨ ka¨sitella¨a¨n
erikseen. Lisa¨ksi identifiointiprosessiin kuuluu mallin validointi, jonka avulla voidaan
varmistaa, etta¨ malli kuvaa todellista ja¨rjestelma¨a¨ riitta¨va¨n hyvin.
4.1 Mallirakenteet lineaariselle ja¨rjestelma¨lle
Lineaarista ja¨rjestelma¨a¨ kuvaavat mallit jaetaan ei-parametroituihin ja parametroi-
tuihin malleihin. Kummatkin mallityypit voivat esitta¨a¨ ja¨rjestelma¨a¨ joko diskreetissa¨
tai jatkuvassa aikatasossa. Seuraavaksi esitella¨a¨n yleisimmin ka¨ytettyja¨ mallityyp-
peja¨ ja tarkastellaan eri aikatasojen va¨lisia¨ muunnoksia.
4.1.1 Ei-parametroidut mallit
Ei-parametroidut mallit esiteta¨a¨n tavallisesti kuvaajana taajuuden, ajan tai viiveen
funktiona. Ka¨yra¨muoto tunnetaan mittausten perusteella, mutta ei va¨ltta¨ma¨tta¨ tie-
deta¨ esimerkiksi siirtofunktiomuotoista mallia prosessista, joka on tuottanut kysei-
sen ka¨yra¨n. Ja¨rjestelma¨n parametrien identifiointi voi perustua esimerkiksi siihen,
etta¨ matemaattinen malli sovitetaan vastaamaan mitattua taajuusvastetta.
Tyypillisin lineaarisen ja¨rjestelma¨n ei-parametroitu malli on Boden diagrammi.
Se kuvaa ja¨rjestelma¨n taajuusvasteen seka¨ amplitudin etta¨ vaiheen osalta. Taval-
lisesti se ma¨a¨riteta¨a¨n syo¨tta¨ma¨lla¨ sinisignaalia useilla eri taajuuksilla eli tekema¨lla¨
niin sanottu taajuuspyyhka¨isy, jonka ja¨lkeen mitataan vahvistus ja vaihesiirto tulon
ja la¨hdo¨n va¨lilta¨. Hera¨tteena¨ voidaan ka¨ytta¨a¨ myo¨s valkoista kohinaa, joka sisa¨lta¨a¨
kaikkia taajuuksia. Taajuusvaste saadaan ta¨llo¨in tuotettua signaalinka¨sittelyteorian
avulla.







u(k)u(k + τ) (14)
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kuvaa signaalin u korrelaatiota itsensa¨ kanssa eri ajanhetkilla¨ k. Sita¨ ka¨yteta¨a¨n
selvitta¨ma¨a¨n, toistaako signaali itsea¨a¨n viiveen τ va¨lein. Valkoisen kohinan tulisi olla
ta¨ysin satunnaista, jolloin kahdella eri ajanhetkella¨ korrelaatio on nolla ja ainoastaan
viiveen arvolla 0 na¨kyy autokorrelaatiossa piikki. Autokorrelaation avulla voidaan








u(k)y(k + τ) (15)
kertoo, miten kaksi eri signaalia korreloivat eri viiveen arvoilla. Sen avulla voidaan
selvitta¨a¨ liittyva¨tko¨ signaalit ylipa¨a¨ta¨a¨n toisiinsa ja onko niiden va¨lille mahdollista
identifioida jokin malli. Lisa¨ksi ristikorrelaation avulla voidaan ma¨a¨ritta¨a¨ prosessin
kuollut aika eli viive etsima¨lla¨ ensimma¨inen nollasta merkitta¨va¨sti poikkeava arvo.
4.1.2 Diskreetit polynomimallit
Parametroituja malleja ka¨yteta¨a¨n gray box -tyyppisessa¨ identifioinnissa, jossa tun-
netaan mallirakenne ja halutaan estimoida sopivat parametrit. Parametroidut mallit
ovat tyypillisesti joko diskreetti- tai jatkuva-aikaisia polynomimalleja tai tilaesitys-
malleja. Na¨ista¨ ka¨sitella¨a¨n erityisesti diskreettiaikaisia polynomimalleja, silla¨ niiden
avulla voidaan johtaa myo¨s jatkuva-aikainen malli. Ta¨ma¨nkaltainen identifiointi kan-
nattaa yleensa¨ ottaa la¨hto¨kohdaksi (Ljung 2010).
Diskreetit polynomimallit koostuvat digitaalisista suodatinrakenteista, joihin ole-
tetaan summautuvan valkoinen kohinasignaali joko suoraan tai jonkin suodattimen
la¨pi. Yksinkertaisin diskreetti polynomimalli on ARX-malli (autoregressive with ex-
ternal input), joka on esitetty kuvassa 12. Siina¨ esiintyva¨t polynomit
A(q−1) = 1 + a1q




−1 + · · ·+ bnbq
−nb (17)
missa¨ ai ja bi (i ∈ Z
+) ovat suodattimien parametreja seka¨ na ja nb ovat suodattimien
kertaluvut.
ARX-mallin tulon ja la¨hdo¨n va¨lista¨ ka¨ytta¨ytymista¨ kuvaa differenssiyhta¨lo¨
y(k) + a1y(k − 1) + · · ·+ anay(k − na)










missa¨ u(k) on tulosignaali, y(k) la¨hto¨signaali ja e(k) valkoinen kohinasignaali. Yh-
ta¨lo¨sta¨ on na¨hta¨vissa¨, etta¨ ARX-mallissa ei ole kohinalle minka¨a¨nlaista suodatinta.
Kohinan oletetaan siis olevan valkoista, ja jos ta¨ma¨ oletus ei pa¨de, saadaan ARX-
mallille harhaiset estimaatit. ARX-mallin parametrien laskeminen on lineaarinen
regressio-ongelma, jolle on olemassa yksika¨sitteinen ratkaisu ka¨ytta¨ma¨lla¨ pienimma¨n
nelio¨summan menetelma¨a¨ (LS, least squares). Pienimma¨n nelio¨summan estimaatti
voidaan laskea ka¨ytta¨en yhta¨lo¨a¨
θˆ = (ΦTΦ)−1ΦTy (19)
missa¨ esiintyy parametrivektori
θ
T = [a1 . . . ana | b1 . . . bnb ] (20)
seka¨ selitta¨ja¨matriisiin Φ koottuna menneen ajan tulo- ja la¨hto¨na¨ytteet, joilla ARX-
mallin avulla seliteta¨a¨n tulevan ajan la¨hto¨signaalivektoria y. Pienimma¨n nelio¨sum-
man estimaatille on olemassa myo¨s rekursiivisia algoritmeja, jotka sopivat erityisesti
aikavarianttien ja¨rjestelmien parametrien ka¨yto¨naikaiseen identifiointiin.
Lisa¨a¨ma¨lla¨ kohinasuodatin C(q−1) ARX-malliin, saadaan ARMAX-malli (auto-
regressive moving average with external input), joka on esitetty kuvassa 13. Kohi-
nan oletetaan nyt olevan va¨rillista¨, ja valitsemalla tarpeeksi suuri kohinasuodattimen
kertaluku voidaan estimoida harhattomat polynomit A(q−1) ja B(q−1). Tulo-la¨hto¨-
ka¨ytta¨ytymista¨ kuvaava differenssiyhta¨lo¨ saa ARMAX-mallissa muodon
y(k) + a1y(k − 1) + · · ·+ anay(k − na) = b1u(k − 1) + . . .
+ bnbu(k − nb) + e(k) + c1e(k − 1) + · · ·+ cnce(k − nc) (21)
missa¨ ci-kertoimet ovat kohinasuodattimen parametrit ja nc kohinasuodattimen ker-
taluku.
ARMAX-malli voidaan estimoida muun muassa yleistetylla¨ pienimma¨n nelio¨sum-
man menetelma¨lla¨, laajennetulla pienimma¨n nelio¨summan menetelma¨lla¨, apumuut-
tujamenetelma¨lla¨ (IV, instrumental variable) tai PE-pohjaisilla (prediction error,
ennustusvirhe) menetelmilla¨ (Ljung 1999). Esimerkiksi Matlab Identification Tool-
box ka¨ytta¨a¨ yhdistelma¨a¨ useasta menetelma¨sta¨, ja alkuarvot saadaan tavallisella
ARX-estimaatilla (Ljung 2010).
IV-menetelma¨ssa¨ pyrita¨a¨n estimoimaan harhattomat parametrit ilman etta¨ tar-
vitaan kohinasuodatinta lainkaan. Ta¨llo¨in etuna on se, etta¨ kohinasuodattimen ker-
talukua ei tarvitse kiinnitta¨a¨. IV-estimaatti voidaan laskea yhta¨lo¨lla¨











missa¨ W on modifikaatio selitta¨ja¨matriisista Φ, kun osa arvoista on korvattu apu-
muuttujilla. Apumuuttujien valitsemiseen on olemassa monia eri tapoja. Tavallisesti
ka¨yteta¨a¨n IV4-menetelma¨a¨, jossa on nelja¨ vaihetta (Beineke et al. 1997; Ljung 1999,
s. 487):
1. Ja¨rjestelma¨a¨ hera¨teta¨a¨n signaalilla u(k), jolloin saadaan mitattu vaste y(k).
Na¨iden avulla lasketaan tavallisella pienimma¨n nelio¨summan menetelma¨lla¨ pa-
rametriestimaatit θˆ1.
2. Muodostetaan parametreista θˆ1 malli, jota simuloidaan hera¨tesignaalilla u(k)
ja saadaan vaste y1(k). Signaaleja u(k) ja y1(k) ka¨yteta¨a¨n apumuuttujina es-
timoitaessa parametreille IV-estimaattia θˆ2.
3. Parametreista θˆ2 muodostettua mallia simuloidaan ja¨lleen hera¨tesignaalil-
la u(k) ja saadaan vaste y2(k). Seuraavaksi lasketaan virhesignaali e(k) =
y(k)− y2(k), jota ka¨yteta¨a¨n AR-suodattimen estimointiin.
4. Signaalit u(k), y(k) ja y2(k) esisuodatetaan AR-rakenteella. Suodatettuja sig-
naaleja ka¨yteta¨a¨n lopulliseen apumuuttujaestimointiin ja saadaan harhatto-
mat parametrit θˆ3, joissa ei ole virhemallia mukana.
OE-mallissa (output error) oletetaan, etta¨ la¨hto¨o¨n summautuu valkoista kohinaa
kuvan 14 mukaisesti. Na¨in ka¨y esimerkiksi kun mittaussignaali on ha¨irio¨inen. OE-
malli on erikoistapaus ARMAX-mallista, jossa kohinasuodatin on A(q−1)-polynomi.
Parametrien estimoinnissa voidaan ka¨ytta¨a¨ samanlaisia menetelmia¨ kuin ARMAX-
mallin tapauksessa (Ljung 2010). OE-mallille voidaan muodostaa differenssiyhta¨lo¨
y(k) + a1y(k − 1) + · · ·+ anay(k − na) = b1u(k − 1) + . . .









Ja¨rjestelma¨n mallintamisessa joudutaan kera¨a¨ma¨a¨n na¨ytteita¨ seka¨ tulo- etta¨ la¨h-
to¨suureista. Na¨ytteenotosta johtuen ka¨ytetta¨vissa¨ oleva data on diskreettiaikaista,
joten diskreettien mallien identifiointi on luonnollinen la¨hestymistapa. Todelliset fy-
sikaaliset prosessit ovat kuitenkin aina jatkuva-aikaisia. Monimassaja¨rjestelma¨n ta-
pauksessa halutaan selvitta¨a¨ jatkuva-aikaisen ja¨rjestelma¨n parametreja, joten pelkka¨
diskreettiaikainen identifiointi ei ole riitta¨va¨.
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Jatkuva-aikaisten mallien estimointi jaetaan suoriin ja epa¨suoriin menetelmiin
(Garnier ja Young 2004). Epa¨suorissa menetelmissa¨ identifioidaan aluksi diskreet-
tiaikainen malli, joka muunnetaan jatkuva-aikaiseksi. Suorissa menetelmissa¨ tavoi-
tellaan suoraan jatkuva-aikaista mallia diskreettien tulo- ja la¨hto¨signaalien pohjalta.
Teoriassa jatkuva-aikaisen differentiaaliyhta¨lo¨n parametrit voidaan estimoida sa-
manlaisilla menetelmilla¨ kuin diskreetti differenssiyhta¨lo¨kin mutta ongelma on se,
etta¨ tarvittaisiin suureiden derivaattoja, jotka ovat harvoin suoraan saatavissa pro-
sessista. Kohinaisten ja diskreetisti na¨ytteistettyjen signaalien derivoinnista seuraa
suuria virheita¨, joten tarvittaisiin suodatusta. Toinen tapa on ratkaista numeerisesti
jatkuva-aikaisen siirtofunktion parametrit siten, etta¨ esimerkiksi simuloitu askelvas-
te sopii yhteen mitatun askelvasteen kanssa.
Taajuustasossa jatkuva-aikaisen siirtofunktion identifiointi voidaan tehda¨ dis-
kreettia¨ ARX-mallintamista muistuttavilla menetelmilla¨, jos tulo- ja la¨hto¨signaa-
lit Fourier-muunnetaan (Ljung 1999, s. 91). Usein kuitenkin suositeltavin tapa on
mallintaa ensin diskreetti ja¨rjestelma¨ ja myo¨hemmin muuttaa diskreetti pulssinsiir-
tofunktio jatkuva-aikaiseksi siirtofunktioksi muunnoskaavoilla (Ljung 2010).
4.1.4 Diskreetti- ja jatkuva-aikaisten mallien va¨linen yhteys
Epa¨suoraa identifiointimenetelma¨a¨ varten tarvitaan diskreetin ja jatkuvan ajan mal-
lien va¨lille kuvaus. Usein ka¨ytetty diskretointimenetelma¨ on nollannen kertaluvun
pito (ZOH, zero-order hold), jossa jatkuvasta signaalista otettu na¨yte pysyy vakiona
na¨ytteenottova¨lin ajan. Nollannen kertaluvun pito antaa jatkuva-aikaiselle siirto-










missa¨ on hyo¨dynnetty Z-muunnosta. Samasta yhta¨lo¨sta¨ on myo¨s mahdollista rat-
kaista muunnoskaava pulssinsiirtofunktiosta H(z) siirtofunktioon G(s). Analyyt-
tisen muunnoksen laskeminen suurille siirtofunktioille on eritta¨in tyo¨la¨sta¨, mutta
muunnos voidaan suorittaa numeerisesti ottamalla logaritmi tilansiirtomatriisista
(Kollar et al. 1996).
Napa-nollakuvaus on toinen menetelma¨ diskreetti- ja jatkuva-aikaisen ja¨rjestel-
ma¨n va¨liselle muunnokselle. Siina¨ oletetaan, etta¨ navat ja nollat voidaan kuvata
yhta¨lo¨n
z = esTs (25)
avulla Z- ja L-tasojen va¨lilla¨. A¨a¨retto¨myydessa¨ sijaitsevat nollat (s = ∞) kuva-
taan pisteeseen z = −1. Franklin et al. (1997) esitta¨va¨t kuvauksen suoritukseen
tarkemmat heuristiset sa¨a¨nno¨t.
Monesti ka¨yteta¨a¨n myo¨s Tustinin bilineaarista muunnosta. Siina¨ sovelletaan
approksimaatiota





mika¨ voidaan sijoittaa suoraan diskreettiaikaiseen pulssinsiirtofunktioon ja na¨in saa-
da jatkuva-aikainen vastine. Muunnos voidaan suorittaa vastaavalla tavalla myo¨s toi-
seen suuntaan. Approksimaation yksinkertaisuuden vuoksi se on erityisen soveltuva
analyyttisesti suoritettavaan muunnokseen.
Tustinin approksimaation etuna on se, etta¨ jatkuvan ja¨rjestelma¨n vasemman
puolitason navat kuvautuvat diskreetin ja¨rjestelma¨n yksikko¨ympyra¨n sisa¨lle, jolloin
ja¨rjestelmien stabiiliuskriteerit pysyva¨t samoina. Erityisesti suurilla na¨ytteenottova¨-
leilla¨ tapahtuu muunnoksessa taajuusva¨a¨ristyma¨, joka on mahdollista korjata jonkin
tietyn taajuuden ympa¨risto¨ssa¨ ka¨ytta¨ma¨lla¨ taajuuskorjattua Tustinin muunnosta.
(Franklin et al. 1997)
4.2 Hera¨tesignaalin valinta
Ka¨ytetyn hera¨tesignaalin tyyppi vaikuttaa merkitta¨va¨sti stokastisen identifioinnin
onnistumiseen. Signaalin tulisi olla varianssiltaan suurta ja muistuttaa valkoista ko-
hinaa eli sisa¨lta¨a¨ kaikkia tarkasteltavia taajuuksia tasaisesti. Signaalin jakaumalla
ei ole oleellista merkitysta¨; hera¨te voi yhta¨ hyvin olla esimerkiksi normaalijakautu-
nutta, tasaisesti jakautunutta tai bina¨a¨rista¨. Jos hera¨tesignaali on amplitudiltaan
rajoitettua, saadaan kuitenkin bina¨a¨risella¨ signaalilla aikaan suurin varianssi. Iden-





mika¨ kuvaa hera¨te- ja ha¨irio¨signaalien varianssien σ2u ja σ
2
e suhdetta. Tehokkuusker-
toimen kasvattaminen parantaa estimaatin tarkkuutta. Hera¨tesignaalin vaihtelualu-
een tulisikin siis olla huomattavasti suurempaa kuin ha¨irio¨kohinan.
Stokastisten testisignaalien etuna verrattuna sinimuotoisiin hera¨tteisiin on se,
etta¨ ja¨rjestelma¨n resonanssivaara voidaan va¨ltta¨a¨ (Pacas et al. 2004). Jos hera¨tesig-
naali on bina¨a¨rista¨ valkoista kohinaa, sisa¨lta¨a¨ se tasaisesti kaikkia taajuuksia eika¨
ja¨rjestelma¨a¨n syo¨teta¨ pelkka¨a¨ resonanssitaajuutta missa¨a¨n vaiheessa. Jos taajuusa-
nalyysi haluttaisiin suorittaa tekema¨lla¨ taajuuspyyhka¨isy muuttuvalla siniaallolla,
joutuisi ja¨rjestelma¨ suureen mekaaniseen rasitukseen resonanssitaajuuden kohdalla.
Stokastisessa identifioinnissa ka¨yteta¨a¨n tavallisesti hera¨tteena¨ pseudosatunnais-
ta bina¨a¨risignaalia (PRBS, pseudo-random binary signal). Silla¨ on kaksi mahdollista
arvoa, esimerkiksi −1 ja 1. Se voidaan muodostaa ka¨ytta¨en bina¨a¨rista¨ siirtorekis-
teria¨ ja XOR-porttia (exclusive or, poissulkeva tai-operaatio) kuvan 15 mukaisesti
(Villwock et al. 2008). XOR-porttiin tulee takaisinkytkenna¨t i- ja n-rekistereista¨.
Ensimma¨isen rekisterin arvoksi alustetaan yleensa¨ yksi ja loppujen arvoksi nolla.
Siirtorekisterin la¨hto¨na¨ saadaan sarja nollia ja ykko¨sia¨, jotka tulee skaalata vastaa-
maan halutun testisignaalin minimi- ja maksimiarvoja.
Siirtorekisterilla¨ muodostetun sekvenssin pituus on
N = 2n − 1 (28)
jossa n on rekisterien ma¨a¨ra¨. PRB-signaalin jaksonaika on
Tp = N · Ts (29)
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Kuva 15: Pseudosatunnaisen bina¨a¨risignaalin luonti siirtorekisterien avulla
missa¨ Ts on na¨ytteenottova¨li.
PRB-signaali siis lopulta toistaa itsea¨a¨n eika¨ siten ole aidosti satunnainen. Esi-
merkki signaalista on kuvassa 16. Ta¨ssa¨ i = 3 ja n = 4, joten sekvenssi toistaa
itsea¨a¨n 15 na¨ytteen va¨lein. Mita¨ suurempi n:n arvo on, sita¨ la¨hempa¨na¨ PRBS on
valkoista kohinaa. PRB-signaalia voi olla syyta¨ ka¨ytta¨a¨, jos na¨ytema¨a¨ra¨ on rajoi-
tettu. Ta¨llo¨in PRB-signaalilla saadaan hera¨tettya¨ tasaisemmin eri taajuuksia kuin
ta¨ysin satunnaisella bina¨a¨risignaalilla (RBS). Villwock et al. (2008) ovat tutkineet
tarkemmin PRB-signaalin ominaisuuksia ja niiden vaikutusta identifioinnin onnis-
tumiseen. Tuloksista ka¨y ilmi, etta¨ identifioitavuus meneteta¨a¨n la¨hes kokonaan, jos
parametreilla n ja Ts sa¨a¨delta¨va¨ PRB-signaalin spektrijakauma ei muistuta tarpeeksi
valkoista kohinaa.







Kuva 16: Esimerkki pseudosatunnaisesta bina¨a¨risignaalista, jossa i = 3, n = 4 ja
signaali voi saada arvot −1 ja 1
4.3 Identifioidun mallin validointi
Identifioinnin ja¨lkeen on ta¨rkea¨a¨ tarkastella tuloksen oikeellisuutta validoimalla mal-
li. Vaikka estimoitu malli antaisikin mittausdataa muistuttavan vasteen tai paramet-
riarvot vaikuttaisivat ja¨rkevilta¨, saattaa mallissa silti piilla¨ jokin ongelma. Mallin-
nettavan ja¨rjestelma¨n oikeat parametrit ovat harvoin tiedossa, joten validointi ei
voi perustua mallin kertoimien tarkasteluun. Mallin kertaluku saatetaan valita liian
suureksi, jos estimointi suoritetaan vain yhdesta¨ mittausdatasta. Va¨a¨ra¨t oletukset
ha¨irio¨kohinan summautumisesta ja¨rjestelma¨a¨n voivat heikenta¨a¨ estimaattia.
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Era¨s ta¨rkea¨ diskreettien mallien validointimenetelma¨ on residuaalianalyysi. Siina¨
tarkastellaan ja¨a¨nno¨stermien (residuaalien)
ε(k) = y(k)− yˆ(k) (30)
eli todellisten ja ennustettujen la¨hto¨suureiden erotuksen tilastollisia ominaisuuksia.
Jos mallirakenne on valittu oikein, tulisi ennustetun ja mitatun la¨hto¨suureen ero-
tuksen olla ta¨ysin satunnaista. Lisa¨ksi ta¨ma¨ erotus ei saa riippua ka¨ytetysta¨ hera¨-
tesignaalista. Jos valittu mallirakenne ei kuvaa ja¨rjestelma¨n dynamiikkaa ja ha¨irio¨-
kohinan summautumista oikein, na¨hda¨a¨n residuaalianalyysissa mallivirheen olevan
va¨rillista¨ kohinaa tai mallivirheen korreloivan tulosignaalin kanssa. Ta¨llo¨in voi olla
syyta¨ vaihtaa oletusta mallirakenteesta.
Ristivalidointi on toinen usein ka¨ytetty menetelma¨ mallin oikeellisuuden varmis-
tamiseen. Siina¨ kera¨tty mittausdata jaetaan kahteen segmenttiin, joista ensimma¨isel-
la¨ estimoidaan malli normaaliin tapaan. Toista datasegmenttia¨ ka¨yteta¨a¨n validoin-
tiin vertaamalla mallilla ennustettua vastetta todelliseen vasteeseen. Ristivalidointia
ka¨yteta¨a¨n erityisesti mallirakenteen kertaluvun valinnassa, jolloin na¨hda¨a¨n, mista¨
kertaluvusta alkaen estimaatit eiva¨t ena¨a¨ parane. Ta¨llo¨in esteta¨a¨n mallin ylipara-
metrisointi, jossa malli yritta¨a¨ selitta¨a¨ myo¨s satunnaisen ha¨irio¨kohinan vaikutusta.




Ta¨ssa¨ luvussa ka¨sitella¨a¨n aluksi kirjallisuudessa esiintyvia¨ tapoja identifioida mo-
nimassaja¨rjestelmia¨. Ta¨ma¨n ja¨lkeen otetaan kantaa ka¨yta¨nno¨n kaksimassaja¨rjes-
telma¨n identifioinnissa mahdollisesti vastaan tuleviin seikkoihin. Na¨ita¨ ovat muun
muassa hera¨te- ja vastesignaalien muodostaminen ja ka¨sittely seka¨ identifiointija¨rjes-
telyt erilaisiin sa¨hko¨ka¨ytto¨jen sovelluksiin. Lopuksi esiteta¨a¨n ta¨ssa¨ tyo¨ssa¨ ka¨ytetta¨va¨
kaksimassaja¨rjestelma¨n identifiointimenetelma¨.
5.1 Mahdollisia identifiointimenetelmia¨
Seuraavassa ka¨sitella¨a¨n kirjallisuudessa esiintyvia¨ tapoja identifioida monimassa-
ja¨rjestelmia¨. Ka¨ytettyja¨ keinoja ovat ei-parametroidut taajuusvastepohjaiset me-
netelma¨t seka¨ diskreetti- ja jatkuva-aikaiset polynomimallit. Monesti suodattimien
tai adaptiivisten rakenteiden viritysta¨ varten on riitta¨va¨a¨ tuntea resonanssitaajuu-
det, joten na¨issa¨ tapauksissa kaikkien parametrien identifiointia ei ole tavoiteltu
(Pacas et al. 2010).
Normaalisti parametrien identifiointi tapahtuu laitteiston ka¨ytto¨o¨notossa, mutta
joissain tapauksissa ka¨yto¨naikainen (online) identifiointi on hyo¨dyllista¨. Useimmissa
tapauksissa hera¨tteena¨ ka¨yteta¨a¨n PRB-signaalia, joka syo¨teta¨a¨n va¨a¨nto¨momentti-
tai nopeusohjeeseen, mutta myo¨s erilaisia sinihera¨tteita¨ ka¨yteta¨a¨n. Yleensa¨ mitattu
vaste on nopeus moottorin puolelta.
5.1.1 Taajuusvastemenetelma¨t
Wertz et al. (1999) aloittavat identifioinnin selvitta¨ma¨lla¨ ja¨rjestelma¨n soveltuvuu-
den kaksimassa-approksimaatiolle. Ta¨ma¨ suoritetaan analysoimalla taajuustasossa
askelvastetta tilastollisin menetelmin, jonka ja¨lkeen tehda¨a¨n varsinainen identifioin-
ti PRB-signaalilla. Taajuusvasteeseen sovitetaan kaksimassaja¨rjestelma¨n siirtofunk-
tiomalli Nelder-Meadin optimointimenetelma¨lla¨. Minimointikriteerina¨ ka¨yteta¨a¨n se-
ka¨ vahvistuksen etta¨ vaiheen nelio¨summaa. Identifioinnissa ka¨ytetta¨va¨ taajuusvaste






Vaihelukittu silmukka (PLL, phase locked loop) sopii resonanssitaajuuden etsimi-
seen, jos ei ole tarvetta tunnistaa kaksimassaja¨rjestelma¨n parametreja (Pacas et al.
2000). Menetelma¨n todetaan olevan huomattavasti nopeampi kuin FFT-pohjaisten
(fast Fourier transform, nopea Fourier-muunnos) menetelmien tai muuttuvataajuis-
ten suodattimien ka¨yto¨n. Vaihelukittu silmukka lukkiutuu, jos va¨ra¨htelyn amplitudi
on tarpeeksi suuri. PLL-menetelma¨n haittapuolena on se, etta¨ identifioinnin aikana
ja¨rjestelma¨ altistetaan resonanssille.
Mu¨ller ja Mutschler (2002) ehdottavat FFT-analyysimenetelma¨a¨ kolmimassaja¨r-
jestelma¨n identifiointiin, kun halutaan selvitta¨a¨ hitausmomenttien ja jousivakioiden
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arvot mutta vaimennukset ja¨teta¨a¨n huomiotta. Hera¨tesignaalina ka¨yteta¨a¨n superpo-
sitiota eritaajuisista ja -vaiheisista sinisignaaleista. FFT-analyysi suoritetaan mita-
tusta kulmakiihtyvyyssignaalista, jonka ja¨lkeen algoritmi etsii dominoivat maksimi-
ja minimikohdat. Maksimi- ja minimikohdista saadaan napojen ja nollien taajuudet,
joista edelleen pa¨a¨tella¨a¨n hitausmomentit ja jousivakiot. Vaikeutena on sopivan suo-
datuksen lo¨yta¨minen, jotta kohina ei vaikuta haun onnistumiseen ja toisaalta jotta
dominoivia huippuja ei kadoteta. Menetelma¨a¨ on verrattu ARMAX-identifiointiin,
ja FFT-analyysimenetelma¨n todetaan olevan laskennallisesti kevyempi ja va¨hem-
ma¨n ha¨irio¨herkka¨. FFT-menetelma¨n todetaan soveltuvan vain heikosti vaimenne-
tuille ja¨rjestelmille, silla¨ vaimennus haittaa resonanssitaajuuksien havaitsemista.
Pacas et al. (2004) soveltavat Levenberg-Marquardt -algoritmia (LM) kaksimas-
saja¨rjestelma¨n parametrien hakuun. LM-algoritmi on numeerinen gradienttipohjai-
nen optimointimenetelma¨, jota on sovellettu erityisesti epa¨lineaarisissa tapauksissa
pienimma¨n nelio¨summan menetelma¨n mukaisissa sovituksissa. Pacasin et al. mene-
telma¨ssa¨ haetaan aluksi taajuusvaste, jonka ja¨lkeen sovitetaan parametroitu malli
LM-menetelma¨lla¨. LM-algoritmi on iteratiivinen, joten se vaatii alkuarvaukset para-
metreille, mutta kohtuulliset estimaatit saadaan arvioitua taajuusvasteen pohjalta.
Ja¨rjestelma¨n hera¨tteena¨ ka¨yteta¨a¨n PRB-signaalia, ja taajuusvaste saadaan signaa-
linka¨sittelymenetelmilla¨ auto- ja ristikorrelaatiofunktioiden avulla.
Samaa LM-algoritmia parametrien sovittamiseen ovat hyo¨dynta¨neet Villwock et
al. (2005), mutta Welchin menetelma¨a¨ on ka¨ytetty taajuusvasteen ma¨a¨ritykseen.
Welchin menetelma¨ perustuu diskreettiin Fourier-analyysiin, mutta kohinan vai-
kutusta tehospektriin voidaan pienenta¨a¨ taajuusresoluution kustannuksella. Ta¨ma¨
saadaan aikaan keskiarvoistamalla ja muokkaamalla periodogrammeja, jotka laske-
taan jonkin tietyn taajuusalueen FFT-analyysilla¨. Kaksimassaja¨rjestelma¨n paramet-
rit saadaan sovittamalla siirtofunktio taajuusvasteeseen. Villwock ja Pacas (2008)
soveltavat samaa menetelma¨a¨ kolmimassaja¨rjestelmille seka¨ suorittavat identifioin-
nin myo¨s suljetun silmukan ja¨rjestelma¨n tapauksessa. Lisa¨ksi he vertaavat Welchin
menetelma¨lla¨ saatua taajuusvastetta korrelaatiofunktioiden ka¨ytto¨o¨n.
Taajuusvasteessa na¨hta¨va¨t resonanssitaajuudet voidaan havaita myo¨s koherens-
sifunktiosta (Villwock et al. 2008). Koherenssifunktio kuvaa tulosignaalista johtuvaa
la¨hto¨signaalin tehoa taajuuden funktiona, ja se voi saada arvoja va¨lilta¨ 0 . . . 1. Ar-
volla 1 kaikki informaatio la¨hto¨signaalissa on selitetta¨vissa¨ tulosignaalin avulla, ja
arvolla 0 tulo- ja la¨hto¨signaalien va¨lilla¨ ei ole mita¨a¨n yhteytta. Ka¨y ilmi, etta¨ kohinan
ja epa¨lineaarisuuksien lisa¨ksi koherenssifunktiota pienenta¨a¨ voimakkaasti resonans-
si. Resonanssi- ja antiresonanssitaajuuksien kohdalla on koherenssifunktiossa jyrkka¨
kuoppa.
Taajuusvastemenetelmien etuna on se, etta¨ resonanssitaajuudet on mahdollis-
ta saada selville hyvin kohinaisellakin mittausdatalla (Pacas et al. 2010). Mekanii-
kan parametrien identifiointia varten tulee ka¨ytta¨a¨ numeerisia optimointimenetel-
mia¨, jotka voivat olla laskennallisesti raskaita eiva¨tka¨ takaa globaalin minimin lo¨y-
tymista¨. Lisa¨ksi tarvitaan ylima¨a¨ra¨inen muunnos aikatason na¨ytteista¨ taajuusta-




Beineke et al. (1997) vertaavat IV-menetelma¨n ka¨ytto¨a¨ LS- ja taajuustason iden-
tifiointimenetelmiin. Kaikkien kolmen menetelma¨n todetaan toimivan, jos kysees-
sa¨ oleva ja¨rjestelma¨ ei sisa¨lla¨ voimakkaita epa¨lineaarisuuksia. IV-menetelma¨n ha-
vaitaan olevan ylivertainen LS-menetelma¨a¨n na¨hden, jos nopeudenmittauksen re-
soluutio on alhainen. LS-estimaattia saadaan kuitenkin parannettua sopivalla no-
peusmittauksen suodatuksella. Diskreettiaikaisesta pulssinsiirtofunktiosta siirryta¨a¨n
jatkuva-aikaiseen siirtofunktioon hyo¨dynta¨ma¨lla¨ napa-nollakuvauksen kaltaista me-
netelma¨a¨.
Mu¨ller ja Mutschler (2002) identifioivat kolmimassaja¨rjestelma¨a¨ ARMAX-malli-
rakenteella. ARX-rakenteen todetaan olevan riitta¨ma¨to¨n, silla¨ erityisesti la¨hto¨o¨n
odotetaan summautuvan valkoinen kohinakomponentti. Parhaat tulokset on saatu
valitsemalla mallin ja virhepolynomin kertaluvuiksi 8 tai 10. Nopeusanturin muodos-
taman nelja¨nnen hitausmassan ja muiden parasiittisten ilmio¨iden todetaan nosta-
van kertalukua. Estimoidusta pulssinsiirtofunktiosta on erotettu dominoivat navat ja
nollat. Verrattaessa ARMAX-identifiointia FFT-pohjaiseen menetelma¨a¨n todetaan,
etta¨ edellinen soveltuu paremmin vaimennetuille systeemeille, joissa resonanssipiik-
kien tunnistaminen vaikeutuu.
Guo et al. (2002) jakavat vaimentumattoman kaksimassaja¨rjestelma¨n siirtofunk-
tion kahteen osaan: yksimassaja¨rjestelma¨n approksimaatioon ja oskilloivaan osaan.
Identifioitavia parametreja ovat kokonaishitausmomentti Jtot ja resonanssitaajuus
fres. Parametreja ka¨yteta¨a¨n nopeussa¨a¨timen automaattiseen viritykseen adaptiivi-
sessa ja¨rjestelma¨ssa¨. Hitausmomentin ka¨yto¨naikaiseen identifiointiin on kehitetty
diskreettiaikainen rekursiivinen algoritmi
U(k − 1) = Te(k − 1)− Te(k − 2) (32a)
ωˆM(k) = 2ωM(k − 1)− ωM(k − 2) + aˆ(k − 1)U(k − 1) (32b)
ε(k) = ωM(k)− ωˆM(k) (32c)
aˆ(k) = aˆ(k − 1) + β
U(k − 1)






missa¨ aˆ, U ja ε ovat va¨lituloksia. Algoritmille tulee ma¨a¨ritta¨a¨ parametrina adaptiivi-
nen vahvistus β. Vahvistuksen suurentaminen nopeuttaa algoritmin suppenemista,
mutta lisa¨a¨ mittauskohinan vaikutusta estimaattiin. Kaksimassaja¨rjestelma¨n oskil-
loiva osa ma¨a¨riteta¨a¨n FFT-analyysin avulla etsima¨lla¨ dominoiva resonanssitaajuus,
jolloin saadaan identifioitua akselin va¨a¨nto¨jousivakio.
O¨string et al. (2003) tarkastelevat teollisuusrobotin kolmimassaja¨rjestelma¨n mal-
lin identifiointia. Identifiointi suoritetaan paikkasa¨a¨detyssa¨ suljetun silmukan ja¨rjes-
telma¨ssa¨. Hera¨tesignaalina ka¨yteta¨a¨n muuttuvataajuista sinisignaalia (chirp) seka¨
siniaaltojen superpositiota, silla¨ PRB-signaali paikkaohjeena aiheuttaisi liian suuria
amplitudeja nopeusohjeeseen. Eri mallirakenteiden vertailussa havaitaan OE-mallin
olevan identifiointiin riitta¨va¨.
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Eker ja Vural (2003) estimoivat kolmimassaja¨rjestelma¨lle diskreettiaikaisen puls-
sinsiirtofunktion ka¨ytta¨en rekursiivista pienimma¨n nelio¨summan algoritmia (RLS,
recursive least squares). Rekursiivisen apumuuttujamenetelma¨n todetaan antavan
harhattomat estimaatit nopealla suppenemisella, mutta luotettavuus ei ole yhta¨ hy-
va¨ kuin RLS-algoritmilla. Keskinelio¨virheen avulla voidaan pa¨a¨tella¨ sopiva mallin
kertaluku. Kertaluku on valittu oikein, kun mallirakenteen kasvattaminen ei ena¨a¨
pienenna¨ keskinelio¨virhetta¨ merkitta¨va¨sti. Koska mallirakennetta ei ta¨llo¨in ole va¨lt-
ta¨ma¨tta¨ kiinnitetty todelliseen ja¨rjestelma¨a¨n, vaikeutuu fysikaalisten parametrien
selvitta¨minen. Osoittautuu, etta¨ keskinelio¨virheen perusteella valittu mallirakenteen
kertaluku on ta¨ssa¨ tapauksessa pienempi kuin teorian pohjalta on odotettu.
5.1.3 Suora jatkuva-aikainen identifiointi
Kaksimassaja¨rjestelma¨n parametrien identifiointi voi perustua suoraan jatkuva-
aikaisen differentiaaliyhta¨lo¨n kertoimien ma¨a¨ritykseen. Ongelmana on se, etta¨ dif-
ferentiaaliyhta¨lo¨ssa¨ tarvitaan suureiden derivaattoja, joiden laskeminen mitatuista
suureista aiheuttaa suurta kohinaa. Differentiaaliyhta¨lo¨ voidaan kuitenkin puolit-
tain integroida useampaan kertaan, jolloin on mahdollista pa¨a¨sta¨ eroon suureiden














missa¨ on estimoitu kertoimia ai ja bi (i = 1 . . . 3). Estimointi perustuu pienimma¨n
nelio¨summan menetelma¨a¨n, jota sovelletaan iteratiivisesti harhattomien estimaat-
tien saamiseksi. Dhaouadi ja Kubo tekeva¨t menetelma¨sta¨ lisa¨ksi rekursiivisen, jotta
sita¨ voidaan hyo¨dynta¨a¨ ka¨yto¨naikaisessa identifioinnissa. Samalla todetaan muisti-
vaatimusten pienentyva¨n, silla¨ kaikkea mittaustietoa ei tarvitse sa¨ilytta¨a¨.
Yoshioka ja Hanamoto (2006) esitta¨va¨t pienimma¨n nelio¨summan menetelma¨a¨n
pohjautuvan algoritmin monimassaja¨rjestelma¨n jatkuva-aikaisen siirtofunktion esti-
mointiin. Algoritmissa muunnetaan signaalinka¨sittelyn avulla diskreettiaikaiset tulo-
ja la¨hto¨signaalit taajuustasoon, minka¨ ja¨lkeen suoritetaan siirtofunktion paramet-
rien haku iteratiivisesti. Oikean siirtofunktion kertaluvun etsimiselle on kehitetty
automaattinen menetelma¨. Menetelma¨a¨ sovelletaan kolmi- ja nelimassaja¨rjestelmien
taajuusvasteen ma¨a¨ritykseen, mutta ja¨rjestelma¨n mekaanisia parametreja ei identi-
fioida.
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5.2 Hera¨tesignaali todellisessa ja¨rjestelma¨ssa¨
Hera¨tesignaali summataan yleensa¨ paikan, nopeuden tai va¨a¨nto¨momentin ohjear-
voon. Teoriassa identifiointi onnistuu parhaiten, jos hera¨tesignaalin varianssi on
mahdollisimman suuri (Ljung 1999, s. 415). Moottorika¨ytto¨ja¨ identifioitaessa he-
ra¨tesignaalia rajoittavat erityisesti suurin sallittu va¨a¨nto¨momentti ja nopeus. Va¨a¨n-
to¨momenttia hera¨tesignaalina ka¨ytetta¨essa¨ saatetaan saada tarkempi identifiointitu-
los, jos va¨a¨nto¨momenttitieto on sa¨a¨to¨ja¨rjestelma¨n antama estimaatti toteutuneesta
va¨a¨nto¨momentista eika¨ sa¨a¨timelle annettu va¨a¨nto¨momentin ohjearvo. Hyvin toimi-
valla va¨a¨nto¨momenttisa¨a¨do¨lla¨ eron tulisi kuitenkin olla pieni.
Ka¨ytetta¨essa¨ esimerkiksi RB-signaalia hera¨tteena¨ tulee huomioida se, etta¨ he-
ra¨tteen integraali on ”random-walk”-tyyppista¨ kohinaa. Moottorika¨ytto¨a¨ avoimessa
silmukassa identifioitaessa ta¨ma¨ tarkoittaa sita¨, etta¨ ajoittain moottori kiihtyy jom-
paan kumpaan suuntaan. Kiihtymista¨ onneksi rajoittavat moottorin ja kuorman hi-
tausmomentit ja kitkan vaimennukset. PRB-signaalin tapauksessa integraalin poik-
keaminen nollasta on helpommin ennakoitavissa. Identifiointiprosessissa on kuiten-
kin syyta¨ olla nopeusrajoitus, jonka ylittyessa¨ identifiointi lopetetaan ja tarvittaessa
suoritetaan uudestaan eri satunnaissignaalilla.
5.3 Na¨ytteistyksen valinta
Nyquist-Shannonin na¨ytteenottoteoreeman mukaan na¨ytteenottotaajuuden tulee ol-
la korkeimpaan toistettavaan taajuuteen na¨hden kaksinkertainen (Franklin et al.
1997, s. 163). Na¨ytteenottotaajuuden tulee siis olla va¨hinta¨a¨n kaksinkertainen sii-
hen resonanssitaajuuteen na¨hden, joka halutaan tunnistaa. Monissa tapauksissa on
syyta¨ mallintaa myo¨s ja¨rjestelma¨n ka¨ytta¨ytymista¨ hieman resonanssitaajuuden ja¨l-
keenkin, joten na¨ytteenottotaajuuden tulisi olla suurempi.
Liian korkea na¨ytteenottotaajuus voi toisaalta aiheuttaa numeerista herkkyytta¨,
silla¨ navat kasautuvat kompleksitason pisteen 1 la¨heisyyteen. Ta¨llo¨in laskennassa
ka¨ytetta¨va¨t matriisit ovat la¨hes singulaarisia ja identifioitavuus saatetaan menetta¨a¨
kokonaan. Suuri na¨ytteenottotaajuus voi aiheuttaa lisa¨ksi mallin sovituksen keskit-
tymisen korkealle taajuusalueelle. (Ljung 1999, s. 448)
Hyva¨ nyrkkisa¨a¨nto¨ on asettaa na¨ytteenottotaajuus kymmenkertaiseksi verrattu-
na prosessin kaistanleveyteen. Ka¨yta¨nno¨n sovelluksessa voidaan mitata ja¨rjestelma¨n
askelvaste ja valita na¨ytteenottotaajuus siten, etta¨ nousuajalle tulee 4 . . . 6 na¨ytet-
ta¨ (Ljung 1999, s. 452–453). Yleisimmissa¨ tapauksissa na¨ytteenoton on syyta¨ olla
tasava¨linen, silla¨ ei-tasava¨linen na¨ytteenotto vaikeuttaa analyysin ja identifioinnin
suorittamista.
Na¨ytema¨a¨ra¨n kasvattaminen pienenta¨a¨ ha¨irio¨kohinan vaikutusta ja parantaa pa-
rametriestimaattien tarkkuutta, jos mallirakenne on valittu oikein (Ljung 1999, s.
280). Toisaalta liian suuresta na¨ytema¨a¨ra¨sta¨ seuraa muistin ta¨yttyminen ja iden-
tifiointialgoritmien suorituksen huomattava hidastuminen. Sopiva na¨ytema¨a¨ra¨ on
sovelluksesta riippuvainen, ja siihen vaikuttaa muun muassa muistin ma¨a¨ra¨, lasken-
takapasiteetti ja ha¨irio¨kohinan suuruus.
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5.4 Nopeuden mittaus ja suodatus
Identifioinnin onnistumista varten nopeusmittauksen tarkkuus on erityisen ta¨rkea¨a¨.
Monissa tapauksissa ka¨yto¨ssa¨ on inkrementtienkooderi, joka antaa rajallisen ma¨a¨-
ra¨n mittauspulsseja kierrosta kohti, esimerkiksi 1024 tai 2048 pulssia kierrosta kohti.
Pienilla¨ nopeuksilla saadaan vain va¨ha¨n pulsseja aikayksikko¨a¨ kohti, jolloin nopeu-
denmittauksen tarkkuus on huono (Niiranen 1999). Pacas et al. (2010) ovat tutkineet
nopeudenmittauksen resoluution vaikutusta identifiointiin 8-, 10- ja 12-bittisilla¨ no-
peusantureilla, joissa 12-bittinen anturi vastaa 1024 pulssia kierrosta kohti. Pacas et
al. toteavat, etta¨ 8-bitin resoluutiolla signaali on hyo¨dyto¨n identifioinnin kannalta,
vaikka resonanssitaajuudet ovat heikosti na¨hta¨villa¨ taajuusvasteesta.
Mitatussa nopeussignaalissa voi esiintya¨ korkeataajuista kohinaa, jos nopeus on
saatu derivoimalla asentotietoa ajan suhteen. Kohina on mahdollista suodattaa pois
ka¨ytta¨en alipa¨a¨sto¨suodatinta. Suodattimen kaistanleveys tulee valita huomattavas-
ti mekaanisia ilmio¨ita¨ nopeammaksi, jotta suodatin voidaan ja¨tta¨a¨ mallintamatta.
Muussa tapauksessa joko identifioitavuus ka¨rsii tai suodattimen malli joudutaan
poistamaan identifioidusta mallista ja¨lkika¨teen.
Nopeussignaalin suodatin on mahdollista myo¨s ja¨tta¨a¨ kokonaan pois. Ta¨llo¨in
mitattu nopeussignaali on kohinainen, mutta ARX-pohjaissa menetelmissa¨ voidaan
huomioida kohinan summautuminen eri osiin ja¨rjestelma¨ssa¨. Koska nopeudenmit-
tauksen kohina summautuu la¨hdo¨n puolelle, on luonnollinen valinta ta¨llo¨in OE-
malli. Jos nopeudenmittauksen kohinaa ei voida olettaa riitta¨va¨lla¨ tarkkuudella val-
koiseksi, tulee ka¨ytta¨a¨ IV-menetelma¨a¨ tai estimoida ARMAX-malli, jossa on eril-
linen kohinasuodatin. Beineke et al. (1997) ovat tarkastelleet nopeudenmittauksen
suodatuksen vaikutusta estimoinnin onnistumiseen.
5.5 Va¨a¨nto¨momenttisa¨a¨do¨n vaikutus identifiointiin
Estimoinnissa mallintamattomat aikavakiot esiintyva¨t systemaattisina tai korreloi-
vina virheina¨. Joissain tapauksissa voi olla hyo¨dyllista¨ estimoida korkeamman ker-
taluvun malli, josta poimitaan dominoivat navat ja nollat. Va¨a¨nto¨momenttisa¨a¨-
to¨silmukan tapauksessa tunnetaan aikavakiot, joten sa¨a¨to¨silmukan vaikutus voi-
daan tarvittaessa poistaa korkeamman kertaluvun mallista. Ta¨llo¨in va¨lteta¨a¨n syste-
maattiset virheet, joihin pienimma¨n nelio¨summan estimaattori reagoi voimakkaasti.
(Mu¨ller ja Mutschler 2002)
Ka¨yta¨nno¨ssa¨ va¨a¨nto¨momenttisa¨a¨do¨n kaistanleveys voi olla jopa useita kilohert-
seja¨. Verrattuna mekaaniseen ja¨rjestelma¨a¨n, jonka resonanssitaajuudet sijoittuvat
monissa tapauksissa kymmenien tai satojen hertsien alueelle, on va¨a¨nto¨momentti-
sa¨a¨to¨ huomattavasti nopeampi. Tavallisesti na¨ytteistykseen liittyva¨ Nyquistin taa-
juus on huomattavasti pienempi kuin va¨a¨nto¨momenttisa¨a¨do¨n kaistanleveys, jolloin
va¨a¨nto¨momenttisa¨a¨do¨n vaikutuksen ei pita¨isi edes na¨kya¨ estimoitavassa mallissa.
Ta¨ssa¨ tyo¨ssa¨ va¨a¨nto¨momenttisa¨a¨to¨ oletetaan niin nopeaksi, etta¨ sita¨ ei tarvitse huo-
mioida.
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5.6 Avoin ja suljettu ja¨rjestelma¨
Monimassaja¨rjestelma¨n identifiointi voidaan toteuttaa joko avoimessa tai suljetussa
silmukassa (Pacas et al. 2004). Suljetun silmukan ja¨rjestelma¨lle on olemassa useita
erilaisia identifiointija¨rjestelyita¨, joista osassa tulee huomioida ka¨ytetyn nopeussa¨a¨ti-
men vaikutus. Nopeussa¨a¨din tekee identifioinnista monimutkaisempaa tai heikenta¨a¨
identifioitavuutta. Va¨a¨nto¨momenttisa¨a¨do¨n oletetaan olevan kaksimassaja¨rjestelma¨n
mekaniikkaa huomattavasti nopeampi, joten sen vaikutus ja¨teta¨a¨n huomiotta.
Avoimen silmukan identifiointi suoritetaan kuvan 17 mukaisessa ja¨rjestelyssa¨.
Identifiointi on yksinkertaisinta ta¨ssa¨ tapauksessa, silla¨ PRBS-hera¨te on suoraan
va¨a¨nto¨momenttiohje Te,r ja samalla identifioinnissa ka¨ytetty tulosignaali u(t). Mi-
tattu vaste y(t) on kulmanopeus moottorin puolelta. Jos va¨a¨nto¨momenttisa¨a¨to¨ ole-
tetaan ideaaliseksi, saa identifioitava siirtofunktio muodon
Y (s)
U(s)
= P (s) (34)
missa¨ P (s) on kaksimassaja¨rjestelma¨n siirtofunktio (6). Avoimen silmukan identi-
fiointija¨rjestelya¨ kannattaa useimmiten ka¨ytta¨a¨, mika¨li se on mahdollista. Koska
nopeussa¨a¨din on poiskytkettyna¨, ei ta¨lla¨ ja¨rjestelylla¨ tavallisesti suoriteta ka¨yto¨nai-
kaista identifiointia.
Jos avoimen silmukan identifioinnin hera¨tesignaali on nollakeskiarvoista ja al-
kunopeutta ei ole, pysytella¨a¨n identifioinnin aikana nollanopeuden la¨histo¨lla¨. Ta¨l-
lo¨in kitkailmio¨ on epa¨lineaarisimmillaan. Hera¨tesignaalissa voi myo¨s olla keskiarvo,
jolloin moottori kiihtyy identifioinnin aikana. Ta¨llo¨in la¨hto¨signaalissa na¨kyy tren-
di, joka tulee poistaa ennen identifiointia. Vastaavalla tavalla identifiointi voidaan
suorittaa myo¨s moottorin hidastuessa joltakin alkunopeudelta. Na¨illa¨ menetelmilla¨
voidaan pienenta¨a¨ kitkan epa¨lineaarisuuden vaikutusta.
Suljetun silmukan tapauksessa ka¨yto¨ssa¨ on nopeussa¨a¨din ja joskus myo¨s paikka-
sa¨a¨din. Sa¨a¨timen ka¨ytta¨minen saattaa heikenta¨a¨ identifioituvuutta, jos identifioin-
nissa ka¨ytetty tulosignaali u(t) riippuu osittain lineaarisesti la¨hto¨signaalista y(t)
(Ljung 1999, s. 430). Sa¨a¨din voi olla kuitenkin tarpeen, jos prosessi olisi muutoin
epa¨stabiili tai sa¨a¨dinta¨ ei muista syista¨ voida kytkea¨ pois. Esimerkiksi lineaarisen
liikkeen tapauksessa saattaa liikkumatila loppua, jollei pysytella¨ paikkasa¨a¨timen
avulla yhden pisteen la¨heisyydessa¨. Suljetun silmukan identifiointi sopii myo¨s hy-








Kuva 17: Identifiointi avoimen silmukan tapauksessa, kun hera¨tesignaalina on va¨a¨n-
to¨momenttiohje (tapaus 1)
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Nopeussa¨a¨detyssa¨ tapauksessa mahdollisia identifiointija¨rjestelyita¨ on useita eri-
laisia. Kuvassa 18 on esitetty suljetun ja¨rjestelma¨n epa¨suora identifiointimenetelma¨.
Ta¨ssa¨ tapauksessa hera¨tesignaali on asetettu nopeussa¨a¨timen tuloon, jolloin hera¨te-
signaali ei ole ena¨a¨ va¨a¨nto¨momenttiohje vaan nopeusohje. Identifioinnissa haetaan





1 + C(s)P (s)
(35)
missa¨ C(s) on nopeussa¨a¨din, joka on usein yhden tai kahden vapausasteen PI-sa¨a¨din.
Jos sa¨a¨timen malli tunnetaan tarkasti, voidaan sen vaikutus poistaa lopputulokses-
ta. Epa¨suoran identifioinnin haittapuolena on se, etta¨ tavallisesti ka¨yta¨nno¨n sa¨a¨to¨-
rakenteet voivat kylla¨stya¨ ja niissa¨ on antiwindup-toiminto. Ta¨llo¨in sa¨a¨timen C(s)
ka¨ytta¨ytyminen voi muuttua epa¨lineaariseksi identifioinnin aikana ja prosessille P (s)
saadaan virheellinen malli (Ljung 1999, s. 435).
Suora suljetun ja¨rjestelma¨n identifiointimenetelma¨ on esitetty kuvassa 19. Ta¨s-
sa¨ on nopeussignaalin y(t) ja tulosignaalin u(t) lineaarista riippuvuutta pienennet-
ty summaamalla PRBS-hera¨te va¨a¨nto¨momenttiohjeeseen. Ta¨llo¨in oletetaan nopeus-
sa¨a¨timen vaikutuksen olevan niin pieni, etta¨ identifiointi voidaan suorittaa avoimen
silmukan tapaan. Ta¨ssa¨ tapauksessa identifioidaan ja¨lleen yhta¨lo¨n (34) mukaista
siirtofunktiota, jolloin etuna on se, etta¨ suorassa identifioinnissa ei tarvita sa¨a¨ti-
men mallia lainkaan. Identifiointi ei kuitenkaan ole yhta¨ tehokasta kuin avoimen
silmukan tapauksessa, koska identifioinnissa ka¨ytetty tulosignaali ei ole sa¨a¨timesta¨
johtuen ta¨ysin valkoista kohinaa. Suorassa suljetun ja¨rjestelma¨n tapauksessa jou-
dutaan mahdollisesti ka¨ytta¨ma¨a¨n suurempaa hera¨tteen varianssia kuin avoimessa
silmukassa, jotta saataisiin yhta¨ tarkat parametriestimaatit.
Kuvan 19 mukainen suoran suljetun ja¨rjestelma¨n identifiointi voidaan myo¨s muo-
kata kuvan 20 mukaiseen muotoon, jossa identifioinnissa ka¨ytetty tulosignaali u(t)
otetaan suoraan PRBS-hera¨tteesta¨. Ta¨ssa¨ muodossa voidaan sa¨a¨timen vaikutus ot-

















Kuva 18: Epa¨suora identifiointi suljetun silmukan tapauksessa, kun hera¨tesignaalina













Kuva 19: Suora identifiointi suljetun silmukan tapauksessa, kun hera¨tesignaali sum-












Kuva 20: Suora identifiointi muokattu epa¨suoraan muotoon suljetun silmukan ta-
pauksessa, kun hera¨tesignaali summataan va¨a¨nto¨momenttiohjeeseen (tapaus 4)
Suljetun silmukan identifiointija¨rjestelyilla¨ voidaan selvitta¨a¨ kaksimassamallin
parametrit eri nopeuksien la¨histo¨lla¨. Parametrien taulukointi eri toimintapisteissa¨
on yksi tapa huomioida epa¨lineaariset ilmio¨t kuten kitka. Jos halutaan paramet-
rit vain yhdessa¨ toimintapisteessa¨, nopeuden ohjearvon olisi syyta¨ olla erisuuri kuin
nolla, silla¨ kitkailmio¨ on epa¨lineaarisin nollanopeuden la¨histo¨lla¨ (Pacas et al. 2004).
Ta¨ma¨ saattaa kuitenkin olla mahdotonta esimerkiksi nostoka¨ytto¨jen identifioinnis-
sa, jos taakka tulee pyrkia¨ pita¨ma¨a¨n paikallaan. Kuvien 19 ja 20 mukaisissa sul-
jetun silmukan ja¨rjestelma¨n tapauksissa tulee mitatusta nopeussignaalista poistaa
keskiarvo, jos identifioinnin aikana ka¨ytetty nopeusohje poikkeaa nollasta. Kuvan 18
tapauksessa keskiarvo tulee poistaa, jos hera¨tesignaali ei ole nollakeskiarvoista.
Avoimen silmukan identifiointija¨rjestelya¨ kutsutaan jatkossa tapaukseksi 1. Ta-
paus 2 on suljetun silmukan epa¨suora identifiointi, jossa nopeusohjeena on hera¨te-
signaali. Tapaus 3 on suljetun silmukan suora identifiointi, jossa hera¨tesignaali sum-
mataan va¨a¨nto¨momenttiohjeeseen. Tapaus 4 on tapausta 3 muistuttava epa¨suora
identifiointija¨rjestely. Tapaukset 1–3 ovat alunperin Pacasin et al. (2004) esitta¨mia¨.
Tapaus 4 on ta¨ssa¨ tyo¨ssa¨ kehitetty modifikaatio tapauksesta 3. Tietyilla¨ hera¨tesig-
naalin valinnoilla tapaus 4 vastaa ta¨ysin tapausta 2, joten na¨iden va¨lisessa¨ valinnassa
merkitseva¨a¨ on se, mihin kohtaan ja¨rjestelma¨ssa¨ hera¨tesignaalia voidaan syo¨tta¨a¨.
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5.7 Ehdotettu menetelma¨
Tyo¨ssa¨ on valittu ka¨ytetta¨va¨ksi identifiointimenetelma¨, jossa aluksi ma¨a¨riteta¨a¨n
diskreettiaikainen polynomimalli ja muunnetaan saatu tulos numeerisesti jatkuva-
aikaiseksi siirtofunktioksi. Jatkuva-aikaisesta siirtofunktiosta voidaan tunnistaa esti-
moitavat parametrit JM, JL, bM, bL, c ja d. Diskreetin polynomimallin identifiointiin
on olemassa useita menetelmia¨, joiden va¨linen valinta riippuu mallirakenteesta ja
ha¨irio¨kohinan summautumisesta ja¨rjestelma¨a¨n.
ARX-malli on yksinkertaisin identifioida, mutta jos nopeudenmittaukseen sum-
mautuu suurta ha¨irio¨kohinaa, on syyta¨ ka¨ytta¨a¨ OE-mallia. ARX-pohjaisten mene-
telmien etuina on se, etta¨ estimoitavista parametreista ei tarvita alkuarvausta ja
pienimma¨n nelio¨summan menetelma¨ antaa aina yksika¨sitteisen ratkaisun. Selitta¨ja¨-
matriisin transpoosin ja selitta¨ja¨matriisin tulon ΦTΦ ka¨a¨nteismatriisin laskeminen
tekee ARX-pohjaisten algoritmien laskemisen kuitenkin hyvin raskaaksi. Tallennet-
tavasta na¨ytema¨a¨ra¨sta¨ riippuen muistivaatimukset voivat olla hyvinkin suuret. OE-
mallin estimoinnissa voidaan ka¨ytta¨a¨ samankaltaisia menetelmia¨ kuin ARX-mallin
estimoinnissa, mutta prosessi on monivaiheinen ja usein iteratiivinen.
Jos ja¨rjestelma¨a¨n summautuu ha¨irio¨kohinaa myo¨s muualle kuin la¨hto¨o¨n tai kohi-
na ei ole valkoista, eiva¨t ARX- ja OE-mallit anna hyvia¨ estimaatteja. Ta¨llo¨in voidaan
pyrkia¨ estimoimaan ARMAX-malli, jolloin kohinalle on oma suodattimensa. Kohi-
namallia kuitenkin harvoin tarvitaan, joten voidaan ka¨ytta¨a¨ IV-menetelma¨a¨ har-
hattomien A- ja B-polynomien estimointiin. IV-menetelma¨ on myo¨s monivaiheinen,
joten se on tavallista ARX-mallia tyo¨la¨a¨mpi laskea. Osa ta¨ma¨n tyo¨n tavoitteesta on
verrata ARX-, OE- ja IV-estimaattien ka¨ytto¨a¨ kaksimassaja¨rjestelma¨n identifioin-
nissa. Tyo¨ssa¨ ka¨ytetta¨va¨t estimaatit lasketaan Matlab Identification Toolboxin arx-,
oe- ja iv4-komennoilla (Ljung 2010).
Pienimma¨n nelio¨summan menetelma¨ on tarvittaessa myo¨s mahdollista muoka-
ta rekursiiviseen muotoon, jolloin on tarve sa¨ilytta¨a¨ vain viimeisimma¨t mittaukset.
Ta¨llo¨in muistivaatimukset saadaan pienentyma¨a¨n oleellisesti. Lisa¨ksi rekursiivista
menetelma¨a¨ voidaan hyo¨dynta¨a¨ aikavarianttien ja¨rjestelmien ka¨yto¨naikaisessa iden-
tifioinnissa. Rekursiiviset menetelma¨t ovat kuitenkin ta¨ma¨n tyo¨n ulkopuolella. Tar-
vittaessa lisa¨tietoa rekursiivisista menetelmista¨ lo¨ytyy esimerkiksi la¨hteesta¨ (Ljung
1999).
Seuraavassa kuvataan era¨s menetelma¨, jolla voidaan tunnistaa estimoidusta siir-
tofunktiosta kaksimassaja¨rjestelma¨n parametrit. Menetelma¨sta¨ on useita versioita
sen mukaan, onko kyseessa¨ avoimen vai suljetun silmukan identifiointi ja mita¨ suu-
retta on ka¨ytetty identifioinnin tulosignaalina. Suljetun silmukan identifioinnissa
on tarkasteltu nopeussa¨a¨timena¨ P-sa¨a¨dinta¨, joka muodostaa voimakkaan lineaari-
sen riippuvuuden tulo- ja la¨hto¨signaalien va¨lille. Ta¨ma¨n vuoksi P-sa¨a¨din on iden-
tifioitavuuden kannalta yksi vaikeimmista tapauksista (Ljung 1999). Ta¨ssa¨ tyo¨ssa¨
verrataan avoimen ja suljetun silmukan identifioinnin toimivuutta ja tutkitaan no-
peussa¨a¨timen vahvistuksen vaikutusta. Vastaavaa aihepiirin ka¨sittelya¨ ei kirjallisuu-
dessa ole tietta¨va¨sti aiemmin tehty.
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2 + b2s+ b3
s3 + a1s2 + a2s+ a3
(37)
oleva siirtofunktio. Jos kyseessa¨ on avoimen tai suljetun silmukan ja¨rjestelma¨n suora
identifiointi (tapaukset 1 ja 3), vastaa yhta¨lo¨ (37) sa¨hko¨magneettisesta va¨a¨nto¨mo-


























Suljetun silmukan epa¨suorassa identifioinnissa (tapaus 2) tulee siirtofunktioon
mukaan nopeussa¨a¨din, joka on ta¨ssa¨ tapauksessa P-sa¨a¨din. Identifioinnissa haetaan
siirtofunktiota kulmanopeuden ohjearvosta mitattuun moottorin kulmanopeuteen,


























Kun suljetun silmukan suora identifiointi muokataan epa¨suoraan muotoon (ta-






















cbM + cbL + kpc
JMJL
(40f)
Jokaisesta yhta¨lo¨ryhma¨sta¨ (38), (39) ja (40) voidaan ratkaista parametrit JM,
JL, bM, bL, c ja d. Yhta¨lo¨iden (39) ja (40) kohdalla oletetaan, etta¨ nopeussa¨a¨timen
vahvistus kp tunnetaan. Parametreille ratkaistuja algebrallisia yhta¨lo¨ita¨ ei kuiten-
kaan esiteta¨ ta¨ssa¨ tyo¨ssa¨ niiden pituuden vuoksi, mutta niita¨ hyo¨dynneta¨a¨n luvuissa
6 ja 7. Yhta¨lo¨ita¨ voitaisiin myo¨s yksinkertaistaa olettamalla muun muassa kuorman
hitausmomentti ja vaimennus huomattavasti moottorin puolen hitausmomenttia ja
vaimennusta suuremmiksi.
Identifioinnin suoritusvaiheet voidaan esitta¨a¨ kuvan 21 mukaisella lohkokaaviol-
la. Aluksi tulee valita joko avoimen tai suljetun silmukan identifiointija¨rjestely ja
identifioitavat parametrit. Ta¨ma¨n ja¨lkeen on haluttu mallirakenne kiinnitetty ja
identifioitava siirtofunktio voidaan ratkaista. Seuraavaksi suoritetaan mittaukset
aluksi pienella¨ hera¨tesignaalilla, jota myo¨hemmin kasvatetaan jos identifiointi ei
muuten onnistu. Na¨in va¨lteta¨a¨n turha rasitus ja¨rjestelma¨ssa¨ ja voidaan ennakoi-
da va¨a¨nto¨momentti- tai nopeusrajojen ylittyminen.
ARX-malli kannattaa estimoida ensimma¨isena¨, koska sen tuloksia ka¨yteta¨a¨n OE-
ja IV-estimaattien laskennassa. Estimointimenetelmien hyvyytta¨ on mahdollista tar-
kastella residuaalianalyysin avulla (Ljung 2010). Ta¨ssa¨ tyo¨ssa¨ ei puututa tarkemmin
residuaalien tarkasteluun mallien validointikeinona, koska identifioinnin tuloksia voi-
daan poikkeuksellisesti verrata todellisiin parametreihin. Ta¨llo¨in saadaan ka¨sitys sii-
ta¨, mika¨ menetelma¨ soveltuu estimointiin parhaiten.
Kun on saatu identifioitua diskreettiaikainen pulssinsiirtofunktio, muunnetaan
se jatkuva-aikaiseksi esimerkiksi ZOH-, napa-nolla- tai Tustinin kuvauksella. Tyo¨s-
sa¨ ka¨yteta¨a¨n vain ZOH-menetelma¨a¨, silla¨ on oletettavissa etta¨ muut menetelma¨t
antavat samansuuntaisia tuloksia. Muunnos suoritetaan numeerisesti, silla¨ algebral-
linen muokkaaminen tuottaisi hyvin monimutkaiset muunnosyhta¨lo¨t. Muunnoksen
ja¨lkeen voidaan ratkaista halutut kaksimassaja¨rjestelma¨n parametrit vertaamalla
siirtofunktiota kiinnitettyyn mallirakenteeseen. Parametrien oikeellisuus voidaan to-
deta esimerkiksi vertaamalla simuloitua ja mitattua askelvastetta ja laskemalla vir-
heintegraali. Jos tulos ei ole tyydytta¨va¨, voidaan identifiointi toistaa kasvattamalla
hera¨tesignaalia.
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taminen seka¨ mittauksen suoritus
ARX-, IV- tai OE-menetelma¨n va-




napa-nolla- tai Tustinin kuvauksella
Monimassaja¨rjestelma¨n parametrien rat-





Kuva 21: Identifioinnin kulku lohkokaaviona
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6 Simulointitulokset eri identifiointimenetelmista¨
ja -tapauksista
Ta¨ssa¨ tyo¨n osuudessa verrataan avoimen ja suljetun silmukan ja¨rjestelmien identi-
fiointia keskena¨a¨n simulointien avulla. Ja¨rjestelma¨ssa¨ esiintyva¨n ha¨irio¨kohinan ole-
tetaan summautuvan la¨hto¨- eli nopeussignaaliin. Muun muassa Dhaouadi ja Kubo
(1996) ovat ka¨ytta¨neet simuloinneissaan samanlaista ha¨irio¨kohinan summautumista.
Simuloinneissa selviteta¨a¨n myo¨s ARX-, IV- ja OE-menetelmien antamien iden-
tifiointituloksien eroavaisuuksia. OE-mallin odotetaan toimivan ARX-mallia parem-
min, jos todellisessa ja¨rjestelma¨ssa¨ suurin osa ha¨irio¨kohinasta summautuu nopeu-
denmittaukseen. Jos oletus valkoisesta kohinasta ei pa¨de tai ha¨irio¨kohinaa summau-
tuu myo¨s muualle, saattaa IV-menetelma¨ antaa tarkemmat parametriestimaatit.
Suljetun silmukan ja¨rjestelma¨ssa¨ ka¨yteta¨a¨n nopeussa¨a¨timena¨ P-sa¨a¨dinta¨, joka on
lineaarisen riippuvuuden takia identifioitavuuden kannalta pahimpia tapauksia. Mo-
nimutkaisemmilla sa¨a¨timilla¨ riippuvuus on pienempi, jolloin identifiointi saattaa olla
helpompaa. P-sa¨a¨dinta¨ ka¨ytetta¨essa¨ etuna on se, etta¨ suljetun silmukan siirtofunk-
tion kertaluku on sama kuin avoimessa silmukassa. Ta¨llo¨in ei meneteta¨ estimaatin
tehokkuutta identifioimalla suuremman kertaluvun mallia.
Simulointien avulla tutkitaan mittaus- eli la¨hto¨kohinan ja P-sa¨a¨timen vahvis-
tuksen vaikutusta identifioinnin onnistumiseen. Na¨ytema¨a¨ra¨ksi valitaan N = 1000
ja hera¨tesignaalina ka¨yteta¨a¨n satunnaista bina¨a¨rikohinaa. Eri identifiointitapauk-
sien simulointimallit on esitetty liitteessa¨ A. Simuloinnit ja parametrien sovitukset
tehda¨a¨n Matlab 7.6.0 (R2008a) -ohjelmistolla.
Ta¨ma¨n luvun simuloinneissa ka¨yteta¨a¨n taulukossa 1 olevia ja¨rjestelma¨n 1 para-
metreja. Seuraavan luvun mittauksissa ka¨yteta¨a¨n kaksimassaja¨rjestelma¨n emulaat-
torissa ja¨rjestelmien 1 ja 2 parametreja. Resonanssi- ja antiresonanssitaajuudet on
laskettu ka¨ytta¨en yhta¨lo¨ita¨ (7), mutta akselin suuren vaimennuksen vuoksi ne eiva¨t
pa¨de ta¨sma¨llisesti. Ta¨ma¨n voi havaita esimerkiksi seuraavassa luvussa esitetta¨vista¨
taajuusvasteista. Na¨ytteenottotaajuudeksi valitaan ja¨rjestelma¨n 1 tapauksessa 100
Hz ja ja¨rjestelma¨n 2 tapauksessa 50 Hz, jolloin na¨ma¨ arvot ovat selva¨sti yli kaksin-
kertaiset resonanssitaajuuksiin na¨hden.
Taulukko 1: Simuloinneissa ja mittauksissa ka¨ytetta¨va¨t kaksimassaja¨rjestelma¨t





bM (Nms/rad) 0,01 0,02
bL (Nms/rad) 0,05 0,00
c (Nm/rad) 30 15
d (Nms/rad) 0,5 0,25
fres (Hz) 15,1 11,5
fares (Hz) 6,16 6,16
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6.1 ARX-, IV- ja OE-estimaattien vertailu eri la¨hto¨kohinan
variansseilla
Avoimen silmukan ja¨rjestelma¨a¨ simuloidaan syo¨tta¨ma¨lla¨ bina¨a¨rista¨ va¨a¨nto¨moment-
tihera¨tetta¨, jonka amplitudi on 2 Nm. La¨hto¨kohinan varianssi saa kolme eri arvoa.
ARX-, IV- ja OE-menetelmien antamia estimaatteja verrataan todellisiin arvoihin-
sa, kun ka¨yto¨ssa¨ on ja¨rjestelma¨ 1. Kuvassa 22 on 200 na¨ytteen pituinen esimerkki
ka¨ytetysta¨ hera¨tesignaalista ja saadusta vasteesta.
Taulukossa 2 on ja¨rjestelma¨sta¨ estimoidut parametrit, kun la¨hto¨kohinan varians-
si on 0,001 rad2/s2. Lisa¨ksi on laskettu resonanssi- ja antiresonanssitaajuudet yhta¨-
lo¨iden (7) avulla. IV- ja OE-malleilla kaikki parametrit estimoituvat hyvin. ARX-
mallilla on ongelmia vaimennustermien bM ja bL suhteen. Vaimennustermien esti-
maattien summa vastaa kuitenkin oikeiden vaimennustermien summaa.
Kun la¨hto¨kohinan varianssi kymmenkertaistetaan arvoon 0,01 rad2/s2, saadaan
taulukon 3 mukainen tulos. IV- ja OE-mallien tulokset ovat edelleen hyvin la¨hel-
la¨ oikeita arvoja. ARX-mallin estimaatit ovat selkea¨sti harhaiset lukuunottamatta
moottorin hitausmomenttia JM. ARX-mallia ei ole siis syyta¨ ka¨ytta¨a¨, silla¨ jo pienella¨
la¨hto¨kohinan varianssilla saadaan suuri poikkeama oikeista parametriarvoista.
IV- ja OE-estimaatit eiva¨t merkitta¨va¨sti heikkene, vaikka la¨hto¨kohinan varians-
sia edelleen lisa¨tta¨isiin. Taulukossa 4 on tutkittu viela¨ IV- ja OE-malleja varianssilla
1 rad2/s2. Havaitaan, etta¨ parametrit estimoituvat edelleen oikein lukuunottamatta
vaimennustermeja¨ bM ja bL. Vaimennusten summa estimoituu kuitenkin la¨hes oikein.



























Kuva 22: Esimerkki va¨a¨nto¨momenttihera¨tteesta¨ ja nopeusvasteesta avoimen silmu-
kan identifioinnissa
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Taulukko 2: Estimoidut parametrit kolmella eri menetelma¨lla¨, kun la¨hto¨kohinan
varianssi on 0,001 rad2/s2
Parametri Oikea arvo ARX IV OE
JM (kgm
2) 0,004 0,0040 0,0040 0,0040
JL (kgm
2) 0,02 0,0212 0,0200 0,0200
bM (Nms/rad) 0,01 −0,0451 0,0084 0,0088
bL (Nms/rad) 0,05 0,1050 0,0516 0,0512
c (Nm/rad) 30 32,52 30,11 30,08
d (Nms/rad) 0,5 0,5496 0,5006 0,5002
fres (Hz) 15,1 15,64 15,13 15,12
fares (Hz) 6,16 6,23 6,18 6,17
Taulukko 3: Estimoidut parametrit kolmella eri menetelma¨lla¨, kun la¨hto¨kohinan
varianssi on 0,01 rad2/s2
Parametri Oikea arvo ARX IV OE
JM (kgm
2) 0,004 0,0042 0,0040 0,0040
JL (kgm
2) 0,02 0,0422 0,0200 0,0200
bM (Nms/rad) 0,01 −0,9699 0,0049 0,0062
bL (Nms/rad) 0,05 1,0321 0,0552 0,0538
c (Nm/rad) 30 74,54 30,35 30,25
d (Nms/rad) 0,5 1,4340 0,5020 0,5008
fres (Hz) 15,1 22,23 15,19 15,16
fares (Hz) 6,16 6,69 6,20 6,19
Taulukko 4: Estimoidut parametrit kahdella eri menetelma¨lla¨, kun la¨hto¨kohinan
varianssi on 1 rad2/s2
Parametri Oikea arvo IV OE
JM (kgm
2) 0,004 0,0041 0,0041
JL (kgm
2) 0,02 0,0203 0,0199
bM (Nms/rad) 0,01 −0,0390 −0,0296
bL (Nms/rad) 0,05 0,1004 0,0902
c (Nm/rad) 30 33,41 32,74
d (Nms/rad) 0,5 0,5177 0,5088
fres (Hz) 15,1 15,75 15,62
fares (Hz) 6,16 6,46 6,46
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6.2 P-sa¨a¨timen vahvistuksen vaikutus identifiointiin
Avoimen silmukan identifioinnissa (tapaus 1) ei ole ka¨yto¨ssa¨ sa¨a¨dinta¨, joten identi-
fiointi on yksinkertaista ja takaisinkytkenna¨n vaikutusta ei tarvitse huomioida. Sul-
jetun silmukan ja¨rjestelma¨n identifioinnin tapauksissa sa¨a¨timen viritys vaikuttanee
merkitta¨va¨sti estimaattien tarkkuuteen. Suljetun silmukan epa¨suorassa identifioin-
nissa (tapaus 2) on nopeussa¨a¨timen vahvistuksella suora vaikutus siihen, kuinka
tehokkaasti hera¨tesignaali pa¨a¨see la¨pi ja¨rjestelma¨a¨n. Ta¨llo¨in on odotettavissa, etta¨
vahvistuksen kp kasvattaminen parantaa identifioitavuutta. Tilanne on pa¨invastoin
suljetun silmukan identifioinnin tapauksissa 3 ja 4, joissa identifiointi muistuttaa
avoimen silmukan identifiointia nopeussa¨a¨timen vahvistuksen kp ollessa pieni. Kai-
kissa suljetun silmukan ja¨rjestelma¨n identifiointitapauksissa sa¨a¨timen vahvistuksen
kasvattaminen lisa¨a¨ la¨hto¨kohinan vaikutusta takaisinkytkenna¨n kautta.
Seuraavaksi esitetta¨vissa¨ simulaatioissa tutkitaan kaksimassaja¨rjestelma¨n iden-
tifioituvuutta kolmessa suljetun silmukan tapauksessa ka¨ytta¨en OE-mallirakennetta
ja ja¨rjestelma¨a¨ 1. Tuloksista na¨hda¨a¨n miten vahvistuksen kp muuttaminen vaikut-
taa parametrien identifiointiin kussakin tapauksessa. Tapaukset eiva¨t ole kuitenkaan
suoraan keskena¨a¨n vertailukelpoisia, silla¨ RB-signaali summataan tapauksessa 2 no-
peusohjeeseen ja tapauksissa 3 ja 4 va¨a¨nto¨momenttiohjeeseen. Simuloinnit suorite-
taan nollakeskiarvoisella nopeusohjeella, silla¨ ka¨yto¨ssa¨ ei ole epa¨lineaarista mallia
kitkalle. La¨hto¨kohinan varianssiksi on kaikissa tapauksissa valittu 1 rad2/s2.
Suljetun silmukan epa¨suorassa identifioinnissa (tapaus 2) on RB-signaalina ka¨y-
tetty arvoja −20 ja 20 rad/s. OE-estimaatit on esitetty taulukossa 5. Vaimennus-
termien bM ja bL estimointi erillisina¨ osoittautuu ja¨lleen vaikeaksi. Suurilla vahvis-
tuksen kp arvoilla erityisesti moottorin hitausmomentille JM saadaan virheellinen
arvo. Ta¨ma¨ johtuu siita¨, etta¨ nopeussa¨a¨timen vahvistuksen kasvattaminen nopeut-
taa ja¨rjestelma¨n ka¨ytta¨ytymista¨, jolloin identifioitava informaatio siirtyy suurem-
malle taajuudelle ja na¨ytteenottotaajuus ei riita¨. Na¨ytteenottoteoreeman antama
raja on 50 Hz, kun toisaalta esimerkiksi kp:n arvoilla 2 ja 10 Nms/rad ovat nopeus-
sa¨a¨do¨n kaistanleveydet yksimassaoletuksella 13,3 ja 66,3 Hz, mitka¨ on saatu yhta¨lo¨n
(2a) avulla. Liian pieni vahvistuksen arvo toisaalta esta¨a¨ hera¨tesignaalia pa¨a¨sema¨sta¨
ja¨rjestelma¨a¨n. Ta¨ma¨ na¨kyy voimakkaasti va¨a¨nto¨jousivakion c estimaatissa, jolloin
myo¨s resonanssitaajuus estimoituu virheellisesti.
Suljetun silmukan suorassa identifioinnissa (tapauksessa 3) on ka¨ytetty hera¨te-
signaalina arvoja −2 ja 2 Nm. Taulukon 6 OE-estimaateista na¨hda¨a¨n, etta¨ vah-
vistuksen kp kasvattaminen heikenta¨a¨ voimakkaasti identifioitavuutta. Kun vastaa-
va identifiointi suoritetaan epa¨suorassa muodossa huomioimalla sa¨a¨din (tapaus 4),
saadaan taulukon 7 estimaatit. Tuloksista na¨hda¨a¨n, etta¨ sa¨a¨timen huomiointi ta-
pauksessa 4 hieman parantaa moottorin ja kuorman hitausmomenttien JM ja JL
estimaatteja. Vahvistuksen arvolla kp = 1 Nms/rad erityisesti moottorin hitaus-
momentti ja resonanssitaajuus estimoituvat tapauksella 4 huomattavasti paremmin.
Suurilla sa¨a¨timen vahvistuksen arvoilla kumpikaan estimoiduista malleista ei vastaa
oikeaa ja¨rjestelma¨a¨. Tapauksien 2 ja 4 estimaatit vastaavat ta¨ysin toisiaan, kun P-
sa¨a¨timen vahvistus on kp = 0,1 Nms/rad. Muilla vahvistuksen arvoilla ja¨rjestelma¨a¨
ei hera¨teta¨ tapauksissa 2 ja 4 yhta¨ voimakkaasti, joten saadaan erilaisia tuloksia.
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Taulukko 5: OE-estimaatit tapaukselle 2 eri vahvistuksen kp (Nms/rad) arvoilla
Parametri Oikea arvo kp = 0,02 kp = 0,1 kp = 1 kp = 2 kp = 10
JM (kgm
2) 0,004 0,0045 0,0042 0,0044 0,0048 0,0175
JL (kgm
2) 0,02 0,0200 0,0201 0,0194 0,0195 0,0191
bM (Nms/rad) 0,01 −0,2399 −0,0598 −0,0105 0,0039 −0,0261
bL (Nms/rad) 0,05 0,3012 0,1181 0,0720 0,0559 0,0657
c (Nm/rad) 30 47,82 34,49 31,57 30,56 32,01
d (Nms/rad) 0,5 0,5771 0,5243 0,4875 0,4921 0,4991
fres (Hz) 15,1 18,16 15,86 14,93 14,18 9,42
fares (Hz) 6,16 7,78 6,59 6,42 6,30 6,52
Taulukko 6: OE-estimaatit tapaukselle 3 eri vahvistuksen kp (Nms/rad) arvoilla
Parametri Oikea arvo kp = 0,02 kp = 0,1 kp = 1 kp = 2 kp = 10
JM (kgm
2) 0,004 0,0043 0,0049 0,0128 0,0219 0,0999
JL (kgm
2) 0,02 0,0198 0,0196 0,0145 0,0096 0,0008
bM (Nms/rad) 0,01 −0,0504 −0,1360 −0,9582 −1,8569 −10,0141
bL (Nms/rad) 0,05 0,0909 0,0961 0,0170 −0,0866 0,0076
c (Nm/rad) 30 32,83 33,37 28,65 17,68 15,47
d (Nms/rad) 0,5 0,5108 0,5196 0,4426 0,3406 −0,0695
fres (Hz) 15,1 15,34 14,68 10,33 8,19 22,22
fares (Hz) 6,16 6,48 6,57 7,07 6,83 22,1
Taulukko 7: OE-estimaatit tapaukselle 4 eri vahvistuksen kp (Nms/rad) arvoilla
Parametri Oikea arvo kp = 0,02 kp = 0,1 kp = 1 kp = 2 kp = 10
JM (kgm
2) 0,004 0,0041 0,0042 0,0053 0,0106 0,0640
JL (kgm
2) 0,02 0,0199 0,0201 0,0171 0,0303 0,0132
bM (Nms/rad) 0,01 −0,0359 −0,0598 −0,0602 −1,2679 −6,0376
bL (Nms/rad) 0,05 0,0961 0,1181 0,1272 1,2518 4,8393
c (Nm/rad) 30 33,09 34,49 35,91 125,19 531,91
d (Nms/rad) 0,5 0,5120 0,5243 0,4182 1,0711 −2,2299
fres (Hz) 15,1 15,70 15,86 14,99 20,09 35,09
fares (Hz) 6,16 6,49 6,59 7,29 10,2 31,9
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6.3 Yhteenveto simulointituloksista
Simuloinneista voidaan todeta, etta¨ jo hyvin pienella¨ la¨hto¨kohinan varianssilla ARX-
malli on ta¨ysin riitta¨ma¨to¨n. Beineke et al. (1997) ovat todenneet samanlaisen IV-
menetelma¨n ylivertaisuuden ARX-malliin na¨hden. Mu¨llerin ja Mutschlerin (2002)
ratkaisu vastaavanlaisiin ARX-mallin ongelmiin on ARMAX-mallin ka¨ytta¨minen.
O¨stringin et al. (2003) mukaan OE-malli on riitta¨va¨ myo¨s suljetun silmukan ta-
pauksiin.
Ta¨ssa¨ tyo¨ssa¨ tehdyissa¨ simuloinneissa OE- ja IV-estimaatit osoittautuvat molem-
mat tehokkaiksi, kun ha¨irio¨kohina summautuu la¨hto¨o¨n. Todellisessa ja¨rjestelma¨ssa¨
ha¨irio¨kohinaa summautuu muuallekin, joten IV-estimaatti saattaa osoittautua OE-
mallia paremmaksi vaihtoehdoksi. Esimerkiksi sa¨hko¨magneettisen va¨a¨nto¨momentin
sykkeisyys aiheuttaa tulokohinaa. Identifioinnin toimivuutta eri menetelmilla¨ on sik-
si syyta¨ selvitta¨a¨ myo¨s laboratoriomittauksin.
Simuloinneissa vaimennustermit bM ja bL estimoituvat erillisina¨ huonosti, mutta
estimaattien summa on la¨hella¨ todellisten vaimennusten summaa. Usein vaimennus-
termeja¨ ei ole edes tarvetta estimoida, jolloin identifioitavan siirtofunktion kertalu-
kua voidaan pienenta¨a¨. Kirjallisuudessa onkin yleensa¨ pyritty estimoimaan ta¨llainen
yksinkertaisempi malli. Ta¨ssa¨ tyo¨ssa¨ pyrita¨a¨n kuitenkin identifioimaan ta¨ydellisen
lineaarisen kaksimassaja¨rjestelma¨n malli, minka¨ onnistuttua myo¨s pienemma¨n ker-
taluvun mallit voidaan ma¨a¨ritta¨a¨ samanlaisella menettelylla¨.
Suuret P-sa¨a¨timen vahvistuksen arvot antavat huonot estimaatit kaikissa sulje-
tun silmukan tapauksissa, silla¨ na¨ytteenottotaajuus ei riita¨ identifioitavan informaa-
tion siirtyessa¨ korkeammalle taajuudelle. Lisa¨ksi P-sa¨a¨timen vahvistuksen kasvatta-
minen lisa¨a¨ la¨hto¨kohinan summautumista ja¨rjestelma¨a¨n. Tapauksen 2 kohdalla ka¨y
ilmi, etta¨ pieni P-sa¨a¨timen vahvistus heikenta¨a¨ estimaatteja, silla¨ hera¨tesignaali ei
pa¨a¨se ta¨llo¨in tehokkaasti la¨pi ja¨rjestelma¨a¨n.
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7 Mittaustulokset kahdesta kaksimassaja¨rjestel-
ma¨sta¨
Identifiointimenetelmien toimivuutta selviteta¨a¨n laboratoriomittauksin ka¨ytta¨en
kaksimassaja¨rjestelma¨n emulaattoria. Ka¨yto¨ssa¨ on kaksi eri ja¨rjestelma¨a¨, joiden pa-
rametrit esitettiin taulukossa 1. Kaksimassaja¨rjestelma¨t toteutetaan emulaattorilla,
jonka toiminta esiteta¨a¨n seuraavaksi. Ta¨ma¨n ja¨lkeen tutkitaan eri identifiointimene-
telmien toimivuutta avoimen ja suljetun silmukan tapauksissa. Ja¨rjestelmien identi-
fioinnissa keskityta¨a¨n vain IV- ja OE-menetelmiin, silla¨ ARX-malli suoriutui simu-
loinneissa huonosti. Jos OE-estimaatti osoittautuu yhta¨ tarkaksi kuin IV-estimaatti,
viittaa ta¨ma¨ siihen, etta¨ suurin osa identifiointia vaikeuttavasta ha¨irio¨kohinasta on
la¨hto¨kohinaa.
7.1 Kaksimassaja¨rjestelma¨n emulaattori
Monimassaja¨rjestelmien identifioinnin ja sa¨a¨do¨n tutkimuksessa voidaan ka¨ytta¨a¨ mo-
nimassaja¨rjestelma¨n emulaattoria, jolloin ja¨rjestelma¨n rakenne ja parametrit ovat
helposti muuteltavissa. Emulaattori koostuu moottoriin hyvin ja¨yka¨n akselin va¨-
lityksella¨ kytketysta¨ kuormakoneesta ja soveltuvasta algoritmista. Kuormakoneen
taajuusmuuttajalle annetaan algoritmin avulla kullakin hetkella¨ sellainen va¨a¨nto¨-
momenttiohje, etta¨ moottorin kannalta na¨htyna¨ kyseessa¨ on kaksimassaja¨rjestelma¨.
Ka¨yto¨ssa¨ oleva emulaattori on sama kuin la¨hteessa¨ (Saarakkala et al. 2011) esitetty.
Emulaattoria varten tarvitaan tieto moottorin ja kuormakoneen yhdistelma¨n ko-
konaishitausmomentista ja vaimennuskertoimesta. Na¨ma¨ voidaan ma¨a¨ritta¨a¨ esimer-
kiksi kohdassa 3.1 esitetylla¨ menetelma¨lla¨. Lisa¨ksi emuloinnin aikana tarvitaan moot-
torilta tieto tuotetusta sa¨hko¨magneettisesta va¨a¨nto¨momentista seka¨ nopeusmittaus,
josta voidaan integroida paikkatieto.
Kestomagneettitahtimoottorin kilpiarvot ja koko mekaanisen ja¨rjestelma¨n todel-
liset parametrit on esitetty taulukossa 8. Moottorin puolelta nopeussignaali saadaan
Leine & Linden valmistamalta inkrementtienkooderilta, joka antaa 2048 pulssia kier-
rosta kohti. Va¨a¨nto¨momenttisa¨a¨to¨ on toteutettu anturillisena vektorisa¨a¨to¨na¨, jonka
kaistanleveys on 225 Hz. Kuormakoneena ka¨yteta¨a¨n kestomagneettiservomoottoria.
Emulaattorin kuormava¨a¨nto¨momentin laskenta toimii 5 kHz taajuudella.
Mittauksissa ka¨yteta¨a¨n kaksimassaja¨rjestelma¨n emulaattoria, jolla on taulukossa
1 esitetyt ja¨rjestelmien 1 ja 2 parametrit lukuunottamatta vaimennuskertoimia bM
ja bL. Emulaattorissa on viskoosikitka redusoitu moottorin akselille, jolloin saadaan
moottorin puolen vaimennukselle b
′
M = bM + bL.























missa¨ J ja b ovat todellisen ja¨rjestelma¨n hitausmomentti ja vaimennuskerroin
(Saarakkala et al. 2011). JM, c, d, b
′
M ja θL ovat emuloitavia suureita. Te on moot-
45
Taulukko 8: Kestomagneettitahtimoottorin kilpiarvot ja mekaniikan parametrit
Nimellinen teho 2,2 kW
Nimellinen ja¨nnite 370 V
Nimellinen virta 4,3 A
Nimellinen taajuus 75 Hz
Nimellinen nopeus 1500 r/min
Nimellinen va¨a¨nto¨momentti 14,0 Nm
Ja¨rjestelma¨n kokonaishitausmomentti 0,021 kgm2
Ja¨rjestelma¨n kokonaisvaimennuskerroin 0,015 kgm2/s
torin sa¨hko¨magneettinen va¨a¨nto¨momentti, θ˙M moottorin kulmanopeus ja θM edel-
lisesta¨ integroimalla saatu asentokulma. Lisa¨ksi tarvitaan emuloitavan ja¨rjestelma¨n
liikeyhta¨lo¨
JLθ¨L = c(θM − θL) + d(θ˙M − θ˙L)− TL (42)
missa¨ JL on emuloitava kuorman hitausmomentti ja TL emuloitava kuormava¨a¨nto¨-
momentti. Kuormava¨a¨nto¨momentti oletetaan ta¨ssa¨ tyo¨ssa¨ nollaksi.
Kuormakoneen maksimiva¨a¨nto¨momentti asettaa rajan emulaattorin antamalle
va¨a¨nto¨momentille. Kaksimassaja¨rjestelma¨n va¨a¨nto¨va¨ra¨htely ei saa olla liian suurta
tai emulaattori saturoituu. Ta¨llaisessa tilanteessa emulaattori ei ena¨a¨ vastaa lineaa-
rista kaksimassaja¨rjestelma¨a¨. Mittauksin ja simuloinnein on todettu, etta¨ identifioin-
nin va¨a¨nto¨momenttihera¨te ei saa olla juurikaan arvoa 2 Nm suurempi ja¨rjestelma¨n
1 emuloinnissa. Ja¨rjestelma¨ssa¨ 2 vastaavaksi rajaksi on saatu 2,5 Nm. Askelvasteko-
keissa voidaan ka¨ytta¨a¨ hieman suurempia va¨a¨nto¨momenttihera¨tteita¨, koska ta¨llo¨in
ei tehda¨ useita pera¨kka¨isia¨ muutoksia ohjearvossa.
Identifiointia varten nopeudenmittaus saadaan joko suoraan inkrementtienkoode-
rilta tai ka¨ytta¨en ensimma¨isen kertaluvun alipa¨a¨sto¨suodatinta (LPF, low-pass filter),
jonka kaistanleveys on 100 tai 200 Hz. Digitaaliselle suodattimelle tuleva nopeussig-
naali on na¨ytteistetty 5 kHz taajuudella. Mahdollisen suodatuksen ja¨lkeen suorite-
taan uudelleenna¨ytteistys 50 tai 100 Hz taajuudella identifiointia varten. Identifioin-
tiajo kesta¨a¨ 60 sekuntia ja¨rjestelma¨lla¨ 1 ja 120 sekuntia ja¨rjestelma¨lla¨ 2. Kummankin
ja¨rjestelma¨n tapauksessa kera¨ta¨a¨n ajon aikana 5000 na¨ytetta¨. Mittausjakson alussa
moottorin nopeus kiihdyteta¨a¨n toimintapisteeseen, minka¨ ajalta ei kera¨ta¨ na¨ytteita¨.
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7.2 Ja¨rjestelma¨n 1 identifiointi avoimessa silmukassa
Kaksimassaja¨rjestelmien parametrien identifiointi suoritetaan emuloidulle ja¨rjestel-
ma¨lle 1. Avoimen silmukan identifioinnilla saadaan taulukon 9 mukaiset tulokset, kun
va¨a¨nto¨momenttihera¨tteena¨ ka¨yteta¨a¨n satunnaista bina¨a¨risignaalia, joka saa arvoja
−2 ja 2 Nm. Vain IV- ja OE-estimaatit on esitetty, silla¨ ARX-mallin havaittiin an-
tavan mittauksissa huonot parametriestimaatit lukuunottamatta moottorin puolen
hitausmomenttia JM. Samanlainen ARX-mallin ka¨ytta¨ytyminen todettiin aiemmin
simuloinneissa.
Taulukon 9 tuloksista na¨hda¨a¨n, etta¨ nopeuden suodatusta ka¨ytta¨ma¨lla¨ saadaan
estimointituloksia parannettua. Erityisen hyvin ta¨ma¨ na¨kyy akselin va¨a¨nto¨jousiva-
kion c ja resonanssitaajuuden fres estimaateista. Viskoosikitkan vaimennusten bM
ja bL summa estimoituu kaikissa nelja¨ssa¨ tapauksessa hieman liian suureksi. Toi-
saalta akselin vaimennus d estimoituu suodatetuissa tapauksissa hieman liian pie-
neksi. Suuret viskoosikitkan estimaatit johtunevat siita¨, etta¨ parametrit estimoitiin
nollanopeuden la¨histo¨lla¨, jossa kitkailmio¨ on epa¨lineaarisimmillaan ja emulaattoril-
le annettu ja¨rjestelma¨n kokonaisvaimennus ei pa¨de. Tilanteen tulisi parantua, kun
identifiointi suoritaan nopeussa¨a¨detyssa¨ silmukassa nollanopeuden ulkopuolella.
Suodatettujen tapausten IV- ja OE-estimoitujen siirtofunktioiden taajuusvas-
teet on esitetty kuvassa 23. Teoreettiseen taajuusvasteeseen vertaamalla na¨hda¨a¨n,
etta¨ IV- ja OE-estimaatit ovat molemmat suhteellisesti hyvin tarkkoja. Identifioitu-
jen mallien resonanssi- ja antiresonanssipiikit ovat hieman liian suuria akselin vai-
mennuksen d pienesta¨ estimaatista johtuen. Teoreettisen tapauksen taajuusvasteesta
na¨hda¨a¨n, etta¨ resonanssitaajuus ei ole tarkalleen sama kuin yhta¨lo¨n (7a) antama.
Ta¨ma¨ johtuu siita¨, etta¨ yhta¨lo¨ssa¨ oletettiin vaimennuksen olevan nolla.
Identifioituja malleja voidaan verrata myo¨s askelvasteen avulla. Kuvassa 24 on
esitetty askelvasteet teoreettiselle tapaukselle, mitatulle kaksimassaja¨rjestelma¨lle
seka¨ IV- ja OE-estimoiduille malleille. Estimoiduissa malleissa on ollut ka¨yto¨ssa¨
nopeudenmittauksen suodatus. Askeleena on ka¨ytetty 5 Nm suuruista va¨a¨nto¨mo-
menttia. Askelvasteesta na¨hda¨a¨n akselin liian pienen vaimennuksen vaikutus, jolloin
Taulukko 9: IV- ja OE-parametriestimaatit emuloidulle ja¨rjestelma¨lle 1 avoimen
silmukan identifioinnissa
Oikea arvo IV OE IV OE
Nopeuden suodatus Ei ole Ei ole LPF, 200 Hz LPF, 200 Hz
JM (kgm
2) 0,004 0,0039 0,0037 0,0037 0,0037
JL (kgm
2) 0,02 0,0240 0,0203 0,0211 0,0201
bM (Nms/rad) 0,06 −0,0977 0,0394 0,0544 0,0819
bL (Nms/rad) 0,00 0,1725 0,0338 0,0207 −0,0068
c (Nm/rad) 30 42,04 32,77 31,87 30,1690
d (Nms/rad) 0,5 0,5994 0,4850 0,4723 0,4494
fres (Hz) 15,1 17,85 16,30 15,93 15,64
fares (Hz) 6,16 6,66 6,39 6,19 6,17
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resonanssi-ilmio¨ on hieman voimakkaampi kuin teoreettisessa tapauksessa. Suurem-
milla nopeuksilla virhetta¨ aiheutuu viskoosikitkan pienista¨ estimaateista, mika¨ na¨-
kyy paremmin kuvan 25 pidemma¨sta¨ tarkasteluajasta. Pienilla¨ nopeuksilla mitattu
askelvaste poikkeaa kitkan epa¨lineaarisuuden vuoksi teoreettisesta askelvasteesta.





































Kuva 23: Taajuusvaste sa¨hko¨magneettisesta va¨a¨nto¨momentista moottorin kulmano-
peuteen ja¨rjestelma¨n 1 avoimen silmukan identifioinnissa



























Kuva 24: Teoreettisen, mitatun ja avoimessa silmukassa estimoitujen mallien askel-
vasteet emuloidulle ja¨rjestelma¨lle 1
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Kuva 25: Teoreettisen, mitatun ja avoimessa silmukassa estimoitujen mallien askel-
vasteet emuloidulle ja¨rjestelma¨lle 1 pitka¨lla¨ tarkasteluajalla
7.3 Ja¨rjestelma¨n 1 identifiointi suljetussa silmukassa
Ja¨rjestelma¨ 1 identifioidaan myo¨s nopeussa¨a¨detyssa¨ suljetussa silmukassa. Nopeus-
sa¨a¨timen vahvistukseksi valitaan kp = 0,1 Nms/rad, joka on osoittautunut hyva¨ksi
valinnaksi emulaattorin rajoitusten vuoksi. Hera¨tesignaali saa identifiointitapauksis-
sa 3 ja 4 arvoja −2 ja 2 Nm. Tapauksessa 2 ha¨irita¨a¨n ja¨rjestelma¨a¨ yhta¨ paljon, kun
hera¨tesignaalin amplitudiksi valitaan 20 rad/s. Identifioinnin aikana nopeus pyrita¨a¨n
sa¨a¨timen avulla pita¨ma¨a¨n toimintapisteessa¨ 50 rad/s. Mittauksissa on ka¨yto¨ssa¨ no-
peussignaalin suodatus, silla¨ jo avoimen silmukan tapauksessa todettiin sen paranta-
van estimaatteja. Tulo- ja la¨hto¨signaaleista poistetaan tarvittaessa keskiarvot ennen
estimoinnin suorittamista.
Suljetun silmukan tapauksien 2, 3 ja 4 IV- ja OE-estimaatit on esitetty taulu-
koissa 10 ja 11. IV- ja OE-estimaattien va¨lilla¨ ei ole na¨hta¨vissa¨ suuria eroavaisuuk-
sia. Tapauksien 2 ja 4 antamat tulokset ovat hyvin la¨hella¨ emulaattorille annettuja
arvoja. Na¨iden kahden tapausten estimaatit eiva¨t juurikaan poikkea toisistaan, sil-
la¨ ideaalisella ja¨rjestelma¨lla¨ ja ka¨ytetyilla¨ hera¨tesignaalien valinnoilla ne vastaisivat
ta¨ysin toisiaan.
Tapauksen 3 estimaateissa moottorin hitausmomentti JM on liian suuri ja viskoo-
sikitkan vaimennusten bM ja bL summa negatiivinen. Samanlainen ka¨ytta¨ytyminen
oli havaittavissa taulukon 6 simulointituloksista. Ka¨ytta¨ma¨lla¨ tapausta 4 eli huo-
mioimalla nopeussa¨a¨din voidaan siis parantaa estimointituloksia tapaukseen 3 na¨h-
den. Tapauksen 3 ongelmat na¨hda¨a¨n myo¨s kuvan 26 taajuusvasteesta ja kuvan 27
askelvasteesta. Erityisen hyvin erottuu negatiivisen kokonaisvaimennuksen vaikutus
askelvastekuvaajassa, jossa kulmanopeus karkaa muihin tapauksiin na¨hden.
Suljetun silmukan identifioinnin tapauksissa 2 ja 4 saadaan avoimeen silmuk-
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kaan verrattuna paremmat estimaatit viskoosikitkan vaimennusten summalle, mi-
ka¨ johtuu nollanopeuden ulkopuolella toimimisesta ja epa¨lineaaristen kitkailmo¨iden
va¨ltta¨misesta¨. Akselin vaimennus estimoituu edelleen hieman liian pieneksi. Mitattu
askelvaste noudattaa paremmin estimoituja malleja kuin teoreettista tapausta, mika¨
viittaisi siihen, etta¨ emulaattori ei ta¨ysin toteuta haluttua akselin vaimennusta.
Taulukko 10: Tapauksien 2, 3 ja 4 IV-parametriestimaatit suodatetulla nopeussig-
naalilla ja¨rjestelma¨lle 1
Oikea arvo Tapaus 2 Tapaus 3 Tapaus 4
JM (kgm
2) 0,004 0,0039 0,0048 0,0039
JL (kgm
2) 0,02 0,0206 0,0216 0,0208
bM (Nms/rad) 0,06 0,0276 −0,0910 0,0185
bL (Nms/rad) 0,00 0,0267 0,0293 0,0320
c (Nm/rad) 30 31,87 32,95 32,05
d (Nms/rad) 0,5 0,4607 0,4938 0,4713
fres (Hz) 15,1 15,63 14,58 15,67
fares (Hz) 6,16 6,26 6,22 6,25
Taulukko 11: Tapauksien 2, 3 ja 4 OE-parametriestimaatit suodatetulla nopeussig-
naalilla ja¨rjestelma¨lle 1
Oikea arvo Tapaus 2 Tapaus 3 Tapaus 4
JM (kgm
2) 0,004 0,0039 0,0047 0,0039
JL (kgm
2) 0,02 0,0201 0,0199 0,0200
bM (Nms/rad) 0,06 0,0543 −0,0430 0,0569
bL (Nms/rad) 0,00 0,0061 0,0040 0,0046
c (Nm/rad) 30 30,49 30,57 30,08
d (Nms/rad) 0,5 0,4419 0,4542 0,4439
fres (Hz) 15,1 15,41 14,22 15,35
fares (Hz) 6,16 6,20 6,24 6,17
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Kuva 26: Taajuusvaste sa¨hko¨magneettisesta va¨a¨nto¨momentista moottorin kulmano-
peuteen ja¨rjestelma¨n 1 suljetun silmukan identifioinnissa
























Kuva 27: Teoreettisen, mitatun ja suljetussa silmukassa estimoitujen mallien askel-
vasteet emuloidulle ja¨rjestelma¨lle 1
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7.4 Ja¨rjestelma¨n 2 identifiointi avoimessa ja suljetussa sil-
mukassa
Identifiointi tehda¨a¨n vertailun vuoksi myo¨s toiselle ja¨rjestelma¨lle, jonka resonanssi-
taajuus on hieman alhaisempi kuin ja¨rjestelma¨n 1. Pienemma¨sta¨ resonanssitaajuu-
desta johtuen na¨ytteenottotaajuudeksi valitaan 50 Hz. Vastaavasti on nopeudenmit-
tauksen suodatuksen kaistanleveys pudotettu arvoon 100 Hz. Tapauksissa 1, 3 ja 4
hera¨tesignaali saa arvoja −2,5 ja 2,5 Nm seka¨ tapauksessa 3 arvoja −25 ja 25 rad/s.
Nopeussa¨a¨detyissa¨ tapauksissa P-sa¨a¨timen vahvistus on 0,1 Nms/rad.
Taulukon 12 avoimen silmukan estimaateissa nopeussignaalin suodatuksella on
pienempi vaikutus kuin ja¨rjestelma¨a¨ 1 ka¨ytetta¨essa¨ havaittiin. Suodatus parantaa
silti muun muassa moottorin hitausmomentin estimaattia. Viskoosikitkan vaimen-
nusten summa estimoituu ja¨lleen hieman suureksi ja akselin vaimennus pieneksi. IV-
ja OE-estimaattien va¨lilla¨ ei ole merkitta¨va¨a¨ eroa.
Suljetun silmukan OE-estimoinnin tulokset on esitetty taulukossa 13. IV-
estimoinnilla saatiin vastaavat tulokset, joten niita¨ ei ole esitetty. Tapaukset 2 ja
4 osoittautuvat ja¨lleen tasavertaisiksi ja viskoosikitkan vaimennus estimoituu na¨il-
la¨ paremmin kuin avoimen silmukan identifioinnissa. Tapauksessa 3 saadaan liian
suuri moottorin hitausmomentin JM estimaatti ja vaimennusten summa estimoituu
negatiiviseksi, mika¨ vastaa simuloinneissa ja ja¨rjestelma¨a¨ 1 ka¨ytetta¨essa¨ saatuja tu-
loksia.
Taulukko 12: IV- ja OE-parametriestimaatit emuloidulle ja¨rjestelma¨lle 2 avoimen
silmukan identifioinnissa
Oikea arvo IV OE IV OE
Nopeuden suodatus Ei ole Ei ole LPF, 100 Hz LPF, 100 Hz
JM (kgm
2) 0,004 0,0037 0,0036 0,0040 0,0040
JL (kgm
2) 0,01 0,0103 0,0102 0,0102 0,0099
bM (Nms/rad) 0,02 0,0226 0,0240 0,0237 0,0315
bL (Nms/rad) 0,00 0,0024 0,0008 0,0012 −0,0066
c (Nm/rad) 15 15,86 15,65 15,31 14,78
d (Nms/rad) 0,25 0,2386 0,2382 0,2310 0,2265
fres (Hz) 11,5 12,19 12,18 11,59 11,50
fares (Hz) 6,16 6,25 6,23 6,17 6,15
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Taulukko 13: Tapauksien 2, 3 ja 4 OE-parametriestimaatit suodatetulla nopeussig-
naalilla ja¨rjestelma¨lle 2
Oikea arvo Tapaus 2 Tapaus 3 Tapaus 4
JM (kgm
2) 0,004 0,0041 0,0056 0,0038
JL (kgm
2) 0,01 0,0100 0,0096 0,0101
bM (Nms/rad) 0,02 0,0326 −0,0705 0,0276
bL (Nms/rad) 0,00 −0,0131 −0,0112 −0,0075
c (Nm/rad) 15 14,42 14,85 14,66
d (Nms/rad) 0,25 0,2231 0,2411 0,2284
fres (Hz) 11,5 11,26 10,31 11,61
fares (Hz) 6,16 6,04 6,26 6,06
7.5 Ehdotetun menetelma¨n soveltuvuus identifiointiin
Mittaustuloksissa ei esitetty ARX-estimaatteja, koska ne olivat kaikissa tapauksis-
sa eritta¨in harhaisia ja jo simuloinneissa tehtiin havainto ARX-mallin heikkoudes-
ta. Edes nopeuden suodatuksen ka¨ytta¨minen ei parantanut tilannetta. ARX-mallin
voidaan todeta olevan eritta¨in huono valinta mallintamaan kaksimassaja¨rjestelma¨a¨,
jonka nopeudenmittauksessa esiintyy ha¨irio¨kohinaa.
OE- ja IV-menetelmilla¨ saatiin la¨hes yhta¨ hyvia¨ tuloksia. Joissain tapauksissa
OE-malli kuitenkin lo¨ysi tarkemmat parametriestimaatit. Na¨ma¨ ilmio¨t viittaisivat
siihen, etta¨ nopeudenmittaukseen summautuva ha¨irio¨kohina on identifioinnin kan-
nalta merkitta¨vin. Lisa¨ksi nopeussignaalin suodatuksen todettiin joissain tapauksis-
sa parantavan parametriestimaatteja. Vastaavanlaisen havainnon ovat tehneet myo¨s
Beineke et al. (1997).
Avoimen silmukan identifioinnit suoritettiin nollanopeuden ympa¨risto¨ssa¨. Kara
ja Eker (2003) toteavat, etta¨ huomioimalla epa¨lineaarisuudet nollanopeuden ympa¨-
risto¨ssa¨, voitaisiin identifiointituloksia merkitta¨va¨sti parantaa. Ta¨ssa¨ tyo¨ssa¨ ka¨ytet-
tiin lineaarisen kaksimassaja¨rjestelma¨n emulaattoria, jolla nollanopeuden kitkaon-
gelmat eiva¨t na¨y kovin voimakkaasti. Suljetun silmukan identifioinnin ka¨ytta¨mi-
sen havaittiin kuitenkin hieman parantavan lineaarisen viskoosikitkan estimaatteja.
Ka¨yta¨nno¨n kaksimassaja¨rjestelma¨ssa¨ avoimen silmukan identifiointi voi olla syyta¨
tehda¨ kiihtyvyyskokeen aikana, jolloin pa¨a¨sta¨a¨n eroon nollanopeuden ongelmista.
Ekerin ja Vuralin (2003) mukaan suljetun silmukan suora identifiointi (tapaus 3)
kannattaa ottaa la¨hto¨kohdaksi, silla¨ se on yksinkertainen ja antaa hyva¨t tulokset.
Ta¨ssa¨ tyo¨ssa¨ havaittiin kuitenkin sa¨a¨timen huomioimisen (tapaus 4) parantavan eri-
tyisesti moottorin hitausmomentin JM ja viskoosikitkan vaimennusten bM ja bL sum-
man estimaatteja. Ta¨ssa¨ tyo¨ssa¨ esitetyista¨ tuloksista voidaan pa¨a¨tella¨, etta¨ tapaus-
ta 3 voidaan kuitenkin tarvittaessa ka¨ytta¨a¨. Sa¨a¨timen ollessa P-sa¨a¨dinta¨ monimut-
kaisempi ei va¨ltta¨ma¨tta¨ kannata estimoida suuremman kertaluvun siirtofunktiota,
jolloin menetetta¨isiin estimaatin tehokkuutta ja mahdollisesti tarvittaisiin suurem-
pi na¨ytema¨a¨ra¨. Estimointituloksia voidaan parantaa, jos hera¨tesignaalin amplitudia
on mahdollista kasvattaa. Lisa¨ksi pienella¨ sa¨a¨timen vahvistuksen arvoilla suljetun
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silmukan identifiointi saadaan muistuttamaan avoimen silmukan identifiointia.
Tapaukset 2 ja 4 antoivat la¨hes samat tulokset, silla¨ ideaalisessa tapauksessa ne
vastaavat tietyilla¨ hera¨tesignaalien valinnoilla ta¨sma¨lleen toisiaan. Tapausten 2 ja
4 ongelmana on se, etta¨ niissa¨ tulee huomioida sa¨a¨timen malli, mika¨ monimutkais-
taa identifiointia. Nopeussa¨a¨timena¨ ka¨ytettiin identifioinnin aikana yksinkertaista
P-sa¨a¨dinta¨, mutta ehdotettu menetelma¨ luultavimmin toimii myo¨s monimutkaisem-
pien sa¨a¨timien kanssa. Muun muassa Villwock et al. (2005) ovat identifioineet kaksi-
massaja¨rjestelma¨n parametrit onnistuneesti tapauksissa 2 ja 3, kun nopeussa¨a¨timena¨
on ollut PI-sa¨a¨din.
Akselin vaimennuksen suurilla arvoilla ei resonanssitaajuutta kannata laskea yh-
ta¨lo¨n (7a) avulla, silla¨ tulos on virheellinen. Kaksimassaja¨rjestelma¨n siirtofunktiosta
voitaisiin laskea tarkempi yhta¨lo¨ resonanssitaajuudelle, mutta myo¨s ta¨llo¨in ongelma-
na on usean epa¨tarkan parametriestimaatin ka¨ytto¨ resonanssitaajuuden laskennassa.
Ta¨ma¨n seurauksena virheet voivat kasautua. Pacas et al. (2010) toteavat taajuus-
vastemenetelmien olevan luotettavampia resonanssitaajuuden tunnistamisessa. Esi-
merkiksi Villwock et al. (2005) saavat resonanssitaajuuden tunnistettua jopa 1,6 %
tarkkuudella, mutta mekaanisissa parametreissa virhe on suurempi.
O¨string et al. (2003) toteavat, etta¨ antiresonanssitaajuus saadaan yleensa¨ hyvin
tunnistettua estimoiduista parametreista. Ta¨ssa¨ tyo¨ssa¨ saatiin la¨hes kaikissa identi-
fiointitapauksissa hyva¨t estimaatit kuorman hitausmomentille JL ja va¨a¨nto¨jousiva-
kiolle c, minka¨ seurauksena antiresonanssitaajuudelle ta¨ssa¨ tyo¨ssa¨ pa¨tee O¨stringin
et al. saama tulos. Lisa¨ksi ka¨ytetyilla¨ ja¨rjestelmilla¨ suuri akselin vaimennus ei juu-




Tyo¨ssa¨ tutkittiin sa¨hko¨ka¨yto¨n mekaniikkaa kuvaavien monimassaja¨rjestelmien iden-
tifiointia. Monimassamallien parametrien tunteminen on ta¨rkea¨a¨ liikkeenohjauksen
sa¨a¨timien virityksen kannalta. Monissa tapauksissa on riitta¨va¨a¨ mallintaa monimut-
kainenkin mekaniikka kaksimassaja¨rjestelma¨na¨, jolloin saadaan selville vallitseva tai
alhaisin resonanssitaajuus. Todellinen mekaniikka sisa¨lta¨a¨ monia epa¨lineaarisia il-
mio¨ita¨, kuten kitkaa ja va¨lysta¨. Ta¨ssa¨ tyo¨ssa¨ na¨ma¨ ilmio¨t oletettiin pieniksi ja ka¨y-
tettiin lineaarista monimassaja¨rjestelma¨n mallia.
Monimassaja¨rjestelmien identifiointiin todettiin olevan useita erilaisia la¨hesty-
mistapoja. Taajuusvasteesta saadaan yksinkertaisesti selville resonanssi- ja antire-
sonanssitaajuudet. Parametrien identifiointia varten voidaan taajuusvasteeseen so-
vittaa siirtofunktiomalli minimoimalla esimerkiksi pieninta¨ nelio¨summaa. Ta¨ma¨ la¨-
hestymistapa vaatii hyva¨n optimointirutiinin ja alkuarvaukset parametreille. Glo-
baalin minimin lo¨ytymista¨ ei voida ta¨llaisella menetelma¨lla¨ taata. Lisa¨ksi vaaditaan
ylima¨a¨ra¨inen muunnos aikatason na¨ytteista¨ taajuustasoon.
Ja¨rjestelma¨sta¨ saadaan mittauksilla diskreetteja¨ arvoja, joten ARX-pohjaiset
menetelma¨t ovat luonnollisempi la¨hestymistapa ja¨rjestelma¨n mallintamiseen. Me-
netelma¨t eroavat sen mukaan, mihin ha¨irio¨kohinan oletetaan summautuvan. ARX-
mallin parametrien estimoinnissa ei tarvita alkuarvauksia ja globaali minimi lo¨y-
deta¨a¨n aina. Pelkka¨ ARX-malli ei kuitenkaan riita¨, jos ha¨irio¨kohina on va¨rillista¨
tai summautuu nopeudenmittaukseen. ARX-menetelma¨n variaatioissa kuten IV- ja
OE-estimaateissa alkuarvaukset saadaan tavallisella ARX-estimaatilla ja estimointi
muuttuu monivaiheiseksi.
ARX-pohjaisilla menetelmilla¨ saadaan estimoitua diskreetti pulssinsiirtofunktio.
Koska halutaan kuitenkin estimoida jatkuva-aikaisen ja¨rjestelma¨n parametreja, tu-
lee suorittaa muunnos diskreetista¨ ajasta jatkuvaan aikaan. Muunnos on mahdollis-
ta toteuttaa kumpaankin suuntaan useilla erilaisilla menetelmilla¨. Tyo¨ssa¨ helpoim-
maksi tavaksi osoittautui estimoidun pulssinsiirtofunktion numeerinen muuntaminen
jatkuva-aikaiseksi.
Identifiointi on yksinkertaisinta silloin, kun nopeussa¨a¨din ei ole ka¨yto¨ssa¨. Iden-
tifiointi on kuitenkin mahdollista myo¨s nopeussa¨a¨detyssa¨ suljetun silmukan ja¨rjes-
telma¨ssa¨. Tyo¨ssa¨ tarkasteltiin kolmea erilaista la¨hestymistapaa suljetun silmukan
identifiointiin. Epa¨suorassa identifioinnissa on estimoidussa siirtofunktiossa mukana
myo¨s nopeussa¨a¨timen malli, joka voidaan poistaa ja¨lkika¨teen. Suorassa identifioin-
nissa oletetaan sa¨a¨timen vaikutuksen olevan niin pieni, etta¨ identifiointi voidaan suo-
rittaa avoimen silmukan kaltaisesti. Tyo¨ssa¨ oletettiin va¨a¨nto¨momenttisa¨a¨do¨n olevan
riitta¨va¨n nopea, jolloin sen vaikutus voitiin ja¨tta¨a¨ estimoinnissa huomiotta.
Ka¨yta¨nno¨n sovelluksessa voidaan joissain tapauksissa vaihtaa monimutkainen no-
peussa¨a¨din yksinkertaiseen P-sa¨a¨timeen identifioinnin ajaksi. Ta¨llo¨in nopeus saattaa
poiketa jonkin verran ohjearvosta kuormitusha¨irio¨iden ja kitkan vuoksi. P-sa¨a¨timen
ka¨yto¨ssa¨ on etuna se, etta¨ estimoitavan siirtofunktion kertaluku ei kasva avoimen
silmukan tapaukseen na¨hden, jolloin estimoinnin tehokkuus ei ka¨rsi. P-sa¨a¨din voi
aiheuttaa kuitenkin lineaarisen riippuvuuden identifioinnissa ka¨ytetta¨va¨n tulo- ja
la¨hto¨signaalin va¨lille riippuen identifiointija¨rjestelysta¨.
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Simulointien avulla verrattiin ARX-, IV- ja OE-estimaattien toimivuutta keske-
na¨a¨n, kun nopeudenmittaukseen summautuu ha¨irio¨kohinaa. Havaittiin, etta¨ ARX-
malli on hyo¨dyto¨n, jos nopeudenmittaukseen summautuu pienikin kohinakompo-
nentti. IV- ja OE-estimaatit antoivat hyva¨t tulokset, vaikka la¨hto¨kohina oli varians-
siltaan suurta. Kaikissa simuloinneissa vaimennustermien bM ja bL estimointi osoit-
tautui vaikeaksi, mutta niiden summa saattoi vastata oikeaa arvoa. Jos na¨ita¨ kahta
parametria ei tarvita esimerkiksi liikkeenohjauksen sa¨a¨timen virityksessa¨, voidaan
estimoitavan siirtofunktion kertalukua pienenta¨a¨.
Simuloinneissa todettiin P-sa¨a¨timen vahvistuksella olevan huomattava merkitys
identifioinnin onnistumisessa. Suurilla vahvistuksen arvoilla ja¨rjestelma¨n ka¨ytta¨yty-
minen nopeutuu niin, etta¨ avoimen silmukan ja¨rjestelma¨n dynamiikan perusteella va-
littu na¨ytteenottotaajuus ei riita¨ identifiointiin. Vahvistuksen kasvattaminen myo¨s
lisa¨a¨ la¨hto¨kohinan summautumista ja¨rjestelma¨a¨n takaisinkytkenna¨n kautta. Iden-
tifiointitapauksessa 2 todettiin pienen vahvistuksen arvon esta¨va¨n hera¨tesignaalin
pa¨a¨syn ja¨rjestelma¨a¨n. Toisaalta tapauksissa 3 ja 4 pieni vahvistus muuttaa suljetun
silmukan identifioinnin la¨hemma¨ksi avointa silmukkaa.
Mittauksissa ehdotetun identifiointimenetelma¨n todetaan toimivan kaikissa nel-
ja¨ssa¨ tapauksessa. Nopeudenmittauksessa kannattaa tulosten perusteella ka¨ytta¨a¨ so-
pivaa alipa¨a¨sto¨suodatusta. IV- ja OE-menetelmien va¨lilla¨ ei havaittu suuria eroja,
mutta joissain tapauksissa OE-estimaatti antoi paremmat tulokset. Tutkitulla me-
netelma¨lla¨ identifiointi onnistui siita¨ huolimatta, etta¨ akselin vaimennuksen arvo oli
emulaattorin rajoitusten vuoksi suuri eika¨ resonanssi na¨kynyt voimakkaasti.
Avoimen silmukan identifioinnissa ja suljetun silmukan tapauksissa 2 ja 4 saa-
tiin hyvin tarkat estimaatit. Ainostaan viskoosikitka estimoitui avoimen silmukan
tapauksella hieman heikosti johtuen nollanopeuden epa¨lineaarisesta kitkasta. Mit-
tauksissa ka¨ytetty emulaattori ei askelvastekokeiden perusteella toteuttanut ta¨ysin
haluttua akselin vaimennusta, mika¨ na¨kyi parametriestimaateissa. Suljetun silmu-
kan tapauksessa 3 todettiin olevan ongelmia moottorin hitausmomentin ja viskoo-
sikitkan vaimennusten estimoinnissa, mika¨ johtui identifioinnin tulosignaalin riip-
pumisesta osittain la¨hto¨signaalista. Resonanssitaajuuden luotettavaan estimointiin
on syyta¨ ka¨ytta¨a¨ kirjallisuudessa esitettyja¨ taajuustason menetelmia¨. Ta¨ssa¨ tyo¨ssa¨
kuvattua menetelma¨a¨ tulisi siis ensisijaisesti ka¨ytta¨a¨ vain hitausmomenttien, vai-
mennusten ja jousivakion estimointiin.
Tyo¨lle mahdollisia jatkotutkimuskohteita on lukuisia. ARX-pohjaiset menetel-
ma¨t voidaan muokata rekursiiviseen muotoon ja suorittaa identifiointi ka¨yto¨n aika-
na. Ta¨llo¨in algoritmista tulee kevyempi ja menetelma¨a¨ voidaan soveltaa myo¨s aikava-
rianteille ja¨rjestelmille. Ka¨yta¨nno¨n sovelluksia varten tulisi IV- ja OE-menetelmien
numeeriselle kuormittavuudelle tehda¨ arvio. Kaksimassaja¨rjestelma¨n sijasta voidaan
identifioida esimerkiksi kolmimassaja¨rjestelma¨a¨, joka on muun muassa hissika¨yto¨n
kannalta mielenkiintoinen vaihtoehto. Epa¨lineaarisuuksien vaikutus identifiointiin ja
sa¨a¨to¨ja¨rjestelma¨a¨n olisi syyta¨ selvitta¨a¨ tarkemmin. Huomiota tulisi kiinnitta¨a¨ myo¨s
P-sa¨a¨dinta¨ monimutkaisemman sa¨a¨timen ka¨ytto¨o¨n ja sen vaikutukseen eri identi-
fiointitapauksissa. Yhdista¨ma¨lla¨ esitetty parametrien identifiointimenetelma¨ liikkee-
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Liite A: Ka¨ytetty simulointimalli
Kuvassa A1 on esitetty simulointiosuudessa ka¨ytetty kaksimassaja¨rjestelma¨n Simu-
link-malli, joka perustuu yhta¨lo¨ihin (5). Tulosignaaleina ovat sa¨hko¨magneettinen

























Kuva A1: Kaksimassaja¨rjestelma¨n simulointimalli
Hera¨tesignaali luodaan simuloinneissa ja mittauksissa kuvan A2 mukaisella mal-
lilla. Band-Limited White Noise -lohkolla saadaan satunnainen kohinasignaali, jo-
ka muutetaan bina¨a¨riseksi Sign-lohkolla. Muuttujalla S_Gain ma¨a¨riteta¨a¨n signaalin
amplitudi. Na¨ytema¨a¨ra¨n N oletetaan olevan riitta¨va¨n suuri, jolloin voidaan ka¨yt-
ta¨a¨ RB-signaalia. Pienella¨ na¨ytema¨a¨ra¨lla¨ olisi syyta¨ ka¨ytta¨a¨ PRB-signaalia, jolloin







Kuva A2: RB-signaalin luominen
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Avoimen silmukan identifiointia voidaan simuloida kuvan A3 mukaisella mallilla,
jossa esiintyva¨t kuvien A1 ja A2 lohkot. Nopeudenmittaukseen summautuu nolla-
keskiarvoinen valkoinen kohinasignaali, jonka varianssia voidaan muuttaa. Kuorma-















Kuva A3: Avoimen silmukan ja¨rjestelma¨n identifiointimalli (tapaus 1)
Kuvassa A4 on esitetty suljetun silmukan ja¨rjestelma¨n epa¨suorassa identifioin-
nissa ka¨ytetta¨va¨ simulointimalli. Ka¨yto¨ssa¨ on nyt nopeussa¨a¨timena¨ P-sa¨a¨din, jonka
vahvistusta kp voidaan muuttaa. Huomioinnin arvoista on se, etta¨ la¨hto¨kohina sum-
mautuu myo¨s takaisinkytkettyyn signaaliin, jolloin OE-mallin oletus ei pa¨de tarkal-
leen. Ta¨ssa¨ tapauksessa P-sa¨a¨timen vahvistuksen kasvattaminen lisa¨a¨ seka¨ hera¨te-


















Kuva A4: Suljetun silmukan ja¨rjestelma¨n epa¨suora identifiointi (tapaus 2)
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Suljetun silmukan suorassa identifioinnissa on ka¨yto¨ssa¨ kuvan A5 mukainen si-
mulointimalli. Sa¨a¨din pyrkii pita¨ma¨a¨n la¨hto¨nopeuden ohjearvossa ωr. Tapaus muis-
tuttaa avoimen silmukan identifiointia sita¨ enemma¨n, mita¨ pienempi P-sa¨a¨timen
vahvistus on. Vahvistuksen kasvattaminen lisa¨a¨ ja¨lleen kohinan vaikutusta ja¨rjestel-
ma¨ssa¨. Ta¨ma¨n ja¨rjestelma¨n identifiointi voidaan suorittaa avoimen silmukan tapaan





















Kuva A5: Suljetun silmukan ja¨rjestelma¨n suora identifiointi (tapaus 3)
Kun suljetun silmukan ja¨rjestelma¨n suora identifiointi muokataan epa¨suoraan
mutoon, otetaan identifioinnissa ka¨ytetty tulosignaali suoraan RBS-generaattorista.
Ta¨llo¨in simulointimalli on kuvan A6 mukainen. Tapaus muistuttaa ja¨lleen avoimen





















Kuva A6: Suljetun silmukan ja¨rjestelma¨n suora identifiointi muokattuna epa¨suoraan
muotoon (tapaus 4)
