In structural dynamic discrete choice models, one way to allow correlation across errors associated with different choices is to use the multivariate normal distribution. Unfortunately, the expectation of the maximum with normally distributed errors is relatively difficult to evaluate. In this paper, however, I show that the expectation of the maximum can be decomposed as a linear combination of multivariate normal CDFs and that the derivative of this expectation has a similar decomposition. With simulated data, I show that an estimation algorithm based on this decomposition can estimate a model both more quickly and more accurately than an algorithm based on Monte Carlo integration. Although my algorithm is significantly slower than an algorithm based on the extreme value distribution when the number of choices is high and the covariance matrix is left unrestricted, it is more accurate when the errors are correlated. ‡ KEYWORDS: expectation of the maximum, Emax, multivariate normal, multivariate t, extreme value, Monte Carlo integration, dynamic programming models * PhD candidate in economics, University of Virginia.
Introduction
In structural dynamic discrete choice models, the choice of the distribution for the error term has important consequences for both the flexibility of the model and computational feasibility.
Historically, the most widely used distribution has been the iid type 1 extreme value distribution, which has been used in papers such as Rust (1987) , Berkovec and Stern (1991) , and Hotz and Miller (1993) . This distribution leads to an analytical expression of the choice probabilities and the expectation of the maximum. However, it has some unattractive properties, such as the problem of the independence of irrelevant alternatives and the assumptions of independence and identical variances.
A much more flexible distribution is the multivariate normal. The multivariate normal distribution allows for the errors to be potentially correlated and have different variances and it does not suffer from the problem of the independence of irrelevant alternatives. The choice probabilities do not have an analytical expression, but recent advances in computational power and the development of algorithms, such as the GHK algorithm developed by Geweke (1991) , Hajivassiliou (1990) , and Keane (1994) , allow for these choice probabilities to be simulated both quickly and accurately.
Unfortunately, the expectation of the maximum (Emax) with normally distributed errors is relatively difficult to evaluate. Keane and Wolpin (1994) approximate this expectation with simple Monte Carlo integration.
1 However, their use of only a finite number of simulation draws introduces approximation error non-linearly, which can lead to inconsistent estimates of a model's parameters. This error is potentially more problematic than the approximation error for the simulation of multinomial probabilities because the latter error can be introduced linearly if the method of simulated moments (MSM) is used. MSM allows for consistent estimation of the model's parameters, even with a finite number of draws. While Keane and Wolpin (1994) provide evidence which suggests that the error introduced by their simulation algorithm is not too large, the error could potentially be reduced by manipulating the expectation. 2 Also, the non-differentiability of their approximation precludes the use of analytical derivatives of the likelihood function. 3 This requires the use of numerical derivatives to estimate the model with MLE or GMM, which can greatly increase the time required to estimate such models. Some of the disadvantages of simple Monte Carlo simulation can be reduced by using Imai, Jain, and Ching's (2009) Bayesian Markov chain Monte Carlo algorithm, a derivative-free algorithm which in essence lets the number of simulation draws go to infinity. However, this is not always an ideal solution. It would be beneficial if the expectation of the maximum for the multivariate normal could be evaluated more accurately for frequentist algorithms because such algorithms are more widely used in economics.
My contribution is to derive a decomposition of the expectation of the maximum with normally distributed errors. I show that, for a model with N choices and additively separable errors that are distributed multivariate normal, the expectation of the maximum can be expressed as a linear combination of multivariate normal CDFs of dimension N − 1 and N − 2 and that the derivative of the expectation of the maximum also has a similar decomposition. To evaluate the multivariate normal CDFs, I use numerical algorithms developed by Genz (1992 Genz ( , 2004 which can approximate the CDFs quickly with a high degree of accuracy. Results from the estimation of a simple dynamic occupational choice model with artificial data suggest that an algorithm which uses my decomposition of the Emax and analytical derivatives is both faster and more accurate than an algorithm which uses simple Monte Carlo integration and numerical derivatives. I also show how the use of the extreme value distribution can lead to inaccurate estimates of model parameters and occupational choice probabilities when the errors are correlated. 4 However, when the number of choices is greater than or equal to six and the covariance matrix is left unrestricted, the increase in accuracy from using an algorithm based on normality and my decomposition of the Emax may 2 Results from the literature on the evaluation of multinomial probit probabilities suggests that this might be true since the GHK and Stern (1992) algorithm, which manipulate the integral, are more accurate than the simple frequency simulator.
3 Their approximation is non-differentiable because the integrand for the expectation of the maximum contains the max function, which is non-differentiable. 4 In my simulation exercises, I do not use McFadden and Train's (2000) mixed multinomial logit algorithm because this algorithm has a high computational cost if future realizations of the normally distributed errors are assumed to be unknown by the agent (Berkovec and Stern, 1991). be outweighed by the increase in computational costs. This computation cost could be reduced by either restricting the off-diagonal elements or taking advantage of a nested structure in the choice set.
To test how robust my algorithm is to a different specification of the error term, I also estimate a model in which the errors have a multivariate t-distribution, which has fatter tails than the normal distribution. The extreme value distribution has the potential to estimate this model better because it too has fatter tails than the normal distribution. I modify my derivation of the expectation of the maximum for the multivariate normal to generate an almost identical expression for the multivariate t-distribution, which I use when creating the simulated data. With this new data, I show that an algorithm based on normality and my decomposition of the Emax is still more accurate than algorithms which use Monte Carlo integration or the extreme value distribution. The results from all my simulations suggest that a more flexible distribution for the errors in structural dynamic discrete choice models can be used in many cases without a large increase in computational burden.
This innovation potentially can allow for structural dynamic discrete models to have a better fit of the data and to generate more accurate predictions from policy experiments.
5
The rest of this paper proceeds as follows: In section 2, I describe the general framework of the class of models I am interested in. I then derive my decomposition of the expectation of the maximum with normally distributed errors in section 3, followed by the derivative of this decomposition in section 4. In section 5, I show that the Emax for the multivariate t also has a similar decomposition. I discuss the algorithms I use to evaluate the multivariate normal and t CDFs in section 6. I describe my estimated occupational choice model in section 7, and I discuss the results in section 8. Finally, section 9 concludes. In the appendix, I provide the derivation of some equations presented in the paper and a table of mathematical notation used throughout the paper. I also provide Fortran code which calculates the Emax and its derivatives at http://people. virginia.edu/ ∼ jse4fp/emax mvn egg.zip.
Framework
This section contains a general framework for a structural dynamic discrete choice model which resembles the framework outlined in survey papers such as Aguirregabiria and Mira (2010) . I consider a finite horizon model in which an agent in a discrete time period t chooses among discrete alternatives y t ∈ {1, 2, . . . , N }.
6 The per-period utility flow consists of a utility function U (y t , s t ), in which s t ∼ F (s t |s t−1 , y t−1 ) is a vector of state variables that may be observed or unobserved, and an additively separable error term t (y t ) / ∈ s t which is generated from the multivariate distribution G( t ). The error may be correlated across choices, but is assumed to be independent across time. 7 In the last period T , the utility flow consists only of U (y T , s T ) and T (y T ). By Bellman's Principle of Optimality, the value function for the agent is described by 
which is a multidimensional integral of the max function. This expectation is difficult to evaluate except in a few special cases. Rust (1987) shows that, when the errors are distributed iid type 1 6 My decomposition of the Emax is applicable to infinite horizon problems as well. 7 The assumption of independence across time is not too restrictive in this situation because unobserved variables that are correlated over time can be included in the vector s t , although including such variables can greatly increase computational costs. extreme value, this expectation can be expressed as
in which γ E is Euler's constant. To date, in the structural dynamic discrete choice literature, no analytical solution or decomposition has been derived for the Emax when the errors are distributed multivariate normal. Previously, the only other way to evaluate this Emax has been with simple Monte Carlo integration, as suggested by Keane and Wolpin (1994) . Antithetic acceleration can be used to reduce the variance of this simulator (see Geweke 1988) , but an estimator of the Emax that transforms equation (2) into some other useful form may be both faster and more accurate than
Monte Carlo integration with antithetic acceleration. In the following section, I show how this expectation with normally distributed errors can be expressed as a linear combination of multivariate normal CDFs.
Derivation of the Expectation of the Maximum
In this section, I assume that t (y t ) ∼ N (0, Σ) and Σ is positive-definite. My derivation of the Emax is simplified if t (N ) is subtracted off from all the choice-specific utilities, leaving me with a model that has N − 1 errors *
write the general form for the expectation of the maximum as
To decompose this expectation, I first analyze the outcome of the agent choosing alternative a. 
. . . 
in which the ψ a,a,k parameters are elements of Ψ a = Ω −1 a . While this derivative is more complicated than the derivative of the univariate PDF, both the univariate and multivariate derivatives are linear combinations of random variables multiplied by a PDF, which suggests that the manipulation for the univariate case may generalize to multiple dimensions. To implement this strategy, with a bit of algebra that is provided in the appendix, the multidimensional integral of interest can be expressed as
This manipulation is useful because part of equation (9) can be rewritten as the partial derivative of the multivariate normal PDF, which allows me to simplify this part of the equation because
in which η a,−a,t is the vector η a,t without η a,a,t , Ω a (a) is the covariance matrix Ω a conditional on variable a, and B a,t (a, s t ) is B a,−a,t (s t ) minus the conditional mean. 9 Plugging the end result of equation (11) into (9) and rearranging some terms yields
However, I want an expression for
Fortunately, I can obtain an expression for
analogous to equation (12) for the other Υ a,k,t (B a,t (s t )|Ω a ) and then stacking these equations as
which can be used to solve for Υ a,a,t (B a,t (s t )|Ω a ). After premultiplying equation (13) 
The integral and partial derivative operators cancel out since the Fundamental Theorem of Calculus can be extended to multiple dimensions, as shown by Mutze (2010). in which ω a,a,k for k = a is the covariance between * t (k) − * t (a) and − * t (a), which equals σ * 2 a − σ * a,k . Finally, after plugging the result from equation (14) into equation (4), the Emax can be written as 
in which σφ 1 (·)/Φ 1 (·) is the inverse Mills ratio.
Analytical Derivatives of the Expectation of the Maximum
It takes much less time to estimate a structural dynamic discrete choice model with a derivativebased maximization routine when analytical, rather than numeric, derivatives are used. However, in order to estimate a structural dynamic discrete choice model with analytical derivatives, the derivative of the expectation of the maximum needs to be constructed. Unfortunately, this derivative can be just a difficult to evaluate as the Emax itself. In this section, however, I show that the derivative of the Emax for the multivariate normal distribution can be expressed as a linear combination of multivariate normal CDFs. Many of the elements used to construct the Emax are also used to construct the derivate of the Emax, so these elements can be saved to reduce the time needed to evaluate the derivative. This expression for the derivative can be evaluated both quickly and accurately if the number of dimensions is not too large.
In order to evaluate the derivatives of the Emax with normally distributed errors, I first standardize the diagonal elements in the covariance matrices to one because the partial derivative of the CDF with respect to the covariances are much easier to evaluate than the partial derivatives of the variances (Plackett, 1954) . 11 I denote the standardized version of Ω a by P a and I replace B a,k,t
12 After these modifications, the Emax is now
Derivative with Respect to Parameters not in the Covariance Matrix
Before I show the derivatives with respect to the parameters not in the covariance matrix, first note that
This result can be derived with Leibniz's rule. Given this result, the derivative of the Emax with
which can be derived by using the product and chain rule. 13 The derivatives ofṼ t (a, s t ), C a,k,t (s t ),
and C a,m,t (k, s t ) are linear combinations of derivatives of the utility function and derivatives of the Emax for the following time period. Note that the later derivative equals zero for t = T since V T +1 (·) = 0, so the derivative of the Emax can be solved for recursively in finite horizon models.
For infinite horizon models, equation (19) becomes an equation in which the same derivative of the Emax appears on both the left and right hand side, so this equation can be reorganized to generate the needed derivative.
Derivative with Respect to the Covariance Matrix
To derive the derivative of the variance and covariance parameters in Σ, I first present a result from Plackett (1954) which shows that
in which ρ a,m,n ∈ P a and m = n. This formula does not apply to derivatives of the variances, so this is why the variances need to be normalized to one. Given this result, the derivative of the Emax with respect to σ p,q is just equation (19) with θ p replaced with σ p,q plus the terms
13 When N = 2, the term containing Φ N −3 (·) drops out. 14 If N ≤ 3, the term containing Φ N −4 (·) drops out.
are algebraic functions of σ p,q , so the derivatives with respect to these parameters can be evaluated easily.
Emax with the Multivariate t-Distribution
In this section, I show how the expectation of the maximum with errors that are distributed multivariate t also has a useful decomposition. This additional decomposition is useful in several ways. First, later in my paper, I use this additional result to estimate a model in which the errors are distributed multivariate t but I assume in the estimation procedure that the errors are distributed multivariate normal. This experiment will show how well a model with fatter tails can be estimated with the multivariate normal distribution. Second, this derivation for the Emax for the multivariate t can also be useful for researchers who want to use the multivariate t for their error distributions.
This distribution can be useful if extreme events, such as the collapse of financial institutions, are not rare occurrences.
Before I present the derivation for this Emax, I first give the definition of the multivariate t distribution since this distribution is less widely used in economics. The N dimensional multivariate t-distribution with mean µ a , variance Ω a , and ν degrees of freedom has the PDF
For the rest of this section, I normalize the mean to zero. Nadarajah and Kotz (2005) show that the sum of two variables with a t-distribution also has a t-distribution and that the marginal distribution of a multivariate t also has a multivariate t-distribution. These results allows for the derivation of the Emax for the multivariate t to have the same general structure as the derivation for the multivariate normal.
Before I show the main result, I first present a formula for a partial derivative of the multivariate t PDF, which is needed to evaluate the Emax. With a bit of calculus and algebra that is shown in variate the appendix, the derivative with respect to η a,a,t of the N dimensional multivariate t PDF with variance
when ν > 2. 15 To evaluate the Emax for the multivariate t-distribution, I also need to transform a multidimensional integral of the partial derivative in equation (22) into the product of a univariate PDF and a conditional CDF. Results from Nadarajah and Kotz (2005) can be used to show that if η * a,t has a N − 1 dimensional multivariate t distribution with degrees of freedom ν − 2, mean zero, and variance ν ν−2 Ω, then the distribution of this variable conditional on η * a,k,t is an N − 2 dimensional multivariate t distribution with degrees of freedom ν − 1 and a mean and variance that are identical to the conditional mean and variance for the multivariate normal expect that the variance is multiplied by the scalar
From this result, I can perform a series of manipulation that are almost identical to the ones performed in section 3 to show that the Emax for the multivariate t is
15 Because of this restriction, my decomposition of the Emax for the multivariate t is only defined for when ν > 2.
in which Ω a (k) is the conditional variance from the multivariate normal. This is a linear combination of N multivariate t CDFs of dimension N − 1 with ν degrees of freedom and (N − 1) 2 multivariate t CDFs of dimension N − 2 with ν − 1 degrees of freedom. Note that the fractions involving ν go to one as ν goes to infinity and that the multivariate t distribution becomes the multivariate normal distribution as ν goes to infinity, so the Emax for the multivariate t becomes the Emax for the multivariate normal distribution as ν goes to infinity.
Multivariate Normal and T probabilities
My expression for the expectation of the maximum requires the computation of multivariate normal and t probabilities, which have no closed form solution. In economics, the most popular algorithm for computing multivariate normal probabilities is the GHK algorithm, which simulates the probability by drawing a series of random variables from conditional normal distributions.
However, some recent papers suggest that numerical integration algorithms in which the number of grid points grows polynomially rather than exponentially with the number of dimensions outperform Monte Carlo integration algorithms. Heiss and Winschel (2008) show that this type of numerical integration gives more accurate estimates of random coefficient logit probabilities than simulation, and Heiss (2010) shows a similar result for panel probit models. Similar results have been show by Malin, Krueger, and Kubler (2011) and Skrainka and Judd (2011) . The results of these papers suggest that evaluating the multivariate normal CDF with numerical integration may give more accurate results than simulation at a lower computational cost, at least when the number of dimensions is not too large.
The numerical algorithms I use in place of the GHK algorithm are based on the work by the mathematician Alan Genz. For bivariate normal probabilities, Genz (2004) proposes an algorithm that splits the bivariate normal probabilities into the sum of the product of two univariate CDFs and a term which involves one-dimensional integration. Genz (2004) Genz (1992) suggests evaluating this integral with an adaptive numerical integration algorithm presented by Berntsen, Espelid, and Genz (1991) in which the number of grid points only grows polynomially with the number of dimensions. Genz (1993) and Gassmann, Deak, and Szantai (2002) show that this multivariate normal algorithm performs well compared to other algorithms used to evaluate the multivariate normal CDF. To evaluate the multivariate t CDF, I use algorithms presented in Genz (2004) for two and three dimensions and an algorithm presented in Genz and Bretz (2002) for four or more dimensions. These algorithms resemble the ones used for the multivariate normal.
In this paper, when I have to evaluate CDFs of dimension three or greater, I use Genz's algorithms with adaptive integration and a strict error tolerance to evaluate the value function before creating simulated data. However, when I then estimate the model based on the simulated data, I use Genz's algorithms but with a non-adaptive numerical integration algorithm. I do this because algorithms with a fixed number of points are faster than adaptive algorithms, even though the latter class of algorithms are more accurate. I use the weights and nodes presented in Heiss and Winschel (2008) to evaluate the Genz integrand with non-adaptive integration. 17 I find that using a low number of grid points allows me to achieve accurate estimates of the parameters in a short amount of time, while increasing the number of grid points increases the computation time without a sufficient increase in accuracy.
18 16 Some sources, such as Gates (2006) , have described Genz's (1992) transformation as being the same as the GHK transformation. 17 These are available at www.sparse-grids.de 18 My low number of grid points are the number of points resulting from setting the accuracy level parameter in Heiss and Winschel (2008) equal to two.
Model
To test the performance of my decomposition of the Emax, I present a simple dynamic occupational choice model. For individual i in time period t, the utility flow from each choice a = N is the sum of a cost of switching occupation, τ ; a linear combination of observable characteristics; and an error term, i,t (a). These errors are unknown to the household until time t but the distribution is always known to households. In this model, there are two types of observed variables, one which is the same across alternatives, x i , and another which varies across alternatives, z i,a . For simplicity, I assume these variables do not change over time. The latter type of variable can be seen as an exclusion restriction which facilitates estimation of the model. Keane (1992) explains that the multinomial probit likelihood function is not well behaved without these variables because without them, there are continua of values of the covariance matrix and utility parameters which generate near identical values of the choice probabilities.
19 From this setup, the utility flow from each choice is described by
in which y i,t denotes the occupation that is chosen by individual i at time t. When simulating my sample, I let x i take on integer values between -2 and 2 and I let z i,j be either zero or one. All initial combinations of state variables occur with an equal probability in my simulated sample.
Results
I first present estimates of my model with the number of choices being equal to three. In tables 1 through 4, I generate my simulated sample with errors that are distributed multivariate normal. In other staring values are used, which suggests that the likelihood function is not globally concave. is 5 times faster than the algorithm with simulation and my algorithm with numerical derivatives is about 3 times faster. All of the last three algorithms deliver mean squared errors of the parameters estimates that are roughly the same, but the use of simulation gives less accurate estimates of the choice probabilities. 21 In this table, all the algorithms estimate the occupational choice model in under a second. Most structural dynamic discrete choice models cannot be estimated in this short amount of time. However, the relative speed between these algorithms remained the same when I increased the run time by having either more explanatory variables or more time periods, so the relative speeds appear to remain comparable for more computationally intensive versions of my model with the same number of choices. Displayed results are from simulated data. The average of the estimate over the simulated samples is displayed first and the standard deviation of the estimate is displayed below in parenthesis. A 2.67Ghz Intel Xeon Processor was used to run the Fortran program. Prob. error is the absolute value of the difference between the true choice probabilities and the estimated choice probabilities at a given point in the state space. The average error is constructed by weighting the errors by the true choice probabilities for every point in the state space and then taking the average of these weighted errors. The standard deviation is constructed analogously. σ 1,1 is normalized to 2. In tables 2 and 3, I modify the parameters slightly by increasing the covariance from 1 to 1.3 and 1.6, respectively. The differences in results between the algorithms based on normality remain mostly the same after the increase in the covariance. However, the algorithm based on the extreme value assumption fits the data much less well. In table 2, the average error in the predicted probabilities is about 2 times greater compared to the average from the algorithms based on my decomposition of the Emax. 22 In table 3, the average predicted error is about 4 times greater. The maximum error in the choice probabilities is about 60% greater in table 3 as well.
Results for Three Choices
The advantages of my algorithm over the use of the simulation and extreme value algorithms remain in tables 4 and 5 in which I vary the assumptions of the model. In table 4, I keep the same covariance matrix as in table 3 but I remove the variables that vary over alternatives. Keane (1992) finds that the removal of these variables leads to very poor multinomial probit estimates that do not deviate much from their starting values. Fortunately, I get much better results than in Keane (1992) . The removal of these variables does not negatively affect the precision or accuracy of my estimates. These results suggest that the convergence problems presented in Keane (1992) can be avoided via the initial use of the extreme value distribution.
In table 5, I include the variables which vary over alternatives, but I generate my simulated data with errors that are distributed multivariate t. The multivariate t has a higher kurtosis (i.e.
fatter tails) than the multivariate normal, with the kurtosis increasing as the degrees of freedom decreases. I set the degrees of freedom equal to three because three is the lowest number of degrees of freedom in which I can use my decomposition of the Emax for the multivariate t. The extreme value distribution has a higher kurtosis than the normal distribution, so it may fit my simulated data better even though the errors from the underlying model are correlated. However, I still find that the algorithms based on normality fit the data much better than the algorithm based on the extreme value distribution. Compared to table 1, the estimates of the utility parameters decrease slightly in terms of absolute value. This decrease in the utility parameters mimics the effects of the fatter tails of the multivariate t increasing the probability of some choices being selected. Also, while 22 I calculate the error in the predicted probabilities as the absolute value of the difference between the true choice probabilities and the estimated choice probabilities at a given point in the state space. the average error in the predicted probabilities for the extreme value algorithm decreased by about 15% compared to table 3, the average errors from the estimates based on normality are mostly unchanged and are still much less than the errors from the extreme value algorithm. Overall, the results from tables 1 through 5 suggest that my decomposition of the Emax performs well for three choices when the errors are not independent, even in cases in which the likelihood is less well behaved and the underlying errors are not distributed multivariate normal. In the following subsection, I investigate how well my algorithm performs for a higher number of choices.
More than four choices
In table 6, I increase the total number of choices to four. In this table, I include the variables which vary over alternatives and I generate the simulated data with errors that are distributed multivariate normal with covariances that decrease in value the further away they are from the diagonal. Overall, I get similar results as in table 3. The most important difference is that the algorithm based on normality in which I fix the covariance matrix takes about 1.6 times as long as the algorithm based on the iid extreme value assumption. When I have only three choices, these two routines take about the same amount of time. The mean square errors of the variance and covariance parameters also increase, but are still not too large. The Emax appears to become increasingly costly to estimate as I increase the number of choices. Table 7 presents the results for five choices and table 8 presents the results for six choices.
When I estimate the model under the assumption of normality with a fixed covariance matrix, this algorithm takes 6 times as long as the algorithm based on the extreme value assumption and takes 27 times as long when there are six choices. This suggests that it may be prohibitively costly to estimate a structural dynamic discrete choice model using the multivariate normal distribution with an unrestricted covariance matrix when the number of choices is greater than or equal to six.
However, estimation with normality could still be feasible if certain restrictions are put on the covariance matrix, such as either restricting the off-diagonal elements or taking advantage of a nested structure in the choice set. Such restrictions would reduce the time needed to calculate the Emax by reducing the dimensionality of the multivariate normal CDFs.
Conclusion
In this paper, I show that the expectation of the maximum in structural dynamic discrete choice model with additively separable errors that are distributed multivariate normal can be decomposed as a linear combination of multivariate normal CDFs. The use of this decomposition of the Emax provides a computationally feasible way of allowing errors to be correlated and avoiding the problem of the independence of irrelevant alternatives. Using simulated data, I show that an algorithm which uses my decomposition of the Emax and analytical derivatives is both faster and more accurate that an algorithm which uses Monte Carlo integration. My algorithm is also more accurate than an extreme value algorithm, although when the number of choices reaches or exceeds six, my algorithm based on normality takes much longer to estimate the model, even when I fix the covariance matrix. However, the additional computational burden can be relieved by setting the covariances to zero or by taking advantage of a hierarchical structure in the choice set if such a structure is present.
While the use of my decomposition of the Emax has benefits over the use of the extreme value distribution or Monte Carlo integration, it does have potential limitations. The first limitation is that my decomposition requires the errors be additively separable. This requirement rules out models which contains both additively separable and multiplicative errors, such as the one presented in Keane and Wolpin (1994) . My algorithm can be applied to these models by either taking the log of the utilities with multiplicative errors or by introducing an additional additively separable error.
These two modifications would result in a different model, but this modified model may fit the data just as well and may be just as useful for conducting policy experiments.
Another limitation is that while the multivariate normal and multivariate t distributions are much more flexible distributions than the iid extreme value distribution, bias could still result from making any parametric assumptions on the distribution of the error term. There has been some work on semiparametric estimation of structural dynamic discrete choice models. Norets and Tang (2012) present an Bayesian algorithm which estimates a model with two choices semiparametrically and Norets (2011) extends this algorithm to models with three or more choices. However, their semiparametric algorithm only set identifies the model parameters, so there is a loss in precession from using their algorithm. Also, their algorithm requires nonparametric estimation of the conditional choice probabilities, which, due to the curse of dimensionality, can be difficult to estimate if the state space is large. Given that adequately precise semiparametric estimates may be unobtainable for many problems, my proposed algorithm provides a middle ground between the use of the extreme value distribution and Norets and Tang's (2012) semiparametric algorithm by offering the benefit of allowing the errors to be potentially correlated and have different variances but having the disadvantage of potentially introducing bias due to the use of parametric assumptions.
In this appendix, I present the derivations of some equations presented in this paper. First, equation (9) for the transformation of the multivariate normal PDF is derived from the equations The following table is a list of mathematical notation used throughout my paper: 
