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ABSTRACT
Context. Instrumental profile (IP) is the basic property of a spectrograph. Accurate IP characterisation is the prerequisite of accurate
wavelength solution. It also facilitates new spectral acquisition methods such as the forward modeling and deconvolution.
Aims. We investigate an IP modeling method for the fibre-fed echelle spectrograph with the emission lines of the ThAr lamp, and
explore the method to evaluate the accuracy of IP characterisation.
Methods. The backbone-residual (BR) model is put forward and tested on the fibre-fed High Resolution Spectrograph (HRS) at the
Chinese Xinglong 2.16-m Telescope, which is the sum of the backbone function and the residual function. The backbone function is
a bell-shaped function to describe the main component and the spatial variation of IP. The residual function, which is expressed as the
cubic spline function, accounts for the difference between the bell-shaped function and the actual IP. The method of evaluating the
accuracy of IP characterisation is based on the spectral reconstruction and Monte Carlo simulation.
Results. The IP of HRS is characterised with the BR model, and the accuracy of the characterised IP reaches 0.006 of the peak value
of the backbone function. This result demonstrates that the accurate IP characterisation has been achieved on HRS with the BR model,
and the BR model is an excellent choice for accurate IP characterisation of fibre-fed echelle spectrographs.
Key words. instrumentation: spectrographs - methods: data analysis - techniques: image processing - techniques: spectroscopic
1. Introduction
An echelle spectrograph is able to realise a high-resolution (ą
104) spectral observation of the celestial objects. It plays a key
role in many advanced astronomical researches, such as the de-
tection of exoplanets with the radial velocity method and the
measurement of isotopic ratios of stars. The instrumental profile
(IP) of an echelle spectrograph is the monochromatic response
function in the one-dimensional extracted spectrum. Accurate IP
characterisation supports a variety of applications, including but
not limited to:
1. the inspection of optical aberrations;
2. the accurate determination of the absolute centres of spectral
lines;
3. the fitting of overlapping spectral lines;
4. the spectral forward modeling;
5. the spectral extraction with the method of deconvolution.
Most importantly, it will facilitate accurate measurement of the
celestial objects’ spectra and spectral features (e.g. line equiv-
alent width, line depth). If the echelle spectrograph is fibre-fed,
‹ e-mail: zbhao@niaot.ac.cn
‹‹ e-mail: dxiao@niaot.ac.cn
the fibre scrambler guarantees a rather stable IP for varied illumi-
nation on the fibre input face. Therefore, the IP characterisation
is not necessary to be simultaneous with the observation. We can
preform independent IP characterisation with calibration light
sources for direct IP sampling. The thorium argon (ThAr) lamp,
which is a widely-used wavelength calibration source offering a
forest of narrow emission lines in the visible and near-infrared
range, can be employed for independent IP characterisation.
For realising an accurate IP characterisation, the method to
model the IP is critical. The simplest IP modeling method is to
use the Gaussian function to fit the spectral lines. Some bell-
shaped functions (e.g. the super Gaussian function, the Mof-
fat function and the Voigt function) are also commonly en-
gaged. Martin et al. (2005) and Zhao et al. (2014) suggested
to fit the spectral lines with the sum of two Gaussian func-
tions and achieved further improvement. In the scenario of io-
dine technique, the widely-used California Planet Survey (CPS)
Doppler code makes use of the sum of 12 Gaussians to model
the IP (Valenti et al. 1995). CPS Doppler code has an alternative
method of decomposing the IP by Gauss-Hermite bases (Wang
2016). Wang (2016) proposed using a modified Moffat function
r1 ` px{θq2s´βp xδ q2 to characterise the IP. Due to similarity to IP
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modeling, the point spread function (PSF) modeling methods in
the area of multi-fibre spectrographs are also noteworthy. Bolton
& Schlegel (2010) used the sum of a Gaussian function and a
wing function to model the PSF. Kos et al. (2018) and Bland-
Hawthorn et al. (2017) performed the PSF expansion by the
basis functions of the discrete Chebyshev polynomial. Guang-
wei et al. (2015) fitted the PSF with a uniform B-spline surface.
Two-dimensional Gauss-Hermite bases were used in the work of
Cornachione et al. (2019). All the above modeling methods are
based on a functional form or a combination of basis functions.
While A functional form can quickly and effectively capture the
main component of IP, it is not universally accurate for all condi-
tions. A combination of basis functions is flexible and is able to
capture the details of IP, but the components of high-order basis
functions usually lead to unwanted high-frequency oscillation in
the characterised IP. Even though the latter can be avoided with
smooth piecewise functions such as the cubic spline function, the
need of combining a large amount of data to outline the curve of
IP with a high sampling rate poses challenges for practical appli-
cations. For example, an iterative process of repeatedly adjusting
the parameters for centreing (Anderson & King 2000) would be
necessary.
The purpose of this work is to develop a generalised accu-
rate IP modeling method for fibre-fed echelle spectrographs with
the emission lines of the ThAr lamp. This modeling method can
achieve accurate IP characterisation, while being free of cum-
bersome processes like iteration. We demonstrates that a model
combining a bell-shaped function and a cubic spline function
can meet our goal. And an IP characterisation test based on our
method is carried out on the fibre-fed High Resolution Spectro-
graph (HRS) of the Chinese Xinglong 2.16-m Telescope. In ad-
dition, by using the spectra of the astro-comb equipped on HRS,
we evaluate the accuracy of IP characterisation. The rest of this
paper is structured as follows: The preliminary analysis about
the IP characterisation is given in Section 2. In Section 3 we in-
troduce our IP modeling method and present the process of IP
characterisation on HRS with the exposures of ThAr lamp, and
the result is shown in Section 4. In Section 5, we explore the
method of evaluating the accuracy of IP characterisation, and
apply it to our IP result. Brief discussion and conclusions are
given in Section 6.
2. Preliminary analysis
2.1. Anamorphic tangential magnification
For an echelle spectrograph, the spatial variation of IP is mostly
caused by the anamorphic tangential magnification (Palmer &
Loewen 2005), which is produced by the dispersion of the
echelle grating. This is particularly true when most of the opti-
cal aberrations are well suppressed by the well-designed camera
lens system. We perform a simple theoretical analysis below to
explain this point and estimate the level of its influence.
Fig.1(a) shows a cross-section of an echelle grating with
blaze angle θB. α and β are the angles of incidence and diffrac-
tion, respectively. All the rays are in the xz-plane. The x-axis is
along the principal dispersion direction, and the z-axis is normal
to the reflection surface of the grooves. The diffraction relation
of the echelle grating indicates (Schroeder 1970, 1987):
oλ
d
“ sinα` sinβ, (1)
where o is the order number of wavelength λ, and d is the grating
constant. Assuming the angle subtended by the fibre output face
or the entrance slit to the incident point on the groove surface is
δα, we obtain:
oλ
d
“ sinpα` δαq ` sinpβ` δβq, (2)
where |δβ| is the angle subtended by the corresponding image
on the CCD. Therefore, the magnification of subtended angles
satisfies:
| δβ
δα
| “ |cosα
cosβ
|. (3)
We assume the echelle spectrograph is operated in quasi-Littrow
condition. Hence, α « θB and β « θB ` ∆θ. Here, ∆θ denotes
the off-axis angle, i.e. the angle between the diffractive ray and
the optical axis of the optical system. Finally we obtain:
| δβ
δα
| « | cosθB
cospθB ` ∆θq |. (4)
Eq. 4 presents the anamorphic tangential magnification: The
magnification in the principal dispersion direction is related to
the off-axis angle. Assuming the R4 echelle grating is used, sub-
stituting its typical blaze angle θB “ 76˝ into Eq. 4, the magnifi-
cation as the function of ∆θ is derived as shown in Fig.1(b) with
the blue curve. Different off-axis angles correspond to different
positions on the CCD. Taking the red camera of the Ultraviolet-
Visible Echelle Spectrograph (UVES) as an example, the magni-
fications are 0.807 and 1.320 respectively for the right edge (off-
axis angle =´3.44˝) and left edge (off-axis angle = 3.44˝) of the
CCD, given that the focal length is 500 mm and the CCD is 4K
ˆ 4K with a pixel size of 15 µm (Dekker et al. 2000). It means
if we do not consider the contribution of optical aberrations, the
width of IP at the left edge is 1.320{0.807 “ 1.636 times larger
than that at the right edge. Such a difference is commonly much
bigger than that induced by the optical aberrations of the echelle
spectrograph. Note that the magnification varies gradually along
the principal dispersion direction over the whole range of CCD,
rather than abruptly in the region of large off-axis angle.
2.2. A selection criterion for the ThAr lines
Generally, an accurate IP characterisation is only achievable with
spectral lines of sufficiently narrow intrinsic widths. We take the
data from Table 1 of Redman et al. (2014), which recorded the
measurement results of ThAr lines with the National Institute of
Standards and Technology (NIST) 2 m Fourier transform spec-
trometer in 2013, and investigate the distribution of intrinsic line
widths. Fig.2 shows the histogram of FWHMλ{λ for thorium
(blue) and argon (red) emission lines, where FWHMλ denotes
the intrinsic line widths and λ denotes the wavelength. The blue
dashed line indicates the median of FWHMλ{λ for the thorium
lines, which is equal to 1.57 ˆ 10´6. The red dashed line in-
dicates the median of FWHMλ{λ for the argon lines, which is
equal to 3.59ˆ 10´6.
The measured profile of a spectral line is produced by con-
volving its intrinsic line profile with the IP. So, the width of the
measured spectral line roughly satisfies the relation of quadratic
sum:
FWHM2λ,measured „ pλ{Rq2 ` FWHM2λ, (5)
where R is the resolving power of a spectrograph (so
λ{R is the width of IP). We find FWHMλ,measured ăapλ{Rq2 ` p0.1λ{Rq2 « 1.005λ{R when the intrinsic line width
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Fig. 1. a) Geometry showing the anamorphic tangential magnification.
Monochromatic light from the fibre output face or the entrance slit, of
the subtended angle δα, is projected by the echelle grating to form an
image of the subtended angle δβ. The staircase-like solid thick lines
indicate the cross-section of the echelle grating. See text for detailed
descriptions of other symbols. b) The absolute value of the ratio of δα
to δβ as the function of the off-axis angle, given that the R4 echelle
grating of the blaze angle θB “ 76˝ is used. The two dashed lines mark
the positions of ˘3.44˝, which indicate the off-axis angles of the edges
of the CCD of the Ultraviolet-Visible Echelle Spectrograph (UVES).
is less than one tenth of the IP width. That means the differ-
ence between the measured line profile and the IP is less than
0.5%. This level of error is acceptable. We take it as a criterion
in the selection of applicable emission lines for IP characterisa-
tion. Based on the values of the median of FWHMλ{λ, we find
that more than half of the thorium lines or argon lines are ap-
plicable to IP characterisation when the resolving power of the
spectrograph R ď 6.37 ˆ 104 or R ď 2.79 ˆ 104, respectively.
This result demonstrates the capability of ThAr lamp as a light
source for direct IP characterisation for echelle spectrographs.
However, for very high-resolution spectrographs, e.g. HARPS
(R “ 1.15ˆ 105) (Mayor et al. 2003), the number of applicable
ThAr lines would be quite limited.
3. Characterising the IP
3.1. Backbone-residual (BR) model
According to the aforementioned analysis, the spatial varia-
tion of IP of an echelle spectrograph is largely influenced by
the anamorphic tangential magnification. This kind of variation
manifests itself as the broadening or compression of the shape
Fig. 2. Histogram of the relative intrinsic widths of the thorium lines
(blue) and argon lines (red) of a ThAr lamp. The data are taken from
Table 1 of Redman et al. (2014). The dashed lines indicate the medians
of the relative intrinsic widths of the thorium lines (blue) and the argon
lines (red).
of IP in the principal dispersion direction. By fitting the IP with
a bell-shaped function, broadening or compression can be well
captured. In this way, the spatial variation of IP remaining in
the residuals (i.e. the difference between the best-fit bell-shaped
function and the actual IP) is largely reduced. These residuals,
which reveal the details of IP, thus have better internal con-
sistency of appearing as the same function than the whole IP.
The systematic errors included in the combined residuals will be
smaller than those included in the directly-combined IP. More-
over, using the best-fit bell-shaped function to fit the applica-
ble ThAr lines, we can obtain the peak heights and centres of
these lines. Taking them as the normalisation constants and the
centres of IP, the processes of normalisation and centreing be-
fore data combination can be easily implemented, free of the
cumbersome processes like iteration. Therefore, it is beneficial
to include the best-fit bell-shaped function in the model of IP
characterisation. On the other hand, the cubic spline function is
very flexible and is always able to accurately trace an arbitrary
smooth function without high-frequency oscillation. Therefore,
the residuals, which commonly have an undulating structure, can
be well described by the cubic spline function. In short, we pro-
pose the backbone-residual (BR) model:
IPpx1; o, xq “ IPbpx1; o, xq ` IPrpx1; o, xq. (6)
x1 is the argument of the model. It represents the pixel position
relative to the centre of IP. The order o and the pixel position
x in the principal dispersion direction are the parameters which
present the two-dimensional position of IP on the CCD. The BR
model is the sum of the backbone function IPbpx1; o, xq and the
residual function IPrpx1; o, xq. The backbone function is the best-
fit bell-shaped function, which is named after its role of account-
ing for the main component of IP. The residual function, which is
expressed as the cubic spline function, describes the difference
between the backbone function and the actual IP. For normal-
isation, we define the peak value of the backbone function as
equal to 1. So, the residual function represents the relative val-
ues of residuals as to the peak value of the backbone function.
We would like to address that our definition of normalisation is
unconventional: the integral of IP is NOT equal to 1. Attention
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should be paid to the effects caused by the definition of normali-
sation when applying the BR model to the operations such as the
spectral reconstruction.
3.2. Test-system description
We test IP characterisation with the BR model on HRS. HRS
(Fan et al. 2016) is a fibre-fed echelle spectrograph with a wave-
length coverage of 370-920 nm. The detector is a 16-bit back-
illuminated E2V CCD (203–82), with a size of 4096 ˆ 4096
pixels and a pixel-size of 12 µm. The average resolving power is
4.3 ˆ 104 for the 2.4” multi-mode fibre which transmits the the
light of target from the Cassegrain unit to the spectrograph. The
average width of IP is 5.5 pixels. An iodine absorption cell and a
ThAr lamp are equipped as wavelength calibrators. A new gen-
eration wavelength calibration source – an astro-comb (Menlo
Systems GmbH) was installed on HRS in 2016 (Ye et al. 2016).
The IP characterisation utilises the exposures of ThAr lamp
on HRS. Prior to the IP characterisation, basic data reduction
needs to be carried out, including bias subtraction, scattered light
subtraction, order tracing, order extraction, wavelength calibra-
tion, etc. And finally, the one-dimensional spectrum and the po-
sition of each ThAr line are obtained. The data reduction pipeline
is developed according to the general techniques for echelle
spectrographs (e.g. Buchhave (2010)). We note that we extract
the one-dimensional spectrum by directly summing up ˘7 pix-
els in the cross-dispersion direction.
3.3. The determination of the backbone function and the
residual function for HRS
The determination of the backbone function should be based on
the actual shape of the IP of spectrograph. The test on HRS sug-
gests the normalised super Gaussian function as the backbone
function:
IPbpx1; o, xq “ expr´p |x
1|
σpo, xq q
βpo,xqs, (7)
because there are only two parameters σ and β controlling the
shape while the residuals are less than 5% of the height ev-
erywhere. This performance is better than other common bell-
shaped functions (e.g. the Gaussian function, the Moffat function
and the Voigt function) on HRS.
The residual function is expressed as the cubic spline func-
tion:
IPrpx1; o, xq “
nÿ
j“1
c jpo, xqB j,dpx1q, (8)
where n is the number of coefficients and d “ 3. The B-spline
basis function B j,dpx1q is defined as the iterative form:
B j,dpx1q “
x1 ´ x1j
x1j`d ´ x1j
B j,d´1px1q`
x1j`d`1 ´ x1
x1j`d`1 ´ x1j
B j`1,d´1px1q, (9)
B j,0px1q “
$&%
1, x1j ď x1 ă x1j`1
0, x1 ă x1j or x1 ě x1j`1
0, if x1j “ x1j`1.
(10)
tx1jun`d`1j“1 compose the set of knots.
Consequently, the parameters in the BR model for HRS con-
sist of σ, β of the super Gaussian function and tc junj“1 of the
Fig. 3. Flowchart of the process of IP characterisation with an actual
exposure of ThAr lamp on HRS.
cubic spline function. The IP characterisation is thus essentially
to obtain the parameters as the functions of order o and pixel
position x by using the actual exposures of ThAr lamp. Fitting
each applicable ThAr line with a super Gaussian function yields
the best-fit σ and β at the position. However, in general, the data
points of the residuals of a single ThAr line only supply a poor
sampling rate in the fitting range which can hardly reveal the
undulating structure of the residual function. This can be solved
by combining the normalised and centred residuals of the ThAr
lines of different pixel phases in a particular area (see Section
3.4), into a united set of data points to achieve a high sampling
rate.
3.4. The process of IP characterisation
The diagram shown in Fig.3 presents the flowchart of the process
of IP characterisation with an actual exposure of ThAr lamp on
HRS. There are 13 steps in total. Although a few operations and
settings are specific to HRS, this process can be generally broad-
ened to other fibre-fed echelle spectrographs with only slight
modifications.
The goal of the first five steps is to obtain the parameters
(σ and β) of the backbone function as the functions of order o
and pixel position x, including two steps to clip out the “bad”
ThAr lines. Those “bad” ThAr lines either have too broad in-
trinsic widths to pass the width criterion defined in Section 2.2
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Fig. 4. This figure shows the block division (divided by the solid black lines) with respect to the combination of the (centred and normalised)
residuals of ThAr lines in the case of HRS. The combination is performed separately with the (centred and normalised) residuals in each block.
In this paper, we use the order o to describe the coordinates in the cross-dispersion direction, instead of the pixel position. An example of the
distribution of applicable ThAr lines of a ThAr exposure on HRS is shown by the yellow circles. The blue stars mark the centres of blocks. The
convex hull of block centres is shown as the dotted blue lines. The non-repetitive parts of orders (i,e. the parts having unique wavelength coverage)
are shown as the area between the two dashed black lines. See the caption of Fig.5 for the description of the red crosses.
(clipped out in Step 2), or have too large residuals from the fitted
super Gaussian function (clipped out in Step 4). In Step 4, the
large residuals may be caused by the disturbance of the unsep-
arated closely-neighboring spectral lines, or merely by the low
SNR of lines. We use the adjusted coefficient of determination
r¯2 to test the goodness of fit. It is defined as:
r¯2 “ 1´ SSres{pn´ p´ 1q
SStot{pn´ 1q , (11)
where SSres denotes the residual sum of squares, SStot denotes
the total sum of squares, n and p denote the number of data
points and that of the free parameters, respectively. r¯2THOLD is
the threshold for clipping. The ThAr lines of r¯2 ă r¯2THOLD will
be clipped out. r¯2THOLD must be carefully determined to balance
the effectiveness of clipping and the tolerance of the difference
of the actual IP and the fitted super Gaussian function. In the
case of HRS, r¯2THOLD is set to 0.995. After Step 4, we obtain the
best-fit σ and β of each applicable ThAr line. Then, a low-order
2D polynomial fitting is performed to determine σ and β as the
functions of o and x, i.e. σpo, xq and βpo, xq. In the case of HRS,
1st-order in o and 3rd-order in x are found to be adequate.
The goal of Step 6 to 12 is to obtain the coefficients (tc junj“1)
of the residual function as the functions of order o and pixel
position x. In Step 6, we use the backbone function to construct
a model function:
f px1; o, xq “ A IPbpx1 ´ x10; o, xq `C (12)
to refit each applicable ThAr line and acquire the residuals. Here
A, x10 and C denote the parameters representing the peak height,
line centre and background. This operation is equivalent to use
a background-added super Gaussian function to refit each line
while keeping σ “ σpo, xq and β “ βpo, xq. The fitted A and x10
of each line are employed in Step 7 as the normalisation constant
and the centre of IP.
As we mentioned in Section 3.3, we need to combine the
centred and normalised residuals of different ThAr lines before
fitting the residual function. In the case of HRS, the combina-
tion is performed separately for each block as shown in Fig.4
(divided by the solid black lines). The way of block division is
optimised to balance between the high sampling rate (tending to
enlarge the area of each block) and internal consistency of the
combined residuals (tending to reduce the area of each block).
Section 2.1 shows the spatial variation caused by the anamor-
phic tangential magnification mainly occurs in the principal dis-
persion direction. Therefore, the block division in the principle
dispersion direction is dense (256-pixel wide) while there are
only three rows in the cross-dispersion direction. The (centred
and normalised) residuals of the applicable ThAr lines within
each block are combined to form a united dataset for the residual
function fitting. Fig.4 also shows an example of the distribution
of applicable ThAr lines by the yellow circles. Due to the de-
cline of the diffraction efficiency towards the border of the CCD,
the applicable ThAr lines close to the edges are quite limited.
Therefore, owing to the lack of data, we omit regions close to
the edges. In spite of this, the non-repetitive parts of orders (i,e.
the parts having unique wavelength coverage, shown as the area
between the two dashed black lines in Fig.4) are still entirely
covered by the blocks.
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The fitting range of IP is set as x1 P r´7.5, 7.5s based on
the test on HRS which shows the IP converges to zero inside [-
7.5, 7.5] anywhere on the CCD. Meanwhile, we note that it is
beneficial to introduce buffer spaces for lessening the influence
of boundary condition on the shape of the fitted spline function.
Therefore, in Step 10, we expand the fitting range of the residual
function to x1 P r´10, 10s. And a number of zeros are artificially
inserted in the intervals of [-10, -7.5] and [7.5, 10].
In Step 11, the cubic spline function fitting is carried out on
the combined (centred and normalised) residuals of each block.
In the case of HRS, for constructing the spline function, we ar-
range 21 interior knots in the fitting range [-10, 10] (so the num-
ber of coefficients is n “ 21` 3` 1 “ 25). Note that the knots
are not uniformly distributed in the fitting range. They are ar-
ranged more densely in [-5, 5], where the residual function is
undulating, and more sparsely outside [-5, 5] (see Appendix A
for the details). After iterative fitting and 3σ-clipping, the 25
coefficients of fitted spline function of each block are obtained.
They are regarded as the representation of the residual function
based on B-spline basis functions at the centre of each block
(blue stars in Fig.4). Then, Step 12 implements linear interpola-
tion on each coefficient inside the convex hull of block centres,
and implements nearest-neighbor interpolation outside the con-
vex hull of block centres. tc jpo, xqunj“1 as the functions of order
o and pixel position x are thus all obtained. The convex hull of
block centres is shown as the dotted blue lines in Fig.4. Finally,
according to Eq. 8, tc jpo, xqunj“1 and B-spline basis functions are
joined to build the residual function IPrpx1; o, xq.
So far, both the backbone function and the residual function
have been obtained. In Step 13, the sum of them gives rise to the
final IP expression, i.e., IPpx1; o, xq.
If more than one ThAr exposure is taken in a short time, the
data points of different exposures can be combined when we im-
plement the σpo, xq and βpo, xq fitting and the residual function
fitting. Because in a short time, the change of IP caused by the in-
stability of the illumination or the instrumental environment can
be ignored. Instead, the spectrograph drift produces the dither-
ing of ThAr lines that provides more adequate IP sampling on
the CCD. Taking advantage of the combined data, the accuracy
of IP characterisation would be further improved.
4. The result of IP characterisation
We took four sequential exposures of ThAr lamp on HRS on
September 22, 2017 and carried out the IP characterisation. The
exposure time was 10 s and the readout time was 200 s for each
exposure. When we implement the σpo, xq and βpo, xq fitting and
the residual function fitting, we combine the data points of all
the four exposures. For a single exposure, the average number of
applicable ThAr lines in a block is about 15. After combination,
this average number increases to about 60.
The result of IP characterisation at nine positions on the CCD
is shown in Fig.5. These nine positions are marked in Fig.4 with
the red crosses. They correspond to the four corners, the centres
of four sides, and the centre of the region of blocks, respectively.
We find that while the shape of IP varies slightly with the order o,
it varies significantly with the pixel position x. The spatial vari-
ation of IP along the cross-dispersion direction is induced by the
optical aberrations. Therefore, the result is consistent with the
analysis in Section 2.1, where we argued the anamorphic tangen-
tial magnification produces much bigger spatial variation of IP
than the optical aberrations. The result also validates the way of
our block division that the division along the principle dispersion
direction needs to be denser than that along the cross-dispersion
direction.
The result of the parameters of the backbone function –
βpo, xq and σpo, xq – is plotted in Fig.6. βpo, xq describes the dis-
tribution of the peakedness of IP. A larger β means a less peaked
shape (i.e. closer to a flat-topped shape). β “ 2 is the peaked-
ness of a Gaussian function. The shape of a function with β ą 2
is more flat-topped than the Gaussian function. As shown in the
upper panel of Fig.6, we see that βpo, xq ą 2 everywhere over
the entire range of CCD. The lower panel of Fig.6 shows the spa-
tial variation of σpo, xq, which roughly describes the width of IP.
But, more accurately, the width of IP correlates not only with
σpo, xq, but also with βpo, xq and the residual function. There-
fore, we show the distribution of the width of the characterised
IP in Fig.7. We see that σpo, xq and the width of IP are both es-
sentially monotonic declining towards the right side. It is in ac-
cordance with the analysis of anamorphic tangential magnifica-
tion in Section 2.1. We also note that the slight increase near the
upper right corner is possibly caused by the optical aberrations.
The average value of the width of the characterised IP is about
5.8 pixels, which is a little larger than the previously-measured
value of 5.5 pixels by Gaussian function fitting.
The result of the residual function is shown in Appendix A.
The three figures in Appendix A correspond to three rows of
blocks, from bottom to top, respectively. We see that the com-
bination of residuals provides rich sampling rate in the fitting
range, and the cubic spline function successfully captures the
undulating relation of data. We also see that the spatial variation
of the residual function from block to block is gradual, as we
expect. It demonstrates the good internal consistency of these
combined residuals which appear as the same function. We note
that the residual function of each block displays excellent con-
vergence to zero inside [-7.5, 7.5] and rather flat shape around
zero outside [-7.5, 7.5]. It demonstrates the influence of bound-
ary condition is well controlled outside [-7.5, 7.5] by introduc-
ing the buffer spaces. It is worth noting that the asymmetry of
the residual function indicates the intrinsic asymmetry of the IP,
given that the backbone function is symmetric. It reveals that a
symmetric function is unable to model the IP of HRS to a high
accuracy.
5. The accuracy of IP characterisation
5.1. The method to determine the accuracy of IP
characterisation
Some information of the IP accuracy can be revealed by using
the characterised IP to refit the applicable ThAr lines. However,
it cannot reveal the included systematic errors (e.g. the spurious
broadening caused by the limited intrinsic line widths of ThAr
lines) of the characterised IP. In principal, a better way to eval-
uate the IP accuracy needs to utilise another light source. If we
have a very high resolution template spectrum of a light source,
then we can reconstruct the observed spectrum by convolving
the template spectrum with the characterised IP. By analysing
the difference between the reconstructed spectrum and the ob-
served spectrum, we would get more complete information about
the IP accuracy. (We call the spectral-reconstruction light source
the RC source below.) Nevertheless, the effectiveness of this
method is related to the characteristic of the template spectrum
of RC source. High effectiveness needs the RC source to have:
1. an accurate template spectrum;
2. broad wavelength coverage;
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Fig. 5. The result of IP characterisation based on the BR model at nine positions on the CCD of HRS. These nine positions are marked in Fig.4 as
the red crosses. They correspond to the four corners, the centres of four sides, and the centre of the region of blocks, respectively. Each subfigure
shows the IP of the same pixel position x (marked on the top). The IP of different orders are distinguished by the line style.
Fig. 6. Measured βpo, xq (upper panel) and σpo, xq (lower panel) (the
parameters of the backbone function as the functions of order o and
pixel position x) in the case of HRS. The regions of x ă 384 and x ą
3712 are not plotted, since the lack of samples in these regions may
cause unreliable results.
Fig. 7. The distribution of the width of the characterised IP in the case
of HRS. The regions of x ă 384 and x ą 3712 are not plotted, since
the lack of samples in these regions may cause unreliable results.
3. high complexity of the spectral structure. (i.e. Sufficient high
frequency components. Note that the frequency here is not
the optical frequency of light but about the Fourier transform
of the spectrum. If the spectrum lacks high frequency com-
ponents, the high frequency components in the IP would be
smoothed out when convolved with the template spectrum.)
Astro-comb is promising to be the most powerful wavelength
calibrator aiding the search for earth-mass exoplanets around
solar-mass stars in the habitable zone with the radial veloc-
ity method (Steinmetz et al. 2008; Li et al. 2008; Braje et al.
2008; Wilken et al. 2012; Phillips et al. 2012; Ycas et al. 2012;
Probst et al. 2020). Astro-comb is able to provide a series of
extremely narrow, dense, and regularly-spaced emission lines
(also called comb teeth), with a broad wavelength coverage.
The optical frequency of the comb teeth satisfies the relation of
fn “ f0 ` n ˆ frep, where f0 denotes the offset frequency, frep
denotes the repetition rate (the mode spacing), and n is an integer
which denotes the mode number. By locking to a standard radio-
frequency reference, the frequency of comb teeth can reach an
absolute accuracy of better than 10´12 (0.3 mm s´1) (Doerr et al.
2012), much finer than the RV amplitude of 9 cm s´1 of the earth
dragging the sun. An astro-comb (Menlo Systems GmbH) was
installed on HRS in 2016 (Ye et al. 2016; Wu et al. 2016). It has
a repetition frequency of 25 GHz and an operation wavelength
range of 470-720 nm, covering most of the visible region. Us-
ing it to calibrate HRS, Hao et al. (2018) demonstrated a 2-8
times (for different orders) higher wavelength solution accuracy
than the ThAr lamp and a short-term repeatability of 0.1 m s´1.
In principle, the extremely narrow, dense, and regularly-spaced
comb teeth of the astro-comb are perfect for characterising the
IP. However, HRS’s average resolving power of 4.3ˆ104 cannot
completely separate the 25-GHz-mode-spacing adjacent comb
teeth, i.e. the comb teeth overlap with one another. So, the IP
cannot be directly sampled using this astro-comb. In spite of it,
due to the characteristic of the spectrum and the exact knowl-
edge about the frequency of each comb tooth, the astro-comb is
still the most favourable RC source on HRS.
For illustration, Fig.8 shows the Fourier transform of the
characterised IP, the template spectra of the sun and the astro-
comb. For the solar template spectra, we use the Kurucz so-
lar flux atlas (Kurucz et al. 1984) which have a resolution of
300,000. We casually select five segments of the solar template
spectra which are on the central axis of the CCD. The template
spectrum of the astro-comb is a Delta-function sequence based
on the formula of fn “ f0 ` n ˆ frep (simplified but enough
here). The characterised IP and the template spectrum of the
Article number, page 7 of 15
A&A proofs: manuscript no. paper
Fig. 8. a1) The characterised IP in the centre (x=2048, o=100) of
the CCD on HRS. b1-f1) The very high resolution (R=300,000) tem-
plate spectra of the sun (Kurucz et al. 1984) in five places on the axis
(x=2000~2100, o=80, 90, 100, 110 and 120, respectively) of the CCD
on HRS in the unit of pixel. g1) The template spectrum of the astro-
comb in the centre (x=2000~2100, o=100) of the CCD on HRS in the
unit of pixel. a2-g2) Fourier transform of (a1)-(g1). Note that the char-
acterised IP and the template spectrum of the astro-comb are all con-
verted to a resolution of 300,000. For (b1)-(g1), the unit of nm (wave-
length) is converted to the unit of pixel based on the wavelength solution
of HRS. The highest frequency of the characterised IP is marked with a
vertical green line.
astro-comb are both converted to a resolution of 300,000. We
can see that the highest frequency of the characterised IP is much
higher than that of the five segments of solar template spectra. It
is probable that if we use a sun-like G-type star, or even any
other astronomical object, as the RC source, lots of the informa-
tion of the characterised IP would be lost after the convolution. In
contrast, the high frequency components of the spectrum of the
astro-comb are very sufficient. The high frequency components
of the characterised IP can be preserved after the convolution.
Since the SNR for the observed spectrum is not infinite and
the template spectrum is not perfect, the residuals between the
observed spectrum and the reconstructed spectrum include ran-
dom noise (photon noise, readout noise), errors in the template
spectrum, errors of IP characterisation, etc. Simply using the
residuals to represent the IP accuracy is not appropriate. There-
fore, we propose the following procedure to strictly evaluate the
accuracy of IP characterisation with the astro-comb as the RC
source.
First, we divide the spectrum of the astro-comb into different
chunks. In each chunk, the following equation links the observed
spectrum and the original spectrum of RC source:
S obspxq “ S pxq˙ cIPtruepxq ` npxq, (13)
where S obspxq is the observed spectrum, S pxq is the original
spectrum of the RC source, IPtruepxq is the true IP of the spec-
trograph, c is the normalisation constant (in our definition, the
integral of IP is NOT equal to 1) and npxq is the random noise.
Here, we generate the complicated template spectrum with
some free parameters to represent the original spectrum of the
astro-comb. For a chunk including m comb teeth, the template
spectrum is:
S pxq “
mÿ
i“1
aiδpx´ xλpλiqq `
nÿ
i“0
bixi. (14)
ai (free parameter) and λi are the intensity and the wavelength of
the ith comb tooth, respectively. λi is exactly known, and can be
obtained by the formula of fn “ f0`nˆ frep. xλpλq is the inverse
function of the wavelength solution of HRS. Delta function is
used because the intrinsic line width of a comb tooth is extremely
narrow (< 1 kHz, i.e. about 10´7 of the IP width) (Li et al. 2008).
The polynomial term on the right side of Eq. 14 describes the
continuum background in astro-comb’s spectrum, the intensity
of which is (1-3)% of that of the comb teeth (Milakovic et al.
2017). The coefficients tbiuni“0 are free parameters. In our case,
each chunk is 30-pixel wide and the cubic polynomial (n “ 3)
is adopted. The spectral structure of the astro-comb is so regular
that we ignore the errors in the template spectrum.
On the other hand, the true IP connects with the characterised
IP as:
IPpxq “ IPtruepxq ` IPerrpxq, (15)
where IPpxq is the characterised IP and IPerrpxq represents the er-
rors of IP characterisation. Putting Eq. 15 into Eq. 13, we obtain:
S obspxq “ S pxq˙ crIPpxq ´ IPerrpxqs ` npxq
“ S pxq˙ cIPpxq ´ S pxq˙ cIPerrpxq ` npxq
“ S rcpxq ´ S pxq˙ cIPerrpxq ` npxq. (16)
S rcpxq is the reconstructed spectrum based on the characterised
IP. It can be obtained by optimising taiumi“0 and tbiuni“0 to min-
imise the weighted sum of the squares of S obspxq ´ S rcpxq. The
weight for each pixel is equal to the reciprocal of the sum of
the squares of the photon noise and the readout noise. So, the
residuals between the observed spectrum and the reconstructed
spectrum are contributed by the two terms on the right side:
S obspxq ´ S rcpxq “ ´S pxq˙ cIPerrpxq ` npxq. (17)
According to Eq. 17, IPerrpxq can be obtained with the deconvo-
lution method. And the errors (accuracy) of IP characterisation
are thus found.
However, due to the calculational complication, we do not
plan to use the deconvolution method to find IPerrpxq here. We
solve it in a more straightforward way based on the Monte Carlo
method. When calculating S pxq ˙ cIPerrpxq on the right side
of Eq. 17, we ignore the polynomial term of S pxq, which is a
small quantity compared with S pxq. So, S pxq ˙ cIPerrpxq is just
the sum of (intensity-modulated) translated copies of IPerrpxq at
S pxq’s Delta functions’ positions. On the other hand, the charac-
terised IP of HRS converges to zero inside [-7.5, 7.5]. It means
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Fig. 9. Upper panel: Part of the normalised observed spectrum (black dots) and the reconstructed spectrum (green curve) of the astro-comb in
order 100. Lower panel: The corresponding residuals. Different chunks are marked with different hue background. The rms of each chunk is also
marked.
Fig. 10. Monte Carlo simulation result of rmssim{rmsobs-rc with respect to different . From left to right, the histograms of rmssim{rmsobs-rc when
 “ 0.01, 0.008, 0.006, 0.004, respectively. The median of the data of each histogram is marked by the dashed black line.
Fig. 11. The accuracy of IP characterisation with respect to different positions on the CCD. The colour indicates the average error (accuracy) of
IP characterisation in different blocks.
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IPerrpxq “ 0 outside [-7.5, 7.5]. The interval of integration of
the convolution thus shrinks to [-7.5, 7.5]. Since the comb-tooth
spacing on HRS is 9-14 pixels, the interval of integration cov-
ers no more than two translated copies of IPerrpxq. The convolu-
tion can be regarded as a successive process of sampling IPerrpxq
(once or twice) and summing up the samples. Due to the ergod-
icity of the pixel phase of comb teeth, the sampling process can
be assumed to be statistically random. Therefore, based on the
Monte Carlo method, we can simulate S pxq˙cIPerrpxq with ran-
dom variables:
S pxq˙ cIPerrpxq Ñ a jcξ1,
pif the jth comb tooth is in rx´ 7.5, x` 7.5sq
S pxq˙ cIPerrpxq Ñ a jcξ1 ` a j`1cξ2.
pif the jth and ( j+1)th comb teeth are both in rx´ 7.5, x` 7.5sq
ξ1 and ξ2 are independent random variables, and they are both
distributed normally with mean 0 and standard deviation : ξ1 ∼
Np0, 2q and ξ2 ∼ Np0, 2q.  is the standard deviation of IPerrpxq.
a j and a j`1 are the optimised parameters in the reconstructed
spectrum.
The random noise in Eq. 17 is also converted to a random
variable. It is distributed normally with mean 0 and standard de-
viation σ: npxq ∼ Np0, σ2q, where σ2 is the sum of the square of
the photon noise and the readout noise: σ2 “ S obspxq ` RN2.
So far, we define the simulated residual between the ob-
served spectrum and the reconstructed spectrum at x as:
ressimpxq “ ´a jcξ1 ` npxq,
pif the jth comb tooth is in rx´ 7.5, x` 7.5sq
ressimpxq “ ´a jcξ1 ´ a j`1cξ2 ` npxq,
pif the jth and ( j+1)th comb teeth are both in rx´ 7.5, x` 7.5sq
and the actual residual between the observed spectrum and the
reconstructed spectrum at x as:
resobs-rc “ S obspxq ´ S rcpxq.
For each chunk, the rms values of ressim and resobs-rc are, respec-
tively:
rmssim “ 130
ÿ
x
ressimpxq,
rmsobs-rc “ 130
ÿ
x
resobs-rcpxq.
We implement the simulation (generate random inputs) with the
Python programming language, and collect the ratios of rmssim
to rmsobs-rc of all chunks. If , the standard deviation of IPerrpxq,
is correctly set, the median of them should satisfy:
MEDIANp rmssim
rmsobs-rc
q “ 1. (18)
This  is just the average error (accuracy) of IP characterisation
on HRS.
5.2. The result of the accuracy of IP characterisation
We took an exposure of the astro-comb on HRS immediately
after the four exposures of ThAr lamp on September 22, 2017.
Following the procedure in Section 5.1, We use this exposure to
evaluate the accuracy of the characterised IP in Section 4.
The spectral reconstruction is an important intermediate step
of the procedure in Section 5.1. Fig.9 gives an example of the
result of spectral reconstruction based on the characterised IP.
The reconstructed spectrum in this part is very accurate, as the
rms of each chunk is all well below 0.005 of the maximum of
this part in order 100.
Fig.10 shows the simulation result of rmssim{rmsobs-rc with
respect to different . We plot the histograms of rmssim{rmsobs-rc
for  “ 0.01, 0.008, 0.006, 0.004, and we find the medians of
them are 1.44, 1.23, 1.00, 0.80, respectively. It means the average
error (accuracy) of the characterised IP is 0.006 of the peak value
of the backbone function. The result demonstrates that accurate
IP characterisation has been achieved with the BR model and the
ThAr lines on HRS.
The accuracy of IP characterisation is not homogeneous ev-
erywhere, but varies across the CCD. Fig.11 shows the rela-
tion between the accuracy of IP characterisation and the posi-
tion on the CCD. The colour indicates the average error (accu-
racy) of IP characterisation in different blocks. Obviously, the
quantity and the distribution of ThAr lines will influence the IP-
characterisation accuracy. For example, the comparatively bad
accuracy in the top right corner of the region of blocks could
be caused by the non-uniform distribution of ThAr lines. We
can see from Fig.4 that the applicable ThAr lines in this block
gather together in the lower right corner. On the other hand, we
also see that better IP-characterisation accuracy is obtained in
lower orders while worse in higher orders. However, the majority
of those chunks have similar quantity and distribution of ThAr
lines. We exclude the anomaly of the continuum background in
astro-comb’s spectrum in the higher orders as the main reason
for this trend, because no improvement is accomplished after
we increase the degree of the polynomial in Eq. 14 for a bet-
ter continuum fitting. This leads us to speculate that the reason
is more likely the worse accuracy of wavelength solution for the
higher orders (Hao et al. 2018). The true nature of such a phe-
nomenon needs to be scrutinised but it is beyond the scope of
the present work. We leave a detailed investigation on this issue
to the future study. Nevertheless, it is more likely that the worse
IP-characterisation accuracy in the higher orders is caused by the
imperfect algorithm of the procedure in Section 5.1. The actual
accuracy would be at the same level of that in the lower orders. If
we average the accuracy of IP characterisation in the lower two
rows of blocks, an IP-characterisation accuracy of 0.0047 can be
obtained. This level approaches the theoretical limit under our
selection criterion for the ThAr lines. It further demonstrates the
excellence of the BR model.
6. Discussion and Conclusions
In this paper, we investigate the IP characterisation for the fibre-
fed echelle spectrograph using the emission lines of the ThAr
lamp as the IP samples. We clarify the selection criterion for the
ThAr lines, and find the anamorphic tangential magnification to
be the main factor causing the spatial variation of IP on the CCD.
Based on this, we propose the backbone-residual (BR) model to
characterise the IP. A bell-shaped function acts as the backbone
function describing the main component and the spatial varia-
tion of IP. The residual function, which is expressed as the cu-
bic spline function, accounts for the difference between the bell-
shaped function and the actual IP. We verified this method on
HRS at the Chinese Xinglong 2.16-m Telescope, and obtained
the characterised IP. To evaluate the BR model, we propose a
procedure to calculate the IP-characterisation accuracy by using
the astro-comb, based on the spectral reconstruction and Monte-
Carlo simulation. And we conclude that the average accuracy
of IP characterisation on HRS is 0.006 of the peak value of the
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backbone function. This result demonstrates that the BR model
is an excellent choice in accurate IP characterisation.
We employ the normalised super Gaussian function as the
backbone function based on the actual shape of the IP of HRS. In
principle, finding a function form to better capture the shape and
the spatial variation of IP is generally preferable. But practically,
the choice of the backbone function would not influence the fi-
nal IP-characterisation accuracy much due to the residual func-
tion involved. Instead, we need to prevent overfitting by avoid-
ing the employment of an excessively complicated function as
the backbone function. Owing to the small amount of applica-
ble ThAr lines close to the edges of the CCD (the result of the
modulation of the blaze function), we do not characterise the
IP in this region. To realise accurate IP characterisation in this
region, one could co-add multiple exposures of ThAr lamp to
increase the SNR of ThAr lines. However, it should be noted
that the spectrograph drift would lead to the deformation of IP
samples in co-added exposures. Our procedure to evaluate the
IP-characterisation accuracy is not only limited to the fibre-fed
echelle spectrographs with astro-combs, but can be easily gener-
alised to other RC sources featuring emission lines. For the RC
sources featuring absorption lines, our framework of analysis is
still applicable, but the IP-characterisation accuracy will need
to be solved by the deconvolution method instead of the Monte
Carlo simulation.
In recent years, newly-developed next generation calibra-
tion sources are equipped or tested on more and more fibre-fed
echelle spectrographs all over the world. The next generation
calibration sources are also powerful tools to characterise the IP
of spectrographs. For example, the astro-combs and Fabry-Pérot
(F-P) etalons are promising to describe the IP more accurately
than ThAr lamps with the help of their regularly-spaced and
densely-distributed comb teeth. This makes possible the accu-
rate IP characterisation on the next generation exoplanet hunters
(e.g. ESPRESSO, G-CLEF, EXPRES), aiding the advanced as-
tronomical researches such as the measurements of extremely
precise radial velocity and potential cosmological variability of
fundamental constants. The BR model could play a role in this
area. However, there are still some limits that would complex-
ify the procedure to characterise the IP. For example, for F-P
etalons, due to the limited finesse, the intrinsic line shape of
comb teeth would significantly deform the true IP of the spec-
trograph. Further studies are necessary in the future.
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Appendix A: The result of the residual function
Figures in this appendix show the result of the best-fit residual
function of each block. The best-fit residual function of each
block is shown by the green curve. The pixel position x of the
centre of each block is marked on the top of each subfigure.
The data points in each subfigure are the combined (centred and
normalised) residuals of applicable ThAr lines in each block,
except for those in the buffer spaces (outside the interval of
x1 P r´7.5, 7.5s) which are the artificially-arranged zeros. The
light blue ones are the data used to fit, and the red ones are the
discarded points by 3σ-clipping. The error bars are based on the
normalised uncertainties induced by the photon noise and the
readout noise. The dashed lines in each subfigure mark the po-
sitions of x1 “ ˘7.5. The 21 interior knots of the cubic spline
function are -8.75, -7.5, -6.25, -5.25, -4.5, -3.75, -3.0, -2.25, -1.5,
-0.75, 0.0, 0.75, 1.5, 2.25, 3.0, 3.75, 4.5, 5.25, 6.25, 7.5 and 8.75.
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Fig. A.1. The best-fit residual function of each block in the lower row in Fig.4.
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Fig. A.2. The best-fit residual function of each block in the middle row in Fig.4.
Article number, page 14 of 15
Zhibo Hao et al.: The backbone-residual model
Fig. A.3. The best-fit residual function of each block in the upper row in Fig.4.
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