ics. In this paper the nodal random variables will be time series or point proceses.
-2 -1. Introduction.
Graphical models, that is probability models on networks of vertices and edges, b are experiencing a surge of research development today. One can point to the books y Whittaker (1990) and by Edwards (1995) as well as to many papers, for example e i those listed in the References section. The study of graphical models has becom mportant in the field of statistics and in the social sciences generally. It can be anticie pated that such models will prove useful in addressing basic questions arising in conomics concerning structural and causal modelling. Granger (1980) , Hendry and Richard (1983 nd Harvey (1989) . This paper focuses on some of what graphical models have to offer.
As an example of a conceptual economic network, of some historical interest, one e m can mention the Philips machine, Philips (1950) , Swade (1995) . Pictures of th achine may be found in those references. Smith (1989), Normand and Tritchler (1992) . Pearl (1995) present framework for causality and the manipulation of probabilities associated with such n e graphical models. Causal analysis is further discussed in Glymour et al. (1987) . A xample of a marked point process is provided by a queuing network. Here there is a Cox and Wermuth (1993) , Edwards (1995) .
A graph is a pair G = (V ,E ) where V is a finite set of nodes (or vertices) and 2 p E , the set of edges, is a subset of V × V , the ordered pairs of distinct nodes. For the case of undirected graphs, Geiger and Pearl (1993) show that every axiom h r for conditional independence is an axiom for graph separation and that every grap epresents a consistent set of independence and dependence constraints. They conclude that graphs provide a safe language for encoding statistical dependencies.
There is also a form of the results for discrete variates, with the densities replaced 2 by probability mass functions. A directed acyclic graph possesses the directed global Markov property if the density admits a recursive factorization, 
Strength of connections.
Suppose there is a graphical model. One may wish to describe the strength of -s connection associated with a particular edge. Two (related) measures may be con idered. The first is the mutual inf ormation , the second is the change in deviance e when an edge is removed from the model. The measures will be seen to be quit -7 -related.
Consider continuous random variables X and Y with joint density p (x ,y ) and marginals p (x ) and p (y ). The mutual information between X and Y is
It is seen to be 0 in the case that X and Y are independent and > 0 otherwise. Fo ome discussion of this quantity see Granger and Hatanaka (1964) , Kanter (1979) and Parzen (1983) .
The mutual information may be related to the differential entropy of a random variable. For a random variable Y , with density p (y ), the differential entropy is
and one sees that
The deviance of a stochastic model is minus twice the loglikelihood, hen the change in expected deviance is
eviance change and mutual information are thus closely related and either may be considered as a measure of strength of a connection.
In the case of a graphical model one can study the change in deviance when one a fits, both including a particular edge and not. The values may be added to a graph in presentation of the results of the analysis. The edge might be directed or not. Some Granger and Hatanaka (1964), Brillinger and Hatanaka (1969 ,1970 ), Gersch (1972 Following Granger and Hatanaka (1964) The strength of connection in these two cases may be estimated by the change in deviance when model is fit both with some entries of A(.) identically zero and not.
Some distributions and estimates appropriate to the problems considered in this section may be found in Andersen et al. (1995) .
-12 -5.2 The Directed Case.
One would set down a joint density function appropriate to the situation. In the case of Figure 4 it might be derived from The realizations of stochastic point processes are sets of points on the real line .
-13 -. . < τ < τ < τ < . . . .2 The Undirected Case.
The crossproduct density , of the components u and v of the stationary point process N, provides a measure of strength of association. and is given by Prob {dN (t +u ) = 1 and dN (t ) = 1}/dtdu (6.1.1)
he association may also be studied via the coherency f unction T -14 -he partial coherency of components u and v , given the rest, is again defined by -u (5.1.3). One can make two arguments for considering the partial coherency as a meas re of conditional independence in the point process case. First, the empirical Fourier n transforms appearing in (6.1.2) satisfy a Central Limit Theorem, i.e. are approximately ormal and one can look to the inverse of their covariance matrix as a measure of conditional dependence. As an alternate argument, suppose that it is possible to write
ith Γ a noise process such that As an approximation to the likelihood based on the conditional intensity one proc -15 -edure is to replace the point processes here by 0−1 discrete time series M , N , O , and to estimate parameters by maximizing the log likelihood 
Here it may be assumed that noise values ε are independent identically distribute ormals. The strength of the edge 3 → 2 may be measured by the change in deviance occurring when the function o is set to 0 identically.
t
For related models and empirical analyses, motivated by biological neuron networks see Brillinger (1991 Brillinger ( ,1995 .
Explanatory variables may be included, eg. one corresponding to the presence of m an intervention. Set S (t ) = 1 when the intervention is present and = 0 otherwise. One ight assume . Discussion and Summary.
-16 -In distinction with the ordinary random variable case, the time series and point f process cases lead to the consideration of parameters that are functions, functions of requency or lag.
Graphical representations have been found to be valuable in the sense that they -s force one to think hard about the characters of the dependencies involved. Such con iderations are basic to economics and econometrics, see Hendry and Richards (1983) .
( Econometricians are often lead to think about the issue of causality, see eg. Geweke 1984), and the current work on causality and graphs, see eg. Pearl (1995) and its discussion, has pertinent specific techniques to offer.
The referee made the basic point that temporal systems can be time-varying, the a graph may change (as an example I mention that nodes may appear or dissappear) and more sophisticated structure is needed. I agree and thank the Referee for this and other comments.
Experimental systems can provide a testbed for econometric techniques. The n techniques presented here have been validated, to an extent, by experimental data from europhysiology, see Rosenberg et al (1989) , Brillinger (1991 Brillinger ( ,1995 . 
