We develop an approach for water quality time series monitoring and contamination event detection.
INTRODUCTION
The expansion of the world's population leads to the scarcity of drinking water and drives increasing exploitation of untapped water resources. Among them, the desalination of seawater or saline ground water and the purification of water originating from rivers or lakes are of growing interest. latency; definition of an adequate trade-off between sensitivity to contamination events and remaining insensitive to non-event changes; characterization of faults due to water quality sensor failures, numerical algorithmic instabilities and water process operation. In an attempt to alleviate some of these challenges, research in both forecasting and monitoring has been conducted. 
Water quality forecasting and monitoring

Change-point detection
Change-point detection methods have been the subject of intensive research investigations. Due to their sequential nature and their adequacy to address online problems, the autoregressive (AR) model describing the water quality data. Next is 'Water quality time series monitoring', which introduces the frequentist approaches used in this paper, namely SPRT and CUSUM as well as the binomial event discriminator (BED) and the OBCPD. This is followed by 'Application of change-point detection methods to water quality data' in which the experiments with water quality time series are examined. The final section provides conclusions and future work.
WATER QUALITY TIME SERIES PREDICTION
We model our water quality time series with an AR model, then we apply affine projection algorithms (APA) to learn the parameters of the model. An AR model with l AR terms (Box et al. ) can be written as
where w i f g l i¼1 are fixed parameters and ϵ t is the noise with mean zero and variance σ 2 . Here, we use APA to estimate, for each water quality time series, the parameters w i and the associated residuals. APA consider that the output y t is linearly related to the input vector
where M is the length of the filter, w t ¼ ½ w 0,t , w 1,t , . . ., w MÀ1,t T is the parameter vector to learn, and ϵ t is an independent and identically distributed additive noise.
Upon arrival of each new input x t and output y t , the objective is to determineŵ t , the estimate of the parameter vector w t that minimizes predictive error. To this end, we use the block matrix X t ¼ x t , x tÀ1 , . . ., x tÀMþ1 ½ , the desired output y t ¼ y t , y tÀ1 , . . ., y tÀMþ1 ½ T , and the estimate of the noise vector ε t ¼ ϵ t , ϵ tÀ1 , . . ., ϵ tÀMþ1 ½ . The APA allows recursive estimation of the parameter vector and the associated noise as follows:
The parameter γ is applied as a regularization term for the solution and α is the iteration step size. For more details on APA and its extension to adaptive regularization, see Ba & McKenna () .
WATER QUALITY TIME SERIES MONITORING
We present in this section the frequentist algorithms, SPRT and CUSUM, the BED and the OBCPD.
Frequentist approaches for change-point detection
Frequentist approaches are based on hypothesis testing, and they are designed to signal an alert when a change-point occurs. We present two frequentist approaches, derived from Wald's hypothesis testing, used here for water quality time series monitoring, namely SPRT and CUSUM.
Sequential probability ratio test
SPRT is a sequential testing hypothesis that tests and allows determination between a hypothesis H 0 versus an alternative hypothesis H 1 (Wald ). We consider that H 0 is the hypothesis corresponding to the absence of contamination, and H 1 the hypothesis in the presence of contamination. If we assume that the hypothesis H 0 is described by the statistics θ ¼ θ 0 , and the hypothesis H 1 :θ ≠ θ 0 , then the test statistic is the logarithm of the likelihood ratio S t between the two hypotheses, and is expressed as
where S 0 ¼ 0 and log f θ 1 ϵ t ð Þ= f θ 0 ϵ t ð Þ is the logarithm likelihood ratio for the residual at time t, with f θ 0 the probability density function for the hypothesis H 0 , and f θ 1 the probability density function for the hypothesis H 1 .
Here, we consider that f is a Gaussian distribution. The SPRT stops in favor of H 0 if the lower bound A is crossed with an error rate a, and H 1 if the upper bound B is crossed with an error rate b. The lower and upper bounds A and B are defined by
The time l at which a change-point occurs is characterized by the change in the S t sign. In summary, if we consider that our decision rule is d t and our stopping time is τ, then the SPRT is defined as
If the decision rule d t ¼ 0 there is no anomaly, conver-
Cumulative sum test CUSUM considers as input the sequence of residuals ϵ t f g k t¼1 , which has a probability density function f θ . In this study f is considered as a Gaussian distribution, where ϵ 1 , . . ., ϵ lÀ1 are independent and identically distributed residuals with a density f θ0 , and ϵ l , . . ., ϵ k are independent and identically distributed variables having a density f θ 1 , where l is the time at which the change-point occurs and is provided by the following relation:
and h 0 is a pre-defined threshold, g 0 ¼ 0 and g t is given by:
Binomial event discriminator
The BED uses a binomial failure model to aggregate residuals over consecutive time steps into a declaration of an event or not (McKenna et al. ) . For each time step, the absolute value of the residual is compared with a threshold, ζ, and classified as an outlier or not. The probability of a water quality anomaly (event) occurring at time t is calculated as the cumulative probability of the binomial distribution
where each outlier, r, is considered a failure within a window containing W time steps, and representing the number of trials in the binomial model, i is the time instant and N r is the number of trials. The resulting P(E t ) is compared with a probability threshold, h, to determine existence of an event. The probability of an individual failure occurring in any time step is fixed at p f . In application here, the residuals within a moving window of length, S W , representing the number of time steps over which the data are standardized, are standardized prior to use. The standardization is achieved by dividing the residual by its standard deviation within S W .
Bayesian approach to change-point detection
In Adams & MacKay (), the authors develop an online version of OBCPD. Here, OBCPD allows us to detect the time at which the statistical properties of water quality time series change because of the presence of contamination events. With OBCPD, the objective is, given a sequence of residuals from the time instant 1 up to t, ε t ¼ ϵ 1:t , to predict the next water quality residual (12) where r t represents the 'run length', a run length is the number of data in a 'run', and a 'run' is the current data back to the most recent change-point,
represents the residuals ϵ t associated to the run length r. To compute the probability of change-point p(ϵ tþ1 jε t ) let us examine in more detail Equations (11) and (12). In
Equation (12) we consider that the predictive probability
t ) is a Student's t-distribution with a probability function given by
where μ t is the center, σ t the standard deviation and ν t the degree of freedom. If we consider that the residuals follow a normal gamma distribution, therefore ν t ¼ 2 α t ,
where the updating rule for the center μ t , the precision α t , the shape κ t , and the scale β t is given by
We showed here how we evaluate at each time step the next residual knowing the statistics of the previous one.
Next, we provide an insight into the determination of p(r t jr tÀ1 ). We consider that at each time step either there is a change point and the run length drops to zero, r t ¼ 0, or there is no change and the run length continues to grow, r t ¼ r tÀ1 þ 1. To determine the probability of the run length at time t conditional on the run length at time t À 1, p(r t jr tÀ1 ), we use a 'hazard function' H. A hazard function H is defined as an event rate at time t conditional on survival until time t pðr t jr tÀ1 Þ ¼
where H τ ð Þ is the hazard function at time τ, in our case the hazard function is constant at H(τ) ¼ 1=λ, where λ is the time scale.
In the absence of a change-point, we use all the quantities described above to arrive at
In the presence of change-points Equation (19) becomes
Using Equations (19) and (20) it is possible to determine the probability distribution of the run length conditional on the sequence of the residual from the initial sample up to time t, Equation (12). Finally, knowing all the aforementioned equations it is possible to evaluate Equation (21) with the maximum a posteriori and obtain the evolution of the run length
APPLICATION OF CHANGE-POINT DETECTION METHODS TO WATER QUALITY DATA
We analyze the performance of the four change-point detection methods introduced previously. First, we incorporate contamination events into the measured background data.
Then, we apply the APA to learn the coefficients of the AR model describing the water quality time series. The obtained residuals are subsequently used with the changepoint detection methods to monitor water quality.
Data set
We experiment using four water quality time series, which have been selected due to these parameters having extensive use in online water quality monitoring. These data are taken from the 'Station C' data set supplied as part of the Event Detection System Challenge organized by the US Environmental Protection Agency (EPA ). All signals are collected at the same location in an operating water distribution network with a 2-minute sampling rate. The measured signals are as follows.
• Chlorine: Chlorine is used in the majority of drinking water networks as a disinfectant to eliminate microbial and other contaminants. Typical values are maintained between 0.5 and 1.0 mg/L.
• Conductivity: Measures the ability of water to transmit an electrical current and is a measure of the amount of dissolved solids in the water. Typical values in drinking water networks range from 50 to 500 μS/cm.
• Total organic carbon (TOC): Gives the amount of organic carbon dissolved in the water. Organic carbon in water is generally from decaying naturally occurring organic matter in the source waters. TOC levels are generally below 10 mg/L.
• Turbidity: Measures the water clarity and is often subject to sharp increases due to changes in flow that suspend sediment within the water. Typical values are near 0.0 with short-lived increases to 5.0 NTU or more being common.
The background values of these water quality parameters can be altered by the presence of contaminants added to the water (see Hall et al. ) . Therefore, the objective is to monitor these variables in real-time and rapidly and accurately detect any abnormal situations.
Contamination events
We simulate contamination events by adding a series of anomalous water quality values to the observed background data. These are added with a function that allows the sharpness of the anomaly start and end along with the length and amplitude of the anomaly to be controlled by the user (see
where x E (t) and x B (t) are the water quality signal in the event and background forms, respectively. The parameters E ind and E max determine respectively the location and the devi- 
Tuning parameters
We present the tuning parameters that have been used, and which allow the figures that will be presented in the next subsection to be obtained. Recall that both SPRT and CUSUM consider the knowledge of the pdf of the data.
Here, we use Gaussian pdf, where in the absence of contamination the mean and variance of our data are respectively given by μ 0 and σ 0 , which are determined by computing respectively the mean and standard deviation of the signal of interest, and in the absence of contamination. They change to μ 1 and σ 1 in the presence of contamination, and in this study we consider that μ 1 ¼ 5 μ 0 and σ 1 ¼ 30 σ 0 for all the measurements except the TOC, where μ 1 ¼ 5 μ 0 and σ 1 ¼ 5 σ 0 . A and B were computed by using Equation (5), and determine the thresholds for SPRT, the threshold for the CUSUM test is given by h 0 .
We summarize the values of the tuning parameters for the SPRT and CUSUM in Table 1 . As mentioned previously, the BED considers as tuning parameters the threshold ζ, the window W, the probability of failure p f , and the threshold h; the probability of failure has been fixed at 0.5. This choice is driven by the trade-off that one wishes to establish between the number of false alarms and the number of missed detections. For OBCPD (Table 2) , the initial tuning parameters are the center μ, the precision κ, the shape α, the scale β, and the hazard rate H; for these tuning parameters we fix μ ¼ 0, α ¼ 1, κ ¼ 1 for all the water quality parameters and we attribute them the same hazard rate H ¼ 10, except for the conductivity H ¼ 100, which is due to the fact that the conductivity measurements present more noise than the rest of the measurements. For the scale β, the initial parameter has been determined empirically. In all cases, these parameters are set without any measurements of the contamination events, as would be the case in an actual application. The parameters for the BED are given as fol-
2. These tuning parameters are maintained intact for all the water quality parameters.
Results
We present the results of our experiments using the afore- 
Chlorine [mg/L]
The first result of this experiment is given by the residuals.
As can be seen, the values of the residuals are low, and in the order of 0 for the mean, and this is valid for the presence or absence of contamination. Also, this result is valid when the chlorine measurement is in a steady state (con- Tables 1 and 2 . Throughout the figures, we observe that the four change-point detection algorithms react with different performances to the presence of contamination events. However, they also present a small delay to detections, due to the data buffering process necessary to construct the sequence of samples, in the context of SPRT and CUSUM. As this delay is mainly constant, it can be subtracted in real operations, if one is interested in determining the exact time at which the change-point occurred. As will be evidenced later, the OBCPD provides the best performance in terms of fewer missed detections and false positives for a certain category of contamination events. Moreover, the developed algorithms are able to detect contamination events, even when they occur simultaneously to the change in the background chlorine levels due to changes in network operation, except in some cases for the CUSUM test.
Conductivity [μS/cm]
During this experiment, we used the same tuning par- given by the BED and the OBCPD, where OBCPD provides the best performances in terms of detection.
However, these results are sensitive to the amount of noise in the data (Figure 2) . In Figure 3 , we observe that the residuals exhibit a high level of noise, which is a consequence of the high level of noise in the conductivity measurement and in this interval of time, which impacts the change-point. In this high noise situation, all the change-point detection methods fail to provide good results, due to their difficulty in distinguishing normal changes from contamination events. However, after this interval of time, BED and OBCPD are able to detect the contaminations.
Total organic carbon [mg/L]
The experiments with TOC have been conducted with the tuning parameters indicated in Table 1 
Turbidity [NTU]
The results obtained with the turbidity data ( Figure 6) show the sensitivity of the change-point detection methods to the contaminations. Note that during this experiment we used the same tuning parameters as those used for the experiment with the chlorine. Turbidity, similar to TOC, has very low variance in residuals. This causes SPRT and CUSUM to typically identify two changepoints, one at the start of event and one at the end.
BED results continue to be relatively wide due to the longer time period chosen for the length of window W.
OBCPD is the only method that only identifies a single change-point for each event.
Performance evaluation
Here, we evaluate the performance of each of the presented change-point detection methods, by using the ROC curve. The ROC curve provides an efficient and comprehensive method to evaluate the accuracy of a change-point detection algorithm. Our metric for the performance evaluation is given by the FPR and the true positive rate (TPR); these two quantities allow us to determine the ROC curve. The FPR and FNR are respectively given by
where,
• True positive TP: occurs when the algorithm detects a change, and there is a change.
• False positive FP: corresponds to situations where the algorithm detects a change, whereas there is no change.
• False negative FN: occurs when the algorithm does not declare a change and there is a change, also known as missed detection.
• True negative TN: the algorithm does not declare a change and there is no change.
The quantities above are calculated at every time step.
Next, we maintain the previously presented tuning parameters except E max which is varied by a step of 1 for high strength events and by a step of 0.25 for low strength events. For OBCPD, since the run length increases as a slope in the absence of contamination, and drops to zero in the opposite case, it cannot be used as such for the ROC computation. Therefore, we compute the derivative of the run length and use its absolute value for the ROC computation. Also, we use the absolute value of the SPRT to compute the associated ROC. Next, the notation ROC x represents an ROC for a contamination strength equal to x.
High strength events
In this section we present ROC curves obtained for high strength events, and for both chlorine and turbidity.
Performance evaluation for chlorine Table 3 presents the ROC for the chlorine measurement and
shows that at a 5% FPR, OBCPD provides the highest TPR value compared to the other change-point detection algorithms.
Also, the result obtained with OBCPD shows a TPR equal to 97% for a contamination strength higher than or equal to 7. We observe that the performances of the four algorithms improve as we increase the strength of the contamination. Figure 7 presents the ROC curves corresponding to the cases where the contamination strength is equal to 5 (left) and 8 (right).
Performance evaluation for turbidity
Similarly to Table 3 , for the turbidity measurement we observe that at a 5% FPR, the OBCPD provides the highest TPR value compared with the other change-point detection algorithms. Figure 8 presents the ROC curves corresponding to the cases where the contamination strength is equal to 5
(left) and 8 (right). ROC results for turbidity are generally lower than for chlorine, especially for SPRT and CUSUM.
This is due to two change-points being identified for each event in the lower noise data as discussed in the 'Results'
section. There, the second change-point (end event) is counted as a false positive.
Low strength events
Here, we focus on the cases where the contamination strength is lower than or equal to 1, and for both chlorine and turbidity.
Performance evaluation for chlorine Figure 9 shows the results of the experiments where the previous tuning parameters are maintained. These ROC curves indicate that for a contamination strength lower than or equal to 0.75, the TPR becomes small, except for the results obtained with BED, for a FPR equal to 5% (Table 4) . BED introduces a delay into the change-point detection which
causes an increase in the number of false positive time steps and a slower rise in the ROC curve. We summarize the results of our experiments in Table 5 . Figure 9 presents the ROC curves corresponding to the cases where the contamination strength is equal to 0.5 (left) and 1 (right). 
Performance evaluation for turbidity
Here, we present the performance evaluation for the turbidity at 5% of FPR for low strength events, lower than or equal to 1. SPRT and CUSUM are again penalized for two change-points at every event. Figure 10 presents the ROC curves corresponding to the cases where the contamination strength is equal to 0.5 (left) and 1 (right). We summarize the results of our experiments in Table 6 .
CONCLUSIONS AND FUTURE WORK
This paper demonstrates the use of APA with an AR model for accurate predictions of water quality time series. We also introduce the use of OBCPD for water quality event detection. The OBCPD is compared with three other online algorithms using ROC calculations and demonstrates superior performance for events with large contamination strengths, whereas for smaller contamination strengths the best performances of the change-point detection methods are given by the frequentist methods. We observed, for example, for contamination strength equal to 0.75, the frequentist approaches, due to the fact that their tuning parameters calculated in the presence and in the absence of contamination are supposed to be known a priori, yield the best performance. The ROC curves associated with OBCPD, for the chlorine for instance, showed that the TPR is higher than 97% at the expense of a 5% FPR, and from a contamination strength equal to 7. This result is valid for the rest of the water quality time series examined here. In this paper, we considered that the structure of the contamination follows a Gaussian distribution with a relatively sharp change; however, situations where the change has a very slow variation represent a viable alternative.
Therefore, improving the characteristics of the changepoint detection algorithms to make them rapidly reactive to such changes is our future work.
