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Abstract
By Burnside’s theorem, if the linear transformations A and B, acting on a finite-dimen-
sional complex vector space H, have no common nontrivial invariant subspaces, the words
in A and B span B(H). Call the minimum spanning length of the pair {A,B} the smallest
positive integer l with the property that words in A and B of length at most l span B(H).
Let msl(A,B) denote the minimum spanning length. If dimH = 2, msl(A,B) = 2 and if
dimH = 3, msl(A,B) = 3 or 4. If dimH  4, msl(A,B)  n2 − 3. If dimH = n  2
then (i) msl(A,B) = 2n− 2 if {A,B,AB,BA} is linearly dependent, (ii) if B is unicel-
lular, then msl(A,B)  2n− 2, where the inequality is sharp, and it can happen that msl
(A,B) = n.
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1. Introduction and preliminaries
By Burnside’s theorem (see [3, Theorem 1.2.2]), if T is an irreducible set of
(linear) transformations acting on a finite-dimensional complex vector space H, the
algebra generated by T is B(H), the set of all transformations on H. Here, and
in what follows, by irreducible we mean having no common nontrivial invariant
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subspace. The algebra generated by T is the (linear) span of the set of words with
factors belonging toT. It seems interesting to consider, for any given irreducible set
T, the smallest positive integer l with the property that the words (with factors) in
T of length at most l span B(H). Here, by the length of a word in {A,B,C, . . .}
we mean the number of factors in the word, counting multiplicities. For example, the
word B2ABAC3A4 has length 12. This positive integer l will be called the minimum
spanning length of T, denoted msl(T). An upper bound for msl(T) is not too dif-
ficult to find as the following proposition, and its corollary, show. These are due to
Radjavi who has kindly permitted their inclusion here.
Proposition 1 [Radjavi]. Let T be a set of transformations on a finite-dimensional
complex vector space H. Let A be the algebra generated by T and let the dimen-
sion of A be a and let the dimension of the span of T be s. Then A is spanned by
words (with factors) in T of length at most a − s + 1.
Proof. For every p  1 let Wp be the span of the words in T of length at most p
and let sp = dimWp. Then
W1 ⊆W2 ⊆W3 ⊆ · · · ⊆A,
so s1  s2  s3  · · ·  a. Note that if Wq+1 =Wq , then Wq+2 =Wq+1, so
Wq+2 =Wq and Wr =Wq for all r  q. There must exist a p such that sp+1 =
sp. Let the smallest such p be p0. Then Wr =Wp0 for all r  p0. Since A =⋃∞
r=1Wr it follows thatA =Wp0 and a = sp0 . Now s1 = s, s2  s + 1, s3  s +
2, . . . , sp0 = a  s + p0 − 1. Hence p0  a − s + 1 and this completes the
proof. 
Corollary 1. LetT be an irreducible set of transformations on a finite-dimensional
complex vector space H. If dimH = n, then B(H) is spanned by words in T of
length at most n2 − s + 1, where s is the dimension of the span of T. Consequently
msl(T)  n2 − s + 1.
In this paper we are primarily concerned with the minimum spanning lengths
of irreducible pairs {A,B} of transformations. Note that, for every integer k  1,
there are 2k words in A and B of length k, and 2k+1 − 2 words of length at most
k. By the preceding corollary we have, for such pairs, msl(A,B)  n2 − 1 (since
{A,B} is clearly linearly independent), where n = dimH. We show that, not sur-
prisingly, msl(A,B) = 2 if dimH = 2, and msl(A,B) = 3 or 4 if dimH = 3.
Also, if dimH = n  2 we show that (i) msl(A,B) = 2n− 2 if {A,B,AB,BA} is
linearly dependent and that (ii) if B is unicellular, then msl(A,B)  2n− 2, where
the inequality is sharp, and that it can happen that msl(A,B) = n.
Throughout what follows H will denote a complex finite-dimensional vector
space. If H is a Hilbert space the inner-product on H will be denoted by (·|·).
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A subspace of H is nontrivial if it is nonzero and different from H. If {e, f, g, . . .}
is a set of vectors of H we let 〈e, f, g, . . .〉 denote the (linear) span of {e, f, g, . . .}.
If H = Cn we identify B(H) with the set Mn(C) of n× n complex matrices,
more precisely, we identify a transformation T on Cn with its matrix relative to
the standard basis for Cn. The standard basis for Cn will, as usual, be denoted by
{e1, e2, . . . , en}. For each n  2 and for 1  i, j  n, the n× n elementary matrix
Ei,j is the matrix having i, j -entry equal to one with all other entries zero. Also, the
n× n strictly upper triangular elementary Jordan matrix is the matrix having ones
on the first superdiagonal and zeros elsewhere, that is, each i, i + 1-entry equals
one, 1  i  n− 1, and all other entries are zero. For T ∈ B(H), R(T ) denotes
the range of T . The descriptive results that we use concerning the lattice of invariant
subspaces of a linear transformation can be found in [1].
2. Low dimensional cases
In this section we consider irreducible pairs of transformations on spaces of dimen-
sion 2 or 3.
Lemma 1. Let dimH  2 and let A,B ∈ B(H) with {A,B} irreducible. Then
(a) {A,B,AB} is linearly independent,
(b) if B2 ∈ 〈A,B,AB〉, then B2 is a scalar multiple of B. If A2 ∈ 〈A,B,AB〉, then
A2 is a scalar multiple of A.
Proof. (a) Clearly {A,B} is linearly independent. Suppose that AB = αA+ βB
for some scalars α and β. Then (A− βI)(B − αI) = αβI . We must have αβ = 0,
otherwise A− βI and B − αI commute. Thus (A− βI)(B − αI) = 0 so R(B −
αI) is invariant under A and B. This contradicts irreducibility.
(b) Let B2 = αA+ βB + γAB for some scalars α, β, γ .
Suppose that B is not nilpotent. Let Bf = λf with λ /= 0 and f /= 0. Then λ2f =
αAf + βλf + γ λAf . Since Af cannot be a multiple of f , α = −γ λ and λ = β.
Hence B2 = −γ λA+ λB + γAB so B(B − λI) = γA(B − λI). NowR(B − λI)
is nonzero and invariant under B so B(B − λI)g = δ(B − λI)g for some vector g
satisfying (B − λI)g /= 0 and some scalar δ. Then δ(B − λI)g = γA(B − λI)g so
γ = 0, by irreducibility. Thus B2 = βB.
Suppose that B is nilpotent. Then α = 0 (since if Bh = 0 then αAh = 0) so B2 =
βB + γAB. Let p  2 be the index of nilpotency of B. Then 0 = Bp = βBp−1 +
γABp−1, so βI + γA leavesR(Bp−1) invariant. SinceR(Bp−1) is nontrivial, γ =
0 and so B2 = βB.
Finally, let A2 ∈ 〈A,B,AB〉. Then, taking adjoints with respect to any chosen
inner-product on H, we have (A∗)2 ∈ 〈B∗, A∗, B∗A∗〉 so (A∗)2 is a scalar multiple
of A∗ by what has just been proved. 
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Proposition 2. Let dimH = 2 and let A,B ∈ B(H) with {A,B} irreducible. Then
B(H) is spanned by words in A and B of length at most 2. Consequently
msl(A,B) = 2.
Proof. By Lemma 1, {A,B,AB} is linearly independent. Suppose that the words
of length at most 2 do not span B(H). Then A2 and B2 both belong to 〈A,B,AB〉
and so, by Lemma 1, A2 = αA and B2 = βB for some scalars α and β. Also, BA ∈
〈A,B,AB〉 so letting Be = 0 with e /= 0 we have BAe ∈ 〈Ae,Be,ABe〉 = 〈Ae〉.
But Ae /= 0 and A(Ae) = αAe. This contradicts irreducibility. 
Next we show, in Theorem 1 below, that msl(A,B)  4 for every irreducible pair
{A,B} on three-dimensional space. To do this we need the following four lemmas.
We prove these lemmas by showing that, in each case, the span of the words of length
at most 4 in A and B contains all of the 3×3 elementary matrices. To do this we use
the fact that, if the span of a setT of n× n matrices contains each elementary matrix
in the set {Ei,j : (i, j) ∈S} (where S is a subset of {1, 2, . . . , n} × {1, 2, . . . , n})
and it contains a matrix the positions of whose nonzero entries form a subset of
S with one exception, say (u, v), then Eu,v also belongs to the span of T. The
following lemma is a special case of Theorem 2. We include a proof here because it
is more direct, and because it indicates how the general, n× n case, is proved.
Lemma 2. Let B =
(0 1 0
0 0 1
0 0 0
)
. For any 3 × 3 matrix A such that {A,B} is irreduc-
ible, M3(C) is spanned by words in A and B of length at most 4.
Proof. Let A =
(
a b c
d e f
g h i
)
and let W be the span of the set of words in A and B of
length at most 4. Note that
B2 =

0 0 10 0 0
0 0 0

 , AB =

0 a b0 d e
0 g h

 , BA =

d e fg h i
0 0 0

 ,
BAB =

0 d e0 g h
0 0 0

 , B2A =

g h i0 0 0
0 0 0

 , AB2 =

0 0 a0 0 d
0 0 g

 ,
B2AB =

0 g h0 0 0
0 0 0

 , BAB2 =

0 0 d0 0 g
0 0 0

 .
The nontrivial invariant subspaces of B are 〈e1〉 and 〈e1, e2〉. By irreducibility at least
one of {d, g} is nonzero and at least one of {g, h} is nonzero.
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Case 1. g /= 0. Since B2 = E1,3, E1,3 belongs toW. Then, since B2AB = gE1,2 +
hE1,3, E1,2 ∈W, and it follows from the form of B2A that E1,1 ∈W. Similarly, the
forms of BAB2, BAB and BA show that E2,3, E2,2 and E2,1 belong to W. Finally,
AB2, AB,A show that E3,3, E3,2, E3,1 ∈W.
Case 2. g = 0. Then d and h are both nonzero, by irreducibility. Note that
A2 =

 ∗ ∗ ∗∗ ∗ ∗
dh ∗ ∗

 , BA2 =

 ∗ ∗ ∗dh ∗ ∗
0 0 0

 ,
B2A2 =

dh ∗ ∗0 0 0
0 0 0

 , A2B =

0 ∗ ∗0 ∗ ∗
0 dh ∗

 ,
A2B2 =

0 0 ∗0 0 ∗
0 0 dh

 ,
where ‘∗’ denotes a scalar, possibly zero. Arguing in the same way as in Case 1,
B2, B2A,B2A2 show that E1,3, E1,2, E1,1 ∈W. Then BAB,BA,BA2 show that
E2,3, E2,2, E2,1 ∈W. Finally,A2B2, A2B,A2 show thatE3,3, E3,2, E3,1 ∈W. 
Lemma 3. LetB =
(0 1 0
0 0 0
0 0 λ
)
where λ /= 0. For any 3 × 3 matrixA such that {A,B}
is irreducible, M3(C) is spanned by words in A and B of length at most 4.
Proof. Let A =
(
a b c
d e f
g h i
)
and let W denote the span of the words in A and B
of length at most 4. The nontrivial invariant subspaces of B are 〈e1〉, 〈e3〉, 〈e1, e2〉,
〈e1, e3〉 so, by irreducibility, at least one of each of the pairs {d, g}, {c, f }, {g, h},
{d, f } is nonzero. Note that
B2 =

0 0 00 0 0
0 0 λ2

, AB =

0 a cλ0 d f λ
0 g iλ

, BA =

 d e f0 0 0
gλ hλ iλ

,
B2A =

 0 0 00 0 0
gλ2 hλ2 iλ2

, BAB =

0 d f λ0 0 0
0 gλ iλ2

,
AB2 =

0 0 cλ
2
0 0 f λ2
0 0 iλ2

, B2AB =

0 0 00 0 0
0 gλ2 iλ3

.
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Notice that the elementary matrices E3,3, E1,2 belong to W since B2 = λ2E3,3 and
λB − B2 = λE1,2.
Case 1. d, f, g all nonzero. As we have noted, consideration of B and B2 shows
that E3,3, E1,2 ∈W. A similar consideration of B2AB then shows that E3,2 ∈W.
Similarly, B2A then shows that E3,1 ∈W. Then BAB shows that E1,3 ∈W, AB2
that E2,3 ∈W, AB that E2,2 ∈W, BA that E1,1 ∈W, and finally A shows that
E2,1 ∈W.
Case 2. d = 0. By irreducibility, f /= 0 and g /= 0. Note that
A2 =

 ∗ ∗ ∗fg ∗ ∗
∗ ∗ ∗

, A2B =

0 ∗ ∗0 fg ∗
0 ∗ ∗

, BA2 =

fg ∗ ∗0 0 0
∗ ∗ ∗

,
where a ‘∗’ denotes a scalar, possibly zero. As before, consideration of B and B2
shows that E3,3, E1,2 ∈W. Then B2AB shows that E3,2 ∈W and B2A shows that
E3,1 ∈W. Then BAB shows that E1,3 ∈W, AB2 that E2,3 ∈W, A2B that E2,2 ∈
W, BA2 that E1,1 ∈W, and finally A2 shows that E2,1 ∈W.
Case 3. f = 0. By irreducibility, c /= 0 and d /= 0.
Sub-case 3(i). f = 0 and c, d, g are all nonzero. As before, B and B2 show that
E3,3, E1,2 ∈W. Then AB2 shows that E1,3 ∈W and BAB shows that E3,2 ∈W.
Then AB shows that E2,2 ∈W, B2A that E3,1 ∈W, BA that E1,1 ∈W, A that
E2,1 ∈W, and finally A2 shows that E2,3 ∈W.
Sub-case 3(ii). f = g = 0. By irreducibility, c, d, h are all nonzero. Note that
A2 =

 ∗ ∗ ∗∗ ∗ ∗
dh ∗ ∗

 , A2B2 =

0 0 ∗0 0 cdλ2
0 0 ∗

 ,
where a ‘∗’ denotes a scalar, possibly zero. As usual,B andB2 show thatE3,3, E1,2 ∈
W. Then AB2 shows that E1,3 ∈W and B2A shows that E3,2 ∈W. Then AB
shows that E2,2 ∈W, BA that E1,1 ∈W, A that E2,1 ∈W, A2B2 that E2,3 ∈W,
and finally A2 shows that E3,1 ∈W.
Case 4. g = 0. By irreducibility, d, h are both nonzero. We can suppose that f /= 0,
using Sub-case 3(ii). As usual, B and B2 show that E3,3, E1,2 ∈W. Then B2A
shows that E3,2 ∈W and BAB shows that E1,3 ∈W. Then AB2 shows that E2,3 ∈
W, AB that E2,2 ∈W, BA that E1,1 ∈W, A that E2,1 ∈W, and finally A2 shows
that E3,1 ∈W.
This completes the proof. 
Lemma 4. Let B =
(1 1 0
0 1 0
0 0 0
)
. For any 3 × 3 matrix A such that {A,B} is irreduc-
ible, M3(C) is spanned by words in A and B of length at most 4.
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Proof. LetA =
(
a b c
d e f
g h i
)
and letWdenote the span of the words inA andB of length
at most 4. The nontrivial invariant subspaces ofB are 〈e1〉, 〈e3〉, 〈e1, e2〉, 〈e1, e3〉 so, by
irreducibility, at least one of each of the pairs {d, g}, {c, f }, {g, h}, {d, f } is nonzero.
Note that
B2 =

1 2 00 1 0
0 0 0

 , AB =

a a + b 0d d + e 0
g g + h 0

 ,
BA =

a + d b + e c + fd e f
0 0 0

 ,
B2A =

a + 2d b + 2e c + 2fd e f
0 0 0

 ,
BAB =

a + d a + b + d + e 0d d + e 0
0 0 0

 , AB2 =

a 2a + b 0d 2d + e 0
g 2g + h 0

 ,
BAB2 =

a + d 2a + b + 2d + e 0d 2d + e 0
0 0 0

 ,
B2AB =

a + 2d a + b + 2d + 2e 0d d + e 0
0 0 0

 .
Notice that the elementary matrix E1,2 belongs to W since B2 − B = E1,2.
Case 1. d, f, g all nonzero. As we have noted,B2 − B = E1,2 ∈W. SinceBA(B2 −
B) = (a + d)E1,2 + dE2,2 it follows that E2,2 ∈W. The form of B now shows that
E1,1 ∈W. Then BAB shows that E2,1 ∈W, (B2 − B)A that E1,3 ∈W, BA that
E2,3 ∈W, A(B2 − B) that E3,2 ∈W, AB that E3,1 ∈W, and finally A(B2 − B)A
shows that E3,3 ∈W.
Case 2. d = 0. By irreducibility, f /= 0 and g /= 0. As before, B and B2 show
that E1,2 ∈W. Then (B2 − B)A shows that E1,3 ∈W and A(B2 − B) shows that
E3,2 ∈W. Then AB − BAB shows that E3,1 ∈W and B2AB − B2A that E2,3 ∈
W.
If i /= 0, AB − A shows that E3,3 ∈W, (B2 − B)A2 that E1,1 ∈W, B that
E2,2 ∈W and finally A(AB − BAB) shows that E2,1 ∈W.
If i = 0, A(B2 − B)A shows that E3,3 ∈W, (B2 − B)A2 that E1,1 ∈W, B that
E2,2 ∈W, and finally, A(AB − BAB) shows that E2,1 ∈W.
Case 3. f = 0. By irreducibility, c /= 0 and d /= 0.
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Sub-case 3(i). f = 0 and c, d, g are all nonzero. As before, B and B2 show that
E1,2 ∈W. Then (B2 − B)A shows that E1,1 ∈W and BA(B2 − B) shows that
E2,2 ∈W. Then BAB shows that E2,1 ∈W, BA that E1,3 ∈W, A(B2 − B)
that E3,2 ∈W, and AB2 shows that E3,1 ∈W.
If i /= 0, A then shows that E3,3 ∈W and finally AB2A shows that E2,3 ∈W.
If i = 0, BA2 shows that E3,2 ∈W and finally A2 that E3,3 ∈W.
Sub-case 3(ii). f = g = 0. By irreducibility, c, d, h are all nonzero. As in the pre-
ceding sub-case,B,B2 and (B2 − B)A,BA(B2 − B), BAB,BA show successively
that E1,2 and E1,1, E2,2, E2,1, E1,3 ∈W, respectively. Then B2A− AB2 shows that
E3,2 ∈W.
If i /= 0, A then shows that E3,3 ∈W and A2B that E3,1 ∈W. Finally A2 shows
that E2,3 ∈W.
If i = 0, A2B then shows that E3,1 ∈W and A2 that E2,3 ∈W. Finally A3 shows
that E3,3 ∈W.
Case 4. g = 0. By irreducibility, d, h are both nonzero. We can suppose that f /= 0,
using Sub-case 3(ii). As usual, B and B2 show that E1,2 ∈W. Then A(B2 − B)
shows thatE2,2 ∈W andB shows thatE1,1 ∈W. ThenBAB shows thatE2,1 ∈W,
(B2 − B)A that E1,3 ∈W, BA that E2,3 ∈W, and AB2 that E3,2 ∈W.
If i /= 0, ABAB then shows that E3,1 ∈W and finally A shows that E3,3 ∈W.
If i = 0, A2B then shows that E3,1 ∈W and finally A2 shows that E3,3 ∈W.
This completes the proof. 
Lemma 5. Let B =
(0 0 0
0 1 0
0 0 λ
)
where λ /= 0, 1. For any 3 × 3 matrix A such that
{A,B} is irreducible, M3(C) is spanned by words in A and B of length at most 4.
Proof. Let A =
(
a b c
d e f
g h i
)
and let W denote the span of the words in A and B of
length at most 4. The nontrivial invariant subspaces of B are 〈e1〉, 〈e2〉, 〈e3〉, 〈e1, e2〉,
〈e1, e3〉, 〈e2, e3〉 so, by irreducibility, at least one of each of the pairs {d, g}, {b, h},
{c, f }, {g, h}, {d, f }, {b, c} is nonzero. This leads to 18 cases to be considered.
However, only 11 cases need to be considered in detail because of adjoints. For
example, the proof for the case where c = d = h = 0 and b, f, g are all nonzero
will follow from that for the case where b = f = g = 0 and c, d, h are all nonzero.
More precisely, if the words in A∗ and B∗ of length at most 4 span M3(C), then the
words in A and B of length at most 4 span M3(C). Note that
B2 =

0 0 00 1 0
0 0 λ2

 , AB =

0 b cλ0 e f λ
0 h iλ

 ,
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BA =

 0 0 0d e f
gλ hλ iλ

 , B2A =

 0 0 0d e f
gλ2 hλ2 iλ2

 ,
BAB =

0 0 00 e f λ
0 hλ iλ2

 , AB2 =

0 b cλ
2
0 e f λ2
0 h iλ2

 ,
B2AB =

0 0 00 e f λ
0 hλ2 iλ3

 , BAB2 =

0 0 00 e f λ2
0 hλ iλ3

 .
Notice that the elementary matrices E2,2, E3,3 belong to W since B2 − B = (λ2 −
λ)E3,3 and B2 − λB = (1 − λ)E2,2.
Case 1. b, c, d, f, g, h all nonzero. As we have noted, consideration of B and B2
shows that E2,2, E3,3 ∈W. A similar consideration of BAB and BAB2 then shows
that E2,3, E3,2 ∈W. Similarly, AB and AB2 then show that E1,2, E1,3 ∈W. Then
BA and B2A show that E2,1, E3,1 ∈W. Finally, if a /= 0, A shows that E1,1 ∈W.
If a = 0, since then
A2 =

bd + cg ∗ ∗∗ ∗ ∗
∗ ∗ ∗

 and ABA =

bd + cgλ ∗ ∗∗ ∗ ∗
∗ ∗ ∗

 ,
where ‘∗’ denotes a scalar, possibly zero, and where not both bd + cg and bd + cgλ
can be zero, E1,1 ∈W.
Case 2. b = 0 and c, d, f, g, h all nonzero. As before, B and B2 show that E2,2,
E3,3 ∈W. Then BAB and BAB2 show that E2,3, E3,2 ∈W. Then AB shows that
E1,3 ∈W. Then BA and B2A show that E2,1, E3,1 ∈W. Finally, if a /= 0, A shows
that E1,1 ∈W and A2 then shows that E1,2 ∈W. If a = 0, A2B shows that E1,2 ∈
W then A2 shows that E1,1 ∈W.
Case 3. c = 0 and b, d, f, g, h all nonzero. Again, B and B2 show that E2,2, E3,3 ∈
W andBAB andBAB2 then show thatE2,3, E3,2 ∈W. ThenAB shows thatE1,2 ∈
W. Then BA and B2A show that E2,1, E3,1 ∈W. Finally, if a /= 0, A shows that
E1,1 ∈W and A2 then shows that E1,3 ∈W. If a = 0, A2B shows that E1,3 ∈W
then A2 shows that E1,1 ∈W.
Case 4. f = 0 and b, c, d, g, h all nonzero. Again, B and B2 show that E2,2, E3,3 ∈
W. Then BAB shows that E3,2 ∈W. Then AB and AB2 show that E1,2, E1,3 ∈
W. If a /= 0, A,BA,B2A show that E1,1, E2,1, E3,1 ∈W and A2 then shows that
E2,3 ∈W. If a = 0, A,BA show that E2,1, E3,1 ∈W then A2B shows that E2,3 ∈
W and A2 or ABA shows that E1,1 ∈W.
Case 5. b = d = 0 and c, f, g, h all nonzero. As usual,B,B2 show thatE2,2, E3,3 ∈
W. Then BAB,B2AB show that E2,3, E3,2 ∈W. Then AB shows that E1,3 ∈W
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and BA shows that E3,1 ∈W and A2B shows that E1,2 ∈W. If a /= 0, A shows that
E1,1 ∈W, and A2 then shows that E2,1 ∈W. If a = 0, BA2 shows that E2,1 ∈W
then A2 shows that E1,1 ∈W.
Case 6. b = f = 0 and c, d, g, h all nonzero. As usual,B,B2 show thatE2,2, E3,3 ∈
W. Then BAB shows that E3,2 ∈W and BA2B shows that E2,3 ∈W. Then AB
shows that E1,3 ∈W and BA,B2A show that E2,1, E3,1 ∈W. If a /= 0, A shows
that E1,1 ∈W, and A2 then shows that E1,2 ∈W. If a = 0, A2B shows that E1,2 ∈
W then A2 shows that E1,1 ∈W.
Case 7. b = g = 0 and c, d, f, h all nonzero. As usual,B,B2 show thatE2,2, E3,3 ∈
W. Then BAB,BAB2 show that E2,3, E3,2 ∈W. Then AB shows that E1,3 ∈W,
A2B shows that E1,2 ∈W and BA shows that E2,1 ∈W. If a /= 0, A then shows
that E1,1 ∈W, and A2 that E3,1 ∈W. If a = 0, A2 shows that E3,1 ∈W and A2BA
shows that E1,1 ∈W.
Case 8. c = g = 0 and b, d, f, h all nonzero. As usual, B,B2 show that E2,2,
E3,3 ∈W. Then BAB,BAB2 show that E2,3, E3,2 ∈W and AB then shows that
E1,2 ∈W, A2B that E1,3 ∈W and BA that E2,1 ∈W. If a /= 0, A then shows
that E1,1 ∈W, and A2 that E3,1 ∈W. If a = 0, BA2 shows that E3,1 ∈W and A2
shows that E1,1 ∈W.
Case 9. c = h = 0 and b, d, f, g all nonzero. As usual, B,B2 show that E2,2,
E3,3 ∈W. Then BAB shows that E2,3 ∈W, BA2B that E3,2 ∈W and AB2 that
E1,2 ∈W. Then BA,B2A show that E2,1, E3,1 ∈W. If a /= 0, A then shows
that E1,1 ∈W, and A2 that E1,3 ∈W. If a = 0, A2B shows that E1,3 ∈W and
A2 then shows that E1,1 ∈W.
Case 10. f = h = 0 and b, c, d, g all nonzero. As usual, B,B2 show that E2,2,
E3,3 ∈W. Then AB,AB2 show that E1,2, E1,3 ∈W. Then BA,B2A show that
E2,1, E3,1 ∈W. If a /= 0, A shows that E1,1 ∈W and then A2, BA2 show that
E2,3, E3,2 ∈W. If a = 0, A2B,A2B2 show that E2,3, E3,2 ∈W, then ABA or
AB2A shows that E1,1 ∈W.
Case 11. b = f = g = 0 and c, d, h all nonzero. As usual, B,B2 show that E2,2,
E3,3 ∈W. Then BAB shows that E3,2 ∈W, AB that E1,3 ∈W, BA that E2,1 ∈
W, BA2B that E2,3 ∈W, A2B that E1,2 ∈W, BA2 that E3,1 ∈W and, finally,
A2BA that E1,1 ∈W.
This completes the proof. 
The following is the main result of this section.
Theorem 1. Let dimH = 3 and let A,B ∈ B(H) with {A,B} irreducible. Then
B(H) is spanned by words in A and B of length at most 4. Consequently
msl(A,B) = 3 or 4.
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Proof. We can suppose that H = C3 and that A,B ∈ M3(C). Since neither A nor
B can be a multiple of the identity, the degrees of their minimum polynomials must
be at least 2. These degrees cannot both be equal to 2 since every pair of quadratic
transformations on a space of (finite) dimension greater than 2 has a common non-
trivial invariant subspace by [2, Theorem 2]. We may assume that the degree of the
minimum polynomial of B is 3.
Case 1. B has only one eigenvalue, α say. Then (B − αI)3 = 0 and B is simi-
lar to
(
α 1 0
0 α 1
0 0 α
)
= αI + J , where J is the strictly upper triangular elementary Jor-
dan matrix. We may suppose that B = αI + J . By Lemma 2, M3(C) is spanned by
words in A and J of length at most 4. If α /= 0, then B is invertible so the identity can
be written as a cubic polynomial in B with no constant term (obtained by expanding
(B − αI)3). Hence the span of the words in A and B of length at most 4 contains the
identity. Therefore, it also contains every word in A and J of length at most 4. (If J
is replaced by B − αI in the word, and the factors in (B − αI)2, (B − αI)3, (B −
αI)4 are expanded, the result is a linear combination of words of length at most 4 in
A and B plus a multiple of the identity.) Consequently, M3(C) is spanned by words
in A and B of length at most 4.
Case 2. B has precisely two distinct eigenvalues, α and β, say. Then we may sup-
pose that (B − αI)2(B − βI) = 0, and that B =
(
α 1 0
0 α 0
0 0 β
)
. If α = 0, the desired
result follows from Lemma 3. If α /= 0 and β /= 0, thenB is invertible. Consequently,
the identity can be written as a cubic polynomial in B with no constant term (this
polynomial is obtained by expanding (B − αI)2(B − βI)). By Lemma 3 the words
in A and B − αI of length at most 4 span M3(C) and every such word belongs to
the span of the words in A,B of length at most 4 and I . Since, as noted, I belongs
to the span of the words in A,B of length at most 4, it follows that the latter equals
M3(C).
This leaves the case where α /= 0 and β = 0. Then B
α
is similar to
(1 1 0
0 1 0
0 0 0
)
and
we may suppose that B equals the latter matrix. The desired result then follows from
Lemma 4.
Case 3. B has three distinct eigenvalues. In this case we may suppose that B =(
α 0 0
0 β 0
0 0 γ
)
where α, β and γ are distinct scalars.
If B is not invertible, we may suppose that B =
(0 0 0
0 β 0
0 0 γ
)
. Then B
β
=
(0 0 0
0 1 0
0 0 λ
)
where λ = γ /β /= 0, 1. The desired result now follows from Lemma 5.
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If B is invertible then B−αI
β−α =
(0 0 0
0 1 0
0 0 λ
)
where λ = (γ − α)/(β − α) /= 0, 1. By
Lemma 5, the words in A and B − αI of length at most 4 span M3(C). Since the
identity matrix can be written as a cubic polynomial in B with no constant term, and
since every word in A and B − αI is a span of words in A,B of no greater length
and I , the desired result follows. 
The following example shows that msl(A,B) = 3 is possible on three-dimen-
sional space.
Example 1. Put A =
(1 0 0
1 0 0
0 1 0
)
and B =
(0 1 0
0 0 1
0 0 0
)
. The nontrivial invariant subspac-
es of B are 〈e1〉 and 〈e1, e2〉 so clearly {A,B} is irreducible. It is easily checked
that
{A,B,A2, AB,BA,B2, A2B,AB2, BA2}
is a basis for M3(C). (In fact E1,3 = B2, E2,3 = AB2 − B2, E3,2 = A− BA2,
E1,2 = B − AB2 + B2, E3,1 = A2 − BA2, E2,2 = A2B − B + AB2 − B2 − A+
BA2, E3,3 = AB −A2B +A−BA2, E1,1 = BA− A2B + B − AB2 + B2 + A−
BA2, E2,1 = A2B − BA− B + AB2 − B2 − A+ 2BA2.) Consequently msl(A,
B) = 3.
An example showing that msl(A,B) = 4 can occur on three-dimensional space
can be obtained by taking B as in Example 1 and taking A = (B∗)2. See Example 2
below for the details, putting n = 3.
3. Unicellular case
The main result of this section (Theorem 2) shows that msl(A,B)  2n− 2
whenever B is a unicellular transformation on H and {A,B} is irreducible, where
n = dimH  2. Recall that a linear transformation is unicellular if its set of invari-
ant subspaces is a chain, that is, is totally ordered by inclusion. Some remarks on the
proof of the theorem that follows may make it more easily understandable.
Remarks. (1) In the proof we may suppose that H = Cn. Since B is unicellular
it is similar to a scalar translate of the strictly upper triangular elementary Jordan
matrix J . We can suppose that B = αI + J , for some scalar α. In fact, it is enough to
consider the case where α = 0. For if α /= 0, the equation (B − αI)n = 0 shows that
I can be expressed as a polynomial in B of degree n, with no constant term. Thus
the span of the words in A and B of length at most 2n− 2 contains I . It follows
that it also contains every word in A and J of length at most 2n− 2 since every
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word in A and J = B − αI is a linear combination of words in A and B of no
greater length plus a scalar multiple of the identity. Thus if msl(A, J )  2n− 2 then
msl(A,B)  2n− 2.
(2) Consider the operation of pre-multiplying by B. If C is any n× n matrix, BC
is obtained from C by deleting the first row of C and inserting a row of zeros as the
last row (in other words, pre-multiplication by B lifts C up one row and introduces
a row of zeros at the bottom). Post-multiplication by B has a similar description.
The matrix CB is obtained from C by deleting the last column of C and inserting a
column of zeros as the first column (post-multiplication by B moves C one column
to the right and introduces a column of zeros on the left). Thus, for integers r, s
where 0  r, s  n− 1, BrCBs is obtained by lifting C up r rows, introducing r
rows of zeros at the bottom, then moving the resulting matrix s columns to the right,
introducing s columns of zeros on the left. Schematically
BrCBs =
(
0n−r,s Cn−r,n−s
0r,s 0r,n−s
)
,
where 0u,v denotes the u× v zero matrix and where Cu,v denotes the bottom left
hand corner sub-matrix of C of size u× v.
(3) In the proof we exhibit a set of n2 words in A and B and show that it is a
basis for Mn(C) by showing that its span contains every elementary matrix Ei,j . We
repeatedly use the fact that, if the span of a set B of matrices contains each elemen-
tary matrix in the set {Ei,j : (i, j) ∈S} where S is some subset of {1, 2 . . . , n} ×
{1, 2 . . . , n}, and it contains a matrix the positions of whose nonzero entries form a
subset of S with one exception, say (u, v), then Eu,v also belongs to the span of B.
Theorem 2. Let dimH = n  2 and let B ∈ B(H) be unicellular. For any trans-
formation A ∈ B(H) such that {A,B} irreducible, B(H) is spanned by words in
A and B of length at most 2n− 2. Consequently msl(A,B)  2n− 2.
Proof. We may suppose that H = Cn and that B is the n× n strictly upper trian-
gular elementary Jordan matrix (see above remarks). Let A = (ai,j ) ∈ Mn(C) with
{A,B} irreducible.
For each 1  k  n let dk be the largest integer satisfying adk,k /= 0, taking dk =
0 if the kth column of A is zero (so dk measures the ‘depth’ of the kth column of A).
Since the nontrivial invariant subspaces of B are 〈e1, e2, . . . , ej 〉, 1  j  n− 1,
for each 1  j  n− 1 at least one dk , 1  k  j satisfies dk  j + 1. For 1  j 
n− 1 let mj be the smallest integer satisfying dmj  j + 1. Then dk  j if k < mj .
Clearly 1 = m1  m2  · · ·  mn−1.
Put p0 = n, p1 = mp0−1, p2 = mp1−1 and, in general, put pi+1 = mpi−1
whenever pi  2. Then pi+1 < pi since mj  j when j = pi − 1. Let t be the inte-
ger satisfying pt = 1. Note that pi  dpi+1 < pi−1 for 1  i  t − 1. The former
inequality follows from the fact that dmj  j + 1 (take j = pi − 1) and the lat-
ter from the fact that dk  j if k < mj (take j = pi−1 − 1). We show how the
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natural numbers {dpi+1 − pi : 1  i  t − 1} determine a basis for Mn(C) consist-
ing of words in A and B of length no more than 2n− 2.
We have
1 = pt < pt−1  dpt < pt−2  dpt−1 < pt−3  · · ·
< p2  dp3 < p1  dp2 < p0 = n.
Define the words W1,W2, . . . ,Wt in A and B inductively by
W1 = A and Wi+1 = WiBdpi+1−piA, 1  i  t − 1.
Then length(W1) = 1 and, for 1  i  t − 1,
length(Wi+1) = length(Wi)+ dpi+1 − pi + 1 =
i∑
k=1
(dpk+1 − pk)+ i + 1.
Claim. length(Wi+1)  dp2 − pi + 2 for 1  i  t − 1.
It is obvious that length(W2)  dp2 − p1 + 2. For 2  i  t − 1 we have
length(Wi+1)+
i−1∑
k=1
(pk − dpk+2)
=
i−1∑
k=1
(dpk+1 − pk + pk − dpk+2)+ dpi+1 − pi + i + 1
= dp2 − dpi+1 + dpi+1 − pi + i + 1 = dp2 − pi + i + 1.
But
∑i−1
k=1(pk − dpk+2)  i − 1 (since pk > dpk+2 for 1  k  i − 1), so the claim
follows.
Note that the first nonzero entry in the last row of W1 (counting from left to right)
occurs in column p1. Also, the first nonzero entry in the last row of W2 occurs in
column p2. In general, the first nonzero entry in the last row of Wi occurs in column
pi .
Claim 0. The following set B of matrices is a basis for Mn(C)
B = {Bn−1} ∪{BrW1Bs : 0  r  n− 1, 0  s  n− p1,
and r + s < 2n− 1 − p1
}
∪
t−1⋃
i=1
{
BrWi+1Bs : 0  r  n− 1, 0  s  pi − pi+1 − 1
}
.
Note that each word comprising B has length no more than 2n− 2. Indeed,
length(BrW1Bs) = r + s + 1 and r + s + 1  2n− 1 − p1  2n− 2 if r + s <
2n− 1 − p1. Also, for 1  i  t − 1 and 0  r  n− 1, 0  s  pi − pi+1 − 1,
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length(BrWi+1Bs)= length(Wi+1)+ r + s
 length(Wi+1)+ n− 2 + pi − pi+1
 dp2 − pi + 2 + n− 2 + pi − pi+1
= n+ dp2 − pi+1
 2n− 2,
since dp2  n− 1 and pi+1  1.
Note also that B is comprised of n2 matrices since
1 + n(n− p1 + 1)− 1 +
t−1∑
i=1
n(pi − pi+1)
= n
(
n− p1 + 1 +
t−1∑
i=1
(pi − pi+1)
)
= n(n+ 1 − pt ) = n2.
Claim 0 is proved by showing that each of the elementary matricesEr,s , 1  r, s  n,
belongs to the span 〈B〉 of B. Clearly E1,n = Bn−1 ∈ 〈B〉.
Claim 1. {E1,s : 1  s  n} ⊆ 〈B〉.
We prove this claim in t steps.
Step 0. We show that {E1,s : p1  s  n− 1} ⊆ 〈B〉. For 0  s  n− 1 − p1,
the matrix Bn−1W1Bs belongs to B and is equal to a nonzero scalar multiple of
E1,s+p1 plus a linear combination of {E1,q : s + p1 + 1  q  n}. Thus if {E1,q :
s + p1 + 1  q  n} ⊆ 〈B〉 then E1,s+p1 ∈ 〈B〉. Taking s = n− 1 − p1, and using
the fact that E1,n ∈ 〈B〉, gives that E1,n−1 ∈ 〈B〉. The desired result now follows by
induction.
Step i (1  i  t − 1). We show that {E1,s : pi+1  s  pi − 1} ⊆ 〈B〉. For 0 
s  pi − pi+1 − 1, the matrix Bn−1Wi+1Bs belongs to B and is equal to a non-
zero scalar multiple of E1,s+pi+1 plus a linear combination of {E1,q : s + pi+1 +
1  q  n}. Taking s = pi − pi+1 − 1, and using the results of Steps 0 to i − 1,
gives that E1,pi−1 ∈ 〈B〉. The desired result now follows by induction.
These t steps together prove Claim 1.
Claim 2. {E2,s : 1  s  n} ⊆ 〈B〉.
We prove this claim in t steps.
Step 0. We show that {E2,s : p1  s  n} ⊆ 〈B〉. For 0  s  n− p1, the matrix
Bn−2W1Bs belongs to B and is equal to a nonzero scalar multiple of E2,s+p1 plus
a linear combination of {E2,q : s + p1 + 1  q  n} ∪ {E1,q : 1  q  n} (take the
first set to be empty if s = n− p1). Taking s = n− p1, and using the result of Claim
1, gives that E2,n ∈ 〈B〉. The desired result now follows by induction.
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Step i (1  i  t − 1). We show that {E2,s : pi+1  s  pi − 1} ⊆ 〈B〉. For 0 
s  pi − pi+1 − 1, the matrix Bn−2Wi+1Bs belongs to B and is equal to a non-
zero scalar multiple of E2,s+pi+1 plus a linear combination of {E2,q : s + pi+1 +
1  q  n} ∪ {E1,q : 1  q  n}. Taking s = pi − pi+1 − 1, and using the results
of Steps 0 to i − 1 and Claim 1, gives that E2,pi−1 ∈ 〈B〉. The desired result now
follows by induction.
These t steps together prove Claim 2.
In a similar way we can prove successively, and each in t steps, the claims Claim
r (3  r  n): {Er,s : 1  s  n} ⊆ 〈B〉.
Together Claims 1 to n prove Claim 0 and the sproof is complete. 
In the statement of the preceding theorem the upper bound of 2n− 2 is sharp, in
the sense that, on every spaceH of dimension n  2 there exists a unicellular trans-
formation B and a transformation A with {A,B} irreducible such that msl(A,B) =
2n− 2, that is, such that the words in A and B of length at most 2n− 3 do not span
B(H). For n = 2 this is obvious. For n  3 we have the following.
Example 2. Let n  3, let B be the n× n strictly upper triangular elementary Jor-
dan matrix and let A = (B∗)n−1. Then the n, 1-entry of A is one and all other entries
are zero. Every word in A and B maps each basis vector ej to a basis vector or to
the zero vector. Let W be a word in A and B of length at most 2n− 3. We show that
(Wen|e2) = (Wen−1|e1). This is certainly true if both (Wen|e2) and (Wen−1|e1) are
zero.
Suppose that (Wen|e2) /= 0. Then Wen = e2. If W contained a factor of A it
would be of the form W = VABn−1 where V is a word in A and B satisfying V en =
e2. But then V would have length at least n− 2 and W would have length at least
2n− 2. This contradiction shows that W contains no factors of A, so W = Bn−2.
Thus (Wen|e2) = (Wen−1|e1) = 1.
Suppose that (Wen−1|e1) /= 0. Then Wen−1 = e1. If W contained a factor of A
it would be of the form W = VABn−2 where V is a word in A and B satisfying
V en = e1. But then V would have length at least n− 1 and W would have length at
least 2n− 2. This contradiction shows that, once again, W contains no factors of A,
so W = Bn−2. Thus (Wen|e2) = (Wen−1|e1) = 1.
Since (Wen|e2) = (Wen−1|e1) for every word W in A and B of length at most
2n− 3, the same equality holds for every element in the span of such words. Hence
the span of such words cannot be Mn(C). By Theorem 2 it follows that msl(A,B) =
2n− 2.
We next show that, on every space H of dimension n  2 there exists a uni-
cellular transformation B and a transformation A with {A,B} irreducible such that
msl(A,B) = n. In this we can suppose, as usual, that H = Cn and that B is the
strictly upper triangular elementary Jordan matrix. Example 1 above provides an
example for the case n = 3. For n /= 3 the following two propositions provide an
example.
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Proposition 3. Let n  2, n /= 3, let B be the n× n strictly upper triangular ele-
mentary Jordan matrix, and let A = B∗. Then Mn(C) is spanned by words in A and
B of length at most n. Consequently msl(A,B)  n.
Proof. It is clear that {A,B} is irreducible. By Theorem 2 (or Proposition 2) the
result is true for n = 2. Let n  4. For 0  p, q  n− 1 and 1  r, s  n we have
Bper =
{
er−p if r − p  1,
0 if r − p  0 and A
qes =
{
es+q if s + q  n,
0 if s + q  n+ 1.
For any n× n matrix C = (ci,j ) and any integer t ∈ {0,±1,±2, . . . ,±(n− 1)}
define the t-diagonal of C to be the set of entries {ci,j : i − j = t}. For each integer
−(n− 1)  t  n− 1 it is easily verified that each of the matrices belonging to
{
Ap+tBp : 0  p  n− 1, 0  p + t  n− 1}
∪{BpAp+t : 0  p  n− 1, 0  p + t  n− 1}
has zero entries off its t-diagonal. We show that, for each integer 0 < |t |  n− 1,
this set of matrices contains an appropriate basis for the subspace of matrices having
zeros off the t-diagonal. The latter has dimension n− |t |, of course. The case t = 0
is treated separately.
Case 1. t = 0.
Sub-case 1(i). n even, say n = 2m (with m  2). We show that
{AB,A2B2, . . . , AmBm} ∪ {BA,B2A2, . . . , BmAm}
is linearly independent (and so forms a basis for the subspace of diagonal matrices).
Suppose that
m∑
p=1
αpA
pBp =
m∑
q=1
βqB
qAq.
Applying both sides of this equation to er , 2  r  m, we get
r−1∑
p=1
αp =
m∑
q=1
βq for 2  r  m.
Applying them to er , m+ 1  r  2m− 1, gives
m∑
p=1
αp =
2m−r∑
q=1
βq, for m+ 1  r  2m− 1.
Finally, applying them to e1 and e2m gives
m∑
p=1
αp =
m∑
q=1
βq = 0.
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It follows that α1 = α2 = · · · = αm = β1 = β2 = · · · = βm = 0.
Sub-case 1(ii). n odd, say n = 2m+ 1 (with m  2). The matrix BA2B is diagonal.
We show that
{AB,A2B2, . . . , AmBm} ∪ {BA,B2A2, . . . , BmAm} ∪ {BA2B}
is linearly independent. Suppose that
m∑
p=1
αpA
pBp =
m∑
q=1
βqB
qAq + γBA2B.
Applying both sides to er , 2  r  m, we get
r−1∑
p=1
αp =
m∑
q=1
βq + γ for 2  r  m.
Applying them to er , m+ 1  r  2m, gives
m∑
p=1
αp =
2m+1−r∑
q=1
βq + γ for m+ 1  r  2m.
Finally, applying them to e1 and e2m+1 gives
m∑
p=1
αp =
m∑
q=1
βq = 0.
It follows that α1 = α2 = · · · = αm = β1 = β2 = · · · = βm = γ = 0.
Case 2. 1  t  n− 1.
Sub-case 2(i). n− t even, say n− t = 2k. We show that
{At+1B,At+2B2, . . . , At+kBk} ∪ {BAt+1, B2At+2, . . . , BkAt+k}
is linearly independent (and so forms a basis for the subspace of matrices having
zeros off the t-diagonal). Suppose that
k∑
p=1
αpA
t+pBp =
k∑
q=1
βqB
qAt+q .
Applying both sides to er , 2  r  k, to er , k + 1  r  2k − 1, to e1 and to e2k
gives
r−1∑
p=1
αp =
k∑
q=1
βq for 2  r  k,
k∑
p=1
αp =
2k−r∑
q=1
βq for k + 1  r  2k − 1,
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k∑
q=1
βq = 0 and
k∑
p=1
αp = 0, respectively.
It follows that α1 = α2 = · · · = αk = β1 = β2 = · · · = βk = 0.
Sub-case 2(ii). n− t odd, say n− t = 2k + 1. If k = 0, that is, t = n− 1, {An−1}
is linearly independent. Suppose that k  1. We show that
{At } ∪ {At+1B,At+2B2, . . . , At+kBk} ∪ {BAt+1, B2At+2, . . . , BkAt+k}
is linearly independent. Suppose that
α0A
t +
k∑
p=1
αpA
t+pBp =
k∑
q=1
βqB
qAt+q .
Applying both sides to er , 2  r  k + 1, to er , k + 2  r  2k, to e1 and to e2k+1
gives
α0 +
r−1∑
p=1
αp =
k∑
q=1
βq for 2  r  k + 1,
α0 +
k∑
p=1
αp =
2k+1−r∑
q=1
βq for k + 2  r  2k,
α0 =
k∑
q=1
βq and α0 +
k∑
p=1
αp = 0, respectively.
It follows that α0 = α1 = · · · = αk = β1 = β2 = · · · = βk = 0.
Case 3. −(n− 1)  t  −1. The desired result follows by symmetry. More pre-
cisely, let Et be a set of words in A,B, each of length at most n, which forms a basis
for the subspace of matrices having zeros off the −t-diagonal. Then (Et )∗ = {E∗ :
E ∈ Et } is a set of words in A,B, each of length at most n, which forms a basis for
the subspace of matrices having zeros off the t-diagonal.
This completes the proof. 
Remark. We cannot include the case n = 3 in the statement of the preceding prop-
osition. It is easily checked that, when n = 3 and with A and B as in the statement
of the proposition, the span of the words in A and B of length at most 3 is the
subspace consisting of those matrices C = (ci,j ) satisfying c2,2 = c1,1 + c3,3. Of
course msl(A,B) = 4 by Theorem 1 (or Theorem 2).
Proposition 4. Let n  2, n /= 3, let B be the n× n strictly upper triangular ele-
mentary Jordan matrix, and let A = B∗. Then Mn(C) is not spanned by words in A
and B of length at most n− 1. Consequently msl(A,B) = n.
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Proof. The result is obviously true if n = 2. Let n  4. Every word in A and B
maps each basis vector ej to a basis vector or to the zero vector. Let W be a word
in A and B of length at most n− 1. We show that (Wen|e2) = (Wen−1|e1). This is
certainly true if both (Wen|e2) and (Wen−1|e1) are zero.
Suppose that (Wen|e2) /= 0. Then, since Wen is a basis vector, Wen = e2. But
any word with a factor of A in it would have to have length at least n to map en
to e2 (B shifts backwards and A shifts forwards). It follows that W = Bn−2. Then
(Wen|e2) = (Wen−1|e1) = 1.
Suppose that (Wen−1|e1) /= 0. Then Wen−1 = e1. But any word with a factor
of A in it would have to have length at least n to map en−1 to e1. It follows that
W = Bn−2. Then (Wen|e2) = (Wen−1|e1) = 1.
Since (Wen|e2) = (Wen−1|e1) for every word W in A and B of length at most
n− 1, the same equality holds for every element in the span of such words. Hence
the span of such words cannot be Mn(C). Thus msl(A,B)  n and it follows from
Proposition 3 that msl(A,B) = n. 
The following case where the minimum spanning length of {A,B} is also deter-
minable seems worth mentioning.
Proposition 5. Let dimH = n  2 and let A,B ∈ B(H) with {A,B} irreducible
and with {A,B,AB,BA} linearly dependent. If sk denotes the dimension of the span
of the words in A and B of length at most k, then
sk − sk−1 =


k + 1 if 1  k  n− 1,
n if k = n,
2n− 1 − k if n+ 1  k  2n− 2,
taking s0 = 0. Consequently msl(A,B) = 2n− 2.
Proof. We can suppose that H = Cn. First we show that at least one of A,B is
invertible. Suppose that B is not invertible. By Lemma 1, BA ∈ 〈A,B,AB〉. Let f
be an eigenvector of B. Then BAf ∈ 〈Af,Bf,ABf 〉 ⊆ 〈f,Af 〉 and, by induction,
BAkf ∈ 〈f,Af,A2f, . . . , Akf 〉 for every k  0. Thus the subspace 〈f,Af,A2f,
. . . , An−1f 〉 is invariant under both A and B, so 〈f,Af,A2f, . . . , An−1f 〉 = Cn.
Let Be = 0 with e /= 0. Then BAe ∈ 〈Ae,Be,ABe〉 = 〈Ae〉, so taking f = Ae in
the above we get that 〈Ae,A2e, , A3e, . . . , Ane〉 = Cn. Thus R(A) = Cn and A is
invertible.
We can assume that A is invertible. Let BA = αAB + βA+ γB with α, β, γ ∈
C. For every k  1, let Wk denote the span of the words in A and B of length at
most k and let
Ek = {ApBq : p, q  0 and 1  p + q  k}.
Clearly W1 = 〈E1〉. Assume that Wk = 〈Ek〉. If W is a word in A and B of length
k + 1, successively replacing a factor of BA by αAB + βA+ γB whenever pos-
sible, beginning with W , shows that W can be written as W = ρE + w, where ρ ∈
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C, E ∈ Ek+1 and w ∈Wk . SinceWk = 〈Ek〉 ⊆ 〈Ek+1〉 it follows that W ∈ 〈Ek+1〉.
Hence, by induction, Wk = 〈Ek〉 for every k  1.
Next we show that, if k  n,
Wk =
〈
En−1 ∪ {ApBq : p, q  n− 1 and n  p + q  k} ∪ {I }
〉
.
Let k  n and letVk = 〈En−1 ∪ {ApBq : p, q  n− 1 and n  p + q  k} ∪ {I }〉.
Since A is invertible, I can be written as a polynomial in A, of degree n, with no
constant term. Thus I ∈Wk , so Vk ⊆Wk .
Consider the word ApBq where p, q  0 and n  p + q  k. If p  n, Ap can
be written as a polynomial in A of degree at most n− 1, and if q  n, Bq can be
written as a polynomial in B of degree at most n− 1. It follows that ApBq is linear
combination of words of the form Ap′Bq ′ where 0  p′, q ′  n− 1 and p′ + q ′ 
p + q. Hence ApBq ∈Vk and so Vk =Wk .
Using the fact that I can be written as a polynomial in A, of degree n, with no
constant term it follows that, if k  n,
Wk =
〈
En−1 ∪ {ApBq : p, q  n− 1 and n  p + q  k} ∪ {An}
〉
.
From this it in turn follows that, for k  2n− 2,
Wk =W2n−2 =
〈{ApBq : 0  p, q  n− 1 and p + q  1} ∪ {An}〉.
Thus W2n−2 = Mn(C) and {ApBq : 0  p, q  n− 1 and p + q  1} ∪ {An} is a
basis for Mn(C) (since it spans Mn(C) and has n2 elements). It follows also that,
if 1  k  n− 1, then Ek is a basis for Wk and if k  n then {ApBq : p, q  n−
1 and n  p + q  k} ∪ {An} is a basis for Wk . It readily follows that sk − sk−1
satisfies the condition stated in the proposition. Clearly msl(A,B)  2n− 2. Since
s2n−2 − s2n−3 = 1, we have msl(A,B) = 2n− 2. 
The following example shows that on every space H with dimH = n  2 there
exist A,B ∈ B(H) with {A,B} irreducible such that {A,B,AB,BA} is linearly
dependent (and neither A nor B is unicellular).
Example 3. Let n  2 and put α = e2i/n and λk = 1 + α + α2 + · · · + αk, 1 
k  n− 1. Let
A =


0 0 0 0 0 · · · 0 1
1 0 0 0 0 · · · 0 0
0 1 0 0 0 · · · 0 0
0 0 1 0 0 · · · 0 0
· · · · · · · · · ·
· · · · · · · · · ·
· · · · · · · · · ·
0 0 0 0 0 · · · 0 0
0 0 0 0 0 · · · 1 0


,
and let B = diag(0, 1, λ1, λ2, . . . , λn−2). Using the facts that 1 + αλk = λk+1, 1 
k  n− 2 and λn−1 = 0 it is easily checked that BA = αAB + A.
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The nontrivial invariant subspaces of B are the subspaces 〈{ei : i ∈S}〉 where
S is a nontrivial subset of {1, 2, . . . , n}. Each basis vector ei is a cyclic vector for
A so {A,B} is irreducible. By Proposition 5, msl(A,B)  2n− 2. Since neither A
nor B is unicellular, this fact does not follow from Theorem 2. (The characteristic
polynomial of A is λn − 1 = 0, so A has a basis consisting of eigenvectors.)
In Proposition 2 we showed that, if {A,B} is an irreducible pair of transformations
on a space of dimension 2, the dimension of the span of the words in A,B of length at
most 2 is 4. It may be of interest to know what the dimension of this span is on higher
dimensional spaces. This is answered by the following proposition and example.
Proposition 6. Let dimH  3 and let A,B ∈ B(H)with {A,B} irreducible. The
dimension of the span of the words in A and B of length at most 2 is 5 or 6.
Proof. By Lemma 1, {A,B,AB} is linearly independent. Let Ae = λe and Bf =
µf with e, f /= 0 and µ, λ scalars.
If BA ∈ 〈A,B,AB〉 then the dimension of 〈A,B,AB,BA,A2, B2〉 is 5 by Prop-
osition 5.
Suppose that BA /∈ 〈A,B,AB〉. Assume that A2 and B2 both belong to 〈A,B,
AB,BA〉. Then A2 = αA+ βB + γAB + δBA and B2 = α′A+ β ′B + γ ′AB +
δ′BA for some scalars α, β, . . . , δ′. Then λ2e = αλe + βBe + γABe + δλBe and
B2e = α′λe + β ′Be + γ ′ABe + δ′λBe. If γ /= 0 then 〈e, Be〉 would be invariant
under A and B. Hence γ = 0 so A2 ∈ 〈A,B,BA〉. By Lemma 1 it follows that A2 is
a scalar multiple of A. Similarly B2 is a scalar multiple of B. But, since dimH  3,
every pair of quadratic transformations onH has a common nontrivial invariant sub-
space by [1, Theorem 2]. This contradiction shows that either A2 /∈ 〈A,B,AB,BA〉
or B2 /∈ 〈A,B,AB,BA〉 so the dimension of 〈A,B,AB,BA,A2, B2〉 is 5 or 6. 
Corollary 2. If dimH = n  3 and A,B ∈ B(H) with {A,B} irreducible then
msl(A,B)  n2 − 3.
Proof. With notation as in the proof of Proposition 1, a = n2, and we have s3 
s2 + 1, s4  s2 + 2, . . . , n2 = sp0  s2 + p0 − 2. But s2  5 by Proposition 6, and
p0 = msl(A,B) so n2  3 + msl(A,B). 
Example 3 shows that, if {A,B} is an irreducible pair of transformations on a
space of dimension at least 3, the dimension of the span of the words in A,B of
length at most 2 can be 5. The following example shows that it can also be 6.
Example 4. Let n  3 and let B be the n× n strictly upper triangular elemen-
tary Jordan matrix. Let A = B∗. The nontrivial invariant subspaces of B are 〈e1〉,
〈e1, e2〉, 〈e1, e2, e3〉, . . . , 〈e1, e2, . . . , en−1〉. Clearly {A,B} is irreducible. The 3, 1-
entries of A,B,AB,A2 are 0, 0, 0, 1, respectively, so A2 /∈ 〈A,B,AB〉. The 1, 1-
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entries of A,B,AB,A2, BA are 0, 0, 0, 0, 1, respectively, so BA /∈ 〈A,B,AB,A2〉.
The 1, 3-entries of A,B,AB,A2, BA,B2 are 0, 0, 0, 0, 0, 1, respectively, so B2 /∈
〈A,B,AB,A2, BA〉. Using Lemma 1, it follows that the dimension of 〈A,B,AB,
A2, BA,B2〉 is 6.
Remark. None of the above examples or results leads to an example of an irre-
ducible pair {A,B} of n× n matrices (with n  2) with minimum spanning length
greater than 2n− 2. As far as the author is aware, no such example has yet been
found. This supports the conjecture that no such pair exists, that is, that msl(A,B) 
2n− 2 for every irreducible pair {A,B}.
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