Abstract-This paper is concerned with the on-line learning of unknown dynamical systems using a recurrent neural network. The unknown dynamic systems to be learned are subject to disturbances and possibly unstable. The neural-network model used has a simple architecture with one layer of adaptive connection weights. Four learning rules are proposed for the cases where the system state is measurable in continuous or discrete time. Some of these learning rules extend the -modification of the standard gradient learning rule. Convergence properties are given to show that the weight parameters of the recurrent neural network are bounded and the state estimation error converges exponentially to a bounded set, which depends on the modeling error and the disturbance bound. The effectiveness of the proposed learning rules for the recurrent neural network is demonstrated using an illustrative example of tracking a Brownian motion.
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I. INTRODUCTION
C ONSIDER a general nonlinear dynamical system as follows: (1) where is the state vector of the system and is an unknown vector field. The objective of this study is to develop learning rules for a recurrent neural network to predict the state of the unknown system. Artificial neural networks are viable tools for function learning due to their capability of universal approximation, as discussed in [1] - [3] . Many articles have also been published using recurrent neural networks to learn unknown dynamical systems; e.g., see [4] - [9] . If a multilayer feedforward neural network can represent the unknown vector field , meaning that the unknown falls into the model class of the neural-network used, one can construct a recurrent neural network to approximate the state of the corresponding system within a given interval by simply introducing an integration loop. In this case, a function approximation neural network can also be applied for the learning of a dynamical system; i.e., the backpropagation learning algorithm can be extended to tackle the learning task of dynamical systems. Along this line one can refer to the recurrent backpropagation method discussed in [10] , the backpropagation through time algorithm in [5] , the real-time recurrent learning algorithm in [6] , and the dynamic backpropagation algorithm in [7] . Similar results are also reported in the systems and control literature. Based on the idea of minimizing appropriate cost functions, most algorithms in system identification can also be interpreted in terms of neural networks; see [11] for some examples. As a common feature, those methods try to learn an unknown dynamical system by computing the best-fitting weight parameters of neural networks in the sense that the corresponding cost function is minimized.
For the learning of an unknown dynamical system, however, it is difficult, if not impossible, to determine the appropriate numbers of nodes and layers of the recurrent neural network that can represent an unknown system. Moreover, for the computation of the best-fitting weight parameters of the neural networks, the convergence results are only available in limited cases such as those where the system can be represented using a neuralnetwork model in the model class used. In addition, reduced neural-network models are preferred in many cases because of less computation complexity. Therefore, it is of great interest to consider learning with mismatched modules where there is an error between the original unknown dynamical system and the recurrent neural network to be developed. More specifically, by "mismatched models" in this paper we mean that the neural-network model class is not required to contain the unknown model to be learned.
However, a modeling error can result in parameters drifting in the learning process using a gradient-based algorithm, as revealed in [7] , [9] . Furthermore, a small approximation error of the vector field of the unknown system may result in a large difference in the system trajectory in an infinite time horizon if the system to be learned is unstable. This can be easily seen in the special case where the unknown system is linear and unstable, and the error is a small constant vector in the unstable eigenspace of the system matrix. This also implies that the best fitting recurrent neural network may result in unbounded prediction error.
Many papers proposed an extra term to cope with the drifting effects. For example, a term containing the weight parameters with a small coefficient is used for adaptive control problems in [7] , [9] . In this case, an appropriate Lyapunov function is used instead of the least squares error function in the functional learning case. Furthermore, if the system to be learned is subject to unidentified disturbances, the estimation error of the state, unless the disturbances are square integrable or satisfy some smooth condition as that given in [8] , usually cannot be forced to converge to zero, and the weights of a neural network do not converge to a constant vector. Conversely, a best-fitting recurrent neural network cannot guarantee a satisfactory prediction. Therefore, only the boundedness of the weights worth pursuing. In other words, a bounded time-varying weights without convergence in the learning process can perform better than a convergent weight sequence that we usually expect, as is realized in [12] .
In this paper, we present several on-line learning rules for learning unknown dynamical systems without computing the best-fitting weights. The systems are subject to disturbances and the neural network used may not have enough nodes to represent the system dynamics precisely. It is realized that a neural network with time-varying weights can imitate the learning process of human beings better; e.g., see [12] . Furthermore, if the system is subject to a time-varying disturbance, it can never generates the same trajectory twice. In this case, off-line training is bound to under-perform even in the case where the disturbance has good statistical property, such as the example in Section V in this paper. Therefore, on-line learning rules are developed in this paper.
Based on the nonlinear swapping lemma stated in [13] and the corresponding discrete-time version developed in this paper, the -modification of gradient algorithm in the robust adaptive control literature such as [14] for linear systems are appropriately extended. A technique in [15] for the analysis of input-to-state stability is tailored to the convergence analysis of the proposed learning rules. A static learning rule assigning the value of the neural-network parameters according to the state information is also proposed to force the overall system input-to-state to be stable. It is shown that, for those learning rules the estimation error converges to an attractive region exponentially. This region is determined by the weight parameters of the best approximation neural network, the bound of the modeling error, and some adjusting parameters in the learning rules. Along the learning process the weight parameters are guaranteed to be bounded. The corresponding learning rules using a discrete-time state measurement are also developed and analyzed, which are readily implemented. This paper is organized into six sections. First, some preliminaries on the recurrent neural network and the nonlinear swapping lemma are given in Section II. Then, continuous-time learning rules and the associated estimation error bounds are developed in Section III. The corresponding results for the discrete-time case are developed in Section IV. Simulations of approximating a Brownian motion are included in Section V to illustrate the proposed learning method. Concluding remarks are contained in Section VI to summarize this paper. For a complete presentation, rigorous proofs are given in the Appendix.
II. PRELIMINARIES

A. A Recurrent Neural Network Model
It is known that a function can be approximated fairly well in an sense in a compact set by a neural network with one hidden layer; e.g., see [1] - [3] . This result is also applied to the approximation of vector fields by simply stacking the neural networks associated with each entry into a vector. However, for the simplicity of analysis, we only consider the neural network whose weights in the hidden layer are fixed. Such class of neural networks includes the standard radial-basis function networks in [16] and the recurrent higher order neural network used in [8] .
Specifically, the recurrent neural network used in this paper is in the form of (2) where vector function; present state of the unknown dynamical system given in (1); given matrix with all eigenvalues having negative real parts. For example, . For brevity, let be denoted as , where is a matrix and is a column vector. Each component of can be a radial basis function or a wavelet function.
is assumed to be bounded above in the compact region of interest. Let the upper bound be denoted as . A recurrent neural network of such type is depicted in Fig. 1 . As shown, this recurrent neural network is a linear dynamic system in terms of if is constant. However, is a function of as will be shown in the learning rules of this paper. Therefore, the recurrent neural network is virtually a nonlinear dynamic system of state . It is also a nonlinear input-output system in terms of input and output . It could be considered as a dynamic version of the radial basis function network if radial basis functions are used as .
In this paper, we assume that the vector field of the unknown dynamical system (1) can be approximated using a neural network in the form of with a bounded error. It is trivial to see that can be any bounded function. For any continuous function, the error bound converges to zero as the number of appropriately distributed nodes increases. Hence the simplicity of this neural network does not come as a detriment of the generality of applicable cases.
It is also worth noting that, for the function learning in the space, this type of the neural network is not as efficient as that with adjustable hidden weights, even though the same approximation precision can be achieved by increasing the number of nodes using the simple type of network with fixed hidden weights. However, it is not yet clear the same result might become true for the dynamical system learning case because of the following two reasons. First, in the presence of the time variable in a dynamical system, a good approximation of the vector field in the sense does not lead to a good prediction of the trajectory, which is our major concern in this paper. Second, extra computation is needed to adjust the hidden weights in comparison to a network with fixed hidden weights. In other words, with same computation power, we can use more nodes for the neural networks with fixed hidden nodes. 
B. Nonlinear Swapping
In order to separate the effects of modeling error from weights learning, we introduce the nonlinear swapping technique, which has been successfully used in adaptive control literature such as [13] .
Let original unknown dynamical system (1) be written as (3) where Then, if the neural network given by (2) is used to estimate the nonlinear dynamical system (3), the error dynamical system is computed as the following: (4) where is the estimation error, and
For a linear system, the prediction error can be represented by the product of the system parameter and a regression vector containing some functions of input and output data; see, e.g., [17, p. 440] . This method can also be extended for the model (2) . Introduce an regression matrix defined by the following equation: (5) where is an initial state of this system that can be freely determined. Usually it is required that this initial matrix is of full row rank. Any column vector of this matrix is called a regression vector. Then the following lemma is a special case in [13] .
Theorem 1: (Nonlinear Swapping Lemma):
The estimation error determined by the system (4) can be represented by a function of the regression vectors, the solutions of the following two differential equations:
and a decay term . Specifically (8) where the decay term is defined by the following equation:
Proof: The proof of the nonlinear swapping lemma is similar to that in [13] , [8] . We only need to show that a function defined by (9) satisfies (8) . This can be easily checked by simple calculation.
Remark 1: Note that this nonlinear swapping lemma still holds in the case where is a function of time if the term in (6) is replaced by . Remark 2: Lemma 3.1 in [8] is a special case of Theorem 1 in the case that the weight parameters of the neural network are constant. Notice that Theorem 1 holds for any dynamical system in the form of (4), not only for the one representing estimation error. In the case where the weight vector is time-invariant, choosing , one obtains Lemma 3.1 in [8] for the so-called parallel configuration case. The serial-parallel configuration case can be proved similarly.
Remark 3: The advantage of the nonlinear swapping lemma is that, by the regression matrix, the influence of the modeling error term is separated. In fact, only in the formula (8) of depends on explicitly.
C. Bounded-Input Bounded-Output Stability
Since all eigenvalues of the matrix have negative real parts, the systems (7) and (5) has the bounded-input bounded-output (BIBO) stability regarding and , respectively, as the control inputs. Specifically, the following result is standard in linear control theory; e.g., see [18, p. 177] .
Lemma 1: Assume the modeling error is bounded by a positive real number ; i.e.,
. Then, the solution to (7) and (5) satisfies the following inequality: (10) (11) where is a positive number such that , is a finite positive real number given by (12) and is the Frobenius norm. Proof: It can be calculated that As is asymptotically stable, the integral given in (12) is finite. These two bounds for and follow immediately. Notice that a can be easily calculated such that .
III. CONTINUOUS-TIME LEARNING RULES
It is well known that the modeling error can cause the parameters to drift in the learning process using a recurrent neural network. An example can be found in [14] where the objective is to choose the parameters of a controller, which is a linear combination of measurement and reference input such that the controlled plant can track a reference model. Such a problem can be considered as a learning problem of the closed-loop system if we consider the reference model as a dynamical system to be learned and the control input as a neural network with a linear activation function. As usually the estimated parameters are only required to be bounded in the black-box learning problem because of the reasons given in Section I, the convergence of the estimation error becomes our major concern. Therefore, it is reasonable to consider the parameters as functions of the measurements. In this section, two types of continuous-time learning rules are developed. One is a learning rule with short-term memory. The other is an extension of the -modification of the standard gradient learning rule. The corresponding proofs are included in the Appendix.
A. Learning Rule with Short-Term Memory
Notice that only the term is explicitly related to the modeling error in equation (8), which can neither be measured nor changed by any means. Hopefully, this term is bounded if the modeling error is bounded. Hence, is the major part of our concern in the learning process to force the prediction error convergent to zero. Let this part be denoted as . Let a function be defined as (13) where is a fixed positive definite matrix solving the following Lyapunov equation:
for a given positive definite matrix . By the assumption that the real parts of all eigenvalues of are negative, we can solve equation (14) Furthermore, every trajectory starting from a point in the second case will never escape from it by noticing that at the boundary of these two cases Therefore (17) Notice that converges to zero as . Hence, can also be appropriately bounded by a function depending on and the bound of the modeling error . However, the learning rule (15) is not yet ready for use because is not available. Therefore, another learning rule is proposed by replacing with its measurable part , noticing that . That is (18) This learning rule is called a learning rule with short-term memory or a static learning rule. The following theorem holds.
Theorem 2: [Convergence Property of the Learning Rule (18)]:
Consider the learning of an unknown dynamical system using the recurrent neural network (2) . Assume that there exists a weight vector such that the vector norm of the modeling error is less than or equal to a given precision pointwise. Let the parameters vector be updated by the static learning rule giving by (18) . Then, there is a function with being parameters and the being the time variable, such that (19) where are two positive adjusting parameters such that with determined in the Lyapunov equation (14) . Furthermore, the function , as , exponentially converges to a constant . Here, can be chosen as a linear combination of , , and .
The proof of this Theorem is given in the Appendix.
The following corollary follows immediately: Corollary 1: By the learning rule giving in (18) , the weight vector is bounded by a constant depending on and .
From the development and analysis of the learning rule (18) , it can be guaranteed that the estimation error is reasonably bounded by the modeling error and the original parameters bound. As the original parameters bound is not available in most cases, the dynamic learning rule is developed in the next subsection to attenuate its influence.
B. Continuous-Time -Modification of Gradient Learning Rule
Let us first consider the simplest case in order to obtain an appropriate learning rule. If the estimation is learned offline, is zero in the differential equation determining ; i.e., . The gradient of the square estimation error with respect to the estimated weight vector is calculated as Therefore, the negative gradient learning rule for can be chosen as (20) As understood in the case where the dynamical is estimated by a linear neural-network model, a term with can be included to combat the floating phenomenon, leading to the following modified learning rule:
The following theorem establishes the convergence of this learning rule.
Theorem 3: Consider the estimation problem of an unknown dynamical system in the form of (3) using a recurrent neural network (2) . Choose the learning rule for the parameters vector as
Then, the following properties hold.
1) The weight parameters is bounded in the learning process.
2) The estimation error is bounded by a constant related to the modeling error , the weight parameters vector , and the design parameters . i.e.,
where are positive constants related to the learning rule (22). As , . The proof is given in the Appendix.
IV. DISCRETE-TIME LEARNING RULES
In this section, we discuss the case where the unknown dynamical system is measured in discrete time. In this case, the corresponding weight parameters of the neural network is also updated in discrete time. However, we still assume that the dynamical system to be learned evolves in continuous time. We show that, by the resulting learning rules, the estimation error and the weight parameters are also appropriately bounded with the corresponding bounds slightly larger than those in Section III.
A. Discrete-Time Nonlinear Swapping Lemma
In order to applied the technique in the previous sections to the discrete-time case, we need to establish the discrete-time nonlinear swapping lemma.
For a given sequence of time , the unknown dynamical system given in the form of (3) We only need to show that the function defined by the relation (32) also satisfies (31). Toward this end, there holds
The proof is complete.
B. Discrete-Time Learning Rule with Short-Term Memory
Let the unknown dynamical system still be given by (3). The state information of both systems are measured at time ,
. If the recurrent neural network that one uses to learn this unknown dynamical system is still a continuous one given by (2) . The parameters learning rule as a discrete-time version of the learning rule given by (18) with short-term memory or static learning rule can be introduced as follows: (33) where , , and are the same as that in (18) and denotes informally. For this learning rule, the following lemma holds.
Lemma 2: For the unknown dynamical system in the form of (3), suppose the learning dynamical system is given by (2) and the learning rule is given by (33). Then, the similar convergence property as that in Theorem 2 still holds. Specifically, there is a function such that (34) where are two positive adjusting parameters such that with determined in the Lyapunov equation (14) . Furthermore, the function , as , exponentially converges to a constant . If we consider , as two independent variables, is decreasing in the variable and . The proof is given in the Appendix. However, it is expected that a recurrent neural network which evolves in discrete time can be used to learn the continuous-time unknown system (3). Such a network is preferable for digital implementation. In many cases, a continuous-time learning rule must be discretized before one implements it using a digital computer. This discretization is usually done in a heuristic way. However, if the composite system combining the unknown system and the learning system is sensitive to the parameters perturbation, the approximating system might be unstable. Hopefully, for the learning rule (33) such a situation can be avoided. Specifically, the following result holds.
Theorem 5: For the unknown dynamical system in the form of (3), suppose the learning dynamical system is given by discrete-time one (25) and the learning rule is given by (33). Then, the similar convergence property as that in Theorem 2 still holds. Specifically, there is a function such that (35) where are two positive adjusting parameters such that with determined in the Lyapunov equation (14) . Furthermore, the function , as , exponentially converges to a constant . If consider , as two independent variables, is decreasing in the variable and .
The proof is given in the Appendix.
C. Discrete-Time -Modification of the Gradient Learning Rule
In this section, we develop the -modification of the gradient learning rule in the case where the measurement is taken in discrete time. In this case, the direct discretization of the learning rule (22) is not available because the differential equation (6) is not well defined if the weight vector is updated in discrete time. Therefore, the discrete-time nonlinear swapping lemma given in Theorem 4 must be used. The corresponding learning rule now becomes (36) Notice that the time-derivative of is zero because this function is piece-wise constant. Therefore, we cannot consider the time-derivative of . Instead, we consider as an auxiliary convergence index in this section. The following theorem holds. Theorem 6: For the online learning of a dynamical system using the recurrent neural network in the form of the (2), suppose that the parameter learning rule is given in (36). Then there exists a positive real number , such that if the system measurement is taken at a step-size not larger than it, the weight vector is bounded and the estimation error converges exponentially to a bounded region, which is related to the modeling error.
V. PREDICTION OF A BROWNIAN MOTION
Many complex dynamic systems, such as stock markets, exhibit some random-walk behaviors. The states of such systems transit like a Brownian motion. In this section, we apply the recurrent neural network using the proposed learning rules for prediction of a Brownian motion to demonstrate the effectiveness and characteristics of the learning rules.
Consider a particle with a unit mass among a group of particles. Assume this particle is hit by particles randomly. By "randomly" we mean that, at a random time this particle is hit by another particle with a random mass from a random direction at a random speed. Such a model is the prototype of the well-known Brownian motion. Its trajectory is neither stable nor smooth. Hence an ordinary method or the method in [8] would fail to predict it. It cannot be predicted using any recurrent neural network with offline learning rule either because such a process can never be repeated. However, the method proposed in this paper works well as shown by the simulation results.
The simulations are organized into three groups. In the first group, the Brownian motion is predicted using both the static learning rule and the -modification gradient learning rule with continuous-time measurements. In the second group, those two types of predictors are applied with discrete-time measurements. In the last group, a fourth-order RHONN designed according to the method reported in [8] is applied to predict such a Brownian motion. In all simulations, the matrix is diag and the activation function is the inverse tangent function , with each component of the state as its variable.
Shown in Fig. 2 , the Brownian motion is predicted using a -modification gradient learning rule with a continuous-time measurements. The random force and the random time are generated randomly according to a uniform distribution. The motion to be predicted starts from the origin and the state of the predictor starts from . The matrix is constructed from the activation function with integer bias from 20 to 20. The initial is generated randomly according to a normal distribution.
is set to be a zero vector. All initial weights are set to be . The adjusting parameters is chosen to be . The composite system combining the rownian motion and the predictor is simulated using a Runge-Kutta ode solver. The prediction error versus time is plotted in Fig. 3 . In these two figures, one can seen that the predictor follows the motion with an bounded error as stated in Theorem 3.
In Figs. 4 and 5, the Brownian motion is predicted using a static learning rule (18) with continuous-time measurements. The initial state of the predictor is (1, 2) . The adjusting parameters in the learning rule (18) is chosen as one. Other settings are the same as used in the simulation for continuous-time -modification gradient learning rule. In Fig. 4 one can observe that the static learning rule performs better than the -modification rule does.
In the second group, the prediction is made based on discrete-time measurements. The measurement is taken 50 times per time unit. Surprisingly, the -modification gradient predictor in this case performs better than that using continuous-time measurements due to the possible computation error. The phase-portrait of the prediction process is given in Fig. 6 . In this figure, it can be observed that the predictor tracks the Brownian motion in an exponential rate at first several seconds. Afterwards the error is too small to observe.
The phase-portrait of the prediction process using a static learning rule is given in Fig. 7 . In this figure, the prediction error of proposed predictor is slightly larger than that with continuous-time measurements. However, it is smaller than the -modification gradient predictor with continuous-time measurements.
In the third group, the dynamic neural network with a learning rule reported in [8] is used to predict the Brownian motion. The initial states of the "deterministic" Brownian motion and that of the RHONN predictor are the origin and , respectively. The activation function is chosen as that in [8] . The parameters are given as the following: , , ,
. Those symbols are referred to that in [8] . The phase portrait and the prediction error are plotted in Figs. 8  and 9 . It can be observed that the RHONN type predictor can Fig. 8 . The phase portrait of the prediction of the Brownian motion using the method reported in [8] . It can be observed that the predictor tries to catch up with the Brownian motion at first several seconds, but its trajectory diverges afterwards. Fig. 9 . The prediction error versus time for the predictor reported in [8] .
roughly predict the Brownian motion at the beginning. But the prediction error diverges quickly.
VI. CONCLUDING REMARKS
In this paper, four on-line learning rules are presented for a recurrent neural network to learn unknown dynamical systems. These learning rules are developed based on the observation that a neural network with time-varying weights can perform better that with constant weights for modeling dynamical systems. The contributions can be briefly summarized as: 1) the discrete-time version of the nonlinear swapping lemma is developed; 2) the "static" on-line learning rule is developed using which the network weights are updated according to the present state measurement; 3) the -modification of the standard gradient learning rule is explicitly extended to nonlinear systems with mismatched models; 4) the effectiveness of the proposed learning rules is demonstrated for the prediction of a Brownian motion which is a simplified model of multiparticle system and cannot be predicted using any offline learning methods.
The recurrent neural network used in this paper is developed as an alternative of the existing models. To simplify the theoretical analysis, the recurrent neural network used in this paper has fixed hidden weights. It is very effective for the cases where the exact model of a dynamical system to be learned differs from the neural-network model and the approximation error is bounded. It is certainly of great interest to investigate how to apply the those neural networks with adjustable hidden weights and to compare the efficiency between these two types of networks. Our analysis is different from those based on function learning in the space. Instead, the approximation error is only required to be bounded at each time. As an extreme example, in the case the error is constant, the norm of the approximation error is infinity at infinite time horizon. In our analysis, it is assumed that the present state information can be measured. The case where only part of the state information is available is also an interesting topic to consider in a future study.
APPENDIX
In this section, convergence results in Sections III and IV are proved. The basic technique is to define an appropriate Lyapunov function first, then to apply a technique used in [15] to obtain an estimation of this Lyapunov function.
Proof of Theorem 2: Let be defined in (13) . Applying the learning rule (18) one obtains (37) Notice that , , and . Then, let the positive real number be chosen such that
Denote the positive definite matrix as . Similar to the discussion leading to (17) by dividing the trajectory into two cases, we can also obtain a bound on . As by its definition, combining (10) and the definition of in (9) where is a time such that the whole system is belong to Case 1 for all time in . Case 2:
In this case
As the time derivative of is negative at the boundary between Case 1 and Case 2, it is clearly that any trajectory of the combined original and learning dynamical system starting from Case 2 will remain there. Therefore This inequality implies that is bounded.
On the other hand, it is known that . In Case 1 one knows that In Case 2, one knows that Therefore By the nonlinear swapping lemma, one establishes item (2) In this case, there holds that
Case 2:
Combining these two cases, we conclude that decreases exponentially until it falls into Case 2. By this result and the nonlinear swapping lemma, one concludes that the weight vector is bounded and the estimation error converges to a bounded region exponentially. This region is related to the modeling error. The proof is complete.
