Abstract. In this paper an affirmati5e answer is given to a question of D. Kazhdan on the existence of a canonical Hilbert spaces attached to symplectic vector spaces over finite fields. This result suggest a solution to a discrete analogue of a well known problem in geometric quantization where a naive canonical Hilbert space does not exist. As a result, a canonical model for the Weil representation of the associated symplectic groups is obtained. Our construction use an idea suggested to us by J. Bernstein on the notion of enhanced Lagrangian subspace over a finite field.
where L * is the vector space over F q which is dual to L. The transform (0.1.1) is usually given by a formula of the form
where ψ : F q → C × is an additive character and ν is some normalization which is usually taken to be ν = 1 √ q . We would like to ask
Is there a canonical normalization?
In his letter to Kazhdan [D1] Deligne introduces the quadratic Gauss-sum normalization ν = 1
.
In this paper an answer to the above question will be suggested. Moreover, an understanding of the nature of Deligne's normalization ν will be explored.
Noting that
is a symplectic vector space with the canonical symplectic form
it will be explained that quantization suggests an answer to the above seemingly strange question. In fact, it will be shown that the existence of a solution to the normalization problem is a manifestation of a finer property of the vector space V , i.e., it admits a canonical quantization. The main goal of this paper is to formulate and to prove the last assertion.
0.2. Quantization. "What is quantization?" is a deep question that we do not try to address here. For the physicist quantization is a natural way to associate to a classical mechanical system its quantum counterpart. For the mathematician, it seems that the overall concept remains unclear. However, we would like to recommend the point of view that a quantization is a way to construct interesting Hilbert spaces out of symplectic manifolds. In fact, quantization proposes much more! It suggests a method to construct (projective) representations of suitable groups of symplectomorphisms associated with symplectic manifolds.
In more detail, given a symplectic manifold (X, ω) one would like to associate a Hilbert space H = H X to it, in a canonical geometric way X H.
Moreover, if (X, ω) is acted upon by a suitable group Sp of symplectomorphisms then it is assumed that the Hilbert space H will support a (projective unitary) representation ρ : Sp → P GL(H).
(0.2.1) 0.3. Linear setting and the Weil representation. Let us consider the case where the symplectic manifold is a 2N -dimensional symplectic vector space over R V ≃ R 2N , with its standard symplectic form ω, acted upon by the group of linear symplectomorphisms Sp ≃ Sp(2N, R).
In a series of papers [Se2, Sh] I. Segal and D. Shale have attached to V the Hilbert space H =L 2 (R N ).
Since their construction depends on some choice, the Hilbert space H supports "only" a projective representation of Sp, i.e., the map (0.2.1) satisfies ρ(g, g ′ ) = c(g, g ′ )ρ(g)ρ(g ′ ).
(0.3.1)
The function c : Sp × Sp → C × is called a cocycle.
In his celebrated 1964 Acta paper [W] Andrè Weil extended the work of Segal and Shale and constructed the analogous projective unitary representation of the symplectic groups attached to a larger class of locally compact vector spaces over local fields, e.g., over R, C or a p-adic field. Moreover, Weil found that the amount of ambiguity in the equation (0.3.1) can be as little as possible for a true projective representation, i.e., he found that the cocycle c (0.3.1) can be taken with values in the group µ 2 = {±1}. In fact, the last assertion is equivalent to the statement that the Weil representation is a true representation of the group M p = Sp, a double cover of Sp called by Weil [W] the metaplectic group.
In a manner that will become clearer later, we can say that Weil attached to a symplectic vector space over a local field a Hilbert space up to a sign, known as the metaplectic sign.
The Segal-Shale-Weil representation has many fascinating properties which have gradually been brought to light over the last few decades. It now appears that this representation is a central object in mathematics, bridging various topics in mathematics and physics, including classical invariant theory [H4] , the theory of theta functions and automorphic forms [W] , harmonic analysis [F, H2] and last (but probably not least) quantum mechanics [H5] .
Although it holds such a fundamental status, it is satisfying to observe that the Weil representation already appears in "real life" situations. Given a linear space L, there exists an associated (polarized) symplectic vector space V = L × L * . The Weil representation of the group Sp = Sp(V, ω) can be realized 1 on the Hilbert space
Interestingly, elements of the group Sp act on H by certain kinds of generalized Fourier transforms. In particular, there exists a specific element w ∈ Sp (called the Weyl element) whose action is given by the standard Fourier transform. From this perspective, the classical theory of harmonic analysis seems to be devoted to the study of a particular (and not very special) operator in the Weil representation.
The Hilbert space (0.3.2) is called the Schrödinger model associated with the decomposition V = L × L * . However, for a general symplectic vector space V, a distinguished decomposition is not available, and hence the model (0.3.2) was constructed out of V in a non-invariant way (see Section 1 for this classical construction); it is just one of the many possible models available.
It is natural to ask whether there exists a canonical geometric way to obtain the quantum Hilbert space H out of (V, ω) . The next subsection suggests an affirmative answer to this question in the case of vector spaces over finite fields.
1 The importance and delicate nature of this observation was repeatedly emphasized by Howe [H2] . 0.4. Canonical Hilbert space. Consider a finite field k = F q of q elements and odd characteristic. The main goal of this paper is to formulate and to prove the following theorem 2 Theorem 0.4.1 (Canonical Hilbert space). Let (V, ω) be a 2N -dimensional symplectic vector space over the finite field k. There exists a canonical Hilbert space H V attached to (V, ω) .
The theorem above suggests a solution to a discrete analogue of a well known problem in geometric quantization (for a detailed exposition see [BW, GS] ) where a naive canonical Hilbert space does not exist [GS, Ko, So, V, We1] .
An immediate consequence of Theorem 0.4.1 is that all symmetries of (V, ω) automatically act on H V . In particular, an honest linear representation of the group Sp = Sp (V, ω) on H V is obtained. This is a canonical model for the Weil representation and we will denote it by
Note the main difference of the canonical Hilbert space approach to the construction of the Weil representation from the classical approach due to Weil and others [Ge, H1, K, W] . The classical construction (see Subsection 1.2) proceeds in two stages. Firstly, after choosing a Lagrangian subspace L ⊂ V one obtains a projective representation of Sp and secondly, using general arguments due to I. Schur about the group Sp ≃ Sp(2N, k), i.e., that any projective representation of Sp can be linearized, one argues for the existence of a linearization.
A consequence of the canonical Hilbert space approach is that there exists a distinguished linear representation, and its existence is not related to any group theoretic property of Sp.
We would like to mention that Theorem 0.4.1 answers, in the case of the Heisenberg group, a question of David Kazhdan [Ka] dealing with the possible existence of canonical Hilbert spaces for coadjoint orbits of general unipotent groups over finite fields. The main motive behind our construction is the notion of enhanced Lagrangian subspace. This idea was suggested to us by Joseph Bernstein [B2] 0.5. Unitary structure. Another problem suggested by the mathematical theory of quantization is the possible existence of canonical unitary structure ("Bra-Ket") on the quantum space H V . In our setting we have (see Section 6) Theorem 0.5.1 (Canonical unitary structure). There exists a canonical H-invariant Hermitian form ·, · on H V . 0.6. Construction of the canonical Hilbert spaceà la geometric quantization. The construction of the Hilbert space H V out of the symplectic vector space V can be considered as a discrete analogue of the constructions suggested by the differential methods of geometric quantizatioǹ a la Kostant-Souriau [Ko, So] motivated by earlier works of Segal [Se1] and Kirillov [Ki] .
Note that, in considering vector spaces over finite fields as discrete objects, we need to devise some replacement for the smooth structure that appears in differential geometry. In this paper, the algebraic language of groups and representation theory will be suggested as discrete differential geometric tools.
Let us describe the main ideas involved in the construction of the Hilbert space H V . It will be instructive to carry out the procedure step by step in analogy with the approach suggested by geometric quantization. 0.6.1. Prequantization. Given a symplectic manifold 3 (X, ω), the first step in the geometrical construction (see [BW, GS] for a detailed description) is called by Kostant prequantization and is the construction of a complex line bundle P   X equipped with a connection structure ∇ which is flat and realizes the symplectic form as its curvature, i.e., ∇ 2 = ω. In the finite field setting we would like to attach to (V, ω) a discrete complex line bundle
and an appropriate algebraic structure replacing the connection and its curvature. For this we will use the Heisenberg group 4 , which is defined as the unique nontrivial solution of the central extension problem In this paper we will work with the following realization of the Heisenberg group: As a set we take H = V × k and the multiplication rule will be given by
Note that the group Sp = Sp (V, ω) acts on the group H via its tautological action on the V -coordinate. In order to construct the discrete prequantization line bundle we will need an additional data 5 which is a nontrivial central character
of the center Z = Z(H) ≃ k of the Heisenberg group. Having the pair (H, ψ) at our disposal, we can propose the discrete prequantization line bundle P (0.6.1.1) with fiber P| v over v ∈ V defined as the space of functions
It is clear that dim P| v = 1 and that the line bundle (0.6.1.3) carries a natural fiberwise action of Sp. Hence, it is tempting to take as our quantum Hilbert space the "wrong Hilbert space" of global sections of P, i.e., P = Γ (V, P) . Concretely, this is the space of functions f : H → C enjoying the ψ-equivariance property
(0.6.1.4) for every z ∈ Z and h ∈ H. The space P is canonical and comes with a linear action of Sp. However, it is too large as we know that we want a Hilbert space which is isomorphic to L 2 (k N ). 0.6.2. Polarization. One possible solution ( [BW, GS] ) to the problem that the space P (0.6.1.4) is too large is to consider sections of the prequantization line bundle P (0.6.1.3) which are "constant in a certain direction" and for this in the differential geometric realm the concept of polarization was introduced by Kostant and Souriau [Ko, So] .
Let us skip the formal differential geometric definition of this notion (see expositions [BW, GS] ) which in the linear setting over a finite field is a choice of a Lagrangian subvector space
Choosing a Lagrangian subspace (0.6.2.1) we can define the vector space
of "L-horizontal sections", i.e., functions f : H → C enjoying the equivariance property
for every l ∈ L, z ∈ Z and h ∈ H.
The space H L (0.6.2.2) is of the correct size, i.e., dim H L = q N . However, there is no preferred choice of a Lagrangian subspace in V and in particular none of the spaces H L are a good choice as the group Sp does not act on it. In fact, an element g ∈ Sp defines a morphism
(0.6.2.3) 0.6.3. Canonical intertwiners ("flat connection"). The strategy that we will employ is: "If you can not choose a preferred Lagrangian subspace then choose them all", i.e., work with all of the Hilbert spaces H L at once and ask for an additional structure in the form of canonical identification procedure
for every two Lagrangian subspaces L and M in V.
The mathematical object that we are looking for is very close in spirit to the differential geometric notion of a vector bundle equipped with a connection structure which is flat. More precisely, considering the space Lag of all Lagrangian subspaces in V, usually called the Lagrangian Grassmannian, we would like to think on the collection of vector spaces {H L } L∈Lag as a single vector bundle
equipped with an action of Sp, and on the identification procedure as a connection structure ∇ on H which is flat and compatible with the Spaction.
If the vector bundle (0.6.3.1) will be available in the differential geometric realm then one can obtain the quantum Hilbert space by considering the space of all flat sections
Trying to mimic the geometric quantization methodology, our next goal will be to obtain an F q analogue of the vector bundle (0.6.3.1) and in particular to construct a "discrete flat connection ∇".
To overcome the lack of smooth structure, we will use a representation theoretic approach. In particular, each of the Hilbert spaces H L (0.6.2.2) will be considered as a representation space of the Heisenberg group
where π L is the tautological right action of H on H L . The representation (0.6.3.2) is irreducible and for any two Lagrangian subspaces L, M ∈ Lag the representations π L and π M are isomorphic by the Stone-von Neumann theorem [St, N] . This means that we obtain a possible candidate for the discrete analogue of the differential geometric notions of connection, Sp-equivariancy and flatness. In more detail, for the connection structure on the vector bundle (0.6.3.1) we will suggest a collection of intertwiners
the Sp-equivariance property will be translated to the requirement about compatibility between the morphisms (0.6.2.3) and the intertwiners (0.6.3.3), i.e., commutativity of the diagrams
for every L, M ∈ Lag and every g ∈ Sp; and finally the notion of flatness will have as its discrete form the multiplicativity property
If a collection of intertwiners (0.6.3.3) that enjoy equivariancy (0.6.3.4) and multiplicativity (0.6.3.5) properties exist then we will obtain our quantum Hilbert space H V as the discrete analogue of the space of flat sections H V = "Γ f lat (Lag, H)", i.e., the vector space of collections of compatible vectors
This space then will be of the correct size and, due to the equivariance property, will support an action of Sp.
Next, an additional geometric structure will be suggested in order to obtain a collection of intertwiners with the desired properties (0.6.3.4), (0.6.3.5). 0.6.4. Enhanced Lagrangian subspace ("Orientation"). It turns out that after a slight modification of the problem a desired collection of intertwiners exists and moreover that it can be constructed out of the vector space (V, ω) in completely natural geometric terms.
In the linear case where V ≃ R 2N is equipped with its standard symplectic form, it was realized 8 by Lion and Vergne [LV] (2N, R) . In fact, Lion and Vergne showed that the intertwiner F M • ,L • can be chosen in a canonical way up to ±1 sign which they related to the Kashiwara-Maslov index.
The main goal of this paper is to explain that the linear setting over finite fields suggests a canonical choice of intertwiners. In this case let us first introduce an idea of Bernstein [B2] about the notion that will serve as a discrete analogue of the differential geometric notion of orientation.
Definition 0.6.4.1. Let (V, ω) be a symplectic vector space over the finite Let us denote the set of all enhanced 9 Lagrangian subspaces in V by Lag • . Consider the following discrete vector bundle
The group Sp acts on Lag • and hence on the bundle (0.6.4.2). The following theorem proposes a compatible intertwining structure Theorem 0.6.4.3 (Canonical intertwiners). There exists a canonical collection of intertwiners 0.6.4.5) and the multiplicativity property
Theorem 0.6.4.3, in particular, gives a solution to the canonical quantization problem by taking the Hilbert space H V of flat sections (cf. formula (0.6.3.6)) of the Sp-vector bundle (0.6.4.2) equipped with the intertwiners (0.6.4.4), i.e.,
In the next section we will briefly explain a possible proof of Theorem 0.6.4.3. 0.7. Proof of the canonical intertwiners theorem. The proof will be close in spirit to the procedure of "analytic continuation". 0.7.1. Generic situation. Consider the set Lag
of all pairs of enhanced Lagrangians in a generic position. On this subset we invoke an ansatz of explicit formulas with an arithmeticgeometric flavour for the canonical intertwiner.
Anzats:
where
, with σ : k × → C × the Legendre character 10 and G 2 is the quadratic Gauss sum
10 Defined by σ(x) = 1 if x is a square in Fq and −1 otherwise.
It is a direct computation with explicit formulas (see Subsection 3.1) to verify the equivariance and multiplicativity properties for the intertwiners
In the next Subsection a construction of the intertwiners that correspond to singular pairs of Lagrangian subspaces will be suggested. 0.7.2. Singular pairs. Our method to obtain the entire collection of intertwiners announced in Theorem 0.6.4.3 will be close in spirit to that of "analytic continuation". As a first step a reformulation of Theorem (0.6.4.3) in the language of kernels (matrices) will be suggested.
An
as an operator on certain space of functions on the Heisenberg group H can be identified naturally with a matrix. i.e., a kernel function
that satisfies several obvious properties . In particular, to specify a whole collection of intertwiners {F M • ,L • } that obey the desired properties of equivariancy and multiplicativity (0.6.4.5), (0.6.4.6) is equivalent to the definition of a family of kernels F :
7.2.1) that satisfy suitable Sp-invariance and convolution properties. In more detail, consider the set
the induced Sp-action α : Sp × X → X, and the projection onto the X-coordinate
Then a reformulation of the canonical intertwiners theorem is the statement on the existence of a suitable family of kernels
which is just the translation of the equivariance property, and with
where * denotes the appropriate convolution operation translating the multiplicativity property to the language of kernels.
Let us denote the set H 2 × O by
and recall that the anzatz (0.7.1.1) supplied us with a candidate for the family (0.7.2.3) when restricted to the "open" subset U, i.e.,
the family of intertwiners defined in Subsection (0.7.1). We arrived to a central question: How does one "naturally" extend a function from a discrete set U to a larger discrete set X?
Geometry suggests a solution to this extension problem.
0.7.3. Geometrization. Given sets U ⊂ X, there exists an obvious linear morphism between vector spaces
obtained by restricting a function on X to the domain U. We are interested in finding a compatible morphism in the other direction 7.3.1) and at the level of sets the only reasonable choice is probably "extension by 0" which is in general not what is needed. However, in case these sets belong to the very important class of discrete sets with some algebraic nature then a solution to the problem (0.7.3.1) is available.
More specifically, in the case where the sets involved are finite, yet of a very special kind consisting of rational points of corresponding algebraic varieties defined over a finite field, then it is an ideology due to Alexander Grothendieck that any meaningful set-theoretic object is governed by a more fundamental algebro-geometric one. Therefore every meaningful settheoretic statement is a manifestation of a finer algebro-geometric statement.
The procedure by which one lifts to the setting of algebraic geometry is called geometrization. In this procedure, sets are replaced by algebraic varieties defined over the finite field, and functions are replaced by corresponding sheaf-theoretic objects called ℓ-adic Weil sheaves.
Let us describe the geometrization procedure at the intuitive level (see Subsection 3.3.1 for more detail). Recall that an algebraic variety 11 X over k = F q is said to be defined over k if it is equipped with a special endomorphism F r : X → X, (0.7.3.2) called Frobenius. In particular, to X one can associate the finite set
of fixed points of the Frobenius endomorphism. The set (0.7.3.3) is also known as the set of rational points of X and is usually denoted by X = X(k).
As an illustrative example of a variety and set of this type consider the affine line X =A 1 = k, the algebraic closure of k and the endomorphism F r :
Another very important example is
and in this case
What about geometrization of functions on finite algebraic sets? Here, as for sets, not every function can be geometrized, but Grothendieck's ideology is that every "meaningful" function
on a set of rational points (0.7.3.3) is governed
The procedure translating between sheaves on varieties and functions on sets is called Grothendieck's sheaf-to-function correspondence and can be described intuitively as follows. Consider a rational point x ∈ X = X F r . Thinking of F as a vector bundle on X, the word "Weil" that appeared in its description means that we have a linear action of F r on the fiber F |x and hence a value
The function F : X → C defined by this procedure is sometimes denoted by
Important examples for interesting functions that can be geometrized are the functions that appear in discrete harmonic analysis, i.e., additive and multiplicative characters
and composition of these with polynomials
The upshot of the geometrization procedure is that we can study objects in a suitable (derived) category Sh(X) of sheaves on X and from them deduce information about functions in the vector space C(X).
This ideology has already proved to be extremely powerful, not just as a technique for proving theorems. More importantly, it supplies an appropriate framework without which certain deep mathematical ideas cannot even be stated. The solution to the extension problem is one of these striking applications. 0.7.4. Solution to the extension problem. Given an inclusion map between finite sets of rational points j : U → X, and the induced linear morphism
one looks for an "opposite" map
Philosophical discussion: What solution does geometry suggest?
We precede the mathematical part with a short philosophical discussion. Complex valued functions defined on finite sets form a very poor structure. In particular, there is no natural notion of extension except the trivial one of extending by zero, which is of course not what we need in our setting. Geometrizing, namely, replacing sets by algebraic varieties and functions by sheaves, enriches and rigidifies the situation considerably. Most important, in the realm of sheaves there exist several functorial operations of extension. Let us elaborate on this issue a bit further. Consider the following situation:
be an open embedding. Denote by Sh(X) and Sh(U) the categories of sheaves on the varieties X and U respectively. There exists a trivial functor of restriction
taking a sheaf F on X and restricting its domain of definition to the open subvariety U. This operation resembles an analogue operation of restriction in the realm of functions. However, there is a big difference, sheaves form a category while functions form "only" a vector space. Consequently, under very mild conditions, a functor in one direction possesses two canonical "inverse" functors called (left/right) adjoints. We shall denote them by
and
respectively. In addition, from general considerations, there exists a canonically defined natural transformation
Now, one can extend a sheaf F U on U in three ways to a sheaf on X by taking j ! (F U ), j * (F U ) and finally
The last operation is due to Beilinson-Bernstein-Deligne [BBD] and is called, in our setting, perverse extension.
This means that for interesting functions on sets of rational points there exists an extension on the level of discrete sets! Indeed, the sheaf-to-function procedure commutes with restriction, and hence the function
serve as an extension of the function
In particular, the Grothendieck geometrization methodology suggests a way to construct the canonical intertwiners (0.7.2.3). This we explain next. 0.7.5. Geometric canonical intertwiners. It is reasonable to suspect that the family of intertwiners (0.7.2.3) that we wish to construct is meaningful enough so that it exists already in the geometric level! Indeed, geometrizing we consider the varieties
and the projection pr : Sp × X → X. The following theorem (see Subsection 3.3.3 for more detail, formal definitions and a proof see Subsection 3.3.3) which serves as a geometrization of the canonical intertwiners theorem (Theorem 0.6.4.3) proposes a geometric sheaf object that stands behind the desired family of kernels F (0.7.2.3):
Theorem 0.7.5.1 (Geometric canonical intertwiners). There exists a geometrically irreducible perverse Weil sheaf F on X with the following properties (1) (Kernels) The sheaf F is a sheaf of kernels 12 . (2) (Equivariance) There exists an isomorphism
(3) (Multiplicativity) There exists an isomorphism
(4) (Weight) 13 The sheaf F is of pure weight w(F) = 0.
Theorem 0.6.4.3 and the construction of the canonical Hilbert space H V now follow by taking
(0.7.5.2) Indeed, in view of the fact that the sheaf-to-function operation commutes with all the operations involved in Theorem 0.7.5.1, i.e., it takes them to the 12 Intuitively this means that its function F=χ F r (F) is a collection of intertwiners
13 This invariant explored by Deligne [D2] is very important in applications.
analogue operations on the level of sets, it is easy to see that the function F (0.7.5.2) is a family of kernels that satisfy the desired properties that we are looking for. The proof of Theorem 0.7.5.1 follows the yoga of geometrization, perversity and perverse extension.
Let us briefly explain the steps involved, using the following diagram
• Explicit formula for the family of kernels F U (0.7.2.4) on the set U is available by the anzatz (0.7.1.1).
• The formula for F U is used in order to write an explicit sheaf F U on the open subvariety U ⊂ X with associated family χ F r (F U ) = F U so that F U satisfies all the properties of Theorem 0.7.5.1 on the variety U.
• The sheaf F on the variety X is constructed by taking the perverse extension F =j ! * (F U ) where j : U ֒→ X is the open embedding. It is immediate from the construction that F is a perverse Weil sheaf, geometrically irreducible of pure weight zero.
• By perversity, one knows that, in order to check that the sheaf F satisfies the equivariance property, it is enough to verify this property on the generic locus U, but there F |U = F U , and hence the equivariance property holds true for F.
• Finally, using the Katz-Laumon theorem [KL] which states that the ℓ-adic Fourier transform is an auto-equivalence of the Abelian category of perverse ℓ-adic sheaves on X one can show that the sheaf F * F is also a geometrically irreducible perverse Weil sheaf on X. This means that in order to prove the multiplicativity property, it is enough to check that F * F |U ≃ F |U which is just the multiplicativity property satisfied by the sheaf F U . 0.8. Back to the DFT normalization. Consider again the question of how to normalize the discrete Fourier transform :
where L is a 1-dimensional 14 vector space over the finite field F q . We saw that quantization suggests an answer to this seemingly strange question up to a choice of enhancement vector! In more detail, let us start with the symplectic vector space
and the canonical intertwiner has the form 
Explicit formulas for the canonical intertwiners on an "open" subset are given in Subsection 3.1.
15 In general if we choose a different enhancer vL * ∈ ΛL * then the normalization will be q −1 σ(ω(vL,vL * ))G2. 16 We deliberately choose the letter Q appearing in the normalization νQ since it is obtained using quantization.
17 We thank A. Weinstein for pointing out to us that our normalization νQ might be thought of as a finite field analogue of the phase factor that enters into the continuous Fourier transform b This has a manifestation in a principle that restrictions of F to certain "multiplicative" subvarieties are perverse sheaves as well. This has a concrete formulation in Theorem 5.3. Note that the restriction principle stands in contrast to the fact that in general the restriction of a perverse sheaf to a subvariety is no longer a perverse sheaf. In addition, we discuss in the sequel the following results
• Quantization commutes with dual. The formation of the canonical Hilbert space commutes with dual, i.e.,
This is the content of Lemma 6.2.
• Quantization commutes with product. It is explained in Theorem 7.1.2 that the formation of the canonical Hilbert space commutes with products, i.e., that
This result is responsible for a well known analogue property of the Weil representation. The product property is governed by a product property of the canonical intertwiners announced in Theorem 2.4.1 and has a geometric analogue proposed in Theorem 7.2.3.
• Geometric product property. It is proposed in Theorem 7.2.3 that the canonical geometric intertwiners satisfy the geometric product property which implies via the sheaf-to-function procedure the product property of the canonical intertwiners and is responsible for the product property of the formation of the space H V .
• The normalization of the DFT. A conceptual explanation for the canonical normalization of the discrete Fourier transform is suggested in the introduction.
• The Weil representation of SL 2 (F 3 ). The Weil representation of the group SL 2 (F 3 ) is defined by the canonical Hilbert space H V with (V, ω) a two-dimensional symplectic vector space over F 3 . This is explained in Section 7.
0.10. Structure of the paper. Apart from the introduction, the paper is logically divided into several sections • Section 1. In this section we recall the classical construction due to Weil [W] of the Heisenberg-Weil representation. Some preliminaries on representation theory which are used in the paper are presented.
• Section 2. In this section we define the canonical Hilbert space H V .
The section starts with the definition of the notion of enhanced Lagrangian subspace and puts in the forefront the set Lag • of enhanced For this we use the language of algebraic geometry invoking a geometrization procedure as follows: Theorem 3.2.1.7 suggests a reformulation of the canonical intertwiners theorem, i.e., Theorem 2.4.1, in the language of kernels (matrices); Then we explain how to "lift" the construction to the realm of sheaves concluding with the construction of the sheaf F of canonical intertwiners announced in Theorem 3.3.3.2. It is explained that the sheaf F is the central object in the construction of canonical intertwiners. In particular, Theorem 3.2.1.7 follows from Theorem 3.3.3.2 using the Grothendieck sheaf-to-function correspondence which is reviewed along with preliminaries from algebraic geometry in Subsection 3.3.1.
• Section 4. The construction of the sheaf F of intertwiners is proposed establishing the main result of the paper. The ingredients of the construction are the anzatz described in Section 3 and the operation of perverse extension.
• Sections 5, 6 and 7. In these sections several additional results are described. In Section 5 the restriction principle of the sheaf of intertwiners is discussed and a possible formulation is proposed in Theorem 5.3. We decided to devote some space to this special property of F since we think that it might be useful for applications (e.g., the proof of Theorem 7.2.3). In Section 6 we write a possible formula (see formula (6.5)) for the canonical unitary structure that the space H V admits. In addition, we prove the property that quantization commutes with dual H V * = H * V . In Section 7 the quantization commutes with product property is discussed along with its geometric analogue.
• Appendix. Finally, in the Appendix we supply the technical detail of the proofs of the formal claims that were stated in the paper. 
Weil's classical construction
In this section, the classical construction of the Heisenberg-Weil representation due to Weil [W, H1] will be reviewed.
Let us denote by k = F q the finite field of q elements and characteristic char(k) = 2.
1.1. The Heisenberg representation. Let (V, ω) be a 2N -dimensional symplectic vector space over the finite field k. There exists a two-step nilpotent group H = H (V, ω) associated to the symplectic vector space (V, ω) . The group H is called the Heisenberg group. It can be realized as the set
equipped with the following multiplication rule
We have the following fundamental theorem [N, St] Theorem 1.1.2 (Stone-von Neumann [St, N] ). There exists a unique (up to isomorphism) irreducible representation (π, H, H) with central character ψ, i.e., π(z) = ψ(z)Id H for every z ∈ Z.
We call the representation π appearing in Theorem 1.1.2 the Heisenberg representation associated with the central character ψ.
Remark 1.1.3. Although the representation π is unique, it admits a multitude of different models (realizations). In fact this is one of its most interesting and powerful attributes. In particular, for any choice of Lagrangian
18 These are the celebrated Schrödinger models that usually appear in applications.
denotes the space of complex-valued functions on L ′ . In this model we have the following actions Invoking Theorem 1.1.2, we conclude that for every element g ∈ Sp, we have
(1.2.1)
Denote by ρ(g) : H −→ H an intertwiner which realizes the isomorphism (1.2.1) . Equivalently, this means that ρ(g) satisfies and in fact is determined up to scalar by the following equation
The above equations are sometimes referred to in the literature as the Egorov identity. Having that all π g , g ∈ Sp are irreducibles, and using Schur's lemma, we conclude that the collection {ρ(g)} g∈Sp forms a projective representation ρ : Sp −→ P GL(H). It is a non-trivial fact that the group Sp has no non-linearizable projective representations 19 and in particular the representation ρ can be linearized into an honest representation which we also denote by
19 Note that this fact has essentially nothing to do with the fact that the Weil representation can be linearized. It was suspected by Kazhdan [Ka] that the linearization of the Weil representation follows from a finer property of the vector space (V, ω), i.e., it admits a canonical quantization.
This can be done in a unique 20 way unless 21 k = F 3 and dim V = 2. Let us summarize this in the following theorem Theorem 1.2.3. There exists a canonical 22 representation
satisfying the equation
for every g ∈ Sp.
Remark 1.2.5. The fact that the projective representation ρ can be linearized is a peculiar phenomenon of the finite field situation. If one deals with the analogue constructions over infinite fields, such as R and p-adic fields, it is a deep fact [W] that ρ can be de-projectivized up to a ± sign, which is called the metaplectic sign. Hence, in this case ρ can be corrected to a representation of a double cover
which is called the metaplectic cover. This fact is responsible for several fundamental phenomena in quantum mechanics, such as the nonzero energy of the vacuum state of the harmonic oscillator.
1.3. The Heisenberg-Weil representation. Let J denote the semi-direct product J = Sp ⋉ H. The group J is sometimes referred to as the Jacobi 23 group [EZ] . The compatible pair (π, ρ) is equivalent to a single representation
of the Jacobi group defined by the formula τ (g, h) = ρ(g)π(h). It is an easy exercise to verify that the Egorov identity (1.2.2) implies the multiplicativity of the map τ .
In this paper, we would like to adapt the name Heisenberg-Weil representation for referring to the representation τ .
Note that the classical construction above is merely an existence proof. It does not supply any particular model for the Heisenberg-Weil representation. In representation theory in general, it is not clear what the role is of the particular vector space on which the group is represented. The main goal of the current paper is to show that, in the case of the group J = Sp ⋉ H, 20 Due to the perfectness of the group Sp. 21 The group SL2(F3) has three multiplicative characters. However, also in this case a canonical choice exists. The idea [B1, G] there exists a canonical space which realizes the celebrated Heisenberg-Weil representation.
Canonical Hilbert Space
In this section a new invariant construction of the Weil representation will be formally presented. The focal step in this approach is the introduction of a canonical Hilbert space associated to a 2N -dimensional symplectic vector space over a finite field.
The motivation to look for this space was initiated by a question of David Kazhdan [Ka] . The key idea behind this construction was suggested to us by Joseph Bernstein [B2] . The upshot is to replace the notion of a Lagrangian subspace by a more refined notion of an enhanced Lagrangian subspace.
2.1. Enhanced Lagrangian subspace. Let (V, ω) be a 2N -dimensional symplectic vector space over the finite field k.
Definition 2.1.1 (Bernstein [B2] ). An enhanced Lagrangian subspace is a pair (L, v L ) , where L is a Lagrangian subspace of V and v L , called the enhancer, is a non-zero vector in the top wedge product ∧L = ∧ N L.
We denote by Lag • the set of enhanced Lagrangian subspaces. There is a forgetful map Lag • → Lag, where Lag is the set of Lagrangian subspaces. In the sequel we will use the notation L • to specify an element from the set Lag • .
Models of the Heisenberg representation. Fix a non-trivial central character
, of the Heisenberg representation with a central character ψ as follows: The Hilbert space H L consists of functions f : H → C satisfying the following equivariance property,
The group H acts on H L via multiplication from the right and we will denote this action by π L . It can be easily verified that the representation π L is irreducible and that the center Z(H) acts by the character ψ. Moreover, by the Stone-von Neumann Theorem (Theorem 1.1.2) the representations π L associated with different L are all isomorphic, i.e., these are different models of the same irreducible representation. This is summarized in the following theorem 
In addition Sp acts on the space of complex valued functions S(H) by
If we could find a distinguished model H L • ⊂ S(H) which is closed under the Sp action, it would constitute a rather trivial realization of the Weil representation. Unfortunately (or fortunately, depending on how you look at it) there is no such model and in fact a given element g ∈ Sp defines an intertwiner
Alternatively, we can consider simultaneously all models {H L • } L∈Lag • and construct a canonical "dictionary" between any pair of different models.
Canonical intertwining operators. Given a pair
intertwining operators between the two representations. Because both representations are irreducible and they are isomorphic (see Theorem 2.2.1) we have dimInt M • ,L • = 1. The notion of a canonical "dictionary" is formalized in the following theorem (Section 3 is devoted to its proof) Theorem 2.4.1 (Canonical intertwining operators). There exists a collection 
can be considered as a connection structure "▽" on H which is flat by Property 2.4.3 and equivariance by Property 2.4.2.
Canonical Hilbert space. Define the canonical Hilbert space
as the subspace of compatible systems of vectors, i.e., a collection (
The canonical Hilbert space can be interpreted geometrically as "the space of flat sections"
of the vector bundle (2.4.4). The construction of the Hilbert space (2.5.1) is the main application of this paper. Let us summarize it in the following theorem Theorem 2.5.2 (Canonical Hilbert pace). Let (V, ω) be a 2N -dimensional symplectic vector space over a finite field k of odd characteristic. There exists a canonical Hilbert space H V attached to (V, ω).
2.6. Application: Canonical model for the Heisenberg-Weil representation. The vector space H V was constructed out of the symplectic vector space (V, ω) in a completely canonical manner which implies that all the symmetries of (V, ω) automatically acts on H V . In particular, we obtain a linear representation of the group Sp. This is a canonical realization of the celebrated Weil representation of Sp and we denote it, as in the previous section, by ρ : Sp → GL(H V ). (2.6.1)
In this new setting the representation ρ is given by the formula
Moreover, it is easy to see that the Heisenberg H acts on H V via its action on itself from the right. We will denote this canonical model of the Heisenberg representation by π :
The realizations (2.6.1) and (2.6.3) glue together to give a canonical model for the Heisenberg-Weil representation (cf. Subsection 1.3)
of the Jacobi group J = Sp ⋉ H.
Construction of the canonical intertwiners
The construction will proceed in two stages. First, the case where the pair M • , L • are in a general position will be considered. In this case an anzatz for F M • ,L • will be provided. Then the construction will be extended to singular pairs. This will be done using the language of algebraic geometry.
3.1. Generic situation. 
2).
The sub-collection (3.1.1.1) satisfies both Properties 2.4.2 and 2.4.3 when properly adjusted as follows 3.1.2. Equivariance. The subset O is closed under the Sp-action. Moreover, the intertwiner (3.1.1.1) was defined completely in terms of the symplectic structure, therefore, the equivariance property (2.4.2) is satisfied.
24 Sometimes it is denoted by ω N .
be three enhanced Lagrangian subspaces which are pairwise in a general position. The following theorem (for a proof see Appendix A.1.1) holds true Theorem 3.1.3.1. We have Using the language of kernels (see below), the extension problem can be reduced to the problem of extending a family F U , which is defined on the
to a family F defined 25 on the bigger set X = H 2 × Lag •2
For this purpose we use the available language of algebraic geometry over finite fields and in particular the operation of perverse extension due to Beilinson-Bernstein-Deligne [BBD] . 
Composition is given by convolution of kernels
satisfying (3.2.1.1).
In more detail, we have the following two fiber bundles over Lag •2 , first 25 Note that if such a family F exist then it is already determined by the explicit family FO. This is due to the multiplicativity property and the fact that for any pair of where pr denotes the natural projection and β is the fiberwise action given
and finally the map
Finally, consider the action
A reformulation of Theorem 2.4.1 is given by Theorem 3.2.1.7 (Canonical intertwiners (reformulation)). There exists a function F: X → C satisfying the following properties
(1) (Kernel) The function F is a family of kernels, i.e., it satisfies the equivariance identity where, pr ij : Lag •×3 → Lag •×2 denotes the projector on the (i, j) copies with 1 ≤ i < j ≤ 3 and * is the convolution operation defined in (3.2.1.2). The construction of the function F announced in Theorem 3.2.1.7 will follow from a more general geometric statement that will be suggested in Subsection 3.3.
3.2.2. Kernels on the generic set. The sub-collection
is equivalent to a family of kernels F U on the set
In view of Theorem 3.1.3.1 we know that the function F U is equivariance and multiplicative, where the equivariant property should be considered on the subset U (which is closed under the action of Sp), and in the multiplicativity property, both sides of (3.2.1.10) should be considered over the subset U ′ ⊂ Lag •×3 , consisting of triples of enhanced Lagrangian subspaces which are pairwise in a general position.
3.2.3. Formula. Let us end this paragraph by developing an explicit formula for the kernel Denote
where the last map is the projection onto the Z-coordinate. We have 3.3. Geometric canonical intertwining operators. In this section we intend to construct a geometric counterpart to the set-theoretic canonical intertwining operators appearing in Theorem 2.4.1. This will be achieved using the geometric procedure that we will call geometrization. This is a formal procedure, invented by Grothendieck and his school 28 , by which sets are replaced by algebraic varieties over the finite field, functions are replaced 28 The most famous applications of this procedure are Deligne's seminal works [D2, D3] on the Weil conjectures and their generalizations.
by certain sheaf-theoretic objects and set-theoretic statements by geometric statements. Informally, algebraic varieties might be thought of as geometric spaces, being very similar to manifolds in differential geometry. Sheaves might be thought of as certain kinds of vector bundles. Formally, this way of thinking is far from the true mathematical definition of these "beasts", but still it gives a good intuitive idea of what evolved.
3.3.1. Preliminaries from algebraic geometry. Let us use some space to recall notions and notations from algebraic geometry and the theory of ℓ-adic sheaves [BBD, D3, Ga, KL, KW, M] Varieties. In the sequel, we are going to translate back and forth between algebraic varieties defined over the finite field k and their corresponding sets of rational points. In order to prevent confusion between the two, we use bold-face letters to denote a variety X and normal letter X to denote its corresponding set of rational points X = X(k). In more detail, given an algebraic variety X, i.e., a variety in the usual sense defined over the algebraically closed field k, we have the following Cartesian square
where F r : Spec(k) −→ Spec(k) corresponds by duality to the Frobenius endomorphism of the field k. A variety X is said to be defined over the finite field k if it is equipped with an isomorphism α : X ∼ → X. We denote the composition F r • α : X −→ X also by F r.
Concluding, an algebraic variety, which is defined over the finite field k is equipped with an endomorphism F r : X → X, called Frobenius. This is also called a rational structure. We denote by X the set of points fixed by the Frobenius endomorphism, i.e.,
Sheaves. Let D b (X) denote the bounded derived category of constructible ℓ-adic sheaves on X [BBD] , [BL] , [Ga] . We denote by P erv(X) the Abelian category of perverse sheaves on the variety X, that is the heart with respect to the autodual perverse t-structure in D b (X). We will use the notion of n-perversity, i.e., an object F ∈D b (X) is called n-perverse if F[ − n] ∈ P erv(X). Finally, we recall the notion of a Weil structure (Frobenius structure) [D3] . A Weil structure associated to an object F ∈D b (X) is an isomorphism
29 Namely, a lift of F r to F.
A pair (F, θ) is called a Weil object. By an abuse of notation we often denote θ also by F r.
Remark 3.3.1.0.2. We choose once and for all an identification Q ℓ ≃ C, hence all sheaves are considered over the complex numbers.
In particular, given a Weil object (F, F r * F ≃ F) one can associate a function
to F using the formula
This procedure is called Grothendieck's sheaf-to-function correspondence.
Another common notation for the function f F is χ F r (F) which is called the Euler characteristic of the sheaf F.
3.3.2. Geometrization. The main goal now is to formulate and prove a geometric statement which, in particular, proposes a proof of Theorem (3.2.1.7).
Let us start with the geometrization of the set-theoretic objects that are used in Theorem (3.2.1.7). Replacing sets by varieties. The first step we take is to replace all basic sets involved by their geometric counterparts, i.e., algebraic varieties. The symplectic space (V, ω) is naturally identified as the set V = V(k), where
is equipped with a symplectic form
respecting the rational structure of both sides. The Heisenberg group H is naturally identified as the set H = H(k), where
is the group variety equipped with the same multiplication formulas (1.1.1).
The group Sp is naturally identified as Sp = Sp(k) where
Finally, the set Lag • of enhanced Lagrangians is identified as the set Lag • = Lag • (k) where
This concludes the sets to varieties translation.
Replacing functions by sheaves. In the second step we should replace all basic functions involved by their sheaf-theoretic counterparts (see [Ga, GH1] for expositions of this procedure). The central character
is associated via the sheaf-to-function correspondence to the Artin-Schreier (Weil) character 30 sheaf L ψ living on Z, i.e., we have
In addition, we will need to consider another basic sheaf, the Legendre character sheaf (also called the Kummer sheaf) L σ on G m , which is associated with the Legendre character σ on k × ≃ G m (k), i.e.,
Looking back at formulas (3.1.1.2) and (3.2.3.2) a geometrization for the constant G 2 by a certain Weil object should be proposed. This we do by using the quadratic Gauss integral sheaf
where, for the rest of this paper, = ! denotes integration with compact support [BBD] . It is clear that
In fact G 2 [BBD] , and dim H 1 (G 2 ) =1. Hence, G 2 can be thought of as a one-dimensional vector space, equipped with a Frobenius operator, cohomologically shifted to sit at degree 1.
In the next section the geometrization of Theorem 3.2.1.7 will be suggested. 
The following theorem (for a proof see Section 4 below) proposes an appropriate sheaf theoretic object standing as a geometric primitive to the desired family of kernels appearing in Theorem 3.2.1.7. Let
The character property of L ψ means that it is equipped with an isomorphism m
We have Theorem 3.3.3.2 (Canonical geometric intertwiners theorem). There exists a geometrically irreducible N 2 -perverse Weil sheaf F on X satisfying the following properties
(1) (Kernel) The sheaf F is a "sheaf of kernels", i.e., there exists an isomorphism 3.3. 3) where pr : Y → X is the natural projection.
(2) (Equivariance) There exists an isomorphism
where pr : Sp × X → X is the natural projection. (3) (Multiplicativity) There exists an isomorphism
which is an abbreviated notation for pr * 12 F * pr * 23 F ≃pr * 13 F with pr ij : Lag •3 → Lag •2 denotes the projector on the (i, j) copy 1 ≤ i < j ≤ 3. (4) (Weight) The sheaf F is of pure weight w(F) = 0.
Conclusion: Theorem 3.2.1.7 and the construction of the canonical Hilbert space H V (2.5.1) now follows by taking
Indeed, in view of the fact that the sheaf-to-function operation commutes with all the operations involved in Theorem 3.3.3.2, i.e., it takes them to the analogue set-theoretic operations, it is easy to see that the function F (3.3.3.6) is a family of kernels that satisfy the desired properties that we are looking for. This concludes the main goal of the paper.
Proof of the canonical geometric intertwiners theorem
In this section a proof of Theorem 0.7.5.1 will be suggested. The main player in the proof is a perverse sheaf F U which geometrizes the family of intertwiners F U (3.2.3.2) on the generic locus constructed in Subsection 3.2.3. Using the operation of perverse extension [BBD] the sheaf F U is extended to the perverse sheaf F. The verification (See Appendix A.2 for the proof of the properties) that the sheaf F satisfies the properties announced in Theorem 3.3.3.2 will be reduced to the fact that these properties are given as identities of perverse sheaves, and this means that it is enough to check them for F U .
Let us summarize this strategy in the following diagram • Non-normalized kernels.
Define on the open subvariety U the sheaf F with fiber 
where G 2 is the quadratic Gauss integral sheaf (3.3.2.0.1).
• Normalized kernels. Define on the open subvariety U the sheaf
Finally, the sheaf F is constructed by taking
where j : U ֒→ X is the open embedding and j ! * is the functor of perverse extension [BBD] .
Remark 4.1.5. It is immediate from the construction that the sheaf F U (4.1.3) is geometrically irreducible N 2 -perverse of pure weight 0.
Remark 4.1.6. Note that the function F (3.3.3.6 ) is an extension of the function F U (3.2.3.2). This follows from the trivial facts that f F U = F U , F |U = F U and that the sheaf-to-function correspondence commutes with restriction.
The restriction principle
In general the restriction of a perverse sheaf to a subvariety is no longer a perverse sheaf. However, the sheaf F is of a special kind and intuitively might be thought of as a family of (kernels of) Fourier transforms (see formula (4.1.4)). This explain the principle that the restriction of F to certain "multiplicative" subvarieties is a perverse sheaf.
In more detail, consider the variety 31 G = Lag • × Lag • , the projections pr i : G → Lag • , i = 1, 2 on the first and second coordinates respectively. 31 We deliberately use the letter G to denote the variety Lag
• × Lag • as it is in a natural way a groupoid [BW] .
One has the induced fiber product G * (1) A subvariety S ⊂ G will be called multiplicative if the restriction of (5.1) to S induces a morphism
(2) A multiplicative subvariety S ⊂ G will be called openly generated if the induced morphism
is smooth and surjective. The following theorem (for a proof see Appendix A.3) suggest a formulation 32 of the restriction principle.
Theorem 5.3 (Restriction property). Let S ⊂ G be a multiplicative openly generated subvariety. The sheaf F |H 2 ×S is a geometrically irreducible (shifted) perverse Weil sheaf of pure weight zero.
Unitary structure
The following theorem suggest a canonical unitary structure ("Bra-Ket") on the quantum space H V .
Theorem 6.1 (Canonical unitary structure). There exists a canonical Hinvariant Hermitian form ·, · on H V .
The form ·, · can be constructed as follows. Consider the dual symplectic vector space (cf. [We1] ) (V, ω) * = (V, −ω), the "dual" additive character ψ * = ψ −1 : k → C × and the associated space H V * . The following relation holds Lemma 6.2 (Quantization commutes with dual). There exists a canonical isomorphism
3)
The isomorphism 6.3 is obtained via the non-degenerate pairing
32 Probably this formulation of the restriction principle can be generalized in various ways. However, for the applications that we have in mind (see Subsection A.4.2) this formulation is sufficient.
where we note that for each
Quantization commutes with product
This section is the outcome of a communication with O. Gabber [Ga] . It is centered around the compatibility of the operation of taking the canonical Hilbert space with the operation of product, i.e., the identity
7.1. Product property. Consider two symplectic vector spaces (V 1 , ω 1 ) and (V 2 , ω 2 ) over a finite field k of odd characteristic and their product V 1 × V 2 with the symplectic form ω = ω 1 + ω 2 . The associated symplectic groups are 
where ρ i and ρ are the Weil representations (see Subsection1.2) of the groups Sp i , i = 1, 2 and Sp respectively and ⊠ denotes exterior tensor product. Since for V ≃ F 2 3 the group Sp(V, ω) ≃ SL 2 (F 3 ) has three distinct multiplicative characters then the Egorov identity (1.2.2) determines "the Weil representation of SL 2 (F 3 )" only up to three possible choices and it is a priori not clear if from these three options there exists a canonical choice. However, it turns out that the condition (7.1.1) can be used [B1, Ga] to rigidify the situation and to suggest a canonical choice for the Weil representation of SL 2 (F 3 ), i.e., the only one that is compatible with all the isomorphisms (7.1.1).
Recall that also the canonical realization H V with V ≃ F 2 3 suggests a natural candidate for the Weil representation of SL 2 (F 3 ). In order to show that both choices coincide we will prove (see Subsection A.4.1 for a proof) the following strong form of the product formula (7.1.1) for symplectic vector spaces over a finite field k of odd characteristic 33 From all the symplectic groups over odd characteristics finite fields only Sp(2, F3) has non-trivial multiplicative characters, more precisely Hom(Sp(2, F3), C × ) ≃ Z3.
Theorem 7.1.2 (Product). Let (V 1 , ω 1 ) and (V 2 , ω 2 ) be two symplectic vector spaces over k and consider the symplectic vector space V 1 × V 2 . There exists a canonical isomorphism 
given by the formula
and the associated functions of kernels (see Theorem 3.2.1.7) F 1 , F 2 and F on X 1 , X 2 and X respectively. Note that in the language of kernels Theorem 7.1.2 becomes the identity
Geometrizing, we have the algebraic varieties X 1 , X 2 , X, the morphism
and the associated perverse sheaves of canonical geometric intertwiners (see Theorem 3.3.3.2) F 1 , F 2 and F on X 1 , X 2 and X respectively. The geometric product property is stated in the following theorem (see Appendix A.4.2 for a proof).
Theorem 7.2.3 (Geometric product). There exists a canonical isomorphism
where ⊠ denotes exterior tensor product.
Appendix A. Proofs A.1. Proofs for Section 3.
34 Via the sheaf-to-function correspondence. 35 Induced by (7.2.1) and the inclusion Lag
A.1.1. Proof of Theorem 3.1.3.1. Before we prove the theorem, we need to introduce an auxiliary notion. For any three Lagrangian subspaces in general position define R 
Proof. There exists a scalar a with r L M,N (v N ) = av M . Let us calculate a. By the defining property (A.1.
. This complete the proof of the lemma. Proof of Theorem 3.1.3.1. Step 1. It is enough to show that
where δ ∈ H L • is the vector which is supported on the subgroup L × k and defined there by the formula δ(l · z) = ψ(z). This is due to the fact that both sides of (3.1.3.2) are intertwining operators between π L • and π N • , hence, by Schur's Lemma, they differ by a scalar multiple.
Step 2. Computation. The right-hand side of (A.1.1.6) is equal (see
We proceed to calculate the left-hand side
Recall the following
36 Another definition is that R Claim A.1.1.7. Let Q be a non-singular quadratic form on an N -dimensional vector space Y over the finite field k. Then
(A.1.1.8)
The identity (A.1.1.8) follows from the classification of quadratic forms over finite fields ?? and the identity
therefore the left-hand side of (A.1.1.6) is equal to
Step 3. The following equality exist
To verify (A.1.1.11) note that
. Using (A.1.1.11) we simplify (A.1.1.10) further and found it equal to
Finally, the relation (A.1.1.5) concludes the argument.
It will be advantageous for us to give an alternative proof of Theorem 3.1.3.1 in the language of kernels Proof.
Step 1. It is enough to show that
This is due to the kernel property (3.2.1.8). From the formula (3.2.3.2) we learn that
Step 2. We have
The identity (A.1.1.12) is obtained by a direct calculation using formulas (3.2.1.2), (3.2.3.2) and the definition (A.1.
We are left to compute the sum in (A.1.1.12).
Step 3. Let Q be a non-singular quadratic form defined on a vector space
(A.1.1.13)
Remark A.1.1.14. Recall that the quantity det(Q) in (A.1.1.13) is not well defined. However, the quantity σ(det(Q)) is well defined and in fact classifies quadratic forms over finite fields of odd characteristic [L] . It can be computed as follows. Consider the corresponding symmetric bilinear form B = B Q : Y → Y * and associated pairing b :
Let us verify the identity (A.1.1.13). From the classification of quadratic forms over finite fields [L] we learn that we can introduce coordinates so that Y ≃ k N and Q has the form
In particular, formula (A.1.1.13) follows from the remarkable identity of Gauss [IR] (see formula (A.2.1.7) below for a geometric analogue and a proof of this identity)
Identity ( 
This bring us to
Step 4. Consider the quadratic form
(A.1.1.16)
To deduce (A.1.1.16) use Remark A.1.1.14 and the definition (A.1.
To summarize, using (A.1.1.12), (A.1.1.13) and (A.1.1.16) we get
2 , which can be simplified further using the relation (A.1.1.5) to
The last step is
Step 5. The following equality exists G 2 2 = σ(−1)q. Indeed, the identity (A.1.1.15) implies that σ(a) := Proof. It follows directly from the construction that the sheaf F is geometrically irreducible N 2 -perverse of pure weight w(F) = 0.
(1) (Kernel) The sheaves β * F and d * L ψ ⊗ pr * F are both geometrically irreducible (shifted) perverse because all the morphisms involved are smooth. This means that it is enough to check the kernels property on the open subvariety U. This reduces the verification of the kernel property to the easy fact that F U is a sheaf of kernels, a fact that follows, as in the set theoretic realm, immediately from formula (4.1.1).
(2) (Equivariance) The fact that the sheaf F U is equivariant follows directly from formula (4.1.3). The equivariance property extends automatically to the sheaf F because F is irreducible (shifted) perverse and the morphisms α and pr are smooth. (3) (Multiplicativity) The strategy will be to prove that both sides of (3.3.3.5) are irreducible N 3 -perverse and isomorphic on an appropriate open subvariety.
Step 1 
where the last isomorphism above is due to the kernel property of the sheaf F.
In addition, due to the equivariance property (3.3.3.3) of the sheaf
• it is enough to consider the case when h 1 = m ∈ M. In this case, using formula (4.1.3), we can write
37 In this proof we will suppress the notation H 2 . 38 From now on, we will suppress the projections and write F * F instead of pr * 12 F * pr * 23 F.
is an application of a properly normalized Fourier transform to the sheaf
Concluding, we obtain that F * F |O 32 is principally an application of Fourier transform to an irreducible perverse sheaf which by the Katz-Laumon theorem [KL] Step L1. It is enough to write an isomorphism between the fibers
Consider a triple of enhanced Lagrangians (N
. From the formula (4.1.3) we learn that
Step L2. We have
where R L M,N : N → M is the linear morphism given by the geometric analogue of (A.1.1.2).
Indeed, the geometric definition of the convolution (cf. 3.2.1.2) imply
where the last isomorphism above is induced by the isomorphism (M × Z) \H ≃ N.
By definition (4.1.3) we have
where the second isomorphism in (A.2.1.5) is induced by the isomorphism
We are left to compute the integral
One has the well known fact
Step L3. Let Y be a vector space of dimension N over k. Denote by Y the corresponding algebraic variety and by S the variety of quadratic forms on Y. There exist a canonical
The isomorphism (A.2.1.6) is obtained using standard diagonalization argument and the fact that in the 1-dimensional case we have the famous Gauss identity (see a proof below) Identity (Gauss): There exist a canonical isomorphism of sheaves on G m
(A.2.1.7) Our next step is
Step L4. Consider the quadratic form Q(n) = ω(R L M,N (n), n) on N. Then by definition (use Remark A.1.1.14 and the definition (A.1.
(A.2.1.8)
To summarize, using (A.2.1.4), (A.2.1.6) and (A.2.1.8) we get
[3N ](−2N ), which can be simplified further using the relation (A.1.1.5) to
[3N ](−2N ).
The last step is
Step L5. There exists an isomorphism G Developing the right-hand-side of (A.2.1.7) one obtains
In the first isomorphism with the fact that Proof.
Step 1 . It is enough to show that m * F (where m is the morphism (5.2)) is a geometrically irreducible (shifted) perverse Weil sheaf of pure weight zero. This is due to the assumption that m is a smooth surjective morphism.
Step 2. It is enough to show that m * F is an application of a properly normalized ℓ-adic Fourier transform to a geometrically irreducible (shifted) perverse Weil sheaf of pure wight zero. This follows from the Katz-Laumon theorem [KL] .
Step 3. Verification. From formula (4.1.3) and the multiplicativity property (3.3.3.5) we deduce that 
The multiplicativity property (2.4.3) of the intertwiners
} imply that the restriction morphism
e., sending a compatible system of vectors to its subsystem of S-compatible vectors, is an isomorphism.
Step 2. The isomorphism H S given by i[(v 1 , z 1 ), (v 2 , z 2 )] = (v 1 , v 2 , z 1 + z 2 ) . We claim that i induces an isomorphism
. Indeed, we need to show that for every two split enhanced Lagrangians commutes. Note that using the homomorphism (A.4.1.1) the two operators
•i * and i * •F M • ,L • both intertwine the same irreducible representation of H 1 × H 2 and this means by Schur's lemma that they a-priori differ by a scalar multiple
Let us prove that this constant is equal to c = 1. In fact, by the multiplicativity property (2.4.3) that all the kernels involved satisfy it is enough to verify the desired constant for Lagrangians L • and M • in generic position, i.e., L ∩ M = 0. For such a pair we have the explicit formula (3.1.1.1) for
Consider the function δ ∈ H L • which is supported on L × Z and satisfy δ(l, z) = ψ(z) for every l ∈ L, z ∈ Z. Then
Completing the proof of Theorem 7.1.2.
A.4.2. Proof of Theorem 7.2.3. It will be instructive for us to give the argument proving Theorem 7.1.2 using the language of kernels, i.e., to verify the identity (7.2.2) directly.
Proof. (Alternative proof of Theorem 7.1.2) Step 1. It is enough to verify the identity on the "open" subset U 1 × U 2 ⊂ X 1 × X 2 where the Lagrangians are in general position. This is due to the multiplicativity property (see Theorem 3.2.1.7 Property (3.2.1.10)) and the fact that for any pair of Lagrangians L and N there exists another Lagrangian M so that L ∩ M = 0 = M ∩ N.
Step 2. After fixing the Lagrangians it is enough to verify the equality (7.2.2) on the identity elements of the Heisenberg groups. This is due to the equivariance property (see Theorem 3.2.1.7 Property(3.2.1.8)) that the kernels involved satisfy.
Step 3. Computation. Fix two pairs of Lagrangians (
We replace F 1 , F 2 and F by their "fibers"
and F M • ,L • respectively and we use the formula (3.2.3.2). Then
completing the proof.
Proof. (Of Theorem 7.2.
3) The proof is analogue to the proof given above for kernels after we verify that we deal with two perverse sheaves. Let us denote the sheaf i * F by F |X 1 ×X 2 .
Step 1. The sheaves F |X 1 ×X 2 and F 1 ⊠ F 2 are geometrically irreducible (shifted) perverse Weil sheaf on X 1 × X 2 .
The fact that F 1 ⊠ F 2 is a (shifted) perverse Weil sheaf follows from the fact that F 1 and F 2 are (shifted) perverse Weil sheaves on X 1 and X 2 respectively. The fact that F |X 1 ×X 2 is a geometrically irreducible (shifted) perverse Weil sheaf follows from the restriction property (Theorem 5.3) of the sheaf F. Indeed, take in Theorem 5.3 the subvariety S = Lag • (V 1 ) 2 × Lag • (V 2 ) 2 ⊂ Lag • (V 1 × V 2 ) 2 associated with split Lagrangians.
Step 2. It is enough to exhibit the isomorphism on the fiber 3.3.3) ) that the sheaves involved satisfy it is enough to write the isomorphism on the fiber (0, 0) × O 1 ×O 2 .
Step 3. The isomorphism (A.4.2.1). Fix two pairs of Lagrangians (
We use the formula (4.1.3). Then
, where in the second isomorphism we use the character sheaf property of the Kummer sheaf L σ .
This completes the proof of Theorem 7.2.3.
