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Abstract
Recently sixteen 3-dimensional differential systems exhibiting chaotic motion
and having no equilibria have been studied, and it has been graphically observed
that these systems have a period-doubling cascade of periodic orbits providing
a route to chaos. Here using new results on the averaging theory we prove
that these systems exhibit, for some values of their parameters different to
the ones having chaotic motion, either a zero–Hopf or a Hopf bifurcation, and
graphically we observed that the periodic orbit starting in those bifurcations is
at the beginning of the mentioned period–doubling cascade.
Keywords: Averaging theory, Periodic solutions, Quadratic polynomial
differential system, Zero–Hopf bifurcation.
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1. Introduction and statement of the main results
In general the equilibria of a chaotic nonlinear system play an important
role in its dynamics. In fact, one of the most important methods for obtaining
3-dimensional chaotic systems is the Shilnikov’s method [1], which using a ho-
moclinic orbit from the intersection of the stable and unstable manifolds of a
saddle-focus equilibrium point with specified eigenvalues, provides the existence
of a horseshoe in the neighborhood of this orbit and, consequently the existence
of chaotic motion.
However some particularly important natural phenomena are described by
nonlinear systems having no equilibria. Such as, the Noose-Hover oscillator [2],
the Wei system [3] and the Wang–Chen system [4]. These nonlinear systems
present chaotic behavior that cannot be detected by Shilnikov’s method.
The increasing interest in finding examples of simple chaotic flows without
equilibria have been motivating many researchers in recent times, see for in-
stance [5, 6, 7, 3, 8]. The theoretical and practical importance of these systems
∗Corresponding author
Email addresses: candidomr@mat.uab.cat (Murilo R. Caˆndido), jllibre@mat.uab.cat
(Jaume Llibre)
Preprint submitted to Mathematics and Computers in Simulation March 6, 2018
This is a preprint of: “Zero–Hopf bifurcations in 3-dimensional differential systems with no equi-
libria”, Murilo R. Caˆndido, Jaume Llibre, Math. Comput. Simulation, vol. 151, 54–76, 2018.
DOI: [10.1016/j.matcom.2018.03.008]
converted this subject in a new attractive research direction. Although there is
still little knowledge about the characteristics of such systems.
In this paper we shall study the existence of zero-Hopf bifurcations in 3-
dimensional systems, and graphically we will show that such bifurcations some-
times are the starting bifurcation of a rout to chaos. In general a zero-Hopf
bifurcation is a codimension-two bifurcation of a 3-dimensional autonomous dif-
ferential equation with a zero-Hopf equilibrium, and a zero-Hopf equilibrium of
a 3-dimensional autonomous differential equation is an equilibrium point having
two purely conjugate imaginary eigenvalues and a zero eigenvalue. Due to the
lack of a general theory describing all the possible kinds of bifurcations that an
unfolding of a zero-Hopf bifurcation can produce, most of the systems exhibit-
ing these kind of bifurcations must be studied directly. In this paper we use
averaging theory for detecting periodic solutions bifurcating from a zero-Hopf
equilibrium. Furthermore, using Theorem 3 we were able to detect periodic
solutions in very degenerate cases, for instance when the first averaged equation
has a continuum of zeros.
In 2013 Jafari et al [5] have reported a catalogue of seventeen elementary
three dimensional chaotic flows. This catalogue contains most of the elementary
examples known of such systems and it includes the systems of the Noose-Hoover
oscillator, the Wei system and the Wang–Chen system, listed there as system
(1), (2) and (3), respectively. In [5] the authors used their own custom software
to search for the algebraically simplest three-dimensional chaotic systems with
quadratic nonlinearities and no equilibria. The search was inspired by the ob-
servation that each of the previously known examples of such systems contains
a constant term (here represented by a), and that if the constant is set to zero,
the resulting system is non-hyperbolic (the equilibria have eigenvalues with real
part equal to zero). The method used to find these systems is that proposed in
[9].
In this paper we use recent results on averaging theory for studying the zero-
Hopf and the Hopf bifurcation of sixteen systems from the seventeen of [5], all
of them have a parameter a ∈ R. The averaging method could provide informa-
tion about periodic solutions in all systems presented in [5] with the exception
of their system SNE 14, because the present results on the averaging theory
applied to such system do not provide any information about their periodic so-
lutions. This is the reason that such differential system is not considered here.
x˙ =y,
y˙ =− x− zy, (1)
z˙ =y2 − a.
x˙ =− y,
y˙ =x+ z, (2)
z˙ =2y2 + xz − a.
x˙ =y,
y˙ =z, (3)
z˙ =0.1x2 + 1.1xz − y + a.
x˙ =− 0.1y + a,
y˙ =x+ z, (4)
z˙ =xz − 3y.
x˙ =2y,
y˙ =2x− z, (5)
z˙ =− y2 + z2 + a.
x˙ =y,
y˙ =z, (6)
z˙ =− y − xz − yz − a.
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x˙ =y,
y˙ =− x+ z, (7)
z˙ =0.8x2 + z2 + a.
x˙ =y,
y˙ =− x− zy, (8)
z˙ =xy + 0.5x2 − a.
x˙ =y,
y˙ =− x− zy, (9)
z˙ =− xz + 7x2 − a.
x˙ =z,
y˙ =z − y, (10)
z˙ =− 0.9y − xy + xz + a.
x˙ =y,
y˙ =− x+ z, (11)
z˙ =− 2xy − 1.8xz + z − a.
x˙ =z,
y˙ =x− y, (12)
z˙ =− 4x2 + 8xy + yz + a.
x˙ =− y,
y˙ =x+ z, (13)
z˙ =xy + xz + 0.2yz − a.
x˙ =y,
y˙ =z, (14)
z˙ =x2 − y2 + xy + 0.4xz + a.
x˙ =− 0.8x− 0.5y2 + xz + a,
y˙ =− 0.8y − 0.5z2 + yx+ a, (15)
z˙ =− 0.8z − 0.5x2 + zy + a.
x˙ =− y − z2 + 2.3xy + a,
y˙ =− z − x2 + 2.3yz + a, (16)
z˙ =− x− y2 + 2.3zx + a.
Each of the systems (1)–(10) have an equilibrium that undergoes a zero-Hopf
bifurcation at a = a∗ = 0, and no equilibria for a > 0. Each of the systems
(11)–(16) have an equilibrium that undergoes a Hopf bifurcation at some a = a∗.
The limit cycle, which appears in this Hopf bifurcation, later on produces a
period-doubling cascade, and finally a chaotic attractor with no equilibria, i.e.
the equilibrium point which exhibits the Hopf bifurcation disappears before the
chaotic attractor appears.
In this paper these sixteen chaotic flows are studied. Jafari et al [5] have
reported numerically a period doubling cascade of periodic orbits originating
the route to the chaotic motion in these systems. Here we graphically observe
that the first periodic orbit performing the period doubling bifurcation detected
by Jafari et al emerges in those systems at a zero-Hopf or Hopf bifurcation. This
helps to understand the mechanism of chaos in these systems, and the objective
of this paper is to show the existence of these zero-Hopf or Hopf bifurcations
using the averaging theory.
One of the contributions of this work is to show that in many cases the peri-
odic solutions that generate (via period-doubling) the chaotic attractor started
with a periodic orbit coming from a zero–Hopf or a Hopf bifurcation. Using a
suitable formulation of the averaging theory this paper complement the study
of the zero–Hopf bifurcation started in [10].
The next theorem shows that the systems considered exhibit a zero–Hopf bi-
furcation at a = 0. Although we can check that these systems have no equilibria
3
when a > 0.
Theorem 1. The following statements hold.
(i) The differential systems (1)–(10) exhibit a zero–Hopf bifurcation at a = 0,
more precisely for a > 0 sufficiently small they have a periodic orbit which
tends to a zero-Hopf equilibrium when a→ 0.
(ii) All the periodic solutions emerging in the zero–Hopf bifurcation are non-
hyperbolic, with the exception of the differential system (2) that has a
hyperbolic periodic solution.
(iii) All the periodic solutions in the zero–Hopf bifurcation emerge around the
zero-Hopf equilibrium point located at the origin of coordinates, with the
exception of system (10), which has the periodic solution emerging from
the zero-Hopf equilibrium point (1, 0, 0).
Another interesting aspect of some differential systems provided in [5] is
that some of them have equilibria only if the parameter a belongs to convenient
intervals. In these intervals a Hopf bifurcation occurs and a periodic solution
emerge in the system, but as a increases the equilibria disappear and the isolated
periodic solution coming from the Hopf bifurcation starts its cascade of period-
doubling. The differential systems having this behaviour are (11)–(16), in fact
for a < 5/36 system (11) has the equilibria
P± =
(
1
18
(
5±√25− 180a) , 0, 1
18
(
5±√25− 180a)) ,
such that when a = 0 the origin (P−) is an equilibrium point with eigenvalues
λ1,2 = ±i and λ3 = −1. Similarly, if a < 0 system (12) has the equilibria
P± =
(
±
√−a
2
,±
√−a
2
, 0
)
,
if a = −196 the equilibrium point P+ becomes a Hopf equilibrium with eigen-
values λ1,2 = ±i
√
7 and λ3 = −8. System (13) has the equilibria
P± =
(±√−a, 0,±√−a) ,
for a < 0. When a = −25/16 the equilibria P+ is a Hopf equilibrium with
eigenvalues λ1,2 = ±i
√
2 and λ3 = −5/4. System (14) has the equilibria
P± =
(±√−a, 0, 0) ,
for a < 0 and for a = −25 the equilibria P+ becomes a Hopf equilibrium with
eigenvalues λ1,2 = ±i
√
5 and λ3 = −2. System (15) is considered after the
statement of Theorem 2. Finally, system (16) has the equilibria
P± =
(
1
13
(
5±√25− 130a) , 0, 1
13
(
5±√25− 130a)) ,
for a < 5/26 and when a = −560/1849 the equilibrium point P− is Hopf equi-
librium with eigenvalues λ1,2 = ±i
√
3 and λ3 = −69/43.
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Theorem 2. Consider the differential systems (11)–(16). The following state-
ments hold for ε 6= 0 sufficiently small with a2 > 0.
(i) Let a = a2ε
2. System (11) has a Hopf bifurcation at a = 0 and a periodic
solution emerges from the origin of coordinates of this system.
(ii) Let a = −196 + a2ε2. System (12) has a Hopf bifurcation at a = −196
and a periodic solution emerges from the equilibrium point (−7,−7, 0).
(iii) Let a = −25
16
+ a2ε
2. System (13) has a Hopf bifurcation at a = −25
16
and
a periodic solution emerges from the equilibrium point
(
−5
4
, 0,
5
4
)
.
(iv) Let a = −25 + a2ε2. System (14) has a Hopf bifurcation at a = −25 and
a periodic solution emerges from the equilibrium point (−5, 0, 0).
(v) Let a =
8
25
+ a2ε
2. System (15) has a zero-Hopf bifurcation at a =
8
25
and a periodic solution emerges from the equilibrium point
(
4
5
,
4
5
,
4
5
)
.
(vi) Let a = − 560
1849
+ a2ε
2. System (16) has a Hopf bifurcation at a = − 560
1849
and a periodic solution emerges from the equilibrium point
(
−10
43
,−10
43
,−10
43
)
.
To illustrate graphically the relation between the periodic solutions provided
by Theorem 2 and the chaotic attractors presented in [5] we shall use system
(16) as an example. First we observe that for a < 5/26 the system has the
following equilibrium point
p0 =
(
1
13
(
5−√25− 130a) , 1
13
(
5−√25− 130a) , 1
13
(
5−√25− 130a)) .
Taking a = − 560
1849
+ a2ε
2 and ε > 0 sufficiently small system (16) has a
periodic solution as stated by Theorem 2(vi). In this case the equilibirum point
p0 exists only if 0 < ε <
23
2
√
15
6799 ≈ 0.54. For instance, taking a2 = −
560
1849
+ 2
and ε = 0.002 it can be seen that the solution of system (16) starting at (1,−1, 0)
converges to the periodic solution, see Figure 1. Increasing the value of ε, for
instance ε = 0.251 and ε = 0.511, the periodic solution increases its size and still
remains stable, see Figures 2 and 3 respectively. For all the previously values of
ε the point p0 is an equibilibrium point of system (16). However, for ε = 0.691
and ε = 0.97 the system has no equilibria and we can see that the periodic
solution starts its cascade of period-doubling, see Figure 4 and 5. Taking ε = 1
the system has a strange attractor as it is reported in [5], see Figure 6. These
solutions were plotted for 0 ≤ t ≤ 1000.
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Figure 1
Figure 2
Figure 3 Figure 4
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Figure 5 Figure 6
In the next section we present the proofs of our results.
2. The averaging theory
The averaging theory is one of the classical tools for studying the solutions
of the nonlinear dynamical systems, and in particular their periodic solutions
[11]. Here it will be used for proving Theorems 1 and 2.
We consider the differential systems in the normal form for applying aver-
aging theory
x˙ = F0(t,x) + εF1(t,x) + ε
2F2(t,x) + ε
3F3(t,x) + ε
4F˜(t,x, ε), (17)
with x in some open Ω subset of Rn, t ∈ [0,∞), ε ∈ [−ε0, ε0]. We assume Fi
and F˜ for all i = 1, 2, 3 are T –periodic in the variable t. Let x(t, z, 0) be the
solution of the unperturbed system
x˙ = F0(t,x)
such that x(0, z, 0) = z. We define M(t, z) the fundamental matrix of the linear
differential system
y˙ =
∂F0(t,x(t, z, 0))
∂x
y.
The displacement map of system (17) is defined as
d(z, ε) = x(T, z, ε)− z. (18)
In order to have d(z, ε) well defined we assume that
(H) For |ε| 6= 0 sufficiently small, there exists an open set U ⊂ Ω such that
for all z ∈ U the solution x(t, z, ε) is defined on the interval [0, t(z,ε)) with
t(z,ε) > T .
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This hypothesis is always true when the unperturbed system has a manifold of
T -periodic solutions in U . Writing the displacement map (18) in power series
of ε we obtain
d(z, ε) = g0(z) + εg1(z) + ε
2g2(z) + ε
3g3(z) + ε
4g˜(z, ε),
where for i = 0, 1, 2, 3 we have
gi(z) =M(T, z)
−1yi(T, z)
i!
, (19)
being
y0(t, z) =x(t, z, 0)− z,
y1(t, z) =M(t, z)
∫ t
0
M(τ, z)−1F1(τ,x(τ, z, 0))dτ,
y2(t, z) =M(t, z)
∫ t
0
M(τ, z)−1
[
2F2(τ,x(τ, z, 0)) + 2
∂F1
∂x
(τ,x(τ,x, 0))y1(τ, z)
+
∂2F0
∂x2
(τ,x(τ, z, 0))y1(τ, z)
2
]
dτ,
y3(t, z) =M(t, z)
∫ t
0
M(τ, z)−1
[
6F3(τ,x(τ, z, 0)) + 6
∂F2
∂x
(τ,x(τ, z, 0))y1(τ, z)
+ 3
∂2F1
∂x2
(τ,x(τ, z, 0))y1(τ, z)
2 + 3
∂F1
∂x
(τ,x(τ, z, 0))y2(τ, z)
+ 3y2(τ, z)
T ∂
2F0
∂x2
(τ,x(τ, z, 0))y1(τ, z)
+
∂3F0
∂x3
(τ,x(τ, z, 0))y1(τ, z)
3
]
dτ.
The functions g1,g2 and g3 will be called here the averaged functions of system
(17).
We say that system (17) has a periodic solution bifurcating from the point
z0 if there exists a branch of solutions z(ε) for the displacement function such
that d(z(ε), ε) = 0 and z(0) = z0.
Now we will state the theorem about the existence of periodic solutions of
system (17). The methodology used here was introduced for studying systems
such that the unperturbed part has a sub-manifold of T -periodic solutions, see
for instance [12] and [13]. Here we write the result in a way that make it more
adaptable and easy to apply. This result has been used for studying bifurcation
of periodic orbits into the Lorenz and FitzHugh–Nagumo system [14]. In [15]
this formulation is presented in a more general way. Assume m < n, and let
pi : Rm × Rn−m → Rm and pi⊥ : Rm × Rn−m → Rn−m denote the projections
onto the first m coordinates and onto the last n−m coordinates, respectively.
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For a point z ∈ U we also consider z = (a, b) ∈ Rm×Rn−m. Consider the graph
Z = {zα = (α, β(α)) : α ∈ V } ⊂ U, (20)
where V is an open set of Rm and β : V → Rn−m is a C4 function.
Theorem 3. Let r ∈ {0, 1} such that gr is the first nonzero averaged function.
In addition to hypothesis (H) assume that
(i) The averaged function gr vanishes on the graph (20). That is gr(zα) = 0
for all α ∈ V .
(ii) The Jacobian matrix
Dgr(zα) =
(
Λα Γα
Bα ∆α
)
where Λα = Dapigr(zα), Γα = Dbpigr(zα), Bα = Dapi
⊥gr(zα) and ∆α =
Dbpi
⊥gr(zα). Satisfies det(∆α) 6= 0 for all α ∈ V .
We define the functions
f1(α) =− Γα∆−1α pi⊥gr+1(zα) + pigr+1(zα),
f2(α) =
1
2
Γαγ2(α) +
1
2
∂2pigr
∂b2
(zα)γ2(α)
2 +
∂pigr+1
∂b
(zα)γ2(α) + pigr+2(zα),
γ2(α) =−∆−1α pi⊥gr+1(zα),
γ2(α) =−∆−1α
(
∂2pi⊥gr
∂b2
(zα)γ2(α)
2 + 2
∂pi⊥gr+1
∂b
(zα)γ2(α) + 2pi
⊥gr+2(α)
)
.
Then the following statements hold.
(a) If there exists α∗ ∈ V such that f1(α∗) = 0 and det (Df1(α∗)) 6= 0 then
for |ε| 6= 0 sufficiently small, there is an initial condition z(ε) ∈ U such
that z(0) = zα∗ and the solution x(t, z(ε), ε) of system (17) is T -periodic.
(b) Assume that f1 ≡ 0. If there exists α∗ ∈ V such that f2(α∗) = 0 and
det (Df2(α
∗)) 6= 0, for |ε| 6= 0 sufficiently small there is an initial condi-
tion z(ε) ∈ U such that z(0) = zα∗ and the solution x(t, z(ε), ε) of system
(17) is T -periodic.
Consider r ∈ {0, 1}, α = z and the hypothesis (H). Thus the result of the
above theorem follows even assuming that gr ≡ 0. In this case we take pi and
pi⊥ as the identity and the null operator respectively and no assumptions about
∆α. Then we have the following corollary.
Corollary 4. For r ∈ {0, 1} assume that gr ≡ 0. If there exists z∗ ∈ Ω such
that gr+1(z
∗) = 0 and Dgr+1(z∗) 6= 0 then there exists a T -periodic solution
x(t, z(ε), ε) for system (17) such that z(0) = z∗.
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The averaging theory allows to find periodic solutions for periodic non-
autonomous differential systems. However here we are interested in using it
for studying the periodic solutions bifurcating from a zero-Hopf equilibrium
point of the autonomous differential systems (1)–(16). The algorithm for doing
that is the following.
(i) First we must identify the conditions for which these systems have a zero-
Hopf equilibrium. In this paper the zero-Hopf equilibrium usually happens
when a = 0.
(ii) We translate the zero-Hopf equilibrium point at the origin the origin of
coordinates and scale the system with a small parameter ε when it is nec-
essary, because the zero-Hopf and the Hopf bifurcation and the averaging
theory needs a such small parameter.
(iii) We write the system in the cylindrical coordinates (ρ, θ, z) where (x, y, z) =
(ρ cos θ, ρ sin θ, z).
(iv) We take the angular variable θ as the new independent variable of the
differential system. Obtaining a 2-dimensional periodic non-autonomous
system
dρ
dθ
= ...,
dz
dθ
= ... in the variable θ. In this way the differential
system is written into the normal form for applying to it the averaging
theory for obtaining the periodic solutions.
(v) Going back through the change of variables we get the periodic solutions
bifurcating from the zero-Hopf equilibrium.
3. Proof of Theorem 1
The proof of Theorem 1 for systems (1)-(4) and (6)-(10) can be obtained
using Corollary 4 with r = 0 which is equivalent with the classical averaging
theory as we shall see. We start proving Theorem 1 for system (10).
Proof of Theorem 1 for system (10). We take a = a2ε
2 with a2 > 0 and ε > 0
sufficiently small. First we translate the point p = (1, 0, 0) to the origin of
coordinates then we use the change of variables
(x, y, z) = ε
(
19X
9
+ Z,X −
√
10Y
3
,
19
√
10Y
30
)
,
into the differential system (10) writes
X˙ =− 3Y√
10
+
1
171
ε
((
10X + 3
√
10Y
)
(19X + 9Z)− 90a2
)
,
Y˙ =
3X√
10
+
ε
((
10X + 3
√
10Y
)
(19X + 9Z)− 90a2
)
57
√
10
, (21)
10
Z˙ =
1
81
ε
(
90a2 −
(
10X + 3
√
10Y
)
(19X + 9Z)
)
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (21) writes
ρ˙ =
1
342
ε
(
−18a2
(
3
√
10 sin θ + 10 cos θ
)
+ 9ρz
(
6
√
10 sin(2θ) + cos(2θ) + 19
)
+19ρ2 cos θ
(
6
√
10 sin(2θ) + cos(2θ) + 19
))
,
θ˙ =
3√
10
+
ε
1710ρ
(
ρ
(
3
√
10 sin θ + 10 cos θ
)
(19ρ cos θ + 9z)− 90a2
)
(
3
√
10 cos θ − 10 sin θ
)
,
z˙ =
1
81
ε
(
90a2 − ρ
(
3
√
10 sin θ + 10 cos θ
)
(19ρ cos θ + 9z)
)
.
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ε
513
√
5
2
(
ρ
(
6
√
10 sin(2θ) + cos(2θ) + 19
)
(19ρ cos θ + 9z)
−18a2
(
3
√
10 sin θ + 10 cos θ
))
+O(ε2),
z′ =
ε
243
√
10
(
90a2 − r
(
3
√
10 sin θ + 10 cos θ
)
(19r cos θ + 9z)
)
+O(ε2),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions g0 ≡ 0 and g1(z) =
√
10pi
(
1
3
ρz,
10
243
(
18a2 − 19ρ2
))
. The averaged func-
tion g1 has the solutions z± = ±
(
3
√
2a2
19
, 0
)
. The result follows by taking
r = 0 and z∗ = z+ and applying Corollary 4. The periodic solution is non-
hyperbolic. The eigenvalues of the Jacobian matrix Dg1(z+) are ±20
9
i
√
a2.
Proof of Theorem 1 for systems (1)-(4) and (6)-(9). The proof of Theorem 1
for systems (1)-(4) and (6)-(9) is similar to the proof of Theorem 1 for system
(10). It can be done using Corollary 4 with r = 0 and analogous computations.
The reader can check in Theorem 1.1 of [10] the proofs for these systems using
classical first order averaging. The authors also provide approximations for the
periodic solutions found.
Now we prove Theorem 1 for system (5). This proof is not provided in [10]
because the classical averaging theory does not provide information for this case.
We shall prove this result using statement (b) of Theorem 3.
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Proof of Theorem 1 for system (5). Using the change of variables (x, y, z) =
ε
(
x+ y,−y,−2z) the differential system (5) writes
X˙ =− 2Y + 1
2
ε
(
a2 − Y 2 + 4Z2
)
,
Y˙ =2X, (22)
Z˙ =
1
2
ε
(−a2 + Y 2 − 4Z2) .
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (22) becomes
ρ˙ =ε
1
2
cos θ
(
a2 − ρ2 sin2 θ + 4z2
)
,
θ˙ =2− ε sin θ
(
a2 − ρ2 sin2 θ + 4z2
)
2ρ
,
z˙ =ε
1
2
(−a2 + ρ2 sin2 θ − 4z2) .
This differential system can be reduced to the normal form for applying averag-
ing theory. Taking θ as the new independent variable we obtain the differential
system
ρ′ =ε
1
4
cos θ
(
a2 − ρ2 sin2 θ + 4z2
)
+ ε2
sin θ cos θ
(
a2 − ρ2 sin2 θ + 4z2
)2
16ρ
+ ε3
sin2 θ cos θ
(
a2 − ρ2 sin2 θ + 4z2
)3
64ρ2
+O(ε4),
z′ =ε
1
4
(−a2 + ρ2 sin2 θ − 4z2)+ ε2 − sin θ (a2 − ρ2 sin2 θ + 4z2)2
16ρ
(23)
+ ε3
sin2 θ
(−a2 + ρ2 sin2 θ − 4z2)3
64ρ2
+O(ε4),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =(0, 0),
g1(z) =pi
(
0,−a2
2
+
ρ2
4
− 2z2
)
,
g2(z) =
(
0,
1
2
pi2z
(
2a2 − ρ2 + 8z2
))
,
g3(z) =
( pi
96ρ
(
24a22(ρ+ z) + 4a2
(−7ρ3 + 48z3 + 96ρz2 − 12ρ2z)+ 8ρ5 + 384z5
+ 1152ρz4 − 192ρ2z3 − 208ρ3z2 + 15ρ4z, pi
4608ρ
(
3ρ
(
8
(
15− 32pi2) a22
12
+4
(
64pi2 − 23)a2ρ2 + (5− 64pi2) ρ4)− 128z (9a22 − 18a2ρ2 + 10ρ4)
+ 9216z3
(
ρ2 − a2
)
+ 48ρz2
((
60− 256pi2) a2 + (128pi2 − 47) ρ2)
−18432z5+ 1152 (5− 32pi2) ρz4) ).
Consider the graphZ =
{
zα = (α, β(α)) : β(α) =
√
α2 − 2a2
8
and α ≥ √2a2
}
.
For all α ≥ √2a2 the averaged function g1(zα) = (0, 0). Then taking r = 1
in Theorem 3 we compute the bifurcation functions f1(α) = 0 and f2(α) =
piα2
64
√
α2 − 2a2
2
. For α∗ =
√
2a2 we have f2(α
∗) = 0 and the derivative of f2
goes to infinity at α∗, so it is a simple zero of f2. Thus applying statement (b)
of Theorem 3 we have that system (23) has a periodic solution bifurcating from
point z∗α. Consequently, going back through the change of variables we have the
existence of a periodic solution of system (5).
4. Proof of Theorem 2
Proof of Theorem 2 statement (i). Using the change of variables (x, y, z) = ε
(
X+
Z,−Y + Z, 2Z) the differential system (11) writes
X˙ =− Y + ε
10
(5a2 − 2(X + Z)(5Y − 14Z)),
Y˙ =X +
ε
10
(2(X + Z)(5Y − 14Z)− 5a2), (24)
Z˙ =Z +
ε
10
(2(X + Z)(5Y − 14Z)− 5a2).
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (24) becomes
ρ˙ =
ε
10
ε(cos θ − sin θ) (5a2 + 28ρz cos θ − 10ρ sin θ(ρ cos θ + z) + 28z2) ,
θ˙ =1 +
ε
10ρ
(sin θ + cos θ)
(−5a2 − 28ρz cos θ + 10ρ sin θ(ρ cos θ + z)− 28z2) ,
z˙ =z +
ε
10
(2(5ρ sin θ − 14z)(ρ cosθ + z)− 5a2).
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ε
10
(cos θ − sin θ) (5a2 + 28z2 + 28ρz cos θ − 10ρ sin θ(ρ cos θ + z))
+ ε2
(cos θ − sin θ)(sin θ + cos θ)
100ρ
(
5a2 − 5ρ2 sin(2θ) + 28z2 − 10ρz sin θ
+28ρz cos θ)
2
+O(ε3), (25)
13
z′ =z + ε
(−5a2 − 28z2 − 28ρz cos θ + 10ρ sin θ(ρ cos θ + z))
(ρ− z(sin θ + cos θ))
10ρ
+ ε2
(sin θ + cos θ)(−ρ+ z sin θ + z cos θ)
100ρ2(
5a2 − 5ρ2 sin(2θ) + 28z2 − 10ρz sin θ + 28ρz cos θ
)2
+O(ε3),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =
(
0,
(
1− e−2pi) z) ,
g1(z) =
(
1
25
(
e2pi − 1) z (71ρ+ 42 (1 + e2pi) z) ,(
e2pi − 1)
50ρ
(−25a2ρ+ 10ρ3 + 28 (e2pi + e4pi) z3 − 94e2piρz2)) ,
g2(z) =
(
− a2
7800ρ
(
156
(−71 + 71e2pi − 95pi) ρ2 + 28 (127− 195e4pi + 68e6pi) z2
+3
(
1591− 6474e2pi + 4883e4pi) ρz)+ 1
26002860000ρ
(52005720(−284 + 284e2pi + 5pi) ρ4 + (e8pi (4823− 2226e2pi + 806e6pi)− 3403) z4
8453760+ 38584
(
e6pi
(
1308320+ 1767897e2pi − 1169940e4pi + 90712e6pi)
−1996989)ρz3 − (759163 + 666540e4pi − 1872448e6pi + 446745e8pi)
100011ρ2z2 + 8000880 (epi − 1) (1 + epi) (4799 + 10883e2pi) ρ3z) ,
− e
3pia22z sinh(pi)
10ρ2
+
1
38646750675000ρ2
(
6956415121500
(
e2pi − 1) ρ5
+ 61590200e2pi
(
e8pi
(
1258803− 454104e2pi − 409955e4pi + 230724e6pi)
−625468)z5 + 1764476e2pi (e6pi (61818120+ 35320311e2pi − 60289650e4pi
+256360e6pi
)− 37105141)ρz4 − 500055e2pi (−41423181− 3714436e4pi
+16341616e6pi + 19305793e8pi + 9490208e10pi
)
ρ2z3 − 3216040e5piρ3z2
sinh(pi)(153644891− 120359184 sinh(2pi) + 31576438 cosh(2pi))
−204805250e2pi (−784488+ 784488e2pi + 61013pi)ρ4z)+ (−2403375(
e2pi − 1) ρ3 + (−13030+ 21489e4pi − 4988e6pi − 4147e8pi + 676e10pi) z3
357e2pi − 986e5piρz2 sinh(pi)(19421− 3834 sinh(2pi) + 12388 cosh(2pi))
+11310e2pi
(−1627 + 1627e2pi − 6375pi) ρ2z) a2
9613500ρ2
)
.
Consider the graph Z = {zα = (α, β(α)) : β(α) = 0 and α > 0}. For all α > 0
the function g0(zα) = (0, 0) then taking r = 0 in Theorem 3 we compute the
bifurcation functions f1(α) = 0, and f2(α) =
α
500
(
10
(
71e2pi
(
e2pi − 2) + 95pi +
71
)
a2 −
(
284e2pi
(
e2pi − 2)− 5pi + 284)α2).
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For α∗ =
√
5a2
2
(
1 +
385pi
284e2pi (e2pi − 2)− 5pi + 284
)
we have f2(α
∗) = 0
and Df2(α
∗) 6= 0. Thus applying statement (b) of Theorem 3 we have that
system (25) has a periodic solution bifurcating from point zα∗ . Consequently,
going back through the change of variables we have the existence of a periodic
solution to system (11).
Proof of Theorem 2 statement (ii). First we translate the point (−7,−7, 0) to
the origin of coordinates. Then we use the change of variables (x, y, z) = ε
(
8X+
Z,X +
√
7Y − Z/7,−8 (√7Y + Z) ) the differential system (12) writes
X˙ =−
√
7Y +
ε
568
(
7a2 − 4
(
336X2 − 98
√
7XY + 128XZ + 98Y 2 − 2
√
7Y Z
+ 7Z2
))
,
Y˙ =
√
7X +
ε
3976
√
7
(
60
(
336X2 − 98√7XY + 128XZ + 98Y 2 − 2√7Y Z
+ 7Z2
)
− 105a2
)
, (26)
Z˙ =− 8Z + ε
71
(
4
(
336X2 − 98
√
7XY + 128XZ + 98Y 2 − 2
√
7Y Z + 7Z2
)
− 7a2
)
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (26) becomes
ρ˙ =
ε
27832
(
4ρz
(
1009
√
7 sin(2θ)− 3031 cos(2θ)− 3241
)
+ 28ρ2
(√
7(509 sin θ + 299 sin(3θ))− 2303 cosθ − 49 cos(3θ)
)
+ 7
(
a2 − 4z2
) (
49 cos θ − 15
√
7 sin θ
))
,
θ˙ =
√
7− ε
27832ρ
(
49 sin θ + 15
√
7 cos θ
) (
7
(
a2 − 4
(
31ρ2 + z2
))− 476ρ2 cos(2θ)
−512ρz cos θ + 8
√
7ρ sin θ(49ρ cos θ + z)
)
,
z˙ =− 8z + ε
71
(−7a2 + 476ρ2 cos(2θ) + 868ρ2 + 28z2 + 512ρz cos θ
− 8√7ρ sin θ(49ρ cos θ + z)
)
.
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ε
27832
√
7
(
28ρ2
(√
7(509 sin θ + 299 sin(3θ))− 2303 cosθ − 49 cos(3θ)
)
+ 4ρz
(
1009
√
7 sin(2θ)− 3031 cos(2θ)− 3241
)
+ 7
(
a2 − 4z2
)
15
(
49 cos θ − 15√7 sin θ
))
+O(ε2), (27)
z′ =− 8z√
7
− ε
24353ρ
((
49
(√
7ρ+ z sin θ
)
+ 15
√
7z cos θ
) (
a2 − 4
(
31ρ2 + z2
)
7− 476ρ2 cos(2θ)− 512ρz cos θ + 8
√
7ρ sin θ(49ρ cos θ + z)
)
+O(ε2),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =
(
0,
(
1− e16pi/
√
7
)
z
)
,
g1(z) =
(
97
(
e
− 32pi√
7 − 1
)
z2
37346
−
13541
(
1− e− 16pi√7
)
ρz
182896
,
e
− 48pi√
7
168355768ρ(
e
16pi√
7 − 1
)(
90209e
32pi√
7 ρ
(
4724ρ2 − 23a2
)
+ 1488928z3+ 8e
16pi√
7 z2
(7509965ρ+ 186116z)
))
,
g2(z) = (H1(z), H2(z)) .
where the functions H1 and H2 are provided in the appendix.
Consider the graph Z = {zα = (α, β(α)) : β(α) = 0 and α > 0}. For all α >
0 the function g0(zα) = (0, 0) then taking r = 0 in Theorem 3 we compute the
bifurcation functions f1(α) = 0, and
f2(α) =
e
− 32pi√
7 α
2389353344
(
189574e
16pi√
7
(
23a2 − 4724α2
)− 94787 (23a2 − 4724α2)
+e
32pi√
7
(
26128
√
7pi
(
23a2 − 17684α2
)− 94787 (23a2 − 4724α2))) .
The bifurcation function f2 has the positive solution
α∗ =
1
2
√√√√√ 23a2
(
e
32pi√
7
(
26128
√
7pi − 94787)+ 189574e 16pi√7 − 94787)
e
32pi√
7
(
115511888
√
7pi − 111943447)+ 223886894e 16pi√7 − 111943447
≈0.0288042√a2,
such that Df2(α
∗) ≈ −0.002a2 6= 0. Thus applying statement (b) of Theorem
3 we have that system (27) has a periodic solution bifurcating from point z∗α.
Consequently, going back through the change of variables we have the existence
of a periodic solution to system (12).
Proof of Theorem 2 statement (iii). After translating the point (−5/4, 0, 5/4)
to the origin of coordinates we use the change of variables (x, y, z) = ε
(
Y +
Z,
5Z
4
−√2X,Y − 41Z
16
)
, then the differential system (13) writes
X˙ =−
√
2Y +
ε
(
320a2 + 12
√
2X(32Y + 13Z)− 320Y 2 + 20Y Z + 625Z2)
912
√
2
,
16
Y˙ =
√
2X +
ε
(−320a2 − 12√2X(32Y + 13Z) + 5 (64Y 2 − 4Y Z − 125Z2))
1140
,
(28)
Z˙ =− 5Z
4
+
ε
(
320a2 + 12
√
2X(32Y + 13Z)− 320Y 2 + 20Y Z + 625Z2)
1140
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (28) becomes
ρ˙ =
ε
9120
(
5
(
64a2 + 125z
2
) (
5
√
2 cos θ − 8 sin θ
)
+ 32ρ2 sin θ
(
−73
√
2 sin(2θ)
+20 cos(2θ) + 100) + 2ρz
(
−287
√
2 sin(2θ) + 430 cos(2θ) + 350
))
,
θ˙ =
√
2 +
ε
9120ρ
(
5
√
2 sin θ + 8 cos θ
) (
320a2 + 625z
2 + 4ρ (5 sin θ(z − 16ρ sin θ)
+3
√
2 cos θ(32ρ sin θ + 13z)
))
,
z˙ =− 5z
4
+
ε
1140
(
4ρ
(
5 sin θ(z − 16ρ sin θ) + 3
√
2 cos θ(32ρ sin θ + 13z)
)
+ 320a2 + 625z
2
)
.
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ε
9120
√
2
(
− 2560a2 sin θ +
√
2 cos θ
(
1600a2 + 3125ρ
4z2 − 1148ρ3z sin θ
−1168ρ2)+ 700ρ3z + 4ρ2 (292√2 cos(3θ) + 50 sin θ (16− 25ρ2z2)
+5 cos(2θ)(32 sin θ + 43ρz))
)
+
ε2
83174400
√
2ρ
(
−2560a2 sin θ +
√
2 cos θ(
1600a2 + 3125ρ
4z2 − 1148ρ3z sin θ − 1168ρ2)+ 700ρ3z + 4ρ2(
292
√
2 cos(3θ) + 50 sin θ
(
16− 25ρ2z2)+ 5 cos(2θ)(32 sin θ + 43ρz)))
+
(
sin θ
(
1600a2 + 3125ρ
4z2 + 2336ρ2 cos(2θ) + 736ρ2
)
+ 20
√
2 cos θ(
64a2 + 125ρ
4z2 + ρ2 sin θ(32 sin θ + 43ρz)
)
+ 2ρ3z(287 cos(2θ) + 337)
)
+O(ε3), (29)
z′ =− 5z
4
√
2
+
ε 1024
36480
√
2ρ2
((
10a2 + ρ
2
(
6
√
2 sin(2θ)− 5
)
+ 5ρ2 cos(2θ)
)
− 16ρz(
−780a2 sin θ + 6
√
2
(
200a2 − 141ρ2
)
cos θ + ρ2 (1265 sin θ + 525 sin(3θ)
+534
√
2 cos(3θ)
))
+ 1875ρ5z3
(
13 sin θ − 20
√
2 cos θ
)
+ 2ρ4z2(
1221
√
2 sin(2θ)− 4875 cos(2θ) + 5515
)
+
ε2
665395200ρ3
(
(sin θ (1600a2
17
+3125ρ4z2 + 2336ρ2 cos(2θ) + 736ρ2
)
+ 20
√
2 cos θ
(
64a2 + 125ρ
4z2
+ρ2 sin θ(32 sin θ + 43ρz)
)
+ 2ρ3z(287 cos(2θ) + 337)
)(
ρ
(
5
√
2z sin θ(
2496a2 + 4875ρ
4z2 − 4048ρ2)− 24z cos θ (1600a2 + 3125ρ4z2 − 1128ρ2)
+12ρ sin(2θ)
(
407ρ2z2 + 1024
)
+ 10
√
2ρ cos(2θ)
(
512− 975ρ2z2)
−8400
√
2ρ2z sin(3θ)− 17088ρ2z cos(3θ)
)
+ 10
√
2
(
1024a2 + 1103ρ
4z2
− 512ρ2)))+O(ε3),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =
(
0,
(
1− e 5pi2√2
)
z
)
,
g1(z) =
(
ρ3z
(
−95625e− 5pi√2√2ρz + 95625√2ρz − 121264e− 5pi2√2 + 121264
)
2558160
,
e
− 15pi
2
√
2
15348960ρ2
(
e
5pi
2
√
2 − 1
)(
22528e
5pi√
2
(
153a2 − 112ρ2
)− 3538125√2ρ5z3
−15e 5pi2√2 ρ4z2
(
235875
√
2ρz − 240416
)))
,
g2(z) = (I1(z), I2(z)) .
where the functions I1 and I2 are provided in the appendix. Consider the
graph Z = {zα = (α, β(α)) : β(α) = 0 and α > 0}. For all α > 0 the function
g0(zα) = (0, 0) then taking r = 0 in Theorem 3 we compute the bifurcation
functions f1(α) = 0, and
f2(α) =
e
− 5pi
2
√
2
633798675
(
44096
(
153αa2 − 112α3
)
+ 8e
5pi
2
√
2α
(
5512
(
112α2 − 153a2
)
+14535pi
√
2
(
306a2 − 131α2
)))
.
The bifurcation function f2 has the positive solution
α∗ =3
√√√√√34a2
(
e
5pi
2
√
2
(
14535
√
2pi − 2756)+ 2756)
e
5pi
2
√
2
(
1904085
√
2pi − 617344)+ 617344 ,
such that Df2(α
∗) ≈ −0.47a2 6= 0. Thus applying statement (b) of Theorem
3 we have that system (29) has a periodic solution bifurcating from point z∗α.
Consequently, going back through the change of variables we have the existence
of a periodic solution to system (13).
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Proof of Theorem 2 statement (iv). First we translate the point (−5, 0, 0) to the
origin of coordinates, then using the change of variables (x, y, z) = ε
(
− X√
5
+
Y√
5
− Z
2
, X + Y + Z,
√
5X −√5Y − 2Z
)
the differential system (14) writes
X˙ =−
√
5Y − ε
(
2
√
5 + 5
)
1800
√
5
(
20
(√
5 + 6
)
X2 − 100a2 − 20
(√
5− 6
)
Y 2
+2X
(
80Y + 125Z + 2
√
5Z
)
+
(
250− 4
√
5
)
Y Z + 85Z2
)
,
Y˙ =
√
5X − ε
(
2
√
5− 5)
1800
√
5
(
20
(√
5 + 6
)
X2 − 100a2 − 20
(√
5− 6
)
Y 2
+2X
(
80Y + 125Z + 2
√
5Z
)
+
(
250− 4√5
)
Y Z + 85Z2
)
, (30)
Z˙ =− 2Z + 1
450
ε
(
20
(√
5 + 6
)
X2 − 100a2 + 2X
(
80Y + 125Z + 2
√
5Z
)
−20
(√
5− 6
)
Y 2 +
(
250− 4
√
5
)
Y Z + 85Z2
)
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (30) becomes
ρ˙ =
ε
1800
(
5
(
20a2 − 17z2
) ((√
5 + 2
)
cos θ −
(√
5− 2
)
sin θ
)
−2√5ρ2
(
3
(√
5 + 10
)
sin(3θ) +
(
37
√
5− 50
)
sin θ − 3
(√
5− 10
)
cos(3θ)
+
(
37
√
5 + 50
)
cos θ
)
− 2ρz
(
240 sin(2θ) + 129
√
5 cos(2θ) + 260
))
,
θ˙ =
√
5− ε
1800
√
5ρ
((
2
√
5− 5
)
cos θ −
(
2
√
5 + 5
)
sin θ
) (
120ρ2 − 100a2
+2ρ
(
10
√
5ρ cos(2θ) + cos θ
(
80ρ sin θ +
(
2
√
5 + 125
)
z
)
+
(
125− 2√5
)
z sin θ
)
+ 85z2
)
,
z˙ =− 2z + ε
450
(
−100a2 + 120ρ2 + 2ρ
(
10
√
5ρ cos(2θ) + cos θ (80ρ sin θ
+
(
2
√
5 + 125
)
z
)
+
(
125− 2
√
5
)
z sin θ
)
+ 85z2
)
.
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ε
1800
√
5
(
5
(
20a2 − 17z2
) ((√
5 + 2
)
cos θ −
(√
5− 2
)
sin θ
)
− 2
√
5ρ2(
3
(√
5 + 10
)
sin(3θ) +
(
37
√
5− 50
)
sin θ − 3
(√
5− 10
)
cos(3θ) + cos θ
19
(
37
√
5 + 50
))
− 2ρz
(
240 sin(2θ) + 129
√
5 cos(2θ) + 260
))
+O(ε3),
z′ =− 2
√
5z
25
+
ε
4500
√
5ρ
(
10ρ+
(
2
√
5 + 5
)
z sin θ +
(
5− 2
√
5
)
z cos θ
)(
120ρ2
− 100a2 + 85z2 + 2ρ
(
10
√
5ρ cos(2θ) + cos θ
(
80ρ sin θ +
(
2
√
5 + 125
)
z
)
+
(
125− 2
√
5
)
z sin θ
))
− ε2
((
2
√
5− 5) cos θ − (2√5 + 5) sin θ)
40500000
√
5ρ2
(
− 10ρ
−
(
2
√
5 + 5
)
z sin θ +
(
2
√
5− 5
)
z cos θ
) (
120ρ2 − 100a2 + 85z2 + z sin θ(
125− 2
√
5
)
+ 2ρ
(
10
√
5ρ cos(2θ) + cos θ
(
80ρ sin θ +
(
2
√
5 + 125
)
z
)))2
+O(ε3),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =
(
0, (1− e 4pi√5 )z
)
,
g1(z) =
(
e
− 12pi√
5
12600ρ
(
1− e 4pi√5
)(
140e
8pi√
5 ρ
(
10a2 +
(√
5− 12
)
ρ2
)
+ 34
(
1 + e
4pi√
5
)
(√
5− 10
)
z3 − 7
(
27
√
5 + 412
)
e
4pi√
5 ρz2
)
− e
− 8pi√
5
25200
(
e
4pi√
5 − 1
)
z(
7e
4pi√
5
(
123
√
5 + 520
)
ρ+ 170
(
1 + e
4pi√
5
)(
2
√
5 + 1
)
z
))
,
g2(z) = (J1(z), J2(z)) .
where the functions J1 and J2 are provided in the appendix.
Consider the graph Z = {zα = (α, β(α)) : β(α) = 0 and α > 0}. For all α >
0 the function g0(zα) = (0, 0), then taking r = 0 in Theorem 3 we compute the
bifurcation functions f1(α) = 0, and
f2(α) =
e
− 8pi√
5α
324000
((
956
√
5 + 5625
)
α2 + 2e
4pi√
5
(
10
(
123
√
5 + 520
)
a2−(
956
√
5 + 5625
)
α2
)
+ e
8pi√
5
((
956
√
5 + 5625
)
α2 + 180pi
√
5
(
8a2 − 19α2
)
−10
(
123
√
5 + 520
)
a2
)
− 10
(
123
√
5 + 520
)
a2
)
.
The bifurcation function f2 has the positive solution α
∗ =√√√√√10a2
(
e
8pi√
5
(
144pi
√
5− 123√5− 520)− 123√5 + 2e 4pi√5 (123√5 + 520)− 520)
e
8pi√
5
(
3420pi
√
5− 956√5− 5625)− 956√5 + 2e 4pi√5 (956√5 + 5625)− 5625
≈ 0.369082√a2,
20
such that Df2(α
∗) ≈ −0.01a2 6= 0. Thus applying statement (b) of Theorem
3 we have that system (27) has a periodic solution bifurcating from point z∗α.
Consequently, going back through the change of variables we have the existence
of a periodic solution to system (12).
Proof of Theorem 2 statement (v). First we translate the equilibrium point
(4/5, 4/5, 4/5) to the origin. Then using the change of variables (x, y, z) =
ε
(
Z−2Y,√3X+Y +ZY, (−√3)X+Y +Z) the differential system (15) writes
X˙ =− 1
5
(
4
√
3Y
)
+
ε
(
3X2 − 2√3X(Y − 2Z)− 3Y (Y + 4Z))
4
√
3
,
Y˙ =
4
√
3X
5
+
1
4
ε
(
−X2 − 2√3X(Y − 2Z) + Y (Y + 4Z)
)
, (31)
Z˙ =ε
(
a2 − 2
(
X2 + Y 2
)
+
Z2
2
)
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (31) becomes
ρ˙ =
ε
4
ρ
(
−ρ sin(3θ) +
√
3ρ cos(3θ) + 4z
)
,
θ˙ =
4
√
3
5
+
ε
4
(√
3(4z − ρ sin(3θ))− ρ cos(3θ)
)
,
z˙ =ε
(
a2 − 2ρ2 + z
2
2
)
.
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
5ρε
(−ρ sin(3θ) +√3ρ cos(3θ) + 4z)
16
√
3
+O(ε2),
z′ =
5ε
(
2a2 − 4ρ2 + z2
)
8
√
3
+O(ε2),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions g0 ≡ 0 and g1(z) = pi
(
5rz
2
√
3
,
5
(
2a2 − 4r2 + z2
)
4
√
3
)
. The averaged func-
tion g1 has the solutions z± = ±
(
ω
√
a2
2
, 0
)
. The result follows by taking
r = 0 and z∗ = z+ and applying Corollary 4. The eigenvalues of Dg1(z+) are
±i5
√
a2
6
.
Proof of Theorem 2 statement (vi). First we translate to the origin of coordi-
nates the point (−10/43,−10/43,−10/43). Then using the change of variables
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(x, y, z) = ε
(
X + Z,−X
2
+
√
3Y
2
+Z,−X
2
−
√
3Y
2
+ Z
)
the differential system
(16) writes
X˙ = −
√
3Y +
ε
40
(
−13X2 + 26
√
3XY + 86XZ + 13Y 2 + 86
√
3Y Z
)
,
Y˙ =
√
3X +
ε
40
(
13
√
3X2 + 26XY − 86
√
3XZ − 13
√
3Y 2 + 86Y Z
)
, (32)
Z˙ = − 69
43
Z +
ε
40
(
40a2 − 43
(
X2 + Y 2
)
+ 52Z2
)
.
Using the cylindrical change of variables (X,Y, Z) =
(
ρ cos θ, ρ sin θ, z
)
where
ρ > 0, system (32) becomes
ρ˙ =ε
ρ
40
(
13
√
3ρ sin(3θ)− 13ρ cos(3θ) + 86z
)
,
θ˙ =
√
3 +
ε
40
(
13ρ
(
sin(3θ) +
√
3 cos(3θ)
)
− 86√3z
)
,
z˙ =− 69
43
z + ε
(
a2 +
1
40
(
52z2 − 43ρ2)) .
This differential system can be reduced to the normal form for applying the
averaging theory. Taking θ as the new independent variable we obtain the
differential system
ρ′ =
ερ
40
√
3
(
13
√
3ρ sin(3θ)− 13ρ cos(3θ) + 86z
)
+
ε2ρ
4800
(
13ρ
(
cos(3θ)
−√3 sin(3θ)
)
− 86z
)(
13ρ
(
sin(3θ) +
√
3 cos(3θ)
)
− 86√3z
)
+O(ε3)
z′ =− 23
√
3
43
z +
ε
5160
(
43
√
3
(
40a2 − 43
(
ρ2 + 2z2
))
+ 897ρz
(
sin(3θ) (33)
+
√
3 cos(3θ)
))
+
ε2
206400
(
13ρ
(
344
(
28z2 − 5a2
) (
sin(3θ) +
√
3 cos(3θ)
)
+1849ρ2
(
sin(3θ) +
√
3 cos(3θ)
)− 299ρz (3 sin(6θ) +√3 cos(6θ)))
−4
√
3z
(
41697ρ2 + 79507z2 − 36980a2
))
+O(ε3),
here the derivatives are taken with respect to θ. Using (19) we write the func-
tions
g0(z) =
(
0,
(
1− e 46
√
3pi
43
)
z
)
,
g1(z) =
(
1849
1380
(
1− e− 143 (46
√
3pi)
)
ρz,
(
e
46
√
3pi
43
(
40a2 − 43ρ2
)− 86z2)
(
e
46
√
3pi
43 − 1
) 43e− 143 (92√3pi)
2760
)
,
g2(z) =
(
1849e−
1
43 (184
√
3pi)ρ
266008808721600
(
e
184
√
3pi
43
(
11640097
(
240
(
46
√
3pi − 43
)
a2
22
+19651z2
)− 3003145026(46√3pi − 43)ρ2 + 45396995982ρz)
+22989e
138
√
3pi
43
(
130634
(
40a2 − 43ρ2
)− 2456883ρz)+ 172180314824
e
46
√
3pi
43 z2 − 64567618059z2+ 4557e 92
√
3pi
43 z(2432365ρ− 73810016z)
)
,
e−
1
43 (230
√
3pi)
446414827786341650812800
(
e
184
√
3pi
43
(
−
(
60
(
391
√
3pi − 1849
)
a2
+75809z2
)
6719819923969996144z+ 69703216719171814113816ρ3
.+ 67860377243786125751610ρz2− 10446454479ρ2z(
70137521867896
√
3pi − 252393774165
))
− 4245723465e 138
√
3pi
43 z
(175587701015104a2+ 61893ρ(10033543ρ.+ 666198742z))
−69703216719171814113816e 230
√
3pi
43 ρ3 + 400704542021311862565756z3
+1951360992537417972e
92
√
3pi
43 z2(79833ρ+ 329509z)
−336382138219685488e 46
√
3pi
43 z2(144417ρ+ 1588291z)
))
.
Consider the graph Z = {zα = (α, β(α)) : β(α) = 0 and α > 0}. For all α > 0
the function g0(zα) = (0, 0), then taking r = 0 in Theorem 3 we compute the
bifurcation functions f1(α) = 0, and
f2(α) =
1849e−
92
√
3pi
43
3808800
(
e
92
√
3pi
43
(
46
√
3pi − 43
)
+ 86e
46
√
3pi
43 − 43
)
α
(
40a2 − 43α2
)
.
For α∗ = 2
√
10a2
43
we have f2(α
∗) = 0 and Df2(α∗) 6= 0. Thus applying
statement (b) of Theorem 3 we have that system (33) has a periodic solution
bifurcating from point z∗α. Consequently, going back through the change of
variables we have the existence of a periodic solution to system (16).
5. Conclusions
In this paper we use recent results in averaging theory (Theorem 3) for
studying the zero-Hopf and the Hopf bifurcation of the sixteen 3-dimensional
differential systems provided by Jafari et al [5] in 2013. These systems have
equilibria only for a certain choice of the parameter a, and we show that under
some conditions a periodic solution emerges in either a zero-Hopf or a Hopf
bifurcation exhibits by the system and after the equilibria disappear. Moreover,
we show graphically that the periodic orbit which is born in such bifurcations
is the origin of a period doubling cascade which originates the chaotic motion
in those differential systems.
Here we illustrated how the averaging theory is useful for studying the peri-
odic orbits which bifurcate from a zero-Hopf or from a Hopf equilibrium point.
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The averaging method here presented does not provide information on the pe-
riodic solutions of system SNE 14 of [5], in the future we shall try to improve
the averaging theory in order to apply it that differential system.
Appendix
Here we present the coordinate functions of g2 that appears in the proof of
statements (ii), (iii) and (iv) of Theorem 2.
H1(z) = −13541a2ρ
14840704
+
pia2ρ
568
√
7
+ e
− 32pi√
7
(
899a2z
2
40086032ρ
− 597507923a2z
47083369573856
−703742848467097925ρz
2
31898417885852553728
+
3392361662905917ρ2z
116684360646408632
)
− 189618713a2z
2
10586680965168ρ
+ e
− 48pi√
7
(
− 42083a2z
2
9319261413ρ
− 46840313877851z
3
38980159313748576
+
1820956889005487ρz2
115614906197860608
)
+ e
− 16pi√
7
(
13541a2ρ
14840704
+
4046213933a2z
6557112770432
− 15991921ρ
3
85334048
− 23113407207573ρ
2z
195893744016656
)
− 47497703966367a2z
78588870014419072
+
15991921ρ3
85334048
− 4421piρ
3
3266
√
7
− 16264e
−16√7piz4
1048694353ρ
+
247945373z4
13482014602168ρ
− 19453239836e
−
96pi√
7 z3
118452839157093
+
45877191435540374951287ρz2
2993773813265605489598976
+
19660203760820886413604205145z3
21759296009409979593131149751776
+
89976430564062929487ρ2z
1011920113914411773456
+ e
− 64pi√
7
(
− 1739z
4
74243848ρ
+
8088305746441z3
6482324361591568
− 112649333870939ρz
2
12499380049315264
)
+ e
− 80pi√
7
(
306340z4
14913732967ρ
− 6272329328873z
3
7986095211566962
)
,
H2(z) = e
− 32pi√
7
(
− 20409a
2
2z
806731394ρ2
− 13593232675a2z
2
5737473674128ρ
+
8622181081a2z
2254007514836
+
121148255304709ρz2
171407026014574
− 9933070595407ρ
2z
207368691364912
)
+ e
− 16pi√
7
(
20409a22z
806731394ρ2
+
17031a2ρ
927544
+
12143784230186761a2z
3
316096608568406160880ρ2
+
354453085049431a2z
2
207977542894816233ρ
− 8622181081a2z
2254007514836
+
97pia2z
3479
√
7
− 54536545ρ
3
14724761
− 24457919708879017z
5
595620109778216080404ρ2
− 224198124665220307732284401468z
4
102793760349089735962832109971811ρ
− 116238165545186323672338583z
3
2690539476878912070359141040
− 253261733610700641411573827ρz
2
740098259404736722171720962
24
+
9933070595407ρ2z
207368691364912
− 157357637piρ
2z
17043621
√
7
)
− 17031a2ρ
927544
+ e
− 48pi√
7
(
− 653124039a2z
3
9704487615928ρ2
+
4436646543253a2z
2
3790211250695408ρ
+
269509153422410091z3
3488889456265123064
−56593678003503976ρz
2
102098815565607553
)
+ e
− 96pi√
7
(
− 1004634a2z
3
132200451845ρ2
− 9002928z
5
104396130769ρ2
+
16223479764z4
4620818852783ρ
+
42924541078z3
14145448347415
)
+ e
− 80pi√
7
(
− 93459a2z
3
39052264048ρ2
+
15516419z5
267908925508ρ2
− 70253877690368467z
4
12331001516837560228ρ
+
1348260373986075z3
21873915086301712
)
+ e
− 64pi√
7
(
222327526a2z
3
5718920087111ρ2
− 227003953a2z
2
448946020761ρ
+
65444853665z4
19753624913484ρ
−109952417460403592z
3
1113807488504463291
+
703608436890712ρz2
3708743077506621
)
+
54536545ρ3
14724761
+
3232536e
−128pi√
7 z5
51386023297ρ2
+ e−16
√
7pi
(
210277z5
32463122538ρ2
+
874257394784z4
829169874099651ρ
)
I1(z) = a2
(
16
(
14535
√
2pi − 2756)ρ
4142475
+
2310379625ρ3z2
61603278561
− 19807570229
√
2ρ2z
584130307695
)
+
(
383757256080000a2− ρ2
(
1353367360104125
√
2ρz + 257897855245984
))
e
− 15pi
2
√
2 ρ3z2
50519616682304880
− e
− 5pi√
2 ρ2z
18475687048500
((
251929337505ρz+ 178892943548
√
2
)
ρ2 − 392700a2
(
846537
√
2− 2121875ρz
))
+
8e
− 5pi
2
√
2 ρ
207306039612375(
8415a2
(
49013145
√
2ρz + 32779864
)
− 848ρ2
(
810462369
√
2ρz + 238117880
))
− 8
633798675
(
1904085
√
2pi − 617344
)
ρ3 +
20581329390625ρ7z4
886732746729984
− 1734375e
− 35pi
2
√
2 ρ7z4
72939328
+
775e
− 25pi
2
√
2 ρ6z3
(
17274375ρz+ 10098404
√
2
)
374185614528
+
25e
− 15pi√
2 ρ6z3
(
376440625ρz− 293279662√2)
2259931934304
+
1929033295603982130425ρ6z3
53312229133225758319536
√
2
+
12415915880034901ρ5z2
926192972508922800
+
114200436283
√
2ρ4z
3154303661553
+
e−5
√
2piρ5z2
297952783603200(
1589668853472− 625ρz
(
18770709375ρz+ 4278131824
√
2
))
,
I2(z) = e
− 5pi
2
√
2
(
40832a22z
1049427ρ2
+ a2
(
−49408
√
2
828495ρ
− 252934685856925ρ
2z3
2721386433710736
25
+
20064998592791
√
2ρz2
450364467232845
+
(
9646
√
2pi
165699
− 925690614976
7101967672845
)
z
)
+
2908160
√
2ρ
51863787
− 5527550890625ρ
6z5
98525860747776
− 3475436330910009942475ρ
5z4
47388648118422896284032
√
2
− 115148537639610717947ρ
4z3
88107811281801317041200
− 196462205901224732
√
2ρ3z2
4154612210222995125
+
(
−2734
√
2pi
43605
+
18720891867514208
158821303067832735
)
ρ2z
)
− 4e
− 5pi√
2 z
3970532576695818375ρ2
(
38622216259836000
a22 − 5350a2ρ2
(
13391448585291
√
2ρz + 24183667316248
)
+ ρ4
(
68542401952527177
√
2ρz + 117005574171963800
))
+
e
− 25pi
2
√
2
629011432051200
ρ2z3
(
162501300000a2+ ρ
2
(
35625ρz
(
2487684375ρz
+ 1986367162
√
2
)
+ 10845743592224
))
+
256
√
2
(
60409a2 − 56800ρ2
)
259318935ρ
+ e
− 15pi√
2(
− ρ
4z3
(
2378225ρz
(
2055650625ρz+ 1197920846
√
2
)
+ 63652108192902
)
25213764854807496
+
72275a2ρ
2z3
2990163
)
+
e−5
√
2piρz2
25891303549681251000
(
ρ2 (205ρz (−1072261547055142
+5052665015015625
√
2ρz
)
+ 21417809054549248
√
2
)
− 1648200a2(
2177119524375ρz+ 379694102864
√
2
))
+
e
− 15pi
2
√
2 ρz2
3695137409700
(
765285440625
a2ρz − 342014627020
√
2a2 + 426831261472
√
2ρ2 − 18184717070ρ3z
)
+
12671875e−10
√
2piρ6z5
109408992
− 25e
− 35pi
2
√
2 ρ5z4
(
4858486875ρz+ 2058207116
√
2
)
18079455474432
,
J1(z) =
e
− 12pi√
5 z2
3397781520000ρ
(
ρ
(
21
(
2005165908
√
5 + 3889750015
)
ρ
−2465
(
3703027
√
5 + 5698606
)
z
)
− 6211800
(
193
√
5− 210
)
a2
)
17722324487957040ρ2
5742033134098080960000ρ
(
180pi
√
5
(
8a2 − 19ρ2
)− 10(123√5 + 520)a2
+
(
956
√
5 + 5625
)
ρ2
)
− 1212044225z2
(
962336
(
4577
√
5 + 1890
)
a2
−3
(
10806179752
√
5 + 24675585383
)
ρ2
)
+ 325976240ρz
(
3
(
83295503384
√
5
+95313187411)ρ2 − 10105
(
13907113
√
5 + 9542762
)
a2
)
+
(
7
√
5 + 2
)
z4
26
156788319704681160+ 8383108
(
1115434951621
√
5 + 1966086632830
)
ρz3
+
e
− 8pi√
5 z
2340848160000ρ
(
37600a2
(
12
(
14879
√
5 + 149
)
ρ+ 79849
√
5z
)
+ 3ρ2(
−47
(
238651676
√
5 + 506116445
)
z + 240
(
30405896
√
5 + 66489385
)
ρ
))
+
e
− 4pi√
5
6144012000
(
215a2
(
882
(
123
√
5 + 520
)
ρ+
(
146029
√
5 + 155618
)
z
)
−3ρ2
(
6321
(
956
√
5 + 5625
)
ρ+
(
48206680
√
5 + 75128363
)
z
))
− 289
(
7
√
5 + 10
)
e
− 28pi√
5 z4
10584000ρ
+
17e−4
√
5piz3
2302020000ρ
(
4930
(
7
√
5 + 6
)
z
−3
(
107371
√
5 + 148485
)
ρ
)
− 17
(
3621
√
5 + 6202
)
e
− 24pi√
5 z3
168966000
+
e
− 16pi√
5 z2
12519360000ρ(
−23
(
2645856
√
5 + 4997225
)
ρ2 − 3190560
√
5z2 + 13600
(
3499
√
5 + 4766
)
ρz
)
,
J2(z) =
e
− 4pi√
5
312940805808345412320000ρ2
(
533259729244256z
(
40250
(
5
√
5 + 36
)
a22 + 690
(
2268pi
√
5− 2525
√
5 + 27760
)
a2ρ
2 + 3
(
4223690
√
5− 17388
(
379
√
5
+410
)
pi + 7544115
)
ρ4
)
+ 315385039867317120ρ3
(
735
(
35− 11√5
)
a2 + ρ
2
)
(
14247
√
5− 32740
)
− 1509860806z3
((
295448712792
√
5 + 3357245264653
)
ρ2
+300730
(
723208
√
5− 1530333
)
a2
)
− 15071648ρz2
(
a2464830
(
14106353
√
5
−298387900
)
+ 21
(
16273193039599
√
5 + 23844169989280
)
ρ2
)
+
(
1583932
√
5
−3899715
)
50341483586103z5+
(
1249367048959
√
5− 5521411126760
)
ρz4
)
234727024− e
− 8pi√
5 z
353280690000ρ2
(
24230500
(
5
√
5 + 36
)
a22 + 14835a2ρ
(
140
(
5552
−505
√
5
)
ρ+
(
31424
√
5 + 72755
)
z
)
+ 21ρ3
(
430
(
844738
√
5 + 1508823
)
ρ
−23
(
30613883
√
5 + 55472705
)
z
))
+
ρ
992250
(
735
(
11
√
5− 35
)
a2 +
(
32740
− 14247
√
5
)
ρ2
)
+
e
− 12pi√
5 z2
2048242140000ρ2
(
235a2
(
42
(
272816
√
5 + 172415
)
ρ
+ 5185
(
2630
√
5− 6993
)
z
)
+ 6ρ2
(
47
(
26214378
√
5 + 238047761
)
z − 35ρ(
300370783
√
5 + 736870135
)))
− e
− 16pi√
5 z2
5582069640000ρ2
(
13340a2
(
14
(
133175
27
−9586√5
)
ρ+ 765
(
217
√
5− 1104
)
z
)
+ ρ
(
−10440ρ2
(
2887157
√
5 + 12737871
)
+79373
(
94964
√
5− 408025
)
z2 + 46
(
322207806
√
5 + 5283539111
)
ρz
))
+
17e
− 24pi√
5 z3
6906060000ρ2
(
406
(
5
(
17
√
5− 72
)
a2 + 3
(
51
√
5 + 602
)
ρ2
)
+ 8874
(
14
√
5
− 45
)
z2 + 1575
(
1677− 274√5
)
ρz
)
+
e−4
√
5piz3
4776135840000ρ2
(
5014
((
303480
√
5
+ 23965123
)
ρ2 − 2550
(
76
√
5− 105
)
a2
)
− 1102535
(
2092
√
5− 4827
)
z2 + 476(
17544628
√
5− 103898005
)
ρz
)
+
289e
−32pi√
5
(
24− 7√5) z5
10584000ρ2
+
17e
− 28pi√
5 z4
277104240000ρ2(
12665
(
146
√
5− 205
)
z − 10496
(
424
√
5− 3405
)
ρ
)
.
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