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Preface
The history of computers may way back to Leibniz's
"calculator" or Babbage' s t1 anal ytic engine tl • Actual
applications of computers and their enourmous expan~
sion, however, had to wait until the introduction of
modern electronic computers, initiated by MARK I and
ENIAC in the middle of 1940's. These pionnering machines
were followed by rapidly increasing number of more power-
ful machines, which might be well classified by the first
generation, the second generation and the third genera-
tion computers.
This thesis is devoted to explore a certain aspect of
the computer design.
As might be easily noticed, a clear distinction
berween the machines in the early days, which might be
credited to the personal enthusiasm or to the inspiration
of a genius, and the modern computers is that the size of
the latter has grOwn so large that the involvement of
a large number of people is required to complete the
design of a machine. Since the emergence of the
computer, therefore, a considerable amount of effort has
been directed to mathematically formulate the design
process and possibly to automate its entire steps. A
phase of the design process called the logic design,
Hhich determines the detailed logic structures among
logic componen-ts in a machine, has received a strong
attention, because it contains formidably tedious
procedures and yet appear to alloH its mechanization.
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An important initial step towards this goal is
established by Hanzawa-Nakajima and Shannon by in'tro-
ducing Boolean algebra as a mathematical tool for
accomplishing the logic design. The Quine-McCluskey
method for designing a minimal AND/OR two level net-
Horks would be a main result of this approach. Under
some conditions, this method yields optimal (minimal)
networks in a certain sense. The minimality of a net-
work is an essential factor for obtaining a fast and
economical machine, and also of theoretical importance.
It was a reasonable consequence to introduce the
use of computers to perform or aid the design process
of computers, as the rapid increase of the size is
i,ocurred. Even with the aid of computers, since the
Quine-McCluskey method or any other methods for optimal
networks are not capable of dealing with the entire
machine directly because of its pr'ohibitingly large
amount of computation involved in performing the design,
the present approaches commonly adopTed are heuristic
ones assisted by these BOOlean algebraic methods.
Therefore, at present, the optimality of the entire
network is not usually attained, though the local
optimality may be sometimes guaranteed by use of the
aforementioned Boolean algebraic method.
Furthermore, with the advent of the explosive
development of recent technology, in particular IC and
LSI technology, the assumptions and restrictions in the
logic design continue to evolve, allowing new capabil-
i ties, introducing new circuit restrictj,ons and greatly
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inCI'eablng the c; complexity containable in a unit
volume. As a result, those methods which have been
standard for some time became obsolete and useless.
Even the classical methods represented by the Quine-
McCluskey's do not seem to catch up with these innova-
tions. The new situation needs new approaches, i.e.,
optimal network design methods for such new types of
networks, which may be applicable at least to local
small networks.
In view of the current status as mentioned above,
this thesis is devoted to create new methods which may
partially accept -this new situation.
The topics discussed in the thesis are roughly
devided into three categories: (1) design 6f networks
of threshold gates, (2) design of networks of negative
gates and (3) design of various netvmrks by means of
integer pr'ogramming. The first and the second problems
have become important since the recent electl'onics
technology enabled to manufacture considerably complex
logical gates such as threshold gates and negative gates
with enough reliability. The design problems with these
gates are difficult since the functional form of each
gate is also subject to the designer's specification
within -the gate type of threshold functions or negative
functions, as weLl as the structure of the network.
For the first problem the functional properties
of a threshold function (completely monotonic function)
are inves-tigated and they are utilized to yield an
optimai or nearly optimal network. For the second
v
problem, an algorithm for optimal network is developed
such that a network with the minimum number of gates is
obtained.
The integer programming formulation can be applied
to various types of networks with conventional gates
such as AND, OR, NAND, NOR, EXCLUSIVE OR, and their
combinations. Theoretically, the formulation can be
further extended to even sequential networks including
the state assignment problems. Merits of this approach
consist in its flexibility that a wide variety of
circuit restrictions such as fan-ins and fan-outs
restrictions, can be easily incorporated and in its
versatility that different networks and objectives
can be optimized by simply replacing the constraint
sets and the objective function in the integer program.
The computational feasibility in this direction was
tested for NOR and NOR-AND networks. The results appear
promising and encourages further investigation.
The author would like to hope that the properties
and algorithms discussed in the thesis will help to
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· Chapter 1. Introduction
1.1 Problems in logic design
The design procedure of a modern electronic computer~
or any other digital machine~ may be devided into two main
phases: (1) preconstruction analysis and (2) logic design
and its implementation. The first is~ in other words~ the
system design of a machine under consideration as well 23 its
analysis and verification. The second is concerned with the
specification of detailed structure of each subsystem which
is defined in the first phase. The term "detailed structure"
includes the logic structure, i.e., the connections among
logic gates, delay element, flip-flops and other components,
topealize the given function of the subsystem, and the
physical structure, i.e., the assignment of logic to cards,
the assignment of cards to backboards, and the routing of
these backboards and cards.
for an ordinary digital computer, the first phase
consists of decomposing the entire system into several
smaller subsystems such as memory unit, arithmetic unit,
control unit and I/O (Input-Output) unit, and then specify-
ing global structure of each subsystem, such as what kind
of memory devices may be used and their hierarchy, how many
registers should be available in the arithmetic unit, what
kind of logic gates and flip-flOps may be employed in the
control unit, and so forth.
Main goal of the entire design process is to attain a
cer1;ain optimality defined by the speed, yielding the fastest
machine, by the cost, yielding the most economical machine,
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by the ease of use, by its versatility, or by "whatever "the
designer wants to optimize, under some restrictions such
as the maximum cost, available memory devices, the speed of
I/O equipments, etc ..
It is not easy to design a machine which works under
given specification and, yet, achieves such optimalities
because of its formidable complexity. This is the motiva-
tion of introducing the computers into the design process.
Considerable amount of effort has been made "to automate
each design process, or at least to aid the process
(computer aided design).
The present status of design automation or, more
moderately, computer aided design may be seen in Breuer[l13J.
According to this survey paper, in the first phase of the
design, computers are utilized to simulate a tentatively
designed system, using simulation languages such as
SIMSCRIPT, GPSS and SOL. Based on the analysis performed
by computers, the final decision may be made by men. The
second phase is automated in much higher degree. However,
most of algorithms used in each step of the design are
heuristic since no practical exact algorithm which can deal
with such large scale combinatorial problems as encountered
in the design process is available. This means that the
optimality is abondaned from the outset.
This thesis is concerned with the logic design in the
second phase of the whole design process and attempts to
provide new mathematical tools for designing optimal or
near optimal networks. Although all the theories presented
in the thesis may not be powerfUl enough to realize globally
2
optimal networ'ks. it is believed that at least they can be
applied locally and provide basis for further development
of optimality design.
In designing the logic structure of each subsystem
(network), Le., in determining logic gates, flipflops,
etc., and their connections ,the first difficulty is the large
sizes of such networks. The process of logic design nec-
essarily involves the computation of combinatorial nature,
which may prohibit the application of such theories 'because
of the excess amount of computation required.
One approach to overcome this difficulty is again to
decompose the whole network into small subparts so that
each subpart may allow its optimal design. In other words,
the total function is spHt into many simple subfunctions,
such that each subpart for a subfunction can be realized with
optimality and, the aggregate of those subparts properly
interconnected wcwks as the required net\N'ork. Assuming that
each subpart satisfies the optimality condition, their
aggregate would be close to the total optimality if an
appropr'iatedecomposition of the network is performed.
Of course, the "appropriate" decomposition should be
defined mathematically and should be studied more carefully.
At present, although a number of attempts and proposals
are known for that purpose, there seems to be no rigorous
discussion on the subject. In other words, most of proposals
are of heuristic nature and therefore can not prove the
optimality of the resulting decompositions, though
considerably good decompositions may usually be obtained
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in a certain sense. In any event, this approach will provide
us with a suboptimization technique of a large network.
With this method, it is not an oversimplification to
state that the logic design could be reduced to designing
logic functions, using prespecified logic gates, which
are subject to some network constraints imposed by engineers.
In this thesis, therefore, the discussion will be
confined to the design of given logic (switching) functions.
Even with this simplified argument, however, the present
status of logic design is still not satis factory. It is
because the recent development of electronics such as
integrated circuit and large scale integration keeps on
increasing new capability of each gate and, at the same
time, complicating the situation by introducing new network
restrictions. As a consequence, in many cases, the
exhaustion of all possible networks is only available
method to obtain optimal networks for given logic functions.
To meet these advances in switching cireuit technology,
this thesis considers the following several factors which
appear prominent and essential among others. Al.gorithms
to solve part of these new problems are developed and
proposed. These algotithms deviate from the classical
switching theory which has been a main mathematical
tool of logic design.
(1) New types of gates became practically available
and commonly manufactured. For example, NOR and
4
NAND gates are the most popular gates, whereas
the classical minimization theory by Quine-
McCluskey is only for AND/OR gates. Another
example is those gates which are of certain types
but the concrete functional form of each gate
is subject to the designer's determination.
Consider a threshold gate. This gate can repres'ent
any function known as a threshold function by
adjusting the values of weights and a threshold
associated with the gate. Thus the determination
of weights and a threshold is also a task of
logical designer. Also, MOS integrated circuits
can represent rathel'complex negative functions.
It shou1d be a good approximation to assume
that a gate can represent any negative function.
Thus the functional form of each gate is also
subject to designer's specification.
(2) Network restrictions should be taken into
consideration. In order to physically realize
a reliable logical circuit, some restrictions
are usually imposed, such as the maximum number
of inpu-ts (fan- ins) to the gate, and the maximum
number of outputs (fan-outs). In some cases,
more complicated restrictions such as the maximum
length of parallel wires are also imposed,
depending on the actual circuits under considera-
tion.
(3) The optimality criteria may vary according to the
components employed in realizing the network.
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For instance, if the transistors and diodes are
used, the total number of these components
constitutes a major part of the total cost,
and if integrated circuits or large scale integ-
ration circuits are used, the number of connections
would be more important. In some cases, the number
of layers, which is relevant to the number of
crossovers among connections, almost determines
the total cost. The number of levels of gates in
the designed network is an essential factor in
limiting the speed of logic operation. The
speed might be more important than the cost.
Minimization algorithms investigated so far
has been dealing with only the minimization of
the number of gates in the network, with almost
no exception. This is partly because of the lack
of correct recognition of the logic design,
and partly because of its difficulty of handling
other objectives.
In the following in Chapter 1, Quine-McCluskey theory
of minimization will be first sketched to show its
limitation. It is also pointed out that certain situation
can be handled by just amending the classical theory.
However, all the topics discussed in this thesis seem
to refuse the discussion in the framework of the classical
theory. Therefore, new approaches have to be taken to
accept these new situations. Each approach will be
briefly mentioned in this chapter.
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1.2. Quine-McCluskey Method and its Limitation
Quine-McCluskey method was proposed in 1952 by
Quine[87] and in 1956 by McCluskey[66J. It has been the
only systematic method synt~esizing optimal networks since
then. It assumes a 2-level network, AND gates in the
first level and an OR gate in the second level, as
illustrated in Fig. 1.1. The OR gate in the second
Fig.I.l 2-level AND/OR network.
level can receive inputs from external variables and
outputs of the gates in the first level, while AND gates
in the first level can receive inputs only from external
variables. External variables assumed here are variables
xl' x2 , ... , xn and their negations Xl' x2 ' ... , xn '
Each gate has no restrictions on the number of inputs.
Under' these assumptions, the minimization of the total
number' of gates is equivalent to finding a minimal cover
of Iwime implicants of f( X), a logic function to be
realized, according to the Quine-McCluskey theory. In
other words, each pr'ime
7
implicant of f( X ) corresponds to an AND gate in the first
level, thus finding a minimal cover implies to define a
minimal set of AND gates which can collectively be ORed to
realize f( X ) . Since considerably large covering problems
to find minimal covers can be practically solved with
. methods [66J[ 5 J[48J tt Q' M CJ k hvarlOUS lIe Ulne- c .us ey approac
lS an effective tool for the problem.
Now consider, however, the case in which the maximum
number of inputs (fan-ins) of each gate is specified.
Then, generally speaking, the number of levels of ne-twork
for f( X) will exceed two, thus prohibiting the direct
application of the Quine-McCluskey method. Also, the
case in which gates in the network are different from AND
and OR will neccessiate the amendments of the Quine--McClus
method, even without the fan-ins restrictions.
A successful modification in -the latter direction
was established by Gimpel[3lJ, when the design of 1'1OE
(or NAND) gate networks is concerned. It is known that d
three level NOE network can realize any logical function
f( X), if the fan-ins restrictions are not imposed.





Each gate can receive inputs from external variables and
the outputs of gates in the preceding level. External
x only,
n
... ,variables considered here are xl' x2 '
excluding their negations.
Extending the Quine-McCluskey theory, Gimpel reduced
the problem of minimizing the total number of NOR Gates
to finding a minimal cover of CC-table of prime permissible
"1" h" h " d d b h" [31Jlmp lcants, w lC were lntro uce y 1m .
Although numerous attempts have been made for other
cases, especially when the fan-ins restrictions are imposed,
there seems to exist no minimization method which is not only
theoretically complete but also practically applicable,
to the author's knowledge.
Moreover, the situation is further compounded when other
optimal criteria than the minimization of the number of gates
are adopted. Also combination of different objectives some-
times reflects the real situation more appropriately, such
as first minimizing the number of gates and then, among
those networks with minimum number of gates, finding networks
with the minimum number of interconnections.
Talking. about the criterion in term of the number of
levels, the minimum number is often known from the theoretical
point of view, if no fan-ins restrictions are imposed.
AND/OR networks and NOR networks mentioned above are such
examples. With fan-ins restr'ictions, there seems no sys-
tematic method known to dat'e.
In case of combination of different optimality criteria,
the following procedure is commonly taken, if the. exhaustion
of all the optimal networks under the primal optimality
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condition is practically possible. That is to search the
optimal networks under the secondary criterion, among those
which are optimal under the primal criterion. According
to this approach, it is not hard to obtain all the optimal
AND/OR and NOR (NAND) networks under a two-fold optimality
criterion, if the primal objective is the number of gates.
However, other configurations of optimality criteria
or those cases combined with fan-ins restrictions, etc,
seem difficult to handle by the classical methods.
Contrary to the Quine-McCluskey approach, the integer
programming formulation described in this thesis permits
a wide variety of optimality criteria and network restric-
tions, if the function of each gate can be represented by
integer linear inequalities. Conventional gates such as
AND, OR, NOR, NAND, and EXCLUSIVE OR faJl in this class.
Optimality criteria, such as the number of gates, the
number of connections and the number ot levels, or theil
combination, can be handled within the framework of integer
programming formulation. Also, the network restY'i c-tions
such as fan-ins restriction and fan-outs restriction can
be easily included in the formUlation.
The branch and bound method[19] shares some similarlity
with the integer programming formulation in special cases,
;;;.
and these tWOmethods are compared in Chapter 6.
Those gates, whose actual functional forms are subject
to the designer, are also difficult to deal with by means
of the classical method. These problems and historical
background are sketched in the next two sections.
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1.3. Networks of Threshold Gates
The importance of threshold logic was recognized
among people about 1958-60, through the study of core
. [84J[98J [70J[37J.10glC and parametrons. A typlcal threshod
gate has n inputs with which their weights are associated,
and a threshold. By varying the values of weights and
threshold, a gate can represent various functions.
For the design of networks of threshold gates, Quine-
McCluskey type approach appears almost useless, because
the determination of the actual functional form of
each gate is involved in the design process.
In the early stage, most effort was directed to
clarifying the class of functions which can be realized
by threshold gates (threshold functions) and how
_ . [13J[71J[72J[98J[27Jto determine its structure for such functlon.
As a consequence of these investigations, it may be
said that testing and synthes is procedures of a threshold
function was well established. However, the status of
the design of threshold gate network for non-threshold
functions is far from satisfactory.
According to the author's observation, network
synthesis methods presently available will fall into
three categories. The first is to regard a threshold
gate as a conventionally well-known gate, such as AND,
OR, NOR and NAND, since they are all special cases of
threshold functions. Then design a network with those
simplified gates. Some improvement steps would be
incorporated to obtain a better network~70J[ 27J[20 J
Inherent from its heuristic nature, usually the resulting
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networks would be far from optimal, under most of cost
criteria, though it might be easy to carry out. This
is because it ignores the fact that a single threshold
gate can realize a considerably complicated function
compared with these conventional gates.
The second is based on integer programming formulation.
This area was the first in logical design, to which
h " f' . 'd d[loJ[77Jt e appllcatlon 0 lnteger programmlng was conSl ere .
The design of threshold gate networks is coverted to
optimizing a linear objective function subject to
linear constraints, in which some variables are constrained
to be integers. Accordingly, if we could solve this
integer programming problem, an optimal network was
obtained. The size of the problem, however, is usually
prohibitingly large for the algorithms available to
date. Although there is some possibility that this approach
becanes a main stream in this field, it entirely depends
on the future development of integer programming algorithms.
The last approach is based on the asummability
theorem that a function is threshold function if and
1 'f" abl [13J[27J[22JTh h' h don y 1 lt lS asumm e. us t lS met 0
is to a~ment the functions with extra variables in
order to modify a summable function equivalently into
an asummable function, if we also consider the extra
variables as input variables, as well as original
external variables. A procedure which will result in
k . h h .. 1 b f . k [94Jnetwor s Wlt t e mlnlma num er 0 gates lS nown .
However this algorithm also involves a large amount
of computation to yield an optimal solution, because of
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its exhaustive nature. At present, this direction seems
impractical.
. [45JA compromlSe was proposed to facilitate the
computation, by employing completely monotonic functions
instead of threshold functions directly. A function
is completely monotonic if and only if it is 2-asummable,
which is much easier than asummability to handle. A
threshold function is a completely monotonic function
but not conversely. However, for functions of up to
8 variables, the complete monotonicity is a necessary
and sufficient condition for the threshold realizability,
and also remains as a rather tight necessary condition
for larger functions. Thus a network of completely
monotonic gates is also a network of threshold gates,
with few exceptions.
Along this line, new properties of completely
monotonic function are investigated in this thesis.
Based on the results obtained, a new design procedure
is devised. It is easy to perform, and still yield
considerably economical networks, if not optimal.
There are also other numerous approaches in this
[62J[20J[76J ..
area. From the author's pOlnt of vlew, they
are either impractical to perform or result in poor
networks.
In most design procedures mentioned above, only the
number of gates in the network receives attentions.
Other objectives such as the total weight or the value of
threshold appears difficult to handle, though they have a
13
c3.lgnificant effect on the reliable operation of
[76J[47J .gates . Contrary to thlS, the integer programming
approach can handle these objectives in principle, though
computational experience is not available. This approach
is only exception in this respect, to the authors
knowledge.
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1. Lf Networks of Negative Gates
The study of networks of negative functions is
motivated by the recent development in integrated circuit
technology. An interesting fact is that a MOS gate is
able to represent a considerably complex negative function
because of its inherently high impedance. For example,
a MOS gate which represents any negative function with up
to 32 literals in the functional form as:
g = xllx12 ·· .xlkl
V x21x 22 " " .x2k~···vxSlxS2"" .xsks
can be manufactured[97J. As a consequence it is not too
far from the reality to assume that any negarive function
can be realized with a single gate, as far as a moderate
number of input variables are considered.
The design of networks of negative gates for non-
negative functions suffers from the same difficulty as
the networks of threshold gates in the sense that actual
functional form of each gate is subject to the designer's
determination.
To the author's knowledge, there has not been any
systematic approach to this problem. In this thesis,
an algorithm to obtain a network with the minimum number
of negative gates for a given function is presented,
under the assumption that;
(1) The network consists of two levels.
(2) No fan-ins restriction on each gate is imposed.
The procedure can be extended to mUltiple output
network design.
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The problems under other assumptions such as networks
with fan-ins restriction or networks with more than two
levels are beyond the scope of this thesis. Also the
problems with other types of objectives such as the
number of interconnections or the number' of transistors
in use seem difficult to attack, though some attempts
are made.[ 50]
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1.5 Outline of the Thesis
As explained in earlier sections, topics in the
thesis are confined to the problems in logical design which
are difficult to handle with the classical Quine-McCluskey
approach.
Chapters 2 and 3 deal with the design problems with
threshold gates putting stress on the completely monotonic
functions rather than threshold f~.mctions themselves.
Chapter 2 examines properties of completely monotonic
functions. Especially, a new concept IImutual monotonicityll
is introduced. Let us denote the function f with the vari-
able x. specified to I or 0 as f. or f~ respectively. f
J ] ]
can be expanded as
f = f. x. v f-: X.
J J ] ]
Then, f is completely monotonic if and only if f. and f-:
J ]
are both completely monotonic and, moreover, mutually
monotonic. Expanding the original f as Hell as resulting
expanded functions successively, He will obtain a
II expansiondiagram" of f. f is, thel~efore, completely
monotonic if and only if all the pairs of functions in
the expansion diagram are mutually monotonic.
Since the mutual monotonicity can be easily examined
by comparing Boolean expression of functions, the above
method for checking complete monotonicity seems promising.
As an application of these concepts, the functional form
of a completely monotonic function was investigated and
solved.
17
When f is not completely monotonic, its expansion
diagram possesses non~mutually monotonic pairs of functions.
In Chapter 3, an algorithm is presented to remove these
non-mutually monotonic pairs by adding an extra augmented
variable to each such pair in the expansion diagram.
The algorithm includes a procedure to provide these
augmented variables by a combination of completely
monotonic functions, thus resulting in a network of comp-
letely monotonic functions realizing a given function f.
The theory can be extended to the case in which threshold
functions are treated instead of completely monotonic
functions.
In Chapter 4, an algorithm which yields networks
with the minimum number of negative functions for a given
function is developed. First,basic properties of a
negative function are examined including bo-th completely
specified and incompletely specified cases. Using these
reSUlts, the design procedure is converted to finding a
minimal cover of maximal compatible sets, which are also
defined in the same chapter. The set covering problems
have been studied by various people since it can be
applied in a number of fields. At present, considerably
large problems can be solved in reasonable amount of
computation time[67][29][4SJ. The generation of all the
maximal compatible sets is also rather straightforward.
Thus with this algorithm, reasonably large problems are
expected to be solved. It is suitable for' computer program,
though no program was yet run on the computer.
IS
Chapter 5 and 6 are concerned with the integer
programming formulation of the network design problem,
possibly under the network restrictions such as fan-ins
restrictions and_ fan-outs restrictions, and also under
a variety of cost criteria. In Chapter 5, NOR networks
(NAND networks)and the networks in which mixture of
different types of gates such as NOR and AND is used,
are discussed. The formulation can also be extended to
multiple outputs cases. Also,the design of sequential
networks, including state assignment, can be handled
along this line.
Thus by solving the reSUlting integer programs, we
will have optimal networks in various definitions.
Chapter 6 briefly describes the effort directed to
the development of an efficient code of integer program.
particular, the NOR network design is investigated in
detail, because it may reveal an aspect of ho," to impl'ove
the integer programming code by utilizing inherent
structures of the problem. The final code shares a certain
. [19J
similarity with the branch and bound approach by Davldson .
All the optimal NOR netHorks for functions of 3 variables
are exhausted, under the fan-ins and fan-outs restrictions.
Also all the minimal networks of NOR and AND gates (mixture)
are computed. The latter networks are listed as a catalogue
in Appendix. The optimality criterion used for the catalogue
is to find netHorks with the minimum number of connections
among those Hith the minimum number of gates.
Only existing algorithm for this types of "difficult"
problems has been to exhaust all the possible networks and
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then find optimal networks among those[44]. Since the
integer programming approach (or possibly the branch
and bound approach) seems much faster to solve, and
yet flexible enough, it will play an impotrant roll in
the future design automation application.
Before proceeding to details, it should be mentioned
that the material des cussed in Chapter 2 is mainly taken
from published papers [106J[108J[105J, Chapter 3 also from
pUblished papers [107J[109J, Chapter 4 from a r'eport of the
Department of Computer Science, University of Illinois, [50J,
Chapter 5 from reports of the same department, [80J[81J,
and Chapter 6 also from reports of the same department,
[48J[7J.
Apart from the acknowledgment which will be given
later, it is noted here that papers [105][106][107J[108]DoCJ]
are the results of the work with Associate Prof. S.Yajima
of Kyoto University, while the author was a student ,of
the master and doctor courses of Kyoto University.
Reports [7J[48J[50J[80J[81] are the results of the work
with Prof. S. Muroga of University of Illinois, while
the author was a research associate of University of
Illinois.
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Chapter 2. Theory of Completely Monot.onic (Threshold)
FW1ctions
2.1. Introduction
This chapter investigetes fundamental properties of
completely monotonic functions as a preparation for the
,network synthesis procedure given in the next chapter.
A reason to deal with completely monotonic functions
instead of threshold functions, which are the class of
functions we want to use in the network design, is the
difficulty in handling the asummability property derived
from the theory of linear inequalities. This is compared
with the 2-asummability property of completely monotonic
functions, which can be handled directly by means of
conventional Boolean expression, as will be shown.
The complete monotonicity was found to be a necessary
condition for I-realizability (realizability by a single
[84J
threshold gate) by Paull and. McCluskey , Muroga et
1 [72J d W' d [98J . h· . k ba . ,an 1n er . Moreover, t 1S 1S nown toe
a considerably strict condition and, in fa9t, is also a
sufficient condition for l-realizability when completely
specified functions of at most 8 variables are concern$d
uoOl[ 79J
Although complete monotonicity was at first defined
for completely specified functions, we redefine it by
2-asummability, which was shown by Elgot[22J to be
equivalent to complete monotonicity in the case of
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completely specified functions, in order -to treat both
completely and incompletely specified functions in a
unified form. A new concept, mutual monotonicity, is also
introduced, resulting in a simple necessary and sufficient
condition of complete monotonicity.
This mutual monotonicity can be easily examined for
both completely and incompletely specified functions.
Therefore, this method is frequently simpler than
conventional testing methods of complete monotonicity,
. . [72J
such as the ones devls ed by Muroga et al. , and
W· d [98JIn er .
The concept of mutual monotonicity also leads to
a necessary and sufficient condition of complete
monotonicity by means of direct comparisons of prime impli-
cants. This is interesting because, though functional for')]]
of threshold functions has been investigated for some
time, only necessary conditions or only sufficient
k [71J[74J[22Jconditions, but not both, are nown , except in
some special cases.
Finally, an extension of the above-mentioned concepts
to threshold functions is also considered, emphasizing




We consider a logic function of n variables as a
mapping from the set Xn of 2n Boolean vector
x := (x , ... ,x., ... ,x1 l n x.E D, 0 } = Xl
to S= {l,O/: }:
Let,
U(f) = t- 1(l)




W(f) is called the set of redundant input vectors, or
f is said to be defined on the set U(f)V V(f), the
domain of f. If W( f) = r.p, the null set, f, is a completely
specified function, otherwise f is an incompletely
specified function. When f and g have the same domain and
assume the same value on it, they are regarded as the
same functions.
For a subvector a, let N(a) represent the dimension
of a. When N(a) = kC~ n), we define
fa: Xn-k ~S
as follows:
U(ja) = ly I (a, y) E U(j) I
V(ja) = ly I (a, y) E V(j) }
rV(ja) = ly' (a, y) E W(j) I,
(2.3)
n-k
where yEX and subvector a are collected to the left
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by a certain permutation of variables for notational
simplicity. A subvector a is frequently ~bbreviated as
follows:
Xl Xa X6 _
a = (1 - 0 - - 1) =} a = 136.
Negation of a is ~; in the above example, a = 136.
The following discussions are mostly true not only
for completely specified functions but also for incompletely
specified ones. However, if it is necessary to limit to
completely specified functions, they are denoted by
boldface types, like f.
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2.3. Threshold Functions
As is well known, a "threshold function" is a
function f which has a weight vector W = (wI"" ,w
n
).
each component of which is a real number. and a real
number T. called a threshold, such that
wx ~ T
wx < T
for x E U(j)
for x E V(j),
(2.4)
(2.5)
where WX is an inner product. If f is a threshold function
it is said to be "I-realizable". When 2k vectors. not
necessarily distinct, satisfy
UI, U2, .•. , Uk E U(j)
VI, V2, ••• , Vk E V(j)
UI + U2 + ... + Uk = VI + ... + Vk,
(2.6)
f is called "k-summable". where + is the componentwise
addition of vectors. If f is not k-summable for any
possible combination of input vectors. it is "k-asummahle".
A function which is k-asurnrnable for any k is a threshold
. . [13J[22J[27Jfunctlon, and Vlce versa .
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2.4. .comp~etely MonotoT~l:c F'unctJyn",-
[72J d W· d [981According to Muroga et al. an ]_n er ,com-
pletely monotonic functions are defined for cOlTlplei>c
specified functions as follows: a function 1S completely
monotonic if and only if for any subvector a, U(fa )::.:> U(fii)
or D( f-):2 U(f ) holds, i. e., D(f ) and U(f-) are
a a [22J a. a
"comparable". Elgot proved that this is equivalent to
2--asummability. We redefine complete monotonici ty so
as to include incompletely specified functions as well.
Definition 2.1: A function is "completely monotonic!! if
and only if it is 2-asummable.
2-surnrnable vectors ar'e geometrically shown in
Fig. 2.1. Another implication is "that if we arbitrarily
choose two linear inequalities, one from each system of
linear inequalities (2.4) and (2.5), and eliminate
variable T from them, then we have a linear inequality
containing only weights as variables. If we continue
t'l~is procedure a system of linear inequalities which
contain only w~ight variables will be obtained. The
2':'surnm~ility-is also equivalent to the existence of




E Wi> L: Wi.
kt lei
(2.7)
The 2-asummability implies that these contradictions do
not oCCur and, therefore, it is a necessary condition
for I-realizability.










Fig.2.l. Geometrical position of
2-summable vectors
subvectors a and a. This is the same concept as the
[72J
relation between input vectors defined by Muroga et al. ,
when completely specified functions are concerned.
Definition 2.2: Consider a function f. If for subvectors
a and a there is subvector b, possibly N(b) = O,such as
(a,b) E U(J), (a, b) ~:: Hi),
then, we define a >1"8. If neither a >f"a nora >1 a holds,
it JS denoted by a =f a. If both a >I a and a>1 a hold,
it lS denoted by
The preceding concepts are unified as follows.~
Theorem 2.1: The next three conditions are equivalent.
(a) f is completely monotonic.
(b) For f, there is no subvector a, N(a»o, such
that aO/a.
(c) Let for a subvector a, N(a»o,
(U(Ja) U V(ja» i\ (U(J:') U V(j:;» = Aa,
. then U(fa)i\Aa and U(fa)i\Aa are comparable for
any a.
Before proving this theorem we show the next lemma.
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Q.E.D.
Lemma 2.1: If UI +U2 = VI +V2 holds for four input vectors. Ul ,
u2 ' Vl' V2' they can be wri-tten, by applying a certain
permutation of variables, as
UI = (a, b, c)
VI = (a, b, c)
U2 = (a, E, c)
V2 = (a, b, c).
The converse is also true. Moreover, when the four
vecto~s are all distinct, N(a»O and N(b»o hold.
Proof : Let a set of components of vectors where the four
vectors take the same value be C, and in the remainder,
let a set where Ul and V2 take the same value be a and
a set where Ul and V1 take the same value be b ; then,
obviously, four vectors are represented as in the lemma
because of 2-summability. the converse is also clear.
When .four vectors are all distinct, clearly N(a»O,
N(b»O.
Proof of Theorem 2.1:
(a) ~ .. (b). The proof is by cOl)t~adiction. If a<>fa
holds for some subvector a, it is implied fl"'om Definition
2~2·that there are
UI.;;; (a, b)E U(J)
VI.= (a,b) E V(J)
lt2.=(i",6} E U(J)
V2 "" Ca, c) E V(j).
For these. vectors, obviously,
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Ul + U2 = (a + a, b + c) = VI + V2
holds and f is 2-summable. Hence a contradistion.
(b) ~ (a). Assume f is not completely monotonic.
There are four vectors
Ul, U2 E U(f),
(2.8)
. since f is 2-summable by Definition 2.1. Moreover, the same
vector cannot belong to both U( f) and V( f) simultaneously,
and if Ul = U2in (2.8) then Ul = U2 = VI = v2 ' since th~se
vectors are all Boolean. Hence, the four vectors can be
assumed to be all distinct. Therefore, from Lemma 2,1,
UI = (a, b., c)
VI = (ti, b, c)
U2 = (ti, b, c)
V2 = (a, h, c),
where N(a»O and N(b»o. Comparison~ of ul and VI and U2
V2 yield a >1 Zi and it >1 a, respectively. Thus, we
have a <>1 a .and this is a contradiction.
(a) ? (c). Assume U(fa)(\Aa and U(fa)(\Aa are
incomparable. Then there are vectors rand S such that
r E U(fa) (\ Aa
r EE U(fa) (\ Aa
s EE U(fa) (\ Aa
s E U(fa) (\ Aa.





(a, r) E: CU)
(ii, r) E V(f)
(a, s) E v(f)
(a, s) E u(f),
and this implies f is not completely monotonic ty'om
Definition 2.l.
(c) ::> (a). This is. easily obtained by reversing the
previous proof. Q,E.D.
Condition (c) of Theorem 2.1 also shows that
[ 72JDefinition 2.1 is equivalent to that of Muroga et al.
d W· d [98] h 1 'f' d £ .an J.n er w en complete y $pecJ. J.e unctJ.ons are
'd d f' .' E [22JconsJ. ere , as J.rst proved by 19ot .
Example 2.1: Consider a function f of three variables
UU) = 1101,110,0101,
V (j) == 1111, OOO}, ( 2 . 9 )
W(j) ±: X 3 - (U(j) U V(j».
Compar:e (101) ~ U(f) and (11) E V(f). In this case
a =(-o~) =2 and b = (1-1) = 13. From Definition 2.2,
we have a>i, namely 2>£2. Similarly,
(101) and (000) ==* 13 >Ii 3,
(110) .and (111) =} 3>, 3,
(110) and (000) ==* 12 >'1 2, ( 2.10 )
(010) and (111)=*f3>/13,
(010) and (000) =} 2 >1 2.
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f -for all other subvectors a, a = a. From these results,
f- f---2<> 2 and 13<> 13 are obtained and, therefore, f is not
completely monotonic by Theorem 2.1. Indeed, (101) + (010)
= (111) + (000) and f is 2-summable.
Here we note the fact that there exist incompletely
specified functions which can not be extended to
completely specified functions, preserving complete
monotonicity, by adding each redundant vector to either
U(f) or V(f) in any way, despite the fact that incompletely
specifi:;d threshold functions can a1ways be extended to
comp1ete1y specified threshold functions. An example lS
the following function of three variables.









Fig. 2.2. A function which cannot be extended to
be completely specified while preserving
complete monotonicity.
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This function is completely monotonic from Definition 2.1.
If we add one of the redundant vectors, (011), (10l) and
(000), to either U(f) or V(t), however, the resulting
function is no longer completely monotonic.
A necessary and sufficient condition for a function
having the above property was investigated by Kambayashi,
and it is to satisfy the following two conditions.
(1) There are vectors such that
UI, U2, Ua E U(j)
VI, V2, Va E V(f)
UI + U2 + Ua = VI + Vz + Va,
(2.12)
where vectors are not necessarily distinct.
(2) For some i, j, k( l:Si,j ,k~3 ),
(Ui +Ui)Z = (Vk)Z +{~
or (2.13)
(Vi + Vi)Z = (Uk)l + {~, 1= 1,2, ... ,n
holds.
However, ,we do not discuss this property further.
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2.5. Mlftual Monotonicity
In this section we introduce a new concept, mutual
monotonicity, to facilitate the test of complete
monotonicity.
Definition 2.3: For functions g and h of the same
variables, if there is no set of vectors such that
and
U g (-=: [I(g),
V o 1'(15),
Uh E U(h)
Vh t-::: F(It) (2.14)
then g and h are called "mutually Ulonotonic"~': and denoted
a:c; g c" h. If g and h are not mutually monotonic, they
are den,:>ted as g ~(, h.
This definition does not require the complete
monotonici of g and h themsel ves. i}bviously, this binary
relation of functions is symmetric, i. e., g 'I, h ::} h ''V g,
but it is neither reflective nor transitive.
This concept can be expressed ln other ways.
Theorem 2.2: For functions g and h of the same var>iables,
the following three conditions are equivalent.
(a) g and h are mutually monotonic.
(b) There is no subvector a, N(a}>O,such that
g- - h .
a>a and a> a hold slmultaneously.
l'-Strictly apeaking, this relation is said to be completely
mutually monotonic in analogy with complete monotonicity.




(["(ga) U 1I(!;'a)) n (1"(lla) U 1I(/;a» == 13a.
U(ga) n B
a
and U(ha-) () Ba are comparable for
any subvector a, possibly N(a) :: o.
Proof:
(a) ~ (b). Assume that condition (b) does not hold.
Then we have the following vectors:
U g = (a, b) E C(g),
V o = (a, b) E V(g),
Obviously,
u" E (a, c) E Z· (ft)
Vh C: (a, c) C nit). (2.15)
and hence g ~ h, a contradiction.
(b) ::} (c). Assume that condition (c) doe," not he,)."
Then for some a, U(ga) n Band U(h-) (I B are not
a a a
comparable. This implies the existence of vectors such that
(a, b) = (a, d, e) E U(g)
(ii;b) = (a, d, e) E V(lz)
(a, b) ;=: (a,d, e) E V(g)
(a,c) == (a,d, e) E U(h).
(2.16)
N(e»Obecause b f c must hold. Thus, we have e>ge and
- h
e> e, and this is a contradiction.
(c) ~ (a). Assume that g and h are not mutually
monotonic. Then there are four vectors as shown in (2.14).
These Vectors may be written as follows, according to
Lemma 2.1:
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u" = (a, b, c),
V y = (a, b, c),
11;, = (~, b, c)
Vii = (a, b, c).
Then U(ga):\ Ba and U(ha) n Ba are not cornpar'able because
(b, c) E C(ga) n Ba,
(b, c) Et: U(ga) n Ba,
Et: U(ha) n Ba
E U(h""8.) n Ba.
Q.E.D.
Cor'o~~ary 2. 2A; Ii constant function is mutually monotonic
with any function. The converse is also true.
Coro].la.£y 2. 2B: When 9 and h ar'e completely specified, con-
dition (c) becomes as follows. For any subvector a,
possibly R(a) = 0, U(ga) and U(h-) are comparable.
a
latpd tu crnnpJete
monotonicity in the following theore .
Theorem 2.3: The following four conditions are equivalent.
f is completely monotonic.
both completely
'V f .. 1:.
1
For any i (15i$n), f i
for a given i, f. and f~
l 1
monotonic and f. 'V f-:-.
1 J.
(a)
(b) f ''v f.
CC)
( (d)
l~f and f:- may be expr'essed asi l
f = f. x. v f-: X..
.1 1 1 1
This expansion is possible even when f is jncompletely




Yroof: (a) ~ (b) may be trivial from the definition.
We will show (a) ? (c) ~ (d) ~ (a). Proofs are all by
contradiction.
(a) ~ (c). Assume f. 'Iv L- for some i, then by
1 1.





Attach to each vector a component corresponding to x. and
1
write it to the left side, then
(1, Ul), (0, Ut) E Cen
(1, VI), (0, vJ V(f)
(1, UI) + (0, UZ) = (1, VI) + (0, V2).
Thus f is not completely monotonic.
(c) ~ (d). To prove this it is sufficient to show
that f. and f-: are both completely monotonic for the given
1 1
1. Assume f. (in the case of f.the proof is similar) 1S
1 1
not completely monotonic, i.e., there are distinct vectors
Ul, U2 E U(fi)
VI, V2 E V(fi)
Ul + U2 = VI + V2.
From Lemma 2.1 and attaching the i-th component to the
left, we have
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(1, Uj) = 0, a,b, c)
(1, v j) = (1, a, b , c)
(1, U:l) ~~ (1, ii, h, c)
(1, V2) = (1, a, h, c),
where N(a»O and N(b»o. Then, without loss of generality,
pick up the j-th component which is included in a and
suppose that a j = 1. Remove the j -th component from a and
a, and let the resulting subvectors be a'and a', respectively.
Then
Sj = (1, a', b, c) E U(jj)
t 1 ,= (1, a', h, c) E V(f,)
S2 "" (1, a', h, c) E U(I;)
t 2 = (1, a', h, c) E V (I;) ,
and, moreover,
which implies f. "" f·;. Hence a contradiction. By this argu-
j J
ment we have proved that if condition (b) holds then
f. and f~ are completely monotonic and f. ~ f~ for any i.
1 1 1 1
(d) ~ (a). Assume f is not completely monotonic. Then,
by Definition 2.1 and Lemma 2.1, there are four vectors
such that
(a, b, c), (a, h, c) E U(j)
(a, b, c), (a, h, c) E V(j). (2.17)
Suppose first that the i-th component is included in C and
that c. = 1 without loss of generality. Then (2.17) implies
1
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(a, b, cry, (a, b, c') E CUi)
(a, b, e'), (a, b, c') E n}i), (2.18)
which is equivalent to saying that f. is not completely
l
monotonic since f. is 2-summable. Suppose next that the
l
i-th component is included in a and also that a. = 1.
J.
Then (2.17) implies
(a', b, c) E [JUJ
(a', b, c) E VU,.)
(i/, b, c) E U(Ji)
(a', b, c) E V(ji),
and this implies f. 't f-;-, where C' and a' ape C and a,
l l
respectively, from which the i-th component wac, removed.
When the i-th component is included in b, we have also
f. 'Iv £-;- by similar argument. Consequently, we have
l -l
found that if condition (a) does not hold, then either
f. % f-;- holds or f. (or f~) is not completely monotonic,
l l l l
,-resulting in a contradiction. Q. E. D.
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2.6 Testing Method for Complete Monotonicity
By the argument in the previous section, we have
obtained three testing methods for complete monotonicity
by means of mutual monotonicity.
(a) By Theorem 2.3, condition (b) ; examine if f 'V f.
(b) By Theorem 2.3, condition (c) ; examine if f. 'V f-;
l l
for i = 1,2, ... ,n.
(c) By Theorem 2.3, condition (d); examine if f. 'V f7
l l
for some i. If f. 'V f7, then expand f. and f-;,
l l l l
respectively, to determine their complete monotoicity.
If we continue the expansion of obtained functions
successively, we will eventually have functions
of one variable. Any function of one variable is
known to be completely monotonic. Therefore, if
all pairs of functions obtained from thlS process
of expansion are mutually monotonic, f is
shown to be completcJy monotonic successive
applications of Theorem 2.3, condition (d). On the
other hand, if we have at least one pair of
functions which is not mutually monotonic in the
process of expansion, f is not completely
monotonic.
Hereafter, we will confine ourselves to method (c).
First, because t is desirable to examine the mutual
monotonicity of functions of few variables, since the
testing of mutual monotonicity becomes progressively
difficult with the increase of the number of varia.bles,
as will be shown later; and second, because method (c)
yields a clue to compound synthesis even if f itself is
39
not completely monotonic .
To determine complete monotonicity by method (c), we




. . ... . . . .
Fig. 2.3. Expansion diagram of a function.
For a function of n variables, each level is denoted as
level n, level n-l, ... , level 0 from the top. Generally,
the order' of variables in the expansion is arbi tI'a.ry.
However, all functions in a level are usually expanded by
the same variable unless there is some special requir~ment.
We call the function tree an !!expansion diagram!! of f if
the relation of mutual monotonicity of functions is
written on the diagram.
The process of constructing the expansion diagram in
order to examine complete monotonicity of a certain
function f can be partly omitted if obtained functions are
known to be either completely monotonic or not. If
an obtained function is completely monotonic, the
expansion of that function yields only mutually monotonic
pairs of functions. If an obtained function is not completely
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monotonic, the original function f itself is not completely
monotonic.
The mutual monotonicity of each pair of functions
may be examined in several ways, among them the direct
examination of vectors based on Definition 2.3. This
procedure is simple but may need a vast amount of
comparisons of vectors and, therefore, is somewhat
unrealistic except for sparsely specified functions.
The examination of condition (b) of Theorem 2.2 is
essentially the same as the above method.
Condition (c) of Theorem 2.2 is interesting
because the method based on this would be quite similar
to the method of examining complete monotonicity proposed
[72J . [98J. .by Muroga et al. and Wlnder . By lncorporatlng
conceivable simplifications which may be discussed in
conjunction with the method for complete monotonicity, .
this method could be a practical one. In this paper,
however, we do not discuss these methods any further.
We present a new method in Section 2.9 which consists of
the comparison of product terms of given functions, since
this seems, not always, but often simpler than other
methods and may reveal a new aspect of completely
monotonic functions.
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2.7 Use of Symmetric Variables
Before stating the method of examining mutual
monotonicity by algebraic manipulation, we deal with two
poc bilities which facilitate testing of complete
monot in the following sections.
Frequently, a function is symmetric in mOl'" than one
vad able; in that case, part of the determination of
mutual monotonicity can be eliminated by the following
theorem.
Iheorem 2.4: Suppose a function f in level j is symmetric
in m variables (m~j) and f is expanded successively by
the symmetr'ic variables. Then if two functions in level
j 0-1 \"ihich are obtained from f are mutually monotonic,
all pail's of functions in level j -2 through level j-m
obtained from f are also mutually monotonic.
~rooX; Without loss of generality, suppose t C;
symmetric in {x] ,x 2 , ... ,x } and f is expanded x, , , ..._ m ~
'{ uccessively--. from the assumption in the theorem,
4 In'
F rv
"1 . Then, acc;sume that we have a non··-mutu211y:r;onoccL
pair of func-ti~ns f ak ?6 f (j( when functions are expanded
by x, (1<ks:m). From the symmetry of variables" t I-d c; "3
j(
fbI '}6 fbi for some b. However, fbI <t, fbI implies
f l '}6 f 1 from Definition 2.3. Thus a contradiction.
Q.E.D.
By this theorem, we can omit the test of pairs of
functions in level j-2 through level j-m, if we know
the mutual monotonicity of. functions in level j--l obtained




In threshold logic, dual functions are known to play
. [37J
an interestIng role . They exhibit interesting properties
in our t-heory as ;'1el1. In order to also deal vIi th income..
pletely specified func-tions, the dual function is defined
as follows.




U (j<1) = IxIx E V(j) I
V(jd) = Ixl x E u(j)l
W (jri) = 1x1 x E W (j) I·
f, and f = g implies fd =
(2.19)
dg , and vice
An interesting relationship of an original function
and -the dual function is summarized In the next lemma.
Lemma 2.2: The binary relations of Definition 3.2 for f,
f f f fq fd f& .
> = <> correspond to > = <>, respectIvely,
dfor f .
f--Proof: Suppose a> a, namely, there ar'e two input vectors
Ca, b) E U(f)
(ii, b) E V(f),
then we have fr'om Definition 2.4
(a, b) E U(fd)
(a, j) E V(fl).
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Q.E.D.
'f f f1 > , =
f<>
However, the converse of Lemma 2.2 (i.e.,
and >g, =g, <>g, respectively, correspond, then
dg = f ), does not hold, in general; it holds when f is
fd_
This implies a> a
a completely specified, completely monotonic function.
The following two theorems are immediate consequences
of Lemma 2.2, Theorem 2.1, condition (b), and Theorem 2.2,
condition (b).
Theorem 2.5: If f is completely monotonic then fd is also
completely monotonic, and vice versa.
dTheorem 2.6: If g~h, then g ~h.
Therefore, we can replace any function obtained in
the expansion diagram by its dual if only the complete
monotonicity of the given function is concerned. Note
that, however, if there are non-mutually monotonic pairs
in the expansion diagram, their positions may change
by the replacement of functions by their duals, although
their total number remains the same.
2.9 Test of Mutual Monotonicity by Algebraic Methods
In this section we deal with a method of determining
mutua] monotonicity by algebraic manipulations. This
method can be easily applied by hand computation to
functions of up to about 7 rv 8 variables, or more if
they are symmetric in some variables or have certain
particular' properties. Three theorems are given for
general functions, completely specified functions, and
completely specified unate functions, respectively. They
are based essentially on the same idea. The determination
of mutual monotonicity by each method becomes progressively
easier though the application would be more restricted.
For' s i rnpLLci ty, Ie t a function be expr'essed by a
surn-of-pr'oducts fOr'm. A produt tenD, is r'epresented by
a, b, c, et _, with Or' without a suffix. Sometimes a
pr'oduct term is factored into cc(';U; of 1i terals and h'ritten
as a = a a a and a is said to be "partitioned" into1 2 3'
a l a 2a 3 . In thi,; case no tvJO subproduct tEl'ms such as a i
and a. involve common liter'als. Let the subvector'
J
corresponding to a be a. For example, a = (1-01) corresponds
to a = xl x3x4 . a~b implies that a subsumes* b, and N(a)
is the number' of liter'als which appear in a. a is the
negation of a, i.e., the ppoduct term obtained by
negating all the literals in a.
:':A product tepm a "subsumes" another product term b if all
the literals in b ape also in a. For example, xl x2xq -+ x2xq "
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A. General Case
Let f be an incompletely or completely specified
function. In order to treat an incompletely specified
function by the algebraic expression, two completely




V(fl) = V(j) U W(j)
V(IO) = U(j) U W(J). (2.20)
Obviously, the function f is completely described by fl
and fOe Note that when f is completely specified, fl = f
, f O -and = f.
Theorem 2.7: A necessary and sufficient condition for g
and h to be mutually monotonic is that when gl and hl
are expressed by sum-of-products forms, ther'8 ape no
1-g= a1 a 2b l b 2c II G
_ - °U(ala2a3blb2c) (\ U(g ) 1 <P ,
and
and
hl = a 3a4i\b2c V H
- - °U(ala3a4blb2c) n u(h ) 1 <P,
where G and H represent the remainder of gl and hl,
pespectively, and there is no common variable in a l a 2
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and a 3a 4 ·
Proof: Proof is by contradiction.
- Sufficiency: Assume g ~ h. Then by Theorem 2.2,
condition (b) there are four vectors such that
(~, s) E U(g) } ,
(r, s) E V(g)
(r, t) E U(h) }




From (2.21), there is a pl'oduct term r l s 1 in gl where
r-+rl , s -+sl' andN(rl»O. ForN(rl ) = 0, (r,s)E.u(g)
implies (r,s)E- U(g), and this is d contradiction.
Similarly, there is a product term r 2s 2 in h
l
where
r -+ r 2 , t -+ s2 and N(r2 »O. It is possible to rewrite r l
and r 2 as follows
In other words, r l ' and r 2 ' have no common variable.
Next, consider common variables in sl and s2 and
collect separately those of the same sign and those of
the opposite sign, and let them be
respectively. Then,
s '3 and s '4 '
I , ,
SI = .1'1 Sa S4 ,
where there is no common variable in slY and s2'. Conse-
quently, there are product terms
in gl and hl , respectively. Moreover, (2.21) implies
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because ~s ~ ~1'~2'~3'8l's3'8 '. Similarly,
C(r/r~/r/s2Is/SI')(\ eChO) ,r
Then if we put 1'1' = aI' 81'= a 2 , 1'3' = b 1 , 8 1+' = b 2 ,
s31 = c, ~2' = a 3 and 8 2 ' = a 4 , we have proved the
sufficiency of the theorem. Clearly, N(rl»O implies
N(al ) + N(bl»O and N(r2 »O implies N(a 3 ) + N(b1»O.
Necessity: Asswne there are product tenns that
satisfy the conditions in the theorem. Then there are
four vectors such that
where * implies any subvector and 0 implies some
subvector. Thus, if we choose the * part appropriately,
we get
_ It _ _
ala3bl < ala3b1,
(2.23)
and obviously N(a l ) + N(a 3 ) + N(bl»O. This implies
g "" h. Thus a contradiction. Q.E.D.
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It is possible to eliminate the condition N(al ) + N(bl»O
and N(a 3) + N(b1»O from Theorem 2.7 because if, for example,
N(a ) + N(b ) = 0, we automatically have
1 1
U(iha2a3bjb2C) = U(a'l.!13b 2c) ~ U(a 2b2c)
= U(aja2b!b'lc) ~ U(g!)
and this implies
By this theorem, we can examine the mutual monotonicity
d h f · 1 d hl .of g an as allows. Flrst, represent 9 an ln
sum-of-products forms and simplify them, if possible.
Then, apply the following procedures to every pair of
pI'oduct terms selected fr:)IT: g1 and hI, respectivPlv.
(1) Among variables which appear ln both product
terms, let the part of the same sign and that of
the opposite sign be c and b, respectively; the
1 1
remainder is denoted a and a' for 9 and h ,
respectively. Namely, the pair> of product terms
f 1 d hI.. ] d 'bo 9 an .lS wrltten as a)c an a c.
(2) Partition a, a', and b as a = a l a 2 , a' = a 3a 4 ,
and b = b1b 2 under the conditions N(al ) + N(bl»O,
N(a3 ) + N(bl»O. for every partition, examine if
both
U(tha2a3btb2r) n [«15°) rf. 0
U(ala:Ja4blb~c) n [/(11°) r!' 0
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are satisfied. If no pair of partition of product
terms selected from 91 and hI satisfies (2) then
g '" h, and if there l"; at least one [Jaix which
satisfies (2) then g ~ h.
Though this method seems to be very complicated, -tIw
insight into the structures of g and h sometimes gI'eatly
reduces the amount of computation. ror example, some of
the subproduct terms are frequently null, and if
N(a) + N(b) = 0 or N(a') + N(E) = 0 is known, it is not
necessary to proceed to pY'ocedure (2). Considering the
form of gO and hO, try only partitions which may yield
u(a1a 2aSI\b2c) and u(a1a3aJ+blb2c) that intersect U(gO)
and U(h ) respectively. Other techniques will be L-mnd
in the examples. When g and hare vex-'y sparsely specified,
"we,veI', the proceduI'e due to Def5JL1,:ion 2.1 rndY
sometimes be simpler than this procedure.
Example 2.5: Examine the mutual lllonotonicity of incompletely
specified g and h:
- ---~---_.. __ .._-------
g It
Xl .X2 Xa x. g Xl X, X3 X4 It
---_._--------- ---._-----
1 0 1 1 1 1 0 1 1 1
1 0 1 0 1 1 1 1 0 1
1 0 0 1 1 1 0 1 0 I
1 0 0 0 1 0 1 1 0 1
1 1 1 0 1 0 0 I 0 1
0 1 1 0 1 0 1 0 0 0
0 0 0 I 0 1 0 0 1 0
0 0 0 0 0 0 0 0 0 0
._-----~---~
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Now compare x l x2 and xl x2x 3 ' In this pair, however,
N(a) + N(b) = 0 holds and procedure (2) is omitted,
Similarly for x 2x 3X LI and X 3XLf , Next compare x 1x2 and x 3x4 '




appeal's in every term of h , necessarily a 3 = x 3 or
a 3 = x 3x4 , i.~" a 3 contains x 3 ' for U(ala3a4blb2c) to
intersectU(h'), This implies that x 3 necessal'ily appears
in ala2a~Jb2c "hich is compared with U(gO), and obviously
, ° °from the form ofg the term does not intersect U(g ),
f 'l'llally for x x ,x <cmd x x xc=: v CiIld t-hl'S jrnpl.·J'.e q
- -,.... ;; ~~ q. 1 2 3' n 3 -- - ~
that x 3 appear>s in ala2a3blb2c which is compared with U(gO),
and thus the term does not intersect U(gO), Thus we
have proved th~t g ~ h.
Completely Specified Functions
In this case, Theorem 2.7 is simplified to some extent
is follows.
l_'h(~orem 2.8: A necessary and suffi cient condition for [-'.w
completely specified functions 9 and h to be mutually
monotonic, when 9 and ~are represented by sum of prime
implicants;':, is to satisfy the following two conditions.
(a) There is no variable which appears in 9 and h,
respectively, with opposite signs**.
(b) There is no pair of pI'i me impJj cdnts ala 2C dTJd
a 3a4c such that
g ~~ ala2C -+ G
U(ala2alc) n 1'(.41) -T0,
(2.25)
and N(al»O, N(a 3 »O, where G and H I'epl'esent
the remainder of 9 and h, respectively, and
there is no common variable in a l a 2 and a 3a 4 .
Proof: We first prove that condition (a) is necessary.
Assume that condition (a) does not hold, i.e., there are
prime implicants x.abc and x.a'bc in 9 and h, respectively.
l l
The existence of the prime implicant x.abc in 9 implies the
l
,':A product term a is a prime implicant of a function f if
and only if U(a) ~ u(f) and there is no product term b such
that U(b) f,; U(f) and a -+ b,




0, a, b, c, *) E~ C(fJ)
(0, a, b, c, D) E: V(g), (2.26 )
where ,'~ implies an arbitrary subvector and 0 implies a
certain subvector as before. The i-th component is written
to the left of the vectors. From (2.26), if we fix the ~"
part to be the same as the a part, i>gI 1S obtained.
Similarly, it is possib~e obtain i h i, and this impliesto >
9 i- h· Therefore, we can suppose that condition (a) is satis-
fied. This is equivalent to saying that we suppose N(b 1 ) =
N(b 2 ) = ° in Theorem 2.7. Then, considering that U(go) =
V(g) when 9 is completely specified, etc., we can
prove condition (b) is a necessary and sufficient
condition fot' Jnl;tual Ilionoton3 city of C1 and h, under
condition (a). Q.E.D.
By this theorem we can examine the mutual monotonicity
of two completely specified functions 9 and h in the
same manner' as incompletely specified functions. First,
represent 9 and h by sum of prime implicants. If
there are variables which appear in 9 and h with opposite
signs, we have g7'~h. If there are no such variables, apply
the following procedure to every pair of prime imp.licants,
each selected from 9 and h, respectively.
(1) Let the literals which appear in both prime
implicants be c and the remainder be a 'and a I
for 9 and h, respectively. Namely, the pair of
prime implicants of 9 and h is written as ac and
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a'c, respectively.
(2) Part!tion a and a' as a = a l a 2 dnd a'= aaa4 under
constraints N(al»O, NCa 3 »o, and for every
partition examine if both
are satisfied. If no pair of partions of prime
implicants selected from 9 and h satisfies (2),
then g,.., h, and if at least one partition satisfies
( 2), then 9 -)"- h.
From Corollary 2. 2B, it is obvious that U(g) 2 u( h)
or u( h) .2. u(g) must hold for 9 and h to be mutually
monotonic. Assume U(g) ;2 U(h) . Then we can add a condition
N(a4 »0 to condition (b) of Theorem 2.8, because if
N(a4 ) = 0,
U(iira2aaC) C U(aaC) = U(a'c) C U(h) s;;: If{g)
holds, and thus we immediately have
By employing this property, we can eliminate the
test of some partitions of a and a' in procedure (2).
Procedure (2) is especially unnecessary if N(a')sl holds.
A wellknown necessary condition for complete mono-
tonicity (as will also be shown in Theorem 2.10) is unateness*.
*A function is unate if and only if it has an expression
in which each variable appears with negation or without
negation throughout.
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Suppose that some of 9 and his not unate. If we
are to examine the mutual monotonicity of 9 and h in
order to examine the complete monotonicity of a certain
function, it is unnecessary to know if 9 ~ h since the
original function is immediately known to be noncompletely
monotonic. However, if· we want to realize a given function
by a combination of completely monotonic functions when
the original function itself is not completely monotonic,
it is necessary to know the positions of pairs which
are not mutually monotonic in the expansion diagram.
In this case, therefore, we have to proceed further.
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sum of prime
C. Completely Specified Unate Functions
Sometimes in actual examples, especially when only
the complete monotonicity of a given function is under
consideration, mutual monotonicity of two unate functions
is examined. In this case, Theorem 2.8 IS simplified
further.
Theorem 2.9; A necessary and sufficient condition for
completely specified unate functions 9 and h to be
mutually monotonic is to satisfy the following two
conditions when they are represented by
implicants.
(a) There is no variable which appears in 9 and h,
respectively, with opposite signs.
(b) For every pair of prime imp1icant~ (ala2~) and 'a3a L+c
"'", /'
selected from 9 and h, respectively, there is -
either a prime implicant p of 9 which satisfies
&2a3c~ p or a prime implicant q of h which
satisfies a1a 4c ~ q? where there are no common
literals in a l a 2 and a 3a 4 , and all partitions
a l a 2 and a3a 4 of selected prime implicants that
satisfy N(al»O, N(a3»o should be considered.
Proof: In Theorem 2.8, for example, uCal a 2a 3c) n V(g) = <jJ
is equivalent to u(al a 2a 3c) ~ U(g). When 9 is unate,
this also means that there is a prime implicant p of 9
which satisfies a a a c ~ p[88][98] Furthermore, from123
the unateness of 9 and the fact that a l appears in g,
al a 2a 3c ~ p is equivalent to a 2a 3c ~ p. We can prove
this for the prime implicant q of h in a similar manner'.
Q.E.D.
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Of course, if U(9);2 u(h) is known to hold, we can
add one more condition, N(a4 »O, to condition (b) of
Theorem 2.9.
The procedure for examining mutual monotonicity of
Theorem 2.9 is almost the same as the one by Theorem 2.8,
However, it is simplified in two respects: product terms
conside~ed in procedure (2) are a little simplified and
the intersection property is substituted by the subsuming
property.
Example 2,4:
h = x x 3 'L ,
(2,27)
Obviously, U(g);::>. u(hL Compar,8 Xl of 9 and x
2
x3 of h,
then a = Xl' a'= x 2x 3 ' If we put a l = Xl' a 3= x 2 ' a 4= x 3 '
there is neither a prime implicant of 9 which is subsumed
by a 2a 3c = x 2 nor a prime implicant of h which is
subsumed by alaLfc = xl x 3 ' Therefore, we have 9"'-h,
Example 2.5:
(2.28)
h = x2x3x 4 V x 2x 3xS'
Obviously, U(g);:> U(~). Thus, considering N(a)2:I, N(a'>.?2,
it is necessary to examine four pairs, {x2x4 ' x 2x3x S },
{x2xS ' x2X3x4 }, {X3X4 , X2X3XS}' and {X3X5 ' X2X3X4 }. Note,
however, that any product term of positive literals r
which satisfies N(r)~2, except for x4xS ' subsumes some
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implicants of g. For the above four p'airs. c :: X, 2









c subsumes some prime implicant~'; 01
therefore, we obtain 9 '" h. This techn:iqur" which
pr>ime




considers the number of literals in pro8uct terms
sometimes :greatly reduces the amount of computation.
The same result is also obtained by constructing a
"partition diagram" for each pair of prime implicants.
In the partition diagram, a 2a 3c and a l a l+c are written in
upper and lower entries, respectively, and circled if it






(X3X ,XS) X2X3X, ala,e
al a2 cI
does not subsume any prime implicant of the designated
function. Clearly, g"c. h if and only if there are entries
such that both the upper and the lower are circled.







x 3x4} and {x3x S ' x 2x 3x4 }can be ommitted
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, x 2X3xS} dnd {x 3x4 ' x 2X3xS}, respectively. This
property i~; always true. Therefore, in this example
all possible partitions for these pairs which may
satisfy condition (b) of Theorem 2.9 are alY'eady exhausted
in the above diagrams.
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2.10 Examples of the Test of Complete Monotoni_ci ty
Example 2.6: Consider an incomp letely ,specified function
,and its expansion diagram shown in Fig.2.4. Although each
function can be defined by fl and f, as described in
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Fig.2.4 Expansion diagram of the function of
Example 2.6.
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The upper side of the truth table represents vectors of
O(f) and the lower side represents vet). The mutual mono-
tonicity of f l and f 1 has already been shown in
Example 2.3. From Corollary 2.2A, f 12 ~ f 12 , f 123 ~ f 123 ,
and f 123 ~ f 123 · The test of f 12 ~ f 12 and f 123 ~ f 123 can
be easily performed by Definition 2.3, since the number
of vectors under consideration is rather small. Consequently,
all pairs of functions in the expansion diagram are




Expanding f, we have f 1 = x2 v x3xLt ., fi = x3x4 . These are
the same type of functions which we have treated in
Example 2.4 and, therefore, f l rf., f i . Thus f is not
completely monotonic.
Example 2. 8 :
(2.30)
The expansion diagram is shown in Fig. 2.5. Since
f 12 ~ f I2 , either function is to be expanded further.
The function in the lowest level of each branch is
obViously completely monotonic. By Corollary 2.2A,
f I2 ~ f i2 , f i23 ~ f i23 , and f 123 ~ f 123 . We have already
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shown the mutual monotonicity of f l and f I in Example 2.5,
Since f is symmetric in {xl' x 2 ' x 3 } it is not necessary
to examine the mutual monotonicity of f l2 and f l2 by
Theorem 2.4. Thus, every pair of functions in the expansion






'f12=x,.x••x. ""-" f" '" x,X~+X,x, fi2 =. x,x.+x,x,'"'-' fli" 0
/\ /1\
of LzampLe 2.8,
n the above expansion, the test of
imel/Jhat: complicated, This can be simplifie JO\
11e concept of dual functions as well as Theo:cem 2, and
'Theorpm 2.6. One example is shown in Fig, 2,6, when;
( (f1 )d) 2' and so forth. To examine f 1d '\, t
sufficient to consider the pair of prime cant:; 11
sat N(a)2l and N(a')~2. since obviously U(f,d) 2 U(
'iGw("ver 0) ther'e is no such pair of prim(~ implicants and,
therefore, we immediately have fld ~ l' The ~est the
rerna.1nder' is 3imilar to 'the above. Consequent: • vJe




t,d =X,X, +X,x.x" +X.x,x, 1, = x. X;x:..+x, x,x,
/'~"" /~"
t,d, = X,+ X. X, ~t,d2 = X,X.X. f,,'" x,x..+x.x. ,"",fll '" 0
/\
Fig.2.6 Expansion diagram of the function of
Example 2.8 obtained by the aid of
dualization.
As an
~Ioor 1 s t unction
nf a function, the Hel1known
1ete "lcnoton1.c ry,
in theceference 81. Other lJsetul vJill
also be foune! trw proces;o; fc)(' that function,
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2.11 Functional Form of Completely Monotonic Functions
From Theorem 2.8 we can obtain a direct necessary
and sufficient condition for complete monotonicity
when the function is completely specified and represented
by a sum of prime implicants. Functional forms of
. . [72J["74J[ 22J
threshold functlons have been frequently dlscussed,-
but they are only necessary conditions or only sufficient
conditions, not both. Therefore, the next theorem is
interesting since it provides a necessary and fufficient
condition, though it is of complete monotonicity.
Theorem 2.10: A necessary and sufficient condition for a
completely specified function f to be completely
monotonic, is to satisfy the following two conditions
when it is represented by
Ca) f is unate.
sum of prime imp 1i cants.
~b) For every pair of prime implicants of f,
ac = al a 2c and ale = a 3a4c, such that N(al ),
N(a2 ), N(a3), and N(a4 »O, there is a prime
implicant p of f which satisfies either
a 2a 3c ~ p or a l a 4c ~ p, where a l a 2 and a 3a 4
have no common variable and all possible
partitions al a 2 and a 3a 4 should be considered.
Proof: Apply Theorem 2.8 to Theorem 2.3 condition (b).
N(a3»O and N(a4»O are immediate consequences of
U(f) ::> u(f). Q.E.D.
Although the test of complete monotonicity by
Theorem 2.10 seems more time-consuming than the previous
one, it would be easier to program.
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!0amEle 2.9: Consider the function f treated in Example
2.8. As f consists of seven prime implicants, 7C2 = 21
pairs are to be compared. However, among them, only six
pairs satisfy N(al ) + N(a2h2 and N(a3) + N(a4 )?2 and,
therefore, can satisfy N(al ), N(a2 ), N(a3 ), and N(a4 »0.
They are {XIX2X4, XIXaX, l': XIX2X4, X2 X aX,} , IXIXa X 4, XIX2 X , l ,
IXIXaX 4, X2 X aX,} .{ X\X2X S, X2 XaX 4l, and {XIXaXs, X2 X aX 4}. For
example, for the first pair we have a = x2x4 ' a' = x3x5 '
and c = xl' For this pair, only (a2aaC=XIX2Xa, ala4c=xlx4xst
and IXIX2X" XIXa X 4! should be examined for condition (b)
of Theorem 2.10, considering N(al ), N(a2 ), N(a 3), and
N(aL~»O. In this case there are prime implicants xl x2x3
and xl x 2x5 in f and one of them is subsumed by the
former term of each pair. By a similar process we can
eventuaUy pY'ove h'? complete monotonici ty of f by
this direct method.
~oroll_~E,L 2 .10A: dhen a completely specified unate
function f is Y'evC'esented by sum of prime implicants,
if for every pd.ir of prime implicants the total number
of literals whidl appear in either pr'ime implicant but
not both is at most 3, then f is completely monotonic,
EX0!.:~pl(~ 2.10:
This J.B comple monotonic from Corollary 2.101\.
Wellknown properties which hold for functions with
1 1 b f' . '] [22][76J J '1 b ' ,a sma J. Dum er' O' varlaD ..es are a .so eaSJ, y 0 talnea
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from Theorem 2.10.
Corollary 2.10B: Unate functions of at most three variables
are completely monotonic (threshold) functions.
Corollary 2.l0C: Positive functions of four variables
which are not completely monotonic (threshold) functions
are limited to the following functions and those
obtainble by permutating their variables and duals.
These corollaries can be incorporated when we are
completing an expansion diagram.
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2.12 Extension to Threshold Functions
Threshold functions are of practical importance
since they are easily realized by physical or threshold
elements. However, completely monotonic functions do
not have such a practical importance and are considered
to be important only as approximations of threshold
functions. In this section,therefore, we consider an
extension to threshold logic of concepts developed
in the previous sections.
First, we introduce the concept of isobaricity
corresponding to mutual monotonicity.





then g and hare tlisobaricl! i.f and only if for every
set of vectors and k 1 , k 2 (>0) which satisfy
2:: Xi :¥- I:Yi and
k l kl
the following holds:
L Ui r<- I: Vi,
k'}. .k2
Xi -j- I: Ui :¥- LY, + LVi,
leI Ic'J. Ie] lc'J.
whex'e vectors ax'e not necessarily distinct. If g and h
ar'e isobaric, they are denoted as g ~ h, and if not,
as g 1:' h.
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When kl , and k2 are limited to 1 this concept is
equivalent to mutual monotonicity, and obviously mutual
monotonicity is a necessary condition for g and h to be
isobaric.
The term isobaric has sometimes been used to imply
that two threshold functions can be realized by the
[ 23J
same weight vector . However, in the above definition
g and h can be isobaric even if g or h itself is not
a threshold function. To imply the above concept we say
that threshold functions g and h are "simultaneously
realizable". These two concepts are equivalent when g and
h are restricted to threshold functions.
T'heorem 2.11: When g and hare thx'eshold functions,
('md hare simultaneously cealizab.l e if and nIl if
and h are isobaric.
[72]Proof: It is known (see Muroga et al., . etc.) that
f is a threshold function if and only if g and }, are
threshold functions and simultaneously realizable,
where
f :: gx. v hx.
l l
and g and h are independent of x .. f is a threshold
l
function if and only if f is k-asummable for any k.
Then, assume g and h are not isobaric, i.e., there a:re
vecto:rs which satisfy
LXi+ LUi = LYi+ LVj.
k , k, kj k,
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Adding the component x. to the left of these vectors?
1
(2.32) is rewritten as
L: (1, Xj) + :E (0, Uj) = L: (1, Yj) + 2: (0, Vj),
k1 k. kl k2
and this implies f is (kl +k2 )-summable. Thus? f is not
a threshold function. The converse can also be proved in
a similar manner. Q.E.D.
These concepts are meaningful since the next theorem
holds and corresponds to Theorem 2.3 which is a basic
property of completely monotonic functions.
Theorem 2.12: The following four conditions are
equivalent.
(a) f is a threshold function.
(b) f ~ f.
(c) For any i (15isn), f. ~ f-:.
1 1
(d) For a given i, both f. and f-: are threshold
1 1.
functions and moreover, f. ~ f •.
1 1
Proo:f.: (a) (:) (b may be trivial. (a) ¢} (d) 1S a wellknown
property of thrc':3hold functions, since in this case
f i ~ f 1 implies that they are simultaneously realizable
by Theorem 2. lL Therefore, we prove only (a) ~ (c).
However, (a) ~ () also easy to prove. (c ~ (a ~1:3
proved as follows. Assume that f is not a thret'lho.ld
function, and there are vectors such that
Uj E UU)
Vi E V(j)







Let this be a minimal set of vectors that satisfy (2.33),
Le., no proper subset of vectors {u.} V]
(2.33). Since all U. can bot be the same,
]
component, say x., the following sets are all nonempty:
1
P = {ujl (Ui); = 1}
Q = {ujl (Uj), = o}
R = {Vi I (Vi); = tl
s={Vjl(Vj); =O}.
Let #P = #R = kl and #Q = #S = k 2 , and Pj be a vector
obtained by removing the i-th component of Uj in





LPi +Lqj = L rj + L Sj,
kj k. k 1 k.
and from the assumption of the minimal set, obviously
LPi ~ L rj .and
k 1 kl
This implies f.?t f-;-, and thus a contradiction.
1 1
Q.E.D.
As in the previous sections, this theorem enables us
to develop a similar theory of threshold functions.
Note, however, that we have not yet found a. simple method
for testing if two given functions are isobar'lc. The
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usefulness of isobaricity completely depends on the
development of such methods.
Although complete monotonicity and realizability
by a threshold element are very closely related, indeed
equivalent for completely specified functions of at
most 8 variables, there are certainly functions which
are completely monotonic but not I-realizable, such
as Moore's function.In this case, some pairs of functions
.in the expansion diagram are mutually monotonic but
not isobaric.
From these arguments the next theorem may be obvious.
Theorem 2.13: Completely specified completely monotonic
threshold functions of at most 7 variables are isobaric
(simultaneously realizable) if and only if they are
mutually monotonic.
This theorem is of practical importance since the
tes't of mu'tual monotonici ty is rather simple, as
described in the previous sections.
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2.13 Classification of Threshold Functions
The number of threshold functions increases rapidly
in accordance with n, though threshold functions occupy
a progressively small portion of all functions. A handy
method of handling those large number of functions is
to classify them into fewer number of classes. These
classes will be dealt with rather than individual
functions in the design process, provided that a method
of obtaining the original functions from such classes
is known.
A convenient classification of threshold functions
is provided by means of characterictic vectors.
Definition 2.6: Let
q = #{ X jf(X) = s }
s
q j = #{ X Ix. = 0, f( X) = d,os ]
where 0 and s assume either 0 or 1. Then the lI characr:eris-
tic vector" of f(x) is defined by
c = ( cO' cl ' c 2 '···' cn )"
where
Co = ql - qo
c. = qj + j j j] 11 qoo qOl qlO'
j = 1, 2, .•. ,n.
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In other words, let the binary values be -1 and 1
instead of a and 1. In this case, the vector is represented




f(y.) ( 1, y. ).
1 1
If, conversely,.we can obtain fey) from its
characteristic vector, this n+l dimensional vector could
be used as a representation of fey). For this purpose,
the one to one correspondence between function and
its characteristic vector is necessary.
Theorem 2.14: A necessary and sufficient condition that
a function f and its characteristic vector correspond
one to one is that there is no set of vectors such that
u. ~ { y £(y) = 1 }
1
V. E;; { y I £(y) = -l}
.1
k k
I u. = l: V. , (2.31+)
i=l 1 i=l 1
where no repet it ion of vectors in the sum is permitted.
Proof: Let fan,] g have the same chal"'acteristec vector,
i. e. ,




For vectors~ for which f(y.) = g(y.) holds, the both
1 1
sides of (2.35) cancels each other. Thus by changing the
subscripts appropriately for the vectors with
f(y.) = -g(y.),
1 1





f( Y.) ( 1, y. ) =
1 1






f(y.) ( 1, y.) - O.
1 1
(2.37)
Obviously, (2.37) is equivalent to the existence of
vectors given as (2.34).
Conversely, if (2.37) is satisfied for a set of
vectors, we can create a function g(y) by setting
g(y. ) - -f(y.), 1 = 1,2, ... ,k
1 1
g(y. ) = f(y. ) , otherwise.
1 1
(2.38)
This g(y) satisfies (2,35) and therefore has the same
characteristec vector as fey). Q.E.D.
Let us compare this result with the asummability
property (2.6) of threshold functions, and also with
the 2-asummability property of completely monotonic
functions (Definition 2.1).
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Let us denote the class of threshold functions by ':T,
the class of completely monotonic functions by nt, and
the class of functions which correspond one to one
with their characteristic vectors by C, then the next
theorem follows immediately.
Theorem 2.15:
[ 14JThe relation J ~ m was first proved by Chow .
It is also known that :r = fiR holds for functions of
8 . b [lOQ][79J Th f·' h· hb 1up to varla les . ose unctlons w lC e ong
to rn but not ::r have been constructed by various
1 [98J[ 27J[ 114]peop_ e . Among those are a function of 9
variables which belongs to c.. but not 7 and a
function of 15 variables which belongs to m but not
C Both functions were constructed by Gabelma.n[27J
for a different purpose.
As a reSUlt, we are able to use the ch~racteristic
vector instead of the function if it is known
to be a threshold function, because Theorem 2.15 asserts
that J C. C , i. e., the characteristic vector
determines a L Dction uniquely, Several methods al'e
available[20][ 6J[104J, to obtain the original function from
its characteristic vector , if a given function is a
threshold function. When completely monotonic functions
are concerned, however, the one to one correspondence
between func"CiorL3 and their' characteristic vectors
does not hold in general, except for functions of up to
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8 variables.
Now, lRt us denote the characteristic vector of
f( y) by
(2.39 )
Then the next properties immediately follow from its
definition.
(1) Let 0 be a permutation. Then
= ( cO' Co (1)' ... , Co (n) ). ( 2.40)








ch . y . f( YIY . , ... , y. 1Y" y., y. +-lY . , ... , y y.)J J J- J J J J IT J
= ( c., c l ' ... ,J
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P (5) 0 f' d' D [20].roperty .1S lrst prove Dy eJ.'touzos , ln
conjunction with the classification of threshold
functions.
These properties can be used in classifying functions
of class C by means of their characteristic vectors,
because the next theorem holds.
Theorem 2.16: G is closed under the 5 operations shown
in (2.40) - (2.44).
Proof: A proof is given for the negation of variables,
i.e., (2.41) in the above list of properties. Other cases
will be proved similarly.
Let g be f with y. negated:
]
If fey) does not belong to c: , there exist a set of
vectors
u. E { Y
1
£(Y) = 1 }
and












This means that g(y) does not belong to C either. The
conver'se can be similarly proved. Q.E.D.
As a result of this theorem, it is now possible to
classify those functions in (: , by defining a canonical
form of characteristic vector. For example, let us take
the absolute values of components of C (properties (2)(3)(4»)
and then arrange them in the descending order (properties
(1)( 5», The resultant vector is defind as the canonical
form of characteristic vector. Now, it is defined
that functions with the same canonical form of character'ls-
Lie vector belong to the same class of functions.
For functions in the class J, this calssification
was actually applied and the table of all the canonical
characteristic vectors is availableUO~ for threshold
functions of up to 7 variables. (For these functions,
in fact, ~ = c.: holds as mentioned above
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In this section, only completely specified functions
were considered. A more general discussion on incompletely
specified functions and the case in which a probability
is associated with each input vector is given by Yajima
and Ibaraki 0..0 5J .
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2.14 Conclusion
The concept of mutual monotonicity was introduced
and investigated in this chapter. Mutual monotonicity
is of importance because it gives a necessary and
sufficient condition for complete monotonicity and,
moreover, it can be tested simply. by algebraic
manipulation. Complete monotonicity is in some cases a
necessary and sufficient condition for l-realizability,
and therefore, these concepts can be applied to the test
of l-realizability.
Since most functions are pot completely monotonic
(1 1 · bl )[10J[98J O-03][92J[78J[112 J th .-rea 1za e , ere 1S an
acute need for developing a theory of compound
synthesis by completely monotonic functions or, if
possible, by threshold functions. The concept of mutual
monotonicity and the expansion diagr'am yields a method of
economical compound synthesis, though it does not
necessarily produce a minimal network. These topics will
be dealt with in the next chapter.
It was shown that if we employ isobaricity instead
of mutual monotonicity, the whole theory cpuld be
extended to threshold functions in parallel, and the
same holds for the above-mentioned method of compound
synthesis. However, simple testing methods of isobaricity
have not been found yet, and the usefulness of the
concept of isobaricity depends on their development.
Considering that completely monotonic functions are
2-asummable functions and threshold functions are
k-asummable functions for any k, it is possible to
80
develop a similar theory of subsets of all functions, i.e.,
k-asummable functions for some k. However, this concept
does not exhibit such practical importance at present
as 2-asummability, which can be checked easily by
algebraic manipulation, and as k-asummability for any
k, which is equivalent to l-realizability.
The idea of mutual monotonicity and isobaricity
was extended to the case of multi-thE'eshold threshold
functions in [116J.
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Cllapter 3. Network synthesis Using Completely Monotonic
(Threshold) Functions
3.1 Introduction
As briefly reviewed in Section 1.3, there has been no
satisfactory synthesis method which is easy to carry
out and yet can yield reasonably economical networks.
In this chapter, we will use the concept of mutual
monotonicity and expansion diagram, developed in
Chapte~ 2, for the network synthesis. By examining
non-mutually monotonic pairs of functions in the
expansion diagram, an algorithm for obtaining a
network of completely monotonic functions which realizes
the required function f is devised.
The network could be further simplified by applying
procedures also considered in this chapter. The whole
process can be easily performed by hand computation
for functions of moderate number of variables. It always
yields quite economical networks, not necessarily
optimal, in the author's experience, provided that the
simplification tech.niques are adequately applied.
Therefore, it is believed that this algorithm
constitutes one of the major approaches of network design
of threshold (completely monotonic) gates, when
practical algorithms are required.
However, the method is concerned with the compound
synthesis using completely monotonic functions, and
strictly speaking, there are completely monotonic
functions which are not threshold functions. Thus it lS
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necessary to extend the method to threshold logic. In
Section 3.8, it will be shown that this is made possible
by replacing the complete monotonicity by the I-realizability
and the mutual monotonicity by the isobaric~ty.
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3.2 Expansion Diagram
It is necessary to obtain an expansion diagram of
a given function in order to realize a function by a
combination of completely monotonic functions. In this
case, however, the position of each non-mutually
monotonic pair is essential and all such pairs must be
found. The total number of non-mutually monotonic pairs
changes according to the sequence of expansion variables
and it is desirable to find an expansion diagram with
the minimum number of such pairs.
Example 3.1: Consider a completely specified function:







V - - V - V - (3.1)x2x3x6 x2x4x6 xl x2xSx6 ·
First, if we successively expand this function by
variables xl' x 2 ' x3"'· , the expansion diagram of
Fig. 3.1Ca) is obtained. Next, if it is expa,nded in the
sequence x6 ' xl' x2 ' ... , the expansion diagram is the
one shown in Fig.3.I(b). The total number of non-mutually
monotonic pairs is reduced from 4 to 1.
Several notations concerning an expansion diagram
must be defined here. If a function g is just below a
function f and connected by a branch, g is said to be
a "first-generation successor" of f. Namely, f . is a
al
first-generation successor of fa' If h is a first-generation
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successor of g and g is a k-th-generation successor of f,
then h is a (k+l)st-generation successor of f. A successor
of some generation is simply called a "successorlt •
Obviously, every function in an expansion diagram except
the bottom ones has two first-generation successors. If
two first-generation successors g and h of fare
non-mutually monotonic, this non-mutually monotonic pair
. is said to be induced by f.
f';b~-' f'23 f'23~./ f'23 f,23r-v f'23
(a)
fe=x,x,x, +x,x,x, +x,x,x,+x,x,x, rj.,
+ X,X,X, + 5:',x,x.x,
fe,= x:x,+ x,x, +X,x. "-' fe! =x,x,x.x,
+X,Xo+X,x,
(h)
f6=x,x, +X,X. +x, X, X5
Fig.3.l. Two expansion diagrams of the function
in Example 3.1.
85
3.3 Fundamental Theorem for the Realization of an
Arbitrary Function
If an expansion diagram of a certain function contains
no non-mutually monotonic pair, it is completely monotonic
and can be trivially realized by one completely monotonic
funcxion. In most cases, however, an expansion diagram
contains non-mutually monotonic pairs and these pairs
must be removed in order to realize it by completely
monotonic functions. In this chapter, this is done by
assigning an augmented variable to every non-mutually
monotonic pair and thus equivalently making it mutually
monotonic. The next problem is how to realize the
augmented variables by a combination of completely
monotonic functions.
Before stating the next theorem which is basjc to
these problems, we define two flconstant functions'f 1 .
•L
and O. associated with f. and negation of f. as follows:
.1 1 1
1;: U(1;) U(j;) U V(ji),
0;: U(Oi) = ljJ,
A: U(ji) = V(ji),
V(li) = cP
V(Oi) U(ji) U V(ji)
V (ji) lJ (ji).
( 3.2)
Theorem 3.1: Let a function f of n variables be expanded
as
f = f.x. v f-:X.
1 1 1 1
(3.3)
and suppose that f. and f~ are both completely monotonic
1 1












consider the function of (n+l) variables f'(xl ,··· ,xn '
a( xl' ... ,x
n
)) which satisfies f' = f when f' is
considered as a function of x. Then f' is completely
monotonic with respect to xl' x2 '· .. , xn ' a, and,
moreover, a is also completely monotonic with respect
to xl"'" xn '
Proof: We prove only for an augmented variable
Ct = f.x. v O-;x ••
l l l l
Others can be similar'l.y proved. From the assumption of
Theorem 3.1, f. is completely monotonic and 0-: is a
l l
constant function. Then, f. 'V 0-: is directly obtained
l l
from Cox'ollary 2. 2A and it implies that a is completely
monotonic from Theorem 2.3, condition (d).
To prove the compelete monotonicity of f' , assume
f' is not completely mono·tonic. Then we have four
vectors such that
UI', uz' E U(j')
VI" vz' E V(j') (3.6)
from the definition. Here note that a = 1 if and only if
87
x,
f. = x. = 1, i.e., a(X) = 1 only for X = (a? Ii, where
1 1
fiCa) = 1. Namely, the a components of VI' and v2 ' are
Xi
both 0 because the vector ( a, 1), where f.(a) = 1, belongs
1
Xi a
to U(f) and accordingly ( a, 1, 1) belongs to U(f'). This
implies that the a components of Ul ' and U2 ' are also
0, since (3.4) holds. Thus the x. components of U '
1 1
and U2 ' are 0 because if a = 0 and xi = 1, Ul ' and
U2 ' must belong to V(f'). Equation (3.6) again implies the
xi components of VI' and V2 ' are O. Thus letting the
Ul ', U2 ', V1 'and V2 ' from which xi and a components are
eliminated be Ui' u2 ' VI' and V2 , (3.6) is rewritten as
(3.7)
This is equivalent to f, not being completely monotonic,
1
contradicting the assumption. Q.E.D.
Thus, by Theorem 3.1 we can remove the.non-mutually
monotonic pair f. 'Iv f-;- equivalently if we consider a
1 1
variable a together. Note that the function f' is no
longer completely specified even if f is completely
specified.
The eight kinds of augmented variables for a non-
mutually monotonic pair g ~ h are illustrated in rig.3.2.
In the figure, the output value of a.for each of four





tffi] tffi1 filij filij tffij tHE Hffi 8mo 0 I 0 o 0 o I I I o I I I I 0
(II (21 (31 (41 (5) (61 (71 (6)
Fig.3.2. Eight augmented variables permitted
by Theorem 3.1.
written in the manner designated above. For example,
when g and h are written as f. andf~, respecti~ely,
1 1
Fig. 3.2 (1) shows a = f.x. v O~x .. Obviously, the a
1 1 1 1
of Theorem 3.1 is to assign an output value 1 to one
or three of these four sets of input vectors. This a
is said to be given to the non-mutually monotonic pair
f. ~ f 7 or f which induces f. ~ f~.
1 1 1 1
These augmented variables may be divided into two
classes, one expressed by (3.4) and the other by (3.5).
In the former casef. is said to be "essential" to a
1.
and in the latter case f-:: 1.S essential.
1
Example 3.2: Expand an incompletely specified ftunction f
of three variables as shown in Fig.3.3(a), and then
Fig.3.3 (b) is obtained. Obviously, though f l and f 1 are
both completely monotonic, f l 1., f 1 holds and f is not


















Fig.3.3. Expansion diagram and augmented variable
of the function in Example 3.2.
the ~sulting f' is a function of four variables a9
shown in level 3 of Fig. 3.3 (b). Of course fl is
completely monotonic.
Example 3.3: Condider the function f of Example 3.1.
If we adopt the latter expansion {Fig.3.l (b», there
is only one non-mutually monotonic pairf6 ~f6' and
gO
X,
Fig.3.4. Realization of the function in Example 3.3
by threshold elements.
both f 6 and f 6 are completely monotonic. Thus, Theorem 8.1
can be applied directly. The augmented variable a may
be anyone of eight possibilities. For example~ let
a = 06x6 v f 6x6 , then f is realized by a combination of
two comple-tely monotonic (in this case, threshold)
functions, one to realize a and the other to realize
fl (= f) itself. This is illustrated in Fig. 3.4.
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3.4 General Case
In general, there is more than one non-mutually
monotonic pair in the expansion diagram of a given
function and therefore Theorem 3.1 cannot be applied
directly. However, functions of the lower level of each
branch in the expansion diagram become necessarily
completely monotonic and the assumption of Theorem 3.1
is satisfied in this part. Therefore, if we remove non-
mutually monotonic pairs successively from the lower
level by attaching augmented variables, we have eventually
one completely monotonic function of more than n
variables which equivalently realizes the given original
function.
Before stating a rigorous procedure, assume that a
runction g is eX[.Janded by x. and g. 'Iv g. holds, (i. e., f
. 1 1 1 . ~
induces the non-mutually monotonic pair g. ~ g7) and
- 1 ·1
let a be an augmented variable given to this non-mutually
monotonic pair. Then it follows from the proof of
Theorem 3.1 that if g. is essential to a then a is completely
1
monotonic if and only if g. is completely monotonic,
1
and g'(= g) is completely monotonic if and only if g~ 1S
1
completely monotonic. Therefore, the augmented variable
a and the function g' are realized as shown in Fig.3.5(a),
provided that augmented variables aI' a 2 ,· .. , ak . and
Sl' 82 "", Sk~ are necessary for gi and gr' restectively,
to become completely monotonic, and g. is essential to a.
1
If g~ is essential to a, the realization is shown in
J_














Fig.3.5. Realization of a function which has
non-mutually monotonic pairs.
said to be "necessary" for g and for the latter realization,
a, al , ... , ~. are necessary for g.
J.
When g does not induce a non-mutually monotonic
(1) (k)pair, suppose that g , ... , g are all the nearest
successors of g which induce non-mutually monotonic
pairs (i.e., all paths from g downward either terminate at
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(1)· (k)
one of g through g or have no function which
induces a non-mutually monotonic pair) and sets of
. (1) (k)
augmented variables {a }, ... , {a } are necessary
(1) (k)for g , ... , g , respectively. Then the function
which satisfies g' = g is completely monotonic. This
. b Of { (1)} { (k)} k'1S true ecaUse 1 a,... , a are ta en lnto
'd . (1) (k) b 'd d bconSl eratlon, g , ... , g can e consl ere to e
completely monotonic and thus the expansion diagram
does not contain non-mutually monotonic pairs any more.
In this case, augmented variables
t'e said to be necessary for g and g is Y'ealized as
hown in Fig.3.5(c).
Then the procedure is to produce each augmented
wH'iables recursively from the lower level, and
finally realize the given f by either one of the methods
shown above. A procedure of realizing an arbitrary
function f of n variables is described.
(1) Find in the expansion diagram of f a function
which induces a non-mutually monotonic pair and
which satisfies one of the following:
(a) It has no successor which induces
non-mutually monotonic pair,
(b) It has successors which induce non-mutually
monotonic pairs but for which all necessary
augmented variables are alI'eadydeteI'mined.
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Let this function be g, and suppose that g is
expanded by xi and gi ~ gl· Let al ,.··, ~. be
l
necessary for gi and Sl , ... , Ski for gi·
Then realize an augmented variable a for this pair.
If we are to obtain an augmented variable a to
which g. is essential, it can be realized as
l
shown in Fig. 3.6(a). ~n case of g. being ~ssential,
l
the realization is shown in Fig. 3.6(b). In the
former case, a, Sl' .. ·' Sk7 are necessary
l
for g, and in the latter case, a, al ,···, ak .
l
are necessary for g. Repeat this procedure until
there is no function which induces a non-mutually
pair except for f itself.
(2) Realize f accol'ding to the method des cribed







13, /'\if:""M"';~~')--..fir MONOT:;. a
x "-
(b)
Fig.3.S. Reali~ation of an augmented variable.
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Note that in the above procedure an augmented
variable for each function which induces a non-mutually
monotonic pair is determined recursively but it is not
necessary to realize each individual function ( g in
procedure (1)) except for the given function f. Therefore
if there are P non-mutually monotonic pairs, we need at
most P augmented variables and thus P completely monotonic
functions interconnected to realize these augmented
variables. One other completely monotonic function which
realizes the given function f itself is also necessary.
Theorem 3.2: If there are P non-mutually monotonic
pairs in the expansion diagram of a given function f of
n variables, f can be realized by a compination of at
most (P + 1) completely monotonic functions within n
levels. The number of input variables of each completely
iilonotonic function is not more than n + P.
Example 3.4: Consider the following completely specified
funetionof five variables;
r"", X.l:tl\£-a;e4X'& V,;I;:\.X'2iCs:,t!& v:el£2Xa:£5 v XIX2XaX4
VX2X3X~5' (3.10)
The expansion diagram is in Fig.3.7. In this case P = 5
and by Theorem 3.2, f can be realized by at most P + 1 = 6
completely monotonic functions. First, procedure (1) is
applied to three functions, f 12 , f i2 , and f12 . Augmented
variables necessary for f 12 , f 12 , and f 12 are of the type
gixi v 0Ixi,denoted a12 ; ai2' and ai2' respectively.
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f~
f'2= X,X.x.+X,:x:..X"... til! = 0
~
~




Fig.3.7. Expansion diagram of the function in
Example 3.4.
Procedure (1) is then applied to f 1 also which induces a
non-mutually monotonic pair f 12 ~ f 12 . The necessary
variables for f i2 and f 12 have already been determined.
Now suppose that the augmented variable Ctl is obtained as
Ct-1
Since f 12 is essential, the necessary augmented variables
for f 1 are Ctl and Cti2' There is no additional function to
which procedure (1) can be applied except f itself.
The augmented variable to f, i.e., to f l ~ f I , is
determined as
( 3.11)
then the necessary augmented variables for fare CI. and
the essential variables for f i , Cl.i and CtI2' Augmented
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variable a itself needs a l2 (see Fig.3.6). The whole net-
work is shown in Fig.3.8, where six elements are used.
If we adopt different types of augmented variables, the
resulting network becomes different. However, these
realizations may not be very economical. Methods of
simplification will be considered in the sUbsequent :;:;ec-
tions.
Fig.3.8. Realization of the function in Example 3.4
by completely monotonic functions.
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3.5 Simplification by .Uniting Augmented Variables
In this and subsequent sections, we shall discuss
simplification methods of realization obtained by the
direct application of the previous procedure. First,
a simplification is described which can be applied
easily and is usually quite effective. For example, consider
two augmented variables a12 and ai2 in Example 3.4.
These are defined* on disjoint sets of imput vectors
such that
al2: U(ad U V(al2) = Ixl Xl = 1, X2 = 1}
aT2: U(aI2) U V(aT2) = {xl Xl = O,X2 = t}.
Thus, if a new function B obtained by uniting the above
two functions a12 and ai2' i.e.,
j:J: ((Ny
V(iJ)
L (a12) 1'-...) U((xd
V«(lIZ) U 1'(cYI")
(2) (k)
a , ... , a
x(k) of the
is completely monotonic, this one completely monotonic
function B can provide us simultaneously with two
augmented variables a12 and ai2' (1)More generally, for functions a ,
defined on disjoint sets x(l), X(2) , ... ,
same variables, let a be a function defined on the set
X(l) V X(2) lJ .. , U X(k) which satisfies
l'~Here we may also consider a l2 as defined on a subset of
X, X2
the set {y /(1, 1, y) E {X}}, thus reducing the dimension
of vectors under consideration. However, hereafter we
Use the first definition for the convenient development
of theory.
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a IXU) = a(J) j = 1,2, .. " k,
where alx(j) is the function a restricted to the set X(j).
We denote a function possessing this property as
a = a(l) U a(2) U ... U a(k). (3.12)
Now the probems are,first, how to select candidates
from non-mutually monotonic pairs in an expansion
diagram which may be united, and second, how to determine
the augmented variables from the eight possibilities
permitted by Theorem 3.1 so as to make the united
function completely monotonic;
For the first problem, comsider two functions In the
diagram, one of which is a successor of the other. This
means that one function is obtained from the other by
Li xing some variables, i. e., these two functions do not
have disjoint sets of input vectors; moreover, if both
functions induce non-mutually monotonic pairs, the
augmented variable to one pair is required for the
other pair. This leads to the following theorem.
Theorem 3. 3: The set of augmente d variables which may be
united satisfies necessarily the condition that none of
the functions to which the augmented variables are
assigned is a successor of the other.
For example, any augmented variables in the same
jevel may be united and augmented variabl.es such as ai
and ai2 in Example 3.4 cannot be united, according to
this theorem.
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However, the complete monotonicity of a united
function must ,in general,be examined by the method
described in Chapter 2. If we are to obtain the most
economical one it is necessary to examine all possible
configurations of augmented variables which satisfy
Theorems 3.1 and 3.3. Thus, it is desirable to find a
simple necessary and sufficient condition for a united
function to be completely monotonic. Although such a
simple necessary and sufficient condition has not been
found yet, a necessary condition given in Theorem 3.4
will reduce the amount of computation greatly and a
sufficient condition, to be given in Theorem 3.5, is also
useful when augmented variables satisfy the assumption
in the theorem.
(1) (2)Theorem 3. 4: Let a = a V aU ...
completely monotonic, then so are a(l)
(1)( . )
moreover, for any i and j, a ~ a J
(k) If .V a a lS
(2) (k)
a , ... , a
holds.
Proof: From the definition of a, it is obvious that
(1) (k) .
a , ... , a are all completely monotonlC. To prove
aCi) '\; a ( j), ass ume a Ci)?J a ( j). This implies the existence
of the following four vectors,
u? E U(a U»
V2 E V(a(j)
However, Ul , U2 E U(a) and V1 , V2 E yea) obviously and




· . . 0) (2 ) xad f' . th .DlsJolnt sets X , X, ... , 0 lnterest ln lS
(")
chapter are as follows: for each X J , there is a subvector
( .)
a J such that
x w = Ixl x= (aUl,Y)l·
Let-50), (2) (k) f5 , ... , S be subvectors 0
a(l), a(2), • • " a(k),
respectively, which are restricted to the common variables
(1) (2) (k)
of a , a,... , a . Then it is convenient to write
01 (j) = S (j)-y (j) , (3.13)
where s(j) is a product term of literals which corresponds
C' ) ( . ) ( . )
to S J and y J is a function of m-N (s J ) variables,
( j )
where m is the dimension of a . Theorem 3.4 is rewritten
as follows.
(1) (2)Corollary 3.1: Let y , y , ... , (k)y be functions
obtained from a completely monotonic function a of
(1) (k)
Theorem 3.4, then y , , yare all completely
t · d f ei) (j) h Idmono onlC an or any 1,J, y ~ Y 0 s.
Since the complete monotonicity of each augmented
variable is guaranteed by Theorem 3.1, it is only
necessary to select a set of pairwise mutually monotonic
augmented variables. The converse of Theorem 3.4,
however, is not always true and it is still necessary
to examine the complete monotonicity of a united function.
One of the particular cases in which the converse of
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Theorem 3.4 holds is discussed in the next theorem.
(j) (j) (j) .
Theorem 3.5: Let Ct, Ct , Y , S (J = 1, 2, •.. , k)
be defined as above. If for every distinc t j l' j 2' j3' j 4'
SUIl r" s(i2)
s(iJ) + s(i2) r" sUa) + sU.)
( 3.14)
hold, the next three condition are equivalent.
(a) a is completely monotonic.
(b) Jj),J' 12k Itl t'~ =, , ... , , are camp e e y mono on1C
(.) (')
and for any jl' j2' a J l ~ a J 2 holds.
(j) .(c) Y ,J = 1, 2, ... , k, are completely monotonic
d f ., (jl) (j2) h Idan or any J 1 , J 2 , Y ~ Y a s.
Proof: For simplicity, we prove (a) 0'> (b) only. (a) ::;:, (b)
was already proved by Theorem 3.4. In order to prove
(b) 9 (a), assume a is not completely monotonic. Then
there are four vectors such that
Ub U2 E U(a), Vb V2 E V(a)
Ul + U2 = Vl + V2. (3.15 )
Let and
then from assumption (3.14) s(1'1), S(j2) ,
s(fs), S(f4) are not all distinct. First suppose S(1) =s(i2),
then we have s(1'1) = s(i2) = S(j3) =s(j.) from (3.15). This implies
that a(jl) itsel.f is not completely monotonic. Next
suppose that S(jl) = S(j3), then S(j2) = S(j4) is
(") (')derived from (3,15). Thi~ implies a J l tj., a J 2 • Finally,
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a. V a-: is completely
l l
Xi
{a., a~} are (1)
l l
~ a: holds, then a =
l
S vectors of
certain expansion diagram and a is given to
a x.
I
and (0) which satisfy (3.14).
Therefore, if S vectors of given augmented variables satis-
fy assumption (3.14) of Theorem 3.5, it is not necessary
to examine the complete monotonicity of the united




S vectors of four augmented variables given to the
lowest level are also written in Fig.3.9. and obviously
any three of these four S vectors satisfy assumption
(3 .It+), but for four augmented variables {ex •. , ex. -:, ex":.,
l] J·l lJ
u:~} assumption (3.14) does not hold because
lJ
(1 1) + (0 0) (1 0) + (0 1).
Other combinations are also possible, for example
J(. ".
{a., a ~ . } has S vectors (1') and (0'), and this also
l lJ
satisfies (3.14).
Example 3.5: Consider function (3.10) given in Example
3.4. Applying Theorem 3.3 to the expansion diagram shown
in Fig.3.7, the possible combinations of augmented
variables are {a12 , ail and two or three of {a12 , ai2'
aii}. Here we try the most effective one, i.e., {a12 ,
ai2' ai2}. S vectors for these augmented variables are
XI xl.





gij .........., glj gil~· 9ijA (~! A A (~~ A
gill rl-- gUi g,il1-- glil gijl...., gili gir,"'" 9(ii
(II) (10) (01) (00)
Fig.3.9. Illustration of augmented variables
which can be united.
(3.14). Let Y
a
be a y(j) in (3.13) and correspond to ~a.
Now if we select each y as follows:
1'12 = X4XbX3 V 0.5;3 =. X3 X 4X li
1'12 = X4XbXa " OXa = Xa X 4X li
1'12 = lxa v X4Xa = Xa V X4,
then it is easily varified by the method deve19ped
previously that any two of these three functions are
mutually monotonic, Therefore, the united function
fJ = al2 U aI2 U an
= XIX2'Y12 U XjX2'YI2 U XtX2'YI2
is completely monotonic. This B is an incompletely
specified function and expressed as follows:
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(Jl = XIX2(XaX4X6) V XIX2(X3X4X6) v X1X2(Xa v X4)
= X2XaX4X6 V X1X2:t:a V XIX2X4
(3.16)
The realization by this 13 is shown in Fig.3.10. Note that
three elements A, B, and C of Fig.3.8 are united into
one in this example.
Fig.3.l0. Realization of the functions in Example
3.4 by threshold elements with the aid
of Uniting method.
It is sometimes possible to unite the augmented
variables of each level into one, though it is not
generally possible except at level 1.
In the above discussion, it is necessary to examine
the mutual monotonicity of augmented variables. Next,
the determination of their mutual monotonicity from
the strucrure of cor'responding non-mutually monotonic pairs
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in the expansion diagram will be considered.
Consider two non-mutually monotonic pairs f . ~ f ~
a~ a~
and fbi ~ fbi in the same level. For the sake of simplicity,
let these pairs be denoted as p ~ q and 1" ~ s, respectively.
Augmented variables given to these pairs be a and
S, respecrively. To represent a and S, we again employ







implies a = px. v Ox~.
l l
First we claim the following property for a and S
to be mutually monotonic.
Theorem 3.6: Let t be one of two functionsp and q, and
u be one of two fucctions 1" and s. If for any t and u,
both t % U and t ~ u (i.e., t ~ TI) hold, then a and B
del"ived from Theorem 3.1 always satisfy a 't, B.
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Proof: For each augmented variable of Theorem 3.1
represented by the above notation there is one column
in which it assumes different values for U(*) and V(*)
(see Fig.3.2). Now suppose, for example,
s
I, °(3 =--1-1··
then from the assumption of the theorem, p x s holds,
which implies the existence of four vectors:
UI E U(p),
VI E V(p),
U2 E [1(s) = V(s),
V2 EVes) = U(s),
If we write the x. component to the left of these
l
vectors, we obtain
rtf UI) E U(a)
11, VI) E V(a)
(0, U2) .~ U«(3)
(0, V2) E V«(3)
'~":;UI) + (0; U2)= (1, VI) + (0, V2),
and this is equivalent to a 'Iv (3. In other cases, it can
be shown similarly that a % (3 holds. Q.E.D.
As a result, we cannot unite such a and (3.
The converse of Theorem 3.6 holds in a sense and
it is summarized in the next theorem.
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Theorem 3.7: If the assumption of Theorem 3.6 does not
hold, augmented variables which are shown in Table 3.1
satisfy Theorem 3.1; furthermore, a ~ B holds.
Proof: For simplicity, suppose p ~ r,
and











}J. jl }J. I=~ 1j7~1
I-' E E }J. }J. E I f I ,IT I f, p.: 1 or 0
, I I
1 .•_____
Table 3.1. Assignment of an augmented variable
of Theorem 3. 7
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Other cases can b~ proved similarly, These are
obviously the a and S permitted by Theorem 3.1. The
x. component of input vector which belongs to uCa)
l






where the xi components of Ul and U2 are both I and





where Ul ' is Ul from which the xi component was deleted,
etc. This implies, however, that.p 1J r, which is a
contradiction. Thus necessarily a 'v (3 holds.
Q.E.D.
By the use of Table 3.1 we can determine the
augmented variables so as to satisfy the required
properties, provided that we know the mutual monotonicity
of each pair of functions such as ,q.r, and s.
For example, the augmented variable S in Example 3.5
is also illustrated under level 2 in Fig 3.7. It is not
difficult to confirm that any two of these certainly
satisfy Theorem 3.7, because £123 ~ f i23 , f 123 ~ fi23
and f 123 ~ f 123 hold. Thus (3 in Example 3.5 could be
determined rather automatically.
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3.6 Elimination of Augmented Variables in the Upper
Level
Sometimes it is possible to eliminate augmented
variables which correspond to non-mutually monotonic
pairs in the upper level by other augmented variables
already obtained below them.
Example 3.6 :Consider the augmented variable B in
Example 3.4 given to the function (3.10 ) of Example 3.4.
By this B, the augmented variable 01 becomes unnecessary.
Because if we put
,
ff2(X3, X4, X6, (3) = f12(:1",. Xl, X6)
.I,
Ii 2(X;-; , :\'4 • .1'0' (3) "'- (1'I(X;" :1'4, .1'6).
then from the value of B shown in Fig.3.7,
(f;2) 1 = fIn' X3 •{3 V h2~' X3 •{§
Uf2) 0= !J2:l' Xs .{§ V {Wj" Xs .{§
(ff2) I = fm' xS'{3 V!Pw xs'{3
( , -!I2)O = fm'.1'3"{3 V fm· x3·{§.
Namely,
([f2) I ~~ :1;;).1'4.\"5(3 V .fS:r5{§
U~2)1l = (X;l.r4 V.l:S:1:5 V X3.1'o)!3
(f~'!.) 1.= X3;t:5(3 v X;lX4{3




Then by the earlier method in Chpter 2, we can show
fi2 ~ fi2' Consequently, the element in Fig.3.10 which
produces 01 is unnecessary and f is realized by the
combination of three completely monotonic (threhold)
functions.
In general, the possibility of eliminating augmented
variables in such a way as shown in Example 3.6 must
be examined. It is not easy to select augmented variables
of lower levels so as to eliminate upper augmented
variables. In special cases, however, this can also be
done automatically.
Theorem 3.8: Consider part of an expansion diagram
as shown in Fig. 3.11, and let t be one of two hmction'3
p and q, and u be one of r and s. Then an augmented
variable which is shown in Table 3.2 and given to
both p 'Iv q and r 'N s (p ~ q or r ~ s are also possible)
can remove the non-mutually monotonic pair g. ~ g~ and
l .l






Fig. 3.11. Part of an expansion diagram.
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p q r s
8E8B
E, p.: 1 or 0
Table 3.2. Assignment of an augmented variable
of Theorem 3.8.
Proof: Suppose p ~ q and an augmented variable 0 is
such that
p q r S
0: 1-~f11 ~H~ (3.19)
from Table 3.2. Let gil be gi augmented with the variable
0, etc., then the x. and 0 components of input vectors]
in U(g. I) are one of (1 0) and (0 1), because
l
(3.20 )
holds. Similarly, the x. and 0 components corresponding]
to other sets are
113
Xj I) Xj I)
V(g/): (1 0), (0 0)
U(g-;') :(1 0), (0 1)
V(gf): (1 0), (0 0).
(3.21)




U2 E [j (g;')
V2 E V(gi')
However, if we consider (3.21), it is derived by
examining all possible configurations that they must
be written as follows:
Ui = (1 0···)
Vi = (1 0···)
U2 = (1 0···)
V2 = (1 0···).
This implies p =g .. ~ r = g~. and this is a contradiction.
1J 1J
Other cases can be proven similarly.
Q.E.D.
It is obvious that 0 removes non-mutually monotonic
pairs p ~ q and r ~ s because it satisfies Theorem 3.1.
Note, however, that this theorem does not claim
that 0 is completely monotonic. For 0 to be completely
monotonic it must satisfy Theorem 3.7 at the same time.
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Theorems 3.7 and 3.8 are compatible if and only if
one of the following two cases occurs.
(1) p ~ rand q ~ s, then
or
0=






(2) p ~ sand q ~ r, then
(3.22B)
where £ and ~ are 1 or O.
Note that the augmented variable S in Examples 3.5
and 3.6 satisfies the second condition for the pair of
functions f i2 ~ f 12 and therefore it was unnecessary to
examine the mutual monotonicity of f 12 ~ f 12 as performed
In Example 3.6.
When Theorems 3.7 and 3.8 are not compatible, Theorem
3.7 seems preferable, though it is possible to realize
o by a combination of completely monotonic functions by
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employing again the previous techniques after realizing
o by Theorem 3.8.
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·7 Other Simplifications
Our techniques may be carried out easily and
Jrather systematically since they depend on the mutual
:',;~,:: .. /('"trionotonicity of expanded functions and the mutual
~monotonicity can be examined easily by algebraic
J:nanipulation. However, augmented variables other than those
obtained from Theorem 3.1 are also possible and sometimes
they may reduce the number of required elements further.
Hopcroft and Mattson provided us with an
. . d[ 45] h' h f' ab 1 t 11 thinterestlng metho w lC lrst t u a es a e
2-summable vectors and then searches all possible
augmented variables which remove all the 2-summabilities.
filthough their method can yield an optimal one if we
exhaust all possible assignments of augmented variables,
it is very complicated and almost impossible to implement
by hand computation even for functions of few variables.
In a sense, our method is an effective assignment of
augmented variables which removes all 2-summabilities
among vectors. Therefore, to try augmented variables
other than those obtained from Theorem 3.1 will
eventually result in the Hopcroft anf Mattson method.
Thus, a reasonable method seems to construct a
network which can realize a given function by the previous
OUr method and then to refine the network by employing
'other assignments of augmented variables if possible.
It should be mentioned here about the approach
~roposed by Lewis and Coates[l5][62J. Their method is
~lso based on the manipUlation of the expansion diagram
'the function tree in their term). The algorithm starts
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from the bottom of the expansion diagram, searching
a threshold gate configuration which realizes the
given function. Their idea has, roughly speaking, some
similarity with the threshold function version of our
algorithm (see Section 3.8). However, it involves the
repetition of trial and error processes to find sumulta-
neously realizable threshold functions and their
structures. For this reason it may not be practical except
for small functions or functions with some special
structure.
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3.8 Extension to Threshold Logic
The realization by threshold (I-realizable) functions
is of primal significance and our method is only an
approximate solution to this problem since there exist
completely monotonic functions which are not threshold
functions.
In Chapter 2, however, it has been shown that the
theory of completely monotonic functions can be extended
to threshold functions if we replace the mutual
monotonicity with the isobaricity. In fact, all theorems
in this chapter except Theorem 3.5* are also true if
we replace the complete monotonicity with the I-realizabil-
ity and the mutual monotonicity with the isobaricity.
Therefore, the method of compound synthesis in this
cha.pter may also be extended to threshold logic. Note,
however', that the determination of the isobaricity is
not so simple as that of the mutual monotonicity, and
this method ca.nnot be applied easily.
However, when we consider completely specified
functions, the difference between completely monotonic
functions and threshold functions is not a great
impediment because for functions of up to eight variables
complete monotonicity is equivalent to I-realizability.
*Theorem 3.5 can be extended to threshold logic if
k = 2. This is, in a sense, a restatement of Theorem 2.12
in the previous chapter.
119
functions of up to seven variables are isobaric if and
only if they are mutually monotonic (Theorem 2.13).
Then, completely monotonic functions which are
not I-realizable can occur in the previous procedure
only when there are mutually monotonic pairs but not
isobaric; it is possible only if two functions of more
than seven variables are compared, or if Theorem 3.5 yields
non-threshold functions by uniting several augmented
variables.
Note that logic elements in the resulting network
may realize incompletely specified functions even though
functions in the expansion diagram are all completely
specified, since augmented variables are added. However,
the present argument is valid if original functions in
i,-he expans ion diagram are complete1y specified,
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3.9 Summary of the Procedure
Here we shall summarize the method of realizing
an arbitrary function by a combination of threshold
functions. Although this procedure does not always
yield an optimal one, the results are always considerably
economical in the author's experience. Since this method
is somewhat heuristic, this may be suitable to hand
computation, though it is possible to program it for
a computer to some extent.
(1) Given a function f, expand f and obtain its
expansion diagram. If there is no non-mutually
monotonic pair in it, f is completely monotonic.
If there are more than one non-mutually mono-
tonic pairs, try each sequence of expansion
variables so as to reduce the number of non-
mutually monotonic pairs as much as possible.
(2) Examine the mutual monotonicity of any pair of
func-tions in the same level and, if necessary,
functions in different levels, and try the
following procedure so that the resulting
number of augmented variables may become as
small as possible.
(a) Unite the augmented variables in the
same level (Theorems 3.4, 5, 6, and 7).
(b) Eliminate upper augmented variables if
possible (Theorem 3.8 and (3.22».
(c) Try to unite augmented variables in
different levels (Theorems 3.3, 4, and
5) .
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(d) If there are augmented variables other than
those obtainable by Theorem 3.1, which reduce
the number of augmented variables, adopt them
(e) Examine if all augmented variables obtained
are actually necessary (Example 3.6).
(3) Find the weight vector and threshold value
of each function obtained above by means of
suitable synthesis procedure of a single threshold
element such as the linear programming method.
If all required functions are I-realizable,
then it is a solution of this problem. If
some of them are not I-realizable, examine if
there are non-isobaric pairs which are mutually
monotonic and if Theorem 3.5 yields completely
monotonic functions wllich are not I-realizable
in the uniting procedure. Then apply to them
the threshold version of the above procedure.
By this approach, we may obtain a considerably
economical realization of a given function. Note that
all steps in the procedure are not always necessary and
after acquiring some amount of exparience it may
be performed rather intuitively.
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.10 Examples
iExample 3.7: Consider a completely specified function
First expand this function by x 3 and then by x2 . The
resulting expansion diagram is shown in Fig.3.12.
Obviously, functions in level 2 are all completely
monotonic and there are three non-mutually monotonic
Fig.3.12. Expansion diagram of the function in
Example 3. 7.
pairs. Let augmented variables given to them be a, a 3 ,
and a 3, respectively. Since f 32 tV f 32 and f 32 tV f 32 are
obtained immediately, we can apply Theorem 3.7 and
Theorem 3.8 so that we may unite two augmented variables
a 3 , a 3 in level 2 and at the same time eliminate the
augmented variable (:I, in level 3. The assignment of the
:augmented variable is shown in Fig. 3.12 under level 2.
D£ course it is obtained directly from (3.22B):
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f1 = as U at = (XIX4X2 v O· X2)XS v (1. X2 V XIX4 X 2)Xa
= XIX2X4 v X2Xa v XIX3X4'
The resulting configuration of threshold elements can
be determined as follows. First consider separately the
above three augmented variables designated in Fig.3.12.
The essential function to each augmented variable is
circled as shown in Fig.3.12. Suppose an essential
function in level 3 be f 3 . Then applying the procedure in
Section 3.5, the resulting network is as shown in
Fig.3.13(a). Finally, corresponding to the union of a 3




Fig. 3.13. Realization of the function in
Example 3.7.
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;lJIlited into one and the elent~nt C is eiminated. Fig.3.13(b)
~hOWS a final realization which requires the minimal
number of elements.
Th · .... d· H f d M [45J1S funct10n 1S use 1n opcro t an attson
to exhibit' the effectiveness of their method. However,
by our method, though it needs several trials to obtain
an adequate expansion diagr~m,the synthesis procedure
is simple and direct as seen from the above.
Example .3.8: Parity functions. The class of parity
fun c'l: ions is the only. class which yields the expansion
diagram in which all pairs of functions in levels 1,
2, ..• , n...,l are'non-mutually monotonic, for any sequence
of expansion variables~ Thus, in. this sense, the parity
function is opposite'to the completely monotonic
function.
Consider.an even parity function of four variables:
f = XIX2X3X4 V XIX2XaX4 V XIX2XaX4 v XIX2X3X 4
V XIX2X3X4 V XIX2X3X4V XIX2XaX4 V XIX2X3X4. ( 3.23)
The expansion diagram of f is shown in Fig.3.14.
Obviously, in levell, f 123 "" f 123 'and f 123 "" f 123 hold;
therefore, the union of augmented variables 0.12 and 0.12
which satisfy (3. 22,B) is, completely monotonic and,
. "~ ,. .
moreover,' can eliminate the augmented variable given to






Fig.3.14. Expansion diagram of a parity function
(Example 3.8).




(31 1 = Xl(X2X3 1/ ~3~4 V X4X2)
(31 0 = Xl(X2X3 V X3X4 V X4X2),
¥hich is clearly l-realizable. From the symmetry of
~he parity function
\
/31 = ar2 \.J a12
J,t:an also be completely monotonic; moreover, a completely
~$pecified function
can be expressed as
( 3.24)
which is a simple thre~-input majority function. Thus
only a single augmented variable f3 is required for
,all non-mutually monotonic pairs in levels I and 2. In
order to realize f, we need one more augmented variable
a for f l % fl' The resulting network is shown in Fig.3.15.
Repeating this procedure, a parity function of n
variables can be realized by [n/2J+l threshold elements.
'Though this is not minimal, it may be said to be
rather economical since [log2nJ +1 is known to be
f'ffiinimal [57 J .
i~ample 3.9: Consider an incompletely specified function
~ shown in Fig.3.l6, in which there is only one non-
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fr =1 rjJf·.'- I 02 10 I 1< 0 0
fig.3.16. Expansion diagram of ' the function in
Example 3.9.
f
Fig.3.17. Realization of the function in Example 3.9.
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~utually monotonic pair. However,
~s not l-realizable because f l and flare mutually~onotonic but not isobaric. Namely,
UI = (0 0 1), U2 = (1 1 0) E U(ji)
VI = (0 1 1), V2 = (0 1 0) E V(!I)
Ua = (0 1 1) E U(h)
Va = (1 0 1) E V(jI)
UI + U2 + Ua = VI + V2 + Va
bold. Thus another augmented variable a is necessary




In practical applications, syntheses of multiple-
output networks are very important. The synthesis procedure
of a single-output function developed in the previous
sections can be also easily extended to this problem.
In this case,however, it is profitable to consider in
addition the following properties.
(1) The same augmented variable can be given to
different functions simultaneously.
(2) It is possible to unite augmented variables
for different functions.
(3) A realized function can be used again as an
augmented variable.
Now, the problem is how we can reduce the number
of augmented variables as a whole by adding these
properties to the previous method.
We consider only loop-free realizations of given
functions and we have to pay attention so that no
loop may result.
Example 3.10: Realize the following"four functions:
e "";'; XIX2 1/ X2Xg V XgXl
f = XIX2 X g V XI X 2X g V XIX2 X g V XIX2Xg
g = XIX2Xg V XIX2X;l V XIX2X3
It = XIX2 V XIX3 " XIX2X3.
(3.25)
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Expansion diagral1)S of these functions are shown in
fig.3.18. Obviously e is a completely monotonic {threshold)
function. We have to remove six non-mutually monotonic
pairs in~order to realize these four functions.
First~ f is a parity function and according to Example 3.8,
all non-mutually monotonic pairs of f are removed by
an augmented variable
which is the function e itself. Next, e = a can also
remove the pair g12 1> g12 because f 12= g12 and f 12 = g12
hold. Then only two pairs gl
'"





912 =X,;Y 9'2 =X,
f,= x,x,,<x,x, ...... fr=x,x,+:i:,x,
~, //',,"---




Fig.3.18. Expansion diagrams of functions in
Example 3.10.
a single augmented variable such as
can remove both of them because both pairs are defined
131
on the same input vectors and, moreover gI = hI holds.
Consequently, Fig. 3.19 simultaneously realizes all
four functions e, f, g, and h.




The concept of mutual monotonicity was shown to
be useful in realizing an arbitrary function by a
combination of completely monotonic functions. Although
this method doe,S not always yield an optimal or minimal
network, the result is ,always considerably economical
!n the author's~xperience.
However, two problems remain. One is that the weight
vector and threshold value of each element are not
.. ', ..
p:b:t~.i.n.ed from this procedure, and ,the other is that
th~re are completely monotonic functions which are not
i-realizable.
To obtain the weight vector and threshold value many
effec'tive procedures have been proposed such as the
. . [69 J[72 J[76] .lJ.near programmlng method , the learnlng
h d[82] d h" . h d[20J 'f' hmet 0 ,an t e lteratlon met 0 ,l t e
function is known to be l-real.i.zable.
The latter problem is solved completely if isobaricity
is employed instead of mutual monotonicity. Therefore,
there is now an acute need to devise a simple procedure
of examining the isobaricity relation.
Since the mutual monotonicity can be examined by
algebraic manipulation and it is carried out easily
'w-l\ep completely specified functions are conceme~,o1.lr
method wotks well for the realization of completely
$'pecified functions, whereas integer programming
!'n'\ethods[ll][ 9 J[80J etc., are particUlarly powerfUl
for sparsely specified functions. When functions are
'completely specified, the difference between completely
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The model consists of n threshold
monotonic functions and threshold functions is also
not a serious impediment bacause such functions can
exist only when the number of variables exceeds eight.
It is mentioned here that a different type of
networks of threshold gates has received attention[ 3J[38J
[53J[ 54J[ 90J[110]
elements mutually interconnected with no external
variable fed to the network. The sequential bahavior
of this autonomous network exhibits many intersting
features. For this type of network, it would be also
possible to apply the similar theory of complete
monotonic functions.
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~Chapter 4. Network Synthesis Using Negative Functions
~.l Introduction
As briefly reviewed in Section 1.4, the recent
'~evelopment of MOS gates in integrated circuit techonology
:~enders eaqh gate represent a rather complex negative
.. . [Ill]function. A typical MOS gate shown ~n F~g.4.1 real~zes
the negative function:
v
~l and 4>2 in Fig. 4.1 are clock signals supplied from
the external clock circuit.
Assuming that each gate can represent any negative
function, there could be a way of realizing a rather
complex function f by using a small number of negative
functions.
As an example, consider a function of three variables
xl' x2 ' x3 ·
f = (4.1)
One obvious, design procedure of f with negative functions
,is first to realize three complemented variables xl' x2 '
~3' using three gates respectively and then to realize f
hy'regarding, f as a negative function of xl' x2 ' x3 ' xl'
~2' x3· This is illustrated in Fig.4.2, in which each
~ate gi represents a negative function.




••• 't 1x 2 ···x ks s s s




- -g4 = xl x2
v x2x3





Fig.4.2. Straight-forward realization of f =
function, indicating that any function of n variables
can be realized with at most n+l gates of negative
functions within two levels.
The above network, however, can be simplified. A
minimal network which is obtained by the method developed
in this chapter is shown in Fig.4.3.
g = - v - -xl xl x2 v x3
x2
'\
x3 ( f = xl x2
v x2x3
xl
x2 v-- v g
x3
x3xl
Fig. Lj.• 3 Minimum realization of f .-




Here, we mean by a minimum network a network with
the minimum number of gates of negative functions under
the condit ions that;
(1) The given function f is realized within two
levels (the level which consists of gat:es
connected to the output gate is called the
"first level" and the level of the output gate
is the IIsecond level").
(2) No fan-ins restriction on each gate is imposed.
We will not minimize the number of connections in the
network except some limited cases discussed elswhere[soJ.
Although this minimization criterion may not exactly
reflect the engineering requirements of the integrated
circuit designers, this seems to be only criterion at
present, which can be theore~ically treated. It is to
be explored whether or not a minimum network obtained
under the above criterion would deviate much from those
obtained under different minimality criteria. But




This section will define negative functions in terms
of truth table. This will be a basis of the minimization
procedure developed in this chapter.
Let us first consider a completely specified function.
A wellknown definition of a negative function[ 1 J[76J is
that a function is negative if and only if it has a
disjunctive form with only complemented (Le., negative)
literals. For example, x1x2 v x2X3 v xlx3 is negative
while xlx2 v xi3 v x{x3 v xlx 2x3 is not. Since our
~ocedure will be based on the manipulation of a truth
table rather than Boolean expression, the following
. . [ 1 J[76J[98J
equivalent definition, whlch lS also wellknown
would be more useful.
Definition 4.1: A completely specified function h of m
variables Yl"'" Y is negative if and only if there is
m (. ) (. )
no pair of input vectors y J l and y J 2 such that*:
and
h(y(jl)) = 1
h(/j2)) = 0, (4.3)
*Here we exclude from our consideration ~he contradictory
situation such that
y(jl) = y(j2) and h(y(jl)) = 1, h(y(j2)) = O.
This will never occur in our procedure.
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(") (j)
where Y J1 > Y 2 is defined as
As an example, the function f of variables xl' x2 '
x3 shown in Table 4.1 (ignore the columns gl' g2' g3 for
a while) is not negative because there exists a pair such
that
and
f(lll) = 1, f(Oll) = o.










f xl x 2 x3 gl g2
g.
3
1 0 0 0 1 1 1
1 0 0 1 1 1
1 0 1 0 1 1
0 0 1 1 1
1 1 0 0 1 1
0 1 0 1 1
0 1 1 0 1
1 1 1 1 0 0 0
Table 4.1. Truth table of f = x1x2 v x}<3
v x1x 2x 3 ·
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An outline of our procedure which realizes a given
general (not necessarily negative) function by means of
a combinatiOn of negative functions is now given. First
we augment the truth table by several columns (illustrated
as columns gl' g2' g3 in Table 4.1) so that the given
function f lnay be considered as a negative function if
those new columns together with columns xl"" x
n
are
regarded as variables of f. According to our procedure,
each of these new columns represents a negative function
',-
of variables xl' x2 ' •.. , xn ' Therefore, from this augmented
table, we can construct a network of negativefunct ions
in which each gate in the first level corresponds to
an augmented column and the gate in the second level,
to which the outputs of gates in the first level as well
as the variables Xl' x2 ' ... , xn are fed, realizes the
function f (see Fig.4.4). In general, the augmented
columns are incompletely specified, i.e., some entries of
gl' g2' g3 are left blank as seen in Table 4.1. Generation
of augmented columns will be discussed later in detail.
Throughout this chapter, let us assume that a function
is generally incompletely specified.
As observed in Table 4.1, an incompletely specified
function is possibly not specified in some of the output
values and also in entries in some input vectors.
For example, the output values of gl(xl , x2 ' x3 ) in Table
4.1 are not specified for input vectors (100), (101) and
(110). Also we consider f as a function of input vectors
(xl' x2 ' x3 ' gl' g2' g3)' then some of input vectors








Fig.Lj·.4. General scheme of realization with
negative functions.
the second pow of g3 in Table 4.1 is not specified. In
this case 5 w-e{ritet>prete that the output values of f
a$su~e 'the values indicated in the column f'5regardless
of the assisnmen~s of unspecified entries. For example,
'.'., J. ,
the second row of Table 4.1 shows that the actual output
value of f is 1, no .matter whether the input vector is
(OOlll.O) . or( 00111;1) 5 ;i;. ~ ~, resardless of the value in
column g3 which is blank in Table 4.1.
Now let us introduce a definition.
Definition 4.2: A column c. is said negative with respect
1
to c. , c i , ... ,ci if ond only if for every pair of1 1 2 s
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entries c~jl) and c~j2) of c. such that c~jl) = 1 and
l l l l









Consider the column f of Table 4.1. The column f
is not negative with x'espect to Xl ,x2 ' and x3 because,
for the pair of the eighth and the fourth entries,
( 8) d f( 4) h' b'] (1 k 3)f =1 an = 0, t ere lS no su scrlpt ( S S
(8) (4)
such that xk = 0 and xk = 1. If Xl' x2 ' x3 ,gl' g2'
g3 are considered as variables of f, however, then f is
negative as easily verified. Note that the definition of
the negativeness of a column is valid no matter whether
related columns are completely specified or not.
In the following, first we will prove that two concepts
of definitions 4.1 and 4.2, the negativeness of a function
and that of a column, are equivalent if a completely
. specified case is concerned (Theorem 4.1). Then this
equivalence will be extended to the incompletely specified
case (Theorem 4.2). With those arguments, all the
discussions throughout the following sections will be
done in terms of the negativeness of columns.
The next definition of a negative function stated
as Theorem 4.1 is a variant of Aker's theorem[ 2 ] which
gave a necessary and sufficient condition for a function




discussion is also found in [76J,
Theor'e.E':' 4.1: A completely speci'fied function h of m
variables Yl' Y2 , , •. , Ym is negative if and only if the
corresponding column h in the truth table is negative
with respect to columns Yl , Y2 , ,." Ym'
Proof: Let us prove that the condition for the column h
to be negative with respect to columns Yl , ,,'. Ym (Defini-
tion 4.2) is equivalent to the condition that there is
(' ) (' )
no 'pair of input vectors of h, y Jl and y J2 such that
(') (') (')
> Y J2 and My Jl ) = 1, My J2 )= a (Definition
(') (,)
Now note that y Jl > Y J2 is equivalent to non-
(. )
existence* of any subscript k such that yk




= I, Therefore, if for every pair of entries,
( . ) (' )
My ] 1 ) = 1 and My J 2 ) = 0, there exists a subscript k
such that Yk(jl) = 0 and yk(h) = 1, it implies that there
(') (') (') (')is no pair of vectors y Jl and y J2 such that y J1 > Y J2
(' ) .. (' )
and hey Jl ) = 1, hey J2 ) = 0, and vice versa.
Q.E.D,
In order to extend Theorem 4.1 to incompletely
specified functions, the next definition is introduced,
Definition 4.3: A completion of h is a completely specified
function obtained from h by specifying all the unspecified
output values of h, If a resultant completely spe~ified
function is negative, it is a negative ~ompletion,
*y(jl) ~ y(j2) is assumed for every pair of jl i j2'
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Theorem 4.2: An incompletely specified function h of m
variables Yl' Y2' ... , Ym has a negative completion if
and only if the column h in a truth table is negative
with respect to columns Yl"'" Ym'
Proof: The only-if part is trivial.
Now, consider an incompletely specified column h
which is negative with respect to Yl ,.··, Ym' First, if
there are blank entries in columns Yl , ... , Ym' expand
the table by assigning 0 and 1 to every blank entry,
. by multiplexing each row. (I.e., if a row is (01--1)
where - denotes blank entries, replace this row by
(01001), (01011), (01101), (01111).) As a result, the
table has 2m rows. The entries of the column h in the
multiplexed rows of the new table are set to the same
values as the original entries. This process takes care
of input vectors which are incompletely specified.
The column h in the new table is obviously still
negative.
Next consider the case in which the entries in
column h is incompletely specified. Denote the sets of true
vactors and false vectofs of h as follows:
(. ) (" )
There is no pair of vectors y J l and y J2 such that
(. )
and y ] 1 tG A,
from the negativeness of column h. Then pick up a vector
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/k) (k) is not specifiedfor which the value h(y ) yet.
(k)
satisfies one of the following three cases:
.Y
(1) There exists a vector /p) such that
/p)€ A and /p) > /k).
(q)(2) There exists a vector y such that
(4.6)
(3) None of (1) and (2) holds.
If case (1) occurs, then h(y(k» is specified to 1. Then
the resulting function h is characterized by its set
of true vectors and set of false vectors;
and
B' = B
The new coll;tIlln h' is still negative with respect to columns
Y1 ~ Y2' ••• ,yro'. because, otherwise the existence of
vectors'such that
leads to a contradiction, 1. e.,
from condition (4.6).
If (2) is the case, then h(/k» = 0 is assigned.
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The proof is similarly obtained.
Finally, if (3) is the case, either Q or 1 is assigned
to h(y(k)). Either case still keeps the column negative,
S
even though one more entry is specified. This is because
the non-negativeness of h' means the existence of
(Here assumed hl(y(k)) = 1. The case of h'(y(k)) = 0
will be treated similarly.) which is a contradiction
since this /k) satisfies the above case (2).
The assignment to the next unspecified entry of
h' can be performed similarly. Repeating this process,
we will eventually obtain a negative completion of h.
Q.E.D.
As a result of Theorem 4.1 and 4.2, we learned that
the negativeness of a column h with respect to columns
Yl' ... , Ym means that function h represented by column
h in the truth table is a negative function (or has~,a
negative completion) of variables Yl"'" Ym' Thus
the negativeness of completely specified function has
been extended to the case of incompletely specified func-
tion.
Since the completion procedure described in the
proof of Theorem 4.2 does not always yield the unique
-~
negative completion, any negative completion will be
assumed in the following discussion because we are
concerned with only negativeness of each function.
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4.3 Realization of a given function by negative functions
If a given function f is not negative, more than
one gate is needed to realize f with negative functions.
As outlined in Section 4.2, our algorithm for the
optilTlal metwork is based on the table manipulation.
It first augments the given truth table with columns
gl~ g2' ... , gk such that:
(1) The column f is negative with respect to
k, are negative... ,
Xl' x 2 ' ... , xn '
columns gl' ... , gk with
obtained, the corresponding
X 2 ' .•• , xn ' gl' ... ,






the above properties are
network for f with negative functions is shown in
Fig.4.4. Each gate in the first level corresponds to
one ofg. IS, and the gate in the second level realizes f
1
as a/ function of Xl' x 2 , ... , xn ' gl' ... , gk'
In this section, we will discuss how to obtain
&1 which satiSfy the. abpve requirements. The minimization






(1 $ 2 $ s) such that
(. ) .. (. )
Defipition.4.4: A pair of entries c. Jl = I and c. J2
. 1 1
in a colt.Jn,1n c. is unallowable with respect to c. ,
1 . 1 1
if and o~ly if there is no SUbscript 2
= 0 and = 1. (4.7)
If there exists a subscript Q, which satisfies (4.7),
c~jl) a~d c~j2) is said allowable due to c ..
1 1 1£
Note that the column c. is negative with respect to
1
columns c, c. , OJ; •• , c. if and only if any pair of
1 1 1 2 1 s (. ) (j 2)
entries of c. such that c. J1 ::: 1 and c. ::: 0 is
1 1 1
allowable.
NOH let us form the negativity table of function f
of n variables Xl' x 2 ' ... , xn ' The negativity table
is constructed according to the ,folioHing procedure:
(1) Exhaust all unalloHable pairs of column f
with respect to columns xl"" ,x
n
' in the
truth table of f.
(2 ) For each una110wble pair of entr>iec; , f(/h)) -- I
(. )
and f( X ] 2 ) ::: 0, add a new column e. Hhose entries
(h) e ~ j 2) ]are e. ::: 0, - 1 and blank in all
J J
other entries. (i.e., e. has exactly tHO]
entries Hhieh are not blank.) e. is called a
]
primitive additional column of f.
For example, the function f shown in Table 4.1 has
three unallowable pairs of entries of f, as easily seen.
For these thr'ee unallowable pairs, three columns e l , e 2 ,
e 3 ar'e added to the truth table. The negativity table
of f which results is shown in Table Lf .2.
Because of the way each e. being generated, the next
J
theorem is obvious.
Theorell) 4.3: Let e l , eo' ... , e be all the primitive
----- "- t
additional columns generated for the negativity table
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f xl x 2 x 3 ~-_?_"~~;~-, .",_..
1 0 0 0 i
I
I 0 0 1
I
1 0 1 0
a 0 1 I 1
I I a 0
a I 0 1 1
0 1 I 0 .;.i.
I I I 1 0
°
0
Table 4.2. Negativity table of f - x1x2
v x{x3 v x l x 2x 3 .




e~j2) = 1 There is
]
Hence there must be
of f of n variables xl' x 2 , ... , xn " Then f is negative
with respect to xI~"" x
n
' e l , e 2 , ... , et ·
Another property of negativity table lS given next,
Theorem 4.4: Each primitive additional column e. of a
J
n~gativity table is negative with respect to columns
e. is added corresponding to the
f~X(jl» = I and f(X(j2» = 0, to
(-': )
table of f. Then e. Jl = 0 and]
(. ) (. )
no t such that x n Jl = 0 and X J2 = JN £




Co~dition (2) for a primitive additional column shows
that column e. is negative with respect to columns
]
Xl' x 2 ' •.. , xn '
Theorem ;~. 3 and Theorem 4. 1+ indicate that each e-1
J
can be used as a negative function g. in Fig.4.4. Of
]
course, this realization needs (t+l) negative functions,
where t is the number of columns e., and may not be
]
minimum.
Definition 1+.5: A column c. is
l














holds. (If an entry of c~k) is not specified, the above
]
equality does not necessarily hold.)
For example, in Table 4.3, cl cover's c 2 but does
not cover c 3 · c 3 cOVers neither cl nor c 2 , etc.





Table 4.3. Illustration of the covering relation.
The motivation of introducing this concept lies
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In the fact that if a column g covers a column (~. of
- ,
the negativity table and is negative with Y'espect to
columns Xl' ... , x
n
' then we can replace
(I.e., f is negative with respect to X."""
.1 .
one e., all th~se e.
] ]
can be replaced by g reducing the number of negative func-
e j _ l , g, e j +l , ... , e t and g is negative with
to xl' ... , x
n
,)
Hence, if g covers more than
tions in the netwoI'k as shown In Fig. 4.4.
Again, the function f given in Tables 1+ ,1 and 4.2
is considered. For this function f, ass lIme t:he column
as shown in Table 4.4.
-- ----
f Xl x 2 x 3 M
._-
---
I 0 0 0
1 0 0 1
1 0 I 0
0 0 1 1 1
1 1 0 0
0 1 0 1 1
0 1 I 0 I
1 1 I 1 0
Table 4.4. Realization of f =x{x2 v x 2x3 v
- - vx l x 3 x l x 2x 3 '
As e<;lsily checked, t1 is negative




Table 4.2, Therefore, all the three negative functions
e l , e 2 , e 3 of variables xl' x2 ' x3 can be replaced by
a single negative function M of variables xl' x2 ' x3 '
Fig.4.2 will result by using the negative completion of
M (see Table 4,5 in the next section);
*M
In the next section,a systematic generation of the
minimum nurrwer of negative functions which together cover
all of e l , e 2 , "" et in the negativity table will be
discussed.
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• Ll ~!inimum Nebrork by _!!~~iJJ!a~£ompatib~'::.S_~::=__"
Le"t us begin with a few new definitions.
Qet~!?Jti<:::.I2. 4. f): The ~onjoin!_ of two co] umns c "IlC1 c
denoted as c J/, ::: c i \j c j ' is defined by the folJ()wing rule
for each L':




1 I 1. I ? 1 I! I0 ? /0 0
~
1. 10 I
Th-e .mark ? in the table shows that the operati on is not
defined. Arry blank entry denotes unspecified entry.
If ail entries of c JI, are defined, (i. e., 1. 0 or
blank but not ?) cj/, is said d"efinable. The conjoint of
more than two columns can be defined by the following
inductive formula.:
v .... \7 c.l) _
<C.
Definition 4.7: Two columns c. and c.
1 ]





Co, \} C 1<3 definable and also negative with respect to
1 j
<> ., (0 .,
He ',vill examine the compatibility between each
of columns e. and e., in the negativity table.
1 ]
Definition 14.8: Consider a set of columns
... , c. }.
~ (4.9)
If and only if every two columns in C. are compatible,
1
with respect to a set of columns B, C. is called
1.
compatible with respect to B. A compatible set Ci
~over~?_ a column c, if and only if c. v c. v ... IJ c.] 11 1 2 1k
covers c ..
]
C, of (4.9) J.S essentially c,
1 1
d ' h f J1 . 1accor1ng to teo. oW1ng lemma.
• •• IJ c.
J'k
IJ ... IJif c. v c.
1 1 1 2
with respect to B.
and hence omitted.
is definable and negative
The proof is trivial
Lemma 4.1: C. defined by (1+.9) is compatible with respect
1
to a set of columns B if and only
Definition 4.9: Consider all the compatible sets with
respect to B. A compatible set C. is said maximal if
1
and only if among these sets, there is no other
compatible set with respect to B, ",hieh includes Ci '
Throughout this chapter we will deal with only
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compatible sets or maximal compatible sets of primitive
additional columns e .• i = 1, 2, .,." t, in the negativity
J_
table "lith respect to xl' •.. , x . Therefore, we will
_ n
refer to these simply as compatible sets or maximal
compatible sets by dropping the phrase Hof primitive
columns e i ..•..... with respect to xl' ... , "
For example, e l , e 2 and e 3 of Table 4.2 are pairwise
compatible. Hence M = { e l , e 2 , e 3} is a compatible set.
Obviously this is maximal.
The concept of maximal compatible sets is important
because of the next theorem.
Theorem 4.5: There exists a network with the minimum
number of gates for a given function f in which evePI
gate represents a negative function and those in
the first level represent negative completions of
maximal compatible sets.
Proof: Consider the negativity table of f.e1 , e~~, "', e t
are·all;>prim"itive additional columns. Assume that the
reallzati~nqs shown in Fig.4.4 is minimum; i.e., k
gate's in the fIrst level represent gl' g2' ... , gk and
(k+l) is the minimum number of gates which can realize
f. Because the last gate represents a negative function
with respect to gl' g2' ..• , gk' xl' x2 ' ... , xn '
any e. in the negativity table must be covered by
J
some of g .. Now let us assume that
l
gl covers ell' .. <1> .. , e 1 .
.J 1





covers ekl , e k2 , "', ek , 0J k
Then since each g, is negative with respect to
1
x dnd covers e'1 Ii e. 2 Ii '" Ii e" , { e1'l' e1, 2' ',.,n 1 . 1 1J i
is a compatible set for i = 1,2, '" k (Lemma 4·,1),
Therefore for every { eil ,
11 IS possible to consider
""e" },i=1,2, ... ,k,
1J i
a maximal compatible set
the





since the new network usesgi ves a minimal network
of M., After
1
t + M·~ M* M*respec ,:0. i' 2"'" k '
is a negative completion of
which includes { eil , "" ~ij,} , respectively,
1
Let us call them as Ml , M2 , "', Mk , Finally we can
replace each g. in the network by a negative completion
1
this replacement, f is still negative with
same number of gates as the network of gl' g2' ,." gk
which is minimal, Q,E,D,
Because of this theorem, the synthesis of a negative func-
tion network is done by first generating all the maximal
compatible sets and then selecting the minimum number
of set from them, which together cover all the
primitive additional columns e l , e 2 , '", et , The
generation and selection of maximal compatible sets
will be discussed in the next section,
Let us consider the previous example given in
Table 4,1. Table q·,2 is 'the negativity table of f, We
have seen that M = { e l , e 2 , e s} is the maximal
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compatible set and no other maximal compatible set exi:,ts.
M is the one sh0l'm in Table 4.4. Now, we can realize f
with two gates. one is for M and the other is the last
gate which gives f. A negative completion of ~1, ,LS
shown in Table 4.5.
f Xl x 2 x 3
M~t~
-
1 0 0 0 l'i"
1. 0 0 1 l~t,
1 0 1 a l~':
0 0 1 1 1
1 1 a a 1'':
a 1 a 1 1
0 1 1 0 1.
1 1. 1 1 0
Table 4.5. Completion of M.
The entries of W~ with stars were newly specified.
"following the procedure given in the proof of Theorem 4.2.
(All entries were determined uniquely by cases of (1)
and (2) of the proof of Theqrem 4.2.) Mi' is written as
Note that f is now incompletely specified if it is regarded
as a function of xl' x 2 ' x 3 and M~; A negative completion
easily obtained by inspection is
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f = x_x v x x v X X v M*
L 2 2 3 1 3
These completions of M and f give the netw:ork shown
in Fig, It., 2. Th(~ procedure described so far explained how
the minimal network of Fig.4.2 was synthesized.
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4.5 C;eneration and Selection. of Maximal Compatible S_C"_ts.
Let us start this section with a new example "Thoc;e











f xl x 2 x3 e l e 2 e 3 e4- e5
0 0 0 0 1 1 1 1
1 0 0 I 0
0 0 1 0 1
0 0 1 1
I I 0 0 0
0 1 0 1
1 1 1 0 0 0
1 1 1 1 0






. From primitive additional columns el , e 2 , .,.; et
specified in a negativity table, we will construct the
. '
compatibility matrix of f. The compatibility matrix is
a triangular matrix in which columns correspond to
e l , e 2 , .•• , et _l and rows correspond to e 2 , e 3 , .•. , et ,
aSl3hown in Table 4.7. A cross is entered if e.and e.
. l ]
which correspond to the row and the column of the entry
are not compatible. Otherwise it is left as blank. The
compatiblli ty matrix of f ded ved from Table 1+,6 is








e 8 X X
e l e 2 e 3 e 4 e 5 e 6 e 7
Table 4.7. Compatibility matrix of f = xl x2 v
v - -
xlx3 xlx2x 3·
The compatibiEty matrix tells us that a 11 pairs of
primitive additional columns e. and e. are compatible
1. ]
except three pairs (e l , e 7), (e l , e 8 ) and (e 2 , e 8 )·
With the aid of compatibility matrix, we can
generate all the maximal compatible sets in the following
way. IJet us consider primitive additional columns
(1) Obtain all the maximal compatible t:>eTS of 8 1
only. Obviously there is only one maximal
compatible set {ell.
(2) Given all the maximal compatible sets Ml , M2 , •.. ,
Mb of e l . e 2 , ... , ek ( 1. ~ k ~ t-l), introduce
ek+l and form the sets according to the following
rule for each i, i = 1,2, ... , b.
(a) If the set Mi U {ek+l } is compatible,
161
Le., e k+l lS compatible with every
element of M., then form
l
(b) Otherwise let M. be the set of all the
l
elements of M. which are compatible with
l




Mill' = Mi U { ek+I} .
(3) Delete all the sets which are included in some
other sets generated by (2) above. Note that
only M. II I could be included in other 8"t.
l
The remaining sets are all the maximal compatible
sets of el , e 2 , ... , e k+l .
(4) Increase k by one. If the new k is equal to t,
the procedure is completed, otherwise go to
(2) again.
In the above recursive procedure, it is not obvious
whether all the maximal compatible sets of e l , e 2 , ... ,
ek+l are generated after completing (3). This will be
affirmatively proved in Theorem 4.6. For illustration
let us obtain all the maximal compatible sets of
e1 , e 2, .•. , e 8 whose compatibility relations are given
in Table 4.7. The generation procedure is illustrated
in Fig.4.5.
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e e e e p}3' 4' 5' 6~ -7'
fig.Q.5 Ceneration of maximal compatible sets of f
given by Table 4.6.
Fig.4.5 shows that only one maximal compatible set
is generated for each l< not more than 6, since any two
of e l , e 2 , "', 8 6 are compatible as seen from Table 4.7.
When e 7 is added, two maximal compatible sets result,
since procedure (2b) is applied because of non-compatibility
of e l with 8 7 , Finally for k = 8, three maximal compatible
sets are obtained. { e 3 , e 4 , e 5 , e 6 , e 8 } is deleted
because this is included in {e 3 , e4 , e 5 , e 6 , e 7 , eB }.
Theorem 4.6: Assume that MI , M2 , ... , Mb are all the
maximal compatible sets of 8 1 , e 2 , "', ek . All the
sets obtained as a consequence of the above steps (2)
and (3) are maximal compatible sets of e l , •.. ,ek , ek+l .
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Moreover, there is no other maximal compatible set of
e l' e 2' ..• , e k+l'
Proo~: To prove that the above procedure generate all
the maximal sets, let us assume that 1'1 is a maximal
compatible set of e l , e 2 , ... , ek+ 1 and is not generated
by steps (2) and (3) in the above procedure. 1'1
must contain ek+l because otherwise 1'1 is equal to one
of 1'11 , ... , ~. Let 1'1' be 1'1 from which ek+1 is deleted.
Then 1'1' is included in some of 1'1 , ••• ,1'1 because anylb'
t·wo elements in 1'1' are compatib Ie. Let 1'1.:> 1'1' forl-
some i of i = 1, 2, ... , b. Then 1'1' must be included
in or equal to 1'1.' or M. lt ' of step (2). This is a con-
1 1
tradiction with the initial assumption that 1'1 is maximal
and is not generated by steps (2) and (3). Next it
is obvious that after step (3) no compatible set which
is not maximal remains. Q.E.D.
Definition 4.10: A minimal compatible cover of 8 1 , e 2 ,
..•.• ,et for f is a set of the minimum number of maximal
compatible sets such that every e. belongs to at
1-
least one of maximal compatible sets chosen.
Now note that to find a minimal compatible cover
is equivalent to designing a minimal network of negative
functions. However, finding a minimal compatible cover
is nothing but a set-covering problem which has
been discussed in the literature in conjunction with
a variety of problems.
Let 1'11 ,1'12 , ... , Mp be all the maximal compatible
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sets. The covering table is a table, the i-th row of which
corresponds to e. and the j-th column of which corresponds
l
to M.. The (i, j)-th entry of the covering table is 1 if
J
e. is covered by M., and blank otherwise. The set-covering
l J
proplem is to find the minimum number of columns so
that every row has an entPj 1 in at least one of the
selected columns. A number of techniques to solve the
set-covering problem through the manipulation of the
covering table are discussed in [67J, for example.
Another interesting approach is the integer
programming approach. The formulation of a set-covering
problem by an integer programming is given in [ 5 J[ 29J,
. [48Jfor example. Recent computatlonal result shows that
some pr>oblems which corl'espond:" to the cases (30 rows,
50 columns) and (30 rows, 90 columns) are solved in
0.15 seconds and 1.60 seconds respectively on the IBM
360/751 computer.
The covering table for the above example (Table 4.6
and Fig.4.5) is now shown as an example. Let
Ml =
{ e l , e2 , e 3 , e4 , , e6 }
M2 =
{ e 2 , e 3 , e 4 , e 5 , , e7 }
M3 = { e 3 , e4 , e 5 , e6 , e 7 , e8 }.
*.The correspondence is not exact in the sense that the
matrices are generated randomly and may not represent
switching functions.
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Table 4.8. Covering table of the example given
by table 4.6 and Fig.4.5.
ObvIously Ml and M3 constitute the minimal compatible
cover of e1 , e 2 , ... , e 8 which is unique in this particular'
example.
WhenMI and M3 are considered as functions of
vari.ables xl' x2 ' x3 ' their negative completions Ml"~, and
M3* are given in Table 4.9.
MI* and M3* are written as
The minimum network of fusing Ml * and
the first level is given in Fig.4.6.
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M 1:
3 as gates in
o[f x x x M* M*r-~'_+-'-0_1_-0_2 -~31-f-+
I ~ : ~ ~ I: ~}"
o 1 1 0* 1
Table 4.9. Completion of M1 and M3.




Fig.4.6. A minimum network of f given by
Table 4.6.
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Up to this point, an entire procedure to obtain a
minimum netwo'rk with a single output has been presented.
Next section will deal with a case in which fiul tiple
outputs are required.
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4.6 Minimal MUltiple Output Networks
One of the advatages of our approach is that it
can be easily extended to the synthesis of a multiple
output network. When we are to realize !TPre than one
non-negative function*, only necessary modification
is that primitive additional columns e. are generated
1
in the negati vi ty table for each given function.
The rest of procedure, i.e., the generation of maximal
compatible sets ,the selection of a minimal compatible
cover and the completion of each selected maximal
compatible set, is exactly the same as that discussed
so far. The procedure will also result in a network
wi th the minimum number of gates.
Let us ob tain a minimum networ'k of two functions;
The entries given underneath primitive additional
columns e l , 8 2 , ... ,89 in Table 4.10 show from which of
g and h the primitive additional column is generated.
rCWhen some of functions to be realized are negative, the
synthesis would be simpler. In other words each function
can be realized by a single gate. Fur'thermore, the outputs
of gates for these negative functions can be used as
inputs to other gates which are to realize ·non-negative
functions. The modification of algorithm required is
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eg X X X
e1 e 2 e S e 4 e 5 e 6 e 7 e a
Table 4.11. Compatibility matrix of g and h.
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For example, the column e l is generated from both g and
h. The compatibility matrix is shown in Table 4.11.
The generation of all the maximal compatible sets is
also shown in Fig.4.7.
Fig.4.7. Generation of maximal compatible sets of
g and h.
Minimal compatible covers can be determined in
the same way as the single output network problem. The
covering table consists of 9 rows corresponding to
e l , e 2 , ... , e9 and 3 columns corresponding to Ml , M2
and M3. The minimal compatible cover for this problem is
{Ml , M3 } . Negative completions of Ml and M3 are also
shown in Table 4.10. M1* and M3* are written as
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A minimum network of g and h obtained from those
MI * and M3~ is given in Fig. 4.8. h does not require
M3;'c because all the primitive additional columns e l , e 2 ,
e 3 , e 4 , e 6 generated from h can be covered by a single
maximal compatible set MI' (A more rigorous discussion
will be found in [50J.)
M'""3
Fig.4.8. Minimum network of g and h.
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4.7 Conclusion
The minimization of the number of gates in the
network of negative functions was converted into a
set-covering problem. Since the set-covering problem is
rather easy to solve, this approach appears helpful in
obtaining such networks.
It sould be a direction of the future research to
develop algorithms based on the other minimality criteria,
such as the number of connections, the total cost of
gat~s which is evaluated differently from the number
of gates, and also the extension of the approach to
more general cases such as feed-forward networks.
173
, Chapter 5 FOl1llulation of Network Synthes is by Integer
Progrannning
,1 Introduction
Different from the previous two chapters, this
chapter discusses about the integer programming
formulation of the network design, which is ic:ularly
suitable to, incorporate network restrictions such as
fan-ins restrictions and fan-outs restrictions, and
permits a variety of optimality criteria. In the'
formulation, we assume networks of conventional gates
such as NOR, NAND, AND, and OR, or their combinations,
but it should be understood that the formUlation
covers much wider class of gates. Networks of threshold
gates would be such examples.
The formUlation is then extended to the
output networks, by adding extra, 0--1 var'iables.
Finally, sequential circuits ~n also be formulated
along this line, including th~~tate assignment.
These problems dealt in this ~~apter have been
recognized as very difficult ones. It is not an exaggera-
tion to state that there has been no systematic approach
which is not only theoretically complete but computationally
feasible. Of course, it is not claimed that the integer
programming approach has provided a final solution, since
no integer programming algorithm which works efficiently
enough for l(:lrge scale problems seems available at
present. It is hoped, however, that this direction would
be a forward step towards the design automation of
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logic design, which is greatly needed especially with
the advent of integrated circuit and large scale integra-
tion. In fact, by means of integer programming approach
all the optimal networks of NOR gates, and NOR-AND gates
were obtained to verify the practicalness of our
approach. Many optimal solutions which represent newly
found networks were obtained. The computational aspects
of integer programming formulation will be discussed in
Chapter 6.
Integer programming problems encountered in
this thesis are so-called zero-one all integer programming
£roblems:
minimize cy
~;1Jbject to A Y ;::: b
y. = 0 or 1,
]
( 5.1)
j = 1,2, ... , N,
where C is an N-dimensional vector, b is an M-dimensional
vector and y is an N-dimensional vector of variables. A
is an M x N coefficient matrix.
Any 0 or 1 assignment to all variables is called
a _solution. Any so1utuion such that the constraints of
(5.1) are satisfied is called a feasible solution.
An optimal soluti~.Q.. is a feasible solution such that
cy is minimized.
There are several integer programming algorithms
. "abl t d '"Ph . 1 h d b G [35J[36JaVal.L e 0 ate. " e cuttlng pane met 0 y omory
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may be applied to this type of problem, though it was
originally devised for more general integer programming
problems. Recently main effort in this area seems directed
to the implicit enumeration algorithm or the branch and
bound method, which has been proposed and improved by
. th [4 J[ 33J[ 28J[ 29J[ 24J[ 85J[ 48J W
varlOUS au ors . e have
. [ 6J[48J
run both types of algorlthms on the computer - .
Since the implicit enumeration algorithm compares much
favorably with Gomory's algorithm, judging from the
preliminary computational results for our problems,
the former is extensively adopted in the computation
in Chapter 6 .
. An integer programming approach was first brought
into the design of optimal feed-forward networks of
[ll] .~'Y
threshold gates by Cameron . His ~~k was followed by
Breuer's[ 9J which considerably simpliriedthe earlier
formulation. Muroga also reached essentially the same
f l · [77J. d d' A .ormu atlon ln epen ently. more comprehenslve
. [80J
aspects were discussed by Muroga and Ibarakl .
This thes is, however, does not deal with networks of
threshold gq.tes buthegin with networks of NOR gates which
, . . ,~ .
might peregarded as their special cases. Further possibility
is explored in the light of integer programming
formulation. Some of the formulations might be merely
of theoretical irterest for the present, but there is
no doubt that future developments within the field of
integer i)rogramming will gradually eliminate these
difficulties.
1'76
5,2 Integer Programming Formulation of Networks of
NOR Gates.
In this section, a network of NOR gates is described
by integer linear inequalities, (NAND gate network can
be treated similarly.) The result will be generalized in
succeeding sections to deal with other types of networks.
Also complete algorithms for deriving optimal networks
will be discussed in Section 5.3.
The boolean expression of an NOR gate is
x v X 'V1 2
In other words, if at least one of inputs assumes 1 then
tbe output is 0, and 1 otherwise.
In order to describe a network by integer linear
inequalit:ies, we have to anticipate a general network
which could be reduced to any required network by
specifying the actual existence or non-existence of
each connection in the anticipated network. For this
purpose, we use a feed-forward network. A feed-forward
network is a network with R gates which are ordered as
gate 1, gate 2, •.. , gate R, and each gate can receive
inputs from external variables and preceding gates
only. The last gate R realizes a given function f.
This is illustrated in Fig.5.l. The feed-forward
network is the most general network as far as loop-free
networks are concerned. Namely, any loop-free network
with R gates can result by adequately specifying the
existence or non-exiseence of each connection.
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Let us assume that f( X) is a function of n variables
xl' X , •.. , x with outputs specified for m input2 n .
(1) (m) If f . 1 1 'f' dvectors X ,. , ., X . lS comp ete y specl -le ,
then m = 2n . Also define 0-1 variables as follows. They·













Fig.5.2. Illustration of 0-1 variables
in the formulation.
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v~ The connection to gate k from x~, v~ = 1
means the existence of the connection and
kv~ = 0 means the non-existence.
<P, k : The connection from gate i to gate k (i < k) ,
l
<Pik = 1 means the existence of the connection
and non-existence otherwise.
Pk (j): The output value of gate k for x( j ) ,
Pi~ j): The input value of gate k sent from gate i
for / j),
Then the total input value to gate k for x(j) is
n (') k-l (J')
\0 k J + "
6 v~ x~ 6 P 'k~=l i=l l
From the definition of NOH. gates, the output of
gate k for x< j) is determined by:
P (j) = 1
k





l: v~ x J +~=l )I,





'" fJ 'k 5.i=l l
k-l (j )
l: P'k ~ 1.
i=l l
(5.2)






k = 1, 2, ... , R-l,
where U is a sufficiently large positive number such
that if Pk (j) = 0, then the upper inequal ity of (5.3)
is non-binding for any assignment of 0-1 variables,
and if Pk(j)= 1, then the lower inequality has the
similar pTOpG'pty. for example,
U = n + k - 1
suffices this requirement. Hereafter, the letter U
is used solely for this purpose. Although the actual
amount of value U required for each inequality may vary,
we do not distinguish individually but use the s arne
letter U.
From the defini tio~;<25j \), it may be obvious that
(5.2) and (5.3) are equivalent, i.e., feasible solutions
of (5.3) are exactly those which satisfy relation
(5.2) ~ Note that (5.3) is linear in all variables v~ ,
Pi~j), Pk(j), since x~j) are given constants.
(j)
'Now ,l.et us consider the variable Pik . This




= '~.kP. 'J ....
l l
(5.4)
( .) ( .)
In other words, Pik
J
= 1 if and only if Pi] = land
gates i and k are connected. This non-linear form can
1: B
E , A < B, is defined as o.
A
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also be converted into a linear form as follows:
P. (j) + ~ik - 2 (j) 2:- 0, (5.5)~ Pik
k = 2, 3, ·.. , R
i = 1, 2, ·.. , k-l
j = 1, 2, · .. , m.
The proof that (5.4) and (5.5) are equivalent is
straightforward if we take into account that every
variable ass umes only 0 or l.
The last gate is treated saparately since its
bahavior is specified by the output values of function
( .)
f. The total input value of the last gate for X ] has to
satisfy the following inequalities:
k"'1 (J') ( ')
E p > 0 for f(X J ) = 1i=l ik
(5.6)
,
j = 1, 2, ••• , m.
All inequalities (5.3) (5.5) and (5.6) characterize
the entire feed-forward network. Namely, any feasible
solution of the system of inequalities (5.3), (5.5) and
(5.6) provides a loop-free NOR network with R gates
which realizes the given function f. In case f requires
more than R gates, the system of inequalities (5.3), (5.5)
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and (5.6) is infeasible, i.e., it has no feasible
solution. However, since NOR gates constitute a complete
. [86J[51J .
set of functlons , there lsa number of gates Rf
for any f, which is sufficient to realize the function f.
Further aspects of the formulation and whole
algorithm to obtain optimal networks under a certain
criterion will be discussed in Section 5.3 and 5.4.
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5.3 Incorporation of Network Restrictions
Some of the restrictions imposed on a network can
be taken into account by simply adding inequalities.
Ease of incorporation of restriction is one of the
characteristics of the integer programming approach.
The restrictions on the maximum number of inputs
(fan-ins) for each gate can be considered as follows.
Let I be the maximum fan-ins of gate k. Th~n,obviously
n k k-l
L: v + L: <p.k:s. I
,Q,=1,Q, i=l ~
( 5.7)
limits the number of input connections of gate k to
at most I.
The maximum number of outputs from each gate,
the maximum fan-outs, can also be treated similarly
by;
R
L: <Pk . So J.i=k+l ~
(5.8)
Next, let us consider the restrictions on the
number of levels of a network. Let us assume that
networks with more than K levels are prohibited. Then
there arise se-ts of connections which are not
permissible because of the level restriction. For
example, the set of connections,
<P12 = 1, <P 23 ::: 1, •.• , <PKK+l = 1
is not permitted bacause K consecutive connections
indicate the existence of more than K levels. This can be
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eliminated by adding the inequality:
<P12 + <P23 + ... + % K+l :s.K-l. (5.9)
This inequality assures at least one of ¢12' <P23"'"
¢K K+l is 0, thus destroying the consecutive K connections.
From this argument, a procedure to keep a network
within K levels is :
(1) Exhaust all sets of connections which give
more than K levels.
(2) For every such set, add al(;.inequality to
IZ
prohibit the set of connectl6ns, derived in
a similar way as (5.9).
Other types of restrictions on conncetions can
us ually be incorporated. For' example, if a connection
¢ik = 1 is prohibited for some reason, simply add
The c,onditional restriction, i.e., the restriction
such that <P. rk , = 0 if <P' k = 1 is realized by:11'
<P. , •. -::: 1 - A.. k •"1'](' - "'1
The argument used for the level restricted network
could be extended to more involved conditions such as
the planat'ity of a networ'k. A procedut'e is first to
list all conditions which lead to the non-planat'ity,
and then to set up corresponding inequalities to prevent
them.
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If Rand n increases, however, the number of
inequalities will become excessively large, making
the formulation impractical. One approach to avoid this
difficulty is:
(1) Solve the set of inequalities without adding
the extra inequalities which guarantees, say,
the planarity, if incorporated.
(2) If a solution obtained shows a planar network,
then terminate. Otherwise go to (3).
(3) Pick up some extra inequalities among those
prohibiting the planarity and add to the system
of inequalities used in (2) to make the current
solution infeasible. Then solve the new problem
reSUlted.
By repeating (3) we will eventually obtain an
planar network.
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5.4 Procedures to Design Optimal Networks
We have so far discussed the integer linear constraints
which together characterize a feed-forward NOR network,
and also those which impose network restrictions. Any
feasible solution for the resulting system of inequalities
represents a NOR network for a given function f subject
to the imposed network restrictions. This section
discusses procedures to obtain optimal networks ampng
those feasible solutions, under cert~~m optimality
cpiteria.
First consider, as an example, a combined optimality
criterion such that the primal objective is the
minimization of the number of gates, and the secondary
objective is the minimization of the number of connections.
Note that the number of connections for a feed-
forward network with R gates is written as:
R n k k-l
k~l(~lvt + i~lCP ik) (5.10)
ProcedurE:! 1,.:
(i)~#t R = 1. (If we know a lower bound of the
llU!lll:>er of gates required for realizing a
gAven function f, set R to this number.)
(2) Formulate a set of inequalities for an R
g~te feed-forward network for a given function
. r
.f t and possible inequalitIes corresponding to
the restrictions imposed on the network.
Solve this integer program with an objective
function (5.10). If this has an optimal
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solution, it gives an optimal network under
the above combined optimality criterion.
Otherwise go to (3).
(3) Increase R by 1 and return to (2).
The whole procedure will terminate in a finite
number of steps, if the problem is feasible for some
R and an integer programming algorithm with finite
convergence is employed for solving each resulting
problem.
It may be obvious that the above procedure yields an
optimum network, because the first R which satisfies (2)
is the minimum number of NOR gates which is sufficient
for realizing f.
An alternative procedure for deriving an optimal
feed-forward network under the same optimality criterion
is outlined in the following.
First introduce new 0-1 variables Ak such that
k = 1, 2, .... , R-l.
(5.n)
If at least one of ¢ki' i = k+l, "" R is 1, then
Ak assumes 1, otherwise (5.11) is non-binding. As






then A shows the number of gates actually used, since
Ak assumes 0 if the left hand side of (5.11) is O.
In this case, A + 1 is the total number of gates
actually used, since (5.12) excludes the last gate
which must be always used to provide the required
runcticm f.
Procedure 2:
First prepare a sufficiently large number of gates
which will guarantee the realizability of a given func-
tion by the network. Then set up a set of inequalities
which characterizes the network and also incorpoI1ate
the network restriction. Solve the integer program
with the minimization of obj ecti ve function~~
(5.13)
An optimum solution of this integer programming pr'oblem
provides a network with the minimum number of gates.
Alte,rnatively, if we use the following objective function !I
v
R-l R
L Ak + Lk=l k=l
( 5.14)
instead of (5.13), then an optimal solution in the sense
that the networks are those with the minimum number of
connections among networks with the minimum number
~'; R-l
L ekAk may be used, if gate k has cost ek , and thek=l
total cost is the design objective.
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gates will be obtained. V in (5.14) is a sufficiently
large positive number such that
v ~ nR + R(R-l)/2.
Although this procedure needs only one integer
program, the size of the problem is relatively larger than
that of Procedure 1. Judging from the fact that the
convergence of most of integer programming algorithms
become progressively slow with the increase of the
size of problems, Procedure 1 may be preferred at
present.
An advantage of Procedure 2 is that the other
types of objective functions can be used as the





as the objective function yields the networks with
the minimum number of connections regardless of the
number of gates.
In Section 5.2, the number of levels was treated
from the view point ~f network restriction. Sometimes,
however, it should be considered as a design objective
to obtain a fast circuit. For this purpose, a feed-
next network is desirable as a basis model rather
than a feed-forward network. A feed-next network is a
network with E levels, in which each gate in the j-th
level, j = 1, 2, ..• , E,can receive inputs only from
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external variables and gates in the preceding levels. An







in each level sufficient for a given function is
sometimes available from the theoretical consideration.
Ot~~i$e, however, a tentative number would be used
irltheformulation~A variant of Procedure 1 for this
~.$$ .~. ·follows : .
l'~~e-lt:
i .. ':,',.,',
(~ili~.·~.t B = 1.
{~)ror~~late a set of inequalities for a E level
feed-next network. Solve the resulting integer
program with a certain objective function
such as the number of connections. If this has
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an optimal solution, it gives an optimal
network. Otherwise, go to (3).
(3) Increase E by one, and return to (2).
Procedure 2 for a feed-forward network can also
be modified to deal with a feed-next network, though
it is omitted here.
In concluding this section, it should be mentioned
that any other types of gates can be considered as
constituents of the network if they are rep~esented
in inequalities. For example, NAND networks can be
treated similarly. The· case in whidiffiixture of
different gates is permitted, such as mixture bfNOR
gates and AND gates, will be discussed in the subsequent
sections.
191
5.5 Feed-Forward Networks Using Mixture of Different Gates
As an extension of previous sections, we will consider
a feed-forward network in which a mixture of different
types of gates is permitted. A feed-forward network in
which each gate is either NOR gate or AND gate is such
an example. Let us assume that B different types of
cases.
In order to formulate this problem as an integer
program, we first introduce a conceptual module,
call~d a gen~rative module. A set of parameters is
!3-~$'qf!~ted;1JT,itheachg~nerativemodule. Depending upon
t~e:~';vaiues 9'/ pariimet¢Ps r the generative module
rep~S~nts one of gl' g2 , ••• ;. gB' For illustrative
p\I.l"P,.ose (Fig. 5.4) , it is convenient to consider that
'a g~nerative module consists of two parts; one is a
IJll!lti.~output~netwoX'k with outputs gl' &2' .•'., gB'
and the other is a selection network which selects
one of gl' g2' ..• , gB according to the parameters
associated with it.


















Fig.5.4. A generative module .
....
a feed-forward network with R generative modules in
integer programming. Solutions for this problem will
determine the connection between generative modules
and parameters for each module as well. (2) If we
obtain a feasible solution for a given function f
with the minimum R, then replace each generative
module by the actual gate which the generative module
implies.
In Section 5.6, an integer programming formulation
of a generative module will be derived. Then in
Section 5.7, an entire integer programming formulation
of a feed-forward network will be presented.
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5.6 Integer Inequalities for a Generative Module
The first step to derive a generative module is
to express all given gl' g2' ... , gB by integer linear
inequalities. The selection of one module out of these
in each generative module will be discussed later.
One method will be given below to express gl
through gB by a single network of threshold
gates. Other methods based on a mUlti-threshold
threshold gate and based on the direct specification of
true and false vectors of each of gl' ... , gB by integer
linear inequalities will be given in [81J.
Let us introduce a number H such that
where p. is the number of input terminals of the module
l
corresponding to g .. By adding idle input terminals,
l
we can assume that every module has H input terminals.
H represents the maximum fan-ins restriction on each
module.
Now, given functions gl through gB of H variables,
let us realize these functions by amultip~e-output
network of threshold gates as shown in Fig.5.5. Our
aIm is to derive the relation between H input variables
Y1' y2' ... , YH and B output functions gl' g2' ... , gB'
in the form of integer linear inequalities. Although any
network which realizes gl' g2' ... , gB may be used to
express a generative module, a network with the minimum
number of threshold gates is preferable because it
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gives a concise expression. Threshold gates are used
simply as a mathematical tool, no matter what physical
devices are employed to implement gl' g2' ..• , gB'
The threshold gate network may be obtained by using the
. l' . h[80 J Oflnteger lnear programmlng approac • course any
other method known so far can be used for this purpose.
Several methods will be found in D..O]J[ 76J. The method
discussed in Chapter 3 may be used.
Fig.5.5. Collective expression of gl' g2' ... , gB
by a multiple output network of
threshold gates.
Let us number threshold gates from 1 to C in a
synthesized feed-forward network with mUltiple outputs
in which each gate receives inputs only from the
preceding gates and variables yl' Y2' ... , yw
Assume that the C -th gate realizes g , r =1,2, ... , B.
r r
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Let the output value of the k-th gate for the input
(j) - ( (j) (j) (j).
vector Y - y1 , ... , YH ) be Qk ,J = 1, ... , m.
Let aik denote the weight from the i-th gate to the
k-th gate, w~ denote the weight of the variable y£ to the
k-th gate and Tk denote the threshold of the k-th gate.k (")
aik , w£. and Tk are known constants. ButI y Q, J
are unknown variables.
j =1,2, ... , m.
These inequalities are interpreted in the similar
manner as those of NOR networks. Narn~ly, (5.16) are
converted into the following;
i.! ~j) >= 1
When the network is synthesized such th~t the C -th
C·) ("). r
gate realizes g , QC J represents g (y J ). The setr r
r





:= (/j) )gr '
r
j = 1, 2, ... , m,
r = 1, 2, ... , B,
represent the functional relations between Yl' ••• , YH
and gl' ... , gB· Thus we have formulated the aggregate
of gl' ',." gB in integer linear inequalities ~ This
is the first step of our' derivation of a generative
module.
ExamEle 5.1: Let us find an integer linear inequality
expression of two modules:
These two functions gl and g2 can be realized by two










threshold gates Ql ]
"" m, can be defined
above discussion, the outputs of
( .' ) ( .)
and Q
2 ] for each y ] , j = 1, 2,














:? -1 - UQ1(j) ,
j = 1, 2, .,., m,
- Y (j) - Y (j) + 2Q (j) ~ 0 - UQ (j)
1212'
j=1,2, ... ,m.
Any value of U 2: 3 is sufficient for these inequalities.
If we consider that
gl</ j»
g// j»
for each y(j), j =1, 2, '", m, these inequalities
describe relations between the input values and the
output values of gl and g2'
Now let us consider the selection of one function
out of gl' ,", gB' As selection parameters, introduce
variables 8 1, "" 8B whose values are 1 or 0 such




corresponding module g . In order to select only one
I'
module out of gl' ... , gB' the following equality is
added.
81 + 82 + ..• + 8B = 1.
Let p(j) denote the value which the output of the
generative module assumes for the j-th input vector /j).







(")holds, where QC ] is the output value of the












- (1 -- 8 ), (5.20)
I'
I'
r = 1, 2, ... , B
j = 1, 2, ... , m.
Obviously, if 8 = 0 then the inequalities become
I'
non-restrictive and if 8 = 1 -the inequalities force
P(j) b 1 t Q (j)rto e equa 0 C .
I'
Consequently, with inequalities (5.16),(5.18) and
(5.20) together, a generative module which is able to
choose one of gl' ... ,gB is completely described. This
expression will be the basis for the optimal network
synthesis procedure in the following sections.
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5.7. Description of a Feed-Forward Network Consisting of
Generative Modules
In this section we will describe a feed-forward net-
work of generative modules in linear inequalities of
integral variables.
A. General Case
Consider a feed-forward network consisting of R
gener;.;~ive modules, as shown in Fig. 5.7.
Fig. 5.7. Feed-forward net-





Assume that the function of a generative building block is
not symmetric in variables. Symmetric caSe -will be
discussed in B. The input terminals of each generative
module must be nUmbered for identification.
Let ~.(d, k) denote a (0, l}-variable which expresses
~
the.¢6nnectionsfrom the output of the d-th generative
module to the i-th input terminal of the k-th module. If
<l>i(d~ k) :;: 0, it means no connection and if ~i(d~ k) :;: 1,
the connection exists. However note that there may be
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more than one connection from the d-th module to the k-th
module*. In other words, we may have ~. (d, k) = ~. (d, k)
1.1 1.2
= •.• = 1 for the samed and k. Let v.(t, k) denote a
1.
(0, I)-variable which expresses the connection of an
external variab7t.xt to the i-th input .terminal of the
k-th generati"e'iIk>dule. Here
k =1, 2, .,., R
d =1, 2, ... , k-1
i =1, 2, .0., H
~ = 1, 2, •• 0'; n, +, -.
v.(+, k) is the connection from the constant input of
1.
the value 1 and v.(-, k), the connection from the constant
1.
input of the value o.
Each input terminal receives exactly one connection,
i.e., for each k and each i
k-1
.£ Cl'i (d,k) +
d=1
(5.21)
The input value y. (j) (k) at the i-th input terminal of
1.
the k-th generative module for the j-th external input
vector / j ) satisfies the following condition,
*
A degenerate' function such as xl v x2 by substl'ttttlng
xl into x3 of xlx3 V x2 would be generated.
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r(j) (d) if cpo (d, k) =: 1
y(j) (k) J.
i = (j) if vi(£, k) =1,X£ (5.22)
(i =1, 2, ••• , H)
(k = 1, 2, ••• , R).
w'bll!~ p( j ) (d) is the output of the d-th generativ-e module
f "h t" "1 • (j) dor the J-tex erna .mput vector x an
x(j) =1 and x(j) =0 •
+ -
(5.23)
(5.22) is expressed in the foJ,.lowing set of linear
inequalities of integral variables:
ylj)(k) S P(j)(d) + (1 - CPi(d,k»
prj) (d)syij ) (k) + {1 - CPi (d,k», (5.24)
(k =1';,2, •• ~'. ;R)
'.. (4.;;<4...(.~" :- .••\,,~~~)',




y~j) (k) < x~j)
~ - XI




(k = 1, 2,
• •• I R)
(£= 1, 2, ·.. , n, +, -)
(1 :::: 1, 2, ·.. , H)
(j = 'I, 2, ... , m).,
</>.(d, k) = 0 makes (5.24) non-restrictive and"~.(d, k) ::: 1.
y~elds y. (j\k) =P(j)(d), and so forth. ,. ~
N t~ h th l'abl ( j) . .o e t at e externa varl es xi areg~ven ,In
advance as input vectors to the whole network and considered
as constants in our integer linear programming approach.
The outputs of the R-th module are also specified in advance
as the values of the given function f(x(j» for all jls.
e) (")Therefore P ] (R) are also given constants but p J (k)
for k ¢ R are unknown variables.
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B. Networks with Symmetric Generative Modules
If each generative module is symmetric in all inputs,
in other words, if the input terminals of each module
are interchangeable, then each input terminal need not be
differentiated from others. Let us sum up the input
'~all.les at the k-th module and denote it with
(5.26)
In the following, only y(j)(k) will be used, eliminating
. (") . (")
the ;~~of Yi J (k)' s. The value which y J (k) assumes
is not limited to 0 and 1. A.lso the subscript i may be
dropped from ~i(d, k) and vi (!, k). ~(d, k) and v(!, k)
are variable which represent the connection from the d-th
module to the k-th module and the connection from the !~th
external variable to the k-th modUle, respectively.
However note that in the current case ~(d, k) and v(!, k)
also are not restricted to the value, 1 or 0, because
nia;1.tiple connections, in other words ,the simultaneous
connec[tJons fronl e.n output of a module to more than one
Ipput· tef~inal of a certain module may yiel? a better
1t'tf1+\for'k. However the total number of inputs to each module
im""'.' .""·.·.~i;...q.'u'al' H' !·..···e~.... ""', .. ,0'
k-l
I: q> (d,k) +
cl:=:Ir
n,+,-
~ v (£,k) =H.
£=1
(5.27)
/ jJ(k) :is expressed as follows. Let us introduce new
variables P(j}(d, k) and p(j)(R., k) which satisfy
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P(j)(d k) < ~(d k) + U (1 - P(j)(d)) }, - ,CP(d, k) < p(j)(d k) + U (1 - P(j)(d)) (5.28)- ,
P(j)(d, k) :S U P(j)'(d), )
(k := 1, 2, ... , R)
(d := 1, 2, .•• -. I k-l)
(j = 1, 2, ••• , m);
p(j)(£, k) :S v (£, k) + U (1 - x~j~
v(£, k) ~ p(j)(£,k) + U (1 - x~j)) (5.29 )
p(j)(£ k) < UX(j)
, ' - £'
(i = 1, 2, .0. , n,+ , -)
(j = 1, 2, o •• , m)
(k = 1, 2, • 'iI It , R).
These inequalities of (5.28) and (5.29) imply
(5.30 )
(5.31)
Since the input of the k-th module is the sum of contri-
butions from the outputs of other modules and the external
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(')
variables, y ] (k) of (5.26) which consists of y. (j) ofl -.
(5.22) is obtained as
(5.32)=
k-J. ( ) n,+,... . (j)
Y(j)(k_) = !: cp(d, k) pj (d) + E vU, k) X od=l £=1)(/
k-J. () n,+,- (j)
E p j (d, k) 4- E p ( £, k)
d=J. £=J.'
using (5.30) and (5.31). Consequently the connections in
a network are described by inequalities, (5.27), (5.28),
(5.29), (5.32) together.
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5.8. Procedures to Design an Optimal Feed-Forward Network
We are now ready to discuss design procedures of an
optimal feed-forward network, with all the gates and the
network described in inequalities. The behavior of
generative modules which can express any of the given
modules gl' ... , gB was expressed in inequalities in
Section 5.6, and the connections from other generative
modules and the external variables in Section 5.7. The
set of all these inequalities together with constantsX(j)
and f(X(j», i.e., P(j)(R) specifies the condition which
the feed-forward network must. satisfy. Any feasible
solution of this set of inequalities realizes the given
function f. However if a certain objective function is
introduced and optimized (minimized or maximized), then
an integer programming problem is formulated. If a design
obj ective such as the number of connections can be
expressed as a linear function and chosen as an objective
function, then an optimum network with the minimum number
of connections will be obtained.
Assume that the feed-forward network for f has R
generative modules. Only one of g 's is chosen in each
I'
generative module in an optimum solution of our integer
linear program. I.et J and K be the numbers of the 0-1
variables and the inequalities, respectively, which are
necessary in obtaining the relations between the inputs
(") . (") . (")
Yl ] (k), .•• , YH ] (k) and the outputs P ] (k) of the
k-th generative module. (For example, (5.16) (5.18) and
(5.20» The set of these inequalities necessary for each
generative module will be referred to as E. Then the
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numbers of the variables in the entire formulation for
this netwoI'k are:
mHR for y~j)(k) IS
~
m(R-l) for P(j)(k) 'a
HR(R-~) . tor Cj)i (d, k) 's2
H·R (n~)
and the total number of the 0-1 variables is
RJ +mHR + m (R-I) + J;IR~R:l) + HR(n-+2).
(")Note that the number of P J (k) is m(R-l) because
(5.33)





* An equality is expressed in two inequalities
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The total number of the inequalities is
RK + 2 HR +mHR(R-l) + 2 mHR(n-t2). (5.35)
As discussed in Section 5.7B, if the modules are
symmetric in input variables, the numbers of variables
and inequalities can be fewer than those given above.
To obtain a feed-forward network with R modules which
realizes a given function f, we need solve the inequalities
E for every module and also (5.21), (5.24) and (5.25)





( Z cp. (d, k) + Z v. U, k)
c d=1 ]. £=1 ]. (5.36)
may be chosen as an objective function. This implies the.
minimization of the number of connections between modules
and from external variables excluding those of the constants
in the network. Other objectives may be chosen instead,
as an objective function.
A procedure for obtaining a feed-forward network with
the minimum number of modules and then, as the
secondary objective, the minimum number of connections
(i.e. a network with the minimum number of connections




(1) Set R = 1. (or set R to a lower bound of value
necessary to realize f if it can be found by
certain means.)
(2) Solve the set E of the inequalities, (5.21),
(5.24) and (5.25), for the network of R
generative modules, minimizing the objective
function (5.36). If there is a solution, an
optimum solution of this problem gives an
optimal network for f. If there is no solution,
go to (3).
(3) lncrease R by one and return to (2).
This procedure will terminate in a finite number of
steps, if the given set of modules, gl' ... , gB' are
":J~
complete .
Obviously, this is a generalization of Procedure I
for NOR networks described in Section 5.4. Procedure II
in the same section can also be generalized in the similar
way. The latter approach would have merits such that it
permit a wider variety of objective functions than
Procedure 1. However, the detailed discussion will not
beg.i,:V~he~Er~',_IpI81J,its approach and other aspects
of'~he i~tegElrprogrq.mmirig formulation is d,iscussed in
some~etail;' ,
If anyf~hctiQn can be realized by combining gl'····' gB'
r
the set is called complete. See [51J.
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5.9. Example - NOR-AND Networks -
As an example of network consisting of more than one
type of module, we consider a network with NOR g~t~sand
AND gates.
Fig. 5.8 Expression of NOR and ANO~
.'(j.)Qi .
First of all, let us consider the linear i:Pe~uality
expression for a generative module which.can ~xp~.~s
either a NOR gate or an AND gate (SectiOn 5.6). In this
,,~
formulation, we do not impose the fan-inrestriction* on
each module.
Now consider an expression for NOR gat~· in the·k..,th
generative module of the network. ObvioUSly, therela~
* The k-th generative module is assumed to have
exactly H (=(k-l)+n) input terminals fpt'eachk.
I f a module turns out to have actually fewer it~.put
terminal cqnnections, connect constants Qfapprbp..;.
riate values to the remaining input terminals.
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between inputs y (j), r = 1, 2, ... , H (= (k-l)+ n), and




E y(j) > 1 - U Q(j)
r=1 r - 1 '
j = 1, 2, "', m.
Taking advaptage of the property that a NOR gate is
symmetric .in all variables, we can group all the inputs
ipto two.sets; one is to receive the external variables
and the other is to receive the outputs from the preceding
modules (Section 5. 7B). (5.37) is then rewritten as
(j = 1, 2, ••. , m) ..
wher~E. y(£"k)'x./ j)+ l: <j> (d,k) P(j)(d) denotes the sum
of contributions from the external va~iables and the
outputs of. the other modules. However, these inequalities
are not linear because <j>(d,Jd and P(j)(d) are both unknown
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val'iables. C' )Therefore new variables p ] (d,k), such that
(5.39 )
are introduced (see (5.30) and (5.32» and (5.38) becomes







v( 9, ,Jd x£ J
because this
is not slilistituted by p(j)(£ ) as in (5.31)
( , )
is already linear (x ] I S areg,
To express the relation (5.39) in linear form, the following




This is possible because p(j ) (d,k) lS known to be 0 or 1
in this case.
In a similar way, an AND gate of the k-th generative




n k-l~ L v(!/',k) + L <p (d,k) - U (1 - Q (j»
!/'=l d=l 2
n (")










where Q2 ] is the output value of the AND gate.
Combining (5.40) and (5.42), and introducing a
selection variable 6(k) (see Section 5.6), the k-th
generative module is described by
n k-l
I v(!/',k) x (j) - I p(j)(d,k)
Q,!/,=l d=l




L: v(Q"k) x£{j) + L: p(j)(d,k)
£=1 d=l
~ 1 - u P(j)(k) - u 0- e(k»,
n ( . ) k-l (j)(d k)L: v(£,k) x ] -t- L:£ P . ,£=1 d=l
n k-l )
L v(Q"k) -t- L: ~(d,k) - U (1 - p(j (k)) - U e(k),
£=1 d=l
(")

















where P ] (k) is the output value of the k-th generative
module for the j-th external input vector. e = 1 means
that NOR is selected and e = 0 means that AND is selected.
For the last generative module,
n R-l







XQ,(j) + E o(j)'d,R) ~ 1
d=l
u (1 - OCR»).
(5.45)
n
L: v( JI, ,R)
)/,=1
1\-1
L: (j)(d R)p . ,
d- 1-.L
n
:> - 1: v(Q"R)
Q,=l
R--1
L: <P(d,R) + 1 - U e (R),
d=l
(j ::: l, 2, 0.. ,m) ..
Also, to describe the non-linear relation
(0\ ("'P ]J(d,k) '" p]J d) ¢ (d,le) in linear form, (:.LIJ) is
necesE;ary faY'
k r) H.L, .. ..,
d iJ k·":l.(.." 1 ...,
j - 1, 2, ••• , m.
Consequently (5.41), (5.43), (5.44) and (5. 1+5) together
completely represent a network consisting of NOR and AND
gates.
Note that the formulation, described in the previous
sections, was simplified in sevelal respects by considering
particular properties of NOR-AND network.
For example, selection variables 81(k) and 82(k)
respectively for NOR and AND, are reduced to a single
variable e (k) by using
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(5.46)
( . ) ( .)
of (5.18). Variables Ql J and Q2 J for the k-th gen-
erative module are also replaced by a single variable
( .)
P J (k) for the following reason. If 8(k) = 1, say (Le.
NOR is represented by a generative module), only inequal-
ities for a NOR gate (the first two of (5.43» becomes
restrictive and others for an AND gate becomes non-restric-
(.) (.) (.)
tive. Therefore, even if the restriction Ql J = Q2 J = P J (k
is incorporated, it does not change the nature of the
inequalities.
As explained in the paragraph after (5.40), p(j)(~,k)
for external variables are also deleted. A significant
reduction of the number of variables / j) (k)' s is obtained
by substituting /j)(k) by (5.32).
In most cases, if types of modules are concretely
given, we can reduce the size of problem, by considering
special properties of the types. However, we will not try
a detailed discussion about these possibilities here.
With all these inequalities, all the optimum networks
for each three variable switching function which have the
minimum number of modules and, secondary, the minimum
number of connections were obtained. Procedure 1 in Section
5.8 was used for computation. The computational aspects
will be discussed in Section 6 together with the design
of NOR networks.
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5.10. Multiple Output Networks
One of the important but more difficult problem is
the design of a mUltiple output network in which more
than one function is simultaneously realiz~d. In this
section, two approaches are presented. One is an exten-
sion of the feed-forward network' formulation and the
other is all-interconnection network formulation which is
quite efficiently solved when combined with the implicit
enumeration algorithm of integer programming.
A. Feed-Forward Network Formulation
Assume that S functions f l , f 2 , ... , f S are to be
realized by a feed-forward network with R gates (modules).
Let the output value of the k-th module (1 ~ k ~ R) for
( .)
the j-th input vector be Pk J. Then the design of a
multiple output network requires that for any f _, L < aSS,
(1
there exists a moude b such that
P (j)
b
1 S b ~ R,
j ~ 1,2, ... , m.
(5.47)
( . )
The characterization of Pk J has been discussed in
previous sections under several assumptions. For example,
Pk(j) in a feed-forward NOR network can be described by
(5.3) and (5.5). However, a slight modification is
required for the last gate R, because we do not know
which function of f l , f 2 , ... , f S the last module realizes.(")Therefore, 0-1 variables PR J is also introduced and
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(5.3) should be set up for k = 1, 2, ... , R - 1, R.
In case of networks with the mixture of different
gates, Pk(j) (this is written asp(j)(k)), k = 1, 2, ••. , R,
is given by"(5.21), (5.24), (5.25) and E for every module,
without the condition
which was necessary for the single output network.
Now let us consider the relation (5.47) and express
it in inequalities. Introduce a set of new 0-1 variables
~kt (5.48)
k = 1, 2, ••• , R
t = 1, 2, ... , S,
where ~kt :;: 1 if the output of the k-th module realizes
the function f t , and ~kt = 0 otherwise. Then
R
I ~ = 1,
k=l kt
t = 1, 2, ... , S,
(5.49 )
holds because each f t is realized be exactly one module
in the network.




must follow. This is written in the following inequalities:
(5.50)
t = 1, 2, " fI .. , S
k = 1, 2, ... , R
j = 1, 2, fl.• " , mt ,
where mt is the number of specified input vectors for ft.
Consequently, given a feed-forward network, the inequal-
ities which characterize R modules in the network, (5.49)
and (5.50) are all the necessary inequalities to describe
a multiple output network.
A procedure which results in optimal mUltiple output
networks with the primal objective that the minimization
of the number of gates, and with a certain secondary
objective such as the number of connections is as follows:
(1) Set R = S (or any other lower bound of the
number of gates in a network, if available).
(2) Set up inequalities which characterize a feed-
forward network with R gates and S functions.
Solve this integer programming problem with the
objective function representing the secondary
objective mentioned above. If this problem has
feasible solutions, optimal solutions give
optimal multiple output networks. Otherwise go
to (3).
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(3) Increase R by 1. Then return to (2).
Of course., other procedures discussed in Section 5.4
in conjunction with NOR networks can be extended to this
case. Other primal objectives can be optimized provided
that an appropriate procedure is employed.
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B. All-Interconnection Network Formulation
Different from the feed-forward network used as a
basis for the 4esign procedure, this approach 'assumes ~
all-interconnection network. An all-interconnection net-
work is a network with R modules in which the connection
rromany.gate to any gate in the network is allowed. It
x
Fi.g.5.9. All-interconnection network.
is illustr-atedin Fig. 5.9.
An advantage of designing a multiple output network
by means ofi?ll-interconnection network formulation is
that· we ,. cGi.nass ign each function f t' t = 1, ,2, .•• , S,
.(S'~ R), tG module t , i.e.,
(5.51)
t = 1, 2, •.. , s.
This lSPo$l?ible because each module in the all;...interconnec-
tion netrto:r>k is symmetrically relC:l.ted with the rest. Thus
222
selection parameter ~kt used in A can be deleted in this
formulation.
However, the employment of all-interconnection net-
works does not mean that the resulting network for
f l , f 2 , ... , f S is permitt~d to contain connection loops.
Although networks with loops may realize the functions in
much simpler form, it usually needs ~atisfy other involved
conditions to guarantee stable operations. Thus, in this
thesis, the loops are simply excluded from our condidera-
tion.
The~efore, the restrictions to supress the occurence
of loops must be added. This can also be done by inequal-
ities. As an illustration, assume a loop consisting of
</>12 = 1, </>23 = 1, </>31 = 1. This is eliminated by adding
an inequality
<P12 + <P23 + 4>31 ;$ 2. ( 5. 52)
This example.sugg~sts a method for supressing loops lnah'
all-interconnection network: (1) list up all the··possible
loops in an all-interconnection network, and (2) set up an
inequality derived in the same way as (5.52) for every
possible loop.
Th~ number of such inequalities may .grow excessively:
large as Rand n ihcr~ase. Another methQd.isp~s~ible,
. .,
which is not based bn the inequalities, when the implicit
enumeration algorithm is used for the integer programming
problem, though it is not described here.
The set of inequali~ies which characterizes an all-
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interconnection network can be derived in a similar way as
that of a feed-forward network. As an example, an all-
interconnection network with R NOR gates is considered
. k (j) (j)here. Let define 0-1 varlables v£" cj!ik' Pk ' Pik as
given in Seftion 5.2. Considering that gate kcan receive
input from any other gates, the behavior of gate k is
described by:
(J') (')
L Pik L -U (1 - Pk J )i~k (5.53)
k = 1, 2, .... , ~.
j = 1, 2, .", ill,
(whel>e" hl is the total number ofInput'vect~ors.. which are
spe¢~fied f();r:f=lt~.~~!'J:],.e~~,tvp,c"1 i qn, pf .Jl' };ii~l,iJ·'; ~i" f s;;;;




in linear f0i'm, the foUoW~Jl.g. i,rlequal.iti~~t arene'eped.,
. ,t·
. ·n> ..... ,.
Pik' L. - 1
2p ik(j) L 0,
k = '1, 2~, '..'.',. R
i ~ k
j = 1, 2, •.. , m.
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These. inequalities (5.53) and (5.54), as weJ.l.as
those suppressing loops characterize an all-interconnection
network with R gates. If this set of inequalities
under condition (5.51) has feasible solutions, they
correspond to loop-free networks which realize a given
set of functions f l , f 2 , ... , f S '
The procedures to obtain optimal networks can
be rived by considering in the similar way as in
:~:t. 'cases. For, example , the procedure obtained by
<:.(.'
cing the word "feed-forward netw.ork" by Hall-inte90nnec-
"tion· network" in Procedure of A of t1)1s s.ection iScqt
procedure to, obtain of>timal network$ Mithprimi;l.;L Qbj.ect~'Ie
of minimizing the number of gates, and ~vith a certa~n
secondary objective.
The-aIl-interconnection network formulatiqn
presented here ·is valid not only fOIl mUltip).e output
networks but also for single output" networks. Hhen. combined
with the implicit enumeration algorithm of int~g~T.
pJ::'ogramming,the, all-inercGlnnettion' network' formulation
is favorably compared with the feed-forward netw0rl<
formulation in computation speed. The formulation. will be
explored again from this viewpoint in Chapter 6.
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5.11 Design of an Optimal. Sequential Network
Synthesis of sequential network with the minimization
of a certain designobjec'ti ve such as. the number of gates
is known tope very difficult mainly bacause of the.
addition of state assignment problem. Here; wewi.ll show
that this problem also can be formulated as an integer
lineat'~rogrammingproblem.
When we design a.sequential network, vario\ls
restrictions such as the realization by a shift register
arthe r~alization by caI'tain typesof.flip~flopsare
usuall~mp9$edOnanetwork. AS:IDoSt of.thE:s~ restricrions
can be incorporated.by adding extr~ lin~ar inequalities,
only general formulation will be discussed.
We consIder a problem of designing a sequential
network with the minimum number of statBs . In other wOl'ds,
"first minimize the p-ulnber o£ stai::es in the state
tran~ition table. aCGording to t~e c9nventional switching
theory (the state minimization technique which. most of
textbooks(.67J[ 32] of switqhingtheQry discus::;) Cilnd then
synthesize an opitimum ..network with the most· ii3-PPr'opriate
state assignment in the sense that it requiI'es. the·
fewest number of gates ·under the minimum. state ass]JJUption.
. . .:.~·-1ith~~~'·~':-~~: .- -,
Since theoptimizatiori ofthe'netliork~andthe ,state
':".:-,.".",,,,:,,:,"'-. :J-- ',. -.-- _- - '~
assignrnentwill be made by integer programming ,approach
only after the nwnher of the states is minimized, however,
the resulting networks may not have the minimum number
of gates if it is cOI).sidered as the primal objective.
On the other hand, integer programming IIlakes it possible
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to synthesize an optimal sequential network using the
input-output relation rather than the state transition
table. In this case, an appropriate state transition table
and state assigbment such that the number of gates in a
network is minimized will be made simultaneously by
integer programming approach. However, it is not described
in this thesis. See [81J.
As shown in Fig.5.l0, our sequential network is
assumed to consist of a combinational network and loops







Fig.5.10. Realization of a sequ~ntial network.
output feed-forward network which has been discussed in
the previous sections.
Each s. is an internal variable which is fed back
1




(internal)The vector S = (sl' s2' ... , sV) is called the
state of this sequential network. xl' x2 ' ... , xn
(external) input variables and zl' z2' . "", Zq
(external) output variables. s., x o , zk assume
1 J
value 0 or 1.
aI'e
As known in switching theory, the state transition
diagram completely specifies the behavior of the sequential
network. The transition shown in Fig.5.ll shows that if the
. (i) d h l' (0)present state 1S 5 an t e externa . 1nput vector X J
is app~ied to Lhe network, then the network will be in
fig. 5.11. State transition diagram
th t t· t (1) .. h .e nex s a e S ,em1ttlng t e
combinational n~twork in Fig.5.10







wbere f and hare vectors1: whose coordinates are functions
of 5Ci ) and x(j). Introducing f and h, we have essentially
a mUltiple-output network with V+n inputs (the external and
internal inputs togerher) and V + q outputs. The difference
of the network from that discussed in the previous
" . h (j) d (J<) "f' d' dsect10ns 1S t at X an Z are spec1 1e 1n a vance
b (i) k "ablut S are un nown var1 es.
An integer linear programming problem for disigning
( i)
a mUltiple-output network whose outputs 5 are fed
back to the inputs of the network through the relation
(5.55) can be directly formulated with technique developed
in the previous sections.
First the number of the states in a state transition
diagram which is either completely or incompletely specified
is minimized. Let the minimum number of the states be D,
and find r such that
(5.56)
where <x> is the integer colosest but not smaller than x.
Then set V to r. In other words, consider the s'equential
network of Fig. 5 .10 with V = r internal variables.
Assume that the transition shown in Fig.5.11 takes
place, in other words, when the state of the network is
. (i) . (j) h .. . (JiJ1n 5 and the lnputs are X ,t e next state 1S 5
and the outputs become z(k). Now consider the multiple
~':f has q coordinates each of which is a function 6f (V+n)
varialbes. h has V coordinates each of which is a function
of (V+n) vari~,les.
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output feed-forward combinational network with the .
, (') (i) (k)
n+r 1nputs, X ] and S , and the q + r outputs, Z
a~dS(!), breaking all the feed-back lines of Fig.5,IO,
Then derive the inequalities for this multiple output





transition in the state transition
, 1" (i) d (QJ k1nequa 1t1es S an S are ept
, (j) (k)
whlle X and z are known constants,
'bl (i) kvalra es S are un nown causes no
difficulty because the formulation discussed so far is
already linear in the input variables x~j) and the output
( • ) ¥.
variables P ] (k), (See (5,24). and (5,25»
When the state transition diagram is incompletely
(i) . (k)
specified, some coordinates of Sand Z are not
specified, Accordingly the corresponding equalities for
(5,55) are eliminated, Therefore the resulting multiple
output functions, f and h, are generally incompletely
specified.
Let us describe a procedure for designing a sequential
network which has the minimum nember of modules (these
modules constitute the combinational network in Fig.5.10)
und~r the conditions that the network has the minimum
number of states and that the network has the minimum
number of feed-back lines.
Let R be the number of generative modules in the
network. The procedure is as follows:
(1) Set R = r (or set R to a lower bound of the number
of modules which is found by some means),
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(2) Solve the integer linear programming problem for
a mUltiple output feed-forward combinational
network.':wlthR modules which has (n + r) inputs
and (r + q) outputs, optimizing an objective
function. If it has feasible solutions, we have
found optimal networks. If not go to (3).
(3) Increase R by 1 and return to (2).
If the number of connections is chosen as the objective
function, we can derive a sequential network with the
minimum number of connections among the networks of the
minimum number of modules.
,':One gate in the network may correspond more than one
of (r + q ) output functions.
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5.12 Conclusion
Some important problems in logical design, which
are known to be very difficult, were formulated by
integer programming approach. These problems include
the design of NOR network$, networks with other type of
gates or with their cOmbinations. Also sequential
networks fall in this category.
An advantage of integer programming approach is the
capability of handling a wide variety of optimality
criteria, such as the number of gates, the number of
connections and the number of levels in the network.
The easy incorporation of network restrictions such as
fan-ins and fan-outs restrictions would be another
advantage.
Since the size of the integer progr'am grows very
rapidly as Rand n increases, the computationally
feasible problems are limited. However, several important
logical design problems were actually tried with certain
success. In the next chapter, the oomputational results
for NOR networks and NOR-AND networks will be ~eported
as well as several improvements attained in the course
of the computation experiment.
It may be said that these problems are computationally
feasible. A number of interesting optimum networks
we~e obtained for the first time by integer programming
approach.
This thesis is intended to show a main idea utilized
In the integer programming formulation and its versatility.
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Snme detailed disc s~ons whict ant ll1
practice are not included in the thesis. More detailed
discussions and a few further applications will be
found in [80J [ 81J .
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Chapter 6 Computational Aspects of Network Designs by
Integer Programming
6.1 Introduction
_Based on the integer programming approach discussed
in Chapter 5, optimal combinational networks of NOR
gates and those of NOR-AND gates have been synthesized.
This chapter presents computational results as well as
a number of gimmicks used fo:Bl:'T'f11'5Y'oving'E'hecomputation·- ... • ....
speed. Since Gomory's algorithm does not work satisfactorily,
, d' f I' , '1 It [ 6 JJU glng rom a pre lmlnary computatJ_ona resu ,
the integer programming algorithm used for solving those
problems is the implicit enumeration method. The
~hId' d 'b d' d t '1 1 h [48Jalgor1t m actual y use 1S escr1 e ln e a1 e sew ere .
It is further tailored to our problems by making use of
their particular structures,improving the computational
efficiency greatly over the first algorithm,
All the optimal networks of three variable switching
functions with NOR gates and those with the combination of
NOR-AND gates are exhausted by integer programming approach.
The initial computation time On IBM 360/751 with the H
level FORTRAN IV compiler for NOR networks for all three
variable switChing function (80 representative functions
of equivalent classes by permutation of variables. )is
110 minutes, and it is further improved by the factor of
about 10 times by using the above second algorithm.
It takes 54 minutes for synthesizing optimal NOR-AND
combination network for all three variable functions.
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These results may suggest the computational
feasibility of integer programming approach and encourages
further investigation.
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6.2 Integer Programming and Implicit Enumerat~on
This section presents an outlinr of the integer
programming problem and implicit enumer'ation algodthm
for solving it. For detailed description, see references
[ q. J[28][ 48] for example. The computer code used for
the network synthesis is discussed in reference [63J.
It is a result of simplification and modification of the
... l' 1· . . l' h [ 4 J[33J[24J[85Jorlglna lmp lClt enumeratlon a gorlt m
in order to improve the computational efficiency.
An integer programming problem with N unknown
variables and M constraints is in general stated as
follows again:
minimize c y
subject to A Y 2. b (f).I)
where c is an N-dimensional vector of non-negative constants,
b is an M-dimensional vector of constants and A is an
M x N matrix of given coefficients, and y is an n-dimensional
vector of variables. In our case, all variables yare
integers which assume only 1 or O. Sometimes, this is
refered to as a zero-one integer programming problem.
The implicit enummeration algorithm has been
computationally proved to be one of the most efficient
methods for solving this type of zero-one problem.
It implicitly enumerates all the 2N solutions without
explicitly and eXhaustively examining all of them, and
picks up the best feasible solution.
Let us start with several defini-tions. \Jhen all the
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varial)les in yare assigned 1 or 0 it will be called a
solution. If a solution satisfies the constraints of (6.1),
it will be called a feasible solution and if not, an
infeasible solution. A feasible solution that minimizes
cy is an ~E.~imum feasible solution. A partial solution S
is defined as an assignment of binary values to a
subset of the N variables. Any variables which are not
assigned are called free variables. A completion of a
partial solution S is a binary assignment to all free
variables.
Let us outline the implicit enumeration algorithm
as it is shown in fig. 6,.1. With a given partial solution
SO and the incumbent solution ( the feasible solution
having the smallest value of the objective function
obtained thus far), the block entitled "CHK-IEQ" is
entered. At this point, examine whether some of the free
variables must be 1 or ° if each inequality is to be
satisfied. Scanning through the inequalities until no
more free variables are assigned, SO with these free
variables assigned becomes a new partial solution 81 .
Next the partial solution Sl is checked to determine which
of the following three cases occurs.
(1) Feasible: The completion of Sl obtained by
setting all free variables to 0 is found to
be feasible. It is compared with the incumbent
and the better of the two is maintained as
the incumbent. The backtrack procedure is
initiated to obtain a new partial solution
'2S by changing some of the assigned variables
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according to a certain rule.*
(2) Infeasible: If at least one inequaliy is not
satisfied by Sl whatever binary values are
assigned to the free variables, then S1 is
discarded immediately by initiating the backtrack
- procedure. The backtrack procedure forms a
new partial solutions S2 from Sl.
(3) Augment 81 : If neither of the above two cases
occurs, a free variab.~~~s a~igned to l?""
forming 82 . The choice of this variable greatly
affects the convergence and it should be made
according to the type of problem being solved.
After replacing 82 with SO, the entire procedure is
repeated by reentering the block "CHK-IEQII.
By cycling through this procedure repeatedly,
the computation results in the implicit enumeration of
all possible solutions. When the computation terminates,
the incumbent is an optimal solution. The checking
procedur~,~o,! each inequality such that one of cases
..~:;.
(1), (2) and (3) is quickly identified is explained in [48J.
The implicit enumeration algorithm converges in a finite
number of steps, but the efficiency of the algorithm
heaVily depends on the nature of an individual problem.
Our computational experience shows that tailoring
the block labeied AGMT-VAR in Fig.5.1 ( the subroutine
which augments the partial solution when (3) occurs)
[33J
*The backtrack procedure was first proposed by Glover ,
A detailed explan-ation can also be found in [28J[ 48J, and
will not be described in this thesis.
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assigning a free - forms 82 .incumbent.
, variable t9
obtain 82 .
Fig.6.1. Implicit enumeration algorithm
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to a given particular problem speeds up the convergence,
Some aspects of our AGMT-VAR tailored to NOR gate
network synthesis will be discussed in Section 6.4.
To perform the computation more quickly, the use
of a faster computer would be desirable. One of such
possibilities is offered by the computer with the
capability of papallel processing, as realized
as Illiac IV. The improvement of implicit enumeration in.
this dipection is discussed in [49 J.
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6.3 NOR Network Synthesis
All the optimal feed-forward NOR gate networks of
thr'ee variable switching functions ar'e realized.
Networks are optimum in the sense that the number of
NOR gates in the networks is minimized first and the
number of connections between gates and from external
variables is minimized second.
Now, the basic configuration for a NOR feed-forward
network is shown in Fig. 5.l. The problems we solved
have three external variables xl' x2 ' x3 . Since only
completely specified functions are considered, each
(")
input vectors X = (Xl' xi' x3) is numbered as X J ,
j = 1,2, ... , 8,from xC ) = (000) through x(8) = (Ill).
Inequalities for' characterizing a feed-forward
network with R NOR gates which realizes the function f is
as follows (section 5.2):
~ vk Jj) _
~ £ ""'££=1
k-l ( )
:E p(j) > 0 - U (1- P j )
1=1 1k k
3 k (j)
E V x' +
£=1 £ ,e
k-l (j)
E P'k ::: 1 - U1=1 1.
" II> • , R-l
j = 1, 2, ()••. , o.
where U is a SUfficiently large positive number such
that the upper inequality is non-binding if Pk(j) = a and
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( . )
the lower inequality is non-restrictive if Pk ,] ::- 1.
For the last gate (the R-th gate),
j = 1, 2, ... , 8.
Also in place of the relation Pi~j)
the following inequalities:
- Pi(j) - ~ + p(j) > - 1
. ik ik
= ¢. P.(j)
lk l' we have
p( ~) + cp -:2 p( j) > o·
1 ik ik-
(6.4)
k = 2, 3, ·.. , R
i = 1, 2, ·.. , k-l
j = 1, 2, · ... , 8.
The procedure used in Procedure 1 of Section 5.4






is employed £OI' the generation of all the optimal netHorks.
Seemingly the implicit enumeration algorithm has
a tendency that the smaller the region of all solutions,
the faster the conver'gence. Hence our effort was directed
to preclude unnecessa:ry solut ions by adding extra
inequalities so that the solution region becomes smaller
without prohibiting any necessary optimal solutions.
,
These additional inequalities essentially consist of
two types; one is to preclude redundant network
configurations and the other is to partially suppress th~_
geometrically equivalent networks (i.e., those with
permuted gates). They are listed in the following.
Proofs are omitted.
(1) A NOR gate (B in F'ig.6.2(a) which has only
one input from another gate A with only One output, and
which is not the output gate is not permitted in an
optimal network, because the same function can be realized
y 0~0 ss J1
J1
( a) (b)
Fig. 6.2. Cascaded connections.
with two fewer gates, as shown in Fig. 6.2(b). Hence
each gate except the last has at least one input frr)(Jl
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the external variables or at least two inputs from the
other gates, which is expressed by an inequality:
2
k-1
E <P1k ~ 2
1=1
(6.6)
k = I, 2, ..., Fl.-I.
Note that this condition does not hold in general when
the fan-ins restiction is imposed.
(2) Consider any subnetwork which has only one gate





Fig. 6. 3. Ordering of inputs.
Assume that the subnetwork consists of gate 1 through k.
Let the k-th gate is the output gate of this subnetwork.
Then we can order the connections to the k-th gate from
the other gates in the subnetwork such that









k :: 3, 4, "', R,
where the double sum L:I: is added in each inequality
because it is assumed that the subnetwor'k has outputs
only from one gate (in other words if all the gates
in the subnetwork except the k th gate have no output
to the outside of the subnetwork, i. e., if I.:I:¢" :: 0 >lJ
then (6,7) yields ¢ < ¢ < '" ¢ )lk - 2k - ... .;;. k-l,k' ,
In the above discussion the subnetwork was assumed to
consist of gate 1 through k. The extension to the general
case in which the gates a.re not consecutively numbered
starting from 1 is possible,
(3) Suppose that three gates are connected as shown
in Fig, 6,4, whex'e 'the j -th gate has no outputs except
¢'k' It is easi;y pl'oved that if all of ¢." ¢'.k' <p']J' lJ ,c. J (
are 1) the netw()!'k is not optimal, thu.s introducing
inequalities:
crij + + ipjk ::; 2 + (6,8
Even if the i-th gare in
.1 .J < 1< ~... I~ ..
,6.4 is replaced by an
external variable x , the above propel'ty is still true,
j < k ~ R
JI, = 1,. 2. 3.







(4) This condition is an extension of ~ase (3).
Consider any subnetwork which has no outputs except
thosa to the k-th gate and where the i-th gate and
the k~th gate is connected, as shown in Fig.6.5. Assume
that the subnetwork consists of the (i+l)st to (k-l)st
gates., Then the connections from the i-th gate to the
subnetwork are all redundant and therefore can be
deleted~ This condition is written by an inequa~ity:
k-1k-i-l R·
Z q>ij $ 0+ U (t t $it~ j + (l~~k»j=i+l h=l j=;1t+l ·ru, J. ( 6.1 0)
246
i - I 2 R-2_L , , . ,
k _. i+2 , . , R,
k-1
where U?- L <P •• for all i and k.j =i+1 lJ
Even if the i-th gate is replaced by an external










where U 2:. l:
j=i+ 1
9- = 1, 2, 3




v J for all i and k.9-
<Pik
}
Fig.6.5. Generalized triangular connections.
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In the above discussion it was assumed that the
~~network consists of the gates of the consecutive numbers
e I from the (i+l)st to (k-l) st gates) but an extension
to the more general case in which the subnetwork
consists of gates of non-consecutive numbers is },ossible.
(5) A certain geometrical symmetry is also investigated.
For ex.ample, Fig.6.6 shows three gates connected to the
last gate.
Fig.6.6. Symmetry of a subnetwork
In this configulation, it makes no diff~rence to
which of three gates the (R-l), (R-2), and (R-3), the
(R-4)th gate is connected. Hence we can impose an ordering
such that
~-4,R-l ~ ~R-4,R~2 ~ ~-4,R-3
in order to preclude par't of the gate configurations





¢R 4 R 2 ::. (P,< - 4. R-l + (l - ¢R--::; R)
- , - r" ~.
Similar types of symmetry conditions are extensively
considered and a number of such inequalities are employed
in the actual computation. However, the details of each
type is not given here.
(6) If t:he connection between the i-th and (iT l)st
gates is known to be 0, these two gates are geometrically
equivalent and their output connections can be ordered.
Hence we can first order their connections to
the last gate as
Cj)i,R ::: ll>i+l,B. (6.13)
If it turns out that "l.R ::: " then the connectl'ons
't' 't'i+l,R .
to the (R-l)st gate can be ordered as
CPi,R-l ::: CPi+l,R-l. ( 6.14
This argument continues until ¢ik i <Pi+l,k (k > i'H)
eventually holds .. After that _,1.8 permJ.tlccL
This sequential condition is expressed ·the inequaJ
R-i
<: E j-l2
i = 1,2, ... , R-2.
(7) Each gate has at least one output, because the
network is assumed to have exactly R gates. This condition
is expressed by
R




k = 1,2, ... , R-l.
6. Comput~:.t}onal Pesults of N.OR Network Synthesis
With all the inequalities prepared in Section 6.3,
integer programming problems are formulated.
The size of the problem is given in Table 6.1,
both with a selected subset of the additional inequalities
and without them.
These problems were run on the IBM 360/751 ~borhputer,
following Procedure 1 of Section 5.4 with the objec:tive'
function (6.4).
Our problems may be characterized by the following
remarks:
(1) There are more inequalities than variables.
Therefore the solution region is usually very
small. In fact, many problems were found to
be infeasible.
(2) The non-zero coefficients in the inequalities are
fair'ly sparse. This feature was extensively
utilizHl in our computer program of the implicit
. l' . [48J. d
enumeri':'tlon a gorl thm In or er -to speed up
the computation.
(3) The obj:-ctive function has only coefficients of
o or 1. This also simplifies the algorithm and
is fUlly utilized[48J.
The implicit enumeration algorithm was used on
NOR synthesis px'oblem and the re:.::; ul ts 21::':-'8 given in
Table 6.2. The algorithm was set to enumerate all :1211






Without additional inequalities With additionalinequalities
No. of integer Total no. of %of non-zero Total no. of
R programming inequlities coefficients1~ inequalities
variables
2 23 1+0 14.6 -
3 52 88 7.1 -
4 90 152 4.3 169
I
,
5 137 232 I 2.9 265II I6 193 328 I 2.1 415
7 258 440 1.6 716
Table 6.1. Size of NOR network formulation
*For the function f(X) = O. For other functions, the sizes of figures are almost
equal to those in the table.
-I ~ r--~--:::~-r--
23.19 I 35.92 i 1.99
i
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fable 602. Computational results of multiple optimal NOR network synthes
out fan- and fan-outs restrictions.
:hTl1e i -cera,"t IS defined t;he nUITL1:ler of times CHK-IEQ (see Fig.6, 1) is entered.
fan-outs restrictions. The computation took approximate
LlO minutes on the IBM 360/751 for all 80 representative
functions of three variables.
" . [44 ]Ihe same problem was already solved by Hellerman
by actually exhausting all the network configurations and
then fi.nding the best network among them for each
function. Of course, all the networks obtained by our
method are identical to Hellerman's. Ho~ver, the integer
programming approach compares favorably with Hellerman's
which consumed about 26 hours on the IBM 7090 computer.
We examined what are influential factors on the
speed of our program. The effect of additional inequalities
on, speed-up was remarkable. Some problems tried Ear the
R ::: 5 formulation was speeded up by the factor of 5 in
computation time.
As e~lained sofaI' many types of network restrictions
such as fan-ins and fan-outs can easily be added to the
synthesis problem in the form of inequalities, without
the necessity of changing or complicating the program.
This is one of the advantages of the integer programming
formulation. When the fan-ins restriction is imposed, the
restrictions of (6.6) can no longer be included sin8e
it is possible to have a gate with a single input from
another gate. 'Ie
The excution times both with and without fan-ins
and fan-outs restrictions, however, are on the average
about the same for functions tested. (Although the
computation time for each function is often different.)
:\'See the argument of Fig. 6.9 in Section 60 ,
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Also by s one statl.;fJlcn.t in (be program,
\,.;e can modify the algorithm so that d single optimal
solution is obtained rather than eXhausting all the
optimal soluticns. For 6 gate functions tested the
computation time decreased by 10 - 20 %.
Further considerable speed-up was gained by a more
sophisticated modification of the implicit enumeration
method by taking into account the physical structure of
a network. This will be explained in the next section.
255
• :.J Improvement of NOR Network Synthesis~,L the
All-Interconnection Network Formulation
In the following computer program, we use a somewhat
different integer programming formulation based on the
':ill-inter'connection network 1:to characterize the feed-forward
network, in addition to the reconstruction of AGNT-VAR.
I\lso inequalities are added to break loops which may
result by solving the integer program with the above
all-interconnection network. This modification is employed
because, we can preclude a large number of partial
solutions which are equivalent simply by permuting gates
and which aI'e difficult to preclude by other means.
This all-interconnection network formulation turns
out to be very powerful for speeding up the NOR network
The AGMT-VAR in Fig.6.l is accordingly modified
such that free variables of a partial solution be assigned,
starting wi th the free variables associated with gate R,
and proceeding to gate R-l, then R-2, until reaching
gate 1. This procedure also insures that there is no
isolated subnetwork consisting of more than, one ga'te.
There may be various conceivable versions but we made
the new AGMT-VAR based on Davidson's desirability order
of gates, since it looked appropriate. This indicates the
flexibility of our synthesis method by integer programming.
Recently Davidson[19] applied the "by·anch and bound"
method:': l'~O the NAND netwoY'k synthes is, without describing
:iC network by inequalities.
~~'See Sect: ion 5 9l0B ..
t he next page.
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An outline of his approach is as follows. The algorithm
starts from the network of a single gate with its output
specified to f(x(j», j = 1, 2, .•. , m. To realize this
f, input values to the gate are successively specified,
inducing the addition of new connections or gates if
required to satisfy the current input-output relation
for NOR ga·tes in the network. If we reach a network in
which each gate satisfies the input-output relation as a
NOR gate and the last gate realizes f, then the network
is a NOR network realizing f(x). During the execution
of the algorithm, however, there usually occur several
choices in proceeding one step forward. For example, to
realize a certain input value to a gate, one new gate
may be added,. or one connection is made without increasing
tlle number of gates. To exhaust all these possibilities
and to obtain the optimal among them, Davidson adopted the
b h d b d ' . 1 [60J '1 d h' . 1ranc an oun pr'lnclp e tal ore to t 1S partl.cu ar
problem.
He achieved a remay'kable reduction of computation
time, by judiciously making use of the intrinsic properties
of a NAND gate. He defined the types of gates and determined
empirically the desirability order of the types of gates.
By checking all possible partial networks with very
elaborate procedures, the optimality of the obtained
network is guaranteed.
~',:The implicit enumeration algorithm might be regarded as
a sJ:nonym of the branch and bound method. But Davidson I s
algorithm and ours are quite different. Davidson's method h
without inequalities, whereas ours is entirely based on
the inequality manipUlation.
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The types of gates and the desirability order
intr'oduced by Davidson were incorporated with some
modifications 'in our new AGMT-VAR. Our new computer program
lS more complex than the previous one. (The reduction
of computation time was made at the expense of the complexity
of the program.) It appears still simpler than Davi dSon IS
because the inequalities are still used and these inequalities
provide simultaneously much information about the current
partial solution without complicating program procedures
(i.e. ,information about types of gates or covering condition
which will be defined in the following).
The principle of this approach is based on the
properties of a NOR gate that:
Property 1: If Pk(j) = 1, then
- 0 ,
for all i :/. k and JI, = 1, 2, 3.
Property 2 : Pk
(j)
= 0, then there exist at least one
i ( i f. k ) or JI, (l :::. JI, s: 3) such that
k (j)
= 1 or v JI, x JI, = 1.
( .) .
As defined before P J is the output value of the
, k
k-th gate for the j-th input vector, Pi~j) is the input
value of the k-th gate supplied from the i-th gate for
the j-th input vector, and vk is the connection of the
JI,
)~-th external variable to the k-th gate .'"
i'Note that during the computation the variables can take
on 3 values 0, 1, and * (unassigned).
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Given a La ::oolution~) In the course of the implicit
enumeration, we have a par'tially constructed NOR network
which mayor may not lead to an optimal network eventually.
Our modification of the algorithm is simply the reconstruc-
tion of the subi'outine AGMT-VAR (see Fig.5.l) suchtrlat
it augments the partial solution with a variable selected
accoding to the above pr'operty 2 of NOR gate in order to
derive a reasonably good next parital solution from the
current one. It is difficilt to know what is good and
there is no proof that the following procedure gives a
good solution. However, our' ccmputational experience showed
that it was considerably better than the AGMT-VAR which had
been designed for general use and explained in the earlier
sections.
Now a few definitions are given. A gate is said to
be isolated if it has no output connected to other gate
in the curl'en-t partial solution. In other words, if all
~ik' k t i are 0 or *, the gate i is isolated. (The i-th
gate is current isolated but could be connected
assinging 1 to d free variable.) If Pk (j) is 0 in the
current partial solution, let us associate with ,it one
of the types which will be defined in the following. Let
us define the types, "COV", HGtc H and so on. ~'c
"'Th t l'd -' I D' , I [19J,
.. _ese ypes are a most l en1:lCa to 'aV:LQSOnS '),lt
slightly different. And the number of types in this paper
Gel'" C:<"C"', NWG, appr'oximately cor'respond
to Davidson's EXF', VAR, FeN, EXF, NT, l'espectively. ISL and
others which will be defined later are new concepts.
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COV; If there exist i or ~ ( j )such that Pik or'
unassigned. )
k1 and v Q, = 1:
(j) k
x a va = 1 (i.e., COVered.).
x- x- (")
G":; If there exists i such that ¢ik = 1 and Pi] = ,':
(G* stands for the Gate i with P.(j)
( • ) 1.
VC*; If there exists ~ such that x~J =
( . )(VC,,: stands for the Variable x ] = 1 with~
Connection being *)
GC*; If there exists i such that Pi(j) = 1 and ¢ik = *,
when the gate i is not isolated (Gate i with
P.(j) = 1 and Connection being *).
1.
<P ik = ,':,
(Gate i
~ - ~ where the gate
'l'ik - ",
stands for NeW Gate.),
G*C*; If there exists i such that P.(j) = * and
1
where the gate i is not isolated.
with P.(j) = * and Connection being *)
1. (~) .
NWG; If there exists i such that P. J = * and
1.
i is isolated (NWG
Since each Pk(j) may satisfy more than one of the
above conditions (i.e., each Pk(j) may be associated with
more than one type), let us order these types by
desirability as
COV, G*, VC*, GC*, G*C*, NWG. (6.18)
And the type of P (j) is defined as the most desirablek
one among those which satisfy the above definition, if
?k(j) = 0 in the current partial solution.
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The motivation for defining these i,:: to find a gate
or external variables which leads to Property 2 of -the
earlier discussion. If Property 2 is satisfied or
. 1 1 < f f 1:> (j) . c COY P (j)~ <~equlva ent y, l the type 0 k L> , 'k~'>
said covered. In the desirability order (6.18\ G'" fOi'
example, is more desirable than G1:C~': since it is mope
likely that the covering may be achieved by assign 1
to 1: of the gate which was already connected. (i. e .• no
new gate added.) But it is rather difficult to see
intuitively that G1: is more desirable than VC~"'. (6.18)
was determined empirically by Davidson such that the
computation time is minimized. In this sense the order
of desirability may be susceptible to the type of gates
with which the network is to be synthesiz,ed In general~
it can be dei:ermined only by trial-epror prclgramming
experiments.
Note that by our implicit enumeration algorithm,
par)tial solut:j.. on automatica.l1y satisfies PropE ]
because otherw.I.s8 .i. t is rejected wheI1 the check of thp
partial solution is done in CHK-IEQ of .Gel
As an aux:i concept to the following definition
of the type of;:,ax'tial network, let
gates:
I8L; If the gate is isolated (ISoLated).
n the sense th~t the cov"ering condit




for all .i ~;;: d.re or ~'~. LaTently
may b(~ me c later")
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If a given gate k satisfies nei.ther' of the above
definitions, then the least des irable type according t:o
order (6.18) among the types of Pk
(j) for all jls such
that Pk
(j)
= 0 is defined as the type of gate k.
If the types of all the gates in the current partial
solution are I8L, LTG, or COV, then the current partial
solution is feasible f:, i.e., the resulting feasible
network, is easily derived. If this is the case, the
backtrack (Fig.6.1) procedure is entered after comparing
this feasible (network) solution with the incumbent.
Let the desirability of types of gates be defined as
18L, COV, LTG, G*, VC*, GC* G*C*, NWG.
Then the type of partial network is defined as the
least desirable type of gate among all gates.
Fig.6.7 shows a partial network corresponding to
a current partial solution. Each Pk (j) = 0 is shown
with its type for x(j) of Fig.6.8. For example, P3(1)
. (l) ,
is of type GC* because by setting ~23 = 1, Pa can
b d P (2). f . . f P (2)e covere. 3 1.S 0 type G~:C~: because 0 - 2 = ~':.
The type of each gate is shown in Fig.6.7. Obviously, the
~' '
type of this parital network is G*C* which is the
type of gate 3.
Let us describe the procedure in the new AGMT-VAR.
If the type of partial network is one of 18L, COV, LTG,
the current partial solution is feasible because we use
kIn our design procedure where the number of gates in a
network starts at 1 and then increases, -the feasible case















































j xl x 2 x 3
I 0 0 0
2 0 0 I
3 0 I 0
4 0 I 1
5 I 0 0 I
6 1 0 1 I
7 1 1 :J8 1 1
Fig.6.a. Assignment of values ( j )to X I.
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Procedure 1 in Section
which defines the type
, 'd 'f P (j)5.4, Otherwlse let us l entl y K
of this partial network. In the
definition of the types G*, VC*, GC*, G*C*, and NWG, free
( , )
variables are associated with P, ] such that if these
K( . )
free variables are set to 1, P k ] is covered (e. g., in
the case of VC*, Pk(j) is covered if v~ is set to 1,
i.e., if the corresponding free variable is set to 1.),
This free variable is then specified so that Pk(j) is
covered. For example, Fig.5.? shows that P3(2) is
identified according to the type of partial network.
P3(2) is of type G*C* and can be covered by connecting
t 2 d 3 ' b tt' ,I, - 1'" (1)ga es an , l.e., y se lng 't'23 - ", P2 = 1. Others
, '1 1 d ,'(j). hare Slml ar. y treate ; an approprlate Pik In t e case
of G"~, GC"~, G"~C"~ types or an appropriate v~ in the case of
VC:~ is set to 1. However, i:he type m..,rc is treated
differently. If a gate is of type NWG, the isolated gate
which has the largest gate number is identified. Let it
be Then ( j). ttl h P (j) d f' th tY. PYk lS se' 0 were k' e lnes e ype
of partial networ'k. Setting Py~j) to 1 will force <Pyk and
(') (,) (')
P ] to 1, thus covering Pk ] . However, if P k
J
= 0
(i.e., Py~j) is not a free variable), all SOlu~ions with
anyone of isolated gates connected to gate k have been
investigated and do not need to be checked again.
*In actual programming, this is done by augmenting the
'1 1 ' b (2) 1 hcurrent partla so utlon y P23 = rat er than </>23 = 1(2) (2)
and P2 = 1. Subsequently <P 23 and P2 are set to 1
when the partial solution undergoes CHK-IEQ.
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This follows: fr:?m,the fact', tha,t ,gate y and any other isolated
gate are equivalent with respect to t;he paTti';!l network
(i.e., non-isolated part).sinceany isolated g?te c.an be





the permutation .of gate labeling :v-hich is
with the feed:- forward networ>k. Of, cours e ,
- ('j , , ,
that Pyk J was already set to 0, then we
abandon the current partial, solution ~md
backtrack procedure.
A comm~nt ~s given on the case in which the type
of the pi3.r~ia~ network is VC*. If the type isVC*,
sometimes more than one external variable can be connected.
In our; algorithm. among all. possible external variables,
t'he external variable which covers the largest number of
P (J') = 0 not ' d . d '}- yet covere 1S COllilecte to tlegate.k .
This new AGMT~VAR is used in 'place of AGMT-VAR
shown in Fig.6.1 and assigns a free variable to I
according to the type of the partial network. Then
CHK-IEQ is applied as before. Other part of algorithm
are exactly the same as the geperal case discussed in the
earlier. sections, except that ,the following objective
boUnd. check is added to AGMT-VARto further speed up the
computation.
Given a partial solution, a lower bound of the
objective function value is estimated according to the
rules based on the following properties. If this bound
exceeds the objective value of, the incumbent, the
currentpartia1 solution can not give any better solution
than that and accordingly it is discarded. (The rest of
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atiorJ fot' the current pcH'cial :301ution is skipped
;md backtrack is immediately applied). The bound estimation
is programmed by using the fOllowing properties of the
ne"twork:
(1) Exactly R gates are assumed to be used in the
network. In other words, each gate has at least
one input; connection and at least one output
connection.
(2) According to condition (1) of Section 6.3, each
gate has either at least one input connection
from external variable or at least two input
connections fr'om other gates.
(3) The number of gates each of which is solely
devoted to expressing x. (i.e., a gate has
. 1
only one input which is an externaJ variable
x.) 18 at most thr'ee.
1
(4) If type of gate is GC*, G*C*, or NWG, the
gate needs a~ least one more connection from
another gate, as seen from the definitions of
these types.
(5) If the type of partial network is VC*, the gate
whose type defines the type of partial network
needs at: least one more connection fro1\1 an
exter'nal viH'ialilEe. If this single external
( j ) .
variable does not cover all the Pk WhlCh
are of type VC*, we need to add at least one
more external variable.
This bound estimation is included in AGMT-VAR and
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whenever it demonstrates that the current partial solution
can not give any better feasible solution than the
incumbent the backtrack procedure is performed immediately.
If the fan-ins and fan-outs restrictions ar'e considered,
the rules based upon the above properties (2) and (3) must
be modified. All other rules are unchanged. For example,
let us assume that each gate has maximum fan-ins and
..
fan-outs of 3. Let us examine Fig.6.9.
Fig.6.9 Modification due to fan-ins and fan-outs
restrictions.


























Property (3) also must be modi fled.
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6.6 Computational Results of Improved Algorithm
With all these modifications discussed in the previous
section added, a11.15 functio.ns which can be realized with
6 NOR gates were tested on the R = 6 formulation. The
imprOvement was remarkable. The average number of iterations
per function is 136.3 and the average computation time
for each function is 4.99 seconds which is favorably
compared with the result in Table 6.2 in Section 6.4
run with the general purpose AGMT-VAR, in which 954
iterations and 42.26 seconds on the average were necessary
for each function .
. Similarly, the odd parity function xl ® x2 $ x3
which requires 8 NOR gates when the fan-ins and fan-outs
are limited to 3 was solved. In this case, the modifications
of the bound estimation arisen from the fan-ins and fan-outs
restriction is incorporated, as explained in Section 6.5.
Since there is only one function to be solved, the
structure of an optimal network for the function
xl W x2 (f) x3 is taken into consideration. In other words,
this function is symmetric in all the three variables
xl' x2 ' x3 and accordingly the connections from x~ to the
7th gate are ordered as follows.
·*1t can he easily shown that the last gate (the 8-th gate)
has no external variables connected, if a given function
can not be expressed as
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d . '. '7 '7
an l f v ttl ::: Y Q, then
6 > 6
v Q,+ 1 - v Q, Q,::: 1, 2. (6.23)
«6. 23) could Qe continued to the gate numbers lowet> than
6. But the continuation was not inco't'porated in our
program.) Also two connections <P 68 and '<P78 at>e assumed'
to be 1. This is guat>anteed by the fact that the
networks which are constructed by adding one gate to the
output of optimal 7 NOR gate networks of xl &x2 @ x3 ' give
no bettet> t>ealizatioD of xl 6) x2 @ x3 than those obtained
by solving the 8 gate formulation.
The problem has 395 variables and 1012 inequalities
including additional inequalities. All optimal solutions
are,shown in fig.6.10. The network (c) of fig.6.11 is
., [96]
the same as that found by Tanlguchl et al.
The computation took 1.j,822 itet>atiQns with network (a)
occuring at the 1368-th iteration, network (b) at 1647-th
iteration, and solution (c) at the 3052-th iteration.
The total computation took less than 6 minutes and 30
seeonds on the IBM 360/751 computet>. When the program
was modified so that only one of the optimal solutions is
to be found, the time was reduced to 5, minutes and 15
seconds. These computation times are a considerable
t>eduction with respect to the results of Table 6.2 in
Section 6.4. Also, Hellerman's approach would need
impractically large amount of computation time such as
*Recently, further 2-3 times speed up was attained by
improving the implicit enumeration algoti thm. (Private





Fig.6.l0. All optimal networks for x ED x @ x .123
over a few thousand hours of IBM 7090.
The reduction of the computation is due to the
desirability order of types and the all-interconnection
formulation. The all-interconnection network formulation
appears to contribute more to the reduction than the
desirability order. The desirability order probably has
to be changed when different types of gates are to be
used.
Our computation times are about the same as.
Davidson's, though exact comparison is very difficult
because computers used are different and moreover
simple programming gimmicks may further make changes
in computation time.
As a nature of branch and bound approach, it does
not assume in advance the number of gates and connections
needed to realize a given function f. It sharply contrasts
to the integer progY'amming approach in which all inequalities
are generated for the assumed number of gates~ R. Hence
the branch and bound method will find the first feasible
solution quickly, though it may use an excess number of
gates compared with the minimum number. The integer
programming method reaches the first feasible solution
which has the minimum number of gates, via the steps for
R == 1, 2,
Probably one of the adv~ntages of our approach is
the ease of programming effort. Since we can fully use
the infromation associated with variables of the inequalities,
( . )
the procedure to determine the types of Pk ] , gates
and eventually the partial network is fairly straightforward
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and simple. Also Property 1 of the NOR gate is automatically
taken care of by the CHK-IEQ routine, thus eliminating
the procedure for checking this property. Another
advantage is the fixed amount of storage needed throughout
the computation. In Davidson's "branch and bound algorithm"
the amount of storage often grows as the computation
proceeds,to memorize the history of all choices and
backtracks. Otherwise additional programming must be
done in order to regenerate ne~ded information or to
use secondary storage.
Because of great improvement of the all-inter'connection
network formulation over the approach of Section 6.3,
improvement in computation time even in the case of
multiple-output network design also can be expected with
the all-interconnection network formulation.
The accurate comparison of the exhaustive method,
Davidson's and ours, in terms of the program complexity,
computational efficiency, ease of PI'ogramrning and all
other aspects, is difficult at this stage, because a
number of factors should be considered for the comparison
and the data gained so far is not sufficient. Here we
tried this new approach to show the flexibility of the
implicit enumeration algorithm. In other problems also, it
is quite likely that we can achieve a great improvement
by considering the intrinsic properties of the problem and
inco~porating appropriate modifications of the algorithm.
Some examples in this respect will be found elsewhere[ 48J .
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6,7 NOR-AND Network Synthesis
One of the important advantages of integer programming
formulation is that we can solve a wide variety of problems
by simply changing the set of inequalities, Networks
composed of NOR and AND gates are represented in inequalities
in Section 5,9, Of cour'se the optimal networks are also
interesting in their own right, All the optimal networks for
80 switching functions of three variables are tabulated
under the same optimality criterion as NOR networks.
The basic set of inequalities describing a feed-
forward network of R gates is repeated in the following.
For k = 1, 2, ... , R-l, (See Section 5.9)
3 k-1 3
k ( , ) (j) kL: v5/- x ] + L: Pik ? L VQ,9,9,=1 i=l 9.=1
k-1 P (j»+ L: ~ik -- U(1 - - U8k ,i'.:l k
3 k ( . ) k-l ( j ) 3 kL VQ, x J 1 Pik 2:. - L VQ,Q,9,=1 i=l Q,=1
k-1 ( . )








L: P J 2:-ik --i=l
o - U(l - P (j»
k
( .,
1 - UP JI
k
(6.24)
j = i~ 2, '.'~ 8.
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(6.25)
It IDay be easily seen that the first two inequalities
are for an AND gate and the others for a,NOR gate, depending
on the value of 8k associated (~~h these inequalities,
For the last gate, if f.( X J ) ::: 1,
-~ R (j) R-I ( 3 R R-I
.E vox o + E p,j» 't"' 't"',hXI XI ~R L.J v£ + L.J 'fiR - U e
£·"'1 1=1 - £=1 1=1 R
3 R (') R-l ( )
-E V x J - E p j > 0 _ U (1-8 )
£=1 £ £ 1=1 1R R
(")
and if f(X J ) = 0,
3 R (')
- E v x J
£:::1 £ g
R-I(j) 3 R R-I
Ep ,R > -Ev - E <j> + 1 - U e£ iR R1=1 1 £=1 1=1
3 ( ') (') R-l (')E v J x J + .E p J > 1 - U(I-8 )
£=1 £ £ i=1 iR R
(6,26)














+ CPik - 2
p(j) >0
1 ik
k = 2, 3, ·.. , JR
i = 1, 2, ·.. , k-1 (6,27)
j = 1, 2, ·.. , 8.
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Additional inequalities are also incorporated to
reduce the computation time. All of those additional
inequalities which were used in the all NOR network case
are included except the geometrical symmetry restrictions
given by (5) of Section 6.3. In addition, the following
two types Of inequalities were added.
(1) Input connections: each AND gate has at least
two input connections. This constraint is given
by
3"k k-1




k = I, 2, ... ; R.
connections: Again consider three gates
connected together as shown in Fig.6.11.
Contrary to the NOR network case, if either of
the gates j and k is AND gate, at least one of the
three connections ¢ij' ¢ik' ~jk must be 0
Fig.6.11. Triangular connection.
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even,if the j -th gate has outputs o"ther 'than <P j k.
Thisconditiori is given by
(6.29)
i < j < k ~ R.
When the i-th gate is replaced by an external
variable, the followings will res ul t .
v~ + vi + q>jk ~ 2 + ej
v~ +y~+ q>jk ~ 2 + ek
j < k S R (f).30)
Together with these additional inequalities (sollie of
additional inequalities based on the properties which havE:~
''''''','"~-'':.".•._, .. _~,,<~.
been discussed are not ,incorporated because of their
excessive number.), a~ll the optimal NOR-AND combInation
networks for each function are solved. The entire
computation took about 54 minutes on the IBM 360/751, using
a program which includes the general purpose AGMT-VAR.
All functions are realized with not more than six gates.
The size of each problem and computation tLme are listed in
Table~6.3 and 6.4. The computation time is graphically
given in Fig.6.12 as well as the NOR network case.





No. of functions Size of integer programming prob. % of .. non- zero
realizable with entries in
R R gates No. of I No. of basic No. of tOtal basic




3 I 15 55 128 135 8.37
41 29 94 208 287 5.22
5 I 14 142 304 450 3.60
6 5 199 416 657 2.65
Table 6.3. Statistics of optimal NOR~AND network formulation.




No. of Feasibl~ Infeasible
R feasible Average compu- Aver>age no. of Average compu- Aver>age no. of
functions tation time/ iterations/ tation time/ iterations/
function function function function
(seconds ) (seconds)
0 3
1 5 Exhausted by hand
2 9
3 15 0.82 40 0.54 36
4 29 3.62 115 3.11 110
5 14- 34.9 844 28.7 745
6 5 475.0 8734 - -
Table 6.4. Computation time and number of iterations of NOR-AND
networ>k synthesis for all 80 functions of three 'variables.
For the R = 3 case the computation time was reduced 6
times by incoporating the additional inequalities; and
for the R = 4 case, 18 times. Incorporation of other
additional constraints such as the constraint that each
AND gate should have at least one NOR gate connected to
its output, will reduce the computation time further,
though these were not actually tried.
Also contrary to NOR gate network, no effort was
made to improve the computational efficiency of the
integer programming algorithm. Of course a significant
reduction of computation time can be expected by
modifying the algorithm as discussed in Section 6,5.
A comparison of computation time with NOR gate
networks is shown in Table 6.5 where the ratio of the
computation time of the NOR-AND network ca~eto that of
NOR network case discl,lssed in Section 6.4 is listed.
On the average a function can be realized by NOR-AND
combination network with 0.85 fewer gates than that of
the NOR network case. The number of connections is also
r'educed by 1.5 on the average. All the optimal networks
for three variable function are tabulated in Appendix.
The tabulation also gives all the optimal networks by
NAND-OR combination by the following procedure: (1) take
the dual of a given function f, (2) find optimal
networks for the dual function fd by NOR-AND combination
and (3) replace NOR by NAND, and AND by OR. These are







R Feasible Infeasible Feasible Infeasible
4 4.0 6.3 3.8 4.1
5 9.8 14.4 8.1 10.2
6 11. 3
- 9.2 -









I I I I (
50 100 150 200 250
Number of NOR gates
--..,..-------r i i
2 3 4 5 6 7
Number of NOR-AND gates
I
2 3 4 5 6




Two logical design problems, one with NOR gates only
and the other with NOR-AND combination, formulated as
integer linear programs were solved by using the implicit
enumeration algorithm. NOR gate network synthesis is
important from an engineering view point and has attracted
much attention. Integer progx'amming approach to this
problem is proved to be computationally feasible and is
faster than Hellerman's exhaustive method. Advantages of
integer programming approach include its versatility and
simplicity to handle a variety of gate types, a variety
of network restrictions such as maximum fan-ins restriction
and maximum fan-outs restriction, and also various
objectives, without changing the algorithm.
Simply changing part: of the algorithm i.e., the
AGMT-VAR, we can have a program of high speed at the
sacrifice of the ease of progra~ning, a program of simplicity
and generality at the sacrifice of speed, and a wide
range of programs between these two extremes.
Due to the principle of the implicit enumeration
algorithm, we can modify and augment the algorithm so
that the intrinsic properties of the problem can be
fUlly used. Section 6.5 explored this possibility along
with Davidson's work and obtained a improved result in
NOR gate network synthesis. Furthermore three networks for
the odd parity function were proven to be optimal.
By simply changing the inequalities, different
problems can be solved. NOR-AND gate networks were
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thus synthesized by using different set of inequalities.
Also we believe that this is the first tabulation of
all the optimal networks with NOR and AND gates for all
three variable functions.
Syntheses of networks with other types of gates
such as NOR-NAND combination, and AND-OR with
complemented variables are in progress. Also, the
further improvement of the efficiency of the algorithm
is being attempted.
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Chapter 7 Concluding Remarks
With the advent of the recent advances in integrated
circuit, large scale integration and others, nwnerous
important changes have been induced in the field of
switching theory. New types of gates became available,
and new network restrictions were introduced to guarantee
a reliable oper'ation. Also the cost criterion involved
in the design process has deviated from that used in the
classical theory. The situation is much more complicated.
The classical design theories for networks consisting
of logical gates, which might be represented by the
Quine-McCluskey theory of AND/OR network minimization,
seem incapable of accepting such changes.
As stated in Section 1, this thesis is devoted to
develop synthesis algorithms which are applicable to
those new situations. The thesis includes algorithms
designing
(1) threshold gate networks,
(2) negative gate networks,
(3) networks consisting of NOR gates, or other
fixed type gates, or their mixture.
Cases (1) (2) are difficult because the designer has to
specify the functional form of each gate in the network
within the limit of threshold function or negative
function. Case (3) is of great practical importance and
also difficult because network restrictions are usually
imposed, reSUlting in the networks with more than 3 levels,
and a variety of optimality criteria must be adopted.
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All the algorithms developed in the thesis are
quite different from the classical theory. With these
algorithms, threshold gate networks can be designed by
hand for functions of about up to 8-9 variables. All
the resulting networks appear considerably good though
the optimality is not guaranteed. Negative gate
networks will be processed by the algorithm in Section 4,
which will guarantee the optimality associated with the
networks, for functions of up to 8-9 variables or more
with the aid of computer. All the optimal networks of
NOR gates and NOR/AND gates for functions of up to 3
variables were exhausted as examples of case (3). An
advantage of integer programming approach developed for
case (3) is that it permits a wide variety of network
restrictions and optimality criteria.
Roughly speaking, these algorithms can synthesize
networks consisting of at most about: 10 gates, consider>ing
that only limited computation time is available for
designers. This might be regarded as an extremely small
number of gates since a pr>actical digital machine usually
contains thousands or mor>e number> of gates. In fact,
that observation would be true in the sense that an
ultimate goal is the automation of entire design
processes ar>isen in constructing a digital machine.
However, there seems no hope that such algorithm will
emerge in the near future. Present tr>end is rather
directed to develop an efficient algorithm of computer
aided design, which will produce a reasonably good
machine with less effort. In this type of algorithm,
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those methods proposed in this thesis may be included
as part of the entire procedure, and may prove useful.
Probably, apart from the total design automation,
our future effort should be directed to increase the
size of networks which permit the application of
algorithms, and to take into consideratidn the other
factors such as geometrical quantities. For example,
the length of wires in a circuit, their relative position,
crossovers and so on, are important factors in actually
realizing a reliable machine. Algorithms, which handle
these factors as well as others and provide not only an
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Appendix. Tabulation of Optimal NOR-AND Networks
Here listed are all the optimal networks for each
of all functions of up through three variables, using
NOR and/or AND gates.
The networks which have the minimum number of
interconnections and connections among the networks
with the minimum number of gates are chosen as optimal
network.
The procedure for obtaining the optimal network
diagram for a given function follows that of Hellerman's
[8]. A function can be represented by a truth table as
shown below, by specifying the values of f l' f 2 , "',
f 8 where f l , ... , f 8 show the values of the given f for
input vectors in the same rows. a, band c denote the
variables of f.
a b c
f l 0 0 0
f 2 0 0 1
f 3 0 1 0
f 4 0 1 1
f 5 1 0 0
F 1 0 1
'6
f 7 1 1 0
f 8 1 1 1
-
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Let us write eight binary numbers f l , "', f 8 as follows.
f 8 f 7 f 6 f 5 f 4 f 3 f 2 f 1
'--y--J V J Y
°2 °1 °0
grouping the f.'s as shown, we obtain three octal number
1
02 01 00' This octal number is used throughout Appendix
to identify a function.
In Table A2 and A3, only representatives of equiva-
lence class obtained by permutation of variables are
listed, reducing 256 functions into 80 representatives.
The representative of a given function f can be easily
derived by using Table Al, which is taken from Hellerman
[44J. The procedure is ilJustrated by an example.
Suppose that the function f has the number 321.
The entry for this number in Table Al is 5~t'213. This
means that f is equivalent to function 213 by applying
permutation 5 which is (ac) as also shown in Table AI.
Table A2 shows that function 213 has optimal networks
with network number 1+9 and 56. Then Table A3 gives us
the actual optimal networks of function 213. To obtain
optimal networks of 321, we apply the inverse of permuta-
tion 5, which is also (ac), to these networks in Table A3.
Twelve of the 80 three-variable functions listed
are degenerate in the sense that they are independent
of at least one variable. In Table Al, those degenerate
functions appear with minus signs. The network diagram
numbers for the degenerate functions have the suffix D.
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They are grouped together at the beginning of Table A3.
Table A3 shows all the optimal networks obtained
for each function without imposing fan-in restrictions.
However all the networks except that of function 026 are
optimal even if the fan-in restriction that each gate
can have at most three input interconnections is imposed.
Function 026 needs one more gate if the above fan-in
restriction is imposed. Optimal networks in this case
are shown in Fig. AI.
Note that if a given function is symmetric in some
variables, say a and b, then, among all the optimal net-
works obtained by permuting these symmetric variables,
a and b, only one network is listed in Table A2 and
Table A3. The rest of networks can be obtained by
simply exchanging the connection from the external
variables according to the permuta-tion of variables.
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() 1 2 3 4 5 6 7
-1*000 1*001 1*002 ·,1~03 3*002 -3*003 1*006 1*007
1*010 1*011 -l*OlS' 1*013 -4*012 4*013 1*016 -1*017
2*002 -2*003 2*006 2*007 3*006 3*007 1*026 1*027
30 1*030 1*031 1*032 1*033 4*032 4*033 1*036 1*037
40 2*010 2*011 -6*0L'2 6*013 2*030 2*031 6*032 6*033
50 1*050 1*051 1*05,~ 1*053 1*054 1*055 1*056 1*057
60 -2*012 2*013 2*016 -2"'017 2*032 2*033 2*036 2*037
70 6*054 6*055 6*056 6*057 -1*074 1*075 1*076 -1*077
100 3*010 3*011 3*030 3*031 -3*012 3*013 3*032 3*033
110 3*050 3*051 4*054 4*055 3*052 3*053 4*056 4*057
120 -5*012 5*013 5*032 5*033 3*016 -3*017 3*036 3*037
130 3*054 3*055 ':3*014 3*075 3*056 3*057 3*076 -3*077
140 2*050 2*051 2*054 2*055 5*054' 5*055 -2*074 2*075
150 1*150 1*151 1"*152 1*153 3*152 3*153 1*156 1*157
160 2*052 2*053 2*056 2*057 5*056 5*057 2*076 -2*077
170 2*152 2*153 2*156 2*157 3*156 3*157 1*176 1*177
200 1*200 1*201 1*202 1*203 3*202 3*203 1*206 1*207
210 -1*210 l*2il 1*212 1*213 4"'212 4*213 1*216 1*217
220 2*202 2*203 2*206 2'''207 3*206 3*207 1*226 1*227
230 1*230 -1*231 P232 P233 4*232 1.'233 1*236 1*237
240 .,..2*210 2*211 6*212 6*213 2*230 -2*231 6*232 6*233
250 1*250 1*251 -1*252 1*253 1*254 1*255 1*256 -1*257
260 2*212 2*213 2*216 2*217 2*232 2*233 2*236 2*237
270 6*254 6*255 6*256 -6*"257 1*274 1*275 1*276 1*277
300 -3*210 3*211 3*230 -3*231 3*212 3*213 3*232 3*233
310 3*~5° 3*251 4*254 4*255 -3*252 3*253 4*256 -4*257
320 5*212 5*213 5*232 5*233 3*216 3*217 3*236 3*237
330 3*254 3*255 3*274 3*275 3*256 -3*257 3*276 3*277
340 2*250 2*251 2*254 2*255 5*254 5*255 2*274 2*27r;
350 1*350 1*351 1*352 1*353 3*352 ~. 3*353 -1*356 1*357
360 -2*252 2*253 2*256 -2*257 5*256 -5*257 2*276 2*277
370 2*352 2*353 -2*356 2*357 -3*356 3*357 1*376 -1*377
Explanatory Example
Class of 321 is given by word at intersection of row 320 and column 1, 5*213.
This says 321 1s in class of 213 by pennutation 5.
Negative permutation means the function is degenerate.
Permutation 1 is the identity
Permutation 2 is ( abc)
Pennutation 3 is ( acb)
Permutation 4 is ( bc)
Pennutation 5 is ( ac)
Pennutation 6 is ( ab)
Table AI. Equivalent classes of functions
of three variables.
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Table A2. Catalog of all the optimal NOR-AND networks





Function Functional expression Network No. of P.:Eltes and No. of
(octal) nUll1ber NOR AND connections levels
"
:\'!!i
0 lD 0 0 0 0
"}t~
a'b'')03 5D 1 0 2 1
-
012 a'c 8D 2 0 3 2
9D 1 1 3 2
017 a' 4D 1 0 1 1
074 ab' + a'b l3D 2 1 6 2
('
077 a' + b' lOD 1 1 3 2
210 be 6D 0 1 2 1
231 be + b'c' 14D 3 1 7 3
15D 3 1 7 3
252 c 3D 0 0 0 0
257 at + c Ill) 3 0 4 3
12D 2 1 4 3
356 b + c 7D 2 0 3 2
377 1 2D 0 0 0 0
001 a'b'c' 1 1 0 3 1
002 a'b'c 3 2 0 4 2
7 1 1 4 2
006 a'b'c + a'bc' 15 2 1 7 2
007 a'b' + a'c' 8 1 1 4 2
010 a'bc 6 1 I 4 2
011 a'bc + a'b'e' 54 3 1 8 3
61 3 1 8 3






Functional expressiG.l K;twork ~of gates and No. of
(octal) number NOR AND connections levels
"
22 2 1 5 3
fl16 a'b + a'e 4 2 0 4 2
~26 a'b'c + a'be' + ab'e' 68 2 3 13 2
b27
I
a'b' + b'e' + ate' 30 1 3 9 2 I
030 ab'e' + a'be 70 4 1 10 3
71 3 2 10 3
88 4 1 10 4
031 a'bc + brei 85 4 1 9 4
032 a'e + ab'e' 28 2 2 9 2
033 a'e + b'e' 34 3 1 7 3
44 2 2 7 3
fo a'b + a'e + ab'e' 2'9 2 2 10 2
!03' a' -+ b'e' 17 1 2 6 2
,0 a'bc + ab'e 0~ 3 1 8 2,- r
55 2 2 8 3
051 a'b'e' + a'be + ab'e 79 3 2 11 3
052 a'e + b'e 11 2 1 5 2
26 1 2 5 3
'053 a'b' + a'e + b'e 36 3 1 8 3
054 a'b + ab'e 47 2 2 8 3
.055 alb + a'e' + ab'e 74 3 2 11 3
78 3 2 11 3
056 a'b + b'e 12 2 1 6 2
,:057 a' + b'e 33 3 1 7 3
).3 2 2 7 3
075 a'b + ab' + a'e' 35 3 1 8 3
lf5 2 2 8 3
076 a'b + ab' + a'e 14 2 1 7 2
0.........-_ _..-:.... ..
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~1"uueti<a No. ot interw Wo. ~lconnection.Functional expression Network No. ot gates and
I (octal) nUlllber .NOR AND connections Ifl'1rnl8 ;
.'
150 a'be + ab'e+ abc' eo 3 2 II 3
•
151 -a'be + ab'e + abe' + a'b'e' 101 3 3 14 3
152 a'e + b'e + abc' 62 2 2 8 3
153 a'e + a'b' + b'e + abe' I' 76 3 2 II 3
156 a'c + b'c + be' 13 2 1 7 2
157 a' + b'c + be' 37 3 1 9 3
46 2 2 9 3
1'TG ab' + be' + a'e 16 2 1 8 2
ITT a' +"b' + c' 9 1 1 4 2
200 abc 2 0 1 3 1 I
201 abc + a'b'c' 52 3 1 9 3
202 abe + a'b'c 73 4 ~ 9 3
TI 4 1 9 3
82 3 2 9 4
90 3 2 9 4
203 abc + a'b' 50 3 1 8 3
206 a'b'c + a'bc' + abc 100 4 2 J2 3
104 4 2 J2 4
106 4 2 J2 4
109 4 2 J2 4
110 4 2 J2 4
III 4 2 J2 4
ij 112 4 2 ]2 4






~'unetion Functional expression . Network No. of gates and No. of'(octal) nwnber NOR AND connections levels
89 3 2 9 4
94 3 2 9 4
211 be + a'b'e' 51 3 1 8 3 I
212 a'e + be 31 4 0 6 3
I38 . 3 1 6 "364 3 1 6 4 I
66 2 2 6 4
213 a. 'b' + be 49 3 1 7 3
56 3 1 7 3
216 a'b + a'e + be 72 4 1 9 3
86 4 1 9 4
91 3 2 9 4
95 4 1 9 4
96 4 1 9 4
217 a' -+ be 48 3 1 6 3
67 2 2 6 4
.
4226 abe + ab'c' + a'bc' + a'b'e 105 4 2 12
227 a'b' + a'c I + b'e' + abe 99 4 2 12 3
102 1, 2 12 4
230 ab'c' + be 84 4 1 9 4
87 3 2 9 4
97 3 2 9 4
232 a'e + be + ab'e' 92 4 1 9 4
93 3 2 9 4







Function FunctionaJ. expression Network No. of gates and No. cf
(octaJ.) number NCR AND connections levels
I
236 a' e+ bc + a'b + a.b'e' 98 4 2 12 3
'/
, 103 4 2 12 4 I107 4 2 12 4
108 4 2 12 4
237 a' + bc + b'c' 69 4 1 9 3
83 3 2 9 4
250 ae + be 10 3 0 c5 2
21 2 1 5 3
251 ae + be + a'b'c' 59 3 1 8 3
253 a'b' + e 20 3 0 5 3
254 ae +a'b 32 4 0 7 3
39 3 1 7 3
255 ae .. be + a'e' 58 3 1 8 3
256 a'b + e 63 4 0 6 4
65 3 1 6 4
274 ab' + ae + a'b 40 3 1 8 3
~75 ab' + ac + a 'b + a' e' 60 3 1 9 3
276 a'b + a.b' +e 41 3 1 9 3
277 a"+ b' +e 23 2 1 5 3
350 ab + ae + be 42 3 1 8 3
351 ab + ae + bc + a'b'e' 75 3 2 11 3
352 a.b + e 25 2 1 5 3
353 ab + a'b' + e 53 3 1 8 3
357 at + b + c 19 3 0 5 3
24 2 1 5 3
116 a+b+c 5 2 0 4 2
,
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Table A3. List of all the optimal NOR.-AND combination






NO FUNCTION NO FUNCTION NO FUNCTION NO ' FUNCTION
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50 0031 a'b' 60 210 I be 70 356 1 b,.c 80 0121 Q'C
I
:::Lr- :=[)- II <-~~=C>---[>+








l3D 014 I all+a'b 14D 2~1 I bc+b'c' 150 231 1 bc +l1c' I
!















4 I 016 I
FU\ICT«>N
o·b·..·c
8> ~=o- c~ :::[>;::[r




;=£>--D- . .~ =::D;::[)- :~
9 I Iii I ol.bl + c' 10 I 250 I oc+bc H I Q~2 t O'c+b'c 12 I O~6 I o'b+b'c
;::[)-[>- > :~ >
13 I 156 I dc+ b'c • bc' 14 I 0761 o'b+ob'+o'c 15 1006 I o'b'c+ o'bc' 16 I 176 I qtJ.~+o'c:




NO FUNCTION NO FUNCTION NO FUNCTION NO fUNCTIO/',/ j
17 037 I tI+- b'e' 18 013 I a'lt+a'e 19 357 I a'. b +-e 20 253 I o'b' +- e I
:~ b~ a~ ~"~ ~
i
21 250 I oe+- be 22 013 I o'b'+o'e 23 277 I d.b'+c 24 357 I o!+ b + c
I I.,II:~ ~ ~ b~~)--~=>-c . I c--j b c ~ ~
1
25 3521 ab+-e 26 052 I de .. b'e 27 050 I o'be +- ab'c 28 032 I a'e+otll:'
I ~ :~I:~ :~;-.., I!I c~1 ~vI
29 036 I a'b+- a'e+- ab'c' 30 027 I db' .b'c'+-o'c' 31 212 I a'c+- be 32 254 I ae· o'b
;~ ~=Ch I ):=nkr I ,~ a,I b'I I'j •:~ I II c~=Q--1 II II
FUNctIoN FUNCIDN FUHCTJON FUP«:TION
o'+b'e de +b'e' db+ob'.de' o'lf.a'c+b'c
•
b
37 I 157 I 0'+ !>'c +bc' II 38 I 212 I o'c+be II 19 I 254 I ac: +(i'b II 401 274 I ob'+oc+a'b I
J
I
ED-~ .~. tl lI ~n,"--DSY • ~w I cf-' ~to I
/'c
41 1276 I 0'1>+01>' +c II 42 I 350 I ab+o<:+bc II 43 I 057 I d+ttc II 44 I 033 I a'c+b'c'




























































ob+ db'+e." I 353 I




61 o'bc ..o'tJc c*:+b'c+obc;' db~ -~- 64 O'C+bC-~
i
b~ ,~j) I,-r~D- :~J'-I>~D-l:~~~' J





























































NO FUNCTION NO FUNCTION NO FUNCTION
- I
FUNCTION ''-'·1NO I
31 207 I a'b' +dc'+obc 82 202 I obe+o'b'c 83 237 I o'+bc.tl'c' 84 , 230 I oll'c + p,
---1










~=C>1 :=C.Ji ~=Ch b.=[) IIc -- - ~ ,
. ~>-[=r- .~~~>- r--- ~>----Lr C' '--\- .. i0-- M . 10-,.' ~1 ....-'" L_ /




207 1 2021 216 I 92 I 232 I - j89 0'11 +o'c'+obe 90 obc+o'b'e 91 o'b+o'c ~ be 0'c+ be +ottc' i
i
:~ .~- :~ c--f--'--'~, II i L- j : I/ o-{Y--L-->-t ~, -~..).;,. i.... _- ,-~=:J,~ , -, r'.,;.oJ I...., .c-L_ / I
I
93 232 I o'c+ be + Q b'c' 94 207 I CJ'tj+Q'c'+obc 95 216 I o'b+o'c+bc 96 I 216 I o'b+o'c+bc ~
II I~ o~ 0 --~ .II'~'- j"{: '%~)L>-I;--~ - ....'-j . c~ C ./ L-/
•

















;~,--1---." . b~--L_fl . ~~'=[>-1 "~y
FUNCTION FUNCTION NO
--
otic'fbc a'c +bc +o'b+ ob'c' 99
~-=:c:'! :~~ r
• _-l~'~ G--. ;~ !.. i .._/ l_-i~ r-t~ Io-LJ~»-' II •D
dbc+ob'c+obc'+a'b'c' db' +a'c'+b'e'+obc II 103
c~ ~=:[>,
i ! I I Ia--f--~ ; i I I.-J H i II;~~~,c~ Io~->1 ! I"-t. I ,Iw I cVI\.)w












g. AI. r)ptimal netHorks
of function 026
fan-ins is limited
to three.
