Some results on the existence of solution for certain fuzzy equations are revised and extended. In this paper, we establish the existence of a solution for the fuzzy equation Ex 2 + Fx + G = x, where E, F, G, and x are positive fuzzy numbers satisfying certain conditions. To this purpose, we use fixed point theory, applying results such as the wellknown fixed point theorem of Tarski, presenting some results regarding the existence of extremal solutions to the above equation.
Preliminaries
In [1] , it is studied the existence of extremal fixed points for a map defined in a subset of the set E 1 of fuzzy real numbers, that is, the family of elements x : R → [0,1] with the properties:
(i) x is normal: there exists t 0 ∈ R with x(t 0 ) = 1.
(ii) x is upper semicontinuous.
(iii) x is fuzzy convex,
x λt 1 + (1 − λ)t 2 ≥ min x t 1 ,x t 2 , ∀t 1 , t 2 ∈ R, λ ∈ [0,1].
(1.1) (iv) The support of x, supp(x) = cl({t ∈ R : x(t) > 0}) is a bounded subset of R. In the following, for a fuzzy number x ∈ E 1 , we denote the α-level set Theorem 1.1 is used in [1] to solve the fuzzy equation
and A is condensing, that is, A is continuous, bounded and r(A(S)) < r(S) for any bounded set S ⊂ B with r(S) > 0, where r(S) denotes the measure of noncompactness of S. Then
where E,F,G and x are positive fuzzy numbers satisfying some additional conditions. In this direction, consider the class of fuzzy numbers 
Here, 0,1 referred to fuzzy numbers represent, respectively, the characteristic functions of 0 and 1, that is, χ {0} and χ {1} .
In the proof of Theorem 1.3, in addition to Theorem 1.1, the following results are used.
are continuous.
Suppose that x and y are fuzzy numbers, then
(1.14)
In Section 2, we point out some considerations about the previous results and justify the validity of the proof of Theorem 1.3 given in [1] , presenting a more general existence result. Then, in Section 3, we study the existence of solution to (1.11) by using some fixed point theorems such as Tarski's fixed point theorem, proving the existence of extremal solutions to (1.11) under less restrictive hypotheses. [1] First of all, Theorem 1.4 [1, Theorem 2.6] is not valid. Indeed, take for example, x : R → [0,1] defined as 
Revision and extension of results in
324 Existence of extremal solutions for quadratic fuzzy equations 
Proof. Suppose that x ∈ E 1 is continuous and let α ∈ (0,1] and > 0. Since x is continuous at α, then there exists δ( ,α) > 0 such that for every
which implies that 
Since x L (β) is nondecreasing in β and x R (β) is nonincreasing in β and those values are bounded, then
By monotonicity,
(2.12)
for every 0 < β ≤ δ, and
As a particular case of continuous fuzzy numbers, we present Lipschitzian fuzzy numbers.
Definition 2.4. We say that x ∈ E 1 is a Lipschitzian fuzzy number if it is a Lipschitz function of its membership grade, in the sense that 
and S 0 is the unit sphere in R, that is, the set {−1, +1}. If we consider a Lipschitzian fuzzy number x, then x is continuous and, in consequence, x L and x R are continuous functions. Moreover, we prove that these are Lipschitzian functions.
Then x is a Lipschitzian fuzzy number, with Lipschitz constant
Proof. It is deduced from the identity 
For M > 0 fixed, consider the set 
Since > 0 is arbitrary, this means that 
is the family of level sets of some fuzzy number x ∈ E 1 and, hence,
and, thus, passing to the limit as l → +∞, (2.27) so that
Finally, let α > 0 and
} is a contractive sequence of compact intervals, and, by continuity of f 1 and f 2 , 
and
again by continuity of f 1 , f 2 . Note that x L = f 1 and x R = f 2 are continuous, thus x is a continuous fuzzy number and also x nl is, for every l. Then, by Theorem 2.6,
and {x nl } l → x in E 1 , completing the proof.
Recall equation (1.11)
Here, the product x · y of two fuzzy numbers x and y is given by the Zadeh's extension principle: 
and, for y = χ [1, 2] , we obtain
The proof of Theorem 1.3 [1, Theorem 2.9] can be completed using the revised results. In fact, the same proof is valid for a more general situation. Note that, if G = χ {0} , then x = χ {0} is a solution to (1.11).
Theorem 2.9. Let M > 0 be a real number, and E,F,G fuzzy numbers such that
Proof. We define the mapping
by Ax = Ex 2 + Fx + G. To check that A is well-defined, let x ∈ B M and then 
then f is M-Lipschitzian, and A(S) L is equicontinuous. This proves that A(S) L is relatively compact by Arzelà-Ascoli theorem, and the same for A(S) R . Lemma 2.7 guarantees that A(S) is relatively compact and, therefore,
and, similarly,
proving Ax ∈ B k,S . The proof is completed in the same way of Theorem 2.9.
Remark 2.12. Inequalities (2.48) and (2.49) in Theorem 2.11 are equivalent to 
(2.58)
Other existence results
Now, we present some results on the existence of extremal solutions to (1.11), based on Tarski's fixed point Theorem [6] . For the sake of completeness, we present it here, and note that the proof is not constructive.
Theorem 3.1. Let X be a complete lattice and
a nondecreasing function, that is, F(x) ≤ F(y) whenever x ≤ y. Suppose that there exists
x 0 ∈ X such that F(x 0 ) ≥ x 0 .
Then F has at least one fixed point in X.
Proof. Consider the set Y = {x ∈ X : F(x) ≥ x}, which is a nonempty set since
On the other hand, z ∈ Y , so that F(z) ∈ Y , then F(z) ≤ z and z is a fixed point for F in X. Note that z is thus the maximal fixed point in X.
Remark 3.2.
In the hypotheses of the previous result, if there exists x 1 ∈ X such that F(x 1 ) ≤ x 1 , we obtain the minimal fixed point as the infimum of the set Z = {x ∈ X : F(x) ≤ x}. If, at the same time, there exist x 0 and x 1 such that F(x 0 ) ≥ x 0 and F(x 1 ) ≤ x 1 , then
are, respectively, the maximal and minimal fixed points of F in X. Indeed, since there exists at least one fixed point for F, thenẑ ≤ z, and any fixed point for F is betweenẑ and z.
Proof. By hypotheses,
and suppose that there exists p > 0 such that
Then (1.11) has extremal solutions in the interval
so that, using the conditions, for every a ∈ [0,1], we have
By hypotheses and using the properties of 
and thus Remark 3.5. Suppose that E R (0) > 0. To find an appropriate p > 0, we can solve the inequality
and, of course, study the discriminant
For instance, if it is equal to zero, the function
is nonnegative and has a unique zero (
If the discriminant is negative, then G R (0) > 0 and ϕ is positive (ϕ has no zeros). Hence hypothesis (3.8) is not verified. If the discriminant is positive, there exist two zeros for ϕ and, if F R (0) ≤ 1, we can take
In the case E R (0) = 0 (E = χ {0} ), we have to calculate p > 0 satisfying
If F R (0) > 1, there is no such value of p; if F R (0) = 1, the unique possibility is that G = χ {0} , and any p > 0 is valid; and for F R (0) < 1, we can take
then we can take 0 < p ≤ 1 such that
In this case,
Remark 3.7. Note that condition (3.8) in Theorem 3.4 coincides with estimate (2.48) for k = p. Hence, similarly to the statement in Remark 2.12, condition (3.8) can be written equivalently, using the hypotheses on E,F,G, as
In particular, for p = 1, we obtain
and we can take, for instance, 
Then (1.11) has extremal solutions in
Proof. Define 
Proof. By hypotheses,
so that
(3.37)
In consequence, for every a ∈ [0,1], 
