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Abstract
Influence theory is a foundational theory of physics that is not based
on traditional empirically defined concepts, such as positions in space and
time, mass, energy, or momentum. Instead, the aim is to derive these con-
cepts, and their empirically determined relationships, from a more primi-
tive model. It is postulated that there exist things, which we call particles,
that influence one another in a discrete and directed fashion resulting in
a partially ordered set of influence events. We consider the problem of
consistent quantification of the influence events. Observers are modeled
as particle chains (observer chains) as if an observer were able to track
a particle and quantify the influence events that the particle experiences.
From these quantified influence events, we study consistent quantification
of the universe of events based on the observer chains. In this paper we
both review and further develop the kinematics and dynamics of particles
from the perspective of influence theory.
1 Introduction
This paper presents an introduction to influence theory, which is based on
an elementary model of physical interactions, in which objects influence
one another in a discrete and directed fashion, from which a foundational
theory of physics emerges as the unique quantified description of influence
events. In developing a foundational theory, aimed partly at expanding
the explanatory power of theoretical physics, one does not have the liberty
to base the theory on empirically defined concepts, such as positions in
space and time, mass, energy, or momentum. Instead, the aim is to derive
these concepts, and their empirically determined relationships, from a
more primitive, foundational, model.
Here, within the context of kinematics and dynamics, we summarize
our previously published work describing how concepts of space and time
emerge from the theory as the unique quantified description of events [1],
noting other previously published work describing how the Dirac equation
1
ar
X
iv
:1
80
3.
09
61
8v
2 
 [p
hy
sic
s.g
en
-p
h]
  2
0 J
ul 
20
18
for the free particle (in 1+1 dimensions) emerges from the theory [2] as
the result of probabilistic inferences [3, 4, 5], and we present new results
focused on the action of a free particle and the emergence of the concepts
of force and potential energy in the case of a weakly influenced particle.
2 Relationality and the Foundation of Me-
chanics
Classical mechanics is one of the first great triumphs of physics and, as
such, it has a firm place at the foundations of physics. Its focus is on
the physics of macroscopic objects, for which we have developed an intu-
ition, which involves concepts such as position, time, velocity, acceleration,
force, mass, energy, and momentum. Since a solid training in physics in-
stills a degree of familiarity with these concepts, it is often not appreciated
how difficult it was to develop this intuition over the last several hundred
years [6, 7], or how we continue to do so [8, 9, 10, 11, 12, 13, 6, 7]. At this
point in history, one might not expect to encounter foundational work fo-
cused on kinematics and dynamics, even in the relativistic sense. However,
a new foundational theory must be demonstrated to consistently explain
well-known experimental results. That is what we aim to accomplish in
this work.
Despite the great success of mechanics and its reconciliation with our
intuition, or perhaps more accurately, the re-education of our intuition, it
became clear with the introduction of relativity that mechanics required
some significant revision when pushed outside the realm of our everyday
experience. The fact that space and time are related to one another, and
the fact that lengths, distances, and durations are observer-dependent
cast serious doubts on our perception of reality. In many ways, both
the theory of relativity and the theory of quantum mechanics made it
clear that much of physics is observer-centric [14, 15, 16]. It need not be
that reality is observer-dependent; it simply must be that these quantities
used to describe macroscopic objects in actuality describe the relationships
between those objects and an observer. Precisely what such relationships
represent is unknown—this is the hidden physics.
Much of the physics describing the behavior of an object relies on
parameters that we often consider to be properties possessed by that ob-
ject. However, many of these “properties” are observer-dependent, which
means that they cannot represent anything possessed by the object. In-
stead, they must somehow represent the relationship between the object
and the observer. This is known as relationality [17, 18]. Physics describes
interactions, and the interactions between objects in the physical world
and observers, which are also objects in the physical world, make physics
a participatory sport [19, 20, 21]. However, we are mindful of Jaynes’
Mind Projection Fallacy [22], and recognize the fact that our knowledge
about the universe, which is gained through our interactions with it, is
not the same as the universe itself.
Our goal has been to develop an elementary model of physical interac-
tions in which the familiar concepts of mechanics (more specifically, rela-
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tivistic mechanics) emerge as observer-dependent quantities that describe
the relationships between objects and observers. This work presented
here, which we call influence theory, is an early step toward this goal.
3 Influence and Influence Events
3.1 Mathematical Preliminaries
We begin with some basic order-theoretic definitions involving partially-
ordered sets, or posets. The interested reader is encouraged to consult a
detailed text [23, 24, 25] for more information.
Definition 1. A partially ordered set (P,≤), or poset, is a set of
elements P along with a binary ordering relation, generally denoted ≤,
which, for elements a, b, and c ∈ P , satisfies
P1. a ≤ a (Reflexivity)
P2. if a ≤ b and b ≤ a then a = b (Antisymmetry)
P3. if a ≤ b and b ≤ c then a ≤ c (Transitivity).
For all elements a, b ∈ P we have that either b includes a, denoted a ≤ b,
or a includes b, denoted b ≤ a, or a and b are incomparable, denoted a || b.
It is for this reason, that there possibly exist pairs of elements that cannot
be ordered, that (P,≤) is called a partially ordered set.
For elements a and b ∈ P where a ≤ b and a 6= b, we write a < b. In
addition to inclusion, we will also utilize the concept of covering. Given
two poset elements a, b ∈ P for which a 6= b, we say that b covers a,
denoted a ≺ b, if and only if b includes a, a < b, and there does not exist
any element x such that a < x < b.
A totally-ordered set, or a chain, is a special case of a partially-ordered
set.
Definition 2. A totally-ordered set, or a chain, is a poset P for which
given any two elements a and b ∈ P either a ≤ b or b ≤ a. That is, there
are no incomparable elements in the chain.
With these definitions in hand, we proceed to introduce the model.
3.2 The Influence Model
We postulate that there exist observer-independent objects that interact
with, or at least influence, each other and that people possess means (i.e.,
equipment) to know something about these interactions. We begin with
a simplified model that strips down these ideas to a minimal few, and we
work to discover where this leads us. It would be naive to expect that
this present effort will result in a final theory, but we are hopeful that this
first attempt at a foundational theory will demonstrate feasibility while
providing new insights on how to proceed.
Inspired by Feynman and Wheeler’s absorber theory [26, 27], which
was an attempt to do away with the abstract concept of a field, we imag-
ine that there exist objects, which we will call particles for lack of a better
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name. We postulate that particles can influence one another in a directed
and discrete fashion. We could choose to assume that particles interact
with one another in a symmetric and bi-directional fashion. However, we
believe that directed asymmetric influence, for which one particle influ-
ences a second particle, is a simpler assumption. It is important to note
that this is largely a matter of preference, with each postulate leading to a
different theory. However, a bidirectional and symmetric interaction is dif-
ficult to imagine from a foundational perspective, since two objects would
have to somehow coordinate and agree on a choice to interact [15, 28].
Instead, we assume that one object influences another and that the mech-
anism that governs this is essentially unpredictable, i.e. random, with
each particle having an equal probability of being influenced in any given
instance of influence, possibly subject to constraints not yet identified.
Since one particle influences, and the other particle is influenced, an act
of influence is not symmetric. Despite this asymmetry, this picture of
influence still contains some features of what one might consider to be
an interaction since in an instance of an act of influence, the first parti-
cle influences the second particle and not any other. This fact may have
consequences for the first particle as well as the second, and a result-
ing physics that exhibits symmetry with respect to the particles’ identity
remains a possibility.
The second, and perhaps more relevant, reason for modeling influence
as a directed act is that by considering both the act of influencing expe-
rienced by the first particle and the act of being influenced experienced
by the second particle as two disparate events, we can assign to them a
partial order. That is, the act of a particle Π1 influencing another par-
ticle Π2 results in two distinct events p1 ∈ Π1 and p2 ∈ Π2, such that
p1 ≺ p2,1 where p1 represents the act of Π1 influencing Π2, and p2 repre-
sents the act of Π2 being influenced by Π1. A symmetric interaction would
mean that the two related events, p1 and p2, would have an ambiguous
order-theoretic relationship to one another jeopardizing the partial order.
The asymmetric directional influence results in a partially ordered set of
events, which is basically a form of pre-time, which would be jeopardized
by a symmetric influence (Figure 1).
Last, we postulate that the events experienced by a given particle can
be totally ordered. It is likely that there are multiple ways in which such a
postulate can be justified. For example, we have shown that postulating
that each influence event experienced by a particle couples two inter-
nal states, and postulating that each internal state couples two influence
events leads to a total order of alternating internal states and influence
events [2]. Here we will simply postulate that events experienced by each
particle are totally ordered, since the internal states are assumed to be
inaccessible, and are thus otherwise irrelevant.
The result is that we describe the set of influence events as a partially
ordered set (poset), and the particles as totally-ordered chains of events.
However, since influence refers to the interaction between two particles,
this theory is only concerned with situations in which there are multi-
ple particles. In fact, the influence events experienced by, and used to
1It should be noted that this direction of the ordering, p1 ≺ p2, is an arbitrary convention.
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Π1 Π1Π2 Π2
p1
p2
p1
p2
p1 ≺ p2 
A B
Figure 1: A. This figure illustrates directed influence where particle Π1 influ-
ences particle Π2. This defines two events p1 ∈ Π1 and p2 ∈ Π2, which can be
ordered p1 ≺ p2. B. This figure illustrates mutual interaction. The symmetry of
interaction precludes the ability to order the two events p1 ∈ Π1 and p2 ∈ Π2.
In this case, one does not obtain a partially-ordered set of events.
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describe, the particle are the result of interactions with other particles.
This is clarified by the concept of a pchain (short for particle chain).
Definition 3. A pchain Π is a totally ordered set of events (a chain)
such that each event pi ∈ Π is paired with another event qi ∈ Πi on a
pchain Πi via an act of influence, such that either pi covers qi, pi  qi or
qi covers pi, pi ≺ qi. A pchain is a special case of a chain.
In this paper, it will be assumed that Π and Πi are distinct particle
chains, that is, there is no possibility of self-influence.2
A pchain will be used to model a particle. We will often refer to a
particle chain, where it is understood that the particle chain is a pchain.
It should be noted that this definition in conjunction with the assumption
that there is no self-influence implies the fact that the existence of one
pchain implies the existence of other pchains. That is, you cannot have a
universe with only one particle. This is reasonable since we are considering
universes in which there are observers to study and describe the universe
in which they are embedded.
Each event on a pchain represents an act of influence. For this reason,
we generically refer to events comprising a pchain as influence events
(despite the fact that there is no other kind of event). At times, it is of
some benefit to distinguish events on a pchain that result from that pchain
influencing another pchain from events that result from that pchain being
influenced by another pchain. This leads to the pchain-centric definitions
of an influence event and an outfluence event.
Definition 4. An influence event p on a pchain Π, p ∈ Π, is an event
that represents the act of being influenced.
Definition 5. An outfluence event p on a pchain Π, p ∈ Π, is an event
that represents the act of influencing.
Note that these definitions are pchain-centric in the sense that an
outfluence event on one pchain is related (by influence) to an influence
event. Since we have previously referred to events generically as influence
events (and sometimes continue to do so), when it is relevant, we will
clarify the nature of the event by writing ‘incoming influence event ’ to
specify that it is an influence event as defined explicitly above.
We further define a universe of discourse (see Figure 2) as a set of
mutually influencing particles (pchains).
Definition 6. A universe of discourse (universe) U is a partially
ordered set that consists of a set of mutually-influencing pchains, such
that every event p ∈ U belongs to a pchain, p ∈ Π ⊆ U.
Figure 2 illustrates a small universe consisting of a set of three pchains
modeling three interacting particles. The universe is closed in the sense
that any particle influencing a particle in the universe, or influenced by a
particle in the universe, is necessarily included in the universe.
Particles, each of which is modeled as a finite pchain, are distinguished
from other chains composed of at least two events due to an act of influence
(illustrated with dashed lines in Figure 2). Traditionally, forces have been
modeled by the exchange of particles called mediators. However, since
2The implications of self-influence will be studied in a future work.
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Π1 Π2 Π3
Figure 2: This figure illustrates a universe U consisting of three pchains Π1, Π2,
and Π3. Note that each outfluence event is related by influence (dashed lines)
to an influence event, so that events come in pairs.
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influence is not modeled by a pchain, and since pchains represent parti-
cles, this theory does not model interactions by the exchange of particles.
There is a potential advantage to this since pchains (particles) exhibit sev-
eral properties reserved for fermions [29, 2], such as Zitterbewegung and
helicity in 1+1 dimensions (as will be described in Section 6.3), whereas
mediators are typically bosons. As a consequence, this theory predicts an
absence of supersymmetry. 3
The definition of a pchain, used to model particles, and the definition
of a universe limit the structure of the posets that we will consider in this
theory. 4 This restriction to a particular class of posets is an important
feature that distinguishes this theory from causal set theory, which also
models events as partially ordered sets, called causets, for which the order-
ing relation is taken to be causality. [30, 31, 32, 33] In causal set theory, it
is a typical practice to randomly sprinkle events into the causet to ensure
that the resulting structure is consistent with a Lorentzian manifold of the
appropriate dimension. The resulting causet is then used as a framework
for discrete spacetime. [34, 35] Influence theory differs significantly from
this in that the posets are not used directly to model a discrete space-
time (even though they could do so). Instead, influence theory focuses
on deriving physical laws by considering constraints on quantification im-
posed by symmetries. This is the approach taken in this, and previous
[29, 2, 1, 36, 37, 38, 39, 40, 5], papers.
4 Observer Chains and Consistent Quan-
tification
Unlike a lattice [23, 24, 25], which is a poset for which each pair of elements
has a unique least upper bound, the poset of events does not, in general,
possess sufficient symmetry to constrain quantification [40]. Instead, we
rely on the concept of a distinguished chain to constrain quantification
of a subset of the poset. Observer pchains will play the role of distin-
guished chains in that they will be independently quantified, and their
quantification will constrain quantification of other events in the poset.
In this section, we review the consistent quantification of chains [1].
These results, which hold for all chains, hold for the special cases in which
the chains considered are pchains.
4.1 Quantifying Observer Chains
We consider an observer as one who has the ability to track one or more
particles and obtain information about the influence events that they
experience. In this way, the observer obtains information about events
through the particles that they observe by means of influence events. To
keep the terminology concise, we will refer to an observing particle’s pchain
simply as an observer chain, or an observer, for short.
3The authors thank Ariel Caticha for this observation.
4A reader preferring a different foundational model is encouraged to develop their own
theory and explore its consequences.
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Figure 3: This figure illustrates a chain quantified by natural numbers. All
observer pchains, necessarily embedded within a universe of other pchains (not
shown), are quantified similarly.
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The purpose of quantification is to map events to one or more real
numbers such that the numbers encode the relevant relationships among
the events. For a totally ordered set of events on a pchain one requires
only a single real number per event to capture the ordering of the events.
While any valuation v will do, for which v : event x → R such that for
all x, y ∈ Π and for all Π ∈ U we have that v(y) ≥ v(x) for all y ≥ x,
the natural numbers suffice to count the events.5 A quantified chain is
illustrated in Figure 3.
4.2 Chain Projection
With the observer chains quantified by employing natural numbers to
count events, it remains to quantify other events in the universe U based
on their relationships to one or more observer chains. Here we review
results that hold for chains in general [1]. The critical observation is
that, in general, there exist four possible classes of relationships between
any event x and a chain of events P. These four classes are based on
whether the event x includes any events on the chain P, and whether
the event x is included by any events on the chain P. Each of these two
possibilities can either be satisfied or not satisfied, which leads to four
distinct relationships.
4.2.1 Case I: No Relation
The event x has no relation to the chain, such that there exists no event
px on the chain P that includes x
@ px ∈ P : px > x,
and there exists no event px on the chain P that is included by the event
x,
@ px ∈ P : px < x.
This situation is illustrated in Figure 4A. In this case, the event x cannot
be quantified by the chain P.
4.2.2 Case II: Projection
There exists no event px on the chain P that is included by the event x,
@ px ∈ P : px < x.
However, there exists at least one event px on the observer chain P that
includes x. Since we are assuming that the observer chains are finite, this
means that there must exist a least event on the chain P that includes x,
so that
∃ px ∈ P : px > x and p ≯ x ∀ p < px ∈ P.
In this case, we say that the event x projects to the chain P so that the
projection of x onto P is px. When the projection px of x onto the chain
5Nevertheless, one may be required to use real numbers to ensure consistency among a set
of chains.
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P exists, it allows us to define a projection operator P , typically named
after the chain, that operates on the event x to return its projection onto
the chain px, so that we can write Px = px. This situation is illustrated
in Figure 4B. Given that the event x projects to the event px on P, the
event x can be quantified by the value px assigned to px, by writing its
coordinates based on P as (·, px).
4.2.3 Case III: Back-Projection
There exists no event px on the chain P that includes the event x,
@ px ∈ P : px > x.
However, there exists a greatest event px on the observer chain that is
included by the event x
∃ px ∈ P : px < x and p ≮ x ∀ p > px ∈ P.
In this case, we say that the event x back-projects to the event px on the
chain P. When the back-projection px of x onto the chain P exists, it
allows us to define a back-projection operator P , typically named after
the chain, that operates on the event x to return its back-projection px
onto the chain, so that we can write Px = px. This situation is illustrated
in Figure 4C. Given that the event x back-projects to the event px on P,
the event x can be quantified by the value px assigned to px, by writing
(px, ·).
4.2.4 Case IV: Both Projection and Back-Projection
In this last case, the event x both projects to an event px ∈ P and back-
projects to an event px ∈ P, as illustrated in Figure 4D. Since both the
projection and back-projection of x onto P exist, the event x can be
quantified by a pair of numbers (px, px).
These relationships can be used to assign up to two unique chain-based
numbers (px, px) to an event, creating an unusual observer-dependent
coordinate system. Of course, there will be events that are not related to
the observer chain (Figure 4A), which cannot be quantified, or events that
are related in only one of the two ways, as in Figures 4B and C, resulting
in a single number quantification by either (px, ·) or (·, px). In the next
section, we review how these projections can be used to quantify intervals
relating a pair of events.
4.3 Coordinated Observer Chains
In this work, we consider quantification by a pair of observer pchains P
and Q. These observer chains can be used to define a 1+1 dimensional
subspace. The subspace is defined by projecting events onto the observer
chains. An event x is an element of the subspace defined by the chains P
and Q if its back-projection onto one chain is consistent with its forward
projection onto the other. More specifically, an event x is said to be
11
A B
C D
x
x
x
x
P
P
P
P
px
px
px px
Figure 4: This figure illustrates the four possible ways in which an event can
relate to a chain. A. The event x is not related to the chain P. B. The event
x is related to the chain P such that x projects to the chain P with px = Px.
C. The event x is related to the chain P such that x back-projects to the chain
P with px = Px. D. The event x is related to the chain P such that x both
projects and back-projects to P with px = Px and px = Px.
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properly collinear with the chains P and Q if one of the following cases
holds [1]:
Px = PQx Qx = QPx
Px = PQx Qx = QPx
(Case I)
Px = PQx Qx = QPx
Px = PQx Qx = QPx
(Case II)
Px = PQx Qx = QPx
Px = P Qx Qx = QPx
(Case III)
(1)
For the most part, in this work, we will be considering situations in which
the events are collinear with the observer chains P and Q.
Moreover, we assume that the observer chains exhibit a relationship
called coordination [1]. Basically, coordination implies that the two ob-
server chains agree on the lengths of each other’s intervals (Figure 5A).
That is, every interval on P projects to an interval on Q with the same
length, and vice versa. The coordination condition is essentially equiva-
lent to the synchronization of co-moving clocks, which will result in a flat
space-time.6 As a result, back-projections onto one chain are equivalent
to forward projections onto the other chain. This means that the length
of an interval can be formulated entirely in terms of forward projections
onto the two observer chains.
5 Quantification of Intervals
In this section, we review the quantification of intervals by two coordinated
observer chains P and Q. More details, including proofs of uniqueness,
can be found in Knuth and Bahreyni [1].
Consider an interval I = [a, b], defined by two events a and b, that
forward projects to both [pa, pb] ∈ P and [qa, qb] ∈ Q. The interval I can
then be quantified by the 4-tuple
(pa, pb, qa, qb).
We can also consider the lengths dp = pb − pa and dq = qb − qa of the
intervals to which the interval I projects, and quantify the interval I with
the pair of lengths
(dp, dq) = (pb − pa, qb − qa).
Last, we have demonstrated [1] that a unique scalar can be associated
with each interval based on the product of its projections onto the pair of
coordinated observer chains (Figure 5D). That is, there exists a function
σ2 that takes a pair of projected lengths and returns a unique scalar that
is a squared length
ds2 = σ2(dp, dq) = dp dq. (2)
6The coordination condition can be relaxed.
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dp
dq
dq
A
P Q
dq
B
P Q
dp
dp = 2
P Q
dq’ = 0
dq = -2
dp’ = 4
a’
a b
b’ 
C
dq
D
P Q
dp
Figure 5: This figure illustrates the quantification of intervals by forward pro-
jection onto a pair of coordinated chains P and Q. A. Coordination implies that
the two observer chains agree on the lengths of each other’s intervals so that
dp = dq = dq. The dashed influences represent the covering relationship between
pairs of events related by an act of influence. Coordination allows observers to
quantify intervals with only forward projections. B. Intervals along chains rep-
resent time-like intervals and are quantified by the average of the projected
lengths onto the observer chains (7). C. The relationship between chains is
quantified uniquely by computing the half difference of the projections (8). For
coordinated observers, this relationship, called directed distance, does not de-
pend on which events were considered. This is illustrated by two cases in which
dx = (dp − dq)/2 = (2 − (−2))/2 = 2 and dx = (dp′ − dq′)/2 = (4 − 0)/2 = 2.
D. Generalized intervals defined by any pair of events are uniquely quantified
by the pair (dp, dq) and the squared length ds2 = dp dq.
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This results from the fact that the observer chains can be quantified with
any fixed increment. If we write the function that takes the projected
lengths dp and dq to the length of the interval as σ(dp, dq), then allowing
for a regraduation (rescaling) of the quantification of the observer chains
by some scale α that also rescales the scalar assigned to the interval by
the same factor α we have
ασ(dp, dq) = σ(αdp, αdq). (3)
This implies that the function σ must be of the form
σ(dp, dq) =
√
dp dq h
(
dp
dq
)
, (4)
where h
(
dp
dq
)
= h
(
dq
dp
)
. Since either dp or dq can be negative, it is better
to work with the function σ2 and write
σ2(dp, dq) = dp dq h2
(
dp
dq
)
. (5)
Requiring that assigned lengths be invariant under linear transformations
results in h being identically one, so that
σ2(dp, dq) = dp dq. (6)
We have also demonstrated that with two coordinated observer chains
there are two distinct measures of length [1]. The first measure of length
concerns intervals that are defined along chains
dt =
1
2
(dp+ dq), (7)
so that it is associated with a concept of time (Figure 5B). The second
measure quantifies the relationship between chains
dx =
1
2
(dp− dq), (8)
so that it is associated with a concept of directed distance (Figure 5C).
We refer to (7) and (8) as the space-time decomposition [1].
Pair quantifications of intervals, which can be written in terms of dt
and dx by
(dp, dq) = (dt, dt) + (dx,−dx), (9)
are additive. This is reminiscent of Bondi’s k-calculus [41] and Kauffman’s
iterant algebra [42]. The scalar quantification is also additive resulting in
ds2 = σ2
(
dp, dq
)
= dp dq
= σ2
(
(dt, dt) + (dx,−dx)
)
= σ2
(
(dt, dt)
)
+ σ2
(
(dx,−dx)
)
= dt2 − dx2, (10)
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which is the Minkowski metric [1]. It should be noted that this result
is, in part, a consequence of the assumption that the observer chains are
coordinated. This means that they agree on the lengths of each other’s
intervals, which is equivalent to the traditional situation in which their
clocks are synchronized. Together, coordinated observer chains define an
inertial frame.
6 Kinematics
In classical mechanics, the term kinematics refers to the description of
the motion of objects without considering the causes of such motion. In
influence theory, the term kinematics can be thought of as referring to the
description of an object’s influence on others. This use of the term will
be demonstrated to be appropriate, since the descriptions of an object’s
influence on others result in descriptions of an object’s change in position
as a function of time, and its momentum and energy. To focus on an
object’s influence on others, we begin by defining the idealization of a free
particle.
6.1 The Free Particle
Influence theory models an elementary object, such as a particle, as a
totally ordered finite pchain of influence events. In general, these events
represent both the particle influencing others, and the particle being in-
fluenced by others. The goal is to develop a general theory to describe
and predict the behavior of objects based on what is known about these
influence events from the events experienced by the observer chains. A
general theory applies to all cases, and our strategy [5] has been to ap-
ply eliminative induction [43] to eliminate theories that give the wrong
results in simple situations leaving a single candidate theory that then, if
a general theory exists, must be the unique general theory.
Idealizations are situations where the expected results are clear, and
as such, they make excellent cases for eliminative induction. We consider
two idealizations, which will be useful in thought-experiments. At one
extreme, a free particle is defined as an object that influences others with
constant rates of influence, but is not itself influenced. At the other ex-
treme we define a quenched particle as an object that is influenced by
others, but does not influence others. Real particles, encountered in the
laboratory, are expected to lie somewhere within the spectrum defined by
these two extremes.
One might be tempted to define a free particle as a particle that nei-
ther influences nor is influenced. If this were the case, then the particle
would not be part of the universe (by definition above) since it would not
interact with any particles in the universe. No observer could possibly
know about it. We have already demonstrated that time intervals and
lengths are quantities assigned by observers based on the influences that
they receive. For this reason, a free particle is assumed to influence others
while not being influenced by others. This is necessary so that the ob-
servers can know about the free particle and use familiar quantities (time
16
and position) to describe it. However, the main point is that the free
particle is not influenced by others. We shall show that when a particle
is influenced, such influence plays the role of a force. The un-influenced
free particle is essentially free of outside forces. At the other extreme, the
quenched particle is influenced by others, but does not influence others.
While there are interesting things to say about quenched particles, we will
save a thorough discussion for a future work.
We begin by considering a universe consisting of a free particle Πfree
that influences two coordinated observer chains P0 and Q0, such that the
particle chain Πfree is situated between P0 and Q0, with P0 < Πfree <
Q0. The observer chains P0Q0 define an inertial frame for the particle
[1]. Since the free particle Πfree can only influence the two observer
chains, the only information available about the behavior of Πfree is that
for each event experienced by Πfree, either P0 was influenced or Q0 was
influenced. As a result, one can only count the two kinds of events. Thus
one should expect that the resulting theory for the free particle, at its
core, should be based on event counting.
6.2 Event Counting
With event counting, it would be reasonable to assign values of δp = 1 and
δq = 1 to the lengths of each interval defined by successive influence events
on observer chains P0 and Q0, respectively. This amounts to a choice of
units, and as such, it does not limit the generality of the approach for the
single particle. However, with the expectation that a multi-particle theory
might allow for intervals of different lengths, we quantify the length of the
interval between successive events on the particle chain with a basic unit
written as δτ . For an interval on the particle chain defined by an extremely
large number N of successive events, the interval length, or proper time,
is given by
dτ = (N − 1)δτ ≈ Nδτ . (11)
It is useful to first consider the case in which the observer chains are
coordinated with the particle chain, such that an interval of length dτ
containing a large number N of events on the particle chain projects to
intervals of equal lengths on the observer chains P0 and Q0 so that
dτ = dp0 = dq0 . (12)
We will demonstrate that these assumptions lead to the fact that the
frame defined by P0Q0 acts as a rest frame.
The assumption dp0 = dq0 is consistent with Laplace’s Principle of
Indifference [44], which assumes that there is no reason for the free par-
ticle Πfree to prefer to influence one observer chain over the other so
that the probability, Pr(P0), that Πfree will influence P0 is equal to the
probability, Pr(Q0), that Πfree will influence Q0:
Pr(P0) = Pr(Q0) =
1
2
. (13)
For N events experienced by the free particle Πfree,
NP = NPr(P0) =
N
2
(14)
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events will influence the observer chain P0, and
NQ = NPr(Q0) =
N
2
(15)
events will influence the observer chain Q0.
Since event counting implies that δp = δq = 1,
dp0 = NPδp =
N
2
. (16)
These NP influence events result in an interval of projected length
N
2
on
P0. However, since the particle chain is coordinated with the observer
chains, we have that
dτ = dp0 ,
which implies that
Nδτ =
N
2
,
so that
δτ =
1
2
. (17)
In short, we have that
dp0 = dτ = NP = Nδτ =
N
2
(18)
dq0 = dτ = NQ = Nδτ =
N
2
. (19)
In this 1+1-dimensional single-particle theory, the units chosen by
assigning unity to the length of an interval between successive events on
the observer chains force the fundamental unit of length δτ on the particle
chain to be δτ =
1
2
. This is consistent with the more general relationship
dτ =
√
dp dq (20)
for which
Nδτ = dτ =
√
dp0 dq0 =
√
N2
4
=
N
2
. (21)
As a result, the fundamental length scale assigned to the particle is 1
2
so
that half-integers are seen to play a natural role in the theory.
In general, the fundamental length scales are expected to be extremely
small (by at least a factor of 10−21) relative to the interval lengths at
macroscopic scales, which correspond to extremely large N . Since in this
paper we are more interested in macroscopic scales, we write these ex-
tremely small quantities as differentials.
Note that since Πfree either influences P0 or Q0, the projected events
experienced by the observers cannot be ordered with respect to one an-
other. As a result, no observer can possibly know the sequence of events
experienced by the particle Πfree. This is an example of information
isolation, which is a critical feature of quantum mechanics [45]. As a re-
sult, definitive space-time coordinates cannot be assigned to any event
experienced by this free particle. This has important implications at the
microscopic (quantum) scale of individual events. Since it is not possible
18
to define space-time positions for a free particle, one cannot describe the
behavior of a free particle in terms of a space-time path or trajectory.
Furthermore, one can show that to make inferences about a free particle’s
behavior, one must consider the set of all possible orderings that are con-
sistent with the observations [2], which is equivalent to considering the set
of all possible paths that the particle could have taken. This interesting
aspect of the theory will be discussed in a forthcoming paper focused on
influence theory and quantum mechanics.
6.3 Velocity of the Free Particle
The average velocity, β, can be defined [2] over an extremely large number
N of events with respect to a pair of coordinated observers P0 and Q0
from (7) and (8) as
βP0Q0 =
dx0
dt0
=
dp0 − dq0
dp0 + dq0
. (22)
Note that the magnitude of the velocity has a maximum at |β| = 1 ob-
tained by setting either dp0 = 0 or dq0 = 0. This implies that the theory
naturally imposes a finite ultimate speed that cannot be exceeded. More-
over, since we are considering the case dp0 = dq0, the average velocity is
identically zero so that the frame P0Q0 is recognized as being the rest
frame of the particle.
Since average velocities are associated with intervals, there is no con-
cept of an instantaneous velocity associated with a single event in this
theory. The closest one can get is to consider the average velocity associ-
ated with an atomic interval on the particle chain defined by successive
influence events (pia ≺ pib) ∈ Πfree. There are two relevant classes of
atomic interval (Fig. 6) based on whether the least event, pia, represents
the fact that the free particle influenced P or whether it represents the
fact that the free particle influenced Q. The case of pia, in Figure 6, is the
latter case, since pia influences Q so that Qpia 6= Qpib, giving dq 6= 0 and
dp = 0 because both pia and pib project to the same event, pc in P. In the
former case, exemplified by the interval [pic, pid], in Figure 6, we have that
dq = 0 and dp 6= 0. As a result, the velocity βp assigned to atomic inter-
val [pic, pid], for which the least event, pic, influences P, is characterized by
dq = 0 so that
βp =
dp − 0
dp + 0
= +1. (23)
Similarly, for an atomic interval, such as [pia, pib], for which the least event,
pia, influences Q, the velocity βq assigned to that interval is
βq =
0− dq
0 + dq
= −1. (24)
As a result, at the microscopic level, the free particle Πfree zig-zags back
and forth at the ultimate speed in a motion known as Zitterbewegung,
which is a quantum effect predicted by the Dirac equation [46, 47]. This
suggests that the outfluence events of the free particle and its associated
zitter could be interpreted as the particle interacting with a Higgs field
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ΠP Qπa
qa
qb
qe
pd
pc
β = -1
β = -1
β = +1
pf
β = +1
πb
πc
πd
πe
πf
β = -1
Figure 6: A. This figure illustrates how the free particle exhibits Zitterbewegung
for which at the microscopic scale the particle zig-zags back and forth at the
ultimate speed. Each atomic interval along the particle chain Π projects onto
the observer chains P and Q with either dp = 0 or dq = 0 so that for each
interval β = ±1. For example, the interval [pib, pic] projects to the interval
[qb, qe] with dq 6= 0 on Q and to the degenerate interval [pc, pc] with dp = 0 on
P so that β = −1.
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[48]. There is no spin in this 1+1-dimensional description of a free particle.
However, one can define the helicity based on whether the particle last
influenced P or Q. Given N consecutive events for which N = NP +
NQ and NP = NQ, the average velocity, which is the average of these
microscopic velocities, can be shown to be
β = Pr(P0)− Pr(Q0) (25)
=
NP −NQ
N
= 0. (26)
As a result, the free particle can be at rest only on average. At micro-
scopic scales, the particle is always moving at the ultimate speed. Thus,
in this theory, there is no such thing as a rest frame at all scales. This sug-
gests that general relativity ought to be on shaky ground at microscopic
(quantum) scales.
6.4 Linearly Related Inertial Frames
For greater generality, we consider the case in which a pair of observers
P and Q are linearly related to the pair of observers P0 and Q0 defining
the rest frame of the particle. In this case, the pair (dp0 , dq0 )P0Q0 , used
to quantify an interval with respect to P0 and Q0, is related to the pair
(dp , dq )PQ used to quantify the same interval by P and Q by the linear
pair transformation LP0Q0→PQ [1]:
(dp , dq ) = LP0Q0→PQ((dp0 , dq0 )) (27)
= (kdp0 ,
1
k
dq0 ), (28)
so that
dp = kdp0 (29)
dq =
dq0
k
. (30)
As a result, the average velocity of the particle in any inertial frame
defined by coordinated observers, and the constant k, is given by
β =
k dp0 − 1k dq0
k dp0 +
1
k
dq0
. (31)
Since in the rest frame of the particle, dp0 = dq0 , the average velocity can
be written succinctly as
β =
k − 1
k
k + 1
k
. (32)
Solving for k gives
k =
√
1 + β
1− β = 1 + z, (33)
where z is the relativistic Doppler redshift.
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It will be important to compute the Lorentz factor
γ =
1√
1− β2 =
dt
dτ
(34)
=
dp + dq
2
√
dp dq
(35)
=
k + 1
k
2
, (36)
which relates the proper time dτ experienced by the particle to the time
dt experienced by the observers
dt = γdτ (37)
=
k + 1
k
2
dτ. (38)
In the rest frame, the parameter k = 1, and we have that dt = dτ so
that the passage of time experienced by the particle is identical to that
experienced by the observers.
The space-time coordinates in the rest frame
dt0 =
1
2
(dp0 + dq0 ) (39)
dx0 =
1
2
(dp0 − dq0 ) (40)
transform to
dt =
1
2
(
kdp0 +
1
k
dq0
)
(41)
dx =
1
2
(
kdp0 − 1
k
dq0
)
, (42)
in a linearly related frame. They can be further simplified to
dt = γdt0 + γ(β)dx0 (43)
dx = γ(β)dt0 + γdx0 , (44)
or
dt = γdt0 − γ(−β)dx0 (45)
dx = −γ(−β)dt0 + γdx0 , (46)
which are the standard Lorentz transformations where −β is the velocity
of observers PQ with respect to P0Q0. Thus influence theory is funda-
mentally relativistic (without making any assumptions about the speed
or nature of light).
6.5 Energy, Momentum and Mass
While one can study events and event sequences by considering intervals,
one can alternatively quantify events by considering rates of influence. We
begin by defining the rates, rP0 and rQ0 , so that
dN = rP0 dp0 + rQ0 dq0 . (47)
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We consider N outfluence events, which we write as dN because the cor-
responding lengths are much smaller than any lengths of interest in the
macroscopic scales we are considering. The total number of outfluence
events dN is equal to the sum of the dNP events of influencing P and the
dNQ events of influencing Q
dN = dNP + dNQ. (48)
We now take advantage of the fact that intervals between successive events
of influencing the observers are much smaller than macroscopic scales, so
that enough events to establish approximate continuity can be grouped
and still constitute approximately differential amounts. A similar ap-
proach is taken in fluid dynamics. By writing the total differential in
terms of partial differentials
dN =
∂N
∂p0
dp0 +
∂N
∂q0
dq0 , (49)
we can write the rates in terms of the partial derivatives
rP0 =
∂N
∂p0
= dNP dp0
−1 (50)
rQ0 =
∂N
∂q0
= dNQ dq0
−1 (51)
so that rates are inverse lengths.
From (18) we have that
dp0 = dN δτ (52)
and that
dN = 2 dNP, (53)
where we are writing small quantities as differentials. This implies that
dp0 = 2 dNP δτ . (54)
Similarly, from (19) we have that
dq0 = 2 dNQ δτ . (55)
Substituting (54) into (50), and (55) into (51), we get
rP0 =
1
2δτ
(56)
rQ0 =
1
2δτ
(57)
so that, in general, we have from (29) and (30) that
rP =
1
k
1
2δτ
(58)
rQ = k
1
2δτ
. (59)
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We now relate the rates of influence to the familiar concepts of energy
and momentum based on the fact that the following rate-based quantities
exhibit the requisite properties. The energy of the particle is defined as
the (symmetric) average, or arithmetic mean, of the rate of influence
E =
1
2
(rP + rQ) (60)
=
1
4δτ
(
k +
1
k
)
, (61)
which can also be written as
E =
dN
2
dt
dp dq
=
dN
2
dt
dτ2
. (62)
Similarly, the momentum of the particle is defined as the (anti-symmetric)
half-difference of the rates of influence
P =
1
2
(−rP + rQ) (63)
=
1
4δτ
(
k − 1
k
)
, (64)
which can be written as
P =
dN
2
dx
dp dq
=
dN
2
dx
dτ2
. (65)
With either (61) and (64), or (62) and (65), it is easily shown that
β =
P
E
, (66)
as expected.
The rest mass, or invariant mass, of the particle is then given by
M2 = E2 − P 2 so that
M =
√
rPrQ (67)
=
1
2δτ
, (68)
which in the adopted units gives M = 1. As expected from quantum
mechanics, the energy and momentum, as defined in terms of rates, are
the Fourier duals of the time and displacement, respectively, which are
defined in terms of intervals.
By using (36), (61), and (68), the energy can be written as
E = γM, (69)
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and by using (32), (36), (64), and (68), the momentum can be written as
P =
1
4δτ
(
k − 1
k
)
(70)
=
1
4δτ
k + 1
k
k + 1
k
(
k − 1
k
)
(71)
=
1
2δτ
k + 1
k
2
k − 1
k
k + 1
k
(72)
= M · γ · β (73)
= γβM, (74)
as expected.
The rates at which the free particle influences the observers can be
written in terms of its rest mass as
rP =
1
k
1
2δτ
=
1
k
M (75)
rQ = k
1
2δτ
= kM, (76)
so that the rate at which a particle influences others is directly propor-
tional to its rest mass.
There are two ways to conceive of mass in special relativity. The
first is the rest mass or invariant mass, which is the observer-independent
magnitude of the four-momentum, and the second is the relativistic mass,
which is observer-based and hence dependent on the velocity of the object.
Some insights are obtained by carefully considering the way in which rates
of influence are defined for an observed free particle. There are at least
two ways in which this can be done.
The first method is to consider an interval defined by N + 1 events on
the particle chain and to consider the projection of this interval onto the
observer chains. This interval of length N
2
on the particle chain projects
to intervals of length dp = kN
2
and dq = 1
k
N
2
on observer chains P and
Q, respectively. One then defines rates consistent with the general ex-
pressions given in the first equalities of (50) and (51), noting that k is
constant for linearly related chains, as
rp =
dNP
dp
=
dN/2
k dN
2
=
1
k
(77)
rq =
dNQ
dq
=
dN/2
1
k
dN
2
= k. (78)
The mass M is then given by
M =
√
rprq =
√
1
k
k = 1, (79)
which is clearly invariant. This is the rest mass or the invariant mass.
The second method is to consider two intervals of equal length dp = dq
along the observer chains and to count the events NP and NQ, with
N = NP + NQ. The total rate of influence with respect to the intervals
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dp and dq is then defined to agree with the rates above in the case that
the observer intervals correspond to a single particle chain interval, which
occurs in the rest frame:
r˜p =
N/2
dp
=
NP +NQ
2NPk
(80)
r˜q =
N/2
dq
=
NP +NQ
2NQ
1
k
. (81)
The mass M˜ is then given by
M˜ =
√
r˜pr˜q =
√
(NP +NQ)2
2NPk · 2NQ 1k
. (82)
To simplify this, we use the fact that we are considering intervals of equal
length dp = dq along the observer chains for which dp = NPk and dq =
NQ
1
k
. This implies that NQ = NPk
2. The mass is then
M˜ =
√
(NP +NQ)2
2NPk · 2NQ 1k
(83)
= (NP +NQ)
√
1
2NPk · 2NQ 1k
(84)
= NP(1 + k
2)
√
1
2NPk · 2NPk (85)
=
1 + k2
2k
(86)
= γ, (87)
where in the last step we used (36).
Comparing the two masses M (79) and M˜ (87), we see that
M˜ = γM, (88)
so that M˜ , which is defined on the basis of rates depending on the events
experienced by the observers, is recognized as the relativistic mass in 1+1
dimensions.
6.6 Action
The dynamics of a system can be derived by identifying the behavior that
minimizes the action. Given that the action is such an important quantity
in physics, it is interesting that it is not clear precisely what it represents.
In this theory of the free particle, the only observer-independent thing
that can be done is simply to count events, and it is to be expected that
the action of a particle over an interval is a function of the number of
events. We begin by computing the action of a free particle over the
course of N events, which we write as dN , in 1+1-dimensions with two
observers P and Q:
dS = −Edt + Pdx , (89)
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where the energy E is given by (61), the momentum P is given by (64),
and dt and dx are given by (41) and (42), respectively. With these sub-
stitutions, the action is
dS = − 1
4δτ
(
k +
1
k
)
· 1
2
(
kdp 0 +
1
k
dq 0
)
+
1
4δτ
(
k − 1
k
)
· 1
2
(
kdp 0 − 1
k
dq 0
)
. (90)
which, given (18) and (19), simplifies to
dS = −dN
2
, (91)
so that the action is an invariant quantity dependent only on the number of
events, as one would expect. The derivation of the action using alternate
expressions for energy (62) and momentum (65) greatly simplifies the
calculation:
dS = −
(
dN
2
dt
dτ2
)
dt +
(
dN
2
dx
dτ2
)
dx (92)
= −dN
2
(
dt 2 − dx 2)
dτ2
(93)
= −dN
2
. (94)
The classical action of a relativistic particle evolving from time t1 to
t2 along a path C is given by
S = −
∫
C
Mdτ (95)
=
∫ t2
t1
Ldt, (96)
in which the Lagrangian for the free particle is
L = −M
γ
. (97)
By writing
N = N(p, q), (98)
the differential dN is
dN =
∂N
∂p
dp+
∂N
∂q
dq (99)
= rPdp + rQdq (100)
=
√
rP rQ
(√
rP
rQ
dp +
√
rQ
rP
dq
)
(101)
= 2M
( 1
k
dp + kdq
2
)
(102)
= 2Mdτ. (103)
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This illustrates that we can conceive of the mass of a particle in terms of
the number of influence events per unit proper time,
M =
1
2
dN
dτ
, (104)
which is the rate at which the particle influences others.
The time derivative of the action dS
dt
is
dS
dt
=
d(−N
2
)
dt
= −M dτ
dt
(105)
= −M
γ
, (106)
so that the Lagrangian is
L =
dS
dt
= −M
γ
, (107)
as expected.
By (107) the derivative ∂L
∂x
= 0, so that the conjugate momentum,
P =
dL
dx˙
(108)
= M
d
dβ
(
−
√
1− β2
)
(109)
= γβM, (110)
as given in (74), is constant.
7 The Influenced Particle
Now that the physics of the free particle is well-understood in this theory,
and demonstrated to agree with the kinematics of the free particle in
relativistic mechanics, we conclude by briefly considering an influenced
particle, Π, which is a particle that is influenced by another.
In this treatment, we will not consider the dynamics of the particle, or
particles, that are responsible for influencing the particle Π. We begin by
imagining a free particle Π that influences others at constant rates, which
are described as both an energy and momentum. We then imagine that
Π is suddenly influenced, relatively infrequently, by another particle at a
rate ρ.
It is expected that these influence events will interfere with the rates
at which the particle influences the observers, and as a result its energy
and momentum are expected to change. The interpretation is that the
influenced particle is acted upon by a force (rate of change in momentum).
The force F experienced by the particle Π is defined as
F =
dP
dτ
. (111)
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This can be expressed in terms of the Lagrangian by
dP
dτ
=
dt
dτ
d
dt
(
∂L
∂x˙
)
(112)
= γ
∂L
∂x
(113)
= −γ ∂U
∂x
, (114)
for which U represents the potential energy and we have used the fact that
L = T − U . Since we can also write P = γβM = γx˙M , we have that
dP
dt
= γ3Mx¨, (115)
which is the relativistic version of Newton’s Second Law in the case for
which the acceleration is in the same direction as the velocity of the par-
ticle. It now remains to identify the rate of influence ρ with an energy.
7.1 Energy Due to Influence
A free particle, which is not influenced, influences others at a constant
outfluence rate, r = rP = rQ, which defines its mass
M0 =
√
rPrQ = r. (116)
In the rest frame, this particle has an energy of
E =
rP + rQ
2
= r. (117)
For N outfluence events the proper time experienced by the particle is
given by
dτ = Nδτ , (118)
so that from (68), a free particle of mass M0 will generate N outfluence
events in a proper time of dτ :
N = 2M0dτ. (119)
In the following sections, we consider two different patterns of influ-
ence: a symmetric influence and an anti-symmetric influence. The sym-
metric pattern will be shown to be related to a change in energy without an
accompanying change in momentum, whereas the anti-symmetric pattern
is related to a potential energy distributed in space. This decomposition is
useful since any influence pattern can be expressed as a linear combination
of the symmetric and anti-symmetric patterns.
7.1.1 Symmetric Influence
We can compare a free particle to an equivalent particle that has been
influenced. In the case of the influenced particle, incoming influence events
essentially displace the outfluence events diminishing the rate of outfluence
as compared to the free particle. For a particle influenced symmetrically
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at a rate of ρ we have that the altered outfluence rates (in comparison to
the case of a free particle) are
rP
′ = rP − ρ
2
(120)
rQ
′ = rQ − ρ
2
. (121)
Since the mass is the geometric mean of the outfluence rates, the effect of
influence can be conceived as altering the mass of the particle, M ′, such
that
M ′2 = rP
′rQ
′ (122)
=
(
rP − ρ
2
)(
rQ − ρ
2
)
(123)
= M0
2 − rP ρ
2
− rQ ρ
2
+
ρ2
4
(124)
= M0
2 − Eρ+ ρ
2
4
. (125)
The energy of the particle is given by
E′ = E + dE, (126)
whereas the momentum, which is antisymmetric in the rates (63), remains
unchanged due to the symmetry of the influence. In the rest frame, we
have E = M0. Also, since the momentum does not change, E
′ = M ′. By
squaring (126) we have that
M ′2 = M0
2 + 2EdE + dE2. (127)
Equating (125) and (127), we find that
dE = −ρ
2
. (128)
Note that this also follows directly from (120) and (121) where
dE =
rP
′ + rQ′
2
− rP + rQ
2
. (129)
The particle’s energy changes, without a change in momentum, since the
influence affects the rates in a symmetric fashion. Because there is no
change in momentum, the particle remains at rest in the original rest
frame, so that there is no displacement on average and hence no work.
Since a change in internal energy can be written as the difference between
the heat transferred to the system and the work done by the system, this
change in energy can be considered to be a form of heat. This surprising
result is consistent with the fact that the free particle has an observer-
dependent entropy and temperature that are functions of the velocity
of the particle [49]. The entropy of the free particle is a function of
the probability that the particle influences P or Q. Here, the change in
entropy due to the particle being influenced is a function of the probability
that the particle is influenced from the P-direction or the Q-direction.
These relationships will be explored in more detail in future work.
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7.1.2 Anti-symmetric Influence
In this section, we consider an anti-symmetric influence pattern. Since
the energy is symmetric in the rates (60), the energy of the system cannot
change under an anti-symmetric influence pattern. This is consistent with
energy conservation. The altered particle outfluence rate is given by
rP
′ = rP +
ρ
2
(130)
rQ
′ = rQ − ρ
2
. (131)
Again, the changes in outfluence rates can be conceived of as an altered
mass, M ′, such that
M ′2 = rP
′rQ
′ (132)
=
(
rP +
ρ
2
)(
rQ − ρ
2
)
(133)
= M0
2 − rP ρ
2
+ rQ
ρ
2
− ρ
2
4
(134)
= M0
2 + ρP − ρ
2
4
. (135)
Since energy must be conserved in this situation (60), the change in
potential energy must be equal to the change in mass, which in general
(allowing for Lorentz-boosted frames) is
γdU = dM, (136)
so that
γdU =
√
M0
2 + ρP − ρ
2
4
−M0. (137)
We can check this as follows. For cases in which the rates are continuous,
|ρ| M0, and when the particle is not hyper-relativistic, PM0 
M0
ρ
, and
since we are focused on the macroscopic (non-quantum) regime, P  ρ,
we have
M ′ ≈M0 + Pρ
2M0
. (138)
As a result,
γdU ≈ Pρ
2M0
. (139)
Since dP = − ρ
2
and P = γβM0, we can write
γdU ≈ −PdP
M0
(140)
≈ −γβdP. (141)
Solving for dP , we can write
dP ≈ −γdU
γβ
, (142)
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and dividing by dτ gives
dP
dτ
≈ − γdU
γβdτ
(143)
≈ −γdU
dx
, (144)
so that in this case, the influence ρ gives rise to a potential energy. As
expected, the gradient of this potential acts as a relativistic force changing
the particle’s momentum P .
Since any influence affecting the particle can be written as a sum of
symmetric and antisymmetric parts, the effect of a particle being influ-
enced can be expressed as a combination of a change in total energy and
a change in potential energy.
7.2 Potential Energy and Time Dilation
The change in mass due to potential energy in this context results in time
dilation. Consider a particle Π at rest with respect to a pair of coordinated
observers P and Q. For N outfluence events we have dτ = N
2M
= dt. We
will define the potential energy so that for this particle in this position
U = 0. We now move the particle to a new position with respect to
the observers and bring it to rest so that the new potential energy is U ,
resulting in a change in potential energy ∆U = U . The particle Π has a
new mass due to this change in potential energy given by
M ′ = M + dM (145)
= M + ∆U (146)
= M
(
1 +
∆U
M
)
. (147)
The mass M ′ that is measured by the observers is the reciprocal of
the length of the projection of an atomic interval from Π at rest to either
observer so that
dt =
N
2M ′
(148)
=
(
1
1 + U
M
)
N
2M
, (149)
whereas the proper time is found by considering the fixed increment 1
2M
giving
dτ =
N
2M
. (150)
As a result, the observer time dt is related to the proper time dτ by
dτ =
(
1 +
U
M
)
dt. (151)
In the event that U
M
does not depend on any particle properties, all par-
ticles experience the same amount of this effect, so that the effect corre-
sponds to what is commonly referred to as time dilation.
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7.3 Influence-Induced Metric
If we consider a particle that is influenced and has outfluence rates given
by (130) and (131), then the mass of the particle is given by
M ′2 = rP
′rQ
′ (152)
=
N2
4 dp dq
(153)
so that
dp dq =
N2
4M ′2
(154)
=
(
1 +
U
M
)−2
N2
4M2
. (155)
Since dτ = N
2M
and dp dq = dt2 − dx2 we have that
dτ2 =
(
1 +
U
M
)2
(dt2 − dx2), (156)
which is a curved metric consistent, in this 1+1-dimensional treatment,
with a gravitational potential. This is consistent with our earlier work
[39] in which geodesic equations were derived corresponding to a metric
of the form shown in (156).
8 Discussion
Our goal has been to develop a foundational theory in which the familiar
concepts of classical mechanics emerge as observer-dependent quantities
that describe the relationships between objects and observers. This work
presented here, which we call influence theory, represents an early step
toward this goal. While it would be naive to assume that this will lead to
a final theory, the progress made thus far is encouraging. It is our hope
that this work will inspire further efforts to develop foundational theories
in which the familiar concepts of physics are emergent.
Influence theory considers objects (referred to as particles) that in-
fluence one another in a discrete and directed fashion. This results in
a partially ordered set of influence events, which has been shown to be
uniquely consistently quantified by the mathematics of relativistic space-
time [1]. Not only does this model result in a foundation for emergent
space-time, but also it results in familiar relativistic kinematics, provid-
ing a foundational conception of several quantities central to physics, such
as distance, length, duration, mass, energy, and momentum. These quan-
tities are based either on intervals bounded by events or rates at which
events occur, in a way that is reminiscent of de Broglie’s electron clock
[50]. The fact that these quantities represent descriptions of the behavior
of particles, rather than properties of particles, is the reason that these
quantities are observer-dependent. This naturally leads to an observer-
based physics as a description of the relationship between objects and
observers.
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Kinematics arises as a changing relationship between object and ob-
server. The resulting kinematics is based on event-counting, which is
demonstrated by the fact that the action of a free particle is proportional
to the number of events experienced by the particle. This formulation
of kinematics allows for the development of a Lagrangian formulation,
which is a powerful methodology for understanding dynamics, and will be
critical for future work.
The dynamics of influenced particles is briefly considered, resulting in a
novel perspective of both internal energy and potential energy in terms of
influence. We show that an influenced particle can be treated as a particle
that experiences both a change in internal energy (heat) and a change in
potential energy with an associated conservative force proportional to its
spatial gradient.
In the present context, the potential energy resulting from influence,
such that U
M
does not depend on any particle properties, results in a
time dilation that is in agreement with the form of time dilation due to
gravitational forces. In addition, the behavior of the influenced particle
can be described in terms of geodesics and an associated curved space-
time. These results are encouraging when considered in conjunction with
the fact that we have demonstrated that inferences about the behavior of a
free particle in influence theory give rise to relativistic quantum mechanics
[2]. The fact that we already observe the emergence of physical laws that
resemble gravity along with relativistic quantum mechanics suggests that
further development of this theory may lead to a framework for quantum
gravity. The results presented here are derived in the context of a pair
of coordinated observers, which corresponds to a 1+1-dimensional space-
time.
Extending this theory to the case of multiple observers representing
a 3+1-dimensional space-time is a current effort. It is expected that dif-
ferent patterns of influence in higher-dimensional situations will lead to
different forces. While these initial efforts are encouraging, extension to
higher dimensions is necessary. We are hopeful that this first attempt at a
foundational theory demonstrates feasibility while providing new insights
on how to proceed.
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