Introduction
One of the major goals in system modeling is to create sufficiently accurate and detailed in its content mathematical models for the explored physical processes and phenomena. In parallel with increasing the description accuracy enhances its complexity. There always exists a trade-off between the aspiration for more accurate descriptions and the difficulties accompanying the treatment of more complicated mathematical models. If the model is large-scale with a great number of describing differential equations, it is getting more difficult for its simulation and the possibility for the model usage in optimization problems is becoming more restricted. This is the reason for applying different procedures for approximation of the dynamical system, where the complexity of the model reduces significantly. One of the most popular approaches for model simplification is by reducing the order of the model by decreasing the number of the describing differential and algebraic equations. In the procedures of model order reduction the original model is replaced by a lower order one while preserving in general its input/output behavior at an acceptable level of accuracy. The model order reduction procedures find application in VLSI circuits design, in air quality simulation, in molecular dynamics examination and many other fields.
An unifying feature in the procedures of model order reduction is the projection from the original state space onto a given subspace. For finite dimensional systems the projection is realized by transforming the system matrices defining the model. For different model reduction methods the projection operators have different properties and are computed by different algorithms, but in all cases the projected subspace is part of the reachable and observable set of the original system state space. In the method of balanced truncation [6] , the original system is transformed into a realization in which the reachability and observability gramians are equal diagonal matrices. The diagonal elements of the gramians in balanced form are called Hankel singular values. The model reduction is performed by oblique projection (Petrov-Galerkin projection), based on which the transformed state variables corresponding to small Hankel singular values are truncated. The popularity of the balanced truncation method is due to its interesting properties. For example, the reduced order system preserves its stability, controllability and observability [6, 9] . Additionally, the balanced truncation procedure is characterized by a-priori determined error bound on the error of system approximation [5, 4] . The main disadvantage of the balanced truncation method in its classical realization is that, it requires solving large-scale Lyapunov equations which often is numerically cumbersome. This is the reason to apply the balanced truncation method for systems described by up to several hundred equations.
In the orthogonal decomposition method the reduction of the model order is achieved by applying an orthogonal projection (Galerkin projection) to the system state vector [10] . This method generates an orthogonal basis for optimal quadratic approximation of system state trajectories. The most popular and numerically efficient is the approach where the state trajectories are discretized in data snapshots [11] . The usage of the state data snapshots allows simplifying to a considerable extent the numerical procedures, which reduce to simple algebraic matrix calculations. The numerical efficiency is the main advantage of using the orthogonal decomposition method, and this allows its application to linear as well as nonlinear problems. However, the proper orthogonal decomposition method does not guarantee stability of the reduced system and does not provide upper bounds on the error of approximation. Many other approaches which combine at certain level the positive features of balanced truncation and proper orthogonal decomposition are presented in [1] .
The model order reduction method, which is based on transforming the system into input or output normal forms, information technologies and control occupies an intermediate position between balanced truncation and proper orthogonal decomposition as concerned the projection operator realization [6, 3] . For this method the projection is almost orthogonal up to a scaling with the elements of a diagonal matrix. In the input normal form the reachability gramian is the identity matrix and the observability gramian is a diagonal matrix. The diagonal elements of the observability gramian are the square Hankel singular values. In the output normal form the reachability gramian is a diagonal matrix with the square Hankel singular values as diagonal elements and the observability gramian is the identity matrix. The model reduction procedure is implemented by truncating those state variables which correspond to small values of the diagonal elements in the non-identity gramians. In the input normal form the relation state to output is dominating and determines the energy distribution in the system. Conversely, in the output normal form the dominating relation is input to state which determines the energy distribution at the input, while the output energy is uniformly distributed. For difference with the balanced truncation method, where both relations: input to state and output to state are balanced, in the input and output normal forms is given the opportunity to accentuate either to the input to state or to the output to state relations for the system energy distribution.
This paper considers the problem of model order reduction by transforming the system into input and output normal forms. The basic relations characterizing the dynamical system are shown and based on these relations the difference between balanced realizations and the normal forms are presented. Transforming the system into input and output normal forms gives more flexibility in choosing the basis for the lower order form descriptions. The implemented projection in the procedure of model reduction is almost orthogonal up to a scaling with the elements of a diagonal matrix. The advantage of using the normal forms becomes visible in the cases when either the reachability or the observability operators are dominating in the system behavior description.
General Description of Dynamical Systems and Some Basic Operators Characterizing this Description
The model of any physical process is a dynamical system which is defined by the following quintuple: (U, X, Y, φ, h), where U, X and Y are sets and φ and h are functions satisfying the axioms for consistency, state transition and composition [2, 7] . The vector space of the admissible inputs U is a set with elements u : T → U and is called the input space. T is the time interval, where the input signals are defined and for continuous-time dynamical systems this interval is part of the real axis; typically
Usually, the set of the scalar admissible inputs is U = R or in the multi input case U = R m . Therefore, the elements of the input vector space are functions of time defined for a particular time moment, i.e. u(t) ∈ U. If we are interested in the admissible input signal for the whole time interval, then we introduce the set Ω, which is an infinite-dimensional vector space containing piecewise continuous functions with finite energy. 
The set X contains the state vectors of the dynamical system defined at a particular time moment x(t) ∈ X and usually the state space is an n-dimensional vector space over the field of real numbers, i.e. X = R n . The state vector defined on a certain time interval is called the state trajectory.
The map φ : T × T × X × Ω → X is called the state transition function of the dynamical system and is defined as 
(t) = h(t, x(t), u(t)).
The read-out function determines the system output signal as a function of the state vector and input signal at the same time moments. While the state transition function is a dynamical characteristic, which incorporates the input signal over the whole time interval under consideration, the read-out function is a static or memoryless characteristic, which is determined only at the current time moment. This is the reason to introduce the response function ρ : T × T × X × Ω → Y , which is defined by the expression y(t) = ρ (t, t 0 ; x 0 , u [t 0 , t] ). and determines the output signal at the current time moment y(t) as a function of the initial time moment t 0 , the initial state vector at this moment x(t 0 ) = x 0 and the input signal u [t 0 , t] defined on the elapsed time interval [t 0 , t].
The state transition function satisfies the following three axioms [2, 7] : i) consistency axiom, which is formulated as φ (t 1 , t 0 ; x 0 , u) = x 0 and means that the state vector at the initial time moment is the initial state vector; ii) state transition axiom, which is formulated as follows: for every time interval [t 0 , t 1 ], every initial state vector x 0 ∈ X and admissible input signals defined on this time interval 
This axiom guarantees the causality property of the dynamical system and shows that the whole information for the system processes history is contained in the initial state vector and the present state vector does not depend on the system input signal before the initial time moment and after the present time moment; iii) state composition axiom, which is formulated as follows: for every time moments t 0 ≤ t 1 ≤ t 2 ∈ T, for every initial state vector x 0 ∈ X and every input signal u [t 0 , t 2 ] ∈ Ω, the state vector at the current time moment can be presented as x(t 2 ) = φ(t 2 , t 0 ; x 0 , u) = φ(t 2 , t 1 ; φ(t 1 , t 0 ; x 0 ,u)u). This axiom shows that the state vector at every time moment can be considered as an initial state for the future development of the system processes. The fundamental property of the dynamical system implies that given the initial time moment t 0 ∈ T, the initial state vector x 0 ∈ T and the input signal u(⋅) ∈ Ω on the elapsed time interval, the state and output vectors at some later time moment are uniquely determined [2] .
The relation between the presented different system sets and the corresponding system maps are shown on the diagram in figure 1 
where
. We define the following operators acting on the signal sets of the dynamical system: i) the reachability operator L r : Ω → X, which is defined on the interval [0, t] by the relation 
Model Order Reduction by Transforming the System into Input and Output Normal Forms
The reachability and observability operators play an important role in the procedures of model order reduction because they determine the basic relations, where the algorithms for model reduction are applied. For the balanced truncation method the system model is described into a basis, where the reachability and observability gramians are equal diagonal matrices, and therefore the reachability and observability operators play an equivalent role in forming the input to output relation. In this sense the system is in balanced form when the state variables are at the same degree reachable and observable. These state vector components with the least contribution for building the input to output relation are truncated. A measure for assessment of the transformed states contribution is the Hankel singular values, which appear as diagonal elements of the gramians. The projection operator which determines the reduced order system states is Petrov-Galerkin or oblique projection. In [1] is shown that even in cases, when the system output coincides with the state vector, i.e. y = x and therefore C = I n , the computation of the observability gramian is simplified at certain degree but still requires solving the Lyapunov equation for the observability gramian A T W o + W o A + I = 0 . This is not the case for example in the proper orthogonal decomposition method, where the emphasis is on the level of reachability and the system behavior is determined from the reachability operator. While the projection onto the eigenspace of the gramians product in 
where matrices R H , R o and Q H are orthogonal, and matrices Σ r , Σ o and Σ H are diagonal. These states which correspond to small diagonal elements of W r = Σ H are truncated. These states are difficult to reach and since all the states are evenly observable it follows that the dominating role for model reduction in the output normal form realization is due to the reachability operator. Let us assume that the matrices, which determine the projection over part of the system reachable subspace, are defined by the first k rows of matrix
and the first k columns of matrix P = I k . In the output normal form realization the projection operator is nearly orthogonal up to a scaling by the elements of two diagonal matrices Σ o and Σ o . In this case two of the matrix factors forming the projection operator are with orthogonal columns and the difference appears in the middle matrix: for matrix P k it is Σ o , and for matrix P k − Σ o . In order to show that the projection is nearly orthogonal, we consider the following example.
Example. Consider a third order system with the corresponding reduced system of order two. We denote the columns of matrix R o by r o, i and its corresponding rows by r o, i , the columns of matrix R H by r H, i and its corresponding rows by r H, i and the elements of the diagonal matrix Σ o by σ o, i , i = 1, 2, 3, . Then the projection matrix can be presented as
, where
balanced truncation is oblique projection, in proper orthogonal decomposition the realized projection is onto the eigenspace of the state data snapshots matrix. The state data matrix is obtained from the action only of the reachability operator and the implemented projection is orthogonal or of Galerkin type. Thus, the proper orthogonal decomposition method employs the important property of orthogonal projections, namely its uniqueness property and the fact that the distance to the projected subspace is minimal.
Another approach for preserving the important properties of the projection operator is by transforming the system into output normal form. The output normal form for a stable linear system is obtained by a change of basis, where the reachability gramian is transformed into a diagonal matrix and the observability gramian is the identity matrix [6, 3] . In this way, a decisive role for choosing the state vectors liable to truncation is due to the quantity of input energy distribution determined by the reachability operator. The output energy is uniformly distributed and the observability operator is not a part in choosing the truncated state vectors. The diagonal elements of the reachability operator for the transformed system are the square Hankel singular values. Therefore, the output normal form has an intermediate position between balanced truncation and proper orthogonal decomposition. From one side the reachability and observability gramians are diagonal matrices like in the balanced realizations, from the other side the main role for choosing which states to be truncated is due to the input to state relation like in proper orthogonal decomposition. The algorithm for obtaining the output normal form for a stable linear system is presented as follows [3] 
The input normal form of a stable linear system is obtained by a change of basis, where the observability gramian is transformed into a diagonal matrix and the reachability gramian is the identity matrix [6, 3] . The decision for choosing which state vectors to be truncated is determined by the quantity of the output energy and therefore, by the action of the observability operator. The energy at the input is uniformly distributed among the transformed states and the reachability operator does not participate in the procedure of model order reduction. The algorithm for~t ransforming the system into input normal form includes the same steps i) -iv) as for the output normal form and additionally: v) the similarity transformation matrices are determined by the expressions P = Q H Σ where we have used the orthogonality of matrices and . For the observability gramian we obtain the expression: , where matrices R H and Q H are orthogonal, and matrices Σ r , Σ o and Σ H are diagonal. All transformed states in this realization are equally reachable since the reachability gramian is the identity matrix. The matrices which define the projection onto a part of the system observable statesset is determined by selecting the first k rows of matrix P = Q H Σ −1 R T and the first k columns of matrix
If we denote the corresponding matrices by W T = P k and V = P k , then the projection is obtained as
Similarly to the case with the output normal form, in the input normal form realization the projection is nearly orthogonal up to a scaling with the elements of the diagonal matrices Σ and Σ −1
. Similarly to the balanced truncation method, the approximation error from reducing the model order in input and output normal forms is determined by twice the sum of the truncated Hankel singular values [5, 4] :
where k is the order of the reduced system, and σ i , i = k + 1, ..., n are the truncated Hankel singular values. In the normal forms the Hankel singular values are square roots of the diagonal elements of the non-identity gramians.
Numerical Example
Consider the following system described by its states space model:
where the system matrices are given as follows: (6) is clear that if we truncate the last five transformed states, the input to output relation of the system will not change significantly. As for the method of balanced truncation, the truncation is performed by canceling the corresponding rows and columns of the system matrices. input normal form Figure 2 shows the unit step responses of the full order model and the reduced fifth and fourth order models of the system into output normal form. It can be immediately seen that the unit step responses of the full order and reduced fifth order models almost coincide, while the unit step response of the fourth order model clearly deviates from the other two characteristics. This observation can be confirmed after computing the relative errors between the reduced fifth and fourth order model characteristics with respect to the full order model one. The logarithmic magnitude response characteristics of the full order model and the reduced fifth and fourth order models are shown in figure 3 . It is obvious that the definite difference between these three characteristics appears foremost in the high frequency range and is not so clearly seen in the low frequency range. In figure 4 are shown the unit step responses of the full order model and the reduced fifth and fourth order models when the system is transformed into input normal form. The unit step responses as well as the logarithmic magnitude responses of the full order model and the reduced fifth and fourth order models from figure 5 match completely with the corresponding characteristics of the system transformed into output normal form. The relative errors between the responses also completely coincide. This fact shows that both normal forms are equivalent descriptions as concerned the procedures of model order reduction. The explanation for this fact is that independently of the differences in the gramians, both normal forms have the same Hankel singular values. Their square values appear as diagonal elements of the nonidentity gramians and determine the approximation error in model reduction.
Conclusion
This paper considers the problem of model order reduction of dynamical systems by transforming them into input and output normal forms. In the input normal form the reachability gramian is the identity matrix and the observability gramian is a diagonal matrix. The observability operator plays the dominant role in the input normal form as concerned the energy distribution at the output, while the input energy is uniformly distributed. Conversely, in the output normal form the observability gramian is the identity matrix, and the reachability gramian is a diagonal matrix. In this form dominating is the reachability operator for the energy distribution at the input, while the output energy is uniformly distributed. In both normal forms the elements of the non-identity gramians are the square Hankel singular values. It is shown that both normal form reduced models are obtained by projection which is nearly orthogonal up to information technologies and control a scaling with the elements of diagonal matrices. Regardless of the differences in their gramians, the normal forms give equivalent descriptions in the model reduction procedures with respect to obtained time and frequency domain characteristics of the reduced order models and the errors of approximation.
