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Summary
In this article, we study the estimation of mean response and regression coefficient in
semiparametric regression problems when response variable is subject to nonrandom missingness.
When the missingness is independent of the response conditional on high-dimensional auxiliary
information, the parametric approach may misspecify the relationship between covariates and
response while the nonparametric approach is infeasible because of the curse of dimensionality.
To overcome this, we study a model-based approach to condense the auxiliary information and
estimate the parameters of interest nonparametrically on the condensed covariate space. Our
estimators possess the double robustness property, i.e., they are consistent whenever the model for
the response given auxiliary covariates or the model for the missingness given auxiliary covariate
is correct. We conduct a number of simulations to compare the numerical performance between
our estimators and other existing estimators in the current missing data literature, including the
propensity score approach and the inverse probability weighted estimating equation. A set of real
data is used to illustrate our approach.
Keywords
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Semiparametric regression
1. Introduction
In many survey studies and medical studies, one fundamental statistical problem is to
estimate the mean of an interested outcome variable for a given population. For example, in
the National Population Health Survey in Canada (NPHSC), one specific interest is the
average of the derived health status index in the surveyed population. Other examples
include the mean social economic score of the residents in a census tract, the mean arsenic
level in the blood of people living in a mine area, and the mean medical cost of hospitalized
patients with cardiovascular disease. The estimator would be as simple as the average of all
the observations if these observations were actually obtained. However, this is usually
impossible in practice, because some surveyed subjects may not respond in many survey
studies. Furthermore, the nonresponse or incompleteness in the study population is often not
missing completely at random (MCAR) (Little and Rubin, 2002), meaning that the actual
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outcomes among the subjects with missing observations are systematically different from
the observed values. Therefore, the complete case (CC) method, which simply uses the
average of the observed outcome values as the estimator of the population mean, would
produce possibly large bias.
In addition to the derived health status index, NPHSC survey also collects information
regarding subject's demographics and medical/life history. These include variables such as
age, gender, household income, number visits to health provider, a derived type of smoker, a
derived depression variable, a summary measure of the chronic conditions, activity
restrictions, as well as a derived body mass index (BMI). Likely, such information can be
used to explain the difference between subjects with and without complete observation.
Because the additional information is not our main interest, it is often termed auxiliary
information or auxiliary covariates. If the auxiliary covariates are available for study
subjects, it is plausible to adjust for the difference among the complete observations and the
missing observations as long as the estimation is performed conditioning on the auxiliary
information. For example, suppose that the health status index only varies among groups
depending on ages, gender, and BMI but is not related to any other covariates, or suppose
that subjects do not respond only because they have different household income; then it is
clear that within the subpopulation with the same age, gender, BMI, and household income,
the dependence between the health status index and the non-response is minimal. Thus, the
average of the actual observations in this group well reflects the true mean outcome in this
subpopulation. Consequently, the weighted average across all the subpopulation partitioned
based on age, gender, BMI, and household income should provide a reasonably accurate
estimator of the whole population mean.
As in the NPHSC study, many studies collect a large amount of auxiliary information.
Sometimes it is reasonable to assume that conditional on all the auxiliary information,
subjects' outcome and their missingness are independent, i.e., the auxiliary information can
be used to adjust for originally nonrandom missingness so that the missing at random
(MAR, Little and Rubin, 2002) assumption is plausible. However, the dimension of the
auxiliary information is so large that the way described above, which is based on computing
the average values within each subpopulation stratified by the auxiliary information, breaks
down, simply because there are few subjects in most of the stratified subpopulation. We are
faced with a dilemma: we must conduct the partition based on large-dimension auxiliary
information to adjust for nonrandom missingness but we do not have enough subjects in
each subpopulation to ensure estimation accuracy. Therefore, seeking a way to address this
difficulty is the first goal of this article.
Another fundamental statistical problem motivated by our survey data is to estimate the
effects of some important variables on the outcome such like the association between the
BMI and the health status index in the NPHSC study. When the missingness is nonrandom
for the subjects with the same body index, regression analysis based on the CCs leads to
biased estimation. Again, to adjust for nonrandom missingness, high-dimensional auxiliary
information can be used. However, this poses the same dilemma as described before. Our
article will also address this regression problem as its second goal.
Formally, the above two estimation problems can be described using the following
notations. Let Y denote the outcome of interest and V denote important predictors. We also
denote X as the high-dimensional auxiliary covariates and denote R as the indicator of
missing status. Ri = 1 if Yi is observed, and Ri = 0 if Yi is missing. Then the observed data
from n independent and identically distributed subjects consist of {Ri, RiYi, Li = (Xi, Vi)}, i =
1,…,n. Assume that R and Y are independent given L, in other words, Y is MAR. Then the
first problem is to derive an estimator of the expectation of Y, denoted by μ = E[Y], and the
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second problem is to estimate the effect of V on Y, which is usually specified as the
parameter α in the following equation, E[Y | V] = αT V.
Some significant work has been done toward the estimation of μ in the past years. Little and
Rubin (2002) discussed the idea of using propensity score (PS), which is P(R = 1 | L). By
stratifying the subjects based on the PS, the average of the observed Y values can be
calculated for each stratum, and the estimator of μ is the weighted average of these values,
where weights are the fractions of the strata. Additionally, a further stratification can be
based on the so-called prediction mean score, which is the mean values of E[Y | R = 1, L] in
a linear model of Y given L (Little, 1986). Thus, a new weighted average based on the
refined stratification can be calculated. Little (1986) concluded that the estimator based on
the combined stratifications could reduce the variation of estimator. However, either the
method of using PS or the combined stratification method requires consistent estimation of
the PS P(R = 1 | L), so their estimators may be biased when the model for estimating the PS
is misspecified. In a different context, Lawless, Kalbfleisch, and Wild (1999) derived a
semi-parmetric likelihood method for missing covariates assuming that the probability of
missingness depends only on which of a finite number of strata and that the stratum
membership is observed for every unit. Qin, Leung, and Shao (2002) proposed a likelihood
based estimation with survey data for nonignorable (Little and Rubin, 1987) nonresponse or
informative sampling, where the correct model for the response given the covariates needs
to be specified. Additionally, Hu et al. (2007) considered a pseudoscore-based estimation for
estimating the distribution parameters of the MAR response. Chen, Zeng, and Ibrahim
(2007) proposed a semiparametric likelihood estimation based on fully nonparametric
distribution for MAR covariates.
Recently, Scharfstein, Rotnitzky, and Robins (1999) and Robins, Rotnitzky, and van der
Laan (2000) proposed an estimator for μ by solving an explicit estimating equation, named
the inverse probability weighted estimating equation. Their estimator is a modification of the
well-known Thompson–Horvitz estimator and is given as
, where  is the estimated
nonmissing probability based on a model for [R | L] and  is the estimated conditional
mean based on another model for [Y | L]. Such an estimator was shown to have double
robustness property meaning that it is consistent if either the model for [R | L] or the model
for [Y | L] is correct. Therefore, the estimator is robust to the misspecification of either of the
two models, but not both. The estimator of Scharfstein et al. (1999) thus allows the case that
the PS is not consistently estimated. Furthermore, Scharfstein et al. (1999) constructed an
estimator for α in our second purpose by solving
. It was shown
that when either the model [R| L] or the model [R| L] is correct, the above equation is an
estimating equation for estimating α. Other related work in the weighted estimating equation
literature is under the missing covariates setting. Among others, Wang and Chen (2001)
suggested an augmented weighted estimating equation imposing a parametric model for
conditional distribution of the missing covariates for proportional hazards regression.
Instead, Qi, Wang, and Prentice (2005) estimated weights nonparametrically, and hence only
applied it to low-dimensional covariate setting.
In this article, we propose a new approach to estimate μ and α in the presence of nonrandom
missingness. Our idea is very intuitive: we first use two working models [Y | L] and [R| L],
respectively to condense the high-dimensional auxiliary information; we then estimate μ and
α by optimizing a simple objective function in the covariate space only consisting of the
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condensed covariates. Thus, our approach generalizes the idea of the PS approach and the
predicted mean score approach. Furthermore, our estimator will be shown to possess the
double robustness property. However, as compared to Scharfstein et al.'s method, the
estimation in our approach only relies on optimizing some pseudolikelihood functions, so it
can be easily generalized to other missing data problems.
The rest of the article consists of the following parts. Section 2 describes the details of
estimating E[Y] using our approach and moreover, we give an intuitive explanation why the
double robustness holds for the proposed estimator. Section 3 gives the estimation of α as
our second goal. In Section 4, we perform a number of simulation studies to compare the
numerical performance of our estimator with other existing methods, and a subset of the
health data from the 1994 National Population Health Survey in Canada is analyzed using
our approach. Most of the technical proofs are given in the appendix available on the
website.
2. Inference Procedure for Estimating Mean Outcome
To condense the high-dimensional auxiliary information, we propose two working models.
We tentatively assume that the model [R| L] is a generalized linear model with linear
predictor γT L, i.e., L predicts R through γT L. We also tentatively assume that the conditional
density of Y given L = l, denoted as p(y | l), is a parametric density with mean βT l. Thus,
from the two working models, we obtain a two-dimension vector (βT L, γT L). In practice,
two new parameters (β, γ) introduced in these working models need to be estimated. By
performing the generalized linear regression for R given L, we obtain the estimator of γ,
denoted as . Equivalently,  is obtained by maximizing
, where P(R = 1| L = l) is the probability of R = 1 given L
= l and P(R = 0| L = l) = 1 − P(R = 1| L = l). At the same time, the estimator  of β can be
acquired by maximizing  with p(y | l) substituted by the working density. For
the convenience of illustration, we particularly assume logit (P(R = 1| L = l)) = γT l, and p(y |
l) = (2π)−1/2 exp{−(y − βT l)2/2σ2}. However, our results apply to many commonly used
parametric models. Obviously, the following result holds for  and .
Lemma 1: There exist two constants β* and γ* such that  and  converge to β* and γ* in
probability, respectively. Moreover, ,
, where lβ (R, L, RY ; β*) =
{E[RLLT]}−1 RL(Y − β*T L), , and they
are the influence functions associated with  and , respectively. In addition, if the
working model [Y | L] is correct, then β* is the correct constant for the parameter β in the
working model [Y | L]; if the working model [R| L] is correct, then γ* is the correct constant
for the parameter γ in the working model [R | L].
The proof is straightforward and given in the appendix. Furthermore, the following lemma
shows that when either working model is correct, the two-dimensional covariates obtained in
Lemma 1, Z* = (β*T L, γ*T L), are truly the condensed covariates meaning that only these
two covariates instead of the high-dimensional L are sufficient to explain the dependence
between the outcome and the missingness.
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Lemma 2: If one of the two working models is correct, then R and Y are independent given
Z*.
The proof is clear from the following arguments. Note P(R = 1, Y <y| Z*) = E[P[R = 1, Y <y |
L] | Z*] = E[P(R = 1 | L)P(Y < y | L) | Z*]. Thus, if Y depends on L via β*T L, then P(Y < y| L)
is a function of Z*, and we can get P(R = 1, Y < y|Z*) = P(Y < y|Z*)P(R = 1| Z*). Similarly,
the above equation holds if R depends on L via γ*T L. We obtain Lemma 2.
From now on, we suppose that one of the two working models is correct. From Lemma 2,
we replace the L observations by the observations of Z* to reduce the dimension of the
covariates and obtain the reduced data ), i = 1, …, n. Because R and Y are
independent given Z*, the observed log-likelihood function for the reduced data is
(1)
We propose to estimate E[Y] based on equation (1).
To this end, we first estimate the conditional distribution of Y given Z* = z by maximizing
the local log-likelihood function (Tibshirani and Hastie, 1987) of equation (1) as
 ln , where K(·) is a symmetric kernel function in R2 and hn is a
bandwidth. This gives that the distribution of Y given Z* = z is an empirical function at the
observed Yi i = 1,.., n, and the mass at Yi is . Hence, E[Y]
can be estimated by . We further
replace the unknown parameters (β*, γ*) in the above expression by their estimators ( , )
and obtain the final estimator for E[Y] as
(2)
where .
Theorem 1: Under Assumptions (A.1)–(A.5) (see Web Appendix A for the assumptions), if
either working model is correct,  weakly converges to a normal distribution
with mean zero. Moreover,  is an asymptotic linear estimator of E[Y] with influence
function
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When both working models are correct, the term E[RY /E[R | γT L, β*T L]] is equal to E[Y],
so it is independent of γ. Similarly, the term E[RY /E[R | γ*T L, βT L]] is independent of β.
Thus, the influence function becomes E[Y |Z*] − E[Y] + R(Y − E[Y |Z*])/E[R |Z*], which
can be easily shown to be the efficient influence function (3) of μ0. Thus, we conclude that
when both working models are correct, the asymptotic variance of  is the same as the
semiparametric efficiency bound. Some literatures name this property as local efficiency.
However, this local efficiency should be more accurately called single-point efficiency. In
practice, the kernel function K(.,.) usually has little effect on the estimator  and we use the
Gaussian kernel function in the subsequent numerical studies. However, the choice of the
bandwidth hn is critical and we suggest the Silverman's rule of thumb (Silverman, 1986,
Section 3.4.2) in practice. An example of the choice of kernel function K(.,.) and bandwidth
hn is given in Section 4.
The intuition behind Theorem 1 is clear. Note that E[Y |Z*] = ∫ yp(y |Z*)dy, where p(y |Z*)
is the conditional density of Y given Z*. By Lemma 2, when either working model is correct,
such conditional density is also equal to the conditional density of Y given Z* among the
CCs (i.e., R = 1). Because the latter can be estimated consistently nonparametrically using
the method we gave, we conclude that  should have double robustness property.
Finally, to estimate the asymptotic variance of , we can either estimate the explicit
expression of the influence function in equation (3) using the empirical observations, or
adopt the bootstrap method. In our experience, the latter appears to be more accurate with
small sample size so will be used in the subsequent numerical studies.
3. Inference Procedure in Semiparametric Regression
In this section, we consider estimating the regression coefficient α in model E[Y | V] = αT V.
As before, we introduce the same working models to condense the high-dimensional
covariates and try to estimate α using the reduced data of (Ri, , Vi, RiYi), i =1, …, n. The
pseudolikelihood function for the reduced data is given as .
One approach of estimating α is to maximize the likelihood function of the reduced data by
considering E[Y | V] = αT V as a constraint in the model. Either empirical likelihood
approach (Owen, 2001) or sieve estimation can be used. However, both approaches require
the estimation of the conditional density of Y given V and Z = (βT L, γT L), and therefore still
suffer from the curse of dimensionality when V is not low dimensional.
We provide an alternative estimator for α in this article. Our idea is based on the estimation
of mean outcome in the previous section and the fact that for any  in the support of
. Therefore, if we can partition the
whole support of V into υ1,…,υm for a fixed number m, we can use the observations
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associated with each partition to estimate the mean outcome within each partition, denoted
by . Particularly, for
. As a
result, α can be estimated as the least square estimator of  regressing on
, where  is the estimator of  and is given by 
That is,
Obviously,  is sensible only if  is nonsingular. In fact, such condition is
guaranteed by the following lemma.
Lemma 3: Under(A.1)–(A.5), there exists a partition υ1,…,υm such that E[V | V ∈ υ1],…,
E[V | V ∈ υm] spans the real space Rd where d is the dimension of α
The proof of Lemma 3 is straightforward. Because the probability of V being colinear is less
than 1, we can find u1,…,ud in the support of V such that u1,…,ud spans the space Rd, i.e.,
min  > 0. By continuity, we can further find a neighborhood
of u1,…,ud denoted by  such that mink=1,…,d  > 0 and
 > 0 hold for any , and . Thus, any partition of
the support of V including  satisfies Lemma 3.
The following theorem gives the asymptotic property of .
Theorem 2: Suppose that one of the two working models is correct. Under assumptions (A.
1)–(A.5),  is consistent with true parameter α. Moreover,  converges in
distribution to a normal distribution with mean zero.
The asymptotic variance of  is given in Web Appendix B and similar to the
previous section, it can be explicitly estimated. The details are given in the appendix.
We start to discuss the practical implementation of our approach. First, we note that when V
is discrete, the partition obviously consists of each level of V. When V includes continuous
covariates, the greater number of partitions will lead to more efficient estimators for α. This
is because the variability of estimating  within each partition will be smaller. However, the
large number of partitions can make the number of observations in some partitioned
domains sparse and leads to large bias in estimating μ's in these domains. Thus, choosing a
partition of the support of V is a tradeoff between bias and variation. As a rule of thumb, we
suggest using the quartiles of V to construct the partition and this will be implemented in the
subsequent numerical studies. The approach discussed in this section is motivated by low-
dimensional V, especially low-dimensional continuous covariates in V. Furthermore, we
recommend using bootstrap or jackknife method to estimate the sample variability of .
The validity of the bootstrap method relies on the asymptotic linear expansion of , which
is given in the proof of Theorem 2. In practice, when the auxiliary variables contain more
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than a couple of discrete variables, the jackknife method is suggested because the bootstrap
may yield some sparse cells.
4. Numerical Studies
4.1 Simulation Study I: Estimating Mean Outcome
We conduct extensive simulations to compare the performance of the proposed method with
the PS method, the predicted mean stratification (PMS) method, where stratification is based
on the predicted outcome model, and the inverse probability weighted estimating equation
method (IPWEE). This section focuses on estimating the mean outcome. Especially, we
consider two scenarios of generating data: [scenario I]: Y ~ N(βX, σ2), R ~ Bernoulli (1/{1 +
exp(−ϕX)});  R ~ Bernoulli , where β = (β0,…β4), ϕ =
(ϕ0,…,ϕ4, X = (X1,…,X4), β0 = β1 = β2 = β3 = β4 = β5 = 1, σ2 = 1, ϕ1 = −1, ϕ2 = 1, ϕ3 = −1,
ϕ4 = 1, and ϕ5 = −0.5. Thus, the second scenario allows an additional nonlinear effect from
X2. The auxiliary information X1 is simulated from Unif(0.5, 1), X2 is simulated from N(1,
1), X3 is from Bernoulli(0.3), and X4 is from Exp(1). We choose specific values of ϕ0 to
obtain either low or high missing percentages. The true mean values for Y are 4.05 and 6.05
in these two scenarios, respectively. In the simulation, the working models of Y and R are
parametric models and they are misspecified by ignoring the important covariate X4 in the
first scenario, and by excluding the quadratic term of X2 in the second scenario.
We apply all four methods to estimate the mean outcome for each simulated sample.
Especially, for the PS and PMS methods, the stratification is based on the quartiles of the
propensity and prediction mean scores, respectively. To implement our approach, the
Gaussian kernel function and the bandwidth following the Silverman's rule of thumb
(Silverman 1986, Section 3.4.2) are used in the simulation study. Equivalently, we let
 and hn =0.9 min , where  and IQR
are the respective standard deviation and the interquartile range of the variable in the kernel
estimation.
Table 1 gives the simulation results from 1000 replicates with sample size 250. The table
reports the bias (Bias), empirical standard errors (SEE), average of the estimated standard
errors using 100 bootstrapped samples (ESE), the coverage rate for the 95% confidence
intervals (95%), and the mean square error (MSE) of the estimates using all four methods.
As expected, the PS method yields unbiased estimator when the missing mechanism model
(model [R | L]) is correctly specified but produces biased estimator if it is misspecified. The
opposite is true for the PMS method. The simulation results also confirm the double
robustness property of both the IPWEE and our method. In all these settings, the estimators
from our approach have smaller bias and MSEs than the ones from either PS method or
PMS method. Furthermore, when at least [Y | L] is correct, our approach performs as well as
the IPWEE. However, when [Y | L] is misspecified and [R | L] is correct, our approach tends
to produce estimators with smaller mean square errors than the IPWEE and this is even more
transparent when missing rate is higher and the model misspecification is due to ignoring
nonlinear effects. For some simulated data with high missing rate, the IPWEE produces
extremely large standard errors due to computational instability. Interestingly, we also note
that even if both models are misspecified, our approach outperforms all the other methods.
4.2 Simulation Study II: Estimating Regression Coefficients
We further compare the proposed method to IPWEE method when we are interested in
estimating important regression coefficients in a semiparametric regression model. Two
similar scenarios as the previous study are constructed where Y and R are generated from the
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distributions. [Scenario I]: Y ~ N (βX + θ1V, σ2), R ~ Bernoulli(1/{1 + exp(−ϕX)});
[Scenario II:] , R ~ Bernoulli , where β =
(β0,…,β4), ϕ = (ϕ0,…,ϕ4), X = (X1,…,X4), β0 = β1 = β2 = β3 = β4 = β5 = 1, σ2 = 1, ϕ1 = −1,
ϕ2 = 1, ϕ3 = −1, ϕ4 = −1, ϕ5 = −0.5, and θ1 = 1. We generate X1 from Unif(0.5, 1), X2 from
N(1, 1), X3 from Bernoulli(0.5), and X4 from Exp(1). The covariate of interest, V, is from
N(1.5, 1). Clearly, both scenarios imply E[Y | V] = θ0 + θ1V. The true values of (θ0, θ1) are
(4.25, 1) and (6.25, 1) in these two scenarios, respectively. The simulation study allows the
missing percentages to vary from 20% to 60%. Similar to first simulation, the models of Y
and R are misspecified by ignoring the important covariate X4 in the first scenario, and by
excluding the quadratic term of X2 in the second scenario.
We apply the IPWEE and our approach to estimate θ's. Particularly, to calculate the
estimators using our approach, we first partition the data into four subsets, each representing
a possible combination of R = 0 or 1, and X3 = 1 or 1. We then combine the four subsets
according to the quartiles of V calculated based on the full dataset and each partition of the
support V may contain different numbers of the four possible combinations. Table 2 reports
the summarized results from 1000 replicates with sample size 250. As seen in Table 2, our
proposed method produces double robust estimators to the misspecification of [R | L] or [Y |
L] model. The comparison between our approach and the IPWEE indicates similar
conclusions as observed in Table 1. In general, our approach performs equally well as the
IPWEE when [Y | L] model is correct, but it can be better in turns of the smaller MSEs if [Y |
L] model is misspecified. The latter is more significant when missing percentage is higher
and nonlinear effect is ignored in the working model. We also implemented our method for
V containing two continuous covariates. The sample size to achieve reliable estimation of α
will increase as the dimension of V increases due to the partition of the support of V. For
multivariate V, we suggest conducting the partition stepwise. For example, when there are
two continuous covariates in V = (V1, V2), we suggest conducting the partition based on the
quantile of V1 first; then at each subset of dataset created by V1 quantile, calculate the
quantile of V2 and do further partition based on that. Web Tables 1 and 2 present results of
additional simulation when the two covariates are independent or correlated, respectively.
The simulation is based on 1000 replicates with 500 sample size. It is observed that our
estimators usually have smaller MSEs than IPWEE estimators, although the coverage rate of
the bootstrap-based 95% confidence intervals tend to be greater than the nominal level for
the regression coefficients of V.
4.3 Application
In this section, we apply the proposed method to a subset of the NPHSC study. The data
contain 2389 persons who were aged 20–65 years, lived in a private household of the prairie
provinces, and were not pregnant during the survey. Our interested outcome is the derived
health status index (hst), which is a continuous variable with higher value as healthier status.
The nonresponse rate in the data is 30%. The covariates collected in the survey include both
the subject's demographic information such as age (agegrp), gender (sex), household income
(houinc), and the subject's medical or life history such as the number visits (visits) to health
provider, a derived type of smoker (smoke), a derived depression variable (dvpp), a
summary measure of the chronic conditions and activity restrictions (numchron), as well as
a derived BMI.
Our primary interest is to estimate the mean of the derived hst. The working model for the
missing data mechanism is a logistics regression model, where the covariates contain
agegrp, sex, houinc, dvpp, numchron, visits, and the interaction between sex and numchron.
The covariates entering and staying in the model were determined by maximizing the value
of area under curve (AUC), which measures goodness of fit for logistic regression. The
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AUC value for the final working model is 0.908, implying a good fit of the working model.
On the other hand, the working model for the outcome, health status index, is a linear
regression model with the covariates agegrp, sex, houinc, BMI, five dummy variables
indicating smoking status, dvpp, numchron, visits, the two-way interactions between agegrp
and sex, between agegrp and numchron, between numcrhon and visits, and three-way
interactions among agegrp, numchron and visits. The covariates kept in the model were
chosen by maximizing adjusted R-square of the linear regression model.
Especially, we estimate the mean health status index using the CC analysis, PS, PMS,
IPWEE, and the proposed method. In Figure 1, we plot the means and the 95% confidence
intervals of the derived health status index using CC, PS, PMS, IPWEE, and the proposed
method. We find that among the five methods, CC estimator is higher than all the other four
methods, although the difference may not be significant at the 0.05 level. Our proposed
method yields similar estimate as PS and PMS but with slightly larger standard error.
Comparatively, the IPWEE produces the smallest mean estimator but the largest standard
error.
For illustration, we also study the relationship between the derived health status index and
the BMI. Particularly, we assume a marginal linear model for the health status index given
the body mass index. Table 3 shows the results of estimates, standard errors and the
associated P-values from the CC method, the IPWEE method, and our method. Similar
conclusions can be drawn using all three methods that the higher BMI is associated with the
lower health status index. However, our method gives a more significant result.
5. Discussion
We have proposed a new approach of estimating the mean outcome and the coefficient in a
marginal regression model in the presence of nonrandom missingness. Our estimators have
double robustness property and perform as well as or sometimes better than other
competitive methods.
The two working models for [Y | L] and [R | L] are useful and critical to condense high-
dimensional auxiliary information, which make our estimation feasible. The linear working
models used in this article are mainly used for practical convenience. Other general working
models can be used, for example, generalized additive models, single-index models, etc.
Clearly, the more general models we use, the more likely that our estimators are consistent.
However, too general working models may result in moderate size condensed covariates not
being estimated well, and that the constructed estimators may not converge at the -rate.
We are currently studying a reasonable criterion to compare across a wide class of working
models.
Furthermore, it is also important conducting the model checking for the two working
models. For the linear model [Y | L], one may use the model residuals to construct the
goodness of fit, such as the adjusted R-square in our real data analysis, whereas for the
model [R | L], one goodness-of-fit measure can be the area under the curve. When L is very
high dimensional, some methods of dimension reduction or variable selection can also be of
use.
Our construction of the double robust estimator is not the only way. In fact, it is intuitive to
see that the kernel estimation of [Y | Z*] can be treated as one way of imputing the missing
outcome using the observed values in the subpopulation stratified by Z*. Obviously, there
exists a number of alternative ways for imputation, for instance, histogram-type estimator,
Monte Carlo imputation, multiple imputation, etc. Because all the imputation is
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approximately conditional on Z*, it is not difficult to show that the derived estimators should
also have the double robustness property. However, the numerical performance of all these
possible estimators remain unknown and is currently under investigation.
The partition idea in this type of regression problem is new, to the best of our knowledge.
The optimal partition that balances the bias and variation is an open problem. Practically, the
idea of the classification tree may be used to derive an “optimal” partition. In particular, the
leave-one-out crossvalidation can be used to calculate the error of one particular partition:
given a partition υ1,…,υm, we calculate , where  is the least square
estimator using the partition except υk, k = 1,…,m. The crossvalidation error is defined as
CV . An additional penalty like the pruning tree can
be used to avoid overpartition of V-space. The formalization of this method will be reported
in separate work.
Finally, both the idea of estimating mean outcome and the idea of estimation in regression
are ready to be generalized with many other missing data problems, including missing
covariates, correlated data, intermittent missing data, etc.
Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Mean and 95% CI of derived health status index.
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Table 3
Regression coefficients
Method Coefficient Estimate Standard error P-value
CC (Intercept) 0.950 0.016 <0.001
BMI −0.002 0.001 0.018
IPWEE (Intercept) 0.974 0.034 <0.001
BMI −0.003 0.001 0.033
Our approach (Intercept) 0.987 0.028 <0.001
BMI −0.003 0.001 0.003
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