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Abstract
Ridge regression is regularization or shrinkage method and a common approach in dealing
with multicollinearity in conventional regression analysis. Ridge regression is widely used
by statistical analyst since it is one of the best compared to other regularization methods.
Also, the introduction of high dimension and ultra-high dimensional data has become an
issue of concern and ridge regression is one way of dealing with such data. One of the key
issues associated with ridge regression is the determination of the tuning or ridge parameter.
The common practice is to fit ridge regression for a different number of values of tuning
parameter before selecting the best tuning parameter.
Our question is - instead of fitting ridge regression for a number of different values of
the tuning parameter before selecting the best tuning parameter via minimum GCV or
other selection criterion, can the optimal tuning parameter be determined directly using
without computing the estimated regression coefficients for each tuning parameter?
The goal of this study is to put forward a shortcut method for conducting ridge regression. The main idea is to first estimate the best tuning parameter in ridge regression
directly and compute their respective fitted values accordingly. For this reason, we call the
proposed method as ‘pre-tuned ridge regression’. The objective function naturally becomes
an estimating equation of tuning parameter which allows us to formulate selection of the
tuning parameter as an estimation problem.
In our method, the best choice of tuning parameter can be found beforehand and this
is a one-dimensional smooth optimization problem. These modifications would shorten the
computational time and improve the fitting performance as we will demonstrate. We will
also extend our proposed method to generalized linear models.
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Chapter 1
Introduction
1.1

Background

Linear regression is among the popular modeling tools for regression problems. In linear
regression analysis, we seek to analyze the linear relationship among variables. This is
done by estimating the relationship between the response variable and independent variables. When the regression model involves multiple predictor variables, the resulting model
is a multiple regression model. Some important uses of these regression models are prediction, forecasting and model interpretability. One primary interest in formulating regression
models is estimating the unknown regression coefficients, β and the popular method used
is the ordinary least squares (OLS) criterion. The OLS according to Gauss-Markov theorem gives least square estimators which are unbiased and have minimum variance among
all unbiased estimators. In practice, predictor variables are correlated to each other and
this makes the unbiased estimators obtained using OLS criterion“unstable”. Though the
estimates are unbiased and consistent, their variances are large resulting in high standard
error of estimates.
One of the problems associated with real life data is the issue of multicollinearity which
violates the assumptions of Gauss-Markov theorem. Multicollinearity occurs when there is
a high correlation among predictor variables. Several factors account for multicollinearity
including the data collection method used and the number of predictors in the model.
Multicollinearity may not be a big concern when the goal of the analysis is prediction.
Also according to Makridakis, Wheelwright and Hyndman (1998), unless estimating the
regression coefficients are of interest, multicollinearity is not an issue of concern. Thus,
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multicollinearity becomes a problem when the intent is to assess the influence of predictor
variables in the model. It affects the estimation of the regression coefficients βˆj if the
predictor, Xj is highly correlated with other predictors. Mansfield and Helms (1982) also
added that multicollinearity may have effects on estimated coefficients thus it’s important
to check its presence in the given data.
The OLS criterion is unable to achieve the desired results when we have ill-posed problems. The reason being that the OLS estimates depend on whether the inverse of XT X
exits. If X is not of full rank, then XT X is not invertible and XT X is said to be singular. In
some cases, though the inverse of XT X exists, it may be numerically difficult to obtain the
approximate inverse. Multicollinearity if not checked gives rise to ill-conditioning. Also,
variances of the estimated regression coefficients, βˆj tend to be inflated since the estimates
become very sensitive to change. This shows that in the presence of multicollinearity, the
least squares estimates perform poorly and result in high standard errors of estimates.
With these flaws associated with OLS, Hoerl and Kennard (1970) introduced ridge
regression as an alternative procedure to the OLS method in regression analysis, mostly
when multicollinearity exist. Ridge regression is one common approach in dealing with
the issue of multicollinearity which is seen in real life data. Here, some amount of bias is
introduced in exchange for reduced variance when estimating the regression coefficients, β.
When an estimator has only a small bias and is substantially more precise than an unbiased
estimator, it may well be the preferred estimator since it has a smaller mean squared error
(Kutner et al.,2005). Thus, ridge estimates are biased with smaller variance compared to
least squares estimates which gives unbiased predictor estimates. The Gram matrix, XT X
becomes invertible due to the positive ridge elements.
Ridge regression is not the only regularization or shrinkage method. There are several
other methods introduced to overcome the flaws of ordinary least squares which include
the LASSO (Tibshirani 1996), LARS (Efron, Hastie, Johnstone, and Tibshirani 2004), the
Elastic Net (Zou and Hastie 2005), among others. Some of these methods do not only shrink
the regression coefficients but perform variable selection as well. An example is the LASSO
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(least absolute shrinkage and selection operator), which is the popular `1 regularization.
Nevertheless, `2 regularization (or ridge regression) remains dominant when the analysis
goal is prediction. This can be accounted for by several facts: (i) ridge estimator has an
explicit analytic form and is easier to work with mathematically: (ii) `2 regularization is
numerically stable and applicable to many complex scenarios e.g. when p >> n. (i.e. the
ultra-dimensional data).
One key issue associated with ridge regression as well as other regularization methods
is the determination of the tuning or shrinkage parameter. Hoerl and Kennard (1970)
proposed a method of estimating the ridge or tuning parameter such that the MSE of the
ridge estimator is minimum compared to ordinary least squares. Several other methods of
determining the ridge parameter have been introduced, some of which are modified from the
proposed choice of Hoerl and Kennard (1970). Examples include McDonald and Galarneau
(1975), Hoerl et al. (1975), Hocking et al. (1976), Lawless and Wang (1976), Gunst and
Mason (1977), Lawless (1978), Nomura (1988), Nordberg (1982), Saleh and Kibria (1993),
Haq and Kibria (1996) and many others.
It is believed that the choice of an optimal ridge estimator is not easy since there is no
best way in determining the right tuning parameter. Generally, we prefer a good estimate
of the ridge or tuning parameter such that the resultant model predicts well. In ridge
regression ,the widely used method in the selection of the tuning parameter is to optimize
a model selection criterion. Usually, we optimize the tuning parameter by minimizing
the selection criteria which is a function of the tuning parameter. Model criteria often
used include prediction sum of squares (PRESS; Allen, 1974), generalized cross validation
(GCV; Wahba et al., 1979), Akaike information criterion (AIC; Akaike, 1974) and Bayesian
information criterion (BIC; Schwarz, 1978). For GCV, the tuning parameter is chosen using
the minimum GCV whereas for PRESS, the tuning parameter that minimizes the PRESS
is selected. Alternatively, AIC or BIC can be helpful in finding the ridge/tuning parameter
and usually GCV, AIC and BIC involve estimating the number of (regression) effective
degrees of freedom (EDF). The common practice is to compute the ridge estimates, β̂R for
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each tuning parameter, λ. This is denoted as β̂(λ) which is referred to as the ‘regularization
path’ and then the best λ? is select according to a criterion mentioned above.
The goal of this study is to put forward a shortcut method for conducting ridge regression. The main idea is to first estimate the best tuning parameter in ridge regression
directly and compute their respective fitted values accordingly. For this reason, we call the
proposed method as ‘pre-tuned ridge regression’. The general attention of this approach is
to plug the ridge estimator back into a selection criterion and then treat the tuning parameter as the decision variable in an optimization problem that has the selection criterion as
the objective function. The objective function naturally becomes an estimating equation
of λ which allows us to formulate selection of λ as an estimation problem. As a result, the
estimated λ̂ is accompanied with reliability assessment. That is, it may be used to test
H0 : λ = 0 for the general purpose of comparing linear regression with ridge regression.
In our method, the best choice of tuning parameter can be found beforehand and this is
a one-dimensional smooth optimization problem. These modifications would shorten the
computational time and improve the fitting performance as we will demonstrate.

1.2

Outline of the thesis

The remaining parts of the thesis are organized in this manner. Chapter 2 provides a
literature review on singular value decomposition and ridge regression. We will also outline
some existing methods for determining the tuning/ridge parameter. In Chapter 3, our
proposed method, “pre-tuned ridge regression” is presented and explained in detail. We
will then use simulations to analyze and compare the performance of the proposed method
to existing methods in Chapter 4. Finally, we will discuss the results obtained from the
simulation study and provide areas for future work in Chapter 5.
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Chapter 2
Literature Review
The aim of this chapter is to present a literature review on ridge regression and available
methods for determining the tuning parameter, λ. The use of OLS for multiple regression
faces problems when X is non-full-rank. This happens when the predictors are linearly
correlated to each other. Ridge regression was proposed to overcome the flaws of OLS
and more generally when X is non-full-rank which stems from multicollinearity. Ridge
regression is an example of a regularization method and widely used by statistical analyst
since it is one of the best compared to other regularization methods.

2.1

Ridge Regression

Consider a linear regression model
y = Xβ + 

(2.1)

where y is a n × 1 vector of response variables, β is a p × 1 vector of unknown regression
coefficients, X is an n × p matrix of observations on p predictor (or regressor) variables
and  is an n × 1 vector of errors. Without loss of generality, we scale X and y so that the
variables have the same scale and are proportionate to one another. Estimation of β in
the linear regression model is mostly done using the least squares criterion where we seek
to minimize the residual sum of squares. In scenarios where X has full column rank with
n > p, the least square estimator is given by
β̂ ls = (XT X)−1 XT y
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(2.2)

with variance-covariance matrix
V ar(β̂ ls ) = σ 2 (XT X)−1
provided (XT X)−1 exists. The fitted values are
ŷls = Xβ̂ ls = X(XT X)−1 XT y.

(2.3)

We can see that the OLS estimator (2.2) depends on the existence of the inverse of (XT X).
If XT X is nonsingular, then unique solutions of β̂ ls are obtained but when XT X is ill-posed,
the inverse of XT X may not exist and the unique OLS solutions cannot be estimated. This
may be caused by correlated independent variables which tend to give rise to unstable OLS
estimates. Also, when p > n, it may be difficult to find the approximate inverse of XT X.
In recent literature, much attention is paid on finding the inverse of XT X when the number
of predictors, p, exceeds the number of observations, n, (Honorio et al., 2012). The OLS
solution is not uniquely defined in the case where p >> n especially when multicollinearity
exists. The ordinary least squares criterion is also deficient in optimization approach in
producing its estimates whereas ridge regression uses optimization techniques to produce
stable estimates (Hoerl and Kennard, 1970).
Ridge regression has been shown to reduce the adverse effect of OLS estimates since
it constrains the norm of the coefficient estimators (Hocking, 1976). When a penalty
is imposed on the size of the regression coefficients, it helps to remove ill-conditioning
and estimate the regression coefficients accordingly. The penalty introduced is added to
the diagonal of XT X before inversion. The ridge regression estimate β̂ R is obtained by
minimizing a penalized residual sum of squares,
p
X
X
2
T
βj2 .
arg min
(yi − xi β) + λ
β
j=1
i
Equivalently, equation (2.4) can be written as
X
β̂ R = arg min
(yi − xTi β)2 ,
β
i
p
X
subject to
βj2 ≤ t,
j=1
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(2.4)

(2.5)

where t > 0 is a constraint parameter which can be tuned and β does not include the
intercept, β0 . This is a constrained optimization problem and can be seen as convex.
There is a one-to-one correspondence between the tuning parameter λ in (2.4) and t in
equation (2.5). When we assume that X is fully ranked, the residual sum of squares is said
to be convex in β.
Due to the nature of the `2 regularization, the ridge solutions are not equivariant under
scaling of the xj ’s compared to OLS coefficient estimates which are scale equivariant (Hastie
et al, 2009). It is therefore necessary to standardized the data since the ridge solutions
are sensitive to difference in scales. Ridge estimates can change significantly and this is
accounted for by the sum of squared coefficient term in the penalty of the ridge function.
With standardized data, XT X takes the form of a correlation matrix. Hoerl and Kennard
(1970) reported that the estimation procedure is a good one if XT X.
We can write (2.4) in matrix form as
(y − Xβ)T (y − Xβ) + λβ T β

(2.6)

to obtain the closed-form solution
β̂ R = (X T X + λI)−1 X T y

(2.7)

with variance
V ar(β̂ R ) = σ 2 (X T X + λI)−1 X T X(X T X + λI)−1

(2.8)

= σ 2 ZX T XZ
where Z = (X T X + λI)−1 . Equation (2.7) above is called the ridge estimator and λ ≥ 0
is the ridge/tuning parameter which controls the amount of shrinkage. When λI is added
to the diagonal of XT X, (XT X + λI) is always invertible and produces a unique solution
of β̂ R even if XT X is singular. Also, XT X is a positive semi-definite matrix with nonnegative eigenvalues but when λI is introduced, (XT X + λI) becomes positive definite
for λ > 0. It remains better to find optimal values of tuning parameter, i.e., values for
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which the resultant model predicts well or β̂ R has minimum mean squared error. The ridge
regression solution is a linear function of y and the resulting fitted values are given by
ŷR = XβˆR = X(XT X + λI)−1 XT y,

(2.9)

which is also a linear function of y. It can be shown that βˆR is a biased estimator of β in
the case where λ 6= 0.
The introduction of ridge regression has been of great interest in statistical analysis and
statistical literature. The ridge solution has an analytic solution that is easy to compute.
Since the ridge estimates are not affected much by small changes in the data, the ridge
estimates are much stable compared to the OLS estimates which may be unstable when
predictor variables are correlated. Golub et. al (1980) reported that ridge regression is
a way of “regularizing” the solution to an ill-conditioned ordinary least squares problem.
Though ridge regression is unable to give a parsimonious model, it gives better prediction
as a result of the bias-variance trade-off (Zou and Hastie, 2005). Also, with ultra high
dimensional data where predictors are correlated, ridge regularization tends to perform
better compared to OLS and other regularization methods. Ridge regression does not
perform variable selection, because it does not shrink coefficient estimates to exactly 0.
According to Tibshirani (1996), ridge regression is a continuous shrinkage method which
produces stable coefficients but does not give an easily interpretable model.
In ridge regression, the assumptions used in OLS are also applicable here with the fact
that X’s and y are standardized. With an optimal tuning parameter, the variance and
mean squared error of the ridge estimates is smaller than that obtained using OLS (Hoel
and Kennard 1970). The ridge estimates at λ = 0 are equal to the least square estimates.
But as λ increases, a larger penalty is imposed on the coefficients and so the ridge estimates,
β̂ R are heavily constrained which shrinks β̂ R gradually towards zero but not exactly zero.
The variances are also reduced as the estimated coefficients are shrunk.
The introduction of high-dimensional and ultra-high dimensional data has become an
issue of concern in statistical analysis since datasets become larger and larger. In recent
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times, some datasets have far more predictor variables compared to the number of observations. An example is the micro gene expression data where there are thousands of genes,
p, compared to only a few number of samples, thus p is greater than n. With such data,
the predictor variables tend to be highly correlated and the use of OLS in estimating the
regression estimates may fail to produce the required results. According to Gestel et. al
(2001), the stability of the model can be imposed by adding a regularization term and the
amount of shrinkage is characterized by a positive constant. Thus imposing the `2 penalty
on the norm of the regression coefficients helps to obtain desired regression estimates which
are stable with reduced variances improving prediction accuracy as well. Although either
the `1 penalty, referred to as the LASSO (Tibshirani, 1996) or a combination of both `1
and `2 , which is the Elastic Net (Zou and Hastie, 2005) regularization could be used in estimating the regression coefficients, the ridge estimator has an analytic solution thus easier
to work with mathematically compared to the LASSO. Regularization methods are mostly
biased estimates and some are able to produce estimates that fit the data even in complex
scenarios.
A geometric interpretation of ridge regression helps to understand the constraint interpretation of the ridge penalty. In figure 2.1, the ellipses represent the contours of the
residual sum of squares which is centered at the OLS estimates. Here, we consider the two
dimensional case (p = 2). The constraint region in ridge regression corresponds to the disk
or circle,
β12 + β22 ≤ t.

(2.10)

The first point where the ellipse touches the constraint region (circle) gives the ridge estimate since both ellipse and disk are minimized simultaneously in ridge regression.

2.2

Singular Value Decomposition

Ridge regression and ordinary least squares estimation are closely associated with each
other, with insight being offered by singular value decomposition (SVD) of the design
9

Figure 2.1: Ridge Estimator in a two dimensional case (p=2)
matrix. This decomposition is extremely useful in the geometric interpretation of these
regression tools. The SVD components can also help simplify the expression of a criterion
or objective function used in determining the best tuning parameter. SVD helps to study
some essential components of the design matrix X which we assume is standardized. The
SVD of the design matrix, X is given by
X = UDVT

(2.11)

where
• U = {uj } is an N × p orthogonal basis matrix for the column space C(X) of X
• D = diag(dj ) is a p × p diagonal with singular values d1 > d2 > . . . > dp of X on the
diagonal
• V is also a p × p orthogonal with columns being an orthonormal basis for the row
space C(XT ) of X.
10

According to Mandel (1982), the orthogonality of the columns of U and V and their unit
length result in
UT U = I
(2.12)
T

T

V V = VV = I
where I is a p × p identity matrix. Applying SVD to the least squares predictor for linear
regression, we obtain
ŷls = Xβ̂ ls = X(XT X)−1 XT y
= UUT y
=

p
X

(2.13)

uj (uTj y),

j=1

where the uj ’s are the columns of U. It can be shown that UT y are the coordinates of y
with respect to the orthogonal basis U and ŷls is an orthogonal projection of y onto C(X).
When SVD is applied to (2.9), we obtain
ŷR = XβˆR = X(XT X + λI)−1 XT y
−1

2

(2.14)

T

= UD(D + λI) DU y.
But D(D2 + λI)−1 D can be expanded as
(
D(D2 + λI)−1 D =

d2p
d21
d22
,
,
.
.
.
,
d21 + λ d22 + λ
d2p + λ

)
(2.15)

which can be written as
(
D(D2 + λI)−1 D =

w1 , w2 , . . . , wp

)
(2.16)

where
d2j
wj = 2
dj + λ

(2.17)

is weight function which is a function of λ. Therefore equation (2.14) can be written in the
form of the weight function as
ŷR =

p
X

uj wj uTj y.

j=1
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(2.18)

Thus in ridge regression, the coordinates of y, uTj y are shrunk by the weight, wj which is
less than or equal to 1 since λ ≥ 0. i.e.
wj ≤ 1 since λ ≥ 0.

(2.19)

The amount of shrinkage applied to the coordinates of basis vectors with smaller d2j becomes
large (Hastie et al., 2005). From equation (2.17), at λ = 0, the weight function, wj = 1
and hence ŷR = ŷls . For increasing values of λ, the weight, wj applied to uTj y decrease at
different values of d2j . Figure 2.2(a) and 2.2(b) show the plot of the weight function against
the eigenvalues, d2j and the tuning parameter, λ respectively. The weight is monotone
decreasing in λ as seen in figure 2.2(b).
The hat matrix in ridge regression is also very useful in determining the effective degrees
of freedom and of the form
HR = X(XT X + λI)−1 XT .

(2.20)

The hat matrix maps y into ŷ (Hoaglin and Welsch, 1978) and applying SVD of the X as
seen in (2.11) to the hat matrix yields,
= UD(D2 + λI)−1 DUT .

(2.21)

The trace of the hat matrix, HR gives the sum of the weight functions given by


tr(HR ) = tr UD(D2 + λI)1 DUT
=

p
X
j=1
p

=

X

d2j
d2j + λ

(2.22)

wj

j=1

which is the effective degrees of freedom (EDF) in ridge regression. It can also be shown
that, for λ = 0, tr(H) = p which the degrees of freedom in the ordinary least squares
criterion provided XT X is non singular. Also, Mandel (1982) reported that uj ’s are the
eigenvectors of XXT and vj ’s are the eigenvectors of XT X.
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Figure 2.2: (a) Plot of weight verses eigenvalue and (b) Plot of weight verses λ
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2.3

Determining the Tuning Parameter, λ

One issue associated with ridge regression is to “tune” the value of λ and we seek values of
λ that improve the prediction accuracy and minimize the mean squared error. The amount
of shrinkage is regulated by λ and it is essential to determine the value of λ that produces
“good” estimates of β introducing some bias which compensates for smaller variance of the
estimates. The ridge estimates, β̂ R can be obtained at each value of λ and the λ’s trace
out the path of the ridge solutions.
Hoerl and Kennard (1970) proposed that, in determining the best tuning parameter λ∗
∗

and its unique β̂ R ,
• a ridge trace of β̂ R against λ could be plotted
• select λ∗ at which the coefficients are stabilized (That is the ridge estimates are
slightly affected by small changes in the data).
• regression coefficients with incorrect signs at λ = 0 will have proper signs at the best
λ∗ selected.
An example of a ridge trace plot is seen in figure 2.3 and it “traces” out the ridge solutions
where for each value of λ, β̂ R (λ) is estimated. As λ increases, β̂ R shrinks towards 0.
In recent times, the common practice is to use a model criteria in determining λ∗ . These
model criteria estimate λ from the data by fitting ridge regression for a number of different
λ values and then select the best λ∗ using the model criterion. Model criteria often used
are generalized cross validation (GCV; Wahba et al., 1979), Akaike information criterion
(AIC; Akaike, 1973) and Bayesian information criterion (BIC; Schwarz, 1978). These model
criteria have various uses including the selection of λ, determining the best model, etc.
The generalized cross-validation (GCV) criterion (Wahba et al., 1979) is familiar criterion for choosing the value of λ and was obtained from the prediction sum of squares
(PRESS; Allen, 1974). The GCV in ridge regression is given as
GCV =

1
||y − ŷR ||2
n {1 − tr(HR )/n}2
14

(2.23)

Figure 2.3: Ridge Trace plot of Prostate Cancer Data
where the trace of HR is the effective degrees of freedom as in (2.22). The GCV is most
often used in determining λ∗ .
Akaike, (1973) introduced the Akaike Information Criterion as a model selection method
which select models with reduced residual sum of squares. AIC is a biased estimator and
selects the model that minimizes
AIC = n ln SSE + 2 EDF

(2.24)

where EDF is the effective degrees of freedom as in (2.22).
The Bayesian information criterion (Schwarz, 1978) favors simpler models and applies
a larger penalty on models with a lot of predictors compared to AIC. The BIC is of the
form
BIC = n ln SSE + log n EDF

(2.25)

and given a family of models, the probability that BIC will choose the true model approaches 1 as n −→ ∞ (Hastie et al, 2009). But this is not the case for AIC. Many
researches criticize the AIC because minimizing the criterion does not produce asymptotically consistent estimates of the correct model (Schwarz, 1978, Woodroofe, 1982 and many
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others) compared to BIC which is an asymptotically consistent selection criterion. However, the AIC is asymptotically efficient (Shibata, 1980) and asymptotically selects models
which minimizes the mean squared error of prediction. Yang (2005) added that a model
selection criterion cannot be consistent and efficient at the same time. Both AIC and BIC
are penalized-likelihood criteria and just like AIC, the model with the smallest BIC is preferred. Regardless of whether we use the GCV, AIC or BIC, we need to estimate the EDF.
Since ridge regression fails to perform variable selection, the BIC may not be appropriate
in determining the best λ∗ .
Several other methods of determining the tuning parameter have been proposed to
estimate λ∗ other than using the ridge trace or a model selection criterion. These methods
include McDonald and Galarneau (1975), Hoerl et al. (1975), Hocking et al. (1976), Lawless
and Wang (1976) and many others. Usually, methods that quickly estimate the tuning
parameter are preferred instead of estimating β R for different values λ before selecting the
best λ∗ . In these methods, the linear regression model (2.1) was expressed in canonical form
which aided in the determination of λ∗ . Given V, an orthogonal matrix such that VT ΨV =
XT X where Ψ = diag(d21 , d22 , . . . , d2p ) contains the eigenvalues of XT X, the canonical form
of equation (2.1) is
y = X∗ α + ,

(2.26)

where X∗ = XV and α = VT β. With this re-parameterization, the OLS estimator of α is
given as
α̂ = Ψ−1 (X∗ )T y,

(2.27)

where Ψ−1 = (X∗T X∗ )−1 and the ridge estimator of α as proposed by Hoerl and Kennard
(1970) is written as
α̂R (λ) = (X∗T X∗ + Λ)−1 (X∗ )T y,

(2.28)

where Λ = diag(λ1 , λ2 , . . . , λp ) with λj > 0. But in ordinary ridge estimator, all the λj ’s
are equal to λ, that is λ1 = λ2 = . . . = λp = λ where λ ≥ 0 (Vinod, 1978). According to
Hoerl and Kennard (1970), the ridge estimator given in equation (2.28) is the general form
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of ridge regression and the value of λ which minimizes the mean squared error of α̂R (λ) is
selected as the best λ∗ . The mean squared error of α̂R (λ) is
M SE(α̂R (λ)) = σ

2

p
X
j=1

p

X
d2j
α2j
2
+λ
.
(d2j + λ)2
(d2j + λ)2
j=1

(2.29)

The first term of equation (2.29) is the total variance of the ridge estimates, β̂ R and the
second term is the square of the bias.
With regards to ridge regression, much attention is paid to determining the best λ∗
and particularly, new methods that perform faster with minimum MSE compared to other
methods. Hoerl and Kennard (1970) added that to achieve the good ridge estimates, it is
important to use λj = λ for all j and the best λ∗ is given as
λHK

σ̂ 2
=
.
max(α̂2j )

(2.30)

Hoerl, Kennard and Baldwin (1975) also suggest a new way of choosing the tuning parameter λ which is written as
pσ̂ 2
.
0
α̂ α̂

(2.31)

(Hocking et al. (1976))

(2.32)

(Lawless and Wang (1976))

(2.33)

λHKB =
Other methods include
Pp

λHSL = σ̂

2

2
2
j=1 (dj α̂)
P
( pj=1 d2j α̂2 )2

pσ̂ 2
2 2
j=1 dj α̂j

λLW = Pp

There are several other methods used in determining λ and are usually modified from
equation (2.30).
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Chapter 3
Pre-Tuned Ridge Regression
Regularization methods have attracted intensive research and overcomes the flaws of ordinary least squares regression in terms of prediction accuracy. According to LeBlanc and
Tibshirani (1996), higher prediction accuracy is often achieved in regularized estimates
compared to the OLS estimates. Ordinary least squares estimator, though unbiased, yields
high standard errors when solving ill-posed problems and as such regularization methods
help to reduce these errors (Honerkamp and Weese, 1989). However, these regularization
methods require tuning the regulazation parameters. Wahba (1977) added that the approximate solution to the data will not agree when the regularization parameter is very
large or too small thus the need to estimate the regularization parameter correctly.
In this chapter, we propose a method of conducting ridge regression. In formulating
our method, we wish to borrow some strengths from the generalized cross validation which
we will use in our derivation.

3.1

Proposed Ridge Parameter

Consider data that consist of {(xi , yi ) : i = 1, . . . , n}. Without loss of generality, we assume
that data have been standardized. Let X be the design matrix having xi as its ith row
and y = (yi ) be the response vector. The conventional way of fitting ridge regression is to
obtain the ridge estimator β̂ R (λ) of β,
−1 T
β̂ R (λ) = XT X + λI
X y
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(3.1)

and hence the predictor vector ŷR = Xβ̂ R (λ) for every 0 < λ < ∞. With tuning parameter
λ, the SVD of the predictor vector is
ŷR =

p
X
j=1

which is written as
ŷR =

d2j
(uTj y) · uj
2
dj + λ
p
X

uj wj uTj y.

(3.2)

(3.3)

j=1

The generalized cross validation(GCV) as introduced earlier is given as

GCV(λ) =

1
k SSER k2
,
n {1 − tr(HR )/n}2

(3.4)

where
SSER = k y − Xβ̂ R (λ) k2

(3.5)

denotes the sum of squared errors in ridge regression and
−1 T
HR = X XT X + λI
X

(3.6)

is the hat matrix. The tuning parameter, λ that optimizes the model selection criterion,
generalized cross validation (GCV) is selected as the best tuning parameter, λ? . i.e
λ? = arg min GCV(λ).
λ

(3.7)

In ridge regression, the usual norm is to estimate β̂ R (λ) for each λ and then select λ?
according to a model section criteria. But instead of fitting ridge regression for a number
of different λ values before selecting the best λ? via minimum GCV or other selection
criterion, the ridge estimator is bought back into a selection criterion. Here, λ is treated
as the decision variable in an optimization problem that has the selection criterion as the
objective function. For our method, it was easier to consider ln(GCV), which is essentially
equivalent to AIC. It is easy to show that
ln(GCV) ∝
19

AIC
n

(3.8)

up to some constant as n → ∞. Therefore equation 3.8 holds asymptotically only with
fixed p and n → ∞.
The main idea is to estimate the best tuning parameter, λ? in ridge regression directly
and computing its respective fitted values accordingly. Also, the SVD components of X
helped to simplify the expression of our objective function used in estimating the best λ? .
Therefore, plugging in β R and the SVD components of X into the GCV objective function,
we obtain
k y k2 −

GCV(λ) ∝

1 − (1 − wj )2

2
P
n − pj=1 wj

Pp





j=1

uTj y

2
.

(3.9)

The derivation using (3.8) gives our proposed method which is an AIC-based objective
function given as
p
X

AIC(λ) = n ln k y k −
1 − (1 − wj )2

"

2

#
2
uTj y

j=1

+ 2·

p
X

wj

(3.10)

j=1

up to some irrelevant constant and the best choice of λ? can be found beforehand by solving
λ? =

min AIC(λ).
λ

(3.11)

which is a one-dimensional smooth optimization problem. Here, λ is treated as a parameter,
estimated by minimizing AIC. This improves the fitting performance since the λ? is obtained beforehand and its unique β̂ R (λ) are obtained accordingly. The AIC-based selection
criterion is non convex but under certain conditions, it may have an optimal value.
Convexity or concavity is a sufficient condition for optimum but not sufficient. Though
there is no explicit for (3.10), a plot of the analytic differentiation of (3.10) is seen in figure
3.1 which is an increasing function of λ. From the plot, there exists a unique value for
λ? and its respective β̂ R (λ) can be computed accordingly. This approach improves the
efficiency of conducting ridge regression, obtaining the β̂ R (λ) faster. Figure 3.2 is the plot
of the second differentiation of our AIC-based objective function which is greater than 0.
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Figure 3.1: Plot of first differentiation of the AIC function

Figure 3.2: Plot of second differentiation of the AIC function

3.2

Optimization Algorithm

In traditional regularization, the reason for λ being called a tuning parameter is because it
cannot be estimated in the original ridge formulation. The penalized least squares criterion
k y − Xβ k2 +λ k β k2 , when treated as an objective function of (β, λ), reaches its
minimum when λ = 0 and β = β̂. The selection of λ helps in shrinkage of regression
coefficients and produce stable estimates of the regression coefficients. As the penalty
is imposed on the estimates, it prevents the regression coefficients from becoming large.
Though ridge regression tends to lower the variance of the ridge estimates, it fails to give
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a parsimonious model since all the predictors are retained in the model.
In our derivation, the best lambda, λ? is found by solving (3.11) which is a onedimensional optimization problem. Here, we seek a value of λ for which our AIC-based
objective function is minimum. Though there is no explicit solution for the first derivative
of (3.10), it is differentiable and as such it is possible to find a value that minimizes (3.11).
For the optimization algorithm, the optimize function in R was used since it is devoted to
one-dimensional optimization problem. In the algorithm, an interval of values is set for λ
and the optimize function searches the interval from lower to upper for the value of λ that
minimizes our AIC-based objective function (Brent, 1973). According to the R help file
on optimize function, the function is designed for use with continuous functions and the
method employed in the optimization algorithm is a combination of golden section search
as well as the successive parabolic interpolation.
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Chapter 4
Results
In this chapter, the results from our simulation studies will be presented. This simulation
study will help to evaluate the proposed method and compare it to other well known
methods in ridge regression. In the simulation, different scenarios are used in assessing
the performance of various methods used in conducting ridge regression. The prediction
accuracy obtained will help investigate the performance of each method.

4.1

Simulation Setting

Data with continuous quantities and one-dimensional response variable are simulated. Here,
parameters such as regression coefficients, sample size, etc are known. Different models are
fit to the data and the prediction accuracy is evaluated. We will consider GCV, Hoerl
et al. (1975)’s method, OLS and the pre-tuned ridge regression in finding the model
with better prediction. The simulated data is assumed to have a Gaussian distribution
with error terms that are normally distributed with zero mean and variance, σ 2 I. The
correlation among the predictor variables are set to have either a relatively low correlation
or relatively high correlation. This will help determine the effect of multicollinearity in
estimating the coefficients and determining the prediction error. The regression coefficients
are estimated using our AIC-based method which is the pre-tuned ridge regression, OLS,
GCV and Hoerl et al. (1975)’s method.
The Mass package in R was used to fit the ordinary least and ridge estimates. To
conveniently compare our method to other methods used in lm.ridge function in R, we
employed similar settings. The covariates xj , j = 1, 2, . . . were generated from a normal
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0

distribution and the correlation between xj and xj 0 was ρ|j−j | . The actual values of the
regression coefficients, β were chosen for different scenarios corresponding to either a strong
signal or a weak signal. The measure of the performance of each method was then calculated and recorded over 500 simulation runs. The prediction accuracy was found using
Pp
1
2
j=1 (yj − ŷj ) and models with smaller values were preferred.
n
For our simulation settings, 500 simulation runs were considered. The sample size, n
alternated between 500, 750 and 1000 with either 350 or 450 number of covariates. The
correlation, ρ among the covariates was set to either 0.3, 0.6 or 0.9. Thus, the average
prediction accuracy was calculated across the number of simulation replications for each
case using the various methods of conducting ridge regression as well as OLS. All simulations
were performed in R statistical software package

4.2

Simulation Results

This section presents the simulation results of our proposed method compared to other
existing methods. In our simulation, four settings were considered and this is shown in
Table 4.1.
Table 4.1: Simulation Settings
Setting

p

Signal

β

Setting I

350

Strong Signal

0.8

Setting II

450

Strong Signal

0.8

Setting III

350

Weak Signal

0.3

Setting IV

450

Weak Signal

0.3
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Average simulated prediction error
Table 4.2: Setting I
nrun=500, strong signal
p

n

Method

ρ=0.3

ρ=0.6

ρ=0.9

350

500

OLS

3.3684

3.3853

3.3838

Hoerl

3.2325

3.1105

2.5758

GCV

3.1879∗

2.7392∗

1.5561∗

PTRR

3.1879∗

2.7392∗

1.5561∗

OLS

1.8724

1.9120

1.8661

Hoerl

1.8603

1.8871

1.7657

GCV

1.8551∗

1.8232∗

1.3325∗

PTRR

1.8551∗

1.8232∗

1.3325∗

OLS

1.4849

1.5462

1.5720

Hoerl

1.4811

1.5382

1.5382

GCV

1.4794∗

1.5145∗

1.3054∗

PTRR

1.4794∗

1.5145∗

1.3054∗

750

1000

∗

better prediction accuracy

Table 4.2 shows the averaged prediction error for the ordinary least squares (OLS),
Hoerl et al. (1975)’s method (Hoerl), generalized cross validation (GCV) and pre-tuned
ridge regression (PTRR) over 500 simulation runs. From the table, the GCV as well as
PTRR give better prediction accuracy across all levels. Smaller prediction error is recorded
for GCV and PTRR as the correlation among covariates increase. But prediction error for
OLS does not change much as correlation among covariates increase.
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Average simulated prediction error
Table 4.3: Setting II
nrun=500, strong signal
p

n

Method

ρ=0.3

ρ=0.6

ρ=0.9

450

500

OLS

10.5573

10.4973

10.4657

Hoerl

7.5388

6.1235

3.7996

GCV

7.1542∗

4.5461∗

1.7521∗

PTRR

7.1542∗

4.5461∗

1.7521∗

OLS

2.4877

2.5307

2.5300

Hoerl

2.4537

2.4606

2.2547

GCV

2.4416∗

2.3238∗

1.4937∗

PTRR

2.4416∗

2.3238∗

1.4937∗

OLS

1.7794

1.8421

1.8255

Hoerl

1.7722

1.8256

1.7551

GCV

1.7695∗

1.7814∗

1.3609∗

PTRR

1.7695∗

1.7814∗

1.3609∗

750

1000

∗

better prediction accuracy

According to Table 5.2, the GCV and PTRR are producing relative smaller prediction
error over 500 simulation run. The OLS gives poor prediction accuracy especially for
n = 500 with p = 450 at different levels of correlation among predictors.
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Average simulated prediction error
Table 4.4: Setting III
nrun=500, weak signal
p

n

Method

ρ=0.3

ρ=0.6

ρ=0.9

350

500

OLS

3.3711

3.3909

3.3897

Hoerl

2.7537

2.4430

1.8824

GCV

2.6582∗

2.0847∗

1.3257∗

PTRR

2.6582∗

2.0847∗

1.3257∗

OLS

1.8974

1.9158

1.8736

Hoerl

1.8254

1.7803

1.5229

GCV

1.8053∗

1.6495∗

1.1977∗

PTRR

1.8053∗

1.6495∗

1.1977∗

OLS

1.5312

1.5548

1.5769

Hoerl

1.5038

1.5045

1.4250

GCV

1.4921∗

1.4267∗

1.2069∗

PTRR

1.4921∗

1.4267∗

1.2069∗

750

1000

∗

better prediction accuracy

Table 5.3 also gives the average simulated prediction error with weak signal. The prediction accuracy of GCV and PTRR tend to increase even when the correlation among
predictors is relatively high. Hoerl performs relatively better than OLS in terms of prediction across all levels.
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Average simulated prediction error
Table 4.5: Setting IV
nrun=500, weak signal
p

n

Method

ρ=0.3

ρ=0.6

ρ=0.9

450

500

OLS

10.4302

10.4922

10.5527

Hoerl

4.5162

3.4974

2.6742

GCV

4.2192∗

2.6895∗

1.4833∗

PTRR

4.2192∗

2.6895∗

1.4833∗

OLS

2.5566

2.490

2.5366

Hoerl

2.3583

2.1331

1.7799

GCV

2.3109∗

1.8729∗

1.3115∗

PTRR

2.3109∗

1.8729∗

1.3115∗

OLS

1.8135

1.8536

1.8530

Hoerl

1.7633

1.7539

1.5742

GCV

1.7477∗

1.6300∗

1.2473∗

PTRR

1.7477∗

1.6300∗

1.2473∗

750

1000

∗

better prediction accuracy

The failure of the OLS to give better prediction in the presence of multicollinearity is
seen clearly in Table 4.5 especially for n = 500 with p = 450. Again, the GCV and PTRR
performs better at different levels of correlation compared to OLS and Hoerl. Both GCV
and PTRR give the same level of prediction accuracy across all levels.
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4.3

Data Example

For illustrative purposes, the different methods of conducting ridge regression are applied
to real life data. The data set is found in R package hdi. The data set is denoted as
riboflavin. The data set is provided by DSM Nutritional Products, Kaiseraugst, Switzerland and is about riboflavin (vitamin B2 ) production by Bacillus subtilis. Riboflavin is a
water-soluble, yellow, fluorescent which helps prevent riboflavin deficiency and other conditions related to riboflavin deficiency in humans. The homogeneous data set consists of
71 observations which according to Bühlmann et al., (2014) were hybridized repeatedly
during a fed-batch fermentation process. The data set has a one-dimensional real-valued
response variable and measures the logarithm of the riboflavin production rate of Bacillus
subtilis. The predictors also measure the logarithm of the expression level of 4088 genes.
Our interest here is to predict the log-transformed riboflavin production rate from 4088
gene expressions.
The riboflavin data set is an example of high dimensional data where the number of
predictors (p) is much greater than the number of observations (n). The data set is an
already prepared data set in R thus the gene expressions are normalized with no missing
values. In the analyses, we assume that there is constant variance and the errors are
normally distributed. The ordinary least squares estimates the regression coefficients with
the assumption that the predictors are linearly independent and n > p. The riboflavin
data set has p >> n and the gene expressions are linearly correlated to each other. Thus,
the OLS is unlikely to perform well in this scenario. The OLS gives prefect prediction in
the case with 0 prediction error. This makes the OLS ‘useless’ since the observed response
variable as well as the fitted values give the same values.
In order to assess the prediction accuracy of the fitted models using OLS, ridge regression
and pre-tuned ridge regression, the 10−fold cross validation (CV) is employed. Here our
riboflavin data set is randomly partitioned into 10 sub-samples. From the 10 sub-samples, 9
are put together to form a training set and we test our results on the remaining sub-sample.
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Figure 4.1: Trace plot of Riboflavin data set
This is repeated 10 times and squared sum of errors is obtained at each run. The error
is accumulated and the prediction error over the total sample is computed to obtain the
prediction mean squared error. The lm.ridge function is used to obtain results for GCV
and Hoerl with the maximum λ set at 200. Figure 4.1 shows the plot of λ against the ridge
coefficients. This at each λ, there is a corresponding β̂ R which traces out the ridge solution.
Table 4.6 shows the prediction error using the 10−fold CV for the various methods. The
GCV and pre-tuned ridge regression give relatively better prediction compared to Hoerl’s
method. The results show that OLS performs poorly with prediction error of 90.2778 using
the 10−fold CV.
Table 4.6: Prediction error using 10-fold CV

Pred. Error

OLS

Hoerl

GCV

PTRR

90.2778

0.2499

0.2497

0.2497
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Chapter 5
Discussion and Conclusion
In this chapter, the various methods will be analyzed and the advantages of pre-tuned
ridge regression against other methods will be evaluated as well. One essential aspect is
to analyze the simulation time used by each method to achieve its results. Again, possible
extensions on this work will be discussed.
The user time, system time and elapse time were recorded for Hoerl et al. (1975)’s
method, GCV and the pre-tuned ridge regression. These times usually depend on the
operating system. The ‘user time’ is the CPU time charged for the execution of user
instructions of the calling process. The ‘system time’ is the CPU time charged for execution
by the system on behalf of the calling process. The addition of the user time and the system
time gives the actual CPU time the process used. The difference in times since you started
the stopwatch is given by ‘elapsed time’. The lm.ridge function was used for both GCV
and Hoerl.
The time used by each method for the riboflavin data set is seen in table 5.1. Our AICbased method, pre-tuned ridge regression performs faster than GCV and Hoerl. Though the
GCV and PTRR give the same prediction accuracy, the PTRR performs faster compared
to GCV in producing its results. The lm.ridge function used for GCV and Hoerl is very
time consuming.
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Table 5.1: Time used by each method using 10-fold CV

∗

Method

user

system

elapsed

lm.ridge

38.41

1.19

39.65

GCV

38.18

1.41

39.62

PTRR∗

1.25

0.00

1.27

computationally efficient

Table 5.2 shows the simulation time for the simulated data used to obtain our results in
table 4.2 over 500 simulation run. Here, we considered setting I with strong signal (β = 0.8),
p = 350 and ρ = 0.3 for all the methods. From the results, PTRR uses about 15% − 17% of
the user time used by Hoerl to produce the required results. Since the lm.ridge function
is used for both GCV and Hoerl, the use relatively the same time to produce the results.
Thus, PTRR is computationally efficient in conducting ridge regression.
Table 5.3 also shows the simulation time over 500 simulation run for the simulated data
used to obtain our results in table 4.2. We considered setting I with strong signal (β = 0.8),
p = 350 and ρ = 0.9 for all the methods.According to the table, PTRR gives the results
faster than GCV and Hoerl. PTRR utilizes about 14% − 16% of the user time used by
Hoerl and GCV to produces the results.
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Table 5.2: Simulation Time by each method (ρ = 0.3)
nrun=500, strong signal
p

n

Method

user

system

elapsed

350

500

Hoerl

937.20

28.16

967.05

GCV

935.13

25.69

962.71

PTRR∗

138.52

0.00

138.84

Hoerl

1161.72

30.15

1191.93

GCV

1146.17

30.02

1176.41

PTRR∗

193.20

0.01

193.09

Hoerl

1449.01

38.96

1488.25

GCV

1440.78

39.86

1480.59

PTRR∗

234.84

0.06

235.20

750

1000

∗

computationally efficient

33

Table 5.3: Simulation Time by each method (ρ = 0.9)
nrun=500, strong signal
p

n

Method

user

system

elapsed

350

500

Hoerl

897.53

22.22

920.07

GCV

901.22

24.66

925.83

PTRR∗

129.46

0.00

129.62

Hoerl

1157.98

31.96

1189.83

GCV

1151.94

30.48

1182.41

PTRR∗

188.96

0.00

189.00

Hoerl

1427.77

37.53

1465.46

GCV

1416.89

38.26

1455.53

PTRR∗

228.32

0.00

228.43

750

1000

∗

computationally efficient

Figure 5.1 shows the plot of the user time for the strong signal with p = 350 at different
levels of ρ. From the plot, the time used in the execution of the code in PTRR is much
lower compared to Hoerl and GCV for different sample sizes over 500 simulation run.
Figure 5.2 also shows the plot of the user time for the strong signal with p = 450 at
different levels of ρ. The user time used by GCV and Hoerl are higher compared to PTRR
for different sample sizes over 500 simulation run.

5.1

Summary

The key issue in ridge regression is the determination of the best tuning parameter used in
estimating the regression coefficients. Several other packages are available in R in producing
the best ridge regression estimates which give better prediction. An example is the Mass
package which selects the best lambda using Hoerl et al. (1975)’s method, GCV as well
Lawless and Wang (1976)’s method. Another example is the ridge package where the
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Figure 5.1: User time for different methods (p=350)

Figure 5.2: User time for different methods (p=450)
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tuning parameter is chosen automatically using the method proposed by Cule et al. (2012).
Thus the best λ can be obtained depending on the method used.
Our AIC-based method performs relatively better compared to Hoerl et al. (1975)’s
method. Though our proposed method produces the same results as the GCV, our method
is computationally efficient in producing the estimates compared to GCV. Thus our non
convex one-dimensional optimization problem produces estimates faster compared to the
other methods since its estimates λ∗ directly and estimates its unique β̂ R accordingly. Our
method could be linked to BIC if logn is used instead of 2 in our derivation of the AIC-based
selection criterion.
In the simulation results, our AIC-based criterion, PTRR performed well in all the setting. Again the computational efficiency of PTRR is commendable and allows researchers
to obtain results with less resources. Pre-tuned ridge regression performs much better than
the traditional ridge regression which is seen in the results in chapter 4. The AIC-based
criterion also performs well with correlated data and its prediction accuracy increases even
when correlation among the predictors increase. Also in the data example, pre-tuned ridge
regression performs relatively well producing the results in shortest possible time.

5.2

Extension to Generalized Linear Models

When the response variable is categorical, the generalized linear models (GLMs) are frequently utilized. The generalized linear models (GLM) were introduced to extend the
theory of linear models to response variables with distributions other than a normal distribution. Thus the distribution of the response variable may be binomial, Poisson, gamma,
etc. The most popular model used is the logistic regression used to model binary data.
Generalized linear models was introduced by Nelder and Wedderburn, (1972) and added
that the distribution of the response variable should be members of the exponential family
of distributions. GLM usually consists of 3 components: random component, systematic
component and the link function. The GLM coefficients are often estimated by minimizing
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the method of maximum likelihood (MLE) that iteratively uses a weighted version of least
squares.
Just like the OLS, estimation of parameters in GLM faces problems in the case where
p >> n and covariates are highly colinear making the parameter estimates unstable (Le
Cessie and Van Houwelingen, 1992). In order to achieve stable estimates as well estimates
for high dimensional data, an `2 penalty is imposed on the norm of the coefficients. The
`2 regularization shrinks the GLM coefficients resulting in much stable coefficients even
when the predictors are correlated. The `2 penalized GLM coefficients are estimated by
minimizing the penalized log-likelihood function L(β) which is given as

min −2L(β) + λ||β||2
β

(5.1)

where λ is a positive tuning parameter which controls the amount of shrinkage. When
λ = 0, the solution in (5.1) is the MLE and if λ −→ ∞, the GLM coefficients also approach
0. According to Lee and Silvapulle, (1988), the `2 GLM estimator gives better prediction
mean squared error compare to MLE. To find the `2 penalized GLM coefficients, (5.1) is
often solved by applying Newton-Raphson’s steps iteratively.
Instead of minimizing the penalized log-likelihood function iteratively, we wish to apply
the local quadratic approximation (LQA) which is an extension of linear approximation.
The formula for local quadratic approximation for log-likelihood function, L(β) for values
β near β̂ is given as
1
L(β) ≈ L(β̂) + g(β̂)T (β − β̂) + (β − β̂)T H(β − β̂)
2

(5.2)

where
g(β̂) =

dL
dβ

=0

(5.3)

ˆ

β =β

which is the first derivative of the log-likelihood function, L(β) and H is the Hessian matrix
which is written as
H = H(β̂) =

∂ 2L
∂β ∂β T
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.
ˆ

β =β

(5.4)

Since L(β̂) is independent of β and g(β̂) = 0, (5.2) reduces to
1
L(β) ≈ (β − β̂)T H(β − β̂).
2

(5.5)

Instead of the Hessian matrix, H we will replace it with −I which is the observed Fisher
information matrix to obtain
1
L(β) ≈ − (β − β̂)T I(β − β̂).
2

(5.6)

Substituting (5.6) into (5.1) gives the optimization problem of the form
min (β − β̂)T I(β − β̂) + λ||β||2 .
β

(5.7)

Minimizing (5.7) gives an `2 penalized GLM coefficient estimator given as
β̂ LR (λ) = (I + λI)−1 I β̂ L

(5.8)

where I is the observed Fisher information and I is the identity matrix.
Our AIC-based selection criterion is applicable in this case in choosing the best tuning
parameter, λ? . Thus, we estimate λ? by minimizing AIC(λ) given as
AIC(λ) = −2 LR(β̂ L ) + 2 E.D.F.

(5.9)

AIC(λ) = −2 L(I + λI)−1 I β̂ L ) + 2 E.D.F.

(5.10)

which becomes

where E.D.F. is the effective degrees of freedom and is the trace of the Hat matrix of the
`2 regularized GLM. Thus the best λ? is obtained by minimizing the above AIC function.
Instead of an AIC-based objective criterion, 2E.D.F can be replaced with log nE.D.F to
obtain a BIC-based objective criterion.

5.3

Recommendation For Future work

In our simulation setting, we only considered cases where the number of observations,
n is greater than the number of predictors, p. Thus we wish to explore more on using
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different settings to assess the performance of our proposed method. This will include high
dimensional and ultra-high dimensional scenarios.
It will be interesting to apply this method to Tikhonov regularization which is a method
of regularization for ill-posed problems. Here, the idea is to minimize the penalized residual
sum of squares which is given as
arg min ||Ax − b|| + ||Γx||2

(5.11)

where Γ is the Tikhonov matrix which can be expressed as
Γ = λI

(5.12)

where λ is the tuning parameter as in ridge regression and I is identity matrix. Our AICbased selection criterion can be extended here in determining the best tuning parameter.
The weight function, wj expressed in chapter 2 motivated us to find new ways to extend
ridge regression through different weight functions. With this, different models of the weight
function can be obtained and applied to ridge regression.
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[3] Bühlmann, P. , Kalisch M. and Meier L. (2014). High-dimensional statistics with a
view towards applications in biology. Annual Review of Statistics and its Applications.
Vol. 1, pp. 255-278.
[4] Dorugade, A. V. and Kashid, D. N. (2010). Alternative method for choosing ridge
parameter for regression. International Journal of Applied Mathematical Sciences 4
(9), 447-456.
[5] Dorugade, A. V. (2013). New ridge parameters for ridge regression. Journal of the Association of Arab Universities for Basic and Applied Science.
http://dx.doi.org/10.1016/j.jaubas.2013.03.005
[6] Friedman, J. , Hastie, T. and Tibshirani, R. (2010). Regularization Paths for Generalized Linear Models via Coordinate Descent. Journal of Statistical Software 33(1):1-22.
[7] Gestel, T. , Suykens, J. A. K. , Van Doreen, P. and De Moor, B. (2001). Imposing Stability in Subspace Identification by Regularization. IEEE Transactions on Automatic
Control, 46(9):1416-1420.
[8] Golub, G.

H.

and VanLoan, C. F. (1980). An Analysis of the Total

Least Squares Problem. SIAM J. Num. Anal., Vol. 17, pp.883 -893. URL
https://www.cs.cornell.edu/cv/ResearchPDF/Analysis.total.least.squares.prob.pdf
40

[9] Golub, G. , Heath, M. and Wahba, G. (1979). Generalized cross validation as a
method for choosing a good ridge parameter. Technometrics, 21: 215-224.
[10] Hastie, T. , Tibshirani, R. and Friedman, J. (2009). The Elements of Statistical Learning. Data Mining, Inference and Prediction, 2nd Edition. Springer Series in Statistics.
[11] Hoaglin D. C. and Welsch R. E. (1978). The Hat Matrix in Regression and ANOVA.
The American Statistician, Vol. 32, No. 1, pp. 17-22.
[12] Hocking, R. R. , Speed, F. M. and Lynn, M. J. (1976). A Class of Biased Estimators
in Linear Regression. Technometrics, 18, 425-437.
[13] Hoel, A. E. and Kennard, R. W. (1970). Ridge Regression: Biased Estimation for
Nonorthogonal Problems, Technometrics, Vol 12, No. 1, pp. 55-67.
[14] Hoerl, A. E. , Kennard, R. W. and Baldwin, K. F. (1975). Ridge Regression: some
simulations. Communications in Statistics - Theory and Methods 4 105123.
[15] Honerkamp, J. and J. Weese, J. (1989). Determination of the Relaxation Spectrum
by a Regularization Method. Macromolecules, 22, 4372.
[16] Honorio, J.

and Jaakkola T. S. (2013). Inverse Covariance Estimation for High-

Dimensional Data in Linear Time and Space: Spectral Methods for Riccati and Sparse
Models.
[17] Lawless, J. F. and Wang, P. (1976). A simulation study of Ridge and other Regression
Estimators. Communications in Statistics-Theory and Methods 5, 307-323.
[18] LeBlanc, M. and Tibshirani, R. (1996). Combining Estimates in Regression and Classification. Journal of the American Statistical Association Vol 91, No. 436, 16411650.
[19] Le Cessie, S. , and Van Houwelingen, J. C. (1992). Ridge estimators in logistic
regression. Applied statistics, 191-201.

41

[20] Lee, A. H. and Silvapulle, M. J. (1988). Ridge estimation in logistic regression.
Communications in Statistics - Simulation and Computation, Vol. 17, Iss. 4.
[21] Mandel, J. (1982). Use of the singular value decomposition in regression analysis. The
American Statistician. Vol. 36, No. 1, pp. 15-24.
[22] Nelder, J. and Wedderburn, R. W. M. (1972). Generalized linear models. Journal
of the Royal Statistical Society, A 135: 370-384
[23] Kutner, M. H. , Neter, J. , Nachtsheim, C. J. and Li, W. (2004). Applied Linear
Statistical Models, 5th Edition, McGraw-Hill/Irwin
[24] Schwarz G. (1978). Estimating the dimension of a model, The Annals of Statistics, 6:
461-464.
[25] Shibata, R. (1980). Asymptotically Efficient Selection of the Order of the Model for
Estimating Parameters of a Linear Process. Annals of Statistics. Vol. 8 , No. 1, pp 147164. doi:10.1214/aos/1176344897. http://projecteuclid.org/euclid.aos/1176344897.
[26] Tibshirani, R. (1996). Regression shrinkage and selection via the Lasso. Journal of
the Royal Statistical Society, Series B 58, 267288.
[27] Tibshirani, R. (2013). Notes - Modern regression 1: Ridge regression. Data Mining:
36-462/36-662. URL http://www.stat.cmu.edu/ ryantibs/datamining/lectures/16modr1.pdf
[28] Vinod, H. D. (1978). A Ridge Estimator Whose MSE Dominates OLS. International
Economic Review, Vol. 19, No. 3, pp. 727-737.
[29] Wahba, G. (1977). Practical approximate solutions to linear operator equations when
the data are noisy. SIAM J. Numer. Anal.. Vol. 14, No. 4, pp. 651667
[30] Woodroofe, M. (1982). On model selection and the arc sine law. Annals of Statistics.
Vol. 10, No. 4, pp. 1182-1194
42

[31] Yang, Y. (2005). Can the strengths of AIC and BIC be shared? A conflict between
model identification and regression estimation. Biometrika, 92(4): 937-950.
[32] Zou, H. and Hastie, T. (2005). Regularization and variable selection via the elastic
net. Journal of the Royal Statistical Society, Series B 67, 301320.

43

Appendix A
Proof of Proposition
Let wj = d2j /(d2j + λ) for j = 1, . . . , p and matrix W = diag(wj ) ∈ Rp×p . It can be seen
that HR = UWUT . Hence the EDF is
p
X


wj .
EDF(λ) = tr (HR ) = tr UWUT = tr WUT U = tr (W) =

(5.13)

j=1

using UT U = Ip . Next, consider SSER =k (I − HR )y k2 = yT (I − HR )2 y. Note that matrix
HR is not an idempotent or projection matrix, neither is (I − HR ). But
(I − HR )2 = I − 2HR + H2R
= I − U(2W − W2 )UT
The diagonal matrix (2W − W2 ) can be shown to have diagonal element [1 − (1 − wj )2 ] .
Therefore,

SSER = yT y − yT Udiag 1 − (1 − wj )2 UT y
"

2 #
p
X
2
d2j
2
= kyk −
1− 1− 2
uTj y .
dj + λ
j=1

(5.14)

What essentially involves in GCV, AIC, and BIC are the two quantities, EDF and SSER .
Hence their expressions can be written out accordingly. For example, GCV is given by

2
P 
k y k2 − pj=1 1 − (1 − wj )2 uTj y
GCV(λ) ∝
,
(5.15)

2
P
n − pj=1 wj
up to some irrelevant constant. GCV(λ) can be minimized to solve for the best tuning
parameter λ? .
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R CODES
# Load packages
# ----------------------------------library(MASS)

# ============================================
# FUNCTION rdat.GLM() SIMULATES DATA FROM GLM
# ============================================

rdat.GLM <- function(n=50, beta=rep(1, 10), rho=.5,
family=c("guassian", "logit", "loglinear"), sigma=1)

# THE ARGUEMENT sigma= IS ONLY USED FOR GUASSIAN LINEAR REGRESSION MODEL.
{
# GENERATE X
p <- length(beta)
mu.x <- rep(2, p) ####################
S <- matrix(1, p, p)
for (i in 1:p){
for (j in 1:p){
S[i, j] <- rho^(abs(i-j))
}
}

# print(S)
X <- mvrnorm(n = n, mu=mu.x, Sigma=S, tol=1e-6, empirical=F)
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# THRESHOLD IN LOGIT MODELS IN ZOU AND LI (2008)
if (family=="logit") X[, c(2, 4, 6, 8, 10, 12)] <(X[, c(2, 4, 6, 8, 10, 12)] < 0) +0

# GENERATE y

eta <- X%*%beta
if (family=="guassian") {mu <- eta; y <- eta + rnorm(n, sd=sigma)}
else if (family=="logit") {mu <- expit(eta); y <- rbinom(n=n, size=1, prob=mu)}
else if (family=="loglinear") {mu <- exp(eta); y <- rpois(n=n, lambda=mu)}
else stop("Hmmm. How did you get here?")

# OUTPUT
dat <- data.frame(cbind(X, y))
colnames(dat) <- c(paste("x", 1:p, sep=""), "y")
return(list(dat=dat, beta.true=beta, S=S, mu=mu, X=X, y=y))
}

# ==========================================================
# FUNCTION rdat2.lm() GENERATES DATA WITH TRUE LAMBDA0
# ==========================================================

rdat2.lm <- function(n=50, lambda0=1, gamma=rep(1, 10), rho=.5, sigma=1)
{
# GENERATE X
p <- length(gamma)
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mu <- rep(0, p)
S <- matrix(1, p, p)
for (i in 1:p){
for (j in 1:p){
S[i, j] <- rho^(abs(i-j))
}
}
X <- mvrnorm(n = n, mu=mu, Sigma=S, tol=1e-6, empirical=F)
# SVD OF X TO OBTAIN U
fit.svd <- svd(X)
D <- fit.svd$d
U <- fit.svd$u
# GENERATE y
mu.y <- U%*%((D/(D+lambda0))*gamma)
y <- mu.y + rnorm(n, mean = 0, sd = sigma)
# OUTPUT
dat <- data.frame(cbind(X, y))
colnames(dat) <- c(paste("x", 1:p, sep=""), "y")
return(list(dat=dat, lambda0=lambda0, mu.y=mu.y, X=X, y=y))
}

# ===================================================================
# OBJECTIVE FUNCTION TO BE OPTIMIZED IN PRE-TUNED RIDGE REGRESSION
# ====================================================================

Q.obj <- function(lambda, d, ss.y, gamma, n, method=c("AIC", "BIC", "GCV")) {

47

k <- ifelse(method=="BIC", log(n), 2) # penalty for AIC or BIC
a0 <- d^2/(d^2 + lambda)
SSE <- ss.y - sum(gamma^2*(1-(1-a0)^2))
DF <- sum(a0)
if (method=="GCV") Q <- n*SSE/(n-DF)^2
else Q <- n * log(SSE) + k * DF
return(Q)
}

pretuned.ridge <- function(formula, data,
method=c("AIC", "BIC", "GCV"), max.lambda=10000,
details=F)
{
call <- match.call()
# CHECK THE data= ARGUMENT
if (missing(data)) data <- environment(formula)
# OBTAIN THE DESIGN MATRIX X AND RESPONSE y

mf <- match.call(expand.dots = FALSE)
m <- match(c("formula", "data", "subset", "weights",
"na.action"), names(mf), 0L)
mf <- mf[c(1L, m)]
mf$drop.unused.levels <- TRUE
mf[[1L]] <- quote(stats::model.frame)
mf <- eval(mf, parent.frame())
mt <- attr(mf, "terms")
Y <- model.response(mf, "any")
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if (length(dim(Y)) == 1L) {
nm <- rownames(Y); dim(Y) <- NULL
if (!is.null(nm)) names(Y) <- nm
}

# ADOPTED FROM FUNCTION lm.ridge()
X <- if (!is.empty.model(mt)) model.matrix(mt, mf, contrasts)
else matrix(, NROW(Y), 0L)
n <- nrow(X); p <- ncol(X)
if (Inter <- attr(mt, "intercept")) {
Xm <- colMeans(X[, -Inter]); p <- p - 1
# EVEN IF THE FORMULA HAS AN INTERCEPT TERM, INTERACEPT WILL BE REMOVED.
X <- scale(X[, -Inter], center=Xm, scale=F)
} else {
Xm <- colMeans(X)
X <- scale(X, center=Xm, scale=F)
}
Ym <- mean(Y); Y <- Y - Ym

# NOTE THAT Y IS CENTERED ONLY; NOT STANDARDIZED

Xscale <- drop(rep(1/n, n) %*% X^2)^0.5

# SD OF X

X <- scale(X, center=FALSE, scale=Xscale )
Xnames <- colnames(X)
if (details) print(head(X))

################

# SVD OF X
fit.svd <- svd(X)
d <- fit.svd$d; U <- fit.svd$u; V <- fit.svd$v

# FIND OPTIMAL lambda
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# --------------------if (details) print(cbind(dim(U), dim(Y)))
gamma <- t(U)%*%Y
n <- NROW(data)
ss.y <- sum(Y^2)
out <- optimize(f =Q.obj, lower = 0, upper = max.lambda, maximum = F,
tol = .Machine$double.eps^0.25,
d=d, ss.y=ss.y, gamma=gamma, n=n, method=method)
lambda.star <- out$minimum
IC.min <- out$objective

# COMPUTE RIDGE ESTIMATOR DIRECTLY
# -------------------------------------------beta.ridge <- drop(V%*% diag(d/(d^2 + lambda.star))%*%gamma)
names(beta.ridge) <- Xnames
out <- list(lambda.star=lambda.star, IC.min=IC.min, beta.ridge=beta.ridge,
formula=formula, sd.X = Xscale, mean.y = Ym, mean.X = Xm)
class(out) <- "pretuned.ridge"
return(out)
}

# ----------------------------------------# PREDICT WITH PRE-TUNED RIDGE REGRESSION
# -----------------------------------------

predict.pretuned.ridge <- function(object, newdata){
if (missing(newdata)) stop("No default argument for newdata=.")
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Xnew <- model.matrix(object$formula, data =newdata)
if (colnames(Xnew)[1]=="(Intercept)") Xnew <- Xnew[, -1]
if (identical(colnames(Xnew), names(object$beta.ridge))==F)
# CHECK IF THE PREDICTOR VARIABLES ARE THE SAME AS THOSE IN BETA
stop("Newdata might not have all the needed predictors.")
X0 <- scale(Xnew, center = object$mean.X, scale = object$sd.X)
yhat <- drop(X0%*% object$beta.ridge) + object$mean.y
return(yhat)
}

# GENERATING THE DATA
# ======================================

source("Functions-Pretuned-Ridge Final.R")

rdat <- rdat.GLM(n=500, beta=rep(1, 10), rho=.5, "guassian", sigma=1)
dat <- rdat$dat
# head(dat); tail(dat)

# ------------------------------# FIT PRE-TUNED RIDGE REGRESSION
# -------------------------------

fit <- pretuned.ridge(formula=y~x1 + x2 + x3 + x4 + x5 + x6 + x7 + x8 + x9 + x10,
data=dat,
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method="AIC", max.lambda=100,details=T)
fit <- pretuned.ridge(formula=y~., data=dat, method="AIC", max.lambda=100, details=T)
# SAME. WORKS TOO
fit$lambda.star; fit$beta.ridge

# ----------# PREDICTION
# -----------

new.dat <- rdat.GLM(n=500, beta=rep(1, 10), rho=.5, "guassian", sigma=1)$dat
yhat <- predict.pretuned.ridge(object=fit, newdata=new.dat)
cbind(y.obs=new.dat$y, y.pred=yhat)

# --------------# OTHER CRITERIA
# ---------------

pretuned.ridge(formula=y~., data=dat, method="GCV", max.lambda=100, details=F)
pretuned.ridge(formula=y~.-1, data=dat,

method="BIC", max.lambda=100, details=F)

# -----------------------------------------# PUT TOGETHER SIMULATION RUNS - COMPLETE
# ------------------------------------------

# set.seed(123)
nrun <- 10
N <- c(500, 750, 1000)

52

P <- c(350, 450)
RHO <- c(0.3, 0.6, 0.9)
n.test <- 5000
methods <- c("OLS", "RR-HKB", "RR-GCV", "PTRR")
meth <-

c( "RR-HKB", "RR-GCV", "PTRR")

# PMSE <- matrix(0, length(methods)*length(N), length(P)*length(RHO))
PMSE <- NULL
Best.lambda <- NULL
max.lambda <- 100
for (i in 1:length(N)){
n <- N[i]
for (j in 1:length(P)){
p <- P[j]
beta.true <- rep(1, p)

########

for (k in 1:length(RHO)){
rho <- RHO[k]
dat.test <- rdat.GLM(n=n.test, beta= beta.true, rho=rho,
family="guassian", sigma=1)$dat
X.test <- model.matrix(y ~ . -1, data=dat.test); head(X.test)
y.obs <- dat.test$y;
OUT <- matrix(0, nrun, length(methods))
IN <- matrix(0, nrun, length(meth))
for (m in 1:nrun){
print(cbind(n=n, p=p, rho=rho))
# GENERATE DATA
rdat <- rdat.GLM(n=n, beta= beta.true, rho=rho, family="guassian", sigma=1)
dat <- rdat$dat
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# METHOD I: OLS
fit.ols <- lm(y~., data=dat)
y.hat <- predict(object=fit.ols, newdata=dat.test, type="response")
OUT[m, 1] <- sum((y.obs-y.hat)^2)/n.test

# METHOD II: RR WITH lm.ridge - HKB
fit.rr <- lm.ridge(y~., data=dat, lambda=seq(0, max.lambda, 0.01))
lambda.HKB <-

fit.rr$kHKB

fit.HKB <- lm.ridge(y~., data=dat, lambda=lambda.HKB)
y.hat <- scale(X.test, center=fit.HKB$xm, scale=fit.HKB$scales) %*%
fit.HKB$coef + fit.HKB$ym
IN[m,1]<- sum(lambda.HKB)
OUT[m, 2] <- sum((y.obs-y.hat)^2)/n.test

# METHOD III: RR WITH lm.ridge - GCV
fit.rr <- lm.ridge(y~., data=dat, lambda=seq(0, max.lambda, 0.01))
lambda.GCV <- fit.rr$lambda[which.min(fit.rr$GCV)]
y.hat <- scale(X.test, center=fit.rr$xm, scale=fit.rr$scales) %*%
fit.rr$coef[, which.min(fit.rr$GCV)] + fit.rr$ym
IN[m,2] <- sum(lambda.GCV)
OUT[m, 3] <- sum((y.obs-y.hat)^2)/n.test

# METHOD IV: PTRR
fit.PTRR <- pretuned.ridge(formula=y~., data=dat, method="AIC",
max.lambda=max.lambda, details=F)
yhat <- predict.pretuned.ridge(object=fit.PTRR, newdata=dat.test)
IN[m,3] <- sum(fit.PTRR$lambda.star)
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OUT[m, 4] <- sum((y.obs-y.hat)^2)/n.test
}
PMSE <- rbind(PMSE, c(n=n, p=p, rho=rho, apply(OUT, 2, mean)))
Best.lambda <- rbind(Best.lambda, c(n=n, p=p, rho=rho, apply(IN, 2, mean)) )
}
}
}
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