Syntactic transformation based (ST) 
Introduction
Linguistic steganography, also named natural language steganography [1] is an art of hiding secret information under the camouflage of a natural text by taking advantage of the knowledge of natural language processing. The rapid development of Internet and population of transmitting digital text data on the Internet presents more opportunities for text steganography [2] , especially for linguistic steganography [3] .
Linguistic steganography can involve generating random character sequences or using context-free grammars to generate readable texts, and manipulating the lexical, syntactic, or semantic properties while preserving the meaning as much as possible [4] . One of the most sophisticated and extensively concerned linguistic steganographic techniques is the so-called syntactic transformation based(ST) embedding method. Since ST steganography has used syntactically-correct and semantically-equivalent syntactic transformation, such as active-passive voice transformation, and adjunct movement, to hide information into a cover text [5] - [11] , it will not cause any discernible linguistic deviation from the original text. Employing syntactic transformation to design a natural language watermarking scheme was first described in literature [5] by Atallah et al. Some methods made use of language-specific transformations for designing new secure watermarking schemes [7] - [10] . Syntactic manipulations are obviously sophisticated and will encounter many implementation challenges. Topkara et al. [11] attempted to resolve these challenges to build a practical system. And in literature [9] , Wordnet and a dictionary were used to avoid semantic drops while making morphosyntactic alterations.
In order to prevent the malicious misuse of steganographic techniques, steganalysis for detecting the hidden information has recently attracted the attention of many researchers [12] . Contemporary steganalysis is mainly focused on detecting the linguistic steganographic methods or tools except ST steganography. For instance, the literature [12] used the statistical characteristics of correlations between the general service words to distinguish the normal texts from the stego texts generated by the steganography based on mimicking technique. For the detection of synonym substitution-based steganography, the literature [14] successfully constructed a detector based on the characteristics of the evaluated suitability of words for their context. In addition, steganalysis method based on the word and 2-gram frequency difference features [15] was presented for detecting the translation-based steganography.
All the above methods are basically extracted features from the word point of view, such as word frequency, the correlations between words; they are not directly suitable for detecting the information hidden in the syntactic structures of a text. Up to date, there has been little research reported on the steganalysis against the ST steganography. In this paper, a novel steganalysis by exploiting the inherent frequency characteristics of the syntactic structures is proposed in this paper. By modeling the occurrence frequency differences among the semantically equivalent syntactic structures and among their different combinations in a text as multiple features, the proposed method successfully distinguishes stego texts with the hidden information from the normal cover texts using Support Vector Machine(SVM) as classifier. Experiments are conducted on two kind of natural texts and generated corresponding stego texts with several embedding rates. Experimental results show that the proposed steganalysis is very effective in detecting the ST steganography.
The contents of this paper are organized as follows. Section 2 starts with a description of the framework of ST steganography, and briefly describes the common syntactic transformations. Section 3 focuses on the statistical analysis of ST steganography and the features extraction. Section 4 describes the experiments and shows the results. The conclusion is provided in Section 5.
Overview of the ST steganography
Steganography and watermarking are two closely related fields with different requirements and design of schemes. However, steganography and watermarking share many technical approaches, specially many basic imperceptible modification techniques for embedding information. Due to the fact that the syntactic transformation is more suitable for developing watermarking than other embedding operations in a text, the previous work has concentrated on using syntactic transformation to propose robust natural language watermarking methods. Certainly, syntactic transformation can also be used for steganography.
Syntactic transformation
ST steganography is based on the fact that a given sentence may be represented into various syntactic structures without any or any essential change of meaning. The typical example of the syntactic transformation is that an active voice sentence can be altered into a passive voice sentence with the same semantic meaning without considering some pragmatic differences. The permissible syntactic transformations vary from one language to another one. Atallah et al. [5] introduced the three most widely applicable syntactic transformations, which are adjunct movement, clefting, and passivization. Topkara et al. listed more common syntactic transformations in English [1] , [11] . In addition, Meral et al. have collected 20 syntactic transformations from the Turkish language [8] - [9] . There also exist a number of Chinese-specific transformations, and 9 typical Chinese syntactic transformations were exemplified in [10] .
Embedding process and extraction process
The raw sentences of a text are firstly input to a syntactic parser to produce syntactic structure information. The parsed sentences are then fed into information embedding module. If a sentence is checked out that it can be performed syntactic transformations, its syntactic structure would keep unchanged or be transformed to the certain one, whose code is accord with the embedded secret information. For a syntactic transformation intending for bidirectional use, it have to yield binary alternatives. One syntactic structure is mapped to one logical bit value, while the synonymous variety is mapped to the alternate bit value. In the active/passive voice transformation instance, active and passive voice structures can be mapped to logical 0 and 1, or vice versa. If M is the number of alternative structures referred to a syntactic transformation, then the structures could be encoded into integers in range of 0 to M-1, or parts of them would be used to encode 2 log M     bits. In practical steganography or watermarking schemes, the details of encoding syntactic alternatives are differences. Essentially, the semantically equivalent syntactic structures are encoded into different values for embedding information. The general embedding process is illustrated in Figure 1 . First, parse the sentences in a text by a syntactic parser to yield a parsed syntactic tree. Second, verify if the sentence is possible for making syntactic transformations to embed information. Third, for each changeable sentence, select one transformation from the available syntactic transformation list, taking into consideration of certain selection rules. Finally, implement the embedding operation: if the embedding information bit agrees with the condition of the sentence with respect to the selected syntactic transformation, then leave the sentence unchanged; else apply the syntactic transformation.
The extraction process just need to check the encoded value of the sentences by their condition and the encode algorithm used in embedding process, and then retrieve the embedded information. 
The proposed steganalysis method
Our work is to distinguish stego texts from the cover texts. In this paper, stego texts refer to texts generated by ST steganography, while the other normal ones refer to the cover texts. Notwithstanding that syntactic transformation in ST steganography can maintenance the same or similar meaning of the sentences, the statistic characteristics of the syntactic structures distributed in a text would be changed. A syntactic transformation could cause a sentence to change from one syntactic structure to another synonymous one, thus more high-occurrence frequency syntactic structures may become low-occurrence frequency ones. Thus, they can provide clues for detecting ST steganography.
The framework of the proposed steganalysis is constructed as follows. First, use a syntactic parser to represent the dependency relation of sentences in a text, and then check out the syntactic structures of sentences, which can be applied syntactic transformations. Second, calculate the statistical features for syntactic structures that belong to the same syntactic transformation. Third, the features are taken as the input of SVM classifier for classification. This paper focuses on the extraction of the statistical features derived from syntactic structure frequencies for steganalysis.
The representation of syntactic characteristics in texts
Definition 1: A syntactic property is the condition of the syntactic structure involved in a certain syntactic transformation.
Each syntactic transformation corresponds to a kind of syntactic property. The syntactic property value depends on the occurrence frequency of corresponding structure in a huge corpus. Denote the n syntactic structures referred to a syntactic transformation as 0 1 1 , ,..., n a a a  . These structures always vary in frequencies. The most common case is that the active structure is heard more often than the passive one [16] . After arranging the structures 0 For example, the active-passive voice transformation includes two structures which are the active structure and the passive structure. The active structure is always more frequently used than the passive one. If a sentence is active structure, then the value of its syntactic property corresponding to the active-passive voice transformation is 0; if it is passive voice, then the syntactic property value is 1.
Most syntactic transformations, especially for the frequently used ones, involve only just two semantically equivalent syntactic structures. In the next analysis and discussion, the syntactic property having two possible values is taken for illustration, and the statistical characteristics of an individual syntactic property in texts are analyzed.
Supposing the sentences in a cover text have parsed by a syntactic parser, then the syntactic property values of the sentences which can be applied a certain syntactic transformation will be evaluated and denoted as a sequence 1 T , where 0 , 2 1
Where ( , ) U is determined by the distribution of U and the probability  .
Let ( )
Q  be the steganography transition matrix with elements
Let ( ) i C u be the occurrence times of i u in a cover text, similarly, ' ( ) i C u be the counterpart in a stego text, then
Then, it can deduce the following equation: 
Analysis of syntactic characteristics and features selection
For the syntactic property having two possible values, if a sentence is embedded information, then the probability of changing its syntactic property during syntactic transformation is 0.5, while the unchanged probability is 0.5, too. The probability of a sentence with hidden information depends on the embedding rate r , which is defined to the ratio of total number of actually used sentences to total number of sentences applied for embedding information in a text. Thus, in case of the syntactic property has two values, 0.5r
On the other hand, syntactic structures are a natural choice in linguistic theory, their frequency distributions are uneven. One structure is always more dominant used than the other equivalent ones. Thus, ( ) , ,..., k u u u  are arranged in descending order by their frequencies in the corpus.
in the corresponding stego text with 1 r  . Thereby, the difference between the occurrence times of different syntactic property value sequences can be used to classify the stego texts and cover texts.
In order to normalize the above difference, a term the relative occurrence frequency of different property value sequences in a cover text is defined and measured by Eq. 6 in this paper,
Similarly, denote ' ( , )
i j f u u as the counterpart in a stego text.
Since relative large texts are required for the large k to obtain general distribution of U , the large k is not a good choice for detecting the shorter stego texts. Thus, we exemplify to deduce and select statistical features in the case 1, 2 k  .
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In a conclusion, after embedding information by syntactic transformations, the values of certain ( , ) i j f u u are reduced. In the utmost, ( , )
i j f u u will approach to 0. The selected three relative frequencies (0,1) f , (00,11) f , (00, 01) f are sensitive to the syntactic transformation embedding, which can be employed as distinguishing features for classifying the stego texts and cover texts. The larger the distance between ( , ) i j f u u in the cover text and stego text is, the higher the discrimination ability is. The distance is affected by the embedding rate and the frequency distribution of syntactic structures and their combination in normal texts.
Statistic results of features in cover and stego texts
The active-passive transformation is the most available transformation in English. The stego texts are embedded information by the active-passive transformation for demonstration. It is well known that certain genres or writing styles favor certain syntactic structures. Different corpora and genres of language use yield different probabilities for the same syntactic structures. Much more researches do seem to show that the passive voice is used extensively in science and technology [17] . Thereby, one set of cover texts composes of the normal stories in English; the other one composes of scientific paper. And the corresponding stego texts are generated by performing active-passive transformation on the two set of cover texts.
The relative frequencies (0,1) f , (00, 01) f and (00,11) f before and after embedding information in cover story texts and science texts are calculated and illustrated in Figure 2-4. Figure 2a, 3a, 4a are the results of (0,1) f , (00, 01) f and (00,11) f in randomly selected cover story texts and stego story texts, and Figure 2b , 3b, 4b are those in cover and stego science texts. f , (00, 01) f and (00,11) f in the cover texts are greater than those in the corresponding stego texts. At the same time, the average values of (0,1) f , (00, 01) f and (00,11) f in cover story texts are greater than those in cover science texts. In spite of the narrower distance between the value of (0,1) f in cover and stego science texts, the cover and stego science texts can be classified by using the feature (0,1) f all the same. And it is similar to the features To validate the performance of our proposed method, we produced the stego texts with various embedding rates 25%, 50%, 75% and 100% and encrypted the random selected secret information by RC4 encryption algorithm before embedding. And just the most common active-passive voice transformation was chosen to generate stego texts for experiments. Parts of original story and science texts and their corresponding stego texts were randomly selected for training, and the rest texts were used for testing. The Receiver Operation Characteristic(ROC) curve is used to represent the detection results of our proposed method. The ROC curves for detecting two kind of stego texts(story and science texts) are shown in Figure 6a and b, where the four different curves from the top to the bottom stands for the embedding rates 100%, 75%, 50% and 25%, respectively. Moreover, for the embedding rate 100%, the detection accuracy can achieve nearly 100%. Compared the results in Figure 6a and b, the proposed method is more effective for detecting stego story texts than stego science texts. Because the differences between the frequencies of active voice sentence and passive one in normal story texts are larger than those in normal science texts. Thus, the statistical distance between a cover and stego story text is larger than that between a cover and stego science text. Our method can accurately distinguish the stego story texts from cover ones even the embedding rate is low to 25%. The detection accuracy of detecting stego science texts with low embedding rate is relative low rate, but our method can also identified a considerable amount of stego science texts with low embedding rate. In conclusion, experimental results showed our method perform high discriminability for detecting the ST steganography.
Conclusion
Most linguistic steganography or natural language watermarking schemes were proposed to employ the meaning-preserved syntactic transformation to embed secret information. However, syntactic transformations can produce statistical abnormalities in the distribution of syntactic structures, which can be utilized for steganalysis to detect the hidden information. Therefore, this paper presents a steganalyis method of detecting ST steganography using some statistical features. The used features are derived from the relative frequencies of equivalent syntactic structures and their combinations in cover and stego texts. The experimental results show that the proposed method is very promising for detecting ST steganography, and the detection accuracy is affected by the genres of the texts and embedding rates.
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