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ABSTRAK 
Disa Ainun Safitri. 2018.Pengenalan Pola Aksara Lontara dengan Metode Opticial 
Character Recognition. Skripsi. Jurusan Matematika. Fakultas Matematika dan Ilmu 
Pengetahuan Alam. Universitas Negeri Makassar (dibimbing oleh Rahmat Syam dan 
Wahida Sanusi). 
Penelitian ini bertujuan untuk mengenali sebuah karakter aksara Lontara dari hasil 
tulisan tangan seseorang, dengan menggunakan perhitungan jarak geometris sebagai 
perngukur kemiripan antara pola uji dan pola latih. Aksara Lontara adalah aksara 
yang berasal dari suku Bugis dan Makassar, terdiri dari 23 karakter.Pengenalan pola 
merupakan serangkaian proses yang dilakukan secara serial, mulai dari proses 
deteksi/segmentasi, proses ekstraksi dan proses pengukuran kemiripan atau proses 
pengenalan (Muntasa, 2015). Penelitian ini menggunakan metode OCR dengan 
algoritma Manhattan dengan 3 model latih penulisan aksara dan 1 model uji tulisan 
tangan untuk setiap jenis karakter aksara, maka jumlah data latih sebanyak 69 data 
citra karakter aksara dan 23 data citra karakter aksara Tingkat Akurasi untuk 
pengenalan pola dengan menggunakan data latih sebanyak 100% dan untuk 
pengenalan pola dengan data baru sebanyak 60,87%. 
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ABSTRACT 
Disa Ainun Safitri. 2017.Pattern Recognition of Lontara Characters by using 
Optical Character Recognition Method. Essay. Department of Mathematics, Faculty 
of Mathematics and Sciences, State University of Makassar (supervised by Rahmat 
Syam and Wahida Sanusi). 
This study aims to recognition a Lontara characters from one’s handwriting by using 
a calculation of geometric distance as similarity gauge between test and training 
patterns. Lontara is a script derived from Bugis and Makassar tribe that consists of 23 
characters. Pattern recognition is a sequence of processes serially done, that starts 
from deterction/segmentation process, extraction process and similarity measurement 
process or identification process (Muntasa, 2015). This study used OCR method with 
Manhattan algorithm. Three models of training data that consist of each character of 
Lontara were used to identify character type. Afterwards, ten test with 10 test 
character for each test were performed. The calculation results of 10 consecutive 
success accuracy from the first test to the tenth test are 70%, 60%, 80%, 70%, 90%, 
80%, 80%, 80%, 90%, 100%. 
 
 
Keyword: Matrix, Lontara Characters, Geometric Distance, OCR 
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BAB I 
PENDAHULUAN 
A. Latar Belakang 
Pengenalan pola merupakan serangkaian proses yang dilakukan secara serial, 
mulai dari proses deteksi/segmentasi, proses ekstraksi dan proses pengukuran 
kemiripan atau proses pengenalan (Muntasa, 2015). Seiring dengan perkembangan 
teknologi, fungsi indra pada manusia terutama penglihatan dan pendengaran dapat 
ditiru oleh sebuah sistem buatan. Peranan penting dalam pembuatan sistem tersebut 
ialah pengenalan pola, diantaranya penelitian yang dapat terapkan seperti pengenalan 
sidik jari, pengenalan wajah, pengenalan  iris mata, pengenalan  telapak tangan dan 
pengenalan lainnya yang dapat dijadikan identitas dengan  menggunakan komputer 
sebagai alat bantu. Seperti halnya dalam konteks ini berfokus terhadap pengenalan 
tulisan tangan aksara Lontara.Dengan adanya penelitian ini diharapkan generasi 
selanjutnya mampu membawa bahasa khas daerah mereka khususnya bahasa 
Bugis/Makassar yang mempunyai aksara sendiri yaitu Lontara ke dunia digital. Selain 
itu dengan dibuatnya sistem ini, akan dibuatkannya alat penerjemah agar peninggalan 
berupa karya tulis aksara Lontara yang masih berupa tulisan tangan para leluhur 
Bugis/Makassar dapat dibaca semua orang. 
Variasi pada pola aksara lontara terdiri dari dua puluh tiga karakter.Karakter 
aksara lontara bersifat kompleks disebabkan karena masing-masing dari pola karakter 
memiliki banyak kemiripan.Belum lagi jika karakter tersebut berupa tulisan 
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tangan.Opticial Character Recognition (OCR) adalah sistem komputer pengenalan  
karakter yang dapat membaca huruf, baik yang berasal dari sebuah pencetak (printer 
atau  mesin ketik) maupun yang berasal dari tulisan tangan (Cheriet, 2006). Dari 
peneliti sebelumnya proses pengenalan OCR menggunakan dua metode yaitu 
mencocokkan matriks (matric matching)  atau ekstraksi feature (feature extraction). 
Terbentuknya sistem pengenalan karakter ini diharapkan mampu mempermudah 
digitalisasi informasi dan pengetahuan, misalnya dalam pembuatan koleksi pustaka 
digital, koleksi sastra kuno digital, dan lain-lain. Dengan demikian metode yang akan 
digunakan pada penelitian ini yaituOpticial Character Recognition (OCR) dengan 
metode pengukuran kemiripan berbasis jarak geometris Manhattan.  
Penelitian dengan menggunakan OCR banyak dilakukan, salah satunya Suryo 
Hartanto, dkk (2015) dengan optical character recognition menggunakan 
algoritmatemplate matching correlation.Denga menggunakan metode 
templatematching correlation pada penelitian proses pengenalan, citra masukan 
dibuat dengan format  bmp atau jpg lalu diolah pada tahapan praproses, yang meliputi 
binerisasi, segmentasi, dan normalisasigambar. Rata-rata tingkat keberhasilan 
pengenalan yang dihasilkan oleh sistem ini adalah 92,90%.Hasil akhir menunjukkan 
bahwa penggunaan metode template matchingcorrelation cukup untukmembangun 
sebuah sistem OCR dengan akurasi yang baik efektif. 
Oki Fredian (2013) judul penelitian yaitu aplikasi pengenalan plat nomor 
kendaraan dengan metode optical character recognition (OCR). Penelitian dilakukan 
terhadap beberapa sampel citra plat nomor yang berjumlah 10 buah dengan masing-
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masing dari kota yang berbeda di wilayah Surakarta. Semua sampel tersebut melalui 
tahap proses akusisi hingga proses identifikasi dengan hasil rata-rata tingkat 
keberhasilan 96,25%. Berdasarkan 10 sampel hanya 8 sampel citra yang berhasil 
dengan tingkat keberhasilan 100% dan 2 sampel citra terdapat sedikit kesalahan 
dengan tingkat keberhasilan 75% dan 87,5%. Sampel citra plat nomor yang berjumlah 
8 buah tersebut berhasil dikarenakan karakter pola citra plat nomor dengan citra 
template matching ketika melalui proses OCR perhitungan nilai binernya hampir 
sama. Sedangkan 2 buah citra plat nomor yang terdapat kesalahan karena 
ketidaksamaan nilai biner karakter pola citra plat nomor dengan citra template 
matching sehingga, diambil pola citra lain yang nilai binernya terdekat. 
 Selain penelitian, OCR telah banyak diimplementasikan diantara dalam 
perbankan, PDAM, dan PLN. Akurasi metode dalam pengenalan pola OCR 
tergantung pada jumlah data pelatihan yang disiapkan. Berdasarkan hal tersebut 
sehingga diangkat topik “Pengenalan Pola Aksara Lontara Dengan metode Opticial 
Character Recognition” 
B. Rumusan Masalah 
Berdasarkan latar belakang yang telah diuraikan sebelumnya, maka rumusan 
penelitian ini adalah : 
1. Bagaimana melakukan pengenalan pola karakter aksara lontara dengan 
OCR Menggunakan Metode Manhatta dengan Mengukur Jarak Geometris. 
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2. Seberapa besar tingkat akurasi pengenalan aksara lontara dengan OCR 
Menggunakan Metode Manhatta dengan Mengukur Jarak Geometris. 
C. Batasan masalah 
Untuk menjaga fokus dari penelitian ini, maka beberapa batasan yang 
diberikan adalah sebagai berikut: 
1. Huruf tulisan yang diuji adalah aksara lontara. 
2. Citra aksara lontara formal diambil dari font officeword. 
3. Citra berupa aksara lontara tulis tangan dari limaorang. 
4. Ketebalan citra tulisan tangan diambil dari spidol dan pulpen 
5. Tipe file citra adalah bitmap picture 
D. Tujuan Penelitian 
Sebagaimana rumusan masalah yang tersebut di atas, maka tujuan dari 
penelitian ini adalah  
1. Menerapkan  OCRdalam pengenalan pola aksara lontara dengan metode 
Manhattan Pengukuran Jarak Geometris. 
2. Mengetahui tingkat akurasi dalam mengenali pola yang benar. 
E. Manfaat Penelitian 
Adapun manfaat dari penulisan proposal ini adalah sebagai berikut : 
1. Bagi penulis 
Menambah pengetahuan penulis tentang metode OCRuntuk mengenali pola. 
2. Bagi pembaca 
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a. Menambah pengetahuan pembaca tentang peran penting matematika 
terhadap pengenalan pola. 
b. Memperoleh kontribusi pemikiran yang dapat digunakan dalam 
pengembangan illmumatematika dan komputer khususnya mengenai 
OCR 
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BAB II 
KAJIAN TEORI 
A. Matriks 
Matriks adalah jajaran empat persegi panjang dari bilangan-bilangan. Bilangan-
bilangan dalam  jajaran  tersebut disebut entri dari matriks. Entri yang terletak pada 
baris i dan kolom j di dalam matrik A akan dinyatakan sebagai     (Anton, 2004). 
Jika matriks A terdiri dari m baris dan n kolom maka  matrix A disebut ordo mxn 
dapat ditulis sebagai persamaan (2.1). 
  =   
        …    
        …    
⋮
   
⋮
   
⋱
…
⋮
   
  (2.1) 
 
Untuk notasi yang singkat, matriks dapat ditulis sebagai persamaan (2.2) 
                                                        [   ]         [   ] (2.2) 
1. Operasi Matriks 
a. Penjumlahan/Pengurangan 
 Dua buah matriks dapat dijumlahkan/dikurangkan jika berordo sama. Nilai dari 
perhitungan diletakkan pada posisi seletak. Untuk lebih jelasnya dapat dilihat pada 
persamaan (2.3). 
 
  ±   =   
        …    
        …    
⋮
   
⋮
   
⋱
…
⋮
   
 ±  
        …    
        …    
⋮
   
⋮
   
⋱
…
⋮
   
  
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                                     =   
    ±         ±     …     ±    
    ±         ±     …     ±    
⋮
   ±    
⋮
    ±    
⋱
…
⋮
    ±    
                          (2.3) 
B. Citra Digital 
Secara harfiah, image atau citra merupakan gambar pada bidang dwimatra (dua 
dimensi). Sedangkan dilihat dari sudut pandang matematis, citra merupakan fungsi 
kontinu dari intensitas cahaya pada bidang dwimatra. Citra terdiri dari dua jenis jika 
dilihat dari segi sinyal penyusun, yaitu citra kontinu dan citra diskrit. Citra kontinu 
berasal dari sistem optik yang menerima sinyal analog. Nilai intensitas cahaya pada 
citra kontinu memiliki range antara 0 s.d ~. Alat akuisisi citra kontinu antara lain 
mata manusia dan kamera analog. Karena sifatnya yang kontinu jenis citra ini tidak 
dapat disimpan atau diolah dalam komputer. Sedangkan citra diskrit berasal dari citra 
yang terbentuk dari sinyal digital. Nilai intensitas cahaya pada citra distrit bergantung 
pada nilai bit yang menyusunnya. Representasi citra dari fungsi intensitas cahaya 
menjadi nilai-nilai diskrit disebut sebagai digitalisasi. Citra yang dihasilkan inilah 
disebut citra digital.Dalam bidang dua dimensi, citra dibentuk oleh sekumpulan 
picture element (pixel) yang memiliki dua informasi penting yaitu koordinat piksel 
(x,y) dan nilai intensitas piksel f(x,y). Gambar 2.1 adalah ilustrasi citra digital dalam 
representasi menjadi nilai-nilai diskrit (Pamungkas, 2017). 
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Gambar 2.1. Ilustrasi Citra Digital 
Ada tiga jenis citra yang umum digunakan dalam pemrosesan citra, yaitu citra 
berwarna, citra berskala keabuan dan citra biner (Kadir,2013). Citra berwarna atau 
biasa disebut Citra RGB merupakan citra yang tersusun oleh tiga komponen warna 
seperti singkatan sebutannya yaitu R yang berarti merah, G yang berarti hijau, dan B 
yang berarti biru. Pada citra RGB 24-bit, masing-masing komponen warna memiliki 
nilai intensitas piksel dengan kedalaman bit sebesar 8-bit memiliki nilai berkisar 
antara 0 sampai dengan 255. Setiap piksel pada citra RGB memiliki nilai intensitas 
yang merupakan kombinasi dari nilai R, G, dan B. Variasi warna yang dapat disajikan 
dalam piksel pada citra RGB adalah sekitar 256 x 256 x 256 atau 16777216. 
Citra berskala keabuan atau grayscale tersusun dari gradasi warna hitam dan 
putih yang menghasilkan efek warna abu-abu.Sebuah citra skala keabuan mempunyai 
jumlah tingkat keabuan yang spesifik. Untuk citra skala keabuan 8 bit bisa 
merepresentasikan 28 – 1 = 255 intensitas. Dalam hal ini, intensitas berkisar antara 0 
sampai dengan 255. Nilai 0 menyatakan hitam dan nilai 255 menyatakan putih. 
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Citra biner adalah citra yang setiap piksel hanya dinyatakan dengan sebuah nilai 
dari dua kemungkinan (yaitu nilai 0 dan 1). Nilai 0 menyatakan warna hitam dan nilai 
1 menyatakan warna putih. 
1. Matriks Citra Digital 
Citra digital merupakan suatu matriks dimana indeks baris dan kolomnya 
menyatakan suatu piksel pada citra, elemen matriksnya merupakan tingkat keabuan 
atau derajat keabuan citra pada titik tersebut. (Abduh, 2016).  
Berdasarkan Gambar 2.1, citra digital dapat dinyatakan dengan matriks mxn. 
Dikatakan f(x,y) merupakan fungsi intensitas cahaya dari setiap pixel. Dimana (x,y) 
merupakan titik kordinat dari citra . Jika F adalah bentuk matriks dari citra maka 
dapat di tulisankan sebagaimana persamaan (2.4).  
  =  
 (1,1)  (1,2) …  (1,  )
 (2,1)  (2,2) …  (2,  )
⋮
 ( , 1)
⋮
 ( , 2)
⋱
…
⋮
 ( ,  )
  (2.4) 
2. Akusisi Citra 
Suatu citra digital tidak hanya dikatakan kumpulan warna yang membentuk 
suatu pola maupun gambar akan tetapi setiap pixel yang terdapat pada pola dapat 
bersifat diskrit yang dapat membentuk suatu susunan elemen matriks yang dapat 
diolah dalam suatu perhitungan matematis. Nilai diskrit pada citra digital berasal dari 
tingkat kecerahan dan warna yang telah terkuantisasi.Akusisi Citra atau dapat juga 
disebut dengan digitalisasi citra yang merupakan proses representasi citra secara 
numerik dengan nilai- nilai diskrit 
dasarkan berbentuk persegi dimana dimensi ukurannya dinyatakan sebagai tinggi x 
lebar seperti yang terlihat pada Gambar 2.1.Misalkan tinggi sebuah citra digital 
dinyatakan dengan m, lebarnya adalah n dan memiliki L derajat keabuan dapat ditulis 
dengan persamaan (2.5).
 ( ,  )  
0 ≤   ≤
0 ≤   ≤
0 ≤   ≤
Dari persamaan (2.5) dapat ditulis seperti pada persamaan (2.4).
Gambar 2.2 adalah contoh perubahan citra ya
diskrit. 
 
 
Dikutip dari Artazie (2012)
bentuk diskrit yakni 
a. Samplingmerupakan proses pengambilan nilai diskrit koordinat (x,y) dengan 
melewatkan citra melalui 
Piksel 50x20 
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yang berasal dari fungsi kontinu. Sebuah citra pada 
 
 
 
 
  
ng diinterprestasikan ke dalam 
 
⎣
⎢
⎢
⎢
⎢
⎢
⎡
163 187 187
230 255 255
223 255 255
⋯
187
255
255
⋮ ⋱
7 58 253
100 145 255
161 161 187
⋯
255
255
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Gambar 2.2. Akusisi Citra 
 ada dua cara untuk mengubah sebuah citra ke dalam 
grid (celah). 
Matriks 50x20 
(2.5) 
Berikut 
bentuk 
187 163
255 230
255 223
⋮
255 223
255 230
187 163
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b. Kuantitasi merupakan proses pengelompokan nilai tingkat keabuan kontinu 
kedalam beberapa level atau merupakan proses membagi keabuan (0,L) menjadi 
G buah level yang dinyatakan dalam suatu bilangan bulat, dinyatakan sebagai G = 
2i dimana G adalah derajat keabuan dan iadalah bilangan bulat positif. 
3. Pengolahan Citra 
a. Konversi Citra Bewarna ke Citra Skala Keabuan 
Secara umum persamaan untuk mengonversi citra berwarna ke citra skala 
keabuan dapat dituliskan sebagai berikut. 
  =     +     +    ,   +   +   = 1 (2.5) 
Ada tiga macam algoritma yang bisa digunakan untuk mengonversi citra 
berwarna ke citra berskala keabuan yaitu lightness, average dan luminosity. Adapun 
algoritma yang digunakan dalam penelitian ini adalah nilai rata-rata (average) dengan 
menjumlahkan seluruh nilai citra berwarna, kemudian dibagi dengan tiga, sehingga 
diperoleh nilai rata-rata dari R G B sebagaimana persamaan (2.6).Nilai rata-rata I 
yang dihasilkan disebut sebagai skala keabuan. 
  = (  +   +  )/3 (2.6) 
b. Konversi Citra Skala Keabuan ke Citra Biner 
Konversi citra keabuan ke citra biner dilakukan dengan mengisi kembali piksel-
piksel citra dengan nilai 0 dan 1.Nilai 0 merupakan representasi warna hitam dan 1 
merupakan representasi warna putih berdasarkan nilai ambang (threshold) tertentu 
sesuai kebutuhan.Persamaan (2.6) dituliskan untuk konversi citra ke bentuk biner. 
(Syam, 2012:12-13). 
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 ( ,  ) =  
1       ( ,  ) ≥  
0               
  (2.6) 
C. Opticial Character Recognition (OCR) 
Telah dijelaskan sebelumnya Opticial Character Recognition (OCR) adalah 
sistem komputer pengenalan  karakter yang dapat membaca huruf, baik yang 
berasal dari sebuah pencetak (printer atau  mesin ketik) maupun yang berasal dari 
tulisan tangan (Cheriet, 2006). Gambar 2.3. merupakan proses umum dari OCR. 
 
Preprosessing Segmentasi Normalisasi Ekstraksi fitur RecognitionFile Input Hasil Pengenalan
Gambar 2.3. Proses Umum OCR 
1. Preprosessing 
Preprosessing adalah  tahap pertama yang dilakukan sebelum data citra 
digunakan untuk proses pengenalan. Proses ini merupakan tahap yang terpenting 
karena memiliki pengaruh besar terhadap keberhasilan suatu sistem pengenalan. 
Tujuannya menyeragamkan bentuk maupun sifat citra yang akan digunakan dalam 
proses nantinya, sehingga tidak menimbulkan perbedaan yang besar ketika proses 
pengenalan berjalan. Berikut ini adalah tahap preprosesing yang akan dilakukan. 
a. Binerisasi 
Binerisasi adalah  tahap dimana file citra digital dikonversi menjadi citra biner. 
Seperti dijelaskan pada subbab citra digital bahwa citra biner merupakan citra yang 
hanya memiliki dua derajat keabuan, yaitu hitam dan putih. Pixel-pixel objek bernilai 
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1 dan pixel-pixel latar belakang bernilai 0. Dengan kata lain pada citra biner, latar 
belakang berwarna putih sedangkan objek berwarna hitam (Munir, 2004). 
b.  Metode Otsu (Otsu Thresholding) 
Metode Otsu merupakan metode perhitung memilih batas ambang T secara 
otomatis berdasarkan citra masukan. Pendekatan yang digunakan oleh metode Otsu 
adalah dengan melakukan analisis diskriminan yaitu menentukan suatu variabel yang 
dapat membedakan antara dua atau lebih kelompok yang muncul secara alami. 
Analisis diskriminan merupakan teknik statistika yang dipergunakan untuk 
mengklasifikasikan suatu individu atau observasi ke dalam suatu kelas atau kelompok 
berdasarkan sekumpulan variabel-variabel (Johnson & Wichern, 2007). Model umum 
analisis diskriminan merupakan suatu kombinasi linear yang bentuknya pada 
persamaan (2.7) 
  =    +     +      +      (2.7) 
Dimana, 
D = skor diskriminan 
B = koefisien diskriminasi atau bobot 
X = prediktor atau variabel independent 
Analisis Diskriminan dalam hal ini berfungsi memaksimumkan variabel tersebut 
agar dapat memisahkan objek dengan latar belakang. Nilai ambang yang dicari dari 
suatu citra hitam-putih dinyatakan dengan k. Nilai k berkisar antara 1 sampai dengan 
L, dengan nilai L = 255. Probabilitas setiap pixel pada level ke i dapat dinyatakan 
dalam persamaan.(2.8)(Putra, 2010). 
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   =
  
 
 (2.8) 
Dimana, 
   = jumlah pixel pada level ke i 
  = Total jumlah pixel pada citra 
Nilai momen kumulatif ke nol  ( ) dapat dinyatakan dalam persamaan (2.9) 
momen kumulatif ke satu  ( )dapat dinyatakan dalam persamaan (2.10), dan nilai 
rata-rata   dapat dinyatakan dalam persamaan (2.10). 
 ( ) = ∑   
 
      (2.9) 
 ( ) = ∑  .  
 
      (2.10) 
   = ∑  .  
 
      (2.11) 
 Nilai ambang k dapat ditentukan dengan memaksimumkan persamaan (2.12). 
  
 ( ∗) =           
 ( ) (2.12) 
Dimana nilai   
 ( )dapat dihitung menggunakan persamaan (2.13). 
  
 ( ) =
[     ( )   ( )]
 
  ( )[     ( )]
 (2.13) 
2. Segmentasi 
Segmentasi adalah proses memisahkan area pengamatan (region) pada tiap 
karakter yang dideteksi. Segmentasi citra biner bertujuan untuk mengelompokkan 
pixel-pixel objek menjadi wilayah yang merepresentasikan suatu objek (Munir, 2010). 
Batas antara objek dengan latar belakang akan terlihat jelas pada citra biner. Pixel 
objek akan terlihat berwarna putih sedangkan pixel latar belakang berwarna hitam. 
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Secara matematis dapat dijelaskan sebelum proses segmentasi dilakukan aka nada 
proses thresholding, dimana nilai elemen-elemen dalam sebuah matriks citra akan 
diubah dengan nilai 0 dan 255 atau dengan kata lain diubah menjadi warna hitam dan 
putih. Selanjutnya pada proses segmentasi, nilai 0 yang menjadi representasi dari 
warna putih akan diubah menjadi 1 yang merupakan representasi dari warna hitam. 
Begitupun dengan nilai 255 representasi dari warna hitam akan diubah menjadi 0 
yang merupakan representasi nilai putih.  
Pertemuan antara pixel hitam dengan pixel putih dimodelkan sebagai segmen 
garis. Penelusuran batas wilayah dianggap sebagai pembuatan rangkaian keputusan 
untuk bergerak lurus, belok kiri, atau belok kanan. 
3. Normalisasi 
Normalisasi merupakan salah satu tahap preprosessing, dimana pada tahap ini 
ukuran citra data uji akan disesuai dengan citra data latih yang telah diolah 
sebelumnya. Jadi, data latih yang memiliki ukuran matriks 30x50 akan menjadi 
patokan ukuran dari data uji yang akan digunakan. Sebelum proses perhitungan 
berlangsung ukuran matriks data uji telah diubah menjadi 30x50, dalam hal ini 
memiliki ukuran sama dengan data latih yang telah disiapkan. Pada dasarnya proses 
ini disesuaikan dengan kebutuhan pada proses pengenalan yang digunakan. 
4. Ekstraksi Fitur 
Ektraksi fitur merupakan suatu metode untuk mendapatkan karakteristik dari 
suatu citra (dalam hal ini citra tersebut merupakan suatu karakter berupa huruf 
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aksara). Dengan ektraksi fitur maka citra yang satu dengan yang lain dapat dibedakan 
denganmemperhatikan ciri yang terdapat pada citra itu sendiri. (Adfriansyah, 2012): 
Ekstraksi fitur yang akan digunakan pada penelitian ini yakni susunan elemen-
elemen matriks ordo 30x50 yang telah bernilai biner. Selanjutnya setiap matriks dari 
karakter tersebut di kumpulkan dalam suatu tabel yang memiliki banyak cell. Gambar 
2.4 adalah ilustrasi tabel yang akan dibentuk dalam pengumpulan fitur aksara lontara 
sebagai data latih. 
 
 
 
 
 
Gambar 2.4. Ilustrasi Tabel Kumpulan Fitur Data Latih 
5. Recognition 
Recognition  merupakan proses untuk mengenali karakter yang diamati dengan 
cara membandingkan ciri-ciri karakter yang diperoleh dengan ciri-ciri karakter yang 
ada pada file data latih. Pada proses ini akan digunakan algoritma Manhattan yang 
akan dijelaskan pada penjelasan berikutnya. 
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Model Aksara 2 
Model Aksara 3 
Setiap cell berisi nilai matriks citra biner ukuran 30x50 
Label 
Model Aksara 1 
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D. Pengenalan Pola 
Pengenalan pola dapat diartikan sebagai sebuah proses untuk mengenali objek 
secara otomatis berdasarkan ciri yang didasarkan pada data pelatihan. Proses yang 
dilakukan secara serial, mulai dari proses deteksi/segmentasi, proses ekstrasi dan 
proses pengukuran kemiripan atau proses pengenalan. (Muntasa, 2005). 
1. Pengenalan Pola Secara Statistik 
Munir (2001) menyatakan bahwa pendekatan pola secara statistika 
menggunakan teori-teori ilmu peluang dan statistik.Ciri-ciri yang dimiliki oleh suatu 
pola ditentukan distribusi statistiknya.Pola yang berbeda memiliki distribusi yang 
berbeda pula.Dengan menggunakan teori keputusan di dalam statistik, kita 
menggunakan distribusi ciri untuk mengklasifikasikan pola. Sistem pengenalan pola 
dengan pendekatan statistik ditunjukkkan pada Gambar 2.5.. 
  
 
 
 
 
 
 
Gambar 2.5.Sistem Pengenalan Pola dengan Pendekatan Statistik (Munir, 2001) 
Ada dua fase dalam sistem pengenalan pola: (i) fase pelatihan dan (ii) fase 
pengenalan. Pada fase pelatihan, beberapa contoh citra dipelajari untuk menentukan 
Feature 
Extraction 
Preprocessing Classification 
Pengenalan (recognition) 
Pelatihan (training) 
Feature 
Selection 
Learning 
Pola 
Pola terokan 
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ciri yang akan digunakan dalam proses pengenalan serta prosedur klasifikasinya. 
Pada fase pengenalan, citra diambil cirinya kemudian ditentukan kelas kelompoknya. 
2. Pengenalan Pola secara Sintaktik 
Pendekatan ini menggunakan teori bahasa formal.Ciri-ciri yang terdapat pada 
suatu pola ditentukan primitif dan hubungan struktural antara primitif kemudian 
menyusun tata bahasanya.Dari aturan produksi pada tata bahasa tersebut kita dapat 
menentukan kelompok pola.Gambar 2.6.memperlihatkan sistem pengenalan pola 
dengan pendekatan sintaktik. Pengenalan pola secara sintaktik lebih dekat ke strategi 
pengenalan pola yang dilakukan manusia, namun secara praktek penerapannya relatif 
sulit dibandingkan pengenalan pola secara statistik. 
 
 
 
 
 
 
 
Gambar 2.6.Sistem Pengenalan Pola dengan Pendekatan Sintaktik (Munir,2001) 
Pendekatan yang digunakan dalam membentuk tata bahasa untuk mengenali 
pola adalah mengikuti kontur (tepi batas) objek dengan sejumlah segmen garis 
terhubung satu sama lain, lalu mengkodekan setiap garis tersebut (misalnya dengan 
kode rantai). Setiap segmen garis merepresentasikan primitif pembentuk objek. 
Primitive 
Extraction 
Preprocessing Classification 
Pengenalan (recognition) 
Pelatihan (training) 
Primitive 
Selection Learning 
Pola 
Pola terokan 
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E. Pengukuran Kemiripan Berbasis Jarak Geometris 
Pengukuran kemiripan berbasis jarak geometris merupakan metode pengukuran 
kemiripan dua buah objek yang menggunakan jarak sebagai parameter pengukuran. 
Beberapa metode pengukuran kemiripan berbasis jarak geometris diantaranya yaitu, 
Chebyshev, Manhattan Euclidian dan Minkowski, Angular Separation, Hausdorff. 
Pada penelitian ini metode pengukuran yang akan digunakan ialah Manhattan 
(Muntasa,2015). 
1. Metode Manhattan 
Metode pengukuran ini sering disebut dengan metode city block. Manhattan 
merupakan bentuk khusus dari metode Minkowski, dimana untuk Manhattan 
menggunakan nilai   = 1 (Muntasa (Eugene, 1987)). Penerapan metode ini 
mensyaratkan agar ukuran data yang diukur mempunyai dimensi yang sama. 
Misalkan diketahui dua buah objek x dan y yang memiliki parameter sebanyak n, dan 
masing-masing parameter tersebut mempunyai anggota sejumlah m sebagaimana 
dapat dilihat pada persamaan (2.14) dan persamaan (2.15). 
  =
⎝
⎛
 ( , )  ( , ) …  ( , )
 ( , )  ( , ) …  ( , )
⋮
 (  , )
⋮
 (  , )
⋱
…
⋮
 (  , )⎠
⎞  (2.14) 
  =
⎝
⎛
 ( , )  ( , ) …  ( , )
 ( , )  ( , ) …  ( , )
⋮
 (  , )
⋮
 (  , )
⋱
…
⋮
 (  , )⎠
⎞  (2.15) 
Maka persamaan untuk mengukur jarak kemiripan dengan metode Manhattan 
dapat ditulis sebagaimana yang akan diperlihatkan 
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 berikut pada persamaan  (2.16). 
   =        ,  −   ,  
 
    
                                                                                                     (2.16)
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    
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Variabel   ,  merupakan lambang dari matriks persamaan Manhattan, nilai   ,  
tidak negatif, melainkan dapat ditulis   ,  > 0 dan  ∀ ,   ∈ 1,2,3, … ,   −
1,      ∀ ,  ∈ 1,2,3, … ,   − 1,  . Nilai   dihitung dengan menjumlahkan nilai 
matriks pada setiap baris dan kolom. Dalam persamaan ini variabel   merupakan 
lambang dari data latih yang telah disiapkan dan variabel   merupakan lambang dari 
data uji yang akan diproses untuk pengenalan karakter.  
Penentuan hasil pengenalan pola pada metode ini dilihat dari hasil minimun 
jarak antar dua buah objek. Nilai minimun jarak antara beberapa parameter x ke satu 
y adalah kelas dari y. Berikut contoh penerapan metode Manhattan dalam suatu 
proses pengenalan pola. 
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Diketahui variabel x dan y adalah matrix ordo 5x3, variabel x terdiri dari dua 
kelas yang masing-masing memunyai dua buah anggota yaitu, x1,1, x1,2 x2,1 x2,2, 
berikut adalah data x. Akan dicari kelas dan anggota yang cocok untuk y. 
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Berdasarkan  persamaan (2.16) dihasilkan sebagai berikut. 
a. Variabel y terhadap x kelas 1 dan angota pertama 
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= (7 + 8 + 10 + 0 + 1 + 2 + 2 + 2 + 1 + 6 + 2 + 5 + 7 + 5 + 1) 
   = 59 
b. Variabel y terhadap x kelas 1 dan angota kedua 
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= (4 + 5 + 4 + 7 + 1 + 7 + 4 + 2 + 6 + 2 + 6 + 0 + 9 + 3 + 2) 
= 62 
c. Variabel y terhadap x kelas 2 dan angota pertama 
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= (6 + 4 + 6 + 6 + 6 + 9 + 0 + 8 + 7 + 9 + 4 + 5 + 1 + 3 + 3) 
= 77 
d. Variabel y terhadap x kelas 2 dan angota kedua 
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= (0 + 1 + 5 + 4 + 1 + 6 + 3 + 2 + 7 + 6 + 4 + 1 + 1 + 4 + 1) 
= 46 
Untuk lebih mudah melihat hasil perhitungan jarak kemiripan di atas. 
Perhatikan tabel 2.1. berikut.  
Tabel 2.1. Jarak kemiripan antara y dan x menggunakan metode Manhattan 
No 
Variabel 
1 
Variabel 
2 
Kelas ke Objek ke 
Jarak 
kemiripan 
1 y x1,1 1 1 59 
23 
2 y x1,2 2 62 
3 
4 
y 
y 
x2,1 
x2,2 
2 
1 
2 
77 
49 
 
Berdasarkan Tabel 2.1 dapat dilihat bahwa, nilai terkecil yang dihasilkan berada pada 
kelas kedua dan objek kedua. Maka dengan demikian variabel y dapat adalah bagian 
dari kelas kedua dan objek kedua dari variabel x. 
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BAB III 
METODE PENELITIAN 
A. Jenis Penelitian 
Penelitian ini merupakan penelitian terapan untuk mengenali pola aksara 
lontara dengan menggunakan metode Optional Character Recognition. 
B. Lokasi dan Waktu Penelitian 
Penelitian ini akan dilaksanakan pada bulan  November 2017 hingga 
Desember 2017 di Perpustakaan Jurusan Matematika Fakultas MIPA sebagai lokasi 
utama dalam pengumpulan literatur untuk penulisan, serta tempat-tempat lain yang 
dapat memberikan informasi tentang apa  yang menjadi pembahasan dalam penelitian 
ini.  
C. Prosedur Pelaksanaan Penelitian 
Prosedur penelitian yang akan dilakukan adalah sebagai berikut : 
1. Pengumpulan materi 
Langkah ini dimulai dengan mengumpulkan bahan-bahan atau materi 
yang akan digunakan sebagai dasar penelitian. Materi yang digunakan berupa 
buku, jurnal, artikel ilmiah, dan prosiding seminar nasional 
2. Pengumpulan data 
Pengumpulan data dilakukan di jurusan matematika FMIPA UNM 
Parangtambung. Pengambilan tulisan tangan aksara lontara, tulisan tangan dari 
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lima belas orang yang masing-masing menuliskan aksara lontara yang berjumlah 
23 huruf. 
3. Membangun sistem 
Sistem pengenalan ini dirancang menggunakan alat bantu komputer 
berupa software Matlab R2013a. Softwer ini memiliki tools-tools yang dapat 
memudahkan perhitungan pada ukuran matriks yang besar. 
4. Pengujian sistem 
Langkah ini untuk menguji sistem yang telah dibangun.Pengujian sistem 
dilakukan dengan membandingkan hasil perhitungan manual dengan perhitungan 
sistem sehingga sistem dapat digunakan untuk jumlah citra yang besar. 
5. Penarikan kesimpulan 
Setelah pengujian selesai, maka diambil suatu kesimpulan. 
 
D. Skema Penelitian 
Skema penelitian digunakan untuk memperjelas perancangan dan algoritma 
yang dibuat. Langkah-langkah yang akan dilakukan dalam penelitian ini sebagai 
berikut: 
1. Merumuskan masalah yang akan diteliti. 
2. Menentukan batasan masalah penelitian. 
3. Pengumpulan data berupa tulisan tangan aksara lontara. 
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4. Proses perancangan dan pembuatan sistem secara keseluruhan pada gambar 3.1 
 
Gambar 3.1. Proses perancangan dan pembuatan sistem 
5. Sistem pengenalan pola Aksara Lontara menggunakan metode Optional 
Character Recognition. Proses ini sebagaimana pada gambar 3.2. 
6. Pengujian Sistem yang telah dibuat. 
7. Penarikan kesimpulan. 
 
Segmentasi 
Binarisasi 
Ektraksi Fitur 
Normalisasi 
Matriks Citra Plat Nomor Kendaraan 
Pengenalan Pola Aksara Lontara 
Menggunakan metode Optional Character 
Recognition 
Pemrosesan Awal 
Extraksi Fitur 
Pengenalan Pola 
Pengolahan Citra Tulisan Tangan Aksara 
Lontara 
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Mulai
Input data uji yang berisi 10 kelompok per 10 karakter 
aksara lontara di dalamnya
Citra data uji berwarna dikonversi ke 
citra berskala keabuan
Citra data uji berskala keabuan 
dikonversi ke citra biner
Segmentasi
Normalisasi terhadap data latih
Menghitung jarak geometris dengan 
menggunakan algotirma Manhattan
Mencari nilai terkecil dari hasil 
perhitungan jarak geometris
Menyamakan posisi  letak nilai terkecil 
dengan label yang sejajar
Menampilkan label yang terbaca
Output data uji terkenali
Selesai
 
Gambar 3.2. Sistem Pengenalan metode Optional Character Recognition 
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BAB IV  
HASIL DAN PEMBAHASAN 
HASIL 
Citra yang digunakan dalam proses pengenalan pola aksara Lontara berupa 
tulisan tangan. Selanjutnya dilakukan scanning pada citra agar dapat diproses dengan 
komputer.Tipe citra yang digunakan adalah bitmap picture atau dapat ditulis bmp. 
Citra yang telah dikumpulkan dalam sebuah file selanjutnya dibagi menjadi dua 
bagian. Satu tulisan tangan yang terdiri dari 23 karakter aksara Lontara akan 
dijadikan data latih sebagai pembanding kemiripan dalam proses pengenalan. Dua 
tulisan tangan lainnya akan dijadikan data uji yang akan dibagi kembali menjadi 10 
bagian. Selanjutnya sebelum langsung ke proses pengenalan, semua citra akan 
melalui praprocessing. 
Citra yang akan diolah terlebih dahulu adalah citra data latih. Praprocessing 
bertujuan untuk membuat citra agar lebih mudah diolah pada saat proses pengenalan 
berjalan. Tahapan preprocessing dapat di pada Gambar 4.1. 
 
Gambar 4.1. Tahapan Praprocessing pada citra 
Terlihat dari Gambar 4.1 tahap pertama dari preprocessing adalah binerisasi, 
tahap kedua adalah segmentasi dan tahap ketiga ialah normalisasi. Setelah citra data 
29 
latih melalui tahap tersebut maka semua citra yang terdiri dari tiga model akan 
dikumpulkan pada tabel yang telah dibuat, seperti yang terlihat pada Gambar 2.4. 
Berikut Gambar 4.2 adalah penampakan asli setelah data dikumpulkan yang dimana 
setiap cell berisi citra digital yang berukuran 30x50. 
 
Gambar 4.2. Tabel Data Latih Dalam Matlab 
Proses selanjutnya ialah menyiapkan citra data uji. Citra data uji akan diolah 
dengan praprocessing dimana tahapannya tidak berbeda dengan sebelumnya. Pada 
penelitian ini terdapat 10 kelompok data uji yang telah disiapkan yang berisi 10 
karakter pada setiap kelompok. Proses pengolaan citra data uji dilakukan perkarakter 
pada setiap kelompok. Misalkan akan dilakukan proses pengenalan pada kelompok 
satu yang terdiri dari aksara Ga, Ka, Sa, Ga, Ja, Da, Nra, Nga, Nka, Nya. Karakter 
aksara yang akan lebih dulu diproses pada pengenalan pola adalah karakter Ga. Tahap 
pertama akan dilakukan praprocessing, setelah itu karakter berbentuk citra digital 
dengan ukuran 30x50. Ukuran tersebut sama dengan ukuran data latih yang telah 
disiapkan selanjutkan. Kemudian, katakter Ga akan diproses dalam sebuah 
perhitungan yang bermaksud untuk mencari nilai jarak geometris antar karakter Ga 
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dengan setiap citra data uji yang ada.  Perhitungan tersebut bertujuan mencari nilai 
jarak geometris terkecil antara data uji dengan setiap data latih. Jarak geometris 
terkecil itulah merupakan karakter yang berhasil terkenali untuk data uji Karakter Ga. 
Berikut Tabel 4.1 adalah hasil pengenalan pola karakter kelompok 1 yang 
merupakana pengujian pertama pada proses pengenalan pola. 
Tabel 4.1. Hasil Pengenalan Pola Pengujian Pertama 
Karakter 
ke- 
Aksara yang 
diuji 
Nilai terkecil 
Label yang 
bersesuaian 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Ga 
Ka 
Sa 
Ga 
Ja 
Da 
Nra 
Nga 
Nka 
Nya 
131 
84 
288 
0 
152 
0 
185 
184 
123 
191 
Ga 
Ka 
Ga 
Ga 
Nga 
Da 
Nka 
Nga 
Nka 
Nya 
Terlihat dari Tabel 4.1 karakter Ga berhasil dikenali dengan benar.Dengan 
jarak geometris 131. Adapun karakter yang tidak berhasil dikenali dengan benar ialah 
Sa, Ja dan Nra. 
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Pengujian selanjutnya yaitu kedua, ketiga sampai kesepuluh dilakukan proses 
yang sama dengan pengujian pertama. Setelah data uji terkenali akan dilakukan 
proses perhitungan tingkat akurasi keberhasilan pengenalan pada setiap proses.Pada 
Tabel 4.2 merupakan nilai akurasi keberhasilan pengenalan pada setiap pengujian 
yang dilakukan. 
Tabel 4.2. Nilai Akurasi Keberhasilan Pengujian 
Pengujian 
ke- 
Jumlah karakter yang 
diuji 
Jumlah karakter yang 
dikenali benar 
Nilai akurasi 
keberhasilan 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
7 
6 
8 
7 
9 
8 
8 
8 
9 
10 
70% 
60% 
80% 
70% 
90% 
80% 
80% 
80% 
90% 
100% 
Dilihat dari tabel 4.2 rata-rata nilai akurasi yang dihasilkan setiap pengujian 
meningkat dapat dikatakan bahwa semakin banyak data latih yang digunakan dalam 
pengujian semakin besar pula tingkat keberhasilan suatu proses pengenalan. Hal ini 
terlihat jelas pada proses ke 10 dimana semua anggotanya terdiri dari data latih. 
Artinya sistem mampu mengenali dengan sempurna data menjadi pembanding 
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pengenalan pola. Proses kegagalan pengenalan terjadi karena bentuk karakter aksara 
Lontara yang memiliki banyak kemiripan antara karakter lainnya. Dalam OCR 
metode Manhattan belum mampu mengenali karakter yang jarak kemiripan yang 
tipis. Namun, jika data latih ditambah dalam proses kecocokan fitur dapat menambah 
persentasi keberhasilan dari suatu proses pengenalan pola dengan metode OCR 
algoritma Manhattan. 
PEMBAHASAN 
A. Pemrosesan Awal 
1. Pengolaan Citra Digital 
Metode OCR. tahap pertama pada penelitian ini yaitu mengola citra data latih 
yang telah disiapkan untuk dijadikan acuan kemiripan terhadap proses pengenalan 
yang akan berlangsung. Data latih yang disiapkan yaitu tulisan tangan aksara lontara 
yang berasal dari dua orang yang dipilih secara acak. Adapun satu model yang 
diambil dari fontofficeword untuk dijadikan patokan aksara lontara yang benar.  
Data latih keseluruhan berjumlah enam puluh sembilan karakter yang terdiri 
tiga model citra yang masing-masing terdapat dua puluh tiga karakter di setiap model 
citra. Pengolaan citra dilakukan satu persatu. Dalam program akan dibentuk sebuah 
looping yang akan memanggil citra satu persatu untuk diolah. proses mengonversi 
citra berwarna ke citra berskala keabuan menggunakan fungsi padaSoftware matlab 
yaitu rgb2gray(matrik_gambar). Fungsi tersebut beralgoritmakan nilai rata-rata dari 
R, G dan B yang dapat dilihat pada persamaan 2.3. 
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Gambar dibawah adalah hasil percobaan dari citra hitam putih yang memiliki 
grayscale 256, dipetakan menjadi bineryang menggunakan fungsi transformasi 
persamaan (4.1). (Sutojo, S., dkk., 2010) : 
  ( ,  ) =  
255        ( ,  ) ≥ 128
0                
  (4.1) 
Hasilnya adalah elemen-elemen matriks yang nilainya dibawah 128 diubah 
menjadi 0 (hitam), sedangkan elemen-elemen matriks yang nilainya diatas 128 diubah 
menjadi 255 (putih).Gambar 4.3 menunjukkan contoh hasil binerisasi berdasarkan 
nilai ambang batas (thresholding). 
 
 
Gambar 4.3. Thresholding (a) Citra Asli, (b) Citra Biner 
Bagian a dari Gambar 4.3 memempunyai ukuran 66x40. Berikut merupakan 
contoh perhitungan binerisasi berdasarkan nilai ambang sebagai berikut. Namun 
sebelumnya karena Gambar 4.3 terlalu besar maka akan dilakukan perubahan 
pengukuran dari 66x40 menjadi 20x10. Gambar 4.4 adalah nilai matriks citra 
berukuran 20x10. 
(a) (b) 
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Gambar 4.4. Nilai matriks citra 20x10 
Berdasarkan persamaan (4.1) maka perhitungan binerisasi citra adalah sebagai 
berikut: untuk setiap elemen-elemen matriks yang nilainya <128 diubah menjadi 0, 
sedangkan setiap elemen-elemen matriks yang nilainya ≥ 128 diubah menjadi 255. 
Gambar 4.5 merupakan perubahan nilai citra setelah proses binerisasi dengan nilai 
ambang batas. 
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Gambar 4.5. perubahan nilai citra keabuan ke nilai citra biner dengan threshold 
2. Segmentasi 
Tahapan berikutnya adalah proses segmentasi. Tujuan dari segmentasi ialah 
memisahkan objek yang menjadi karakter pola dengan background pada sebuah citra. 
Hasil gambar setelah segmentasi dapat dilihat pada Gambar 4.6.  
 
Gambar 4.6. Citra hasil segmentasi 
Jika kita bandingkan Gambar 4.3 dan Gambar 4.6 terlihat perbedaan yang 
monoton. Pada proses segmentasi warna background diubah jadi hitam dan warna 
objek diubah jadi putih. Atau dengan kata lain elemen-elemen matriks yang bernilai 
255 diubah jadi 0 yang merupakan representasi dari warna hitam begitupun dengan 
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elemen-elemen matriks yang bernilai 0 diubah jadi 1 merupakan representasi dari 
warna putih. Gambar 4.7 nilai matriks setelah proses segmentasi. 
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Gambar 4.7. Nilai Matriks Hasil Segmentasi 
3. Normalisasi 
Tahap normalisasi merupakan tahap penyeragaman semua data citra yang 
digunakan. Pada penelitian ini normalisasi dilakukan pada ukuran citra dengan cara 
menyeragamkan semua data citra yang akan digunakan sebagai data latih maupun 
data uji dengan ukuran 30x50. Tujuan agar ketika proses pengenalan berlangsung 
perbedaan kedua objek yang sejenis tidak bernilai besar.  
A. Ekstraksi Fitur 
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Ciri setiap karakter yang diambil untuk dijadikan acuan kemiripan ialah nilai 
matriks yang telah tersusun dalam ordo 30x50 yang elemen-elemennya terdiri dari 
nilai 1 dan 0 atau berdasarkan Gambar 4.5. Selanjutnya akan dikumpulkan dalam 
suatu table yang memiliki 92 cell dimana terdapat 4 baris dan setiap baris berjumlah 
23 kolom. Baris pertama berisi karakter model satu berupa aksara Lontara dari font 
Microsoftword, baris kedua dan ketiga berisi karakter model dua dan model tiga 
berupa aksara Lontara dari hasil tulisan tangan.Penampakan nyata tabel tersebut dapat 
dilihat pada Gambar 4.2. 
Berdasarkan Gambar 4.2 terlihat setiap kolom berisi matriks citra biner setiap 
karakter berordo 30x50. Dan Baris yang paling bawah merupakan label atau nama 
karakter aksara pada kolom yang bersesuaian. 
B. Proses Pengenalan Pola 
1. Pengenalan pola 
Proses pengujian dilakukan sebanyak sepuluh kali. Terdapat sepuluh karakter 
huruf yang akan diproses pada setiap pengujian pengenalan pola. Data tersebut diambil 
secara acak dari data latih maupun data baru dengan syarat yang berlaku. Adapun 
syaratnya yaitu,pengujian pertama jumlah karakter dari data latih yang diambil yaitu 
sebanyak satu karakter, sembilan karakter yang lainnya diambil dari data baru diluar 
data latih. Pengujian kedua jumlah karakter dari data latih akan ditambah satu maka 
ada dua karakter dari data latih yang diambil untuk diproses sedangkan sisanya yaitu 
delapan karakter diambil dari data baru. Begitu pula tahap selanjutnya sampai pada 
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tahap ke kesepuluh dimana karakter yang akan diproses berisi data yang diambil dari 
data latih. 
Proses pengenalan pola dilakukan dengan mengukur kemiripan antar pola yang 
akan diuji dengan pola telah tersimpan dalam memori program. Metode yang 
digunakan dalam pengukuran kemiripan kali ini ialah metode Manhattan. Manhattan 
merupakan metode pengukuran yang meliputi penggantian perbedaan kuadrat dengan 
menjumlahkan perbedaan nilai absolute dari variabel-variabel. Proses perhitungan 
pengenalan pola dengan algoritma Manhattan akan situnjukkan sebagai berikut. 
Diketahui Ai,jordo 30x50 merupakan gabungan matriks citra setiap karakter uji, 
Bp,q ordo 30x50 merupakan matriks citra setiap karakter latih dimana i=1,2,3,...,10, 
j=1,2,3,...,10 dan. p=1,2,3,q=1,2,3,...,23. Dapat dituliskan pada persamaan (4.2) dan 
persamaan (4.3). 
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                 (4.3) 
Setiap Ai,jakan dioperasikan pada Bp,q dengan menggunakan persamaan (2.15). 
Selanjutnya akan diidentifikasi yang mana diantaranya menghasilkan nilai terkecil.  
Nilai terkecil yang didapatkan diantara hasil perhitungan yang terkumpul pada Ai,j, 
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j=1,2,3,…10setiap cell merupakan titik fokus untuk mengetahui hasil karakter yang 
berhasil dikenali sesuai pada posisi label yang bersesuaian dengan nilai terkecil seperti 
terlihat pada Gambar 4.6. 
a. Pengujian 1 untuk A1,j 
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Terlihat   , ,   , ,   , , … ,   ,   merupakan sekumpulan matriks data uji yang 
setiap dari matriks tersebut akan dilakukan proses perhitungan jarak geometris 
dengan data latih yang telah disiapkan yang diberik variabel   , ,   , ,   , , … ,   ,  . 
Hasil dari setiap perhitungan kemudian dicari nilai terkecil. Contohnya untuk   ,  
nilai jarak geometris yang dihasilkan dari masing-masing proses perhitungan seperti 
pada persamaan diatas adalah sebagai berikut. 
  , = 385 506 447 550 461 497 535 470 561 624 641 496 
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  =
     ℎ                             
     ℎ                          
 100%                                         (4.1) 
377 311 396 387 338 371 421 369 367 454 402 401 
377 131 182 199 178 245 231 216 229 251 253 266 
 
460 532 562 633 629 689 538 555 658 608 684 
353 352 494 500 404 541 428 381 428 392 449 
269 207 260 274 254 305 243 250 304 267 272 
Nilai terkecil dapat dilihat dengan tanda hitam pada persamaan di atas. 
Terlihat 131 adalah nilai terkecil diantara semuanya. Maka dengan melihat Gambar 
4.6 yang di bawahnya terdapat label, posisi 131 bersesuaian dengan label Ga. Artinya 
gambar pertama berhasil dikenali sistem sebagai karakter Ga.  
Setelah citra data uji berhasil dikenali seluruhnya seperti pada Tabel 4.1, 
selanjutnya akan dihitung nilai akurasi pengujian. Persamaan yang digunakan untuk 
mengukur nilai akurasi keberhasilan suatu program ditulis pada persamaan 
(4.1).dengan asumsi semakin besar nilai akurasi keberhasilan yang diperoleh, 
semakin tinggi nilai kebenaran dari suatu proses pengenalan pola. Hasil dari 
perhitungan nilai akurasi keberhasilan dapat dilihat pada Tabel 4.2. 
Nilai rata-rata akurasi keberhasilan dari Tabel 4.2 adalah 80%. Nilai tersebut lebih 
rendah jika dibandingkan dengan nilai akurasi keberhasilan hasil penelitian dari 
Suryo Hartanto, dkk (2015) dengan nilai rata-rata akurasi keberhasilan adalah 
92,90% dan Oki Fredian (2013) dengan nilai 96,25%. Hal ini dikarena pola yang 
dihasilkan dari tulisan tangan seseorang lebih beragam dibanding pola yang diambil 
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dari bentuk yang tetap. Maka dalam penelitian ini untuk membuat nilai akurasi 
keberhasilannya lebih tinggi, diperlukan penambahan data latih yaitu tulisan tangan 
dari beberapa orang sebagai patokan pengenalan pola. Semakin banyak data latih 
yang digunakan, maka akan semakin besar nilai akurasi keberhasilan dari pengenalan 
pola menggunakan metode opticial character recognition 
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BAB V 
PENUTUP 
A. SIMPULAN 
Berdasarkan hasil penelitian di atas dapat disimpulkan bahwa 
1. Pengenalan pola menggunakan aksara Lontara dengan metode OCR yang 
menggunakan algoritma pengukuran kemiripan Manhattan semakin banyak data 
latih yang digunakan dalam pengujian semakin besar pula tingkat keberhasilan 
suatu proses pengenalan. Proses kegagalan pengenalan terjadi karena bentuk 
karakter aksara Lontara yang memiliki banyak kemiripan antara karakter lainnya. 
2. Pada pengenalan pola aksara Lontara dengan metode OCR digunakan tiga model 
data latih yang terdiri dari masing-masing jumlah karakter Lontara sebagai acuan 
untuk mengidentifikasi jenis karakter. Selanjutnya diilakukan sepuluh kali 
percobaan dengan masing-masing berisi 10 karakter uji di setiap pengujian. Dan 
hasil perhitungan akurasi keberhasilan berurutan dari pengujian pertama sampai 
kesepuluh ialah 70%, 60%, 80%, 70%, 90%, 80%, 80%, 80%, 90%, 100%. 
B. SARAN 
Pada pembahasan skripsi ini terfokus pada penentuan proses pengenalan pola 
aksara lontara dengan metode optional character recognition (OCR). Oleh karena 
itu, diharapkan pada peneliti lain untuk mengembangkan penelitian ini, dengan 
menerapkan metode lain pada proses pengenalan pola aksara lontara. 
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