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We consider an algorithm for analyzing bifurcation structure and for branch
switching in solution branches of one-parameter dependent problems. Based on
Liapunov-Schmidt methods and analyses of scales of solutions, we verify the
existence of bifurcating solution branches successively via truncated Taylor expan-
sions of the reduced bifurcation equations and an enlarged system. As examples,
bifurcations of semilinear elliptic differential equations are studied on square and
hexagon domains. Q 1996 Academic Press, Inc.
1. INTRODUCTION
Many nonlinear problems are formulated in the form of operator
equations
G u , l s 0 1.1 .  .
with a smooth mapping G: X = R ª Y and X ¨ Y Banach spaces with
continuous embedding. Here u g X is the state variable and l g R is a
 .  .control parameter. Let u , l be a bifurcation point of 1.1 , character-0 0
ized via the properties
dim Ker D G u , l G 1, D G u , l g Im D G u , l . .  .  . .  .u 0 0 l 0 0 u 0 0
1.2 .
It is well known that the Liapunov]Schmidt method is an effective
 .method for investigating steady state and Hopf bifurcations of 1.1 in a
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 .neighborhood of u , l . It reduces a bifurcation problem equivalently to0 0
a low dimensional system of algebraic equations, the so-called reduced
bifurcation equations. Thereafter, one can utilize established singularity
theory for the corresponding normal forms to derive the structure of
w xbifurcations, see e.g. 6, 8, 16 . Often the reduced bifurcation equations are
2-determined, i.e., the quadratic terms in their Taylor expansions are
sufficient for a qualitative description of the full bifurcation scenario.
Singularities of higher orders occur in problems with symmetries, for which
the higher order terms in the Taylor expansions of the reduced bifurcation
equations are calculated via two coupled iteration processes in the Lia-
punov]Schmidt reduction. Determinacy of the truncated bifurcation equa-
w xtions is monitored along the reduction, see e.g. 3, 5 . As an alternative of
this method, we exploit blowing-up techniques, in particular, the scales of
 w x.different modes in the solutions cf. 12, 13, 9 , and unify the two
successive steps in the standard Liapunov]Schmidt method. We derive an
easy numerical verification of determinacy for a class of singularities and
discuss conditions for the existence of bifurcating solution branches. For a
given problem, this is done via an algorithm which checks the determinacy
of truncated Taylor expansion of the reduced bifurcation equations order
by order and calculates simultaneously directions for branch switching
along the path following the solution curves.
 .Let G , D G , . . . denote the evaluations of G, D G, . . . at u , l . We0 u 0 u 0 0
assume that D G is a Fredholm operator of index 0 and zero is au 0
semi-simple eigenvalue of it. For many problems the kernel of D G isu 0
 .one dimensional and the bifurcation scenario of 1.1 is easily available.
We consider here problems with symmetries which force the zero eigen-
 .value of D G to be multiple. Namely, we assume that Ker D G isu 0 u 0
n-dimensional and bases of the subspaces
w x U w U U xKer D G s span f , . . . , f , Ker D G s span f , . . . , f .  .u 0 1 n u 0 1 n
are calculated either analytically or numerically, see e.g. Allgower and
w x w xBohmer 1 and Mei 12 . The dimension n can be generically greater thanÈ
one for problems with symmetries and for multi-parameter problems.
Typically, for singularities forced by symmetries, the basis vector f can bei
chosen on the same group orbit and
 U :f , f s d , i , j s 1, . . . , n , 1.3 .i j i j
 :where ? , ? is a dual product on Y = Y *.
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In Section 2 we exploit scales of solution branches and introduce an
algorithm to determine the full scenario of bifurcations. As examples, we
study bifurcations of a semilinear elliptic problem on square and hexagon
domains in Sections 3 and 4, respectively. Symmetries of this problem
make the bifurcation degenerate and the determinacy of the truncated
Taylor expansion of the reduced bifurcation equations is available only at
high order. Simplifications of the analysis of bifurcations applying some
basic group concepts are illustrated with these examples.
2. SCALING SOLUTION BRANCHES
Owing to the Fredholm properties of D G and the semi-simplicity ofu 0
the eigenvalue zero, we have
X s Ker D G [ Im D GU , Y s Ker D GU [ Im D G . .  .  .  .u 0 u 0 u 0 u 0
2.1 .
 .Thus any element u, l g X = R has a unique decomposition
u s u q ¨ q w , ¨ g Ker D G , w g Im D GU , .  .0 u 0 u 0
l s l q b , b g R.0
n  U :  U .Let Q s I y  f , ? f be a projection from X onto Im D G .is1 i i u 0
Ã  .Denote by Q the projection from Y onto Im D G . In the standardu 0
 .Liapunov]Schmidt reduction, the equation G u, l s 0 is rewritten as a
system
ÃQG u q ¨ q w , l q b s 0, 2.2a .  .0 0
ÃI y Q G u q ¨ q w , l q b s 0. 2.2b .  . . 0 0
 .Solving w uniquely from 2.2a as a function of ¨ , b and substituting it
 .into 2.2b , we obtain the reduced bifurcation equation for ¨ , b ,
ÃB ¨ , b [ I y Q G u q ¨ q w ¨ , b , l q b s 0. 2.3 .  .  . . . 0 0
Solutions of this finite dimensional system correspond in a one-to-one
 .fashion to those of the original problem 2.2 and contain all information
 .  .of bifurcations of 2.2 at u , l . On the other hand, we are interested in0 0
  .  ..  .the solution curves u t , l t g X = R which pass through u , l at0 0
t s 0 with a nonvanishing speed. More precisely, we assume
a u 0 , l 0 s u , l , b u 0 / 0, 2.4 .  .  .  .  .  .  . . Ç0 0
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Ç .  .while if u 0 s 0 and l 0 / 0 hold, exchanging the parameter l withÇ
 4   ..some a , j g 1, . . . , n see 2.5 yields similar conclusions as below. Thisj
 .and the decomposition 2.1 of the space X imply
n
Uu t s u q ta t f q tw t , w g Im D G , 2.5 .  .  .  .  .0 i i u 0
is1
l t s l q tb t , t g I ; R. 2.6 .  .  .0
 .To determine such a solution curve in the neighborhood of u , l via the0 0
Liapunov]Schmidt method requires the solution ¨ , or its coordinates, a ,i
 .  U .  .in the equation 2.2b , and then the solution w g Im D G of 2.2a as au 0
function of a , . . . , a , b. Since b is a scalar function of t, instead of b we1 n
consider t as an independent variable in w and obtain the following form
 .of solutions of 1.1 :
n
u s u q ta f q tw a , . . . , a , t , .0 i i 1 n
is1
l s l q tb t , t g I ; R, .0
 .  .in which a , b g R are determined via 2.2b . Expanding w a , . . . , a , ti 1 n
 .and b t into Taylor series with respect to t at t s 0 yields
n k
Ui kq1u s u q ta f q t w q t w a , . . . , a , t , w g Im D G , .  . 0 i i i 1 n i u 0
is1 is1
2.7a .
ky1
i kl s l q tb q t b t . 2.7b .  .0 i
is1
Here the integer k depends on the determinacy of the given problem and
will be specified later. Denote
a [ a , . . . , a g R n .1 n
n  U .We will determine a g R , b g R and w g Im D G in the solutions ofu 0
 .  .1.1 via an enlarged system. First of all, based on 2.7 and the Taylor
 .  .expansion of G u, l at u , l with respect to u and l, we rewrite the0 0
mapping G as
G u , l s DG u y u , l y l q R u y u , l y l .  .  .0 0 0 0 0
k
i kq1s t D G w q D G b q r q O t . 2.8 .  .  . u 0 i l 0 i i
is1
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 .  .Here DG u y u , l y l is the linearization of G u, l at the bifurca-0 0 0
 .  .tion point u , l , while R u y u , l y l collects all nonlinear terms,0 0 0 0
i.e.,
R u y u , l y l .0 0
m
` n k ky11
m i kq1 i ks D G ta f q t w q t w , tb q t b   0 i i i i /m!ms2 is1 is1 is1
i with vanishing linear part. The term r is the coefficient of t in R u yi
.  .u , l y l and is independent of w , b , because R u y u , l y l starts0 0 i i 0 0
 .quadratically in u y u and l y l . Along a solution curve of 1.1 the0 0
coefficient D G w q D G b q r of t i vanishes for all i s 1, 2, . . . . Thisu 0 i l 0 i i
 U .fact gives the following equations for w g Im D G and a , . . . , a , b gi u 0 1 n i
R, i s 1, . . . , k,
D G w q D G b s yr , 2.9a .u 0 i l 0 i i
 :f , w s 0, j s 1, . . . , n , 2.9b .j i
 U :f , r s 0, j s 1, . . . , n. 2.9c .j i
 .The right-hand side r of 2.9a is a polynomial in the variablesi
a , . . . , a , b , . . . , b . Similarly, the solution w of the system of linear1 n 1 iy1 i
 .  .equations 2.9a ] 2.9b is also a polynomial in these variables. Moreover, if
D DG w0 , 1 f f Im D G 2.10 .  . .u 0 1 1 u 0
0 0  .holds with w defined implicitly via the solution w [ w ? b of 2.9 , then1 1 1 1
 .b can be solved from the equation 2.9c as a homogeneous polynomialiy1
of degree i y 1 in the unknowns a , . . . , a , see, e.g., Sections 3 and 4.1 n
Substituting it into w , one sees that w is a homogeneous polynomial ofi i
the degree i in a , . . . , a . In the following we restrict the discussion to1 n
 .this case 2.10 .
 .The system 2.9c will be used to test for the existence of bifurcating
 .solution branches of the problem 1.1 . In fact, if there is an isolated
 .  .solution a as a function of b , the corresponding solution of 2.9a ] 2.9bi
 .  .leads to a solution branch of 1.1 passing through u , l . We use the0 0
 .  .following algorithm to find such a solution branch of 1.1 at u , l .0 0
ALGORITHM 2.1 VERIFICATION AND CALCULATION OF BIFURCATING SO-
.LUTION BRANCHES .
 U .Initial: For k s 1, sol¨ e w g Im D G from the equation:1 u 0
D G w s yD G b . 2.11 .u 0 1 l 0 1
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Iteration: For k s 2, . . . , D0,
Step 1. Check whether the system
 U :f , r s 0, j s 1, . . . , n 2.9c .j k
 .has a real and isolated solution a b for b in an open inter¨ al. If not,ky1 ky1
.go to Step 4 . Otherwise,
 .Step 2. Define an enlarged system for w, a , b ¨ia the mapping F:
X [ X = R nq1 = R ¬ Y [ Y = R nq1 for t / 0:
F w , a , b , t .
n ky1 ky2¡ ¦
i k i ky1 kG u q ta f q t w qt w , l q tb q t b rt  0 i i i 0 i /
is1 is1 is1
 :f , w1
[ s0....
 :f , wn¢ §2b y 1
2.12 .
For t s 0, the mapping F is defined ¨ia its limit
D G w q ru 0 k
 :f , w1
..F w , a , b , 0 [ s 0. 2.13 .  ..
 :f , wn 0
2b y 1
Here the intermediate terms w , i s 1, . . . , k y 1, and b , j s 1, . . . , k y 2,i j
 .are chosen successi¨ ely as solutions of the equations 2.9 .
 0 0.  .Step 3. For all nonsingular solutions a , b of 2.9c with the normal-
 0.2 0  U .ization b s 1, calculate the corresponding solution w g Im D G ofu 0
 .  .  0 0 0 .  .2.9a , 2.9b and set up nonsingular solutions w , a , b , 0 of 2.12 at
 .t s 0, i.e., 2.13 . Thereafter, apply the implicit function theorem to the
 .  0 0 0 .enlarged problem 2.12 at w , a , b , 0 and obtain a unique solution
  .  .  . .  0 0 0 .branch w t , a t , b t , t passing through w , a , b , 0 at t s 0, corre-
 .  .spondingly, a solution branch of 1.1 across u , l .0 0
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Step 4. Sol¨ e b as a polynomial of a , . . . , a and substitute it intoky1 1 n
the system
D G w qD G b s yru 0 k l 0 k k
 :f , w s 0, j s 1, . . . , n ,j k
 .and sol¨ e it for w . If no real solutions are a¨ailable, stop and 1.1 has nok
 .  .solution branches of the form 2.7 at u , l ; otherwise, let k s k q 1 and0 0
.go back to Step 1 .
For simple algebraic problems w can be calculated analytically, e.g., viai
computer algebra packages. For differential equations a numerical solu-
tion is much more efficient and often the only possibility. On the other
hand, note that as polynomials of a , the structure of r and w arei i
 .identical. By examining the structure of r one obtains from 2.9 lineari
equations for the coefficients of the polynomial w , which are then solvedi
 .numerically. In fact, solving 2.9 effectively requires combinations of
numerical and computer algebraic methods. In particular, if the problem
 .1.1 has some equivariant properties, the computational work for solving
 .2.9 can be greatly reduced by a systematic application of group-theoretic
w xmethods, see, e.g., Ashwin et al. 3 .
 .Obviously, if the problem 1.1 is finitely determined and the condition
 .   .  ..  .  .2.10 holds, then a solution curve u t , l t of 1.1 satisfies 2.12 for
  .  ..appropriate k. Since the solution curve u t , l t is represented via
 .  .  .w t , a t , b t which are in turn nonsingular solutions of the enlarged
 .  .system 2.12 , numerical path following can be done directly on 2.12 to
trace the solution branch through the bifurcation point cf. Allgower and
w x.Georg 4 . This allows one to switch the path following easily from one
 .branch to another, since they correspond to different solutions of 2.12 , in
 w x.particular, at the starting point t s 0 cf. Mei 12, 14 . Our numerical
experience on reaction-diffusion problems indicates that path following in
 .2.12 can be done for rather large ranges of t, though it is advisable to
switch back to the original problem once outside the bifurcation point to
save computational work.
Remark 2.1. If it is known in advance from either the symmetries of
the problem or its nonlinearity that a determinacy is possible only for k
greater than certain minimum order k , then one can start the iteration0
 .with an appropriate large value k in the ansatz 2.7 and consider the
 .  .equations 2.9 for i s 1, . . . , k, the enlarged system 2.12 in one step. In
such a way the iteration is done simultaneously for a few steps before
increasing the orders of k, see Section 4.
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2.1. Simple Bifurcations
 .Generically, the null space Ker D G is one-dimensional for one-u 0
 .parameter dependent problems. Under the condition 2.10 the equation
 .2.9c reduces to
aa 2 q 2ba b q cb 2 s 0, 2.14a .1 1 1 1
a a i q 2ba b s 0, i G 3, 2.14b .i 1 1 iy1
where
 U : U 0a [ f , D G f f , b [ f , D DG w , 1 f , : .1 uu 0 1 1 1 u 0 1 1
2.15 .
2U 2 0c [ f , D G w , 1 , and a , b g R ; .1 0 1 i iy1
 .and the equation 2.14b will be considered only when a ? c s 0. This can
be proved easily by induction.
  ..  0 .THEOREM 2.1. Let dim Ker D G s 1 and D DG w , 1 f fu 0 u 0 1 1
 . 2  .Im D G . If b y ac - 0, the problem 1.1 has no bifurcating solution atu 0
 .u , l . If either0 0
b2 y ac ) 0 and a / 0; 2.16a .
or
a s ??? s a s 0, a / 0, i - ` for a s 0 and for b2 y ac s 03 iy1 i
2.16b .
 .is satisfied, the problem 1.1 has two solution branches passing through
 .  .u , l . These solutions are of the following form under the condition 2.16a ,0 0
u t s u q ta t f q tw0 q t 2 w t , 2.17a .  .  .  .0 1 1 1
l t s l q t , 2.17b .  .0
 .  .  .where a 0 satisfies 2.14a with b s 1. Under the condition 2.16b , one1
 .solution is of the form 2.17 , while the other one can be parameterized as
u t s u q ta t f q t i w t , 2.18a .  .  .  .0 1 1
l t s l q const ? a 0 t q t iy1b , 2.18b .  .  .0 1
 .  . 2where a 0 , b satisfies 2.14b and b s 1.1
 .Proof. For k s 2, Algorithm 2.1 yields the equation 2.14a with the
 .  .coefficients a, b, c in 2.15 and w in 2.11 . Let us examine its discrimi-1
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2  0 .  .nant b y ac. Note that the condition D DG w , 1 f f Im D G im-u 0 1 1 u 0
2  .plies b / 0. If b y ac - 0 the equation 2.14a has no real solutions and
2  .the coefficient of t in 2.8 does not vanish for real a , b . Therefore, the1 1
 .solution u , l is isolated and there is no solution branch passing0 0
through it.
2  .If b y ac ) 0 and a / 0, we obtain from 2.14a two solutions
b1 2’a s b " b y ac .1 a
 . 2for all b g R. Thus the system of 2.14a and b s 1 has four isolated1 1
solutions:
1
0 0 ’a , b g " b " b y ac , 1 . 2.19 . . .1 1  5 /a
 0 0. 0  U .For each a , b , there is a unique w g Im D G , such that1 1 u 0
1 20 0 0 2 0 0 0 0D G w q r s 0 with r s D G a f q b w , b . .u 0 1 1 0 1 1 1 1 12
 0 0 0 .  .Moreover, w , a , b , 0 is a nonsingular solution of 2.13 for k s 2 in1 1
 .the sense that D F is nonsingular. In 2.12 with k s 2, applying theu, a , b .
 .implicit function theorem to F, we obtain a unique solution curve of 2.12
 0 0 0 .  .passing through w , a , b , 0 . This gives via 2.7 a bifurcating solution1 1
 .  .  .branch of 1.1 at u , l . Note in 2.7 that a is multiplied by t which0 0 1
 0 0 0.changes signs as it passes 0. Solutions induced by " w , a , b are1 1
 .  .identical. Consequently, two different solution branches of 1.1 at u , l0 0
 0 0.  .are induced by four solutions a , b in 2.19 . These solutions are1 1
 .parameterized as 2.17 .
 .If a s 0, solutions of 2.14a consist of curves:
c
a , b g y b , b , a , 0 ; a , b g R . .  .1 1 1 1 1 1 1 5 /2b
 .The first solution leads to a nonsingular solution of 2.13 , which in turn
 .yields a solution branch of 2.12 and correspondingly to a solution branch
 .  .of 1.1 through u , l . The second one exists only for b s 0, but with0 0 1
no constraints for a . By Algorithm 2.1 we go a step further and examine1
the case k s 3 with b s 0. For this and for b2 y ac s 0 we claim that1
 .2.14b should hold and we prove this by induction. Note that in both cases
we have b s const ? a , where const vanishes for a s 0. For i s 3, the1 1
monomials of the order 3 in r are3
a 3 , a 2 b , a b 2 , a b , b b .1 1 1 1 1 1 2 1 2
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Owing to the relation b s const ? a only a 3 and a b are left. Hence,1 1 1 1 2
 .the equation of 2.9c reduces to
a a 3 q 2ba b s 0, a g R.3 1 1 2 3
Now suppose a s ??? s a s 0. We have b s ??? s b s 0 and the3 i 2 iy1
only possible monomials of r are a iq1 and a b , yielding the followingiq1 1 1 i
 .form of 2.9c :
a a iq1 q 2ba b s 0, a g R.iq1 1 1 i iq1
 .Thus by induction 2.14b holds.
 .  . 2If 2.16b holds, then 2.14b and b s 1 have four nonsingular andky1
 .  .real solutions, which induce two solutions branches of 1.1 via 2.12 as
 .discussed above for the case k s 2. The parameterization 2.18 follows
 .directly from the corresponding definition of 2.12 .
 0 .  .Remark 2.2. The condition D DG w , 1 f f Im D G reduces tou 0 1 1 u 0
 .D G f f Im D G if b s 0.ul 0 1 u 0 1
The blow-up method in Algorithm 2.1 is capable of catching up many
interesting bifurcation structures which are not covered by the classical
bifurcation theory. For example, consider the equation
G u , l [ Du q u y l u2 y l u3 q 3l s 0 .  .  .  .
in a bounded domain V ; R n with homogeneous Neumann boundary
 .  .condition ­ ur­ n s 0 on ­ V. It is easy to verify that u , l s 0, 0 is a0 0
 .bifurcation point and that the null space Ker D G is one dimensional.u 0
 .Choosing the scale k s 3, 5, 6 in 2.7 respectively, one gets all three
 .solution branches at 0, 0 by Algorithm 2.1.
2.2. CORANK-2 PROBLEMS WITH D -SYMMETRYm
 .Assume that the null space Ker D G is two dimensional, D -invariantu 0 m
 .and irreducible. The equations 2.9c with D -symmetry are of the formm
my 1 m mg z , b s p u , ¨ , b z q q u , ¨ , b z s 0, u s zz , ¨ s z q z , .  .  .
2.20 .
where we have taken complex coordinates, e.g., z s a q ia , in1 2
 . 2 w xKer D G ; R ; C, see e.g. 7 . This system is not determined untilu 0
 .  .  .i G m y 1 in 2.9 . In fact, for i - m y 1 following 2.20 the system 2.9c
is of the form
g z , b s p u , b z s p zz , b z s 0, 2.21 .  .  .  .
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 .  .which is O 2 -equivariant and the set of solutions contains its O 2 -Orbit
 .and is at least one dimensional. This makes the system 2.9c degenerate;
 .in particular, the Jacobi matrix of the left-hand side of 2.9c is singular at
 .all solution points. The continuous symmetry O 2 is broken only if higher
 .  .order terms i G m y 1 are considered in 2.9c . In that case, generically
 .  .2.9c is of the form 2.20 and its solutions are discrete. Furthermore, if
 .the Jacobian of 2.9c has maximal rank at all solution points, the bifurca-
 .  .tion scenario is determined by 2.12 and 2.9 . In other words, for a
 .D -equivariant problem, the power k of t in 2.12 should be greater orm
equal to m y 1 and the bifurcation diagram is described by the solutions
 .  .of 2.9c which is of the form 2.20 . As examples, we consider in the
following sections D - and D -equivariant bifurcations.4 6
3. SEMILINEAR ELLIPTIC PDEs ON A SQUARE
Consider bifurcations at corank-2 bifurcation points of the model prob-
lem:
2w xDu q l f u s 0 in V [ 0, 1 , 3.1 .  .
with the homogeneous Neumann boundary conditions ­ ur­ n s 0 on ­ V
 w x.  .cf. Mei 14 , where f is assumed to be smooth and f 0 s 0. If f is an
 .  .odd function with f 9 0 ? f - 0 / 0, the complete bifurcation scenario
 . 4along the trivial solution branch 0, l ; l g R is determined by the 3-jet
 .  .  w x.of 2.3 which is equal to 2.9c with i s k s 3 cf. Allgower et al. 2 .
Let
a f 9 0 s 1, b f 0 0 / 0. 3.2 .  .  .  .  .
This problem has the D symmetry induced by the domain. The equivari-4
w x w xant branching lemma in Golubitsky et al. 8 , Vanderbauwhede 16 , and
w xAllgower et al. 2 can be used to determine solution branches with
maximal symmetries. To seek all bifurcating solution branches, we choose
 .the enlarged system 2.12 and do the analysis of bifurcation and the
branch switching simultaneously.
 .Let us consider the weak form of the problem 3.1 :
Find u , l g X = R, such that G u , l [ u q lTf u s 0, .  .  .
3.3 .
1 . 2 .where X s Y [ H V and T : g g L V ¬ Tg g X is defined implicitly
by
a Tg , ¨ s y g , ¨ , ;¨ g X , g g L2 V .  .  .
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 .  w x.and a u, ¨ [ H =u=¨ dx dy for all u, ¨ g X cf. Mei 14 . Owing to theV
appropriate regularity of solutions, the whole discussion can be done on
 .  w x w x.3.1 directly as well cf. Healey and Kielhofer 10 and Mei 14 . AÈ
 .  .corank-2 bifurcation point 0, l on the trivial solution curve 0, l ;0
4l g R is characterized via
2 2 2 w xl s m q n p , m / n , Ker D G s span f , f , 3.4a .  .  .0 u 0 1 2
f [ 2 cos mp x cos np y , f [ 2 cos np x cos mp y. 3.4b .1 2
Since D G s I q l T is self-adjoint, we haveu 0 0
X s Ker D G [ Im D G , 3.5 .  .  .u 0 u 0
2 .where [ is the orthogonal sum under the inner product of L V . The
 :  :operator Q [ I y f , ? f y f , ? f is an orthogonal projection from1 1 2 2
 .X onto Im D G .u 0
 . w xFor k s 3 in 2.12 , Mei 14 shows that on a nontrivial solution branch
the equalities
w xb s 0, w s 0, w s l f 0 0 a a w i , j . 1 1 2 0 i j 2
iqjs2
w x  .hold, where w i, j g Im D G , i, j s 1, 2, i q j s 2, are solutions of2 u 0
1
w xD G w i , j s y Tf fu 0 2 i j2
and can be solved analytically. Furthermore, b is determined by the2
 .following system which corresponds to 2.9c with i s 3,
6b22 2a c a q c a q s 0, 3.6a .1 1 1 2 2 /l0
6b22 2a c a q c a q s 0, 3.6b .2 2 1 1 2 /l0
with
9 2 2 w xc [ f - 0 q 6l f 0 0 f , w 1, 1 , i s 1, 2 : .  .1 0 i 24
2 2w x w xc [ 3 f - 0 q 6l f 0 0 2 f f , w i , j q f , w i , j : : .  .2 0 i j 2 i 2
for all i / j.
 .In comparison with the structure of 2.20 one sees that for the D -4
 .  .  .equivariant problem 3.1 this 3-jet 3.6 of 2.3 is determined if c / c .1 2
MEI AND SCHWARZER114
 .In that case the problem 3.1 is 3-determined and there are four and two
nontrivial solution branches for c / 0 and c s 0 respectively; see Mei1 1
w x w x14 . We are interested in an open case in Mei 14 , namely c s c . In this1 2
 .case the system 3.6 is degenerated and contains a factor
l c0 1 2 2b s y a q a , 3.7 . .2 1 26
1  .which has the S -symmetry of the circle in the a , a -plane. This1 2
S1-group contains D - group, the symmetry of the original problem, as a4
proper subgroup. The continuous symmetry indicates that the problem
 . 13.1 is no longer 3-determined. However, we expect this S -symmetry and
degeneracy will be broken at higher orders. Let us consider the next order
k s 4 and the following necessary structure of bifurcating solution branches
u s t a f q a f q t 2 w q t 3 w q t 4 w , .1 1 2 2 2 3
3.8 .
l s l q b t 2 q t 3b ,0 2
where b and w are given as above, while the coefficients a , a , b g R2 2 1 2
 .and w , w g Im D G are to be determined. We examine the Taylor3 u 0
 .  .expansion G u, l at 0, l with respect to the variables u, l and collect0
the t i components
4
i 5G u , l s t D G w q r q O t , .  .  . u 0 i i
is1
where r s 0 and1
1 2r s D G a f q a f , .2 uu 0 1 1 2 22
r s D G a f q a f w q b D G a f q a f .  .3 uu 0 1 1 2 2 2 2 ul 0 1 1 2 2
1 3q D G a f q a f , .uuu 0 1 1 2 26
1
2r s D G 2 a f q a f w q w . .4 uu 0 1 1 2 2 3 22
q D G b w q a f q a f b . .ul 0 2 2 1 1 2 2
1 2 2q b D G a f q a f q D G a f q a f w .  .2 uul 0 1 1 2 2 uuu 0 1 1 2 2 22
1 4q D G a f q a f . .uuuu 0 1 1 2 224
ONE-PARAMETER BIFURCATION PROBLEMS 115
 .While r g Im D G can be verified directly and w is defined as above2 u 0 2
 w x.  .  .cf. Mei 14 , the relation r g Im D G is assured by 3.6 which is3 u 0
 :  :  .equivalent to f , r s f , r s 0. For c s c and b in 3.7 , we1 3 2 3 1 2 2
solve w as a homogeneous cubic polynomial of a , a from3 1 2
 :D G w s yr , f , w s 0, i s 1, 2. 3.9 .u 0 3 3 i 3
This is in fact a functional differential equation, because the right-hand
side is a cubic polynomial in a , a with coefficients as functions in space1 2
variables x, y. Although for homogeneous Neumann boundary conditions
it is still possible to solve this equation analytically, the calculations are
cumbersome. Especially, symbolic calculations via computer algebra in this
 .case are rather time and storage consuming. We solve 3.9 numerically.
 .Note that the equation for all w in 2.9 is linear and of the same structurei
 .for i s 2, . . . . Moreover, the D symmetry and its induction in a , a4 1 2
can be utilized in the numerical approximations. On the other hand, since
 w x.the analytical results for w are available cf. Mei 14 , we use them to2
 .calculate the right-hand side of 3.9 and to check the reliability and the
accuracy of numerical methods. To this end, let us rewrite the right-hand
 .side of 3.9 and the unknown w as3
w x i j w x i jr s r i , j a a , w s w i , j a a 3 3 1 2 3 3 1 2
iqjs3 iqjs3
w x 2 .with r i, j g C V and3
1 1
3w x w xr 3, 0 s D G f w 2, 0 y c l D G f q D G f ,3 uu 0 1 2 1 0 ul 0 1 uuu 0 16 6
1
w x w x w xr 2, 1 s D G f w 2, 0 q 2f w 1, 1 y c l D G f .3 uu 0 2 2 1 2 1 0 ul 0 26
1
2q D G f f ,uuu 0 1 22
w x w x w x w xwhile r 1, 2 , r 0, 3 follow from r 3, 0 , r 2, 1 by the transformation3 3 3 3
 .  . w xx, y ª y, x . The unknowns w i, j are solved via the equations3
w x w xD G w i , j s yr i , j , i q j s 3,u 0 3 3
w x w x w xrespectively; in particular, w 1, 2 and w 0, 3 are derived from w 2, 1 ,3 3 3
w xw 3, 0 by exchanging x and y. In this way we are left with two equations,3
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 .  .  .i.e., i, j s 3, 0 , 2, 1 respectively. Rewriting these equations back into
differential forms, we obtain
w xD q l f 9 0 w 3, 0 . .0 3
1 1
3w xs l f 0 0 f w 2, 0 y c f 9 0 f q f - 0 f ; .  .  .0 1 2 1 1 1 /6 6
w x w x w xD q l f 9 0 w 2, 1 s l f 0 0 f w 2, 0 q 2f w 1, 1 .  . .  .0 3 0 2 2 1 2
1 1
2y c f 9 0 f q f - 0 f f . .  .1 2 1 26 2
We solve these equations with the finite element method with Courant's
triangles. The discretization is done on a uniform mesh in x and y
directions with mesh sizes h s 1rN, N s 10, 20, 40, 80, respectively. Once
 :w is available, coefficients of the equations f , r s 0 are calculated3 1 4
 :with the adapted trapezoidal integrations. The equation f , r s 0 is2 4
 :derived from f , r s 0 by exchanging a and a . Thereafter, for all1 4 1 2
 .isolated solutions of 2.9c with i s 4, we obtain corresponding solution
 .  .  .branches of 3.1 bifurcating at u , l . If the equation 2.9c still has0 0
degenerate solutions, the fifth order i s 5 needs to be considered. Since
the discussion is similar to the above except that more calculus is involved,
we use the following example to illustrate the idea.
 .EXAMPLE 3.1. Let us consider the problem 3.1 with
12
2 3f u s u q u y mu . .
4373
 .  .  .We choose the wavenumbers m, n s 1, 2 in 3.4 and examine bifurca-
 .  .  2 .  .tions of 3.1 at u , l s 0, 5p a. The bifurcation point u , l is0 0 0 0
degenerate at m s 32r625339 for which the equality c s c s1 2
 .y2677248r2734607447 holds. Even the equations 2.9c for i s 4 reduce
to
a b s 0, i s 1, 2.i 3
 .Since a s a s 0 corresponds to u 0 s 0, and in turn to the trivialÇ1 2
 .solution, we consider b s 0, k s 5 in Algorithm 2.1 and calculate 2.9c3
of the fifth order,
a a 4 q b a 2a 2 q c a 4 a .a h 1 h 1 2 h 2 11b y s 0, 3.10 .4 2 2 4a /  /2 c a q b a a q a a a .h 1 h 1 2 h 2 2
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TABLE I
Numerical Values of the Coefficients in the Reduced Bifurcation Equations of an Elliptic
PDE on the Unit Square
h a b ch h h
1r10 0.3361476624 0.2682740866 1.3771682319
1r20 0.3400957075 0.2723790511 1.3742151531
1r40 0.3413393519 0.2734032481 1.3723933709
1r80 0.3417289811 0.2735640887 1.3714283718
where the values of a , b , c for different mesh sizes are given in theh h h
Table I.
 .One sees immediately from 3.10 that the inequality b ) 0 holds for
 .nontrivial solutions. With the normalization b s 1, the system 3.10 has
eight real and isolated solutions
1 1 1
" , 0 , " 0, , " "1, " 1 . .1r4 1r4 1r4 5 /  /a a a q b q c .h h h h h
 .These induce four solutions branches of the enlarged system 2.12 for t
small. Correspondingly, we obtain four solution branches of the problem
 .  .3.1 at u , l . Note that two of these solutions are on the same orbit of0 0
D -symmetry, while orbits of the other two are different.4
4. SEMILINEAR ELLIPTIC PDEs ON A HEXAGON
In this example we study the bifurcation structure of the equation
G u , l s Du q l f u s 0 with f u s u q u3 4.1 .  .  .  .
 .on the hexagon V with sidelength 1, midpoint at 0, 0 and homogeneous
Dirichlet boundary conditions u s 0 on ­ V. This problem is D = Z -6 2
equivariant, with the D -symmetry of the domain and the Z -symmetry,6 2
 .i.e., the oddness, of the mapping f u .
 .  . 4  .Similar to 3.1 , 0, l ; l g R is a trivial solution curve of 4.1 and
 .bifurcation points on this curve are of the form 0, l with l as0 0
eigenvalues of yD. The eigenvalues and eigenvectors of the Laplacian D
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on the hexagon are not analytically available. Numerical values for the first
and second eigenvalues and their multiplicities are known as
l f 7.1425, single1
l f 17.98, double2
26.37 F l . . . , multiplicity greater than one,iq2
w xsee e.g. 11, 15 .
 .We are interested in the behavior of 4.1 at the corank-2 bifurcation
 .  .  .point u , l [ 0, l s 0, 17.98 . Since the Laplacian on the hexagon0 0 2
with homogeneous Dirichlet boundary conditions is self-adjoint under the
2  .L -product, the decomposition 3.5 holds still, except that the basis of
 . w xKer D G s span f , f is calculated numerically. We know in Sectionu 0 1 2
2.2 that for the D -equivariant problem the determinacy of equations6
 .2.9c becomes possible only for i G 5. Hence, to test determinacy we take
the following ansatz for u and l:
u s u q t¨ q tw q t 2 w q t 3 w q t 4 w q t 5w q O t 6 .0 1 2 3 4
l s l q tb q t 2b q t 3b q t 4b q O t 5 , .0 1 2 3
where ¨ s a f q a f , and w s 0 for D G s 0. In this way, we start1 1 2 2 1 l 0
the Algorithm 2.1 directly with k s 5 as follows.
 .  .Expand G u, l into a Taylor series at 0, l up to the fifth order0
G u , l .
5
i 6s D G w q r t q O t .  . u 0 i i
is1
2 3s t D q l I w q b ¨ q t D q l I w .  .0 2 1 0 3
3q b w q b ¨ q l ¨ .1 2 2 0
4 2 3q t D q l I w q b w q b w q b ¨ q 3l ¨ w q b ¨ .  .0 4 1 3 2 2 3 0 2 1
5q t D q l I w q b w q b w q b w q b ¨ . 0 5 1 4 2 3 3 2
2 2 3 2 6q3l ¨ w q 3l ¨w q b ¨ q 3b ¨ w q O t . ..0 3 0 2 2 1 2
 .We consider successively the equations 2.9 for i s 2, 3, 4, 5. For i s 2
 .the equation 2.9c yields
b a s 0, j s 1, 2.1 j
The case a s a s 0 corresponds to the trivial solution branch. We are1 2
interested in bifurcating branches which satisfy necessarily b s 0. Corre-1
 .  .spondingly, we obtain w s 0 from the equations 2.9a , 2.9b . Taking this2
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 .into account, we derive from 2.9c for i s 3
a12 2b q l k a q a s 0, . .2 0 1 1 2 a /2
 .where k is a constant. This system is O 2 -equivariant and includes a1
S1-invariant factor. For nontrivial solution branches, we have
b s yl k a 2 q a 2 4.2 . .2 0 1 1 2
 .and the equation 2.9a becomes
3D G w s l k a f q a f q a f q a f . .  .u 0 3 0 1 1 1 2 2 1 1 2 2
 .In conjunction with 2.9b w is solved uniquely as a homogeneous cubic3
 .polynomial in a , a . Substituting w , w and b , b into 2.9c for i s 41 2 2 3 1 2
yields
b a s 0, j s 1, 2,3 j
in which, again, only the case b s 0 is possible for nontrivial solutions.3
 .  .Similar to the case i s 2, w s 0 is the unique solution for 2.9a ] 2.9b .4
The above information on b , w , i s 1, 2, 3, implies the following simplei iq1
 .form of the equation 2.9c for i s 5:
f , b ¨ q b w q ¨ 3 q 3l ¨ 2 w s 0, j s 1, 2. 4.3 :  . .j 2 3 0 3
The structure of this system becomes more transparent by complexifying it
with z s a q ia , see also Section 2.2. It is1 2
2 22 2 5b z y l k zz z y 3l k zz z q q z s 0. 4.4 .  .  . .0 1 0 2
Here k , k , q are constants and calculated numerically; for example,1 2
using a uniform triangular mesh of the hexagon and taking piecewise
linear approximations in the finite elements, we obtain approximations for
k , k , u in Table II, in which h represents the length of the equilateral1 2
triangle.
The convergent rate of the coefficients in the Table II is consistent with
 2 .the error estimates of the order O h , the discretization error of the
Laplacian.
TABLE II
Numerical Values of the Coefficients in the Reduced Bifurcation Equations of an Elliptic
PDE on a Hexagon
h k k q1 2
1r6 0.90984382 y0.00436082 0.00023493
1r12 0.91060974 y0.00385766 0.00021589
1r24 0.91070398 y0.00374470 0.00021174
1r48 0.91071580 y0.00371718 0.00021076
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Taking h s 1r12, we have k s 0.9106, k s y0.00385, q s 0.000215.1 2
Normalizing with b 2 s 1 it has 25 isolated solutions. Besides the trivial
 .solution 0, 0 and six pairs of complex solutions which belong to b s y1,
 .the other 12 real solutions a , a , b consist of1 2
0, 0.5495, 1 , 0.5445, 0, 1 4 .  .
together with the solutions on the D = Z -orbits. The corresponding6 2
 .values for b in 4.2 which determine the l-direction of the branching2
solutions are b s y4.94 and y4.85, respectively.2
 .  .Since the solutions of 4.4 or 4.1 on the same group orbit can be
derived among each other simply by group actions, we restrict the discus-
 .  .sion to the representatives 0, 0.5495, 1 and 0.5445, 0, 1 . Substituting
 0 0 0.  .  .  .a , a , b s 0, 0.5495, 1 into 2.9a , 2.9b and solving it, we obtain a1 2
0  .unique solution w g Im D G . On the other hand, for k s 5 and b ,u 0 i
 .w , i s 1, 2, 3, as above, the enlarged system 2.12 isiq1
F w , a , b , t .
G t a f q a f q t 3 w q t 5w , l q t 2b q t 4b rt 5 . .1 1 2 2 3 0 2
 :f , w1
[ s 0,
 :f , w2 02b y 1
4.5 .
and for t s 0,
D G w q ru 0 5
 :f , w1
F w , a , b , 0 s s 0. 4.6 .  . :f , w2 02b y 1
Owing to b s b s 0 and w s w s w s 0, we have1 3 1 2 4
r s b ¨ q 3l ¨ 2 w q b ¨ 3 , ¨ s a f q a f .5 0 3 2 1 1 2 2
 0 0 0 .  .At the nonsingular solution point w , a , b , 0 of 4.6 , the implicit
function theorem is applicable to F and yields a unique solution curve,
 .  .which corresponds a bifurcating solution branch of 4.1 at u , l s0 0
Ç .   .  ..  .  .0, 17.98 with the tangent u 0 , l 0 s a f q a f , 0 and a , a sÇ 1 1 2 2 1 2
È 4. .  .  .0, 0.5495 , while l 0 s 2b s y9.88 and l 0 s 24. Owing to the2
 .  .oddness of f u in 4.1 , if u is a solution, so is yu. We count "u as one
solution. The D group action on this solution branch gives another five6
 .solution branches of 4.1 .
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 .  0 0 .  .FIG. 1. a Solution branches corresponding to a , b s 0.5445, 0, 1 at l s 17.05;
 .  0 0 .  .b solution branches with a , b s 0, 0.5495, 1 at l s 17.05.
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 0 0 0.  .Similar discussions hold for a , a , b s 0.5445, 0, 1 . Hence, the1 2
 .problem 4.1 has 12 different nontrivial solution branches passing through
 .  .u , l s 0, 17.98 altogether. They lie on two different D orbits. The0 0 6
structure of the solution branches is:
u s u q ta f q ta f q t 3 w q t 5w q O t 6 , .0 1 1 2 2 3 5
l s l q t 2b q t 4b q O t 5 .0 2
with b - 0. Thus the bifurcations are subcritical and pitchfork. Figure 12
shows representatives on the orbits of two different solution branches of
 .4.1 at l s 17.05, while variations of solutions along the branches are
followed by continuation methods.
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