Convergence properties in the nonhyperbolic case xn+1=xn−11+f(xn)  by Kalikow, Steven et al.
J. Math. Anal. Appl. 326 (2007) 456–467
www.elsevier.com/locate/jmaa
Convergence properties in the nonhyperbolic case
xn+1 = xn−11+f (xn)
Steven Kalikow a, Peter M. Knopf b,∗, Ying Sue Huang b, Gabor Nyerges c
a Department of Mathematics, University of Memphis, Memphis, TN, USA
b Department of Mathematics, Pace University, Pleasantville, NY, USA
c Department of Electrical, Computer and Communications Engineering, London South Bank University, London, UK
Received 28 February 2006
Available online 17 April 2006
Submitted by Steven G. Krantz
Abstract
Consider the difference equation xn+1 = xn−11+f (xn) where f is in a certain class of increasing continuous
functions. In particular, the class includes all functions of the form f (x) = αxβ with α > 0 and β > 0. The
set of initial conditions (x0, x1) in the first quadrant that converge to any given boundary point of the first
quadrant forms a unique increasing continuous function. Furthermore, all of the positive solutions xn are
stable under small perturbations of the initial point (x0, x1).
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1. Introduction
In their book [2], Kulenovic´ and Ladas consider the positive solutions for the class of differ-
ence equations of the form xn+1 = xn−11+Axn with A > 0. This is a second-order difference equation.
We use (x0, x1) to represent the initial condition (initial point). In this paper, all of our initial
conditions (x0, x1) satisfy x0  0 and x1  0. We will often refer to (x2n, x2n+1) as a solution
to the second-order difference equation under consideration. These equations are nonhyperbolic
at their fixed point (0,0). Kulenovic´ and Ladas give some partial results on the convergence of
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S. Kalikow et al. / J. Math. Anal. Appl. 326 (2007) 456–467 457these equations. In particular, they show that either x2n+1 ↓ 0 or x2n+2 ↓ 0. They ask if there
exist initial conditions under which the sequence xn converges to 0. Kent shows the existence
of such initial conditions in her paper [1]. She generalizes this result to a much wider class of
second-order difference equations that exhibits this similar behavior. There still remained open
the question as to the precise nature of the set of positive initial conditions under which the
sequence will converge to 0. Janssen and Tjaden [3] showed that if x0 = 1, then there exists a
unique initial value x1 such that the difference equation converges to 0 for the case A = 1.
In this paper, we show that the set of initial conditions (x0, x1) in the first quadrant that con-
verge to any given point on the boundary is a unique increasing continuous curve. Furthermore,
we generalize this result to difference equations of the form xn+1 = xn−11+f (xn) where f is in a cer-
tain class of functions that include f (x) = Ax with A > 0. We prove that the positive solutions
are stable under small perturbations of the initial conditions.
In Section 3, we prove that it is not sufficient for the function f to be an increasing continuous
function with f (0) = 0 in order to obtain our results. We construct a function f with these
properties so that some of the solutions to the difference equation (1) are not stable. Furthermore,
for initial conditions of the form (x0, x1) with 0 < x0  1/2 and x1 > 0 and sufficiently small,
the solutions to the difference equation all converge to the same limit point (0,0).
2. The main results
Our first theorem concerns the stability of the solutions to the difference equation under per-
turbations of the initial conditions.
Theorem 1. Consider the difference equation
xn+1 = xn−11 + f (xn) , (1)
where f is a continuous nonnegative increasing function on [0,∞). We also assume that there
exists ξ > 0 such that f (x)  cxL for all 0  x < ξ for some positive constants c and L. Let
(x0, x1) be any initial condition. Then for every  > 0, there exists δ > 0 such that if |x0 −y0| < δ
and |x1 − y1| < δ, we have |xn − yn| <  for all n 0 where the sequences xn and yn satisfy the
difference equation (1).
Proof. Clearly x2n and x2n+1 are decreasing sequences and hence each converge. As
x2n+1f (x2n) = x2n−1 − x2n+1, then x2n+1f (x2n) → 0. Thus either x2n+1 → 0 or f (x2n) → 0.
But clearly f (0) = 0 and since f is an increasing function, then as f (x) → 0 we must have
x → 0. So either x2n+1 → 0 or x2n → 0. Consider the case x2n → 0 and x2n+1 → a for
some a > 0. Given  > 0 with  < min(1, a4 ), choose N sufficiently large so that x2n <  and|x2n+1 − a| <  for all nN . Next choose δ > 0 sufficiently small so that if |x0 − y0| < δ and
|x1 − y1| < δ, then |x2N − y2N | <  and |x2N+1 − y2N+1| < . This clearly can be done because
of the continuity of f . Since y2n and y2n+1 are decreasing sequences, in order to prove the the-
orem, it is sufficient to show that y2n < 2 and y2n+1 − a > −1 for all n  N where 1 → 0
as  → 0. Since x2N < , |x2N − y2N | < , and y2n is decreasing, then y2n < 2 for nN . We
show by induction that
y2N+2k 
y2N
[1 + f (a )]k (2)4
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y2N+2k+1  y2N+1
k∏
i=1
{
1 + cy
L
2N
[1 + f (a4 )]Li
}−1
(3)
for k  1. It is easy to check that (2) and (3) hold for k  1. From the difference equation and the
induction hypothesis we have
y2N+2k+2 
y2N
[1 + f (a4 )]k[1 + f (y2N+2k+1)]
. (4)
It is easy to check that the product factor in (3) satisfies the following estimate:
k∏
i=1
{
1 + cy
L
2N
[1 + f (a4 )]Li
}−1
 e−c1L (5)
for  sufficiently small for some positive constant c1 since y2N < 2. Inserting the obvious bound
e−c1L  1/2 into (3) gives y2N+2k+1  y2N+1/2 > a/4 and this result inserted into (4) estab-
lishes (2). Similarly, from the difference equation and the induction hypothesis, we have:
y2N+2k+3 
y2N+1
1 + f (y2N+2k+2)
k∏
i=1
{
1 + cy
L
2N
[1 + f (a4 )]Li
}−1
.
Since
f (y2N+2k+2) f
(
y2N
[1 + f (a4 )]k+1
)

cyL2N
[1 + f (a4 )]L(k+1)
then
y2N+2k+3  y2N+1
k+1∏
i=1
{
1 + cy
L
2N
[1 + f (a4 )]Li
}−1
which proves (3). By (3) and (5) we finally obtain y2N+2k+1  y2N+1e−c1L  (a − 2)(1 −
c1L) for  sufficiently small which proves the theorem for the case x2n → 0 and x2n+1 → a for
a > 0. The proof for the case x2n → a and x2n+1 → 0 for a > 0 is similar. The case x2n → 0
and x2n+1 → 0 is trivial, since by arguing as before we can arrange x2N < 2 and x2N+1 < 2
for some large N . The fact that y2n and y2n+1 are decreasing sequences implies y2n < 2 and
y2n+1 < 2 for all nN . 
The following definition and lemma will be helpful to prove some of the results.
Definition. We define an ordering, , on the limit of a sequence (x2n, x2n+1) in the following
way:
(i) (0, b) (0, b′) if b b′  0;
(ii) (0, b) (b′,0) for all b 0 and b′  0;
(iii) (b,0) (b′,0) if 0 b b′.
With slight abuse of notation, we will sometimes denote limn→∞(x2n, x2n+1) = (a, b) by
limn→∞(x0, x1) = (a, b) or by (x0, x1) → (a, b) where (x0, x1) is the initial condition of the
sequence (x2n, x2n+1).
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such that f is an increasing continuous function on [0,∞) with f (0) = 0. If the initial con-
ditions satisfy x0  y0 and x1  y1, then x2n  y2n and x2n+1  y2n+1 for all n  0, and
limn→∞(x2n, x2n+1) limn→∞(y2n, y2n+1).
Proof. By the beginning of the proof of Theorem 1, either x2n → 0 or x2n+1 → 0 as n → ∞.
Since x2n and x2n+1 are both decreasing in n, then we must have limn→∞(x2n, x2n+1) = (b,0)
or (0, b) for some b 0. By induction, we have
x2n+2 = x2n1 + f (x2n+1) 
y2n
1 + f (y2n+1) = y2n+2
and
x2n+3 = x2n+11 + f (x2n+2) 
y2n+1
1 + f (y2n+2) = y2n+3
since f is an increasing function. The result limn→∞(x2n, x2n+1)  limn→∞(y2n, y2n+1) now
easily follows. 
Theorem 3. Consider the difference equation defined by
xn+1 = xn−11 + f (xn) ,
where f is a continuous and increasing function on [0,∞) such that for all a  0 we have:
lim
(t,x)→(1+f (a),0)
f (tx) − f (x)
(t − 1)f (x) = L1(a) (6)
and
lim
(t,x)→(1,a)
f (tx) − f (x)
(t − 1)f (x) = L2(a), (7)
where L1(a) and L2(a) are positive numbers. Then the set of all initial points (x0, x1) in the
first quadrant that converge to the point (a,0) forms a unique continuous increasing function on
[a,∞) for each a  0. Furthermore, the set of all initial points (x0, x1) in the first quadrant that
converge to the point (0, a) forms a unique continuous increasing function on [0,∞) for each
a  0.
We will show that f (0) = 0, and so conditions (6) and (7) are equivalent for the case a = 0.
Special Case. If f ∈ C1([0,∞)), f is increasing on [0,∞), limx→0 xf ′(x)f (x) > 0, and f ′(a) > 0
for a > 0, then conditions (6) and (7) will be satisfied for all a  0.
Examples of functions that satisfy the conditions of Theorem 3 include all functions of the
form f (x) = αxβ for any α > 0 and β > 0. One can also construct examples of the form f (x) =
αxβg(x) where g(x) behaves like [log(1/x)]γ for any −∞ < γ < ∞ and x sufficiently small.
The following theorem is a generalization of Theorem 3.
Theorem 4. Consider the difference equation:
xn+1 = xn−1 (8)1 + f (xn)g(xn)
460 S. Kalikow et al. / J. Math. Anal. Appl. 326 (2007) 456–467such that f and g are continuous on [0,∞), g(0) > 0, fg is increasing on [0,∞), f satisfies
condition (7) in Theorem 3, and in place of condition (6) we require
lim
(t,x)→(1+f (a)g(a),0)
f (tx) − f (x)
(t − 1)f (x) = L1(a) (6∗)
for all a  0. Then the set of initial points (x0, x1) in the first quadrant that converge to the point
(a,0) forms a unique continuous increasing function on [a,∞) for each a  0. Furthermore, the
set of initial points (x0, x1) in the first quadrant that converge to the point (0, a) forms a unique
continuous increasing function on [0,∞) for each a  0.
In order to prove Theorem 4, we establish a couple of lemmas concerning the behavior of f .
In Lemma 5, for brevity, we will denote the constant L2 = L2(0) from condition (7).
Lemma 5. If f is a nonnegative continuous increasing function on [0,∞) and satisfies condition
(7) for a = 0, then for every ζ > 0, there exists ξ > 0 such that
cxL2+ζ  f (x) cxL2−ζ
whenever 0 x < ξ for some constant c > 0.
Proof. By condition (7) for the case a = 0, given ζ0 > 0, there exists ξ0 > 0 such that for 0 
x  ξ0 and 1 − ξ0 < t < 1, we have
(L2 + ζ0)(t − 1) f (tx) − f (x)
f (x)
 (L2 − ζ0)(t − 1).
Fix x such that 0 < x < ξ0. Define 0 < xi+1 < xi for i = 0,1, . . . , n− 1, so that x0 = ξ0, x = xn,
	xi = xi+1 −xi , and ti = 1+ 	xixi , with 	xi chosen small enough to insure −ξ0 <
	xi
xi
< 0. This
allows us to obtain the following estimate:
(L2 + ζ0)
n−1∑
i=0
	xi
xi

n−1∑
i=0
f (xi+1) − f (xi)
f (xi)
 (L2 − ζ0)
n−1∑
i=0
	xi
xi
.
Since f : [0,∞) → [0,∞) is a continuous increasing function and by arranging supi 	xi → 0
as n → ∞, we get:
(L2 + ζ0)
x∫
ξ0
du
u

x∫
ξ0
df (u)
f (u)
 (L2 − ζ0)
x∫
ξ0
du
u
.
After integrating and exponentiating we obtain the estimate:
f (ξ0)
ξ
L2+ζ0
0
xL2+ζ0  f (x) f (ξ0)
ξ
L2−ζ0
0
xL2−ζ0 (9)
for 0 < x < ξ0. Next we replace ζ0 with an arbitrarily small ζ and let ξ replace ξ0 so that Eq. (9)
becomes:
f (ξ)
ξL2+ζ
xL2+ζ  f (x) f (ξ)
ξL2−ζ
xL2−ζ (10)
for 0 < x < ξ . Choosing x = ξ in Eq. (9) and referring to (10) gives:
f (ξ0)
ξ
L2+ζ0 ξ
ζ0−ζ xL2+ζ  f (x) f (ξ0)
ξ
L2−ζ0 ξ
ζ−ζ0xL2−ζ
0 0
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ζ0
ζ
−1
, we obtain
f (ξ0)
ξ
L2+ζ0
0
xL2+2ζ  f (x) f (ξ0)
ξ
L2−ζ0
0
xL2−2ζ .
Note that f (0) = 0 since f is continuous. 
Lemma 6. Suppose the sequence xn satisfies the conditions of Theorem 4. If limn→∞ x2n = 0
and limn→∞ x2n+1 = a, then
lim
n→∞
f (x2n+1) − f (a)
f (x2n)
= g(0)L2(a)
g(a)L1(a)
for all a  0.
Proof. By (8), we have f ([1 + f (x2n+1)g(x2n+1)]x2n+2) = f (x2n). For sufficiently large n, by
condition (6∗) we obtain
g(a)f (x2n+1)f (x2n+2)
[
L1(a) + ε1(n)
]= f (x2n) − f (x2n+2), (11)
where ε1(n) → 0 as n → ∞. Also
f
([
1 + f (x2n+2)g(x2n+2)
]
x2n+3
)= f (x2n+1)
by (8). For sufficiently large n, by condition (7) we get:
g(0)f (x2n+2)f (x2n+3)
[
L2(a) + ε2(n)
]= f (x2n+1) − f (x2n+3), (12)
where ε2(n) → 0 as n → ∞. Since
f (x2n+3) = f
(
x2n+1
1 + f (x2n+2)g(x2n+2)
)
,
and f (x2n+2) → 0 as n → ∞ by Lemma 5, then by condition (7), for sufficiently large n, we get
f (x2n+3) = f (x2n+1) − ε3(n), (13)
where ε3(n) → 0 as n → ∞. From (12) and (13), we obtain
g(0)f (x2n+1)f (x2n+2)
[
L2(a) + ε4(n)
]= f (x2n+1) − f (x2n+3), (14)
where ε4(n) → 0 as n → ∞. From (11) and (14) we see that
f (x2n+1) − f (x2n+3) =
[
g(0)L2(a)
g(a)L1(a)
+ ε5(n)
][
f (x2n) − f (x2n+2)
]
, (15)
where ε5(n) → 0 as n → ∞. We now sum both sides of (15):
∞∑
k=0
[
g(0)L2(a)
g(a)L1(a)
− ε6(n)
][
f (x2n+2k) − f (x2n+2k+2)
]

∞∑
k=0
[
f (x2n+2k+1) − f (x2n+2k+3)
]

∞∑[g(0)L2(a)
g(a)L1(a)
+ ε6(n)
][
f (x2n+2k) − f (x2n+2k+2)
]
, (16)k=0
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g(0)L2(a)
g(a)L1(a)
− ε6(n)
]
f (x2n) f (x2n+1) − f (a)
[
g(0)L2(a)
g(a)L1(a)
+ ε6(n)
]
f (x2n)
which proves the lemma. 
Lemma 7. Suppose f satisfies the conditions of Theorem 4, y0 = x0 > 0, and y1 = rx1 > 0 with
r > 1. If limn→∞ x2n = limn→∞ y2n = 0, and limn→∞ x2n+1 = limn→∞ y2n+1 = a with a  0,
then
f (y2n)
f (x2n)
 1 and f (y2n+1) − f (a)
f (x2n+1) − f (a)  c1
for some constant c1 > 1 for all n sufficiently large. If limn→∞ x2n = limn→∞ y2n = a, and
limn→∞ x2n+1 = limn→∞ y2n+1 = 0 with a  0, then
f (y2n) − a
f (x2n) − a  1 and
f (y2n+1)
f (x2n+1)
 c2
for some constant c2 > 1 for all n sufficiently large.
Proof. We show by induction that y2n  x2n and y2n+1  rx2n+1 for all integers n  0. Since
fg is an increasing function, we have
y2n+2 = y2n1 + f (y2n+1)g(y2n+1) 
x2n
1 + f (x2n+1)g(x2n+1) = x2n+2
and
y2n+3 = y2n+11 + f (y2n+2)g(y2n+2) 
rx2n+1
1 + f (x2n+2)g(x2n+2) = rx2n+3
and thus we have proved the induction hypothesis. Since f is an increasing function, we immedi-
ately see that f (y2n) f (x2n) and f (y2n+1) f (rx2n+1). By condition (7), for N sufficiently
large and some t > 1 sufficiently close to 1, we have
f (rx2n+1) f (tx2n+1)
[
1 + L2(a)
2
(t − 1)
]
f (x2n+1)
for all nN . The conclusions of Lemma 7 now easily follow. 
Lemma 8. Suppose f satisfies the conditions of Theorem 4, y0 = rx0 > 0 with r > 1, and
0 < y1  x1. If limn→∞ x2n = limn→∞ y2n = 0, and limn→∞ x2n+1 = limn→∞ y2n+1 = a with
a  0, then
f (y2n)
f (x2n)
 c3 and
f (y2n+1) − f (a)
f (x2n+1) − f (a)  1
for some constant c3 > 1 for all n sufficiently large. If limn→∞ x2n = limn→∞ y2n = a, and
limn→∞ x2n+1 = limn→∞ y2n+1 = 0 with a  0, then
f (y2n) − a
f (x2n) − a  c4 and
f (y2n+1)
f (x2n+1)
 1
for some constant c4 > 1 for all n sufficiently large.
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Proof of Theorem 4. Lemma 5 and the properties that g is continuous and g(0) > 0 imply that
fg satisfies the hypotheses for f in Theorem 1. By the beginning of the proof of Theorem 1,
(x2n, x2n+1) converges to either (0, a) or (a,0) for some a  0. First consider (0, a) as the point
of convergence of the sequence with a > 0. We first show existence; namely, for every x0  0
there exists x1  a such that (x2n, x2n+1) → (0, a). Clearly (x2n,0) converges to (x0,0). We
claim that for any given δ > 0 we can pick x(δ)1 sufficiently large so that starting with the initial
condition (x0, x(δ)1 ), after N steps we will have x2N < δ and x
(δ)
2N+1 > 2a for some N . To justify
this claim, observe that
x
(δ)
2N+1 =
x1∏N
k=1[1 + f (x2k)g(x2k)]
 x1[1 + f (x0)g(x0)]N .
Now pick x1  max(2a,1)[1 + f (x0)g(x0)]N to insure that x(δ)2N+1  max(2a,1). We pick N
sufficiently large so that
x2N = x0∏N
k=1[1 + f (x(δ)2k−1)g(x(δ)2k−1)]
 x0[1 + f (1)g(1)]N < δ
as claimed. For brevity, we will refer to the convergence of the sequence (x2n, x2n+1) with initial
condition (x0, x1) as the convergence of the initial condition (x0, x1). Let us consider the con-
vergence of the initial conditions (x2N,x(δ)2N+1) and (0, x
(δ)
2N+1). Observe that (x0, x
(δ)
1 ) converges
to the same point as (x2N,x(δ)2N+1). Since (0, x
(δ)
2N+1) is a fixed point with x
(δ)
2N+1  2a, then by
Theorem 1, by picking δ sufficiently small, (x2N,x(δ)2N+1) and hence (x0, x
(δ)
1 ) must converge to a
point say (0, b) such that b > a. Fix x0  0. Let x′1 = inf{x1  0: (x0, x1) → (0, b) with b  a}.
Since (x0,0) → (x0,0) and (x0, x(δ)1 ) → (0, b) with b > a, then by Lemma 2, x′1 must exist.
There are two cases to consider. For the first case, suppose that (x0, x′1) → (0, b′) with b′  a. If
b′ = a, then we are done. So assume b′ > a. By Theorem 1, we can choose δ > 0 so small that
(x0, x′1 − δ) → (0, b′′) and b′′ > a. But then inf{x1  0: (x0, x1) → (0, b) with b  a} x′1 − δ
which is a contradiction. For the second case, suppose that (x0, x′1) → (0, b′) with b′ < a or
(x0, x′1) → (b′,0) with b′  0. By Theorem 1, we can choose δ > 0 sufficiently small so that
either (x0, x′1 + δ) → (0, b′′) and b′′ < a or (x0, x′1 + δ) → (b′′,0) with b′′  0. This implies that
inf{x1  0: (x0, x1) → (0, b) with b a} x′1 + δ which is a contradiction. If (a,0) is the point
of convergence with a  0, the proof is similar.
Our second step is to show that the set of initial points that converge to (0, a) for a  0 is a
function. We may assume that x0 > 0, since if x0 = 0 then it is obvious that we must have x1 = a
in order for (x0, x1) → (0, a). Furthermore, we may also assume x1 > 0 since if x0 > 0 then it is
obvious that we must have x1 > a in order for (x0, x1) → (0, a). It is sufficient to show that given
initial conditions (x0, x1) and (y0, y1), if y0 = x0, y1  x1, limn→∞ x2n = limn→∞ y2n = 0, and
limn→∞ x2n+1 = limn→∞ y2n+1 = a, then y1 = x1. Suppose y1  rx1 with r > 1. By Lemma 6
we can conclude
lim
n→∞
[f (y2n+1) − f (a)]f (x2n)
[f (x2n+1) − f (a)]f (y2n) = 1.
But Lemma 7 implies
[f (y2n+1) − f (a)]f (x2n)  c1 > 1[f (x2n+1) − f (a)]f (y2n)
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with a > 0 is similar. We point out that this case requires a modification of Lemma 6 with the
conclusion that
lim
n→∞
f (x2n) − f (a)
f (x2n−1)
= g(0)L2(a)
g(a)L1(a)
when limn→∞ x2n = a and limn→∞ x2n+1 = 0.
Next, we show that this function, which we will denote by h(x), is increasing. First consider
the case that the convergence point is (0, a) for a  0. From the difference equation (8), it is
obvious that h(0) = a and h(x0) > a for x0 > 0. Thus we only need to consider initial points
(x0, x1) such that x0 > 0 and x1 > 0. We will assume that (x0, x1) and (y0, y1) are points on the
graph of h with 0 < x0 < y0 and 0 < y1  x1, and then show a contradiction. So y0  rx0 with
r > 1. By Lemma 6 we can conclude that
lim
n→∞
[f (y2n+1) − f (a)]f (x2n)
[f (x2n+1) − f (a)]f (y2n) = 1.
But Lemma 8 implies
[f (y2n+1) − f (a)]f (x2n)
[f (x2n+1) − f (a)]f (y2n) 
1
c3
< 1
for all n  N for N sufficiently large which is a contradiction. The proof for the case (a,0) is
similar.
Finally, we show that the function is continuous. Fix a  0. Let (x,h1(x)) be the set of initial
conditions that converge to (a,0), and let (x,h2(x)) be the set of initial conditions that converge
to (0, a). Since h1 and h2 are increasing, in order to show that h1 and h2 are continuous, it
is sufficient to show that h1 : [a,∞) → [0,∞) and h2 : [0,∞) → [a,∞) are each surjective.
Choose any c ∈ [0,∞). Define b = h2(c)[1 + f (c)g(c)]. Since the initial condition (c,h2(c))
converges to (0, a), then the initial condition (b, c) converges to (0, a). Thus h1(b) = c, which
proves that h1 is surjective. A similar proof shows that h2 is surjective. 
3. Instability and nonuniqueness results
We will construct an increasing continuous function f with f (0) = 0 such that there exist
solutions to the difference equation (1) that are not stable. Furthermore, with the f we construct,
the uniqueness result in Theorem 4 does not follow.
We use the following lemma to establish our counterexample.
Lemma 9. Suppose F is a nonnegative nondecreasing function, F(x) 1 for all 0 x  c, and
xn+1 = xn−1/[1 + F(xn)]. If 0 x1  x0/2 c, then x2n+1  x2n/2 for all n 0.
Proof. By induction, we have
x2n+3 = x2n+11 + F(x2n+2) 
x2n
2[1 + F(x2n+2)] =
x2n
2[1 + F( x2n1+F(x2n+1) )]
 x2n
2[1 + F( 2x2n+11+F(x2n+1) )]
 x2n
2[1 + F(x2n+1)] =
1
2
x2n+2
as we wished to show. 
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that there are solutions to the difference equation (1) with the following property. For every x0
with 0 < x0  1/2, there exists ε(x0) > 0 such that whenever 0 < x1  ε(x0), the solutions to
the difference equation with these initial conditions (x0, x1) will all converge to the same limit
point (0,0). Thus the fixed point solution (x0,0) is not stable for all 0 < x0  1/2. Furthermore,
this also shows nonuniqueness of the solutions, since for a given x0 with 0 < x0  1/2, there are
an infinite number of initial conditions whose solutions converge to the same limit point (0,0).
Proof. We define f as a limit of a sequence of functions fk which we construct inductively. First
let
f1(x) =
{
x, x > 14 ,
1
8 , x 
1
4 .
Given fj (x) and initial condition (x(k)0 , x
(k)
1 ), if we iterate with xn+1 = xn−1/[1 + fj (xn)],
we will let (x(k)j,2n, x
(k)
j,2n+1) denote the 2nth and (2n + 1)st terms of the sequence. However
our actual construction will be accomplished in the following manner. Given fk(x) and initial
condition (x(k)0 , x
(k)
1 ) = (1/2, x(k−1)k−1,2n(k−1)+1), we will iterate with xn+1 = xn−1/[1 + fk(xn)]
thereby producing the 2nth and (2n + 1)st terms (x(k)k,2n, x(k)k,2n+1). We define x(0)0,2n(0) = 1/2
and x(0)0,2n(0)+1 = 1/4. For k  1, define n(k) to be the smallest integer such that x(k)k,2n(k) 
3x(k−1)k−1,2n(k−1)/4. For k  1, define
fk+1(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
fk(x), x > x
(k)
1 ,
x−x(k)1
2k+2[x(k)1 −x(k)k,2n(k)+1]
+ 12k+1 , x
(k)
k,2n(k)+1 < x  x
(k)
1 ,
1
2k+3 , x  x
(k)
k,2n(k)+1,
and
f (x) = lim
k→∞fk(x) (17)
for x > 0 and f (0) = 0. We will prove that the difference equation xn+1 = xn−1/[1 +
f (xn)], where f is defined by (17), has the following property. For every initial condition
(x0, x1) such that 0 < x0  1/2 and 0 < x1  ε(x0) for ε(x0) > 0 sufficiently small, we have
limn→∞(x2n, x2n+1) = (0,0).
We will show by induction that
x
(k)
k,2n(k)+1  x
(k)
k+1,2n(k)+1  x
(k)
k+1,2n(k)  x
(k)
k,2n(k), (18)
for all k  1 and that
x
(k)
k,2n(k) 
1
2
(
3
4
)k
(19)
for all k  0. First note that x(k)k+1,2n(k)+1  x
(k)
k+1,2n(k) by Lemma 9, as x
(k)
k+1,0 = x(k)0 = 1/2 and
x
(k)
k+1,1 = x(k)1  1/4. Since x(k)0 = 1/2 and fk(x)  1/2k+2, there must exist a smallest integer
n(k) 1 such that
x
(k)
k,2n(k) 
3
x
(k−1)
k−1,2n(k−1) 
1
(
3
)k4 2 4
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(k−1)
k−1,2n(k−1)/4, x
(k)
k,2n(k)−1  x
(k)
1 = x(k−1)k−1,2n(k−1)+1,
and fk(x) = 1/2k+2 for x  x(k−1)k−1,2n(k−1)+1, it is easy to check that
x
(k)
k,2n(k) =
x
(k)
k,2n(k)−2
1 + fk(x(k)k,2n(k)−1)
>
2
3
x
(k−1)
k−1,2n(k−1) 
4
3
x
(k−1)
k−1,2n(k−1)+1, (20)
where we used Lemma 9 in the final inequality in (20). We show by induction that x(k)k+1,2n 
x
(k)
k,2n and x
(k)
k+1,2n+1  x
(k)
k,2n+1 for all n  n(k). We are given x
(k)
k+1,0 = x(k)k,0 = x(k)0 = 1/2 and
x
(k)
k+1,1 = x(k)k,1 = x(k)1 . Let us assume the induction hypothesis for a given n n(k) − 1. We have
x
(k)
k+1,2n+2 =
x
(k)
k+1,2n
1 + fk+1(x(k)k+1,2n+1)

x
(k)
k+1,2n
1 + fk(x(k)k+1,2n+1)
= x
(k)
k+1,2n
1 + fk(x(k)k,2n+1)

x
(k)
k,2n
1 + fk(x(k)k,2n+1)
= x(k)k,2n+2
since fk+1(x) fk(x) = 1/2k+2 for x(k)k,2n(k)+1 < x  x(k)1 . We also have
x
(k)
k+1,2n+3 =
x
(k)
k+1,2n+1
1 + fk+1(x(k)k+1,2n+2)

x
(k)
k+1,2n+1
1 + fk(x(k)k,2n+2)
. (21)
This is due to the facts that if x(k)k+1,2n+2 > x
(k)
1 , then fk+1(x
(k)
k+1,2n+2) = fk(x(k)k+1,2n+2) 
fk(x
(k)
k,2n+2), while if x
(k)
k+1,2n+2  x
(k)
1 , then fk+1(x
(k)
k+1,2n+2)  1/2k+1  fk(x
(k)
k,2n+2) since
x
(k)
k,2n+2  x
(k)
k,2n(k)  4x
(k−1)
k−1,2n(k−1)+1/3 = 4x(k)1 /3 by (20) for n  n(k) − 1. By the induction
hypothesis x(k)k+1,2n+1  x
(k)
k,2n+1 and so by (21) we obtain x(k)k+1,2n+3  x(k)k,2n+3 as desired. Putting
everything together gives (18) and (19). Observe by the definitions of f and fj that f (x) =
fj (x) = fk+1(x) for all j  k + 1 whenever x(k)k,2n(k)+1  x  1/2. Since x(k)k,2n(k)+1 → 0 as
k → ∞, then clearly f (x) is a continuous increasing function on [0,∞) with limx→0 f (x) = 0.
Now consider any initial condition (1/2, x1) with 0 < x1  1/4. Choose k sufficiently large
so that the initial condition (x(k)0 , x
(k)
1 ) satisfies x
(k)
1  x1 and recall that we defined x
(k)
0 = 1/2.
Iterate the initial conditions (1/2, x1) and (x(k)0 , x
(k)
1 ) with the difference equation xn+1 =
xn−1/[1 + f (xn)] where f is defined by (17). By Lemma 2, we obtain limn→∞(1/2, x1) 
limn→∞(x(k)0 , x
(k)
1 ). If (x
(k)
2n , x
(k)
2n+1) are the 2nth and (2n + 1)st terms of the solution to the dif-
ference equation with the function f and initial condition (x(k)0 , x
(k)
1 ), then (x
(k)
2n(k), x
(k)
2n(k)+1) =
(x
(k)
k+1,2n(k), x
(k)
k+1,2n(k)+1). Since
0 x(k)k+1,2n(k)+1  x
(k)
k+1,2n(k)  x
(k)
k,2n(k) 
1
2
(
3
4
)k
and we may choose k to be arbitrarily large, we must have limn→∞(1/2, x1)  (0,0). Clearly,
limn→∞(1/2, x1) = (0, b) for any b > 0, since x(k)2n(k)+1  x(k)2n(k)/2. Thus limn→∞(1/2, x1) =
(0,0).
Finally, consider any x0 with 0 < x0 < 1/2. Fix x0. Then by our construction, we have
x
(I+1)  x0 < x(I)I+1,2n(I+1) I,2n(I)
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(0,0) = lim
n→∞
(
x
(I+1)
I+1,0, x
(I+1)
I+1,1
)= lim
n→∞
(
x
(I+1)
I+1,2n(I+1), x
(I+1)
I+1,2n(I+1)+1
)
 lim
n→∞(x0, x1).
Furthermore, it is obvious that x(i)i,2m(i)+2  x0 < x
(i)
i,2m(i) for some m(i) and any i  I . Fix x1
with 0 < x1 < x(I+1)I+1,2n(I+1)+1. Choose i large enough, say J  I , so that x1 > x
(J )
J,2m(J )+1. Since
x0 < x
(J )
J,2m(J ), then
lim
n→∞(x0, x1) limn→∞
(
x
(J )
J,2m(J ), x
(J )
J,2m(J )+1
)= lim
n→∞
(
x
(J )
J,0 , x
(J )
J,1
)= (0,0).
Thus limn→∞(x0, x1) = (0,0) as we wished to show. 
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