Abstract. We consider a well-known model for micro-electromechanical systems (MEMS) with variable dielectric permittivity, based on a parabolic equation with singular nonlinearity. We study the touchdown or quenching phenomenon. Recently, the question whether or not touchdown can occur at zero points of the permittivity profile f , which had long remained open, was answered negatively in [15] for the case of interior points, and we then showed in [2] that touchdown can actually be ruled out in subregions of Ω where f is positive but suitably small.
1. Introduction 1.1. Mathematical problem and physical background. We consider the problem (1.1)    u t − u xx = f (x)(1 − u) −p , x ∈ Ω, t > 0, u = 0, x ∈ ∂Ω, t > 0, u(0, x) = 0, x ∈ Ω,
where Ω = (−R, R) ⊂ R, p > 0 and (1.2) f ≥ 0 is a Hölder continuous function in Ω.
Problem (1.1) with p = 2 is a known model for micro-electromechanical devices (MEMS) and has received a lot attention in the past 15 years. An idealized version of such device consists of two conducting plates, connected to an electric circuit. The lower plate is rigid and fixed while the upper one is elastic and fixed only at the boundary. Initially the plates are parallel and at unit distance from each other. When a voltage (difference of potential between the two plates) is applied, the upper plate starts to bend down and, if the voltage is large enough, the upper plate eventually touches the lower one. This is called touchdown phenomenon. Such device can be used for instance as an actuator, a microvalve (the touching-down part closes the valve), or a fuse.
In the mathematical model, u = u(t, x) measures the vertical deflection of the upper plate and the function f (x) represents the dielectric permittivity of the material (and is also proportional to theconstant -applied voltage). As a key feature, the permittivity f may be inhomogeneous and this can be used to trigger the properties of the device. We refer to [1] and the references therein for the full details of the model derivation.
It is well known that problem (1.1) admits a unique maximal classical solution u. We denote its maximal existence time by T = T f ∈ (0, ∞]. Moreover, under some largeness assumption on f , it is known that the maximum of u reaches the value 1 at a finite time, so that u ceases to exist in the classical sense, i.e. T < ∞. This property, known as quenching, is the mathematical counterpart of the touchdown phenomenon.
A point x = x 0 is called a touchdown or quenching point if there exists a sequence {(x n , t n )} ∈ Ω × (0, T ) such that x n → x 0 , t n ↑ T and u(x n , t n ) → 1 as n → ∞.
The set of all such points is called the touchdown or quenching set, denoted by T = T f ⊂ Ω.
In the past decades, MEMS problems, including system (1.1) and the related touchdown issues, have received considerable attention in the physical and engineering as well as in the mathematical communities. We refer to [1] , [23] for more details on the physical background, and to, e.g., [10] , [4] [22], [18] , [5] , [7] , [8] , [12] , [16] , [17] , [19] , [13] , [11] , [15] for mathematical studies. See also [24] , [20] , [9] , [3] for earlier mathematical work on the case of constant f .
1.2.
Motivation. The question whether or not touchdown can occur at zero points of the permittivity profile f , raised in [17] , [8] , [16] , [1] , was answered negatively in [15] for the case of interior points. This is by no means obvious since, for the analogous blowup problem u t − ∆u = f (x)u p with f (x) = |x| σ , examples of solutions with single-point blowup at the origin have been constructed in [4] , [14] for suitable σ > 0, p > 1 and suitable initial data u 0 ≥ 0. We then showed in [2] that touchdown can actually be ruled out in subregions of Ω where f is positive but suitably small. The following theorem collects the two smallness criteria given in [2] .
Theorem. Let p > 0, Ω ⊂ R n a smooth bounded domain and f a function satisfying (1.2) and
f ∞ ≤ M, f ≥ rχ B , where M, r > 0 and B ⊂ Ω is a ball of radius r.
There exists γ 0 > 0 depending only on p, Ω, M, r such that:
(i) For any x 0 ∈ Ω, if f (x 0 ) < γ 0 dist p+1 (x 0 , ∂Ω), then x 0 is not a touchdown point.
(ii) For any ω ⊂⊂ Ω, if sup x∈Ω\ω f (x) < γ 0 dist p+1 (ω, ∂Ω), then the touchdown set is contained in ω.
Motivated by practical considerations of MEMS design, our aim in this article is to further investigate the touchdown localization problem and to show that in one space dimension, where analytic computations can be made more precise, one can obtain quite quantitative conditions. Namely, we look for a lower estimate of the ratio ρ between f and its maximum, below which no touchdown occurs on a subregion of Ω. Rather surprisingly, it turns out that in the physical case p = 2, under suitable assumptions on f , our methods yield values of the ratio ρ which are not "small" but can actually be up to the order ρ ∼ 0.3, which could hence be quite appropriate for robust practical use.
1.3.
Reduction to a finite-dimensional optimization problem and quantitative results. In order to give good estimates of the ratio ρ, we shall consider two typical situations, which roughly correspond to a "one-bump" or a "two-bump" shape for the profile f . The touchdown is ruled out in a subinterval respectively located between a bump and an endpoint of Ω, or between two bumps.
The idea behind this is that the plate can be covered with two dielectric materials, one with a high permittivity and the other with a lower permittivity. We then seek for a ratio between the two permittivities, allowing to rule out touchdown in the low permittivity region.
We point out that, as a consequence of our method, the ratio ρ is rigorously obtained as the solution of a suitable finite-dimensional optimization problem, with either three or four parameters. Such kind of reduction in nonlinear parabolic problems is new, as far as we know.
In spite of the rather awkward shape of the optimization problem, it turns out to yield quite reasonable practical values of the threshold ratio ρ in concrete cases. Before presenting our rigorous statements, let us illustrate the results for the physical case p = 2 by some concrete examples, that can be deduced from them by a relatively simple numerical procedure applied to the finite-dimensional optimization problem (see also Table 1 .1 below for more applications). The following two figures represent some typical permittivity profiles f (x) and the localization of the corresponding touchdown sets, in the one-bump and two-bump cases, respectively. The touchdown sets are localized in a neighborhood of the bumps, represented by the fat lines. Here, the profile f satisfies
with respectively Ω = (−6, 6), ω = (−2, 0),ω = (−2.1, 0.1) and Ω = (−10, 10), ω = (−1, 1) ∪ (4, 6), ω = (−1.1, 1.1) ∪ (3.9, 6.1). The touchdown set is then contained inω.
Let us now state our first two main theorems. We begin with the "one-bump" case. Here we recall that the error function is defined as
and we also set cot s = cot s if 0 < s ≤ π/2, and cot s = 0 if s > π/2. Theorem 1.1. Consider problem (1.1) with p > 0 and Ω = (−R, R). Let x 0 ∈ Ω and assume
then T f < ∞ and there are no touchdown points in D.
In addition, ρ can be chosen as the solution of the following optimization problem:
Here we set
and the functions S, H, G, δ are defined by
For the "two-bump" case, we have:
Consider problem (1.1) with p > 0 and Ω = (−R, R). Let x 0 , x 1 ∈ Ω be such that |x 0 | ≥ |x 1 | and assume
then T f < ∞ and there are no touchdown points in D. In addition, ρ can be chosen as the solution of the optimization problem (1.5).
Of course, in order to apply Theorems 1.1-1.2, it is not necessary in practice to determine the value of ρ itself. Any number ρ < ρ can be used instead of ρ in assumptions (1.4) and (1.8). It therefore suffices to evaluate the function in the RHS of (1.5) for suitable choices of (τ, β, K) ∈ A.
In Table 1 .1, for the physical case p = 2 and physically reasonable values of the parameters, we present some numerical lower estimates of the threshold ratio ρ (see the column ρ 1 ). They show that Theorems 1.1-1.2 allow to reach ratios up to the order of ρ ∼ 0.17, which seems quite satisfactory in view of robust practical conception of MEMS, in which one would like to prevent touchdown in specific parts of the device by proper design of the permittivity profile. As for the results in the column ρ 2 of Table 1 .1, they even give values up to ρ ∼ 0.3. However, they are based on a more complicated optimization problem, whose lengthy statement is therefore postponed to Section 2 (see Theorem 2.1). Figures 1.1 and 1.2 above are based on the second line in Table 1 .1 (using ρ 2 as lower estimate for ρ). Note that in the example of Figure 1 .2, we are applying the localization criteria from the two-bump and one-bump cases at the same time (between and at the exterior of the two bumps). The evaluation of ρ 1 and ρ 2 in Table 1 .1 is done with the help of the computational tool M atlab, and this can be done with very good accuracy. See Section 6 for details on the numerical procedure. In particular we stress that we use a "monotone" discretization scheme to evaluate the infima in (1.6), which guarantees that the discrete infima are not larger than the exact ones. In this way, the only possible sources of errors in excess on ρ are the round-off machine errors and the numerical errors in the M atlab evaluations (for instance those of erf). In principle this can be guaranteed with any reasonably prescribed safety margin. Discussion 1.3. (a) It is a natural question whether the above touchdown localization behavior could be true whenever ρ < 1 in (1.4), (1.8) . Actually, we show in [2] that this is not the case. Indeed, among other things, we construct examples showing that, for some class of symmetric "M"-shaped profiles in Ω = (−R, R), where f (0) is less but close enough to the maximum of f , touchdown does occur at the origin, and only there. Moreover, interestingly, the touchdown set is then located far away from the points of maximum of f . This is illustrated in Figure 1 .3. Although the function f is also a two-bump profile, it clearly presents a reverse situation to that described in Theorems 1.1-1.2 and illustrated in Figure 1 .2. This shows that the threshold ratio ρ cannot exceed a certain value ρ 0 less than 1 and that there is an intermediate range (ρ 0 , 1] where results of the type of Theorems 1.1-1.2 cannot hold.
(b) However, the values of ρ found in Theorems 1.1, 1.2, 2.1-2.3 are probably not optimal and we have no indication what the value of the optimal threshold ρ should be. This seems to be a difficult problem.
(c) For notational simplicity, we have chosen intervals of radius 1 in conditions (1.4), (1.7), but by a straightforward scaling argument, one can see that this entails no loss of generality.
(d) When Ω is a ball and f is monotonically decreasing with respect to |x|, the touchdown set is reduced to the origin (see [9] , [16] ). We stress that in Theorems 1.1-1.2 we do not make any kind of monotonicity or symmetry assumptions on f . On the other hand, for general nonmonotone profiles f , it remains an open -and probably difficult -problem to determine the finer structure of the touchdown set beyond the localization properties in Theorems 1.1-1.2. Numerical simulations in [1] suggest that it need not consist of isolated points but might contain intervals. (e) Consider the reference case when Ω = (−1, 1) and f = k = Const., and recall that there exists a number k * such that T < ∞ if k > k * and T = ∞ if k < k * . This is the so-called pull-in voltage, for a unit profile (see e.g. [1] ). We have The article is structured as follows. In Section 2 we present further localization results, either giving more precise estimates of ρ (Theorems 2.1-2.2), or requiring weaker assumptions on µ, d 0 (Theorem 2.3). In Section 3, we state and prove a type I touchdown estimate (Proposition 3.1), which is a key ingredient in the proof of the localization results. Here is where our basic, multi-parameter auxiliary function is introduced, which will eventually lead to the optimization problem. The proofs of Theorems 1.1, 1.2 and 2.3 are given in Section 4, as a consequence of a no-touchdown criterion (Lemma 4.1), combined with the previous type I estimate. In Section 5, we prove Theorems 2.1-2.2, as a consequence of a more precise type I estimate, obtained by refining various ingredients from the proof of Theorems 1.1-1.2. In Section 6, we describe the numerical procedures that we use to handle the optimization problem. Finally, the article is completed by two appendices. The first one provides some useful quantitative comparison estimates for heat semigroups, and the second one is devoted to establishing the optimality of the cut-off functions a(r) appearing in our proofs of localization.
Further quantitative results
2.1. Improved ratio. As announced in introduction, the following theorem allows one to obtain better estimates for the ratio ρ (cf. the last column of Table 1 .1), at the expense of a more complicated optimization problem. Although the statement may seem somewhat lengthy, we stress that this result allows for quite good estimates of ρ (cf. 
Theorem 2.1. Consider problem (1.1) with p > 0 and Ω = (−R, R). Assume
then T f < ∞ and there are no touchdown points in D. Here ρ is given by the solution of the following optimization problem:
where the function S is defined in (1.6) and we set Y (s) = S(s, 0) erf
We will see in our numerical examples that formula (2.3) in practice simplifies to ρ ≈ 1 2 G * once the parameters τ, β, K, λ have been selected (cf. Remark 6.2, and see Figure 6 .1 for a plot of the RHS of (2.5) as a function of r).
On the other hand, whereas, in Theorems 1.1-1.2, excluding touchdown on a single interval required the smallness condition to be only assumed in that interval, this is no longer the case here, due to additional arguments in the proof (see Remark 5.7(i) for details). For simplicity we thus made the smallness assumption in the global form (2.2).
We now give the corresponding global result in the case of multi-bump permittivity profiles (note that Theorems 1.1-1.2 were applicable to multi-bump profiles as well, in view of their local character). Theorem 2.2. Consider problem (1.1) with p > 0 and Ω = (−R, R), let −R < x m < · · · < x 0 < R for some m ≥ 1, and assume
Then the result of Theorem 2.1 remains valid with 
Then the conclusions of Theorems 1.1-1.2 remain valid, where ρ can now be chosen as the solution of the following optimization problem.
the function H and S are defined by (1.6) and the functions G, δ are defined by
In Table 2 .1 below, for the physical case p = 2, we present some examples of numerical lower estimates of the threshold ratio ρ, based on Theorem 2.3, for values of µ close to the reference pull-in voltage (0.37 < µ < 0.73), for which Theorems 1.1-1.2 are not applicable. 
Type I estimate and auxiliary optimization problem
Following the approach in [15] and [2] , a key ingredient in the proofs of Theorems 1.1, 1.2 and 2.1-2.3 is the following type I estimate for u away from the boundary, which we here refine in a nontrivial way in order to allow good quantitative estimates.
3.1. The estimate and the auxiliary optimization problem for Theorems 1.1 and 1.2.
and let u be the solution of problem (
and u satisfies the type I estimate
where
and H, G, S, δ are defined in (1.6). 3) ) is void). The condition A 1 = ∅ will be checked when we apply these propositions in the proofs of Theorems 1.1, 1.2 and 2.1-2.3.
For the proof of Proposition 3.1 (and of Propositions 4.2 and 5.6), our strategy is to use a parametrized auxiliary function of the form A key feature in order to reach good values of the threshold ratio ρ is the possibility to optimize with respect to the various parameters which appear in the function J, namely:
as well as η, which defines the subregions of Σ in (3.27).
3.2.
Basic computation for the function J. The basic computation for the function J is contained in the following lemma. This computation was already done in [15] and [2] for specific choices of the parameters q and K (and we recall that earlier versions of functions of type J, without cut-off and perturbation terms, go back to [26] , [6] , [9] ). In this paper, varying these parameters will be useful in the proof of Propositions 3.1, 4.2 and 5.6.
Lemma 3.3. Let ω be a subdomain of Ω and let a ∈ C 2 (ω) be a positive function. Let u be the solution of (1.1), t 0 ∈ [0, T ), and let J be given by (3.6) in (t 0 , T ) × ω, where
with q ∈ [0, 1] and
Proof. We compute
Setting g(u) = (1 − u) −p and omitting the variables x, u without risk of confusion, we get
On the other hand, we have
which yields (3.12). Also, owing to (3.10), we have
Finally, since a > 0 in ω, we may write
Remark 3.4. (a) We observe that no loss of information seems to occur from inequality (3.13). Indeed, by (3.12), this inequality becomes an equality at any point x such that u x + h ax h a = 0 i.e., [log(ah (u)] x = 0. But since, in order to apply the maximum principle in the proofs of Proposition 3.1 (and Propositions 4.2 and 5.6 below), the function a will be required to vanish on ∂ω, such points x must exist for each t ∈ (0, T ).
(b) The restriction q ≤ 1 is necessary to guarantee that the key term h (u)u 2 x in (3.12) remains positive. Similarly, the positivity of the key term τ 1 in (3.13) imposes p + q > 0. Although the values q ∈ (−p, 0) would be also admissible, we shall not consider them. Indeed, when looking for quantitative estimates in Section 6, they seem to lead to worse results due to smaller constant p + q (and to more complicated expressions than q = 0 or q = 1).
We also recall the following simple lemma, that will be used in the sequel.
Lemma 3.5. Let u be the solution of (1.1).
(ii) Assume that I := (x 0 − 1,
Proof. Since y(t) is the solution of the ODE (3.17)
and T * is the maximal existence time for y(t), assertion (i) follows immediately from the comparison principle.
Assertion (ii) follows from a simple eigenfunction argument, see e.g., Lemma 2.2 in [2].
3.3. Construction of the family of cut-off functions a(x) and parametrized type I estimate. The function J needs to satisfy a basic parabolic inequality (cf. (3.30) below). In one space dimension, the study of this parabolic inequality can be made quite precise. It actually leads to the following, natural and optimal, differential inequality for the function a(r):
This is the contents of the following lemma which gives a family of type I estimates, corresponding to each admissible value of the parameters. We note that only the choice q = 0 and η = 1 will be used in the proof of Proposition 3.1 and Theorems 1.1-1.2. Other values of the parameters q, η will be used in the proofs of the results of Section 2.
Assume that f satisfies (3.1) and let u be the solution of problem (1.1). Let
and let h(u) be defined by (3.7).
Assume that there exists a solution a ∈ W 2,2 ([0, 1 + β]) of (3.18)-(3.19), with (3.8) and the boundary conditions
Assume also that ε > 0 satisfies
where e t∆ Ω denotes the Dirichlet heat semigroup on Ω, and
We use this estimate in Theorems 1.1, 1.2, 2.3 for simplicity. However, in Theorems 2.1-2.2 we will use a better upper estimate of u by taking advantage of the smallness hypothesis in (2.2).
By the monotonicity properties of the function h(u), we note that if p ≥ qK, then
This will be the case in the proofs of Theorems 1.1, 1.2 and 2.3 since we are considering q = 0. For Theorems 2.1-2.2 we will also restrict ourselves to this case for simplicity and since we have observed numerically that the optimal choice of K is less than p.
Proof. Set Σ := [t 0 , T ) × I β and let
We split the cylinder Σ into three subregions as follows:
Since our only lower assumption on f is f ≥ µχ I 0 the propertyΘ ≥ 0 a.e. in Σ 1 (resp. Σ
). Since we assumed that a solves (3.18)-(3.19), this precisely guarantees that
On the other hand, we claim that
The claim follows from the comparison principle applied to the function v = u t , which solves the problem
in Ω (see Lemma 3.4 in [2] ). In view of (3.22), (3.31), we have
Next observe that if η = 1, then the subregion Σ η 3 is empty. If η ∈ (0, 1), using assumption (3.23) and T ≤ T by Lemma 3.5(ii), we have
. Now, as a consequence of (3.34) and
On the other hand, using standard parabolic regularity, we observe that 
Integrating in time we obtain
which concludes the proof of the lemma. (3.21) , the optimal choice is to actually look for a solution of the corresponding ODE:
for some r 0 ∈ [0, 1), with boundary conditions
and to extend it to be constant on the remaining part of the interval:
Indeed, Proposition 8.1 shows that, fixing the reference value in (3.37), the ratios ε 1 , ε 2 in (3.22), (3.23) are largest when the function a(r) is chosen in this way. In order not to interrupt the main line of argument, Proposition 8.1 and its proof are postponed to Appendix 2.
Next, it turns out that, for the special values q = 0 and q = 1, the solution of (3.37)-(3.40) can be explicitly computed whenever it exists. We start with the case q = 0 (keeping η ∈ (0, 1] for future use in the proof of Theorem 2.3.) As for the more complicated case q = 1, it will be studied in Section 5.1 for the proof of Theorems 2.1-2.2.
Let h, F be given by (3.7), (3.19) and set
There exist r 0 ∈ [0, 1) and a solution a ∈ W 2,2 ([0, 1 + β]) of (3.37)-(3.40), (3.8) if and only if δ 0 ≤ 1. The couple (r 0 , a) is then unique and it is given by 
we have We are thus left with the ODE
with boundary conditions a(1) = 1, a(1 + β) = 0. It is easy to solve this by setting
This leads to φ(r) = (1 + β − r)/β, hence a(r) = φ p+1 (r) given by the last part of (3.42).
Step 2: Determination of a in [0, 1] and existence condition. For r ∈ [0, 1], we compute
Consequently, for r ∈ [0, 1], we have
Furthermore, owing to (3.19) and (3.43), any solution of (3.38) on some interval [r 0 , 1] with a > 0 and
hence, by the C 1 continuity conditions
we must have
By (3.44), (3.46) and assumption (3.41), we are thus left with the ODE
.
Since all solutions of (3.48) are given by cosine functions, and since we are looking for a solution φ such that φ (1) < 0, φ must have a first zero on the left of r = 1. Since we also impose φ > 0, φ ≤ 0 on [r 0 , 1] and φ (r 0 ) = 0, this first zero must coincide with r 0 and the solution must be of the form
for some D 0 > 0, and we must have
This, along with (3.45), yields
and
It follows that (3.53) 1 − r 0 = δ 0 := 1
(which in particular guarantees (3.50)) and, by (3.51), (3.52), we have
From the above, we see that the existence of a solution of (3.37)-(3.40), (3.8) for some r 0 ∈ [0, 1) is equivalent to δ 0 ≤ 1. Under this condition, we deduce from (3.49) and (3.54) that a(r) is given by (3.42). . Moreover, in view of (3.53), the couple (r 0 , a) is then unique. The lemma is proved. This relies on quantitative comparison estimates for the Dirichlet heat semigroups, given in Proposition 7.1, combined with the following elementary lemma.
Lemma 3.8. Denote by e t∆ R the heat semigroup on R. Let the functions G, H, δ be defined by (1.6). Let β, K > 0 satisfy K ≥ p µβ 2 − 1 p+1 and δ(β, K) ≤ 1, and let a(x) be defined by (3.42) with η = 1. We have
Moreover,
Proof. Denote by L 1 the LHS of (3.55). We note that a(r) is constant in the interval [0, r 0 ). Since e t∆ R χ (−1,1) (r) is even and monotonically decreasing for r > 0, we thus need only consider the interval [r 0 , 1). Using the definition of a(r) in this interval and the heat kernel on the real line, we obtain
dy.
After the change of variable Z =
, we obtain
Comparing (3.42), where η = 1, with (1.6), we deduce
Now denote by L 2 the LHS of (3.56). Using the definition of a(r) in this interval and the heat kernel on the real line, we find
After the changes of variables
Let us finally verify (3.57). For any t > 0 and x ∈ [−1, 1], using the change of variables x−y = z √ 4t, we obtain
Since x − 1 ≤ 0 ≤ x + 1, this quantity is nonincreasing as t increases and property (3.57) then immediately follows from (3.55).
Proof of Proposition 3.1. Let d ∈ (0, d 0 ), τ ∈ (0, 1) and let (β, K) ∈ A 1 , η = 1. Estimate (3.2) follows from Lemma 3.5(i). We may apply Lemma 3.6 for q = 0, η = 1 with the function a(r) given by Lemma 3.7; see Figure 3 .2. It follows from (3.24) and (3.42) for η = 1 that, for all t ∈ [t 0 , T ),
where ε = ε 1 , given in (3.22).
On the other hand, assuming x 0 ≥ 0 without loss of generality and recalling the definition of S in (1.6), it follows from the comparison properties for the Dirichlet heat semigroup in Proposition 7.1 that, for all λ ∈ [1, R − x 0 ],
This along with estimate (3.25) guarantees that
Applying (3.59) with λ = 1 + β, (3.26), (3.55) and (3.56), it follows that (3.60)
Combining (3.58) and (3.60), the conclusion then follows by taking the supremum over (β, K) ∈ A 1 .
Remark 3.9. (a) The choice η = 1 allows one to get rid of condition ε ≤ ε 2 in (3.23), leading to an important simplification of the expression forε in Proposition 3.1.
(b) Concerning the definition of the subregions in (3.27), we observe that it would not be of any use to separate the cases 1 − u ≥ η and 1 − u < η outside the interval I 0 = (x 0 − 1, x 0 + 1). Indeed, this would not lead to a better function a(x) outside I 0 , since the supremum in (3.43) is achieved for u ∼ 1. The proofs will use the following no-touchdown criterion, which enables one to exclude touchdown on a given subinterval D of Ω, under a type I estimate on ∂D and a suitable smallness assumption on f in D.
Lemma 4.1. Let Ω = (−R, R), τ ∈ (0, 1) and u be the solution of problem (1.1). Let either
(ii) D = (a, R) for some a ∈ (−R, R) and Γ = {a}.
The proof of this lemma is given in [2] for the case when the type I estimate (4.1) is satisfied in the whole time interval [0, T ). Here, we make a slight modification of the proof in order to use Propositions 3.1, 4.2, 5.6, where the quantitative type I estimate only holds in the interval [t 0 , T ).
Proof. We define the comparison function
where y(t) is defined by
for some σ ∈ (0, τ ) to be chosen later, and ψ(x) is given by ψ(x) :
and by ψ(
p+1 by (4.2) for σ small enough. We next look at the parabolic boundary of [t 0 , T ) × D. On the one hand, by Lemma 3.5(i), we have
On the other hand, using ψ = 1 on Γ and A ≤ k 1 p+1 , we apply (4.1) to obtain (4.5)
In case (ii), we also note that due to the boundary conditions on u, we have
By (4.3), (4.4), (4.5) and (4.6) (in case (ii)), along with the comparison principle and y(t) ≤ 1 for all t ∈ [0, T ), we conclude that
In both cases, since ψ is uniformly smaller than 1 in compact subsets of D, it follows from (4.7) that T ∩ D = ∅. We also see that in case (ii), ψ is uniformly smaller than 1 in a neighborhood of {R}, so we can rule out touchdown at this point.
Proof of Theorems 1.1 and 1.2. Let ρ, A be given by (1.5). We first claim that A is nonempty, so that ρ is well defined and positive. We notice that, due to the assumption µ > µ 1 (p), there exists τ such that
Next we see that the condition δ(β, K) ≤ 1 is equivalent to (4.9)
where θ = (p + 1) −1 ∈ (0, 1). We have
so that φ 2 (K) is monotonically increasing on (0, ∞). Moreover, φ 1 (K) is monotonically decreasing on (0, ∞). Therefore, there exists K > 0 satisfying (4.9) if and only if
By assumption (1.3), we may thus find β ∈ (d, d 0 ] satisfying this condition. Moreover, (4.9) is then true for any sufficiently large K > 0. It follows that A is nonempty.
Next set
By our assumption on f , we may select (τ, β, K) ∈ A such that
Under assumption (1.4), it follows from Proposition 3.1 that
Moreover, (4.11) remains true under assumption (1.7). Indeed, we may apply Proposition 3.1 with x 0 replaced by x 1 , recalling |x 1 | ≤ |x 0 | and noticing that S(t, β) in (1.6), henceε depends on d 0 = R − 1 − |x 0 | in a monotonically increasing way. Now, in view of applying Lemma 4.1, we claim that
2 . Therefore, using (4.8), µ 1 (p) = 2µ 0 (p) and (p + 1)(µ − µ 0 (p))T ≤ 1 by Lemma 3.5(ii), we obtain
By Lemma 4.1, it follows that that T ∩ D = ∅, and that R ∈ T in case of (1.4). Finally, let us show that T ∩ Γ = ∅. By the continuity of f , assumptions (1.4) and (1.7) remain true for somed < d close to d. Also, since the set A and the quantity β−d β p+1 increase as d decreases, it follows that the supremum in (1.5) is a nonincreasing function of d ∈ (0, d 0 ), so we deduce that T ∩ Γ = ∅. This concludes the proof.
In view of the proof of Theorem 2.3, we first establish the following quantitative type I estimate, which is a version of Proposition 3.1, with the three parameters (β, K, η) instead of (β, K). K+η −p G(T , β, K, η),
) , the functions S, H are defined in (1.6) and G, δ are defined in (2.13), Proof. Let d ∈ (0, d 0 ) and τ ∈ (0, 1). Let (β, K, η) ∈ A 2 and let a(r) = a β,K,η (r) be given by (3.42). As in the proof of Proposition 3.1, we shall rely on Lemma 3.6 with q = 0, and we first express the infima in (3.22) and (3.23) in terms of the error function. Denote by e t∆ R the heat semigroup on R. By the proof of Lemma 3.8 we have (4.15) inf
Moreover, (4.17) t → S(t, β), G(t, β, K, η) are nonincreasing for t > 0.
The proof of Proposition 4.2 is then completely similar to that of Proposition 3.1, applying Lemma 3.6 with the function a(r) given by Lemma 3.7. The only difference is that, since now η may be less than 1, we need to choose ε = min(ε 1 , ε 2 ) in Lemma 3.6. To estimate ε 2 , we use (3.23), (3.26), (3.55), (3.59) with λ = 1, and (4.15) to deduce
The conclusion follows by taking the supremum over (β, K, η) ∈ A 2 .
Proof of Theorem 2.3. Let A be given by (2.12). Picking any τ ∈ (0, 1), β ∈ (d, d 0 ), K > 0 and then η ∈ (0, 1) small, we see that A is nonempty, so that ρ is well defined and positive. Now arguing as in the second paragraph of the proof of Theorems 1.1-1.2, we may select (τ, β, K, η) ∈ A satisfying (4.10) and (4.11), whereε =ε(β, K, η) is now given by (4.14) and t 0 is given by (2.1). Applying Lemma 4.1 in the same way as before, we finally conclude that T ∩ D = ∅.
Proof of Theorems 2.1-2.2
It is based on refinements of various ingredients of the proof of Theorems 1.1 and 1.2. Namely, we introduce a more precise cut-off function a(x), corresponding to the choice q = 1 in the function h (cf. (3.7) and Lemma 3.6). We also use an improved lower estimate on u t (see Lemma 5.3), and an upper estimate of u for t small at points of small permittivity (see Lemma 5.5).
5.1.
Determination of the family of functions a(r) in the case q = 1. In this subsection, we compute the solution of the auxiliary problem (3.37)-(3.40) in the case q = 1 and η = 1, which will be used to prove Theorems 2.1-2.2. The following Lemma 5.1 is the analogue of Lemma 3.7 for q = 0. We see that the expression of a in (5.2) is significantly more complicated than for q = 0. As for the choices of q ∈ [0, 1] other than q = 0 or q = 1, they seem quite difficult to investigate and have been left out of this study.
Lemma 5.1. Let µ, β, K > 0, q = 1, η = 1 and let h, F be given by (3.7), (3.19) . Assume
Assume in addition that δ 1 + δ 2 ≤ 1. Then there exist r 0 ∈ [0, 1) and a solution a ∈ W 2,2 ([0, 1 + β]) of (3.37)-(3.40), (3.8) . The pair (r 0 , a) is then unique and it is given by
In view of the proof of Lemma 5.1, we first compute the function F in (3.19).
Lemma 5.2. Let µ, β, K > 0, q = 1, η = 1 and let h, F be given by (3.7), (3.19) . Assume (5.1) and set
Then we have
, r > 1, and
Proof.
Step 1: Computation of F (r, ξ) for r > 1. In this step, we keep q ∈ (0, 1], since the computation requires the same amount of effort. Since K < p(p + 2) by (5.1), we have in particular
We claim that, under condition (5.7), we have
which immediately yields (5.4).
To show (5.8), we compute
and 0 ≤ X ≤ K, claim (5.8) follows from (5.7).
Step 2: Computation of F (r, ξ) for r < 1. In view of (5.1), properties (5.3) and (5.6) follow from (5.10)
Next, taking q = 1 and setting y = (1 − u) p+1 , we have
Setting s = 1 1+Ky , i.e., Ky = s −1 − 1, we may rewritê
Since, for each fixed ξ,F is a convex function of s, it follows that sup y∈[0,1]F (ξ, y) is achieved for y = 0 or 1. Consequently,
which immediately yields (5.5).
Proof of Lemma 5.1. We split the proof in three steps.
Step 1: Preliminaries and monotonicity of ξ(r). Assume that there exist r 0 ∈ [0, 1) and a solution a ∈ W 2,2 ([0, 1 + β]) of (3.37)-(3.40), (3.8) . We note in particular that a ∈ C 1 ([r 0 , 1 + β]). We shall show that a is necessarily given by (5.2). It will then be a simple matter to show that this is indeed a solution.
First, in view of (5.4), it follows from the proof of Lemma 3.7 that a is necessarily given by (5.2)
We next claim that
Indeed we can compute (a.e.) and that r 1 < 1 unless we have equality in (5.1).
Step 2: Determination of r 1 and of a in [r 1 , 1]. If we have equality in (5.1), then ξ(1) = −ξ 0 and we go directly to Step 3. In the rest of this step, we thus assume that the inequality in (5.1) is strict, hence r 1 < 1. By (5.5), (5.13), Step 1 and the fact that a ∈ C 1 ([r 0 , 1 + β]), it follows that a solves the problem
Similarly as for (3.47), setting φ 2 (r) = a 1−m 2 (r), the ODE in (5.14) is reduced to the equation
The solution of (5.15) is of the form
for some constant θ ∈ [0, 2π). Since φ 2 > 0 and φ 2 < 0 on [r 1 , 1], this imposes
that is,
In particular, we have
tan Kµ(r − 1) + θ , r 1 < r < 1.
By a simple computation, the boundary conditions in (5.14) give
On the other hand, by (5.13), we have ξ(r 1 ) = −ξ 0 . By (5.17), ξ(r 1 ) = −ξ 0 and (5.10), we deduce tan
Since we assume δ 1 + δ 2 ≤ 1, hence 0 ≤ δ 2 < 1, we note that we do have 0 < r 1 ≤ 1.
Step 3: Determination of r 0 and of a in [r 0 , r 1 ] and conclusion. By (5.5), (5.13), Step 2 and the fact that a ∈ C 1 ([r 0 , 1 + β]), it follows that a solves the problem
Similarly as before, setting φ 1 (r) = a 1−m 1 (r), we are left with
whose solution is of the form
for some constant θ 0 ∈ R. Since φ 1 > 0 and φ 1 < 0 on (r 0 , r 1 ], this imposes (modulo 2π)
Since θ 0 = r 0 owing to φ 1 (r 0 ) = 0, we thus have
Now, we use the boundary condition a (r 1− ) = a (r 1+ ) to obtain the value of r 0 . Since
where we used (5.10) in the last equality.
Finally, to obtain the value of D 1 we use a(r 1− ) = a(r 1+ ). Using
we obtain the expression for D 1 in the statement after a straightforward calculation.
We have thus proved that (r 0 , a) is necessarily given by (5.2). Conversely, an immediate inspection of the above proof shows that (5.2) does define a solution a ∈ W 2,2 ([0, 1+β]) of (3.37)-(3.40), (3.8).
5.2. Improved lower bound for u t . In this subsection, we improve the lower bound on u t used in (3.31) for Propositions 3.1, 4.2, by exploiting the contribution coming from the nonlinear term in (3.32 ). This will be used in the proof of Theorems 2.1-2.2.
where Λ 0 (t, x) is given by
ds.
Here K s = inf In particular, we can estimate
Step 1. We first claim that ≥ 0. We compute
e s∆ I β χ I 0 ds, and (5.23) follows.
Step 2. Let v := u t . We claim that
By (3.32) and (5.23), v satisfies
Therefore, (5.24) follows from the variation of constants formula.
Step 3. We next claim that 
We want to show that ψ(t) = µγ(t)χ I 0 e t∆ I β χ I 0 is a subsolution of (5.27). This is equivalent to (5.28)
Next, for any s > 0, using (5.26), it follows from Lemma 7.3 that, for all t > s,
Therefore, a sufficient condition for (5.28) is given by
which is equivalent to
For this, by (5.26), it is sufficient to have
Note that K t is continuous and nonincreasing w.r.t. t > 0. Now, for each 0 < t ≤ τ < T , we set
which are well defined by Step 1 and the monotonicity of K t . We have γ τ (t) = pµK τ θ τ (t)γ τ (t), hence
Letting τ → t and using the continuity and monotonicity of K t , we obtain
Therefore, (5.29), hence (5.28), is satisfied. Property (5.25) then follows from the comparison principle (in variation of constants form).
Step 4: Since, for any s > 0, 1
χ I 0 is symmetric w.r.t. x 0 and decreasing in |x − x 0 |, we deduce from Lemma 7.3 that, for all t > s,
Estimate ( 
where S is defined in (1.6) andΛ(t, x) is given by
In particular, we can estimate
Proof. This follows by combining Lemma 5.3 and Proposition 7.1, using in particular
5.3.
Control of u at t = t 0 (τ ) for points of small permittivity. Our goal in this subsection is to take advantage of the smallness assumption in (2.2) to improve the upper estimate (3.16) of u that was used in the proof of Propositions 3.1 and 4.2. Estimate (3.16) followed from a mere comparison with the associated ODE problem y (t) = f ∞ (1 − y(t)) −p and thus did not take advantage of the possible smaller values of f . The following lemma provides a more precise control of h(u(t 0 , ·)), which will allow a better lower estimate of the ratio ε 1 in (3.22) (cf. the proof of Proposition 5.6).
Lemma 5.5. Let I ⊂ Ω = (−R, R), N ∈ (0, f ∞ ] and assume that
Proof. By Lemma 3.5(i), we have T * ≥ T , as well as u(t, x) ≤ y(t) in [0, T * ). It suffices to show that, if z 0 ∈ Ω and δ > 0 are such that
To prove (5.37), we look for a supersolution of problem (
where ψ is a function to be chosen, satisfying 0 ≤ ψ ≤ 1, ψ(z 0 ± δ) = 1 and ψ ≥ 0. By (3.17), (5.36) and using 0 ≤ ψ(x) ≤ 1 and 0 ≤ y(t) < 1, we have
Since ψ ≥ 0, a sufficient condition to guarantee P v ≥ 0 inQ is thus
An elementary computation shows that
, so we are left with the following differential inequality for ψ:
Solving the corresponding ODE, symmetrically in [z 0 − δ, z 0 + δ], we obtain the solution
where B is a constant. From the boundary conditions ψ(z 0 ± δ) = 1, we finally get
and we see that the requirements 0 ≤ ψ ≤ 1 and ψ ≥ 0 are satisfied. Therefore, P v ≥ 0 inQ. Now, we look at the parabolic boundary of Q. On the one hand we have y(0) = 0, so v(0, x) = u(0, x) = 0. On the other hand, for any point (t, x) on the lateral boundary of Q, we have either x = ±R or x = z 0 ± δ. In the first case, we have v(t, x) = y(t) ≥ 0 = u(t, x). In the second case, since y(t) is a supersolution of (1.1) on [0, t 0 (τ )] × Ω, we have v(t, x) = y(t) ≥ u(t, x).
We thus deduce from the comparison principle that u ≤ v in Q, and the lemma follows.
5.4.
Proof of Theorems 2.1-2.2. We first establish the following quantitative type I estimate, which is the analogue of Propositions 3.1 and 4.2.
Proposition 5.6. Consider problem (1.1) with Ω = (−R, R) and let ξ ∈ Ω satisfy |ξ| < R − 1. Let , ∞] and τ, λ ∈ (0, 1) . Set I = (ξ − 1 − , ξ + 1 + ) and assume that
Then the touchdown time T verifies T > t 0 := 1−τ p+1 (p+1) f ∞ and u satisfies the type I estimate
, S is defined in (1.6) and G * 1 , δ 1 , δ 2 are defined in Theorem 2.1.
Proof. Let (β, K) ∈ A 3 and let a(r) = a β,K (r) be given by (5.2). By the proof of Lemma 3.6 with q = 1, η = 1, using the lower bound (5.30), (5.32) for u t in Lemma 5.4, instead of (3.31), we have
In particular, by (5.2), we have
We now estimate ε from below. Recalling
and setting r = |x − ξ|, we havẽ
where Λ is defined in the statement of Theorem 2.1.
We next proceed to estimate the factor h(u(t 0 , x)) in (5.42) from above. We recall from (3.26) that, since K ≤ p, the function h is monotone increasing as a function of u. Hence, we shall use the upper estimate given in Lemma 5.5 in I = ξ + 1 + d, min(ξ + 1 + e, R) with N = λµ. For this, we note that, for all x ∈ [ξ, ξ + 1 + β], we have dist(x, Ω \ I) = (x − ξ − 1 − d) + if R ≤ ξ + 1 + e, and that this is still true if R > ξ + 1 + e due to β <d ≤ (d + e)/2. It follows from (5.34) that, for all x ∈ [ξ, ξ + 1 + β], we have
whereũ and W = W τ,K,λ are respectively given by (2.8) and (2.7). Moreover, (5.44) remains true for all x ∈ I β (applying Lemma 5.
Since e t∆ R χ (−1,1) (r) and Λ(t, r) are even and nonincreasing with respect to r > 0 and a(r) is even and constant on [0, r 0 ], it follows from (5.44) that
This combined with (5.43) yields 
We set Γ = ∂D in case (i) and Γ = {x 0 + 1 + d} in case (ii).
Let A be given by (2.4). We first claim that A is nonempty, so that ρ is well defined and positive. Note that if we take
. For this choice of K, β, we have
. The claim follows.
Next, by our assumption on f , we may select (β, K, τ, λ) ∈ A such that
Let j ∈ {i, i + 1} in case (i) and j = 0 in case (ii). We shall apply Proposition 5.6 with ξ = x j and
As f L ∞ (D) < min µε(β, K, τ, λ), (t 0 , ·) ) to increase ε in (5.42), we have to make a smallness assumption on f on both sides of the bump in Proposition 5.6 (cf. (5.38) ). For this reason, excluding touchdown on a single interval in Theorems 2.1-2.2 would require a smallness condition on some additional intervals, unlike in Theorems 1.1-1.2. For simplicity, we have refrained from giving such a formulation of Theorems 2.1-2.2 and have restricted ourselves to a more global statement.
(ii) We could use the more precise formula (5.31) instead of (5.32). However, numerical tests indicate that the difference is extremely small, while the computational time is considerably larger.
6. Numerical procedures 6.1. Iterative procedure for the optimization problem. In this section, we describe the iterative procedure that we use to find an accurate lower estimate for the solution of the optimization problem (1.5) giving the threshold ρ in Theorems 1.1-1.2. The procedure consists of three steps:
Step 1: First exploration. We first use a simple discretized exploration of the optimization set A for (τ, β, K). For this, we iterate in β, τ and K as follows:
• We initialize β by setting
Then, for a chosen value ε β of the discretization parameter in β, we increment β in the interval (d, d 0 ), first increasingly (i.e., β i+1 = β i +ε β ) and then decreasingly (i.e., β j+1 = β j −ε β ). Note that additional stopping conditions will be given below.
• For each β, we initialize K by setting
where ε K is a chosen value of the discretization parameter in K, and then increment K increasingly, i.e.
• For each couple (β, K), we compute δ(β, K) defined in (1.6). If it is less than or equal to 1, we then iterate in τ . This is done by picking n τ equidistant points in the interval µ 2µ−µ 0 , 1 , where n τ is a chosen number of discretization points. (The corresponding ε τ is thus 1 −
• For each such (β, K, τ ), we then compute an approximation of ρ, given by (6.1)ρ := 1 2
whereH(t, β) (resp.,G(t, β, K)) is a suitable approximation of H(t, β) (resp., G(t, β, K)), and S(t, β) is given in (1.6). To defineG,H, we set (6.2)
and recall that
where δ = δ(β, K), Γ, A, α are defined in (1.6). We then set
where x i = i/n x for i = 0, 1, · · · , n x , and n x is the chosen number of discretization points in the interval [0, 1]. For each i, the corresponding quotients are computed using the error function provided by M atlab.
• We define the variables ρ opt and β * 1 , K * 1 , τ * 1 , which respectively stand for the largest value of ρ obtained so far, and for the corresponding values of the parameters β, K, τ . These variables are updated after each iteration.
• To avoid unnecessary computations, we also observe that we can (dynamically) further restrict the ranges of β, K, τ , as follows:
Indeed, since (6.5)
we haveρ
so that any choice of (K, β, τ ) violating at least one of the conditions in (6.4) will lead to values ρ < ρ opt .
Step 2: Refined exploration. We make a finer second exploration near the parameters β * 1 , K * 1 and τ * 1 obtained in Step 1. This is done by repeating Step 1 on the new ranges (6.7) [β *
, taking a chosen number of equidistant points in each interval. The values of β, K, τ corresponding to the largestρ obtained are denoted β * , K * , τ * .
Step 3: Lower estimate of ρ. Finally, for the parameters (β * , K * , τ * ) selected in Step 2, we recompute a "safer" approximation of the supremum ρ by looking this time for a lower estimate. This is done by setting (6.8) ρ := 1 2
where H(t, β) (resp., G(t, β, K)) is now a suitably accurate lower bound of H(t, β) (resp., G(t, β, K)).
To compute G, H, this time we choose another (larger) number n x of equidistant discretization points of the interval [0, 1], we denote x i = i/n x for i = 0, 1, · · · , n x , and then set (6.9) H(t, β) := min
where N H , D H , N G , D G are given by (6.2) . For each i, the corresponding quotients are computed using the error function provided by M atlab. Observe that the functions
, inf
Moreover, the discretization errors can be estimated by
where i 0 , i 1 are the indices for which the respective minima in (6.9) are achieved, so that n x can be adjusted to guarantee a satisfactory error level (say, 10 −4 ).
Remark 6.1. (i) In
Step 3, it is consistent to choose a larger n x in order to have good lower estimates of H, G, while in Steps 1 and 2 we need to choose coarser partitions of the interval [0, 1], in order to keep the computational cost of the method within feasible limits.
(ii) In the above procedure, the only possible sources of errors in excess on ρ are the round-off machine errors and the numerical errors in the M atlab evaluations (for instance those of erf). In principle this can be guaranteed with any reasonably prescribed safety margin.
In the following table, for p = 2 and each of the values of µ, f ∞ , d, d 0 considered in Table 1 .1, we give the numerical approximation of the optimal parameters τ * , β * , K * found by the above procedure, as well as the lower bounds H(t 0 (τ * ), β * ), G(t 0 (τ * ), β * , K * ) for H, G and the approximated semigroup comparison constant S t 0 (τ * ), β * . In practice we use ε β = ε K = 0.1, n τ = 10 for
Step 1, whereas for Step 2 we take 10 equidistant points in the intervals (6.7). As for the approximations of H, G we take n x = 20 in Steps 1 and 2. For the lower estimates in Step 3 we have chosen n x = 50000 to compute H and n x = 2000 to compute G, which guarantees an error level no larger than 10 −4 . 6.2. Numerical lower estimates for Theorem 2.3. The numerical procedure is similar to that in Section 6.1, this time for the optimization problem (2.11). The main difference is that we also need to iterate in the parameter η ∈ (0, 1) for each couple (β, K). As before, if δ(β, K, η) ≤ 1, we then iterate in τ , but now in the whole interval (0, 1).
In the following table, for p = 2 and each of the values of µ, f ∞ , d, d 0 considered in Table 2 .1, we give the numerical approximation of the optimal parameters τ * , η * , β * , K * found by the above procedure, as well as the lower bounds H(t 0 (τ * ), β * ), G(t 0 (τ * ), β * , K * , η * ), G(T , β * , K * , η * ) for H, G and the approximated semigroup comparison constants S t 0 (τ * ), β * , S T ), β * . We also give the second term of the minimum in (2.11):
In practice, this term is observed to be larger than the first one. However, we have been unable to find a proof of this without assuming τ ≥ µ 2µ−µ 1 , which induces the extra hypothesis µ > µ 1 (cf. Theorems 1.1-1.2). We use a similar numerical procedure to that presented in Section 6.1, this time for the optimization problem (2.3). As a difference, the range for K is now (6.12) ε K ≤ K ≤ min p, p(p + 2) 1 + pµβ 2 . Also, we need to test the condition δ 1 (K) + δ 2 (β, K) ≤ 1 instead of δ(β, K) ≤ 1. Moreover, the additional stopping conditions in (6.4) are not available. However, unlike in Section 6.1, this is not essential since the range for K is already bounded, owing to (6.12).
We also need to iterate the procedure with respect to the additional parameter λ. Namely, we carry out the exploration of the parameter λ in a certain subinterval of (0, 1) for each fixed admissible (β, K, τ ). To restrict the range of λ, let us first rewrite (2.3) under the form ρ = min(ρ, λ) and observe that G * in (2.3) is a nonincreasing function of λ ∈ (0, 1) (due to (2.7), (2.8)). Since our numerical tests reveal that the method does not produce values ofρ larger than 0.3 for p = 2, we intitialize with λ 0 = 0.3. We then compute the corresponding numerical value ofρ. As long asρ i < λ i , we iterate by setting λ i+1 = λ i − 0.01. Onceρ i ≥ λ i , we stop and retain the largest between ρ i = min(ρ i , λ i ) and
. The values of λ that we used in pratice remain in the interval [0.2, 0.3] (for p = 2) and the step ∆λ = 0.01 turns out to be sufficient since the results are not very sensitive to the variations of λ.
Let us turn our attention to the main term in (2.3), that we rewrite as (6.13)
(for fixed values of the parameters τ, t, β, K, λ), where (6.14) Λ(t, r) = 1 2
and the functions S, W, a, Y are defined in Theorem 2.1.
As for the time integral in Λ(t, r), in the exploration process we use a coarser partition of the interval [0, t] and the Simpson method, in order to have good approximations while keeping a reasonable computational time. However, in the last step, once we have chosen the approximated optimal parameters (τ, β, K, λ), we use the following monotonicity properties of the integrand and the rectangle rule in order to give a safe lower estimate of the ratio ρ.
First, although Y (s) is not monotone in general, we however note that, since S(s, 0) decreases with s, we can estimate
We will see numerically in Table 6 .3 that S(t 0 , β), which satisfies S(t 0 , β) ≤ S(t 0 , 0) ≤ 1, is of the order ∼ 0.99 in our examples, so that the loss from from estimate (6.15) is quite small. Now, we observe thatỸ (t, s) is monotonically increasing with respect to s ∈ (0, t), due to
For fixed (t, r), let {[t j , t j+1 ], j ∈ J} be a partition of the interval [0, t], and set τ j = t j if r ≤ 1 and τ j = t j+1 if r > 1. We can therefore estimate Λ(t, r) in (6.14) by
Since we are computing a lower estimate only in the last step, we can choose a much finer partition of the interval [0, t], so as to keep enough accuracy in the rectangle rule. For the examples of Table 6.3 we have used a partition of [0, t] in 100 equal subintervals, while for the exploration process, we have used only 10.
Finally, we observe in (6.14) that Λ(t, r) is monotonically decreasing as a function of r > 0, as well as the function W τ,β,K defined in (2.7) (owing to K ≤ p). Therefore, like in the numerical procedure described in Section 6.1, both the numerator and denominator of G(r) in (6.13) are monotonically decreasing as functions of r. Hence, applying the same strategy as in Section 6.1 (cf. (6.9)-(6.10)) and then using (6.16) at the discretization points r = r i , we can compute a safe lower estimate of the infimum G * in (6.13) once the parameters β, K, τ are chosen. For the examples in Table 6 .3 we used a partition of 5000 subintervals, while in the exploration process, we used only 20.
The following Table 6 .1 is the analogue for Theorems 2.1-2.2 of Table 6 .1, using the numerical procedure described above. We point out that, due to the finer mesh in the final step, the difference between the lower estimate ρ(τ * , β * , K * ) and the explored valueρ(τ * , β * , K * ) is no larger than 10 −3 for any of these examples. and S = S(t 0 , β) in formulae (1.5) and (2.3) are close to 1 and have only small influence on the value of ρ. We also see that the quantity ρ 2 (τ ) in (6.11) does not affect ρ (indeed, it corresponds to the second term in (2.3), and turns out to be larger than the first term). It follows that ρ ≈ 1 2 G * in (2.3), once the optimal numerical parameters have been selected.
(ii) Recall that G * is obtained as the infimum of the function G(r) in (6.13). A plot of G(r) is given in Figure 6 .1 (for the last example with p = 2 in Table 6 .3, and following the numerical method described above). We observe that G(r) appears to be neither monotone nor convex.
(iii) The quantity G * could possibly be increased by taking into account the enhancing effect on u t of the positive values of f outside the interval I 0 = (x 0 − 1, x 0 + 1), so as to improve estimate (5.30) and the ratio in (5.42). This could be done at the expense of lower assumptions on f in the region where we want to rule out touchdown. We have not pursued this further, since this would deviate too much from the main line of the article.
Appendix 1: Comparison estimates for the heat semigroup
In this appendix, we establish the quantitative comparison properties for the heat semigroup, that we have used in order to express the infima in (3.22) and (3.23) in terms of the error function. Here e t∆ Ω and e t∆ R respectively denote the Dirichlet heat semigroup on Ω and the heat semigroup on R.
Proposition 7.1. Let Ω = (−R, R) and assume that I 0 := (x 0 − 1, x 0 + 1) ⊂⊂ Ω. Let φ ∈ L ∞ (R) be a nonnegative function, symmetric with respect to x 0 , nonincreasing in |x − x 0 | and supported in I 0 . Then, for all t > 0, we have (7.3) G(t, x, y) ≥ c 1 min 1, δ(x)δ(y) t (4πt) −n/2 e −c 2 |x−y| 2 /t , 0 < t < T.
The lower bound (7.3) is valid in any sufficiently smooth bounded domain Ω ⊂ R n and the corresponding upper bound is also true. Although estimate (7.3) is quite powerful (and requires sophisticated methods), it is not suitable for our needs, since the constants c 1 , c 2 , T > 0 depending on Ω in [27] are not quantitatively estimated.
(ii) Another key feature of estimates (7.1)-(7.2) in view of Theorems 1.1-1.2 is that they imply (7.4) e t∆ Ω χ I 0 (x) (e t∆ R χ I 0 ) (x) → 1, as t/δ(x) → 0, with quantitative control of the convergence, whereas (7.4) does not follow from (7.3). Qualitative properties similar to (7.4), valid also in higher dimensions, were obtained in [21] by different methods.
For the proof of Proposition 7.1 we will use the following lemma.
Lemma 7.3. Let Ω = (x 0 − , x 0 + ) and φ 1 , φ 2 ∈ L ∞ (R) be nonnegative, symmetric with respect to x 0 and nonincreasing in |x − x 0 |. Then we have (7.5) e t∆ Ω (φ 1 φ 2 ) ≥ e t∆ Ω φ 1 e t∆ R φ 2 ≥ e t∆ Ω φ 1 e t∆ Ω φ 2 in (0, ∞) × Ω.
Proof. Assume x 0 = 0 without loss of generality and set v(t, ·) = e t∆ Ω φ 1 , w(t, ·) = e t∆ R φ 2 , ϕ(t, x) = v(t, x) w(t, x), t > 0, x ∈ Ω.
Note that for each t > 0, the functions x → v(t, x) and x → w(t, x) are even in x and nonincreasing for x ∈ [0, ]. Therefore, ϕ t − ϕ xx = v(w t − w xx ) + w(v t − v xx ) − 2v x w x = −2v x w x ≤ 0, t > 0, x ∈ (− , ).
Since ϕ(0, ·) = φ 1 φ 2 and ϕ(t, ± ) = 0, it follows from the maximum principle that e t∆ Ω (φ 1 φ 2 ) ≥ ϕ in [0, ∞) × (− , ), i.e. the first inequality in (7.5). The second follows from the maximum principle.
Proof of Proposition 7.1. It suffices to prove (7.1) (changing x to −x). Let v(t, x) = e t∆ Ω φ (x) and let w be the solution of the problem    w t − w xx = 0, t > 0, x ∈ (−∞, R), w(t, R) = 0, t > 0, w(0, x) = φ(x), x ∈ (−∞, R).
Set Ω 1 = (x 0 − , x 0 + ) ⊂ Ω. By the maximum principle and (7.5), we have (7.6) v ≥ e t∆ Ω 1 φ ≥ e t∆ Ω 1 χ Ω 1 e t∆ R φ .
On the other hand, setting ϕ(x) = cos π(x − x 0 ) 2 , we have (7.7) e t∆ Ω 1 χ Ω 1 ≥ e t∆ Ω 1 ϕ = e −λ t ϕ.
In particular, it follows from (7.6), (7.7) and the maximum principle that v(t, x 0 ) ≥ e −λ t e t∆ R φ (x 0 ) ≥ e −λ t w(t, x 0 ).
For each t > 0, we thus have v(s, x 0 ) ≥ e −λ t w(s, x 0 ), 0 < s ≤ t. This combined with (7.8) yields the desired estimate.
Appendix 2: Optimality of the cut-off functions a(r)
We here justify the claim, made in Section 3.3, about the optimality of the functions a(r) involved in the main auxiliary functional J from (3.6), among all possible solutions of the differential inequality (3.18). .
We claim that (8.8) F 1 is locally Lipschitz continuous on R.
We have m 1 ∈ C([0, 1]), owing to (5.9) and using K ≤ (p + q + 1)p/q ≤ p(p + 1)/q(1 − q) if q ∈ (0, 1). On the other hand, if q ∈ [0, 1), then M 1 ∈ C([0, 1)) and lim u→1 M 1 (u) = +∞, whereas M 1 ∈ C([0, 1]) if q = 1. In both cases, for all X ∈ R, there exists u(X) ∈ [1 − η, 1] such that F 1 (X) = f 1 (u(X), X) (with u(X) ∈ [1 − η, 1) if q ∈ [0, 1)). This, combined with (8.6) and (8.7), yields
Exchanging the roles of X, Y , claim (8.8) follows.
Step 2. Resolution of (8.4) for r < 1 and comparison. SetF 1 (φ) := F 1 (φ) − φ 2 . Let ψ be the maximal solution of the Cauchy problem ψ =F 1 (ψ), r < 1, with ψ(1) = a (1).
Denote by r * ∈ [0, 1) the endpoint of its interval of existence and setā(r) = exp Using ψ =ā ā , we haveā ā = ψ + ψ 2 =F 1 (ψ) + ψ 2 = F 1 (ψ) for all r ∈ (r * , 1). Setting φ = (log a) = Then, since ψ(0) ≥ φ(0) = 0 and ψ(1) < 0, it follows that there exists a largest r 0 ∈ [0, 1) such that ψ(r 0 ) = 0.
Next consider the case when (8.12) is not true. Then we must have lim r→r * |ψ(r)| = ∞. On the other hand, since m 1 (u) ≤ 1 by (3.43) and (5.8), we have ψ =F 1 (ψ) = F 1 (ψ) − ψ 2 ≤ 0 on (r * , 1]. It follows that lim r→r * ψ(r) = +∞ and there again exists a largest r 0 ∈ (r * , 1) such that ψ(r 0 ) = 0.
In both cases we haveā ∈ C 2 ([r 0 , 1]), (8.9) and (8.10).
Step 3. Resolution of (8.4) for r > 1 and comparison. By (3.43), (5.8), we have F (r, X) = F 2 (X) := p p + 1 X 2 , r > 1.
In particular, we have a (r) ≥ 0 due to (8.1). Since a(R 1 ) = 0 < a(1), it follows that a (1) < 0. Now setā (r) = 1 + β − r β p+1 , 1 ≤ r ≤ 1 + β where β = − p + 1 a (1) > 0.
