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Abstract
The Grassmann angle unifies and extends various concepts of angle be-
tween subspaces, being defined for equal or different dimensions, in real or
complex inner product spaces. It is an angle in Grassmann algebra, gives
the Fubini-Study distance in Grassmannians, and its cosine (squared, in
the complex case) describes volume contraction in orthogonal projections.
The angle is asymmetric when dimensions are different, giving a quasi-
pseudometric on the total Grassmannian, and measuring Hausdorff dis-
tances between certain sets of simple multivectors. Odd features, present
in similar angles but overlooked, are explained, like the angle with an or-
thogonal complement, and how the angle between complex subspaces is
not the same as for the underlying real spaces. We use them to get an
obstruction on complex structures for pairs of real subspaces.
Keywords: angle between subspaces, Grassmann angle, exterior algebra,
Grassmann algebra.
MSC: 51M05, 15A75, 51F99
1 Introduction
Many distinct concepts of angle between subspaces appear in the literature
[5, 7, 10, 12, 20, 28, 50, 52], with applications in geometry, linear algebra,
and other areas as diverse as functional analysis [33], statistics [24] and
data mining [27]. For recent works on the subject, see [3, 11, 18, 23].
The reason for such diversity is that, while in R3 a single angle de-
scribes the relative position of two subspaces, in higher dimensions this is
no longer true. With enough ‘wiggle room’ for more complex positionings,
a list of principal angles [28] is needed for a full description. Still, it is
often convenient to synthesize in a single number whichever characteristic
of the relation between subspaces is most important in a given applica-
tion. This has led to many different concepts, each suitable for certain
purposes: minimal angle, Friedrichs angle, gap, etc.
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The literature on the subject can be quite confusing to the uninitiated.
Many authors call their favorite concept the angle between subspaces, as
if the term had a clear and unique meaning. Angle definitions are often
given without mention of their peculiarities, limitations, or alternatives.
Equivalent concepts are given different names, or presented in ways which
seem unrelated. All this can lead even experienced researchers to error:
for example, a certain angle is interpreted in [8, p.69] as a dihedral one,
which is only true in very special cases [37].
There is a kind of angle that keeps reappearing [11, 12, 15, 18, 23, 26,
47, 50] under various names and different definitions, in terms of princi-
pal angles, projections of volumes, determinants, Grassmann or Clifford
algebras. Often it is defined, or results proven, only for real subspaces of
same dimension. And sometimes it lies hidden behind formalisms which
do not identify it [1, 42].
This is the first of a set of articles which organize and extend the
theory on this angle, showing when the various approaches are equivalent,
and unifying them in terms of a new Grassmann angle. Its properties
are developed in a more systematic and detailed way, and results spread
throughout the literature are brought together, with a formalism which
makes them clearer and the proofs, in many cases, simpler.
But this is not just a compilation of old results using new tools. We
introduce a small but important modification in the angle definition, which
simplifies its use with subspaces of distinct dimensions, allowing us to get
new and more general results. This change makes the angle asymmetric
when dimensions are distinct, but in such unique feature lies much of its
power, as it reflects the dimensional asymmetry between the subspaces,
and helps ‘keep track’ of which subspace is larger.
Our work includes both real and complex spaces. With few exceptions
[11, 50, 52], most research on the subject deals only with the real case.
This is unfortunate, for the geometry of complex spaces is important in
areas like quantum information and computation [4, 43, 44]. We show
most results remain valid in the complex case, but there are differences,
mainly in how the angle relates to volume projections, which some authors
see as its defining property. This leads to complex Pythagorean theorems
[39], and may have important consequences for quantum theory [40].
This article is focused on fundamental properties of Grassmann angles.
In [37] we relate them to products of Grassmann and Clifford algebras.
These are used in [38] to get new formulas for computing the angles, and
identities for angles with certain families of subspaces, which are related
to generalized Pythagorean theorems [39].
Section 2 reviews concepts and results which will be needed. We also
introduce a weaker, asymmetric, concept of orthogonality between sub-
spaces, which will relate to our asymmetric angle.
Section 3 presents the Grassmann angle and its basic properties. We
relate it to the Grassmann algebra and volume projections, and discuss
its asymmetry and other counterintuitive features.
Section 4 studies its metric properties. We obtain a triangle inequality
valid even for distinct dimensions, and relate the angle to the Fubini-Study
distance in Grassmannians. The total Grassmannian of all subspaces is
given a new geometric structure, of quasi-pseudometric space, and the
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angle is related to Hausdorff distances between certain sets.
Section 5 shows the angle with the orthogonal complement of a sub-
space has special properties, and is related to a product of sines studied
by some authors. Its relation to the angle with the original subspace is
analyzed in detail, being more complicated than an usual complement. It
gives an obstruction on complex structures satisfying a certain condition.
Section 6 closes with a few remarks. Appendix A lists some results
from [37, 38], and appendix B reviews similar angles.
2 Preliminaries
Throughout this article X is a n-dimensional vector space over R (real
case) or C (complex case), with an inner product 〈·, ·〉 (Hermitian product
in the complex case). Unless otherwise indicated, whenever we refer to
subspaces or other linear algebra concepts it will be with respect to the
same field as X. In the complex case, for any subspace V ⊂ X we denote
its underlying real vector space by VR.
A line L ⊂ X is a 1-dimensional subspace. Given v ∈ X, the sets
Rv = {cv : c ∈ R} and, in the complex case, Cv = {cv : c ∈ C} are,
respectively, the real line and the complex line of v, if v 6= 0. When we
use Rv in the complex case, it is to be understood as a real line in XR.
Given subspaces V,W ⊂ X, we denote by ProjW and ProjVW the or-
thogonal projections X →W and V →W , respectively.
2.1 Angles between real or complex vectors
It will be convenient to extend the concept of angle between vectors to
include the null vector.
Definition. In the real case, the angle θv,w ∈ [0, pi] between nonzero
vectors v, w ∈ X is defined by
cos θv,w =
〈v, w〉
‖v‖‖w‖ .
We also define θ0,0 = 0, θ0,v = 0 and θv,0 = pi2 .
This definition of angles with the 0 vector is unusual, and breaks the
symmetry between the vectors, as θ0,v 6= θv,0. As we will see, this is
actually helpful, and the asymmetry is due to dimR0 6= dimRv.
For complex vectors there are several angle concepts [49], which de-
scribe different relations between the vectors and the real or complex
subspaces they determine.
Definition. In the complex case, the (Euclidean) angle θv,w ∈ [0, pi]
between nonzero vectors v, w ∈ X is defined by
cos θv,w =
Re〈v, w〉
‖v‖‖w‖ .
We also define θ0,0 = 0, θ0,v = 0 and θv,0 = pi2 .
As Re〈v, w〉 gives a real inner product in XR, this is the same as the
angle between v and w considered as real vectors.
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Figure 1: Euclidean and Hermitian angles for complex vectors.
Definition. In the complex case, the Hermitian angle γv,w ∈ [0, pi2 ] be-
tween nonzero vectors v, w ∈ X is defined by
cos γv,w =
|〈v, w〉|
‖v‖‖w‖ . (1)
We also define γ0,0 = 0, γ0,v = 0 and γv,0 = pi2 .
Example 2.1. In C2, for v = (1, 1) and w = (i−1, 0) we have θv,w = 120◦
and γv,w = 45◦.
The Hermitian angle γv,w is actually the angle v makes with the real
plane Cw (fig. 1), as the next proposition shows.
Proposition 2.2. Let v, w ∈ X and P = ProjCw. Then γv,w = θv,Pv.
Proof. Assume 〈v, w〉 6= 0. As Pv = 〈w,v〉‖w‖2 w 6= 0 and 〈v, Pv〉 = ‖Pv‖2 > 0,
cos θv,Pv =
Re〈v, Pv〉
‖v‖‖Pv‖ =
|〈v, Pv〉|
‖v‖‖Pv‖ =
|〈v, w〉|
‖v‖‖w‖ = cos γv,w.
Corollary 2.3. Let v, w ∈ X.
i) If P = ProjRw then ‖Pv‖ = ‖v‖ · | cos θv,w|.
ii) If P = ProjCw then ‖Pv‖ = ‖v‖ · cos γv,w, in the complex case.
Corollary 2.4. Let v, w ∈ X be nonzero. Any nonzero v′ ∈ Cv makes
with the real plane Cw the same angle γv,w.
In other words, the real planes Cv and Cw are isoclinic [49], i.e. all
vectors in one make the same angle with the other.
2.2 Angles between subspaces
In higher dimensions the relative position of two subspaces can be more
complicated than in R3, and many angle concepts have been used to
describe it. Here we present the minimal, maximal and principal angles,
and specify some simple cases in which we drop the qualifiers and just
talk about the angle between subspaces.
2.2.1 Minimal and maximal angles
Definition. The minimal angle θminV,W ∈ [0, pi2 ] between nonzero subspaces
V,W ⊂ X is
θminV,W = min {θv,w : v ∈ V,w ∈W, v 6= 0, w 6= 0} .
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Clearly, θminV,W = θminW,V . In the complex case, γv,w can be used instead
of θv,w in this definition, with the same result (by proposition 2.2).
This angle is also called Dixmier angle, having been introduced in [7].
A review of its properties can be found in [6]. Even if it is useful in
many situations, the information it provides is quite limited at times. For
example, θminV,W = 0 if, and only if, V ∩W 6= {0}, in which case it tells us
nothing else about the relative position of V and W .
Definition. Given subspaces V,W ⊂ X, the directed maximal angle
θmaxV,W ∈ [0, pi2 ] from V to W is
θmaxV,W = max
v∈V
min
w∈W
θv,w.
The maximal angle θˆmaxV,W ∈ [0, pi2 ] between V and W is
θˆmaxV,W = max
{
θmaxV,W , θ
max
W,V
}
.
As we describe below, a recursive search for minimal angles yields a list
of principal angles. If dimV ≤ dimW then θmaxV,W is their largest principal
angle θm, otherwise θmaxV,W = pi2 . Hence θˆ
max
V,W = θm if dimV = dimW , and
θˆmaxV,W =
pi
2
otherwise.
The maximal angle seems to appear first in [35], and its sine gives
the gap or aperture between the subspaces, used in operator perturbation
theory [29]. Other notable angle is the Friedrichs angle [6, 10], which is
the first nonzero principal angle (or 0 if they are all null), and whose sine
gives the minimal gap [33].
2.2.2 Principal angles
More detailed information about the relative position of subspaces requires
a list of principal angles [1, 11, 12, 52]. These were introduced by Jordan
[28], being also called Jordan or canonical angles.
Definition. Let V,W ⊂ X be nonzero subspaces, p = dimV , q = dimW ,
and m = min{p, q}. The principal angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ pi2 of V
and W can be defined recursively as follows. For each i = 1, . . . ,m, let
Vi = {v ∈ V : 〈v, ej〉 = 0 ∀ j < i},
Wi = {w ∈W : 〈w, fj〉 = 0 ∀ j < i},
θi be the minimal angle between Vi and Wi,
ei ∈ Vi and fi ∈Wi be unit vectors such that θei,fi = θi.
The ei’s and fi’s are principal vectors, and others are chosen for i > m
to form corresponding orthonormal principal bases (e1, . . . , ep) of V and
(f1, . . . , fq) of W .
Principal vectors and angles can also be obtained via a singular value
decomposition [11, 14]: for P = ProjVW , the ei’s and fi’s are orthonormal
eigenvectors of P ∗P and PP ∗, respectively, and the square roots of the
m largest eigenvalues of either give the cos θi’s.
Note that θ1 = θminV,W , and the number of null principal angles equals
dimV ∩W . The θi’s are uniquely defined, but the ei’s and fi’s are not
(e.g., −ei and −fi are alternative principal vectors).
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Figure 2: Principal vectors and angles for two planes in R3.
The minimality condition implies 〈ei, fj〉 = 0 if i 6= j. And, in the
complex case, γei,fi = θi for any 1 ≤ i ≤ m. In fact, the characterization
via singular value decomposition gives:
Proposition 2.5. Orthonormal bases (e1, . . . , ep) of V and (f1, . . . , fq)
of W , and angles 0 ≤ θ1 ≤ . . . ≤ θm ≤ pi2 , with m = min{p, q}, constitute
corresponding principal bases and angles of V and W if, and only if,
〈ei, fj〉 = δij cos θi. (2)
Corollary 2.6. If P = ProjW then Pei =
{
fi · cos θi if 1 ≤ i ≤ m,
0 if i > m.
Corollary 2.7. ProjVW is represented, in the principal bases, by a q × p
diagonal matrix, with the cos θi’s in the diagonal.
This construction has a nice geometric interpretation (fig. 2). The unit
sphere of V projects to an ellipsoid in W . In the real case, for 1 ≤ i ≤ m,
the ei’s project onto its semi-axes, of lengths cos θi, and the fi’s point
along them. The complex case is similar, but for each 1 ≤ i ≤ m there
are two semi-axes of equal lengths, corresponding to projections of ei and
iei (in particular, this means each principal angle will be twice repeated
in the underlying real spaces).
Example 2.8. In R4, e1 = (1, 0, 1, 0)/
√
2, e2 = (0, 1, 0, 1)/
√
2, f1 =
(1, 0, 0, 0) and f2 = (0, 1, 0, 0) are principal vectors for V = span(e1, e2)
and W = span(f1, f2), with principal angles θ1 = θ2 = 45◦.
Example 2.9. In C4, e1 = (1, 1, 0, 0)/
√
2, e2 = (0, 0, i,
√
3)/2, f1 =
(1 + i, 1 − i, 0, 0)/2 and f2 = (0, 0, i, 0) are principal vectors for V =
spanC(e1, e2) and W = spanC(f1, f2), with principal angles θ1 = 45
◦ and
θ2 = 60
◦. In the underlying R8, these subspaces have as principal vectors
e1 = (1, 0, 1, 0, 0, 0, 0, 0)/
√
2, f1 = (1, 1, 1,−1, 0, 0, 0, 0)/2,
e˜1 = ie1 = (0, 1, 0, 1, 0, 0, 0, 0)/
√
2, f˜1 = if1 = (−1, 1, 1, 1, 0, 0, 0, 0)/2,
e2 = (0, 0, 0, 0, 0, 1,
√
3, 0)/2, f2 = (0, 0, 0, 0, 0, 1, 0, 0),
e˜2 = ie2 = (0, 0, 0, 0,−1, 0, 0,
√
3)/2, f˜2 = if2 = (0, 0, 0, 0,−1, 0, 0, 0),
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with principal angles θ1 = θ˜1 = 45◦ and θ2 = θ˜2 = 60◦.
The importance of principal angles is due to the fact that, in general,
all of them are necessary to fully describe the relative position of two
subspaces. The following result is proven in [54] for the real case, but the
proof also works for the complex one.
Proposition 2.10. Given two pairs (V,W ) and (V ′,W ′) of subspaces of
X, with dimV ′ = dimV and dimW ′ = dimW , there is an orthogonal
transformation (unitary, in the complex case) taking V to V ′ and W to
W ′ if, and only if, both pairs have the same principal angles.
Dealing with a list of principal angles can be cumbersome, and in
applications one often uses minimal, maximal, Friedrichs, or whichever
angle better describes the properties of interest. But even if an angle
concept captures some important relation between the subspaces, it can
miss on other information. Unfortunately, angles between subspaces are
often presented without an explanation of their shortcomings, and this
can lead to misunderstandings, specially since inequivalent concepts are
in many cases simply called the angle.
Anyway, the above result tells us any good concept of angle between
subspaces must be a function of principal angles. Several concepts of
distance between subspaces, or metrics in Grassmann manifolds, are also
given in terms of them [9, 19, 45, 54].
2.2.3 The angle in simple cases
Some cases are simple enough that the relation between the subspaces can
be expressed in easier terms.
Definition. We define the angle θV,W between subspaces V,W ⊂ X only
in the following cases:
i) θ{0},{0} = 0, θ{0},V = 0 and, if V 6= {0}, θV,{0} = pi2 .
ii) If their principal angles are (0, . . . , 0, θm) then θV,W = θm.
iii) If their principal angles are (0, . . . , 0, pi
2
, . . . , pi
2
) then θV,W = pi2 .
Case (i) is for convenience. In (ii) there might be no 0’s, and θm can
be 0. In (iii) there might be no 0’s, but there must be at least one pi
2
.
In particular, θV,W is defined if V or W is a line, or if V ∩ W has
codimension 1 in V or W , coinciding with the usual angle between line
and subspace, or the dihedral angle between hyperplanes.
Proposition 2.11. Given nonzero subspaces V,W ⊂ X for which θV,W
is defined:
i) θV,W = θW,V .
ii) θV,W = 0⇔ V ⊂W or W ⊂ V .
iii) θV,W = pi2 ⇔ there are nonzero v ∈ V , w ∈W , such that 〈v, w〉 = 0.
Proposition 2.12. For any v, w ∈ X:
i) θRv,Rw = min{θv,w, pi − θv,w}.
ii) θCv,Cw = γv,w, in the complex case.
Corollary 2.13. For any v, w ∈ X, if V = span(v) and W = span(w)
then |〈v, w〉| = ‖v‖‖w‖ cos θV,W .
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2.3 Partial orthogonality
We define a weaker, asymmetric, concept of orthogonality between sub-
spaces, which will relate to orthogonality in the Grassmann algebra and
to our asymmetric angle.
Definition. Given subspaces V,W ⊂ X, if there is a nonzero v ∈ V such
that v ⊥ W then V is partially orthogonal to W , and we write V ⊥/ W
(otherwise V 6⊥/ W ).
This relation is not symmetric (e.g. for a plane V and a line W not
perpendicular to it, V ⊥/ W but W 6⊥/ V ), and even partial orthogonality
both ways does not imply V ⊥ W (e.g. perpendicular planes in R3).
Some authors [1, 3] say V is completely inclined to W if V 6⊥/ W , and the
subspaces are totally inclined if V 6⊥/ W and W 6⊥/ V .
The following results are immediate.
Proposition 2.14. For any subspaces V,W, V ′,W ′ ⊂ X:
i) {0} 6⊥/ W .
ii) V ⊥/ {0} ⇔ V 6= {0}.
iii) V ⊥/ W ⇔ V ∩W⊥ 6= {0}.
iv) V ⊥/ W ⇔ dimP (V ) < dimV , where P = ProjW .
v) V ⊥/ W ⇔ dimV > dimW or a principal angle is pi
2
.
vi) V ⊥/ W and W ⊥/ V ⇔ a principal angle is pi
2
.
vii) If dimV = dimW then V ⊥/ W ⇔W ⊥/ V .
viii) V ⊥W ⇔ V = {0}, W = {0} or all principal angles are pi
2
.
ix) V ⊥W ⇒ V ⊥/ W if V 6= {0}.
x) If θV,W is defined then V ⊥/ W ⇔ θV,W = pi2 .
xi) V ⊥W ⇒ θV,W = pi2 if V 6= {0}. If dimV = 1 the converse holds.
xii) V ′ ⊂ V, V ′ ⊥/ W ⇒ V ⊥/ W .
xiii) W ′ ⊂W, V ⊥/ W ⇒ V ⊥/ W ′.
Let V and W be nonzero subspaces, with principal bases (e1, . . . , ep)
and (f1, . . . , fq), respectively, and principal angles θ1 ≤ . . . ≤ θm, where
m = min{p, q}, and let P = ProjW . Then:
Proposition 2.15. If V 6⊥ W then P (V ) = span(f1, . . . , fr), where r is
the number of principal angles which are not pi
2
, and the principal angles
of V and P (V ) are θ1, . . . , θr.
Corollary 2.16. If V 6⊥/ W then P (V ) = span(f1, . . . , fp), and the prin-
cipal angles of V and P (V ) are the same as those of V and W .
This motivates the following decomposition.
Definition. Given nonzero subspaces V,W ⊂ X, with dimV = p ≤
q = dimW , and a principal basis (f1, . . . , fq) of W with respect to V , a
projective-orthogonal decomposition of W with respect to V is
W = WP ⊕W⊥, (3)
where WP = span(f1, . . . , fp) and W⊥ = span(fp+1, . . . , fq) are, respec-
tively, projective and orthogonal subspaces of W with respect to V .
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Corollary 2.17. If V 6⊥/ W then WP = P (V ) and W⊥ = W ∩ V ⊥.
If V ⊥/ W then P (V ) ( WP and W⊥ ( W ∩ V ⊥, and in this case the
decomposition depends on the choice of principal basis.
2.4 Grassmann algebra
The Grassmann or exterior algebra [41, 53, 55] of a vector space V is a
graded algebra ΛV =
⊕m
p=0 Λ
pV , where m = dimV , equipped with an
exterior product ∧ : ΛpV × ΛqV → Λp+qV which is bilinear, associative,
and alternating on elements of V .
Elements of ΛV are multivectors, and an element of the pth exterior
power ΛpV is a multivector of grade p, or p-vector, which, for 1 ≤ p ≤ m,
is a linear combination of (p-)blades v1 ∧ . . . ∧ vp, where v1, . . . , vp ∈ V .
Blades are also called decomposable or simple p-vectors. Also, ΛpV = {0}
for p > m, and Λ0V = {scalars} (R or C, depending on the case). We
consider scalars as 0-blades.
The alternativity of ∧ has important consequences, such as:
i) If ν ∈ ΛpV and ω ∈ ΛqV then ν ∧ ω = (−1)pqω ∧ ν.
ii) v1 ∧ . . .∧ vp = 0 if, and only if, these vectors are linearly dependent.
iii) Given a basis β of V , the set of all exterior products of p distinct
elements of β is a basis of ΛpV .
iv) dim ΛpV =
(
m
p
)
.
v) (v1, . . . , vm) is a basis of V ⇔ ΛmV = span(v1 ∧ . . . ∧ vm).
With these results, the next lemma, which we will use later, becomes a
linear algebra exercise. Note that ν and ω need not be blades or p-vectors.
Lemma 2.18. Let V,W ⊂ X be disjoint1 subspaces, ν ∈ ΛV and ω ∈
ΛW . Then ν ∧ ω = 0 ⇔ ν = 0 or ω = 0.
A nonzero p-blade ν = v1 ∧ . . . ∧ vp ∈ ΛpX is said to represent the
p-dimensional subspace V = span(v1, . . . , vp), which can also be charac-
terized by ΛpV = span(ν) or as the annihilator of ν,
V = Ann(ν) = {x ∈ X : x ∧ ν = 0}.
We also say that any ν ∈ Λ0X represents V = {0}.
The inner product in ΛpX, for p > 0, is defined by extending linearly
(sesquilinearly, in the complex case) the following formula for any blades
ν = v1 ∧ . . . ∧ vp and ω = w1 ∧ . . . ∧ wp:
〈ν, ω〉 = det(〈vi, wj〉) =
∣∣∣∣∣∣∣
〈v1, w1〉 · · · 〈v1, wp〉
...
. . .
...
〈vp, w1〉 · · · 〈vp, wp〉
∣∣∣∣∣∣∣ .
For ν, ω ∈ Λ0X we define 〈ν, ω〉 = ν¯ ·ω. The inner product is extended to
ΛX by defining the ΛpX’s as mutually orthogonal.
The norm ‖ν‖ = √〈ν, ν〉 of a blade ν = v1 ∧ . . . ∧ vp gives, in the real
case, the p-dimensional volume of the parallelotope spanned by v1, . . . , vp.
1i.e. with intersection {0}.
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In fact, ν is usually represented by such (oriented) parallelotope, and two
p-blades are equal if, and only if, their vectors span parallelotopes of same
p-volume and orientation, in the same p-dimensional subspace.
The next result relates orthogonal projections in X and ΛX.
Proposition 2.19. Given a subspace W ⊂ X, let P = ProjXW and P =
ProjΛXΛW . Then Pν = Pv1 ∧ . . . ∧ Pvk for any ν = v1 ∧ . . . ∧ vk ∈ ΛX.
Proof. Decomposing each vi as vi = Pvi + v⊥i , with v⊥i ∈ W⊥, we get
ν = Pv1 ∧ . . .∧Pvk + ν⊥, where ν⊥ is a sum of blades, each with at least
one v⊥i , so that ν⊥ ∈ (ΛW )⊥.
Given an orthogonal projection P : V → W , we use the same letter
for the orthogonal projection P : ΛV → ΛW , so that P (v1 ∧ . . . ∧ vk) =
Pv1 ∧ . . . ∧ Pvk. In a slight abuse of terminology, we refer to Pν as the
orthogonal projection of ν ∈ ΛX on W .
Proposition 2.20. Let V,W ⊂ X be subspaces, with V represented by ν,
and P = ProjW . If V ⊥/ W then Pν = 0, otherwise Pν represents P (V ).
Proof. We can assume ν = e1 ∧ . . . ∧ ep for a principal basis (e1, . . . , ep)
of V w.r.t. W . If V ⊥/ W then Pep = 0, otherwise p ≤ dimW and, by
corollary 2.6, Pν = k · f1 ∧ . . . ∧ fp for some k 6= 0. The result follows
from corollary 2.16.
Proposition 2.21. Let V,W ⊂ X be subspaces, with p = dimV 6= 0.
Then V ⊥/ W ⇔ ΛpV ⊥ ΛpW .
Proof. Assume W 6= {0} and let ν = e1 ∧ . . . ∧ ep for a principal basis
(e1, . . . , ep) of V w.r.t. W , and P = ProjW . By corollary 2.6 and (2),
‖Pν‖2 = 〈ν, Pν〉 = 〈e1, P e1〉 · . . . · 〈ep, P ep〉. As ΛpV = span(ν), by
proposition 2.19 ΛpV ⊥ ΛpW ⇔ Pν = 0⇔ Pep = 0⇔ V ⊥/ W .
Corollary 2.22. Let V,W ⊂ X be subspaces, with V 6= {0}, P = ProjW ,
and ν be a blade representing V . Then V ⊥/ W ⇔ Pν = 0.
Corollary 2.23. Let ν and ω be nonzero blades of same grade, represent-
ing subspaces V,W ⊂ X. Then 〈ν, ω〉 = 0⇔ V ⊥/ W .
3 Grassmann angle
The following angle is designed to reflect many important properties of
the relation between two subspaces. It is based on similar ones found in
the literature (see appendix B for a review), unifying and extending them,
but also introducing a small but important modification.
Definition. Let V,W ⊂ X be nonzero subspaces, with principal an-
gles θ1, . . . , θm, where m = min{dimV, dimW}. The Grassmann angle
ΘV,W ∈ [0, pi2 ] of V with W is
ΘV,W =
{
arccos(cos θ1 · . . . · cos θm) if dimV ≤ dimW,
pi
2
if dimV > dimW.
We also define Θ{0},{0} = 0, Θ{0},V = 0 and ΘV,{0} = pi2 .
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Besides being defined for subspaces of any dimensions, in the real and
complex cases, ΘV,W differs from similar angles in that we set it as pi2
when dimV > dimW . We refer to this modification as asymmetrization,
as it causes the unusual asymmetry ΘV,W 6= ΘW,V .
Such change may seem artificial and hardly worth the trouble, but it
leads to simpler and more general results, which hold regardless of which
subspace is larger (see section 3.3.2 for a discussion). It is so relevant,
in fact, that we defined the Grassmann angle as above just to make it
explicit, even though there are simpler definitions (e.g. proposition 3.4).
Anyway, as principal angles are symmetric with respect to interchange
of V and W , so is ΘV,W when dimensions are equal.
Proposition 3.1. If dimV = dimW then ΘV,W = ΘW,V .
Though it may not be obvious that our definition gives a good angle
concept, ΘV,W does have many usual angle properties.
Proposition 3.2. For any subspaces V,W ⊂ X, and any v, w ∈ X:
i) ΘV,W = 0 ⇔ V ⊂W .
ii) ΘV,W = pi2 ⇔ V ⊥/ W .
iii) If θV,W is defined and dimV ≤ dimW then ΘV,W = θV,W .
iv) ΘRv,Rw = min{θv,w, pi − θv,w}.
v) ΘCv,Cw = γv,w, in the complex case.
vi) |〈v, w〉| = ‖v‖‖w‖ cos ΘV,W , if V = span(v) and W = span(w).
Proposition 3.3. Let U, V,W ⊂ X be subspaces, and P = ProjW . Then:
i) ΘV,W = ΘV,P (V ).
ii) If U ⊥ V +W then ΘV,W = ΘV,W⊕U .
iii) If L ⊂ X is a line and v ∈ L then ‖Pv‖ = ‖v‖ · cos ΘL,W .
iv) If V =
⊕
i Vi, and all Vi’s are spanned by vectors of the same prin-
cipal basis of V w.r.t. W , then cos ΘV,W =
∏
i cos ΘVi,W .
v) If V ′ and W ′ are the orthogonal complements of V ∩W in V and
W , respectively, then ΘV,W = ΘV ′,W ′ .
vi) ΘT (V ),T (W ) = ΘV,W for any orthogonal transformation T : X → X
(unitary, in the complex case).
Proof. (i) If V 6⊥/ W it follows from corollary 2.16. Otherwise ΘV,W = pi2 ,
and so is ΘV,P (V ) since dimP (V ) < dimV . (ii) ProjW⊕U (V ) = P (V ).
Grassmann angles can be computed via projection matrices, as follows.
Propositions 3.15 and A.4 give more general formulas.
Proposition 3.4. If P is a matrix representing ProjVW in orthonormal
bases of V and W then cos2 ΘV,W = det(P¯TP ). If dimV = dimW then
cos ΘV,W = | detP |.
Proof. It is enough to consider principal bases of V and W , for which the
result follows from corollary 2.7.
They also satisfy a spherical Pythagorean theorem (fig. 3).
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Figure 3: cos ΘV,U = cos ΘV,P (V ) · cos ΘP (V ),U .
Theorem 3.5. Given subspaces V,W ⊂ X and U ⊂ W , let P = ProjW .
Then
cos ΘV,U = cos ΘV,P (V ) · cos ΘP (V ),U .
Proof. We can assume V 6⊥/ W , so dimP (V ) = dimV . Let P1, P2 and P3
be matrices representing ProjVU , Proj
P (V )
U and Proj
V
P (V ), respectively, in
orthonormal bases. Then P1 = P2P3 and, as P3 is square, det(P¯T1 P1) =
| detP3|2 det(P¯T2 P2). The result follows from proposition 3.4.
Corollary 3.6. ΘV,W ≤ ΘV,W ′ for any subspace W ′ ⊂ W , with equality
if, and only if, V ⊥/ W or P (V ) ⊂W ′, where P = ProjW .
Corollary 3.7. ΘV,W = min
W ′⊂W
ΘV,W ′ = min
W ′⊂W,
dimW ′=p
ΘV,W ′ , for p = dimV .
Corollary 3.8. Let p = dimV . If V 6⊥/ W then P (V ) is the p-dimensional
subspace of W with which V makes the smallest Grassmann angle.
Proposition 3.9. ΘV,W ≥ ΘV ′,W for any subspace V ′ ⊂ V , with equality
if, and only if, V ′ ⊥/ W or V ′⊥ ∩ V ⊂W .
Proof. If V ⊥/ W the inequality is trivial, as ΘV,W = pi2 , and equality is
equivalent to V ′ ⊥/ W , which also happens if V ′⊥∩V ⊂W , as in this case
the nonzero v ∈ V which is orthogonal to W must be in V ′.
If V 6⊥/ W then V ′ 6⊥/ W , so dimP (V ) = dimV and dimP (V ′) =
dimV ′, where P = ProjW . Given orthonormal bases of V
′ and P (V ′),
complete them to orthonormal bases of V and P (V ). If P1, P2 and P3 are
matrices representing ProjVP (V ), Proj
V ′
P (V ′) and Proj
V ′⊥∩V
P (V ′)⊥∩P (V ), respec-
tively, in these bases, then P1 is block triangular of the form P1 =
(
P2 B
0 P3
)
,
for some matrix B. Thus
cos ΘV,P (V ) = | detP1| = | detP2| · |detP3| ≤ |detP2| = cos ΘV ′,P (V ′),
with equality if, and only if, V ′⊥ ∩ V ⊂ P (V ′)⊥ ∩ P (V ), which happens
if, and only if, V ′⊥ ∩ V ⊂W .
Corollary 3.10. ΘV,W = max
V ′⊂V
ΘV ′,W = max
V ′⊂V
min
W ′⊂W
ΘV ′,W ′ .
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3.1 An angle in the Grassmann algebra
In section 3.3.3 we show ΘV,W is not really an angle (in the usual sense)
in X. Here we show it is in fact an angle in the Grassmann algebra ΛX.
Lemma 3.11. Given principal bases (e1, . . . , ep) and (f1, . . . , fq) of V
and W , respectively, with p ≤ q, let ν = e1∧ . . .∧ ep and ω = f1∧ . . .∧fp.
Then ΘV,W = θν,ω and, in the complex case, also ΘV,W = γν,ω.
Proof. By (2), 〈ν, ω〉 = ∏pi=1〈ei, fi〉 = ∏pi=1 cos θi = cos ΘV,W , where
θ1, . . . , θp are the principal angles, and ‖ν‖ = ‖ω‖ = 1.
Theorem 3.12. Given any subspaces V,W ⊂ X, let p = dimV and
consider ΛpV,ΛpW ⊂ ΛpX. Then ΘV,W = θΛpV,ΛpW .
Proof. If V = {0} both angles are 0. If p > q = dimW then ΛpW =
{0} and by definition θΛpV,{0} = pi2 . If 0 < p ≤ q, let (e1, . . . , ep) and
(f1, . . . , fq) be principal bases of V and W . Then {e1 ∧ . . . ∧ ep} and
{fi1 ∧ . . . ∧ fip : 1 ≤ i1 < . . . < ip ≤ q} are principal bases of ΛpV and
ΛpW , and the only principal angle is θe1∧...∧ep,f1∧...∧fp .
So ΘV,W is the angle, in ΛpX, between the line ΛpV and the subspace
ΛpW . The importance of this theorem is that, in turning an angle between
subspaces into an angle with a line, it creates a link between Grassmann
angles and elliptic geometry (which, ultimately, is behind theorem 3.5).
With corollary 2.13, we get:
Corollary 3.13. Let V,W ⊂ X be subspaces of same dimension, repre-
sented by blades ν, ω ∈ ΛpX. Then
i) ΘV,W = min{θν,ω, pi − θν,ω}, in the real case;
ii) ΘV,W = γν,ω, in the complex case.
iii) |〈ν, ω〉| = ‖ν‖‖ω‖ cos ΘV,W .
Proposition A.1ii generalizes (iii) for the case of distinct grades.
Corollary 3.14. Let V,W ⊂ X be subspaces, with V represented by a
blade ν, and P = ProjW . Then:
i) ΘV,W = θν,Pν .
ii) ‖Pν‖ = ‖ν‖ cos ΘV,W .
In the real case, ‖ν‖ and ‖Pν‖ are the p-dimensional volumes of a
parallelotope and its orthogonal projection on W (fig. 4), so cos ΘV,W
measures how volumes contract when projecting from V to W , as one
might have guessed from proposition 3.4. Some authors [12, 18] take
this as the defining characteristic of the angle between subspaces, but in
section 3.2 we show this changes in the complex case.
We now get another formula for ΘV,W . Note that the matrix B repre-
sents ProjVW , so this is a direct generalization of proposition 3.4. Formulas
for arbitrary bases are given in proposition A.4.
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Figure 4: ‖Pν‖ = ‖ν‖ · cos ΘV,W .
Proposition 3.15. If (v1, . . . , vp) is any basis of V , and (w1, . . . , wq) is
an orthonormal basis of W , then
cos2 ΘV,W =
det(B¯TB)
detD
, (4)
where B =
(〈wi, vj〉) and D = (〈vi, vj〉).
Proof. Let ν = v1 ∧ . . . ∧ vp and P = ProjW . Then ‖ν‖2 = detD and
‖Pν‖2 = det(〈Pvi, Pvj〉) = det(∑
k
〈vi, wk〉〈wk, vj〉
)
= det(B¯TB).
3.2 Projection factors
Even if ΘV,W is not an (ordinary) angle in X itself, corollary 3.14ii gave
cos ΘV,W a geometric interpretation in X, at least in the real case, as the
contraction factor for p-volumes in V (p = dimV ). We can reach the
same conclusion noting that each cos θi is the factor by which lengths in
a principal axis Rei ⊂ V contract when projected to W .
In the complex case, the same holds for p-volumes in spanR(e1, . . . , ep)
or spanR(ie1, . . . , iep), but for 2p-volumes in V we must take cos
2 ΘV,W ,
as each cos θi describes the contraction of 2 axes, Rei and R(iei).
So we have the following result, where in the complex case the Lebesgue
measures are taken in the underlying real spaces VR and WR (with twice
the complex dimension).
Theorem 3.16. Let V,W ⊂ X be subspaces, p = dimV , P = ProjW ,
S ⊂ V be any Lebesgue measurable set, and | · |k be the k-dimensional
Lebesgue measure. Then:
i) |P (S)|p = |S|p · cos ΘV,W in the real case;
ii) |P (S)|2p = |S|2p · cos2 ΘV,W in the complex case.
Proof. Consider first the real case, and assume dimV ≤ dimW (otherwise
the result is trivial, as |·|k = 0 on W for k > dimRW ). As P is linear, the
ratio of |P (S)|p to |S|p is independent of S. Take S to be the unit cube
spanned by the principal vectors e1, . . . , ep of V . By corollary 2.6, P (S)
is the orthogonal parallelotope spanned by f1 cos θ1, . . . , fp cos θp, so that
|P (S)|p = cos ΘV,W .
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The complex case is similar, but with S being the unit cube spanned
by e1, ie1, . . . , ep, iep, so each cos θi is multiplied twice.
As noted, some authors [12, 18] take (i) as characterizing the angle
between real subspaces. (ii) shows such characterization must be adjusted
in the complex case (see section 3.3.5 for a discussion).
A comparison with corollary 3.14ii suggests that to interpret ‖ν‖ in the
complex case we should consider the square root of some volume of twice
the complex dimension. Indeed, one can check that the squared norm of
a complex p-blade ν = v1 ∧ . . . ∧ vp gives the 2p-dimensional volume of
the parallelotope spanned by v1, iv1, . . . , vp, ivp.
This theorem establishes a connection between Grassmann angles and
projection factors, defined as follows [39].
Definition. For subspaces V,W ⊂ X, let P = ProjW and k = dimR V .
The projection factor of V on W is piV,W = |P (S)|k|S|k , where S is any
Lebesgue measurable subset of V with |S|k 6= 0.
Corollary 3.17. piV,W =
{
cos ΘV,W in the real case;
cos2 ΘV,W in the complex case.
In section 3.3.5 this will clarify the relation between ΘV,W and ΘVR,WR .
3.3 Exotic features
Besides its nice properties, ΘV,W also has some strange characteristics.
Some of them affect similar angles as well, but are not usually discussed,
and this can lead to errors. Still, if properly used these features can be
useful. For example, in section 5.2 we use them to get an obstruction on
complex structures satisfying a certain condition.
3.3.1 Underdetermination of relative position
By proposition 2.10, in general ΘV,W does not describe completely the
relative position of V and W . But it was never supposed to. Its purpose
is just to capture, in a single number, important properties of such relative
position.
Anyone who works with angles between subspaces is used to this, but
as it goes against most people’s intuition regarding angles, a warning
may help avoid misunderstandings: even for pairs of subspaces with equal
dimensions, having equal Grassmann angles is no guarantee that there is
an orthogonal transformation (unitary, in the complex case) taking one
pair to the other.
3.3.2 Asymmetry
The Grassmann angle is asymmetric by definition: if a line V makes a 20◦
angle with a plane W then ΘV,W = 20◦, but we chose to let ΘW,V = 90◦.
This choice is unusual, as appendix B shows: authors who consider
subspaces of different dimensions take the angle between the smaller one
and its projection on the other, or some equivalent construction.
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Figure 5: ΘV,W = ΘW,V⊕W⊥ , if dimV ≤ dimW .
But there are good reasons for it. For example, if p = dimV > dimW
we have |P (S)|p = 0 in theorem 3.16i, and ΛpW = {0} in theorem 3.12.
In both cases, consistency requires that we set ΘV,W = pi2 .
Also, this asymmetry, far from being a problem, is quite beneficial.
It reflects the asymmetry between subspaces of different dimensions, and
leads to simpler proofs and more general results. For example, it gives us
the equivalence ΘV,W = pi2 ⇔ V ⊥/ W ⇔ dimV > dim ProjWV , used in
section 4 to extend a triangle inequality for subspaces of different dimen-
sions, and give the total Grassmannian a new geometric structure. It is
also behind many results of section 5, and the formulas for the contraction
and exterior product of blades in proposition A.1.
Anyway, the projective-orthogonal decomposition allows us to par-
tially interchange V and W in the Grassmann angle (fig. 5), if necessary.
Proposition 3.18. If dimV ≤ dimW then ΘV,W = ΘW,V⊕W⊥ , with W⊥
as in (3).
Proof. If V and W have principal bases (e1, . . . , ep) and (f1, . . . , fq), re-
spectively, with principal angles θ1, . . . , θp, then W and W⊥ ⊕ V have
principal bases (fp+1, . . . , fq, f1, . . . , fp) and (fp+1, . . . , fq, e1, . . . , ep), re-
spectively, with principal angles 0, . . . , 0, θ1, . . . , θp.
Symmetrized versions of ΘV,W can also be useful at times.
Definition. The min- and max-symmetrized Grassmann angles are
ΘˇV,W = min{ΘV,W ,ΘW,V },
ΘˆV,W = max{ΘV,W ,ΘW,V }.
The min-symmetrized angle may seem more natural than ΘV,W , as it
agrees, for example, with how one usually talks about the angle between
a plane and a line (in the above example, ΘˇV,W = ΘˇW,V = 20◦). In fact,
many authors adopt it implicitly. But this angle loses information about
principal vectors in the larger space not corresponding to any principal
angle, and this leads to worse properties. A simple example (2 lines and
the plane containing them) shows ΘˇV,W does not even satisfy a triangle
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inequality if dimensions are different. Still, ΘˇV,W is related to the dot and
(Hestenes) inner products of geometric algebra (proposition A.2).
The max-symmetrized one may seem like an even worse choice, as for a
line and a plane, or whenever dimensions are different, ΘˆV,W = pi2 . But it
does have its uses, as in corollary 4.9 and propositions 4.15, 4.19 and A.2.
3.3.3 Not an angle in X
Another counterintuitive feature of the Grassmann angle is the following
consequence of proposition 3.9.
Corollary 3.19. Given nonzero subspaces V,W ⊂ X, there is a line
L ⊂ V with θL,W = ΘV,W if, and only if, V ⊥/ W or there is at most one
nonzero principal angle between V and W .
So, in general, ΘV,W does not correspond to any angle between a line
in V and its projection. This shows that, as noted before, it is not really
an (ordinary) angle in X. In fact, it follows from the definition that ΘV,W
is, usually, strictly greater than all principal angles.
Proposition 3.20. If θm is the largest principal angle of V and W then
ΘV,W ≥ θm, with equality if, and only if, θm = pi2 or all other principal
angles are 0.
Example 3.21. Let V and W be as in example 2.8. All vectors in V
make a 45◦ angle with W , but ΘV,W = 60◦.
3.3.4 Orthogonal complement
The next example reveals another strange feature: the Grassmann angle
with the orthogonal complement of a subspace is not the usual complement
of an angle.
Example 3.22. For V and W as in example 2.8 again, we have W⊥ =
span(f3, f4) for f3 = (0, 0, 1, 0) and f4 = (0, 0, 0, 1), and both principal
angles for V and W⊥ are also 45◦. Thus ΘV,W⊥ = 60
◦ 6= 90◦ −ΘV,W .
In particular, sin ΘV,W 6= cos ΘV,W⊥ , i.e. the sine of ΘV,W does not
correspond to a projection on W⊥. In section 5 we discuss this in detail.
For now, note that Grassmann angles are angles in the Grassmann algebra,
and in general Λ(W⊥) 6= (ΛW )⊥.
3.3.5 Underlying real spaces
From a metric perspective, complex spaces are the same as their underly-
ing real ones, so one might expect to have ΘV,W = ΘVR,WR in the complex
case. But this is not valid, as the following example shows.
Example 3.23. For the complex subspaces V and W of example 2.9,
ΘV,W = arccos(
√
2
2
· 1
2
) ∼= 69.3◦, but for their underlying real vector spaces
ΘVR,WR = arccos(
√
2
2
·
√
2
2
· 1
2
· 1
2
) ∼= 82.8◦.
Since VR and WR always have the same principal angles as V and W ,
but twice repeated, ΘVR,WR and ΘV,W are related as follows.
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Proposition 3.24. In the complex case, cos ΘVR,WR = cos
2 ΘV,W for any
subspaces V,W ⊂ X.
Corollary 3.25. In the complex case, ΘVR,WR ≥ ΘV,W for any subspaces
V,W ⊂ X, with equality if, and only if, V ⊂W or V ⊥/ W .
This too can be understood in the Grassmann algebra, since the alge-
bras over R and C are different, with Λ(XR) and (ΛX)R not even having
the same dimension.
Also, the Lebesgue measures used to define projection factors refer, in
the complex case, to the underlying real spaces, so that piV,W = piVR,WR .
Thus corollary 3.17 shows ΘV,W and ΘVR,WR are different ways to encode
information about the same projection factor.
One might say the angle between complex subspaces ought to be de-
fined as equal to ΘVR,WR , but this has many inconveniences. Working
with underlying real spaces doubles the dimension and does not explore
the symmetries of the complex structure, leading to the redundancy of
each principal angle appearing twice. Also, this would complicate mat-
ters, conflicting with other definitions [11, 50], and leading to different
formulas than in the real case. Proposition 3.2vi, for example, would
become |〈v, w〉| = ‖v‖‖w‖√cos ΘVR,WR in the complex case.
4 Metric properties
In this section we prove a triangle inequality for Grassmann angles, and
give conditions for equality. The angles are related to the Fubini-Study
distance in Grassmannians, to Hausdorff distances between total Grass-
mannians or sets of unit blades, and endow the total Grassmannian with
a quasi-pseudometric.
4.1 Triangle inequality
For subspaces U , V andW of same dimension, theorem 3.12 translates the
spherical triangle inequality of elliptic geometry (or, in the complex case,
a triangle inequality for Hermitian angles) into ΘU,W ≤ ΘU,V + ΘV,W .
The asymmetrization allows us to extend this for distinct dimensions.
If ΘU,V = pi2 or ΘV,W =
pi
2
the inequality is trivial, and if not then
U , PV (U) and PPV (U) have equal dimensions, where P = ProjW and
PV = ProjV . By corollary 3.6 and proposition 3.9, ΘU,W ≤ ΘU,PPV (U) ≤
ΘU,PV (U) + ΘPV (U),PPV (U) = ΘU,V + ΘPV (U),W ≤ ΘU,V + ΘV,W .
We give below a more detailed proof, to help us get conditions for
equality later on.
Theorem 4.1. ΘU,W ≤ ΘU,V + ΘV,W for any subspaces U, V,W ⊂ X.
Proof. Let P = ProjW and PV = ProjV . The result is trivial unless
ΘU,W 6= 0, ΘU,V 6= pi2 and ΘV,W 6= pi2 , which implies ΘPV (U),W 6= pi2 .
And if PV (U) ⊂ W then, by corollary 3.6, ΘU,W ≤ ΘU,PV (U) = ΘU,V ,
so we can also assume ΘPV (U),W 6= 0. With these conditions, we have
p = dimU = dimPV (U) ≤ dimV ≤ dimW .
18
Figure 6: Triangle inequality, ΘU,W ≤ ΘU,V + ΘV,W .
Let µ and ν = PV µ/‖PV µ‖ be unit blades representing U and PV (U),
respectively, and ων , ωµ ∈ ΛpW , ω⊥ν , ω⊥µ ∈ (ΛpW )⊥ be given by
ων =
Pν
‖Pν‖ , ωµ =
{
Pµ
‖Pµ‖ if ΘU,W 6= pi2 ,
ων if ΘU,W = pi2 ,
ω⊥ν =
ν − Pν
‖ν − Pν‖ , ω
⊥
µ =
µ− Pµ
‖µ− Pµ‖ .
With corollary 3.14ii we obtain
µ = ωµ · cos ΘU,W + ω⊥µ · sin ΘU,W ,
ν = ων · cos ΘPV (U),W + ω⊥ν · sin ΘPV (U),W . (5)
As 〈µ, ν〉 > 0, corollary 3.13iii gives
cos ΘU,PV (U) = 〈ωµ, ων〉 cos ΘU,W cos ΘPV (U),W
+ 〈ω⊥µ , ω⊥ν 〉 sin ΘU,W sin ΘPV (U),W
≤ cos(ΘU,W −ΘPV (U),W ), (6)
and therefore ΘU,V = ΘU,PV (U) ≥ ΘU,W −ΘPV (U),W ≥ ΘU,W −ΘV,W , by
proposition 3.9.
Figure 6 illustrates the inequality for lines U and V and a plane W .
Taking U, V ⊂W we see that ΘU,W ≥ |ΘU,V −ΘV,W | is not always valid.
The asymmetry of the Grassmann angle prevents us from getting this, as
usual, from the triangle inequality. Instead, we have:
Corollary 4.2. For any subspaces U, V,W ⊂ X,
ΘU,W ≥ max{ΘU,V −ΘW,V , ΘV,W −ΘV,U}.
Corollary 4.3. For any subspaces U, V,W ⊂ X of same dimension,
ΘU,W ≥ |ΘU,V −ΘV,W |.
To get conditions for equality in theorem 4.1, we need a lemma.
Lemma 4.4. Let µ, ν, ω ∈ ΛpX be nonzero blades representing distinct
subspaces U, V,W ⊂ X, respectively, and A = U ∩ V ∩W .
If ν = aµ + bω for some nonzero a, b ∈ C then dimA = p − 1 and
there are u ∈ U , v ∈ V , w ∈ W and a unit blade ξ ∈ Λp−1A such that
v = au+ bw, µ = u ∧ ξ, ν = v ∧ ξ and ω = w ∧ ξ.
Moreover, u, v and w can be chosen to be in any given complement of
A in X. If they are in A⊥ then 〈u,w〉 = 〈µ, ω〉.
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Proof. For any x ∈ U ∩W we have x ∧ ν = x ∧ (aµ+ bω) = 0, so x ∈ V .
As µ and ω are also linear combinations of the other blades, repeating
this argument we get U ∩ V = U ∩W = V ∩W = A. Let r = dimA < p,
and X ′ be any complement of A in X. Then U ′ = U ∩X ′, V ′ = V ∩X ′
and W ′ = W ∩X ′ are disjoint (p − r)-dimensional complements of A in
U, V and W , respectively.
Given an unit ξ ∈ ΛrA, we have µ = µ′ ∧ ξ, ν = ν′ ∧ ξ and ω = ω′ ∧ ξ
for some blades µ′ ∈ Λp−rU ′, ν′ ∈ Λp−rV ′ and ω′ ∈ Λp−rW ′. Then
ν = aµ+ bω means (ν′−aµ′− bω′)∧ξ = 0, and since ν′−aµ′− bω′ ∈ ΛX ′
lemma 2.18 gives ν′ = aµ′ + bω′.
For any nonzero vectors u′ ∈ U ′ and w′ ∈ W ′ we have ν′ ∧ u′ ∧ w′ =
(aµ′ + bω′) ∧ u′ ∧ w′ = 0. Since U ′ and V ′ are disjoint, ν′ ∧ u′ 6= 0,
thus w′ ∈ V ′ ⊕ span(u′). As w′ 6∈ V ′ and u′ was arbitrary, this implies
dimU ′ = 1, so r = p − 1. Thus µ′, ν′ and ω′ are vectors u ∈ U ′, v ∈ V ′
and w ∈W ′, respectively, with v = au+ bw.
In case X ′ = A⊥, we have 〈µ, ω〉 = 〈u ∧ ξ, w ∧ ξ〉 = 〈u,w〉 · ‖ξ‖2.
Proposition 4.5. Given subspaces U, V,W ⊂ X,
ΘU,W = ΘU,V + ΘV,W (7)
if, and only if, one of the following conditions is satisfied:
i) U ⊂ V and either U ⊥/ W or U⊥ ∩ V ⊂W ;
ii) V ⊂W and either U ⊥/ W or P (U) ⊂ V , where P = ProjW ;
iii) There are nonzero u,w ∈ X with 〈u,w〉 ≥ 0, v = au + bw with
a, b > 0, and subspaces A,B,C ⊂ X orthogonal to span(u,w) and
to each other, such that
U = span(u)⊕A,
V = span(v)⊕A⊕B,
W = span(w)⊕A⊕B ⊕ C.
Moreover, in this last case θu,v = ΘU,V , θu,w = ΘU,W and θv,w = ΘV,W .
Proof. (i) and (ii) correspond, by proposition 3.9 and corollary 3.6, to
when ΘU,V = 0 or ΘV,W = 0, and the other two angles are equal.
Suppose (7) holds, but (i) and (ii) do not. Then ΘU,W ,ΘU,V ,ΘV,W 6= 0
and ΘU,V ,ΘV,W 6= pi2 , which also implies ΘPV (U),W 6= pi2 . Since ΘU,W ≤
ΘU,PV (U) + ΘPV (U),W ≤ ΘU,V + ΘV,W , we get
ΘU,W = ΘU,PV (U) + ΘPV (U),W , (8)
so that ΘU,W > ΘPV (U),W , since ΘU,PV (U) = ΘU,V > 0. We also get
ΘPV (U),W = ΘV,W , which, by proposition 3.9 and since PV (U) 6⊥/ W ,
gives PV (U)⊥ ∩ V ⊂W . As V 6⊂W , this implies ΘPV (U),W 6= 0.
Let µ, ν, ωµ, ων , ω⊥µ , ω⊥ν be the unit p-blades in the proof of theorem 4.1.
As (8) implies equality in (6), ΘU,W 6= 0, and ΘPV (U),W 6= 0 or pi2 , we get
ωµ = ων (by definition, if ΘU,W = pi2 ) and ω
⊥
µ = ω
⊥
ν . So (5) becomes
ν = ωµ · cos ΘPV (U),W +
µ− Pµ
‖µ− Pµ‖ · sin ΘPV (U),W .
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As Pµ = ωµ · cos ΘU,W and ‖µ− Pµ‖ = sin ΘU,W , we obtain
ν = ωµ · sin(ΘU,W −ΘPV (U),W )
sin ΘU,W
+ µ · sin ΘPV (U),W
sin ΘU,W
,
so that ν = aµ+ b ωµ with a, b > 0.
Let A = U∩PV (U)∩K, whereK = Ann(ωµ) ⊂W . As U 6⊂ V , U 6⊂W
and PV (U) 6⊂W , the subspaces U , PV (U) and K are distinct. Lemma 4.4
gives nonzero vectors u ∈ U ∩A⊥, v ∈ PV (U)∩A⊥ and w ∈ K ∩A⊥ such
that v = au+ bw, 〈u,w〉 = 〈µ, ωµ〉 ≥ 0, and
U = span(u)⊕A,
PV (U) = span(v)⊕A,
K = span(w)⊕A.
Let B = PV (U)⊥∩V ⊂W . Then V = PV (U)⊕B, with B orthogonal
to A, v, u, w (as w ∈ span(u, v)) and K.
Let C = (K ⊕ B)⊥ ∩W . Then W = K ⊕ B ⊕ C, with C orthogonal
to B, K, w and A. If ΘU,W 6= pi2 then K = Ann(Pµ) = P (U), and if
ΘU,W =
pi
2
then u ⊥W , as A ⊂W . In either case, C is orthogonal to u.
So (iii) is satisfied. Under its conditions, it is immediate, in the real
case, that ΘU,W = θu,w, ΘU,V = θu,v, ΘV,W = θv,w and θu,w = θu,v+θv,w.
In the complex case, we must use 〈u,w〉 ≥ 0 to get ΘU,W = γu,w = θu,w,
and also a, b > 0 for the other angles and (7).
When dimensions are equal the conditions become simpler.
Corollary 4.6. Given subspaces U, V,W ⊂ X of same dimension p,
ΘU,W = ΘU,V +ΘV,W if, and only if, V = U or W , or dim(U ∩V ∩W ) =
p − 1 and there are nonzero u ∈ U , v ∈ V and w ∈ W in an isotropic2
real plane orthogonal to U ∩V ∩W , with Rv in the smaller pair of angles
formed by Ru and Rw.
Note that, in the complex case, such real plane must be orthogonal
with respect to the Hermitian product, not the underlying real product.
Example 4.7. If α, β and γ are the dihedral angles between the faces of
a nondegenerate trihedral angle (fig. 7) then min{α, 180◦ − α} < β + γ.
This can also be obtained from the fact that the sum of the angles of a
nondegenerate spherical triangle is strictly greater than 180◦.
4.2 Fubini-Study distance
In a complex projective space, the Fubini-Study distance [13] (geodesic
distance for the Fubini-Study metric) between complex lines equals the
angle between them, as given in proposition 2.12ii. In a real projective
space, with the round metric (i.e. as a quotient of the unit sphere), the
distance between real lines is also their angle, now as in proposition 2.12i.
2A real subspace R ⊂ X is isotropic if 〈u,w〉 ∈ R ∀u,w ∈ R. Other terms are totally real
[13] or antiholomorphic [48], although some authors use these differently.
21
Figure 7: min{α, 180◦ − α} < β + γ.
We will refer to the round metric as a Fubini-Study metric as well, and in
both cases we call the angle between lines their Fubini-Study distance
distFS
(
span(v), span(w)
)
= arccos
|〈v, w〉|
‖v‖‖w‖ .
Given a vector space V and 0 ≤ k ≤ dimV , the Grassmannian Gk(V )
is the set of k-dimensional subspaces of V , which, given the appropriate
differentiable structure, is a compact manifold [16, 34]. The full or total
Grassmannian of all subspaces of V is G(V ) = ∪pk=0Gk(V ).
For each 0 ≤ p ≤ n = dimX, the Plücker embedding of Gp(X) into the
projective space P(ΛpX) maps each p-dimensional subspace V ⊂ X to the
corresponding line ΛpV . This also gives an embedding G(X) ↪→ P(ΛX).
We identify Gp(X) and G(X) with their images, so that distFS gives them
a metric. Since distinct ΛpX’s are mutually orthogonal, points in different
Gp(X)’s are at a fixed distance of pi2 , and in this metric the geometry of
G(X) is reduced to a disjoint union of the Gp(X)’s.
Theorem 3.12 means the Grassmann angle between subspaces of same
dimension equals the Fubini-Study distance between them. A similar
result, for the real case, appears in [9].
Theorem 4.8. If V,W ∈ Gp(X) then ΘV,W = distFS(V,W ).
Corollary 4.9. Given any subspaces V,W ∈ G(X),
distFS(V,W ) = ΘˆV,W =
{
ΘV,W if dimV = dimW,
pi
2
if dimV 6= dimW.
Proposition 4.10. Given V ∈ Gp(X) and W ∈ G(X), consider the
subsets Gp(W ), G(W ) ⊂ P(ΛX). Then
ΘV,W = distFS(V,Gp(W )) = distFS(V,G(W )).
Proof. ΘV,W = min
W ′∈Gp(W )
ΘV,W ′ = min
W ′∈Gp(W )
distFS(V,W
′), by corol-
lary 3.7, and by the one above we may take the minimum over G(W ).
Geodesics for the Fubini-Study metric are, in RPn, quotients of great
circles of the sphere Sn, and in CPn they are great circles in the complex
projective line CP1 ∼= S2 determined by any two points. The equality
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ΘU,V + ΘV,W = ΘU,W means that, in the Plücker embedding, V lies in a
minimal geodesic between U and W in P(ΛpX). With corollary 4.6, this
implies the following result.
Proposition 4.11. Given distinct points U,W ∈ Gp(X), a minimal
geodesic in P(ΛpX) connecting them intercepts Gp(X) at some other point
if, and only if, dim(U ∩W ) = p− 1. When this happens:
i) Any geodesic through U and W lies entirely in Gp(X), and is given
by V (t) = (U ∩W )⊕span(u ·cos t+w ·sin t), with t ∈ [0, pi), for some
nonzero u ∈ U and w ∈W such that u,w ⊥ U ∩W and 〈u,w〉 ∈ R.
ii) In the complex case, the complex projective line determined by U and
W lies in Gp(X), and its elements can be described by V (t, ϕ) =
(U ∩W )⊕ span(u ·cos t+w ·eiϕ sin t), with t ∈ [0, pi) and ϕ ∈ [0, 2pi),
for some nonzero u ∈ U and w ∈W such that u,w ⊥ U ∩W .
Example 4.12. To see why u and w must be in an isotropic plane, let
U,W, V ⊂ X = C2 be spanned by u = (1, 0), w = (1,√3)/2 and v = u+w,
respectively. Then γu,w = 60◦ and γu,v = γv,w = 30◦, so V lies in the
geodesic segment between U and W in P(X) = CP1.
Taking u = (i, 0) instead, we get γu,w = 60◦ and γu,v = γv,w ∼= 38◦,
so U , V and W are not in the same geodesic of P(X) anymore. However,
θu,w = 90
◦ and θu,v = θv,w = 45◦, so spanR(v) does lie in the geodesic
segment between spanR(u) and spanR(w) in P(XR) = RP
3.
Definition. A subset C of a Riemannian manifold M is weakly convex3
if any two points of C are connected by a minimal geodesic segment of M
which is contained in C.
Corollary 4.13. If 1 < p < dimX − 1 then Gp(X) is not weakly convex
in P(ΛpX).
A similar result is given in [26], but erroneously using a sphere instead
of projective space, and without the restriction p < n−1, which is needed
as the image of Gn−1(X) is the whole P(Λn−1X).
4.3 Hausdorff distance
The Grassmann angle is defined in the whole G(X), but it only gives a
metric in each Gp(X), as for subspaces of different dimensions it lacks
symmetry and the identity of indiscernibles (i.e. ΘV,W = 0 6⇒ V = W ).
Still, it gives G(X) a weaker kind of metric [30, 31, 36].
Definition. A quasi-pseudometric on a non-empty set M is a function
d : X ×X → [0,∞) such that, for all x, y, z ∈M ,
i) d(x, x) = 0;
ii) d(x, z) ≤ d(x, y) + d(y, z).
It satisfies the T0 condition if d(x, y) = 0 = d(y, x) implies x = y.
If d is a quasi-pseudometric with the T0 condition then D(x, y) =
max{d(x, y), d(y, x)} gives a metric. This connects corollary 4.9 with the
next result, which follows from Proposition 3.2i and theorem 4.1.
3We use the terminology of [51, 2]. Some authors require the geodesic to be unique.
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Theorem 4.14. The total Grassmannian G(X), with distances given by
the Grassmann angle, is a quasi-pseudometric space with the T0 condition.
Hausdorff distances, which are similarity measures used in computer
vision and pattern matching [25, 32], provide another example of a quasi-
pseudometric.
Definition. Let S and T be non-empty compact subsets of a metric space
(M,d). The directed Hausdorff distance from S to T is4
h(S, T ) = max
s∈S
d(s, T ) = max
s∈S
min
t∈T
d(s, t),
and the Hausdorff distance between S and T is
H(S, T ) = max {h(S, T ), h(T, S)} .
So h(S, T ) is the largest distance from points in S to their closest points
in T , or, equivalently, the smallest  such that a closed -neighborhood of
T contains S. All points in either set are within distance H(S, T ) from
the other set. H is a metric in the set of non-empty compact subsets of
M , but h is only a quasi-pseudometric with the T0 condition. In partic-
ular, it satisfies h(R, T ) ≤ h(R,S) + h(S, T ) for any non-empty compact
subsets R,S, T ⊂M . For any x ∈M , as h({x}, T ) = d(x, T ) this implies
d(x, T ) ≤ d(x, S) + h(S, T ).
We now relate Grassmann angles to Hausdorff distances between cer-
tain sets, and use this inequality to get others.
Proposition 4.15. h(G(V ), G(W )) = ΘV,W and H(G(V ), G(W )) =
ΘˆV,W for any subspaces V,W ⊂ X, considering G(V ), G(W ) ⊂ P(ΛX).
Proof. By corollary 3.10 and corollary 4.9, ΘV,W = max
V ′⊂V
min
W ′⊂W
ΘV ′,W ′ =
max
V ′∈G(V )
min
W ′∈G(W )
distFS(V
′,W ′).
Corollary 4.16. distFS(U,G(W )) ≤ distFS(U,G(V )) + ΘV,W for any
subspaces U, V,W ∈ G(X) ⊂ P(ΛX),
We denote by S(V ) the unit sphere in an inner product space V . In
S(ΛV ), let dS be the distance function, [ΛkV ] = {unit blades in ΛkV }
and [ΛV ] = ∪k[ΛkV ] = {unit blades in ΛV }. These sets are compact,
since the orthogonal group O(V ) (unitary group U(V ), in the complex
case) acts transitively on [ΛkV ].
Proposition 4.17. Let V ∈ Gp(X) and W ∈ Gq(X), with p ≤ q. For
any ν ∈ [ΛpV ] we have dS(ν, [ΛW ]) = dS(ν, [ΛpW ]) = ΘV,W .
Proof. Let P = ProjW . By corollary 3.14i and proposition 2.19, and since
dS(ν, ω) =
pi
2
whenever ν and ω have distinct grades, ΘV,W = θν,Pν =
min
ω∈[ΛpW ]
θν,ω = min
ω∈[ΛpW ]
dS(ν, ω) = min
ω∈[ΛW ]
dS(ν, ω).
Proposition 4.18. Let V ∈ Gp(X) and W ∈ Gq(X), with p ≤ q. For
any ν ∈ [ΛV ] we have dS(ν, [ΛW ]) ≤ ΘV,W . This inequality is strict for
any ν ∈ [ΛkV ] with k < p, unless V ⊥/ W or V ∩W 6= {0}.
4Some authors call h the (one-sided) Hausdoff distance, and H the bidirectional or two-
sided Hausdorff distance.
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Proof. Any ν ∈ [ΛV ] represents some subspace V ′ ⊂ V , so dS(ν, [ΛW ]) =
ΘV ′,W ≤ ΘV,W , by proposition 3.9.
Proposition 4.19. h([ΛV ], [ΛW ]) = ΘV,W and H([ΛV ], [ΛW ]) = ΘˆV,W
for any subspaces V,W ⊂ X, considering [ΛV ], [ΛW ] ⊂ S(ΛX).
Proof. By definition, h([ΛV ], [ΛW ]) = max
ν∈[ΛV ]
dS(ν, [ΛW ]).
Corollary 4.20. dS(µ, [ΛW ]) ≤ dS(µ, [ΛV ])+ΘV,W for any unit µ ∈ ΛX
and any subspaces V,W ⊂ X.
Corollary 4.21. min
ω∈ΛW
θµ,ω ≤ min
ν∈ΛV
θµ,ν + ΘV,W for any µ ∈ ΛX and
any subspaces V,W ⊂ X.
5 Complementary Grassmann angle
We now analyze a topic carrying many surprises: the angle between a
subspace and the orthogonal complement of another. This should be a
matter of interest for similar angles as well, but it has been overlooked,
possibly because nice results depend on the asymmetrization. An impor-
tant application of this angle is given in proposition A.1iii.
Definition. The complementary Grassmann angle Θ⊥V,W ∈ [0, pi2 ] of sub-
spaces V,W ⊂ X is the Grassmann angle of V with the orthogonal com-
plement of W , i.e. Θ⊥V,W = ΘV,W⊥ .
The new name and notation are due to its special properties. Note
that it is not the usual complement of an angle. For example, Θ⊥V,W = pi2
for any two planes in R3, due to the asymmetrization. This may seem
wrong, but we just have to learn how to interpret Θ⊥V,W correctly.
The benefits of the asymmetrization should become more evident in
this section, as it is responsible for the simplicity and generality of many
results, which, without it, would be full of conditionals (e.g. (iii) and (iv)
below would not even hold for perpendicular planes in R3).
Proposition 5.1. Let V,W ⊂ X be any subspaces.
i) Θ⊥V,{0} = Θ
⊥
{0},V = 0.
ii) If V 6= {0} then Θ⊥V,X = Θ⊥X,V = pi2 .
iii) Θ⊥V,W = 0 ⇔ V ⊥W .
iv) Θ⊥V,W = pi2 ⇔ V ∩W 6= {0}.
Proposition 5.2. For any line L ⊂ X and any subspace W ⊂ X, we
have ΘL,W + Θ⊥L,W = pi2 .
Proof. If L = span(v), w = ProjW v and u = ProjW⊥v then ΘL,W = θv,w
and Θ⊥L,W = θv,u. And θv,w + θv,u = pi2 , as v = w+ u and 〈u,w〉 = 0.
So for lines (even complex ones) the complementary Grassmann angle
is the usual complement, and cos Θ⊥L,W = sin ΘL,W . But as example 3.22
and the one above show, this is not valid in general. When dimV > 1,
cos Θ⊥V,W will be given not by a single sine, but by a product of sines. To
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show this, we will get principal bases and angles for V and W⊥. In [37]
we give a simpler proof, which avoids this construction.
Let (e1, . . . , ep) and (f1, . . . , fq) be principal bases of V and W , re-
spectively, with principal angles θ1, . . . , θm, where m = min{p, q}. We
get principal bases (e˜1, . . . , e˜p) of V and (g1, . . . , gn−q) of W⊥, where
n = dimX, with principal angles θ⊥1 , . . . , θ⊥m′ , where m
′ = min{p, n− q},
as follows:
1) The e˜i’s are the same as the ei’s, in reverse order: e˜p+1−i = ei.
2) For each q < i ≤ p (if any), let gp+1−i = ei ∈W⊥, so θ⊥p+1−i = 0.
3) For any i ≤ m with θi 6= 0, let gp+1−i = P⊥ei‖P⊥ei‖ , with P
⊥ = ProjW⊥ .
Then θ⊥p+1−i = θP⊥ei,ei =
pi
2
− θi.
4) So far we have p−r principal vectors forW⊥, where r = dimV ∩W .
If p− r < n− q, add new g’s to form an orthonormal basis for W⊥.
Any ei with θi = 0 is orthogonal to W⊥, so pairing as many of them
as possible with the new g’s we get principal angles θ⊥p+1−i = pi2 .
Since gp+1−i ∈ span(ei, fi) in step 3, one can check that 〈gi, gj〉 = δij and
〈e˜i, gj〉 = δij cos θ⊥i , so the conditions of proposition 2.5 are satisfied.
Example 5.3. In R5, the following are principal vectors and angles for
V = span(e1, e2, e3) and W = span(f1, f2):
e1 = (1, 0, 0, 0, 0), f1 = (1, 0, 0, 0, 0), θ1 = 0,
e2 = (0, 1, 0, 0, 0), f2 = (0,
√
3, 1, 0, 0)/2, θ2 = 30
◦,
e3 = (0, 0, 0, 1, 0),
and the Grassmann angle is ΘV,W = 90◦ by definition, as dimV > dimW .
Applying the procedure described above, we get
e˜1 = (0, 0, 0, 1, 0), g1 = (0, 0, 0, 1, 0), θ
⊥
1 = 0,
e˜2 = (0, 1, 0, 0, 0), g2 = (0, 1,−
√
3, 0, 0)/2, θ⊥2 = 60
◦,
e˜3 = (1, 0, 0, 0, 0), g3 = (0, 0, 0, 0, 1), θ
⊥
3 = 90
◦,
as principal vectors and angles for V and W⊥. Hence the complementary
Grassmann angle is also Θ⊥V,W = 90◦. The seemingly strange fact that
both ΘV,W and Θ⊥V,W are 90◦ will be explained in section 5.1.
We can now compute Θ⊥V,W in terms of principal angles of V and W ,
and obtain an interpretation for the product of their sines, studied in
[1, 42] but never linked to an angle.
Theorem 5.4. If V,W ⊂ X are nonzero subspaces, with principal angles
θ1, . . . , θm, then
cos Θ⊥V,W =
m∏
i=1
sin θi.
Proof. By proposition 5.1iv, ΘV,W⊥ =
pi
2
⇔ θ1 = 0. If ΘV,W⊥ 6= pi2
then p = dimV ≤ dimW⊥ and since θ1 6= 0 no pair is formed in step 4
above. Then cos ΘV,W⊥ =
∏p
j=1 cos θ
⊥
j =
∏p
i=1 cos θ
⊥
p+1−i, with the θ⊥’s
as above, and each cos θ⊥p+1−i is either 1 (step 2, if m = q < i ≤ p) or
sin θi (step 3).
26
This result is only valid unconditionally due to the asymmetrization.
On the other hand, as principal angles do not depend on the order of
V and W , it implies Θ⊥V,W is symmetric (by proposition 5.1i, even if a
subspace is {0}).
Proposition 5.5. Θ⊥V,W = Θ⊥W,V for any subspaces V,W ⊂ X.
Corollary 5.6. ΘV,W = ΘW⊥,V⊥ .
Note the reversal of V ⊥ and W⊥ in this last formula. It can also be
obtained from the fact that the nonzero principal angles of V ⊥ and W⊥
are the same as those of V and W [12].
Proposition 5.7. Let U, V,W,X ′ ⊂ X be subspaces, and P = ProjW .
i) Θ⊥V,W = Θ⊥V,P (V ).
ii) If U ⊥ V +W then Θ⊥V,W = Θ⊥V,W⊕U .
iii) If V,W ⊂ X ′ then Θ⊥V,W is the same whether the complement of W
is taken in X ′ or X.
Proof. (i) If V ⊥ W it follows from proposition 5.1, otherwise from theo-
rem 5.4 and proposition 2.15. (ii) P (V ) = ProjW⊕U (V ). (iii) V,W ⊂ X ′
impliesW⊥ = (W⊥∩X ′)⊕(W⊥∩X ′⊥) andW⊥∩X ′⊥ ⊥ V +(W⊥∩X ′),
so proposition 3.3ii gives ΘV,W⊥ = ΘV,W⊥∩X′ .
Note that (i) is not the same as proposition 3.3i, which actually gives
Θ⊥V,W = ΘV,P⊥(V ), for P
⊥ = ProjW⊥ , so that ΘV,P⊥(V ) = ΘV,P (V )⊥ .
Likewise, (ii) is not the same as proposition 3.3ii.
In the complex case, (WR)⊥ = (W⊥)R for any subspace W ⊂ X,
even though the first is a R-orthogonal complement and the second is
C-orthogonal. So proposition 3.24 gives:
Proposition 5.8. In the complex case, cos Θ⊥VR,WR = cos
2 Θ⊥V,W for any
subspaces V,W ⊂ X.
Corollary 5.9. In the complex case, Θ⊥VR,WR ≥ Θ⊥V,W for any subspaces
V,W ⊂ X, with equality if, and only if, V ⊥W or V ∩W 6= {0}.
Example 5.10. For the complex subspaces V and W of example 2.9,
Θ⊥V,W = arccos(
√
2
2
·
√
3
2
) ∼= 52.2◦, and for the underlying real vector spaces
Θ⊥VR,WR = arccos(
√
2
2
·
√
2
2
·
√
3
2
·
√
3
2
) ∼= 68◦.
5.1 Relation between ΘV,W and Θ⊥V,W
The relation between ΘV,W and Θ⊥V,W is more flexible than the usual one
between an angle and its complement, but they are not totally indepen-
dent, and there are restrictions on the values they can assume.
Proposition 5.11. Let ζ(V,W ) = cos2 ΘV,W + cos2 Θ⊥V,W for subspaces
V,W ⊂ X, with V 6= {0}. Then:
i) 0 ≤ ζ(V,W ) ≤ 1.
ii) ζ(V,W ) = 1 ⇔ dimV = 1, or V ⊥W , or V ⊂W .
iii) ζ(V,W ) = 0 ⇔ V ∩W 6= {0} and V ∩W⊥ 6= {0}.
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Figure 8: Grassmann angle and complementary Grassmann angle
Proof. (i) If W = {0} then ζ(V,W ) = 1, and otherwise V and W have
principal angles θ1, . . . , θm and ζ(V,W ) ≤ ∏mi=1 cos2 θi +∏mi=1 sin2 θi ≤
cos2 θ1 + sin
2 θ1 = 1. (ii) These inequalities are equalities if, and only if,
all θi’s are pi2 , or dimV ≤ dimW and either m = 1 or all θi’s are 0. (iii)
ζ(V,W ) = 0 ⇔ ΘV,W = Θ⊥V,W = pi2 .
The condition V 6= {0} is necessary, as ζ({0},W ) = 2 for any W .
If ν is an unit p-blade representing V , corollary 3.14ii gives ζ(V,W ) =
‖Pν‖2 + ‖P⊥ν‖2, where P = ProjW and P⊥ = ProjW⊥ . If p > 1 we
can have ζ(V,W ) < 1 because ν written in terms of bases of W and W⊥
can have components mixing both, which are neither in Pν nor in P⊥ν.
Proposition A.7 shows which squared cosines to add up to get 1.
Proposition 5.12. Let V,W ⊂ X be subspaces, with V 6= {0}. Then:
i) pi
2
≤ ΘV,W + Θ⊥V,W ≤ pi;
ii) ΘV,W + Θ⊥V,W = pi2 ⇔ dimV = 1, or V ⊥W , or V ⊂W .
iii) ΘV,W + Θ⊥V,W = pi ⇔ V ∩W 6= {0} and V ∩W⊥ 6= {0};
Proof. (i) If ΘV,W + Θ⊥V,W < pi2 then cos Θ
⊥
V,W > sin ΘV,W and ζ(V,W ) >
cos2 ΘV,W + sin
2 ΘV,W = 1. (ii) Θ⊥V,W = pi2 − ΘV,W ⇔ ζ(V,W ) = 1.
(iii) ΘV,W + Θ⊥V,W = pi ⇔ ΘV,W = Θ⊥V,W = pi2 ⇔ ζ(V,W ) = 0.
Note that all cases happen even in R3, as planes V and W can form
any angle 0 ≤ θV,W ≤ pi2 , for which ΘV,W = θV,W and Θ⊥V,W = pi2 .
Figure 8, representing ΘV,W and Θ⊥V,W in ΛpX, may help understand
their relation. For simplicity, it shows Λp(W⊥) as a line spanned by
g1 ∧ . . . ∧ gp, where the g’s are elements of a principal basis of W⊥, but
in general we can have dim Λp(W⊥) > 1 or even Λp(W⊥) = {0}.
Our results might look more natural with an angle ΦV,W = pi2 −Θ⊥V,W .
For example, ΦV,W = 0 ⇔ V ∩W 6= {0}, ΦV,W = pi2 ⇔ V ⊥ W , and
sin ΦV,W =
∏m
i=1 sin θi. But the geometric interpretation of ΦV,W would
not be as nice as that of Θ⊥V,W .
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With some information on the minimal and directed maximal angles
we can further restrict the admissible values of ΘV,W and Θ⊥V,W .
Definition. Given nonzero subspaces V,W ⊂ X, the angular range of
V w.r.t. W is the length ∆θV,W = θmaxV,W − θminV,W ∈ [0, pi2 ] of the interval[
θminV,W , θ
max
V,W
]
of possible angles between a nonzero v ∈ V and W .
Proposition 5.13. Let V,W ⊂ X be nonzero subspaces, with dimV > 1.
Then cos ΘV,W + cos Θ⊥V,W ≤ cos ∆θV,W , with equality if, and only if, one
of the following conditions is satisfied:
i) dimV = 2.
ii) V = U ⊕ span(v) for some U ⊥W and v ∈ V (possibly v = 0).
iii) V = U ⊕ span(v) for some U ⊂W and v ∈ V (possibly v = 0).
iv) V ∩W 6= {0} and V ⊥/ W .
Case (ii) can only happen if ΘV,W = pi2 , and (iii) only if Θ
⊥
V,W =
pi
2
. Case
(iv) happens if, and only if, ΘV,W = Θ⊥V,W = ∆θV,W = pi2 .
Proof. Let θ1, . . . , θm be the principal angles of V and W , so θminV,W = θ1.
If m = dimV ≤ dimW then θmaxV,W = θm and cos ΘV,W + cos Θ⊥V,W =∏m
i=1 cos θi +
∏m
i=1 sin θi ≤ cos θ1 cos θm + sin θ1 sin θm = cos(θm − θ1).
Equality happens if, and only if: (i) m = 2, or (ii) θ2 = . . . = θm = pi2 , or
(iii) θ1 = . . . = θm−1 = 0, or (iv) θ1 = 0 and θm = pi2 .
If dimV > dimW = m then ΘV,W = θmaxV,W = pi2 , in which case
cos ΘV,W + cos Θ
⊥
V,W =
∏m
i=1 sin θi ≤ sin θ1 = cos(pi2 − θ1). Equality
happens if, and only if, (ii)m = 1 or θ2 = . . . = θm = pi2 , or (iv) θ1 = 0.
If dimV = 1 then cos ΘV,W + cos Θ⊥V,W = cos θ1 + sin θ1 ≥ 1, and the
inequality is strict unless θ1 = 0 or pi2 .
With proposition A.1, we get an upper bound for the angular range in
terms of blade products.
Corollary 5.14. Let ν, ω ∈ ΛX be unit blades representing V,W ⊂ X,
respectively, with dimV > 1. Then ∆θV,W ≤ arccos(‖νyω‖+ ‖ν ∧ ω‖).
Proposition 5.15. Let V,W ⊂ X be nonzero subspaces, with dimV > 1.
Then ΘV,W +Θ⊥V,W ≥ pi2 +∆θV,W , with equality if, and only if, ΘV,W = pi2
or Θ⊥V,W = pi2 , and one of the conditions of proposition 5.13 is satisfied.
Proof. sin(ΘV,W + Θ⊥V,W ) = sin ΘV,W cos Θ⊥V,W + cos ΘV,W sin Θ⊥V,W ≤
cos Θ⊥V,W + cos ΘV,W ≤ cos ∆θV,W = sin(pi2 + ∆θV,W ). As, by proposi-
tion 5.12, ΘV,W + Θ⊥V,W ∈ [pi2 , pi], the result follows.
We can now take a deeper look at the relation between ΘV,W and
Θ⊥V,W . In fig. 9, the shaded region (both light and dark parts) represents
cos ΘV,W + cos Θ
⊥
V,W ≤ cos ∆θV,W . It shrinks as the angular range grows,
and is reduced to the vertex C when ∆θV,W = pi2 .
If dimV = 1 the angles will be on the line ΘV,W + Θ⊥V,W = pi2 , and
if dimV = 2 they will be on the boundary curve cos ΘV,W + cos Θ⊥V,W =
cos ∆θV,W . If dimV > 2 they will be in the interior of the shaded region,
or on the segments AC or BC of its boundary. Point A corresponds to
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(a) ∆θV,W = 0 (b) ∆θV,W = pi4 (c) ∆θV,W =
pi
3
Figure 9: Restrictions on ΘV,W and Θ⊥V,W for different values of ∆θV,W . The shaded
region (both parts) corresponds to cos ΘV,W + cos Θ⊥V,W ≤ cos ∆θV,W , and its darker
subregion to (cos ΘV,W )
1
2 + (cos Θ⊥V,W )
1
2 ≤ cos ∆θV,W . The dashed line corresponds
to ΘV,W + Θ⊥V,W = pi2 + ∆θV,W .
case (ii) of proposition 5.13, and B to (iii). As C corresponds to case (iv),
it is not admissible unless ∆θV,W = pi2 .
These restrictions on ΘV,W and Θ⊥V,W are not exhaustive, and there
are certainly others. For example, if V and W have very high dimensions
there will be many principal angles, so that ΘV,W ∼= pi2 unless θi ∼= 0 for
almost all i, and Θ⊥V,W ∼= pi2 unless θi ∼= pi2 for almost all i. So in this case
the admissible region for these angles will retract to a small neighborhood
of the segments AC and BC. It would be interesting to have a more
detailed analysis of how the dimensions of V and W , or the distribution
of their principal angles, affect the relation between ΘV,W and Θ⊥V,W .
5.2 Simultaneously complexifiable subspaces
We now give an example of how the exotic features of Grassmann angles
can be exploited to give interesting results. Using the above results, and
those of section 3.3.5, we get an obstruction to having two given subspaces
in a real space X become complex ones with respect to the same complex
structure in X.
A complex structure on an even dimensional real vector space X is an
automorphism J : X → X such that J2 = −I. It turns X into a complex
vector space, with multiplication by i defined by iv = Jv for any v ∈ X.
An even dimensional real subspace V ⊂ X becomes a complex subspace
if, and only if, it is invariant under J , i.e. J(V ) = V .
This invariance is a strong condition, and for a given J most real
subspaces do not become complex ones. Still, if dimR V is even there are
always complex structures on X for which V is complex. This is no longer
true if we specify two subspaces V,W ⊂ X to become complex.
Definition. Real subspaces V,W ⊂ X are simultaneously complexifiable
if X admits a complex structure for which both are complex subspaces.
As the underlying real spaces of complex subspaces V˜ and W˜ have
the same principal angles, but twice repeated, a necessary condition for V
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and W to be simultaneously complexifiable is that their principal angles
be pairwise equal, i.e. θ2i−1 = θ2i for i = 1, 2, . . .. This is a strong require-
ment, which most pairs of even dimensional subspaces do not satisfy.
By propositions 3.24 and 5.8, if V = (V˜ )R and W = (W˜ )R then
cos ΘV,W = cos
2 ΘV˜ ,W˜ , cos Θ
⊥
V,W = cos
2 Θ⊥
V˜ ,W˜
, and ∆θV,W = ∆θV˜ ,W˜ . So
proposition 5.13 gives the following obstruction.
Proposition 5.16. Let V,W ⊂ X be nonzero subspaces of a real vector
space X, with dimV ≥ 4. If (cos ΘV,W ) 12 + (cos Θ⊥V,W )
1
2 > cos ∆θV,W
then V and W are not simultaneously complexifiable.
This can be understood by noting that the proof of proposition 5.13
can be adapted to show that (cos ΘV,W )
1
2 + (cos Θ⊥V,W )
1
2 ≤ cos ∆θV,W if
dimV ≥ 4 and the principal angles of V and W are pairwise equal. So
the above condition is in fact an obstruction on pairwise equality.
This result expresses in terms of ΘV,W and Θ⊥V,W the difficulty of V
and W being simultaneously complexifiable. If dimV ≥ 4, it is necessary
(but not sufficient) that these angles be in the darker shaded region of
fig. 9, which shrinks faster than the lighter one as ∆θV,W increases. The
larger the angular range of one subspace with respect to the other, the
harder it is that they can be simultaneously complexifiable.
6 Final remarks
Grassmann angles have many other interesting properties and applica-
tions, which we develop in other articles (see appendix A). Other results
found in the literature, for similar angles, can also be readily translated
into statements about Grassmann angles. For example, a theorem of [12]
tells us the generalized Frenet curvature kp of a curve measures the rate
of change of the Grassmann angle for the osculating subspaces spanned
by the first p Frenet vectors.
Some of our results have equivalents in other formalisms. For example,
in appendix B we indicate analogous results of [42] referring to properties
of matrices. Other results we obtained can certainly be translated into
new results about matrices or in terms of other formalisms.
The total Grassmannian G(X) has received little attention from ge-
ometers, even though it is useful in applications [17, 46]. A reason is that
its most obvious geometric structure, as a disjoint union of Grassmani-
anns, reduces its study to that of its components. It might be interesting
to study it as a quasi-pseudometric space instead, with distances given by
ΘV,W .
A Further results
We list below some results proven in [37, 38], which show how useful
Grassmann angles can be.
These angles are related to the inner product, contraction (interior
product) and exterior product of blades as follows.
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Proposition A.1. Let ν, ω ∈ ΛX be blades representing subspaces V,W ⊂
X, respectively. Then:
i) |〈ν, ω〉| = ‖ν‖‖ω‖ cos ΘV,W , if they have equal grades.
ii) ‖νyω‖ = ‖ν‖‖ω‖ cos ΘV,W .
iii) ‖ν ∧ ω‖ = ‖ν‖‖ω‖ cos Θ⊥V,W .
(i) appears in many works on the subject, and the grade condition can
be removed by replacing ΘV,W with ΘˆV,W . (ii) and (iii) only hold without
any conditions due to the asymmetrization. (iii) gives a simple way to
prove theorem 5.4, and directly implies proposition 5.5.
Products of Clifford’s geometric algebra [8, 22] are also related to the
various Grassmann angles.
Proposition A.2. Let ν, ω ∈ ΛX be blades representing subspaces V,W ⊂
X, respectively. Then
|ν ∗ ω| = ‖ν‖‖ω‖ cos ΘˆV,W ,
‖ν • ω‖ = ‖ν‖‖ω‖ cos ΘˇV,W ,
‖ν · ω‖ = ‖ν‖‖ω‖ cos ΘˇV,W (V,W 6= {0}),
‖νcω‖ = ‖ν‖‖ω‖ cos ΘV,W ,
‖νbω‖ = ‖ν‖‖ω‖ cos ΘW,V ,
‖ν ∧ ω‖ = ‖ν‖‖ω‖ cos Θ⊥V,W .
The formula for Clifford’s geometric product is more complicated, as in
general a product of blades is not a blade. But it still provides interesting
geometric interpretations (see [37] for notation).
Proposition A.3. Let ν, ω ∈ ΛpX be nonzero blades representing sub-
spaces V,W ⊂ X, respectively. Then
ν˜ω = σν,ω‖ν‖‖ω‖
∑
I∈I
cos ΘV,W I iI . (9)
General formulas for computing Grassmann angles are obtained using
blade products. Given any bases (v1, . . . , vp) of V and (w1, . . . , wq) of W ,
we form matrices A =
(〈wi, wj〉), B = (〈wi, vj〉), and D = (〈vi, vj〉).
Proposition A.4. With A, B and D as above,
cos2 ΘV,W =
det(B¯TA−1B)
detD
. (10)
If p = q this reduces to
cos2 ΘV,W =
| detB |2
detA · detD. (11)
For the complementary Grassmann angle we have the following.
Proposition A.5. With A, B and D as above,
cos2 Θ⊥V,W =
det(A−BD−1B¯T )
detA
.
If P is a matrix representing ProjVW in orthonormal bases of V and W ,
cos2 Θ⊥V,W = det(1q×q −PP¯T ).
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The following results give, with theorem 3.16, known generalizations
of the Pythagorean theorem for real spaces, and also new ones for complex
spaces [39], which are simpler and may have important implications for
quantum theory [40].
Proposition A.6. Given an orthogonal partition X = W1 ⊕ · · · ⊕Wk,
for any line L ⊂ X we have ∑ki=1 cos2 ΘL,Wi = 1.
The complex case, combined with theorem 4.8, has a nice interpreta-
tion in terms of quantum probabilities [38].
Proposition A.7. For any p-dimensional subspace V ⊂ X we have∑
I cos
2 ΘV,WI = 1, where the sum runs over all p-dimensional coordi-
nate subspaces WI of an orthogonal basis of X.
With (9), this explains geometrically why ‖νω‖ = ‖ν‖‖ω‖ for the
geometric product of blades, while other products are submultiplicative
for blades (as propositions A.1 and A.2 show).
Proposition A.8. Let V ⊂ X be a p-dimensional subspace and 0 ≤
q ≤ n = dimX. If p ≤ q then ∑I cos2 ΘV,WI = (n−pn−q), while if p > q
then
∑
I cos
2 ΘWI ,V =
(
p
q
)
, where the sums run over all q-dimensional
coordinate subspaces WI of an orthogonal basis of X.
B Related angles
We present a brief review of angles and results similar to ours found in
the literature. Most works deal only with real spaces, usually with some
restriction on the dimensions. The results are, mostly, particular cases
of ours, with extra conditions. We include works [1, 42] which do not
really define an angle, but whose results are closely related to ours, even
if expressed in different formalisms.
Venticos [50] defines the angle between complex subspaces of same
dimension as that between their blades, as in corollary 3.13, and gives the
product cosine formula (the cosine of the angle is the product of cosines of
principal angles). If dimV < dimW , he defines the angle as that between
V and ProjWV , if these have equal dimensions, otherwise as
pi
2
.
Afriat [1] uses, for real subspaces, symbols like cos(V,W ) and sin(V,W )
for products of cosines or sines of principal angles. But (V,W ) is not
meant as an angle (it is not even defined by itself), and the symbols do
not satisfy the usual trigonometric relations. He gives a result analogous
to proposition A.1iii, but assuming V ∩W = {0} and expressed in terms
of volumes of parallelotopes and sin(V,W ).
Gluck [12] defines the angle for real subspaces of same dimension in
terms of volume contraction, as in theorem 3.16i, and obtains the product
cosine formula, (11) and particular cases of theorems 3.12 and 4.1.
Górski [15] defines the angle for real subspaces V and W of same
dimension as in corollary 3.13iii, and when dimV < dimW he uses a con-
struction with blades which, ultimately, corresponds to fig. 5. He obtains
the product cosine formula and a particular case of proposition A.1ii.
Miao and Ben-Israel [42] use, for real subspaces, cos- and sin-symbols
like those of Afriat, not interpreting them in terms of angles either. They
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obtain results analogous to corollary 3.13iii, in terms of determinants,
matrix volumes (products of singular values) and the cos-symbol, to a
particular case of proposition A.1iii, in terms of matrix volumes and the
sin-symbol, to theorem 3.12, in terms of compound matrices and the cos-
symbol, and to proposition A.7 for the cos-symbol.
Jiang [26] defines a p-dimensional angle between real subspaces V and
W , with dimV ≤ dimW , in a way similar to corollary 3.14ii, and obtains
the product cosine formula. Theorems 3.12 and 4.1, and corollaries 3.13iii
and 4.6, are given for the case of equal dimensions, as well as theorem 3.5
and proposition 5.11, with some dimensional conditions.
Gunawan et al. [18] use volume contraction of parallelepipeds to define
the angle between real subspaces V and W , with dimV ≤ dimW . They
prove (4) for this case, correcting a mistake of [47], which uses a similar
formula to define the angle, without assuming orthonormality. A formula
that works without such condition is also given, but it is more complicated
than (10).
Galántai and Hegedűs [11] define a product angle between complex
subspaces in terms of the product cosine formula.
Hitzer [23] uses the same formula to define a total angle between real
subspaces of same dimension. He gives a result like corollary 3.13iii, and
a formula similar to (9), but in terms of products mixing cosines and sines
of principal angles. Later he changes the angle definition to exclude any
θi =
pi
2
, and also applies it to subspaces of different dimensions.
We also mention below some angles which do not correspond directly
to the Grassmann angle, but are related to it.
Degen [5] defines, for real subspaces of dimension p, a projection an-
gle ψ, using volume projection, and an aperture angle ϕ, by comparing
volumes of parallelepipeds, in such a way that cosψ (resp. sinϕ) is a ge-
ometric mean of cosines (resp. sines) of principal angles, and ψ (resp. ϕ)
is between the aritmetic mean of the θi’s and the largest (resp. smallest)
one. But p-powers in the definitions make these angles harder to use, and
they do not even coincide with the dihedral angle for planes in R3.
Hawidi [20, 21] defines an asymmetric angle operator by ^(V,W ) =
ProjWV Proj
V
W . It carries all information about principal angles (its eigen-
values are their squared cosines), but it is not as easy to use as a scalar
angle. It relates to our angle by cos ΘV,W =
√
det^(V,W ).
Using Clifford’s geometric algebra, in [37] we define, for real subspaces
of same dimension p, an angle bivector θ which also codifies all data
about their relative position. In particular, the norms of the components
of grades 0 and 2p in eθ give, respectively, the cosines of ΘV,W and Θ⊥V,W .
Properties of θ are under study to assess its usefulness.
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