



















































































is summed with ࢃ. ࢖ to form the input ݊ which is the argument of the transfer function ݂. 
Two or more of the neurons shown above may be combined in a layer, and a particular 
network might contain one or more such layers. First consider a single layer of neurons. 


































































































































train  train  train  train  train  train  train  train  val  test  → model 1 
test  train  train  train  train  train  train  train  train  val  → model 2 
val  test  train  train  train  train  train  train  train  train  → model 3 
train  val  test  train  train  train  train  train  train  train  → model 4 
train  train  val  test  train  train  train  train  train  train  → model 5 
train  train  train  val  test  train  train  train  train  train  → model 6 
train  train  train  train  val  test  train  train  train  train  → model 7 
train  train  train  train  train  val  test  train  train  train  → model 8 
train  train  train  train  train  train  val  test  train  train  → model 9 
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directions.  However,  in  an  anisotropic  situation  the  regionalised  variable  may  display 

















modelled by the variogram: ߝᇱሺܠሻ ൌ  ܼሺܠሻ െ ݉. Hence the equation is modified to: 




























SK works on the residuals ܴ: ܴሺܠఈሻ ൌ ܼሺܠఈሻ െ ݉       




















































Residuals ܴ ൌ ܼ െ መܼ  






















































































































A space ܺ represents the geographic region of  interest. Typically, ܺ  is a set of discrete grid 
cells. Also a set of points ݔଵ, . . . , ݔ௠ in ܺ are given, each representing a locality where the 
species  has  been  observed  and  recorded.  In  addition,  a  set  of  environmental  variables 






ܪሺߨොሻ ൌ  െ ∑ ߨො ሺݔሻ. logୣ൫ߨොሺݔሻ൯௫א௑       (Eq. A1.11) 
The entropy  is nonnegative and  is at most the natural  log of the number of elements  in ܺ. 






































௜ୀଵ , which can be written as ߨ෤ሾ ௝݂ሿ where ߨ෤  is the 
uniform distribution on the sample points, and is an estimation of ߨሾ ௝݂ሿ. The probability 
distribution ߨො  of maximum entropy is subject to the constraint that each feature  ௝݂ has the 
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|ߨොൣ ௝݂൧ െ  ߨ෤ൣ ௝݂൧| ൑ ߚ௝        (Eq. A1.15) 
for each feature  ௝݂ for some constants ߚ௝ resulting in a form of l1‐regularisation. The Maxent 
distribution can now be shown to be the Gibbs distribution that minimises 
ߨ෤ሾെ logୣnሺݍఒሻሿ ൅ ∑ ߚ௝หߣ௝ห
௡
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total number of samples and equals ܽ ൅ ܾ ൅ ܿ ൅ ݀. 
 
Fig. A1.11. ROC plot for test and training set. The straight line indicates a random prediction. 
All of the measures described in Table A1.1 depend on the values assigned to a, b, c and d in 
the confusion matrix. These values are obtained by applying a threshold to the continuous 
output of the model. One problem with the threshold dependent measures is their failure to 
use all of the information provided by the model, although dichotomous classifications can 
be convenient for decision making (Fielding and Bell, 1997). A threshold independent 
measure is a ROC plot. It is obtained by plotting all sensitivity values (true positive fraction) 
on the y axis against their equivalent (1 ‐ specificity) values (false positive fraction) for all 
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available thresholds on the x axis, as in the example shown in Fig. A1.11. The area under the 
ROC function (AUC) is an important index because it provides a single parameter of overall 
accuracy that is not dependent of a particular threshold. The value of the AUC is between 
0.5 and 1.0. If the value is 0.5, the model is a random model, while a score of 1.0 indicates a 
perfect model. A value of 0.8 for the AUC means that for 80% of the time a random selection 
from the positive group will have a score greater than a random selection from the negative 
class (Fielding and Bell, 1997). The AUC has thus an intuitive interpretation, namely the 
probability that a random positive instance and a random negative instance are correctly 
ordered by the model. 
Maxent uses presence‐only data and it would appear that ROC curves are inapplicable, since 
there are no absences, and thus it seems impossible to calculate specificity. However, this 
problem can be circumvented by considering a different classification problem, namely, 
distinguishing presence from random, rather than presence from absence. More formally, 
for each pixel ݔ in the study area, a negative instance ݔ௥௔௡ௗ௢௠ is defined. Similarly, for each 
pixel ݔ that is included in the species’ true geographic distribution, a positive instance 
ݔ௣௥௘௦௘௡௖௘is defined. The species distribution model can then make predictions for the pixels 
corresponding to these instances, without seeing the labels random or presence. Thus, 
predictions are made for both a sample of positive instances (ݔ௣௥௘௦௘௡௖௘) and a sample of 
negative instances (ݔ௥௔௡ௗ௢௠ which are background pixels chosen uniformly at random). 
Together these are sufficient to define an ROC curve. This process can be interpreted as 
using pseudo‐absences instead of real absences in the ROC analysis. For each ROC analysis, 
all the test localities for the species are used as presences, and a sample of 10 000 pixels 
drawn randomly from the study region as random instances (Phillips et al., 2006), called the 
‘fractional predicted area’ (the fraction of the total study area predicted present). AUC 
values tend to be higher for species with narrow ranges, relative to the study area. This does 
not necessarily mean that the models are better; instead this behaviour is an artefact of the 
AUC statistic (Phillips, 2010).  
The above treatment differs from the use of ROC analysis on presence/absence data in one 
important respect: with presence‐only data, the maximum achievable AUC is less than 1 
(Wiley et al., 2003). If the species’ distribution covers a fraction ܽ of the pixels, then the 
maximum achievable AUC is exactly 1 െ ܽ/2. Unfortunately, the value of ܽ is most of the 
time not known, so it is impossible to say how close to optimal a given AUC value is. Random 
prediction still corresponds to an AUC of 0.5. 
Feature contribution 
While the Maxent model is trained, each step of the Maxent algorithm increases the gain of 
the model by modifying the coefficient for each feature. The program registers for each 
environmental variable(s) the increase in gain. At the end of the training process this is 
converted to percentages. These contribution values are heuristically determined: thus they 
depend on the path that the Maxent algorithm followed to find the optimal solution, and a 
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different algorithm could get to the same solution through a different path, thus resulting in 
different contribution values. In addition, when the environmental variables are highly 
correlated, the percent contributions should be interpreted with caution. To get alternate 
estimates of which variables are most important in the model, a jackknife test can be run. 
Several models are created: each variable is excluded in turn, and a model is created with 
the remaining variables and alternatively, a model is created using each variable in isolation. 
The contribution of each variable to the original model can be monitored in this way 
(Phillips, 2010). 
Relationships with other modelling approaches 
The Maxent modelling technique is an ‘unconditional’ maximum entropy model, it uses only 
presence data. ‘Conditional’ models require both presence and absence data. Maxent has 
strong similarities to some existing methods for modelling species distributions, in particular, 
generalised linear models (GLMs) and generalised additive models (GAMs) (Phillips et al., 
2006). When GLM/GAMs are used to model probability of occurrence, absence data are 
required. When applied to presence‐only data, background pixels must be used instead of 
true absences (Ferrier and Watson, 1996). However, the interpretation of the result is less 
clear‐cut. It must be interpreted as a relative index of environmental suitability. In contrast, 
Maxent generates a probability distribution over the pixels in the study region, and in no 
sense are pixels without species records interpreted as absences. In addition, Maxent is a 
generative approach, whereas GLM/GAMs are discriminative. The latter approach is 
generally preferred. However, generative methods may give better predictions when the 
amount of training data is small (Ng and Jordan, 2001). 
