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Abstract: We prove the equivalence between non-local gravity with an arbitrary form
factor and a non-local gravitational system with an extra rank-2 symmetric tensor. Thanks
to this reformulation, we use the diffusion-equation method to transform the dynamics
of renormalizable non-local gravity with exponential operators into a higher-dimensional
system local in spacetime coordinates. This method, first illustrated with a scalar field
theory and then applied to gravity, allows one to solve the Cauchy problem and count the
number of initial conditions and of non-perturbative degrees of freedom, which is finite.
In particular, the non-local scalar and gravitational theories with exponential operators
are characterized by, respectively, two and four initial conditions in any dimension and,
respectively, by one and eight degrees of freedom in four dimensions. The fully covariant
equations of motion are written in a form convenient to find analytic non-perturbative
solutions.
Keywords: Classical Theories of Gravity, Models of Quantum Gravity, Nonperturbative
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1 Introduction
There is cumulative evidence that theories with exponential non-local operators of the form
e−(/M
2)n (1.1)
have interesting renormalization properties. After early studies of quantum scalar field
theories [1–4] and gauge and gravitational theories [5–11], in recent years there has been
a surge of interest in non-local classical and quantum gravity [12–34]. A non-local theory
of gravity aims to fulfill a synthesis of minimal requirements: (i) spacetime is a continuum
where Lorentz invariance is preserved at all scales; (ii) classical local (super-)gravity should
be a good approximation at low energy; (iii) the quantum theory must be perturbatively
super-renormalizable or finite; (iv) the quantum theory must be unitary and ghost free,
without extra pathological degrees of freedom in addition to those present in the classical
theory; (v) typical classical solutions must be singularity-free.
The typical structure of the gravitational action in D topological dimensions is
Sg =
1
2κ2
ˆ
dDx
√−g [R− 2Λ +Rµν F2()Rµν +RF0()R] ,
where κ2 = 8piG is the gravitational constant and F0,2 are form factors dependent on
the dimensionless ratio r∗ := /M
2, where M = 1/
√
r∗ is the characteristic energy
scale of the system,  = ∇µ∇µ is the Laplace–Beltrami or d’Alembertian operator and
∇νVµ := ∂νVµ − ΓσµνVσ is the covariant derivative of a vector Vµ. Our conventions for the
curvature invariants are
Γρµν :=
1
2
gρσ (∂µgνσ + ∂νgµσ − ∂σgµν) , (1.2)
Rρµσν := ∂σΓ
ρ
µν − ∂νΓρµσ + ΓτµνΓρστ − ΓτµσΓρντ , (1.3)
Rµν := R
ρ
µρν , R := Rµνg
µν . (1.4)
The particular choice of form factors
F2() = e
−r∗ − 1

, F0() = −e
−r∗ − 1
2
,
leads to the action [21, 23–25, 28]
Sg =
1
2κ2
ˆ
dDx
√−g [R− 2Λ +Gµν γr∗()Rµν ] , (1.5)
where Gµν is the Einstein tensor (D.6) and
γr∗() :=
e−r∗ − 1

. (1.6)
This model is dictated by the above program (i)–(v) and may be also regarded as a phe-
nomenological non-local limit of M-theory [28]. The role of the non-local operator 1/ is to
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compensate the second-order derivatives in curvature invariants. Its definition is presented
in appendix A. To date, the perturbative renormalizability of the theory with (1.6) has been
proven only with the use of the resummed propagator [30], while infinities have not been
tamed yet in the orthodox expansion with the bare propagator. Nevertheless, this theory
encodes all the main features of those non-local quantum gravities that have been shown
to be renormalizable and its dynamics is simpler to deal with.
Even without considering gravity and the quantum limit, there is a general concep-
tual issue usually characterizing non-local physics. Namely, the Cauchy problem can be
ill defined or highly non-standard in non-local theories [35–38]. In fact, while there is a
time-honored tradition on linear differential equations with infinitely many derivatives that
admit a fair mathematical treatment [35, 36], non-linear non-local equations such as those
appearing in non-local field theories are a very different and much trickier business. For
any tensorial field ϕ(t,x), it entails an infinite number of initial conditions ϕ(ti,x), ϕ˙(ti,x),
ϕ¨(ti,x), . . . , representing an infinite number of degrees of freedom. As the Taylor expansion
of ϕ(t,x) around t = 0 is given by the full set of initial conditions, specifying the Cauchy
problem would be tantamount to knowing the solution itself, if analytic [39]. This makes
it very difficult to find analytic solutions to the equations of motion, even on Minkowski
spacetime. Fortunately, the exponential operator (1.1) is under much greater control than
other non-local operators, since (at least for finite n) the diffusion-equation method is avail-
able to find analytic solutions [40–47] which are well defined when perturbative expansions
are not [40]. The Cauchy problem can be rendered meaningful, both in the free theory
[36, 37, 48] and in the presence of interactions [42]. Consider a real scalar field φ(x) depen-
dent on spacetime coordinates x = (t,x). According to the diffusion-equation method, one
promotes φ(t,x) to a field Φ(r, t,x) living in an extended spacetime with a fictitious extra
coordinate r. This field is assumed to obey the diffusion equation ( − ∂r)Φ(r, t,x) = 0,
implemented at the level of the (D + 1)-dimensional action by introducing an auxiliary
scalar field χ(r, x) (dynamically constrained to be χ = Φ). Since the diffusion equation
is linear in Φ (and χ, consequently), the Laplace–Beltrami operator  commutes with the
diffusion operator ∂r and exponential operators act as translations on the extra coordinate,
esΦ(r, t,x) = es∂rΦ(r, t,x) = Φ(r + s, t,x). One can then show that, from the point of
view of spacetime coordinates, the (D + 1)-dimensional system is fully localized and that
the only initial conditions to be specified are Φ(r, ti,x), Φ˙(r, ti,x), χ(r, ti,x), χ˙(r, ti,x) [42].
The infinite number of initial conditions φ(ti,x), φ˙(ti,x), φ¨(ti,x), . . . have been transferred
into two initial conditions, which are actually boundary conditions in r, for an auxiliary
field. When interactions are turned off, χ vanishes and one obtains the single degree of
freedom, represented by φ(ti,x) and φ˙(ti,x), of the free local theory.
1 The original system
is recovered when r acquires a specific, fixed value proportional to the scale r∗. This value
depends on the solution and is determined by solving the localized equations at r = βr∗,
where β is a constant. The resulting solutions φ(x) = Φ(βr∗, x) are not exact in general
but they satisfy the equations of motion to a very good level of approximation [41, 45, 47].
1This is obvious when integrating by parts the kinetic term, φf()φ → h()φh()φ, and absorbing
non-locality with the field redefinition φ˜ = h()φ.
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For non-local gravity, one would like to apply the same method to the metric itself
or to curvature invariants R(g), but this is not possible in a direct way. Calling R(r, x)
the curvature invariants of a putative localized theory, since the diffusion equation ( −
∂r)R(r, x) = 0 would be non-linear in the metric gµν , one would have
[(g), ∂r ]R(g) 6= 0 , (1.7)
and one would be unable to trade non-local operators for shifts in the extra direction. More-
over, the diffusion method applies for exponential operators, while in the actual quantum-
gravity action (1.5) non-locality is more complicated.
In this paper, we address this problem. First, we will use a field redefinition (already
employed in other non-local gravities, although not for (1.5) [16, 27], and similar to those
used in scalar-tensor theories and modified gravity models) to transfer all non-locality to an
auxiliary field φµν . Next, we impose the diffusion equation on φµν : the linearity problem
is thus immediately solved and one can proceed to localize the non-local system, count the
initial conditions and identify the degrees of freedom, which are finite in number. From
there, one can begin the study of the dynamical solutions of the classical Einstein equations,
but this goes beyond the scope of the present work. Counting non-local degrees of freedom
is a subject surrounded by a certain halo of mystery and confusion in the literature. To
make it hopefully clearer, we will make a long due comparison of the counting procedure
and of its outcome in the methods proposed to date: the one based on the diffusion equation
and the delocalization approach by Tomboulis [49].
1.1 Plan of the paper
In preparation for the study of non-local gravity, the diffusion-equation method is reviewed
in section 2 for a scalar field. This example is very useful because it contains virtually all the
main ingredients we will need to localize non-local gravity and rewrite it in a user-friendly
way: localized action, auxiliary fields, slicing choice, matching of the non-local and localized
equations of motion, counting of degrees of freedom, solution of the Cauchy problem, and
so on. The non-local scalar is introduced in section 2.1, while the localization procedure
is described in section 2.2. The counting of initial conditions and degrees of freedom is
carried out in section 2.3, where we find that this number is, respectively, 2 and 1 for the
real non-local scalar with non-linear interactions. Section 2.4 reviews another practical use
of the diffusion-equation method, the construction of analytic solutions of the equations of
motion. In section 2.5, we compare the diffusion-equation method with the results obtained
in other approaches, mainly the delocalization method by Tomboulis [49]. A generalization
of the method to non-local operators expH() with polynomial exponents is proposed in
section 2.6, while non-polynomial profiles H() require some extra input which is discussed
in a companion paper [50].
The non-local gravitational action (1.5) is studied in section 3, where we find the
background-independent covariant Einstein equations for any form factor γ() and recast
the system in terms of an auxiliary field. Contrary to other calculations in the literature
[27, 51, 52], we find the equations of motion for an exponential-type form factor (1.6)
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in terms of parametric integrals rather than from the series expansion of the non-local
operators. This new form is crucial both to solve the initial-value problem and to find
explicit solutions with the diffusion-equation method.
The localized system corresponding to the non-local gravitational action (1.5) is in-
troduced and discussed in section 4. After defining the localized action in section 4.1, we
obtain the equations of motion in section 4.2, which agree with the non-local ones. The
counting of initial conditions and degrees of freedom is done in section 4.3, where we find
that they amount to, respectively, 4 and D(D − 2). Appendices contain several technical
details and the full derivation of the equations of motion.
Therefore, although in sections 2.2 and 4 we will concentrate on the form factor (1.6)
for which renormalization is likely but still under debate, our results with auxiliary fields
(section 3.2) will be valid for an arbitrary form factor, while in section 2.6 and in [50] we will
generalize the diffusion-equation approach to form factors associated with finite quantum
theories.
1.2 Summary of main equations and claims
To orient the reader, we summarize here the key formulæ:
• Scalar field theory.
– Non-local action: (2.1).
– Non-local equation of motion: (2.2).
– Localized action: (2.4).
– Localized equations of motion: (2.9), (2.14), (2.15).
– Constraints on localized dynamics: (2.12), (2.16).
– Number of field degrees of freedom: (2.33).
– Number of initial conditions: (2.34).
• Gravity.
– Non-local action: (3.1).
– Non-local equations of motion: (3.4).
– Non-local action with auxiliary field: (3.12).
– Non-local equations of motion with auxiliary field: (3.13).
– Localized action: (4.3).
– Localized equations of motion: (4.11), (4.12), (4.13), (4.14).
– Constraints on localized dynamics: (4.19), (4.20).
– Number of field degrees of freedom: (4.21).
– Number of initial conditions: (4.22).
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2 Diffusion-equation method: scalar field
Before considering gravity, it will be useful to illustrate the main philosophy beyond and
advantages of the diffusion-equation method. To this purpose, we review its application to
a classical scalar field theory [42], expanding the discussion therein to cover all important
points that will help us to understand the results for non-local gravitational theories. We
present a simplified version of the scalar system, with no nested integrals, no free parameters
in the diffusion equation, and fewer assumptions than in [42]. The original version of [42]
can be found in appendix B. A comparison between the scalar and gravitational systems
will be done in section 4.2.
2.1 Non-local system: traditional approach and problems
Consider the scalar-field action in D-dimensional Minkowski spacetime (with signature
−,+, · · · ,+)
Sφ =
ˆ
dDxLφ, Lφ = 1
2
φe−r∗φ− V (φ), (2.1)
where r∗ is a constant of mass dimension [r∗] = −2 and V (φ) is a potential. We chose the
exponential operator as the simplest example where the diffusion method works, but we
will relax this assumption later to include operators of the form expH() not contemplated
in the original treatment in [42]. Applying the variational principle to Sφ, the equation of
motion is
e−r∗φ− V ′(φ) = 0, (2.2)
where a prime denotes a derivative with respect to φ. The action (2.1) and the dynamical
equation (2.2) are a prototype of, respectively, a non-local system and a non-local equation
of motion.
The initial-condition problem associated with (2.2) suffers from the conceptual issues
outlined in the introduction. Rather than repeating the same mantra again, we recast the
Cauchy problem as a problem of representation of the non-local operator exp(−r∗). To
find a solution of (2.2), one must first define the left-hand side. The most obvious way to
represent the exponential is via its series,
e−r∗ =
+∞∑
n=0
(−r∗)n
n!
= 1− r∗+ 1
2
r2∗
2 + . . . . (2.3)
To find solutions, one can use different strategies. One of the oldest and most disastrous is
to truncate the non-local operator up to some finite order nmax. In doing so, one introduces
instabilities corresponding to the Ostrogradski modes of a higher-derivative theory which
has little or nothing to do with the starting theory [39, 40]. Exact procedures such as
the root method exist for linear equations of motion [37, 48, 53, 54] but they have the
disadvantage of being applicable only to non-interacting systems. Another possibility is
to choose a profile φ(x) and apply the operator (2.3), but the series does not converge in
general [40]. This does not necessarily mean that the chosen profile is not a solution of the
equations of motion. Rather, the series representation (2.3) is ill defined for a portion of
– 6 –
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Figure 1. Diffusion-equation method describing the dynamics of the scalar field theory (2.1) as
the dynamics of the localized system (2.4) on the slice r = βr∗.
the space of solutions. Even in the case where an exact solution is found, however, this
may be non-unique for a given set of initial conditions [39, 49, 53].
2.2 Localized system
The diffusion-equation method [41, 42, 44, 47], some elements of which can be found already
in [37] (section III.B.3), bypasses the above-mentioned issues by converting the Cauchy
problem into a boundary problem.2 All the non-locality is transferred into a fictitious extra
direction r and infinite initial conditions for the scalar field φ(t,x) are converted to a finite
number of field conditions on the r = βr∗ slice along the extra direction, where β is a
positive dimensionless constant (i.e., it is the physical value of r measured in r∗ units). In
other words, the rectangle [0, βr∗]×[ti, tf ] can be spanned either along the t (time) direction,
as done when trying to solve the problem of initial conditions by brute force at t = ti, or
along the r direction, as done in the boundary-value problem with the diffusion method;
see Fig. 1 here and Fig. 1 of [44].
We will also be able to find the exact number of conditions required and to compare
these results with those from other methods [49].
2.2.1 Lagrangian formalism
The main idea is to exploit the fact that the exponential operator in (2.1) acts as a trans-
lation operator if φ obeys a diffusion equation. Using this property, we can convert the
non-local system into a localized one where the diffusion equation is part of the dynamical
2A similar attempt was made in [55].
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equations, the field is evaluated at different points in an extra direction (along which the
system is thus non-local), and only second-order derivative operators appear in the action
and in the equations of motion. In this way, one can make sense of the Cauchy problem in
the localized system and also in the non-local one, after establishing the conditions for which
the two systems are equivalent [42]. This construction goes through some initial guesswork
about the form of the correct localized system, especially regarding the integration domain
of certain parts of the action, but this is not difficult in general. Both the scalar case (2.1)
and the gravitational action (1.5) are simple enough to create no big trouble.
Let us therefore forget temporarily about the non-local system (2.1) and consider the
(D + 1)-dimensional local system
S[Φ, χ] =
ˆ
dDx dr (LΦ + Lχ) , (2.4)
LΦ = 1
2
Φ(r, x)Φ(r − r∗, x)− V [Φ(r, x)] , (2.5)
Lχ = 1
2
ˆ r∗
0
dq χ(r − q, x)(∂r′ −)Φ(r′, x) . (2.6)
where r is an extra direction, r∗ is a specific value of r, Φ and χ are (D + 1)-dimensional
scalar fields and
r′ = r + q − r∗ , (2.7)
hence ∂r′ = ∂q. The action (2.4) is second-order (hence local) in spacetime derivatives and
non-local in r (because the fields take different arguments). The integration range of r in
(2.4) is arbitrary, it can be set equal to r ∈ [0,+∞) or any other interval containing [0, βr∗]
(the slices r = 0 and r = βr∗ play a special role: the former is the value where to specify
the initial condition in r of the diffusion equation, while the latter will be the physical value
of the parameter r, for a given β).
The equations of motion are calculated from the infinitesimal variations of the action,
using the functional derivative δf(r, x)/δf(r¯, x¯) = δ(r − r¯)δ(D)(x − x¯) for a field f . Since
x¯ and r¯ are arbitrary, one can always assume the support of these delta distributions to
lie within the integration domains in (2.4), so that integrations in x, r and q are removed
and the fields evaluated at x = x¯ and r = r¯. Bars will be removed in the final equations of
motion.
The first variation we calculate is with respect to χ. To keep notation light, let us
ignore the trivially local x-dependence from now on. Doing it step by step,
0 =
δS[Φ, χ]
δχ(r¯, x¯)
=
1
2
ˆ
dr
ˆ r∗
0
dq δ(r − q − r¯)(∂r′ −)Φ(r′)
=
1
2
ˆ r∗+r¯
r¯
dr(∂r′ −)Φ(r′)
∣∣∣
r′=2r−r¯−r∗
. (2.8)
The integration of the Dirac distribution in q gives the prescription 0 < q = r − r¯ < r∗,
hence r¯ < r < r∗+ r¯ such that the support of the δ lies in both r- and q-integration ranges.
After a reparametrization ρ = r− r¯, one gets an integral of the form ´ r∗0 dρ f(2ρ+ r¯− r∗).
Since r¯ is arbitrary, the integrand must be identically zero on shell for any integration range:
0 = (∂r −)Φ(r, x) . (2.9)
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Another way to obtain the same result is to restrict from the very beginning the integration
range in (2.4) from 0 to +∞ or from −∞ to r∗. In the first case, the integration range in
(2.8) is reduced to [0, r∗+ r¯], since r¯ > 0. In the second case, the range in (2.8) is reduced to
[r¯, r∗], since r¯ < r∗. In both cases, due to the arbitrariness of r¯ the width of the integration
domain is arbitrary, which implies that the integrand is zero.
The diffusion equation (2.9) is the first equation of motion. The second equation of
motion is more complicated but very instructive, so that we report it in full. We integrate
(2.6) by parts, in order to load all derivatives onto χ:
Lχ = 1
2
ˆ r
0
dq ∂q[χ(r − q)Φ(r′)]− 1
2
ˆ r
0
dqΦ(r′)(∂q +)χ(r − q)
=
1
2
[χ(r − r∗)Φ(r)− χ(r)Φ(r − r∗)]− 1
2
ˆ r∗
0
dqΦ(r′)(∂r′ +)χ(r − q) . (2.10)
Therefore, varying with respect to Φ(r¯, x¯) gives
0 =
δS[Φ, χ]
δΦ(r¯, x¯)
=
1
2
[Φ(r¯ − r∗) + χ(r¯ − r∗)] + 1
2
[Φ(r¯ + r∗)− χ(r¯ + r∗)]− V ′[Φ(r¯)]
+
1
2
ˆ r¯+r∗
r¯
dr (∂−r¯ −)χ(2r − r¯ − r∗) . (2.11)
From this, we conclude that equation (2.11) reproduces (2.2) if
Φ(βr∗, x) = φ(x) , (2.12)
where β > 0 is a real constant, and
χ(r, x) = Φ(r, x) . (2.13)
In fact, in this case χ obeys the same diffusion equation (2.9) as Φ, so that the two contribu-
tions in (2.11) must vanish separately, thus yielding the two equations of motion (restoring
x-dependence)
0 =
1
2
[Φ(r − r∗, x) + χ(r − r∗, x)] + 1
2
[Φ(r + r∗)− χ(r + r∗)]− V ′[Φ(r, x)] , (2.14)
0 = (∂r −)χ(r, x) . (2.15)
Then, when evaluating (2.14) at r = βr∗ the first term yields (1/2)2e
−r∗Φ(βr∗, x) =
e−r∗φ(x), the second term vanishes and (2.14) reproduces (2.2) exactly. See Fig. 2 for a
toy example. Note that imposing (2.13) only at r = βr∗,
χ(βr∗, x) = Φ(βr∗, x) , (2.16)
or at any given r = r˜ instead of for all r would again yield (2.13), provided χ obeyed (2.15).
In fact, parametrizing with σ = r − r˜, χ(r, x) = χ(σ + r˜, x) = eσχ(r˜, x) = eσΦ(r˜, x) =
eσΦ(r˜, x) = Φ(σ + r˜, x) = Φ(r, x).
The introduction of the parameter β in (2.12) reflects the fact that the choice of the slice
where the (D + 1)-dimensional scalar field coincides with the D-dimensional field does not
– 9 –
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x
Figure 2. In D = 1 flat Euclidean space, the solution of the diffusion equation (2.9) with initial
condition Φ(0, x) = δ(x) is Φ(r, x) = exp[−x2/(4r)]/√4pir. This solution is represented in the (r, x)
plane as an orange surface (concavity upwards) in the left plot, together with χ(r, x) = ∂2
x
Φ(r, x)
(blue surface, concavity downwards). The section of these surfaces at r = βr∗ = 0.5 (black thick
line) are shown in the right plot.
affect the final result. For instance, one could have chosen β = 0 and identified Φ(0, x) =
φ(x) (the “initial” condition in r of the diffusion equation), χ(0, x) = φ(x). However, in
section 2.4 we will argue that equation (2.12) is far better suited than Φ(0, x) = φ(x) for
the task of finding dynamical solutions. This is why we introduced a strictly positive β in
the first place.
To summarize the logic here, given the non-local system (2.1) one can always write down
the system (2.4)–(2.6) localizing it. This localized system is not in one-to-one correspon-
dence with the non-local system but it always admits, among its solutions, the solutions of
the non-local system. These solutions are defined by the boundary condition (2.12) together
with the local condition (2.16). The sub-set of solutions of the localized system obeying
these conditions are solutions to the original non-local one, since the above conditions are
valid on shell (i.e., applying (2.9) and (2.15) to (2.14)). In other words, (2.12) and (2.16)
define the sub-set of solutions of the localized system that recover the equations of motion
– 10 –
and solutions of the original non-local system. Recalling that the localized system (2.4)
must be reducible to the non-local one (2.1) only at a certain slice r = βr∗ in the extra
direction, it is clear that we do not need to study the most general (D + 1)-dimensional
evolution of the localized dynamics, which is obtained by dropping (2.16).
Notice that it is not possible, while keeping the diffusing structure unaltered, to change
the status of (2.16) from a condition imposed by hand to a consequence of the dynamics.
For instance, one could try to add an extra term Lλ = λ(r, x)[Φ(r, x) − χ(r, x)] to the
action (2.4), which would give (2.16) when varying S[Φ, χ, λ] with respect to the Lagrange
multiplier λ. However, equations (2.8) and (2.11) would become, respectively, (. . . )−λ = 0
and (. . . ) + λ = 0, where the extra terms would vanish separately if, again, we imposed
by hand
λ(r, x) = 0 . (2.17)
This condition, replacing (2.16), amounts to forbid source terms in the diffusion equation
(2.9). Indeed, the infinitely many degrees of freedom of the original non-local system
are encoded in equation (2.16) or in the alternative equation (2.17), both of which are
a condition on the infinitely many r-values of the fields Φ and χ. Thus, demanding to
get a fully self-determined diffusing localized system equivalent to the non-local one is not
only impossible,3 but also meaningless, since the equivalence between the localized and
the non-local system on one hand and the statement of the initial-value problem for the
non-local system on the other hand must both go through the setting of an infinite number
of conditions external to the dynamics.
For future use, we highlight three important features of the localization procedure which
will apply, in their essence, also to the non-local gravity action (1.5).
1. By the diffusion-equation method, one does not establish a one-to-one correspondence
between the localized system (2.4) and the non-local system (2.1). Rather, we showed
that there exist field conditions on the r = βr∗ slice such that the localized system
has the same spacetime dynamics as the non-local system. This correspondence on a
slice is depicted in Fig. 1.
2. To get the correct result, it was crucial to make a careful choice of the arguments in
the diffusion-equation term (2.6) and a careful treatment of the boundary terms when
integrating (2.6) by parts as in (2.10). Without such boundary terms, (2.14) would
have been unable to reproduce (2.2) on the r = βr∗ slice with the correct numerical
factors.
3. The localized system is second-order in spacetime derivatives, for both Φ and χ.
Therefore, the Cauchy problem for this system, when restricted to spacetime direc-
tions xµ, is solved by four initial conditions at some t = ti:
Φ(r, ti,x), Φ˙(r, ti,x), χ(r, ti,x), χ˙(r, ti,x) . (2.18)
3Of course, this claim does not apply to an arbitrary localized system not diffusing with the standard
sourceless diffusion equation of Brownian motion.
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In particular, these conditions are valid at r = βr∗, where, however, χ is fully deter-
mined once φ is known. Therefore, the Cauchy problem of the non-local system (2.1)
is solved by two initial conditions, corresponding (via (2.16)) to φ(ti,x) and its first
time derivative.
2.2.2 Ghost mode
In this subsection, we analyze a hidden ghost mode which, however, does not influence the
non-local dynamics. To understand this aspect, we will employ a reformulation of the lo-
calized dynamics (equation (2.24)), physically equivalent to (2.4)–(2.6), which is convenient
to study the degrees of freedom of the theory but is unsuitable for the practical treatment
(Cauchy problem, solutions, and so on) of the dynamics, due to problems we will comment
on in due course.
It is very well known that the kinetic term in (2.1) can be symmetrized after integrating
by part, so that the Lagrangian becomes
Lφ = 1
2
(e−
1
2
r∗φ)(e−
1
2
r∗φ)− V (φ). (2.19)
From here, one can make the field redefinition φ˜ = e−
1
2
r∗φ so often used in p-adic and
string field theory. We will do something similar by considering the localized version of
(2.19), which is given by (2.4) with (x-dependence omitted everywhere)
L˜Φ = 1
2
Φ
(
r − 12r∗
)
Φ
(
r − 12r∗
)− V [Φ(r, x)] (2.20)
replacing (2.5). We note that the integral in (2.6) is pleonastic for the Laplace–Beltrami
term, since both χ and Φ obey the diffusion equation:
ˆ
dDx
ˆ r∗
0
dq χ(r − q)Φ(r′) =
ˆ
dDx
ˆ r∗
0
dq e(
1
2
r∗−q)χ
(
r − 12r∗
)
e(q−
1
2
r∗)Φ
(
r − 12r∗
)
=
ˆ
dDx
ˆ r∗
0
dq χ
(
r − 12r∗
)
Φ
(
r − 12r∗
)
= r∗
ˆ
dDxχ
(
r − 12r∗
)
Φ
(
r − 12r∗
)
. (2.21)
However, replacing (2.6) with a mixed term
L˜χ = −r∗
2
χ
(
r − 12r∗
)
Φ
(
r − 12r∗
)
+
1
2
ˆ r∗
0
dq χ(r − q)∂r′Φ(r′)
would not give the correct equations of motion, as we will see shortly. The reason is that
L˜χ is originated by an on-shell condition, a trick that invalidates the variational principle.
To find the correct Lagrangian, we generalize this term with a generic functional of the
fields, Φ→ f [Φ, χ]. A last step we take (not necessary, but useful to simplify the physical
interpretation) is to consider the field redefinitions
ϕ(r, x) := Φ
(
r − 12r∗, x
)− r∗
2
χ
(
r − 12r∗, x
)
, ψ(r, x) :=
r∗
2
χ
(
r − 12r∗, x
)
, (2.22)
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so that
Φ
(
r − 12r∗
)
= ϕ(r) + ψ(r) , (2.23)
and the total Lagrangian on Minkowski spacetime is
L˜ = −1
2
∂µΦ
(
r − 12r∗
)
∂µΦ
(
r − 12r∗
)− V [Φ(r)] + r∗
2
∂µχ
(
r − 12r∗
)
∂µΦ
(
r − 12r∗
)
+
1
2
ˆ r∗
0
dq χ(r − q)∂r′f(r′)
= −1
2
∂µϕ(r)∂
µϕ(r)− V [ϕ (r + 12r∗)+ ψ (r + 12r∗)]+ 12∂µψ(r)∂µψ(r) + 1r∗ I(r) ,
(2.24)
where
I(r) :=
ˆ r∗
0
dq ψ
(
r − q + 12r∗
)
∂qf
(
r + q − 12r∗
)
= ψ
(
r − 12r∗
)
f
(
r + 12r∗
)− ψ (r + 12r∗) f (r − 12r∗)
−
ˆ r∗
0
dq f
(
r + q − 12r∗
)
∂qψ
(
r − q + 12r∗
)
. (2.25)
The function f is determined in appendix C by requiring the recovery of the non-local
dynamics on the r = βr∗ slice.
Observing (2.24), one sees that the canonical scalar ϕ propagates with a kinetic term
of the correct sign, while the canonical scalar ψ (hence χ) is a ghost. This detail went
unnoticed in [42].
There are two issues affecting (2.24) and described in appendix C, but we should not
lose sight of the reason why we introduced this Lagrangian. One may choose either (2.4)–
(2.6) or (2.24) depending on what one wants to study. For the analysis of the Cauchy
problem and of the dynamical solutions, the action (2.4)–(2.6) is to be preferred, and in
fact we will analyze non-local gravity under the same scheme. On the other hand, for the
characterization (ghost-like or not) of the localized degrees of freedom the Lagrangian (2.24),
or the Hamiltonian (2.29) we will derive from it in the next subsection, is more indicated.
The counting of the localized degrees of freedom (section 2.3) can be performed indifferently
in the original system (2.4)–(2.6), in the Lagrangian (2.24), or in the Hamiltonian formalism
derived from (2.24).
2.2.3 Hamiltonian formalism
To count the number of degrees of freedom in a non-local theory, we must first count the
number of localized degrees of freedom in the associated localized (D + 1)-dimensional
theory. In the case of the scalar field, this information is already available in Lagrangian
formalism, but for completeness we can obtain the same result from Hamiltonian formalism.
The example presented in this subsection will illustrate the general method and its caveats.
Its application in the localization of the scalar field was sketched in [42], but here we will
fill several gaps in that discussion. The actual counting of localized degrees of freedom will
be done in section 2.3.
– 13 –
Although we do not write the non-local system (2.1) in Hamiltonian formalism, we can
reach a lesser but still instructive goal, namely, the formulation of the Hamiltonian approach
for the associated localized system. However, if we take the localized system (2.4)–(2.6) as
a starting point we soon meet several problems, all of which stem from the non-locality with
respect to the r direction. Momenta acquire a rather obscure non-invertible form and one
cannot write down a Hamiltonian in phase space. However, the system is not constrained.
We can avoid all the trouble by acting directly on (2.24). Calling L˜ :=
´
dD−1x
´
dr L˜ the
Lagrangian, we can define the phase space and the Hamiltonian. The momenta are
piϕ(r, x) :=
δL˜
δϕ˙(r, x)
= ϕ˙(r, x), piψ(r, x) :=
δL˜
δψ˙(r, x)
= −ψ˙(r, x) . (2.26)
Notice that, if we had calculated the momenta directly from (2.5) and (2.20), we would
have obtained piΦ(r) = (1/2)[Φ˙(r − r∗) + Φ˙(r + r∗) −
´ r∗
0 ds χ˙(r − 2s + r∗)] and piχ(r) =
−(1/2) ´ r∗0 ds Φ˙(r+2s− r∗), which are not invertible locally with respect to Φ˙(r) and χ˙(r).
The non-vanishing equal-time Poisson brackets in terms of the spatial (D − 1)-vectors
x are
{ϕ(r1, x1), piϕ(r2, x2)}t1=t2 = δ(r1 − r2) δ(D−1)(x1 − x2) , (2.27)
{ψ(r1, x1), piψ(r2, x2)}t1=t2 = δ(r1 − r2) δ(D−1)(x1 − x2) , (2.28)
while the Hamiltonian of the system is (x-dependence omitted again)
H :=
ˆ
dD−1xdr
[
piϕ(r)ϕ˙(r) + piψ(r)ψ˙(r)
]
− L˜
=
ˆ
dD−1xdr
{
1
2
pi2ϕ(r) +
1
2
∇iϕ(r)∇iϕ(r)− 1
2
pi2ψ(r)−
1
2
∇iψ(r)∇iψ(r)
+V [Φ(r)]− 1
r∗
I[ψ(r),Φ(r)]
}
, (2.29)
where it is understood that Φ(r) = ϕ(r+ r∗/2) + ψ(r+ r∗/2). Since Φ is shifted in r, H is
non-local in r due to the terms in the last line of (2.29). Nevertheless, the Hamiltonian is
written solely in terms of phase-space variables and the phase-space fields are completely
local in spacetime coordinates.
The evolution equations for the fields ϕ and ψ trivially gives the momenta, ϕ˙(r) =
{ϕ(r),H} = δH/δpiϕ(r) = piϕ(r), ψ˙(r) = {ψ(r),H} = δH/δpiψ(r) = −piψ(r), while the
Hamiltonian evolution of the momenta give the localized equations of motion (C.1) and
(C.2):
p˙iϕ(r¯) = {piϕ(r¯), H} = − δH
δϕ(r¯)
, p˙iψ(r¯) = {piψ(r¯), H} = − δH
δψ(r¯)
. (2.30)
2.3 Initial conditions and degrees of freedom
The question about how many initial conditions we should specify for the non-local scalar
system is related to another one: How many degrees of freedom are hidden in equation
(2.2)? In higher-derivative theories, the presence of many degrees of freedom (Ostrogradski
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modes) is well known. For a system with n derivatives, the Cauchy problem is uniquely
solved by n initial conditions. However, there is an uncrossable divide between higher-
derivative and non-local theories, and one cannot conclude that non-local theories need
n = ∞ initial conditions; conversely, truncating a non-local theory to finite order leads to
a physically different model [40, 53].
To understand the problem, we review its root and also some confusion surrounding
it. First of all, there is agreement in the literature about the fact that the free system with
constant, linear or quadratic V (φ) has two initial conditions. In the absence of interactions,
the Cauchy problem associated with (2.2) is specified only by φ(ti,x) and φ˙(ti,x). The
entire functional exp(−r∗) introduces no new poles in the spectrum of φ and the system
is equivalent to the local one with r∗ = 0, as is obvious from the field redefinition φ˜ =
e−r∗/2φ.4 This was first recognized as early as 1950 in the seminal paper by Pais and
Uhlenbeck [37] (section III.B.3) and reiterated more recently, sometimes using very different
terminology and techniques, in other works [42, 48, 53, 56].
More contrived is the case with interactions. The reader unfamiliar with non-local
theories may wonder why interactions should make any difference when counting the number
of initial conditions. The reason is that, in this case, there is no field redefinition absorbing
the non-local operator of the kinetic term. Any other rewriting will not work, either. For
instance, a non-local kinetic term can always be expressed as a convolution with a kernel
[37]. Consider the scalar-field Lagrangian Lφ = φf()φ − V (φ) with generic form factor
f(). In momentum space, calling F the Fourier transform of f ,
φ(x)f()φ(x) = φ(x)
ˆ
dDk f(−k2) δ(kµ − i∇µ)φ(x)
= φ(x)
ˆ
dDk
[ˆ
dDz
(2pi)D
F (z) e−iz
µkµ
]
δ(kµ − i∇µ)φ(x)
= φ(x)
ˆ
dDz
(2pi)D
F (z) ez
µ∇µφ(x)
= φ(x)
ˆ
dDz
(2pi)D
F (z)φ(x + z)
y:=z+x
= φ(x)
ˆ
dDy
(2pi)D
F (y − x)φ(y) . (2.31)
Specifying the form factor f(−k2) determines the spectrum of the field. In general, the
poles of the propagator correspond to the zeros of f(−k2) and to the poles of F (z). This
correspondence is straightforward for a massless dispersion relation f(−k2) = −k2n, where
F (z) ∝ δ(2n)(z) and (2n) denotes the derivative of order 2n of the delta. The derivative
order of the delta is the order of the pole. Polynomial dispersion relations have a similar
structure, e.g., f(−k2) = −k2 − ak2n gives F (z) ∝ δ(2)(z) + aδ(2n)(z). For n = 2, this
dispersion relation corresponds to one massive and one massless scalar mode, for a total
of two double poles.5 Furthermore, when f() is non-local the field spectrum depends on
4Another method, completely equivalent, is to work in Laplace momentum space.
5In fact, f−1(−k2) = −[k2(1 + ak2)]−1 = −k−2 + (a−1 + k2)−1. The second mode is a ghost (positive
residue).
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whether the form factor is entire or not. In the case of (2.2), the propagator
f−1(−k2) = −e
−r∗k2
k2
(2.32)
has a massless double pole, while F (z) ∝ (2r∗+z2) exp[z2/(4r∗)] has a double massive pole.
In the last two cases, the order and nature (massless or massive) of the particle poles and
the poles of F is less transparent, although their counting agrees.
From this exercise, it should become clear that hiding infinitely many derivatives into
integrals with non-trivial kernels such as (2.31), or to transfer part of these derivatives
onto the scalar potential and then converting them into integral operators, does not help in
solving the Cauchy problem, since the two formulations are equivalent (on the space of real
analytic functions [39]). In [50], we complement this no-go result with its way out: If the
kernel F can be found by solving some finite-order differential equation extra with respect
to the dynamical equations, then its contribution to the Cauchy problem becomes under
full control.
The novelty brought in by the diffusion-equation method is that it allows one to go
beyond the free theory and count the extra number of initial conditions. Surprisingly, in the
scalar-field case this number is zero and there are no extra initial conditions with respect
to the free theory.
We reach this conclusion in three steps: (i) counting the number of field degrees of
freedom of the localized theory; (ii) specifying the number of initial conditions (in time) for
each localized field; (iii) restricting our attention to the slice r = βr∗ where the non-local
dynamics is recovered, and proceeding with the counting thereon. In Lagrangian formalism,
we saw that there are two independent localized fields, either the pair Φ and χ or the pair ϕ
and ψ. Consistently, the same result is obtained in Hamiltonian formalism, where there are
two non-vanishing independent momenta piϕ and piψ. Since the dynamics is second-order
in spacetime derivatives, there are two initial conditions per field, for a total of four.
Number of degrees of freedom: scalar field. The localized real scalar field
theory (2.4)–(2.6) in D+1 dimensions has two scalar degrees of freedom Φ and
χ. On the r-slice where the system is equivalent to the non-local real scalar field
theory (2.1) in D dimensions, the degree of freedom χ is no longer independent.
Consequently, the non-local theory has one non-perturbative scalar degree of
freedom φ.
(2.33)
Number of initial conditions: scalar field. The Cauchy problem on space-
time slices of the localized real scalar field theory (2.4)–(2.6) in D + 1 di-
mensions is specified by four initial conditions Φ(r, ti,x), Φ˙(r, ti,x), χ(r, ti,x),
χ˙(r, ti,x). As a consequence, the Cauchy problem of the non-local non-
perturbative real scalar field theory (2.1) in D dimensions is specified by two
initial conditions φ(ti,x) and φ˙(ti,x).
(2.34)
The nature of the new degree of freedom χ is quite peculiar. As we saw above with
a diagonalization trick (used, for instance, also in [57]), this field is a ghost and, in fact,
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the Hamiltonian (2.29) is unbounded from below. From the point of view of the (D + 1)-
dimensional localized system (2.4)–(2.6), χ arises as a Lagrange multiplier introduced to
enforce the diffusion equation of Φ; χ itself does not appear in its own equation of motion
(2.9). Its (D+1)-dimensional dynamics, given by the equation of motion of Φ, is non-trivial
(in Hamiltonian formalism, the momentum piχ ∝ piψ does not vanish) but it only amounts
to diffusion, equation (2.15). Eventually, it turned up that it is associated with Φ by the
second-order derivative relation (2.16). From the point of view of the D-dimensional non-
local system, χ disappears because its diffusion is frozen at a given slice, and the dynamics
is written solely in terms of φ, its derivatives and its potential. At this point, there is only
one degree of freedom whose perturbative classical propagator (2.32) describes a non-ghost
massless scalar mode. The potentially dangerous ghost mode in the (D + 1)-dimensional
system turns out to be non-dynamical in D-dimensions and in the free theory.
In the interacting non-local theory, χ does play a part in the dynamics, but in the form
of the potential for φ. Combined with equation (2.2), the local condition (2.16) explains
in part the finite proliferation of degrees of freedom in the interacting case. Since (2.16)
implies χ(r, x) = Φ(r, x) for all r, then from (2.2) one has
χ[(β − 1)r∗, x] = Φ[(β − 1)r∗, x] = e−r∗Φ(βr∗, x) = V ′[Φ(βr∗, x)] = V ′[φ(x)] . (2.35)
If V ∝ φ2, then χ[(β − 1)r∗, x] ∝ Φ(βr∗, x) = φ(x) and there is no extra degree of freedom
with respect to the V = 0 case. For a cubic or higher-order polynomial, χ[(β − 1)r∗, x] is
not linearly equivalent to φ. Non-linearities can generate new degrees of freedom (a typical
example is f(R) gravity, which contains a hidden scalar mode apart from the graviton) but
not in this case, since the field χ is not dynamical on the r = βr∗ slice where (2.35) holds.
2.4 Solutions
Solutions of non-local theories can be categorized into perturbative and non-perturbative.
Perturbative solutions can have two meanings, either as the solutions obtained when trun-
cating the non-local operators to a finite order (a procedure we will not discuss here
[39, 40, 53]) or as the solutions obtained, order by order, starting from the free theory and
modeling interactions as a perturbative series [39, 53, 58]. When all non-locality acts on
interactions, the two meanings coincide. Non-perturbative solutions are all those solutions
that cannot be reached in these ways and, in general, they constitute the great majority of
all possible solutions of the system. The diffusion-equation method permits to get access
precisely to these solutions with generic non-perturbative potential [18, 40, 41, 43, 45, 46].
When introducing the condition (2.12), we commented on the fact that the identifica-
tion of the localized dynamics with the non-local one could take place at any r = r˜ slice,
including at r = r˜ = 0 where Φ(0, x) = φ(x). However, for the sake of the construction
of actual solutions this choice is not fortunate, since it corresponds to the initial condition
of the heat kernel. In other words, setting the initial condition (in r) of the (D + 1)-
dimensional system to be the solution of the non-local system would take us back to the
usual paradox with non-local dynamics, namely, that knowing all the infinite number of
initial conditions (in time) φ(ti,x), φ˙(ti,x), φ¨(ti,x), . . . is tantamount to already knowing
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the Taylor expansion of the full solution around t = ti. It is more logical, then, to impose
(2.12) (the non-local solution is the outcome of the diffusion from r = 0 to r = βr∗ rather
than of anti-diffusion from r = βr∗ to r = 0) and to set the initial condition Φ(0, x) in r = 0
as something else. This “something else” can be most naturally recognized as the solution
φloc(x) of the local system obtained by setting r∗ = 0 in equations (2.1) and (2.2):
Φ(0, x) = φloc(x) . (2.36)
Then, the solution of the diffusion equation (2.9) can be found in integral form in momentum
space. Calling −k2 the eigenvalue of the Laplace–Beltrami operator  and writing
φloc(x) =
ˆ +∞
−∞
dDk
(2pi)D
e−ik·xφ˜loc(k) , (2.37)
one has
φ(x) = Φ(βr∗, x) = e
βr∗Φ(0, x) =
ˆ +∞
−∞
dDk
(2pi)D
e−ik·xe−βr∗k
2
φ˜loc(k) . (2.38)
Since we know φloc(x), we also know its Fourier transform φ˜loc(k) and we can obtain the
full non-local solution φ(x). Examples of solutions of the scalar-field equation of motion
(2.2) using the diffusion-equation method can be found in [40] (on a Friedmann–Lemaître–
Robertson–Walker (FLRW) cosmological background), [41, 47] (Minkowski background,
rolling tachyon of open string field theory), [42, 46] (Minkowski and FLRW backgrounds,
V ∝ Φn and V ∝ exp(λΦ)), [43, 45] (lump solutions on Minwkoski, FLRW and Euclidean
backgrounds; kink solutions on Euclidean background), and [18] (FLRW solutions in a
scalar-tensor non-local theory). Solutions of p-adic models, corresponding to (2.2) without
the  in the kinetic term, have been considered in [43, 47]. In some of these cases, a
diffusion equation with opposite sign of the diffusion operator has been used, in which case
the representation (2.38) may be ill-defined. This is not a problem, since there exist a more
general integral form of the solution valid for any sign (see section 3.3 of [47]).
Note that, in general, convergence of the integral (2.38) will require β > 0. Also,
setting β = 1 in (2.35) would yield φloc = V
′(φ), implying φloc = φ. To avoid this
inconsistency, we exclude the value β = 1. Also, for any given potential V (φ) and for a
generic 0 < β < 1 the profile φ(x) is not a solution to the non-local equation of motion,
not even approximately. Therefore, what one usually finds is an approximate solution φ(x)
for a certain range of x. The actual value of β determines the limits of the x range, since
the profile typically depends on the combination x2/(4βr∗). For instance, an approximated
solution valid at large x requires β > 1. However, cases are known where the profile φ(x) is
an approximate solution for any x (even small) with a very good degree of accuracy, which
means that there exists a value of β such that the equation of motion is solved up to a
maximal deviation of a few percent or less for some x, and with much greater accuracy
everywhere else. These systems are related to ([41, 43, 45]) or inspired by ([40, 46]) string
field theory. On the other hand, there may be special cases where φ is an exact solution,
but these in general require a specifically tailored potential. Some examples of this inverse
problem are given in [42].
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2.5 Comparison with Tomboulis approach
Another approach handling non-perturbative solutions was proposed after the diffusion-
equation method by Tomboulis [49]. Here, by a field redefinition one transfers non-local
operators from the kinetic into the potential term, with a procedure analogous to that
leading to (2.31). The latter is then written as an integral kernel, as above. This type
of “delocalized” hyperbolic partial integro-differential equations are characterized by the
phenomenon, due to the smearing of the kernel in (2.31), of “spill-over” (or delays) outside
the standard causal cones of the local hyperbolic initial-value problem. Depending on the
system, delays may be present only in the past or both in the past and in the future.
Comparing the diffusion-equation method with Tomboulis’ delocalization (or delays)
approach in classical theories, we find several similarities.
• Both recognize the central role of interactions to distinguish between local and non-
local models.
• Related to this, both agree also on the fact that, independently on whether one
transfers non-locality from the kinetic term to interactions or not, it makes no sense
to count the number of initial conditions just from the order of the kinetic term or
by looking at any isolated part of the Lagrangian; in the limit of turning off the
interactions, one may obtain the wrong answer. In this sense, the distinction between
perturbative and non-perturbative solutions is not very useful in either method if one
aims to make existence and uniqueness statements on the full dynamics.
• The ill-defined concept of “infinitely many initial conditions” is traded with a boundary-
value problem. In the diffusion-equation approach, the value of the D-dimensional
field φ(ti,x) and all its derivatives φ
(n)(ti,x) at one time instant t = ti is replaced by
a field configuration Φ(r, t,x) living in D+ 1 dimensions, evaluated at a certain slice
r = βr∗ in the extra direction. In Tomboulis’ approach, one specifies one or more
functions rather than field values at one instant in the past, if delays occur only in the
past light cone. If delays occur also in the future cone, as in systems with Lorentz-
invariant interactions, then analogous specifications of functions must be done for
them. For these systems, the type of non-local kernel has the same spill-over at all
sides of the causal cone and the number of specifications in the future is finite and
equal to the number of specifications in the past. Thus, both methods predict a finite,
even number of conditions (initial-value or boundary-value) for non-local scalar field
theories. The specific prediction of the diffusion method is (2.33) and (2.34), for any
non-quadratic potential.
• Consequently, because solutions are determined by picking conditions on r-slices in
one case and past-future delay specifications in the other case, there are no implicit
choices nor hidden conditions in the construction of such solutions, which are therefore
unique once the explicit conditions are specified. This solves the long-standing prob-
lem of non-local theories where proving the existence of a solution by a brute-force
Ansatz does not imply, in the absence of any localization or delocalization method,
its uniqueness [53].
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2.6 Generalizing to expH() operators
Finally, let us comment on an extension of the above procedure to a non-locality of the
form exp → expH() for some function H. In this case, one simply replaces  with
H() in the Lagrange-multiplier equation (2.6). Everything else follows suit. However, the
system (2.4) is local and the Cauchy problem is well defined only if H() is a polynomial
in the Laplace–Beltrami operator, H() =
∑N
n=1 an
n. In this case, the number of initial
conditions increases from 4 to 4n: the value of the scalars Φ and χ at the initial time plus
their first 2n− 1 derivatives.
For entire functions H(), the “localized” system would be non-local. It may still
be possible to localize (2.4) for special cases, for instance if H() = exp. However, in
the most general case the diffusion method is insufficient to deal with these non-localities
different from a pure exponential, unless an extra convolution equation is added to the
system [50].
3 Non-local gravity: equations of motion
Consider the gravitational action
Sg =
1
2κ2
ˆ
dDx
√−g [R− 2Λ +Gµν γ()Rµν ] , (3.1)
where γ() is a completely arbitrary form factor. In this section, we determine its dynamics
in two ways. First, by a brute-force calculation, eventually specializable to the form factor
(1.6). Second, by recasting the system in terms of an auxiliary field.
3.1 Einstein equations: pure gravity
To compute the Einstein equations for a generic form factor γ(), one must expand the
latter in series of the Laplace–Beltrami operator ,
γ =
+∞∑
n=0
cn
n , (3.2)
where cn are constants, and vary with respect to the metric. We couple (1.5) to matter
minimally. Varying the total action S = Sg + Sm with respect to the contravariant metric
gµν , the matter part is dispensed with by the usual definition of energy-momentum tensor
Tµν := − 2√−g
δSm
δgµν
. (3.3)
In general, also matter fields will be non-local, but we do not consider their details here.
The variations of curvature invariants and form factors are reported in appendix D and the
full derivation of the final result is given in appendix E:
κ2Tµν = (1 + γ)Gµν + Λgµν − 1
2
gµν GστγR
στ + 2Gσ(µγGν)σ + gµν∇σ∇τγGστ
−2∇σ∇(µγGν)σ +
1
2
(GµνγR +RγGµν) + Θµν(Rστ , G
στ ) , (3.4)
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where the expression of Θµν(Rστ , G
στ ) is given by (D.24) for any form factor γ. The
non-local equation (3.4) can be compared with similar ones found elsewhere [27, 51].
For the particular choice of form factor (1.6),
(1 + γ)Gµν = e
−r∗Gµν , (3.5)
Θµν(Rστ , G
στ ) = −
ˆ r∗
0
dq Θ¯µν [e
−qRστ , γr∗−q()G
στ ] , (3.6)
where Θ¯µν is given by equation (D.14). The last expression, derived in appendix E, is fully
explicit.
3.2 Einstein equations: auxiliary field
An alternative form of the Einstein equations makes use of an auxiliary field [16, 27]. Here,
we apply this method to (1.5) for the first time. Consider the action
S˜[g, φ] =
1
2κ2
ˆ
dDx
√−g
[
R− 2Λ− 2φµνf1()Rµν +
(
φµν − 1
D − 2g
µνφ
)
f2()φµν
]
,
(3.7)
where φµν is a symmetric two-tensor, φ = φ
σ
σ = g
µνφµν is its trace and f1,2 are some arbi-
trary form factors. The equations of motion for φµν are given by the variation δS˜/δφ
µν = 0:
− f1()Rµν + f2()φµν − 1
D − 2gµν f2()φ = 0 . (3.8)
Taking the trace of (3.8), plugging it back and inverting for φµν , one sees that
φµν = [f
−1
2 f1]()Gµν + λµν , φ = −
(
D
2
− 1
)
[f−12 f1]()R + λ
µ
µ , (3.9)
where λµν is the homogeneous solution of f2()λµν = 0. Using (3.9) and f2()λµν = 0 in
(3.7) and integrating by parts, one gets the Lagrangian
2κ2L˜ = R− 2Λ−Gµνf1f−12 f1Rµν − λµνf1Rµν .
Comparing this with (1.5), we conclude that S˜ = Sg on shell provided
[f1f
−1
2 f1]() = −γ() , λµν = 0 . (3.10)
There are various possible choices for the form factors f1 and f2; physically they are all
equivalent as long as (3.10) holds. The simplest choice
f2 = f1 = −γ (3.11)
for an arbitrary form factor (3.2) satisfies the first condition in (3.10), while only form
factors with c0 6= 0 (i.e., those with trivial kernel) also guarantee that the second condition
in (3.10) is obeyed. In fact, γ() = c0 + c1+O(
2), so that γ()λµν = 0 if, and only if,
λµν ≡ 0. The form factor (1.6) is of this type, since γr∗() = −r∗ + (r2∗/2) + O(2). In
other words, there is no homogeneous solution we should worry about when recasting (1.5)
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as (3.7), contrary to what happens when making field redefinitions in f(−1R) non-local
gravity [59–62].
Thus, (3.7) becomes
S˜[g, φ] =
1
2κ2
ˆ
dDx
√−g
[
R− 2Λ +
(
2Rµν − φµν + 1
D − 2gµνφ
)
γ()φµν
]
.
(3.12)
In appendix F, we show that the covariant equations of motion of the theory (3.12) are
κ2Tµν = Gµν +γφµν + Λgµν − 1
2
gµνXστγφ
στ + 2φ σ(µγφν)σ + gµν∇σ∇τγφστ
−2∇σ∇(µγφν)σ −
1
D − 2(φµνγφ+ φγφµν) + Θµν(Xστ , φ
στ ) , (3.13)
Xστ := 2Rστ − φστ + 1
D − 2gστφ , (3.14)
accompanied by the equation of motion δS˜[g, φ]/δφµν = 0 and its trace:
φµν = Gµν ⇒ φ = G = −D − 2
2
R , Xµν = Rµν . (3.15)
We call (3.13) Einstein equations because they come from the variation of the metric and
(3.15) Einstein-like equations because they resemble the Einstein equations of general rela-
tivity, where φµν plays the role of a stress-energy tensor. Notice from (3.15) that the field
φµν is local and does not hide 1/ operators. This check a posteriori guarantees that the
ordinary variational principle (where fields and their first derivatives vanish at infinity) has
been correctly applied.
Consistently, (3.4) and (3.13) agree on shell, i.e., when (3.15) is used (see appendix G).
3.3 Brief remarks on causality
Whenever a factor −1 appears in a non-local theory, causality may be in trouble. The line
of reasoning is well known and relies on the definition of the inverse d’Alembertian through
the Green equation (A.3), where one must specify a contour prescription for the Green
function K. The main point is that even if the causal (retarded) propagator Kret(x− y) is
used to define the −1 operator, a variation of the action with respect to the fundamental
fields always gives rise to the even combination
Kret(x− y) +Kret(y − x) =: Kret(x− y) +Kadv(x− y) .
The retarded Green function is not even, and changing sign to its argument gives the ad-
vanced Green function Kret(y − x) = Kadv(x − y), which is anti-causal. Therefore, the
equations of motion obtained from theories with non-localities of the type −1 (typically,
theories where the quantum effective action, not the classical one, is non-local) are neces-
sarily acausal [63].
However, this argument does not apply in our case because the non-localities we deal
with do not need any prescription for the −1 factor, as it always appears in a combination
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γ() = c0 + c1 + O(
2) which is analytic when “ = 0” (in particular, γr∗() = −r∗ +
(r2∗/2)+O(
2)). In other words, in all the theories of quantum gravity with a fundamental
non-locality, non-localities (at the level of the classical action, not of the quantum effective
one) are always of the type (A.2) with f(0) = 0. As a consequence of this fact, the Green
function associated with the non-local operator γ() is symmetric.
A one-dimensional example in flat space will further clarify the matter. The non-local
operator containing −1 is (1.6), which can be written as (E.6). Its Green function K(x−y)
is the solution of the equation
γr∗(x)K(x− y) = −
ˆ r∗
0
ds e−sx K(x− y) = δ(x − y) , (3.16)
or, in momentum space, ˆ r∗
0
ds esk
2
K˜(k) = −1 . (3.17)
While the inverse of the  operator needs to be prescribed because the naive solution 1/k2
of the Green equation does not define a tempered distribution, the solution of eq. (3.17)
does not need to be regularized, as its algebraic solution
K˜(k) = −
[ˆ r∗
0
ds esk
2
]−1
= − k
2
er∗k2 − 1 (3.18)
already defines a tempered distribution. Its Fourier transform cannot be written in closed
form but is very well behaved and, most importantly, is manifestly symmetric under the
exchange x↔ y,6
K(x− y) = − 1
pi
ˆ ∞
0
dk
k2 cos[k(x− y)]
er∗k2 − 1 . (3.19)
The fact that the −1 operator in the form factor γ() of fundamentally non-local
quantum gravity does not introduce causality breaking is not, by itself, a guarantee of
causality of these theories but, at least, it shows that standard arguments against causality,
plaguing effective non-local field theories, do not apply in our case. The problem of causal-
ity in fundamentally non-local theories is subtle [49] and might not admit an all-or-nothing
solution, in the sense that the theory might retain macrocausality [64] while including ac-
ceptable violations of microcausality. This interesting possibility will be explored elsewhere.
4 Localization of non-local gravity
In section 3, we started from a gravitational action Sg[g(x)] and introduced an auxiliary ten-
sor field φµν so that we could rewrite the original action as a functional of this field and the
metric, Sg[g(x)] = S˜[gµν(x), φµν(x)], where the gravitational part of S˜ is given by the inte-
gral of (3.12). In this section, we will construct a functional Sg[gµν(x),Φµν(r, x), χµν(r, x),
6In the −1 case, the regularization procedure needed to define 1/k2 as a tempered distribution prevents
the Green function to be symmetric under the exchange x ↔ y, leading to the known mismatch between
causality and symmetry of the propagator [63].
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λµν(r, x)] representing a system living in D + 1 dimensions and local in spacetime coordi-
nates. Here we show that the two systems coincide at a section r = βr∗ in the (D + 1)-
dimensional space,
Sg[gµν(βr∗, x),Φµν(βr∗, x), χµν(βr∗, x)] = S˜g[gµν(x), φµν(x), χµν(x)] = Sg[gµν(x)] , (4.1)
where the equalities are meant to be valid on-shell, i.e., at the level of the dynamics. This
statement, which can be immediately extended to actions that include also matter fields,
is the extension to gravity of the results of section 2 [42] for a scalar field in Minkowski
spacetime.
4.1 Localized action
We apply the procedure illustrated in section 2 to the gravitational theory with form factor
(1.6). We have seen that (1.5) is physically equivalent to the action (3.12), which can also
be written as
S˜[g, φ] =
1
2κ2
ˆ
dDx
√−g
[
R− 2Λ−
ˆ r∗
0
ds
(
2Rµν − φµν + 1
D − 2gµνφ
)
e−sφµν
]
(4.2)
thanks to (E.6). Using (4.2) instead of (1.5) will allow us to enforce the diffusion equation
to (D + 1)-dimensional fields without facing the commutation problem (1.7) mentioned in
the introduction and the fact that the metric field does not obey a linear diffusion equation.
This problem is solved by letting only auxiliary fields diffuse, while the gravitational field
does not diffuse at all: it is a dynamical field living in a fixed r = βr∗ slice. Therefore, an
interesting difference with respect to the scalar-field case is that here some fields (which we
will call Φµν(r, x) and χµν(r, x)) are free to evolve in the whole (D + 1)-dimensional bulk,
while others (the metric gµν(x) and the Ricci tensor Rµν(x) derived from it) are confined
into the slice where the higher-dimensional localized system is made equivalent to the non-
local one. This configuration strongly reminds us of braneworld scenarios where r is the
direction transverse to a brane at r = βr∗ and the Einstein–Hilbert Lagrangian contributes
with a term [R(x)− 2Λ] δ(r − βr∗). Another possibility, which we will follow from now on
and yields the same result, is to consider an r-dependent gµν(r, x) dynamically constrained
to be constant along r:
Sg = 1
2κ2
ˆ
dDx dr
√
−g(r) (LR + LΦ + Lχ + Lλ) , (4.3)
LR=R(r)− 2Λ , (4.4)
LΦ=−
ˆ r∗
0
ds
[
2Rµν(r)− Φµν(r) + 1
D − 2gµν(r)Φ(r)
]
Φµν(r − s) , (4.5)
Lχ=−
ˆ r∗
0
ds
ˆ s
0
dq χµν(r − q)(∂r′ −)Φµν(r′) , (4.6)
Lλ=λµν(r) ∂rgµν(r) , (4.7)
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where the metric is r-dependent just like the other fields, its Ricci curvature is denoted
with a curly Rµν , we introduced a Lagrange multiplier λµν , we omitted the x-dependence
everywhere, Φ = gµνΦµν is the trace of the symmetric rank-2 tensor Φµν , and
r′ = r + q − s , (4.8)
so that ∂r′ = ∂q in (4.6). All tensorial indices still run from 0 to D − 1, so that the
theory (4.3) is a fake D + 1 system, which is not (D + 1)-covariant anyway due to the
diffusion equation term. In analogy with (3.14), it will be convenient to define the tensorial
combination
Xµν(r) := 2Rµν(r)− Φµν(r) + 1
D − 2gµν(r)Φ(r) . (4.9)
Comparing with the scalar field theory (2.4), there are four major differences one should
note: (a) all fields are rank-2 tensors; (b) there is an extra integration − ´ r∗0 ds accounting for
the more complicated form factor (E.6); (c) because of (b), the q-integral in (4.6) is nested,
while in (2.6) it is definite; (d) because of (c), (4.8) replaces the scalar-field parameter (2.7).
4.2 Localized equations of motion
In intermediate steps of the derivation, we will omit the x-dependence in all fields as well
as the discussions of section 2 on integration domains. The equation of motion for λµν
establishes the independence of the metric from the extra coordinate r:
0 =
δSg
δλµν(r¯)
= ∂r¯gµν(r¯, x) ⇒ gµν(r, x) = gµν(x) . (4.10)
Therefore, in the following we can apply this equation on shell and ignore any change (shift,
integration, and so on) in the r-argument of the metric, of the Laplace–Beltrami operator,
and of curvature invariants, unless stated otherwise. The equations of motion turn out to
be
0 = (∂r −)Φµν(r, x) , (4.11)
0 = (∂r −)χµν(r, x) , (4.12)
0 =
ˆ r∗
0
ds [Xµν(r¯ − s) +Xµν(r¯ + s)− 2Rµν(r − s) + χµν(r¯ − s)− χµν(r¯ + s)] , (4.13)
κ2Tµν = Gµν +Λgµν −
ˆ r∗
0
ds
{
− 1
2
gµνXστ (r)Φ
στ (r − s) + 2Φσ(µ(r)Φ σν) (r − s)
+Φµν(r − s) + gµν∇σ∇τΦστ (r − s)− 2∇σ∇(µΦν)σ(r − s)
− 1
D − 2 [Φµν(r)Φ(r − s) + Φ(r)Φµν(r − s)]−
ˆ s
0
dq Θ¯µν [χστ (r − q),Φστ (r + q − s)]
}
.
(4.14)
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Let us see where they come from. The equation of motion for χµν is
0 =
δSg
δχµν(r¯)
= −
ˆ
dr
ˆ r∗
0
ds
ˆ s
0
dq δ(r − q − r¯)(∂r′ −)Φµν(r′)
(4.10)
= −
ˆ r¯+r∗
r¯
dr
ˆ r∗
0
ds (∂r′ −)Φµν(r′)
∣∣∣
r′=2r−r¯−s
= −
ˆ r∗
0
dρ
ˆ r∗
0
ds (∂r′ −)Φµν(r′)
∣∣∣
r′=2ρ+r¯−s
, (4.15)
where we first integrated in q, then restricted the integration in r from the condition 0 <
q = r − r¯ < s < r∗, and then made a reparametrization ρ = r − r¯. Since r¯ and hence r′ in
the argument of the integrand is arbitrary, we get the diffusion equation (4.11). Integrating
first in r or, after using (E.9), in s would yield the same result.
To obtain the equation of motion for Φµν , we note that
Lχ (4.10)=
ˆ r∗
0
ds
ˆ s
0
dq
{−∂q[χµν(r − q)Φµν(r′)] + Φµν(r′)(∂r′ +)χµν(r − q)}
= −
ˆ r∗
0
ds [χµν(r − s)Φµν(r)− χµν(r)Φµν(r − s)]
+
ˆ r∗
0
ds
ˆ s
0
dqΦµν(r′)(∂r′ +)χµν(r − q), (4.16)
where we used (4.10) to make
√−g slide through integration by parts (or, more precisely,
we omitted terms that vanish on shell). This expression is the doubly integrated tensor-field
analogue of (2.10). Then,
0 =
δSg
δΦµν(r¯)
= −
ˆ r∗
0
ds [Xµν(r¯ − s) +Xµν(r¯ + s)− 2Rµν(r − s) + χµν(r¯ − s)− χµν(r¯ + s)]
+
ˆ r∗
0
ds
ˆ s+r¯
0
dr (∂r¯ +)χµν(2r − r¯ − s) . (4.17)
Arbitrariness of r¯ implies the diffusion equation (4.12) and we are left with the equation of
motion (4.13). We can easily find special solutions of this equation. For instance, it vanishes
identically if we set the integrand to be zero. As in the scalar-field case, we can satisfy this
equation by imposing certain constraints on the fields. The only one that respects s-shifts
is
χµν(r, x) = Xµν(r, x)
?
= Rµν(r, x) . (4.18)
Therefore, just like in the scalar-field case, there is a condition imposed by hand such that
one or more equations of motions are solved.7 We recognize some similarities between the
7Other types of solution can be found by factorizing the r-dependence in Xµν and χµν . In fact, (4.13)
is of the form
´
r∗
0
ds [Aµν(r + s;x) + Bµν(r − s;x)] = 2Rµν (x). Writing Aµν(r + s;x) = a(r + s)aµν(x)
and Bµν(r − s;x) = b(r − s) bµν(x) with aµν + bµν = 2Rµν , the relation
´
r∗
0
ds [a(r + s) + b(r − s)] = 1
can be solved by linear or trigonometric functions. The diffusion equations (4.11) and (4.12) then become
eigenvalue equations of the type Φµν ∝ Φµν . These solutions, which were called “stationary” in [18] since
they do not diffuse non-trivially, are still popular because they allow to solve the non-local cosmological
equations of motion directly [19, 76], although they are very limited tools when attempting to solve more
general non-local systems [18, 45, 47].
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scalar and the gravity case. In the scalar example, (2.15) held and one checked that (2.14)
reproduced (2.2) provided equation (2.13), χ(r, x) = Φ(r, x), held. In the gravitational
case, the analogue of the diffusion equation (2.15) for χ is simply (4.12) for χµν , while the
analogue of (2.13) is (4.18).
The similarities do not stop here. In fact, both (2.13) and (4.18) are second-order
derivative relations, χ ∼ ∂2Φ and χµν ∼ ∂2gµν . Also, in the gravity case there are two aux-
iliary fields instead of one, Φµν(r, x) and χµν(r, x), but only the latter has been introduced
exclusively in the context of the localized system, just like the scalar χ in section 2.2. Φµν
is “auxiliary” only because, on the slice r = βr∗, it is equivalent to the field φµν introduced
to recast the non-local gravitational theory in a convenient way:
Φµν(βr∗, x) = φµν(x) . (4.19)
The last parallelism we can draw with the scalar theory is between the condition χ =
Φ, imposed to match the equation of motion of the localized scalar field with the non-local
equation of motion, and equation (4.18), which does exactly the same service albeit in a
subtler way. In fact, (4.18) is needed to satisfy one of the dynamical localized equations,
but in retrospective it cannot be valid for all r because of (4.10): on shell, the rightmost
member is independent of r. To put it in other words, we reached (4.18) only because we
took advantage of the pleonastic r− s dependence of the term Rµν . This is telling us that
we should replace (4.18) with a condition valid only on the slice r = βr∗:
χµν(βr∗, x) = Xµν(βr∗, x) = Rµν ⇒ Φµν(βr∗, x) = Gµν . (4.20)
This is the analogue of (2.16), valid only at r = βr∗. Just like in the scalar system, the
auxiliary field χµν is related to the field(s) of the non-local theory by a relation (linear in
the Ricci tensor, non-linear in the metric) involving a finite number of derivatives.
On the r = βr∗ slice, the localized and non-local system coincide. Equations (4.9),
(4.19) and (4.20) imply together (3.15). All pieces of the puzzle match beautifully. The
last one is the equations of motion for the metric, which is (4.14) (see appendix H). It is
immediate to check that this expression agrees with (3.12) on the r = βr∗ slice. Using (4.11),
we can recast all the s integrals in (4.14) as non-local form factors, − ´ r∗0 dsΦστ (r − s) =
γr∗()Φστ (r). Then, (4.19) does the rest of the job. Also, from (4.12) and (4.20), the last
term in (4.14) readsˆ r∗
0
ds
ˆ s
0
dq Θ¯µν [e
−qχστ (r), e
(q−s)Φστ (r)]
r=βr∗
=
ˆ r∗
0
ds
ˆ s
0
dq Θ¯µν
[
e−qXστ , e
(q−s)Φστ
]
(E.7)
= Θµν(Xστ , φ
στ ) = Θµν(Rστ , φ
στ ) ,
thus recovering the last and most complicated piece of (3.13). Considering the massive
effort it takes to derive the non-local Einstein equations (3.4) and (3.13), the advantage of
the diffusion-equation method to write down the dynamics is evident. Here we do not have
to deal with the variation of form factors and with the non-commutation rules involving the
Θµν and ϑµν functions. Despite being as complicated as the second-order relation (D.14),
the function Θ¯µν is not nearly as messy as its non-local counterpart (E.10).
– 27 –
4.3 Initial conditions and degrees of freedom
We are finally in the position to discuss the Cauchy problem of non-local gravity. The
localized equations of motion of the previous sub-section are second order in spacetime
derivatives for all fields, so that there are only six initial conditions to be specified (“initial”
in spacetime time): gµν , g˙µν ,Φµν , Φ˙µν , χµν , χ˙µν . Using the r = βr∗ conditions (4.20), one
can see that φµν ∼ Gµν ∼ ∂2gµν and χµν ∼ Rµν ∼ ∂2gµν in the non-local system, so that,
overall, one has to specify only four derivatives of the metric.
It is well known that the perturbative degrees of freedom are finite, as one can see from
the poles of the graviton propagator [21, 22, 33]. Here we can go beyond that result and
make a fully non-perturbative counting. For the graviton there are D(D+1)/2−D−D =
D(D−3)/2 polarization modes inD dimensions (a symmetric rank-2 tensor withD(D+1)/2
components that are not independent due to D Bianchi identities and D diffeomorphisms),
both in the localized and in the non-local system. Each of the localized rank-2 symmetric
tensor fields Φµν and χµν has D(D + 1)/2 degrees of freedom, so that the total number of
degrees of freedom in the localized system is D(3D − 1)/2, i.e., 22 in D = 4. This number
is not important, however, because it is greatly reduced in the slice r = βr∗. Therein,
φµν = Gµν has D(D + 1)/2 − D = D(D − 1)/2 degrees of freedom; the −D comes from
the fact that, on shell, the Bianchi identities imply the transverse condition ∇µΦµν = 0.
Also, φµν should be regarded as independent of the metric, for the reason that it satisfies
non-trivial dynamical equations. The fate of χµν = Rµν is similar to the auxiliary field χ
of the scalar system and consists in getting out of the game on the slice where the localized
system reproduces the non-local dynamics. What happens is that χµν depends on the other
fields, since from the definition (D.6) of the Einstein tensor χµν = φµν − gµνφ/(D − 2).
Therefore, the total number of degrees of freedom of the non-local gravitational system is
D(D − 3)/2 +D(D − 1)/2 = D(D − 2).
The central results of this paper can be summarized as follows.
Number of degrees of freedom: gravity. The localized gravitational the-
ory (4.3)–(4.6) in D + 1 dimensions has D(3D − 1)/2 degrees of freedom.
As a consequence, the non-local gravitational theory (1.5) has D(D − 2) non-
perturbative degrees of freedom, amounting to eight in D = 4 dimensions.
(4.21)
Number of initial conditions: gravity. The Cauchy problem on space-
time slices of the localized gravitational theory (4.3)–(4.6) in D + 1 dimen-
sions is specified by six initial conditions gµν(ti,x), g˙µν(ti,x), Φµν(r, ti,x),
Φ˙µν(r, ti,x), χµν(r, ti,x), χ˙µν(r, ti,x). As a consequence, the non-local non-
perturbative gravitational theory (1.5) is specified by four initial conditions
gµν(ti,x), g˙µν(ti,x), g¨µν(ti,x),
...
g µν(ti,x).
(4.22)
We have not checked whether φµν can be further decomposed into a spin-2 massive
ghost particle with D(D− 1)/2− 1 degrees of freedom and a scalar field, as done in higher-
order Stelle gravity [65, 66]. Ghost modes are absent at the perturbative level, as proven
explicitly in [21, 29, 31], but their presence at the non-perturbative level remains an open
question. We will leave this interesting problem, together with the existence or avoidance
of ghosts in the non-local theory (1.5), for the future.
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At any rate, we can state that the localized theory does not generate any extra non-
local ghost problem. It is useful to compare first the non-local theory (1.5) with another
non-local model employed in cosmology, where the Einstein–Hilbert Lagrangian is modified
by a term R → L ∝ R[1 + f(−1R)] [67]. Auxiliary fields can be introduced so that the
Lagrangian L˜ ∝ R[1 + f(Φ)] + Ψ(Φ−R) replicates on shell the dynamics of the original
system [59]. However, this “localized” version is not completely equivalent to the former
because the equation of motion Φ−R = 0 of the Lagrange multiplier Ψ is used to obtain
Φ as a non-local function of R. The problem is that the solution of this relation is of the
form Φ = −1R+ λ, where λ is a scalar mode obeying the homogeneous equation λ = 0
[60]. This extra mode is responsible for extending the space of solutions to dynamics not
admitted by the original non-local system [60]. Also, it makes an otherwise immaterial
ghost degree of freedom dynamical: ΨΦ → −∂µΨ∂µΦ = −(1/4)∂µ(Ψ + Φ)∂µ(Ψ + Φ) +
(1/4)∂µ(Ψ − Φ)∂µ(Ψ − Φ). Suitable conditions on f , found along the same lines of ghost
constraints in f(R) or higher-order theories [68–73], remove this ghost [57]. Coming back
to the theory studied in the present paper, the localized version (4.3)–(4.6) is not a field
redefinition of the model (1.5): it is a different system living in a different number of
dimensions that coincides with the non-local system only at a particular slice along the r
direction. A second important difference which we already had occasion to appreciate in
section 3 is that our localization does not entail any homogeneous mode. This means that
the ghost mode arising from the mixed kinetic term in (4.6) and originated by a Lagrange
multiplier does not propagate on the r = βr∗ slice.
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A The operator −1
In this section, we define the formal expression “1/” and show under what condition

1

=
1

 = 1 . (A.1)
This property allows one to write unordered expressions such as
f()

, (A.2)
which are used throughout the paper.
Let K(x−y) be the solution of the Green equation in a curved D-dimensional spacetime,
xK(x− y) = δ
(D)(x− y)√−g . (A.3)
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Treated as an operator on the space of rapidly decreasing test functions ϕ, K is nothing
but the operator 1/. In fact, define the convolution
(Kϕ)(x) :=
ˆ +∞
−∞
dDy
√−gK(x − y)ϕ(y) . (A.4)
Then, from (A.3) one has
(Kϕ)(x) =
ˆ +∞
−∞
dDy δ(D)(x− y)ϕ(y) = ϕ(x) ,
corresponding to −1ϕ = ϕ.
A priori, it is not obvious that  and −1 commute. Indeed, they do. From (A.4),
one has
Kϕ =
ˆ +∞
−∞
dDy
√−gK(x− y)yϕ(y)
=
ˆ +∞
−∞
dDy
√−gyK(x− y)ϕ(y) +O(∇)
=
ˆ +∞
−∞
dDy
√−gxK(x− y)ϕ(y) +O(∇)
(A.3)
= ϕ(x) +O(∇) . (A.5)
where O(∇) are boundary terms. Therefore, (A.1) holds only if boundary terms vanish,
which happens if, and only if, ϕ(±∞) = 0 = ∂µϕ(±∞). These conditions are always
satisfied for rapidly decreasing test functions. In the context of this paper, ϕ is a curvature
invariant (Rµν or R) and the boundary conditions simply require that the curvature and
its first derivative vanish at infinity.
An even simpler way to show (A.1) is the following. Since  and e−r commute, then
−
ˆ r∗
0
dr e−rϕ = −
ˆ r∗
0
dr e−rϕ
for any test function ϕ. This equality becomes
(e−r∗ − 1) 1

ϕ = (e−r∗ − 1) 1

ϕ ,
which implies (A.1).
B Original version of the localized scalar system
For the reader interested in comparing the present formulation of the diffusion-equation
method with the original one, we redo the calculation of section 2.2 for the localized system
presented in [42]. There is a major difference between the simplified system (2.4)–(2.6) and
that considered in [42]. All r∗ in (2.5) and (2.6), except in the integration range of q, are
replaced by γr, where γ > 0 is a positive constant (not to be confused with the form factor
of the present paper). Furthermore, the upper limit of the q-integration is now r, so that
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this becomes a nested integral. These changes make calculations slightly more complicated
and with no advantage with respect to the easier case of section 2.2. Concretely, equations
(2.5) and (2.6) are replaced by
LΦ = 1
2
Φ(r, x)Φ(r − γr, x) − V [Φ(r, x)] , (B.1)
Lχ = 1
2
ˆ r
0
dq χ(r′′, x)(γ∂r′ −)Φ(r′, x) , (B.2)
where r′ := r(1− γ) + γq and r′′ := r − γq. Varying with respect to χ yields
0 =
δS[Φ, χ]
δχ(r¯, x¯)
∣∣∣
x¯=x
=
1
2
ˆ
dr
ˆ r
0
dq δ(r′′ − r¯)(γ∂r′ −)Φ(r′)
=
1
2
ˆ
dr(γ∂r′ −)Φ(r′)
∣∣∣
r′=r(2−γ)−r¯
,
where, for consistency, in the third line we integrated the inner integral in the nested
product and, from the integration of the delta, we obtained r′′ = r¯, hence γq = r − r¯ and
r′ = r(2−γ)− r¯. Having assumed that 0 ≤ r¯ ≤ r implies, from γq = r− r¯, that 0 ≤ q ≤ r/γ,
which is trivially satisfied if γ ≤ 1. Thus, we assume (rather than find, as in the new version
of the method) that the integrand rather than the integral is zero: 0 = (γ∂r − )Φ(r, x).
Integrating (B.2) by parts,
Lχ = 1
2
ˆ r
r(1−γ)
dr′∂r′ [χ(r
′′)Φ(r′)]− 1
2
ˆ r
0
dsΦ(r′)(γ∂r′ +)χ(r
′′)
=
1
2
[χ(r − γr)Φ(r)− χ(r)Φ(r − γr)]− 1
2
ˆ r
0
dsΦ(r′)(γ∂r′ +)χ(r
′′) , (B.3)
so that
0 =
δS[Φ, χ]
δΦ(r¯)
=
1
2
[Φ(r¯ − γr¯) + χ(r¯ − γr¯)] + 1
2(1 − γ)
[
Φ
(
r¯
1− γ
)
− χ
(
r¯
1− γ
)]
−V ′[Φ(r¯)]− 1
2(1 − γ)
ˆ
dr (γ∂r¯ +)χ(−r¯ + 2r − γr) , (B.4)
where from the integration of the delta we obtained r′ = r¯, hence γq = r¯ − r(1 − γ) and
r′′ = r(2 − γ) − r¯. The first condition implies (1 − 1/γ)r ≤ q ≤ r, which is trivially
satisfied if, again γ ≤ 1. Thus, for self-consistency we must limit the range of values of γ
to 0 < γ ≤ 1. Thus, the analogues of equations (2.14) and (2.15) are
0 =
1
2
[Φ(r − γr, x) + χ(r − γr, x)] + 1
2(1− γ)
[
Φ
(
r
1− γ , x
)
− χ
(
r
1− γ , x
)]
−V ′[Φ(r, x)] , (B.5)
0 = (γ∂r −)χ(r, x) . (B.6)
Since Φ(r − γr, x) = e−rΦ(r, x) and χ(r − γr, x) = e−rχ(r, x) on shell, now equation
(2.12) is mandatory if we want to reproduce the exponentials exp(−r∗). On the contrary,
in section 2.2 we could choose a different r slice where to impose the matching conditions
(2.12). Thus, one recovers (2.2) again. In [42], only the final result was given and the
intermediate steps (B.3), (B.4) and (B.5) were omitted.
– 31 –
C Comments on the system (2.24)
Thanks to (2.25), the variation of I with respect to ϕ vanishes identically:
δ
δϕ(r¯)
ˆ
dr I(r) =
ˆ
dr [ψ
(
r − 12r∗
)
f,ϕ
(
r + 12r∗
)
δ
(
r + 12r∗ − r¯
)
−ψ (r + 12r∗) f,ϕ (r − 12r∗) δ (r − 12r∗ − r¯)]
−
ˆ
dr
ˆ r∗
0
dq f,ϕ
(
r + q − 12r∗
)
δ
(
r + q − 12r∗ − r¯
)
∂qψ
(
r − q + 12r∗
)
= ψ(r¯ − r∗)f,ϕ(r¯)− ψ(r¯ + r∗)f,ϕ(r¯) + f,ϕ(r¯)
ˆ r¯+ 12r∗
r¯−
1
2r∗
dr ∂rψ(2r − r¯)
= f,ϕ(r¯)[ψ(r¯ − r∗)− ψ(r¯ + r∗) + ψ(r¯ + r∗)− ψ(r¯ − r∗)] = 0 .
On the other hand, the variation of I with respect to ψ is
δ
δψ(r¯)
ˆ
dr I(r) =
ˆ
dr
ˆ r∗
0
dq δ
(
r − q + 12r∗ − r¯
)
∂qf
(
r + q − 12r∗
)
+ψ(r¯ − r∗)f,ψ(r¯)− ψ(r¯ + r∗)f,ψ(r¯)
−
ˆ
dr
ˆ r∗
0
dq f,ψ
(
r + q − 12r∗
)
δ
(
r + q − 12r∗ − r¯
)
∂qψ
(
r − q + 12r∗
)
= f,ψ(r¯)[ψ(r¯ − r∗)− ψ(r¯ + r∗)]
+
ˆ r¯+ 12r∗
r¯−
1
2r∗
dr [∂rf(2r − r¯) + f,ψ(r¯)∂rψ(2r − r¯)]
= f(r¯ + r∗)− f(r¯ − r∗) .
Therefore, the equations of motion stemming from the Lagrangian (2.24) are
0 = ϕ(r)− V ′ [Φ (r − 12r∗)] , (C.1)
0 = −ψ(r)− V ′ [Φ (r − 12r∗)]+ 1r∗ [f(r + r∗)− f(r − r∗)] , (C.2)
were we used (2.23). Taking the difference of (C.1) and (C.2),
0 = Φ
(
r − 12r∗
)− 1
r∗
[f(r + r∗)− f(r − r∗)] . (C.3)
Comparing with the non-local equation of motion from (2.19) in terms of φ˜, 0 = φ˜ −
e
1
2r∗V ′(φ), if the field Φ(r, x) obeyed the diffusion equation then we could make the
identification Φ(βr∗ − r∗/2, x) = φ˜(x) and we would reproduce the equations of motion if
1
r∗
[f(βr∗ + r∗)− f(βr∗ − r∗)] = e
1
2r∗V ′[Φ(βr∗)] . (C.4)
As it stands, this equation should hold only at r = βr∗ for some number β.
Here we see two problems with the formulation (2.24). The first is that, having removed
the diffusion equation from the dynamics, we have to impose it by hand in order to transform
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translations in r into non-local exponential operators. This procedure betrays the spirit of
the localization procedure, where diffusion was part of the dynamics. However, a diffusion-
equation term in the Lagrangian such as Lχ necessarily entails a non-diagonal kinetic term,
which in turn hides some properties of the degrees of freedom. In order to spell out the
nature of these degrees of freedom, we have to diagonalize the kinetic terms, but in doing
so the localization procedure cannot be applied transparently. In this case, the match
with non-local dynamics entails the imposition of three ad hoc conditions (an r-dependent
diffusion equation for ϕ and ψ and the point-wise condition (C.4)), in comparison with only
one condition (the point-wise expression (2.16)).
The second problem has to do with the condition (C.4), which was imposed by hand
to match the non-local dynamics. The reconstruction of f from (C.4) may turn out to
be very difficult because this condition is assumed at a given point in the r-direction. For
consistency, one should not attempt to generalize (C.4) to hold for any r. In fact, suppose to
replace βr∗ with r everywhere in (C.4). If we assume that f (hence both Φ and ψ) translates
when exponential operators are applied, then the right-hand side of (C.4) should do the
same. In particular, (C.4) could be rewritten as f(r + r∗/2) − f(r − 3r∗/2) = r∗V ′[Φ(r)].
However, V is a non-linear function of Φ and V ′ does not obey the diffusion equation
unless the potential is quadratic, V ∝ Φ2. Therefore, the approach using (2.24) may be
unsuitable in the most general case of non-linear self-interactions, unless one considers more
complicated functionals f .
D Variations of curvature invariants and form factors
This appendix collects a wealth of useful formulæ that can be used when calculating the
Einstein equations in any local or non-local metric theory of gravitation. Some of these
relations may already be familiar to the reader, but others are delicate and deserve extra
care when implemented. For the sake of the record, we do not omit any important detail.
Our convention for multiplicative operators with insertions of derivatives will be such that
∇AB∇C = (∇A)B∇C; differentiation of multiplicative operators to the right will be
indicated explicitly with a bracket, ∇(A∇B), while ∇∇AB = [∇(∇A)]B.
First, we recall the index-flipping formula for the variation of the metric (inverse of a
matrix),
δgστ = −gσµgτνδgµν , (D.1)
and the following one, stemming from (D.1) and valid for any symmetric rank-2 tensors
Aαβ and Bµν :
δ(gαµgβν)A
αβBµν = −δ(gαµgβν)AαβBµν . (D.2)
Also
δ
√−g = −1
2
gµν
√−g δgµν , (D.3)
δRµν = ∇α∇(µδgν)α −
1
2
[
δgµν + g
αβ∇(µ∇ν)δgαβ
]
, (D.4)
δR = δgµνRµν + g
µνδRµν
(D.4)
=
(D.1)
(Rµν + gµν −∇µ∇ν) δgµν , (D.5)
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where A(µBν) := (AµBν +AνBµ)/2. The variation δGµν of the Einstein tensor
Gµν := Rµν − 1
2
gµνR (D.6)
can be obtained by combining (D.4) and (D.5). Another expression we will use often is the
contraction of δRµν with a symmetric rank-2 tensor A
µν :
2δRµνA
µν (D.4)= 2Aµν∇α∇µδgνα −Aµν
(
δgµν + g
αβ∇µ∇νδgαβ
)
= 2δgνα∇µ∇αAµν − δgµνAµν − gαβδgαβ∇µ∇νAµν +O(∇)
(D.1)
= δgµν (Aµν + gµν∇σ∇τAστ − 2∇σ∇µA σν ) +O(∇) , (D.7)
where O(∇) symbolizes total derivative terms that do not contribute to the equations of
motions.
Now we list a series of relations involving the variation of the Laplace–Beltrami operator
 and of an arbitrary form factor γ. There is one essential fact that one must bear in mind
in order to calculate the equations of motion correctly: the metric gµν does not pass through
δ. The reason is that the operator δ acting on a rank-2 tensor of the “scalar times metric”
form Agαβ is not the same operator δ acting on a scalar, δ(gαβA) 6= gαβδA:
[δ, gαβ ] 6= 0 . (D.8)
We calculate the variation of the Laplace–Beltrami operator when acting on an arbitrary
rank-2 contravariant symmetric tensor Bατ :
δBαβ = δgµν∇µ∇νBαβ + δ∇µ∇µBαβ +∇µδ∇µBαβ , (D.9)
where
∇µBαβ = ∂µBαβ + ΓαµρBρβ + ΓβµρBαρ . (D.10)
From (D.10), δ∇µBαβ = δΓαµρBρβ+ δΓβµρBαρ, where the variation of the Christoffel symbol
is δΓραβ =
1
2g
ρµ(∇βδgµα +∇αδgµβ −∇µδgαβ). After a tedious calculation, one finds
(δ)Bαβ = δgµν∇µ∇νBαβ +∇νδgµν∇µBαβ − 1
2
gµν∇ρδgµν∇ρBαβ
−g(αµ Bβ)νδgµν − g(αν Bβ)ρ∇µ∇ρδgµν +B(βµ ∇ν∇α)δgµν
+2
[
∇νB(αµ ∇β)δgµν − g(αν ∇ρBβ)µ∇ρδgµν −∇µBρ(αgβ)ν ∇ρδgµν
]
. (D.11)
Because of (D.8), AαβδB
αβ 6= AαβδBαβ . We also report the variation
(δ)Bαβ = δg
µν∇µ∇νBαβ +∇νδgµν∇µBαβ − 1
2
gµν∇ρδgµν∇ρBαβ
+gµ(αBβ)νδg
µν − gν(αBβ)ρ∇µ∇ρδgµν +Bµ(β∇ν∇(αδgµν
+2
[∇νBµ(α∇β)δgµν + gν(α∇ρBβ)µ∇ρδgµν −∇µBρ(αgβ)ν∇ρδgµν] . (D.12)
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For a generic symmetric rank-2 tensor Aαβ, integrating by parts (D.11) gives
Aαβ(δ)B
αβ = δgµνAαβ∇µ∇νBαβ +∇νδgµνAαβ∇µBαβ − 1
2
gµν∇ρδgµνAαβ∇ρBαβ
↓− Aµβ
(
Bβνδg
µν +Bβρ∇ν∇ρδgµν
)
+AαβB
β
µ∇ν∇αδgµν
+2
(
Aαβ∇νBαµ∇βδgµν
↓− Aβν∇ρBβµ∇ρδgµν −Aνα∇µBρα∇ρδgµν
)
= δgµν
[
Aαβ∇µ∇νBαβ −∇ν(Aαβ∇µBαβ) + 1
2
gµν∇ρ(Aαβ∇ρBαβ)
↓− (AµβBβν)−∇α∇µ(AνβBβα) +∇β∇ν(AαβBαµ)
−2∇β(Aαβ∇νBαµ)
↓
+ 2∇α(Aνβ∇αBβµ) + 2∇α(Aνβ∇µBαβ)
]
+O(∇)
= δgµν
[
−∇µAαβ∇νBαβ + 1
2
gµν∇ρ(Aαβ∇ρBαβ)
↓
+ ∇α(Aµβ∇αBβν −Bβν∇αAµβ) +∇β(Bµα∇νAαβ −Aαβ∇νBµα)
+∇α(Aµβ∇νBβα −Bβα∇νAµβ)
]
+O(∇)
= δgµνΘ¯µν(A
αβ , Bαβ) +O(∇) , (D.13)
where
Θ¯µν(Aαβ , B
αβ) := Θ¯symµν (Aαβ , B
αβ) + Θ¯antisymµν (Aαβ , B
αβ) , (D.14)
Θ¯symµν (Aαβ , B
αβ) := −∇µAαβ∇νBαβ + 1
4
gµν∇ρ(Aαβ∇ρBαβ +Bαβ∇ρAαβ) , (D.15)
Θ¯antisymµν (Aαβ , B
αβ) :=
1
4
gµν∇ρ(Aαβ∇ρBαβ −Bαβ∇ρAαβ)
↓
+ ∇α(Aµβ∇αBβν −Bβν∇αAµβ)
+∇β(Bµα∇νAαβ −Aαβ∇νBµα) +∇α(Aµβ∇νBβα −Bβα∇νAµβ) .
(D.16)
It is not difficult to prove similar expressions from (D.12), identical except for the signs
marked with an arrow, which are flipped. In particular, the function Θ¯µν is not symmetric
under index lowering and raising of its arguments:
Θ¯µν(Aαβ , B
αβ) = Θ¯µν(A
αβ , Bαβ) + 2∇α(Aµβ∇αBβν −Bβν∇αAµβ) . (D.17)
For two scalars, it is easy to see that
A(δ)B = δgµν
[
−∇µB∇νA+ 1
2
gµν∇ρ(A∇ρB)
]
+O(∇)
= δgµν ϑ¯µν(A,B) +O(∇) , (D.18)
where
ϑ¯µν(A,B) := −∇µB∇νA+ 1
2
gµν(AB +∇ρA∇ρB) . (D.19)
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When Aαβ = Agαβ for some scalar A, the following important formula (up to total deriva-
tives) can be derived from (D.14):
AgαβδB
αβ −Aδ(gαβBαβ) = δgµν(ABµν −BµνA) . (D.20)
This equation is the proof of (D.8). Also, replacing Aαβ = Agαβ or B
αβ = Bgαβ into
(D.14), we get two independent formulæ
Θ¯µν(Agαβ , B
αβ) = ϑ¯µν(A,B) +ABµν −BµνA , B = gαβBαβ , (D.21)
Θ¯µν(Aαβ , Bg
αβ) = ϑ¯µν(A,B) +AµνB −BAµν , A = gαβAαβ , (D.22)
which cannot be combined together unless Bαβ = Aαβ . Similar expressions are obtained
when lowering and raising the indices αβ, but with opposite sign of the second and third
terms of (D.21) and (D.22).
We generalize the above formulæ for an arbitrary form factor (3.2). Since δγ =∑+∞
n=1
∑n
k=1 cn
k−1δn−k, it is not difficult to find
AαβδγB
αβ = δgµνΘµν(Aαβ , B
αβ) , AδγB = δgµνϑµν(A,B) , (D.23)
up to total derivatives, where
Θµν(Aαβ , B
αβ) =
+∞∑
n=1
n∑
k=1
cnΘ¯µν(
k−1Aαβ ,
n−kBαβ) , (D.24)
ϑµν(A,B) =
+∞∑
n=1
n∑
k=1
cnϑ¯µν(
k−1A,n−kB) . (D.25)
Both pairs (Θ¯µν , ϑ¯µν) and (Θµν , ϑµν) are bilinear functionals of their arguments. By virtue
of (D.17),
AαβδγB
αβ 6= AαβδγBαβ , (D.26)
as is obvious when considering the terms of the variation
δ(gµαgνβAαβγBµν) = δ[Aαβγ(g
µαgνβBµν)].
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Also, from (D.23) we get
AgαβδγB
αβ (D.24)= δgµν
+∞∑
n=1
n∑
k=1
cnΘ¯µν(gαβ
k−1A,n−kBαβ) +O(∇)
(D.21)
= AδγB + δgµν
+∞∑
n=1
n∑
k=1
cn(
k−1An−k+1Bµν −n−kBµνkA) +O(∇)
= AδγB
+δgµν
+∞∑
n=1
cn
(
AnBµν −n−1BµνA+n−1ABµν −BµνnA
)
+δgµν
+∞∑
n=1
cn
n−1∑
k=2
(k−1An−k+1Bµν −n−kBµνkA) +O(∇)
= AδγB + δgµν(AγBµν −BµνγA)
+δgµν
+∞∑
n=1
cn
(

n−1ABµν −n−1BµνA
)
+δgµν
+∞∑
n=1
cn
n−1∑
k=2
(k−1An−k+1Bµν −kAn−kBµν) +O(∇)
= AδγB + δgµν(AγBµν −BµνγA) + δgµν
+∞∑
n=1
cn
n∑
k=2

k−1An−k+1Bµν
−δgµν
+∞∑
n=1
cn
n−1∑
k=1

kAn−kBµν +O(∇)
k′=k−1
= AδγB + δgµν(AγBµν −BµνγA) + δgµν
+∞∑
n=1
cn
n−1∑
k′=1

k′An−k
′
Bµν
−δgµν
+∞∑
n=1
cn
n−1∑
k=1

kAn−kBµν +O(∇)
= AδγB + δgµν(AγBµν −BµνγA) +O(∇) . (D.27)
Analogously, Aαβδγ(Bg
αβ) = AδγB + δgµν(AµνγB −BγAµν) +O(∇). Therefore, for any
form factor
Θµν(Agαβ , B
αβ) = ϑµν(A,B) +AγBµν −BµνγA , (D.28)
Θµν(Aαβ , Bg
αβ) = ϑµν(A,B) +AµνγB −BγAµν . (D.29)
In particular,
Θµν(Gαβ , R
αβ)−Θµν(Rαβ , Gαβ) = RµνγR−RγRµν . (D.30)
Moreover, if Bαβ = Agαβ , from (D.27) we obtain
(Agαβ)δγ(Ag
αβ) = DAδγA+O(∇) ⇒ Θµν(Agαβ , Agαβ) = Dϑµν(A,A) . (D.31)
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E Derivation of the Einstein equations (3.4)
The Einstein equations (3.4) can be obtained through the following steps. First, we note
that
δ(GµνγR
µν) = δ
(
GµνγG
µν − 1
D − 2GγG
)
= δ
(
gαµgβν
)
GαβγGµν + 2δGµνγG
µν − 2
D − 2δGγG +Gµν δγG
µν
− 1
D − 2GδγG +O(∇)
= δ
(
gαµgβν
)
Gαβ γGµν + 2δGµν γ G
µν + δR γG+Gµν δγG
µν
− 1
D − 2GδγG +O(∇)
(D.1)
= δ
(
gαµgβν
)
Gαβ γGµν + 2δRµνγG
µν + δgµνRγGµν
+Gµν δγG
µν − 1
D − 2GδγG +O(∇), (E.1)
where G is the trace of the Einstein tensor. From (D.23), the last line is proportional to
δgµν with coefficient
Θµν(Gστ , G
στ )− 1
D − 2ϑµν(G,G) = Θµν(Gστ , G
στ ) +
1
2
ϑµν(R,G)
= Θµν(Rστ , G
στ ) +
1
2
[ϑµν(R,G) −Θµν(gστR,Gστ )]
(D.28)
= Θµν(Rστ , G
στ ) +
1
2
(GµνγR−RγGµν). (E.2)
Then,
2κ2√−g δ(
√−gLg) = δ
√−g√−g (R− 2Λ +GµνγR
µν) + δR + δ (GµνγR
µν)
(E.1)
= δgµν
(
Gµν + Λgµν︸ ︷︷ ︸
1
−1
2
gµν Gαβ γR
αβ︸ ︷︷ ︸
2
)
+δ
(
gαµgβν
)
Gαβ γGµν︸ ︷︷ ︸
3
+2δRµνγG
µν︸ ︷︷ ︸
4
+
1
2
δgµν(GµνγR+RγGµν)︸ ︷︷ ︸
5
+Rµν δγG
µν︸ ︷︷ ︸
6
+O(∇). (E.3)
We labeled the terms with numbers from 1 to 6 for later use; this expression will be
extremely useful to prove the equivalence with the non-local system with auxiliary field
φµν . Using (D.7),
2κ2√−g δ(
√−gLg) = δgµν
(
Gµν + Λgµν − 1
2
gµν GαβγR
αβ
)
+ 2δgµνGσµγGνσ
+δgµν (γGµν + gµν∇σ∇τγGστ − 2∇σ∇µγGνσ)
+
1
2
(GµνγR+RγGµν) + δg
µνΘµν(Rστ , G
στ ) +O(∇) , (E.4)
– 38 –
which yields (3.4). One should be careful about the order of derivative operators acting on
Riemann invariants. For instance, [∇µ,]R = Rµν∇νR. To avoid getting entangled with
commutation formulæ, we have kept the natural order of the operators as it came from the
variation of the action.
When the form factor γ is chosen to be (1.6), the functions Θµν and ϑµν can be written
as parametric integrals rather than sums. The variation of the form factor is based upon
Duhamel’s identity [75]
δe−s = −
ˆ s
0
dq e−q(δ)e(q−s) , q ↔ s− q , (E.5)
which is invariant under a reparametrization q → q′ = s − q. Noting that (1.6) can be
expressed as
γr∗() =
e−r∗ − 1

= −
ˆ r∗
0
ds e−s , (E.6)
one can show explicitly that the variation operation commutes with the integral, δγr∗ =
− ´ r∗0 ds δe−s. Then we have
Aστ δγB
στ (E.6)= −
ˆ r∗
0
dsAστ δe
−sBστ
(E.5)
=
ˆ r∗
0
ds
ˆ s
0
dq Aστ e
−q(δ)e(q−s)Bστ
=
ˆ r∗
0
ds
ˆ s
0
dq e−qAστ (δ)e
(q−s)Bστ +O(∇)
(D.13)
= δgµν
ˆ r∗
0
ds
ˆ s
0
dq Θ¯µν [e
−qAστ , e
(q−s)Bστ ] +O(∇)
=: δgµνΘµν(Aστ , B
στ ) +O(∇) , (E.7)
A (δγ)B
(E.6)
= −
ˆ r∗
0
dsA δe−sB
(E.5)
=
ˆ r∗
0
ds
ˆ s
0
dq A e−q(δ)e(q−s)B
=
ˆ r∗
0
ds
ˆ s
0
dq e−qA (δ)e(q−s)B +O(∇)
(D.18)
= δgµν
ˆ r∗
0
ds
ˆ s
0
dq ϑ¯µν [e
−qA, e(q−s)B] +O(∇)
=: δgµνϑµν(A,B) +O(∇) . (E.8)
Noting that ˆ r∗
0
ds
ˆ s
0
dq f(s, q) =
ˆ r∗
0
dq
ˆ r∗
q
ds f(s, q) , (E.9)
for any f(s, q), we obtain the final expressions
Θµν(Aστ , B
στ ) = −
ˆ r∗
0
dq Θ¯µν [e
−qAστ , γr∗−q()B
στ ] , (E.10)
ϑµν(A,B) = −
ˆ r∗
0
dq ϑ¯µν [e
−qA, γr∗−q()B] . (E.11)
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Both Θµν and ϑµν are symmetric in µν. Also, remember from (D.17) and (D.26) that
Θµν(Aστ , B
στ ) 6= Θµν(Aστ , Bστ ), while ϑµν(A,A) is obviously symmetric with respect to
the exchange of its arguments, since it is unambiguously defined via the invariance q ↔ s−q
of Duhamel’s formula (E.5).
F Derivation of equation (3.13)
In this section, we derive the equations of motion (3.13) stemming from (3.12) in the
presence of matter and for an arbitrary form factor γ with trivial kernel. When varying the
action, we decide that the contravariant symmetric tensor φµν is constant in the metric,
while φµν must be varied. Of course, this is only a convention to make the calculation
consistent, but the final result will be the same. Consequently, using
δ(φγφ) = δ(gαβgµνφ
αβγφµν) = δgαβφ
αβγφ+ δgµνφγφ
µν + gµνφδγφ
µν
= δgµν(φ
µνγφ+ φγφµν) + gµνφδγφ
µν
(D.1)
= −δgµν(φµνγφ+ φγφµν) + gµνφδγφµν , (F.1)
where φ = gµνφ
µν is the trace, the variation δS˜[g, φ]/δgµν is
1√−g δ(
√−g L˜[g, φ]) = δ
√−g√−g L˜[g, φ] + δL˜[g, φ]
(D.3)
= −1
2
gµν δg
µν L˜[g, φ] + δL˜[g, φ]
(D.5)
=
(F.1)
δgµν
(
Gµν + Λgµν − 1
2
gµνXστγφ
στ
)
− δ(gµσgντ )φστγφµν
+2δRµνγφ
µν − 1
D − 2δg
µν(φµνγφ+ φγφµν) +Xµνδγφ
µν
(D.2)
= δgµν
(
Gµν + Λgµν︸ ︷︷ ︸
1
−1
2
gµνXστγφ
στ︸ ︷︷ ︸
2
)
+ δ(gµσgντ )φστγφµν︸ ︷︷ ︸
3
+2δRµνγφ
µν︸ ︷︷ ︸
4
− 1
D − 2δg
µν(φµνγφ+ φγφµν)︸ ︷︷ ︸
5
+Xµνδγφ
µν︸ ︷︷ ︸
6
, (F.2)
where Xµν = 2Rµν −φµν + gµνφ/(D−2) was defined in (3.14). Applying (D.7), (D.24) and
(D.25) and taking into account the energy-momentum tensor (3.3), one obtains (3.13).
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G Equivalence of equations (3.4) and (3.13)
We can make this check by using the formal variations (E.3) and (F.2). Plugging (3.15)
into (F.2), one has
1 = Gµν + Λgµν = 1 ,
2 = −1
2
gµνRστγG
στ = −1
2
gµν GστγR
στ = 2 ,
3 = δ(gµσgντ )GστγGµν = 3 ,
4 = 2δRµνγG
µν = 4 ,
5 = − 1
D − 2δg
µν(GµνγG+GγGµν) =
1
2
δgµν(GµνγR+RγGµν) = 5 ,
6 = RµνδγG
µν = 6 .
H Derivation of equation (4.14)
We split (4.3) into separate contributions, Sg = SR + SΦ + Sχ + Sλ. Variation of the last
term yields
0 = 2κ2
δSλ
δgµν(r¯)
=
1√
g(r¯)
∂r¯[
√
g(r¯)λµν(r¯)]− 1
2
gµν(r¯)Lλ (4.10)= ∂rλµν , (H.1)
which will play no part in the equations of motion if we just choose a gauge where the
Lagrange multiplier λµν is r-independent:
λµν(r, x) = λµν(x) (gauge fixing) . (H.2)
Variation of SR gives the Einstein tensor plus a cosmological constant. Next,
2κ2
δSχ
δgµν
(4.10)
=
(4.11)
ˆ
dDx dr
√−g
ˆ r∗
0
ds
ˆ s
0
dq χµν(r − q) δ
δgµν
Φµν(r′)
(D.13)
=
ˆ r∗
0
ds
ˆ s
0
dq Θ¯µν [χστ (r − q),Φστ (r + q − s)] . (H.3)
Finally,
2κ2
δSΦ
δgµν
=
ˆ
dDx dr
√−g
ˆ r∗
0
ds
{
−δ(g
σσ′gττ
′
)
δgµν
[
Φστ (r)Φσ′τ ′(r − s)
− 1
D − 2Φ
σσ′(r)Φττ
′
(r − s)
]
− 2δRστ
δgµν
Φστ (r − s)
}
− 1
2
gµνLΦ
(D.7)
= −
ˆ r∗
0
ds
{
2Φσ(µ(r)Φ
σ
ν) (r − s)−
1
D − 2 [Φµν(r)Φ(r − s) + Φ(r)Φµν(r − s)]
}
−
ˆ r∗
0
ds
[
Φµν(r − s) + gµν∇σ∇τΦστ (r − s)− 2∇σ∇(µΦν)σ(r − s)
]
−1
2
gµνLΦ . (H.4)
Including the energy-momentum tensor, we get (4.14).
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