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Adolescent psychiatryIn this paper we studied the appropriateness of developing an adaptive version of the Center of Epidemiological
Studies-Depression (CES-D, Radloff, 1977) scale. Computerized Adaptive Testing (CAT) involves the
computerized administration of a test in which each item is dynamically selected from a pool of items until a
pre-speciﬁed measurement precision is reached. Two types of analyses were performed using the CES-D
responses of a large sample of adolescents (N=1392). First, it was shown that the items met the psychometric
requirements needed for CAT. Second, CATs were simulated by using the existing item responses as if they had
been collected adaptively. CATs selecting only a small number of items gave results which, in terms of depression
measurement and criterion validity, were only marginally different from the results of full CES-D assessment. It
was concluded that CAT is a very fruitful way of improving the efﬁciency of the CES-D questionnaire. The
discussion addresses the strengths and limitations of the application of CAT in mental health research.hology, Faculty of Psychology
at 1, 1081 BT Amsterdam, The
er the Elsevier OA license.10 Elsevier Ireland Ltd. Open access under the Elsevier OA license.© 201. Introduction
In the clinical ﬁeld there is a high demand for mental health
assessments which have both a short duration and good quality (e.g.,
Gardner et al., 2004; Cella et al., 2007; Smits et al., 2007). Amethodology
that offers substantial promise in this regard is Computerized Adaptive
Testing (CAT). CAT involves the administration of a test or questionnaire
via the computer. Each item is dynamically selected froma pool of items
and is optimal for the responder in question. CAT relies on modern test
theory, which is also known as Item Response Theory (IRT). It assumes
that the responses to the items of a questionnaire are accounted for by a
latent variable and characteristics of the items. IRT models have item
parameterswhichquantify the relationship between the latent trait and
the item score. In a CAT, after a response is provided by the responder,
the CAT algorithm uses IRT to estimate the responder's provisional
latent construct score, and selects a new item from the total set that is
most informative for this estimate. (Amore extensive description of CAT
will be given in the next section.)
Initially, CAT was designed for cognitive testing (e.g., Wainer,
2000). More recently, various CAT procedures for attitude and
personality assessment have been developed (see, e.g., Reise and
Henson, 2000;Hol et al., 2001, 2005).Moreover, in the last decade, CAT
has received a lot of attention in the ﬁeld of quality of life research. For
example, the Patient Reported Outcomes Measurement Information
System (PROMIS, www.NIHpromis.org, Cella et al., 2007) project has
as its goal the development of CATs for the measurement of physicaland mental outcomes which allow for monitoring the health-related
quality of life of medical patients. CATs have now been developed for
depression (Fliege et al., 2005; Forkmann et al., 2009) and anxiety
(Walter et al., 2007). By contrast, in the ﬁeld ofmental health, CATs are
hardly, if ever, used (e.g., Gardner et al., 2004). For example, a CAT
version of the Center for Epidemiologic Studies-Depression (CES-D)
scale (Radloff, 1977), which is one of the most used depression
screeners in the mental health ﬁeld has not been developed yet. An
adaptive version of the CES-D could potentially improve the efﬁciency
of depression measurement, both in clinical and research settings.
This article has the following goals: (a) to assess whether the items
of the CES-D meet the psychometric requirements needed for
adaptive testing, (b) to study whether an adaptive version of
the CES-D would yield inferences that are similar to those based on
the full CES-D, and (c) to introduce IRT, adaptive testing, and the
requirements for CAT to an audience which is unfamiliar with the
topic. To that end we use the data of a sample of Dutch adolescents
who ﬁlled out the full CES-D on the Internet. These data were used to
(a) canvas the psychometric properties of the CES-D, and (b) as input
for a CAT simulation: for each respondent, the actual responses of the
full administration were used as input for a CAT algorithm. We ﬁrst
provide a short introduction to IRT and CAT for readers unfamiliar
with adaptive testing.
2. Item response theory and computerized adaptive testing
2.1. IRT: the graded response model
IRT provides a much more powerful measurement framework for
testing than does Classical Test Theory (CTT) (e.g., Edelen and Reeve,
2007). In contrast to CTT, IRT does not model the total score, but the
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quality of a single item. Consequently, IRT does, and CTT does not
allow for the selection of items that are most appropriate for a given
test taker, which is an important building block of CAT.
It is instructive to start a discussion of IRT with the two parameter
logistic model (2PL) for cognitive ability tests with correct/false
(dichotomous) outcomes. Typically, the 2PL employs a logit transforma-
tion of the linear equation: w=a(θ−b) to model the probability of a
correct answer on the item. (The logit transformation of quantity
w brings it on a probability, or 0 to 1, scale.) In this equation θ represents
the subject's value on the latent trait scale. Commonly it is assumed that
the distribution of θ over the subjects follows a standard normal
distribution. Parameter a represents the extent to which the item
discriminates between different ability levels. It may also be interpreted
as the strength of association between the item and the construct being
measured. Theb represents the itemthreshold, i.e., thevalueon the latent
trait scale above which a correct answer is expected (i.e., the probability
of a correct answer is higher than of a false answer). The bparameters are
often called ‘difﬁculty’ parameters, but when modeling mental health
instruments they can better be thought of as ‘difﬁculty to endorse’.
Consider two CES-D items: (5) ‘I had trouble keepingmymind onwhat I
was doing’ and (17) ‘I had crying spells’ that are to be answered by either
yes or no. The second itemwould bemore difﬁcult to endorse because it
presents a more extreme situation demanding a higher position on the
latent depression variable to give an afﬁrmative answer. Thus, it would
have the higher estimated item difﬁculty.
The common version of the CES-D does not use a scale with two
(yes/no) but with four categories (less than 1 day, 1–2 days, 3–4 days,
5–7 days, scored with 0, 1, 2, and 3, respectively). Therefore, IRT
models for polytomous instead of dichotomous responses should be
used. There are several IRT models for ordered polytomous items,
such as the Graded Response Model (GRM, Samejima, 1969), and the
Partial Credit Model (Muraki, 1992). Although these models will yield
nearly identical estimates of the person parameters, there are at least
two reasons to prefer the GRM. First, GRM has parameters which can
be interpreted in terms of the responder behavior, i.e., ﬁlling out
questionnaire items with a Likert rating scale, whereas others do not
(Van Engelenburg, 1997; also see Mellenbergh, 1995). Second, GRM is
easier to understand and illustrate to users than the other models
(Reeve et al., 2007). The GRM is a generalized version of the 2PL. The
2PL can be interpreted as modelling the probability of ‘stepping’ from
the lower (‘no’) to the higher item category (‘yes’). Likewise, the GRMTable 1
Estimated GRM parameters of the items of the CES-D (N=1392).
Item Item parameters
a (SE)
1 I was bothered by things that usually don't bother me 1.73 (0.11)
2 I did not feel like eating; my appetite was poor 0.93 (0.08)
3 I felt that I could not shake off the blues 2.26 (0.14)
4 I felt that I was just as good as other people 0.99 (0.08)
5 I had trouble keeping my mind on what I was doing 1.35 (0.09)
6 I felt depressed 2.63 (0.15)
7 I felt that everything I did was an effort 1.49 (0.10)
8 I felt hopeful about the future 1.19 (0.09)
9 I thought my life had been a failure 2.40 (0.16)
10 I felt fearful 1.51 (0.11)
11 My sleep was restless 1.16 (0.09)
12 I was happy 2.04 (0.11)
13 I talked less than usual 1.31 (0.09)
14 I felt lonely 2.40 (0.14)
15 People were unfriendly 1.26 (0.09)
16 I enjoyed life 1.97 (0.11)
17 I had crying spells 1.84 (0.13)
18 I felt sad 2.90 (0.16)
19 I felt that people disliked me 1.76 (0.11)
20 I could not get going 1.52 (0.10)
Note. a is the discrimination parameter; the bs are location parameters; SE is standard errodescribes the probabilities of stepping from a lower category to higher
categories; whereas the 2PL models one step, the GRM has a number
of steps that is equal to the number of item categories minus one. For
each of the steps, the GRM model employs a logit transformation of
the linear equation wj=a(θ−bj). Again, a is the item discrimination
parameter (which is identical for all steps within a single item) and bj
represents the threshold parameter of step j. The set of threshold
parameters gives the boundaries on the latent variable scale above
which one is expected to step from the lower to a higher category (i.e.,
for which this probability is higher than 50%). The order of the
difﬁculties conforms to the order of the item categories: the value of
the threshold between category 0 and 1 lies below the threshold
between category 1 and 2, etcetera. Within this model, the item score
equals the number of steps completed and is interpreted as a graded
score. If a given step is completed, all steps which are less difﬁcult are
completed too. Alternatively, if a step is failed, all steps which are
more difﬁcult are failed too (Van Engelenburg, 1997). Once the
discrimination and threshold parameters are estimated, these values
can be used to obtain so-called Category Response Curves (CRCs),
which describe the probability of choosing each response category as
a function of the latent trait score (e.g., Embretson and Reise, 2000,
chap. 5).
The estimated GRM parameters of the CES-D data used in the
current study (details will be given in the sections that follow) are
shown in Table 1; the category response curves for items 5 and 17 are
displayed in Fig. 1. The discrimination parameters indicate that item 5
(a=1.35) has a somewhat lower ability to demarcate ﬁne gradations
among persons with similar levels of depression than item 17
(a=1.84). This also becomes apparent in the category response
curves: for item 17, the curves are somewhat steeper (for the highest
and lowest category) and more narrow and peaked (for the middle
categories) than for item 5. In addition, the curves of item 5 suggest
that subjects with a latent trait value lower than −0.87 have the
highest probability of choosing category 0; subjects with values
between−0.87 and 0.27 aremore likely to choose category 1; subjects
with values between 0.27 and 1.73 are more likely choose category 2,
and subjectswith values of 1.73 and above have the greatest likelihood
of choosing category 3. In addition, when comparing the category
response curves of the two items, it can be seen that item 5 is generally
more easily endorsed because its curves are located more to the left.
This becomes even more apparent when focusing, for example, on
subjectswith a latent depression score half a standard deviation aboveb1 (SE) b2 (SE) b3 (SE)
0.07 (0.05) 1.50 (0.09) 3.19 (0.21)
0.54 (0.09) 2.14 (0.18) 3.55 (0.30)
0.73 (0.05) 1.55 (0.08) 2.42 (0.12)
−0.37 (0.09) 0.97 (0.12) 2.02 (0.19)
−1.04 (0.09) 0.38 (0.07) 1.95 (0.13)
0.38 (0.04) 1.34 (0.07) 2.23 (0.10)
−0.02 (0.06) 1.32 (0.09) 2.53 (0.16)
−0.68 (0.08) 0.96 (0.10) 2.18 (0.17)
0.72 (0.05) 1.52 (0.07) 2.23 (0.11)
0.73 (0.07) 2.08 (0.13) 3.28 (0.23)
−0.05 (0.07) 1.36 (0.11) 2.60 (0.19)
−0.22 (0.05) 1.02 (0.07) 2.04 (0.11)
0.10 (0.06) 1.65 (0.11) 2.96 (0.20)
0.22 (0.04) 1.20 (0.06) 2.07 (0.10)
0.36 (0.07) 2.13 (0.14) 3.75 (0.29)
−0.14 (0.05) 1.16 (0.07) 2.10 (0.12)
0.78 (0.06) 1.66 (0.09) 2.58 (0.15)
0.12 (0.04) 1.24 (0.06) 2.18 (0.10)
0.23 (0.05) 1.41 (0.09) 2.77 (0.16)
−0.03 (0.06) 1.29 (0.09) 2.50 (0.16)
r of the parameter estimate.















































Fig. 1. Estimated category response curves for items 5 (upper panel) and 17 (lower
panel) of the CES-D scale.
149N. Smits et al. / Psychiatry Research 188 (2011) 147–155the mean (θ=0.50); they are most likely choose category 2 on item 5,
and category 0 on item 17.
2.2. Computerized adaptive testing
CAT successively selects questions in order to maximize the
precision of the test, based on what is known about the subject from
previous questions. The net result of this procedure is that subjects
receive only those items that are in line with their mental health level,
thereby avoiding items that are either too easy or too difﬁcult to
endorse. For example, if a subject chooses a high category on an item
of intermediate difﬁculty, (s)he will then be presented with a more
difﬁcult question. Or, if (s)he chooses a low category, (s)he will be
presented with a question with low difﬁculty. As a result of the
adaptive administration, different subjects may receive quite different
item sets.
IRT-based CAT algorithms are often said to consist of the ﬁve
following building blocks (see, e.g., Weiss and Kingsbury, 1984, or
Wainer, 2000).
2.2.1. Calibrated item pool
First, the items of the complete test (the ‘test pool’, or ‘item bank’)
should be calibrated with an IRT model. The choice of the model to be
used should depend on the format of the test items (e.g., Edelen and
Reeve, 2007). In addition, to obtain sound estimates of the parameters
of the IRT model, the calibration sample should be a large and random
sample from the targeted population. Self-evidently, the model
chosen should ﬁt the resulting item responses (Reeve et al., 2007).
2.2.2. Starting level
Second, in a CAT, item selection is based on the subject's responses
up to a given point in the test. Commonly, nothing is known about the
subject prior to the administration of the ﬁrst item, however, andsome provisional estimate of the latent trait is needed for the selection
of this item (Wainer, 2000). CAT algorithms often start by selecting
the item that is most informative for the average latent trait score.2.2.3. Item selection
Once the CAT has an estimate of the subject's latent trait, it selects a
new item which is most appropriate for this estimate. This is done by
selecting the item with the greatest information at that point. This so-
called statistical information is a function of the item parameters and is
related to the measurement error of the estimated latent variable. The
higher the information of an item, themore it reduces themeasurement
error associatedwith that estimate. For example, in the 2PL, the amount
of information an item provides is maximized around that point of the
latent trait scale which is equal to the difﬁculty of the item (Embretson
and Reise, 2000). The rules regarding what factors inﬂuence item
information are muchmore complex in polytomousmodels such as the
GRM. For such models, the amount of information a speciﬁc item
provides depends both on the size of the discrimination parameter and
the spreadof the threshold parameters (e.g., Embretson andReise, 2000,
chap. 7).2.2.4. Scoring method
After the administration of each item, the CAT updates the
estimate of the subject's mental health level. There are generally
two latent trait estimation methods: Maximum Likelihood (ML) and
Bayesian estimation. The ML approach estimates θ as the value which
has the highest likelihood of producing the observed responses
(Thissen, 1991). By contrast, Bayesian estimation uses in addition to
this likelihood an a priori population distribution of the latent
variable, such as the standard normal (e.g., Embretson and Reise,
2000). As a result, Bayesian estimation can and ML estimation cannot
provide an estimate for item response patterns which consist
exclusively of either extreme lower or extreme higher categories. In
mental health applications, a large portion of responders is usually
mentally healthy and their response patterns will therefore consist of
extreme lower category answers only. In such applications Bayesian
procedures seem more appropriate than ML procedures.2.2.5. Stopping rule
The CAT algorithm alternately administers items and updates the
estimate of the subject's latent trait score until the item pool is
exhausted unless a termination criterion is speciﬁed. This criterion
typically consists of either a ﬁxed number of items administered or a
pre-speciﬁed level of measurement precision. The latter criterion is
met when the subject's standard error of θ is small enough.3. Psychometric evaluation of CES-D scale and CAT simulation
To convince both mental health researchers and practitioners of
the usefulness of CAT, and more particularly of an adaptive version of
the CES-D, two types of analyses were performed. First, it was studied
to what extent the items of the CES-D met the requirements needed
for IRT modeling, which lies at the core of CAT. Second, a CAT
algorithm was simulated by employing the subjects’ full CES-D item
responses as if they had been collected adaptively. Adaptive
assessments under several levels of measurement precision were
simulated. For each respondent, the CAT was run until the standard
error (SE) of her (his) estimated latent depression score (θ) was small
enough. Next, it was studied to what extent the outcomes of the
adaptive assessments corresponded to those of the full assessment.
More speciﬁcally, the congruity of latent depression estimates, and
the association of these estimates with other measures of depression
were investigated.
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4.1. Participants
The sample consisted of 1392 Dutch adolescents (64% females) with an average age
of 15.20 years (S.D.=1.03, range 12–17). They were recruited both via secondary
schools, and directly via the Internet. A selection of 243 of these adolescents
participated in a telephone interview to determine the presence of depression
according to diagnostic criteria (measured with the MINI diagnostic interview, see
below). More details on the sample selection can be found in Cuijpers et al. (2007).
4.2. Depressive symptomatology
The Internet questionnaire comprised, among other things, three scales associated
with depression. The CES-D (Radloff, 1977) is commonly used as a ﬁrst-stage screener
for depression, and as an indicator of the severity of depression in the previous two
weeks. The CES-D is a twenty-item scale. Each item is scored on a Likert rating scale
from 0 to 3 and its total score ranges from 0 (no depressive complaints at all) to 60
(many depressive complaints). The CES-D is a well-validated and much-used
instrument in many studies both internationally and in the Netherlands, including
studies with adolescents (Bouma et al., 1995). Coefﬁcient alpha of the CES-D scale in the
present sample was 0.93.
The Dutch version of the Major Depression Inventory (MDI, Bech et al., 2001) was
used aswell. TheMDImeasures the 9DSM-IV symptomswith 10 questions, and assesses
the presence of these symptoms in the past twoweeks (ranging from not at all to all the
time). Each item is scored on a Likert rating scale from 1 to 6 and its total score ranges
from 10 to 60. The MDI has good psychometric properties in adolescents populations
(Cuijpers et al., 2007). Coefﬁcient alpha for this scale in the present sample was 0.91.
The Internet questionnaire contained four items associated with the energetic level
of the respondent as well. The items, which have a Likert scale ranging from 0 to 10,
deal with the extent to which responders participate in leisure activities, have
encounters with friends, help their parents in household activities, and do their best at
school related work. The item scores were reversed and should correlate positively
with depression. The ﬁrst factor resulting from a principal components analysis on
these items accounted for 66% of the item variance. Coefﬁcient alpha for this inactivity
sum score was 0.83.
4.3. Diagnostic criterion
To determine the presence of a depressive disorder in the subjects participating in the
telephone interview, the International Neuropsychiatric Interview (MINI), depression
sectionwasused. TheMINI is a brieﬂyworded structured interviewtodiagnosepsychiatric
disorders according to the DSM-IV and ICD-10 (Sheehan et al., 1998). The MINI has been
reported to have good validity and reliability and has been used previously in adolescent
populations (Chabrol et al., 2002). According to the MINI, the rates of interviewed
adolescents (N=243) suffering from minor and major depression, were 4.1%, and 8.7%,
respectively.
4.4. Psychometric evaluation calibration of the CES-D items
To study the quality of the CES-D items as input of an adaptive version, we followed
the methodology as recommended by the PROMIS project (see, Reeve et al., 2007). We
focused on effect sizes, not on statistical signiﬁcance. Because most ﬁt statistics are
sensitive to sample size, statistically signiﬁcant outcomes are trivial (models never ﬁt
perfectly, and any deviation can be detected when increasing sample size).
Most IRT models, such as GRM, assume that the item responses on a test are
indicators of a single latent construct. In other words, differences between respondents
to the item responses are accounted for by differences in their standing on a single
dimension. Evidently, for GRM to be a valid description of the CES-D, its item scores
should be unidimensional. Although CAT has the same assumptions as the IRT model it
uses, inferences from adaptive testing rely upon these assumptions more heavily
(Wainer, 2000). Because CAT generally selects only a subset of the total item bank, it is
possible that a multidimensional test would give latent trait estimates in the CAT that
differed between respondents on the items used, and therefore on the extent to which
the intended factor played a role in the observed item responses. Unidimensionality,
therefore, is very important in CATs.
To study the dimensionality of the CES-D items, Conﬁrmatory Factor Analysis (CFA)
was performed on the polychoric correlation matrix. Polychoric instead of Pearson
correlations are needed because the item scores have an ordinal instead of a metric
scale (e.g., Bollen, 1989, p. 441). Model ﬁt (see, Reeve et al., 2007) was assessed using
ﬁve popular ﬁt indices: the Comparative Fit Index (CFIN0.95 for good ﬁt), Root Mean
Square Error of approximation (RMSEAb0.06 for good ﬁt), Tucker Lewis Index
(TLIN0.95), Standardized Root Mean Residuals (SRMRb0.08 for good ﬁt), and average
residual correlations (b0.10 for good ﬁt). In addition, it was studied howmuch variance
the ﬁrst factor in a principal components analysis on the polychoric correlations
explained. According to the criterion of Reckase 1979, cited in Hambleton, 1988) a one
dimensional test should explain at least 20% of the test variance. In addition, it was
studied howmuch the second factor explained; a ratio of explained variance of the ﬁrst
to the second factor of 4 or higher is commonly accepted as supportive of
unidimensionality (Reeve et al., 2007).A concept which is related to dimensionality is local independence. It means that
after taking care of the dominant factor (or factors in an intentionally multidimensional
test) there should be no relations between the items. In other words, if the dimension of
interest, depression, is held constant, all covariance among the items of the CES-D
should be random. When local dependence exists, IRT parameter estimates may be
biased, and this may lead to inaccurate depression estimates in the CAT. To test local
dependence, the matrix of residual correlations resulting from the one factor CFA was
studied. Coefﬁcients with values higher than 0.2 were considered as possibly locally
dependent (Reeve et al., 2007). In addition, modiﬁcation indices were calculated for the
estimated CFA model to serve as statistics to detect local dependency (Reeve et al,
2007).
Many IRT models, such as the GRM, use a logistic function to link the latent trait to
the item categories. Plots of such estimated S shaped functions, are often referred to as
item characteristic curves or trace lines, and the postulation of logistic trace lines
originates from the assumption that the probability of endorsing an item increases as
the underlying latent trait increases. This monotonicity assumption is often studied by
plotting empirical trace lines. The respondents are split up according to their sum score,
and the relative frequency of stepping from a lower to higher item categories is plotted
for each of the subgroups. These trace lines then, should be a nondecreasing function of
the sum score. This means that with increasing values of the sum score, the probability
of an item step is allowed to increase or to remain constant, but not to decrease. In
addition to this, the trace lines of the lower categories should be located on the left side
of the trace lines of the higher categories. The monotonicity of the CES-D items was
studied usingMokken scaling (e.g., Mokken, 1971), which is based on a non-parametric
IRT model, and can easily be engaged to study empirical trace lines. In addition, we
studied the accompanying scalability coefﬁcient which can be seen as a measure of
monotonicity.
To study themodel ﬁt of GRM on the CES-D items, several analyses were performed.
First, category response curves (CRCs) were plotted per item to see on what intervals
on the latent depression scale each of the four item categories were most frequently
chosen. Items with one or more categories that failed to show such an interval, were
considered as items with possibly poor ﬁt. In addition to this, item and test information
plots were studied.
Second, the G2 statistic (e.g., McKinley and Mills, 1985) was used to compare
observed response frequencies and expected frequencies under the estimated GRM
model. This statistic splits up the latent trait variable into 10 groups, and uses the
average latent trait score in each group to obtain expected item category frequencies
under GRM for each item. For a proper use of G2 it is necessary that the expected
frequencies in the cells are at least ﬁve; if this is not the case, the sample should be split
using larger subgroups until an expected frequency is ﬁve or higher is obtained.
Evidently, for items to comply with the model, the expected and observed frequencies
should be approximately equal. Adjusted Pearson residuals (e.g., Agresti, 2002, p. 81)
were calculated for studying the cells of these tables; values with an absolute value
exceeding three were interpreted as a possible lack of ﬁt.
Third, local independence under the GRM was studied using Yen's (1993) Q3
statistic. This statistic calculates the residual item scores under the GRM (i.e., observed –
expected scores), and correlates these among items. To assess lack of model ﬁt, we used
Cohen's (1988) rules of thumb for correlation effect sizes: Q3's between 0.24 and 0.36
are moderate deviations, and values of 0.37 and larger represent large deviations.
Another assumption of IRT models is that the same item parameters apply for all
respondents. If parameter values differ between groups, a test is said to suffer from
Differential Item Functioning (DIF, e.g. Embretson and Reise, 2000, chap. 10). The
consequence of DIF is that respondents from different groups, who actually have an
identical score on the latent trait, have a different probability of endorsing an item.
Consequently, the estimated latent trait scores may be different. Moreover, DIF makes it
very difﬁcult to compare the latent trait estimates of such groups. Adaptive tests may be
more vulnerable to the effects ofDIF onvalidity thanﬁxed tests (Wainer, 2000; Reeveet al.,
2007), because in shorter assessments, DIF items may have a higher impact.
We performed DIF analysis with respect to age, gender, and school type. To reduce
the number of levels, age and school type were recoded. Age was split up into three
levels (12 to 14, 15, and 16 to 17), which resulted in groups of approximately equal
size; school type was split up into three levels of secondary education: low, middle, and
high, which resulted in three groups of approximately equal size.
Many different ways of detecting DIF have been developed (see, e.g., Rupp and
Zumbo, 2006; Reeve et al., 2007). These all come down to testingwhether the trace lines
of the items are similar in two or more groups. Trace lines can differ in two ways. First,
they can be parallel, but have a different location on the theta scale, a situation which is
referred to as uniform DIF. Second, trace lines can be both nonparallel and have a
different location,which is called nonuniformDIF. For amore extensive discussion of DIF
and DIF detection methods, see Holland andWainer (1993). We performed DIF analysis
using ordinal regressionmethods (e.g., Crane et al., 2006), and focused on any deviation
of the tracelines (i.e., we did not differentiate between uniform and nonuniformDIF, but
contrasted no DIF models with any DIF models). As a measure of effect size we used the
change in McFadden's R2, and followed the suggestion of Choi et al. (in press) of using a
value of 0.02 as a critical value for rejecting the null hypothesis of no DIF.
4.5. The simulated CES-D CAT
To simulate the adaptive version of the CES-D, a CAT program was written in the
statistical environment R (R Development Core Team, 2005). To perform a simulation
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(b) a data ﬁle with scores on its items as input. In the simulation, for each responder in
the data ﬁle, the full set of CES-D item responses was used, and item scores were
selected from it and evaluated as if they were being collected adaptively.
Although the estimates of the complete sample (see, Table 1) are the best estimates
of the population GRM parameters, it would be unfair to use these estimates as input in
the present CAT simulation. Using the same sample to both calibrate the items and to
simulate the CAT upon, may lead to capitalization on chance, providing ﬂattering
outcomes. To deal with this problem we performed two-fold cross validation (see, e.g.,
Stone, 1974). The sample was randomly split in two equally sized groups. For each of
the two sub-samples the parameters of the GRM were estimated. (The two parameter
sets were very similar to those of the full sample.) Subsequently, each set of estimates
was used as input for the CAT of subjects in the other sample. In other words, for each
respondent, the simulated CAT used item parameters that were estimated in the sub-
sample (s)he did not belong to.
In the CAT procedure the entry level was set to 0. The item with the largest item
information at this initial latent depression value, item 18, was chosen as the ﬁrst item.
Consequently, all respondents answered the same ﬁrst item. The estimation of θ was
performed using a Bayesian method, called Maximum a Posteriori (MAP, e.g.,
Embretson and Reise, 2000, chap. 7), which assumed θ to follow a standard normal
distribution. The stopping rule employed was the pre-speciﬁed level of measurement
precision. To illustrate the impact of this rule, the CAT was run under several levels of
minimally required standard errors of θ (SEs of 0.3, 0.4, 0.5, 0.6, 0.7, and 0.8). To give
readers unfamiliar with IRT an impression of the magnitude of these SEs, an
approximate value of corresponding classical reliability will be given in the results
section.
4.5.1. Comparing complete and CAT data
Evidently, for an adaptive CES-D to be efﬁcient, its estimates should be very similar
to those of the full assessment. Moreover, the usefulness of the CAT estimate, for
example in diagnosing depression, should be similar to that of the ﬁxed questionnaire
estimate.
Two analyses were performed to determine the extent to which CAT data were in
accordance with complete data. In the ﬁrst place, CAT estimates of latent depression
were compared with estimates resulting from the full assessment (i.e., 20 item scores),
using Pearson correlations between the estimates.
The other analysis focused on the correspondence in criterion validity (e.g.,
McDonald, 1999) between ﬁxed test and CAT estimates; that is, these two types of
estimates were compared at their relation with other measures. All four criteria were
associated with depression. The ﬁrst criterion variable was the MDI, an alternative
measure of depression severity; the second was the inactivity scale. Both scales were
described in the Depressive symptomatology section. The concurrent validity was
determined using the Pearson correlation coefﬁcient.
The other two criteria were a major depression classiﬁcation and an ‘either major
or minor’ depression classiﬁcation based on the telephonic MINI diagnosis. The
predictive utility for these two outcomes was expressed in the Area Under the Curve
(AUC) of the receiver operating curve. The AUC can be seen as the probability that a
randomly selected depressed person scores higher on the depression scale than a
randomly selected healthy person (e.g., Zweig and Campbell, 1993). Note that the
depression classiﬁcations were only available for the sub-sample participating in the
telephone interview (N=243), and that the AUCs were based upon these observations.
4.6. Software
CFAwas performed in LISREL (Jöreskog and Sörbom, 2006). All other analyses were
performed in the free statistical package R (R Development Core Team, 2005). For the
estimation of the item parameters, the ltm (Rizopoulos, 2006, 2007) library was used.
The polychoric correlations were obtained with the polycor library (Fox, 2007). The
AUCs were calculated with the ROCR library (Sing et al., 2005). Mokken scaling was
performed using the mokken library (Van der Ark, 2007, 2009). DIF detection was
performed using the lordif library (Choi, 2009b). The code of the CAT algorithm
consisted of an adjustment of, and additions to the code of the ltm library, and may be
obtained from the ﬁrst author.
5. Results
5.1. Psychometric evaluation of CES-D scale
5.1.1. Unidimensionality
The one factor CFA model had four ﬁt indices (CFI, TLI, SRMR, and
average residual correlations) which showed good ﬁt. The RMSEAwas
somewhat higher (0.07) than what is commonly required for good ﬁt;
values between 0.06 and 0.08 are commonly considered to reﬂect fair
ﬁt, however (e.g., Edelen and Reeve, 2007). Moreover, the ﬁrst factor
in a principal components analysis on the polychoric correlations
accounted for 51% of the questionnaire variance, amply meeting the
Reckase criterion of 20%. In addition, the second factor only explained7% of the variance which gave a ratio of variance explained of the ﬁrst
two factors of about seven which is much higher than the required
minimum of 4. On the basis of these results we concluded that the
CES-D items shared a single common factor.
5.1.2. Local independence
Only one out of the 190 (1/2×19×20) item pairs had a residual
correlation that was higher than 0.20: items 15 (‘People were
unfriendly’) and 19 (‘I felt that people disliked me’) had a value
equal to 0.23. It is apparent that, in addition to being an indicator of
depression, both items are associated with the way in which the
respondent interprets encounters with others. By contrast, the
modiﬁcation indices in LISREL, were all equal to zero. On the basis
of these outcomes we concluded that the items of the CES-D hardly
suffered from local dependence.
5.1.3. Monotonicity
Mokken scaling showed that the CES-D scale complied with
monotonicity to a high extent. Only three of the 20 items (4, 12 and
16) had some violation of monotonicity in that their tracelines
sometimes decreased with increasing sum scores. These deviations
were very mild, however. The scalability coefﬁcient of the whole scale
was 0.43, which according to rules of thumb (e.g., Van der Ark, 2007)
is a scale of moderate quality. All of the items had scalability
coefﬁcient that were higher than the lower bound of 0.3. On the
basis of these outcomes it was concluded that the items of the CES-D
scale met the assumption of monotonicity.
5.1.4. GRM ﬁt
The parameter estimates of the GRM for the CES-D items are
shown in Table 1. The second column of the table shows the a
(discrimination) parameters; item 2 has the lowest, and item 18 has
the highest strength of associationwith the latent depression variable.
The other columns show the estimates of the threshold parameters
and their standard errors (SE). Notice that within each item, the
threshold parameters are ordered as should occur in the GRM. In
addition, the SEs of parameters b2 and b3 are somewhat higher than of
b1. This occurs because the lowest threshold parameter estimates are
closer to the center of the θ distribution, which contains more
observations. Second, on the basis of the estimated item parameters,
for each adolescent a latent depression score (θ) was estimated.
Sixteen of the 20 CES-D itemshad CRCplotswhich looked likewhat
is ideally expected (among these, items 5 and 17; see their curves in
Fig. 1). These plots exhibited for each item category a distinct interval
on the latent trait scale for which the probability of choosing it was
highest. Two items (2 and 8) had plots for which the interval for
category 2 was somewhat narrow. For item 4, the ﬁt was poor: there
was no location on the latent depression scale for which the
probability of choosing category 2 was highest. Inspection of the
distribution of the category usage showed that this misﬁt did not stem
from an underuse of one or more categories; therefore combining two
categories (e.g. 2 and 3) was not an option. In addition, the item and
test information plots showed that the CES-D scale was most
informative on the right side of the average latent depression score.
The test information (also, see Fig. 2) was roughly normally
distributed, with a peak at θ=1.30, and about 50% of the information
for 0bθb2.
The use of the G2 statistic was problematic because for as much as
12 of the 20 items it was impossible to collapse groups to get expected
values of at least 5. This originated from the GRM never expecting
respondents with high mental health (low depression) to choose a
high item category. Consequently, G2 was of no use, and therefore for
assessing GRM model ﬁt we focused on other outcomes.
Four of the 190 item pairs had Q3 values that showed at least a
moderate deviation of model ﬁt: item pairs 8 and 12, 8 and 16, 15 and
19, hadmoderate values, whereas pair 12 and 16 showed a large value































Fig. 2. The relationship between the latent depression (θ) estimate and the number of
administered items for stopping rule ‘SE(θ)b0.3’ (dots represent respondents). The
curve represents test information as a function of θ.
Table 2










CAT θ and complete
test θ
Mean S.D.
None 20.000 0.000 0.290 0.900a 1.000
SE(θ)b0.3 12.669 5.767 0.323 0.876 0.988
SE(θ)b0.4 7.022 5.484 0.388 0.814 0.955
SE(θ)b0.5 4.038 3.869 0.459 0.720 0.916
SE(θ)b0.6 2.549 1.942 0.528 0.581 0.868
SE(θ)b0.7 1.269 0.444 0.598 0.330 0.815
SE(θ)b0.8 1.000 0.000 0.626 0.201 0.795
a Coefﬁcient alpha for the full CES-D was 0.93.
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relationship between some items over and above their relation with
the latent depression score. When looking at the content of the items
this was conﬁrmed. For example, items 8, 12, and 16 consist of a short
statement associated with wellbeing: hopeful, happy, and enjoying
life. It may be argued that the CES-D has some unbalance in its item
design in that some aspects, such as wellbeing, appear in more items
than others, which causes them to co-vary after controlling for the
dominant dimension. Most of these deviations were only moderate,
however.
As a ﬁnal step in assessing GRM model ﬁt, the latent depression
score was estimated for all respondents, and correlated with the
traditional CES-D sum score. The correlation was 0.97, which was
interpreted as a good ﬁt of the GRM to the data.
5.1.5. Differential item functioning
Of the three grouping variables, age, school type, and gender, only
the latter showed DIF for one item. Item 17, which has a content
associated with crying, showed that girls had a higher probability of
choosing a high response category than boys with an identical latent
depression score. DIF plots showed that the difference between girls
and boys peaked near θ=2. When looking at the density-weighted
impact (see, Choi, 2009b), a measure which takes the relative
frequency of theta into account, it turned out that the impact of DIF
of item 17 was rather low in the present population.
5.1.6. Conclusion
The psychometric analyses showed that the items of the CES-D
scale showed many strengths and some weaknesses. The item set
showed both unidimensionality andmonotonicity. By contrast, the Q3
statistics, showed that there was some residual correlation between
some of the items when controlling for the IRT model's latent trait
score. Fortunately, most of these deviations were only moderate. In
addition, item 17 (‘crying spells’) showed DIF for gender. Fortunately,
the practical impact of DIF in the present population was found to be
only very small. Although there is some room for improvement, it was
concluded that the item set of the CES-D was a valid input for an
adaptive test.
5.2. CES-D CAT simulation
5.2.1. Characteristics of the CAT
Table 2 shows several characteristics of the CAT procedure under
the different levels of measurement precision. The ﬁrst row shows the
CAT outcomeswhenno stopping rulewas applied. Theﬁrst and second
columns show the average number of items administered and the
associated standard deviation (S.D.). Clearly, the higher the level ofmeasurement precision, the higher the number of items administered.
Likewise, the higher the level ofmeasurement precision, the higher the
standard deviation of this number.
The third column shows the average SE of the ﬁnal θs for each level
of measurement. One might expect the ﬁnal SEs to always be smaller
than the SE of the stopping rule. However, this is not true, and is most
evident for stopping rule ‘SE(θ)b0.3’, which has an average SE of
0.323. For each level of SE, there were some respondents for whom
the item pool was exhausted before the pre-speciﬁed measurement
was met (i.e., SE was higher than desired). This becomes apparent in
Fig. 2 which shows the number of items administered as a function of
the estimated θ in the CATwith the strictest stopping rule. Particularly
on the lower side of the latent depression scale, the complete set of
items had to be administered. This is a result of the distribution of the
threshold parameters of the CES-D items (see Table 1). These
parameters were mostly located on the positive side of the θ scale,
providing less information for persons situated on the lower part of
the scale, therefore requiring the administration of more items.
Evidently, test information did not explain all differences because
even for some observations with latent trait estimates more to the
right hand side, a high number of items was used; this resulted from
inconsistent response behavior.
To allow for a comparison between the CATs precision and the
classical reliability of the full CES-D test, we provide an estimate of
marginal reliability (Green et al., 1984) in the fourth column of
Table 2. In IRT modeling, measurement precision usually varies as a
function of the latent trait, and precision is not summarized using a
single overall reliability. Marginal reliability is an average reliability
over levels of the latent trait, and for ensuring an accurate estimate,
the test information should be uniformly distributed over the latent
trait scale (e.g., Wainer, 2000). Earlier we noted that the CES-D test
information was peaked; therefore it should be kept in mind that the
current estimates of reliability are inaccurate, and used for illustrative
purposes. Nevertheless, it is obvious that reliability decreases as the
CAT uses a stopping rule with a higher standard error.
Theﬁfth column shows the correlations between the complete data
and CAT θ estimates. These correlationswere rather high. For example,
although the respondents answered on average only 4 of the 20 items
in the ‘SE(θ)b0.5’ CAT, a correlation of 0.916was found. Self-evidently,
the correlations decreased as measurement precision decreased, with
a substantially lower correlation (0.795)when administering only one
item in the ‘SE(θ)b0.8’ CAT.
5.2.2. Criterion validity of the CAT
Table 3 shows the relationship between the CAT estimates and
depression-related variables. Results were highly similar for these
four measures: the criterion validity was an increasing function of the
required measurement precision of the CAT.
The correlation of the complete data θ with the MDI (column one)
was 0.834. This correlation became smaller as measurement precision
went down. For example, when using the ‘SE(θ)b0.5’ rule (average
Table 3
Relationship with external criteria (95% conﬁdence intervals between brackets) of the CAT estimates under several stopping rules.
Stopping rule MDIa (r) Activitya (r) Major depressionb (AUC) Any depressionb (AUC)
None: sum score 0.873 (0.859–0.885) 0.615 (0.581–0.647) 0.864 (0.794–0.934) 0.812 (0.741–0.884)
None: θ^ 0.836 (0.819–0.851) 0.603 (0.568–0.635) 0.857 (0.778–0.935) 0.812 (0.738–0.885)
SE(θ)b0.3 0.802 (0.782–0.820) 0.577 (0.541–0.611) 0.837 (0.751–0.923) 0.797 (0.717–0.877)
SE(θ)b0.4 0.757 (0.733–0.778) 0.551 (0.513–0.586) 0.830 (0.742–0.918) 0.789 (0.704–0.874)
SE(θ)b0.5 0.729 (0.703–0.753) 0.524 (0.485–0.561) 0.834 (0.743–0.924) 0.785 (0.698–0.872)
SE(θ)b0.6 0.685 (0.656–0.712) 0.480 (0.439–0.519) 0.800 (0.709–0.892) 0.768 (0.681–0.855)
SE(θ)b0.7 0.683 (0.654–0.710) 0.456 (0.413–0.496) 0.792 (0.693–0.890) 0.761 (0.670–0.852)
SE(θ)b0.8 0.679 (0.649–0.706) 0.446 (0.403–0.487) 0.786 (0.681–0.890) 0.751 (0.653–0.849)
Note. r is the Pearson correlation; AUC is the area under the ROC-curve.
Any depression is either a major or a minor depression.
a N=1392.
b N=243.
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The concurrent validity correlation of the complete data θ and inactivity
was 0.601 (column two). This value dropped as the assessment became
shorter. For example, the CAT using the ‘SE(θ)b0.8’ rule (administering
only a single item) gave a concurrent validity of 0.446.
The last two columns of Table 3 report on the CAT's diagnostic
accuracy, expressed in AUC, for the two depression classiﬁcations. The
diagnostic accuracy of the estimates of θ based on the complete data
was high, and went down as measurement precision decreased.
However, in spite of this, the value of the AUC's remained higher than
the value commonly used as a lower bound for a large effect size (e.g.,
Kraemer and Kupfer, 2006).
6. Discussion
In this study it was shown how CAT can successfully be applied as a
method of reducing the length of the administration of the CES-D.
Simulated CATs under six stopping rules (required standard errors in
decreasing steps of 0.10) were performed. Naturally, when increasing
the required measurement precision, the average number of admin-
istered items increased. Likewise, the relationship between the latent
depression estimates using the full and adaptive assessment increased
as measurement requirements increased. Moreover, with increasing
required measurement precision, the criterion validity of the latent
depression estimate was decreasingly attenuated by measurement
error.
In spite of the obvious loss of information as requirements of
measurement precision were relaxed, the extent of this loss was
surprisingly low. For example, the CAT requiring SE to be at most 0.4,
recording on average only about a third of the items per respondent,
gave depression scores that correlated 0.955 with the full assessment
score, and 0.551 with the inactivity scale, which was only marginally
smaller than the original concurrent validity (0.601). In addition, the
CAT estimates under the 0.5 stopping rule, recording on average only
about a ﬁfth of the items per respondent, correlated 0.916 with the
original score, and had an AUC (0.834) for predictingmajor depression
that was only marginally smaller than that of the full assessment
estimates (0.857).
When answering the question ofwhich stopping rule is optimal for a
real CES-D CAT in an adolescent population, we start by stressing that
the outcomes of the current study were based on a synthetic CAT on
existing data. Obviously, simulated and real adaptive administrations
may yield different results concerning item reductions because
respondents may behave differently in reality. Therefore, in addition
to the present study, an actual CES-D CAT administration should be
studied. Fortunately, others have shown that the outcomes of simulated
and actual CAT administrations can be very similar (e.g., Kocalevent et
al., 2009), whichmay render the present study instructive all the same.
Stopping rules SE=0.4 and SE=0.5 seem to be the best for real CES-D
CATadministrations in adolescentpopulations. In this study, CATsunder
these rules used a relatively low number of items, showed a substantivecorrelation with the original latent depression estimates, and had a
small attenuation in criterion validity.
Although the present study shows a great opportunity for increasing
the efﬁciency in CES-D assessment, mental health practitioners and
researchers should ask themselves if an adaptive version, or even a full
version, of the CES-D is optimal for their assessment goal. Test and item
information plots (see, Fig. 2) showed that the information of the CES-D
peaked on the right hand side of the latent trait scale, i.e., for
respondents scoring relatively high on depression. As a consequence,
small differences among persons with similar levels of depression are
much more easily detected for respondents scoring high than for those
scoring low on depression. In their review of IRT and clinical
measurement, Reise andWaller (2009) note that this outcome is typical
for the ﬁeld. They attribute it to psychopathology constructs possibly
being unipolar (relevant only in one direction). For some assessment
situations, however, measurement precision should follow a uniform
instead of a peaked distribution over the latent trait scale. For example,
the PROMIS project (Cella et al., 2007) developed CATs for monitoring
the development of mental health, and for obtaining reliable change
scores, item banks with uniform test information were needed. If one
wants to use a CES-DCAT for similar purposes, thannew itemswithvery
low threshold parameters (i.e., more easily endorsed items) would be
required for a more uniform test information. Alternatively, one could
use one of the two depression CATs cited in the introduction (Fliege
et al., 2005; Forkmann et al., 2009). These CATs were developed using
the items of several depression questionnaires, amongwhich the CES-D,
as input, and resulted in an item pool with a more even distribution of
test information. By contrast, in other situations CES-D assessmentmay
be exclusively aimed at deciding whether a respondent scores high on
depression or not. In such cases the CATsdescribed in this studymaynot
be the optimal choice;when predictive utility is themain goal, itmay be
better to use so-called clinical decision adaptive testing (Waller and
Reise, 1989), in which items with threshold parameters around a cut-
score are needed. When CES-D users are satisﬁed with the test
information presented in this study, however, they can take advantage
of CAT as a method of very efﬁcient CES-D assessment.
Clearly, when using a CAT, the respondent's burden decreases
because less items have to be administered. However, this does not
come without a cost for the tester as the CAT procedure must be
implemented and maintained. In this study, the CAT procedure was
mimicked in a statistical software environment. By contrast, the
application of CAT on a computer would need a special software
program. Moreover, an application of a CAT within an internet
browser would make the procedure even more intricate as, for
example, the statistical algorithm would need a constant information
exchange between the respondent's computer and the tester's server.
Additionally, if uniform measurement precision over the latent trait
scale is required, extra items may need to be written.
In this study, a modern test model was used to analyze item scores
on the CES-D. Although mental health instruments are increasingly
being modeled using advanced methods, many researchers in the
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avoids tackling problems concerning the measurement of mental
health (e.g., Borsboom, 2006; Edelen and Reeve, 2007). For example,
using old technology such as CTT, does not allow for studying where
on the latent trait continuum a test is most informative (by contrast, it
gives one reliability for the whole scale), and therefore, for selecting
appropriate items. In addition, such an attitude may keep mental
health workers blind for item bias, which may even result in patients
not getting the help they need. Moreover, it does not allow for
increasing the efﬁciency of individual administrations of mental
health scales through the development of CATs.
In this study we showed that CAT versions of the CES-D, recording
only a small number of items, gave results that were only marginally
different from the results of the complete item CES-D. Therefore, like
in most other studies on CAT (e.g., Fliege et al., 2005; Forkmann et al.,
2009; Gardner et al., 2004), it was concluded that it is a fruitful way of
increasing the efﬁciency of a testing procedure. We hope that both
mental health researchers and practitioners are convinced by these
outcomes and will more often apply CAT procedures to their mental
health instruments. It was also noted, however, that this increase in
efﬁciency, means more work for the test developer. A possible ﬁrst
step in studying the appropriateness of adaptive testing for a given
(unidimensional) scale, would be to simulate a CAT on an existing
data set with item scores. To that end the R code used in this study can
be freely obtained from the ﬁrst author; alternatively, the stand-alone
computer program Firestar (Choi, 2009a), freely obtainable from
www.nihtoolbox.org, may be used.References
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