We recall the notion of Jacobi fields, as it was extended to systems of second-order ordinary differential equations. Two points along a base integral curve are conjugate if there exists a non-trivial Jacobi field along that curve that vanishes on both points. Based on arguments that involve the eigendistributions of the Jacobi endomorphism, we discuss conjugate points for a certain generalization (to the current setting) of locally symmetric spaces. Next, we study conjugate points along relative equilibria of Lagrangian systems with a symmetry Lie group. We end the paper with some examples and applications.
Introduction
Beyond question Jacobi fields play a fundamental role in Riemannian geometry [12] , and also in Finsler geometry [2] they have proven their extreme usefulness. The geodesic spray of a Riemannian or Finsler metric is but one of many examples of a so-called 'semispray', or 'sode vector field'. These are vector fields on a tangent manifold whose integral curves can be associated to a system of second-order ordinary differential equations. It is probably less known that the concept of Jacobi fields has been extended to the context of sodes (see e.g. [7, 6, 13, 15, 5] ). The idea remains the same: a Jacobi field measures the infinitesimal variation of a 1-parameter family of solution curves of the sode. The main observation to keep in mind is that, in the generalized Jacobi equation at hand, the Levi-Civita connection and the curvature of the Riemannian metric are replaced by the (more general) covariant dynamical derivative ∇ and the Jacobi endomorphism Φ of the sode.
After recalling the calculus of tensor fields along the tangent bundle projection, and after introducing the above mentioned ∇ and Φ, we recall the notion of a Jacobi field in section 3. We will show that sprays can be understood as those sodes which posses the trivial Jacobi fieldsċ and tċ (Proposition 2).
We then turn our attention to the concept of conjugate points. Given an initial point of a base integral curve of a sode, these are points (further along the same curve) which have the property that there exists a Jacobi field that vanishes on both the initial point and there. We show that this notion can be generalized to sodes, and relate it in Proposition 5 to the critical points of the exponential map (as it was introduced for sodes in [17] ).
Since in practical applications it is not always possible to compute the exponential map in an explicit form, we need to devise other techniques to find conjugate points. In Proposition 6 we give a very general method, based on the availability of a constant and positive eigenfunction of the Jacobi endomorphism, and of a parallel vector field along a given base integral curve of the sode. We then apply the method in two different situations.
Both of these applications will require sodes that satisfy [∇Φ, Φ] = 0 (or, satisfy this property when restricted to some eigendistribution of Φ). This condition is quite familiar in the context of sodes. For example, it is one of the conditions for a sode to belong to "Case II" of the "Inverse problem of Lagrangian mechanics" (see e.g. [10] ), and it is one of many conditions for a sode to be "separable" (see e.g. [20] ). First, in Section 5, we discuss conjugate points for a certain generalization to the current setting of locally symmetric Riemannian spaces (Proposition 11). In this situation the eigenfunctions are first integrals of the sode. Next, in Section 6, we study conjugate points for sodes with a symmetry Lie group. We show that in this case the eigenfunctions of the Jacobi endomorphism are invariant functions (Proposition 13). They remain, for this reason, constant along relative equilibria. This enables us to give sufficient conditions for the existence of conjugate points along a relative equilibrium (Proposition 15).
We end the paper with some examples and applications to surfaces of revolution, the free rigid body and the canonical connection on a Lie group. In each of these examples, we link our results to those in the literature.
Calculus along the tangent bundle projection
Let M be a manifold. We start with a short survey of the so-called calculus of tensor fields along the tangent bundle projection τ : T M → M , as introduced in [18, 19] . For a short exposition, see e.g. [23] .
A vector field along τ is a section of the pullback bundle τ * T M → T M . We will write X(τ ) for Sec(τ * T M ), from now on. Such a section can also be thought of as a map X : T M → T M with the property that τ • X = τ . Any vector field Y on M induces a (so-called) 'basic' vector field X = Y • τ along τ . In what follows, we will often simply write Y , even when we mean its interpretation Y • τ as a vector field along τ .
Let (q i ) be local coordinates on M , and (q i ,q i ) be its induced natural coordinates on T M . In general, a vector field X along τ can locally be expressed as
where ∂ ∂q i are the coordinate vector fields on M , in their intepretation as vector fields along τ . For example, we may always view the identityq →q in a canonical way as a vector field along τ . If we denote the correspoding section as T, then
Vector fields along τ are in 1-1 correspondence with vertical vector fields on T M : each X ∈ X(τ ) can be vertically lifted to X V ∈ X(T M ), given by
In particular, T V = ∆, the Liouville vector field.
In similar fashion as for vector fields along τ , we will speak below of tensor fields along τ .
If Y = Y i (q)∂/∂q i is a vector field on M , its complete lift Y C is the following vector field on T M :
The relations between the brackets of complete and vertical lifts of vector fields Y 1 and
A second-order differential equation field Γ (from now on sode, in short) is a vector field on T M with the property that all its integral curves are lifted curvesċ(t) of curves c(t) in M (the so-called base integral curves of Γ). A sode is locally given by
It can be used to define the horizontal lift X H ∈ X(T M ) of X ∈ X(τ ):
Any vector field Z on T M can then be decomposed into a horizontal and vertical component:
In case Y is a vector field on M , the three lifts are related as follows:
The properties of a sode Γ that are of interest to us can often be derived from an analysis of its Jacobi endomorphism Φ and its dynamical covariant derivative ∇. These two important concepts can be defined by considering the Lie bracket of Γ with either horizontal or vertical lifts. For X ∈ X(τ ), these brackets take the form
The operator Φ is a type (1,1) tensor field along τ . The operator ∇, on the other hand, acts as a derivative on X(τ ), in the sense that for f ∈ C ∞ (T M ) and X ∈ X(τ ),
The coordinate expressions for ∇ and Φ are
In what follows it will be advantageous to distinguish between the concepts as above introduced, and their restrictions to a specific (lifted) curve in T M . A vector field along a curve c is a map W : R → T M with τ (W (t)) = c(t). We will denote the set of such vector fields by X(c).
For a given base integral curve c of Γ and a vector field X ∈ X(τ ), we may define such a vector field X c along c by means of the map X c : t ∈ R → X(ċ(t)), since by definition τ (X(ċ(t))) = τ (ċ(t)) = c(t).
For any v ∈ T m M , we may consider the endomorphism Φ v : T m M → T m M . The collection of those for v =ċ(t) can be interpreted as an operator Φ c that maps vector fields along c to vector
∈ X(c).
Likewise, by the relation
we define an operator ∇ c : X(c) → X(c) with the property
With these definitions and notations, it is clear that for any X ∈ X(τ ), Φ(X)(ċ(t)) = Φ c (X c (t)) and ∇X(ċ(t)) = ∇ c X c (t).
These two concepts are extensions (to the current setting) of more familiar objects in e.g. Riemannian geometry. When g is a Riemannian metric, Γ its corresponding geodesic (quadratic) spray and D its Levi-Civita connection then
where
3 Jacobi fields and conjugate points for sodes
In the paper [7] (see also [6] ) the notion of a Jacobi field has been extended to the context of sodes. It is based on the notion of a variational vector field. We follow [6] to give an infinitesimal characterization of such a vector field: A vector field Z along an integral curve ζ 0 of Y is the infinitesimal variation defined by a 1-parameter family of integral curves of Y if and only if L Y Z(t) = 0 for all t ∈ I. For more equivalent conditions we refer to Proposition 2.3 of [6] .
We now consider the case, when the variational vector field Z(t) is constructed w.r.t a sode Γ on T M along one of its integral curves ζ 0 . In this case -taking into account that the integral curves of Γ are all lifted curves -the variation ζ(s, t) can be written as ζ(s, t) = ∂γ ∂t (s, t), where γ(s, t) is a 1-parameter family of base integral curves of the sode. If we denote by W (t) the variational vector field of the base family, that is
then Z(t) = W c (t). We are now ready to define a (generalized) Jacobi field.
Definition 2. Let c be a base integral curve of a sode Γ. A Jacobi field along c is a vector field J(t) along c, whose complete lift is a variational vector field along the integral curveċ by integral curves of Γ.
According to Theorem 2.7 of [6] , a vector field along c is a Jacobi field if and only if it satisfies the (generalized) Jacobi equation
Jacobi field for any choice of c.
When below we refer to 'the Riemannian case', we mean the situation where Γ is the (quadratic) geodesic spray of a Riemannian metric. We remark that, in the case when in addition I is a compact interval (or the manifold is geodesically complete), the variational vector fields along a geodesic through geodesics are in 1-1 correspondence with Jacobi fields. (See Theorems 10.1 and 10.4 of [16] ).
We also know that in that caseċ and tċ are always Jacobi fields (see e.g. [12] ). For arbitrary sodes, however, this will not always be the case, as we now show. Proof. When Γ is a spray, then
From the first relation we obtain ∇T = 0 and then, from the second, Φ(T) = 0.
Conversely, when both ∇T = 0 and Φ(T) = 0, then 0 = [Γ, T H ]. Since the difference between two sodes is always vertical, we may write T H = Γ+X V . But then also 0 = [Γ,
, and thus X = 0. We conclude that Γ = T H .
Proposition 2. The vector fieldsċ and tċ along c are both Jacobi fields for each base integral curve c of a sode Γ if and only if Γ is a spray.
Proof. If a sode is a spray then ∇T = 0 and Φ(T) = 0. Since T c =ċ, also ∇ cċ = 0 and Φ c (ċ) = 0. Thus, J(t) =ċ(t) is a Jacobi field.
Let now J(t) = tċ (there is no corresponding X ∈ X(τ ) for which this is X c ), then ∇ c J(t) =ċ and ∇ c ∇ c J(t) = ∇ cċ (t) = 0. Moreover, also Φ c (J(t)) = tΦ c (ċ(t)) = 0.
Conversely, if bothċ and tċ are Jacobi fields, then ∇ c ∇ cċ + Φ c (ċ) = 0 and
Since this holds for each c, we get ∇T = 0. Moreover, sinceċ is a Jacobi field, we obtain from ∇ cċ = 0 and the Jacobi equation that Φ c (ċ) = 0, which leads to Φ(T) = 0.
Besides Riemannian metrics, also Finsler metrics have the property that their geodesic equations are governed by a spray. As we will recall in the examples below, there exist, however, sprays whose base integral curves can never be the geodesics of a Riemannian or a Finsler metric.
Consider a frame {e i (t)} along c. Any vector field along c can be written as
This vector field will be a Jacobi field if it satisfies an equation of the typë
i.e. a linear equation. This equation is locally determined by the knowledge of an initial value and an initial velocity. In particular the zero-solution is the only solution with zero initial value and zero initial velocity, and a linear combination of solutions is again a solution.
When J 1 (t) and J 2 (t) are two Jacobi fields, then so is also aJ 1 (t) + bJ 2 (t). We show that they are linearly independent if and only if the 2n-vectors (
(containing the initial data) are linearly independent. Indeed, suppose that aJ 1 (t) + bJ 2 (t) = 0. Since it is a solution it must be the zero-solution. But then, the initial values (aJ i
) are just (0, 0). Due to the assumption on linear independence we get that a = b = 0.
We may therefore conclude: Proposition 3. For any sode there exist at most 2n linearly independent Jacobi fields along each base integral curve.
We can now extend the following definition of e.g. [12] to the current context of sodes. The maximum number of such linearly independent fields is called the multiplicity of the conjugate point. If we fix J(0) = 0 then, in view of Proposition 3, there exists at most n linearly independent Jacobi fields (determined by the linear independence of their initial velocity).
We have shown in Proposition 2 that, when Γ is a spray (as it will be in the case when Γ is the geodesic spray of a Riemannian or Finslerian metric), J(t) = tċ(t) is always a Jacobi field. Since it never vanishes at any t = 0 (meaning that it can not be used to give a conjugate point) we may conclude that for a spray the multiplicity of a conjugate point is at most n − 1 (see [12] for this statement in the Riemannian case).
In [11, 17] the notion of the exponential map is extended to the context of sodes. We will use this map to characterize conjugate points. The construction is based on the following proposition: 
Let us denote by ϕ Γ :
For sufficiently small t 1 , this set is non-empty.
We can now define the exponential mapping at the point m 0 for time t 1 by exp
We remark that, when t 1 is sufficiently small in the sense of Proposition 4, we can also define exp Γ (t,m 0 ) for all t ∈ [0, t 1 ], and in [11] (Proposition 2.3) it is shown that the domain of the exponential map increases when the parameter t 1 decreases. In particular exp Γ (0,m 0 ) is a constant mapping. It is shown in [17] , that the exponential map is a diffeomorphism for all times t 1 . However, we may also consider a bigger domainÛ (t 1 ,m 0 ) for the exponential map at the point m 0 for time t 1 defined bŷ
on which the exponential map is still differentiable, but not necessarily bijective (see e.g. [11] for more details). We will now relate this map to Jacobi fields.
Consider the following 1-parameter family of base integral curves of Γ:
where v, w ∈ U and S ⊆ R is such that the right-hand side of the above is well-defined. Then, γ(s, t) is a variation of base integral curves of Γ, and J(t) = ∂γ ∂s | s=0 is a Jacobi field satisfying J(0) = 0 and ∇ c J(0) = w. We can always construct such a family, given the initial data: a point on the manifold, a base integral curve, and tangent vectors v, w ∈ U.
When a Jacobi field J(t) along a base integral curve c is given 'a priori', we can construct a variation of c defined by a 1-parameter family of base integral curves by setting v := J(0) and w := ∇ c J(0). Its variational vector field, in the sense of the previous paragraph, gives back J(t).
Note, that not all 1-parameter families of solutions can be given in the form of the above γ, since solutions of a sode are, in general, not invariant under a parameter transformation. We have therefore the following diagram:
{γ in the above form}
We are now able to characterize conjugate points with the help of the exponential map. In the statement, we use the vertical lift Proof. We know that there exists a unique Jacobi field with J(0) = 0 and ∇ c J(0) = w. We show that this field vanishes at t 1 if and only if w v v is a critical point of the exponential map at v. Indeed, by the chain rule we have
We will give an example of this proposition, when we discuss the canonical connection on a Lie group (Section 7.4). The above proposition is, however, mainly theoretical in nature. In practice it is often difficult to find an explicit expression for the exponential map, for a given sode. It is therefore of interest to construct some other methods to find conjugate points.
A method to find conjugate points
In this section, we need the concept of a distribution on the pullback bundle
We say that a vector field X along τ belongs to D (and write
. See e.g. [20] for more details on this concept.
Let Γ be a sode. Its Jacobi endomorphism Φ (as a tensor field along τ ) is said to be diagonaliz-
is an eigenvalue of Φ v and the rank of λId − Φ is constant. In this case, the eigenspaces of Φ define distributions along τ , called the eigendistributions of Φ and denoted by D λ , i.e. D λ = ker(λId − Φ).
From now on, we will always assume that the Jacobi endomorphism is diagonalizable. For a given base integral curve c of Γ, we may consider Φ c and the restrictions to a specific given base integral curve c will be denoted by λ c (t) := λ(ċ(t)) and
Remark that, when Γ is a spray, we know from Proposition 1 that Φ(T) = 0. In case of a spray, we therefore always have the constant eigenvalue λ = 0. Proof. We show that, under the above assumptions, the Jacobi equation has a solution of the type J(t) = (t)V (t). Since
we find after substitution in the Jacobi equation (given that V (t) = 0):
Since λ 0 > 0, the solutions with (0) = 0 are given by (t) = A sin(
Remark that the assumption (2) is not automatically satisfied. Let c be a base integral curve of Γ, through c(0) = m 0 and withċ(0) = v ∈ T m 0 M . Given any other vector w ∈ T m 0 M we may define a vector field V (t) along c with initial value w by demanding that ∇V (t) = 0. Indeed, this relation is just the initial value probleṁ
However, even when w is an eigenvector of Φ v , there is no guarantee that V (t) remains an eigenvector of Φ c . Moreover, it is not clear if the eigenfunction λ(v) remains constant alongċ(t).
In the next paragraphs we wish to examine some cases where the assumptions of this proposition are fulfilled simultaneously. Two such cases come immediately to mind:
(1) Systems with Γ(λ) = 0, for all eigenfunctions. Then, each λ c (t) is constant along each of the base integral curves of Γ. If we fix a base integral curve c and if we can find a vector field V (t) with ∇ c V (t) = 0, the conditions of the proposition are fulfilled for positive eigenfunctions.
(2) Systems where a vector field X ∈ X(τ ) along τ exists with ∇X = 0. Then ∇ c X c = 0 for each base integral curve c. If we now fix a base integral curve c, which has a constant positive eigenvalue λ c along c, then the conditions of the proposition are again satisfied.
After some further preliminaries below, we give an application of each of the above cases in the next two sections.
Consider a sode Γ. Let D λ be the eigendistribution of an eigenfuction λ(v) ∈ C ∞ (T M ) of Φ. We will often simply write 'eigen vector field' instead of the more formal 'eigen vector field along τ '. Since we assume that Φ is diagonalizable, we know that an eigenbasis of X(τ ) exists.
Proposition 7. Let λ be an eigenfunction of Φ. The following statements are equivalent:
we may also conclude that
If we take an eigenbasis {X a , X i }, where X a ∈ D λ , and where X i lie in eigenspaces D λ i (with then λ i = λ) then we can decompose ∇X = A a X a + A i X i . The previous relation then leads to
Since λ = λ i , and since all X i are linearly independent we may conclude that all A i vanish.
Proposition 8. Let λ be an eigenfunction of Φ such that D λ is one-dimensional. Then the following statements are equivalent: Since such µ always exists, we may conclude the proof.
Conversely, when D λ contains an X such that ∇X = 0, it follows for any other
When we drop the condition on the dimension of D λ , we still get: . This condition is quite familiar in the context of sodes. For example, it is one of the conditions for a sode to belong to "Case II" of the inverse problem of Lagrangian mechanics (see e.g. [10] ), and it is one of many conditions for a sode to be "separable" (see e.g. [20] ). 
Locally symmetric sodes

∇Φ(Y ) = ∇(Φ(Y )) − Φ(∇Y ) = ∇(R(Y, T)T) − R(∇Y, T)T = (∇R)(Y, T, T) + R(∇Y, T, T) − R(∇Y, T)T = (∇R)(Y, T, T).
Since R is a 'basic' tensor field on M (viewed here 'along τ '), the condition (∇R)(Y, T, T) = 0 is cubic in the fibre coordinates, i.e. of the type P i jklm (q)q jqkql Y m . The coefficients P i jklm (q) are actually those of the tensor field DR, where D is the Levi-Civitaconnection of g (as a coordinate calculation easily confirms). We may therefore conclude that a Riemannian space is locally symmetric (i.e. DR = 0) if and only if ∇Φ = 0.
The condition ∇Φ = 0 can also be satisfied for a sode (without it being a Riemannian geodesic spray). The condition [Φ, ∇Φ](D λ ) = 0 is then, of course, also satisfied. , for each eigenfunction λ with λ c (0) > 0.
Proof. We already know from the previous proposition that under these assumptions Γ(λ) = 0, for each eigenfunction λ. Then, for each given base integral curve c of Γ, the function λ c (t) = λ(ċ(t)) remains constant along c (i.e. λ c (t) = λ c (0) for all t). When λ c (0) > 0, the first item of the conditions in Proposition 6 is satisfied.
We now proceed with the construction of a V (t) ∈ D λc such that ∇ c V (t) = 0. Let c(0) = m 0 andċ(0) = v. Consider w ∈ T m 0 M with Φ v (w) = λ 0 w. Consider its extension to a vector field W (t) ∈ X(c), as described before, with ∇ c W (t) = 0. Given that now ∇Φ = 0, we also find that
But, then Φ c (W (t)) is uniquely determined by its initial value, which is Φ c (W (0)) = λ 0 w. Since this is the same initial value of the vector field λ 0 W (t), which also happens to satisfy ∇ c (λ 0 W (t)) = 0, we may conclude that Φ c (W (t)) = λ 0 W (t). So, W (t) remains throughout a eigenvector with eigenvalue λ 0 = λ c (t). This means that W (t) ∈ D λc . All the conditions of Proposition 6 are therefore satisfied.
The above proposition extends a well-known result for locally symmetric spaces, when we specialize it to the case where Γ is the geodesic spray of a Riemannian metric (see e.g. [12] , where it is an exercise).
Conjugate points along relative equilibria
In this section, we assume that Γ is a sode with a connected symmetry Lie group G. We assume that the action ψ : G × M → M of G on M is free and proper, from which it follows that π M : M → M/G is a principal fibre bundle. The same then holds true for the induced tangent action T ψ g on T M , and for the bundle π T M : T M → (T M )/G. From the symmetry condition T T ψ g • Γ = Γ • T ψ g it follows that there exists a reduced vector field γ on (T M )/G, defined by
Let ξ M be the fundamental vector field on M , corresponding to ξ ∈ g. Then, ξ C M is a fundamental vector field for the induced action on T M , by construction. Since we assume that the Lie group is connected, the invariance of Γ under the G-action is equivalent with [ξ 
where the functions a i can essentially be constructed from taking sums and products of the φ j i . They are therefore also invariant functions. We may therefore consider a derivative of the above by ξ C M , for an arbitrary ξ ∈ g. We find:
Since we assume that ξ C M (λ) = 0, we must have that nλ n−1 + (n − 1)a n−1 λ n−2 + . . . + a 1 = 0. But then, we may take another derivative by ξ C M , which will lead again to a product of a factor of order n − 2 in λ and the factor ξ C M (λ). By taking sufficient derivatives we end up with n! = 0, which is clearly wrong. We reach the conclusion that ξ C M (λ) = 0.
A base integral curve c is a relative equilibrium of an invariant sode Γ if it coincides with an integral curve of a fundamental vector field of the action of G on M . This means that the base integral curve is of the type c(t) = exp(tξ)m 0 = ψ exp(tξ) (m 0 ), with c(0) = m 0 andċ(0) = v (exp denotes here the exponential map of the Lie group G). Moreover,ċ(t) = T ψ exp(tξ) (v). A relative equilibrium therefore projects under π M on an equilibrium of the reduced vector field γ. We refer the reader to e.g. [9] (and the reference therein) for more details on relative equilibria. Proposition 14. Assume that Γ is an invariant sode. The eigenfunctions λ c (t) along a relative equilibrium c(t) = ψ exp(tξ) (m 0 ) are constant.
Proof. Since the eigenfunctions are invariant, we may conclude that λ(w) = λ(T ψ g (w)), for all w ∈ T M . This means that, along a relative equilibrium, the functions
are constant in t. We may therefore simply write them as λ 0 (for a fixed relative equilibrium).
We now return to the results in Propositions 6 and 9. Suppose Γ is such that [∇Φ, Φ] = 0.
We conclude:
Proposition 15. Let Γ be a G-invariant sode that satisfies [∇Φ, Φ] = 0. Let c be a relative equilibrium, starting at c(0) = m 0 , withċ(0) = v. Suppose that there is an eigenfunction λ which is strictly positive in (m 0 , v) . Then, the points c
Proof. Under the conditions in the statement, we know from Proposition 9 that there exist a X ∈ D λ with ∇X = 0. Its restriction X c to the relative equilibrium c satisfies ∇ c X c = 0. Since λ(t) = λ 0 > 0 is constant along c, the conditions for Proposition 6 are satisfied.
The special case M = G. In view of the examples in the next section, we end this section by listing some coordinate expressions for the special case where the manifold M is the Lie group G, and the action is given by left translations. In that case all right-invariant vector fields are infinitesimal generators of the action on M = G, and their complete lifts are the generators of the induces action on T M = T G. The manifold (T M )/G can in this case be identified with the Lie algebra g.
We follow the notations of [8, 9] . Let E i be a basis of the Lie algebra g, andÊ i be the corresponding left-invariant vector fields on g. The invariant frame {Y i =Ê i } forms a basis for X(M). We will use this frame to define coordinates on each tangent space T q M . Let v q ∈ T q Q, then there exist coefficients (w i ) ∈ R n (the so-called quasi-velocities) such that v q = w iÊ i (q). These quasi-velocities can be use to coordinatize T M . The set {Ê
basis for X(G).
A sode can thus be expressed as
where γ i are invariant functions on T G which can here be identified with functions on g. The reduced vector field is then given by
In [8] , the coefficients φ l j (as functions on g) have been calculated, and are given by
and
The C k ij herein are the structure constants of the Lie algebra, [E i , E j ] = C k ij E k . The coefficients of the tensor field ∇Φ in this frame, (∇Φ)(Ê i ) = ψ j iÊ j are then given by
Examples and applications
Most calculations in the example below were carried out with the help of Maple.
A worked-out example
Let (x, y) be coordinates on R 2 . We consider the system of second-order differential equations on R 2 given byẍ = −x,ÿ = (ẏ + xẋ)
Since this system is not quadratic in velocities, it falls out of the 'classic' scope of Riemannian geometry. We use this example to clarify all the concepts we have introduced in the previous sections.
The corresponding sode is
It has a symmetry vector field ∂ ∂y , which corresponds to the fact that the additive group R is a symmetry group, with action ψ : R × R 2 → R 2 , ( ; x, y) → (x, y + ). We may therefore consider the reduced vector field γ. In this simple case, the coordinates on the reduced manifold (T R 2 )/R = (R 2 × R 2 )/R = R 3 can be given by (x, w 1 =ẋ, w 2 =ẏ). In these coordinates γ is
A relative equilibrium is an equilibrium of γ. Here there is only one, namely (x = 0, w 1 = 0, w 2 = 1). The corresponding full solution on the configuration manifold R 2 that goes through (0, 0) is c(t) = (x 0 (t) = 0, y 0 (t) = t). This base integral lies on the y-axis.
The Jacobi endomorphism is given by
.
We have therefore eigenfunctions
which are clearly invariant under the action, and whose eigenspaces are both one-dimensional.
One easily verifies that ∇Φ takes the form
If we also take into account that Φ 2 1 = Φ 2 2 x − x, it easily follows that [∇Φ, Φ] = 0. Along the relative equilibrium c(t) we get constant values for the eigenvalues: λ 1 = 1 > 0 and λ 2 = − 9 4 < 0. Since the first is positive, all conditions of Proposition 15 are satisfied and we find conjugate points along the relative equilibrium at parameter values t = kπ. Consider t = π. The conjugate point is then c(π) = (0, π).
For this example, it is not evident to write down a closed expression for arbitrary base integral curves. However, one easily verifies that the following family of curves, defines for each s a base integral curve:
Each of these base integral curves start at t = 0 in (0, 0) and go for t = π through (0, π). When s = 0 we have the relative equilibrium. If we put
One easily verifies that Γ 1 1 = Γ 2 1 = 0, from which ∇
This shows that J(t) is a Jacobi field. It is clear that this field vanishes at both t = 0 and t = π.
Below is a plot of the solutions c s (t), for some s ∈ [−1, 1].
Surfaces of revolution
We confirm here, by our methods, a result that appears in [4] (who attribute it to H. Poincaré):
The first conjugate point of a surface of revolution (under specific conditions, see later) is given by π/ K(0), where K(0) stands for the Gauss curvature at the initial point.
For a surface of revolution we may use the parametrization
where φ is supposed to be arclength for the curve φ → (f (φ), g(φ)) that is being rotated along the z-axis. An expression for the Gaussian curvature of this surface is then
f (φ) . We now consider its geodesics, as the solutions of the Euler-Lagrange equations of
We also assume that geodesics are given by arclength, so that L ≡ 1. It is clear that this Lagrangian is invariant under the action θ → θ + . The Euler-Lagrange equations and the condition on arclength arë
or in invariant coordinates (φ, w 1 =φ, w 2 =θ),
A relative equilibrium is therefore of the form (φ = φ 0 , w 1 = 0, w 2 = 1 f (φ 0 ) ), where φ 0 is any constant that satisfies f (φ 0 ) = 0.
As in [4] we will assume in what follows that the 'equator' φ 0 = 0 is such that f (0) = 0. The corresponding curve that at t = 0 goes through (0, 0) is then (φ(t) = 0, θ(t) = 1 f (0) t).
We now compute Φ, ∇Φ and [Φ, ∇Φ], for any choice of (θ, φ,θ,φ).
It turns out that, although ∇Φ = 0, the sode is such that [Φ, ∇Φ] = 0 (in any point, not only along relative equilibria). Since the full expressions of Φ and ∇Φ contain many terms, we will only write down here their espressions in case of a specific example: For a torus we have f = a + b cos φ and
from which clearly also [Φ, ∇Φ] = 0.
We may therefore be interested in the eigenvalues of Φ. For general f (φ), they take the form λ = 0 (since Γ is a spray) and
where in the last equality we have used the fact that our curves are parametrized by arclength. Both eigenvalues have multiplicity 1. Along the equator, we conclude that the second eigenvalue is K(0). Under the assumption that it is positive, we find conjugate points at times π/ K(0). In the case of the torus (with K(0) = b a+b ) this result also appears on page 190 of [2] .
The free rigid body
The free rigid body is a Lagrangian system on SO (3), that is invariant under the action of SO (3) on itself. For that reason, the equations of motion are usually given in their reduced form on the Lie algebra so(3). The so-called Euler equations of
are the following equations:ẇ
The right-hand sides of the above expressions define the vector field γ on g = so(3).
A rotation matrix in Euler's coordinates is R =   cos φ cos ψ − sin φ sin ψ cos θ − cos φ sin ψ − sin φ cos ψ cos θ sin φ sin θ sin φ cos ψ + cos φ sin ψ cos θ − sin φ sin ψ + cos φ cos ψ cos θ − cos φ sin θ sin ψ sin θ cos ψ sin θ cos θ We investigate here a relative equilibrium of the type (0, 0, Ω), with Ω > 0 for convenience. Its base integral curve in SO(3) through the unit is then t → (θ(t) = 0, φ(t) = 0, ψ(t) = Ωt), or when written as a matrix:
Since we have an explicit expression of the reduced vector field γ, we may compute the coefficients of the corresponding Φ, ∇Φ and [Φ, ∇Φ] by means of the expressions for φ j i and ψ j i we gave in the previous section.
It turns out that, after plugging in the relative equilibrium (0, 0, Ω), the tensor [Φ, ∇Φ](0, 0, Ω) becomes
There are therefore two cases where [Φ, ∇Φ](0, 0, Ω) vanishes: The case where I 1 = I 2 (Euler top) and the case where I 3 = I 1 +I 2 (a flat rigid body). When any of these two cases is assumed, one finds that also ∇Φ(0, 0, Ω) = 0.
In the case where I 1 = I 2 one may calculate that the Jacobi endomorphism has eigenvalue λ 1 = 0 and a double counted eigenvalue λ 2 = (
The eigendistribution of λ 2 (along the relative equilibrium) is spanned by the vector fieldsÊ 1 andÊ 2 (or: the vectors E 1 = (1, 0, 0) and E 2 = (0, 1, 0) when viewed as elements of the Lie algebra).
The dynamical covariant derivative, when evaluated along the relative equilibrium c(t) can be shown to have the behaviour:
. For example, the vector field
along c(t) is a vector field in the eigendistribution of λ 2 , that has the property that ∇ c V (t) = 0 (as predicted by Proposition 9).
We are therefore in the situation of Proposition 6, and we may conclude that, along the relative equilibrium (0, 0, Ω), we have a conjugate point at time
This coincides with results in the literature (see e.g. [1, 22] ). The conjugate time (for a general geodesic, not necessarily a relative equilibrium) is given in e.g. Theorem 1 of [22] . In their notations, our current situation (0, 0, Ω) ∈ g coincides with the conjugate momentum p = (0, 0, I 3 Ω) ∈ g * . If we setp = p |p| = (0, 0, 1), thenp 3 = 1. Theorem 1 then says that τ = π, from which t = 2I 1 τ |p| = I 1 I 3 Ω 2π is exactly as we found. In the case where I 3 = I 1 + I 2 the Jacobi endomorphism has eigenvalue λ = 0 and a double counted eigenvalue λ = Ω 2 . Along the relative equilibrium (0, 0, Ω) we have therefore a conjugate point at time π Ω .
The canonical connection on a Lie group
This is the (torsion free) linear connection on G whose action on two left-invariant vector fields X and Y is given by [24, 14, 8] ).
In a basis of left-invariant vector fields we have DÊ iÊ j = 1 2 C k ij . Due to the skew-symmetry in C k ij , the reduced equations are simplyẇ i = C k ij w i w j = 0, and therefore γ = 0. From this, it is clear that (w i (t) = w i 0 ), and that any element of the Lie algebra generates a relative equilibrium. In [14] it is shown that R(X, Y )Z = We use the classification of low-dimensional algebras given in [21] to determine for which Lie algebras of dimension 3 the Jacobi endomorphism Φ has positive eigenvalues. After some calculations one finds that only for the Lie algebras A 3,6 = e(2), A 3,8 = sl(2, R) and A 3,9 = so(3) the Jacobi endomorphism Φ has (at least one) positive eigenvalue. The last two algebras are semisimple, and the corresponding Killing form gives a bi-invariant metric whose Levi-Civita connection is the canonical connection.
The algebra e(2), however, is not semisimple, and we will discuss below that there does not exist a Riemannian metric whose Levi-Civita connection is given by the canonical connection. This example, therefore, falls out of the scope of the methods from Riemannian geometry. It is easy to see that there can not exist a Riemannian metric g in this case. If that would be the case, then the geodesic equations would be Euler-Lagrange equations. That would mean that the sode would have a solution for the so-called 'inverse problem of Lagrangian mechanics'. The Riemannian metric g and the sode Γ would then be related by the so-called Helmholtz conditions, see e.g. [10, 8, 24, 14] . One of these conditions is that g and Φ are related by g(Φ(X), Y ) = g(X, Φ(Y )).
In the current setting, the only non-vanishing conditions are −g 11ẋ −g 12ẏ −g 13ż = 0, g 12ẋ −g 22ẏ −g 23ż = 0, g 13ż +g 11ẋ +g 12ẏ = 0, g 23ż +g 12ẋ +g 22ẏ = 0.
It is clear that, in case of a Riemannian metric, g ij only depends on x, y and z. Therefore, from the first equation we must get g 11 = g 12 = g 13 = 0, which can not happen for a non-degenerate metric.
Thompson [24] has shown that the connection on E(3) is variational, in the sense that there exist a local regular Lagrangian whose Euler-Lagrange equations are equivalent with the geodesic equations of the canonical connection. The most general form of such a Lagrangian can be found in [24] , but one example is L(x, y, z,ẋ,ẏ,ż) = 1 2ż (ẏ 2 −ẋ 2 ) cos(z) + 2ẋẏ sin(z) − 1 12ż 4 .
This confirms again that this example lies outside the realm of Riemann (and even Finsler) geometry. Notwithstanding, our propositions do provide an answer about conjugate points.
One may calculate that the Jacobi endomorphism has the eigenvalues λ = 0 and λ =ż 2 4 (double counted). If we consider the relative equilibrium t → (x(t), y(t), z(t) =ż 0 t) (through the unit (x = 0, y = 0, z = 0)), then the corresponding conjugate point is at t =
We may also relate this result to the one we had found in Proposition 5. This proposition roughly says that if the most general solution is given by q(t, q 0 ,q 0 ), then conjugate points are the points at instances t 0 such that the Jacobian ∂q ∂q 0 (t 0 , q 0 ,q 0 )
