The maximum likelihood estimators of location and scale parameters have the following undesirable properties: (i) they are not always consistent, and (ii) the asymptotic correlation of the MLE's of the "unrelated" location and scale parameters can be arbitrarily close to one.
Consistency of location-scale truncated MLE's
It is well known that the maximum likelihood estimators (MLE's) of the location and scale parameters may not exist. An example by Pitman [7, Chapter 8] is the following. If h(x) -c(xlog2x)_1 (c is a suitable constant) then the MLE's for the location and scale parameters for the probability density function a~lh((x -p)/o) do not exist. On the other hand if h is bounded, upper semicontinuous and \x\l+ah(x) is bounded for some a > 0 then the MLE of (p, a) is (strongly) consistent. Using some sophisticated results from category theory we could also construct a bounded, noncontinuous probability density function h such that the MLE of the location parameter p of h(x-p) exists but it is not consistent. (In this paper we do not want to discuss the details of the construction of h, we only mention that it can be a mixture of a normal density and a uniform density on a tricky unbounded set.) It is clear that without some continuity conditions we cannot even guarantee the mere existence of MLE. On the other hand we shall see that a simple modification of MLE is always consistent for all continuous strictly positive densities.
Replace by C ( > 0) every sample element bigger than C and by -C every sample element smaller than -C . Denote by h* <a the density function of this truncated sample (with respect to the corresponding measure o). Proof. We are going to prove somewhat more than strong consistency. Let (po, oq) e 0 be the true parameter. If Gi c 8 is any closed set and (po, an) $ 8i then
is a continuous function of (p, a) and (by Jensen's inequality) its maximum on 6i is less than 0. By the strong law of large numbers and the above mentioned continuity in (p, a) we have lim sup -y^ log , *''" . ' . < 0 with probability one (xi, x2, ... , x" denote the sample elements); thus,
if n is large enough (with probability one). Thus the truncated MLE is strongly consistent. (In fact, we proved somewhat more than required, since strong consistency already follows if ©i is any one-point set.)
ON THE DEPENDENCE OF LOCATION AND SCALE MAXIMUM LIKELIHOOD ESTIMATORS
Denote by 0 the range of MLE's (p., a) of (p, a). It is clear that no matter what the density function h is, the set 0 is always the direct product of the range of p and the range of a (observe that a shift of the sample shifts p.). Thus no information on either parameter can influence the range of the other one. In spite of this "unrelatedness" of p and a we shall see that their stochastic dependence can be very strong.
Under certain regularity conditions (the support of h is the whole real line, h is three times continuously differentiable, f*™(h'(x)2x'/h(x)) dx is finite for i = 0, 1, Finally, it may be noted that the regularity conditions guarantee (see, e.g., [1, Chapter 2, Theorem 25.1]) the existence of arbitrarily many moments of pn and a" and thus the existence of Corr(/i" , an).
Remark 1. High correlation indicates that the ratio of the eigenvalues of the covariance matrix of (p., a) can be large. In fact, we can prove that this ratio tends to oo as e -► 0. This is clearly an undesirable property (it shows a kind of inaccuracy of the estimators). A linear reparametrization can always make the MLE's pn and a" uncorrelated. If L" is the covariance matrix of (p" , an) then X" = er2Z" does not depend on (p, a). Thus if 
