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Abstract
Commutative von Neumann regular rings can be viewed as certain subdirect products of fields. So in
some sense they can code arbitrary sets of fields. It was shown in 1987 that most of the Gro¨bner basis
theory over fields initiated by B. Buchberger can be extended to finitely generated ideals over commutative
von Neumann regular rings. On the other hand, the construction of Comprehensive Gro¨bner Bases (CGBs)
over fields shows that the Gro¨bner basis theory over fields can be extended to polynomials with parametric
coefficients. Here we show that there is a surprisingly close relationship between comprehensive Gro¨bner
bases over fields and non-parametric Gro¨bner bases over commutative von Neumann regular rings. Thus
the latter can be viewed as an alternative to CGBs. Moreover we show that Gro¨bner bases over commutative
von Neumann regular rings do in fact also cover parametric Gro¨bner bases over these rings. These facts also
offer new algorithmic perspectives on parametric Gro¨bner bases. They form a strong generalization of the
earlier results of Y. Sato and A. Suzuki.
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1. Introduction
For every concept and construction in computer algebra the question of uniformity in the
input parameters is of crucial importance from both theoretical and practical viewpoints. This
applies in particular to the concept of Gro¨bner bases and their construction via some variant
of the Buchberger algorithm. Since their invention by Bruno Buchberger in 1965 this concept
and the associated constructions and applications have turned out to be of central importance
in algorithmic commutative algebra and algebraic geometry. As regards the dependency of
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Gro¨bner bases on term orders, uniformity has been achieved by the construction of universal
Gro¨bner bases and the related Gro¨bner fans (Mora and Robbiano, 1988; Weispfenning, 1987a).
As regards the dependency of Gro¨bner bases on the coefficients of the input polynomials,
uniformity has been achieved by the construction of comprehensive Gro¨bner bases and the
associated Gro¨bner systems (Weispfenning, 1992). In the original version comprehensive
Gro¨bner bases apply to finite sets of polynomials, whose coefficients are elements of some
polynomial ring K [U1, . . . ,Um] in finitely many parameters over a field K and specializations
of the parameters Ui . Recently both the concept and the construction have been generalized to
finite sets of polynomials with coefficients in an arbitrary domain R and specializations that
are arbitrary homomorphisms of R into some field K ′ (Weispfenning, 2002a). In this general
form comprehensive Gro¨bner bases can be viewed as coding simultaneously a whole family of
Gro¨bner bases in polynomial rings over the different base fields arising from all specializations
of R.
This flavour of uniformity is also present in the concept of Gro¨bner bases in polynomial
rings over commutative von Neumann regular rings. In the following a regular ring always
means a commutative von Neumann regular ring. Up to isomorphisms these rings are subdirect
products of fields that are closed under the formation of componentwise inverses of elements
with the convention that 0−1 = 0. So they also code in some sense all the fields arising as
factors in the subdirect product (compare Loullis, 1979; Saracino and Weispfenning, 1975 for
more precise versions of this heuristic principle). A construction of Gro¨bner bases for ideals
in polynomial rings over regular rings R was established in Weispfenning (1987b) and further
optimized in Sato (1998). It is not surprising that these Gro¨bner bases code in some sense a
whole family of Gro¨bner bases in the polynomial rings over the fields arising as factors in a
subdirect product representation of R. So if the family of these factor fields is large enough these
Gro¨bner bases should be able to serve as a replacement for comprehensive Gro¨bner bases. This
observation was recently made for the classical setting of a ring of multivariate polynomials over
a parameter ring R = K [U1, . . . ,Um ], where K is a field in Sato and Suzuki (2002). They
embed R in a natural way into the regular ring K K
m
, where K is the algebraic closure of K ,
by passing from polynomials to polynomial functions, and then construct in an explicit fashion
the regular closure S of R in the regular ring K K
m
. Then they show that a Gro¨bner basis G in a
multivariate polynomial ring over S can serve as a kind of parametric Gro¨bner basis for an ideal
in a multivariate polynomial ring over R.
Here we investigate the connections between comprehensive Gro¨bner bases and Gro¨bner
systems, on the one hand, and Gro¨bner bases over regular rings on the other in much greater
generality. We describe a number of algorithmic transitions between these concepts that show a
surprisingly close relationship between them under very general conditions.
The paper is an expanded and corrected version of Weispfenning (2002b). Due to limitation
of time and space many statements and proofs in that paper remained very sketchy, relying
frequently on subtle modifications of the technically complicated material in Weispfenning
(1987b). Here we have spelled out these sketchy arguments explicitly and in much more detail.
This concerns in particular the vague hints on a passage from a boolean closed Gro¨bner basis
over a regular ring for an ideal defined over a subring to a faithful Gro¨bner system and hence a
comprehensive Gro¨bner basis over that subring, at the end of Section 6. We have also corrected
faulty statements, in Theorem 4.1(2) and in Corollary 5.1. We hope that this revision renders the
fascinating and subtle connections between comprehensive Gro¨bner bases and Gro¨bner bases
over regular rings more accessible to a wide audience.
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2. Von Neumann regular rings and ∗-rings
In this section we review some facts that are presented in detail in Saracino and Weispfenning
(1975). All rings in this paper will be commutative rings with 1. A ring R is (von Neumann)
regular if for every a ∈ R there exists b ∈ R with a2b = a; the elements a∗ = a · b and a−1 =
a · b2 are then uniquely determined by a and satisfy a·a∗ = a, a·a−1 = a∗. The element a∗ is the
idempotent of a, a−1 the quasi-inverse of a. B(R) denotes the boolean algebra of idempotents
of R (with the operations defined by ∼ a = 1 − a, a  b = a · b, a unionsq b = a + b − a · b).
Any homomorphism between regular rings preserves the operations −1 and ∗. Any regular ring
is a ∗-ring, i.e. a ring with an operation a 	−→ a∗ associating with a the smallest idempotent
e = a∗ ∈ B(R) with e · a = a. For every subset Q of a ∗-ring R there is a smallest ∗-subring Q′
of R containing Q, the ∗-closure of Q in R. Q′ is obtained as the closure of Q ∪{0, 1} under the
operations +,−, ·,∗ . Similarly every subset Q of a regular ring R has a regular closure, obtained
as the closure of Q ∪ {0, 1} under the operations +,−, ·,−1 .
Examples of regular rings (∗-rings) are direct products R of fields (of integral domains), where
a−1 (a∗) is the pointwise inverse (with 0−1 = 0) of a (the characteristic function of a). More
generally, any subring of R closed under −1 (under ∗) is a regular ring (a ∗-ring). Conversely,
any regular ring (any ∗-ring) can be canonically represented in this way as a subdirect product of
fields (of integral domains):
Let, for a ring R, Spec(R) denote the prime spectrum of R, i.e. the set of all prime ideals of
R, and let Spec(B(R)) be the set of all boolean prime ideals of B(R). In a ∗-ring R a ∗-ideal of
R is an ideal of R that is closed under the operation ∗. We denote the set of prime ∗-ideals of R
by Spec∗(R). In a regular ring R every ideal is a ∗-ideal, and so Spec(R) = Spec∗(R). Let now
R be an arbitrary ∗-ring. Then the map Spec∗(R) −→ Spec(B(R)), p 	→ p∗ := {a∗ | a ∈ p} =
p ∩ B(R) is a bijection. For given boolean prime ideal q , the unique preimage under this map is
q∼ := {a ∈ R | a∗ ∈ q}. As a consequence Spec∗(R) can be identified with the boolean space
Spec(B(R)) of prime ideals of the boolean algebra B(R). Then the Stone representation of B(R)
extends uniquely to a representation of R as a subdirect product of factors Rp := R/p∼, where
p ∈ Spec(B(R)). In this representation, the support of any element of R is a clopen set equal to
the support of a∗ and of a−1. For a subset Q of R and p ∈ Spec(B(R)) we let κp : R −→ Rp
be the canonical homomorphism, and Q p the image of Q under κp.
For the present paper, our interest in ∗-rings arises from the following fact:
Let R be a ∗-ring and let S = R[X1, . . . , Xr ] be a polynomial ring over R. Then S is a ∗-
ring with B(S) = B(R) and for f ∈ S, f ∗ is the union of all a∗, where a ranges over
the coefficients of f. Moreover for all p ∈ Spec(B(S)) = Spec(B(R)), Sp is canonically
isomorphic to Rp[X1, . . . , Xr ] and hence will be identified with this polynomial ring. More
generally any homomorphism σ : R −→ R′ extends canonically to a homomorphism σ : S −→
R′[X1, . . . , Xr ] on applying σ coefficientwise.
Similarly, any module M over a ∗-ring R has a canonical representation as a subdirect
product of Rp-modules Mp = p∼ · M , where p ∈ Spec(B(R)); this applies in particular to
ideals I of R.
To conclude, we indicate how (countable) regular ground rings R can be handled
computationally: If R is a finite direct product of computable fields, no problem arises. In other
cases, R may frequently be regarded as a regular subring of the bounded boolean power K [B] of
a computable field K , by the unique atomless countable boolean algebra B . Then the elements
of R are sums e1k1 + · · · + enkn with ei in B, ki in K . In the canonical representation, the
elements of R are locally constant functions from Cantor space C into K . The elements of B can
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be represented as disjoint unions of basic clopen subsets of C = 2N coded by finite strings of
zeros and ones.
Notice that regular rings are in general not Noetherian:
Indeed, let R as above be the regular ring of all locally constant functions on the Cantor space
C with values in a field K , and let I be the ideal of all functions vanishing at some fixed point
c ∈ C. Then I is not finitely generated. To see this assume that F is a finite set of generators for
I. Then the intersection of all zero-sets of elements of F is a clopen subset A of C containing
the point c. By the properties of C we can find another clopen subset B = A of C such that
c ∈ B ⊂ A. Then the characteristic function of C \ B is in I, but not in the ideal generated by F.
As a consequence, polynomial rings over regular rings are also in general not Noetherian.
3. Gro¨bner bases over regular rings
For the Gro¨bner basis theory over regular rings we extend the notation of Becker et al. (1998)
for the Gro¨bner basis theory over fields:
Let R be a regular ring, let S = R[X1, . . . , Xr ] be a polynomial ring over R; for any
p ∈ Spec(B(R)), we let Sp = Rp[X1, . . . , Xr ] be the canonical factor of the ∗-ring S at p. T
denotes the set of terms s, t, t ′, . . . , i.e. of power products of the indeterminates Xi . Monomials
are products a · t with 0 = a ∈ R, t ∈ T . A monomial a · t occurs in a polynomial f ∈ S if
a · t is a summand in f . M( f ) denotes the set of all monomials occurring in f . For fixed term
order < on T we let HT( f ), HM( f ), HC( f ), HI( f ) denote the highest term occurring in f , the
highest monomial occurring in f , the highest coefficient a of f (i.e. the coefficient of HT( f )),
and the highest idempotent a∗ of f , respectively. f is quasimonic if HC( f ) is an idempotent.
The most important fact as regards term orders and their induced quasiorders on S \ {0} is that
both are Noetherian, i.e. they do not admit infinite decreasing chains of elements. This is a well-
known consequence of Dickson’s lemma (compare Becker et al., 1998).
Reduction relations on S (with respect to a fixed term order < on T ) can be defined verbatim
as for polynomials over fields, with inverses replaced by quasi-inverses. So for f, g, h ∈ S with
f, g = 0 we say that g reduces to h modulo f (notation: g−→
f
h), if HM( f ) = as, bt ∈ M(g),
ab = 0, s divides t, say t = us, and h = g − ba−1u f. Reduction by a set F of polynomials and
iterated reduction are defined and denoted as usual (see Becker et al., 1998). Notice that we can
always render a reduction as above “denominator-free” by multiplying g by HC( f ) = a; indeed
ag−→
f
ah = ag − ba∗u f.
The condition ab = 0 is decisive. It implies, as in the case of polynomials over fields:
Theorem 3.1. For any finite list F of non-zero polynomials in S, the reduction −→
F
is
Noetherian.
The proof combines the Noetherianity of the quasiorder on S \ {0} with the finiteness of
finitely generated boolean algebras and a pigeonhole principle (see Weispfenning, 1987b, proof
of Theorem 1.2). It relies heavily on the finiteness of F ; for infinite F the theorem fails in general.
Corollary 3.1. Let F be a finite list of polynomials in S. Then the following assertions about the
reduction relation −→ mod F are equivalent:
(1) −→ is confluent.
(2) −→ is locally confluent.
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(3) −→ has the Church–Rosser property.
(4) Every g ∈ S has a unique normal form mod F.
In order to avoid certain problems that do not occur for polynomials over fields, we restrict
our attention from now on to boolean closed sets of polynomials. The corresponding definitions
are as follows: A polynomial 0 = q ∈ S is boolean closed (b.c.) if q = HI(q) · q . So for any
q ∈ S, HI(q) ·q is b.c. We call HI(q) ·q the boolean closure BC(q) of q , and (1−HI(q)) ·q the
boolean remainder B R(q) of q . So for q = 0, B R(q) < q and q = BC(q) + B R(q). A finite
set Q of polynomials in S \ {0} is boolean closed (b.c.) if every q ∈ Q is b.c. A boolean closure
of Q is a finite b.c. set Q′ ⊆ S \ {0} such that Q and Q′ generate the same ideal in S.
The following easy recursive algorithm (compare Weispfenning, 1987b) computes for a given
finite non-empty set Q ⊆ S \ {0} a specific boolean closure BC(Q) of Q such that the following
two properties hold:
1. For every p ∈ Spec(B(R)) we have Q p = (BC(Q))p.
2. Every coefficient of a polynomial in BC(Q) is represented by superposition of the ring
operations and * applied to the coefficients of elements of Q.
3. Let Q′ result from BC(Q) by replacing recursively from inside to outside in the coefficients
of polynomials in BC(Q) every expression of the form ( )∗ in some arbitrary way by 0 or 1.
Then Q′ ⊆ Q ∪ {0}.
Algorithm BOOLEAN CLOSURE
BC(Q) :=
⋃
{BC({q}) | q ∈ Q}
BC({q}) = {BC(q)} ∪ BC({B R(q)} \ {0})
Termination is guaranteed by the fact that B R(q) < q.
The decisive fact about b.c. sets of polynomials in S is the following lemma; it is the key for
transferring the Gro¨bner basis theory over fields to the present setting.
Lemma 3.1. For every b.c. set Q ⊆ S and every f ∈ S and every q ∈ Q, f · q ∗−→
Q
0.
Proof. See Weispfenning (1987b), Lemma 1.8. 
Among the many equivalent definitions of a Gro¨bner basis for polynomial ideals over fields,
the following is quite natural: A finite set G of polynomials is a Gro¨bner basis (GB) if for every
f ∈ (G), f ∗−→
G
0. We take this as the definition of a Gro¨bner basis in S as well. For finite b.c. sets
G, the equivalent definitions known for polynomials over fields are still valid due to Lemma 3.1.
Let f ⏐g stand for “There exists a polynomial h such that f ∗−→
G
h and g ∗−→
G
h”.
Lemma 3.2. Let G be a finite b.c. set of non-zero polynomials in S, and let −→ be the induced
reduction. Then the following assertions are equivalent:
(1) G is a Gro¨bner basis.
(2) For all 0 = f ∈ (G), f is reducible mod G.
(3) For all f, g ∈ S, f − g ∈ (G) implies that for some h ∈ S, f ∗−→ h ∗←− g.
(4) −→ is confluent.
The following characterization (see Weispfenning, 1987b) of Gro¨bner bases G in terms of
their images G p will be of great importance in the following. It uses essentially the compactness
of the boolean space Spec(B(R)).
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Theorem 3.2. Let G be a finite b.c. set of non-zero polynomials in S. Then G is a Gro¨bner basis
iff for all p ∈ Spec(B(R)), G p is a Gro¨bner basis in Sp.
As in Weispfenning (1987b) we define the s-polynomial spol( f, g) of 0 = f, g ∈ S in a
natural denominator-free way: Let HM( f ) = as, HM(g) = bt, and let u = ss′ = t t ′ be the least
common multiple of s and t . Then spol( f, g) := bs′ f − at ′g.
Using Theorem 3.2 we obtain an analogue of the well-known s-polynomial criterion for
Gro¨bner bases over fields (see Weispfenning, 1987b, Theorem 2.6):
Theorem 3.3. Let G be a finite b.c. set of polynomials in S. Then G is a Gro¨bner basis iff for all
pairwise different non-zero polynomials f, g ∈ G, spol( f, g) ∗−→
G
0.
By Theorem 3.2 the proof reduces to the corresponding criterion for Gro¨bner bases over fields.
On the basis of this criterion one obtains the following “denominator-free” variant of the
Buchberger algorithm for the construction of boolean closed Gro¨bner bases in Weispfenning
(1987b):
Algorithm BCGR ¨OBNER
Input: A finite non-empty set F ⊆ S \ {0} and a term order <.
Output: A finite non-empty set G ⊆ S \ {0} such that:
1. G is a b.c. Gro¨bner basis w.r.t. <.
2. F and G generate the same ideal in S.
3. G is contained in the ∗-closure of F (as defined in Section 2).
4. Let R be a subring of S with F ⊆ R. Let G′ result from G on replacing recursively from
inside to outside in the coefficients of polynomials in G every expression of the form c∗ with
c ∈ R in some arbitrary way by 0 or 1. Then G′ is contained in the ideal generated by F in R.
G := BC(F);
B := {{ f, g} | f, g ∈ G, f = g};
while B = ∅ do
{ f, g} := some element of B;
B := B \ {{ f, g}};
h := spol( f, g);
K := {h} \ {0};
while there exist k ∈ K , g ∈ G, k ′ ∈ S such that k−→
g
k ′ do
pick k maximal with this property;
K := K \ {k};
K := K ∪ {HC(g) · k ′, (1 − HI(g)) · k};
K := BC(K ) od;
B := B ∪ {{g, k} | g ∈ G, k ∈ K }; G := G ∪ K
od
In order to prove the correctness of this algorithm we observe to begin with that the inner
while-loop has the following loop invariant:
K is a finite b.c. subset of the ideal generated by G in S; moreover upon termination of the inner
while-loop every k ∈ K is in normal form modulo G.
On the basis of this fact, we observe that the outer while-loop has the following loop invariants:
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1. G is a finite b.c. subset of S.
2. F and G generate the same ideal in S.
3. G is contained in the ∗-closure of F.
4. Let R be a subring of S with F ⊆ R. Let G′ result from G by replacing recursively from
inside to outside in the coefficients of polynomials in G every expression of the form c∗ with
c ∈ R in some arbitrary way by 0 or 1. Then G′ is contained in the ideal generated by F in R.
5. For all { f, g} with f, g ∈ G, { f, g} /∈ B, spol( f, g) ∗−→
G
0.
By the last loop-invariant and Theorem 3.3, G is a Gro¨bner basis upon termination of the
outer while-loop.
Termination of the inner while-loop is guaranteed by the fact that the maximal elements of
K that are reducible modulo G strictly decrease w.r.t. the quasiorder induced by <. Termination
of the outer while-loop is proved by a combination of Dickson’s lemma and Ko¨nig’s tree lemma
(compare Weispfenning, 1987b). This completes the correctness and termination proof of the
algorithm BCGR ¨OBNER.
So we have proved:
Theorem 3.4. For every finite non-empty set F ⊆ S \ {0} and every term order < the algorithm
BCGR ¨OBNER constructs a boolean closed Gro¨bner basis G w.r.t. < of the ideal generated by F
in S. Moreover G has properties 3 and 4 specified in the algorithm.
4. Comprehensive Gro¨bner bases
We begin with a very general definition of comprehensive Gro¨bner bases.
Definition. Let R be a ring, let R′ = R[X1, . . . , Xn], let < be a term order on the set T of
terms in R′, let Σ be a class of homomorphisms (specializations) of R into some rings, and let
G be a finite subset of R′. Then G is a comprehensive Gro¨bner basis w.r.t. < and Σ if for all
homomorphisms σ : R −→ S with σ ∈ Σ , σ (G) is a Gro¨bner basis in S′ = S[X1, . . . , Xn].
Here σ : R′ −→ S′ is the coefficientwise extension of σ and Gro¨bner bases in S′ are defined as
strong Gro¨bner bases.
If in addition I is an ideal in R′ and G is a comprehensive Gro¨bner basis in R′ w.r.t. <, Σ , then
we say G is a comprehensive Gro¨bner basis of I w.r.t. <, Σ if I is the ideal generated by G in
R′. When Σ is the class of all specializations of R into fields we may also omit the reference
to Σ .
In almost all cases considered so far in the literature, Σ is a class of specializations into fields
(except in Sato and Suzuki (2001), where regular rings are admitted as target rings). In the by
now classical case (Weispfenning, 1992), R is moreover a polynomial ring K [U1, . . . ,Um ] over
a field or domain K . In Weispfenning (2002a) this was generalized to an arbitrary domain R; this
paper also provides a construction of a comprehensive Gro¨bner basis from a given finite ideal
basis in R′.
On the negative side it was shown in Weispfenning (1992) that for R = Z, an arbitrary term
order < and Σ the class of specializations of R into {Z} there are ideals in R′ that have no
comprehensive Gro¨bner basis w.r.t. < and Σ .
Here we note the following positive results:
Theorem 4.1. (1) Let R be a field, R′ = R[X1, . . . , Xn], < a term order on the set T of terms
in R′ and let G be a Gro¨bner basis in R′ w.r.t. <. Then G is also a comprehensive Gro¨bner
basis w.r.t. < .
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(2) Let R be a regular ring, R′ = R[X1, . . . , Xn], < a term order on the set T of terms in R′
and let G be a b.c. comprehensive Gro¨bner basis in R′ w.r.t. < . Then G is a comprehensive
Gro¨bner basis w.r.t. < and the class Σ ′ of all specializations of R into regular rings.
Proof. 1. Since every homomorphism σ of R into a field K is an embedding, σ(G) is also a
Gro¨bner basis in K [X1, . . . , Xn], since the Gro¨bner basis property is preserved by ground field
extensions (see Becker et al., 1998).
2. Let S be a regular ring, S′ = S[X1, . . . , Xn], let ϕ : S −→ ∏
p∈Spec(B(S))
Sp be the canonical
representation of S as a subdirect product of fields Sp , and let for q ∈ Spec(B(S)), πq :∏
p∈Spec(B(S))
Sp −→ Sq be the projection on the q-th factor. Then for any homomorphism
δ : R −→ S and every p ∈ Spec(B(S)), πp ◦ ϕ ◦ δ : R −→ Sp is a specialization of R into a
field Sp and so by our hypothesis πp ◦ ϕ ◦ δ(G) is a Gro¨bner basis w.r.t. < in Sp[X1, . . . , Xn].
Since δ preserves the operation ∗, δ(G) is b.c. in S′. Consequently by Theorem 3.2, δ(G) is a
Gro¨bner basis w.r.t. < in S′ = S[X1, . . . , Xn]. This proves the theorem. 
A comprehensive Gro¨bner basis of an ideal I in R′ = R[X1, . . . , Xn] with respect to a term
order < and a class Σ of rings is as a rule constructed via a Gro¨bner system. A fairly general
definition of such systems (compare Weispfenning, 2002a) is as follows: Let GS be a finite set
of triples (P, Q, F), where P and Q are finite subsets of R, and F is a finite subset of R′. Then
GS is a Gro¨bner system for I w.r.t. < and Σ if for every homomorphism σ : R −→ S with
σ ∈ Σ there exists at least one triple (P, Q, F) ∈ GS, such that for all p ∈ P, σ (p) = 0,
for all q ∈ Q, σ (q) = 0, and σ(F) is a Gro¨bner basis of the ideal generated by σ(I ) in
S′ = S[X1, . . . , Xn]. If moreover for all triples (P, Q, F) ∈ GS, F ⊆ I, then we call GS a
faithful Gro¨bner system for I w.r.t. < and Σ . From every faithful Gro¨bner system for I w.r.t.
< and Σ a comprehensive Gro¨bner basis G for I w.r.t. < and Σ is simply obtained by putting
G =⋃{F | (P, Q, F) ∈ GS}. For non-faithful Gro¨bner systems this is not generally true.
5. Connections
In this section we explore the connections between comprehensive Gro¨bner bases and Gro¨bner
systems, on the one hand, and Gro¨bner bases over regular rings, on the other.
We begin with the passage from a comprehensive Gro¨bner basis to a Gro¨bner basis over a
regular ring:
Theorem 5.1. Let R be a domain, R′ = R[X1, . . . , Xn], T be the set of terms in R′ and < a
term order on T . Let S be an arbitrary regular ring extending R, let G be a comprehensive
Gro¨bner basis in R′ w.r.t. <, and let H = BC(G) be the boolean closure of G in S′ =
S[X1, . . . , Xn]. Then H is a Gro¨bner basis w.r.t. < in S′ = S[X1, . . . , Xn].
Proof. Let S ↪→ ∏
p∈Spec(B(S))
Sp be a representation of S as a subdirect product of fields and
let κp : S −→ Sp denote the canonical homomorphisms. Since each κp | R : R −→ Sp is a
specialization of R, it follows that for the natural extension
κp|R : R[X1, . . . , Xn] −→ Sp[X1, . . . , Xn]
(κp|R)(G) is a Gro¨bner basis in Sp[X1, . . . , Xn] for every p ∈ Spec(B(S)). Since for each
p ∈ Spec(B(S)) (κp|R)(G) = (κp|R)(H ) and since H is boolean closed, this entails by
Theorem 3.2 that H is a Gro¨bner basis in S′. 
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Together with the standard passage from a faithful Gro¨bner system GS to the associated
comprehensive Gro¨bner basis G :=⋃{F | (P, Q, F) ∈ GS}, this theorem provides in addition
a passage from a faithful Gro¨bner system to a Gro¨bner basis over a regular ring.
The next theorem describes more generally a passage from an arbitrary—not necessarily
faithful—Gro¨bner system to a Gro¨bner basis over a regular ring:
Theorem 5.2. Let R be a domain, R′ = R[X1, . . . , Xn], T the set of terms in R′, < a term
order on T, and let I be an ideal in R′. Let S be an arbitrary regular ring extending R, let GS
be a Gro¨bner system for I in R′ w.r.t. <, and let G be obtained from GS as follows:
G =
⋃
(P,Q,F)∈GS
{∏
h∈P
(1 − h∗)
∏
q∈Q
q∗ f | f ∈ F
}
.
Then the boolean closure H of G in S′ = S[X1, . . . , Xn] is a Gro¨bner basis of the extension
ideal J of I w.r.t. < in S′ = S[X1, . . . , Xn].
Proof. Let again S ↪→ ∏
p∈Spec(B(S))
Sp be a representation of S as a subdirect product of fields
and let κp : S −→ Sp denote the canonical homomorphisms. Let again
κp|R : R[X1, . . . , Xn] −→ Sp[X1, . . . , Xn]
denote the natural extension of κp|R. Call a triple (P, Q, F) ∈ GS good w.r.t. κp, if it has the
property that for all h ∈ P, κp(h) = 0, for all q ∈ Q, κp(q) = 0, and κp(F) is a Gro¨bner basis
of the ideal generated by κp(I ) in Sp[X1, . . . , Xn] w.r.t. <. Notice that for all non-good triples
(P ′, Q′, F ′) ∈ GS and all f ∈ F we have κp(∏h∈P(1 − h∗)∏q∈Q q∗ f ) = 0. Consequently
κp(G) =
⋃
{κp(F) | (P, Q, F) ∈ GS is good}
is a Gro¨bner basis of the ideal generated by κp(I ) in Sp[X1, . . . , Xn]. From this fact we conclude
as in the previous proof that H is a Gro¨bner basis in S′. 
The next theorem shows that conversely boolean closed Gro¨bner bases over regular rings are
in fact automatically comprehensive Gro¨bner bases:
Theorem 5.3. Let S be a regular ring, let S′ = S[X1, . . . , Xn], let T be the set of terms in S′
and < be a term order on T . Let G be a boolean closed Gro¨bner basis in S′ w.r.t. <. Then G
is also a comprehensive Gro¨bner basis w.r.t. < and the class Σ ′ of specializations into regular
rings.
Proof. By Theorem 4.1(2), it suffices to show that G is also a comprehensive Gro¨bner basis
w.r.t. < and the class Σ of fields. Let K be a field and let σ : S −→ K be a homomorphism.
Then the kernel of σ is a prime ideal in S, and hence of the form p∼ for some p ∈ Spec(B(R)).
Thus the factor ring Sp embeds into K . Modulo an isomorphism we may assume that in fact
σ(S) = Sp ⊆ K . By Theorem 3.2 the image σ(G) is a Gro¨bner basis in Sp[X1, . . . , Xn] w.r.t.
<, and hence also in K [X1, . . . , Xn] w.r.t. < by the lemma on ground field extensions (see
Becker et al., 1998, Corollary 5.51). 
This fact can be strongly generalized to arbitrary commutative rings R together with a suitable
family of prime ideals:
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Theorem 5.4. Let R be a commutative ring with 1 and let us have P ⊆ Spec(R), such
that
⋂{p | p ∈ P} = {0}. Put U := ∏p∈P Quot(R/p), and define ϕ : R −→ U by
ϕ(r) = {r + p | p ∈ P}. For p ∈ P let πp be the canonical projection of U onto Quot(R/p). Let
Q be the ∗-closure of ϕ(R) in U, let S ⊃ Q be the regular closure of ϕ(R) in U, let I be an ideal
in R′ = R[X1, . . . , Xn], and let J be the ideal generated by ϕ(I ) in S′ = S[X1, . . . , Xn]. Let <
be a term order and let G be a boolean closed Gro¨bner basis in Q′ = Q[X1, . . . , Xn], of J w.r.t.
< in S′. Then for every specialization σ : R −→ K into some field K with p := ker(σ ) ∈ P
there is a canonical induced homomorphism τ : Q′ −→ K [X1, . . . , Xn] such that τ (G) is a
Gro¨bner basis w.r.t. < of the ideal generated by σ(I ) in K [X1, . . . , Xn].
Notice that the existence of such a G in Q′ is guaranteed by Theorem 3.4.
Proof. We have R ϕ−→ϕ(R) ⊆ Q ⊆ S ⊆ U, and R σ−→K with p = ker(σ ) ∈ P . Let
πp be the projection of U onto the p-th factor Quot(R/p). Then πp(S) = Quot(R/p) and
πp(Q) = πp(ϕ(R)) = Quot(R/p). Since p = ker(σ ), σ induces a canonical embedding
σ ′ : R/p −→ K , that again extends canonically to an embedding σ ′′ : Quot(R/p) −→ K .
Consequently we have (σ ′′ ◦ πp) : S −→ K . We denote the natural extension of this
homomorphism to polynomials by τ : S′ −→ K [X1, . . . , Xn]. Notice that by definition
σ ′′ ◦ πp ◦ ϕ = σ. Hence τ (G) ⊆ (τ ◦ ϕ)(I ) = σ(I ); since moreover ϕ(I ) is contained in the
ideal generated by G, it follows that σ(I ) is in the ideal generated by τ (G). So τ (G) generates
the ideal generated by σ(I ) in K [X1, . . . , Xn]. On the other hand, pˆ := ker(πp) ∈ Spec(S), so
Quot(R/p) is canonically isomorphic to Spˆ∗, and so (σ ′′ ◦ πp)(S)[X1, . . . , Xn] is canonically
isomorphic to Spˆ∗ [X1, . . . , Xn]. Hence by Theorem 3.2 an isomorphic copy of τ (G) is a Gro¨bner
basis w.r.t. < in this ring, and so τ (G) is a Gro¨bner basis w.r.t. < in (σ ′′ ◦ πp)(S)[X1, . . . , Xn],
and hence in K [X1, . . . , Xn] by the lemma on ground field extensions. 
There are two important special cases of this result:
1. R is a domain or more generally a commutative ring without nilpotent elements and P =
Spec(R). Then τ (G) is a Gro¨bner basis in K [X1, . . . , Xn] for all specializations σ : R −→ K
into an arbitrary field K .
2. R is a polynomial ring K [U1, . . . , Um ] over some ground field K with algebraic closure
K , and P is the set of all maximal ideals of R. Then by Hilbert’s Nullstellensatz there is
a ono-to-one correspondence between K m and P : here (a1 . . . , am) ∈ K m corresponds
to the kernel of the evaluation map at this point. Via this correspondence the regular ring∏
p∈P Quot(R/p) =
∏
p∈P R/p can be identified with the ring K
K m
. Then ϕ(g) for g ∈ R
is the family of evaluations of the polynomial g at all points in K m . So S can be regarded as
the regular closure of ϕ(R) inside K K
m
. The main result of Sato and Suzuki (2002) is now
essentially this special case of the theorem together with a very explicit construction of S from
“terraces”.
So in less technical terms this theorem roughly asserts that for a given class Σ of
specializations into fields one can always construct a suitable regular overring S of R such
that every b.c. Gro¨bner basis G of the extension ideal of I in S acts as a replacement for a
comprehensive Gro¨bner basis for I w.r.t. < and Σ . This is the viewpoint taken also in Sato and
Suzuki (2002).
One can, however, push this theorem further in such a way that from G one can
actually explicitly construct a Gro¨bner system for the ideal I . For this purpose we need the
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following concept: A boolean specialization of a boolean subalgebra B ′ of B(S) is a boolean
homomorphism ρ : B ′ −→ {0, 1}. Boolean specializations are in one-to-one correspondence
with boolean prime ideals of B ′; so we can identify the set of boolean specializations of B(S)
with Spec(B ′).
Corollary 5.1. Assume the hypotheses of Theorem 5.4. Let Σ be the class of specializations σ
of R into fields K such that ker(σ ) ∈ P . For every boolean specialization ρ ∈ Spec(B(S)) let
ρ(G) be obtained by the following two operations:
1. Replace recursively from inside to outside every term of the form c∗ with c ∈ ϕ(R) occurring
in a coefficient of a polynomial in G by its image under ρ. Denote the finite set of these terms
c∗ by E, and let B ′ be the finite boolean algebra generated by E in B(S).
2. Replace the resulting object in ϕ(R) by its unique preimage under ϕ.
Then GS := {({ϕ−1(c) | c∗ ∈ E, ρ(c∗) = 0}, {ϕ−1(c) | c∗ ∈ E, ρ(c∗) = 1}, ρ(G)) | ρ ∈
Spec(B ′)} is a Gro¨bner system of I in R′ w.r.t. < and Σ .
Proof. By hypothesis, G ⊆ Q′. So every coefficient of a polynomial in G is represented by a
superposition of the ring operations and ∗ applied to elements of ϕ(R). Hence ρ(G) is indeed in
R′. Let σ : R −→ K be as in Theorem 5.4 with kernel p ∈ P . Then ρ := πp|B ′ is a boolean
specialization of B ′ and by definition of ρ(G), we have (πp ◦ ϕ)(ρ(G)) = πp(G). Let now τ be
defined as in the proof of Theorem 5.4. Then it follows that σ(ρ(G)) = (σ ′′ ◦ πp ◦ ϕ)(ρ(G)) =
(σ ′′ ◦ πp)(G) = τ (G). So by Theorem 5.4, σ(ρ(G)) is a Gro¨bner basis of the ideal generated
by σ(I ) in K [X1, . . . , Xn]. Since moreover σ(ϕ−1(c)) = 0 iff ρ(c∗) = 0, we have thus proved
that GS is indeed a Gro¨bner system of I in R′. 
Notice that in this corollary we could also replace Spec(B ′) by the set of all maps ρ : B ′ −→
{0, 1}. This set is highly redundant but computationally easier to handle. Notice also that GS
is in general not a faithful Gro¨bner system. For this to be the case one would need to know
that each ρ(G) ⊆ I. This is in fact true if the Gro¨bner basis G is constructed by the algorithm
BCGR ¨OBNER of Section 3. So we have:
Corollary 5.2. Assume the hypotheses of the previous corollary. Assume in addition that for
some term order < the Gro¨bner basis G has been constructed from ϕ(F) for some finite
F ⊆ R by means of the algorithm BCGR ¨OBNER. Then GS is in fact a faithful Gro¨bner system.
Consequently one obtains from GS a comprehensive Gro¨bner basis H of I w.r.t. < and Σ as
described at the end of Section 4.
Proof. It suffices to show that for all boolean specializations ρ of B ′, ρ(G) ⊆ I. This
follows readily by inspection of the algorithm BCGR ¨OBNER and its subalgorithm BOOLEAN
CLOSURE. 
Thus we have now completed a full circle of transformations between Gro¨bner bases over
regular rings, Gro¨bner systems, faithful Gro¨bner systems, and comprehensive Gro¨bner bases.
6. Conclusions
We have shown that two apparently unrelated theories, namely comprehensive Gro¨bner bases
and Gro¨bner systems, on the one hand, and Gro¨bner bases over regular rings, on the other, are in
fact two facets of the same general idea. We have shown a number of algorithmic constructions
leading from a concept of the first kind to an essentially equivalent concept of the second kind,
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and vice versa. Our results form a strong generalization of the results in Sato and Suzuki (2000,
2001, 2002) that connect the two aspects in special situations.
The transitions from one aspect to the other could also provide new ideas on more efficient
constructions for Gro¨bner bases for parametric polynomials.
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