Cluster analysis has proven to be a valuable statistical method for analyzing whole genome expression data. Although clustering methods have great utility, they do represent a lower level statistical analysis that is not directly tied to a specific model. To extend such methods and to allow for more sophisticated lines of inference, we use cluster analysis in conjunction with a specific model of gene expression dynamics. This model provides phenomenological dynamic parameters on both linear and non-linear responses of the system. This analysis determines the parameters of two different transition matrices (linear and nonlinear) that describe the influence of one gene expression level on another. Using yeast cell cycle microarray data as test set, we calculated the transition matrices and used these dynamic parameters as a metric for cluster analysis. Hierarchical cluster analysis of this transition matrix reveals how a set of genes influence the expression of other genes activated during different cell cycle phases. Most strikingly, genes in different stages of cell cycle preferentially activate or inactivate genes in other stages of cell cycle, and this relationship can be readily visualized in a two-way clustering image. The observation is prior to any knowledge of the chronological characteristics of the cell cycle process. This method shows the utility of using model parameters as a metric in cluster analysis.
Introduction
The complexity of biological systems is associated not only with the large number of interacting components but also with the complicated dynamics that they exhibit. An emerging problem in computational biology is to identify the relationships between the various components of a system and, specifically, how one component influences the expression of another. An understanding of the dynamics of how one effector or agent influences the entire network reveals the molecular circuitry of gene regulation. Often high-throughput methods, such as gene expression arrays, focus on genome-wide profiles of individuals from a population. From a dynamic point of view, this represents a "snap shot in time" of a potentially heterogeneous population. There are real advantages to determining expression profiles as a function of time. Just as chemical kinetics yields mechanistic information in a more straightforward fashion than chemical thermodynamics, expression time series data are more amenable to network modeling than expression data from a population. In time series data, an organism is exposed to some perturbation and the response of gene expression is monitored. Time series profiles have been measured in a wide range of systems including responses to media growth conditions (diauxic shift in yeast 1 ), cell cycle synchronization, 2 exposure to vaccines, 3 signaling responses to cytokines (M. Bechtel et al. unpublished results) and mechanical stimulation and insect feeding in Arabidopsis. 4 While time series data can be more difficult and expensive to obtain, the distinct advantage is that they are readily amenable to mechanistic interpretation.
Currently the most popular way to analyze time series microarray data is cluster analysis. Based on the fundamental premise that genes having similar expression profiles may share similar functions, interesting genes and their functions can be inferred from clustering on the relative expression profiles through the time course. Such simple clustering approaches are not easily extended to consider more complicated dynamic characteristic of the system. In this work, we combine cluster analysis with dynamic modeling to show how dynamic characteristics of a biological system, such as the cell cycle, can be explored. Our results for the yeast cell cycle indicate that genes in different stages of cell cycle are preferentially activating or inactivating genes in other stages of cell cycle, and this relationship can be readily visualized in a two-way clustering image.
Methods and Implementation

Networks from dynamic models of gene expression
There have been a number of recent attempts to analyze time series data for whole genome expression profiles.
1,2,5-13 Several of these previous studies have focused on the cell-cycle and diauxic shift data in the yeast Saccharomyces cerevisiae.
1,2
In both cases, the system is prepared in a given physiological state at the initial time point and changes in gene expression levels are measured as it moves to a new state. These experiments have some similarity to traditional perturbation-relaxation experiments in physics and chemistry.
Our previous analysis of expression time series is based on a simple dynamical model that includes both linear and non-linear kinetic terms. 5 This model is briefly summarized here. The time dependence of the system is represented by the rate law given below:
where A(t) is a matrix of the gene expression profiles at different points in time.
A(t) = (â(2), . . . ,â(t)) whereâ(i) is a vector representing the expression levels of all genes in the genome at time, t = i. The ratio values from the public domain data sets were used, rather than the log ratios, as these values are proportional to the mRNA concentration and are consistent with a first-order chemical kinetic model. The matrix A(t − 1) is a time-lagged matrix given by: A(t − 1) = (â(1), . . . ,â(t − 1)). The first term in Eq.
(1) represents a simple linear response and the elements of the Λ 1 matrix, λ ij give the influence of the expression level of the jth gene on the production of the ith gene. The second term, A(t − 1)A T (t − 1), in Eq. (1), the gene covariance at a previous time, introduces non-linearity into the model. The Λ matrices are calculated from a time series data set using a generalized matrix inversion technique based on singular value decomposition (SVD). The statistical robustness of the parameters calculated in this model has been previously explored using resampling and bootstrapping techniques. The two matrices generated by this data analysis are components of the weighted connectivity matrix of a graph of interactions between gene expression levels.
5 Because the non-linear transition matrix is not of the same dimensionality as the linear term, these matrix elements cannot be directly compared. From a chemical kinetic perspective, the Λ 1 matrix is proportional to a matrix of first order rate constants and Λ 2 is proportional to second order rate constants. A second order rate constant can be converted into a pseudo-first order rate constant by multiplying by the appropriate concentration. We perform the equivalent operation here to compare Λ 1 and Λ 2 . Therefore, we use the pseudo-first order matrix defined by: As discussed previously, phenomenological networks of gene interactions can be derived from the transition matrices.
5 These transition matrices give dynamic parameters λ ij that relate the level of expression of gene i at time t − 1 to the expression of gene j at time t. When these parameters are above a certain threshold value an arrow is drawn from node j to node i. This network is strictly speaking not a genetic regulatory network. Rather it is a network derived from a kinetic model that shows the influence of one expression level on another. The network obtained from Λ 1 gives the linear response or passive elements of the system. Networks obtained from Λ * 2 = Λ 2 A T (t − 1) represents a very specific form of a non-linear response within this model and are the active elements of the system. An example of such a network is shown in Fig. 1 . Threshold of 0.044 was used for Λ 1 matrix calculated from 405 × 18 alpha factor data matrix. The threshold was arbitrarily chosen to generate a relatively small graph that is easily visualized. A more detailed description of the validation of such graphs has been described previously. 13 
Data sets and hierarchical clustering of transition matrix
Two data sets from yeast cell cycle experiments, alpha factor and cdc-15 were obtained from http://genome-www.stanford.edu/cellcycle/. Missing data points in the log 2 transformed dataset were estimated using a k-nearest neighbors algorithm with k = 12.
14 Both datasets contained 6178 genes (M = 6178), 799 of which were classified as cell cycle regulated.
2 For alpha factor synchronized yeast cells, mRNA levels were monitored at 7-min intervals for 119 min, therefore N = 18. For cdc-15 temperature sensitive strain synchronization, time interval was not equal over 290 min. Linear interpolation was used to estimate the mRNA levels at the missing time points to obtain 10-min interval for 290 min, thus N = 29. To obtain informative genes and computational manageable data, we filtered the 6178 genes by the criteria of two fold (for cdc-15) or 1.7 fold (for alpha factor) modulation at least at two time points through the entire time course. The filter level is arbitrary chosen to generate a number of candidate genes that are roughly comparable to the number of genes thought to be involved in cell-cycle regulation. Typically, a 2-fold change has been taken as an experimentally significant change. [15] [16] [17] After filtering, alpha factor dataset contained 405 genes and cdc-15 dataset contained 966 genes. The transition matrices Λ 1 and Λ 2 were then calculated using a generalized matrix inversion technique.
5
The elements of the Λ 1 matrix, λ ij give the influence of the expression level of the jth gene on the production of the ith gene. Positive entries suggest a positive influence (either direct or indirect), while negative entries suggest an inactivation. We are interested in those genes that influence other genes strongly and identify these by applying a threshold to the entries in the transition matrix. For λ ij entries whose absolute value is above a fixed threshold, we identify the ith gene as responding gene and the jth gene as the influencing gene. The threshold values are chosen somewhat arbitrarily and will dictate the number of genes in influencing genes that will ultimately be identified. After identifying the influencing genes a two-way hierarchical cluster analysis is performed using the original entries of the transition matrices. The Λ 1 (or Λ 2 ) matrices that are clustered consist of λ ij values for N influencing genes versus all of the original filtered genes (responding genes). In alpha dataset, N = 165 for Λ 1 matrix and 166 for Λ 2 matrix, while in cdc-15, N = 140 for Λ 1 matrix and 143 for Λ 2 matrix. Average linkage hierarchical clustering with Pearson correlation as distance measurement was then applied to Λ 1 (or Λ 2 ) matrix using J-Express v2.1 (Molmine AS, Norway). Results of the cluster analysis are displayed using a color-coded dendrogram. As a convention, red indicates a positive entry in Λ 1 (or Λ 2 ) matrix, while green indicates a negative entry. The brighter the color (red or green) is, the larger the absolute entry in transition matrix. Functional annotations of genes were obtained from Saccharomyces cerevisiae genome database (http://genome-www.stanford.edu/Saccharomyces/).
Results
Clustering of transition matrix from alpha factor data set
Results from hierarchical clustering of Λ 1 from alpha factor and cdc-15 data set are shown in Figs. 2(a) and 2(b) . The 165 influencing genes from alpha factor data set can be divided into several distinct clusters, in which genes show similar expression profiles corresponding to different cell cycle phases. As shown in Fig. 2(a) , five clusters can be assigned to cell cycle phases. M phase cluster include genes involved in mitosis such as CLB1, CLB2, SWI5, CDC5, CDC20. M/G1 cluster includes genes involved in DNA replication (MCM2, MCM3, CDC54, CDC47). G1 cluster also includes genes involved in DNA replication (CLN1, CLN2, RNR1, POL30). S cluster includes all nine histones. Alpha cluster include genes encoding several pheromoneregulated membrane proteins (PRM2, PRM4, PRM5, PRM6) and proteins required for cell fusion (FUS1 and FUS3). Similar clustering patterns can be observed in cdc-15 data set, except heat-shock activated genes encoding several heat shock proteins form the fifth cluster (Fig. 2(b) ). Other clustering methods, such as K-means and self-organization map, and complete and single linkage for hierarchical clustering were also tested. The clustering results show no obvious difference when using these methods.
A striking observation is that the blocks crossing clusters in columns (influencing genes) and rows (responding genes) can infer the relationship between cell cycle phases. For example, if we look down the column representing S phase in Fig. 2(a) , we can see that S phase genes influence S and M phase genes positively (red color in image), but influence genes in M/G1 and G1 phase negatively (green color in image). Similarly, in the M/G1 cluster column, positive influence can be seen mainly in M/G1 and G1 phase genes, but much less in M and S phase genes. Genes in M phase activate genes in M and M/G1 phase, inactivate those in S phase, but activate and inactivate different genes in G1 phase. Genes in G1 phase seems to activate genes in G1 and S phase, and some genes in M phase, but inactivate genes in M/G1 phase. Genes in the Alpha cluster activate genes in S and M phase, but inactivate genes in G1 phase ( Fig. 2(a) ). Similar observations are seen in clustering result from cdc-15 data set with genes in HSP cluster activating genes in M/G1 phase and inactivating genes in S phase (Fig. 2(b) ). These clustering patterns are consistent with previous observations that genes in early phases of cell cycle activate genes in later phases, but inactivates genes in earlier phases. 2, 18 Although the entries in the transition matrix do not necessarily indicate a causal relationship between the expression of influencing genes with that of responding genes, they do imply how strong the expression of influencing genes correlates with that of responding genes in different dynamic stages of the underlying biological system. The relationship between influencing genes and responding genes could be direct or indirect. The transcription factors involved in one cell cycle phase have been shown to directly up-regulate the expression of transcription factors in the next cell cycle phase. 18 In contrast, some influences could be more indirect, involving a number of intermediate steps, such as posttranslational modification and protein-protein interaction.
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A schematic presentation of interaction between genes among different cell cycles, as well as alpha pheromone and heat shock activated genes, is shown in Fig. 3 . The influences are defined by the mean value λ ij in clustered blocks in Fig. 2 . We found that genes in one cell cycle phase activate genes in next phase (solid lines), and sometimes inhibit genes in the previous phase (dotted lines). Genes responding to alpha pheromone activate genes in S/G2 and G2/M, driving the cells into the cell cycle. Similar observations can be found with heat shock activated genes, which activate genes in M/G1 phase to drive the cells into the cell cycle. Interestingly, it is well known that alpha pheromone arrests cells in G1 phase while low temperature arrests cdc-15 strains in late mitosis.
2 Cells tend to re-enter the cell cycle in the next phase beyond which they are arrested at. The serial regulation of genes forms a connected regulatory network that is a cycle, as discovered by Simon et al.
JHQHV DQG UHVSRQGLQJ JHQHV FRXOG EH GLUHFW RU LQGLUHFW 7KH WUDQVFULSWLRQ IDFWRUV LQYROYHG LQ RQH FHOO F\FOH SKDVH KDYH EHHQ VKRZQ WR GLUHFWO\ XSUHJXODWH WKH H[SUHVVLRQ RI WUDQVFULSWLRQ IDFWRUV LQ WKH QH[W FHOO F\FOH SKDVH 18 ,Q FRQWUDVW VRPH LQIOXHQFHV FRXOG EH PRUH LQGLUHFW LQYROYLQJ D QXPEHU RI LQWHUPHGLDWH VWHSV VXFK DV SRVWWUDQVODWLRQDO PRGLILFDWLRQ DQG SURWHLQSURWHLQ LQWHUDFWLRQ )LJ ,QWHUDFWLRQ RI H[SUHVVLRQ OHYHOV DPRQJ FHOO F\FOH SKDVHV $ $OSKD GDWD VHW % FGF GDWD VHW &HOO F\FOH JHQHV IRU GLIIHUHQW SKDVHV DUH VKRZQ LQ FRORUHG ER[HV DV ZHOO DV DOSKD SKHURPRQH DFWLYDWHG JHQHV $OSKD DQG KHDW VKRFN DFWLYDWHG JHQHV +63 6ROLG OLQHV LQGLFDWH SRVLWLYH LQIOXHQFH RU LQGXFWLRQ ZKLOH GRWWHG OLQHV LQGLFDWH QHJDWLYH LQIOXHQFH RU LQKLELWLRQ 1XPEHUV DORQJ WKH HGJHV DUH WKH PHDQ YDOXH RI WUDQVLWLRQ PDWUL[ HQWULHV RI HDFK FOXVWHUHG EORFN DQG FRUUHVSRQGV WR WKH LQIOXHQFH EHWZHHQ FHOO F\FOH
18
Note that our result was obtained in an unsupervised fashion without any prior knowledge of chronological characteristics of cell cycle. The above analysis was based on the Λ 1 matrix, the linear term of our dynamic model. We also examined the transition matrix combing both linear and non-linear term Λ 1 and Λ * 2 , and the hierarchical clustering results from alpha factor and cdc-15 data sets are shown in Figs. 4(a) and 4(b) respectively. We noticed that the genes above threshold in both data sets are almost identical with those obtained from the Λ 1 matrix. A similar pattern of influence between genes in different clusters representing various cell cycle phases are observed (Figs. 4(a) and 4(b) ). Three new influencing genes PRR1, YLR327C, and SRC1 are identified in the alpha factor data set when the non-linear term is considered. SRC1 was classified in CLB2 cluster, 2 and has been shown to be regulated by forkhead genes and involved in sister chromatid segregation.
19 PPR1 is a serine/threonine kinase involved in MAPKKK cascade and a regulator of pheromone response, 20 PRR1 is activated in M/G1 phase and classified in SIC cluster.
2 There is no information on YLR327C up to the time this paper was written. Fifteen new genes are selected as influencing genes from the non-linear terms in the cdc-15 data set, including many genes with unknown function. These genes might have complicated regulations that cannot be represented by simple linear term. The results indicate that the non-linear term has little effects on the system, except for a small number of genes.
Comparison with previous analysis
Because of our screening criteria, our analysis considers the role of genes that are not necessarily cell-cycle regulated. We use a simple cutoff value for expression ratio compared to the Fourier transform method used by Spellman et al. 2 Among the responding genes, 266 out of 405 genes from alpha factor data set and 316 out of 966 from cdc-15 data set were identified as cell cycle regulated genes.
2 Because our analysis is completely general and does not presume any cyclic behavior, contributions from non-cell cycle regulated genes are also seen. For example, besides cell cycle regulated genes, many pheromone-induced genes clustered together in alpha factor data set. They survive the threshold because they are regulated strongly by alpha factor during the early time points. In the cdc-15 data set, many heat shock proteins form a tight cluster. This can be explained by the fact that cell cycle arrest of the cdc-15 strain is actually a heat shock treatment. When we analyze the influence between genes, we could not rule out the possible contribution of these non-cell cycle regulated genes. Earlier studies by Spellman et al. focused exclusively on cell cycle regulated genes.
2 Cell cycle regulated genes could be further classified into several subclusters. Expression profile of genes in the same order as in clustering are shown on the right. Genes with similar expression profiles are grouped together, and they are labeled with the cell cycle phases. Alpha labels alpha pheromone regulated genes, while HSP labels heat-shock activated genes. divided into several distinct clusters. Genes originally classified in Histones, CLN2, MCM, and SIC clusters by Spellman et al., as well as alpha factor responding genes formed separate clusters in our work (Fig. 2) . Some genes that clustered in M phase in our analysis were not classified into the CLB2 cluster by Spellman et al.
2
Examples are NCE102, TPO2, TPO3, CAR2, SML1, CWP1, PMP1, YNL057W, IQG1, ARN1, FIT3, YLR413W. Genes that were not included in M/G1 clusters in earlier work are PST1, HSP150, YLR194C, MFA2, PHO89, ENB1, STE6, CDC6, CYK3, YLR049C, PCL2, STE2. Among these genes, several are involved in mating. For example, MFA2 is α-factor mating pheromone precursor and was classified as M phase gene, 2 but visual inspection suggests that it should be M/G1 phase gene. STE6 is an ABC transporter, component of α-factor secretory pathway. STE2 is alpha factor pheromone receptor. Few of the G1 phase genes appear as influencing genes, except for genes in CLN2 clusters. Genes that were not included in G1 cluster in Spellman et al.'s analysis are MNN1, SWI4. The difference of genes within the cell-cycle clusters are probably due to the fact that Spellman et al. assigned genes to clusters based on the expression profile in all three cell cycle experiments plus CLB2 and CLN3 mutants.
2 The CLB2 and CLN3 experiments strongly influence the clustering in previous results but these experiments are not incorporated in the present analysis because they are not part of time-series data.
Conclusions
In this study, we demonstrate how inferential models can be used in conjunction with cluster analysis to analyze microarray time series. By choosing a model parameter as a metric, one can extend the level of inference of the cluster analysis. Conversely, cluster displays provide a facile method for visualizing genome-wide parameters obtained from specific models. In the present study, a dynamic model of gene expression was used to analyze microarray time series and obtain dynamic parameters showing the influence of one gene expression level on another. Using this parameter as a metric, two-way clustering was performed that shows how influencing genes affected the expression levels of responding genes. Because this is a phenomenological model, one cannot presume a causal connection between the influencing genes and the responding genes. However, such correlations can be used as a starting point for further investigations. The application of this unsupervised method to the cell cycle data in yeast shows strikingly strong clustering of cell cycle regulated genes. The temporal influence of these cell cycle genes on later stages of the cell cycle shows a logical progression of sequential influence. The influence of the synchronizing event (alpha pheromone or heat shock) is also demonstrated by this analysis. Future work will focus on examining the performance of this method on other data sets involving time series of whole genome expression.
