Abstract. Let Un(q) denote the unitriangular group of degree n over the finite field with q elements. In a previous paper we obtained a decomposition of the regular character of Un(q) as an orthogonal sum of basic characters. In this paper, we study the irreducible constituents of an arbitrary basic character ξ (ϕ) of Un(q). We prove that ξ (ϕ) is induced from a linear character of an algebra subgroup of Un(q), and we use the Hecke algebra associated with this linear character to describe the irreducible constituents of ξ (ϕ) as characters induced from an algebra subgroup of Un(q). Finally, we identify a special irreducible constituent of ξ (ϕ), which is also induced from a linear character of an algebra subgroup. In particular, we extend a previous result (proved under the assumption p ≥ n where p is the characteristic of the field) that gives a necessary and sufficient condition for ξ (ϕ) to have a unique irreducible constituent.
HECKE ALGEBRAS FOR THE BASIC CHARACTERS OF THE UNITRIANGULAR GROUP
Abstract. Let Un(q) denote the unitriangular group of degree n over the finite field with q elements. In a previous paper we obtained a decomposition of the regular character of Un(q) as an orthogonal sum of basic characters. In this paper, we study the irreducible constituents of an arbitrary basic character ξ (ϕ) of Un(q). We prove that ξ (ϕ) is induced from a linear character of an algebra subgroup of Un(q), and we use the Hecke algebra associated with this linear character to describe the irreducible constituents of ξ (ϕ) as characters induced from an algebra subgroup of Un(q). Finally, we identify a special irreducible constituent of ξ (ϕ), which is also induced from a linear character of an algebra subgroup. In particular, we extend a previous result (proved under the assumption p ≥ n where p is the characteristic of the field) that gives a necessary and sufficient condition for ξ (ϕ) to have a unique irreducible constituent.
Let p be a prime number, let q = p e (e ≥ 1) be a power of p, and let F q denote the finite field with q elements. Throughout the paper, we will denote by U the the unitriangular group U n (q) of degree n over F q ; by definition, U consists of all unipotent uppertriangular n × n matrices with coefficients in F q . We clearly have U = 1+u where u = u n (q) is the F q -space consisting of all nilpotent uppertriangular n × n matrices over F q ; in particular, the p-group U is an F q -algebra group (in the sense of [5] ; see also [4] ). Moreover, let u * denote the dual F q -space of u. For simplicity, we write Φ = {(i, j): 1 ≤ i < j ≤ n} and we refer to an element of Φ as a root. For any (i, j) ∈ Φ, let e ij ∈ u n (q) be the n × n matrix e ij = (δ ri δ sj ) 1≤r,s≤n where δ denotes the usual Kronecker symbol. Then, (e ij : (i, j) ∈ Φ) is an F q -basis of u to which we will refer as the standard basis of u. On the other hand, for any (i, j) ∈ Φ, let e * ij ∈ u * be defined by e * ij (a) = a ij for all a ∈ u (given a matrix x, we will denote by x ij the (i, j)-th coefficient of x). Then, (e * ij : (i, j) ∈ Φ) is an F q -basis of u * , dual to the standard basis of u. Let ψ : F + q → C be an arbitrary nontrivial character of the additive group F + q of F q (this character will be kept fixed throughout the paper) and, for any f ∈ u * , let ψ f : u → C be the function defined by ψ f (a) = ψ(f (a)) for all a ∈ u. It is clear that this function is a linear character of the additive group u + of u and that the mapping f → ψ f defines a one-to-one correspondence between u * and the set of all
for all a ∈ u. In general, φ O is not a character (see [6] 
In particular, the empty set is a basic subset of Φ. Given an arbitrary nonempty basic subset D of Φ and given an arbitrary map ϕ : D → F × q , we define the basic character ξ D (ϕ) of U to be the product of elementary characters
For our purposes, it is convenient to consider the trivial character 1 U of U as the basic character ξ D (ϕ) corresponding to the empty subset of Φ and to the empty function ϕ : D → F × q . By [2, Theorem 1], we know that every irreducible character χ of U is a constituent of ξ D (ϕ) for a unique basic subset D ⊆ Φ and a unique map
The purpose of this paper is to study the decomposition of an arbitrary basic character ξ D (ϕ) of U . Throughout the paper, the basic subset D ⊆ Φ and the map ϕ : D → F × q will be kept fixed. Moreover, we will simplify the notation and write ξ to denote the basic character ξ D (ϕ). We begin by proving that ξ is induced from a linear character of a certain algebra subgroup of U . (Following [5] , a subgroup of U = 1 + u is called an algebra subgroup if it is of the form 1 + J for some multiplicatively closed F q -subspace J of u.) In order to construct this subgroup, we consider the U -action on u * given by left translation: for any x ∈ U and any f ∈ u * , we define the linear map xf ∈ u * by (xf )(
On the other hand, let
It is easy to see that u(f ) is a multiplicatively closed F q -subspace of u. In fact, the following (easy) result holds.
Proof. Let a ∈ u(f ) be arbitrary and let
Replacing b by xb, we deduce that f (b) = f (xb) for all b ∈ u, and so a = x − 1 ∈ u satisfies f (ab) = 0 for all b ∈ u. This means that a ∈ u(f ), and so the equality U (f ) = 1 + u(f ) holds.
As a special case, let (i, j) ∈ Φ and consider the element e * ij ∈ u * . It is not difficult to show that u(e * ij ) = {a ∈ u : a ik = 0 for all i < k < j}; hence, U (e * ij ) = 1 + u(e * ij ) = {x ∈ U : x ik = 0 for all i < k < j}. For simplicity, we write n ij = u(e * ij ) and for all a ∈ u(e * ) (we recall that U (e * ) = 1 + u(e * )). Then, λ is a linear character of U (e * ). In fact, let x, y ∈ U (e * ) be arbitrary and let a, b ∈ u(e * ) be such that x = 1 + a and y = 1 + b. Then, xy = 1 + a + b + ab and so
, hence e * (ab) = 0). We note that
for all x ∈ U (e * ). In order to prove that ξ = λ U , it is very useful to describe the centralizer U (e * ) as follows. Let
and let R = Φ − S. Let n be the F q -subspace of u spanned by the vectors e ij for (i, j) ∈ R. Then, n = {a ∈ u : a rs = 0 for all (r, s) ∈ S}, and so n = (i,j)∈D n ij . In particular, we deduce that n is a multiplicatively closed F q -subspace of u. Therefore, we may consider the algebra subroup N = 1 + n of U . Then,
We have the following result.
Lemma 2. The subgroup N is the centralizer
Proof. We consider the standard basis (e ij : (i, j) ∈ Φ) of u. By Lemma 1, it is enough to prove that n consists of all matrices a ∈ u that satisfy e * (ae ij ) = 0 for all (i, j) ∈ Φ. Given an arbitrary element a ∈ u, we have ae ij = 1≤r<i a ri e rj . Therefore, e * (ae ij ) can be nonzero only if (r, j) ∈ D for some 1 ≤ r < i; and, if this is the case, we have e * (ae ij ) = a ri ϕ(r, j). Now, let a ∈ n, let (i, j) ∈ Φ and suppose that (r, j) ∈ D for some 1 ≤ r < i. Then, a ri = 0 and so e * (ae ij ) = 0. It follows that a ∈ u(e * ). Conversely, suppose that a ∈ u(e * ) and let (i, j) ∈ D. Then, for all i < k < j, we have a ik ϕ(i, j) = e * (ae kj ) = 0 and so a ik = 0. Thus, a ∈ n and the proof is complete.
We are now able to prove the following result. 
be the group algebra of U (resp., of N ). As usual, [3] ). Moreover, by [3, Theorem 11 .25], the mapping χ → χ H defines a bijection between the set of all irreducible constituents of λ U and the set of all irreducible characters of H. In the following result, we describe a C-basis of H. First, we introduce some notation. Let S ⊆ Φ be the subset consisting of all roots (i, j) ∈ Φ for which there exist j < k < l ≤ n with (i, k), (j, l) ∈ D. It is clear that S ⊆ S. Let x be the F q -subspace of u spanned by the vectors e ij for (i, j) ∈ S and let X = 1 + x ⊆ U .
Proof. First, we observe that, for an arbitrary element x ∈ U , the intersection xN x −1 ∩ N is the algebra subgroup 1 + (xnx −1 ∩ n) of U . On the other hand, for any b ∈ n, we have xbx −1 ∈ n if and only if xb ∈ n. In fact, since n = u(e * ) (by Lemma 2), we have xbx −1 ∈ n if and only if e * (xbx −1 a) = 0 for all a ∈ u. Replacing a by xa, we conclude that xbx −1 ∈ n if and only if e * (xba) = 0 for all a ∈ u. It follows that xbx −1 ∈ n if and only if xb ∈ u(e * ) = n, as required. Next, we observe that each double coset of N in U may be represented by an element x ∈ U with the form x = 1 + a where a ∈ (i,j)∈S F q e ij . In fact, let us denote by T the subset of U consisting of all these elements. Then, |T | = |U : N | and, in fact, T is a complete set of representatives for the right cosets of N in U (hence, it contains a set of representatives for the double cosets of N in U ). To see this, let x, y ∈ T be such that x = zy for some z ∈ N . Moreover, let a ∈ n be such that z = 1 + a, so that x = y + ay. Since a ∈ n = u(e * ), we have e * (ab) = 0 for all b ∈ u. Therefore, we also have e * (ayb) = 0 for all b ∈ u, and so ay ∈ u(e * ) = n. It follows that x − y = ay ∈ n, and this clearly implies that x = y. Now, by [3, Proposition 11 .30], the Hecke algebra H has a C-basis formed by some of the elements a x for x ∈ T satisfying λ(x −1 yx) = λ(y) for all y ∈ xN x −1 ∩ N . We claim that such an element x lies in X. Suppose that this is not the case. Then, there exists (i, k) ∈ Φ with (i, k) ∈ S and x ik = 0. Since x ∈ T , we must have (i, k) ∈ S, and so there exists k < j ≤ n with (i, j) ∈ D. By the definition of S , we have (k, l) ∈ D for all j < l ≤ n. Moreover, we may choose the root (i, j) ∈ D such that, for any (r, s) ∈ D with j < s ≤ n, we have (r, t) ∈ S whenever r < t < s is such that x rt = 0. Now, we claim that x(1 + e kj )x −1 ∈ xN x −1 ∩ N (we note that 1 + e kj ∈ N , because (k, j) ∈ S). To prove this, it is enough to show that xe kj ∈ n. In fact, let (r, s) ∈ S be arbitrary. Then, the (r, s)-th coefficient of xe kj can be nonzero only if s = j and r ≤ k; and, if this is the case, that coefficient is x rk . Since (r, j) ∈ S (by our choice), there exists j < t ≤ n with (r, t) ∈ D and so, by the choice of j, we must have x rk = 0 (because (r, k) ∈ S ). It follows that xe kj ∈ n, as required. Now, let α ∈ F q be arbitrary and consider the y α = x(1 + αe kj )
. Therefore, by the definition of T , we have
(by the definition of λ). On the one hand, we have e * (e kj ) = 0 (because (k, j) ∈ D) and, on the other hand, we know that xe kj ∈ n; hence e * (xe kj b) = 0 for all b ∈ u and this implies that e * (xe kj z) = e * (xe kj ) for all z ∈ U . In particular, we deduce that ψ(αe
Now, suppose that e * (xe kj ) = 0. Then, the mapping α → αe * (xe kj ) defines a permutation of F q , and so the equality ψ(αe * (xe kj )) = 1 (which holds for any α ∈ F q ) implies that ψ is the trivial character of F + q , contrary to the choice of ψ. Therefore, e * (xe kj ) = 0. However, xe kj = e kj + 1≤r<k x rk e rj , and so
Since ϕ(i, j) = 0, we get a contradiction and so x ∈ X, as claimed. By the result mentioned above, we conclude that the set {a x : x ∈ X} contains a C-basis of H. By the same result, to complete the proof we must show that, for x, x ∈ X with x = x , the double cosets N xN and N x N are distinct. To see this, suppose that x = yxz for some y, z ∈ N . Let (i, j) ∈ S be the largest root such that x ij = x ij ; this means that x rs = x rs whenever (r, s) ∈ X is such that, either j < s, or j = s and r < i. Since (i, j) ∈ S and since y ∈ N , we have y ir = 0 for all i < r < j, and so x ij = i≤s≤j x is z sj . Now, suppose that x is = 0 for some i < s < j. Then, (i, s) ∈ S and so there exists j + 1 < k ≤ n with (s, k) ∈ D. Therefore, (s, j) ∈ S and this implies that z sj = 0 (because z ∈ N ). It follows that x ij = x ij + z ij . However, (i, j) ∈ S; hence z ij = 0. Therefore, x ij = x ij and this contradiction implies that the double cosets N xN and N x N are distinct.
In the next result, we show that the C-basis (a x : x ∈ X) is (in certain sense) a "group basis" of H.
Proposition 2. The F q -subspace s = n ⊕ x of u is multiplicatively closed, and so S = 1 + s is an algebra subgroup of U . Moreover, N is a normal subgroup of S and X is a complete set of representatives of the elements of the quotient group S/N .
Proof. We recall that n is spanned by the vectors e ij for (i, j) ∈ R where R = Φ− S. Therefore, the first assertion of the proposition will follow once we prove that the (disjoint) union R ∪ S is a closed subset of Φ, i.e., we have (i, k) ∈ R ∪ S whenever (i, j), (j, k) ∈ R ∪ S . This is clear in the case where (i, j), (j, k) ∈ R. It is also clear that (i, k) ∈ R in the case where (i, j) ∈ R and (j, k) ∈ S . Now, suppose that (i, j) ∈ S and that (j, k) ∈ R. By definition of S , there exist (i, r), (j, s) ∈ D with j < r. Moreover, we must have s ≤ k because (j, k) ∈ R. Therefore, r < k and so (i, k) ∈ R. Finally, suppose that (i, j), (j, k) ∈ S . Then, there exist (i, r), (j, s), (k, t) ∈ D with j < r and k < s. We have two cases: on the one hand, if r ≤ k, then (i, k) ∈ R; on the other hand, if k < r,
For the second assertion, we note that, since N = 1 + n and since x(1 + a)x −1 = 1 + xax −1 for all x ∈ U and all a ∈ u, it is enough to prove that xax −1 ∈ n for all x ∈ S and all a ∈ n. Let x ∈ S and let a ∈ n be arbitrary. Then, by Lemma 2, we have xax −1 ∈ n if and only if e * (xax
Replacing b by xb, we conclude that xax −1 ∈ n if and only if e * (xab) = 0 for all b ∈ u. Therefore, we have xax −1 ∈ n if and only if xa ∈ n. Now, let (r, s) ∈ S. Then, (xa) rs = r≤t≤s x rt a ts . If a ts = 0, we must have (t, s) ∈ R. On the other hand, x rt can be nonzero only if (r, t) ∈ S . Therefore, there exist (r, u), (t, v) ∈ D with u < v. Since (r, s) ∈ S, we must have s < u < v and so (t, s) ∈ S. This contradiction implies that (r, t) ∈ S and so x rt = 0. It follows that (xa) rs = 0, and this implies that xa ∈ n.
Corollary 1.
For any x ∈ X, we have a x = εx = xε. In particular, (xε :
Proof. Let x ∈ X be arbitrary. Then, x ∈ S and so ind x = 1 (because N is normal in S). Moreover, since λ is S-invariant (by definition of X), we deduce that
The result follows because ε is an idempotent. Proof. By [3, Theorem 11 .25], the mapping χ → χ H defines a bijection between the set of all irreducible constituents of λ U and the set of all irreducible characters of H. By the same result (and by the paragraph above), the mapping φ → φ H defines a bijection between the set of irreducible constituents of λ S and the set of irreducible characters of H. Therefore, the irreducible constituents of λ U are in one-to-one correspondence with the irreducible constituents of λ S . Now, let χ ∈ Irr(U ) be a constituent of λ U and let θ = χ H be the irreducible character of H that corresponds to χ. (Given any finite group G, we denote by Irr(G) the set of all irreducible characters of G.) On the other hand, let φ ∈ Irr(S) be the (unique) constituent of λ S such that φ H = θ. We claim that χ = φ U . To see this, let χ ∈ Irr(U ) be any irreducible constituent of φ U . Then, χ is a constituent of λ U and so χ H is an irreducible character of H. Since φ is a constituent of χ S (by Frobenius reciprocity), we conclude that θ is a constituent of χ H and so θ = χ H (because θ and χ H are irreducible). Therefore, χ is the unique irreducible constituent of λ U with χ H = θ. Thus, χ = χ and so χ is the unique irreducible constituent of φ U . It follows that φ U = mχ where m = φ U , χ U . In particular, we have φ U (1) = mχ(1) and so |U : S|φ(1) = mχ (1) . Finally, for each x ∈ X, let a x = εx −1 ε ∈ H. Then, by [3, Theorem 11 .32], we have
where c = x∈X θ( a x )θ(a x ) (we recall that ind x = 1 for all x ∈ X). Similarly, [3, Theorem 11 .25]), we deduce that χ(1) = |U : S|φ(1) = mχ (1) and so m = 1. It follows that φ U = χ is an irreducible constituent of λ U = ξ.
Next, we identify a distinguished irreducible constituent of the arbitrary basic character ξ of U . In particular, we generalize j 3 ) , . . . , (j s−1 , j s )} in Φ, we say that C 1 and C 2 intertwine if r = s and if i t < j t < i t+1 < j t+1 for all 1 ≤ t ≤ r − 1. Finally, given a basic subset D ⊆ Φ, we say that a root (i, j) ∈ Φ is D-derived if there exist two intertwining chains C 1 , C 2 ⊆ D (of length r − 1) with i = i 1 and j = j 1 (where the notation is as above) satisfying the following two conditions: (1) 
We denote by D the set of all D-derived roots and call it the derived set of D. Now, the set S can be decomposed as a disjoint union of maximal chains. Let C = { (i 1 , i 2 ), (i 2 , i 3 ) , . . . , (i r , i r+1 )} ⊆ S be a chain. Then, by the definition of S , the sets C 1 = { (i 1 , i 3 ), (i 3 , i 5 ) , . . .} and C 2 = {(i 2 , i 4 ), (i 4 , i 6 ) , . . .} are intertwinning chains in D. On the other hand, it is clear that the chain C is maximal in S if and only if S does not contain roots (i, i 1 ), (i r+1 , j) ∈ Φ (for some 1 ≤ i < i 1 and some i r+1 < j ≤ n). We note that, if C is maximal in S , the root (i 1 , i 2 ) ∈ C is D-derived if and only if the length r of C is odd. Moreover, every D-derived root (if it exists) must appear as the initial root of a unique maximal chain in S . Hence, the derived set D is empty if and only if all maximal chains in S have even length. Now, we define the subset S 0 of S as follows. Let (i, j) ∈ S be arbitrary and let C = { (i 1 , i 2 ), (i 2 , i 3 ) , . . . , (i r , i r+1 )} be the maximal chain in S that contains the root (i, j). Let 1 ≤ s ≤ r be such that (i, j) = (i s , i s+1 ). Then, (i, j) ∈ S 0 if and only if the subchain C ij = { (i s , i s+1 ) , . . . , (i r , i r+1 )} of C has odd length. Therefore, we have
Lemma 3. Let x 0 be the F q -subspace of u spanned by the vectors e ij for (i, j) ∈ S 0 . Then, the F q -subspace p = n ⊕ x 0 of u is multiplicatively closed and so P = 1 + p is an algebra subgroup of S.
Proof. Suppose that p is not multiplicatively closed. Then, we may choose the largest 1 ≤ k ≤ n with the property that there exist (i, j),
Therefore, we must have (i, j) ∈ S 0 ; hence (i, j) ∈ S and so there exist (i, r), (j, s) ∈ D with r < s. If (j, k) ∈ R, then s ≤ k and so (i, k) ∈ R (because r < s ≤ k and (i, r) ∈ D). Since this cannot happen, we must have (j, k) ∈ S 0 and so k < s (because S 0 ⊆ S ⊆ S). If r ≤ k, then (i, k) ∈ R, which cannot happen. Therefore, we have k < r. Since (j, k) ∈ S 0 ⊆ S , there exists (k, t) ∈ D with s < t. Now, since (i, k) ∈ S 0 , there exists (r, u) ∈ D with t < u (otherwise (r, t) ∈ R and this implies that (i, k) ∈ S 0 ). It follows that (k, r) ∈ S and so (k, r) ∈ S 0 (otherwise, (i, k) ∈ S 0 ). Hence, we have (j, k), (k, r) ∈ S 0 . Since (j, s), (r, u) ∈ D and since s < u, we have (j, r) ∈ S . On the other hand, since (i, j) ∈ S 0 , the root (j, r) does not lie in S 0 . Since k < r, this contradicts the choice of k. The proof is complete.
Let µ : P → C be the map defined by
for all a ∈ p. We claim that µ is a linear character of P . To see this, let a, b ∈ p be arbitrary and let x = 1 + a and y = 1 + b. Then, xy = 1 + a + b + ab and so µ(xy) = µ(x)µ(y)ψ(e * (ab)). Since e * (e ik ) = 0 if and only if (i, k) ∈ D, we clearly have e * (e ij e jk ) = e * (e ik ) = 0 for all (i, j), (j, k) ∈ R ∪ S 0 . It follows that e * (ab) = 0 and so µ(xy) = µ(x)µ(y). Therefore, µ is in fact a linear character of P . (Moreover, it is clear that µ N = λ and so, by Gallagher's Theorem (see [3, Theorem 11 .5]), we have λ P = ω ω(1)(ωµ) where the sum extends over all the irreducible characters of the quotient group P/N (viewed as characters of P ).) In the following, we prove that the induced character µ U is irreducible and that, in fact,
* is the coadjoint U -orbit that contains the element e * . We start by proving the following result. 
for all a ∈ s. 
Proof
. . , C t be the distinct maximal chains in S and, for each 1 ≤ s ≤ t, let M s be the submatrix of M defined by the roots (i, j) ∈ C s . It is easy to see that rank M = rank M 1 + · · · + rank M t and that, for each 1 ≤ s ≤ t,
S is a constituent of λ S because µ is a constituent of λ P .
We now may apply Theorem 2 to justify the first assertion of the following corollary. 
Theorem 3. The induced character

