Abstract. This paper presents two new classes of Müntz functions which are called JacobiMüntz functions of the first and second types. These newly generated functions satisfy in two self-adjoint fractional Sturm-Liouville problems and thus they have some spectral properties such as: orthogonality, completeness, three-term recurrence relations and so on. With respect to these functions two new orthogonal projections and their error bounds are derived. Also, two new Müntz type quadrature rules are introduced. As two applications of these basis functions some fractional ordinary and partial differential equations are considered and numerical results are given.
1. Introduction. Roughly speaking, the usual Spectral Methods such as: Galerkin, Tau, Petrov-Galerkin, pseudo spectral and collocation methods, have attracted attentions of many researchers in the field of numerical analysis. They have commonly used to solve various problems in engineering and sciences numerically. The main advantages of these methods are, in fact, simple implementations, rapid and high accuracy approximations (exponential accuracy or spectral accuracy) for the smooth functions. The exponential accuracy of the usual spectral methods for the smooth solutions comes from the fact that in these methods the (smooth) solution is expanded in terms of the (orthogonal) polynomial basis functions (are so-called as the trial functions) which are, in fact, sufficiently smooth functions. On the other hand, we have: Here, an important question remains to be answered is: how can we solve the problems with non-smooth solutions (especially, singularity at the end points of their domains) by the spectral methods with exponential accuracy? To answer the question, we need to develop the theory of the usual spectral methods for the non-smooth trial functions. To do so, we need to use the definition of the Müntz functions.
As we are aware, a Müntz sequence is an increasing sequence of real numbers: Λ := {λ k } ∞ k=0 , λ 0 < λ 1 < . . . . With respect to the Müntz sequence, a Müntz system is used for a system of the form (x λ0 , x λ1 , . . .) and also the corresponding Müntz space associated with Λ is also defined as: where M n (Λ) := span{x λ0 , x λ1 , . . . , x λn } for each n = 0, 1, . . ..
It is easy to verify that when 0 < λ 0 < 1, then:
c k x λ k , λ 0 < λ 1 < . . . < λ N is non-smooth at x = 0. Therefore, when we have a problem with non-smooth solution at x = 0, it is better to expand the solution in the form (1.1).
It should be noted that the above expansion is known as Müntz expansion and the density of the Müntz expansion on C[0, 1] for λ 0 = 0 is guarantied if and only if
Unfortunately, in practice, the Müntz expansion (1.1) have some difficulties from the numerical analysis point of view. One of the most important difficulties is that the Fourier coefficients c k in (1.1) quickly become unmanageably large [9, 21] . Perhaps, if it is possible, one of the most interesting ideas to eliminate these difficulties is to rewrite expansion (1.1) in terms of classical or modified orthogonal polynomials (or functions). So it is natural to figure out how to extract the classical or modified orthogonal Müntz functions.
It is known that some classes of orthogonal polynomials, which are so-called as the classical orthogonal polynomials, such as: Jacobi ( and its special cases: Chebyshev (first and second kinds), Legendre, Gegenbauer), Laguerre and Hermite can be obtained directly from the following second order ordinary differential equation which is called the Classical Sturm-Liouville Problems (CSLPs):
under some suitable boundary conditions. So, it is very natural that the main target of many researchers is to establish spectral methods with exponential accuracy by deriving some extended forms of the CSLPs to obtain other new classes of orthogonal polynomials (or functions) with outstanding features. The review of the existing literatures clearly indicates that there are a number of different approaches to formulate various forms of the CSLPs. Due to the increasing growth of applications of fractional derivatives (and integrals) in many fields of sciences and engineering, undoubtedly, one of the most interesting approaches to extend the CSLPs can be obtained when we replace the ordinary derivatives in CSLPs with fractional ones. These formulations are so-called as fractional Sturm-Liouville problems (FSLPs). However, we can classify some of the most important forms of the FSLPs into the following six categories [14] :
• The first formulation of FSLPs is in the following form:
where α ∈ (0, 1).
• The second formulation of FSLPs is as:
• The third formulation of FSLPs is:
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where α ∈ (1, 2). We also point out that in the above three formulations D α is in the RiemannLiouville or Caputo senses.
• The fourth type of the FSL formulation is as follows [16, 23] :
where α ∈ (0, 1) or α ∈ ( 1 2 , 1).
• The fifth type of the FSL formulation is in the following form:
• The sixth type of FSL formulation is recently introduced as follows [18] :
We emphasize that both left and right fractional derivatives ( − D α and + D α ) appear in the above three types of the FSLPs. Other formulations of FSLPs can be founded in [14] and references therein. Roughly speaking, from the numerical analysis view point, only the last three formulations of FSLPs have some notable features. One of the most interesting features of these operators is that they produce some self-adjoint operators under suitable boundary conditions. Between the last three cases, operators (1.5) can be obtained from the well known Euler-Lagrange equations of a class of fractional variational problem directly [4, 5] and therefore the researchers have interested to focus their studies on these operators. The first study on the operators (1.5) was made by Klimek and Agrawal in [16] . They provide some spectral properties of these operators under suitable boundary conditions. They showed that:
• Eigenvalues of these operators are all real and simple.
• Eigenfunctions of these operator corresponding to distinct eigenvalues are orthogonal with respect to some suitable weight functions. At a little time, Zayernouri and Karniadakis in [23] gave the analytical solutions of FSLPs which were considered by Klimek and Agrawal. In fact, the authors derived the eigenfunctions of FSLPs of the type (1.5) and then some useful properties of these functions, which were so-called Jacobi poly-fractonomials, have been introduced and studied in detail. The closed forms of Jacobi poly-fractonomials on [0, T ] are as follows [23] (See also [13, 17, 22] ):
Let us look at formulas (1.8) and (1.9) more closely. First, the function (1.8) vanishes at x = 0, (b > 0) and function (1.9) vanishes at x = T, (a > 0). Second, in fact, these functions can be seen as the special cases of the Müntz expansion (1.1) for
To the best knowledge of the authors, until now, the following categories of the special cases of Müntz expansions (1.1) have been introduced and studied in detail:
• Take λ k = kα, k = 0, 1, . . . , N [6, 12, 19, 21] .
• Take λ k = kα + j, k, j ∈ N 0 , kα + j < N [10, 11] .
• Take λ k = k + α, k = 0, 1, . . . , N [7, [23] [24] [25] . So, the main objective of this paper is to construct other special cases for the Müntz expansions (1.1) which not only produce the spectral methods with exponential accuracy for the non-smooth problems (problems with singularities at the end points of their domains) but also have some interesting features such as: Orthogonality, Rodrigues' formula, three-term recurrence relation and etc.
For the readers' convenience, we highlight the main contributions of this paper as follows:
• We introduce two new classes of functions which we called Jacobi-Müntz functions (MJFs-1 and MJFs-2) in the following forms:
where σ ≥ 0. MJFs-1 and MJFs-2 are in fact generalization of all classes which were introduced before (See Remark 3.3).
• We show that they can be seen as the eigenfunctions of two self-adjoint Erdélyi-Kober (EK) fractional Sturm-Liouville eigenvalue problems (See Theorem 3.4, Theorem 3.10, Theorem 3.5).
• We derive some interesting properties of JMFs-1 and JMFs-2 like as: Nonpolynomial natures, ordinary derivatives, Rodrigues' formulas, three-term recurrence formulas, orthogonality and orthogonality of their EK fractional derivatives (See subsection 3.3).
• We also show that they construct two complete sets in some suitable Hilbert spaces (See Theorem 3.13).
• Two new orthogonal projections with respect to MJFs-1 and MJFs-2 are introduced and their error bounds are proved (See Theorem 3.15).
• Two new quadrature rules which we called Gauss-Jacobi-Müntz quadrature rules are introduced (See Theorem 3.17).
• These new basis functions are also applied to solve some problems like as:
EK fractional steady-state diffusion equations, linear EK fractional diffusion equations and nonlinear Burgers partial differential equations. The outline of this paper is as follows. In the next section, we provide some necessary definitions and properties of Erdélyi-Kober fractional derivatives (and integrals) and Jacobi polynomials. The main goal of this paper is introduced in section 3. In this section, we define two new Jacobi-Müntz functions and derive their essential properties. Also the approximation results together with two new quadrature rules are included in this section. Some applications of the newly introduced basis functions are given in section 4, and the conclusions follow in section 5.
Preliminaries.
2.1. Fractional calculus. In this section, we compile some basic definitions and properties of Erdélyi-Kober fractional derivatives and integrals.
Definition 2.1. The left and right Erdélyi-Kober fractional integrals a I µ x,σ,η and x I µ b,σ,η of order µ ∈ R + are defined by [15] :
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respectively. Here Γ(.) denotes the Euler gamma function. Remark 2.2. It is interesting to point out that Definition 2.1 for µ = 1 reduces to the following integral formulas respectively [15] : 
and
respectively. Remark 2.4. It is worthwhile to point out that for µ = 1, the Definition 2.3 reduces to: 
respectively. In the following, we present some useful properties of the Erdélyi-Kober (EK) fractional integrals and derivatives. PROPERTY 2.6. (Fractional integration by parts). The following properties hold true [15] :
• Let µ > 0. If the left and right EK fractional integrals of the given functions f and g exist, then we have:
• Let 0 < µ < 1. If the left and right EK fractional derivatives of the given functions f and g exist, then for a ≥ 0 we have:
Proof. The proofs are straightforward.
PROPERTY 2.8. Let 0 < a < b < ∞. Then for sufficiently good function f (x), we have:
2.2. Jacobi polynomials. In this subsection, we briefly review some properties of Jacobi polynomials [7, 20] .
The hypergeometric functions are defined by:
where (θ) j stands for the Pochhammer symbol. For θ ∈ R, j ∈ N 0 we have:
For negative integer number a or b, the hypergeometric functions (2.13) reduces to a polynomial.
The Jacobi polynomials with parameters α, β ∈ R are obtained by the following formulas:
The Jacobi polynomials with α, β ∈ R, satisfy in the following three-term recurrence relation:
where
and by noting that:
For α, β > −1, the classical Jacobi polynomials are orthogonal over [−1, 1] with respect to the weight function:
where δ nm stands for the Dirac Delta symbol and we also have:
The Rodrigues' formula for the Jacobi polynomials is as follows:
Finally, we recall the Bateman fractional integral formula [3] . For c, µ ≥ 0 and |x| < 1, we have:
After briefly reviewing the basic properties of the E-K fractional integrals and derivatives and the Jacobi polynomials, in this position, we are ready to state the main aim of this paper in the next section.
Main results.
3.1. Jacobi-Müntz functions. In this section, we first introduce two subclasses of the Müntz functions and in the sequel several interesting properties of them will be addressed.
Definition 3.1. Let α, β > −1. The Jacobi-Münts functions of the first and second kinds (JMFs-1 and JMFs-2) are denoted by
, respectively, and are defined by:
where σ ≥ 0.
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where λ k = a + kb, k = 0, 1, . . . , n and a = σ(β − η − µ), b = σ. Moreover, for JMFs-2 we also have:
Another important issue which is worth to emphasize here is that the JMFs-1 and JMFs-2 are in fact two generalized classes of all modifications of functions constructed from Jacobi polynomials. In the following we list some of them:
• 3.2. Jacobi-Müntz fractional Sturm-Liouville problems. In the following, we first introduce two new classes of FSL operators and then some important properties of them will be studied in detail. To do this, we denote:
For µ ∈ (0.5, 1), consider the following operators:
, respectively, where
Now, we start to study some properties of the proposed operators (3.3) and (3.4).
This manuscript is for review purposes only. 
Proof. We prove this theorem only for i = 1. Using fractional integration by parts (2.8) and (2.9) for all real valued functions u, v ∈ D 1 , we obtain:
Thanks to the fact that u, v ∈ D 1 , the last two terms of the above equation vanish and then the proof is concluded.
are all real and the eigenfunctions (corresponding to distinct eigenvalues) are mutually orthogonal with respect to the weight functions
Proof. The proof of the theorem is easily concluded from the self-adjointness of the operators i L (α,β,µ,σ,η) (u(x)) , i = 1, 2. In this position, our aim is to obtain the analytical solutions of the operators (3.9). To reach our aim, we essentially need some important remarks.
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Proof. The use of the change of variable in Bateman fractional integral formula (2.25), the above relations can be concluded.
Remark 3.7. Let 0 < µ ≤ 1. Then we have:
Proof. The proof is concluded by the use of Definition 2.3 and Remark 3.6. Remark 3.8. Let µ > 0. Then we have:
Proof. The proof of the first relation is easily obtain when we set a = −k, b = k + α + β + 1 and c = β + 1 in Remark 3.6 together with the use of formula (2.16). For the proof of the second relation we substitute a = −k, b = k + α + β + 1 and c = α + 1 in Remark 3.6 and then using the relation (2.15).
Remark 3.9. Let 0 < µ ≤ 1. Then we have:
Proof. The proof of this theorem is fairly similar to the proof of the previous remark.
Theorem 3.10. The analytical solutions of the eigenvalue problems
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subject to the boundary conditions:
where the operators i L (α,β,µ,σ,η) (.), i = 1, 2 are defined in (3.3) and (3.4), together with the functions (3.5)-(3.8) and
respectively. Proof. We only obtain the analytical solution to the eigenvalue problem (3.10). The same fashion can be used for the eigenvalue problem (3.12). First, we recall the following relations which will be obtained easily from Remark 3.9 as follows:
Then, the use of Remark 3.9 together with the above relation, we have:
which means that the function 1 J (α,β,µ,σ,η) n (x) satisfies in eigenvalue problem (3.10). Now, it remains to show that the function 1 J (α,β,µ,σ,η) n (x) is also satisfied the boundary conditions (3.11). The first condition holds true, that is
β > µ + η. For the second condition, we have:
which tends to zero at x = b for α > µ − 1. This completes the proof. Remark 3.11. By noting Definition 3.1, we can rewrite Remark 3.9 for 0 < µ ≤ 1 follows:
Remark 3.12. It is easy to show that Remark 3.11 remains true for the case µ > 1.
Some properties of MJFs-1 and MJFs-2.
In what follows we list some properties of the Jacobi-Münts functions of the first and second kinds as the eigenfunctions of the FSLPs (3.10) and (3.12).
• Non-polynomial natures: Due to the shapes of JMFs-1 and JMFs-2, we clearly find that these eigenfunctions have non-polynomial behaviors. So, we can conclude that these functions are suitable to apply for the problems with non-smooth solutions. Also, for β > µ + η, we have 1 J 
as n → ∞, providing n = −a, −a − 1, . . . and n = −b, −b − 1, . . .. Hence, the asymptotic behavior of the eigenvalues i Λ (α,β,µ) n , i = 1, 2 for µ ∈ (0, 1) is for n 1 as follows:
. So, these results indicate that the eigenvalues of FSLPs (3.10) and (3.12) grow sub-quadratically as n → ∞. We also point out that these results for µ = 1 coincide with the growth of the eigenvalues of the classical Jacobi Sturm-Liouville problem.
• The first derivative: For two special cases of JMFs-1 and JMFs-2, we have:
• The Rodrigues' formulas: It is easy to verify that:
• Three-term recurrence formulas:
The JMFs-1 and JMFs-2 for n ≥ 1 can be generated by the following threeterm recurrence formulas:
and 
21).
• Othogonality:
The orthogonality of JMFs-1 and JMFs-2 are given as follows:
, and γ (α,β) n is defined in (2.23).
• Orthogonality of fractional derivatives: It is interesting to note that the following orthogonality properties for E-K fractional derivatives for JMFs-1 and JMFs-2 hold true. Let l ∈ N 0 , and take
then we have:
and γ (α,β) n is defined in (2.23).
In the next subsection we will prove some important theorems to establish our numerical methods based on the use of MJFs-1 and MJFs-2.
3.4. Approximation properties of JMFs-1 and JMFs-2. The aim of this section is to study the approximation properties of the JMFs-1 and JMFs-2. To start, we introduce some definitions and notations.
The weighted Sobolev space with respect to the weight function ω(x) > 0, and its norm are defined on Λ = [0, b] by:
Moreover, the non-uniformly Jacobi-Müntz spaces for m ∈ N 0 are also defined:
where * w (α,β,µ,σ,η,l) 1
The finite dimensional Jacobi-Müntz spaces are defined by:
where P N stands for the set of polynomials of degree
Then we can quickly expand u(x) as follows:
and γ
is defined in (2.23). We also have the well known Parseval identity [20] :
Now, the next theorem states the completeness of the JMFs-1 and JMFs-2 in some suitable spaces. Proof. We start to prove the completeness of
(Λ). The proof of the second set is fairly similar to the proof of the first one. Let u ∈ L
are mutually orthogonal and also complete in the space L 2 w (α,β,σ) (Λ), then we can expand x σ(η+µ−β) u as follows:
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is completed in corresponding
In this position, we are ready to introduce two important concepts in the spectral methods which are renowned as the L
respectively. By definition, we immediately arrive at:
An important question from the numerical analysis viewpoint which remains to be answered here is that: How fast the coefficientsû
In the next theorem, we will answer the mentioned question. In the rest of this paper, we use c to be a generic constant. 
• For fixed m, we find that:
• For 0 ≤ m ≤ N we also have:
• For fixed m we also have:
Proof. By noting (3.19), (3.25) and (3.21), we immediately arrive at:
. Now, it remains to estimate the coefficient 1 θ
. The use of (2.14), (2.23) and (3.21), we get:
thanks to the fact that:
plugging the above upper bound in Equation (3.43), we arrive at:
which completes the proof. If m is fixed, then thanks to the asymptotic formula (3.16), we immediately find that:
This completes the proof. Now, we start to estimate:
where by using the asymptotic formula (3.16), we easily find that:
which concludes the proof. Remark 3.16. An important issue which we emphasize here is that the previous theorem, in fact, states that the orthogonal projection i π (α,β,µ,σ,η) N u is the best approximation of u in both spaces L
3.5. Gauss-Jacobi-Müntz quadrature rules. In this subsection, two new quadrature rules based on JMFs-1 and JMFs-2 are introduced. To do so, we denote: for j = 0, 1, 2 . . . , n be the Gauss-Jacobi nodes and weights with parameter (α, β) on [−1, 1], respectively. Then we have the following quadrature rule:
where E n [f ] stands for the quadrature error. Then the above quadrature formula is exact (i.e.,
2n+1 , where
Also, the Gauss-Jacobi-Müntz quadrature rules of the first and second types (which are denoted respectively by GJMQR-1 and GJMQR-2) are as follows:
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4. Some applications of JMFs-1 and JMFs-2. This section is devoted to provide some applications of the introduced basis functions. So, this section is divided into two subsections. The first part is: Application to fractional differential equations and the second part is: Application to fractional partial differential equations.
4.1. Application to fractional differential equations. As the first application of JMFs-1 and JMFs-2, we will use JMFs-1 to solve a simple fractional differential equation.
Example 4.1. For the first example, consider the following steady-state fractional differential equation:
To solve this problem numerically, we approximate the exact solution as follows:
where the parameters β, µ, η are chosen such that y n (0) = y n (0) = 0. By substituting y n (x) into (4.1) and collocating both sides at
which is defined in (3.50), we get:
where for j, k = 0, 1, 2, . . . , n,, we have:
Finally, the approximate solution Y is obtained as:
Here, we solve the problem (4.1) numerically when that the exact solution is y(x) = x σ ν + 7 x 2 σ ν . For a more accurate comparison, we also solve this problem by the use of the corresponding Müntz basis functions x σ(β−η−µ+k) n k=0
. Maximum errors together with the condition numbers of the coefficient matrix for various values of n = 1 : 1 : 100 with α = 0.5, β = 1.5, η = −3, σ = 0.5, µ = 1.5, b = 1 and ν = 3 are shown in the first row of Figure 2 . In the second row of Figure 2 , the Fourier coefficients a k , k = 1 : 1 : n with n = 100 for both cases JMFs-1 and corresponding Müntz basis functions for α = 0.5, β = 1.5, η = −3, σ = 0.5, µ = 1.5, ν = 3 when x ∈ [0, 1] are plotted. The following facts can be clearly observed from Figure 2 :
• The use of JMFs-1 not only (may) leads to have a stable numerical scheme but also it reduces the condition numbers of the coefficient matrix substantially.
• The use of the Müntz basis functions x σ(β−η−µ+k) n k=0 may results that their Fourier coefficients a k are evaluated in an unstable manner.
where u(x, t) is an unknown function and the functions d(x, t) and s(x, t) are arbitrary given functions.
We start to approximate the unknown function u(x, t) in problem (4.8)-(4.9) bỹ u n (x, t) as follows:
where the parameters β, µ, η are chosen such thatũ n (0, t) = ∂ ∂xũ n (0, t) = 0. Plugging u n (x, t) into (4.8)-(4.9) and collocating both sides at {x j } n j=0 = x (α,β,σ) j n j=0 which is defined in (3.50) yield:
where M and D µ are defined in (4.4) and (4.5), respectively. Moreover,
Because of the fact that the matrix M is invertible, then we can rewrite (4.11) as follows:ȧ
The obtained system of ordinary differential equations is solved numerically by Matlab's ode45 routine with RelTol = 10 −16 , AbsTol = 10 −16 . As a simple example, we take u(x, t) = x σν sin(t 2 ) and d(x, t) = − 1 1 + xt . In Figure 3 , approximate solution versus absolute error for n = 10, b = 1, T = 5, α = 0.5, β = 3.5, µ = 1.5, σ = 0.5, η = −1, ν = 7. Example 4.3. The aim of this example is to show that the newly generated basis functions not only work for the nonlinear problem successfully but also can be used for the problem without fractional derivatives. For this purpose, we consider the well known Burgers' equation [20] : • Both exact solutions vanish at points x = 0 and x = 1.
• The first solution (4.15) is non-smooth at x = 1 and the second one (4.16) is non-smooth at x = 0 and x = 1. Due to the above facts, it is natural to use the JMFs-2 to approximate the exact solution over interval [0, 1] as follows: (4.17) u(x, t) ũ n (x, t) = where σ > 0 and the parameters η, α are chosen such thatũ n (0, t) =ũ n (1, t) = 0. Using the same fashion which addressed in previous example, we solve this problem numerically. Approximate solutions versus the error functions at T = 10 for both cases (4.15) and (4.16) with some values of the parameters n, b, T, α, β, η, σ and are depicted in Figure 4 and Figure 5 , respectively. It is observed from Figure 4 and Figure 5 that the approximate solutions based on the use of the JMFs-2 have good agreement with the exact ones.
An important point which must be emphasized here is that although the exact solutions are verified. It can be easily observed from the numerical results that the newly generated basis functions are used to establish new spectral collocation methods with exponential accuracy for the problems with non-smooth solutions.
The authors believe that this article opens a new window for future researches in the filed of numerical analysis.
At the end, we address some future works which are in the continuation of this research:
• With respect to the new (modal) basis functions JMFs-1 and JMFs-2, two new nodal basis functions (with cardinality property) can be defined which are, in fact, the generalized forms of the classical Lagrange basis polynomials. The pseudo spectral, discontinuous Galerkin and finite element methods and generally other nodal based methods can be developed similarly.
• These basis functions can be used in other modal based (or projection) methods such as: Galerkin, tau and Petrov-Galerkin methods and etc.
• Other classes of the Müntz Sturm-Liouville problems can be introduced and their properties can be studied in detail.
