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Abstract 
Asymptotically maximum likelihood estimators and estimators asymptotically minimizing cri- 
terial functions of observations are considered in statistical models with generalized sequences 
of observations. New necessary and sufficient conditions for consistency of these estimators are 
established. The applicability of these conditions is illustrated on regression models with Gaus- 
sian and contaminated observations and on models of exponentially distributed random processes 
and fields. @ 1997 Elsevier Science B.V. 
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1. Introduction 
We consider random observations X, defined on a basic probability space (52, F, P) 
with a sample probability space (%l,~t,P,). The distribution Pt is assumed to be from 
a given family Pt = {PO,,: 8 E 0) of probability measures on (Xc;, dt), parametrized by 
a locally compact separable metric space (0, p). In other words, we assume Pt = PQ,,,( 
where 130 is an arbitrary fixed true value of parameter 0 E 0. By 93 we denote the 
Bore1 o-field of subsets of 0. 
The sample size t is assumed to vary over a directed set T containing a dominating 
sequence tl, t2,. . . . For every R-valued generalized sequence ft we define 
liminf, ft = lirn izf ftk, limsup, ft = lim sup ft,. 
k-+cc 
Typical examples of T are the sets {0,1,2,. . .}. [O,oo) or R, and a system of sub- 
sets in { . . . . -l,O, l,... }d with the ordering given, e.g. by the inclusion. Then X, are 
observations on random sequences, random processes, or random fields. 
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Definition 1. An estimator 6 is a generalized sequence of (JzZ~,B)-measurable map- 
pings 6, : .f& + 0. It is consistent if for every 0s 
lim, P(& E B) = 1 for all B E %&, (1) 
where %‘oe, denotes the class of all compact subsets of 0 containing 80 in the interior 
and 6, stands for the random variable 6,(X,). The estimator is said strongly consistent 
if for every 80 
limt p(&, 0,) = 0 P-a.s. 
Let us consider a generalized sequence of random functions 
Due to the local compactness and separability of 0, we may assume without a loss 
of generality, that the random function ft is separable and for every open or compact 
BCO, 
are random variables (cf. Liese and Vajda, 1995, Lemma 1). Throughout the paper we 
skip the symbol for data, i.e. we denote 
ft(Q = ft(X,, 0 f,(B) = f,(X,,B) (2) 
for 8 E 0 and for open or compact B c 0. We are interested in statistical point estimates 
defined by means of the random criteria1 functions ft(e). 
Definition 2. We consider the class Y of estimators 6 satisfying for every E > 0 
lim, P(f,(&)<f,(O)+ E)= 1. (3) 
For negative likelihood functions ft = - ~0,~ = -dPe,JdpL,, these estimators are known 
as asymptotically maximum likelihood estimators (AMLEs, cf. Vajda, 1994,1995). 
In the general case they are pseudolikelihood estimators, or M-estimators, with the 
corresponding optimality achieved in an asymptotic sense (cf. Liese and Vajda, 1995). 
In this paper we quote them as asymptotically optimal estimators (AOEs). 
Strasser (1981) considered a subclass Y* of the class Y of AMLEs for T = 
(0, 1,2,. . .} and X, with i.i.d. components, where 
(Et, dt, PO,*) = (%“, d’, Pb) for all 8 E 0. 
He assumed a somewhat stronger regularity of the family 9 = {PO: t3 E 0) than con- 
sidered here and found a necessary and sufficient condition for strong consistency of 
all estimators from Y*. Vajda (1995) i ntroduced the class Y of AMLEs under the 
present generality and proved Y # 8. He also motivated the AMLEs by pointing out 
their role in modelling practically computed versions of MLEs, and found necessary and 
sufficient conditions for consistency of all AMLEs. Similar conditions for AOEs have 
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been established by Liese and Vajda (1995), who considered applications to models 
with discrete time, in particular, to regression models with independent errors. Here we 
simplify the regularity assumptions considered in these papers. By sharpening the basic 
results of these papers (Vajda, 1995, Theorem 3; Liese and Vajda, 1995, Theorem 2) 
we derive new necessary and sufhcient conditions for consistency of all AMLEs and 
AOEs. We illustrate these conditions on AMLEs in simple regression models with de- 
pendent and independent errors and in models of exponentially distributed processes 
and fields. 
2. Necessary and sufficient conditions for consistency 
We start with three regularity assumptions. In these assumptions, we consider an 
arbitrary fixed true parameter value 0s. For the sake of simplicity the expression “for 
all 80 E 0” is omitted here, as well as in the statements related to 00 that follow. 
(Al ) There is a function fe, : 0 -+ R with the property 
fe,(e) 2 fe,(e,), 8 E 0, (4) 
such that for all 6 E 0 and E > 0 there exist sets BE( 0) E %?Q satisfying the condition 
lim, fyfs,(e) - &<fl(Bye))) = 1. (5) 
(A2) For all E>O 
limt~(ft(eo>~fO,(eo) + E)= 1. (6) 
(A3) The function fo,,(tI) is lower semicontinuous and f~,(0)>fs,(tIo) for all 0 E 0, 
efeO. 
We shall need the following results: 
Lemma 1. Under (Al) 
lim, P(f,(B) > f&(B) - E) = 1 
for every compact B and E>O. 
Proof. Clear from the inclusion 
UXB)>fe,(B) - ~11 fi {f,(B7ek))>fe,(ek) - + 
k=l 
where every BE(B) E %I is chosen to satisfy (5) and BE(& ), . . . , B&((k) is a finite cov- 
ering of the compact set B. 0 
Corollary 1. (i) Under (Al), lim, P(f,(B~,)>f&(&) - E)= 1 for all Be0 E $5’0~ and 
& > 0. 
(ii) Under (Al) and (A3), limt P(ft(B)>fe,(Bo) + E) = 1 for all compact B 3 80 
and E > 0 small enough. 
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Proof. If Be0 E Q&, then (4) implies fe,(&,,)=fs,(&) which proves (i). If B$& is 
compact then, by (A3), fe,(B) - fe,,(Bo) = 6 >O. This implies (ii) for E < 6, since 
{f,(B)>f0,(eo) + s)= {f,(B)>_&(B) - 6 + ~1. 0 
(Al) is weaker than, and (Al)-(A3) are equivalent to the assumptions of Theorem 3 
in Vajda (1995) and Theorem 2 in Liese and Vajda (1995). The following result is 
thus stronger. Moreover, the proof of assertion (ii) is considerably simpler. 
Theorem 1. (i) Under (Al), all 8 E F are consistent only if 
liio lim inf, P(f,(BC) >fe,(&) + E) = 1 fir some B E %oO. 
(ii) Under (Al)-(A3), all 6 E F are consistent if(P) holds. 
(P) 
Proof. The necessity of (P) we prove by contradiction. Let (Al) hold and 
Iii0 liminf, P(f,(BC)>fso(&) + E)< 1 
for every B E @I,,. We have 
{f,(BC)>f,(B)+~)C {fr(BC)>&(~o)+;} u {fH,(~o)+;>fr(B)+e} 
and, by (i) in Corollary 1, lim, P(f~,,(&)-&/2>f,(B)) = 0 for every E>O and BE $70~. 
Consequently, 
!eo lim inft P(f,(BC) >f,(B) + E) < 1 
for every B E %‘o,,. This implies that for fixed Bo E %+,, and &,,\O, there exists a subse- 
quence {t(n)}El of the dominating sequence such that 
lim SUP, Wi(,)(Bi) G _&)(Bo) + &n 13 cc > 0. 
Now, we may set f?,,,,, E Bg in order to satisfy 
S,c,,(&(,,) Gf,(,)(B:) + E, whenever fr&%) <f,(,)(B) + E,,, 
and 8,,,, E 0 with ft(,,(e,,,,)~ft(,,(0) + E, otherwise. By Lemma 2 in Liese and 
Vajda (1995), in this manner one obtains an estimator 6 E 9. Its inconsistency follows 
from the relations 
lim sup, P(&,) E BE) > lim sup, Kf&)(B~) d ft(,)(Bo) + E,) 2 CY > 0. 
Let us now suppose (Al)-(A3). For fixed Boo E go0 we set 6 = fe,(B\Bo,) - fs,(Qo) 
which is positive due to (A3) and the compactness of the closure B\Bo, 3 eo. For every 
fixed E E (0,6) the event { 8, E Boo} contains the intersection 
{f,(&)<fs,(~o) + c) n {fe,(eo) + ~<fr(B\Boo)I n {fs,(eo> + ~<ft(B~)}. 
Since ft( 0) d f,(4)), and therefore, 
uxb<fs,(eo) +E) 3 {fi(e++~) + E} n {~(eo)~fs,v30) + i}, 
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we obtain from (A2) and assumption 6 E Y that 
lim,P(f,(B,)<_fe,(~o) + El= 1. 
By (ii) in Corollary 1, we have 
lim, WO,(~O) + ~<_W\&,)) = 1 
and, by V’), 
lim inft P(fe,(Bo) + c <f,(BC)) = c(E) 
tends to 1 as E + 0. Therefore, limt P(& E Bs,) = 1, i.e. (P) is sufficient. 0 
Remark 1. Let fi be asymptotically lower semicontinuous in the sense that for all 
0 E 0 and E >O there exists an open neighborhood U&(e) of 8 such that 
limtP(ft(UE(B))>f,(8) - E)= 1. 
Then, due to the local compactness, there exists a compact B’(B) c U&(e). Therefore, 
in this case (Al) follows from the following condition. 
(Al*) for all 8~0 and E>O, lim,P(f,(Q>f&,(8)-e)=l. 
The above condition holds, e.g. if f,(0) - ft(Oa) ~P(p(0,19c))d~ for every t E T and 
t3 E 0, where p is a continuous function with p(O) = 0 and dp is some asymptotically 
bounded random variable in the sense lim, P( dp > a) = 0 for some M. > 0. This condition 
means something like “one-sided asymptotic Lipschitz property”. 
Remark 2. Let us emphasize that we deal with finite-valued functions f,(0) and f&(0) 
only. For the possibly infinite-valued functions the statements of present paper remain 
valid with functions ft and f&, replaced by f; = 2x-l arctg(ft) and fe, = 2x-l arctg(f&) 
taking on values in the closed interval [-1, 11. Another possibility would be to assume 
only the finiteness of f&(00) and to understand (5) as 
lim, P(f,(B’(Q)> I/a) = 1 
if j&(e) = + co. Then, with some technical effort, one could obtain similar results. 
Remark 3. Let (Al)-(A3) hold for some ft and fe,. If we define 
g,(O) = ff(@ - fi(Oo) and se,(e) = fe,(O) - fd&>, 
then (Al )-(A3) remain valid for gt and go, instead of ft and fo,, respectively. Namely, 
(A3) is satisfied directly as well as (A2), because g,(&) =0 P-a.s. and go,,(&) =O. 
Finally, since 
{g,(B”(@)>ge,(@ - 4 3 {ftmW~foo(e) - ;> n {h(oo)~fs,(eo) + ;}> 
we obtain also (Al). The class of estimators F remains unchanged. 
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The above idea of “normalization” can help also if we are not able to verify both 
(Al) and (A2) simultaneously for some generalized sequence of random functions ft. 
Then we may set 
and look for a function fe, which satisfies f~,(&) = 0 in addition to (Al) and (A3). 
Then (A2) would follow immediately. As we shall see in Section 3 below, this approach 
is helpful in some cases. 
Remark 4. The validity of conditions (Al)-(A3) can be easily extended to some 
“asymptotically equivalent” classes of random functions. Namely, let ft satisfy (Al)- 
(A3) with some fo, and 1 f,(0)-fl(tl)l </l(O) At hold for every t E T and 8 E 0, where 
/I : 0 --+ R is a non-negative continuous function and A, 4 0. Then it can easily be 
verified that the generalized sequence of random functions fZ satisfies (Al)-(A3) too, 
with the same f&. The validity of the condition (P) considered in Theorem 1 above 
can be extended from ft to ff, e.g. if /I is constant. As we shall see later, under the 
convexity of all ft, this extension is possible also if P(0) = const + I]e]]. 
3. Example 1: Linear regression 
In order to illustrate the capability of Theorem 1, consider a simple linear regression 
model with natural t and observations X, = (Xi,. . . ,X,) defined by 
xi=&.Yi+Zi, l<i<t, (7) 
where yt=(yi,... , yt) E IL!’ is a known vector of regressors, Z, = (21,. . . ,Z,) is a ran- 
dom error vector and 80 is an unknown parameter from 0. Similar regression models 
have been considered previously by Drygas (1976) or Luschgy (1993). 
Under a Gaussian zero mean Z, with a positive-definite covariance matrix R, we 
obtain the negative log-likelihood functions 
where prime denotes the vector transpose. We put 
al =yt RF' yi, urn = liminf, at, bi=:, 
and suppose that the limit b, = lim, b, exists in the interval [0, co]. Then 
ft(e) 5 i + (e - eoj2 b, 2 fo,(e). 
The special case 0 <b, < 03 has been considered previously in Vajda (1995). In this 
case, the regularity assumptions (Al)-(A3) as well as the condition (P) of Theorem 1 
hold. If b, = 00 then we have f&( f3,) = 1 and f&( 0) = + cc for 8 # 80 , which still 
guarantees the regularity conditions (Al)-(A3) in the sense of Remark 2 as well as (P). 
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If b, = 0 then (Al) holds but (P) fails. Hence, Theorem 1 implies the inconsistency 
of some estimators from I. In fact, d E .F iff 
b&?, - 8”# 4 0, 
where 
e 
t 
= Y&X: 
at 
is the MLE. Therefore, one can easily construct an inconsistent e E .F with lim, 6, = co. 
If, moreover, aoo -COO then no 6 E F (in fact, no estimator 6 at all) has the limiting 
variance zero. Indeed, for an arbitrary estimator 6 with finite variance the Chapman- 
Robbins inequality implies 
A 
Ee,,(& - Eeo b2 2 (41, 4 - Ee, b2 
Ee,(~e,,tl~e,,,t - lj2 
(see Chapman and Robbins, 195 1 ), where p~,,~ is the normal probability density of ob- 
servations X,, EeO is the expectation with respect to this density, and 191 is a parameter 
value different from 00. Since the denominator is 
E~,(pe,,~/ps~,~)~ - 1 = e(eo-e1)2a~ - 1, 
we have 
0: p Ee,(& - eo122(Ee, et - eo)’ + (Ee, & - Ee, et)* e(eo_e,ya, _ 1 . 
If there exists 0 E 0 such that lim sup, 1270 I$ - 81 >O then we see that the statement 
holds. In the opposite case we obtain 
lim inf, ~7: 2 (0, - 6 )2 e(&Q1 Y 0, _ 1’ 
i.e. the claimed statement holds too. 
4. Necessary condition 
In this section we reformulate the necessary condition of Theorem 1 to a more 
applicable form. We also present a condition necessary for consistency of at least one 
8 E F. Both conditions will be illustrated in a contaminated model of location. 
The following statement goes deeper than similar to that of Theorem 3 in Liese and 
Vajda (1995). 
Theorem 2. If there exists an estimator 6: such that for every BQ,, E VQ, 
limsup, P( 8; E Be,, ) < 1, 
and for every c E R 
lim,P(f,(@)<c)= 1, 
(8) 
(9) 
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then at least one 6 E ~7 is inconsistent. IS, moreover, fg,,(&) > - CC for at least one 
00 E 0 then all 4 E T are inconsistent. 
Proof. Assumption (Al) is always satisfied by the constant function f&(0) identi- 
cally equal -00, i.e. by fe,(O) of Remark 2 identically equal - 1. Further, for every 
s>O, &E@ and every Be,E%Qo, 
{f,(e:‘)~fH,(e,)+~}~(ft(B~~)~~~(e,)+~)u{BT~Be~}. 
It follows subsequently from (9), this inclusion and (8) that 
1 = liml P(f,(@) <&(e,) + E) 
d limsup, P(f,(BC,,,) G&(b) + E) + limsup, P<@ E Bo,) 
< limsup,P(f,(B~o)6fs,(Bo) + E) + 1. 
We see from here that (P) fails and the first assertion of Theorem 2 thus follows from 
Theorem 1 and Remark 2. 
Now, we prove the second assertion. Let f&(&)> - 03, i.e. let fe,(&)> - 1. 
Consider O<c<(l +&(&))/3 and the set B=BE(&) figuring in (5). By (5) 
1 = lim, P(f,(B) >fs,(&) - E) = lim, P(f,(B) > - 1 + 2~). (10) 
On the other hand, by (9), 
lim,P(7,(0)< - 1 +E)= 1. 
For every 0 E Y it follows from here and from (3) 
lim, P(f,(&) < - 1 + 2~) = 1. 
Analogously, as in the first half of this proof, one obtains 
P(f,(&) < - 1 + 2s)<P(f,(B) < - 1 + 2s) + P(6, E BC). 
If 6 satisfies (1) then the last two relations imply 
lim, P(f,(B) < - 1 + 2~) = 1. 
Since this contradicts (lo), 4, cannot satisfy the consistency condition (1). 
5. Example 2: Contaminated location 
In order to illustrate Theorem 2, we consider a modification of the regression model 
of Section 3. For natural t, let the observation vector x, = (xl,. . ,X,) be given by 
xi=e,+Zi, l<i<t, (11) 
where Zt,Zz,... are i.i.d. with an absolutely continuous distribution function F(x) on 
R. By p we denote the derivative of F. We assume that p(x) is continuous on R and 
P(O)>@ 
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Using Theorem 2 we shall prove that if the observations are randomly contaminated 
by data with a heavy tailed distribution G(x) on R, then all AMLEs are inconsistent. 
By contamination we mean the following modification of (11): 
Xi = (1 - FQ(&l + &) + R$Yj, 
where 6s + Zj are the same as in (1 1 ), Zi, F$, Yi are mutually independent random 
variables, WI, W2, . . . are independent Bernoulli random variables with 
E=P(R$= 1) for all i, 
and Yr,Y,,... are i.i.d. by G(x). Therefore, the observations Xl,&, . . . are i.i.d. by 
Fso(x) = (1 - E)F(x - 13,) + &G(X). (12) 
Let the contaminating distribution G(x) be absolutely continuous with derivative q(x) 
positive everywhere on R. The density q is assumed to satisfy the following condition: 
for all sufficiently large y > 0 and all t, there exists g,(y) E [w such that 
sup q(x) Q e+ (13) 
X>5,(Y) 
and 
lim t 
1: 
5 (y) 4(x) d+x = 00. (14) t-m 
Notice that (13) and (14) hold e.g. for the family of distributions with densities 
4(x) = 
1/4e if -e<x<e, 
/?/21x1 logl+B 1x1 otherwise. 
The following result presents a stronger type of non-robustness of MLEs than usually 
considered in the robust statistics (cf. e.g. Huber, 1981). 
Proposition 1. Zf the contaminating source satisjes (13) and (14) then, for arbitrarily 
small contamination level E > 0, at least one AMLE is inconsistent. Zf, moreover, for 
each 0 E R there is K > 1 satisfying the condition 
p(x) <K q(x) for all x E [w 
then all AMLEs are inconsistent. 
(15) 
Proof. Probability density of X, with respect to the Lebesgue measure is given by the 
formula 
h&t(%) = ficc1 - E)P(Xi - 00) + E&i)). 
i=l 
Consider the density with respect to the distribution of contaminating sequence Y, = 
(Yl, . . . . K), 
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Then the negative log-likelihood function ft( 0) satisfies for every 1 <j < t the relations 
fr(Xj) = - f log ((1 - E)$ + E) - f c log ((1 - &;(;;I) + E) 
J i#j 
t 
t-l 
<- TlogE-;log 
( 
(1 -E)- P(0) +E 
dxj ) > 
=-1og+og 
( 
(1 - E)P(O) + 1 
dxj > E 1 
1 
< - logE- flog- if O<E< P(O) 
dxj 1 1+ P(O)’ 
Define the estimator 
J,*=X,,j= max{XI,...,Xt}. 
Since the derivative of (12) is positive for all x >O, this estimator satisfies (8) for 
every bounded set Boo c R. Further, for the above considered E, 
Thus (9) will be proved if we prove that for all sufficiently large y 
lim P ( 1 1’03 -tlogq(X~t))>y > =O. 
For &(y) figuring in (13) and (14) 
P(q(&))Ge-‘Y) ~P(& &L(Y)) 
= 1 - wqt, <MY)) = 1 - [J%,(5t(Y))l’ 
= 1 - [(I - E)F(L(y) - 00) + E G(W))lt 
2 1 - [l - E + E G(L(y))l’ 
=I - [1-~~,:,,46bq. 
Denote the integral by I,(y). Using the inequality logx dx - 1, x >O, one obtains 
[1 - E~t(Y)l’ = exp{t[log(l - E&(Y))l} 
Q exp{ -t E&(y)}. 
Under (14) the last expression tends to zero which proves (9). Thus, the first assertion 
of Proposition 1 follows from the first assertion of Theorem 2. 
By Theorem 2, it remains to prove that (Al ) holds with fs,(&) > - cc for at least 
one f30. We shall prove this for 80 = 0. Since 
fo(0) = E[- log p&$ )] where p@(x) = (1 - E) p(i(i)e) + E, 
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and under (15) 
(1 - E)K +E2p(Xl)BE, 
it is obvious that 
-log[(l -E)K+&]<fo(O)< -1og.E. 0 
6. Sufficient conditions for convex criteria1 functions 
In what follows one needs a locally convex space 0. For simplicity, we assume 
that 0 is an open subset of I@. We consider convex criteria1 functions &(e). In the 
case of independent observations, the conditions for consistency of estimates defined by 
convex criteria1 functions have been studied by Haberman (1989) and Niemiro (1992). 
Theorem 3. Let, in addition to the regularity conditions (Al)-(A3), every f,(e) be 
P-as. convex on 0. Then all the 6 E F are consistent. 
Proof. We shall prove that condition (P) in Theorem 1 holds. Let B be a ball of 
positive radius r in 0 centered at 80, and S the corresponding sphere. Since 
f,(BC) 2 $5’” f,(S) + (1 - a) S,(~O)) P-a.s. 
by the convex property, we have 
{f,(Bc)>feo(eo) + E] 3 {ft(s)>fe,(eo) + 11 n {fs,(eo) + n>ft(eo)] P-a.s. 
for every 0 <&<A. Then 
lim, p(fe,(eo) + n>ft(eo)) = 1 
by GQ), and 
lim,P(f,(S)>.MeO)+l)= 1 
by (ii) in Corollary 1, whenever A < 6 for 6 = fo,,(S) - f&,(00) > 0. ??
The following result is useful for verification of (Al)-(A2). 
Lemma 2. Let (Al)-(A3) be satisjed by some P-a.s. convex h(S). If a random 
function f*(e) satisjes the condition 
lx(O) - ft(O)l <(const + ]]e]])d, for some At 4 0 
then (Al)-(A3) and (P) hold for x(O) as well. 
Proof. Since (Al)-(A3) can easily be verified (see Remark 4), it remains to prove 
(P). Similarly as in the proof of the preceding theorem, for 8 E Bc we observe 8 = 00 + 
a(@ - 0,) where (!I1 ES and a 2 1. Therefore, 
const + ]]e(( Gc0nst + jleoll + ar<aK 
38 I. Vajda, M. JaniuraIStochastic Processes and their Applications 72 (1997) 27-45 
with K = ((const] + ]]f&]] + r), and &e) aft(e) - c1 KAt, which yields 
.&PC)> ~>~(G(S) - KA,) + (1 - ~)f,(eo)). 
Since Al 5 0, the rest of the proof is the same as above. 0 
Under the convexity assumption we can also get rid of the unconvenient “uniform” 
condition (Al), provided we are able to find a suitable upper bound for the generalized 
sequence fi(0). Namely, the following holds. 
Lemma 3. Let all ft be P-a.s. convex. Suppose that there is a jinite function f * : 
0 + R? with the property 
(M*) limtP(f,(8)<f*(0)+E)=1 for every 0E@ ands>O. 
Then (Al) follows from (Al*) in Remark 1. 
Proof. Let us denote by y,” some sub-gradient of the function ft at the point 8, i.e. 
ft(e”)-ft(e)>(e--tI)[y$’ for every LEO. We set A~=IIy~Ij. By Remark 1 it suffices 
to prove lim, P(Af > a~) = 0 for some clg <co. 
By the definition of subgradient, its ith component is bounded as follows 
f,(e) - f,(e - ei)dYfi G_Me + ei> - mh 
where ei,..., ed E [Wd are the vectors of the canonical orthonormal basis in [Wd. Since 
(Al*) and (A2*) imply for every i= l,...,d 
lim, P[f,(e + ei) - f,(e) < f *(e + ei) - fo,(e) + E] = 1 
and 
lim, PIfi(Q - f,(e - ei) >fs,(@) - f *(e - e 
we can set 
cl8 = ItFell + Q 
i) - El= 1, 
for eg>O and P’o,i= max(lf”(8 - ei) - fe,(e)l, 1, f*(d + ei) - fe,(e)ij. 0 
The convexity assumed above takes place for the AMLEs when log p&X,) is P-a.s. 
concave on 0. This happens quite often. In the rest of paper the attention is focused 
on the important case of exponentially distributed sequences, processes and random 
fields X,. 
Consider for arbitrary data X, an [Wd-valued statistic Y, (measurable function of X,) 
and denote again by Y/ the transposed d-vector Y,. Further, consider a a-finite measure 
pcll on the observation space (X,, &() and the set 0 c lRd of all d-vectors l9 such that 
o< 
J 
es’: dput < 00. 
%, 
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As well known (cf. Brown, 1986), 
is analytic in the interior of 0. Further, by the Cauchy-Schwartz inequality it holds 
for every e1 # e2 
h 01 +02 
t- 
( > 2 
Q Mb I+ ue2> 
2 ’ 
where the equality takes place if and only if Y, is confined to a hyperplane in [Wd, 
which indicates an overparametrization, i.e. a linear dependence of components of Y,. 
Thus Q(I) is convex (strictly convex if the model is not overparametrized). 
We restrict ourselves to the models with 0 non-empty open, and suppose that At(e) 
is strictly convex on 0. We shall consider the data models with exponential Radon- 
Nikodym derivatives 
F(X,, = pe,JXt) = eeY:-hf(e). 
t 
Put for a positive generalized sequence ct JO 
.&e) = -Ct log pe,dxt) = ct(ht(e) - er). 
Let us now suppose that there exists a mapping h : 0 -+ R such that, for a dense 
subset 0s c 0, 
lim, ct At(e) = h(B) for every 8 E Oo. (17) 
Then by Theorem 10.8 of Rockefellar (1970) h(8) is convex on 0, the convergence 
in (17) takes place for all 8 E 0, and this convergence is uniform on every compact 
subset B c 0. 
We shall assume that h is strictly convex at 00. Denote by D/z(&) c Rd the sub- 
differential of the convex function h at the point 00, i.e. let h(B) - h(eO) >(0 - 0,) y’ 
for every y ED h(Bo), 8 E 0, with the equality only if 6’ = fJo, due to the assumed strict 
convexity of h. It is well-known that D/z(&) is convex and compact. Following the 
idea of Remark 3, we set for every 8 E 0 
ho(e) = h(e) - h(eO) + min 
y E W&l) 
(e, - e) y’ 
and 
f,(e) = 4wo - ht(eo) + (e. - e) y;), t E T. 
Since j& is continuous with O=fe,(6,)<f~,(0) for 8 # eo, and ft(eo)=O P-as., 
(A2) and (A3) follow directly. The remaining condition (5) in (Al) will be proved 
by the large deviations technique. 
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Lemma 4. For every 8 E 0 and E > 0, 
b Iue) -40) - 4 = 0 
exponentially fast. 
Proof. With the aid of the Markov inequality, for every ~120 we have 
mxe) ade) - 4 G 1 exp{ct-’ 4f&J) - E - J;(W) dp 
= exp{c,’ c4fs,(e) - E - cr(hO) - h,(eo))i) 
x exp{h,(Qo - 4eo - 0)) - h,(eo)). 
Therefore, 
lim supt {ct log m(e) aide) - 41 
d [ h(e, + cl(e - e,)) - h(oo) + C( min (e, - e) yl - a~ ~0 YE~WO) 1 
for sufficiently small c( >O. 0 
By Lemma 4, assumption (Al * ) of Remark 1 holds. Hence, (Al) can be obtained 
from Lemma 3 (or directly from Remark 1). Namely, one can verify (A2*) for 
f*(e) =h(e) - h(eO) + Yg;GO,(eo - 0) y’ 
by the following manner (since f*(&) = f+,(&) = 0, the condition (A2) follows from 
the next lemma too). 
Lemma 5. For every 0 E 0 and E > 0, 
lim, p(f;(e) > f *(e) + E) = 0 
exponentially fast. 
Proof. Similarly, as in the preceding proof one obtains 
lim sup, {ct log p(f;(e) > f*(e) + &)I 
Q h(e, - cr(e - e,)) - h(eo) - CI max (0, - ew - a~ ~0 
yaN@o ) I 
for all sufhciently small u > 0. 0 
Thus, we have proved the following result. 
Proposition 2. If in the general exponential model with the parameter space 0 c Rd 
open, the limit h(B) = lim, c, ht(8) exists and is strictly convex for all 8 E 0, then all 
AMLEs are consistent. 
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Note that the verification of consistency of AMLEs is much easier if the function 
h is smooth at 80. Namely, the sub-differential D/r(&) E Rd reduces to a single point 
Vh(&), and we can deal directly with the log-likelihood functions 
f;(e) = ct(ht(8) - 8 Y;) 4 h(e) - e[vh(eo)l’ = A,(e). 
For results obtained in this manner see e.g. Ellis (1985) and Vajda (1995). 
7. Example 3: Diffusion processes 
Let 3 = C[O, 00) and let PO for 0 E R be distributions of diffusion processes X = 
(X,: s 2 0) defined by stochastic differential equations 
dX,=8a(s)ds+dW,. 
In this equation a(s) is a continuous function of variable s >O different a.e. from 0 
and ( Ws: ~20) is a standard Wiener process. For distributions PO,! of observations 
X, = (X,: 0 <s d t) one obtains 
Thus, (16) holds for 
If 
Yt = /-t u(s) d& 
Jo 
and &(0) = $ 
s 
t 
a2(s) &. 
0 
s 
t 
lim 
f-+cc o a2(s)d.r = 00 
then (17) can be satisfied by 
and h(B) = f , 
i.e. 
where 
Obviously, this is the MLE. Since the observations X, are generated by PO,+, one 
obtains by substituting from the differential equation 
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where 2, tends in probability to zero. Therefore, one can directly verify that in this 
case f;“(O) as well as 
f;(e) = J(e) - j(eo) = y + (e, - e> 8, = (e -2eo)2 + z, i 
satisfy (Al)-(A3). Since (P) holds too, all AMLEs are in this case consistent. This 
result is not surprising, since in the context of present example an estimator 4, is 
AMLE if and only if the difference t?, - I!?, tends in probability to zero. 
8. Example 4: Gibbs-Markov random fields 
Let us consider the v-dimensional integer lattice Z”. For every S c Z” we denote 
(XW&)=(Xo,~o)s, where (Xa,&‘o) is a fixed standard Bore1 space, and ps = & 
with a fixed reference probability measure ,UO. Further, we denote by 2’s the set of all 
bounded ,9-s-measurable functions, where Fs c dzv is the a-algebra generated by the 
projection function Proj,: XzV -4 Xs. (Sometimes we do not distinguish between &‘.. 
Let us suppose a fixed collection g’ , . . . ,gd E @s, IS/ <co. For every finite 
we denote 
rv=<r;,...,r,“>, 
where 
Y,$= c gioys fori=l,...,d 
s+sc V 
and ys is the shift defined by ys(x), =x,+, for every s, u E Z”, x E Xz.. 
In accordance with the preceding section we define the probability measure 
VCZ” 
6, v by 
z = exp{O Y; - hv(e)), 
where again h v( 0) = log J e Sub d,uv. We shall consider the directed set T to be given 
by a system of finite subsets of Z”, satisfying 
Fir v=zy and F$JVI-‘IVrl(V+s)l=l 
for every s E Z”. (By I . ( we denote the cardinal@.) Setting cv = I VI-’ we obtain 
h(e) = 1 vrN4e) - e ~3 
and 
fv(e) =.6(e) - &(eo) 
for every V E T. In order to find the proper formula for fe, we need the concept of 
Gibbs random fields. 
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Let B denote the set of all probability measures on (%zv,&‘zV), which will be called 
as random fields, and let 91 c B be the set of shift-invariant (stationary) random fields, 
i.e. QEPI iff Q=Qor;’ for every SEZ’. 
By QV we denote the restriction of Q E S to the a-algebra dv. Let g E _Ys, IS\ < 00, 
and Q E 9. Suppose there exists a constant h(g) such that 
(18) 
where (449)~~~ is a directed set of constants with 
We shall write Q E G(g) where each Q will be quoted as the Gibbs random field 
with respect to the potential g E 2’~. It can be easily verified that the above definition 
is equivalent to the standard one. It is also worth emphasizing that since (SI < 00 the 
Gibbs random fields obey the multi-dimensional Markov property. For a comprehensive 
study of the topic cf., e.g., Georgii (1988). In particular, under the above assumptions 
it holds Gl(g) = G(g) n PI# 0 but ICI(g)\ > 1 can easily occur. This phenomenon is 
known as the phase transition. It corresponds to the non-smoothness of functions 
h(g) = @ I q-l b(g), 
where 
and the limit is known to exist for every g E 9~ (Theorem 15.30 in Georgii, 1988). 
Thus, returning back to our parametrized family, we obtain the limit h(8) = limvET 
I VI-‘h,(d) as a special case of the above general result and, moreover, 
Dh(eo)= {/idQ= ( Sg'dQ,...,JgddQ)}~tc,(s,) 
(with G(8) written simply instead of G(Cy=, 6’ g’)) holds by Theorem 16.14 in Georgii 
(1988). 
Therefore, by defining 
.fi,(@ = h(e) - Moo) + &G~, ((ii,4 (lydQ)i) I (19) 
and 
f*(e) = h(e) - wO) + es,~o, ((Ron) (lydQ)i) (20) 
one satisfies for strictly convex limiting functions h all conditions of Section 6. The 
strict convexity can be guaranteed by assuming the basis potentials g’, . . . , gd to be 
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mutually non-equivalent, which means O1 = O2 whenever G(@ ) = G(02). Obviously, 
this is a more strict condition than the usual linear independence. For the special class 
of so-called “vacuum potentials” the condition becomes standard and is easily verifiable 
(cf. Georgii, 1988, Theorem 2.35). 
Remark 5. Let us recall that, due to the boundedness of every gl,. . . , gd, we could deal 
with the whole parameter space 0 = Rd. But there is an open subset 0’ c Rd containing 
the zero point, where there are no phase transitions, the unique Gibbs random field is 
ergodic, and the function h restricted to 0’ is analytic. Then we can apply the ergodic 
theorem instead of the large deviations to obtain stronger results. 
Remark 6. Assume now a parametrized family {Qs}eERd, where Qe E G(B) is an ar- 
bitrary lixed Gibbs random field for every 0 E Rd (it may be non-ergodic or even 
non-stationary). In order to follow strictly the likelihood principle one has to consider 
restrictions Pv,,e = Q”, for every V E T. It means that now we assume a finite fragment 
of an infinite field which is to be observed. Then the same conclusions as above follow 
for 
by means of definitions (19), (20), relation (18) and Lemma 2. Thus, the consistency 
results hold irrespectively of the phase transitions (cf. also Comets, 1992). 
Remark 7. In estimating the parameters of Gibbs-Markov fields it is natural to employ 
the “minimum I-divergence” principle leading to the criteria1 function 
&e) = h(e) - h(eO) + 1 vl-l(e, - e) Y;. 
For this function the consistency can be established similarly as above (cf. e.g. Jantia, 
1997). For the computational aspects of the method see You&s (1989). 
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