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On the Laplacian Spectrum of (α, ω)-Graphs
ALEXANDER KELMANS†
We study the Laplacian spectrum of (α, ω)-graphs which play an important role in the theory of
perfect graphs. The properties of the spectrum we found allow the establishment of some structural
properties of (α, ω)-graphs. We describe, in particular, a class of graphs that are not subgraphs of
(α, ω)-graphs.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. INTRODUCTION
We consider undirected graphs. All notions on graphs that are not defined here can be found
in [2].
We use the following notation:
V (G) and E(G) are the sets of vertices and edges of a graph G, respectively, and v(G) =
|V (G)| = n;
N (x,G) is the set of vertices in G adjacent to x and d(x,G) = |N (x,G)| is the degree of
vertex x in G;
α = α(G) the size of its largest stable set, and ω = ω(G) the size of its largest clique;
e(x, y,G) is the number of parallel edges with the end-vertices x and y, and so if G is a
simple graph then e(x, y,G) ∈ {0, 1};
I is the n × n identity matrix and J is the n × n matrix in which every element equals 1.
A graph G is called an (α, ω)-graph [5] if
(c1) n = αω + 1,
(c2) every vertex is in precisely α stable sets of size α and in precisely ω cliques of size ω
(and therefore G has precisely n stable sets of size α and n cliques of size ω), and
(c3) the n stable sets of size α may be enumerated as S1, . . . , Sn and the n cliques of size ω
may be enumerated as C1, . . . ,Cn in such a way that Si ∩ C j 6= ∅ if i 6= j , and Si ∩ Ci = ∅
for i, j ∈ {1, . . . , n}.
The concept of (α, ω)-graphs arises naturally in the theory of perfect graphs.
Let S = S(G) and C = C(G) be the n × n-matrices such that the i th row of S is the
incidence vector of Si and the j th column of C is the incidence vector of C j .
An (α, ω)-graph G is called a normalized (α, ω)-graph if every edge of G belongs to some
clique of size ω.
A graph G is called partitionable [3] if for some α and ω
(c1) v(G) = αω + 1 and
(c2) for every vertex v there exists a partition of the set V (G) \ v of αω vertices into α
cliques of size ω and also into ω stable sets of size α.
Clearly if G satisfies (c1) and (c2) for some α and ω (and so G is partitionable) then
α = α(G) and ω = ω(G).
Let χ(G) denote the chromatic number of G (i.e., the minimum number of colors needed
to color the vertices of G so that no two adjacent vertices have the same color). Obviously
χ(G) ≥ ω(G).
A graph G is called perfect if χ(H) = ω(H) for every induced subgraph H of G, and
imperfect, otherwise. Obviously if C is an odd cycle of at least five vertices then both C and
its complement are minimal imperfect graphs.
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1.1 PERFECT GRAPH CONJECTURE (Berge [1]). Every minimal imperfect graph is either
an odd cycle of at least five vertices or the complement of an odd cycle of at least five vertices.
1.2 PERFECT GRAPH THEOREM (Lova´sz [12]). A graph is perfect if and only if its com-
plement is perfect.
1.3 (Lova´sz [13]). Every minimal imperfect graph is partitionable.
1.4 (Padberg[14]). Every minimal imperfect graph is an (α, ω)-graph.
1.5 (Bland et al. [3]). Every partitionable graph is an (α, ω)-graph.
There are (α, ω)-graphs that are not partitionable.
2. PRELIMINARIES
An ω-clique is a clique of size ω.
Let Gc denote the graph complement to a simple graph G.
For an (α, ω)-graph G, let Gd denote the graph such that V (Gd) is the set of ω-cliques of
G and two vertices a and b of Gd are adjacent if the cliques a and b in G have a common
vertex.
Clearly
2.1 ([5]). Let G be an (α, ω)-graph and S = S(G), C = C(G). Then
(a) Gc is an (ω, α)-graph,
(s) J S = S J = α J ,
(c) JC = C J = ωJ , and
(sc) SC = J − I .
Moreover
2.2 ([14]). Let G be an (α, ω)-graph. Then C S = J − I .
PROOF. It can be shown that S (and C) is non-singular. Therefore by 2.1(sc), C S =
S−1SC S = S−1(J − I )S = S−1 J S − I = J − I . 2
One can easily see that
2.3. Let G be an (α, ω)-graph. Then
(a1) St (G) = C(Gc),
(a2) C t (G) = S(Gc),
(a3) S(G) = C(Gcd), and
(a4) C t (G) = C(Gd).
We re-call that e(x, y,G) denotes the number of parallel edges connecting vertices x and y
in a multigraph G.
Let Gs denote the multigraph such that V (Gs) = V (G) and the number of parallel edges
e(x, y,Gs) connecting vertices x and y in Gs is equal to the number of s-cliques in G con-
taining both x and y. Clearly G2 = G and e(x, y,G) = 0 implies e(x, y,Gs) = 0.
It is easy to see that if G is an (α, ω)-graph, then
(a0) e(x, y,G) = 0 implies e(x, y,Gω) = 0,
(a1) if G is a normalized (α, ω)-graph then e(x, y,G) = 1 implies e(x, y,Gω) ≥ 1, and
(a2) Gω = G if and only if every edge of G belongs to precisely one ω-clique.
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Let (Gc)s = Gcs , (Gd)s = Gds , (Gcd)s = Gcds , and (Gdc)s = Gcds . Clearly
2.4. Let G be an (α, ω)-graph. Then
(a1) d(x,Gω) = d(x,Gdω) = ω(ω − 1) for every x ∈ V (G) and
(a2) d(x,Gcα) = d(x,Gcdα ) = d(x,Gdcα ) = α(α − 1) for every x ∈ V (Gc) = V (G).
It is also easy to see the following.
2.5. Let G be an (α, ω)-graph. Then
(a1) Gd is a normalized (α, ω)-graph,
(a2) G has a diamond (an induced subgraph K4 − e) if and only if Gd has a diamond,
(a3) if G = Gω then Gd = Gdω (follows from (a1) and (a2)),
(a4) Gcd is isomorphic to a (spanning) subgraph of Gdc, and
(a5) Gcdα is isomorphic to Gdcα .
Notice that Gcd may not be isomorphic to Gdc.
If V (G) = {1, . . . , n} then let L(G) denote the n × n matrix {li j } such that li i is the degree
of vertex i and li j = −e(i, j,G) for i 6= j . The matrix L(G) is called the Laplacian matrix
of a graph G. Let L(λ,G) = det(λI − L(G)), the characteristic polynomial of the Laplacian
matrix of G.
By using 2.3 and 2.4 it is easy to show that
2.6. Let G be an (α, ω)-graph. Then
(a1) L(Gω) = ω2 I − C(G)C t (G),
(a2) L(Gcα) = α2 I − C(Gc)C t (Gc) = α2 I − St (G)S(G),
(a3) L(Gdω) = ω2 I − C(Gd)C t (Gd) = ω2 I − C t (G)C(G) = ω2 I − S(Gc)St (Gc),
(a4) L(Gcdα ) = α2 I − C(Gcd)C t (Gcd) = α2 I − S(G)St (G), and
(a5) L(Gdcα ) = α2 I − C(Gdc)C t (Gdc) = α2 I − St (Gd)S(Gd).
3. PROPERTIES OF THE LAPLACIAN SPECTRUM OF (α, ω)-GRAPHS
Let B(G) = (α2 I − St (G)S(G))(ω2 I − C(G)C t (G)) = L(Gcα)L(Gω).
3.1. Let G be an (α, ω)-graph. Suppose that
(h1) P is an eigenvector of L = L(Gω) and p is the corresponding eigenvalue, i.e., L P =
pP,
(h2) P ⊥ 1¯ (and so J P = 0), and
(h3) ‖P‖ = 1 where as usual ‖P‖2 = P t P.
Then
(a1) P t St (G)S(G)C(G)C t (G)P = 1,
(a2) P t St (G)S(G)P = (ω2 − p)−1, and
(a3) P t B(G)P = pα2 − p(ω2 − p)−1.
PROOF (USES 2.1 AND 2.6(a1)).
(p1) We prove (a1). By 2.1(sc),
P t St SCC t P = P t St (J − I )C t P = P t St JC t P − P t St C t P.
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By 2.1(s) and (c), St JC t = αωJ . By 2.2, St C t = J − I . Therefore
P t St SCC t P = (αω − 1)P t J P + P t P.
By (h2), P t J P = 0, and by (h3), P t P = 1. Therefore P t St SCC t P = 1.
(p2) Now we prove (a2) and (a3). Clearly
P t B P = α2 I P t (ω2 I − CC t )P − ω2 I P t St S P + P t St SCC t P. (1)
By 2.6(a1), ω2 I − CC t = L . Hence from (h1) it follows that P t (ω2 I − CC t )P = p.
By (a1), P t St SCC t P = 1. Therefore from (1) we have:
P t B P = α2 p − ω2 I P t St S P + 1. (2)
On the other hand, by (h1) and 2.1(c),
P t B P = P t (α2 I − St S)L P = pP t (α2 I − St S)P = α2 p − pP t St S P. (3)
From (2) and (3) we have: P t St S P = (ω2 − p)−1. Therefore from (2) we obtain: P t B P =
pα2 − p(ω2 − p)−1. 2
Let λmax(H) and λmin(H) denote the maximum and the minimum positive eigenvalue of
L(H), respectively. Note that if H is connected then it has exactly one eigenvalue equal to
zero [7].
Since P t St S P > 0, it follows from 3.1(a2) that λmax(Gω) < ω2. Below we will give a
better upper bound on λmax(Gω).
3.2. Let G be an (α, ω)-graph. Suppose that
(h1) P is an eigenvector of L = L(Gω) and p is the corresponding eigenvalue, i.e., L P =
pP,
(h2) P ⊥ 1¯ (and so J P = 0) and
(h3) P t P = 1.
Then
(ω2 − p)(α2 − λmax(Gcα)) ≤ 1, (4)
and
(ω2 − p)(α2 − λmin(Gcα)) ≥ 1. (5)
PROOF (USES 3.1(a2)). By 3.1(a2), P t St (G)S(G)P = (ω2 − p)−1. Since
St (G)S(G) = α2 I − (α2 I − St (G)S(G)) = α2 I − L(Gcα),
we have P t St (G)S(G)P = α2 P t I P − P t L(Gcα)P . By (h3), P t I P = ‖P‖ = 1. Therefore
P t L(Gcα)P ≤ λmax(Gcα). Since Gc is connected and by (h2), P ⊥ 1¯ we have: P t L(Gcα)P ≥
λmin(Gcα). Thus α2 − λmin(Gcα) ≥ (ω2 − p)−1 ≥ α2 − λmax(Gcα), and so (ω2 − p)(α2 −
λmax(Gcα)) ≤ 1 and (ω2 − p)(α2 − λmin(Gcα)) ≥ 1. 2
From 2 we have in particular:
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3.3. Let G be an (α, ω)-graph. Then
(ω2 − λmin(Gω))(α2 − λmax(Gcα)) = 1, (6)
and
(ω2 − λmax(Gω))(α2 − λmin(Gcα)) = 1, (7)
and therefore
(ω2 − λmax(Gω)/(ω2 − λmin(Gω)) = (α2 − λmax(Gcα))/(α2 − λmin(Gcα)). (8)
3.4. Let G be an (α, ω)-graph. Then
λmax(Gω) = ω2 − 1/(α2 − λmin(Gcα)) < ω2 − 1/α2. (9)
PROOF. Since λmin(Gcα) > 0, we have from (5) in 3.2 (or from (7) in 3.3): (ω2−λmax(Gω))
α2 ≥ 1. 2
3.5. Let G be an (α, ω)-graph. Let X be an n × n matrix with the columns X0, . . . , Xn−1
such that L(Gω)X i = xi X i , ‖X i‖ = 1, X i ⊥ X j for i 6= j and i, j ∈ {0, . . . , n − 1}, and all
coordinates of X0 are the same, and so x0 = 0. Then
n−1∑
i=1
(ω2 − xi )−1 = α(n − α), (10)
or, equivalently,
ω2 P ′(ω2,Gω)(α(n − α))−1 = (det(C(Gω))2 (11)
where P(λ,Gω) = λ−1 det(λI − L(Gω) and P ′(λ,Gω) is the derivative of polynomial
P(λ,Gω) in λ.
PROOF (USES 3.1(a2)). Clearly
tr(X t St SX) = tr(St S) = αn. (12)
On the other hand,
tr(X t St SX) =
n−1∑
i=0
X ti S
t SX i . (13)
By 3.1(a2), X ti St (G)S(G)X i = (ω2 − xi )−1. Therefore from (13) we have:
tr(X t St SX) = α2 +
n−1∑
i=1
(ω2 − xi )−1. (14)
Thus from (12) and (14) we obtain (10). Since P(λ,Gω) =∏n−1i=1 (ω2− xi ) and L(ω2, Gω) =
(det(C(Gω))2, it follows that (11) is equivalent to (10). 2
3.6. Let G be an (α, ω)-graph. Then
λmax(Gω) > ω2 − ω/(n − α) > ω2 − ω/(α(ω − 1)), (15)
and
λmin(Gω) = ω2 − 1/(α2 − λmax(Gcα)) < ω2 − ω/(n − α). (16)
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PROOF. From (10) in 3.5 it follows that (ω2 − λmax(Gω))−1 ≥ α(n − α)/(n − 1) and
(ω2 − λmin(Gω))−1 ≤ α(n − α)/(n − 1). Since Gω is not a complete multigraph, it follows
that pi 6= p j for some i 6= j , i, j ∈ {1, . . . , n − 1}. Therefore ω2 − λmax(Gω) < ω/(n − α)
and ω2 − λmin(Gω) > ω/(n − α) which is equivalent to (15) and (16), respectively. 2
From 3.4 and 3.6 we have:
3.7. Let G be an (α, ω)-graph. Then ω2 − ω/(n − α) ≤ λmax(Gω) < ω2 − 1/α2, and
therefore 1 > λmax(Gω)/ω2 → 1 if n = αω + 1 →∞.
It is interesting to compare the asymptotic behavior of λmax(Gω) for an (α, ω)-graph G
with that for so-called ω-cactus whose local structure is similar to the local structure of G if
G = Gω (i.e., if every edge of G belongs to exactly one ω-clique).
An ω-cactus is a connected graph D such that every block of D is an ω-clique and every
vertex belongs to precisely one or precisely ω blocks.
We can prove the following [10]:
3.8. Let Dω be an ω-cactus. Then λmax(Dω) < ω2 and 1 > λmax(Dω)/ω2 → 1 if
v(Dω)→∞.
Comparing 3.7 and 3.8, we conclude that if G is an (α, ω)-graph and G = Gω then the
asymptotic behavior of the maximum Laplacian eigenvalues of Gω and an ω-cactus are the
same.
We need the following lemma.
3.9. Let P(x) = 1 − (ω2 − x)(α2 − n + x) where n = αω + 1 and α ≥ 2 and ω ≥ 2.
Then P(x) has two different real roots x1 ≥ 0 > x2.
PROOF. Clearly P(x) = x2 + px + q where p = α2 − n − ω2 and q = ω2(n − α2)+ 1.
Let us consider the discriminant D(P) = p2 − 4q of P . Since α ≥ 2 and ω ≥ 2, clearly
D(P) = (α2 + ω2 − n)2 − 4 > 0. Therefore P has two different real roots x1 > x2. It is
easy to see that if α > ω − 1/ω then q < 0. Since P is symmetric with respect to α and ω,
we can assume that α ≥ ω. Then α > ω− 1/ω implying that q < 0. Therefore P(x) has two
different real roots x1 ≥ x2 and x1 ≥ 0 > x2. 2
Let λ0(H) ≤ λ1(H) ≤ · · · ≤ λn−1(H), and so λ0(H) = 0.
We will also use the following known theorem.
3.10 ([7, 8]). Let H be a simple graph with n vertices. Then λi (H)+ λn−i (H c) = n for
i ∈ {1, . . . , n − 1}.
Now we can use the above described spectrum properties of Gω and Gcα to establish the
following mutual property of G and Gc when G is an (α, ω)-graph.
3.11. Let G be an (α, ω)-graph, α ≥ ω ≥ 2. Then either G 6= Gω or Gc 6= Gcα or both.
PROOF 1 (USES 3.2, 3.9, AND 3.10). Suppose on the contrary that G = Gω and Gc =
Gcα . Then, clearly, λi (Gω) = λi (G) = λi and λi (Gcα) = λi (Gc) = λ¯i . Therefore from (4)
in 3.2 and from 3.10 we have:
(ω2 − λ1)(α2 − n + λ1) ≤ 1. (17)
Similarly from (5) in 3.2 and from 3.10 we have:
(ω2 − λn−1)(α2 − n + λn−1) ≥ 1. (18)
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By 3.9, the polynomial P(x) = 1− (ω2 − x)(α2 − n+ x) has precisely one positive root r .
From (17) it follows that r ≤ λ1. Similarly from (18) it follows that λn−1 ≤ r . Since G
is an (α, ω)-graph, G is a connected and a non-complete graph. Therefore λ1 < λn−1. Thus
r ≤ λ1 < λn−1 ≤ r , a contradiction. 2
PROOF 2 (USES 3.1, 3.9, AND 3.10). Suppose on the contrary that G = Gω and Gc =
Gcα . Then
L(Gc) = L(Gcα) = α2 I − St S. (19)
Let P and p be as in 3.1. Then by 3.1,
P t St (G)S(G)P = (ω2 − p)−1. (20)
Since G = Gω and Gc = Gcα , we have: P t L(Gω)P = P t L(G)P = p and P t L(Gcα)P =
P t L(Gc)P . Then by 3.10, P t L(Gc)P = n − p. Therefore from (19) and (20) we have:
(α2 − n + p)(ω2 − p) = 1. (21)
By 3.9, there exists only one real positive number p satisfying (21). Therefore the Laplacian
spectrum of G contains only one positive number. Since G is connected, it follows that G is a
complete graph. Since G is an (α, ω)-graph, G is not a complete graph, a contradiction. 2
3.12. Let G be an (α, ω)-graph, α ≥ ω and x a vertex of G. Suppose that (A − x) ∩
(B− x) = ∅ for every two distinct ω-cliques A and B containing x. Then there exists a vertex
y ∈ V (G) = V (Gc) such that the pair {x, y} belongs to at least α(α − 1)/(ω(α − ω + 1))
α-cliques in Gc. If in addition ω ≥ 3, then the pair {x, y} belongs to more than α/ω α-cliques
in Gc.
PROOF. By the definition of an (α, ω)-graph, x belongs to precisely ω cliques of size ω
and precisely α stable sets of size α. Therefore N = N (x,Gc) contains precisely α cliques of
size α− 1. Let cz denote the number of (α− 1)-cliques in N containing a vertex z in N . Then∑{cz : z ∈ N } = α(α−1). Therefore there exists a vertex y in N such that cy ≥ α(α−1)/|N |.
Since (A−x)∩(B−x) = ∅ for every two distinct ω-cliques containing x , we have: d(x,G) ≥
ω(ω − 1). Since |V (G)| = |V (Gc)| = αω + 1, clearly |N | = d(x,Gc) ≤ ω(α − ω + 1).
Therefore cy ≥ α(α − 1)/|N | ≥ α(α − 1)/(ω(α − ω + 1)). If ω ≥ 3 then from the last
inequality we have: cy > α/ω. Now our claim follows from the fact that cy is also the number
of α-cliques in Gc containing edge xy. 2
Clearly 3.11 follows from 3.12.
We can also prove that
3.13. Let G be an (α, ω)-graph. Then
(c1) G has an edge belonging to at least two ω-cliques if and only if Gd has an edge belong-
ing to at least two ω-cliques, and
(c2) if ω ∈ {3, 4}, then G has an edge belonging to at least two ω-cliques if and only if Gc
has an edge belonging to at least two ω-cliques.
4. FORBIDDEN SUBGRAPHS OF (α, ω)-GRAPHS
It is known and easy to prove by using elementary combinatorial arguments that
4.1. Let G be a partitionable graph and e an edge of G. Then e belongs to at most ω − 1
maximum cliques (i.e., cliques of ω vertices). In other words, Gω does not contain the graph
with two vertices and ω parallel edges as a subgraph.
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In this section we will use the above results on properties of the Laplacian spectrum of
(α, ω)-graphs G and their multigraph presentations Gω to describe an infinite family of graphs
that cannot be subgraphs of (α, ω)-graphs.
4.2. Let S and G be multigraphs and S an induced subgraph of G. Let
δ(G, S) = min{d(v,G)− d(v, S) : v ∈ V (S)}.
Then
λmax(G) ≥ λmax(S)+ δ(G, S) ≥ λmax(S).
PROOF. Let, as above, L(G) be the Laplacian matrix of G. It is known that
λmax(G) = max{x t L(G)x : ‖x‖ = 1}. (22)
We can interpret vector x as a function x : V (G)→ R. Then obviously
x t L(G)x =
∑{
d(v,G)x(v)2 − 2
∑{
e(u, v,G)x(u)x(v) : uv ∈
(
V
2
)}}
, (23)
where V = V (G) and e(u, v,G) is, as above, the number of parallel edges connecting vertices
u and v.
Let s : V (S) → R be an eigenvector of S with the eigenvalue λmax(S) such that ‖s‖2 =∑{s(v)2 : v ∈ V (S)} = 1, and so λmax(S) = st L(S)s. Let z : V (G) → R be such that
z(v) = s(v) if v ∈ V (S) and z(v) = 0 if v ∈ V (G) \ V (S). From (23) it follows that
zt L(G)z =
∑
{(d(v,G)− d(v, S))s(v)2 : v ∈ V (S)}
+
∑
{d(v, S)s(v)2 : v ∈ V (S)} − 2
∑{
e(u, v,G)s(u)s(v) : uv ∈
(
V (S)
2
)}
.
Since S is an induced subgraph of G, clearly e(u, v,G) = e(u, v, S). Therefore from the
above relation and (23) we have:
zt L(G)z = λmax(S)+
∑
{(d(v,G)− d(v, S))s(v)2 : v ∈ V (S)} ≥ λmax(S)+ δ(G, S).
Since ‖s‖ = 1, clearly also ‖z‖ = 1. Therefore from (22) it follows that λmax(G) ≥ zt L(G)z.
Now our statement follows from the last two inequalities and the fact that d(v,G) ≥ d(v, S)
for each v ∈ V (S). 2
4.3. Let G be an (α, ω)-graph, and F be a multigraph such that the maximum vertex
degree of F is ω and λmax(F) = 2ω. Then F is not an induced subgraph of Gω.
PROOF (USES 3.9 AND 4.2). Suppose on the contrary that F is a subgraph of the multi-
graph Gω. Clearly d(v,Gω) = ω(ω−1). Since the maximum vertex degree of F is ω, clearly
δ(Gω, F) = min{d(v,Gω)− d(v, F) : v ∈ V (F) = ω(ω− 2). Since λmax(F) = 2ω, by 4.2,
λmax(Gω) ≥ λmax(F) + δ(Gω, F) = ω2. On the other hand, since G is an (α, ω)-graph, we
have by 3.9: λmax(Gω) < ω2, a contradiction. 2
We need the following known fact (see, for example, [4, 6, 15]):
4.4. Let F be an r-regular bipartite multigraph. Then λmax(F) = 2r .
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PROOF. Since F is a bipartite multigraph, it has a bipartition (A, B). Let us consider a
function x : V (F)→ R such that x(a) = 1 for a ∈ A, x(b) = −1 for b ∈ B.
If a ∈ A then 1(a) = d(a, F)x(a) −∑{x(z) : (a, z) ∈ E(F)} = d(a, F) −∑{x(b) :
(a, b) ∈ E(F), b ∈ B} = 2r . Therefore 1(a) = 2r x(a). Similar arguments show that if
b ∈ B then 1(b) = 2r x(b). Therefore 2r is an eigenvalue of the Laplacian matrix of F , and
so λmax(F) ≥ 2r . It is known [9] that if H is a multigraph then λ(H) ≤ d(u, H) + d(v, H)
for every pair u, v of distinct vertices of H . Therefore λmax(F) ≤ 2r . Thus λmax(F) = 2r . 2
We remark that the converse is also true. Namely F is a bipartite multigraph if and only if
λmax(F) = 2r [4, 6, 15].
From 4.2 and 4.4 we have:
4.5. Let G be an (α, ω)-graph. Let F be an ω-regular bipartite multigraph. Then F is not
an induced subgraph of Gω (and therefore if every edge of G belongs to an ω-clique then F
is not an induced subgraph of G).
This statement can also be proven by using combinatorial arguments. Clearly 4.1 is a small
particular case of 4.5.
By considering dual (α, ω)-graphs, we prove that
4.6. Let G be an (α, ω)-graph. Let F be an ω-regular bipartite multigraph and Ln(F)
denote the line graph of F. Then Ln(F) is not a subgraph of Gω (and therefore if every edge
of G belongs to an ω-clique then Ln(F) is not an induced subgraph of G).
PROOF (USES 2.5 AND 4.5). Suppose on the contrary that Ln(F) is a subgraph of Gω.
Then by definition of α (unique) dual (α, ω)-graph, F is an induced subgraph of Gd . On the
other hand, by 2.5, Gd is an (α, ω)-graph. Therefore, by 4.5, F is not a subgraph of Gd , a
contradiction. 2
The results of this paper were presented at the Workshop on Graph Coloring, Rutgers Uni-
versity, New Jersey, July 1998 (see also [11]).
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