We introduce an automatic 3D multiscale automatic segmentation algorithm for delineating specific organs in Magnetic Resonance images (MRI). The algorithm can process several modalities simultaneously, and handle both isotropic and anisotropic data in only linear time complexity. It produces a hierarchical decomposition of MRI scans. During this segmentation process a rich set of features describing the segments in terms of intensity, shape and location are calculated, reflecting the formation of the hierarchical decomposition. We show that this method can delineate the entire uterus of the rat abdomen in 3D MR images utilizing a combination of scanning protocols that jointly achieve high contrast between the uterus and other abdominal organs and between inner structures of the rat uterus. Both single and multi-channel automatic segmentation demonstrate high correlation to a manual segmentation. While the focus here is on the rat uterus, the general approach can be applied to recognition in 2D, 3D and multi-channel medical images.
INTRODUCTION
Identification of three-dimensional (3D) anatomical structures is an essential problem in medical image processing. It is a crucial step in the analysis of medical images, supporting tasks such as diagnosis, visualization, quantification, registration, reconstruction, tracking and more. The aim in image segmentation is to partition the image into its constituent parts. The desired segmentation is dictated by the type of images dealt with, their modality and anatomical structures and by the task involved. It is possible to perform manual delineation, however in cases of 3D and multi spectral data this is extremely difficult. For example, in the rat uterus model, the uterine horns are embedded in the abdomen in such a way that it is complicated to identify each plane of the crimped horns and differentiate them from the intestines and ovaries. Additionally, performing manual segmentation is time consuming and does not meet the required accuracy and reproducibility demands. Indeed, while magnetic resonance imaging (MRI) offers high spatial resolution, soft tissue contrast and multiple contrast mechanisms which can be simultaneously exploited to obtain multi-spectral 3D digital data, MRI is also susceptible to artifacts such as partial volume effect (related to the finite spatial resolution), field inhomogeneity, chemical-shift, and motion [19] posing significant difficulties on automatic segmentation.
Reviews of MRI segmentation approaches can be found in ( [2] , [15] , [18] ). Here we briefly list some of the common methods and their characteristics. Region-based and edge-based segmentation techniques emphasize respectively within-region similarities and between-region differences using appropriate features. Classical region based strategies include region growing, region splitting, and split and merge algorithms. Low level region based and edge based techniques, which exploit only local information for each voxel and do not incorporate global shape and boundary constraints are limited when dealing with automatic MRI segmentation. Classification techniques usually assign class labels to voxels in the volume according to feature values. Common classification techniques include k-means, fuzzy cmeans, k-nearest neighbors (K-NN), clustering algorithms ( [2] , [7] ), decision trees [4] , and artificial neural network (ANN) [24] . Methods such as deformable models are parameterized curves or surfaces which evolve towards the desired location through an energy minimization process. The energy function is based on external forces derived from the data (high gradient for instance) and internal forces related to the geometry of the contour itself (typically the curvature). This model was introduced by Kass et al. [12] , and recent surveys of these methods in medical image analysis can be found in ( [13] , [14] ). These techniques benefit from consideration of global prior knowledge about expected shape. Yet their limitations come from their dependence on initialization and from the computation time required for 3D, multichannel segmentation. Statistical models have also been widely used for segmentation of MRI. Wells et al [22] , pioneered the expectation maximization (EM) segmentation of MRI images. The approach modeled the intensity of brain tissues by a Gaussian Mixture Model (GMM) and iteratively estimated the intensity inhomogeneity correction (bias field) and classified intensity regions in the brain. This approach was extended by other studies to include spatial considerations utilizing a brain atlas ( [15] , [20] , [21] ). This paper describes a general framework for automated segmentation of MRI. Our fast, 3D segmentation algorithm produces a full hierarchy of segments, expressed by an irregular pyramid, in only a linear time complexity. Unlike other approaches which are based mainly on intensity as a feature, our approach includes a thorough multiscale set of measurements, computed and used throughout the segmentation process, and characterizing the resulting segments. The enlarged feature set supports enhanced analysis of the detected structures and allows incorporation of spatial, neighborhood and geometric considerations into the segmentation process, enabling detection of various anatomical structures at different scales. We applied the approach to the analysis of in vivo MR images of the rat uterus. The rat uterus is a commonly used model for hormonal regulation research. However, due to its 3D complex structure manual uterus segmentation is highly time consuming. Consequently, only a limited number of in vivo uterine MRI studies in experimental animals have been conducted. Current uterine experiments usually involve sacrificing the animals and extracting uterine tissues ( [10] , [23] ). Developing non-invasive imaging techniques to monitor the uterus in vivo can allow spatial and temporal follow up on the same animal model and enhance precision as well as reproducibility. While numerous segmentation approaches have been applied to the analysis of the human brain, we are not familiar with any automatic segmentation algorithm applied to the detection of the rat uterus in MRI. In the present paper we focus on a detailed description of the segmentation methods. A future work will describe in more detail their use to analyze time courses of functional and molecular imaging of uterine tissue.
METHODS
This study extends the Segmentation by Weighted Aggregation (SWA) algorithm ( [8] , [16] , [17] ), developed for 2D natural images, in order to perform segmentation of an aligned set of MR images by a multiscale 3D multi-channel approach (also referred to as multi-modal, multi-sequence, or multi-spectral). In this section we review the original SWA algorithm along with our modifications. Given a 3D MRI, we construct a graph in which every voxel is a node and neighboring voxels are connected by an edge. A weight is associated with each edge reflecting the similarity between the corresponding voxels. Subsets of the nodes in the graph which approximately minimize a normalized-cutlike measure may indicate the segments in the image. To find the minimal cuts in the graph, the graph can be coarsened through a recursive process of weighted aggregation derived from algebraic multi-grid (AMG) [3] coarsening procedures. This coarsening process induces a pyramid structure over the image. At each coarse scale there are about half as many nodes as in the next finer scale. These coarse nodes, which represent aggregates of voxels, do not necessarily lie on a grid. Segments that are distinct from their surroundings emerge as salient nodes (weakly connected to others) in their corresponding scale. The fuzziness (weighted relation) relations of the aggregation allow the algorithm to avoid wrong local decisions and to detect segments based on a global saliency measure.
Graph Terminology
Given a 3D MRI data set, a 6-connected graph G = (V,W) is constructed from the 3D image as follows. Each voxel i is represented by a graph node i, so V = {1,2, …,N} where N is the number of voxels. A weight ij ω is associated with each pair of neighboring voxels. The 6-connected graph adds for every node i two additional neighbors from the neighboring slices, unlike the 2D approach which analyzes each slice separately by a 4-neighbor graph. The weight ij ω reflects the contrast between the two neighboring voxels i and j. For example in the single channel case it is formulated as:
(1) I denote the intensities of the two neighboring voxels, and α is a positive constant (α =10 in our experiments). Our way to evaluate segments is based on a normalized-cut-like measure, which is defined as follows. Every segment
S V
⊆ is associated with a state vector
, representing the assignments of voxels to a segment S :
The saliency associated with S is defined by the normalized-cut-like cost
which sums the weights along the boundaries of S divided by its internal weights. Segments that yield small values of ( ) S Γ are considered salient. In matrix notation Γ can be written as
where L is the Laplacian matrix derived from W. Our objective is to find segments S characterized by a small value of ( ) S Γ . For that end we construct a coarse version of the graph. This coarse version is constructed so that we can use salient segments in the coarse graph to predict salient segments in the fine graph using only local calculations. This coarsening process is repeated recursively, constructing a full pyramid structure. Each node at every scale represents an aggregate of voxels. Each segment S, which is a salient aggregate (i.e., ( ) S Γ is low) emerges as a single node at a certain coarsening step.
The coarsening procedure proceeds recursively as follows. Starting from the given graph
, we recursively coarsen the cut minimization problem, creating a sequence of decreasing size graphs
. At each scale we seek for nodes with low Γ , representing salient aggregates. As in the general AMG setting, the construction of a coarse graph from a given one is divided into three stages: first a subset of the fine nodes is chosen to serve as the seeds of the aggregates (the latter being the nodes of the coarse graph), then the rules for interpolation are determined, thereby establishing the fraction of each non-seed node belonging to each aggregate, and finally the weights of the edges between the coarse nodes is calculated.
Coarse seeds: The construction of the set of seeds C, and its complement denoted by F, is guided by the principle that each F-node should be "strongly coupled" to C. To achieve this objective we start with an empty set C, hence F=V, and sequentially transfer nodes from F to C until all the remaining
, where β is a parameter (in our experiments β =0.2). Interpolation: we define for each node The coarse problem: Following the weighted aggregation scheme [3] , the edge connecting two coarse aggregates p and q is assigned with the weight: During the weighted aggregation scheme the algorithm computes 3D internal statistics of aggregates, called aggregative properties, which will be used to evaluate similarities between neighboring aggregates and which will also be available for further analysis at the end of the segmentation process. Namely, for each aggregate i emerging at a certain scale s, we calculate a set of aggregative properties. An aggregative property can be expressed as a weighted average over the aggregate i of a property that has first appeared at a scale r, where s r ≤ . The scale s is termed the aggregate scale and the scale r is called the property scale. The interpolation matrices (Eq. (5) (6)), is modified to account for the similarities arising from the set of aggregative properties obtained from multiple property scales. Specifically, in the present work the segmentation process incorporated aggregative properties that describe average intensity, variance of average intensity and shape properties specified by applying principal component analysis to the covariance matrix of the aggregate. However, additional statistical properties are computed throughout the segmentation for all the aggregates and are therefore available for the uterus segment analysis. G the coarsening process is initially performed only in 2D (e.g. in each horizontal plane) rather than 3D. Except that the weighted aggregation scheme is applied to all the couplings. Consequently the between-plane couplings are only updated by Eq. 6, but have no other effect on the initial segmentation. Thus, nodes from different slices are initially (in the first coarsening stages) not aggregated together although they may be "strongly coupled". This is done until a scale is reached where the horizontal distances between nodes are comparable to the vertical ones, upon where the full 3D process starts. G grid refers to data with 0.5 mm slice thickness versus 0.27 mm x0.27 mm in-slice resolution; Every coarsening step of the SWA algorithm typically reduces the number of nodes by a factor of 2.5-3. Consequently, if we apply the algorithm to a 2D slice, the distance between neighboring nodes in a slice grows at every level by a √2.5-√3 factor on average, so two coarsening steps are needed to bring the inner-and inter-slice distances to be roughly equal. Comparing our former purely 2D segmentation with our current 3D segmentation reveals that the information from neighboring slices is vital for accurate segmentation, especially in the case of the rat uterus horns that consist of elongated structures which are only partially included in every slice. The 3D approach significantly improves the detection of the entire uterus, since the real appearance of structures is three dimensional.
Multi-Channel segmentation
One of the unique characteristics of MRI is the multiple methods to produce contrast between different tissues or organs in the image. To incorporate several channels of data, the graph structure is modified so that every entry (a voxel intensity, or an aggregative property) is replaced by a vector of entries (each corresponding to a different channel). The initialization step is modified to consider the intensity contrast in all channels, and the different sets of aggregative features for every channel are all used to modify the couplings at coarser levels. Our preliminary results show that the combination of several channels in the segmentation process can lead to superior results which usually can not be achieved by considering just one channel. 
EXPERIMENTS

MR image acquisition:
The MR experiments were performed in female, ovariectomized, LEW/NHSD rats (6-8 month). Water imbibition [5] was artificially induced by subcutaneous (s.c.) injection in the periscapular region of 17-β estradiol (50 µgr/kg BW) dissolved in sesame oil, 24 hours before the experiments. In all the MRI experiments, rats were anesthetized by inhalation of 1.5% Isoflurane in an O2:N2O (3:7) mixture, applied through a nose. All animal procedures were approved by the Weizmann Institute's Animal Care and Use Committee. MR images were acquired with a 4.7T/30cm bore Biospec spectrometer (Bruker, Germany), equipped with a 1 H radio frequency coil with an inner diameter of 7.5 cm. Coronal MR images tilted in 10 approximately covering the whole abdominal cavity. The spatial resolution for all sequences was 0.27x0.27x0.5mm 3 , using a matrix of 256x256x15. Fat suppression was applied in all protocols by applying a 90 degree Gauss shaped preparation pulse 700 Hz off resonance (SW of 600 Hz) followed by a dephasing gradient. The protocols used as channels for the automatic segmentation were:
1. T2 weighted (T2w) 2D Rapid Acquisitions with Refocused echoes (RARE) [11] with TE/TR of 47.2/3200 ms, a rare factor of 4 and an acquisition time of 3 min. 2. Proton density weighted (PDw), 2D fast low-angle shot gradient echo with TE/TR of 4.2/500 ms, 30° flip angle, and an acquisition time of 3 min.
Single and multi channel segmentation experiment:
Single channel 3D segmentation was performed on the T2w and PDw channels separately and multi-channel segmentation was performed by combining both channels. Figure 2 presents the right uterus horn imaged by T2w and PDw protocols. The figure demonstrates the different characteristics of the two protocols in detecting the inner structure of the rat uterus. The image shows that the rat uterus horn is composed of two anatomical layers, the myometrium and the endometrium, which correspond to the outer and inner layers of the horn respectively. The T2w sequence distinctly enabled delineating the endometrium (Figure 2 .a) and the PDw sequence allowed capturing the entire uterus, endometrium and myometrium. However, the latter sequence results in low contrast between the uterus and the intestine (Figure 2 .b). Based on these MR protocols properties we designed an experiment that enabled us to manually and automatically perform uterus segmentation.
RESULTS
To evaluate the algorithm performance, manual segmentation was performed for both channels separately. Quantitative comparison based on common measures ( [6] , [9] , [24] ) for spatial overlap are presented in Table 1 ,2.
Endometrial segmentation based on singlechannel T2w 0.91±0.04 0.88±0.01 Table 2 : Validation results for single and multi channel segmentation of the entire rat uterus. Automatic segmentation (S) is compared with ground truth manual reference (R), averaged over 4 uteral structures.
Single Channel Segmentation: As expected, due to the water imbibition effect the segmentation of the T2w data achieved accurate results for the endometrial tissue while the myometrial tissue could not be differentiated (Table 1 , Figure 3 ). The segmentation based on the PDw data alone achieved poor results due to low contrast between the uterus and intestine (Table 2, Figure 4 A-C). Segmentation execution , with our non optimal implementation, for 200x200x15 voxels took 40 sec on a standard P4 3GHz PC. 
Multi-Channel Segmentation:
The multi-channel segmented ROI calculated using the combined T2w and PDw images yielded an ROI covering most of the uterus volume regardless of the inner structure of the horns ( Figure 5 ). The T2 weighted image served as a backbone for the segmentation, while the data derived from the PD image referred to the peripheral details (Figure 4 , D-F). The execution time for segmentation of both channels was 60 sec.
Consequently, applying the multi-channel approach to these channels increased the detection of the entire uterus compared to the single channel segmentation. The validation results presented in Table 1 ,2 show the high accuracy rates obtained by the automatic segmentation in detecting either the entire uterus by the multi-channel approach or just the endometrium layer by the single T2w channel approach. The similarity measure (second column in Table 1 ,2) corresponds to kappa statistics where a value 7 . 0 ≥ is considered as a good agreement [24] .
DISCUSSION
We present a novel 3D automatic segmentation algorithm applied for the accurate detection of the uterus structure. The segmentation algorithm is an unsupervised, multiscale algorithm that can be applied to anisotropic data and enables integration of unlimited MR pulse sequences with no constraint on the scan protocol. Quantitative validation results show the high accuracy of the automatic segmentation compared with the manual delineation, in both the mutli-channel segmentation of the entire uterus, and the single channel T2w segmentation of the only endometrium layer. A number of additional modifications based on high level knowledge of the uteral structure could improve the overall performance of the approach. For example, the algorithm can easily incorporate knowledge of the expected uterus shape, using the already computed aggregative properties (e.g. length, width, orientation) to modify the similarities between neighboring aggregates. This can assist the elongated subparts of the uterus horns with well defined orientation to merge together and to improve detection rate. Also some post processing morphology rules based on the prior knowledge of anatomy and the different channels properties can be employed at the end of the process to increase precision. Future work will test the usefulness of such modifications. Finally, the presented approach, originally developed for segmentation of MR human brain images [1] , can be generalized to other structures and tasks. The development of non-invasive imaging techniques to monitor anatomical structures may allow temporal follow up on the same animal and enhance accuracy, reproducibility and efficiency. We show that combining the 3D information from different MRI pulse sequences is very useful for improving the accuracy of the segmentation. The approach produces a full hierarchy of segments in time that is linear in the dataset size and shows low sensitivity to some MRI artifacts, making it practical for various medical image segmentation experiments. Such an algorithm may also be useful for segmentation of MR angiography and virtual colonoscopy.
