Hydrophobic organization of membrane proteins by Rees, D. C. et al.
Hydrophobic Organization of Membrane Proteins
Author(s): D. C. Rees, L. DeAntonio and D. Eisenberg
Source: Science, New Series, Vol. 245, No. 4917 (Aug. 4, 1989), pp. 510-513
Published by: American Association for the Advancement of Science
Stable URL: http://www.jstor.org/stable/1704082 .
Accessed: 13/11/2014 00:37
Your use of the JSTOR archive indicates your acceptance of the Terms & Conditions of Use, available at .
http://www.jstor.org/page/info/about/policies/terms.jsp
 .
JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of
content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms
of scholarship. For more information about JSTOR, please contact support@jstor.org.
 .
American Association for the Advancement of Science is collaborating with JSTOR to digitize, preserve and
extend access to Science.
http://www.jstor.org 
This content downloaded from 131.215.248.20 on Thu, 13 Nov 2014 00:37:53 AM
All use subject to JSTOR Terms and Conditions
cally, although it is favored thermodynami- 
cally. However, x-ray scanning reveals that 
the volume fraction in the fan above the 
sediment increases smoothly with depth, 
passing through the phase boundary at 
+ = 0.50 while the particles remained dis- 
persed. For the 0.31-[tm particles at 
+ 0.53, the chemical potential of the dis- 
ordered phase exceeds that of the ordered 
phase sufficiently to produce a crystallization 
rate equal to the kinematic velocity; hence, 
the transition produces a coexisting crystal- 
line phase with k - 0.60. For the 0.43-pLm 
particles, the maximum crystallization rate 
apparently falls below the growth rate of an 
amorphous sediment for the volume frac- 
tions reported here and crystallization does 
not occur. Thus, for these initial volume 
fractions there exists a maximum size above 
which particles settle too rapidly to find sites 
on a crystal lattice, resulting in amorphous 
sediments. 
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Hydrophobic Organization of Membrane Proteins 
D. C. REES,* L. DEANTONIG, D. EISENBERG 
Membrane-exposed residues are more hydrophobic than buried interior residues in the 
transmembrane regions of the photosynthetic reaction center from Rhodobacter sphaer- 
oides. This hydrophobic organization is opposite to that of water-soluble proteins. The 
relative polarities of interior and surface residues of membrane and water soluble 
proteins are not simply reversed, however. The hydrophobicities of interior residues of 
both membrane and water-soluble proteins are comparable, whereas the bilayer- 
exposed residues of membrane proteins are more hydrophobic than the interior 
residues, and the aqueous-exposed residues of water-soluble proteins are more 
hydrophilic than the interior residues. A method of sequence analysis is described, 
based on the periodicity of residue replacement in homologous sequences, that extends 
conclusions derived from the known atomic structure of the reaction center to the 
more extensive database of putative transmembrane helical sequences. 
T HREE-DIMENSIONAL PROTEIN 
structures reflect a favorable energet- 
ic balance between protein-protein 
and protein-solvent interactions. For water- 
soluble proteins, polar and charged residues 
are often on the surface, whereas apolar 
residues tend to occur in the interior (1-6). 
The hydrophobic organization of mem- 
brane proteins is less well understood, al- 
though models of membrane protein struc- 
tures (7, 8) make use of the hydrophobic 
transmembrane c( helix and an "inside-out" 
pattern of residue hydrophobicity in which 
the interior residues are more polar than the 
membrane-exposed surface residues (9). The 
availability of atomic structures for bacterial 
photosynthetic reaction centers (RCs) (10- 
12) allows a more quantitative analysis of 
the hydrophobic organization of a mem- 
brane protein. The results of this analysis are 
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described for the RC from Rhodobacter 
sphaeroides. Based on these observations, a 
method of analysis of homologous se- 
quences is proposed that may be generally 
useful in assigning interior and surface 
(membrane-exposed) residues of transmem- 
brane helices from sequence information. 
Application of this method to a variety of 
membrane-protein families is described. 
The RCs from purple bacteria consist of 
three membrane-bound subunits, contain- 
ing a total of 11 transmembrane a helices. 
The position in the membrane of the RC 
from Rb. sphaeroides was proposed (13) with 
the use of a hydrophobic free energy func- 
tion (14) to establish the orientation of most 
favorable interaction between the RC and a 
nonaqueous phase. Amino acids located in 
the nonpolar region of the membrane were 
assigned (13) to one of three classes: buried, 
semi-exposed, and exposed residues, which 
were defined as having >80%, 50 to 80%, 
and <50%, respectively, of their accessible 
surface area in an isolated helix buried upon 
association of that helix in the RC structure. 
The average residue hydrophobicity in each 
class, (h), may be determined from the ami- 
no acid composition of each class, combined 
with a measure of the hydrophobicity of 
each residue, from the relation: 
(h) = cihi1) 
where ci is the molar fraction of the ith 
amino acid in a particular class, hi is the 
residue hydrophobicity, and the sum is over 
all 20 amino acids. Values for hi are assigned 
from the consensus hydrophobicity scale of 
Eisenberg et al. (15). The average residue 
hydrophobicities for the buried, semi-ex- 
posed, and exposed classes are 0.19, 0.31, 
and 0.48, respectively (Table 1). Increasing 
apolarity is associated with more positive 
hydrophobicity values, so that buried resi- 
dues in the membrane-spanning region of 
the RC are less hydrophobic than exposed 
residues. The greater hydrophobicity of ex- 
posed residues of the membrane-spanning 
helices in the RC structure is not sensitive to 
the precise definition of exposed and buried. 
Chothia (4) defined buried residues in wa- 
ter-soluble proteins as those having <5% of 
their surface accessible to solvent. With this 
criterion, average residue hydrophobicities 
Table 1. Mean residue hydrophobicities for bur- 
ied and exposed residues. 
Mean residue 
Protein types hydrophobicities 
Buried Exposed 
Transmembrane proteins 
11 RC helices 0.19* 0.48 
11 RC helices 0.22t 0.36 
35 Helices (Table 2) 0.15t 0.34 
Water-soluble proteins 
37 Monomers 0.24t -0.25 
23 Oligomers 0. 19t -0.28 
7 Hemoglobin 0.17t -0.26 
helices 
Definition of buried residues: *>80% area buried in 
helices (13); t<5% residue area exposed (4). 
tHydrophobic moment (25). 
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for buried and surface residues in the trans- 
membrane region of the RC from Rb. 
sphaeroides were 0.22 and 0.36, respectively 
(Table 1). Although the definition of buried 
and surface residues differs from that used 
above, consistent results for the relative hy- 
drophobicities of these two classes are ob- 
served. 
For purposes of comparison, the average 
hydrophobicities of buried and surface resi- 
dues (as defined by the 5% surface area 
criterion) in water-soluble proteins of 
known structure were determined from val- 
ues of ci tabulated in (6) for 37 monomeric 
and 23 oligomeric water-soluble proteins. 
The average residue hydrophobicities (Eq. 
1) for buried residues were 0.24 and 0.19 
and for surface residues were -0.25 and 
-0.28, for monomeric and oligomeric wa- 
ter-soluble proteins, respectively (Table 1). 
Comparison of these values to those deter- 
mined for the RC reveals that the average 
residue hydrophobicities for buried residues 
are nearly identical for the two classes of 
proteins. In contrast, the surface residues of 
water-soluble proteins are more polar than 
the interior, whereas the surface residues in 
the RC are more apolar than the interior. 
The gradient of hydrophobicity between 
buried and surface residues is opposite for 
water-soluble and membrane proteins. 
There is not, however, a simple reversal of 
polarity for buried and surface residues in 
that the interior regions of both classes of 
proteins exhibit comparable hydrophobici- 
ties. 
Since the database for membrane proteins 
Table 2. Membrane-protein families used in the 
sequence analysis described in the text. Sequence 
alignments and identification of potential trans- 
membrane helices were based on assignments 
proposed in the references. Residue boundaries 
for a representative sequence of each helix are 
presented in Table 3. Some adjustments were 
made with the programs BESTFIT and PROF- 
MAKE (22) for consistency in alignment over an 
entire sequence family. 
Number of 
Family transmembrane Nuercof hics sequences helices 
Reaction center 5 10* 
(16) 
Bacteriorhodopsin 7 2 
(17) 
G-protein-linked 7 28 
receptors (18) 
Na, Ca ion 6 20t 
channels (19) 
Cytochrome bcl/ 8 18 
b6f (20) 
Sensory 2 4 
transducers (21) 
*Includes five sequences each from the two homologous (L and M) subunits of bacterial RCs. tlncludes five 
sequences each with four internal-repeats. 
4 AUGUST 1989 
Fig. 1. (A) Cylindrical model for 
helical sequence analyses described 16 B 
in the text. Helical properties (such Mt e 
as residue polarity and solvent ex- 3 12 
posure) are assumed to be a func- o 
tion only of the rotation angle K~1 
about the helical axis and not of the E 
position along the helix axis. (B) m 
Histogram of the angle between Most exposed Most polar 
variable and hydrophilic sides of 35 residue position residue position o 0 12 8 
transmembrane helical sequences of Angl (degrees 
Table 2.Anl(dges 
contains only one family of three-dimen- 
sional structures (RCs), it is desirable to 
extend this analysis to include extensive se- 
quence information available for a larger set 
of membrane proteins. Locations of trans- 
membrane-spanning (x helices in sequences 
of homologous proteins have been tenative- 
ly assigned by others from hydropathy anal- 
yses (7). Estimates of the exposed and hy- 
drophilic surfaces of these putative helices 
may be determined from sequence informa- 
tion, as described below. Comparison of the 
relative positions of the exposed and hydro- 
philic helical surfaces may then be used to 
address the generality of the hydrophobic 
organization observed in the RC structure. 
The exposed and hydrophilic surfaces of 
35 potential transmembrane helices from six 
membrane protein families were determined 
as follows. Sequence alignments of the fam- 
ilies were obtained from the literature (Ta- 
ble 2) (16-22). Positions in these sequences 
of the most exposed and most polar residues 
were assigned by two related methods. For 
both calculations, a simple model treating 
the assumed cx helix conformation as a cylin- 
der was used (Fig. lA). Lines running paral- 
lel to the helix axis representing the posi- 
tions of greatest residue exposure or polarity 
are identified from sequence information, 
and may be used to divide each cylinder into 
two regions of equal area for classification 
purposes. This model for dividing up every 
helix surface into exposed or polar regions is 
simplistic; in the absence of structural infor- 
mation, however, a more detailed model 
would not be justified. 
Membrane-exposed residues in the trans- 
membrane helices of the RC are less well 
conserved among homologous proteins 
than the interior residues (13). Surface resi- 
dues are more variable than buried residues 
in water-soluble proteins as well (23). Fouri- 
er methods (16, 24) can be used to assess 
periodicity in the pattern of residue conser- 
vation in a family of protein sequences. A 
variability profile, V, is constructed for a 
particular family of sequences. The Vj ele- 
ment of this profile is defined by the number 
of different types of amino acid residues that 
are observed at a given positionj in a family 
of aligned sequences. The periodic compo- 
nent of V that reflects the (assumed) ax- 
helical conformation of these sequences may 
be described by the Fourier terms: 
N 
A(X) = Z (Vj - (V))cos(jw)) 
j=l 
N 
B()) = E (Vj - (V))sin(jw) (2) 
j=1 
where N is the number of residues in the 
sequence, (V) is the average value of V for 
the sequence, and X is the angular rotation 
angle (in radians) between residues around 
the helical axis (it equals 57r/9 radians or 
1000 for an ideal helix). The most variable 
stripe running parallel to the helix axis oc- 
curs at sequence positions where the Fourier 
component with X = 100? is maximal, 
which occurs for residue positionsf (which 
may be noninteger in this situation) that 
satisfy the relation: 
f= (3.6/27')tan-'[B(w)/A(w)] + 3.6n (3) 
where n is an integer and A and B are given 
by Eq. 2 with X = 100?. The strength of the 
ax-helical periodicity in the substitution pro- 
file may be characterized by the parameter 
J; + > -1.5 indicates a surface-bound helix 
(16, 24), whereas + < -1 indicates helices 
that are either buried inside the protein or 
are completely surrounded by lipid. In Table 
3, j values and the most variable positions 
in a representative sequence for each of the 
35 transmembrane helices are listed. In view 
of the correlation between variable and ex- 
posed residues in the RC structure, we 
assume that these positions define the mem- 
brane-exposed side of a helix. 
The most hydrophobic side in a trans- 
membrane helix may be determined by re- 
placing the Vj in Eq. 2 with the average 
residue hydrophobicity for all the residues 
observed at a position j. This calculation is 
equivalent to determining the orientation of 
the hydrophobic moment (25) about the 
helix axis. The amphiphilic index H (26), 
which is analogous to ki, characterizes the 
strength of the helical periodicity in the 
hydrophobicity pattern. The hydrophilic 
positions are displaced from the hydropho- 
bic positions by half the helical repeat, or 
1.8 residues (see Table 3). 
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If the hydrophobic organization of the 
RC structure-the more hydrophilic helical 
surface being opposite the more exposed 
surface-is general in membrane proteins, 
then the same result should be found for 
other transmembrane helices. The relative 
orientations of the exposed and hydrophilic 
surfaces about the helical axis are deter- 
mined from the absolute difference between 
the most variable and most hydrophilic resi- 
due positions. This difference can be con- 
verted to an angular rotation about the helix 
axis (multiplying by w = 1000), yielding the 
histogram in Fig. 1B for the 35-transmem- 
brane helices listed in Tables 2 and 3. The 
exposed and hydrophilic surfaces tend to be 
on opposite sides of membrane-spanning 
helices. The average angle between the ex- 
Table 3. Characterization of the variability and hydrophobicity properties of representative sequences 
from 35 transmembrane helical segments. 4 and H characterize the helical periodicity of the variability 
and hydrophobicity profiles, respectively, of these segments; HL and HB are the average hydrophobici- 
ties of residues assigned to the hydrophilic and hydrophobic surfaces, respectively, of the sequences (see 
text). Hemoglobin helices are included as representative water-soluble protein sequences. Additional 
"most variable" and "most hydrophilic" positions (in residue number) may be generated by the addition 
of integer multiples of 3.6 residues (the helix repeat) to the positions listed in the table. 
Helix Variability Hydrophobicity Most variable Most hydrophilic 
(residues)* , H HL HB positions positions 
Reaction center 
A(54-74) 2.3 1.4 0.27 0.40 57.3,60.9,... 55.4,59.0,... 
B(113-133) 2.7 1.4 0.14 0.23 116.2,119.8,... 114.3,117.9,... 
C(147-166) 3.2 1.4 0.13 0.39 148.0,151.6, ... 149.7,153.3,... 
D(200-218) 1.3 0.3 0.23 0.26 200.5,204.1, ... 201.6,205.2,... 
E(268-286) 1.2 1.4 0.23 0.44 270.6,274.2, ... 269.0,272.6,... 
Bacteriorhodopsin 
A(8-31) 0.9 0.9 0.19 0.34 8.1,11.7,... 8.8,12.4,... 
B(41-64) 1.4 1.7 0.20 0.28 41.0,44.6, ... 44.4,48.0,... 
C(79-101) 1.1 1.6 -0.07 0.34 81.1,84.7, ... 82.0,85.6,... 
D(107-130) 1.2 1.3 0.06 0.38 109.1,112.7,... 107.1,110.7,... 
E(133-156) 0.8 1.1 0.11 0.36 136.1,139.7, ... 134.0,137.6,... 
F(175-198) 2.4 1.2 0.05 0.33 176.1,179.7, ... 175.0,178.6,... 
G(202-225) 1.3 1.1 0.00 0.27 202.8,206.4,... 204.8,208.4,... 
G protein-linked receptors 
1(39-61) 2.4 1.5 0.25 0.40 42.1,45.7,... 40.5,44.1,... 
2(74-96) 0.8 0.4 0.24 0.23 77.5,81.1,... 75.9,79.5,... 
3(112-136) 2.2 0.8 -0.03 0.26 115.1,118.7, ... 113.3,116.9,... 
4(153-173) 3.3 1.8 0.20 0.39 155.0,158.6, ... 153.3,156.9,... 
5(203-227) 2.4 0.7 0.21 0.35 206.2,209.8, ... 203.5,207.1,... 
6(253-276) 1.6 1.3 0.22 0.37 255.0,258.6, ... 253.4,257.0,... 
7(286-309) 1.5 2.9 -0.02 0.28 289.5,293.1, ... 288.2,291.8,... 
Na, Ca channels 
S1(124-147) 1.2 0.5 0.12 0.35 126.1,129.7, ... 124.3,127.9,... 
S2(156-175) 2.9 2.0 0.02 0.32 159.3,162.9,... 157.9,161.5,... 
S3(189-207) 2.9 1.6 0.08 0.39 192.1,195.7,... 190.5,194.1,... 
S4(214-233) 1.7 3.4 -0.17 -0.12 216.7,220.3,... 214.7,218.3,... 
S5(250-271) 1.5 1.2 0.36 0.35 251.2,254.8,... 252.7,256.3,... 
S6(401-424) 0.8 0.6 0.29 0.48 401.2,404.8,... 403.0,406.6,... 
Cytochrome bcl/bf 
1(35-56) 4.9 1.6 0.14 0.34 35.3,38.9, ... 36.7,40.3,... 
2(80-100) 0.7 1.1 -0.13 0.18 81.6,85.2, ... 82.8,86.4,... 
3(112-133) 1.8 0.9 0.28 0.41 114.3,117.9,... 112.3,115.9,... 
4(149-160) 2.4 3.3 -0.05 0.43 150.9,154.5,... 151.0,154.6,... 
5(168-190) 1.1 1.1 0.26 0.41 170.7,173.3,... 169.4,gap 
6(219-240) 1.2 0.8 0.32 0.39 220.8,224.4, ... 220.0,223.6,... 
7(278-297) 2.3 2.3 0.30 0.49 278.7,282.3,... 279.7,283.3,... 
8(310-328) 1.5 0.6 0.18 0.37 313.2,316.8,... 311.9,315.5,... 
Sensory transducers 
1(17-43) 1.7 1.6 0.26 0.35 19.1,22.7,... 18.8,22.4,... 
2(198-221) 0.7 0.5 0.35 0.42 201.4,205.0,... 198.5,202.1,... 
Hemoglobin 
A(3-17) 1.3 1.1 -0.25 0.03 4.6,8.2,... 4.5,8.1,... 
B(24-35) 1.1 2.4 -0.26 0.33 27.1,30.7,... 27.1,30.7,... 
C(36-43) 0.6 1.6 -0.30 0.18 38.3,41.9,... 37.3,40.9,... 
E(52-72) 2.9 2.4 -0.32 0.16 53.1,56.7,... 53.4,57.0,... 
F(80-89) 3.1 2.0 -0.27 0.15 81.7,85.3,... 81.5,85.1,... 
G(94-112) 1.9 1.1 -0.16 0.09 96.2,99.8,... 95.9,99.5,... 
H(122-138) 1.4 2.9 -0.23 0.25 122.7,126.3,... 123.0,126.6,... 
*Representative sequences: Rb. sphaeroides M subunit; H. halobium bacteriorhodopsin; bovine rhodopsin; rat Na 
channel III domain I; human cytochrome bc1/b6f; Trg; and human at chain. 
5I2 
posed and hydrophilic position is 1290. For 
a similar calculation with seven aligned heli- 
ces in hemoglobin [(27), Table 3], the aver- 
age angle between variable and hydrophilic 
helical positions is 31?. The results of this 
sequence analysis are consistent with obser- 
vations on the hydrophobic organization of 
the RC structure and support the idea that 
the relative polarity of the surface and interi- 
or residues are reversed between membrane 
proteins and water-soluble proteins. 
Average residue hydrophobicities for the 
surface and interior regions of transmem- 
brane helices may also be derived from 
sequence alignments by using the correla- 
tion that surface residues constitute the 
more hydrophobic helical face, whereas bur- 
ied residues constitute the more polar helical 
face. Amino acids within 1/4 helical turn 
(0.9 residues) of the most hydrophilic posi- 
tions are classified as interior residues (for 
membrane proteins), whereas the remaining 
positions are classified as surface residues 
(Fig. 1A). The resulting amino acid compo- 
sitions may be used in Eq. 1 to determine 
average residue hydrophobicities of 0.34 
and 0.15 for the surface and interior helical 
faces, respectively (Tables 1 and 3), of the 
transmembrane sequences in Table 2. A 
similar analysis of (x helices in hemoglobin 
yields average residue hydrophobicities for 
the surface and interior faces of -0.26 and 
0.17, respectively (Tables 1 and 3). These 
analyses of helical sequences support the 
observations from the Rb. sphaeroides RC 
structure that the average hydrophobicity of 
interior facing residues is comparable for 
both water-soluble and membrane proteins. 
This general trend does not, however, ex- 
clude the presence of helices in the trans- 
membrane region with polar groups having 
specific structural or functional purposes; 
the S4 helix of the Na,Ca ion channel (Table 
3) may represent one such example. 
Previously, similarities in such structural 
features as surface area and atomic packing 
between the RC and water-soluble proteins 
have been described (13). The equivalence 
of residue hydrophobicity in the interiors of 
water-soluble and membrane proteins fur- 
ther supports a unifying view of protein 
structure in which the structural organiza- 
tion of water-soluble and membrane pro- 
teins reflect variations on the same themes 
(24). In particular, membrane and water- 
soluble proteins exhibit comparable interior 
characteristics and differ primarily in the 
chemical polarity of the surface residues that 
serve to solubilize these proteins in the 
appropriate enrivonment. An implication of 
this view is that van der Waals forces among 
the many atoms in the close-packed interiors 
of both membrane and water-soluble pro- 
teins are crucial for protein stability. 
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Interpretation of Cloud-Climate Feedback as Produced 
by 14 Atmospheric General Circulation Models 
R. D. CESS, G. L. POTrER, J. P. BLANCHET, G. J. BOER, S. J. GHAN, 
J. T. KIEHL, H. LE TROuT, Z.-X. Li, X.-Z. LIANG, J. F. B. MITCHELL, 
J.-J. MORCRETrE, D. A. RANDALL, M. R. RICHES, E. ROECKNER, U. SCHLESE, 
A. SLINGO, K. E. TAYLOR, W. M. WASHINGTON, R. T. WETHERALD, I. YAGAI 
Understanding the cause of differences among general circulation model projections of 
carbon dioxide-induced climatic change is a necessary step toward improving the 
models. An intercomparison of 14 atmospheric general circulation models, for which 
sea surface temperature perturbations were used as a surrogate climate change, showed 
that there was a roughly threefold variation in global climate sensitivity. Most of this 
variation is attributable to differences in the models' depictions of cloud-climate 
feedback, a result that emphasizes the need for improvements in the treatment of 
clouds in these models if they are ultimately to be used as climatic predictors. 
OBSERVED AND PROJECTED IN- 
creases in the concentration of at- 
mospheric CO2 and other green- 
house gases have stimulated considerable 
interest in modeling climatic change. The 
most detailed climate models for this pur- 
pose are three-dimensional general circula- 
tion models (GCMs). Although most 
GCMs are of similar design, there are signif- 
icant differences among GCM projections of 
climatic warming as induced by increasing 
levels of atmospheric arbon dioxide (1, 2). 
The reasons for these differences are not 
fully understood, but variations in how 
cloud-climate feedback processes are simu- 
lated in the various models are thought to be 
largely responsible (3); cloud feedback is 
dependent on all aspects of a model and not 
just on cloud formation parameterizations. 
Clearly there is a need to isolate and to 
understand better cloud feedback mecha- 
nisms in GCMs, and, more specifically, to 
determine if they are a significant cause of 
intermodel differences in recent climate- 
change projections. Consequently we have 
made an intercomparison of cloud feedback 
in 14 atmospheric GCMs as part of a larger 
study directed toward improving GCMs and 
climatic projections. 
Many facets of the climate system are not 
well understood, and thus the uncertainties 
in modeling atmospheric, cryospheric, and 
oceanic interactions are large. In evaluating 
the differences among models, we have fo- 
cused first on atmospheric processes, be- 
cause these uncertainties must be under- 
stood before others can be addressed. For 
simplicity, we have emphasized solely glob- 
al-average quantities, and we adopted the 
conventional interpretation of climate 
change as a two-stage process: forcing and 
response (4). The concept of global-average 
forcing and response has proven useful in 
earlier interpretations of cloud-climate feed- 
back. For example, by performing two 
GCM simulations for a doubling of atmo- 
spheric CO2 concentration, one with com- 
puted clouds and the other with clouds that 
were invariant to the change in climate, 
Wetherald and Manabe have suggested (5) 
that cloud-climate feedback amplifies global 
warming by the factor 1.3. A somewhat 
larger amplification (1.8) was estimated by 
Hansen et al. (6) using a one-dimensional 
climate model to evaluate climate feedback 
mechanisms in a different GCM. 
The global-mean direct radiative forcing, 
G, of the surface-atmosphere system is eval- 
uated by holding all other climate parame- 
ters fixed. It is this quantity that induces the 
ensuing climate change, and physically it 
represents a change in the net (solar plus 
infrared) radiative flux at the top of the 
atmosphere (TOA). For an increase in the 
CO2 concentration of the atmosphere, G is 
the reduction in the emitted TOA infrared 
flux resulting solely from the CO2 increase, 
and this reduction results in a heating of the 
surface-atmosphere system. The response 
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