Abstract. In this paper, we study two-sided tilting complexes of preprojective algebras of Dynkin type. We construct the most fundamental class of two-sided tilting complexes, which has a group structure by derived tensor products and induces a group of auto-equivalences of the derived category. We show that this class of two-sided tilting complexes is isomorphic to the braid group of the corresponding folded graph. Moreover we show that these two-sided tilting complexes induce tilting mutation and any tilting complex is given as the derived tensor products of them. Using these results, we determine the derived Picard group of preprojective algebras for type A and D.
Introduction
One of the most fundamental connection between the quiver representation theory and the root system is the discovery by Gabriel [Ga] . He showed that indecomposable modules of the path algebra of a (simply-laced) Dynkin quiver Q correspond to the positive roots of ∆, where ∆ is the underlying graph of Q. Recently, it has turned out that the preprojective algebra allows us to give a stronger and more direct connection. Namely, the preprojective Λ ∆ , which unifies the path algebras of all quivers with the same underlying graph ∆, gives a representation-theoretical interpretation of the Weyl group of ∆ [IR, BIRS, M] . This fact leads to the extensive study of connections between representation theory of algebras and combinatorics, for example [AM, AIRT, BIRS, GLS, IR, IRRT, IRTT, L, ORT] . In this paper, we investigate a further connection from the viewpoint of tilting theory and derived categories.
Recall that in [AM] we classify all tilting complexes by relating them with the elements of braid group of the corresponding folded graph. The main results of [AM] can be summarized as follows.
Theorem 1.1. [AM] (see Theorem 2.7) Let ∆ be a Dynkin graph, ∆ f the folded graph of ∆ (Definition 2.2) and Λ the preprojective algebra of ∆. Thus the result allows us to give an explicit description of tilting complexes by mutation. Moreover this result implies that the set of tilting complexes gives a group structure in terms of mutation. However, this description of tilting complexes does not give the derived tensor product ⊗ L Λ since we do not know the bimodule structure. To realize the natural multiplication by ⊗ L Λ , we will consider the notion of two-sided tilting complexes [Ric2] (Definition 3.5). Recall that a two-sided tilting complex is given by the complex
gives an equivalence and they are closed under multiplications of ⊗ L Λ . One of the main results in this paper is to give a construction of a fundamental class of two-sided tilting complexes. To explain our results, we give the following set-up.
Let ∆ be an extended Dynkin graph obtained from ∆ and Λ the preprojective algebra of ∆. Let I i := Λ(1− e i ) Λ, where e i is the primitive idempotent of Λ associated with a vertex i ∈ ∆ 0 . Then we can define I w = I i 1 I i 2 · · · I i k for any reduced expression w = s i 1 · · · s i k of the Weyl group W ∆ (see subsection 2.4), which turns out to be a tilting Λ-module [IR, BIRS] . Using this terminology, we can give a two-sided tilting complex of Λ as follows.
Theorem 1.2. (Proposition 3.7) Let ∆ f be the folded graph of ∆. For any i ∈ ∆ f 0 , define a reduced expression t i ∈ W ∆ as follows
if no edge between i and ι(i) in ∆, where ι is the Nakayama permutation of Λ (subsection 2.2). Then
is a two-sided tilting complex.
Moreover we can show that the set of T i (i ∈ ∆ f 0 ) is the most fundamental two-sided tilting complexes from the viewpoint of the theorem below. We denote by T i | i ∈ ∆ f 0 the set of two-sided tilting complexes of Λ e which can be written as
where i 1 , . . . , i k ∈ ∆ f 0 and ǫ i j ∈ {±1}. Then we will obtain the following result.
Theorem 1.3. (Theorem 3.13) There is a group isomorphism
B ∆ f → T i | i ∈ ∆ f 0 , a := a ǫ i 1 i 1 · · · a ǫ i k i k → T a := T ǫ i 1 i 1 ⊗ L Λ T ǫ i 2 i 2 ⊗ L Λ · · · ⊗ L Λ T ǫ i k i k ,
and we have an isomorphism in D b (modΛ)
T a ∼ = µ a (Λ).
In particular, the restriction of T i | i ∈ ∆ f 0 to D b (modΛ) gives a bijection between B ∆ f and tilt Λ from Theorem 1.1.
Thus Theorem 1.3 establishes a direct connection between the braid group, two-sided tilting complexes and mutation. In particular, the braid group can be realized as a monoidal category and we have an action of the braid group on the derived category.
Let us remark that the braid group action on a triangulated category has been widely studied and the notion of spherical objects provides one of the important sources of it (for example [ST, KS, RZ, Gr, GM] ). However, there is no spherical object in Λ and our method can be applied in this general situation. We also remark that Rickard and Keller gave general methods to construct a two-sided tilting complex from a given (one-sided) tilting complex [Ric2, Ke1, Ke2] . Nonetheless, these constructions are not very explicit so that it is not clear that these complexes satisfy the braid relations in our setting.
Moreover the family T i | i ∈ ∆ f 0 directly induces a group of auto-equivaleces of D b (modΛ) and it provides a crucial step to understand the derived Picard group (Definition 4.1). The notion of the derived Picard group was introduced by Rouquier-Zimmermann [RZ] and Yekutieli [Y] , which is a group of auto-equivalences consisting of standard functors modulo functorial isomorphisms. This notion provides an important invariant of the derived category and it is also closely related to the Hochschild cohomology [Ke3] . Using Theorem 1.3, we determine the derived Picard group as follows. 
Notation Throughout this paper, let K be an algebraically closed field and D := Hom K (−, K). For an algebra Λ over K, we denote by modΛ the category of finitely generated right Λ-modules and by projΛ the category of finitely generated projective Λ-modules. We denote by D b (modΛ) the bounded derived category of modΛ and by K b (projΛ) the bounded homotopy category of projΛ. Let Λ e := Λ op ⊗ K Λ, where Λ op denote the opposite algebra of Λ, and we assume that K acts centrally and identify Λ e -modules with Λ-bimodules.
Preliminaries
In this section, we recall some definitions and results, which are necessary in this paper.
2.1. Preprojective algebras. Let ∆ be a simply-laced (ADE) Dynkin graph and we denote by ∆ 0 the vertices of ∆. Let Λ = Λ ∆ be the preprojective algebra of ∆ ( [GP, DR, Rin, BGL] for the background). It is finite dimensional and selfinjective [BBK, Theorem 4.8] . Without loss of generality, we may suppose that vertices are given as Figure 1 and let e i be the primitive idempotent of Λ associated with i ∈ ∆ 0 . We denote the Nakayama permutation of Λ by ι : ∆ 0 → ∆ 0 (i.e. D(Λe ι(i) ) ∼ = e i Λ). Then, we have ι = id if ∆ is type D 2n , E 7 and E 8 . Otherwise, we have ι 2 = id and it is given as follows.
n r r r r r r E n (n = 6, 7, 8) : 
if A 2n ι(1) = 2n + 1 and ι(i) = i for i / ∈ {1, 2n + 1} if D 2n+1 ι(3) = 5, ι(4) = 6 and ι(i) = i for i ∈ {1, 2} if E 6 .
2.2. Weyl group. Let ∆ be a graph given as Figure 1 . The Weyl group W ∆ associated to ∆ is defined by the generators s i and relations (s i s j ) m ∆ (i,j) = 1, where
if no edge between i and j in ∆, 3 if there is an edge i -j in ∆, 4 if there is an edge i 4 -j in ∆.
For w ∈ W ∆ , we denote by ℓ(w) the length of w. Let ∆ be a simply-laced Dynkin graph, Λ the preprojective algebra and ι the Nakayama permutation of Λ. Then ι acts on an element of the Weyl group
Note that we have w 0 ww 0 = ι(w) for w ∈ W ∆ for the longest element w 0 of W ∆ . Moreover we have the following result (see [C, Chapter 13] , [AM, Theorem 3 .1]).
Theorem 2.1. Let ∆ be a simply-laced (ADE) Dynkin graph whose vertices are given as Figure 1 and W ∆ the Weyl group of ∆. Let ∆ f be a graph given by the following type.
if no edge between i and ι(i) in ∆.
For the convenience, we introduce the following terminology.
Definition 2.2. We call the graph ∆ f given in Theorem 2.1 the folded graph of ∆.
Moreover we denote the braid group by B ∆ f , which is defined by generators
2.3. Silting and tilting complexes. In this subsection, we recall the notion of tilting and silting complexes. See [Ric1, AI] for background material.
Definition 2.3. We call an object P in K b (projΛ) silting (respectively, tilting) if it satisfies Hom K b (projΛ) (P, P [i]) = 0 for any i > 0 (respectively, i = 0) and the smallest thick subcategory containing P is K b (projΛ). We denote by silt Λ (respectively, tilt Λ) the set of isomorphism classes of basic silting objects (respectively, tilting objects) in K b (projΛ). Moreover, let 2-silt Λ (respectively, 2-tilt Λ) be the subset of silt Λ (respectively, tilt Λ) consisting of two-term (i.e. it is concentrated in the degree 0 and −1) complexes.
Moreover we recall mutation for silting objects.
Definition 2.4. Let P be a basic silting object of K b (projΛ) and decompose it as P = X ⊕ M . We take a triangle
with a minimal left (add M )-approximation f of X. Then µ + X (P ) := Y ⊕ M is again a silting object, and we call it the left mutation of P with respect to X. Dually, we define the right mutation µ − X (P ). Mutation means either left or right mutation. If X is indecomposable, then we say that mutation is irreducible.
Moreover, if P and µ + X (P ) are tilting objects, then we call it the (left) tilting mutation. In this case, if there exists no non-trivial direct summand X ′ of X such that µ + X ′ (T ) is tilting, then we say that tilting mutation is irreducible.
2.4. Summary of known results. In this subsection, we review some known results. Let ∆ be a simply-laced Dynkin graph with ∆ 0 := {1, . . . , n}, ∆ f the folded graph of ∆ and Λ the preprojective algebra of ∆. Let I i := Λ(1 − e i )Λ, where e i the primitive idempotent of Λ associated with i ∈ ∆ 0 . We denote by I 1 , . . . , I n the set of ideals of Λ which can be written as I i 1 I i 2 · · · I i k for some k ≥ 0 and i 1 , . . . , i k ∈ ∆ 0 . Then we have the following result [BIRS, IR, AM] .
Theorem 2.5. We have a bijection W ∆ → I 1 , . . . , I n , which is given by w → I w =
is given as a composition of left silting mutation as follows
On the other hand, for i ∈ ∆ f 0 , we let
It is easy to check that µ + i (Λ) = µ + (e ι i Λ) (Λ) and hence we have
gives an irreducible left tilting mutation of Λ and any irreducible left tilting mutation of Λ is given as µ 
where
Proof. See [AM, Theorem 4.1, 4 .2].
Moreover we recall the main result of [AM] . Let B ∆ f be the braid group generated by a i (i ∈ ∆ f 0 ). Then we have the following result.
Theorem 2.7.
(a) We have a bijection
3. Two-sided tilting complexes
In this section, we will study two-sided tilting complexes of the preprojective algebra of Dynkin type. We will construct a fundamental class of two-sided tilting complexes and show that they induce irreducible tilting mutation. This fact allows us to show that any tilting complexes are obtained as a composition of derived tensor products of these two-sided tilting complexes.
First we give the following set-up.
Notation 3.1. Let ∆ be a simply-laced Dynkin graph, Λ the preprojective algebra of ∆. Let ∆ f be the folded graph of ∆. Let ∆ be an extended Dynkin graph obtained from ∆ by adding a vertex 0 (i.e. ∆ 0 = {0} ∪ ∆ 0 ) with the associated arrows. We denote by Λ the m-adic completion of the preprojective algebra of ∆, where m is the ideal generated by all arrows. It implies that the Krull-Schmidt theorem holds for finitely generated projective Λ-modules. Moreover we denote by I i := Λ(1 − e i ) Λ, where e i is the primitive idempotent of Λ associated with i ∈ ∆ 0 . Then for w ∈ W ∆ , we can define I w as Theorem 2.5, which is a tilting Λ-module [IR, BIRS] . Note that, since we have the natural surjection Λ → Λ, we have the restriction functor
Let Aut(Λ) be the group of automorphisms of Λ. For a Λ e -module X and φ, ψ ∈ Aut(Λ), we denote by ψ X φ the Λ e -module whose right action is given by x · λ = xφ(λ) and left action is given by λ ′ · x = ψ(λ ′ )x for x ∈ X and λ, λ ′ ∈ Λ. Let ν := D Hom Λ (−, Λ) be the Nakayama functor. Since Λ is a preprojective algebra of Dynkin type, we have ν ∼ = ν −1 [BBK] . By abuse of notation, we also denote the Nakayama automorphism by ν so that
Then we give the following lemma.
Proof. From the definition, we have
Since I w is a tilting module and hence the projective dimension is at most one, we have
For w ∈ W ∆ , we denote by
Proof. We write
On the other hand, we have
Therefore Lemma 3.2 shows the assertion.
Then by Lemma 3.2 and 3.3, we obtain the following result.
Proof. Let Y := e 0 = Λe 0 Λ. Take a short exact sequence 0
X to the exact sequence, we have the triangle
Then we will show the composition of the morphisms
By taking the homology of the sequence (1), we have the following long exact sequence
Then, by the above exact sequence together with Lemmas 3.2 and 3.3, g −1 and g 0 are isomorphisms. Thus we get the conclusion. Now we recall the following definition (we refer to [Ric2] for details).
Definition 3.5. Let A and B be finite dimensional algebras. If a complex T of (B op ⊗ K A)-modules satisfies the following equivalent conditions, then we call T a two-sided tilting complex.
(i) T is a tilting complex of A and the left multiplication morphism
ii) T is a tilting complex of B and the right multiplication morphism
In this case, we have U and denote it by T −1 . The functor − ⊗ L B T is called a standard functor [Ric2] and it gives an equivalence between D b (modB) and D b (modA).
For any i ∈ ∆ f 0 , define t i by (T) of Theorem 2.1. We denote by
Lemma 3.6. For any i ∈ ∆ f 0 , we have an isomorphism in D b (modΛ)
Then we show that T i gives a two-sided tilting complex.
Proposition 3.7. For any i ∈ ∆ f 0 , T i is a two-sided tilting complex. Proof. We show the condition (i) of Definition 3.5. First, from Theorem 2.6 and Lemma 3.6, T i is a tilting complex of Λ.
Next, we show that the left multiplication morphism Λ → RHom Λ (T i , T i ) is an isomorphism. We recall some results from [AM, Lemma 5.3, Proposition 5.4] .
Let w 0 be the longest element of W ∆ . Since I w 0 = e 0 , we have the following exact sequence
Then applying the functors
to the exact sequence, we have the following commutative diagram
and the isomorphism r by [AM, Lemma 5.3, 5.4 ]. Moreover, I t i is a two-sided tilting complex and the left multiplication gives an isomor-
and Proposition 3.4 gives an isomorphism
Then we can easily check that the isomorphism Λ → RHom Λ (T i , T i ) is given by the left multiplication.
Moreover we will show that these tilting complexes satisfy braid relations. For this purpose, we recall the following result [BIRS, Proposition II.1.5, Proposition II.1.10]( [IR, Proposition 6 .1, Theorem 6.5]).
Recall that we denote by
Then we give the following key proposition.
Proof. For simplicity, we write X ≥−1 := σ ≥−1 (X) and
First we have
On the other hand, take the triangle
to the triangle, we have the triangle
Taking the homology, we have the following long exact sequence
Hence u −1 and u 0 are isomorphisms. Moreover from the above two equalities, h is an isomorphism and hence
Thus we get the conclusion.
Using Proposition 3.9, we obtain the following consequence.
Corollary 3.10.
Proof. We will show the first statement. From Proposition 3.9, we have
. By applying Proposition 3.9 repeatedly, the second and third statements can be shown similarly.
Finally we give the following terminology.
Definition 3.11. We denote by T i | i ∈ ∆ f 0 the set of two-sided tilting complexes of Λ e which can be written as
where i 1 , . . . , i k ∈ ∆ f 0 and ǫ i j ∈ {±1}. Then, for a = a
Then the next proposition shows that the left action of T i (respectively, T −1
(a) There is a group homomorphism
Proof. (a) follows from Corollary 3.10.
(b) By Lemma 3.6, the statement is clear if a = a ǫ i i for any i ∈ ∆ f 0 and T
and then the assertion follows from an obvious induction.
Since mutation is preserved by an equivalence, we have T
. Thus the assertion holds.
Theorem 3.13. There is a group isomorphism
which gives a bijection between B ∆ f and tilt Λ.
Proof. This follows from Theorem 2.7 and Proposition 3.12.
Derived Picard group
The derived Picard group was introduced by Rouquier-Zimmermann and Yekutieli [RZ, Y] , which is the group of auto-equivalences consisting of standard functors modulo functorial isomorphisms. For example, those of hereditary algebras [MY] , commutative algebras [Y] and Brauer tree algebras [RZ, SZ] have been investigated. The aim of this subsection is to determine the derived Picard group of Λ for type A and D.
We follow Notation 3.1. First we recall the definition of the derived Picard group as follows.
Definition 4.1. The derived Picard group DPic(Λ) of Λ is the group of isomorphism classes of two-sided tilting complexes of D b (modΛ e ). The identity element is Λ and the product of the classes of X and Y is given by X ⊗ L Λ Y . This is equivalent to say the group of auto-equivalences consisting of standard functors modulo functorial isomorphisms.
Let Aut(Λ) be the group of automorphisms of Λ and Inn(Λ) the subgroup consisting of inner automorphisms which is defined by x → λxλ −1 (λ ∈ Λ × ) for x ∈ Λ. Moreover the outer automorphisms is defined by Out(Λ) = Aut(Λ)/Inn(Λ).
To give our result, we recall the following well-known result (see, for example [DK, Theorem 3.4 .1] and [HGK, Theorem 11.1.7] for a more general case).
Lemma 4.2. Let {f 1 , · · · , f n } be a complete set of orthogonal primitive idempotents of Λ. Then there exist λ ∈ Λ × and unique ρ ∈ S n such that λf i λ −1 = e ρ(i) for any i.
For the convenience of the reader, we give a proof of the lemma.
Proof. Because we have n i=1 e i Λ = Λ = n i=1 f i Λ, there exists ρ ∈ S n such that f i Λ ∼ = e ρ(i) Λ for any i, which is unique with respect to the idempotents. Since we have
Then we have λγ = 1 = γλ and λf i = λ i = e ρ(i) λ.
Then we divide the situation into the following two cases. (Case I). The Nakayama permutation of Λ is the identity and hence ∆ = ∆ f . (Case II). The Nakayama permutation of Λ is not the identity and hence ∆ = ∆ f . Then we define the action of Out(Λ) on B ∆ f as follows.
Definition 4.3. By Lemma 4.2, for φ ∈ Aut(Λ), there exist λ ∈ Λ × and ρ φ ∈ S n such that φ(e i ) = λe ρ φ (i) λ −1 , which admits a group homomorphism
Then we act Out(Λ) on B ∆ f as follows
for an element a = a
and define the semidirect product Out(Λ) ⋉ B ∆ f .
Then we will show the following theorem.
Theorem 4.4. Let Λ be a preprojective algebra of type A or D . There is a group isomorphism 
In the rest of this subsection, we will show that the above Θ is a group homomorphism.
Lemma 4.6. Let φ ∈ Out(Λ). Then ρ φ gives a graph automorphism of ∆.
Proof. We write ρ φ = ρ for simplicity. It is enough to show
(see, for example [ASS, III.Lemma 2.12], [HGK, section 11] ). Since φ ∈ Out(Λ) gives φ(e i ) = e ρ(i) , we have φ(e i (rad Λ/rad 2 Λ)e j ) ∼ = e ρ(i) (rad Λ/rad 2 Λ)e ρ(j) .
This completes the proof.
Note that ρ φ does not necessarily coincide with the Nakayama permutation in general. Next, we give the following easy lemma.
Lemma 4.7. For any φ ∈ Out( Λ) and i ∈ ∆ 0 , we have an isomorphism in
Proof. Since I i = Λ(1 − e i ) Λ, the map φ :
Moreover, we use the following result.
Proposition 4.8. For any φ ∈ Aut(Λ), there existsφ ∈ Aut( Λ) which makes the following diagram commutative
In particular, for the above mapφ, the mapφ :
Proof. We will show the first statement in the next section and the second statement easily follows from the first one.
(Case I). First we deal with the simpler case. Assume that the Nakayama permutation of Λ is the identity.
Then we give the following observation.
Lemma 4.9. Let φ ∈ Out(Λ) and i ∈ ∆ 0 (= ∆ f 0 ). Then we have isomorphisms in
Proof. We will show the first statement and the second statement easily follows from the first one. Recall that
Then, we have
(Case II). Next assume that the Nakayama permutation of Λ is not the identity. Then we have the following lemma.
Lemma 4.10. Let φ ∈ Out(Λ) and i ∈ ∆ f . Then we have isomorphisms in
Proof. By Lemma 4.6, ρ φ gives a graph automorphism of ∆. On the other hand, t i (subsection 2.2) is given by an orbit of the Nakayama permutation, so that it is invariant by a graph automorphism. Therefore, by the same argument of Lemma 4.7, we get
Thus, the same argument of Lemma 4.9 implies the assertion.
From now on, we let ⊗ := ⊗ L Λ for simplicity. Then one can easily show the following lemma.
Lemma 4.11. For any φ ∈ Out(Λ) and a ∈ B ∆ f , we have an isomorphism in D b (modΛ e )
Proof. We write ρ φ = ρ for simplicity. Let a = a
We first consider the case I. Using Lemma 4.9, we have isomorphisms
The proof of the case II can be shown similarly.
Finally, we give a proof of Theorem 4.4. For (φ, a) , (φ ′ , a ′ ) ∈ Out(Λ)⋉B ∆ f , we have (φ, a)·(φ ′ , a ′ ) = (φφ ′ , a φ ′ a ′ ). Using Lemma 4.11, we have
Proof of Theorem 4.4.
Thus the map is a group homomorphism. We will show the injectivity. Assume that Θ(φ, a)
. Then Theorem 2.7 implies a = id. Thus we get φ Λ 1 ∼ = Λ and hence φ ∈ Inn(Λ).
Next we will show the surjectivity. Take X in DPic(Λ). Then Theorem 2.7 implies that there exists a ∈ B ∆ f such that T a ∼ = X in D b (modΛ). Then, by Lemma 4.5, there exists
Automorphism groups
In this section, we give a proof of Proposition 4.8. We divide the situation into type A and D.
5.1. The case of type A n . Let Λ be a preprojective algebra of A n which is given by the following quiver 
Then we give a proof of Proposition 4.8 as follows.
Proof. Let Λ be the preprojective algebra of the following quiver
The statement for f ∈ Inn(Λ) and p is clear. For f ∈ H, we define f ∈ Aut( Λ) by f (e i ) := e i , f (a i ) := a i and f (b i ) := m j=1 k j (b i a i ) j−1 b i for any 0 ≤ i ≤ n. Then it satisfies the commutative relations, and this gives a desired morphism.
5.2. Automorphism of D. Let Λ be a preprojective algebra of D n+1 (n ≥ 3) given by the following quiver
In the case of D 4 , let p be the automorphism of Λ with p 3 = id defined by p(a 1 ) = a −1 ,
, p(e −1 ) = e 3 and p(e 2 ) = e 2 . In the case of D n+1 with n ≥ 4, we let p = id.
We recall some properties from [IRRT] . The indecomposable projective module e ±1 Λ is given by
where each number i shows a K-vector space K lying on the vertex i, and each arrow is the identity map of K. Moreover, let α and β be scalars satisfying α + β = 1. Then e i Λ for 2 ≤ i ≤ n is given by 
where each number i shows a K-vector space K lying on the vertex i. Each unlabelled arrow is the identity map of K and each arrow labelled by a scalar γ is a linear map multiplying by γ [IRRT, Lemma 6.9] .
The next lemma is a direct consequence of (5.2).
Lemma 5.2.
(a) For 3 ≤ i ≤ n, a basis of e i Λe i−1 is given by
In particular, we have e i Λe i−1 = a i−1 (e i−1 Λe i−1 ). (b) A basis of e 2 Λe ±1 is given by
(c) For 2 ≤ i ≤ n − 1, a basis of e i Λe i+1 is given by
Then we will show the following result, which is analogous to Proposition 5.1.
Proposition 5.3. Let Λ be a preprojective algebra of type D n+1 (n ≥ 3) and H := {g ∈ Aut(Λ) | g fixes e 1 + e −1 , a 1 + a −1 and any e i , a
Proof. (a) Let g ∈ Aut(Λ). In the case of D n+1 for n ≥ 4, by Lemmas 4.2 and 4.6, there exists λ ∈ Λ × such that λg(−)λ −1 ∈ U , where U := {g ∈ Aut(Λ) | g fixes e 1 + e −1 and any e i for 2 ≤ i ≤ n }. In the case of D 4 , we have p m • λg(−)λ −1 ∈ U for some m ∈ {1, 2, 3}.
Thus it is enough to show that U is generated by Inn(Λ) and H. Let g ∈ U . Lemma 5.2 (a) implies that e i Λe i−1 = a i−1 (e i−1 Λe i−1 ) for any 3 ≤ i ≤ n. Moreover Lemma 5.2 (b) and the relation b 2 a 2 = (a 1 + a −1 )(b 1 + b −1 ) imply e 2 Λ(e 1 + e −1 ) = (a 1 + a −1 )(e 1 + e −1 )Λ(e 1 + e −1 ). Then it is easy to check that we can take λ i ∈ (e i Λe i ) × such that λ n := e n and λ i+1 g(a i ) = a i λ i for any 2 ≤ i ≤ n − 1, and λ 1,−1 ∈ ((e 1 + e −1 )Λ(e 1 + e −1 )) × such that λ 2 g(a 1 + a −1 ) = (a 1 + a −1 )λ 1,−1 . Then, for λ := λ 1,−1 + λ 2 + · · · + λ n ∈ Λ × , we have λg(e i )λ −1 = e i , λg(a i )λ −1 = a i for i ≥ 2 and λg(e 1 + e −1 )λ −1 = e 1 + e −1 , λg(a 1 + a −1 )λ −1 = a 1 + a −1 . Thus we get λg(−)λ −1 ∈ H.
(b) Let f ∈ H. Since f (b n−1 ) = f (e n−1 b n−1 e n ) ∈ e n−1 Λe n , Lemma 5.2 (c) implies that we can write
Therefore, by the relations, it can be written as
We consider the (completed) preprojective algebra Λ of typeD n+1 given by the following quiver
From now on, for simplicity, we write
and, similarly, define a path (b 1 [j]) of e 1 Λ(e 1 +e −1 ), or of e 1 Λ(e 1 +e −1 ) for j ≥ 0. Note that we have either (
For example, we have (
odd. Then using the above terminology, we define a path
for some c j , d j ∈ K. Similarly we write (a n−1 [0]) := e n , (a n−1 [1]) := (a n−1 b −(n−1) ),
. . . and define a path (a n−1 [j]) ∈ e n Λ(e 0 + e n ) for j ≥ 0. Similarly we define a path (a −(n−1) [j] ) ∈ e 0 Λ(e 0 + e n ). Then, we definẽ
We will use these terminologies in the next subsections.
5.3. The case of D 4 . Because the general case is involved, we deal with the case of D 4 (that is, n = 3) in this subsection and we will show Proposition 4.8 for D 4 . By Proposition 5.3, it is enough to show it for f ∈ H. Fix f ∈ H. By (5.1), we have (b ±1 [j]) = 0 for j ≥ 3. Then, because f (e 1 ) ∈ (e 1 + e −1 )Λ(e 1 +e −1 ), we can write f (e 1 ) =
Since f (e 1 ) is an idempotent, we get c 2 0 = c 0 and d 2 0 = d 0 . Without loss of generality, we can choose c 0 = 1 and d 0 = 0 and moreover we have
Because f (e 1 + e −1 ) = e 1 + e −1 , we obtain
On the other hand, by f (a 1 ) = f ((a 1 + a −1 )e 1 ) = (a 1 + a −1 )f (e 1 ) and f (a −1 ) = (a 1 + a −1 )f (e −1 ), we have
Then, by the relations f (b 1 )f (a 1 ) = 0 and f (b −1 )f (a −1 ) = 0, we obtain
Now we consider the preprojective algebra Λ of typeD 4 given by the following quiver
Then, using the above c 1 , c 2 , d 1 , d 2 , we give the following correspondencef , and we will show thatf gives an automorphism of Λ.
(i) First we definẽ
where we define c j and d j (j ≥ 3) as follows. For odd j, we let c j = 0 = d j for any j. For even j, we define
Then we can check thatf (e 1 ) 2 =f (e 1 ),f (e −1 ) 2 =f (e −1 ) andf (e 1 )f (e −1 ) = 0 = f (e −1 )f (e 1 ).
(ii) Secondly, we definef (a 1 ) := (a 1 + a −1 )f (e 1 ) andf (a −1 ) :
Remark 5.4. Because c 1 + d 1 = 0 and −c 2 = c 1 d 1 = d 2 , we can explicitly describef (e 1 ) as follows.
! is the Catalan number. Then we can getf (e 1 ) 2 =f (e 1 ) by using the property C j+1 = j i=0 C i C j−i . Furthermore, we can check the following lemma.
Lemma 5.5. We havef (b ±1 )f (a ±1 ) = 0.
Proof. We only show it forf (b 1 )f (a 1 ) and the case off (b −1 )f (a −1 ) is similar. For simplicity, we denote by
Fix even m with m ≥ 2. By the direct calculation, we can check
Then because c j = 0 = d j for odd j ≥ 3 and c 1 + d 1 = 0 by (5.3), they are zero.
Then, we obtain the following desired result.
Proposition 5.6. For f ∈ H, we havef ∈ Aut( Λ) such that
by definingf as follows :
•f (e 3 ) := e 3 +f ∞ (a 2 , a −2 ),f (e 0 ) :
f (a 2 ) :=f (e 3 )(a 2 + a −2 ),f (a −2 ) :=f (e 0 )(a 2 + a −2 ).
Proof. We will check the following relations (c) Because f (e 3 +e 0 ) = e 3 +e 0 , we get f (
Thus we can obtain f ∈ Aut( Λ). The second statement is clear from the definition of f .
5.4. The case of D 5 . Next we will deal with the case of D 5 (that is, the case of n = 4).
Then as the case D 4 , we can write f (e 1 ) = e 1 + −1
Then we will give a lifting of u, v ∈ Aut(Λ) to Aut( Λ). First we consider v and show the following lemma.
Lemma 5.7. For v, we haveṽ ∈ Aut( Λ) such that Next we consider u and we give a correspondenceũ(e ±1 ),ũ(a ±1 ) andũ(b ±1 ) by (i).
(ii),(iii). Then, by Lemma 5.5, we obtain the following result.
Lemma 5.8. We haveũ(b ±1 )ũ(a ±1 ) = 0.
Proof. By the condition (5.4), the result follows from the same calculation of Lemma 5.5.
Then we can obtain the following result.
Lemma 5.9. For u, we haveũ ∈ Aut( Λ) such that
by definingũ as follows :
•ũ(e 2 ) = e 2 ,ũ(e 3 ) = e 3 ,ũ(a 2 ) = a 2 ,ũ(b 2 ) = k 1 b 2 .
•ũ(e 4 ) := e 4 +f ∞ (a 3 , a −3 ),ũ(e 0 ) :
Proof. We need to check the following relations
Note that we haveũ(e 4 ) +ũ(e 0 ) = e 4 + e 0 .
(a) This follows from Lemma 5.8 and it also implies (b).
) and (d) follows from the same argument.
Thus u gives a morphism of Aut( Λ). The second statement is clear from the definition of u and u.
As a consequence of Lemma 5.7 and 5.9, we obtain the desired conclusion for D 5 . 5.5. The case D n+1 for even n + 1. In this subsection, we show Proposition 4.8 in the case of D n+1 for even n + 1. This is basically shown by the same argument of D 4 .
Assume that n + 1 (n ≥ 3) is even and consider D n+1 . Fix f ∈ H. By Lemma 5.1, without loss of generality, we can write Proof. Because f ∈ Aut(Λ), we have f (b 1 )f (a 1 ) = 0 and f (b −1 )f (a −1 ) = 0, and we show that these conditions implies the desired result.
(i) First we calculate f (b 1 )f (a 1 ). We denote by Co(b ±1 [j]) the coefficient of (b ±1 [j]) in f (b 1 )f (a 1 ) for any j. Recall that we have (b ±1 [j]) = 0 for any j ≥ n − 1 and hence we will check Co(b ±1 [j]) for j ≤ n − 2.
Fix even m with m ≤ n − 2. By the direct calculation, we can check
(ii) Next, we calculate the coefficients of f (b −1 )f (a −1 ). Similarly we have Next consider the case of m = 4. Then the above calculations similarly imply that k 4 = 0 and c 3 + d 3 = 0. Inductively, we can get k m = 0 and c m−1 + d m−1 = 0 for any even m with 2 ≤ m ≤ n − 2, and we get the conclusion.
Next using the coefficients c j , d j (j ≤ n − 1), we give the following correspondence, and we will show that it gives an automorphism of Λ. Note that we havef (e 1 ) +f (e −1 ) = e 1 + e −1 ,f (e 1 ) 2 =f (e 1 ),f (e −1 ) 2 =f (e −1 ), f (e 1 )f (e −1 ) = 0 andf (e −1 )f (e 1 ) = 0.
(ii) ′ Secondly, we definef (a 1 ) := (a 1 + a −1 )f (e 1 ) andf (a −1 ) := (a 1 + a −1 )f (e −1 ). In this setting, we can check the following lemma.
Lemma 5.11. We havef (b ±1 )f (a ±1 ) = 0.
Proof. We only showf (b 1 )f (a 1 ) = 0, andf (b −1 )f (a −1 ) = 0 can be shown by the same argument.
In the case of j ≤ n − 1, the coefficient Co(b ±1 [j]) inf (b 1 )f (a 1 ) is the same as the coefficient Co(b ±1 [j]) in f (b 1 )f (a 1 ), and hence they are zero.
Moreover the same calculation of Lemma 5.10 implies that Co(b ±1 [j]) = 0 inf (b 1 )f (a 1 ) for any j ≥ n because c j = 0 = d j for odd j ≥ n and k m = 0 for even m ≥ 2.
Proposition 5.12. For f ∈ H, we havef ∈ Aut( Λ) such that
by definingf as follows.
•f (e ±1 ),f (a ±1 ) andf (b ±1 ) as (i) ′ .(ii) ′ , (iii) ′ .
•f (e i ) := e i (2 ≤ i ≤ n−1),f (a i ) := a i andf (b i ) := n−2 j=1 k j b i (a i b i ) j−1 (2 ≤ i ≤ n−2).
•f (e n ) := e n +f ∞ (a n−1 , a −(n−1) ),f (e 0 ) := e 0 −f ∞ (a n−1 , a −(n−1) ), f (b n−1 ) := k 1 (b n−1 + b −(n−1) )f (e n ),f (b −(n−1) ) := k 1 (b n−1 + b −(n−1) )f (e 0 ), f (a n−1 ) :=f (e n ) n−2 j=1 k j /k 1 (a n−1 + a −(n−1) )(b n−2 a n−2 ) j−1 , f (a −(n−1) ) :=f (e 0 ) n−2 j=1 k j /k 1 (a n−1 + a −(n−1) )(b n−2 a n−2 ) j−1 .
Proof. We will check the following relations
(d) f (a n−2 ) f (b n−2 ) = f (b n−1 + b −(n−1) ) f (a n−1 + a −(n−1) ) (e) We consider the factorization of f using u, v ∈ Aut(Λ), which is defined as follows. 
