A working understanding of the major fundamentals of statistical analysis is required to incorporate the findings of empirical research into nursing practice. The primary focus of this article is to describe common statistical terms, present some common statistical tests, and explain the interpretation of results from inferential statistics in nursing research. An overview of major concepts in statistics, including the distinction between parametric and nonparametric statistics, different types of data, and the interpretation of statistical significance, is reviewed. Examples of some of the most common statistical techniques used in nursing research, such as the Student independent t test, analysis of variance, and regression, are also discussed. Nursing knowledge based on empirical research plays a fundamental role in the development of evidence-based nursing practice. The ability to interpret and use quantitative findings from nursing research is an essential skill for advanced practice nurses to ensure provision of the best care possible for our patients. Keywords: nonparametric statistics, parametric, statistical significance, statistical tests ABSTRACT O ver the past decade, the use of evidencebased medical practice has increased dramatically and become the standard for healthcare decision making. Its popularity has given rise to a proliferation of evidence-based articles, conferences, and tools related to healthcare delivery. French 1 reported that a frequency analysis of the key word evidencebased in the healthcare literature yielded citations for almost 6000 articles, with the majority published since 1995. The evidence-based movement has elicited strong interest among healthcare professionals as one of the key elements for optimal clinical decision making and provision of quality healthcare. It is likely that some aspects of healthcare reimbursement will be tied to the use of the best available evidence within the next decade as suggested by the current debates about pay for performance. 2 Scholarly inquiry to develop and apply evidence-based practice in nursing can take variety impact on the process of empirical scientific inquiry continue to be a major force in the building of evidence-based practice paradigms. 4 Hence, traditional empirical approaches will continue to exert an important influence on the development of knowledge through research. As a result, it is imperative for nurses to strive for continual improvement in their understanding of quantitative research approaches including research design, data analysis, and interpretation of results. Such understanding is an absolute requirement for the clinical application of research evidence, a more complete understanding of individual patient responses to the provision of healthcare, and the conduct of new research. The purpose of this article is to provide an overview of some of the most common statistical terms and analytic methods found in nursing research and describe how statistical results can inform the process of clinical care provided by nurses.
Descriptive and Inferential Statistics
Statistics uses well-defined mathematical procedures to collect, analyze, interpret, and present data. The major purpose of these quantitative procedures is to summarize and reduce data into parts that are small enough to interpret within the context of a predetermined theoretical background. Two major forms of statistics are available: descriptive and inferential. [5] [6] [7] [8] Rather than collecting data from an entire population, researchers usually study a carefully selected subset of the population, which is known as the study sample. Descriptive statistics organize and describe the characteristics of the data in a particular study sample. The main purpose of descriptive statistics is to provide as much detail as possible about the characteristics of the study sample, which helps determine whether it is appropriate to apply research findings from that study sample to populations similar to the one that has been included in the sample. Descriptive statistics are commonly used in many aspects of daily life and are primarily used to measure central tendency and variance, which are described below. For example, descriptive statistics are used when the average body temperature, weight, or age is reported for a group of patients or study subjects. [5] [6] [7] [8] Descriptive statistics are used to describe a study sample, whereas inferential statistics use information or data collected about the study sample to make inferences about a larger population. Inferential statistics allow researchers and clinicians to make predictions about a specific population on the basis of information obtained from a sample that is representative of that population. The primary focus of this article is on the use and interpretation of inferential statistics in nursing research because knowledge based on results of inferential statistical analysis plays a critical role in the development of evidencebased nursing practice.
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Types of Data A fundamental tenet of the interpretation of data involves understanding the type of data that are to be analyzed. Data can be categorized into 2 types: categorical or continuous. Categorical data are based on counts that simply put variables into categories that have no meaningful numerical or quantitative relationship. A common example of a categorical variable is gender. A statistical analysis software program such as the Statistical Package for the Social Sciences assigns values such as 1 for male and 2 for female to categorize gender for a study sample. The numbers assigned to the 2 gender categories allow the statistical software program to calculate the frequency of males and females in a given sample. The number assigned to each gender category is arbitrary and has no actual numerical significance. [5] [6] [7] [8] In contrast, continuous data provide information that can be measured on a continuum or a scale. Continuous data are based on a measurement scale that can be used mathematically to calculate additional values. These data have a potentially infinite number of values along a measurement continuum. [5] [6] [7] [8] Common examples of continuous healthcare data include height, weight, cholesterol level, waist circumference, and temperature.
Measures of Central Tendency
Statistics are based on the idea of a normal distribution of data or what is more commonly referred to as a bell curve. Because most data are clustered around the center of the distribution, measures of central tendency are a fundamental component of statistics. The 3 main measures of central tendency are mean, median, and mode. Each measure provides a slightly different view of the distribution of the data for a AACN19_2_211-222 4/14/08 5:44 PM Page 212 sample. [5] [6] [7] [8] The mean is the most common measure of central tendency. It is the sum of all the values in a group, divided by the number of values in that group. The result is referred to as the mean or, more commonly, the average. The median defines the midpoint in data set, which is the point at which half the data fall above and half fall below the midway mark. The mode is the most general measure of central tendency, but it still plays an important role in understanding the characteristics of the data. The mode is the value that occurs most frequently in the sample. It can be easily ascertained visually by arranging the data set in order and reviewing it if the data set is small or by using a statistical analysis package for a large data set. [5] [6] [7] [8] The other concept fundamental to the use of descriptive data is variance, which measures the dispersion of values collected from a sample around the measure of central tendency. It is not possible to fully interpret measures of central tendency without knowing the variance or degree to which scores vary from the measure of central tendency. The most commonly used measure of variance in descriptive statistics is the standard deviation, which describes how widely spread the values in a data set are from the mean. [5] [6] [7] [8] For example, let us look at 3 study groups, each with 3 men in the sample with a mean group weight of 160 lb. In study group 1, each of the 3 men weighs exactly 160 lb, which means there is no variance and the SD would be 0. In study group 2, the 3 men weigh 150, 160, and 170 lb, respectively, again with a mean group weight of 160 lb. This constitutes a small amount of variance, which would be reflected by a small standard deviation value. In group 3, 1 man weighs 100 lb, another weighs 120 lb, and the third weighs 260 lb. Although the mean weight for group 3 is still 160 lb, the weights among the 3 individuals vary much more than the first 2 groups, which means that the variance would be greater with a large standard deviation. Because the variance is so different in the 3 study groups, it is unlikely that research findings on weight dosing for a new medication could reliably be applied to all 3 groups with the same results, although the group means are identical.
Data from a study sample are often presented graphically as a standard normal distribution. Figure 1 displays a standard normal distribution curve with a mean of 0 and an SD of 1. One standard deviation above and below the midpoint includes 68% of the values in a sample that are normally distributed and about 95% of the values fall within Ϯ 2 SDs of the mean.
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Hypothesis Testing and Significance Levels
Medical researchers and clinicians ask many different types of questions about relationships between interventions (such as a medication) and patient outcomes. An essential component of the research process is forming and evaluating hypotheses, which are empirically testable statements about a relationship between 2 or more variables. Hypothesis testing allows researchers to determine whether the variance between 2 or more study groups can be explained either by chance or by the intervention, such as administration of a medication to lower systolic blood pressure (SBP). Every clinical study requires a statement of a null hypothesis and an alternate hypothesis. The null hypothesis asserts that there is no relationship either between the variables being studied or between or among groups. The alternate hypothesis states that there is a true relationship between the variables of interest that is not attributable to chance. When asking any research question, the null hypothesis is assumed to be true unless another hypothesis is supported by the research findings.
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The significance level is another important concept in statistical analysis because it affects the likelihood that null hypotheses will be accepted or rejected. No research study is perfect and all research findings are subject to potential error due to either study design or chance. Thus, levels of statistical significance must be established before the conduct of any research or statistical analysis in terms of a probability or a P value. The significance level indicates the probability (ie, the chance) of rejecting the null hypothesis when it is actually true. Although significance levels can be set at any value, the most common P values in nursing research are .05 (5%) or .01 (1%). This means that there is either a 5% or a 1% chance of rejecting the null hypothesis when, in fact, it is true. Rejecting the null hypothesis when it is true is known as a type I error or a false-positive result, and it occurs when an observed difference between study groups is actually due to chance. A type I error is also known as an alpha error denoted by the Greek letter ␣. The lower the significance level or P value, the less likely it is that a researcher will make a type I or false-positive error. [5] [6] [7] [8] Type II errors, or ␤ errors, can also occur when a researcher is evaluating the statistical significance of study results. A type II error occurs when researchers fail to reject the null hypothesis and when the alternative hypothesis is actually true. This is referred to as a false-negative error and means that the researchers attributed the study results to chance, rather than a true difference between the study groups.
Sensitivity and Specificity
Screening tests are often used to determine whether a patient does or does not have a disease. Two common ways to evaluate the accuracy of a screening test are sensitivity and specificity. Sensitivity refers to the likelihood that an instrument, measurement, or medical test will correctly identify those individuals who have a particular attribute, such as a disease. This is often referred to as a true positive. Conversely, the term specificity refers to the probability that an instrument, measurement, or test will correctly identify the absence of a disease in patients who do not have the disease, which is referred to as a true negative. Tests or measures with a high level of specificity minimize the number of times a healthy patient is diagnosed with a disease or a condition that he or she does not have.
5-8 Table 1 shows the results when the Surviving Sepsis Campaign practice recommendations were applied to a group of critically ill patients at risk for sepsis. 9 According to Sepsis Campaign recommendations, a total of 232 individuals were predicted not to have sepsis compared with an observed number of 157 individuals without sepsis and 191 who had sepsis. With respect to prediction of sepsis, the guidelines estimated that 471 individuals would have the condition. However, there were 280 observed or confirmed cases of sepsis and 75 cases of predicted nonsepsis according to the Sepsis Campaign recommendations. Analysis of these data reveals that the recommendations were more accurate for the prediction of sepsis in individuals who actually had the condition, and 78.9% of the cases were correctly classified by the recommendations, which is the sensitivity of the test. The formula for calculation of sensitivity is number of true positives divided by the number of true positives plus false negatives (true positives/[true positives ϩ false positives]). In the sepsis study example, the sensitivity is calculated as 280/(280 ϩ 75), which equals 78.9%. In contrast, the guidelines correctly predicted only 45.1% of the individuals who did not have sepsis, which is a measure of the specificity of the recommendations for prediction of sepsis. Specificity is calculated by dividing the total number of true negatives by the total number of false positives plus the true negatives. In this example, specificity is calculated as 157/(157 ϩ 191), which equals 45.1%, representing a low specificity value. 9 Positive predictive value (PPV) provides a measure of the predictive value of an instrument or test and is based on the proportion of individuals tested who are truly positive. The The weakness of the measure of sepsis used in this study is that whereas most patients with sepsis would be accurately identified as having sepsis (true positives), a fairly high number of patients without sepsis who were equally ill would also be screened positive for sepsis (false positives). This means that a fairly high number of patients without sepsis would be predicted to indeed have sepsis. In other words, although the measure of sepsis model performed reasonably well for screening in patients who had sepsis, it did a poor job of identifying those patients who did not have sepsis.
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Confidence Intervals A confidence interval (CI) provides a range of values associated with the probability that a variable will fall within that range. The larger the CI, the less precise is the measurement of that variable. Confidence intervals of 95% and 99% are most common in medical research. For example, if we wanted to know the average SBP among a sample of 100 women treated with a medication to lower SBP and the CI was set to 95%, we could expect that 95% of the women in the sample would have an SBP that fell between the upper and lower limits of the range. If we had calculated a 99% CI, we would be more precise in estimating the average SBP among women receiving the treatment to lower blood pressure. However, a CI does not mean that 95% or 99% of each woman in the group has an SBP that equals the mean SBP for the entire sample. Rather, the CI suggests that 95% or 99% of the women will have SBP that falls between the lower and upper limits of the range of blood pressures. This concept is important for understanding the correct interpretation of research findings.
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Common Statistical Techniques Used in Nursing Research
Many research questions are asked to determine whether a difference exists between 2 groups on a variable or a group of variables and whether that difference is due to chance. Before deciding on the most appropriate statistical test to be used, a few questions must be answered about the individual variables and data set to be evaluated. First, the variable must be identified as either categorical or continuous. If the variable is a categorical one, the most frequently used statistical technique is the 2 test, which evaluates statistically significant differences between frequencies or proportions for 2 or more groups. The 2 test compares the actual frequency with the expected frequency of each variable measured in each group. [5] [6] [7] [8] For example, in the study of patients with sepsis, 2 descriptive variables were survival to hospital discharge (yes or no) and gender (male or female). A 2 analysis was used to determine whether either of these variables was significantly different between the septic and nonseptic patient groups. 9 Using a significance value of .05, the results in Table 2 show that there is a significant difference in survival to hospital discharge (P ϭ .008) in patients with sepsis compared with those who are not affected by sepsis. However, the 2 test for differences in frequency of sepsis attributable to gender was not significant (P ϭ .455), and we would conclude that the probability of having sepsis was not associated with gender. 10 Assessment of group differences for continuous variables requires the researcher to first determine whether the variables are normally distributed (eg, conform to the standard normal distribution or bell curve) or whether the distribution of the variables is skewed, which means the data are not normally distributed. Statistical tests for skewness include the Fisher measure of skewness. Using this test, any values that exceed Ϯ1.96 SDs from the mean would be considered significantly skewed, because in a normal distribution, 95% of values for a variable fall between Ϯ1.96 SDs of the mean. [5] [6] [7] [8] In the example data set for the patients with sepsis, all variables were significantly skewed as shown in Table 3 . 10 Because the variables were skewed and not normally distributed, it is necessary to calculate a nonparametric statistical test to determine whether group differences were statistically significant. Nonparametric statistical tests allow interpretation of skewed data collected from a sample, which often occurs when data do not have a strong numerical relationship. Nonparametric statistical models rely on distribution-free statistical methods and make fewer assumptions than parametric statistics. Examples of nonparametric statistical tests include the 2 test, the Cochran Q test, the Fisher exact test, and the Mann-Whitney U test or Wilcoxon rank sum test. In contrast, parametric statistical tests are based on the assumption that the study variables are continuous, normally distributed, and have equal variance (referred to as homogeneity of variance). One of the major differences between a parametric statistical test and a nonparametric statistical test is that nonparametric tests are not used to estimate population parameters, because they do not have normally distributed data. Examples of parametric statistical tests include the t test, 1-way analysis of variance (ANOVA), repeated-measures ANOVA, Pearson correlation, simple linear and nonlinear regressions, and multivariate linear and nonlinear regressions.
5-8 Table 4 shows the data and significance levels for the Mann-Whitney U tests completed for each of the variables in the sepsis study. 9 The mean and the standard deviation are shown only as a point of reference but were not used in the analyses.
Upon review of all of the variables measured in the sepsis study, it was determined that the lowest respiratory rate (RR) was, in fact, normally distributed. Therefore, a parametric t test shown in Table 5 was completed to determine whether lowest RRs differed significantly between the groups of patients with and without sepsis. 5 The results indicate that the mean lowest RR for patients who did not have sepsis was significantly lower at 13.25 than the mean lowest RR of 13.98 observed in patients with sepsis (P Ͻ .000). 9 Analysis of data from the sepsis study required multiple comparisons between variables. Consequently, it was necessary to calculate the Bonferroni correction test for all continuous variables. This test is done to reduce the chance of a type I error, which would assume that a true difference exists between groups when that difference is actually due to chance. Applying the Bonferroni correction to the Mann-Whitney U tests completed for the sepsis study, a P р .004 was required for a difference to be considered statistically significant and not due to chance. Upon review of Table 4 , the only variable that was not significantly different between the groups was the Simplified Acute Physiology Score (SAPS II), which provides a measure of illness acuity. The mean SAPS II score was 52.61 for patients who developed sepsis compared with 52.16 in patients not affected by sepsis. The P value for this difference was .755 and did not meet the Bonferroni correction value of 0.004 or less. This can be interpreted as an indication of no significant difference in illness acuity between the septic and nonseptic patient groups, which was expected because the two groups were matched for acuity.
Analysis of Variance
An important concept to understand when interpreting results from any research study is the difference between independent and dependent variables. Independent variables are deliberately manipulated as part of a study design (such as medication vs placebo, or dietary intervention vs regular diet) to achieve a desired outcome such as lower blood pressure and are also referred to as predictor or explanatory variables. Dependent variables are those that change in response to exposure to the different independent variable groups and may also be called response variables or outcome variables. For example, one could ask the following research question: "Does treatment with an angiotensin-converting enzyme (ACE) inhibitor or placebo for hypertension cause changes in measures of blood pressure (where the dependent variable is blood pressure values of patients enrolled in the study)?" Notice that the independent variable (treatment with either an ACE inhibitor or placebo medication) is a categorical variable and the dependent variable of blood pressure is a continuous variable. Analysis of variance is a statistical method that allows simultaneous comparisons between 2 or more groups (independent variables) on a dependent variable to determine whether any observed differences in the dependent variable are statistically significant or due to chance. If they are due to chance, the researcher will accept the null hypothesis. However, if the ANOVA results reveal statistically significant differences between groups, the researcher can assume that the alternate hypothesis has been supported. Several different ANOVAs are available, but the most commonly used types of ANOVA in nursing research include 1-way ANOVA, 2-way ANOVA, and repeated-measures ANOVA. A 1-way ANOVA is used to test for differences on 1 independent variable with 2 or more levels. A 2-way ANOVA includes more than 1 independent variable. A repeatedmeasures ANOVA is performed when multiple measurements of the dependent variable are collected from each of the subjects in the study samples. In the example of a study comparing the effect of an ACE inhibitor with placebo on blood pressure, multiple measurements of blood pressure over time would require analysis with repeated-measures ANOVA. Another more complicated form of ANOVA is a multivariate ANOVA, also known as MANOVA. A MANOVA is conducted when there is more than 1 dependent variable, such as diastolic and systolic blood pressure levels.
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Repeated-Measures ANOVA The following describes a statistical analysis with repeated-measures ANOVA for a study that was conducted to compare the effect of varying degrees of backrest elevation on cardiac output measurements in critically ill patients. The research question for this study was "what is the effect of backrest elevation and time on CO measurement in critically ill patients using the CCO method?" 11(p244) This study included 2 independent variables: backrest elevation at angles of 0,Њ 30Њ, and 45Њ (3 levels) and duration of elevation for 0, 5, and 10 minutes (3 levels) after each change in backrest elevation. The dependent variables were cardiac output assessed by 4 measures including continuous cardiac index, stroke volume (SV), heart rate (HR), and mean arterial pressure (MAP). Each dependent variable was a continuous measure. Analysis of study results involved a single-group, repeated-measures ANOVA with time (0, 5, and 10 minutes) and backrest elevation (0Њ, 30Њ, and 45Њ). A repeated-measures ANOVA was appropriate for this study because a total of 9 measurements of cardiac index were obtained for each patient at each time point and level of backrest elevation including 3 backrest elevations for 3 different time intervals.
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The overall results of the repeated-measures ANOVA are displayed in Table 6 . No significant differences were reported in any of the 4 dependent measures of cardiac index across the 9 repeated measurements for either time or degree of backrest elevation. In addition, the results of the statistical analysis revealed no interaction between the 2 independent variables of elevation and time. 11 An ANOVA is a particularly informative statistical test because it evaluates the independent effects of the predictor or independent variables and also takes into account any significant interactions between these variables. Interaction is a statistical analysis term that means that 1 variable is affected by the values of 1 or more other variables. In this study, an interaction would be present if 1 or more of the 4 measures of cardiac index was affected by a specific combination of the degree of backrest elevation and amount of time spent at the different degrees of elevation. Table 6 indicates that there are no statistically significant independent effects of backrest elevation or duration of time elevated. Nor is the interaction of backrest elevation with duration of time elevated associated with statistically significant changes in any of the 4 measures of cardiac index. In short, the null hypothesis must be accepted and it be assumed that backrest position, duration of time elevated, and the interaction of these 2 variables had no significant effect on the cardiac index in the critically ill patients of this study. 11 In this research, the variables of HR, SV, and MAP were included because they are physiologically related to cardiac output and cardiac index, which is the cardiac output adjusted for the body size. Additional analyses were done in order to confirm that the lack of significant differences in cardiac index values was due to a real absence of change, not just the occurrence of physiologic compensation resulting from changes in either HR or SV. Because the values of SV and HR did not change across the 9 repeated measurements, the results of this research can be generalized with greater confidence to the clinical setting.
Regression
Regression is a statistical technique that provides an evaluation of the relationship between a dependent variable with specific independent variables. Regression analysis uses the degree of relationship or correlation between the dependent and independent variables to develop a regression equation that can be used for prediction. It is assumed that the dependent variable is representative of a standard normal distribution. Regression is particularly useful as a statistical method to explain interrelationships among a set of variables, which is why it is so widely used in nursing research. For example, regression analysis might be performed to evaluate results from a study that examined the effects of 3 increasing dosing regimens (continuous variable) of 2 different types of medications or a placebo (categorical variable) intended to lower blood pressure or a placebo on patients' blood pressure levels (continuous variable) following the administration of 3 different medications at 3 doses. The independent variables would be the different doses of the 2 blood pressure medications or a placebo, whereas the dependent variable includes blood pressure readings.
Several different types of regression are commonly used in nursing research including linear regression, multivariate regression, and logistic regression. To develop the regression equation, linear regression assesses the degree of correlation between 2 variables whereas multivariate regression evaluates correlations among several variables. One of the limitations of both linear and multiple regressions is that they must use dependent variables that are continuous measures.
Binary or binomial logistic regression uses only 2 dependent variable groups based on categorical data that are mutually exclusive. It has become increasingly common in nursing research. 12 An assumption of logistic regression Binomial logistic regression was used to analyze data from the sepsis research study, which was intended to answer the research question: "Can a combination of the physiologic parameters of heart rate, mean arterial blood pressure, body temperature, and RR measured during the first 24 hours of the critical care admission distinguish between critically ill adult patients who develop sepsis and those who are not diagnosed with sepsis?" 10(p123) In this study, the independent variables were recoded as dichotomous variables using the cutoff values recommended by the current clinical practice standards of the Surviving Sepsis Campaign. 13 These dichotomous variables were then entered into a binomial logistic regression model to predict whether or not patients developed sepsis. The final logistic regression model used the 4 dependent variables of HR, MAP, body temperature, and RR and their values correspond with results from the binomial logistic regression analysis presented in Table 7 .
Two of the 4 independent variables were significantly and independently associated with being septic: MAP (P Ͻ .001) and temperature (P Ͻ .001). Patients who have a MAP of 69 mm Hg or less and a temperature of 38ЊC or higher during the first 24 hours of intensive care unit (ICU) admission were more likely to develop sepsis than those who did not have blood pressure or temperatures that met these cutoff values. The 2 other variables in the model, RR and HR, were not significant predictors of sepsis diagnosis with P values of .207 and .433, respectively. 10 An indication of the strength of the association between the independent variable and the dependent variable is the odds ratio (OR). The results of the logistic regression provide evidence that patients with a temperature of 38ЊC or higher during the first 24 hours of ICU admission were approximately twice as likely to be septic than patients with a temperature below 38ЊC. The other significant predictor, MAP, had an OR of 3.874, which can be interpreted to mean that a MAP of 69 mm Hg or less increased the odds of developing sepsis almost 4-fold. Because a low MAP is one of the most salient physiologic features of sepsis, a high OR for this variable was expected. As these data have shown, septic patients tend to have both clinically and statistically significantly lower blood pressures than equally sick patients with normal MAP. The remaining 2 predictor variables, RR and HR, were not statistically significant, meaning that they were not significant predictors for differentiating between septic and nonseptic patients.
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Conclusions
Although both qualitative and quantitative methods are important research techniques to advance nursing knowledge, this article reviewed some of the key concepts related to the use of quantitative research in nursing. The conduct and interpretation of findings from quantitative nursing research represents a thoughtful and scholarly strategy that can yield answers and knowledge to inform the practice of nursing care and promote application of evidence-based research to ultimately enhance the care of patients. Common quantitative approaches are useful for the study of nursing research issues that have made and will continue to make important contributions to the science of nursing. Although it is not completely unbiased, the quantitative approach provides a level of objectivity that increases our confidence in the conclusions we draw with regard to scientific facts and existing scientific principles. To use these types of data most effectively, a sound understanding of major research principles and statistical methods is required.
