In this paper we study spectral zeta functions associated to finite and infinite graphs. First we establish a meromorphic continuation of these functions under some general conditions. Then we study special values in the case of standard lattice graphs associated to free abelian groups. In particular we connect it to Catalan numbers in several ways, and obtain some non-trivial special values and functional symmetries. Furthermore we relate the values at the negative integers with the more studied Ihara zeta functions, and prove a few minor results that seem not to have been recorded before. Finally we consider the characteristic polynomial of the graph Laplacians, and in particular completely determine its coefficients for cyclic graphs using new analytical methods.
Introduction
It is natural to form symmetric functions of the eigenvalues of operators, in finite dimensions one has the trace and determinant. In infinite dimensions things become more complicated. For example, the determinant of the Laplace operator on a manifold cannot be directly defined but the following function can for s in the half-plane {z Re(z) > 0}. On the other hand, in number theory, the Riemann zeta function admits two typical representations, one as an infinite product over the prime numbers, and the other as a sum over the positive integers:
2)
The main goal of this article is to investigate possible definitions of the zeta function for graphs. The formulas of (1.1) and (1.2) suggest four approaches to tackle this question,but two of them have already be studied. Indeed, taking the product formula of (1.2) as a starting point leads to the Ihara zeta function [Iha66, Sun86] , while taking the heat kernel approach of (1.2), [FK17] defined a zeta function for Z d and the infinite d regular tree. What about the other definitons of spectral zeta functions for graphs suggested by (1.1) and (1.2)? In particular, since graphs have a natural Laplacian ∆, one could consider a sum over the eigenvalues as in (1.1).
This is the approach we take: after reviewing the necessary spectral theory needed to make this possible, we introduce the spectral zeta function of a graph G as
where µ δv,δv ∆ (dx) is a spectral measure of the Laplacian; we refer to Definition 18 for a more precise definition.
We now argue why ζ G provides a natural and pratical definition of a zeta function for graphs. First of all, if G is a finite transitive graph, then ζ G recovers the sum over the eigenvalues of the left hand side of (1.1), as shown in Proposition 21.
Furthermore, as we now outline, ζ G provides an analogue of the right hand side of (1.1) for graphs. Indeed, in Subsection 3, we introduce a heat function H t for infinite graphs as an analogue of the heat kernel for manifolds, and establish the following result.
Theorem. Under the conditions of Proposition 27, we have
As we mentioned above, this heat kernel approach was taken by [FK17] , and so our spectral zeta function recovers both previous definitions for finite graphs, the lattice Z d and the infinite d-regular tree.
Next, for ζ G to be a natural candidate for a zeta function, it had better satisfy properties analogous to its classical counterpart. As an example of such a property, the classical zeta function admits a meromorphic continuation over the complex plane. In the setting of graphs, we obtain a similar continuation of the spectral zeta function ζ G : with only simple poles with residues ρ α , whom are provided by the expansion of the heat function H t at infinity.
Another fundamental property of the Riemann zeta function is its fundamental symmetry: the functional equation between s and 1 − s (which was already proved by Euler for integral s). In our setting, we are able to establish such a relation for ζ Z 2 (s) and integral s in Theorem 32:
Theorem. For any negative integer s = −k, Res (ζ Z 2 (z) z = 1 − s) = − 1 π2 2−5s ζ Z 2 (s).
In [FK17] a similar relation was found for ζ Z . However, for more general s an d > 2 the existence of such symmetries remains unknown.
We also make the observation that
for any complex number s where ζ Z (s) is well defined. The formula for the complex binomial coefficient is found in Corollary 20. This function appears (see e.g. [Kar19] ) in several places in the literature concerning Eisenstein series. Our formula also links to the famous Catalan numbers C n = 1 n+1 2n n ( [Sta15] ). In this way one could interpret our formulas as a symmetry for Catalan numbers.
Another feature of our approach is that we are able to describe ζ G explicitly for G = Z d as well as for products for integers values.
Theorem. For any positive integer
Lastly, we introduce in Definition 33 a tool that we call the regularised determinant of a graph G. We exhibit some of its relation to the spectral zeta function ζ G in Theorem 36 and are able to make exact computations in the case of Z.
Theorem. The regularized determinant of Z is given by
One can notice another appearance of Catalan numbers. We also relate the determinant of two similar graphs, and as a direct corollary, we obtain known values of a combinatorial object, but using new methods.
Theorem. Given k ≤ n two positive integers, the number of rooted covering forest with k connected component on the cycle graph G n with n vertices is
with G n being the Cayley graph Cay( Z nZ , {±1}). The paper finishes with a possible extension of the Ihara zeta functions to infinite graphs that admit a functional equation from our regularized determinant, and relate to the the work of [GZ04] in the case of Cayley graphs of abelians groups.
Preliminaries
Our first goal in this paper is to define a spectral zeta function for graphs. In order to achieve this, we devote this section to the introduction of the principal concepts approached in this paper, namely graph Laplacians and spectral measures. We also make explicit computations for the integer lattice that we will use throughout the article as a running example.
Graphs and Laplacians
In this first part, we introduce the notion of graphs and Laplacians. We recall the definition of graphs from [Ser03] and outline the construction of the Laplacian for infinite graphs with bounded degree, following [MW89] . We also introduce several graph-related quantities needed for later purposes.
Elements of the set V G and E G are called vertices and edges. The maps o and t give an initial and terminal vertex to any edge, and are required to satisfy for any edge u the following: t(u) = o(u), o(u) = t(u), u = u and u ≠ u. That is to say, the involution takes one edge and gives another edge with inverted initial and terminal vertex. We also say there is an edge from u to v if there exists an edge e such that o(e) = u, t(e) = v.
A rooted graph is a pair (G, v) , where G is a graph and v ∈ V G is a vertex of G, called the root.
If this quantity is finite, then the graph G is said to have finite degree.
The product of two graphs
) (the same formula holds for t and •). If (F, v F ) and (G, v G ) are two rooted graphs, their rooted product is the rooted graph (F × G, (v F , v G )).
That is to say, there is an edge between two pairs of vertices if there was an edge between two of the vertices and the two others vertices are identical. Given a graph G with finite degree, let H = L 2 (V ) be the complex Hilbert space of square-summable functions over its vertices, and use H 0 to denote the subspace of finitely supported elements. The scalar product is given
One can easily verify that ∆ 0 op ≤ 2d G , where • op is the operator norm, and that for any f, g ∈ H 0 we have ⟨f, ∆ 0 f ⟩ ≥ 0 and ⟨∆ 0 g, f ⟩ = ⟨g, ∆ 0 f ⟩. It follows that ∆ 0 admit a unique positive self-adjoint extension ∆∶ H → H which is bounded in norm by 2d G (see e.g. [Jor08] ). If G is a finite graph, that is V G and E G are finite, then H can be seen as a set of vectors indexed by the set V . The Laplacian can then be written in a suitable basis as
Definition 3. The distance between two vertices u, v of a graph G is the integer
In the literature, d G (u, v) is often defined as the minimal number of edges to go from the vertex u to the vertex v.
Definition 4. Given two rooted graphs (F, v F ) and (G, v G ), and a non-negative integer n, we say that
It is immediate to see that if two rooted graphs are the same on a ball of radius n then they are (2n + 1)-similar.
From now on, we only consider graphs with finite degree and one connected component, that is for any two vertices u, v ∈ V to satisfy d G (u, v) < ∞. It follows that V F and V G are countable, and we can naturally identify the spaces L
of the product of two graphs F, G is thus written as
Spectral theory
In this second part, we recall some basics of the spectral theory of operators. We refer to [DS88a,  Chapter VII] for further background on spectral and operator theory. In particular, we introduce the spectral measures associated to graph Laplacians and illustrate these concepts with the integer lattice. Recall from Definition 2 that the Laplacian ∆ of a graph G satisfies the conditions of the spectral theorem, with H denoting the Hilbert space L 2 (V G ). Consequently for any u, v ∈ H , we deduce the following identities:
In order to compute explicitly the measures µ u,v ∆ (dx), we introduce another operator:
Definition 6. Given a graph G, the resolvant associated to ∆ is the operator
is thought of as the function x ↦ (z − x) −1 applied to ∆, and B(H ) are the bounded operators over H . That R(z, ∆) is well defined (that is, for us to be able to use the spectral theorem) follows from the continuity of the map x ↦ (z − x)
Abusing the notation, one could write the more suggestive formula
Using the resolvant, the spectral measure can be computed as a weak limit:
Proof. Given u, v ∈ H , we have
The second equality follows from the fact that x ↦ ǫ π(ǫ 2 +x 2 )
form an ǫ-dirac sequence, the third from the dominated convergence theorem and the fifth is an application of the spectral theorem.
◻
is continuous with respect to the Lebesgue measure, then
We now consider one of the most natural infinite graphs as running example throughout the rest of the article.
Example 9. Let Z be the standard Cayley graph of the free group generated by one element, and i, j two vertices. Then one can find (see [Dub19] ) that the resolvent satisfies
It follows from Corollary 8 that on the diagonal i = j the spectral measure is given by
The next proposition is a useful result (and will be used e.g. in Lemma 13) about the spectral measures of product graphs, and can be found e.g. in [MW89, Theorem 4.10].
Proposition 10. Given two graphs F and G, the following relation holds:
where ⋆ denote the convolution of measures.
Proof. The spectral measures are supported on σ(∆) which is, by Definition 2, compact. It is thus sufficient to check that the integrals match when integrating monics, because they span linearly a dense subset of the continuous function over σ(∆). Let n a non-negative integer. We
Here we exchange a finite sum with the scalar product, expand everything with the spectral theorem, and then put back the sum within the integrals. ◻
Heat Kernels
This section introduces one central tool of our study of spectral zeta functions: the heat kernel. It has been developed in multiple fields, and one can find a nice overview in [JL01] . Precisely, after giving the definitions, we prove the usual multiplicative and analytic properties, and compare to finite graphs. Written as such, our definitions appear to be new in the context of possibly infinite graphs.
Definition 11. The heat kernelH G of a graph G is defined as
The fact thatH G t is a bounded operator follows from the spectral theorem together with the continuity over σ (∆) of the map x ↦ e −tx , for any t ∈ C. Furthermore its norm if given by
In the context of Riemannian manifolds, the Laplacian is typically not a bounded operator. In this case, one has to restrict the domain of the heat kernel to the set of complex numbers with positive real part, further details and references can be found in the recent book [EI18] .
We now establish the analytic of the heat kernelH G over the complex plane.
Proposition 12. Given any u, v in H , the function t ↦ ⟨u,H G t v⟩ is analytic over C. Proof. Fix u, v in H , and let γ be a rectifiable Jordan curve in C. We have
where the second equality follows by splitting the measures with the Hahn-Jordan decomposition theorem, and then applying Fubini to each part. The analycity of the function t ↦ e −tx for any x in C justifies the last equality. ◻ Apart from its analytic properties, another expected feature of the heat kernel is its multiplicativity. An analogue of the following lemma for the direct products of manifolds is stated in [Gy06, Section 4.1]:
Lemma 13. The heat kernel is multiplicative with respect to products, namely for two graphs F and G we have:H
Proof. Given two graphs F and G, and two vertices u F , v F and u G , v G of each graph , we have
We now extract a complex valued function fromH G t . Contrary to the compact manifold case, the heat kernel of an infinite graph is not always a trace-class operator. Instead of taking its trace, we therefore evaluateH G t on the root, at the cost of some properties.
This function still behaves like a trace up to a scaling factor for finite transitive graphs, and we have
acts on H = C V G (we can think of it as a matrix), and so we can compute its trace. Starting from the right-hand side, we have
where the second equality follows from the transitivity of G.
The multiplicativity of the heat kernel passes directly to the heat function:
As an example, we can compute this function exactly for Z d .
Example 17. The heat function of Z is given by
where I 0 a modified Bessel function of first kind. This is a direct consequence of Definition 14 together with Example 9. We find the same function as [KN06, Section 3] (up to a factor 2, coming from their normalization of the Laplacian), but with a completely different method. Corollary 16 extends this result to
The spectral zeta function
We can now introduce the key function of the article. Our intention is to define an analogue of Tr ∆ −s
in the continuous setting. Because of the sign of the exponent, ∆, ∆ 2 , etc correspond to s = −1, −2, etc, which justifies why our domain is C − ≡ {s ∈ C Re(s)
Definition 18. The spectral zeta function of a rooted graph (G, v) is defined as
It is well defined because the map x ↦ x −s is continuous over [0, +∞) for any s ∈ C − . Additionally, note that if G is transitive, then its spectral zeta function does not depend on the choice of the root. In this case, we will just omit the root and speak of the spectral zeta function of G.
We will later investigate possible analytic continuations on the right part of the complex plane, but we start with an example.
Example 19. The spectral zeta function of Z is given by
where B, Γ are the beta and gamma functions. This function appears in other contexts, see e.g. [CS49, Equation 4 ], where it can be seen as a prefactor of some Epstein series. We also obtain an alternative and more suggestive formula.
Corollary 20. The function ζ Z is meromorphic over C ∖ Proof. This is a direct application of the duplication formula Γ(z)Γ(z + 
The right hand side is meromorphic over C, with simple poles located at For finite transitive graphs, the spectral zeta functions can be written in a more explicit form, similar to the one in the first part of Equation 1.1.
Proposition 21. Given a finite transitive graph G with n vertices, the function ζ G can be analytically continued over C with the formula
where the sum is over the non-zero eigenvalues of ∆ G .
Proof. Denote by σ(∆) = {λ 1 , . . . , λ n } the spectrum of ∆ G , and let u be one vertex of G and s ∈ C − ≡ {s ∈ C Re(s) < 0} . In finite dimension, the spectral theorem directly implies
where δ(x − λ)dx is the Dirac measure centered at λ, and the first equality follows from the transitivity of G. We then obtain
where the last equality holds only for Re(s) < 0. The right hand side is analytic over C, which conclude the proof. ◻
We will now investigate possible analytic continuations of ζ G (s). Recall that Lebesgue's decomposition theorem allow us to split the spectral measure µ Proof. Assume that G is finite, and consider x = ∑ u∈V G δ u . Observe that x ∈ H and ∆x = 0. Conversely, assume that G is infinite and suppose x ∈ H satisfies ∆x = 0. The maximum principle implies that either x = 0 or x 2 = ∞, which concludes the proof. ◻
We can now relate this fact to the analycity of ζ G (s).
Proof. Let γ ⊂ C − be a closed rectifiable Jordan curve with length l > 0. Further pick t < 0 that satisfies t < Re(s) for all s ∈ γ . We have
so that we can exchange integration orders to get
The third equality follows from the holomorphicity for any x ≥ 0 of the map s ↦ x 
Corollary 24. If G is the Cayley graph of a finitely generated non-amenable group, then its zeta function is holomorphic over C.
The next proposition shows how to relate the value of the zeta function of different graphs to their product, at integer values. 
where the sum is taken over all d-tuples
Proof. Let k be a positive integer, and compute
, where the third equality follows from the dominated convergence theorem. We now use the multiplicativity of the heat function (see Corollary 16) to get 
We now study another representation of the zeta function using the Mellin transform [HL16] . This was a primary definition for the spectral zeta function in [FK17, p.8], but the domain of ζ G was only discussed for G = Z.
Proposition 27. Let u > 0 be a positive real number such that the integral ζ G (u) converges. Then the integral ζ G (s) converges for all s with Re(s) ≤ u, and we have for 0 < Re(s) < u
Proof. Given such u and s, we compute
where the first inequality follows from the positivity of the measures µ
The first part of the result follows from the dominated convergence theorem. Then we obtain for 0 < Re(s) < u
The second equality follows from the change of variables t = xt Proof. For such a graph, the measure µ 
The next theorem provides a meromorphic continuation over the complex plane of the spectral zeta function if 0 belongs to the spectrum (otherwise its analycity has already been established in Proposition 23), under some technical assumptions. 
where ρ is the continuous part of the measure, we also assume that there is a countable set I ⊂ (−1, +∞) with no accumulation points such that ρ(x) x→0 ≃ ∑ α∈I ρ α x α for x close to 0. Then, for all M ∈ N * , the zeta function can be expanded as a meromorphic function on the strip { Re(s) < M } with
Proof. Let α 0 = inf I > −1 and ǫ, C > 0 be three constants such that for any x ∈ [0, ǫ], ρ(x) ≤ Cx α 0 . We first show that the integral ζ G (s) converges for 0 < Re(s) < α 0 + 1. With such an s, we have
(because G is infinite) and α 0 − Re(s) > −1. We then expand the heat function near infinity using Doetsch's generalization of Watson's lemma (see the original paper in German [Doe32] , and [Obe59, Theorem p.1] for an english statement of the theorem). We obtain, given such ρ and for any M ∈ N
).
We can now use Proposition 27 to get for 0 < Re(s) < α 0 + 1 and for
The right hand side converges for Re(s) < M , which concludes the proof. ◻
The conditions of Theorem 29 are strong and are not satisfied for most infinite graphs. In [Sim96] , an infinite family of graphs is constructed in which almost every graph has only a singular spectrum. We believe that a very strong regularity, or self-similarity, is responsible for the presence of absolutely continuous spectra, but we are not able to formulate a precise statement at the present time. As a direct consequence of Theorem 29, one finds the residues of the spectral zeta function: 
As in Corollary 16, one can study the consequences of the multiplicativity of the spectral measures on product graphs. A partial result of the following theorem was discussed in [FK17] . 
Proof. As seen in Example 9, the graph Z satisfies the condition of Theorem 29, and we can write
with
. We now recall the convolution properties over [0, ∞) of the x α 's: given any t 1 , . . . , t d ∈ I Z , we have
is the multivariate beta function, and the x α 's have support in [0, ∞). Using Proposition 10, we directly find
Finally, Corollary 30 gives for
where the last equality follows from the duplication formula for the gamma function (see Corollary 20). ◻
Our next theorem present, for d = 2, a functional equation between ζ Z 2 (s) and the residues of ζ Z 2 (1 − s), with s a negative integer. It was first empirically noticed by Fabien Friedli.
Theorem 32. For d = 2, the following relation holds for any
Proof. Let k be a non-negative integer. We need to show that
A proof of this result can be found by combining results of [JLF03] with [LF04, Theorem 3], but we provide a shorter argument. Let us cancel out −1 4π2 5 on both sides, and rewrite the remaining sums as hypergeometric functions, with (a) n = a(a + 1) . . . (a + n − 1) denoting the rising factorial (see e.g. [AS64, p. 272] for details on the rising factorial or the function 3 F 2 ). We obtain
and similarly
It therefore remains to show that
We finish the proof with 
Regularized Determinant and the Ihara zeta function
We finish our study of spectral zeta functions by introducing some generalized characteristic polynomial, and relating it to Ihara's zeta function through our spectral zeta function. We also compare our results to existing ones found in the literature.
Definition 33. Let (G, v) be a rooted graph, and let ∆ be its Laplacian. For x ∈ C ∖ (−∞, 0], the regularized determinant of the operator x + ∆ (seen as the function y ↦ x + y applied to ∆) is given by
That it is well defined follows from the continuity of the map y ↦ log(x + y) over σ(∆), for any x ∈ C ∖ (−∞, 0]. The following proposition shows that in finite dimension, the regularized determinant is the same as the traditional one, up to scaling.
Proposition 34. If G is finite and transitive, then det
Proof. This is a direct consequence of the trace formula det(e 
n is the n-th Catalan number.
Proof. Given x > 4, we have
where the first equality follows from the computation of the spectral measure of Z in Example 9, and the fourth is the Taylor expansion around Using the Taylor expansion of the logarithm around x = 1 and the spectral theorem, we obtain the following:
Theorem 36. For any x > ∆ , the regularized determinant of a rooted graph (G, v) satisfies
Proof. Given a rooted graph (G, v) and x > ∆ , we have
The third and fourth equality are only valid for x > ∆ , and the fifth follows from the spectral theorem. ◻ Theorem 36 allows us to compare the coefficients of the regularized determinant of two similar rooted graphs:
Corollary 37. If two rooted graphs F, G are n-similar then
Proof. Let n ∈ N * be a positive integer, and let (F, v F ) and (G, v G ) be two rooted graphs that are n-similar. It follows from Definition 4 that for any positive integer k smaller than n, we
◻
One should be careful in Corollary 37 with the asymptotics, as they are valid for large values of x only (i.e. for 1 x → 0). In the next proposition, we will use Corollary 37 to compute the standard characteristic polynomial of the Laplacian of a cyclic graph. It can be easily found in its factorized form with its eigenvalues, but obtaining the coefficients is much more difficult and usually requires involved combinatorial techniques (as in the proof of Corollary 39). Our approach is new and provides a completely analytical way of obtaining these coefficients.
Proposition 38. Given n ∈ N * , let G n denote the Caylay graph (Z nZ, {±1}). We have
from the fact that the first "loop" in G n has length n). Thus, using Corollary 37 and Proposition 34, we have
Together with det
Now, we compute
As G n is a finite graph, the function det(x + ∆ Gn ) is a polynomial in x and its constant term is 0 (we recall from Lemma 22 that 0 is always an eigenvalue of the Laplacian of a finite graph, so that det(∆ Gn ) = 0). The only thing left to prove is that
◻
Notice that we had to compute the constant term separately, as in this case Corollary 37 is valid up to O(1). The valid constant term of Proposition 38 is 0, but one would obtain 2 using Corollary 37, which shows that the error order is optimal. The coefficients of det(x + ∆ Gn ) can be computed numerically using the eigenvalues of ∆ Gn . We get the following product formula
but we did not find a way to expand this product into a polynomial with integers coefficients.
We can also interpret the coefficients of det(x + ∆ Gn ) in term of the number of rooted spanning forests with l components. The cases l = n, n − 1, 1 are easily sorted out by hand (one finds 1, 2n, n 2 ), but the others usually require some non-trivial arguments (see e.g. [Rub00, Chapter 4 p.51, Theorem 3.12], where the same result as Proposition 38 is obtained, but with the coefficients written as Proof. For a finite graph G with n vertices, the coefficients of det (x + ∆ G ) can be combinatorially interpreted with a generalisation of the matrix-tree theorem found in [Kry04, Theorem 6.1]:
] det (x + ∆ G ) = number of rooted spanning forest of G with l connected components.
Finally, let us recall a different zeta function initially introduced by Ihara [Iha66] and extended to graphs by Sunada [Sun86] . We will then relate Ihara's zeta function to our spectral zeta function in the case of a finite regular graph. The following formula is not the original definition of Ihara's zeta function, but is sufficient for our purposes. It is often referred as Ihara-Bass's Formula, e.g. in [Ter11] where one can find a good overview of Ihara's zeta function. We also notice that the equation in Proposition 43 simplifies into
which is verified in Example 44.
That Z * Z (u) = 1 for 0 < u < 1 is a natural result, as the original definition of the Ihara zeta function is a generating function of weighted loops, and Z does not have any, giving us only 1 as generating function. The same argument holds for any tree-like graph.
We conclude by mentioning [LPS19] , where another definition of an Ihara zeta function for infinite graphs is given. We were not able do determine how it compares to Definition 40.
