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Several learning algorithms have been derived for equilibrium points in recurrent eural 
networks. In this paper, we also consider learning the equilibrium points of such dynamical 
systems. We derive astructurally simple learning algorithm for recurrent etworks which does 
not involve computing the trajectories of the system and we prove convergence and give 
examples. We also discuss olving for the connection weight matrix by iterative learning 
algorithms or direct solving. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
The behavior of feedforward neural networks has been well studied. In biological 
models, the dynamics of feedback networks are complex and complicated. For a 
continuous time model, the dynamics of an analog n neuron network is often 
represented as a system of n nonlinear differential equations of the form, 
dx 
--~ = F( x( t ) ) = -ax  + ba( Wx ) + J. (1) 
For simplicity, let a, b be identity matrices. Pineda [6] has shown how to train the 
weight matrix W so that a given fixed initial state x(0), and a given input pattern 
J result in a fixed point x (~)  which is the specified (target) output T. Learning of 
x(z~) is based on the assumption that for arbitrary W the above will converge (as 
t ~ ~ ) to some stable equilibrium state (fixed point), for any initial state. 
In this paper, we discuss a supervised learning algorithm for such recurrent 
networks which assigns a set of desired target outputs as equilibrium points of the 
system. In Section 2, we present the statement of the problem. In Section 3 we 
define a new error function in terms of the required inputs and actual inputs. We 
consider the relation of input and output patterns from the mapping point of view. 
Then we discuss an algorithm for this form of learning in recurrent networks. In 
Section 4, we give theorems with sufficient conditions for convergence of the 
weights, then we follows with examples. 
By either the result of this paper or Pineda's algorithm, sometimes called 
recurrent backpropagation, we may find a W* such that the output patterns are 
equilibrium states of the system. But the stability of the equilibrium states depends 
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on the dynamics of the system and is not guaranteed by the learning algorithm. At 
present, there is no constructive way of finding W* such that a desired output is 
stable equilibrium state of the system. Further discussion of this point will be given 
in the concluding remarks. 
Pearlmutter [5] and Williams and Zipser [8] consider a different learning 
problem for recurrent networks, namely to learn a prescribed trajectory of the 
system. Our method does not apply to this problem. See Blum [1], where such 
problems are treated as optimal control problems. 
I thank my thesis advisor, E. K. Blum for his valuable assistance. This research 
was supported in part by AFOSR Grant 88-0245. 
2. MATHEMATICAL MODELING OF RECURRENT NETWORKS 
Suppose we have given a fully connected network structure of n neurons 
represented by the connection strength matrix W, i.e., We R n2. First, we consider 
no hidden neuron; all neurons have input and output. In a continuous time model, 
the states of the analog neurons, x(t)~ R n, are often determined by a system of 
nonlinear differential equations (1) which we write as 
for ,=1 ,2  .... , . ,  
where a is an "activation" function which is bounded, monotonic, and continuously 
differentiable. In this paper, we take a(z) = 1/(1 + e-Z). J is the input to the system. 
(See [2].) 
Suppose we are given a set of m patterns of input J~E R n and the corresponding 
target outputs T~ R". The task is to obtain the W so that the ith desired output 
pattern T i is an equilibrium state for the given ith input pattern ji. Pineda [6] 
considered a single pattern pair (J;, T ~) with fixed initial state x(0) and gave a 
method of training W such that T* will be an equilibrium state of the system (1) 
when J=J~. Our goal is similar but more general: to give an algorithm which 
trains W, that is, finding a W*, such that for all given inputs j i  to the system, the 
corresponding Z e is an equilibrium point. If T i is asymptotically stable (a.s.), then 
the initial state x(0) can be chosen anywhere in a neighborhood of T i. However, 
unlike Pineda's algorithm, our algorithm does not involve integrating equation (1) 
and so we do not specify an initial state, nor do we need to make assumptions 
about stability. (See concluding remarks.) W* defines a recurrent network which 
implements the mapping J i -  T e, provided each system (1) with W= W* and J = J~ 
is globally asymptotically stable. If the T" are only local a.s., then the network 
implements a kind of associative memory where input (x(0), Ji) retrieves T ~ when 
x(0) is close to T ~. 
LEARNING FIXED POINT PATTERNS 205 
3. ERROR FUNCTION AND LEARNING IN RECURRENT NETWORKS 
In supervised learning, and error function is set up to measure the difference 
between the quantities obtained from the mathematical model and the desired ones. 
Then learning is supervised by the derivative of the error function. The usual way 
of defining an error function is by summing the square errors in the output nodes. 
Thus, letting xi(oo, W) denote the equilibrium state, we could define the error 
function 
Eo(m )= ~ lllxi(oo, m)-  ril[ 2, (2) 
i=1 
where I[' [1 is the 12 norm. However, we shall use a different error function. 
At an equilibrium point, T, the derivative dx/dt = 0. From Eq. (1), it follows that 
for input J = ji, 
j i  = T - -  tr( WT). 
An input j i  may give rise to several fixed points T as solutions of this equation for 
a given W. This implies the relation from input to output can be a one-to-many 
relation rather than a function. 
On the other hand, for fixed W and a given target output T i as an equilibrium 
point of the system the required input K i, defined by the equation 
K i = K i (W)  = T i -  tr(WTi),  (3) 
is uniquely determined. Thus, the mapping from T i to K i is well defined. We define 
an error function in terms of the difference between the required input K ~ for output 
T ~ and the "target input" ji, i.e., 
E(W) = ~ I IIK*(m)-Jill= (4) 
i=i  
The network is called capable if there exists a W* such that E(W*) = 0. Suppose 
the network is capable. To find a W* we seek to minimize E(W).  We use the 
gradient method 6W=-c~E' (W) ,  where ~ is a positive number known as the 
learning rate. Recent methods developed for learning the weights of such recurrent 
networks are complicated because the activation dynamics of the states of neurons 
are considered together with the learning dynamics at the same time. Pineda's 
recurrent backpropagation i volves solving a system of differential equations 
at each learning iteration because x is a function of W and time, and the 
differentiations of E o with respect o W depend on x (~ ). 
Recall that K~= T~- t r (Z  k wj~T~), so that, unlike the variable x i in E0 of (2), 
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K i is a function of W only. Thus, we need not integrate the nonlinear system (1). 
Computing the derivatives i straightforward in (3) and (4). Thus, from (3), 
~Wrs = --(~jrO'j(1 -- (T j) T~. 
where fir] is the Kronecker delta and a} = a(~,k = l wjkT~). From (4), 
eE 
- (KS-  Jj) ~rs  ~Wrs ~ i i K~ 
i= l j= l  
i= l j~ l  
OE m 
-- (Kr - - J r )  a~(1 --a~) T s. (5) ~Wrs Z i i i i 
t'=l 
This expression for the gradient components i  simple and requires no integration 
and K}, is readily and no constraint on W. All the information eeded, such as % 
available at each interation. Since one must assume that the T i are fixed points, we 
can avoid the troubles of dealing with the dynamical system, where x is a function 
of W and time. 
Here, the learning rule uses the full gradient of the error function E (batch- 
learning). A piecewise gradient method like the back propagation described in 
Rumelhalt et al. [7], which updates the weights with one pattern at a time, can also 
be easily implemented. 
In some other dynamic models of neural networks, 
duj -d - i - -u j+ ~ Wjka(Uk + Jk), (6) 
k=l  
for j = 1 .... , n, as in Hopfield [4J. At equilibrium, 0 = -u  + Wa(u + J). We define 
the error vector of the ith pattern Ei in the system by 
Ei = W~( Ti_]_ j i )  _ T i (7) 
which is an affine function of W. By defining the error function as above, we have 
E(W)  = ~eml ½ hi Wa( Ti + J i ) -  Till 2. The gradient calculation reduces to 
= - TO-T  ~( r '~+Jg .  OWrs Wrka(Zk + Jk ) - -  
i=1  k 1 
LEARNING F IXED POINT  PATTERNS 207 
4. CONVERGENCE THEOREMS IN  LEARNING 
The fundamental idea of supervised learning based on the gradient method puts 
dW/dt=-a(dE /dW) .  In discrete form, we express it as a first-order difference 
equation, 
Wk + ~ = Wk- -~kE ' (W, ) ,  (8) 
or, elementwise, w~ (k + 1) = Wry(k) - ~(~E/O~)  with ~ learning rate ~k > 0, and E'  
is the derivative with respect o the weights. In this setting, learning is searching for 
a minimum of the error function. Let us state a fundamental result of convergence 
for the gradient method in Blum [1]. (Also see Goldstein [3].) 
THEOREM 1. Let E be a functional on pre-Hilbert space. Suppose that E' 
and E" exist with IIE"II ~< 1/~0. Let (Wk) be a sequence defined by a gradient 
method in (8) with ~k chosen so that z<.~k<.2ao--r, where 0<z~<~0. Then 
(E(Wk)) is a monotonic nonincreasing sequence and if in fE (Wk)>- -0% then 
limk ~ 0o E'(Wk) = 0. 
The proof can be found in Blum [1] and is not repeated here. Based on this 
theorem, we develop a theorem on global convergence by estimating the Hessian H 
of the error function E. 
THEOREM 2. For a given recurrent network with the dynamics of the states as 
specified in system (1), and the set of input and output patterns as stated above and 
bounded, if the learning procedure is specified as in (8) then there exist ~k such that 
given an arbitrary initial weight matrix, the error function in (4) is a monotonic 
nonincreasing sequence with limk ~ ~ E'(Wk) = 0. 
Proof The Hessian H of the error function E is an n 2 by n 2 matrix with entries 
Hpq,  rs = t~2E/t~Wrs ~O)pq for 1 ~< p, q, s, s ~< n, and H is symmetric, i.e., Hpq,  rs = Hrs, pq. 
Since i i i Offr /~(Dpq = •rpar(1 -- a~) Tq, then 
OW rs ~W pq - ~W pq i= 1 
{[<(1  ' i i ; , ; = - -  - a , ) (1  - -2at )  } a~(1 T qT s. 
i= l  
Note that H is a n 2 symmetric block diagonal matrix of n by n matrices. Since the 
T i and j i  are bounded, without loss of generality, let 0 < T~ < 1 and - 1 < J j  < 1. 
i i 2 1 i i i i i i Then [at ( i - -a t )  ] <<.~ and [ (T , -a r - J , ) l  <2%and la~(1-ar)(1-Zar)) l  < 1/6 x/3. 
Hence, Hpq., s is bounded by 6~pm(1/16 + 1/3 x/3), and the 12 norm of the Hessian 
is bounded by m x/n(1/16 + 1/3 x/3). 
Define ~o = (m x/-n(1/16+ 1/3 x/3)) 1. By Theorem 1, if we choose ak to be 
constant do, then E(Wk) is a monotone non-increasing sequence which converge 
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(because E is bounded below by zero) and the gradient E'(Wk) tends to a zero 
vector. 
If other activation functions are used, we obtain the equivalent results except we 
have to reestimate the bounds for the Hessian H. 
COROLLARY 1. Theorem 2 also applies to the neural network systems as in (6). In 
particular, the theorem works for Hopfield nets. 
5. EXAMPLES 
EXAMPLE 1. We consider a network similar to a Hopfield net [4] with three 
neurons having output component values 0.1 or 0.9. Thus, there are eight output 
patterns T". We choose a W* (Appendix A) and we compute the required inputs 
J~= T i -  W*a(Ti). To test our algorithm, we choose four different initial weight 
matrices Wo (See Appendix A) and carry out the iteration in (8) for each Wo. The 
required input K i is a linear function of W, 
K~= T ' -  W~(T'). (9) 
By defining the error function in terms of the difference in the inputs as above, we 
again have E(W) = Z i~ l  ½ I[Ki(W) - Jill 2. 
The learning rule preserves the symmetry of W and also the zero diagonal, since 
c~E 1 8 
(1  - -  (~rs) E i i i T r )}"  {(K~- J~)a(T~)+(Ks - J s )a (  e 
~OO rs 2 i= 1 
3O 
25 
5'O 7'O 8'0 I 0 20 30 40 60 
Four different initial startings in the weight space 
90 100 
FIG. 1. Error functions of the Hopfield net with 100 iterations. 
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FIG. 2. Error functions for different initial startings. 
The E i are computed from (7) with W= W~. The dynamics is given as a system 
of ordinary "differential equations specified by (6) but they are not integrated in the 
algorithm. From Fig. 1, we can see that the error function decreases monotonical ly 
if we take the learning rate to be 7 < 0.25. In the four experiments, with different 
W0, the sequences W k converge to W*. 
EXAMPLE 2. We consider a fully connected recurrent network of five neurons 
with equilibrium state components again either 0.1 or 0.9. Similar to Example 1, we 
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Converging but not to the true weights 
FIG. 3. Error functions with random initial weights. 
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choose a W* and compute J~, for 1~<i~<32 from each T i. Now, using (3), the 
required input components are in ( -1 ,  1), where the activation dynamics are 
specified as in (1). The connection matrix W has 25 entries which is less than the 
32 pairs of target inputs and outputs. 
As from the theorem, we choose a=0.06<4/,, / -nm. The error is monotonic 
decreasing and is converging for each choice of initial W in Fig. 2. In one experi- 
ment, we start from the origin and in another we perturb the true weight _+ 50%. 
For both initial weights, the algorithm converges back to the true weights within 
200 iterations. Yet, since the gradient descent convergence is a local property, there 
is no guarantee that we obtain the global minimum if we are not initially 
sufficiently close to W*. Figure 3 is an example of convergence to some stationary 
point other than the true weights when arbitrary starting weights are used. See 
Appendix B for the initial and true weights. 
6. SOLVING W BY DIRECT METHODS AND ITERATIVE LEARNING ALGORITHMS 
Given a set of m input and output patterns and a recurrent network, of the type 
in (1), we assume that there exists a network exactly capable, i.e., that there exists 
a connection weight matrix W* such that the output pattens are equilibrium states 
of the recurrent neural network. Let Tm ~R n×m and Jm ~ Rnxm be matrices of 
columns of T i and Ji, respectively. From the above results, we can set up a matrix 
equation 
WTm=~r- l (Tm- Jm), (10) 
and W* satisfies the equation W*Tm=q l(Tm-Jm). Now, T m and a l (Tm-Jm) 
are known matrices; hence, we can obtain W* directly by various numerical 
methods. 
Note that if we have n linearly independent columns in Tin, and n < m, we have 
an overdetermined system. But as we assume the network is capable, we can pick 
n linearly independent columns and solve for W* exactly. Thus, we can solve for 
W* directly by computing the pseudoinverse of Tm. Then the learning problem 
becomes a linear algebra problem and all sorts of direct or iterative methods 
are applicable. Hence, our goal of learning is equivalent to solve W in the matrix 
equation (10). Since iterative learning algorithms based on nonlinear least square 
approximation do not guarantee we obtain the true weights W*, one natural 
question is why do we not solve for the true weight matrix directly? What is the 
advantage of using iterative learning algorithms applied to (4) instead of solving 
(10) directly? 
First, direct solving is for batch-learning for which we have all the information 
on hand. For on-line learning, the error function of an iterative learning algorithm 
can change with the incoming data. The k th iteration weight matrix Wk can serve 
as a meaningful initial starting value for learning with the new error function. In 
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this case, direct solving methods have to solve a new linear system whenever there 
is a new pattern coming in. This means we may obtain the W* for on-line learning 
for m ~ n while direct solving is still waiting for a complete set of patterns. 
Second, direct solving is good for fully connected unconstrained networks while 
an iterative learning algorithm can generalize to preserve the network structure. For 
example, one requirement of the Hopfield net is that the W has to be symmetric, 
i.e., wsk = wkj. We can use the learning algorithm similar to the one in Example 1. 
In hardware implementations, it is almost technically impossible to produce a fully 
connected network if the network size is not small, e.g., n > 100. Hence, in practice 
the networks may not be fully connected; i.e., some w/j's are constrained to zero. In 
this case, direct methods derived from (10) are not applicable. 
Suppose the network is large but only a few patterns are to be stored, e.g., 
n > 10 4 and m < 100. Since m < n, the W* is not unique. Solving for W* directly, 
the cost is O(n2(n + m)) olserations for using Gaussian elimination, while it is mn 2 
per iteration for iterative learning. Further, for large scale systems, solving the 
system W*Tm = a -~(Tm-  Jm) may have to face a memory problem of storing some 
extra matrices, e.g., Tm or the QR factorization of T m. Thus, the iterative learning 
method is recommended for m ,~ n. 
Consider a Hopfield net of zero inputs: 
a = tanh, a(T  1 ) = (0.9, -0.9001) ~, cr(T 2) = (-0.9001, 0.9) ~. 
In this case, we have W*a(Tm) = Tm. The matrix a(Tm) = (a(T  1) a(T2))  is almost 
singular. Iterative learning computes vector WT i while direct solving has to take 
care of the numerical difficulties in finding the inverse of T m or a(Tm). In generat 
we have no information about the eigenvalues of Tin. But as the components of the 
fixed points are often chosen near the limiting values of the activation function as 
in the above example, the problem of the numerical stability of solving (Tin) -1 will 
be another factor we need to consider. In the above example of the two neurons 
case, the condition number of T m is 1.801 x 104. Iterative learning based on non- 
linear least square approximation has the advantage of numerical stability since we 
only compute the products of matrices and vectors and avoid inverting Tin. In this 
situation, the convergence of the iterative learning method may be slow. Of course, 
to avoid inverting Tin, one may solve the linear system W*Tm = a - l (Tm- - Jm)  by 
an iterative method for solving numerical linear systems such as a conjugate 
gradient method. Further comparison of these iterative methods is a topic for future 
research. 
7. CONCLUDING REMARKS 
If recurrent back propagation is used in learning equilibrium states, we have to 
face the problems arising from the possible not globally asymptotically stable 
nature of the dynamical system. 
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Suppose we obtain W* which assigns the Ti's to be equilibrium states of the 
system. The stability of each equilibrium state T i depends on the Jacobian matrix 
@i= _ I+ AiW ,, (11) 
i where I is the identity matrix and A i is a diagonal matrix with Ajj= 
t n ~ i (Zk=l w)kTk), for j=  1 .... , n. If all the eigenvalues of (b i have negative real parts, 
the equilibrium state T; is locally asymptotically stable, and otherwise it is not. 
From (10), the relation between W and Tm is clear for fixed Jm" If there are n 
linearly independent outputs given, then W* is uniquely defined from Eq. (t0). 
Hence, the stability of q~; at each equilibrium state can be derived by computing the 
eigenvalues of ~b' in Eq. (11). 
Note that if m < n, W* is not unique. At present, there is not constructive way 
to solve for W* such that fixed points are locally asymptotically stable even if 
m < n. Constrained learning algorithms for globally or locally asymptotically stable 
fixed points will be a topic for future research. 
APPENDIX 
(A) For Example 1, the true weight matrix is 
0.0 5.8 -3 .01  
W*= 5.8 0.0 -12.0 . 
--3.0 --12.0 0.0/ 
The four initial starting weight matrices are 
(1) Wo= 
0.0 1.0 1.0) 
1.0 0.0 1.0 
1.0 1.0 0.0 
, and the initial error is 33.4604; 
0.0 3.0 -11.0~ 
(2) Wo= 3.0 0.0 -6 .0 J ,  
-11.0 -6.0 0.0/ 
and the initial error is 20.3657; 
(3) Wo= 
0.0 -1.0 / -2 .0  
-1.0 0.0 0.9 ,andthe 
-2 .0 0.9 0.0J 
initial error is 28.9183; 
(4) Wo= 
0.0 0.5 2.0) 
0.5 0.0 -2.0 
2.0 -2.0 0.0 
, and the initial error is 27.8625. 
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(B) For Example 2, the true weight matrix is 
-2"0  t 
1.0 -1 .0  3.0 2.0 
2.0 3.0 -3 .0  -2 .0  1.0 
- 2 .0  . 3.0 1.0 -2 .0  -1 .0  
1.0 2.0 1.0 -3 .0  -2 .0  
1.0 -2 .0  -1 .0  3.0 1.0 
In Fig. 2, the initial startings are the origin and 
Wo 
1.0 -1 .0  3.0 1.0 
3.0 4.5 -4 .5  -3 .0  
-4 .5  0.5 -3 .0  -1 .0  
1.0 3.0 0.5 -4 .5  
-0 .5  -3 .0  -1 .0  4.5 
-3 .0 )  
1.0 
3.0 . 
3.0 
1.0 
In Fig. 3, the initial starting is 
Wo-- 
10.3 -15 .4  7.2 8.3 -8 .2  / 
--9.7 7.7 -14 .8  25.5 8.1 
7.3 6.6 7.6 8.9 -35.5  . 
-9 .9  12.7 --15.5 -7 .4  - -6 .1 ]  
/ -15 .3  -8 .9  7.5 7.17 -13 .5  
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