We study radial solutions of a singularly perturbed nonlinear elliptic system of the FitzHughNagumo type. In a particular parameter range, we find a large number of layered solutions. First we show the existence of solutions whose layers are well separated from each other and also separated from the origin and the boundary of the domain. Some of these solutions are local minimizers of a related functional while the others are critical points of saddle type. Although the local minimizers may be studied by the Γ-convergence method, the reduction procedure presented in this paper gives a more unified approach that shows the existence of both local minimizers and saddle points. Critical points of both types are all found in the reduced finite dimensional problem. The reduced finite dimensional problem is solved by a topological degree argument. Next we construct solutions with an odd number of layers that cluster near the boundary, again using the reduction method. In this case the reduced finite dimensional problem is solved by a maximization argument. * Supported in part by ARC. † Phone: 61 2 9351 4141. Fax: 61 2 9351 4534.
Introduction
We consider the singularly perturbed elliptic system It has three zeros a, The nonlinearity in the system (1.1) is of the FitzHugh-Nagumo type. It was originally proposed to study nerve impulses [10, 18] . The phenomenon that is modeled is the control of the electrical potential across cell membrane. This control is done by the change of flow of the ionic channels of the cell membrane. This results in the change in potential which is used to send electrical signals between cells. This is readily observed in muscle and other excitable cells. The two variables in the system are the excitable variable u and the recovery variable v. The dynamics of the two variables are described by the reaction-diffusion system    u t = ǫ 2 ∆u − f (u) − ǫγv κv t = ∆v − v + u ∂ ν u = ∂ ν v = 0 on ∂Ω .
(1.4)
Steady state solutions of (1.1) often have layered structures. In most parts of the domain Ω, a solution u is close to a or b. However there exist small regions in Ω where the value of u changes abruptly from a to b. These regions are called transition layers or interfaces.
The parameter range in this paper differs from the more extensively studied one where ǫ does not appear in the ǫγv term in the first equation of (1.1), (see for example [4, 3, 5, 7, 6, 9, 14, 11, 12, 20, 19, 21, 24] ). We will show that the parameter range considered in this paper typically gives solutions with a finite number of interior layers. In the parameter range without ǫ in the ǫγv term, the number of interior layers of a solution typically approaches infinity as ǫ → 0 (see [4, 17, 23, 1] for this type of phenomena). The reason for this difference is that with ǫ in ǫγv there is less impact from the coupling effect with v, and hence there are fewer layers in a solution.
If Since (1 − ∆) −1 is a positive operator from L 2 (Ω) to itself, we define (1 − ∆) −1/2 to be the positive square root of (1 − ∆) −1 . The fast inhibitor limit of (1.4) is the parabolic-elliptic system 8) obtained by setting κ = 0 in (1.4) . This is the gradient flow of I ǫ in the L 2 (Ω) space. Finding and classifying the critical points of I ǫ (solutions of (1.1)) help understand the behavior of (1.8) .
In this paper we look for radial solutions of (1.1) on a unit ball in R n : Ω = {x ∈ R n : |x| < 1} (1.9)
The functional I ǫ is therefore defined in the admissible set of radial W 1,2 functions:
{u ∈ W 1,2 (Ω) : u = u(|x|)}.
(1.10)
In the first part of the paper, we study layered solutions whose interfaces are well separated and away from the origin and the boundary. We prove two theorems. The constant τ here is a positive number, often called the surface tension. It is given in (2.5). The proof of Theorem 1.1 uses a type of Lyapunov-Schmidt reduction procedure tailored for singular perturbation problems. It consists of two steps. First we reduce I ǫ to a functional Q ǫ that is defined on a finite dimensional set. This set is really the coordinates of interfaces. In this step we construct a family of approximate solutions with K interfaces whose coordinates serve as parameters. The family is a finite dimensional sub-manifold of the admissible set of I ǫ . Near each approximate solution we find a function that "solves" (1.5) in a direction that is more or less perpendicular to the sub-manifold. These functions are again parameterized by their interfaces and they form an improved finite dimensional sub-manifold. The restriction of I ǫ on this new sub-manifold is Q ǫ which is viewed as a function of the interfaces. As a consequence of this construction, we show that a critical point of Q ǫ is a solution of (1.5).
In the second step of the proof, we look for critical points of Q ǫ . We show that ǫ −1 Q ǫ converges in C 1 loc to a function J as ǫ → 0. When γ is sufficiently large, J has a minimum. Near this local minimum Q ǫ also has a minimum for small ǫ. The topological degree of J and hence that of Q ǫ are shown to be 0. We then conclude that when γ is large, there are at least two critical points of Q ǫ .
The proof of Theorem 1.2 is similar. After the same reduction procedure, we show that when γ is large, the reduced problem J has one maximum in A Another purpose of this paper is to illustrate the power and limitation of the Γ-convergence theory ( [8, 16, 15, 13] ) applied to this problem. Consider the case covered in Theorem 1.1. The limit J of the reduced problem Q ǫ can be easily identified in the Γ-convergence theory. If one can show that the minimum of J is isolated, then a local minimizer of I ǫ exists according to the theory. For small values of K (K = 1, or K = 2), we are able to show that the minimum is indeed isolated. For general K this also appears to be true but we do not have a proof.
Regarding the second critical point of J, which is found by the topological degree argument on Q ǫ , one in general can not derive from the Γ-convergence theory that there exists another critical point of I ǫ correspond to the second critical point of J. This is because the Γ-convergence theory only addresses isolated local minima of J, but not other types of critical points of J.
Similarly in the case covered by Theorem 1.2 the maximum of J in A do not yield solutions of (1.1) by the Γ-convergence theory. This paper shows that the non-minimum critical points all correspond to solutions of (1.5). They are saddle points of (1.6).
In the second part of the paper we further demonstrate the effectiveness of the Lyapunov-Schmidt reduction method. We construct solutions with a number of interfaces that cluster near the boundary r = 1. Namely we prove the following result. Here the 2k + 1 layers are all close to the boundary r = 1. The distance between two successive interfaces is of order ǫ log 1 ǫ , and the distances between these interfaces and the boundary r = 1 are also of order ǫ log 1 ǫ . After reduction the problem becomes finite dimensional maximization problem with respect to the interfaces. The solution constructed from this maximization procedure is again of saddle type.
In Theorem 1.3 the nonlocal term ǫγ(1 − ∆) −1 u does not play a central role. The existence of solutions with layers clustering near the boundary is valid with (γ > 0) or without (γ = 0) the nonlocal term. See also the result in [2] for the unbalanced case. The existence of interior layer solutions (Theorems 1.1 and 1.2) is different. Our results show that to have solutions of multiple interior layers we must have sufficient non-locality, i.e. γ must be large enough.
The organization of our paper serves these two purposes. In Section 2 we recall how J is derived from the Γ-convergence theory. We show that the topological degree of J is always 0 in the case a < 0 < b. For large γ we show that J has a minimum and consequently there is another critical point of J. The main work starts in Section 3 where we reduce the study of I ǫ to that of the finite dimensional problem Q ǫ . Then in Section 4 we show that ǫ −1 Q ǫ converges to J in C 1 loc and prove Theorems 1.1 and 1.2.
In Section 5 another reduction is used to prove Theorem 1.3. We again derive a reduced functional of the interfaces. This time the interfaces are close to each other and to the boundary (all the distances are of order ǫ log 1 ǫ ). As the interfaces vary in this range the functional varies by a quantity that is much smaller than ǫ. This compares differently from the situation discussed in Theorems 1.1 and 1.2. We show that the reduced problem is maximized at an interior point.
The conditions on a, b and γ in the three theorems are used when we solve the reduced problems. In the case of Theorem 1.1 J has many critical points, and in the case of Theorem 1.2 J only has one critical point. In the case of Theorem 1.3, we will solve the reduced problem by showing it has an interior maximum point. To achieve this goal, the assumption on the sign of b is essential.
We use C to denote constants inpdependent of ǫ. Their values may vary from line to line. The
, of a function is denote by · p .
The Γ-limit
The limiting problem J is easily identified in the Γ-convergence theory. Other than the expression of J and its properties, given in Lemmas 2.3 and 2.4, the details of the Γ-convergence and its consequences are not needed in this paper. Therefore we omit the proofs of the statements in this section, with the exception of Lemmas 2.3 and 2.4. The interested reader may reconstruct them with the help of the references we provide. The Γ-limit J of ǫ −1 I ǫ is defined on the admissible set
where BV (Ω, {a, b}) is the set of functions of bounded variation, which take values only in {a, b}. The set (2.1) consists of such functions that are radial. A function in (2.1) has either a finite number of interfaces, or an infinitely many number of interfaces. If it has finite, say K, interfaces, there exist r 1 , r 2 , ..., r K , with 0 < r 1 < r 2 < ... < r K < 1, that divide the interval (0, 1) into (0, r 1 ), (r 1 , r 2 ),...,(r K−1 , r K ), (r K , 1) and u(r) = a on (0, r 1 ), = b on (r 1 , r 2 ), = a on (r 2 , r 3 ), ... 
Here we denote the area of the n − 1 dimensional unit sphere by ω n−1 . The constant τ in (2.4) is given by
A function in (2.1) may also have infinite interfaces. Then the interfaces must accumulate at the origin. Otherwise if there were a cluster point not at the origin, the total length of the interfaces would be infinite and u could not be in (2.1). Hence there exists a decreasing sequence r 1 , r 2 , ..., such that 1 > r 1 > r 2 > ... and lim j→∞ r j = 0, and either
In this case J is defined by (2.4) with K j=1 replaced by ∞ j=1 . Because u is assumed to have bounded variation, this infinite sum converges. Now we have J which is defined in (2.1). But I ǫ is defined in a different set (1.10). We trivially extend both to
the radial L 2 -functions, by setting I ǫ (u) = ∞ if u is in (2.8) but not in (1.10) and similarly J(u) = ∞ if u is in (2.8) but not in (2.1). In (2.8) distance is measured by the L 2 norm · 2 . The Γ-convergence of ǫ −1 I ǫ to J is characterized by the two properties of the following lemma. 
2. For every φ in (2.8) , there is a family of functions φ ǫ in (2.8) such that lim ǫ→0 φ ǫ − φ 2 = 0 and
One important consequence of the Γ-convergence of ǫ −1 I ǫ is the following existence result.
respectively), for sufficiently small ǫ there exists a local minimizer u ǫ of I ǫ , and lim
These two lemmas may be proved by mimicking the argument in Ren and Wei [22] . Lemma 2.2 suggests that we look for minima of J in A a K and A b K . We do this in the rest of this section. Moreover we will also find critical points of J that are not local minima.
Let G = G(r, s) be the Green function:
Note that G(r, s) is not symmetric in r and s, but r n−1 G(r, s) is. We define
to be the solution of
K , u is determined by its jump points r 1 , r 2 , ..., r K , which we term interfaces. Collectively we set r = (r 1 , r 2 , ..., r K ). Because u depends on r, we often write u = u(r; r) and correspondingly v = v(r; r).
The nonlocal part of J may be re-written as
We view J as a function of r: J = J(r). Now we compute the derivative of J. Note that
we find
We have used the symmetry of r n−1 G(r, r 1 ). For a general r j we have
The existence of critical points of J depends on a, b and γ. We consider three cases
The first two cases are relatively simple. We have the following result. 
there is a local maximum in A 
there is a local maximum in A a 1 . There are no critical points in other classes.
Proof. We only consider case I, for case II may be similarly handled. Note that u ≤ 0 implies
The quantity inside the brackets is (n − 1)τ when r 1 = 0 and is
, where γ I is given in (2.19) . Here since when b = 0, γ I = ∞, the condition γ > γ I can be satisfied only when b < 0.
Case III is the most interesting. We have the following lemma.
Lemma 2.4 Suppose a < 0 < b.
When γ is sufficiently large, J attains a global minimum in
A a K (or A b K ), not on the boundary of A a K (or A b K ). 2. Given γ ′ > 0 and any compact subset K ′ of A a K (or A b K ) one can find a compact subset K, such that K ′ ⊂ K and for all γ ∈ [0, γ ′ ] the topological degree of grad J on K about 0 is zero.
When γ is large, there exist at least two critical points of
Proof. To prove part 1, we note that as far as the minimum is concerned the condition γ is large is equivalent to the condition that τ is small. Or J can be considered as a perturbation of the function
We recall that A K is left to the reader), which consists of three pieces: (1) .
If the minimum of J 0 is achieved on r 1 = 0, say at r = (0, r 2 , r 3 , ...), then
However v(r 2 ; r) = 0 and u(r; r) = b > 0 for r ∈ (0, r 2 ) implies that v(r; r) > 0 for r ∈ [0, r 2 ) by the maximum principal. Then at this r
This means that the gradient of J 0 points outward at this r. Then r can not be a minimum point. If the minimum of J is achieved at r = (r 1 , r 2 , ..., r K−1 , 1) on the boundary piece r N = 1, then
Since for r ∈ (r K−1 , 1),
Hence the gradient of J points outward at this r and it can not be the minimum. If the minimum of J is achieved at a boundary point r on r j = r j+1 , we have two possibilities. First we may have r = (r 1 , r 2 , ..., r j−1 , r j , r j+1 , r j+2 , ..., r K ) with r 1 < r 2 < ... < r j−1 < r j = r j+1 < r j+2 < ... < r K . This means two interfaces coincide but other interfaces stay separate. Then
Then, since v(r j−1 ; r) = v(r j+2 ; r) = 0, for r ∈ (r j−1 , r j+2 ), v(r; r) is negative if j is odd and positive if j is even by the maximal principal. Note that at the minimum r the outward normal direction is ν = (0, 0, ...0, 1, −1, 0, ..., 0) where 1 is the j-th entry and −1 the j + 1-th entry. The directional derivative along ν is
Hence r can not be the minimum.
In this case there is also the possibility that more than two interfaces collapse at one point, where the minimum is attained. For example at r where r 1 < r 2 < ... < r j−2 < r j−1 = r j = r j+1 < r j+2 < ... < r K . However this point can be viewed as a point on the boundary of A a K−1 . We can make an induction assumption that in every A a N or A b N with N ≤ K − 1, the minimum of J 0 is not achieved on the boundary. Therefore this possibility needs no consideration.
Therefore the minimum of J 0 is achieved on a compact subset of A a K . Hence for large γ, the minimum of J is also achieved inside A a K . To prove part 2, we treat γ in J as a parameter for homotopy argument. We consider the topological degree of grad J. We are given a compact subset
. First we show that grad J is not 0 on the boundary of some compact K ⊃ K ′ . When γ = 0,
which is not 0 anywhere in A a K . When γ > 0, we consider the three pieces of the boundary of A a K again.
Although on the piece r 1 = 0 of the boundary ∂J/∂r 1 = 0 if n > 2, we move slightly away from r 1 = 0 and consider small and positive r 1 . Then
Hence grad J is not 0 when r 1 is positive and small. On the second piece r K = 1, On the third piece of the boundary r j = r j+1 ,
= (n − 1)ω n−1 τ r n−2 j
These two partial derivatives can not simultaneously be 0. Hence grad J is not 0 on the third piece of the boundary. Now we can find a compact subset
, grad J is not 0 on the boundary of K. Consequently we can define the topological degree of grad J in K about 0:
Note that in part 2 of the lemma, γ is allowed to be 0. This is important, because when γ = 0, grad J = 0 in A 
We know that Deg (grad J, K, 0) = 0 from part 2. Also Deg (grad J, B η (r * ), 0) = 1 because the minimum r * is the only critical point in B η (r * ). Therefore Deg (grad J, K\B η (r * ), 0) = −1 = 0. There is another critical point in K\B η (r * ). The reader is probably tempted to combine Lemmas 2.2 and 2.4. Since there is a minimum of J in A a K when γ is large, one would like to show that this minimum is isolated and then following Lemma 2.2 conclude that I ǫ has a local minimizer near the minimum of J. When K = 1 or K = 2, it is indeed easy to show that the local minimum of J is isolated. However for general K, we do not have a proof.
Moreover in part 3. of Lemma 2.4 we have also found another critical point of J for large γ. This critical point is in general not a local minimum of J. Lemma 2.2 is hence not applicable.
Similarly the local maxima found in Lemma 2.3 are not of much use in the Γ-convergence theory.
To make use of all the critical points of J found in Lemmas 2.3 and 2.4, we now abandon the Γ-convergence theory and proceed differently. Our new reduction approach may roughly be regarded as a convergence theory at the C 2 level, while the Γ-convergence theory is at the C 0 level. Using this argument we will be able to prove that in case III there are at least two critical points of I ǫ with K interfaces when γ is sufficiently large, Theorem 1.1. Similarly in cases I and II there is a critical point of I ǫ with one interface if γ is large, Theorem 1.2.
Lyapunov-Schmidt reduction procedure
The Lyapunov-Schmidt reduction procedure involves the first and second derivatives of I ǫ . For this reason we vaguely regard it as a reduction theory at the C 2 level.
We construct a manifold M of approximate solutions parameterized by r = (r 1 , r 2 , ..., r K ). First define s(r; r) = a in (0, r 1 ), b in (r 1 , r 2 ), a in (r 2 , r 3 ), ... . We leave the details to the reader. The interface profile is the solution H(t) of the differential equation
H(t) approaches a (or b respectively) exponentially fast as t tends to −∞ (or ∞ respectively) in the sense that there exist positive C 1 , C 2 so that 0 < H(t) − a < C 1 e C2t if t < 0, and
Near r j we use H((r − r j )/ǫ) if j is odd, or H(−(r − r j )/ǫ) if j is even. The outer approximation s(·; r) and the inner approximation H must be connected by a smooth cut-off function χ to make
where χ is defined to be
The exponent α in (3.5) satisfies 0 < α < 1. (3.6)
which is parameterized by r in A a K . We define two function spaces X and Y:
and a nonlinear operator S ǫ : X → Y by
The equation (1.5) is S ǫ (u) = 0. 
Proof. Given
The lemma follows. For each j = 1, 2, ..., K, let us define
where κ is a smooth, even cut-off function
Here O(e −C/ √ ǫ ) is an exponentially small quantity with respect to ǫ because of the exponentially fast decay rate of
Note that h j depends on r so we sometimes write it as h j (r; r). At each w(·; r) of the manifold we define the space
where ⊥ is defined from the inner product
Then w r + F r is a subset of X , which we call the r-fiber of M in X . Define E r to be the subspace
of Y. Let the projection from Y to E r be π r : Y → E r , defined by
At each w(·; r) we look for a φ(·; r) ∈ F r so that
This means that we solve S ǫ (u) = 0 in the fiber direction. For each φ ∈ F r we expand
where the linearized operator of S ǫ at w(·; r) is denoted by L r : X → Y, defined by
and the remainder is
Then (3.18) is written as
Regarding the linear operator π r • L r :
(note that it is defined on F r , not X ), we have the following lemma.
Proof. To prove part 1 we argue by contradiction. Suppose the conclusion is false. Then there exists ψ ǫ ∈ F r for each ǫ such that ψ ǫ ∞ = 1 and along a subsequence of ǫ → 0,
To simplify notation, we write ψ instead of ψ ǫ . We re-write (3.24) as
for some β j ∈ R. More specifically β j are given by
We must estimate the size of β j . To this end we multiply (3.25) by h k and integrate. Then
Simple calculations simplify the second part on the left side, so
where δ jk = 1 if j = k and 0 if j = k. Also we have used the fact that
This τ is the same as the one given in (2.5). These two expressions give the same value because of the equation (3.2) that H satisfies and its first integral
The first part of the left side of (3.28) is estimated as follows:
This simplifies (3.28) to
Let y ∈ [0, 1] such that, without the loss of generality, ψ(y) = ψ ∞ = 1. We claim that y − r j = O(ǫ) for some j. Otherwise, at y,
Combining (3.33) and (3.34), we obtain
which contradicts (3.24). We have thus proved that y − ξ j = O(ǫ) for some j, along a subsequence of ǫ → 0. Define Ψ(t) = ψ(r j + ǫt). Then (3.25) and (3.33) imply
uniformly on any compact subset of R. ¿From here we may pass the limit and find Ψ ∞ so that Ψ → Ψ ∞ in C 2 loc (R). Moreover Ψ ∞ = 0 since Ψ((y − ξ j )/ǫ) = 1, and
The bounded solutions of this equation are scalar multiples of H ′ . Hence Ψ ∞ = cH ′ for some c = 0. On the other hand, since ψ ∈ F r means that ψ ⊥ h j , we deduce that
(3.38) which is impossible, for c = 0. We have thus proved part 1 of the lemma.
To prove part 2 of the lemma we need to solve
in F r for any given p ∈ E r . By applying π r • (1 − ∆) −1 to both sides of (3.39) we consider the equation
The linear operator 
only has the trivial solution. To see this we write (3.42) as
for some α j ∈ R. Apply 1 − ∆ to the last equation to find
We multiply it by h k and integrate to deduce
which implies that α j = 0, j = 1, 2, ..., K. Then (3.44) becomes
The first part of the lemma implies that φ = 0. Hence (3.40) is solvable, i.e. for any p ∈ E r there exist φ ∈ F r and β j ∈ R such that
We again multiply by h k and integrate to obtain
which implies that β j = 0, for all j = 1, 2, ..., K. Then (3.48) becomes (3.39).
We are now ready to solve (3.18).
Lemma 3.3
There exists φ(·; r) ∈ F r with φ(·; r) ∞ = O(ǫ) so that π r • S ǫ (w(·; r) + φ(·; r)) = 0.
Proof. We write (3.22) in a fixed point form:
We define the operator T r from D(T r ) to itself
where the domain D(T r ) of T r is
Let B r be a closed ball in D(T r ) defined by
where C 2 is a constant independent of ǫ to be determined soon. For every φ ∈ B r , by Lemma 3.1
where we have estimated R r (φ) as follows:
for some C 4 depending on f only. In (3.54) the constants C 3 and C 6 are again independent of ǫ.
If we choose C 2 to be sufficiently large, then when ǫ is small enough (3.54) is bounded by C 2 ǫ. Therefore by choosing such C 2 we see that D(T r ) maps B r to itself. Next we prove that T r is a contraction mapping in D(T r ). Take φ 1 and φ 2 in D(T r ). Then
which implies that T r is a contraction mapping if ǫ is sufficiently small. In these estimates θ = θ(x) ∈ (0, 1) comes from the mean value theorem.
C 1 convergence of the reduced problem
We now define Q ǫ (r) = I ǫ (w(·; r) + φ(·; r)) (4.1)
where w(·; r) is the approximate solution constructed in (3.4) and φ(·; r) is given in Lemma 3.3. We may view Q ǫ as a function defined on A a K .
Proof. Let r * be a critical point of Q ǫ . Set g(r; r) = w(·; r) + φ(·; r)). At r = r * we have, for each l,
Here we have assumed that at r * , S ǫ (g) = K m=1 c m h m , because π r (S ǫ (g)) = 0. The last equation asserts that the coefficients c m satisfy a linear homogeneous system whose ml matrix entry is dx at r = r * .
Recall that g = w + φ and h m ⊥ φ for all r. We differentiate 0 = ∂h m (r; r) ∂r l φ(r; r) r n−1 dr.
Therefore the coefficient matrix is non-singular. This implies c m = 0, i.e. S ǫ (g(·; r * )) = 0. The reduced problem Q ǫ , scaled by ǫ −1 , converges to J given in (2.4) in C 1 locally in r and locally in γ. Proof. Given K and [γ 1 , γ 2 ], we let r ∈ K and γ ∈ [γ 1 , γ 2 ]. We first show the C 0 -convergence. Expand I ǫ (w(·; r) + φ(·; r)) to find
The equation π r • S ǫ (w + φ) = 0 implies that S ǫ (w + φ) = K j=1 β j h j for some β j ∈ R, which can be written as
Multiply (4.3) by φ and integrate to find
since φ ⊥ h j . Substituting (4.4) to (4.2) we deduce
By Lemma 3.1 we obtain
So we turn our attention to I ǫ (w(·; r)). Note that
Before arriving at (4.8) we have used the fact that
which follows from the first-integral (3.30) of H and the definition of τ . Therefore
proving the convergence at the C 0 -level. Next we show the convergence of grad (ǫ −1 Q ǫ ). We calculate
We estimate the second integral in (4.10) first. Note that since π r (S ǫ (w + φ)) = 0,
for some β l ∈ R. Because when l = m, h l and h m are supported in disjoint sets, the h l 's are perpendicular to each other. We find
To estimate the numerator on the right side we write
From Lemma 3.1 we find
From Lemma 3.3, we have
and
Combing the last three estimates we obtain
Since h l 2 2 is of order ǫ, we deduce
The fact φ ⊥ h l implies, after differentiating φ, h l = 0 with respect to r j , Hence the second integral in (4.10) becomes
Our estimate of β l , (4.11), and Lemma 3.3 imply that the last quantity of (4.13) is of order ǫ 2 :
It remains to calculate the first integral in (4.10). We again write S ǫ (w+φ) = S ǫ (w)+L r φ+R r (φ) so that
We must separate two cases: j is odd and j is even. When j is odd, w(r) is H( r−rj ǫ ) for r near r j . Moreover ∂w(r; r)
In this case we argue as in the estimations leading to (4.11) to conclude that
Therefore
Similarly when j is even, w(r) is H(− r−rj ǫ ) for r near r j and ∂w(r; r)
Recall that s ∈ A a K is the outer part of w defined in (3.1). In conclusion by (4.10), (4.14), (4.16) (4.18) and the calculations of ∂J/∂r j in Section 2, we conclude that
This proves the lemma. We are now ready to prove our main results.
Proof of Theorem 1.1. Lemma 2.4 Part 1 asserts that J is minimized at a point in the interior of A a K if γ is large. By Lemma 4.2 we conclude that Q ǫ has a local minimum r ǫ in A a K . As ǫ → 0, r ǫ converges, possibly along a subsequence, to r * ∈ A a K , which is a minimizer of J. Choose a small neighborhood K 1 of r * so that r ǫ ∈ K 1 . If there are several critical points of Q ǫ in K 1 , we are finished. If there is only one, it is an isolated strict local minimum and hence has index 1. On the other hand, there exists a neighborhood K of K 1 on which the degree of grad J is zero by Lemma 2.4 Part 2. Hence, by continuity, the same is true for grad Q ǫ for small ǫ. Hence there must be another critical point of Q ǫ in K, as required.
Proof of Theorem 1.2. We combine Lemmas 2.3 and 4.2.
Solutions with layers near the boundary
In this section, we construct solutions with multiple layers near the boundary of Ω and prove Theorem
where α > 0 is a small constant and M > 0 is a large constant. Define
It is easy to check that v ǫ,j andv ǫ,j satisfy
Then, using (5.20), we obtain
Since w ǫ,k does not satisfy w ′ ǫ,k (1) = 0, we need to make a projection as follows. Let P w ǫ,k be the solution of
We denote ϕ ǫ = w ǫ,k − P w ǫ,k . Then ϕ ǫ satisfies
By the maximum principle, we see ϕ ǫ < 0.
We have the following estimates for ϕ ǫ .
Lemma 5.1 For any small θ > 0, there is a constant C > 0, such that
In particular,
Proof. Let G ǫ (Y, y) and G(Y, y) be the Green's function of −ǫ 2 ∆ + m 2 I in Ω and −∆ + m 2 I in Ω ǫ,y = Y : ǫY + y ∈ Ω subject to the Neumann boundary condition, respectively. Then
We have
This, together with w
Since for r ∈ [0, 1], we have
As a result
So, we have proved the lemma. Define
where W (t) = t a f (s) ds. Next, we estimate I * P w ǫ,k . We have Proposition 5.2 (iii) the contribution from the Neumann boundary condition is
So, we conclude that the energy will decrease if the layer moves away from the boundary, or the layers move toward each other, or the layer moves toward the boundary. As a result, if I * (P w ǫ,k ) attains its maximum, the layers must be suitably separated, and stay suitably close to the boundary.
We will prove Proposition 5.2 by proving three lemmas. Letf (t) = f (t + a).
. So, with these notations, we see that
It is easy to see that
By (5.21) and (5.22), we have
where θ > 0 is any small constant.
Proof. By definition, we have,
Using Lemma 5.1, we obtain for r ≤ r k
Thus,
On the other hand, for r ≥ r k , we havê
Using (5.29), we obtain
Combining (5.28) and (5.29), we are led to
Combining (5.26), (5.31) and (5.32), we obtain the result.
Lemma 5. 4 We havê
where A = ω n−1
Proof. It is easy to check that for any bounded t 1 and t 2 ,
Using (5.33), we can writê
It is easy to prove that
On the other hand, since for any t ∈ (0, b − a),
where o(1) → 0 as ǫ → 0, and
We also haveF
Using (5.38), we obtain 
Finally, letĤ(t) = H(t) − a. Then we have
(5.42) But fromF (0) =f (0) = 0, we see
Combining (5.41), (5.42) and (5.43), we are led to
Similarly, we can obtain
Combining (5.40), (5.44) and (5.45), we prove this lemma.
Lemma 5.5 We havê
where B ǫ is a constant with b 2 ≥ B ǫ ≥ b 1 > 0, and σ > 0 is a small constant.
Proof. We haveÎ
On the other hand, using (5.21) and (5.23), we seê
where
We have Similar to the discussion in Section 3, we can prove the following result.
Lemma 5.6
There is a φ ǫ ∈ F r , such that π r • S ǫ (w ǫ,k + φ ǫ ) = 0. Moreover,
Lemma 5.7 We have
where σ > 0 is a small constant.
Proof. First, we estimate φ ǫ 2 . We have
where o(1) = φ ǫ ∞ → 0 as ǫ → 0. Thus, φ ǫ 2 ≤ C S ǫ (P w ǫ,k ) 2 .
(5.57)
We obtain, from the (5.56), where Q ǫ (r) = I ǫ (P w ǫ,k + φ ǫ ).
Let r ǫ ∈ D ǫ,k be a maximum point of (5.65). We will prove that r ǫ is an interior point of D ǫ,k . So it is a critical point of I ǫ (P w ǫ,k + φ ǫ ).
Let L > 0 be a large number, such that mL > 4. Choose r * ǫ ∈ D ǫ,k , such that r * k = 1 − Lǫ ln 
