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Abstract
We consider an arbitrary square integrable function F on the phase
space and look for the Wigner function closest to it with respect to the
L2 norm. It is well known that the minimizing solution is the Wigner
function of any eigenvector associated with the largest eigenvalue of
the Hilbert-Schmidt operator with Weyl symbol F . We solve the par-
ticular case of radial functions on the two-dimensional phase space
exactly. For more general cases, one has to solve an infinite dimen-
sional eigenvalue problem. To avoid this difficulty, we consider a finite
dimensional approximation and estimate the errors for the eigenvalues
and eigenvectors. As an application, we address the so-called Wigner
approximation suggested by some of us for the propagation of a pulse
in a general dispersive medium. We prove that this approximation
never leads to a bona fide Wigner function. This is our prime moti-
vation for our optimization problem. As a by-product of our results
we are able to estimate the eigenvalues and Schatten norms of certain
Schatten-class operators. The techniques presented here may be po-
tentially interesting for estimating eigenvalues of localization operators
in time-frequency analysis and quantum mechanics.
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1 Introduction
Given two functions ψ, φ ∈ L2(Rd), the cross-Wigner function W (ψ, φ) is
given by [12, 17, 35, 53]:
W (ψ, φ)(x, k) =
1
(2π)d
∫
Rd
ψ(x+ y/2)φ(x − y/2)e−iy·kdy. (1)
Here z = (x, k) ∈ R2d is interpreted as a phase-space (time-frequency or
position-wave number) variable. If ψ = φ we shall simply write (with some
abuse of notation) Wψ, meaning W (ψ,ψ) [53]:
Wψ(x, k) := W (ψ,ψ)(x, k) =
1
(2π)d
∫
Rd
ψ (x+ y/2)ψ (x− y/2)e−iy·kdy,
(2)
The Wigner distribution Wψ for a signal ψ ∈ L2(Rd) is interpreted as a
joint phase space representation of the signal.
In the present work, we intend to develop a systematic method to solve
the following problem:
• Given some measurable function F : R2d → R, which is not a Wigner
function, what is the Wigner function Wψ0 closest to it with respect
to the L2 norm? In other words, we want to determine ψ0 ∈ L2(Rd),
such that:
‖F −Wψ0‖L2(R2d) = inf
ψ∈L2(Rd)
‖F −Wψ‖L2(R2d). (3)
This problem and the methods we present may be useful in various con-
texts. But let us briefly explain our particular motivation for addressing it.
In [15, 36, 37, 38] some of us considered the evolution of the Wigner function
of a pulse ψ (in d = 1) given by:
Wψ(x, k, t) =
1
2π
∫
R
ψ (x+ y/2, t)ψ (x− y/2, t)e−iy·kdy, (4)
where
ψ(x, t) =
∫
R
G(x− x′, t)ψ0(x′)dx′, (5)
ψ0(x) = ψ(x, 0) is the pulse at t = 0, and
G(x, t) =
1
2π
∫
R
eikx−iω(k)tdk (6)
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is the Green’s function. In the previous formula ω(k) is the dispersion
relation
ω(k) = ωR(k) + iωI(k), (7)
which connects the wave number k and the frequency ω. One should un-
derstand eq.(5) in the distributional sense G ∈ S ′(R × R) and ψ ∈ S(R).
In [37, 38] the following approximation - called Wigner approximation - was
derived:
Wψ(x, k, t) ∼ e2tωI (k)Wψ0 (x− ν(k)t, k) , (8)
where
ν(k) = ω′R(k) (9)
is the group velocity.
The advantage of considering (8) instead of the exact (4) is obvious. In
(8), we have a local, computable expression, which has a simple interpreta-
tion. Each mode k, evolves along a ”classical” trajectory with velocity given
by the group velocity.
However, with this approximation, one faces a difficulty. As we shall
prove in section 6, the expression on the right-hand side of eq.(8) is never
the Wigner function Wφ of a signal φ ∈ L2 for t > 0. In this case, we say
that that expression is not representable. However, it may still be a good
approximation.
Non-representable functions may also appear, when one conducts ”time-
varying filtering” [9, 28] by multiplying a Wigner distribution Wψ by a
weighting function of time and frequency:
WΓψ(x, k) = Wψ(x, k)Γ(x, k) (10)
The weighting function Γ is chosen so that WΓψ has some optimal time-
frequency concentration.
The Wigner transform is a fundamental instrument in the spectral esti-
mation of non-stationary signals. In some situations a non-representable
phase space function may appear, for instance: in multitaper estimation [7],
specially when combined with reassignment [50] and in the Wigner distri-
bution of linear signal spaces [24, 25].
Motivated by these three situations, we intend to study the problem
stated above. If a given real-valued function F ∈ L2(R2d) is not repre-
sentable, that is if there is no ψ ∈ L2(Rd) such that F = Wψ, then what is
the Wigner function Wψ0 ”closest” to F? Since, via Moyal’s identity [39],
Wigner functions belong to L2(R2d), it seems natural to require proximity in
the L2-norm. This least squares problem has emerged in other contexts such
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as Bessel multipliers [5, 6], and time-varying filtering and signal estimation
using Wigner functions [9, 28] and short-time Fourier transforms [21].
In a companion paper [8] we proved that such a minimizer always exists,
although it may not be unique. Moreover, we give an explicit construction
of the minimizers. Nevertheless, it may be difficult to obtain it. This is
because the construction requires the computation of the spectrum and the
eigenspace associated with the largest eigenvalue of the self-adjoint Hilbert-
Schmidt operator F̂ with Weyl symbol F . Since, in general, the spectrum
of F̂ may be infinite, albeit countable, this may prove to be a difficult task.
If such is the case, we choose to replace the infinite dimensional eigenvalue
problem by a finite dimensional one. We then give precise estimates for
the errors of the eigenvalues and eigenvectors of the truncated problem. As
a by-product of these estimates we can approximate the eigenvalues and
Schatten norms of certain Schatten-class operators [10].
These techniques may be potentially interesting in other contexts. For
instance, in quantum mechanics, mixed states are represented by positive
trace-class operators - the so-called density matrices. In general, it is very
difficult to assess whether a given operator acting on an infinite dimensional
Hilbert space is positive. The techniques developed here allow us to itera-
tively compute a sequence of positive trace-class operators which approxi-
mate the given operator. Also, as we will point out, this optimization prob-
lem is intimately related to localization (Toeplitz) operators [11, 16, 34, 42].
Here is a brief summary of the paper. In the next section, we introduce
the main concepts related to the spectrum and Weyl transform of Hilbert-
Schmidt operators. In section 3, we present the solution for the optimization
problem, and we solve exactly a particular case in d = 1 in section 4 (this
is roughly speaking the case of ”radial” functions). In section 5, we present
the main results of this work. We consider the truncated eigenvalue problem
and derive precise estimates for the errors of the eigenvalues and eigenvec-
tors. In section 6, we go back to the Wigner approximation. We show that
the Wigner approximation is never representable. We illustrate our results
with a simple example. In section 7, we address the problem of obtaining
approximately the spectrum and the Schatten norm for some Schatten-class
operators. Finally, in section 8, we present our conclusions and discuss
the possibility of applying our results to quasi-distributions other than the
Wigner distribution.
4
Notation
The complex conjugate of a number c is written c. If Â is a linear operator
acting on some Hilbert space, then we denote by Ker(Â) its kernel. The
inner product and the norm on L2(Rd) are
< ψ,φ >L2(Rd)=
∫
Rd
ψ(x)φ(x)dx (11)
and
||ψ||L2(Rd) =
(∫
Rd
|ψ(x)|2dx
)1/2
, (12)
respectively. We denote by S(Rd) the Schwartz class of test functions and
by S ′(Rd) its dual - the tempered distributions. We shall denote by || · ||l2
the norm for the spaces of square-summable sequences
l2(N) =
{
c = {cn}n : ||c||2l2 =
∞∑
n=1
|cn|2 <∞
}
(13)
and
l2(N2) =
F = {fn,m}n,m : ||F||2l2 =
∞∑
n,m=1
|fn,m|2 <∞
 (14)
The Fourier-Plancherel transform of f ∈ L1(Rd) ∩ L2(Rd) is defined by:
(Ff)(k) := 1
(2π)d/2
∫
Rd
f(x)e−ik·xdx. (15)
2 Hilbert-Schmidt operators and Weyl transform
In this section we review some well known definitions and results of Hilbert-
Schmidt operators and the Weyl transform. For more details the reader
should refer to [10, 55].
2.1 Hilbert-Schmidt operators
A Hilbert-Schmidt operator Â : H → H on a separable Hilbert space H is a
linear operator such that [10]∑
i
||Âei||2H < +∞, (16)
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for any orthonormal basis {ei}i.
We denote by S2(H) the set of Hilbert-Schmidt operators. This is a
Hilbert space with inner product
< Â, B̂ >S2(H):=
∑
i
< Âei, B̂ei >H (17)
and norm:
||Â||2S2(H) :=
∑
i
||Âei||2H. (18)
It can be shown that the previous expressions do not depend on the or-
thonormal basis.
Hilbert-Schmidt operators are compact operators [10, 43]. If Â ∈ S2(H)
is self-adjoint, then it admits the spectral decomposition:
Â = Â+ + Â−, (19)
where
Â± :=
∑
j∈T±
λjP̂j (20)
are the positive (+) and the negative (−) parts, T+ and T− are (possi-
bly finite) sets of integer indices labelling the positive and the negative
eigenvalues, respectively, {λj}j∈T+ are the positive eigenvalues, written as a
decreasing sequence
λ1 > λ2 > λ3 > · · · > 0, (21)
{λj}j∈T− are the negative eigenvalues, written as an increasing sequence
λ−1 < λ−2 < λ−3 < · · · < 0, (22)
and P̂j : H → Hj is the orthogonal projection onto the eigenspace Hj
associated with the eigenvalue λj . Each eigenspace is finite dimensional:
nj = dim(Hj) < +∞.
The Hilbert space splits into the Hilbert sum:
H = Ker(Â)⊕ (H−1 ⊕H−2 ⊕ · · · )⊕ (H1 ⊕H2 ⊕ · · · ) (23)
By choosing orthonormal basis in each eigenspace Hj , we can rewrite (20)
as
Â± :=
∑
j∈U±
µ±jP̂±j (24)
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where P̂±j is the projector in the direction of the vector e±j of the orthonor-
mal set of eigenvectors, with < eα, eβ >H= δα,β for all α, β ∈ U = U+ ∪U−,
and Âeα = µαeα. The eigenvalues {µα}α∈U are the same as {λα}α∈T, but
they are not all necessarily distinct. This happens whenever some eigenvalue
is degenerate (nj > 1).
2.2 The Weyl transform
In this work we deal with the case H = L2(Rd). A Hilbert-Schmidt operator
Â ∈ S2
(
L2(Rd)
)
is given by
(Âψ)(x) :=
∫
Rd
KA(x, y)ψ(y)dy, ψ ∈ L2(Rd) (25)
with a kernel KA ∈ L2(Rd × Rd).
The Weyl transform [12, 55] is a linear map
W : S2
(
L2(Rd)
)
→ L2(R2d) (26)
defined by
W(Â)(x, k) :=
∫
Rd
KA(x+ y/2, x − y/2)e−iy·kdy. (27)
The function W(Â)(x, k) is called the Weyl symbol of Â. W is a bijection
with inverse W−1. Thus, given a symbol A(x, k) ∈ L2(R2d), the associated
Weyl operator is the Hilbert-Schmidt operator(
(W−1A)ψ) (x) = 1
(2π)d
∫
Rd
∫
Rd
A
(
x+ y
2
, k
)
eik·(x−y)ψ(y)dkdy, (28)
defined for all ψ ∈ L2(Rd). A Hilbert-Schmidt operator Â is self-adjoint if
and only if its symbol A(x, k) is a real function. In this case, the operator
Â has the spectral decomposition (19,20,24) with a positive (Â+) and a
negative part (Â−). Using the Weyl transform, we may thus define:
A =W(Â) = A+ +A−, (29)
where
A± =W(Â±). (30)
An important case is when the operator Âψ,φ (25) is the rank one operator
with kernel
Kψ,φ(x, y) = (ψ ⊗ φ)(x, y) = ψ(x)φ(y), (31)
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with ψ, φ ∈ L2(Rd). The associated Weyl symbol is (up to a multiplicative
constant) the non-diagonal Wigner function (1):
W(Âψ,φ)(x, k) = (2π)dW (ψ, φ)(x, k) =
∫
Rd
ψ(x+ y/2)φ(x − y/2)e−iy·kdy.
(32)
Weyl operators and Wigner functions are also related via the following
remarkable formula. Let F̂ be some Hilbert-Schmidt operator with Weyl
symbol F =W(F̂ ), and let ψ, φ ∈ L2(Rd). Then we have [20]:
〈F̂ψ, φ〉L2(Rd) = 〈F,W (φ,ψ)〉L2(R2d) (33)
In the previous identity, let us choose F̂ = Âψ1,ψ2 as in (31,32):(
Âψ1,ψ2η
)
(x) = 〈η, ψ2〉L2(Rd)ψ1(x), (34)
for all η ∈ L2(Rd). From (33,34), we have:
〈Âψ1,ψ2φ2, φ1〉L2(Rd) = 〈Aψ1,ψ2 ,W (φ1, φ2)〉L2(R2d)
⇔ 〈φ2, ψ2〉L2(Rd)〈ψ1, φ1〉L2(Rd) = (2π)d〈W (ψ1, ψ2),W (φ1, φ2)〉L2(R2d),
(35)
and we obtain Moyal’s identity [39]:
〈W (ψ1, ψ2),W (φ1, φ2)〉L2(R2d) =
1
(2π)d
〈ψ1, φ1〉L2(Rd)〈φ2, ψ2〉L2(Rd). (36)
As a consequence of this, we have:
Lemma 1 Let {en}n be an orthonormal basis of L2(Rd). Then the functions{
(2π)d/2W (en, em)
}
n,m
form an orthonormal basis of L2(R2d).
Proof. From Moyal’s identity, we have:
〈W (en, em),W (ek, el)〉L2(R2d) = 1(2π)d 〈en, ek〉L2(Rd)〈el, em〉L2(Rd) =
= 1
(2π)d
δn,kδl,m,
(37)
which shows that
{
(2π)d/2W (en, em)
}
n,m
are an orthonormal set.
Next, assume that F ∈ L2(R2d) is such that
〈F,W (en, em)〉L2(R2d) = 0, (38)
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for all n,m. Let F̂ = W−1(F ) be the Hilbert-Schmidt operator with Weyl
symbol F . From (33), we have for all n,m:
0 = 〈F̂ en, em〉L2(Rd) (39)
Since {en}n is an orthonormal basis of L2(Rd), this is possible if and only if
F̂ = 0 and F ≡ 0. Consequently the orthonormal set {(2π)d/2W (en, em)}n,m
is complete.
3 The optimization problem
Let F ∈ L2(R2d) and E = {en}n∈N be some orthonormal basis of L2(Rd).
We may thus write:
F (z) =
∑
n,m∈N
fn,mW (en, em)(z), (40)
where the coefficients fn,m are given by:
fn,m = (2π)
d < F,W (en, em) >L2(R2d), (41)
If F is a real function, then
fn,m = fm,n, ∀n,m ∈ N. (42)
Moreover, we have (cf. (36)):
||F ||2L2(R2d) =
1
(2π)d
∑
n,m∈N
|fn,m|2 <∞. (43)
Given some ψ ∈ L2(Rd), we can also expand it in the basis E :
ψ(x) =
∑
n∈N
cnen(x), (44)
with
||ψ||2L2(Rd) =
∑
n∈N
|cn|2 <∞. (45)
This entails:
Wψ(z) =
∑
n,m∈N
cncmW (en, em)(z). (46)
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In the sequel, F denotes the infinite matrix with coefficients {fn,m}n,m∈N
and c is the column vector cT = (c1, c2, c3, · · · ). In view of (43,45), we
have that F ∈ l2(N2) and c ∈ l2(N). We may regard F as a bounded linear
operator l2(N)→ l2(N), c 7→ Fc with operator norm
||F||Op := supc∈l2(N)\{0}
||Fc||l2
||c||l2
, (47)
with || · ||l2 the l2 norm. The boundedness is easily established by the fact
that the operator norm is dominated by the l2-norm:
||F||Op ≤ ||F||l2 = (2π)d/2||F ||L2(R2d). (48)
Remark 2 It is interesting to remark that we have three representations of
the same object. First of all, we have a self-adjoint Hilbert-Schmidt operator
F̂ = F̂++ F̂− acting on the Hilbert space L2(Rd). From the Weyl transform,
we obtain its counterpart in phase space W(F̂ ) = F = F+ + F−. Finally,
using the expansion (40,41) of F in some orthonormal basis of Wigner func-
tions we obtain yet another representation of F̂ - the matrix F ∈ l2(N2). The
important thing is that they all have the same spectrum. That is the eigen-
values of the operator F̂ are the same as those of the matrix F. Moreover,
they also coincide with the eigenvalues of the function F regarded as a pseu-
dodifferential operator F∗ : L2(R2d)→ L2(R2d), which acts on G ∈ L2(R2d)
as F∗(G) = F ∗ G := W
(W−1(F ) · W−1(G)), where ∗ is the Moyal star
product.
Recall that we want to find the Wigner function Wψ(0) closest to F in
L2(R2d). This amounts to minimizing the following functional:
L(c) := ||F −Wψ||2L2(R2d) (49)
From (40,46) and Moyal’s identity, we obtain:
L(c) = ||F ||2L2(R2d) −
2
(2π)d
∑
n,m∈N
cnfn,mcm +
1
(2π)d
(∑
n∈N
|cn|2
)2
. (50)
The following can be found in [28] for non-degenerate spectrum. We
consider it here for completeness.
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Theorem 3 If F+ ≡ 0, then the minimizing function of (49) is Wψ(0) ≡ 0.
Otherwise, it is given by (46), where c(0) is any eigenvector of F associated
with the largest eigenvalue λmax:
Fc(0) = λmaxc
(0). (51)
Moreover, the normalization of ψ(0) is such that
||ψ(0)||2L2(Rd) = ||c(0)||2l2 = λmax. (52)
The minimal distance is then:
minψ∈L2(Rd)||F −Wψ||2L2(R2d) = L(c(0)) =
= ||F ||2
L2(R2d)
− λ2max
(2π)d
= ||F ||2
L2(R2d)
−
||ψ(0)||4
L2(Rd)
(2π)d
(53)
Proof. In [8] we proved the existence of a global minimizer. In the calculus
of variations, if c(0) is a minimizer, then the functional L has to be stationary
at c(0) [26, 30]. In other words, the Fre´chet derivative of (49) with respect
to the real and imaginary parts of cn, or equivalently with respect to cn and
cn, have to vanish identically. Imposing a vanishing derivative with respect
to cn is equivalent to doing the same with respect to cn: one equation is
obtained from the other by complex conjugation. In particular, the Fre´chet
derivative of (49) with respect to cn yields:
∂L
∂cn
= − 2
(2π)d
∑
m∈N
fn,mcm +
2
(2π)d
||c||2l2cn. (54)
Thus the stationarity condition at c(0) becomes:∑
m∈N
fn,mc
(0)
m = ||c(0)||2l2c(0)n , (55)
for all n ∈ N. In other words, c(0) is an eigenvector of F with eigenvalue
||c(0)||2l2 ≥ 0. If F+ ≡ 0, then ||c(0)||2l2 = 0 and the minimizing solution is
Wψ(0) ≡ 0. Alternatively, if F+ is not identically zero, then it follows that
L(c(0)) = ||F ||2L2(R2d) −
||c(0)||4l2
(2π)d
, (56)
where ||c(0)||2l2 is one of the eigenvalues of F. Obviously, (56) is minimal if
||c(0)||2l2 is equal to the largest eigenvalue λmax.
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The problem we want to address is how to compute λmax and c
(0). If
the matrix F is finite dimensional, there are good approximation techniques
to compute eigenvalues and eigenvectors such as the Rayleigh-Ritz method
[29]. Here however we want to focus on the infinite dimensional case.
Several approaches can be considered. In [9, 28] the authors considered
the ”weighted Wigner distribution”WΓψ(x, k) (10). To deal with the infinite
dimensional problem, they chose to use a discrete-time Wigner function.
Our strategy is different and consists of truncating the infinite eigenvalue
problem at some finite order N ∈ N. We cannot hope to obtain (in general)
the exact solution, but we can derive precise estimates for the truncated
version.
Let us then explain our approach in more detail. We are given some real-
valued function F ∈ L2(R2d). We evaluate its norm ||F ||L2(R2d), choose a
particular orthonormal basis E and compute the expansion coefficients (41)
for n,m = 1, 2, · · · , N .
We next obtain the truncated N ×N matrix F(N). To fix the order N ,
we use the following criterion. Let
F (N)(z) =
N∑
n,m=1
fn,mW (en, em)(z) (57)
be the truncated function. The relative error is given by:
0 <
||F − F (N)||L2(R2d)
||F ||L2(R2d)
< 1 (58)
We choose N = N(ǫ) to be the smallest order for which the relative error is
smaller than some given value ǫ:
||F − F (N)||L2(R2d)
||F ||L2(R2d)
< ǫ. (59)
Next, we compute the eigenvalues and eigenvectors of the truncated matrix
F
(N). As before, we write its positive eigenvalues as a decreasing sequence
µ
(N)
1 ≥ µ(N)2 ≥ · · · ≥ µ(N)N+ , (60)
and its negative eigenvalues as an increasing sequence
µ
(N)
−1 ≤ µ(N)−2 ≤ · · · ≤ µ(N)−N− . (61)
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Notice that zero may also be an eigenvalue of F(N). Let NK denote the
dimension of the kernel of F(N). If it is trivial, then NK = 0. We thus have:
N+ +N− +NK = N. (62)
We denote by C(N) =
{
c
(N)
j
}
=
{
c
(N)
1 , · · · , c(N)N+ , c
(N)
−1 , · · · , c(N)−N−
}
an
orthonormal set of eigenvectors:
F
(N)c
(N)
j = µ
(N)
j c
(N)
j , c
(N)
j · c(N)k = δj,k, (63)
with j, k ∈ {−N−, · · · ,−1, 1, · · · , N+}. We also consider an orthonormal
set D(N) =
{
d
(N)
j
}
=
{
d
(N)
1 , · · · , d(N)NK
}
spanning Ker(F(N)). Thus B(N) :=
C(N) ∪ D(N) is an orthonormal basis for CN :
B(N) =
{
c
(N)
1 , · · · , c(N)N+ , d
(N)
1 , · · · , d(N)NK , c
(N)
−N− , · · · , c
(N)
−1
}
. (64)
We can write B(N) in the compact form
B(N) =
{
e(N)α
}
α∈A(N)
(65)
where A(N) = {1, · · · , N}, and where
e(N)α =

c
(N)
α , α = 1, · · · , N+
d
(N)
α−N+ , α = N+ + 1, · · · , N+ +NK
c
(N)
α−N−1 , α = N+ +NK + 1, · · · , N
(66)
We thus have
e
(N)
α · e(N)β = δα,β, (67)
for all α, β ∈ A(N).
Likewise, we consider an orthonormal basis for l2(N)
B = {c1, c2, · · · , d1, d2, · · · , c−2, c−1} = {eα}α∈A , (68)
where
Fcj = µjcj, Fc−j = µ−jc−j , (69)
for j = 1, 2, · · · , and where d1, d2, · · · span Ker(F). Moreover, A is a count-
able index set that yields all the elements of B in a unified description.
Our purpose is to approximate the largest eigenvalue µ1 with µ
(N)
1 and, if
possible, the eigenvector c1 (which is equal to c
(0) in the notation of Theorem
3) with c
(N)
1 . To have some control over the quality of the approximation,
we shall derive estimates for |µ1 − µ(N)1 | and ||c1 − c(N)1 ||l2 in terms of ǫ.
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4 A particular case in d = 1
Before we address the general case, we consider a simplified situation in one-
dimension. In this case a natural choice of orthogonal basis would be the
hermite functions (hn), the eigenfunctions of the harmonic oscillator [48]:
hn(x) = (−1)nex2/2 d
n
dxn
e−x
2
, n = 0, 1, 2, · · · (70)
They can be normalized as follows:
en(x) =
hn(x)
(2nn!
√
π)1/2
, < en, em >L2(R)= δn,m (71)
The corresponding Wigner functions are [55]:
W (ej+k, ej)(z) =
(−1)j
π
√
j!
(j + k)!
akLkj (2|z|2)e−|z|
2
, j, k = 0, 1, 2, · · · ,
(72)
where
a =
√
2(x+ ik) (73)
and Lkj are the Laguerre polynomials:
Lαn(x) =
x−αex
n!
dn
dxn (e
−xxα+n) =
=
∑n
k=0
(α+n)(α+n−1)···(α+k+1)
(n−k)!k! (−x)k,
(74)
for x > 0 and n = 0, 1, 2, · · · . The Wigner functions W (ej, ej+k) can be
obtained from (72), by noticing that
W (f, g)(z) = W (g, f)(z). (75)
We should add a word of caution concerning the notation of eq.(73).
In complex analysis the letter z is used to denote complex numbers such
the one in (73),
√
2(x + ik) ∈ C. This is also the notation in analytic (or
poly-analytic) time-frequency representations, such as the Bargmann (or
poly-Bargmann) transforms [1, 4, 23]. However, here we have reserved the
letter z to denote the real phase space point z = (x, k) ∈ R2. This is the
reason for choosing the notation a. Notice that this is closer to the physicists
notation, where a, a can be seen as the Weyl symbols of the annihilation
and creation operators, respectively.
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Before we continue, let us make the following observation. The diagonal
Wigner functions associated with the Hermite functions (72) are radial:
Wen(z) =
(−1)n
π
L0n(2|z|2)e−|z|
2
. (76)
To stress this fact we will rewrite (76) as
Wen(z) = Fn(η(z)), (77)
where
Fn(η) =
(−1)n
π
L0n(2η
2)e−η
2
, (78)
and
η(z) = |z|. (79)
Theorem 4 Let F ∈ L2(R2) be a function of ρ(z) only,
F (z) = G(ρ(z)) (80)
where
√
ρG(ρ) ∈ L2(0,+∞), and
ρ(z) := ((z − z0) ·A(z − z0))1/2 . (81)
Here z0 ∈ R2 and A is a real, symmetric, positive-definite 2× 2 matrix with
detA = 1. (82)
Then, we have:
F (z) =
∞∑
n=0
µnFn(ρ(z)), (83)
where Fn is the Wigner function associated with n-th eigenstate of the har-
monic oscillator given by (78), and
µn = 4π(−1)n
∫ ∞
0
G(ρ)Ln(2ρ
2)e−ρ
2
ρdρ. (84)
Proof. A function G with the conditions stated in the theorem admits the
following ”diagonalization” (see Section 24 of [55] and [27]):
G(ρ) =
∞∑
n=0
µnFn(ρ), (85)
where the µn are given by (84), and Fn is given by (78). From (80) the
result follows.
Before we proceed, let us make the following remarks.
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Remark 5 First of all, if we set z0 = 0 and A = Id in (81), then ρ(z) =
|z| and the function F (z) = G(|z|) is radial. By considering an arbitrary
positive matrix A, we can solve more problems, such as the one in Example
8 below.
Secondly, let us point out that (82) does not pose any serious restriction.
Indeed, suppose that det(A) 6= 1. Define B = A√
det(A)
. Then detB = 1, and
since
ρ =
4
√
detAρ˜, (86)
where
ρ˜ = ((z − z0) ·B(z − z0))
1
2 , (87)
we conclude that F can also be regarded as a function of ρ˜ only and the same
results follow.
Remark 6 A function with the ”radial” property stated in Theorem 4 seems
to be ”diagonalized” in (83). Although this is true, some care is required to
make this assertion. Indeed, we have to make sure that Fn(ρ(z)) are Wigner
functions. To show that this is indeed the case, we recall the following sym-
plectic covariance property of Wigner distributions [19, 20, 22, 33, 44, 51,
55] and Williamson’s Theorem [54]. Let Sp2(d) be the metaplectic group, i.e.
the two-fold cover of Sp(d). For each S ∈ Sp(d), there exist ±S˜ ∈ Sp2(d)
which project onto S. The metaplectic representation Mp(d) is a unitary
representation of Sp2(d), Sp2(d) ∋ S˜ 7→ µ(S˜), with the property that:
µ(S˜)−1Âµ(S˜) Weyl←→ a ◦ S, (88)
for Â : S(Rd)→ S ′(Rd) a Weyl operator with Weyl symbol a ∈ S ′(R2d). In
particular, for Wigner functions, we have:
W
(
µ(S˜)f, µ(S˜)g
)
(z) = W (f, g)(S−1z), (89)
for all f, g ∈ S(Rd). By usual density arguments this extends to L2(Rd).
Moreover, the set of Wigner functions is left invariant under phase space
translations. Altogether, if Wψ(z) is a Wigner function, then under an
affine symplectic transformation Wψ(Sz − z0) (S ∈ Sp(d), z0 ∈ R2d) we
obtain another Wigner function.
Now, let us go back to the 2×2 matrix A in (81). Williamson’s Theorem
[54] states that there exists S ∈ Sp(1) and a positive number λ (called a
Williamson invariant) such that A = λSTS. By assumption det(A) = 1
and thus λ = 1. Hence:
A = STS. (90)
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We thus have that
ρ2(z) = (z − z0) · A(z − z0) = (S(z − z0)) · (S(z − z0)) (91)
It follows that Fn(ρ(z)) is obtained from Wen(z) by the affine symplectic
transformation:
z 7→ Sz − Sz0. (92)
Thus Fn(ρ(z)) is again a Wigner function.
Remark 7 If a function F is a function of ρ (81) only, as in Theorem 4,
and F+ is not identically zero, then we can solve the optimization problem
exactly by the following (finite) iterative procedure.
First of all notice that from Remarks 2 and 6, the function F is diago-
nalized in (83) and thus the coefficients µn are in fact the eigenvalues of F̂ ,
F and F∗. We then proceed as follows.
1) Compute the eigenvalues (84) until you find the first positive one, say
µk1 . Define
F (k1)(z) :=
k1∑
n=0
µnFn(ρ(z)). (93)
If
||F − F (k1)||L2(R2d) ≤
µk1√
2π
, (94)
then we conclude that
|µl| ≤
√√√√ +∞∑
n=k1+1
|µn|2 < µk1 , (95)
for all l = k1 + 1, k1 + 2, · · · . Consequently, µk1 is the largest eigenvalue of
F̂ and the optimal solution is
Wψ(0)(z) = µk1Fk1(ρ(z)). (96)
2) If (94) does not hold, then look for the next positive eigenvalue µk2 (k2 >
k1) and set
F (k2)(z) :=
k2∑
n=0
µnFn(ρ(z)). (97)
Define K ∈ {k1, k2}, such that
µK = max {µk1 , µk2} . (98)
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If
||F − F (k2)||L2(R2d) ≤
µK√
2π
, (99)
then we conclude that
|µl| ≤
√√√√ +∞∑
n=k2+1
|µn|2 < µK , (100)
for all l = k2 + 1, k2 + 2, · · · . Consequently, µK is the largest eigenvalue of
F̂ and the optimal solution is
Wψ(0)(z) = µKFK(ρ(z)). (101)
3) If (99) is still not valid, then we proceed in the same fashion and obtain
a set of positive eigenvalues µk1 , µk2 , · · · , µkn (0 ≤ k1 < k2 < · · · < kn). As
before, we set
F (kn)(z) :=
kn∑
n=0
µnFn(ρ(z)), (102)
and define K ∈ {k1, k2, · · · , kn} such that
µK = max {µk1 , µk2 , · · · , µkn} . (103)
If
||F − F (kn)||L2(R2d) ≤
µK√
2π
, (104)
then we conclude that
|µl| ≤
√√√√ +∞∑
n=kn+1
|µn|2 < µK , (105)
for all l = kn + 1, kn + 2, · · · . Consequently, µK is the largest eigenvalue of
F̂ and the optimal solution is given by (101).
Notice that condition (104) will eventually be satisfied for some kn ∈ N,
since
∑+∞
n=k |µn|2 → 0 as k →∞.
Example 8 A particular instance of the previous construction is a Gaus-
sian of the form
F (z) = N exp (−α(z − z0) · A(z − z0)) , (106)
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where N and α are arbitrary positive constants, and where we assume that
A is a real, symmetric, positive-definite 2 × 2 matrix with det(A) = 1. A
straightforward calculation yields for n ≥ 1:
µn = 4π(−1)nN
∫∞
0 e
−(1+α)ρ2ρLn(2ρ2)dρ =
= 4π(−1)nN∑nk=0( nk
)
(−2)k
k!
∫∞
0 e
−(1+α)ρ2ρ2k+1dρ =
= (−1)
n2πN
1+α
∑n
k=0
(
n
k
)(
− 21+α
)k
= (−1)
n2πN
1+α
(
1− 21+α
)n
= 2πN1+α
(
1−α
1+α
)n
,
(107)
and
µ0 =
2πN
1 + α
. (108)
Clearly, if α = 1, then µn = πNδn,0, and the largest eigenvalue is µ0. If
α < 1, then all the eigenvalues are strictly positive. Notice that in this case,
the Gaussian satisfies the Robertson-Schro¨dinger uncertainty principle [41]:
A−1 + iαJ ≥ 0, (109)
where
J =
(
0 1
−1 0
)
(110)
is the standard symplectic matrix. The uncertainty principle (109) is well
known to be a necessary and sufficient condition for a Gaussian measure to
be the Weyl symbol of a positive trace-class operator [40, 41].
Thus, if α < 1, the sequence (107) is strictly decreasing. Hence, the
largest eigenvalue is µ0.
Finally, if α > 1, then we have an alternating sequence
µn =
(−1)n2πN
1 + α
(
α− 1
1 + α
)n
, n ≥ 0. (111)
But again, since the moduli sequence
|µn| = 2πN
1 + α
(
α− 1
1 + α
)n
(112)
is strictly decreasing, µ0 is again the largest positive eigenvalue. Conse-
quently, for any α > 0, the Wigner function closest to the Gaussian measure
(106) is:
Wψ(0)(z) =
2πN
1 + α
F0(ρ(z)) =
2N
1 + α
e−(z−z0)·A(z−z0). (113)
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Thus in particular, if we have F (z) = We0(z) =
1
πe
−|z|2 (that is: N = 1π ,
α = 1, A = Id and z0 = 0), then we obtain Wψ
(0)(z) = We0(z) as expected.
Remark 9 Before we conclude this section, we remark that the optimization
problem considered in this paper is intimately related with the so-called local-
ization or Toeplitz operators in time-frequency analysis [16, 18, 42, 45, 46]
and quantum mechanics [11, 34]. In [11] the authors addressed the opti-
mization problems
minψ∈L2(R)\{0}
∫
DWψ(z)dz∫
R2
Wψ(z)dz
(114)
and
maxψ∈L2(R)\{0}
∫
DWψ(z)dz∫
R2
Wψ(z)dz
(115)
where D ⊂ R is some bounded domain whose boundary ∂D is a regular
curve.
If we define F (z) = χD(z) ∈ L2(R2) to be the characteristic function
of D, then it is straightforward to prove that the Wigner function Wψ(0)
closest in L2 to F is the optimal solution of (115).
In [11, 18, 34] the authors proved that Gaussians maximize (115), when
D is a disk, a poly-disk or a ball.
5 The general approximation procedure
A crucial point in our derivation will be the Courant-Fischer min-max the-
orem, which we recapitulate here for completeness.
Theorem 10 (Courant-Fischer min-max theorem) Let A be an N×N
hermitian matrix and write its eigenvalues as a decreasing sequence α1 ≥
α2 ≥ · · · ≥ αN . Then we have:
αj = supdim(V )=j infv∈V,||v||=1 v · Av, (116)
and
αj = infdim(V )=N−j+1 supv∈V,||v||=1 v · Av, (117)
for all j = 1, 2, · · · , N and V ranges over all subspaces of CN with the
indicated dimension. Here ||v||2 = |v1|2 + · · · |vN |2.
Before we proceed, let us recall that {λj}j are the distinct eigenvalues of
the matrix F, whereas {µj}j are its eigenvalues with multiplicities. With our
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previous notation (63-67) the eigenvalues of F(N) are
{
µ
(N)
j
}
j
. If we rear-
range the eigenvalues of F(N) as a decreasing sequence
{
α
(N)
j
}
j
(as described
in the Courant-Fischer Theorem), we may write:
α
(N)
j =

µ
(N)
j , j = 1, · · · , N+
0, j = N+ + 1, · · · , N+ +NK
µ
(N)
j−N−1, j = N+ +NK + 1, · · · , N
(118)
We follow closely [31] for the estimates of the eigenvalues. We just have
to make some adaptations to complex-valued matrices and to the facts that
we have the L2-bound (59) and that the matrix F is not necessarily positive.
We start by proving that each sequence
{
µ
(N)
j
}
N∈N
and
{
−µ(N)−j
}
N∈N
with fixed j ≥ 1 of non-zero eigenvalues is non-decreasing with respect to N
and, since they are bounded, they are convergent.
But before we do that, we remark that we may at various moments
denote the vectors (x1, · · · , xN ) ∈ CN and (x1, · · · , xN , 0, 0, 0, · · · ) ∈ l2(N)
by the same symbol x(N) according to our convenience.
Proposition 11 With the previous notation, we have that for 1 ≤ j ≤ N+
µ
(N)
j ր µj, N →∞, (119)
while
µ
(N)
−k ց µ−k, N →∞, (120)
for 1 ≤ k ≤ N−.
Proof. By the Courant-Fischer theorem, we have for 1 ≤ j ≤ N :
α
(N)
j = supdimV=j infx(N)∈V,||x(N)||=1 x(N) · F(N)x(N), (121)
and
α
(N+1)
j = supdimV=j infx(N+1)∈V,||x(N+1)||=1 x(N+1) · F(N+1)x(N+1). (122)
Notice that we can rewrite (121) as:
α
(N)
j = supdimV ′=j infx(N+1)∈V ′,||x(N+1)||=1 x(N+1) · F(N+1)x(N+1), (123)
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where the supremum is taken over all subspaces V ′ of CN+1 with dimension
j, such that x(N+1) ∈ V ′ if and only if its (N + 1)-th coordinate is zero.
From (122) and (123) it is then obvious that
α
(N)
j ≤ α(N+1)j . (124)
Thus, for fixed j this is a non-decreasing sequence. In particular, we have:
(N + 1)+ ≥ N+ (125)
Thus for 1 ≤ j ≤ N+, we have:
µ
(N)
j = α
(N)
j ≤ α(N+1)j = µ(N+1)j . (126)
Next, if we replace F(N) by −F(N), then: α(N)j → −α(N)N−j+1. If we then
apply the previous conclusions to −F(N), it follows that:
(N + 1)− ≥ N−, (127)
and
µ
(N)
−j ≥ µ(N+1)−j (128)
for 1 ≤ j ≤ N−.
Concerning convergence, we invoke a familiar theorem for the spectral
radius of bounded linear operators on Banach spaces. For any element µ(N)
in the spectrum of F(N) and for fixed N ∈ N, we have:
|µ(N)| ≤ ||F(N)||Op ≤ ||F(N)||l2 ≤ ||F||l2 = (2π)d/2||F ||L2(R2d). (129)
We conclude that the sequences
{
µ
(N)
j
}
N∈N
and
{
µ
(N)
−k
}
N∈N
for fixed j, k
are bounded and monotone, and hence convergent.
It remains to prove that the limit of µ
(N)
j , for fixed j 6= 0, is µj as
N →∞.
We prove the result for the positive eigenvalues j ≥ 1. The proof for
negative eigenvalues is identical.
So assume that the limit as N →∞ of some µ(N)j is not in the spectrum
of F. Let j0 be the smallest j ≥ 1 for which µ(N)j → µ∗j , and µ∗j is not
in the spectrum of F. Recalling the notation (62-69) for the orthonormal
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eigenvectors of F and F(N), we have:
||Fc(N)j0 − µ∗j0c
(N)
j0
||l2 = ||(F − F(N))c(N)j0 + F(N)c
(N)
j0
− µ∗j0c
(N)
j0
||l2 ≤
≤ ||(F− F(N))c(N)j0 ||l2 + ||(µ
(N)
j0
− µ∗j0)c
(N)
j0
||l2 ≤
≤ ||(F − F(N))||Op||c(N)j0 ||l2 + |µ
(N)
j0
− µ∗j0 | ||c
(N)
j0
||l2 ≤
≤ (2π)d/2||F − F (N))||L2(R2d) + |µ(N)j0 − µ∗j0 |
(130)
And thus:
||Fc(N)j0 − µ∗j0c
(N)
j0
||l2 → 0, (131)
as N →∞.
Next we expand c
(N)
j0
in the basis B (68) of l2(N):
c
(N)
j0
=
∑
α∈A
aαeα, (132)
with
||c(N)j0 ||l2 =
∑
α∈A
|aα|2 = 1. (133)
On the other hand, if µ∗j0 is not in Spec(F) - the spectrum of F - then
0 < Kj0 := inf
{|µ∗j0 − η| : η ∈ Spec(F)} . (134)
It follows from (132) that
|| (F− µ∗j0Id) c(N)j0 ||l2 = || (F− µ∗j0Id)∑
α∈A
aαeα||l2 = ||
∑
α∈A
aα(βα−µ∗j0)eα||l2
(135)
where βα is the eigenvalue of F associated with the eigenvector eα.
From Pithagoras’ theorem and (133,168,135), we have:
|| (F− µ∗j0Id) c(N)j0 ||l2 =√∑
α∈A
|aα|2|βα − µ∗j0 |2 > Kj0
√∑
α∈A
|aα|2 = Kj0 > 0,
(136)
which contradicts (131).
This proves that µ∗j = limN→∞ µ
(N)
j is in the spectrum of F for all j ≥ 1.
But it still remains to prove that µ∗j = µj.
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Suppose that j¯ is the smallest j ≥ 1, such that µ(N)j → µ∗j 6= µj. From
this assumption and the monotonicity, we must have in fact µ∗¯
j
< µj¯. From
the min-max principle and the monotonicity, we have for N > j¯:
µ
(N)
j¯
= supdimV =j¯ infx(N)∈V ;x(N) 6=0
x(N)·F(N)x(N)
||x(N)||2 =
= supdimV ′=j¯ infx(N)∈V ′;x(N) 6=0
x(N)·Fx(N)
||x(N)||2
l2
≤ µ∗¯
j
< µj¯
(137)
where V ranges over all j¯-dimensional subspaces of CN and V ′ ranges over
all j¯-dimensional subspaces of l2(N) such that x(N) = (x1, x2, · · · ) ∈ V ′
implies xN+1 = xN+2 = xN+3 = · · · = 0.
But as N →∞, the spaces V ′ become dense in l2(N) and, from the last
inequality in (137), we have a contradiction with:
µj¯ = supdimW=j¯ infx∈W ;x 6=0
x · Fx
||x||2
l2
(138)
where W ranges over all j¯-dimensional subspaces of l2(N).
In the next theorem, we obtain an estimate for the approximate eigen-
values. In particular the estimate stated in Eq.(141) can be regarded as an
infinite dimensional version of the Weyl [52] or the Wielandt-Hoffman [47]
inequalities. In [5, 6] the authors considered the multiplication of a fixed
multiplier pattern (Bessel multiplier), which is inserted between the anal-
ysis and the synthesis operator. They then considered the perturbation of
Bessel sequences and obtain results which have some resemblance with our
next theorem.
Theorem 12 With the assumption (59), we have:
µ
(N)
j ≤ µj ≤ max
{
µ
(N)
j + (2π)
d/2ǫ||F ||L2(R2d), 2(2π)d/2ǫ||F ||L2(R2d)
}
,
(139)
for j = 1, 2, · · · , N+, and
min
{
−µ(N)−j − (2π)d/2ǫ||F ||L2(R2d),−2(2π)d/2ǫ||F ||L2(R2d)
}
≤ µ−j ≤ µ(N)−j ,
(140)
for j = 1, 2, · · · , N−. Consequently,
|µ(N)j − µj | < 2(2π)d/2ǫ||F ||L2(R2d), (141)
for all j = −N−, · · · ,−1, 1, · · · , N+.
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Proof. Choose j ≤ N < M . Again, by the min-max theorem:
α
(M)
j = infdimV=M−j+1 supx(M)∈V \{0}
x(M) · F(M)x(M)
||x(M)||2 . (142)
For x(M) = (x1, · · · , xN , · · · , xM ), set
y1 =
(
N∑
i=1
|xi|2
)1/2
, y2 =
(
M∑
i=N+1
|xi|2,
)1/2
(143)
so that
||x(M)||2 =
M∑
i=1
|xi|2 = y21 + y22 . (144)
Moreover,
x(M) · F(M)x(M) =∑Mi,k=1 xifikxk =
= x(N) · F(N)x(N) + 2Re
(∑N
i=1
∑M
k=N+1 xifikxk
)
+
∑M
i,k=N+1 xifikxk
(145)
Applying twice the Cauchy-Schwarz inequality to the second term on the
right-hand side of the previous equation:
2Re
(∑N
i=1
∑M
k=N+1 xifikxk
)
≤ 2∑Ni=1 |xi| ∣∣∣∑Mk=N+1 fikxk∣∣∣ ≤
≤ 2y1
(∑N
i=1
∣∣∣∑Mk=N+1 fikxk∣∣∣2)1/2 ≤
≤ 2y1
[
y22
∑N
i=1
(∑M
k=N+1 |fik|2
)]1/2
=
= 2y1y2
(∑N
i=1
∑M
k=N+1 |fik|2
)1/2
≤ 2ǫNy1y2||F ||L2(R2d),
(146)
where
ǫN :=
(∑N
i=1
∑∞
k=N+1 |fik|2
)1/2
||F ||L2(R2d)
. (147)
Next we consider the third term on the right-hand side of (145):
M∑
i,k=N+1
xifikxk ≤ y22
∣∣∣∣∣
∑M
i,k=N+1 xifikxk∑M
l=N+1 |xl|2
∣∣∣∣∣ ≤ ρNy22 , (148)
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where
ρN := supx
∣∣∣∣∣
∑∞
i,k=N+1 xifikxk∑∞
l=N+1 |xl|2
∣∣∣∣∣ (149)
and the supremum is taken over all x = (0, · · · , 0, xN+1, xN+2, · · · ) ∈ l2(N).
Finally consider the first term in (145):
x(N) · F(N)x(N) = y21
(
x(N) · F(N)x(N)∑N
i=1 |xi|2
)
. (150)
Recall from (142) that we are considering planes of dimension M − j + 1.
Their codimension in CM is j − 1. But, if we set the coordinates xN+1 =
· · · = xM = 0 in these planes, then the resulting codimension in CN is lower
or equal to j − 1. For some planes it is strictly smaller. We conclude that
the set of all subspaces of CN with dimension N − j+1 is a proper subset of
the set of subspaces of CN with codimension j − 1 obtained in this fashion.
It follows by the min-max principle that
infdimV ′=M−j+1 supx(M)∈V ′\{0}
x(N) · F(N)x(N)∑N
i=1 |xi|2
≤ α(N)j , (151)
where, as before, if x(N) = (x1, x2, · · · , xM ) ∈ V ′, then xN+1 = · · · = xM =
0.
Consequently from (142,145,146, 148,150,151) we have that:
α
(M)
j ≤ max(y1,y2)∈(R+)2
y21α
(N)
j + 2ǫN ||F ||L2(R2d)y1y2 + ρNy22
y21 + y
2
2
(152)
In particular, for the sequence of positive eigenvalues (j = 1, · · · , N+), we
have:
µ
(M)
j ≤ max(y1,y2)∈(R+)2
y21µ
(N)
j + 2ǫN ||F ||L2(R2d)y1y2 + ρNy22
y21 + y
2
2
(153)
The maximum on the right-hand side of (153) is easily computed and we
obtain:
µ
(M)
j ≤
µ
(N)
j + ρN +
√
(µ
(N)
j − ρN )2 + 4ǫ2N ||F ||2L2(R2d)
2
(154)
26
Since the right-hand side is independent of M > N , we have from Proposi-
tion 11:
µ
(N)
j ≤ µj ≤
µ
(N)
j +ρN+
√
(µ
(N)
j −ρN )2+4ǫ2N ||F ||2L2(R2d)
2 ≤
≤ max
{
µ
(N)
j + ǫN ||F ||L2(R2d), ρN + ǫN ||F ||L2(R2d)
}
,
(155)
where we used the inequality
√
a2 + b2 ≤ |a|+ |b|. If we apply the Cauchy-
Schwartz inequality twice as in (146), we conclude that
∣∣∣∣∣
∑∞
i,k=n+1 xifikxk∑∞
l=n+1 |xl|2
∣∣∣∣∣ ≤
 ∞∑
i,k=n+1
|fik|2
1/2 (156)
Thus, in particular:
ρN ≤
 ∞∑
i,k=N+1
|fik|2
1/2 ≤ (2π)d/2||F−F (N)||L2(R2d) < (2π)d/2ǫ||F ||L2(R2d)
(157)
Likewise:
ǫN ≤ (2π)d/2
||F − F (N)||L2(R2d)
||F ||L2(R2d)
< (2π)d/2ǫ (158)
From (155,157,158), we recover (139).
The result for the negative eigenvalues can be easily obtained by consid-
ering the matrix −F(N) as before.
We now turn to the eigenspaces. In the next theorem, we denote by
dist(b,A) := inf {||b− a||l2 : a ∈ A} (159)
the distance of b ∈ l2(N) to the set A ⊂ l2(N).
We also make the following observation. For fixed j ∈ {−N−, · · · ,−1, 1, · · · , N},
let
m
(N)
j := min
{
|µ(N)j |, |µ(N)k − µ
(N)
j | : µ(N)k 6= µ
(N)
j
}
(160)
Thus, m
(N)
j measures the distance between µ
(N)
j and the eigenvalue of F
(N)
closest to it. Of course, as N →∞, this converges to
mj := min {|µj |, |µk − µj | : µk 6= µj} > 0. (161)
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Clearly, for fixed j, we may choose ǫ > 0 sufficiently small and N = N(ǫ)
sufficiently large so that (59) holds and:
ǫ <
m
(N)
j
4(2π)d||F ||L2(R2d)
. (162)
We also remark that, even though the eigenvalues µ
(N)
j converge to µj as
N →∞, the eigenvectors c(N)j need not converge in l2 to cj . This is because
the eigenspace Hj of µj may have dimension nj > 1. Thus c(N)j may con-
verge to some other eigenvector with the same eigenvalue µj other than cj
or it may not even converge at all. However, what does happen is that its
distance to the eigenspace Hj tends to zero. We also note that the eigenval-
ues converge in a uniform way. By this we mean that the estimates in (141)
are independent of j. On the contrary our estimates in the next theorem for
the eigenvector are not uniform. But since we are interested in estimating
only one eigenvalue (the largest) and the corresponding eigenspace, that is
fine.
Theorem 13 For fixed j ∈ Z\ {0}, choose ǫ and N = N(ǫ) ∈ N such that
for the truncated matrix F(N) we have
j ∈ {−N−, · · · ,−1, 1, · · · , N+} , (163)
and
0 <
||F − F (N)||L2(R2d)
||F ||L2(R2d)
< ǫ <
m
(N)
j
4(2π)d||F ||L2(R2d)
. (164)
Define
M
(N)
j := m
(N)
j − 4(2π)dǫ||F ||L2(R2d) > 0. (165)
Let Hj denote the eigenspace of F associated with the eigenvalue µj, and
let c
(N)
j be a normalized eigenvector of F
(N) associated with the eigenvalue
µ
(N)
j . We then have:
dist
(
c
(N)
j ,Hj
)
<
3(2π)d/2ǫ||F ||L2(R2d)
M
(N)
j
. (166)
Proof. From eq. (130) with j0 and µ
∗
j0
replaced by j and µj, we have:
||Fc(N)j − µjc(N)j ||l2 ≤ 3(2π)d/2ǫ||F ||L2(R2d) (167)
28
where we used (141).
This equation is roughly equivalent to saying that eigenfunctions of F (N)
become 3(2π)d/2ǫ-pseudoeigenfunctions of the operator F with pseudoeigen-
value µj (pseudospectra is more often associated with non-normal operators
[49], but it can be also useful in the analysis of normal operators. There are
several definitions and the above has been introduced by Landau inside the
proof of a Szego¨ theorem in [32]. Similar heuristics have been used in [2]).
As in (132), we expand c
(N)
j in the orthonormal basis B (68) of l2(N)
formed by the eigenvectors of F:
c
(N)
j =
∑
α∈A
aαeα, (168)
with
||c(N)j ||l2 =
∑
α∈A
|aα|2 = 1. (169)
Let Aj ⊂ A denote the set of indices such that
Hj = Span {eα : α ∈ Aj} . (170)
These are the indices associated with the eigenvectors in the basis B which
have eigenvalue µj . Clearly, if µj has multiplicity one, then Aj = {j}, if it
has multiplicity two, then Aj = {j − 1, j} or Aj = {j, j + 1}, etc. We also
denote by Acj = A\Aj its complement.
We may thus write c
(N)
j as
c
(N)
j = c
(N)
j,‖ + c
(N)
j,⊥ , (171)
where
c
(N)
j,‖ :=
∑
α∈Aj
aαeα ∈ Hj, (172)
and
c
(N)
j,⊥ :=
∑
α∈Acj
aαeα ∈ H⊥j . (173)
From (167,171-173) it follows that
3(2π)d/2ǫ||F ||L2(R2d) > ||(F − µjId)
(
c
(N)
j,‖ + c
(N)
j,⊥
)
||l2 =
= ||(F − µjId)c(N)j,⊥ ||l2 = ||
∑
α∈Acj aα(βα − µj)eα||l2
(174)
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where βα = λ1, λ2, · · · for eα = c1, c2, · · · ; βα = λ−1, λ−2, · · · for eα =
c−1, c−2, · · · ; and βα = 0 for eα = d1, d2, · · · . From Pithagoras’ theorem:
3(2π)d/2ǫ||F ||L2(R2d) >
√∑
α∈Acj
|βα − µj|2|aα|2 ≥ mj
√∑
α∈Acj
|aα|2. (175)
Let βα0 be the eigenvalue of F such that:
|βα0 − µj| = mj. (176)
In other words, βα0 is the eigenvalue closest to µj. Assuming that N is suffi-
ciently large so that (163,164) hold and also α0 ∈ {−N−, · · · ,−1, 1, · · · , N+},
we have from (141) that:
|βα0 − µj| ≥ |β(N)α0 − µ
(N)
j | − 4(2π)dǫ||F ||L2(R2d). (177)
And thus:
mj ≥ m(N)j − 4(2π)dǫ||F ||L2(R2d) = M (N)j > 0. (178)
Finally, from (175,178):
dist
(
c
(N)
j ,Hj
)
= ||c(N)j,⊥ ||l2 = ||
∑
α∈Acj aαeα||l2 =
=
√∑
α∈Acj |aα|2 <
3(2π)d/2ǫ||F ||
L2(R2d)
M
(N)
j
(179)
Before we proceed, let us recall that, given some real function F ∈
L2(R2d), the Wigner function closest to F in L2 isWψ(0), where ψ(0) lives in
the eigenspace associated with the largest eigenvalue λ1 of F̂ =W−1(F ). If
the spectrum is non-degenerate, then we choose an eigenvector ψ1 associated
with λ1 = µ1 such that
||ψ1||2L2(Rd) = λ1, (180)
and set
Wψ(0) = Wψ1. (181)
In general, we are incapable of determining the spectrum of F̂ or equivalently
of F and hence we consider the truncated matrix F(N) and its eigenvalues.
Thus, instead of obtaining the exact optimizer Wψ(0) = Wψ1, we obtain
an approximate solution Wψ(0,N) = Wψ
(N)
1 , where ψ
(N)
1 is an eigenvector
30
of F̂ (N) =W−1(F (N)) associated with the largest eigenvalue λ(N)1 = µ(N)1 of
F̂ (N) such that:
||ψ(N)1 ||2L2(Rd) = λ
(N)
1 . (182)
We will thus be interested in determining the distance between the exact op-
timizer Wψ(0) and the approximate solution Wψ(0,N). In the next theorem
we obtain an estimate, if the spectrum is non-degenerate. In the degenerate
case similar estimates can be obtained, but the intricacies of the calculation
will depend on the multiplicity of the eigenvalues.
Theorem 14 Assume the conditions of Theorem 13. Then
||Wψ1 −Wψ(N)1 ||L2(R2d) ≤
≤ 4ǫ||F ||L2(R2d)
[
1 +
3
√
λ
(N)
1
√
λ
(N)
1 +2(2π)
d/2ǫ||F ||
L2(R2d)
2M
(N)
1
]
+
18(2π)d/2ǫ2||F ||2
L2(R2d)
(M
(N)
1 )
2
(183)
Proof. We have, using the bilinearity of the Wigner transformW (ψ, φ) and
Moyal’s identity:
||Wψ1 −Wψ(N)1 ||L2(R2d) = ||W (ψ1 − ψ(N)1 , ψ1) +W (ψ(N)1 , ψ1 − ψ(N)1 )||L2(R2d) ≤
≤ ||W (ψ1 − ψ(N)1 , ψ1)||L2(R2d) + ||W (ψ(N)1 , ψ1 − ψ(N)1 )||L2(R2d) =
= 1
(2π)d/2
(
||ψ1||L2(Rd) + ||ψ(N)1 ||L2(Rd)
)
||ψ1 − ψ(N)1 ||L2(Rd) =
= 1
(2π)d/2
(√
λ1 +
√
λ
(N)
1
)
||ψ1 − ψ(N)1 ||L2(Rd) ≤
≤ 2
√
λ1
(2π)d/2
||ψ1 − ψ(N)1 ||L2(Rd)
(184)
As before, if ψ1, ψ
(N)
1 are expanded in some orthonormal basis of L
2(Rd) the
coefficients of the expansion are eigenvectors of F and F(N) with eigenvalues
λ1 and λ
(N)
1 , respectively. If c1 and c
(N)
1 are the normalized eigenvectors,
the from (180,182), we have:
||ψ1 − ψ(N)1 ||L2(Rd) = ||
√
λ1c1 −
√
λ
(N)
1 c
(N)
1 ||l2 (185)
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Since the spectrum is non-degenerate, we conclude that c1 is proportional
to the vector h1 of H1 closest to c(N)1 . By Pithagoras’ Theorem, we may
thus write:
h1 =
√
1− dist2
(
c
(N)
1 ,H1
)
c1 (186)
We chose the positive root in the previous equation, because if c1 is a nor-
malized eigenvector of F, then so is −c1. We may thus assume, without loss
of generality, that c1 and h1 point in the same direction. From (185,186),
we have:
||ψ1 − ψ(N)1 ||L2(Rd) = ||
√
λ1c1 −
√
λ
(N)
1 h1 +
√
λ
(N)
1 h1 −
√
λ
(N)
1 c
(N)
1 ||l2 ≤
≤ ||√λ1c1 −
√
λ
(N)
1 h1||l2 +
√
λ
(N)
1 ||h1 − c(N)1 ||l2 =
=
∣∣∣∣√λ1 −√λ(N)1 √1− dist2 (c(N)1 ,H1)∣∣∣∣+√λ(N)1 dist(c(N)1 ,H1)
(187)
For the first term on the right-hand side of the previous equation, we have:∣∣∣∣√λ1 −√λ(N)1 √1− dist2 (c(N)1 ,H1)∣∣∣∣ =
=
λ1−λ(N)1
(
1−dist2
(
c
(N)
1 ,H1
))
√
λ1+
√
λ
(N)
1
√
1−dist2
(
c
(N)
1 ,H1
) ≤
λ1−λ(N)1 +λ
(N)
1 dist
2
(
c
(N)
1 ,H1
)
√
λ1
(188)
Substituting (187) and (188) in (184) and taking into account the estimates
(141) and (166), we obtain:
||Wψ1 −Wψ(N)1 ||L2(Rd) ≤
≤ 2
(2π)d/2
[
λ1 − λ(N)1 + λ(N)1 dist2
(
c
(N)
1 ,H1
)
+
√
λ1λ
(N)
1 dist
(
c
(N)
1 ,H1
)]
≤
≤ 4ǫ||F ||L2(R2d)
[
1 +
9λ
(N)
1 (2π)
d/2ǫ||F ||
L2(R2d)
2
(
M
(N)
1
)2 +
3
√
λ
(N)
1
√
λ
(N)
1 +2(2π)
d/2ǫ||F ||
L2(R2d)
2M
(N)
1
]
(189)
and the result follows.
Remark 15 Before we conclude this section, it is of interest to contrast
our method with what may be called the signal synthesis approach [9, 28].
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In the latter case one would have to model the signal with some parameters
and then calculate the Wigner distribution of the guessed at signal. Then,
one would have to calculate the parameters by a least square procedure of
the given distribution and modeled signal Wigner distribution. Generally,
the parameters would enter in a non-linear fashion and would have to be
obtained by numerical methods. Once obtained, one would still not be sure
as to whether the modeling of the signal with the guessed at parameters was
optimal. In contrast our method is analytic and systematic.
6 The Wigner approximation
In this section, we go back to the Wigner approximation for pulse propa-
gation described in the introduction. Our aim is to prove that the Wigner
approximation for a non-symplectic evolution never corresponds to a Wigner
function. This justifies our search for the Wigner function closest to it. We
will also illustrate our methods with a specific example.
Theorem 16 Let
Waψ(x, k, t) := e
2tωI (k)Wψ0(x− ν(k)t, k), (190)
be the Wigner approximation for the propagation of the initial Wigner dis-
tribution Wψ0(x, k), with ψ0 ∈ L2(R) and (x, k, t) ∈ R2 × R+. We also
assume that ωI , ν ∈ C(R). Then Waψ0 is representable at some τ > 0 if
and only if:
ωI(k) = 0, ν(k) = ν1k + ν0, ν1, ν0 ∈ R. (191)
If (191) holds, then Waψ0(x, k, t) is representable for all t ∈ [ 0,+∞ ).
Proof. Suppose that at some instant τ > 0, the Wigner approximation
Waψ(x, k, τ) is representable. Then, there exists φτ ∈ L2(R) such that
Waψ(x, k, τ) = Wφτ (x, k), (192)
for all (x, k) ∈ R2, and where we use the fact that Wigner functions are
uniformly continuous in R2 [22]. Let ψ˜0 = F(ψ0) and φ˜τ = F(φτ ).
We may reexpress the Wigner functions (1) as:
Wψ0(x, k) =
1
2π
∫
R
ψ˜0(k − θ/2)ψ˜0(k + θ/2)e−ixθdθ, (193)
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and
Wφτ (x, k) =
1
2π
∫
R
φ˜τ (k − θ/2)φ˜τ (k + θ/2)e−ixθdθ, (194)
Plugging (190,193,194) into (192) and applying the Fourier inversion Theo-
rem, we obtain for almost all (θ, k) ∈ R2:
e2τωI (k)ψ˜0(k − θ/2)ψ˜0(k + θ/2)eiθτν(k) = φ˜τ (k − θ/2)φ˜τ (k + θ/2) (195)
Changing variables to
p = k − θ
2
, q = k +
θ
2
(196)
we obtain:
e2τωI(
p+q
2 )ψ˜0(p)ψ˜0(q)e
iτ(q−p)ν( p+q2 ) = φ˜τ (p)φ˜τ (q) (197)
for a.e. (p, q) ∈ R2.
Setting p = q, we have:
e2τωI(p)|ψ˜0(p)|2 = |φ˜τ (p)|2 (198)
for almost all p ∈ R.
Let q = k0 ∈ R be such that (197) holds for a.e. p ∈ R and φ˜τ (k0) 6= 0.
We thus have for a.e. p ∈ R:
e
2τωI
(
p+k0
2
)
+iτ(k0−p)ν
(
p+k0
2
)
ψ˜0(p)ψ˜0(k0) = φ˜τ (p)φ˜τ (k0) (199)
From (198) and (199), it follows that
φ˜τ (p) = ψ˜0(p)e
2τωI (p)+iτ(k0−p)ν
(
p+k0
2
)
+icτ (200)
for almost all p ∈ R and cτ ∈ R is some constant.
Upon substitution of (200) in (195), we obtain for a.e. (θ, k) ∈ R2:
e2τωI (k)+iθτν(k)ψ˜0(k − θ/2)ψ˜0(k + θ/2) = ψ˜0(k − θ/2)ψ˜0(k + θ/2)×
× exp [2τωI (k − θ2)+ 2τωI (k + θ2)]×
× exp
[
iτ
(
k0 − k + θ2
)
ν
(
k+k0−θ/2
2
)
− iτ (k0 − k − θ2) ν (k+k0+θ/22 )]
(201)
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This is possible if and only if:
ωI(k) = ωI
(
k − θ
2
)
+ ωI
(
k +
θ
2
)
(202)
and
θν(k)− (k0 − k + θ2) ν (k+k0−θ/22 )+
+
(
k0 − k − θ2
)
ν
(
k+k0+θ/2
2
)
=
2πnτ,k0
τ
(203)
for a.e. (θ, k) ∈ R2 and nτ,k0 ∈ Z. Since, by assumption, ωI and ν are
continuous, eqs.(202,203) must in fact hold for all (θ, k) ∈ R2. Choosing
k = k0, θ = 0, we conclude that nτ,k0 = 0. If we set θ = 0 in (202), then
ωI(k) = 2ωI(k), which is possible only if ωI(k) vanishes identically. Let
k = u+ v − k0, θ = 2(v − u) (204)
From (203), we obtain:
(v − u)ν(u+ v − k0)− (k0 − u)ν(u) + (k0 − v)ν(v) = 0. (205)
The function
f(x) = (k0 − x)ν(x) (206)
is obviously continuous and satisfies:
f(u)− f(v)
u− v =
f(u+ v − k0)
u+ v − 2k0 . (207)
Taking the limit v → u in the previous expression, we conclude that f is
differentiable, except possibly at u = k0. If we differentiate
(u+ v − 2k0) (f(u)− f(v)) = f(u+ v − k0)(u− v) (208)
with respect to u and with respect to v, we obtain:{
f(u)− f(v) + (u+ v − 2k0)f ′(u) = f ′(u+ v − k0)(u− v) + f(u+ v − k0)
f(u)− f(v)− (u+ v − 2k0)f ′(v) = f ′(u+ v − k0)(u− v)− f(u+ v − k0)
(209)
If we subtract the two equations, we obtain:
(u+ v − 2k0)
(
f ′(u) + f ′(v)
)
= 2f(u+ v − k0), (210)
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and setting v = u:
2(u− k0)f ′(u) = f(2u− k0), for all u ∈ R\ {k0} (211)
This means that f and hence ν is twice differentiable except possibly at k0.
If we go back to (205) and differentiate first with respect to u and then with
respect to v, we conclude that:
(v − u)ν ′′(u+ v − k0) = 0. (212)
Thus for v = k0 and u 6= k0, ν ′′(u) = 0 and (191) follows.
Finally, if (191) holds, then the Wigner approximation amounts at all
times to an affine linear symplectic transformation. It is well-known that
under these circumstances it must be a representable function [19, 22].
As a concrete example, we consider the standard centered Gaussian for
d = 1 as the initial Wigner function
Wψ0(z) =
1
π
e−|z|
2
(213)
and choose the dispersion relation
ω(k) =
k3
3
. (214)
The Wigner approximation (8) is then given by:
Waψ(x, k, t) = Wψ0
(
x− k2t, k) = 1
π
e−(x−k
2t)
2−k2 . (215)
We thus want to obtain the Wigner function closest to
F (x, k, t) = Waψ(x, k, t) =
= 1πe
−x2−k2 (1 + 2xk2t+ k4(2x2 − 1)t2)+O(t3). (216)
The expansion coefficients (41) read:
fn,m(t) = 2π < Waψ,W (en, em) >L2(R2)=
= 2
∫
R
∫
R
e−(x−k
2t)
2−k2W (en, em)(x, k)dxdk
(217)
The integral in the previous expression is uniformly convergent for all t ∈ R
|fn,m(t)| ≤ 2
∫
R
∫
R
|W (en, em)(x, k)| dxdk = 2||W (en, em)||L1(R2) <∞
(218)
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We conclude that fn,m ∈ C∞(R). We calculate some coefficients to order
O(t2).
fn,m(t) = 2
∫
R
∫
R
e−x
2−k2 (1 + 2xk2t+ k4(2x2 − 1)t2)W (en, em)(x, k)dxdk+O(t3)
(219)
Using the Hermite basis (72-75), we obtain
f0,0(t) = 1− 332 t2 +O(t3)
f0,1(t) = f1,0(t) =
√
2
8 t+O(t3)
f1,1(t) = − 332t2 +O(t3)
(220)
Thus
F (2)(x, k, t) = f0,0(t)W (e0, e0)(x, k) + f0,1(t)W (e0, e1)(x, k)+
+f1,0(t)W (e1, e0)(x, k) + f1,1(t)W (e1, e1)(x, k) =
= 1πe
−x2−k2
(
1 + tx2 − 3t
2
16 (x
2 + k2)
)
+O(t3)
(221)
and
F
(2) =
 1− 332 t2
√
2
8 t
√
2
8 t − 332t2
+O(t3) (222)
The eigenvalues of F(2) are:
λ
(2)
1 =
1
2
(
1− 316 t2 +
√
1 + t
2
8
)
= 1− t216 +O(t3)
λ
(2)
−1 =
1
2
(
1− 316 t2 −
√
1 + t
2
8
)
= − t24 +O(t3)
(223)
Notice that λ
(2)
−1 < 0 for t > 0. This is in agreement with the result of
Theorem 16. The eigenvectors associated with λ
(2)
1 read
c = Kt
(√
2
4
t,
√
1 +
t2
8
− 1
)
(224)
where Kt is an arbitrary (non-zero) complex function of time only.
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The minimizing wave function is given by:
ψ
(2)
1 (x) = Kt
(√
2
4
te0(x) +
(√
1 +
t2
8
− 1
)
e1(x)
)
(225)
If we impose (52), we obtain:
||ψ(2)1 ||2L2(R) = λ(2)1 ⇔ Kt =
1
2
√√√√√1− 316t2 +
√
1 + t
2
8
1 + 18 t
2 −
√
1 + t
2
8
(226)
Consequently:
ψ
(2)
1 (x) =
(
1− t
2
32
)
e0(x) +
t
4
√
2
e1(x) +O(t3) (227)
Thus, to this order the Wigner function closest to the Wigner approximation
F = Waψ (215) is
Wψ(0,2)(x, k, t) = Wψ
(2)
1 (x, k, t) =
= 1πe
−|z|2
{
1 + tx2 +
t2
32 (2|z|2 − 3)
}
+O(t3)
(228)
Let us estimate the error of the truncation. From (59,216,221), we obtain
ǫ2||F ||2L2(R2) > ||F − F (2)||2L2(R2) =
=
(
t
2π
)2 ∫
R
∫
R
e−2x2−2k2x2(4k2 − 1)2dxdk +O(t3) = t216π +O(t3)
(229)
We conclude that
|λ1 − λ(2)1 | <
t√
2
+O(t2) (230)
We also have
M
(2)
1 =
1
2
(
1− 4
√
2t− 3
16
t2
)
+O(t3) (231)
This approximation makes sense for sufficiently small t in order that M
(2)
1 >
0 (cf.(165)) Moreover, from (166) we conclude that
dist
(
c
(2)
1 ,H1
)
<
3√
2
t(1 + 2
√
πt) +O(t3) (232)
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Finally, estimate (183) yields:
||Wψ1 −Wψ(2)1 ||L2(R2d) ≤
4t√
π
(
1 +
9t√
2
)
+O(t3) (233)
Thus if we choose for instance t < 0.01, then M
(2)
1 ≃ 0.478 is positive
and we have
|λ1 − λ(2)1 | . 0.008, dist
(
c
(2)
1 ,H1
)
. 0.022, (234)
and
||Wψ1 −Wψ(2)1 ||L2(R2d) . 0.024 (235)
7 Schatten-class operators
As another application of our results, we can estimate the eigenvalues and
the norms of certain Schatten-class operators. Let us briefly recall the def-
inition of Schatten-von Neumann operators [10]. Let p ∈ [ 1,∞ [ . Given
some operator Â acting on a separable Hilbert space H, we denote by:
|Â| = (Â∗Â)1/2 (236)
the positive root of Â∗Â, where Â∗ is the adjoint of Â. Its p-th Schatten
norm is given by:
||Â||Sp(H) =
(
Tr|Â|p
)1/p
. (237)
The trace of an operator B̂ is given by:
Tr(B̂) =
∑
n
< B̂en, en >H, (238)
for some orthonormal basis {en}n. If it is finite, then the result is indepen-
dent of the orthonormal basis chosen.
An operator Â belongs to the p-th Schatten class Sp(H) if its p-th Schat-
ten norm (237) is finite. Schatten class operators are compact. Particular
cases are the trace-class operators (p = 1) and the Hilbert-Schmidt operators
(p = 2).
If Â ∈ Sp(H) is self-adjoint, then it admits a decomposition of the form
(19)-(24). We can thus write its p-the Schatten-norm as:
||Â||Sp(H) =
∑
j∈U+
µpj +
∑
j∈U−
|µ−j |p
1/p = (∑
α∈U
|µα|p
)1/p
. (239)
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We have the following continuous embedding:
||Â||Sp(H) ≤ ||Â||Sq(H) ⇒ Sq(H) ⊂ Sp(H), 1 ≤ q ≤ p <∞ (240)
From our previous results we obtain the following two propositions.
Let F̂ ∈ Sp
(
L2(Rd)
)
for some p ∈ [1, 2], with F̂ self-adjoint. From
(240) F̂ is a Hilbert-Schmidt operator with Weyl symbol F = W(F̂ ) and
hence it admits the matrix representation F as before with respect to some
orthonormal basis. With the assumption (59), we have a truncated matrix
F
(N) with the associated eigenvalues
{
µ
(N)
j
}
j
. From Theorem 12 it follows
that:
Proposition 17 Let F̂ ∈ Sp
(
L2(Rd)
)
for some p ∈ [1, 2]. Under the as-
sumption (59), we have:
µ
(N)
j ≤ µj ≤ max
{
µ
(N)
j + (2π)
d/2ǫ||F ||L2(R2d), 2(2π)d/2ǫ||F ||L2(R2d)
}
,
(241)
for j = 1, 2, · · · , N+, and
min
{
−µ(N)−j − (2π)d/2ǫ||F ||L2(R2d),−2(2π)d/2ǫ||F ||L2(R2d)
}
≤ µ−j ≤ µ(N)−j ,
(242)
for j = 1, 2, · · · , N−. Consequently,
|µ(N)j − µj | < 2(2π)d/2ǫ||F ||L2(R2d), (243)
for all j = −N−, · · · ,−1, 1, · · · , N+.
Schatten norms are, in general, very difficult to compute. The exception
is the Hilbert-Schmidt norm, because it can be evaluated through the L2
norm of the Weyl symbol (cf. 36,43):
||F̂ ||S2(L2(Rd)) = (2π)
d/2||F ||L2(R2d). (244)
But for all the other Schatten norms, there is no such simple formula and
one is forced to determine the complete spectrum of F̂ to compute (239).
Our results permit to approximate some Schatten norms. We consider this
problem again from another perspective elsewhere [8].
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Proposition 18 Let F̂ ∈ Sp
(
L2(Rd)
)
for some p ∈ [1, 2], with F̂ self-
adjoint. Under the assumption (59), we have for any q ∈ [ 2,∞ [ :∣∣∣∣∣∣∣ ||F̂ ||Sq(L2(Rd)) −
N+∑
j=1
(
µ
(N)
j
)q
+
N−∑
j=1
∣∣∣µ(N)−j ∣∣∣q
1/q
∣∣∣∣∣∣∣ ≤ (2π)d/2ǫ||F ||L2(R2d).
(245)
Proof. Under the assumption (59), we have:
||F̂ ||Sq(L2(Rd)) = ||F̂ − F̂ (N) + F̂ (N)||Sq(L2(Rd)) ≤
≤ ||F̂ (N)||Sq(L2(Rd)) + ||F̂ − F̂ (N)||Sq(L2(Rd)) ≤
≤ ||F̂ (N)||Sq(L2(Rd)) + ||F̂ − F̂ (N)||S2(L2(Rd)) ≤
≤ ||F̂ (N)||Sq(L2(Rd)) + (2π)d/2ǫ||F ||L2(R2d),
(246)
where we used (59,240,244).
From (239), we have:
||F̂ (N)||Sq(L2(Rd)) =
N+∑
j=1
(
µ
(N)
j
)q
+
N−∑
j=1
∣∣∣µ(N)−j ∣∣∣q
1/q . (247)
Finally from the monotonicity of the eigenvalues (119,120), we have that∣∣∣ ||F̂ ||Sq(L2(Rd)) − ||F̂ (N)||Sq(L2(Rd)) ∣∣∣ = ||F̂ ||Sq(L2(Rd)) − ||F̂ (N)||Sq(L2(Rd)),
(248)
and the result follows.
8 Conclusions and outlook
Let us briefly recapitulate our results. Let F ∈ L2(R2d) be some real non-
representable function. By this, we mean that there exists no ψ ∈ L2(Rd)
such that F = Wψ. We then look for the Wigner function Wψ0 which is
closest to F in the L2 norm.
We solved this problem exactly in the case where F is a one-dimensional
radial function. For the general case, we used a truncated version F(N) =
{Fn,m}1≤n,m≤N of the complete expansion coefficients F = {Fn,m}n,m∈N of
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the function F in a given orthonormal basis of Wigner functions {W (en, em)}n,m.
By resorting to the Courant-Fischer min-max theorem, we obtained precise
estimates for the errors of the approximate eigenvalues and eigenvectors. We
proved that the function F = Waψ obtained by the Wigner approximation
method developed in [15, 36, 37, 38] is never a Wigner function. We then
used our methods to determine approximately the Wigner function closest
to Waψ. Finally, we have shown that certain Schatten norms of self-adjoint
Schatten class operators can be evaluated to any precision with our methods.
In a future work, we wish to study other quasi-distributions. In the
previous sections we have used only the Wigner distribution. However, there
are an infinite number of other phase space distributions [12, 13, 14] and a
number of questions arise when the considerations of the previous sections
are applied to other distributions. We briefly discuss the general class of
quasi-distributions. For simplicity we will consider the one-dimensional case.
One can characterize the distributions by way of the kernel method. All
bilinear distributions are given by
WΦψ(x, k, t) = 1
4π2
∫∫∫
ψ(x′ − 12τ, t)ψ(x′ + 12τ, t)
Φ(θ, τ)e−iθx−iτk+iθ x′ dθ dτ d x′
(249)
where Φ(θ, τ) is called the kernel and characterizes the particular distri-
bution. For the Wigner distribution, Φ(θ, τ) = 1. Here is how one can
understand the previous expression. We assume that ψ ∈ S(R) and hence
Wψ ∈ S(R2). By inverting the partial Fourier transform with respect to
the second variable in (2), we obtain:
ψ(x′ − 12τ, t)ψ(x′ + 12τ, t) =
∫
R
Wψ(x′, k′, t)eik
′τdk′ (250)
Let Φ ∈ S ′(R2) and let Φ˜ be its Fourier transform:
Φ˜(x, k) = (FΦ) (x, k) = 1
2π
∫∫
Φ(θ, τ)e−iθx−iτkdθdτ, (251)
which should be understood in the usual distributional sense:
< FΦ, F >=< Φ,FF >, (252)
for all F ∈ S(R2) and where < ·, · > denotes the distributional bracket.
If we use (251) and plug (250) into (249), we obtain:
WΦψ(x, k, t) =
1
2π
(
Φ˜ ⋆ Wψ
)
(x, k, t) (253)
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where ⋆ denotes the convolution.
Some explicit relations between distributions are as follows. Two distri-
butionsWΦ1ψ andWΦ2ψ characterized by the kernels Φ1 and Φ2 are related
by
WΦ2ψ(x, k, t) = 1
4π2
∫∫∫∫
Φ2(θ,τ)
Φ1(θ,τ)
WΦ1ψ(x′, k′, t)
eiθ(x
′−x)+ iτ(k′−k) dθ dτ dx′ dk′
(254)
Eq. (254) can be expressed in the form of a pseudo-differential operator,
WΦ2ψ(x, k, t) = Φ2
(
i
∂
∂x
, i
∂
∂k
)
Φ−11
(
i
∂
∂x
, i
∂
∂k
)
WΦ1ψ(x, k, t) (255)
Just as for the Wigner distribution, one can calculate expectation values
by resorting to other quasi-distributions. Let Â be some Weyl-operator with
Weyl-symbol a ∈ S(R2). Given ψ ∈ S(R), we have:
< Âψ,ψ >L2(R)=
∫
R
∫
R
aΦ(x, k)WΦ(x, k, t)dxdk. (256)
Here aΦ is the symbol of Â associated with the kernel Φ. It is related with
the Weyl symbol Φ according to:
a =
1
2π
Φ˜ ⋆ aΦ. (257)
One can then ask whether one can apply the same ideas as described in
the introduction to other quasi-distributions and obtain analogous approxi-
mations. This has been partially answered and we describe two such cases.
The first is the Margenau-Hill distribution, the kernel for which is
ΦMH(θ, τ) = e
−iθτ/2 (258)
which results in the distribution
WMHψ(x, k, t) =
1√
2π
ψ(x, t)eikx (Fψ) (k, t) (259)
where Fψ is the Fourier transform of ψ.
Proceeding analogously as with the approximation for the Wigner dis-
tribution, we obtain the Margenau-Hill approximation,
WMHψ(x, k, t) ≈ e2tωI (k)WMHψ0(x− ν(k)t, k) (260)
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For the spectrogram, the kernel is
ΦSP (θ, τ) =
∫
R
w(x+ τ2 ) e
−iθxw(x− τ2 ) dx (261)
where w(x) ∈ S(R) is the window function. The distribution is
W SPψ(x, k) =
∣∣∣∣ 1√2π
∫
R
e−ikx
′
ψ(x′, t)w(x′ − x)dx′
∣∣∣∣2 (262)
For a particular window w, this can be seen as the modulus squared of the
Fourier-Bros-Iagolnitzer (FBI) transform [19].
Analogous to the Wigner distribution, the approximation works out as
W SPψ(x, k, t) ≈ e2tωI (k)W SPψ0(x− ν(k)t, k) (263)
Comparing the Wigner approximation, Eq. (8) with the MH approxi-
mation (260) and the spectrogram, Eq. (263) we see that they are of the
same functional form. This gives rise to various questions that we discuss
and are currently being studied.
• While the approximations are of the same functional form, the ac-
curacy of the approximations is not necessarily equivalent. One can
ask, which is closest to the exact corresponding distribution? Second,
which produces a more accurate wave function by whatever method
one can use to invert the distribution and obtain an approximate wave
function?
• It is probably the case that none of the approximations are repre-
sentable. Can one define approximate representability and see which
distribution is most representable?
• What are the next (higher-order) approximations and are they the
same for the different distributions?
• Related to the previous issues, if one can find a series approximation,
will the successive approximations be more and more representable?
• Another method of approximation is the differential equation approach.
Does that approach give the same approximations.
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• The L2 norm seems natural in this setting because Wigner functions
belong to L2(R2d) and Moyal’s identity leads to natural orthogonality
relations. Moreover it tends to be pervasive in physical applications.
However, in statistical estimation the fundamental measure is the L1
norm, since it allows us to control the MSE error in the estimations
(this is detailed in [3] for stationary signals). In a future work we
will try to investigate whether it is also possible to find the Wigner
function closest to a given function in phase space with respect to the
L1 norm.
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