This paper addresses the problem of order/disorder prediction in protein sequences from alignment free methods. The proposed approach is based on a set of 11 information theory measures estimated from the distribution of the dihedral torsion angles in the amino acid chain. The aim is to characterize the energetically allowed regions for amino acids in the protein structures, as a way of measuring the rigidity/flexibility of every amino acid in the chain, and the effect of such rigidity on the disorder propensity. The features are estimated from empirical Ramachandran Plots obtained using the Protein Geometry Database. The proposed features are used in conjunction with well-established features in the state of the art for disorder prediction. The classification is performed using two different strategies: one based on conventional supervised methods and the other one based on structural learning. The performance is evaluated in terms of AUC (Area Under the ROC Curve), and three suitable performance metrics for unbalanced classification problems. The results show that the proposed scheme using conventional supervised methods is able to achieve results similar than well-known alignment free methods for disorder prediction. Moreover, the scheme based on structural learning outperforms the results obtained for all the methods evaluated, including three alignment-based methods.
INTRODUCTION
Disordered proteins are proteins which do not adopt a fixed 3D structure in their native state. There are two possible dispositions: the complete protein remains without a fixed tertiary structure or some of its parts fail to fold and persist in a flexible configuration. These two kind of arrangements are known as Intrinsically Disordered Proteins (IDP) and Intrinsically Disordered Regions (IDR) respectively . In the last years, discovery and characterization of disordered proteins has become one of the fastest growing areas in protein science (He et al., 2009) , mainly because many IDPs were found to be associated with human diseases including cancer, diabetes, cardiovascular affection, amyloidoses and neurodegenerative diseases . Nevertheless, the experimental determination of IDP and IDR is costly and require both, a lot of time and an extensive expertise (He et al., 2009 ). Taking into account the large amount of proteins sequences available, there is a need for alternative methods able to offer a reliable and fast way to detect disorder in proteome-wide analysis. In this scenario, as in many other bioinformatics subfields, computational methods have become valuable candidates to provide alternative solutions (Peng et al., 2015) (Varadi et al., 2015) .
One of the main distinguishing characteristics of the current computational methods for detecting disorder, lies in the use of Multiple Sequence Alignment (MSA) algorithms. In particular PSI-BLAST (Altschul et al., 1997 ) is recurrently used for several disorder predictors as a preliminary phase for identifying proteins homologues, and tune Position Score Matrices (PSSM). PSSM can capture the statistical variations of every amino acid on targeted proteins. These matrices are used later as inputs for the disorder predictors, improving in this way the performance in comparison with the use of only the raw protein sequences. The power of sequence alignment in bioinformatics methods is undeniable but imposes a set of issues. One of them is the computational cost that can become relevant when the method is used on large scale proteome analysis (thousands to millions of proteins). A second and more relevant drawback is the implicit assumption that the proteins under evaluation have a pool of homologous proteins into the known databases, from which annotations can be transferred. In the disorder identification domain, some of the methods that take advantage of the MSA algorithms include PONDR (Xue et al., 2010) , DISOPRED (Jones and Cozzetto, 2014) and SPINE-D .
On the other hand, methods that avoid sequence alignment can reach more modest classification results on known datasets, but can be applied comparatively faster on huge databases of unlabeled proteins (DeForte and Uversky, 2016) , and more importantly, they do not make assumptions about the existence of homologues proteins.
Among the most used alignment-free methods for protein disorder prediction are IUPRED and Espritz (Dosztnyi et al., 2005) , (Walsh et al., 2012) . IUPRED uses the amino acid pair interaction energy estimated using only the amino acid compositions, to create matrices of potentials between amino acids. The authors concluded that when a sequence contains few hydrophobic residues, the compositionbased mutual interaction energy will be small, indicating the lack of potential for folding. In IUPRED the scoring matrices were adjusted using a Support Vector Machine (SVM) (Vapnik, 1998) and independent models were created for short and long disorder regions. IUPRED is computationally fast and have been used in proteome-wide analyses (Oates et al., 2013) (Potenza et al., 2015) . The systems that use predictors ensembles (metapredictors) recurrently included IUPRED as a component (Bulashevska and Eils, 2008) (Lieutaud et al., 2008) , and in many works where new predictors are proposed, IUPRED is used as a baseline for comparison purposes (He et al., 2009) (Deng et al., 2012) .
On the other hand, Espritz is based on a Bidirectional Recursive Neural Network whose inputs are 5 scales obtained from the clustering of AAindex properties (Kawashima and Kanehisa, 2000) , and a onehot enconding vector of length 20, which identify the amino acid being modeled/evaluated at a time. It means that given an amino acid, this property vector will have a value 1 for only one position, and 0s for the 19 other positions. Espritz is also a fast predictor used in similar scenarios than IUPRED and therefore well suitable for performance comparison.
One strategy for improving the current protein disorder prediction levels, is to find novel characteristics that can carry information related to the folded or unfolded state of amino acids groups. Moreover, one of the main challenges of the characterization methods used by disorder predictors, is be able to codify information about critical components responsible of proteins stability and/or related to the energetics of proteins folding. In this context, the dihedral torsion angles of the amino acid chain can play a relevant role, since they are commonly used to define the degrees of freedom of the residues, i.e. these angles contain information about restrictions, allowed values and tendencies associated to the secondary structure of the proteins (Hollingsworth and Karplus, 2010) . Due to this fact, in (Baruah et al., 2015) , the dihedral angles were used with the aim of estimating the conformational entropy of IDP, IDR, and completely ordered proteins. The proposed metric was found to be a potential measure for the discrimination of complete disordered vs complete ordered proteins.
The information about the set of torsion angles that one amino acid is able to access, can be found on graphical representations called Ramachandran plots (RP). RPs are empirical distributions of the torsion angles estimated from thousands of proteins with known structure. Therefore, RPs can be used to quantify the statistical preference that known proteins obey, and furthermore by using the RPs of adjacent amino acids in a protein, estimate the conditional relationships into an amino acid neighborhood.
Bearing this in mind, in this work a set of 11 information theory metrics estimated on empirical RPs, are used for the creation of sequence based features that allow the quantification of disorder tendency along a protein. The proposed features are based on entropy measures and divergences on RPs coming from individual, duples and triads of amino acids, and linking amino acid context for capturing disorder propensity. The measures between amino acids, are based on the estimation of conditional distributions between adjacent residues, and on the quantification of divergences among the marginal distributions of neighbor amino acids. Additionally, well-known characteristics for the detection of disorder are evaluated in conjunction with the proposed features. The classification of order/disorder is carried out using two different strategies: a conventional supervised learning method based on SVM and Random Forest, and a structural learning scheme based on Conditional Random Fields (CRFs) (Lafferty et al., 2001) . CRFs are discriminative non-parametric models able to capture the correlation amongst neighboring labels in a sequence, therefore they are suitable for the annotation of amino acids as ordered/disordered considering the dependence into segments of the whole protein sequence.
The rest of the papers is organized as follows: sec-tion 2 presents the set of variables proposed and the learning strategies. It also describes the dataset and the validation methodology. Section 3 presents the results obtained and finally section 4 includes some conclusions extracted from the work.
MATERIAL AND METHODS

Characterization
The RPs used in this work were obtained from the Protein Geometry Database (Berkholz et al., 2009 ), using a resolution of 5 degrees per bin. In this way φ and ψ coordinates took each 72 values, giving then 5184 discrete bins per amino acid. Intensities in every bin quantify the preference for a particular φ and ψ configuration. The 20 amino acids have different preference in the φ and ψ space. This occurs because differences in the three-dimensional structure of the residues confer different ranges of flexibility. A plot showing some RPs for representative amino acids is shown in Figure  1 . It is easy to note that the space explored by amino acid Proline is quite limited in comparison with other amino acids as, for example, Glycine. The backbone covalent link in Proline imposes strong rigidity on the molecule, reducing the possible φ and ψ valid angles. By contrast, the residue in Glycine is just a single atom of hydrogen giving the molecule ample flexibility and also the possibility of exploring a bigger φ and ψ space. This kind of differences suggest that RPs can be used to quantify the flexibility tendency of amino acids and, consequently, create measures that contribute to identify the disordered regions.
Metrics Estimated on Individual Amino Acids
Let us consider the RP of an aminoacid as a bivariate probability distribution, assuming the set of backbone dihedral angles Φ and Ψ as random variables. As more "flexible" an amino acid is, more pairs of angles would be able to visit. A way to measure the rigidity/flexibility of one amino acid is by using the Shannon Entropy of the torsion angle distributions. Let P a (Φ = φ, Ψ = ψ) = P a (φ, ψ) be the probability of taking the disposition given by the couple angles φ and ψ, in the a-th amino acid; the Shannon entropy of the whole map can be expressed as
A low value of H indicates a "rigid" amino acid, i.e. an amino acid able to visit a less number of regions in the RP. Considering that relevant information can be diffused on map regions with low probability intensity, Renyi entropies were also used. The Renyi estimator of the individual RP entropy can be defined as
where the order parameter α has the function of weighting probabilities values, in order to make low represented regions comparable to high populated ones. Another way to characterize the energetically allowed regions for amino acids in the protein structures, is by comparing the RP of individual amino acids with respect to a consensus RP. The consensus RP essentially contains all possible regions explored for any amino acid in the dataset. Relative variations of a given individual amino acid RPs, with respect to the consensus RP, offer a mechanism for capturing local preferences. Let R(φ, ψ) denote the reference RP distribution, the difference between R and the RP distribution of the a-th amino acid can be estimated using the Kullback-Leibler (KL) divergence given by:
Metrics Estimated on Pairs of Amino Acids
Although considering individual amino acids is a good method for capturing information related to disorder, more powerful descriptors can be obtained if sets of amino acids along the chain are studied. Using consecutive pairs of amino acids is a natural extension for investigating local interacting residues. Once again the KL divergence can be used for measuring the dissimilarities between all possible pairs of residues's RPs. The divergence between two amino acids a and b can be expressed as
Since KL divergence is not a symmetric measure, a commonly used symmetric version of KL is given by Ds ab = 1 2 (D ab + D ba ). This correspond to traversing the protein from N-terminus to C-terminus and vice-versa, and then averaging their contributions. Nevertheless, in previous experiments the values of D ab (·, ·) between the RPs P a and P b were almost equal to the symmetric version, so the one direction coding was finally employed.
The comparison carried out by D ab (·, ·) evaluates the dissimilarity between the energetically allowed regions for the a-th and b-th amino acids. However, by considering that consecutive amino acids in a protein share a dipetide plane, the dissimilarity between neighbors amino acids can be estimated using the distribution of the torsion angles ψ i of the i-th amino acid, and the distribution of φ i+1 of the next one. In order to quantify such a dissimilarity, the comparison between adjacent amino acids can be estimated evaluating the KL divergence between the marginal distributions P i (ψ) = ∑ ∀φ P i (φ, ψ), and P i+1 (φ) = ∑ ∀ψ P i+1 (φ, ψ). As in the former case, this measure can also be estimated by traversing the protein from N-terminus to C-terminus.
Metrics Estimated on Triads of Amino Acids
Local interaction between amino acids can be explored beyond, for example using triplets, quatruples or quintuples. In this work a method for quantifying the local interaction between consecutive amino acids is proposed. The intuition behind the proposed method is to use the marginal distributions of torsion angles estimated from neighbors amino acids, to evaluate how one amino acid modify the regions in the RP that the torsion angles of the next one can visit. This analysis can be extended to chains of amino acids of arbitrary length. In this work this idea is explored for triads of amino acids. Let us consider a triad of consecutive amino acids A, B, an C, as shown in Fig. 2 . By assuming that the random variable Ψ A (which denote the torsion angles ψ in the A-th amino acid), is independent from the random variable Φ B , the joint distribution between P A (ψ) and P B (φ), denoted by P AB (φ) can be estimated as the product between the two marginal distributions, when both random variables take the same value, i.e. P AB (φ) = P A (Ψ = φ)P B (Φ = φ). Taking into account that the set of torsion angles Ψ B is limited directly by Φ B due to structural conformation restrictions, the conditional distribution P B (ψ|φ) can be expressed as Figure 2 : Schematic of a triads of amino acids A, B, and C, whose dependence can be represented using the conditional marginal distribution along the triads.
Assuming that Φ B is in turn limited by the set Ψ A of the previous amino acid, the marginal distribution P B (ψ) can be estimated conditioning it with respect the aminoacid A, by replacing P B (φ) with the joint distribution P AB (φ). The marginal distribution P B (ψ) can be expressed as
The procedure can be extended to the next amino acid in a similar way, by using the former P B (ψ) to estimate the joint distribution P BC (φ). The entropy of the last "conditional" marginal distribution estimated in this way, can be considered as a metric of the variability in the energetically allowed regions of the last amino acid conditioned on the previous ones.
The final set of the proposed metrics included a simple dot product between marginal probabilities from consecutive RPs, the Shanon entropies estimated on the logarithm of the RPs, and two different Renyi entropies using the parameter al pha equal to 0.1 and 0.3.
Additionally characteristics with known relevance in the identification of disorder were used. This included secondary structure predictions from PSIPRED (McGuffin et al., 2000) , selected physicalchemical properties from AAIndex (Kawashima and Kanehisa, 2000) , pseudo amino acid compositions (Chou, 2001 ), pattern of asymmetric charge variation (Das et al., 2015) , sequence complexity and a simple indicator of amino acid positions in the protein chain. Overall 85 properties are used, from these 11 are the ones proposed in this work and are summarized in Table 1. Details about complementary features can be found in the Appendix.
Classification Methods
Three different classification models were used in this work for identifying disordered and ordered amino acids. In first place Random Forest (RF) was used with 500 trees grown. The number of variables randomly sampled at each split was selected in cross validation on training data. The predictor based on the set of proposed measures and a Random Forest classifier, was named RF InfoThor.
On the other hand Support Vector Machines (SVM) were trained using a Gaussian RBF kernel. The regularization parameter C and the kernel bandwidth σ, were found through a grid search using training data. The predictor based on the set of proposed measures and a SVM classifier, was named SVM InfoThor.
The classification using RF and SVM, assumes that the label of each amino acid is independent from each other into the protein sequence. On the contrary, structural learning methods are able to model different statistical dependences among elements on a sequence. This is the case of the probabilistic models known as Conditional Random Fields (CRFs), which are able to segment and label sequence data (Lafferty et al., 2001 ). The CRFs have several advantages in comparison to more classical models for sequence classification such as hidden Markov models. To name just a few, CRFs belong to the class of discriminative models, so the try to model directly the conditional distribution of the labels given the input variables, which is more suitable for classification purposes. Besides, CRFs are not restricted to strong independence assumptions made in those models, and the loss function used for training is convex, guaranteeing convergence to the global optimum. In this work a Chain-structured CRF is used to model correlation amongst neighboring labels. The predictor based on the set of proposed measures and a CRF classifier, was named CRF InfoThor.
Experimental Setup
The proposed characterization methods were evaluated on the target data set and their result were compared with sequence based predictors: IUPRED and Espritz and also with MSA based methods, SPINE-D, DISOPRED and PONDR.
Data Sets
High quality and extensive disorder proteins databases are still a missing resource in the field. The most referenced and commonly used database is DisProt (Sickmeier et al., 2007) which contains manually curated annotations supported on scientific publications. Version 6.02 created in 2013 contains 694 proteins. Unfortunately DisProt is not free of problems, in particular the ordered residues are not labeled and many disordered regions have more than one annotation.
The SL benchmark data set (Sirota et al., 2010 ) is a subset of Disprot that mitigates some of these issues. For the sake of comparison with other predictions methods, the performance of the proposed measures was evaluated on the SL329 Data set, which was prepared in . The referenced authors created the database selecting proteins with sequence homology less than (25%) from the SL benchmark data set. SL329 contains 329 proteins with 51292 ordered residues and 39544 disordered residues.
Model Validation
All the experiments were carried out using a 10-fold cross-validation strategy. In general data sets can include some level of imbalance between ordered and disordered proteins, then some metrics able to quantify the performance in such scenarios were included. The set of metrics used includes: AUC, Sensitivity, Specificity, B ACC , MCC and P Excess . AUC refers to the area under the ROC curve, being disorder the positive class. MCC is the Matthews correlation coefficient, which according to (Baldi et al., 2000) is an appropriate measure of performance for unbalanced data sets. MCC can be estimated as
, where TP denotes True Positive, TN stands for True Negative, FP is False Positive and FN is False Negative.
On the other hand, B ACC is the balanced accuracy which can be expressed as
where Sensi = T P/(T P + FN), and Speci = T N/(T N + FP) are the sensitivity and the specificity respectively. Finally, P Excess called the probability of excess, depends also on the sensitivity and specificity and can be expressed as P Excess = Sensi + Speci − 1. Shanon entropy on the kernel density estimates of the vectorized RPs Hs density(log(a)) Shanon entropy on the estimated densities of the logarithm of the counts from the Rps Hr a (0.1)Hr a (0.31)
Renyi Entropy using alpha parameter 0.1 and 0.31 on the RPs matrices KL individual RP Kullback-Leibler Divergence of individual amino acid RP and reference RP KL consecutive RPs Kullback-Leibler Divergence between every amino acid RP vs the next amino acid RP in the protein chain KL Marg. Angles (eps) Kullback-Leibler Divergence on the marginals angles φ and ψ of neighborhood amino acids, adding a epsilon value on the distributions KL Marg. Angles (freqs) Kullback-Leibler Divergence on the marginals angles φ and ψ of neighborhood amino acids, using densities estimates on marginal distributions Dot Product Marg. Angles Dot product between the marginals angles φ and ψ
Marginal on Triads Marginal on cumulative φ angle triads 3 RESULTS Table 2 shows evaluation results on benchmark SL329 data set. It is possible to observe that the methods using sequence alignment (SPINE-D and DISOPRED) obtained better performance on this data set than IUPRED, as expected. On other hand, Espritz showed a good performance compared with MSA-based methods. The conventional proposed approaches, SVM InfoThor and RF InfoThor, got competitive results in MCC and balanced accuracy metrics when compared with IUPRED. However, it was the proposed structural learning scheme CRF InfoThor, which obtained the best performance among all the methods evaluated, and according to all the metrics. In terms of MCC and AUC, CRF InfoThor outperforms IUPRED in about 13% and 6% respectively, considering relative differences. CRF InfoThor also outperforms the state-of-art MSA-based methods, sometimes with a considerably margin, for example MCC metric of CRF InfoThor is 14% higher that the same value in PONDR-FIT. The performance of CRF InfoThor is better, although pretty close, to the one obtained by SPINE-D. This result could be explained due to the fact that SPINE-D corresponds to an adaptation of a secondary structure predictor, which was based on the prediction of torsion angles from sequence profiles (Faraggi et al., 2009) . CRF InfoThor can use information of torsion angles by applying a more simple strategy based only in the protein sequence, and without the need of using MSA algorithms. Figure 3 shows in a simpler way the performance of the evaluated models. From it, is easier to observe how CRF InforThor metrics are comparable and even better with respect to the performance of the state-of- art methods. In order to evaluate the importance of the variables for the order/disorder prediction, the statistically most relevant variables were found using the SVM InfoThor model, following this scheme: The SVM was repeatedly trained using only one variable at a time, and AUC metric on test samples was used for ranking the features. This process was carried out in a 10-fold cross-validation test. The relative importance was later adjusted to a 0 to 100 scale, where 100 was indicative of the most important feature. Although this analysis ignores the contribution that covariated features provide to the classification performance, it is able to offer a first indication of the im-pact that proposed characteristics have in the model.
Results on SL329 Data Set
According to this analysis, the 35 most important features are shown on Figure 4 . RP based characteristics are signaled with horizontal dotted lines.
The complexity on the raw sequence is consistently the most valuable feature for discrimination. It is followed in relevance by the tuned scale IDPHydropathy and other already well known descriptors. It is notorious that the simple dot product metric, quantifying difference between marginal probabilities of φ and ψ consecutive amino acids, scored high in relevance. Some of the proposed characteristics were ranked also in this elite set, concretely: KL Marginal Angles (eps), KL Marginal Angles (freqs) and KL Divergence on RP. From this data, can be stated that the Kullback-Leibler divergence metrics on the marginals of RP distributions were key to reach the discriminative power of the model.
DISCUSSION AND CONCLUSIONS
Ramachandran Plot's importance in the determination of secondary and tertiary structure have been clearly recognized for many decades. Torsion angles between amino acids determine unequivocally the structural folding of proteins and thus RPs have been used as complementary tool for predicting and evaluating experimental found configurations of thousands of proteins. In this sense, RPs can be interpreted as probability distributions that allow to quantify the statistical preference that known proteins obey in relation with their torsion angles and secondary structure state. In the case of disordered proteins, the challenge is immense because torsion angles between these amino acids explore continually many configuration states without converging to any particular point. The proposed features in this work, which are based on information theory metrics on the RPs, explore the discrimination capability of the information obtained from torsion angles of the chain. According to the results, the proposed metrics contain relevant information that can be used in combination with conventional features in the state-of-art, in order to improve the accuracy in the identification of disorder. Taking into account that the proposed features are estimated from RPs, they can be considered fast and easy to compute. Therefore, their use in proteome-wide analysis can be introduced easily.
Structural limitations permit to assume that amino acids in disorder, are also confined to the allowed regions in the RPs, but the dynamical rules governing torsion angle variation remain unknown. For some IDR their propensities to shape into an specific secondary structure after binding, show that assuming completely randomness on the torsion angles of disordered amino acids is almost surely not appropriate (Uversky, 2013) . In the context of IDPs, empirical known RPs can be considered as statistical cumulative values from a related process focused in folding the protein; process that is intentionally and subtly avoided by the disordered amino acids. Accordingly, the empirical RPs give indirect indications of the disorder in proteins and can be used as source of information for training disorder predictors. The combination of the proposed features and CRF reached better performance than state-of-art predictors on the evaluated data set, without the need of include a previous MSA stage. This encourages future work in the im-provement of the characterization phase based on the RPs and the evaluation of other classification strategies, that can take even more advantage of the new features. It is clear also that the proposed methodology must be evaluated on large data sets as those resources become available.
