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To this day, wireless communications, as well as radio astronomy and other radio science and technology
applications, have made predominantly use of techniques built on top of the electromagnetic linear momentum
physical layer. As a supplement and/or alternative to this conventional approach, techniques rooted in the
electromagnetic angular momentum (moment of momentum) physical layer have been advocated, and promising
results from proof-of-concept laboratory and real-world angular momentum wireless and fiber communication
experiments were recently reported. A physical observable in its own right, albeit much more sparingly used
than other electromagnetic observables such as energy and linear momentum, the angular momentum exploits
the rotational symmetry of the electromagnetic field and the rotational (spinning and orbiting) dynamics of
the pertinent charge and current densities. Here we present a review of the fundamental physical properties
of the electromagnetic angular momentum observable, derived from the fundamental postulates of classical
electrodynamics (the Maxwell-Lorentz equations), and put it into its context among the other Poincaré symmetry
invariants of the electromagnetic field. The multi-mode quantized character and other physical properties that sets
the classical electromagnetic angular momentum apart from the electromagnetic linear momentum are pointed out.
We give many of the results both in terms of the electric and magnetic field vectors and in terms of the complex
Riemann-Silberstein vector formalism (Majorana-Oppenheimer representation of classical electrodynamics) and
discuss formal parallels with first quantization formalism. We introduce generalized and symmetrized extensions
of the Jefimenko integral formulas for calculating exact expressions for the electric and magnetic fields directly
from arbitrary given electric and/or magnetic source distributions and use them for deriving expressions for
the volumetric density of the electromagnetic angular momentum radiated from any given arbitrary localized
distribution of charges and currents. Our results generalize earlier results, obtained by other authors for certain
specific configurations only, and facilitate the modeling and design of angular momentum transducers. They show
that the volume integrated angular momentum density, i.e., the total angular momentum emitted by the sources,
always tends asymptotically to a constant when the distance from the source volume tends to infinity, proving
that a radiation arrow of time exists also for angular momentum, as it does for linear momentum (the volume
integrated Poynting vector). Consequently, angular momentum physics (torque action) offers an alternative or a
supplement to linear momentum physics (force action) as a means of transferring information wirelessly over very
long distances. This finding opens possibilities for, among other things, a more flexible utilization of the radio
frequency spectrum and paves the way for the development of new information transfer techniques. We discuss
implementation aspects and illustrate them by examples based on analytic and numerical analyses. References
are made to experiments demonstrating the feasibility of using angular momentum in real-world applications,
and how the vortical beams can be shaped and their divergence controlled. A scenario with angular momentum
transducers of new types, including optomechancial ones and those based on the interplay between charge, spin
and orbital angular degrees of freedom, heralded by recent advances in spintronics/orbitronics, condensed-matter
skyrmion and quantum ring physics and technology, is briefly delineated. Our results can be readily adapted and
generalized to other symmetry related radiation phenomena and information transfer scenarios.
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I. INTRODUCTION
Transferring information wirelessly by means of electromag-
netic fields amounts to generating such fields within a spatial
volume of finite extent, encoding information onto physical
observables carried by these fields, radiating the observables
as volumetric densities into the surrounding space, convert-
ing them remotely into observables by using volume integrat-
ing sensors, and feeding these observables into information-
decoding receivers. The volumetric density of each observ-
able is second order (quadratic, bilinear) in the fields, falls
off asymptotically in space as the square of the distance from
the source, and fulfills a conservation law. Of all physical ob-
servables carried by the electromagnetic field, only the linear
momentum (volume integrated Poynting vector, “power”) is
fully exploited in present-day radio science and communication
applications.
A fundamental physical limitation of the linear momentum
vectorial observable, which exploits only the translational
symmetry and the pertinent degrees of freedom of the electro-
magnetic field, is that it is single-mode in the sense that a linear
momentum radio communication link comprising one single
transmitting and one single receiving transducer of a conven-
tional type (e.g., a linear half-wave dipole antenna), known
as a single-input-single-output (SISO) link, provides only one
physical channel per carrier frequency.
In contrast, electromagnetic angular momentum, the pseudo-
vectorial physical observable that manifests the rotational sym-
metry of the electromagnetic field, is multi-mode, being a
superposition of discrete, mutually independent classical elec-
tromagnetic angular momentum eigenmodes, each uniquely
identified by the number of 2pi that the phase of the field varies
azimuthally during one oscillation period, i.e., by its topolog-
ical charge. This allows a frequency reuse in the sense that
several independent angular momentum channels can co-exist
on the same carrier frequency.
Hence, a wireless communication link designed so that the
transmitting and receiving ends each are equipped with a single,
monolithic transducer, allowing the dynamics of the charges to
be two- or three-dimensional, thus enabling the generation and
detection of angular momentum modes directly, would consti-
tute an angular momentum SISO link system. The multi-mode
property of the angular momentum allows such a system to
accommodate multiple physical information transfer channels
on a single carrier frequency and within the same frequency
bandwidth as that of a single-channel linear momentum SISO
system. The actual number of physical angular momentum
channels that can be realized in a given application and/or setup
is limited classically only by engineering and implementation
issues.
The multi-mode capability of systems based on electromag-
netic angular momentum is a consequence of the fact that
different angular momentum eigenmodes are topologically
distinct and linearly independent by virtue of their mutual func-
tional orthogonality in a Hilbert space of denumerably infinite
dimension. Even in situations when the different eigenmodes
overlap in space, time and frequency, the individual angular
momentum eigenmodes are physically independent and separa-
ble and can be extracted by using efficient angular momentum
mode filtering techniques.
In order to put angular momentum into its proper physical
context and on a firm theoretical basis, we first review the con-
servation/symmetry properties of the electromagnetic field that
make wireless information transfer possible. Then we continue
with a theoretical presentation of the physics itself, touching
upon first quantization quantum-like aspects of classical elec-
trodynamics and its observables.
We derive generic expressions for the angular momentum
density and prove that for any system described by the Maxwell
equations, the magnitude of the electromagnetic angular mo-
mentum always tends to a constant far away from an arbitrary
source. This has earlier been shown only for specific source
configurations or in certain approximations.
Furthermore, we discuss concepts and issues related to the
exploitation of the angular momentum physical layer in practi-
cal implementations, both formally and by way of examples.
To supplement and support this theoretical approach, we also
report experimental results. Both those obtained by using con-
ventional radio and antenna technologies, as well as results
from innovative experiments showing how one can shape of
angular momentum carrying beams and control their spatial
divergence. We also delineate the possibilities for completely
new concepts in transducer design and technology that are
offered by recent advances in nano- and optomechanics, spin-
tronics and orbitronics.
A theoretical description of electromagnetic angular momen-
tum in the context of the ten Poincaré symmetry invariants and
the associated conservation laws is presented in an Appendix
where, among other things, exact, gauge-invariant expressions,
valid for sources for which the magnetic vector potential falls
3off spatially sufficiently rapidly, are derived for both the linear
and angular momenta. In another Appendix we derive exact
expressions, valid in all space, for the fields from one or more
electric Hertzian dipoles, and for second-order field quantities
that enters the expressions for the linear and angular momen-
tum densities, as well as other locally conserved quantities,
carried by these fields.
II. BACKGROUND
Transferring information electromagnetically is made possi-
ble by the fundamental property of the electromagnetic field
(E,B) to be able to carry physical observables, i.e., directly
measurable intrinsic and extrinsic electromagnetic quantities,
over long distances through free space, solids, fluids, gases,
and plasmas. These observables are generated within a volume
of finite spatial extent (the source volume V ′; e.g., a transmit-
ting antenna), propagated in the form of volumetric densities to
a remotely located volume of likewise finite spatial extent (the
observation volume V ; e.g., a receiving antenna) over which
they are volume integrated into observables, allowing the in-
formation carried by them to be subsequently extracted and
decoded.
The volumetric density of every electromagnetic observable
carried by the fields E,B is a linear combination of quantities
that are second order (quadratic, bilinear) in the fields, such
as E · E, B · B, E× B, x× (E× B), and/or of derivatives of
the fields. These quantities fulfill local equations of continuity,
and are therefore conserved. As shown by Noether [1], this
conservation is a manifestation of a symmetry of the Maxwell
theory [2–4]. In classical physics terms the observables, and
their volumetric densities, are viewed as the result of dynami-
cal changes in the charged particle distribution in the source
volume V and, causally, in the observation volume V ′, as dis-
cussed in Appendix A.
In classical electrodynamics the interplay between the mi-
croscopic electric charge and current densities ρe(t,x) and
je(t,x) and the electric and magnetic fields, E(t,x) and B(t,x),
as well as between the fields themselves, are described by the
Maxwell-Lorentz equations. Allowing for magnetic charge
and current densities, represented by the pseudoscalar ρm(t,x)
and the pseudovector jm(t,x), respectively, reflecting the dual
symmetry of the theory [5–7], these equations can be written
in the symmetrical form [8–10]
∇ ·E = ρ
e
ε0
(1a)
∇ ·B = ρ
m
ε0c2
(1b)
∇×E+ ∂B
∂ t
=− 1
ε0c2
jm (1c)
∇×B− 1
c2
∂E
∂ t
=
1
ε0c2
je (1d)
where c is the speed of light in free space and ε0 is the dielectric
permittivity of free space. This set of linear, inhomogeneous,
coupled, partial differential equations are the postulates of
Table I. Various second-order products of the Riemann-Silberstein
vector G = E+ icB with itself and their meaning in terms of quadratic
and bilinear products of the fields E and B. An asterisk (∗) denotes
complex conjugate, and ⊗ denotes the tensor (Kronecker, dyadic)
product operator.
Complex notation Real notation
G ·G E ·E− c2B ·B+2icE ·B
G ·G∗ =
√
(G ·G)(G ·G)∗ E ·E+ c2B ·B≡ E2 + c2B2
G×G 0
G∗×G =−G×G∗ 2ic(E×B)
G⊗G E⊗E− c2B⊗B+ ic(E⊗B+B⊗E)
G∗⊗G∗ = (G⊗G)∗ E⊗E− c2B⊗B− ic(E⊗B+B⊗E)
G⊗G∗ E⊗E+ c2B⊗B− ic(E⊗B−B⊗E)
G∗⊗G = (G⊗G∗)∗ E⊗E+ c2B⊗B+ ic(E⊗B−B⊗E)
classical electrodynamics from which all properties of the
classical electromagnetic field, its observables, and interactions
can be derived. These postulates are valid for radio and optical
wavelengths alike inasmuch as they are scale invariant and are
therefore valid for classical wireless information transfer at all
frequencies.
It is often convenient to combine the real-valued fields E and
B into the complex-valued Riemann-Silberstein vector [11–15]
G(t,x) = E(t,x)+ icB(t,x) , i2 =−1 (2)
some properties of which are listed in Table I. Expressing the
charge and current densities in their complex forms
ρ(t,x) = ρe(t,x)+
i
c
ρm(t,x) (3a)
j(t,x) = je(t,x)+
i
c
jm(t,x) (3b)
we see that Dirac’s symmetrized Maxwell-Lorentz equa-
tions (1) become
∇ ·G = ρ
ε0
(4a)
∇×G = i
c
∂G
∂ t
+
i
ε0c
j (4b)
Following Białynicki-Birula and Białynicka-Birula [16, 17],
who instead of G use a differently normalized complex vector,
viz. F = G
√
ε0/2, we first introduce the linear momentum
operator for the electromagnetic field,
pˆfield =
3
∑
i=1
xˆipˆfieldi =
3
∑
i=1
xˆi
(
− i} ∂
∂xi
)
=−i}∇ (5)
where } is the normalized Planck constant. Secondly, we
introduce the vector-like symbolic construct
S ≡
3
∑
i=1
Sixˆi (6a)
4with components
S1 =
0 0 00 0 −i
0 i 0
 S2 =
 0 0 i0 0 0
−i 0 0
 S3 =
0 −i 0i 0 0
0 0 0

(6b)
i.e., spin-1 matrices fulfilling the angular momentum commu-
tation rule
[Si,S j] =−iεi jkSk, (6c)
where
εi jk =

1 if i, j,k is an even permutation of 1,2,3
0 if at least two of i, j,k are equal
−1 if i, j,k is an odd permutation of 1,2,3
(6d)
is the totally antisymmetric rank-3 pseudotensor (the Levi-
Civita symbol). Thirdly, we introduce the field helicity operator
Λˆ =
S · pˆfield
|pˆfield| ≡
∑3i=1 Sipˆfieldi
|pˆfield| (7)
Using Eqns. (5), (6), and (7), we can write the Maxwell-
Lorentz equations (1) in free space and other domains where
ρe = ρm = 0 and je = jm = 0 in the form
pˆfield ·G = 0 (8a)
i}
∂G
∂ t
= HˆfieldG (8b)
where
Hˆfield = c|pˆfield|Λˆ = cS · pˆfield ≡ c
3
∑
i=1
Sipˆ
field
i (9)
Recalling the quantal relation pfield = }k, where k = kkˆ is
the wave vector, k = 2pi/λ , and λ is the wavelength, we see
that the first equation, Eqn. (8a), is the transversality condition,
k ⊥ G, for electromagnetic waves propagating in free space,
whereas the second equation, Eqn. (8b), describes the dynamics
of the field and takes the form of a Schrödinger/Pauli/Dirac-
like equation where Hˆfield behaves as a Hamilton operator for
the free electromagnetic field. The electromagnetic theory that
corresponds to classical mechanics is the geometrical optics
(a.k.a. eikonal or “ray optics”) approximation of the Maxwell-
Lorentz equations [18].
The solutions of Eqn. (8b) can, in certain aspects, be viewed
as first quantization photon wave functions that obey the su-
perposition principle [7, 18–49]. It should be noted, how-
ever, that Cohen-Tannoudji et al. [50, p. 204] argue against
“. . . suggesting (in spite of warnings) the false idea that the
Maxwell waves are the wave functions of the photon.” See
also Li [51] and Andrews [52].
For any given, prescribed set of charge and current densities,
every electromagnetic observable can be calculated with, in
principle, arbitrary accuracy from the first order fields E and B
that are solutions of Eqns. (1). As was pointed out by Silber-
stein [12, 13], it is very convenient to calculate these second
order quantities in a formalism based on the use of the com-
plex Riemann-Silberstein vector (2), known as the Majorana-
Oppenheimer formalism. This formalism is also convenient for
canonical (second) quantization of the electromagnetic field
[16, 36].
However, the fields themselves are abstractions in the sense
that they cannot be measured directly but have to be estimated
from measurements of physical observables that are quadratic
or bilinear in the fields. To quote Dyson [53]:
“The modern view of the world that emerged
from Maxwell’s theory is a world with two layers.
The first layer, the layer of the fundamental con-
stituents of the world, consists of fields satisfying
simple linear equations. The second layer, the
layer of the things that we can directly touch and
measure, consists of mechanical stresses and ener-
gies and forces. The two layers are connected,
because the quantities in the second layer are
quadratic or bilinear combinations of the quan-
tities in the first layer. . . . The objects on the first
layer, the objects that are truly fundamental, are
abstractions not directly accessible to our senses.
The objects that we can feel and touch are on
the second layer, and their behavior is only de-
termined indirectly by the equations that operate
on the first layer. The two-layer structure of the
world implies that the basic processes of nature
are hidden from our view.”
“The unit of electric field-strength is a mathemati-
cal abstraction, chosen so that the square of a field-
strength is equal to an energy-density that can be
measured with real instruments. . . . It means that
an electric field-strength is an abstract quantity,
incommensurable with any quantities that we can
measure directly.”
“It may be helpful for the understanding of quan-
tum mechanics to stress the similarities between
quantum mechanics and the Maxwell theory.”
From these considerations it should be clear that it is es-
sential to analyze not only the properties of the fields E and
B as such but also the properties of the electromagnetic ob-
servables, which are second order in these fields or derivatives
thereof, in order to satisfactorily assess and optimally exploit
the information-carrying capability of the classical electromag-
netic field, In Sect. III we will show that for any conceivable
distribution of sources of the electromagnetic field, the physical
observables (the volume integrated densities) tend to a constant
value when they propagate in free space and the distance from
the radiation source tends to infinity. This means that there
exists no finite distance from the source at which any of these
observables tends to zero or beyond which it vanishes globally.
Consequently, they can all carry information over arbitrary
large distances in free space, albeit subject to engineering limi-
tations (spatial and temporal distribution, transducer geometry,
detector sensitivity, integration time, . . . ).
5Of all physical observables that may potentially be used
for wireless information transfer, present-day radio science
and engineering implementations almost exclusively make full
use only of the linear momentum vectorial observable. For
instance, a conventional receiving antenna is typically wire-
like, i.e., the observation volume V is a very thin cylinder
where current-carrying electrons are constrained to move in
one dimension, resulting in a scalar, dissipative conduction
current flowing along the cylinder axis. The electrons can be
viewed as moving relative to a fixed neutralizing background
of heavy ions with negligible recoil. Such an antenna, typi-
cally with a length L of the order half a wavelength λ , i.e.,
L∼ λ/2 = pi/k, senses a projection of the field linear momen-
tum density vector pfield and integrates the component of the
electric conduction current density vector je(t,x) over L along
the axis of the thin, cylindrical antenna into a time-varying,
spatially averaged scalar conduction current. This scalar cur-
rent is fed to the receiver equipment (usually an electronics
device) where it is processed and the wirelessly transferred
information is extracted. In the process, the vector property
of the current density is not exploited and information may
therefore be wasted.
Linear momentum wireless information transfer techniques
have the advantage of being simple, robust, and easy to imple-
ment, but have the drawback that they can be wasteful when it
comes to the use of the frequency spectrum. This is because
electromagnetic linear momentum is single-mode, permitting
only one independent linear-momentum physical channel of
information transfer per carrier frequency (per wave polariza-
tion, per antenna). The ensuing over-crowding of the radio
frequency bands, often referred to as the “spectrum crunch”,
has become a serious problem in radio communications. It also
imposes limitations on radio astronomy and other radio science
applications as well as on fiber optics communications. It is
doubtful whether further evolutionary refinements of conven-
tional techniques and methods built on the linear momentum
density (i.e., Poynting vector) physics layer alone will, in the
long term, suffice to remedy these problems.
This situation has led to the idea of exploiting so far under-
utilized physical observables of the electromagnetic field that
do not suffer from the inherent information-carrying limita-
tion of present-day radio techniques. The development and
exploitation of a new physical layer that provides additional
information-carrying capabilities already at the fundamental
physics level, before any multi-transducer or other spectral
density enhancing techniques are applied at the engineering
application layer, will set the stage for new radio paradigms
that may enable a wiser exploitation of the radio frequency
spectrum resource and for new types of transducers.
Specifically, it has been proposed that the electromagnetic
angular momentum (moment of momentum) pseudovectorial
observable, discussed already by Maxwell in his writings in
the 1860’s [54], studied by other authors since over a cen-
tury [55–58], and nowadays treated in standard physics text-
books [7, 8, 50, 59–67], be fully exploited in radio science
and technology [9, 68–75]. The rationale being that it has
been demonstrated in experiments at microwave and optical
wavelengths that by exploiting the electromagnetic angular mo-
mentum, one may enhance the information-carrying capability
of wireless communications substantially [73, 74, 76–86].
This enhancement is mainly due to the fact that angular
momentum is discretized (quantized) already at the classical
level. The electric and magnetic fields in a beam that carries a
non-integer amount of electromagnetic angular momentum is
namely a superposition of discrete angular momentum eigen-
modes, i.e. vortices [87, 88]. Each eigenmode is characterized
by a unique integer that denotes its azimuthal quantum number
(mode index), also known as the topological charge.
As an illustration, let us consider a radio or light beam that
propagates in free space. Expressed in cylindrical coordinates
(ρ,ϕ,z) and in complex notation, an individual electric field
vector E(t,x) of the beam is assumed to be given by the ex-
pression
E(t,ρ,ϕ,z) = R(ρ)Φ(ϕ)Z(z)T (t)E0 (10)
where
E0 = E0eˆ = |E0|eiδ0 eˆ (11)
Here E0 and δ0 are real-valued scalar constants, but we allow
the unit vector eˆ to be complex, e.g., a linear combination of
the helical base vectors
xˆ± =
1√
2
(
xˆ± iyˆ) (12)
that represent circularly polarized wave fields.
We assume that the field E has a strongly peaked longitudi-
nal wave vector spectrum containing essentially only one single
longitudinal wave wave vector component kz, corresponding
to the linear momentum z component pz = }kz carried by each
photon of the beam, and that the z dependence of the field
therefore can be written
Z(z) = Z0(Ωz)eikzz (13a)
where Z0(Ωz) is a slowly varying real-valued envelope function
of z, as indicated by the slowness parameter Ω. Likewise,
assuming also an essentially single temporal mode, we write
T (t) = T0(Ωt)e−iωt (13b)
where T0(Ωt) is a slowly varying real-valued function of time
t, and ω is the angular frequency, corresponding to the energy
}ω carried by each photon of the beam.
The radial part R(ρ) describes the variation of E in the radial,
ρ , direction, perpendicular to the z direction. Assuming well-
behavedness in the usual manner, we can represent R, which is
real-valued, as a Fourier integral
R(ρ) =
∫
dkρ Rkρ e
ikρρ (13c)
where the complex Fourier amplitudes are
Rkρ =
1
2pi
∫
dρ R(ρ)e−ikρρ (13d)
6and kρ is the radial (ρ) component of the wave vector.
The azimuthal part Φ(ϕ) describes the variation of E in the
direction perpendicular to both z and ρ . If Φ is well-behaved
enough that it can be represented by a (complex) Fourier series
[cf. Yao et al. [89, Eqn. (2)], Jha et al. [90, Eqns. (1)–(2)], and
Jack et al. [91, Eqns. (1)–(2)]]
Φ(ϕ) =
∞
∑
m=−∞
cm eimϕ (13e)
where cm are (constant) Fourier amplitudes, then the electric
field E is a vector sum of discrete angular momentum modes
E(t,x) =
∞
∑
m=−∞
Em(t,ρ,ϕ,z) (14a)
where
Em = E0Z0(Ωz)T0(tΩ)R(ρ)ei(mϕ+kzz−ωt+δ0)eˆ (14b)
= E0Z0(Ωz)T0(Ωt)
∫
dkρRkρ e
i(kρρ+mϕ+kzz−ωt+δ0)eˆ (14c)
In the last step, we used Eqn. (13c).
The exp(imφ) phase factor of the Em mode gives the beam
a helical phase front and causes a screw dislocation along the z
axis. This singularity results in a vanishing linear momentum
density (Poynting vector) on the z axis (ρ = 0), leading to an
annular shape of the linear momentum density. For m = 0 the
phase front is flat and the field has no phase singularity and the
distribution of linear momentum density is not annular.
The smallest radius of the annulus of a beam carrying an
OAM Lz = }m,m =±1,±2, . . . eigenmode that can be effec-
tively observed is (|m| − 1/2)λ/(2pi) as given by the Bohr-
Sommerfeld quantization condition.
If only the ϕ dependence with m 6= 0 is taken into account,
then the linear momentum density of the beam would diverge
spatially and the radius of the ring-shaped locus of maximum
linear momentum density would increase with increasing m
as discussed by Padgett et al. [92]. However, as can be seen
in Eqns. (14), the structure of the amplitude and the phase of
E is determined not only by the azimuthal part Φ, but also by
the radial part R and the longitudinal part Z. Hence, by mod-
ifying R and Z, which can be done if one uses two- or three-
dimensional transducers and/or reflectors, or phased arrays of
linear antennas that approximate such transducers, one can
structure an OAM-carrying beam. In fact, as has been demon-
strated experimentally by Chen et al. [93], Ostrovsky et al.
[94], García-García et al. [95], Vaity and Rusch [96], and Li
et al. [97], it is possible to shape OAM carrying beams so that
the radii of the linear momentum annulii do not scale with m.
The quantization of the orbital part of the classical electro-
magnetic angular momentum is a consequence of the single-
valuedness of the electromagnetic fields upon their winding
an integer number of 2pi in azimuth angle ϕ around the beam
axis z, resulting in a Bohr-Sommerfeld type quantization con-
dition [61, 98–101]. Mathematically the quantization can be
understood in terms of the well-known functional space orthog-
onality condition
1
2pi
∫ 2pi
0
dϕ
(
eim1ϕ
)∗
eim2ϕ = δm1m2 (15)
where δm1m2 is the Kronecker delta [68, 77, 102–107]. This
mutual orthogonality ensures that different spatially and tem-
porally overlapping Lfieldz eigenmodes can co-exist on the same
carrier frequency ω and in the same polarization state σ with-
out interfering each other, allowing a simultaneous transfer of
different information streams independently, without the need
for extra frequency bandwidth. In other words, OAM spans
a state space of dimension N = 1,2,3, . . ., and can therefore
be regarded as an “azimuthal (tangential) polarization” with
arbitrarily many states [78]. This makes it possible, at least
in principle, to use OAM to physically encode an unlimited
amount of information onto any part of an EM beam, down to
the individual photon [108, 109].
Guided by Eqns. (A32), (A52b), and (A53c), we define the
expectation value of an observable Ofield carried by the classical
electromagnetic field as
〈Ofield〉= 〈E(t,x)|Oˆfield |E(t,x)〉= 〈G(t,x)|Oˆfield |G(t,x)〉
(16)
The operator for the z component of the orbital angular mo-
mentum (OAM) around the z axis is given by Eqn. (A53c).
Applying this to the electric field given by expressions (14),
we see that
Lˆfieldz E(t,x) =−i}
∂
∂ϕ
E(t,x) =
∞
∑
m=−∞
cmm}Em(t,ρ,ϕ,z)
(17)
from which we conclude that in general E is a weighted vector
sum of fields carrying different integer z components OAM. In
particular, for a beam that is in an OAM z component eigenstate
m,
Lˆfieldz Em = m}Em (18)
which means that the z component of the orbital angular mo-
mentum of each photon in this beam is m}.
In the particular case that the azimuthal part in Eqn. (10) is
Φ(ϕ) = eikϕρϕ ≡ eiαϕ (19)
where kϕ is the ϕ (azimuthal) component of the wave vector,
and α has a non-integer value [110, 111], the mth Fourier
amplitude (13e) is [72, 102, 112]
cm =
exp(ipiα)sin(piα)
pi(α−m) (20)
and the electric field can be written
E(t,x) = E0Z0(Ωz)T0(Ωt)R(ρ)eiβ eˆ (21)
where
β = αϕ+ kzz−ωt+δ0 = kϕρϕ+ kzz−ωt+δ0 (22)
In real-valued notation, the electric field mode under consid-
eration becomes
E(t,x) = E0Z0(Ωz)T0(Ωt)R(ρ)(cosβ Re{eˆ}− sinβ Im{eˆ})
(23)
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Figure 1. The two-dimensional oscillation/rotation plane spanned by
the temporal phase oscillation rate, i.e., the frequency ω (horizontal
axis), and the angular phase rotation rate α , i.e., the z component of
the orbital angular momentum (OAM) Lz (vertical axis) in units of
Planck’s normalized constant }. The right-hand, green part of the
horizontal axis represents right-hand circular polarization (spin), and
the left-hand, red part of the axis represents the opposite, left-hand
circular polarization (spin). The α axis is rasterized into rotational
frequency bins of azimuthal mode numbers m because of the single-
valuedness of the fields that causes a quantization of Lz, and the
ω axes are rasterized in terms of bandwidth segments. The solid
green squares in the right-hand plane represent different transmission
channels on the same carrier frequency ω+, with the same frequency
bandwidth ∆ω+, and in the same spin (polarization) state σ = +1,
but in different rotational frequency bins αm1 and αm2 , correspond-
ing to two different OAM azimuthal quantum numbers m1 and m2,
respectively. The solid red squares in the left-hand plane represent
transmission channels with the same carrier frequency (ω− = ω+)
and frequency bandwidth (∆ω− = ∆ω+) as for the right-hand (green)
plane, but in the opposite spin state σ = −1, still allowing a more
optimum use of the frequency spectrum. All possible squares in the
(ω±,α) plane constitute unique, independent information transfer
eigenmode channels (ω,σ ,αm). For instance, the six solid squares
in the figure use the same carrier frequency and occupy the same
frequency bandwidth. This is therefore an example of a six-fold
frequency re-use.
which, of course, is the physically correct form to use when
calculating second order quantities such as the densities of
the electromagnetic observables that we are discussing here.
Alternatively, a description in terms of the Zernike polynomials
may be assumed [113–115].
Clearly, an electromagnetic beam carrying an arbitrary
amount }α = }kϕρ of OAM is a superposition of discrete
classical OAM eigenmodes Em that are mutually orthogonal
in a function space sense and propagate independently of each
other in ordinary spacetime [116, 117]. Such a beam therefore
exhibits a discrete Fourier spectrum in orbital angular mo-
mentum domain α where each angular momentum eigenmode
component occupies a bin
αm ∈ {α ∈ R; m−1/2≤ α < m+1/2},m = 0,±1,±2, . . .
(24)
This was shown experimentally by Leach et al. [118], thus con-
firming the prediction by Berry [102]; see also Fig. 1, Molina-
Terriza et al. [119], Jack et al. [91], Lavery et al. [120], Huang
et al. [111], and Tamburini et al. [72], who used α =−1.12.
Orbital angular momentum adds, as it were, an extra di-
mension of periodic variation, effectively augmenting the
one-dimensional ordinary oscillation frequency axis to a two-
dimensional frequency plane as outlined graphically in Fig. 1.
The horizontal axis represents the usual temporal phase oscilla-
tion rate, i.e., the angular frequancy ω = ∂β/∂ t, whereas the
vertical axis represents the angular phase rotation rate, i.e., the
orbital angular momentum α = ∂β/∂ϕ in a plane perpendicu-
lar to the propagation axis of the beam. Since this additional
dimension in the frequency is the result of making use of
a hitherto largely unexploited physical property of the elec-
tromagnetic field, wireless communication based on angular
momentum is fundamentally different from present-day wire-
less engineering techniques. In particular, it does not require
arrays of multiple, spaced antennas or other transducers as is
the case for spatial division multiplexing techniques, such as
the multiple-input-multiple-output (MIMO) technique [121].
Nor does it require massive, power-consuming digital post-
processing and has therefore been described as a cost-effective
and “green” alternative to MIMO [122] where the algorithms
require increasing overheads and the required processing re-
sources scales roughly with M2, where M is the mode num-
ber [123]. The properties of electromagnetic/photon OAM
have been studied for frequencies ranging from low-frequency
radio [69] to X-ray [124]. It has been shown that in the optical
regime it is possible to generate OAM with an azimuthal mode
number of at least m = 10000 in free space [125].
From a more fundamental physical point of view, the en-
hancements made possible by invoking the angular momentum
physics layer, compared to systems that are based solely on the
linear momentum physics layer, is consistent with the fact that
all classical fields carry angular momentum [50, 126, 127] and
that the dynamics of a physical system is not completely speci-
fied unless both its total linear momentum and its total angular
momentum are specified at all instants [128]. Specifying only
one of them is not sufficient. Therefore, exploiting only the
linear momentum and not the angular momentum of a system
of charges, currents and pertinent electromagnetic fields is not
exploiting such a system to its full capacity.
From the discussion above, it should be clear that in order
to make optimal use of an electromechanical system for radio
science and technology, including radio communications, one
must, in addition to the one-dimensional translational degrees
of freedom represented by the system’s linear momentum,
invoke also the mechanical and electromagnetic angular mo-
menta of the system [7, 8, 10, 50, 59–65, 67, 129–133], i.e., the
rotational degrees of freedom that are necessary to completely
and correctly specify the system’s two- and three-dimensional
dynamics [134–150].
As is the case for electromagnetic linear momentum, elec-
8tromagnetic angular momentum can propagate not only in free
space, but also in—and interact with—various propagation me-
dia [117, 119], including plasmas [9, 151–156]. This includes
waveguides [157] and optical fibers [79, 158, 159], where the
decay rate, due to absorption, is the same for the propagation
of angular momentum as for linear momentum since they are
both bilinear in the same electric and magnetic fields.
III. PHYSICS
In this section we introduce symmetrized integral formulas
for calculating electromagnetic fields generated by an arbitrary,
given distribution of electric and magnetic charges and currents
in a volume of finite spatial extent. We then use the results to
study the physical properties of the electromagnetic observ-
ables carried by these fields. Specifically, we analyze those
properties of the electromagnetic angular momentum observ-
able that sets it apart from the electromagnetic linear momen-
tum observable when it comes to information-carrying capacity,
within a fixed given frequency bandwidth around a fixed given
carrier frequency, for a point-to-point communication link sys-
tem equipped with single monolithic transducers (“antennas”)
at each end of the link. The general formulas derived for the
fields are presented in their Majorana-Oppenheimer form and
the fields are consistently approximated in both the paraxial
and the far-zone approximations, allowing us to derive cor-
rectly truncated expressions for the angular momentum density
valid in both these approximations.
A. Electromagnetic fields and observables
In classical electrodynamics, different methods are routinely
used for calculating electromagnetic fields, and physical ob-
servables derived from them, once the sources are given. Com-
monly the methods amount to solving the Maxwell-Lorentz
differential equations (1) in one way or another, or to find the
potentials, choose a gauge and then perform the calculations.
Over the past decades, integral equations that allow the im-
mediate calculation of the fields directly from given charge
and current distributions have gained increasing attraction;
see de Melo e Souza et al. [160] and references cited therein.
In Chapter VIII of his 1941 textbook, Stratton [161] calcu-
lates, without the intervention of potentials, temporal Fourier
transform expressions for the retarded electric and magnetic
fields, E(t,x) and B(t,x), respectively, generated by arbitrary
distributions of charge and current densities at rest relative
to the observer. In Chapter 14 of the second edition of their
textbook on electrodynamics, published in 1962, Panofsky and
Phillips [162] present a variant form of these expressions, and
give them also in ordinary space-time coordinates. Four years
later, Jefimenko published his electrodynamics textbook [163]
where the Panofsky and Phillips expressions for the retarded
E and B fields were given in Chapter 15. These expressions
are sometimes referred to as the Jefimenko equations [8, 164],
but we propose that they should rather be called the Stratton-
Panofsky-Phillips-Jefimenko or the SPPJ equations, a name
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x−x′0
V
x0
nˆ′(x)
x′−x′0
x′0
kˆ(x,x′)
d3x′
d3x
x
x′
dG(t,x,x′)
Figure 2. The electric and/or magnetic charges and currents located
in the small volume element d3x′ around the point x′ in the source
volume V ′, with its fixed reference point x′0, give rise to elemental
fields in the volume element d3x around the observation point (field
point) x in the measurement volume V with its fixed reference point
x0. In the Figure the volume elements are drawn as small cubes
and the fields in d3x are given in Majorana-Oppenheimer represen-
tation by the complex Riemann-Silberstein elemental field vector
dG(t,x,x′) = dE(t,x,x′)+ icdB(t,x,x′). The elemental fields propa-
gate along the unit vector of x−x′ that connects x′ with x, denoted
kˆ(x,x′). If all individual kˆ(x,x′) from all individual source points x′
in V ′ that reach x are almost parallel, for instance if V ′ has a small
lateral extent as seen from x (as illustrated), all these unit vectors can
be approximated by the x′ independent unit vector nˆ′(x)≡ kˆ(x,x′0)
that connects x′0 with x. This is the paraxial approximation [164].
we will use throughout.
Let us consider a finite (source) volume V ′ that is lo-
cated in otherwise empty space (free space) and let V ′ con-
tain an arbitrary distribution of electric and magnetic charge
and current densities ρ(t ′,x′) and j(t ′,x′), given in complex
form in Eqns. (3); in conventional radio, V ′ is the volume
in space that is occupied by the transmitting antenna (typ-
ically a narrow, straight, electrically conducting cylinder),
and je(t ′,x′) = Re{j(t ′,x′)} is the dissipative electric conduc-
tion current constrained to oscillate along this essentially one-
dimensional transmitting antenna. The fields produced by the
sources in V ′ propagate to a remotely located observer who
uses a sensing volume V to integrate (average) the densities
of the observables carried by the field in the local volume ele-
ment d3x′ around the coordinate x in V . In conventional radio,
V comprises the receiving antenna, and je(t,x) = Re{j(t,x)}
is the dissipative electric conduction current constrained to
oscillate along the receiving antenna.
The primary elemental fields dE and dB that are set up at
time t in d3x originate from the local dynamics at the retarded
time t ′ of the charges and currents in d3x′; see Fig. 2. These
elemental fields were emitted at the retarded time
t ′ = t ′ret(t,x,x
′) = t− |x(t)−x
′(t ′)|
c
(25)
and propagated to x along the local unit vector
kˆ(x,x′) =
x−x′
|x−x′| (26)
Choosing a suitable gauge, one can readily calculate exact,
closed-form expressions for the electrodynamic scalar and mag-
netic vector potentials from the electric and magnetic charges
9and currents, for a generic source distribution. From these
potentials it is possible to derive exact expressions for the cor-
responding electromagnetic elemental fields—as well as the
fields themselves—directly, without the intermediate step of
solving the Maxwell-Lorentz equations from first principles
or even calculating the explicit potentials themselves [8, 161–
164].
If the sources in V ′ are at rest (i.e., have negligible bulk
motion) relative to the observation/field point x (assumed to be
at rest in the lab system), it is possible to express the elemental
form of the Riemann-Silberstein vector (2) in terms of a non-
covariant complex field vector density Θ as follows:
dG(t,x,x′) = (dx ·∇)G = dE(t,x,x′)+ icdB(t,x,x′)
=
(
Θ(t,x,x′)+
i
c
kˆ(x,x′)×Θ∗(t,x,x′)
)
d3x′ (27)
where
Θ(t,x,x′) =Θe(t,x,x′)+
i
c
Θm(t,x,x′) (28)
and the electric charge Θe and its magnetic charge dual Θm
can be written as vector sums [10, 165, 166]
Θe,m(t,x,x′) =
4
∑
j=1
be,mj (t,x,x
′) (29a)
where
be,m1 (t,x,x
′) =
ρe,m
(
t− |x−x′|c ,x′
)
4piε0|x−x′|2
kˆ(x,x′) (29b)
be,m2 (t,x,x
′) =
je,m
(
t− |x−x′|c ,x′
)
· kˆ(x,x′)
4piε0c|x−x′|2
kˆ(x,x′) (29c)
be,m3 (t,x,x
′) =
je,m
(
t− |x−x′|c ,x′
)
× kˆ(x,x′)
4piε0c|x−x′|2
× kˆ(x,x′)
(29d)
be,m4 (t,x,x
′) =
∂ je,m
(
t− |x−x′ |c ,x′
)
∂ t × kˆ(x,x′)
4piε0c2|x−x′| × kˆ(x,x
′) (29e)
An appealing feature of this representation is that the ex-
pressions for the four vectors be,mj do not involve any spatial
derivatives. As pointed out by Heras [167], this is an advantage
as this avoids some mathematical subtleties associated with the
retardation that mixes space and time [see Eqn. (25)]. Further-
more, |be,mj |, j = 1,2,3, all have a 1/|x−x′|2 spatial fall-off,
whereas |be,m4 | falls off as 1/|x−x′| and therefore dominates
over the other three at very long distances |x− x′| from the
source volume V ′.
Formulas (27) are generalized (and symmetrized) elemental
field versions of the SPPJ equations [8, 161–164] and clearly
show that interesting geometric relations exist between the
elemental fields. For instance, for purely electric sources and
for purely magnetic sources dE is always and everywhere
perpendicular to dB. The new representation (27) has also
proved to be economical and in other ways advantageous to
use in practical computations.
1. Purely electric sources
From now on, we consider only electric charges and currents,
i.e. we set Θm = 0. However, as is well known, magnetic
currents that manifest the duality of electrodynamics [168] and
are useful in practical applications such as modeling electric
slot antennas. Formulas for this case can be readily derived
following the recipes given below.
We shall frequently decompose a vector v into its component
v‖ parallel to a unit vector eˆ, and its component v⊥ transverse
to eˆ, according to the following scheme:
v = v‖+v⊥ (30a)
where
v‖ = v‖eˆ = (v · eˆ)eˆ (30b)
v⊥ = v−v‖ = v− (v · eˆ)eˆ (30c)
We shall use this decomposition several times in the following
and start with Θe that we write as a sum of one longitudinal
component, Θe‖, parallel to the unit vector kˆ(x,x′), and one
transverse component, Θe⊥, perpendicular to kˆ(x,x′), i.e.,
Θe =Θe‖+Θ
e
⊥ (31a)
where
Θe‖ = b
e
1+b
e
2 (31b)
Θe⊥ = b
e
3+b
e
4 (31c)
This representation of Θe is very convenient when one wishes
to calculate and analyze electromagnetic field quantities that
are second order in the field vectors.
The local field vectors at a field point x in the observation
volume V , E(t,x) and B(t,x), are obtained by integrating the
contributions from the entire source volume V ′ to the field
vector density Θe, i.e., from Eqns. (27) and (29) for purely
electric charges and currents, taking vector perpendicularity
into account. The result is
E(t,x) =
∫
V ′
dE =
∫
V ′
d3x′Θe =
∫
V ′
d3x′ (Θe‖+Θ
e
⊥)
=
4
∑
j=1
∫
V ′
d3x′bej(t,x,x
′)
(32a)
B(t,x) =
∫
V ′
dB =
1
c
∫
V ′
d3x′ (kˆ×Θe) = 1
c
∫
V ′
d3x′ (kˆ×Θe⊥)
=
1
c
4
∑
j=3
∫
V ′
d3x′ kˆ(x,x′)× bej(t,x,x′)
(32b)
Interestingly, Θe behaves as a volumetric super-density, that,
when integrated, yields exact expressions for the fields from
which one can, in turn, calculate exact expressions for volu-
metric densities of the observables that are generated by the
sources in V ′.
10
B. Useful approximations
The vector density Θe as given by Eqns. (31) has one
component, represented by the vectors be1 and b
e
2 defined by
Eqns. (29b) and (29c), respectively. This component is parallel
to the unit vector kˆ(x,x′) from a point x in the source vol-
ume V ′ to a point x′ in the observation volume V over which
the observables are integrated (the longitudinal field compo-
nent). The other component, represented by the vectors be3 and
be4 in Eqns. (29d) and (29e), is perpendicular to kˆ(x,x
′) (the
transverse field component).
1. The paraxial approximation
In a configuration where all the source points x′ in V ′ are
observed at x in V such that kˆ(x,x′) are all nearly parallel, the
paraxial approximation, illustrated in Fig. 2, can be applied.
This amounts to setting
kˆ(x,x′)≈ kˆ(x,x′0)≡ nˆ′(x) (33)
i.e., approximating the unit vector from x′ to x with the x-ward
pointing normal unit vector of a sphere centered on a fixed ref-
erence point x′0 in V
′. When we introduce this approximation
into the exact expressions for the vectors bej in Eqns. (29), we
obtain the paraxially approximate vectors
be1
parax(t,x,x′) =
ρe
(
t− |x−x′|c ,x′
)
4piε0|x−x′|2
nˆ′(x) (34a)
be2
parax(t,x,x′) =
je
(
t− |x−x′|c ,x′
)
· nˆ′(x)
4piε0c|x−x′|2
nˆ′(x) (34b)
be3
parax(t,x,x′) =
je
(
t− |x−x′|c ,x′
)
× nˆ′(x)
4piε0c|x−x′|2
× nˆ′(x) (34c)
be4
parax(t,x,x′) =
∂ je
(
t− |x−x′ |c ,x′
)
∂ t × nˆ′(x)
4piε0c2|x−x′| × nˆ
′(x) (34d)
These expressions can be further simplified with the help of
standard vector identities, with the result that the field vector
density given by Eqns. (31) can be approximated by
Θeparax =Θe‖
parax+Θe⊥
parax (35)
where
Θe‖
parax =
cρenˆ′
4piε0c|x−x′|2
+
(je · nˆ′)nˆ′
4piε0c|x−x′|2
≡ cρ
enˆ′
4piε0c|x−x′|2
+
je‖
4piε0c|x−x′|2
(36a)
Θe⊥
parax =
(je · nˆ′)nˆ′− je
4piε0c|x−x′|2
+
(j˙e · nˆ′)nˆ′− j˙e
4piε0c2|x−x′|
≡ − j
e
⊥
4piε0c|x−x′|2
− j˙
e
⊥
4piε0c2|x−x′|
(36b)
For compactness, introduced the overdot (˙ ) notation
j˙e ≡
(
∂ je
∂ t
)
t=t ′
=
∂ je
(
t− |x−x′|c ,x′
)
∂ t
(37)
in the last equation and also suppressed obvious arguments.
Using the above expressions (36), we conclude that in the
paraxial approximation the formulas (32) can be approximated
by
Eparax(t,x) = Eparax‖ (t,x)+E
parax
⊥ (t,x)
=
∫
V ′
d3x′Θe‖
parax(t,x,x′)+
∫
V ′
d3x′Θe⊥
parax(t,x,x′) (38a)
Bparax(t,x)=Bparax⊥ (t,x)=
1
c
nˆ′(x)×
∫
V ′
d3x′Θe⊥
parax(t,x,x′)
=
1
c
nˆ′(x)×Eparax⊥ (t,x) =
1
c
nˆ′(x)×Eparax(t,x) (38b)
Whereas Eparax has two mutually perpendicular components,
Bparax has only one component. This component is perpendic-
ular both to nˆ and to the component of Eparax that, in turn, is
perpendicular to nˆ. These geometrical properties always hold
in the paraxial approximation, even if the far-zone approxima-
tion is not applicable. On the other hand, sufficiently far away
from a source volume of finite extent, such as an antenna array,
the paraxial approximation is always applicable.
A consistently truncated paraxial approximation expression
for the electromagnetic linear momentum density is obtained
by inserting the paraxially valid approximate expressions (38)
for the fields into the exact expression (A10). The result is
gfieldparax(t,x) = gfield⊥
parax
(t,x)+gfield‖
parax
(t,x) (39a)
where
gfield⊥
parax
(t,x) = ε0E
parax
‖ (t,x)×B
parax
⊥ (t,x) (39b)
gfield‖
parax
(t,x) = ε0E
parax
⊥ (t,x)B
parax
⊥ (t,x)nˆ
′(x) (39c)
The angular momentum density carried by (E,B) with re-
spect to the fixed moment point xm is given by the exact ex-
pression (A37). Inserting the paraxially valid approximate
expressions (38) for the fields into (A37), we obtain
hfieldparax(t,x;xm) = (x−xm)× gfieldparax(t,x)
= hfieldparax(t,x;0)−xm× gfieldparax(t,x) (40)
where the first term in the second RHS is the angular momen-
tum around the origin x = 0
hfieldparax(t,x;0) = ε0x×
(
gfield⊥
parax
(t,x)+gfield‖
parax
(t,x)
)
= ε0
(
Bparax⊥ (t,x) · x
)
Eparax‖ (t,x)
− ε0
(
Eparax‖ (t,x) · x
)
Bparax⊥ (t,x)
+ ε0E
parax
⊥ (t,x)B
parax
⊥ (t,x)x× nˆ′(x)
(41)
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as follows from Eqns. (39) and the ‘bac-cab’ vector identity.
Recalling that, by definition, the radius vector x from the
source, located at the origin, to the field point is x = |x|nˆ′, we
note that B⊥ · x = 0 and x× nˆ′ = 0, which simplifies Eqn. (41)
to
hfieldparax(t,x;0) =−ε0|x|Eparax‖ B
parax
⊥ (42)
which, in a spherical polar coordinate system (r,ϑ ,ϕ) where
x = rrˆ and rˆ = nˆ′, becomes
hfieldparax(t,r,ϑ ,ϕ;0) =−ε0rEparaxr Bparax⊥ (43)
This shows that in cases when the paraxial approximation can
be applied, the angular momentum density with respect to the
origin is always proportional to the product of the distance r
from the source, the amplitude of the near-zone longitudinal
(radial) component of the electric field vector, which goes like
r−2, and the amplitude of the transverse component of the
magnetic field vector, which goes like r−1, so that the whole
expression goes as r−2 as it should. For a single frequency
component ω , the angular momentum density (pseudo)vector
has one DC component and one component that oscillates
along the magnetic field (pseudo)vector at twice the oscilla-
tion frequency ω . The cycle average of the latter component
vanishes.
Using the paraxial relation (38b) and simple vector algebra,
we can express the result in Eqn. (42) entirely in terms of the
electric field in the following way:
hfieldparax(t,x;0) =
ε0
c
(
x ·Eparax‖ (t,x)⊗E
parax
⊥ (t,x)
)× nˆ′(x)
(44)
where ⊗ is the dyadic product operator. When the paraxial
approximation is not applicable, there exists a certain angular
spread in the wave vectors that may require corrections to the
geometrical factors.
2. The far-zone approximation
In the far-zone approximation, the integrands (31) and (36)
can be consistently approximated in order to further simplify
the integrals (32) and (38), respectively. With reference to
Fig. 2, and with the choice of the reference point x′0 as the
origin of the spherical polar coordinate used, implying that
x−x′0 = r = rrˆ (45a)
x′−x′0 = r′ = r′rˆ ′ (45b)
the identity
1
|x−x′| =
1
|(x−x′0)− (x′−x′0)|
=
1
|r− r′| (46)
holds. For configurations such that the shortest distance be-
tween V ′ and V is large, or, more precisely, when
supr′ = sup|x′−x′0|  inf|x−x′0|= infr (47)
the Taylor expansion
1
|x−x′| =
1
|r− r′|
=
1
r
− (r′ ·∇)1
r
− 1
2
(
r′ ·∇)2 1
r
+ . . .
=
1
r
+
r′ · rˆ
r2
+
1
2
rˆ · (3r′⊗ r′− 1 3r′2) · rˆ
r3
+O
(
r−4
)
(48)
converges rapidly. This allows us to set 1/|x−x′| ≈ 1/r in
Eqns. (36). As a result, the un-truncated expressions for the
longitudinal and transverse components of the field density
vector in the combined paraxial and far-zone approximations
can be written
Θe‖
paraxfar =
cρenˆ′
4piε0cr2
+
je‖
4piε0cr2
(49a)
Θe⊥
paraxfar =− j
e
⊥
4piε0cr2
− j˙
e
⊥
4piε0c2r
(49b)
Accordingly, the integrals in Eqns. (38) simplify considerably.
Following Tamburini et al. [74] and Thidé et al. [165], we
introduce the following shorthand notations:
qe(t ′)≡
∫
V ′
d3x′ρe(t ′,x′) (50a)
Ie(t ′)≡
∫
V ′
d3x′ je(t ′,x′) (50b)
I˙e(t ′)≡
∫
V ′
d3x′ j˙e(t ′,x′)
≡
∫
V ′
d3x′
∂ je
(
t− |x−x′|c ,x′
)
∂ t
(50c)
Then, under the assumption of paraxial as well as far-zone
approximation, we can write the perpendicular and parallel
components of the fields as follows:
Eparax⊥
far
(t,x) =− I
e
⊥(t
′)
4piε0cr2
− I˙
e
⊥(t
′)
4piε0c2r
(51a)
Eparax‖
far
(t,x) =
qe(t ′)nˆ′(x)
4piε0r2
+
Ie‖(t
′)
4piε0cr2
(51b)
Bparax⊥
far
(t,x) =
Ie⊥(t
′)× nˆ′(x)
4piε0cr2
+
I˙e⊥(t
′)× nˆ′(x)
4piε0c2r
(51c)
Evaluating the linear momentum density formula (A10) in
the paraxial approximation, keeping all terms and approximat-
ing each one of them in a consistent way, we see that far away
from the source the linear momentum density is
gfieldparax
far
= gfield⊥
paraxfar
+gfield‖
paraxfar
(52a)
where
gfield⊥
paraxfar
=
1
16pi2ε0c2r3
(
cqe+ Ie‖
)( Ie⊥
r
+
I˙e⊥
c
)
(52b)
gfield‖
paraxfar
=
1
16pi2ε0c2r2
(
Ie⊥
r
+
I˙e⊥
c
)
·
(
Ie⊥
r
+
I˙e⊥
c
)
nˆ′
(52c)
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If we express this result in terms of the explicit integrals in
Eqns. (50), we find that as the distance r from the source tends
to infinity, the linear momentum density vector is given by the
consistently truncated expression
gfieldparax
far
(t,x) =
1
16pi2ε0c4r3
∫
V ′
d3x′
(
cρe+ je‖+O
(
r−1
))∫
V ′
d3x′ j˙e⊥
+
1
16pi2ε0c4r2
(∫
V ′
d3x′ j˙e⊥ ·
∫
V ′
d3x′ j˙e⊥+O
(
r−1
))
nˆ′ (53)
To leading order in r the magnitude of this vector is the scalar∣∣∣gfieldparaxfar(t,x)∣∣∣= 1
16pi2ε0c4r2
∣∣∣∣∫V ′d3x′ j˙e⊥
∣∣∣∣2+O(r−3)
(54)
that exhibits the well-known r−2 asymptotic fall-off.
Starting from the exact expression for the angular momen-
tum density, Eqn. (A37), and using the un-truncated paraxially
approximate expressions (52), noticing that x = rnˆ′, we see
that the un-truncated paraxially approximate expression for the
angular momentum density is
hfieldparax
far
(t,x;0) =
cqe(t ′)+ Ie‖(t
′)
16pi2ε0c2r2
nˆ′×
(
Ie⊥
r
+
I˙e⊥
c
)
(55)
Expressing this result explicitly in the integrals in Eqns. (38),
and truncating consistently, we obtain
hfieldparax
far
(t,x;0)=− 1
16pi2ε0c3r2
∫
V ′
d3x′ρe
∫
V ′
d3x′ j˙e⊥× nˆ′
− 1
16pi2ε0c4r2
∫
V ′
d3x′ je‖
∫
V ′
d3x′ j˙e⊥× nˆ′+O
(
r−3
)
(56)
In the first integral in the first term we may, with the help of
the continuity equation, formally express ρe in je as follows∫
V ′
d3x′ρe(t ′,x′) =−
∫ t ′
dt ′
∫
V ′
d3x′∇′ · je(t ′,x′) (57)
which, by introducing the shorthand notation
j˜e(x′) =
∫ t ′
dt ′je(t ′,x′) (58)
allows us to write∫
V ′
d3x′ρe(t ′,x′) =−
∫
V ′
d3x′∇′ · j˜e(x′) (59a)
=−
∮
S′
d2x′ nˆ′ · j˜e(x′) (59b)
where, in the last step, the divergence theorem was applied. We
note that we can, in the same vein, formally write Eqn. (50a)
as
qe(t ′)≡−
∫
V ′
d3x′∇′ ·
∫ t ′
dt ′je(t ′,x′) (60a)
=−
∫ t ′
dt ′
∫
V ′
d3x′∇′ · je(t ′,x′) (60b)
Recalling formula (40) and using expression (53), we con-
clude that for an arbitrary source distribution (ρe, je) located
in a volume V ′ of finite extent, the angular momentum den-
sity with respect to an arbitrary fixed moment point xm in the
paraxial, far-zone approximation is
hfieldparax
far
(t,x;xm) =
1
16pi2ε0c4r2
∫
V ′
d3x′
(
c∇′ · j˜e− je‖
)∫
V ′
d3x′ j˙e⊥× nˆ′
+
1
16pi2ε0c4r2
∣∣∣∣∫V ′d3x′ j˙e⊥
∣∣∣∣2xm× nˆ′+O(r−3) (61a)
or, since nˆ′ · j˜e = j˜e‖,
hfieldparax
far
(t,x;xm) =
1
16pi2ε0c3r2
∮
S′
d2x′ j˜e‖
∫
V ′
d3x′ j˙e⊥× nˆ′
− 1
16pi2ε0c4r2
∫
V ′
d3x′ je‖
∫
V ′
d3x′ j˙e⊥× nˆ′
+
1
16pi2ε0c4r2
∣∣∣∣∫V ′d3x′ j˙e⊥
∣∣∣∣2xm× nˆ′+O(r−3) (61b)
Sufficiently far away from V ′, the paraxial approximation
is trivially fulfilled. Therefore, Eqns. (61) show that the
magnitude of the angular momentum density always has an
r−2 asymptotic fall-off. See also Table II, Tamburini et al.
[74] and Thidé et al. [165]). Eqns. (61) generalize the proof,
published by Abraham [57] for the special case that the source
is a single electric Hertzian dipole and the moment point is the
origin, to hold for any conceivable combination of charge and
current densities, located inside a source volume V ′ of finite
extent, and for an arbitrary moment point xm.
We note from Eqns. (32) for E and B that far away from
V ′, the dominating contribution to the magnitude of the lin-
ear momentum density (the Poynting vector) comes from the
asymptotic approximation of the far-zone be4 term, i.e., the
transverse component of the time rate of change of the current
density, whereas the dominating contribution to the magni-
tude of the angular momentum in the same region comes from
both the far-zone be4 term for B and the near-zone b
e
1 and b
e
2
terms for E, i.e., from both the perpendicular component of
the time rate change of the current density vector and the (time
integrated) divergence and the longitudinal component of the
current density itself. Hence, the far-zone E field has in general
no direct, primary influence on the far-zone angular momen-
tum; see, however, formula (44). This may at first seem like
a paradox but is a fact that was established more than a cen-
tury ago [57]; see also Tamburini et al. [74], Then and Thidé
[145], and Thidé et al. [165].
Equations (61) can be used for designing transducers that
can generate beams with a coherent superposition of angular
momentum eigenmodes that can be sensed, resolved and an-
alyzed far away from the source volume V ′. It is important
that the volume V used for integrating the angular momentum
density is chosen appropriately and that the angular momentum
measurements are made in an optimum way, so that the r−2
fall-off is judiciously exploited.
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IV. IMPLEMENTATION
For many reasons, not least to mitigate the problems of grow-
ing frequency congestion and increasing energy consumption
in radio science, radar, and wireless and fiber optic communi-
cation applications, it is desirable to strive for a more resource-
conserving, efficient and flexible use of the electromagnetic
field than is offered by the prevalent linear-momentum tech-
niques. In this Section we discuss physical issues that are
essential to consider when developing and implementing angu-
lar momentum techniques in the radio domain. These results
are of interest not only for radio but also for other wavelengths,
since, as was pointed out by Thidé et al. [69], it is often more
convenient to perform fundamental studies of electromagnetic
radiation, including those addressed in this article, in radio than
in optics. One reason being that it is relatively easy to vary the
frequency and to control the phase of radio waves and beams
made from them. They can therefore be produced with a very
high degree of coherence and spectral purity. Furthermore, the
fact that it is possible to use with digitally controlled transmit-
ters, receivers and antenna arrays that enables experiments to
be completely software defined, adds considerable flexibility
and versatility compared to the typical experiment at optical
wavelength, something that further the serendipity factor.
Let us consider a spatially limited source volume V ′ from
which an electromagnetic beam is emitted into free space where
there is no creation or annihilation of neither linear nor angu-
lar field momentum. The emission takes place during a finite
time interval ∆t0, thus forming a signal “pulse” that after a
sufficiently long time t0 after the end of the emission will be
propagating radially outward with speed c into the surrounding
free space as discussed in Sect. III. This signal “pulse” will
then be located in a finite volume V0 between two concentric
spherical shells, one with radius r0 = ct0 relative to the ref-
erence point x′0 in V
′ (see Fig. 2), and another with radius
r0+∆r0 where ∆r0 = c∆t0 [7]. According to the conservation
laws (A22) and (A49), the cycle averaged field momentum
pfield and angular momentum Jfield contained in this spatially
limited volume do not fall off asymptotically at large distances
from the source, but tend to constant values.
Consequently, both linear and angular electromagnetic
field momenta can propagate—and be used for information
transfer—over in principle arbitrarily long distances. Of course,
the magnitude and angular distribution of the respective mo-
mentum densities depend on the specific spatio-temporal prop-
erties of the actual radiating and receiving transducers (“anten-
nas”) used. Some transducers, such as one-dimensional linear
dipole antennas used in radio today, are effective radiators and
sensors of linear momentum, whereas well-defined coherent
superpositions of angular momentum eigenmodes are more
optimally radiated and sensed by transducers that make full
use of two- or three-dimensional current distributions.
A. Wireless information transfer with linear momentum
If we identify the individual terms in the global law of con-
servation of linear momentum in a closed volume, (A22), we
can rewrite this equation as a balance equation between the
time rate change of mechanical linear momentum, i.e., the
force on the matter (the charged mechanical particles) in V , the
time rate change of field linear momentum in V , and the flow
of field linear momentum into V , across the surface S bounding
V , as follows:∫
V
d3x f︸ ︷︷ ︸
Force on the matter
+
d
dt
∫
V
d3xε0(E×B)︸ ︷︷ ︸
Field momentum
+
∮
S
d2x nˆ ·T︸ ︷︷ ︸
Linear momentum flow
= 0 (62)
Hence, electric charges that are subject to an oscillating elec-
tromotive force, e.g., a current fed into an antenna from a
transmitter via a transmission line, experience a mechanical
force that sets the charges into translational oscillatory motion
and therefore gives rise to a time-varying linear conduction
current density je(t ′,x′) in V ′. The conservation law (A22)
also shows that je(t ′,x′) is accompanied by the simultaneous
emission of a time-varying electromagnetic field linear momen-
tum pfield(t) that propagates in free space away from V ′ in the
form of the linear momentum density gfield(t,x′), as described
in earlier Sections and in Appendix A.
For illustrative purposes, let us consider an electromechani-
cal system comprising an electromagnetic field that interacts
with point charges qi, i = 1,2, . . . , j, . . . ,n, located at xi at time
ti. All charges have the same charge q and same mass m. The
charge density ρej representing the jth point charge q j at x j can
be described in the form of the Dirac delta distribution
ρej = qδ (x−x j) (63)
According to the balance equation (62), the Lorentz force
acting on q j due to the imposed linear momentum flow (the
Maxwell stresses) is
F j ≡ F(t j,x j) =
∫
V
d3x f =
∫
V
d3xρej (E+v
mech×B)
= qE(t j,x j)+qvmech(t j,x j)×B(t j,x j)
≡ qE j +qvmechj ×B j = qE j + jej×B j
(64)
Expressed in the mechanical linear momentum of particle j,
pmechj , this can be written
dpmechj
dt
− q
m
pmechj ×B j = qE j (65)
This illustrates that the process of estimating the fields from the
measured current in a linear antenna of finite one-dimensional
extent where the charges experience a holonomic constraint
due to their cylindrically symmetric axial confinement, is dif-
ficult and can only be projective. The situation gets worse
if we also include self-interaction effects, re-radiation, pre-
acceleration and related complications. For a detailed discus-
sion see Rohrlich [67, Supplement].
In a remote sensing volume V , the conservation law (A22)
shows that the reverse process takes place in that (a part of)
the flow of field linear momentum density gfield(t,x) emit-
ted from V ′ is integrated in V into a field linear momentum
pfield(t) that is accompanied by a mechanical linear momen-
tum pmech(t). This gives rise to a translational motion of the
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charges and, hence, a translational (non-rotational) conduction
current. If V is a very thin cylindrical conductor, as in typical
radio communications scenarios, this is a one-dimensional,
scalar, (Ohmic) dissipative conduction current, known as the
antenna current, that is fed to the receiving equipment. Clearly,
a single translational symmetric receiving antenna cannot sense
the electromagnetic angular momentum, manifesting rotational
symmetry, carried by the same beam.
Let us calculate the amount of linear momentum pfield car-
ried by the electromagnetic field generated by an arbitrary
source that is localized in a volume V ′, e.g., a typical trans-
mitting antenna. This is most readily done by evaluating the
integral in the right-hand member of Eqn. (A19) that expresses
the field linear momentum in a volume away from V ′, in a
spherical polar coordinate system (r,ϑ ,ϕ) with its origin at
the center of the source region, e.g., the antenna phase center.
One finds that the total linear momentum carried by such an
electromagnetic “pulse” of finite duration ∆t = ∆r0/c is
pfield(t) =
∫ r0+∆r0
r0
dr r2
∫ 2pi
0
dϕ
∫ pi
0
dϑ sinϑ gfield(t,r,ϑ ,ϕ)
(66)
when it propagates in free space [7].
The integration over the angular domain (the two last inte-
grals) yields a function of r (and t) that, for very large r0 = ct0,
becomes proportional to r−2 as shown by expressions (52)
and (53). Taking into account that this function shall in the
remaining (i.e., first) integral in the right-hand member of
Eqn. (66) be first multiplied by r2 and thereafter integrated
over the finite radial interval [r0,r0+∆r0]≡ [ct0,c(t0+∆t0)],
we see that |pfield| tends to a constant when r0 tends to infinity.
This asymptotic independence of distance from a localized
source, allowing the field linear momentum generated by this
source to be transported all the way to infinity without radial
fall-off and therefore be irreversibly lost there, is the celebrated
arrow of radiation asymmetry (see Eddington [169, pp. 328–
329], Jackson [8, Chap. 6], Zeh [170], Rohrlich [67, Chap. 9],
and Wheeler and Zurek [171]).
The angular distribution in the far zone of the magnitude
of the linear momentum density, |gfieldfar| and, consequently,
of the Poynting vector |S| [see relation (A12)], is commonly
referred to as “the radiation pattern” or, in the case of antenna
engineering, “the antenna pattern” or “antenna diagram”.
B. Wireless information transfer with angular momentum
As the global law of conservation of angular momentum
in a closed volume, Eqn. (A49), shows, the electric charges
in a source volume V ′ that are subject to a time-varying sur-
face integrated angular momentum flux M suffer a change in
their total mechanical (matter) angular momentum hmech, i.e.,
they experience a mechanical torque τmech. This torque sets
the charges into two- or three-dimensional rotational motion
that causes the emission of a superposition of electromagnetic
angular momentum eigenmodes that propagates in free space
away from V ′ in the form of the angular momentum density
hfield as described in earlier Sections and in Appendix A.
The angular momentum conservation law (A49) can be writ-
ten in the form of a balance equation between the time rate
change of mechanical torque on the matter (the charged me-
chanical particles) in V , the time rate change of field angular
momentum and the flow of angular momentum across the
surface S, which encloses V , as follows:∫
V
d3xτ (xm)︸ ︷︷ ︸
Torque
+
d
dt
∫
V
d3x(x−xm)× ε0(E×B)︸ ︷︷ ︸
Field angular momentum
+
∮
S
d2x nˆ ·M(xm)︸ ︷︷ ︸
Angular momentum flow
= 0 (67)
For illustrative purposes let us consider the jth charge q j in a
system of n point charges qi, i= 1,2, . . . , j, . . . ,n, each carrying
the charge q. The charge density can be represented by the
Dirac delta distribution as given by Eqn. (63). Then we find
that the mechanical torque on q j is
τ j(xm)≡ τ (t j,x j;xm) =
∫
V
d3x(x−xm)× f
=
∫
V
d3x(x−xm)× (ρej E+ je×B)
= (x j−xm)×F j
(68)
where F j is the Lorentz force on q j, given by Eqn. (64).
In a remote observation volume V where the charges are
not constrained to move along a line but can move freely in
two or three dimensions, the reverse process takes place in that
(a sufficient amount of) the flow of field angular momentum
density emitted from V ′ is intercepted and integrated into a
mechanical angular momentum Jmech. This gives rise to a
rotational motion of the charges and, hence, to a two- or three-
dimensional rotational (non-translational) current density in V .
Applications that exploit the rotational symmetry of the fields,
i.e., make use of the angular momentum degrees of freedom,
must therefore be implemented in techniques that are based on
the angular momentum physical layer.
The field angular momentum about the origin, Jfield(0), con-
tained in the “pulse” emitted from the same localized source
and volume as described by equation (66), is
Jfield(t,0) =
∫ r0+∆r0
r0
dr r2
∫ 2pi
0
dϕ
∫ pi
0
dϑ sinϑ hfield(t,r,ϑ ,ϕ)
(69)
The expressions (55) and (56) explicitly show that the angular
momentum density hfield emitted from any electromagnetic
radiation source has precisely the same asymptotic r−2 radial
fall-off in all directions as the linear momentum density gfield.
Hence, it is clear that also |Jfield| tends asymptotically to a
constant value and is irreversibly lost when the “pulse” ap-
proaches infinity. This is the angular momentum analog of the
well-known linear momentum arrow of radiation.
We point out that for one and the same radiating device
(“antenna”), the angular distribution of the radiated angular
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m = 0, σ = 1
∆t = pi2ω∆t = 0
Figure 3. Schematic plot of the instantaneous directions of the field
vectors in a right-hand circular polarized cylindrical beam (SAM
σ = 1), projected onto the phase plane perpendicular to the z axis
(pointing out of the figure). The right-hand panel shows the situation
1/4 period later than the left-hand panel. The beam does not carry
OAM so the directions of the field vectors vary only with time and
rotate in unison.
m = 1, σ = 1
∆t = 0 ∆t = pi2ω
Figure 4. Same as Fig. 3, but for the case that the beam also carries
a z component of OAM, Lz, with azimuthal quantum number (mode
index) m= 1, corresponding to a phase variation eiϕ of the field where
ϕ is the azimuth angle around the z axis. As a result, the instantaneous
direction of the field vector depends on ϕ in addition to varying with
time due to SAM.
momentum density |hfield| is different from the angular distri-
bution of the radiated linear momentum density, |gfield|, i.e.,
the “antenna pattern”; see Eqns. (52) and (55), Thidé et al. [9],
and Then and Thidé [145].
1. Spin angular momentum (SAM) vs. orbital angular momentum
(OAM)
It is shown in Subsection A 3 in Appendix A, that if the vec-
tor potential A fulfills the criteria for Helmholtz decomposition,
it is possible to separate the analytic expression for the total
field angular momentum, Jfield, into two exact, gauge indepen-
dent expressions. One that is not dependent of the moment
point, Σfield, viz., expression (A51a), and one that is, Łfield, viz.,
expression (A51b). In radio communication scenarios these
expressions can be identified with the spin and orbital angular
momentum, respectively, of the radio beam.
Figure 3 illustrates how the intrinsic spin part of the angular
momentum (SAM), Σfield, manifests itself as left- or right-hand
circular polarization, i.e., as a unison rotation in time of the
field vectors such that they all have one and the same direction
across the phase front of the beam at given time t, and all
have rotated into another direction (modulo 2pi in oscillation
frequency phase ωt) in each point at time t +∆t. Hence, the
measurement of SAM (polarization) requires temporal coher-
ence.
A common technique to observe and exploit SAM in radio
is to use two co-located linear dipole antennas arranged orthog-
onally to each other and to determine the polarization state by
comparing the phases of the antenna currents induced in the
two antennas by using interferometry. In antenna engineering
such antennas are known as turnstile antennas [141, 150, 172].
Another technique is to use longitudinal mode helical antennas;
see Someda [173, example 12.7.1, p. 461].
In contrast to SAM, the orbital part of the electrodynamic
angular momentum, the orbital angular momentum (OAM)
Łfield, is an extrinsic (coordinate dependent) property. Figure 4
illustrates how OAM manifests itself as a rotation in space
of the field vectors such that they at any given instant have
different directions (modulo 2pi in oscillation frequency phase
ωt) for different azimuth angles positions ϕ and ϕ+∆ϕ around
the z (beam) axis in the phase plane. Hence, the measurement
of OAM requires spatial coherence.
We emphasize that whereas the spin angular momentum
(SAM) is an intrinsic property of the photon, both its linear
and orbital angular momenta are extrinsic properties.
2. Angular momentum transducers
As the conservation law (A49) shows, angular momentum
modes cannot be radiated and measured by single, monolithic
transducers that work solely on the principle of force, e.g., are
based on (Ohmically) dissipative conduction currents flowing
along a line, as is the case for linear dipole-type antennas
commonly used today. Instead, these modes should be radiated
and measured by transducers (actuators, sensors, “antennas”)
that work on the principle of rotational degrees of freedom and
torque, thus being capable of exploiting the angular momentum
directly [134–150, 174, 175].
In general, angular momentum transducers must support—
and be able to control and sense—the three-dimensional dy-
namics of the charges. If, however, the rotation is confined
to a single plane, it suffices that the transducers are effec-
tively two-dimensional. Such transducers can be realized
by equipping single linear-momentum antennas with two-
dimensional azimuthally dependent reflectors, lenses or phase
plates [72, 85, 176–182] or by employing helicoidal parabolic
antennas [73, 183]. Other examples are the flat plate transducer
developed by Bennis et al. [184] and the screen detector used
by Krenn et al. [185].
Interesting possibilities for innovative monolithic transduc-
ers are offered by developments in nano- and optomechan-
ics [150, 186–193], and by atomic Bose-Einstein conden-
sates [194]. Recent research into spintronics and orbitron-
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ics herald the arrival of transducers that are based on the in-
terplay between charge, spin and orbital degrees of freedom
and that may be realized with dissipation-less non-charge cur-
rents [195–209], including antennas realized with condensed-
matter skyrmions (magnetic vortex structures) [87, 210–212]
and quantum rings [213–215].
However, monolithic multi-dimensional “antennas” that
make direct use of the angular momentum degree of freedom
for the radio frequency range are not yet readily available.
Until they are, one may use existing phased arrays of linear-
momentum antennas of the type that are used in today’s radio
astronomy and wireless communications. This is because these
multi-transducer arrays, including MIMO arrays, sample a ra-
dio beam with transducers, essentially in the form of a finite set
of integrating cylindrical volumes Vn,n = 1,2, . . . ,M deployed
at of discrete points distributed over a certain region in space,
thereby approximating, within the limitations and constraints
set by the sampling theorem, [216–218], the properties of a
single, monolithic two- and three-dimensional transducer that
samples the field in a continuous manner [9, 69, 145, 219–237].
The fact that it is possible to use arrays of conventional linear-
momentum antennas (e.g., dipole antennas) to exploit (a subset
of approximate) angular momentum modes, does of course
not imply that it is necessary to use such arrays. Maxwell’s
equations allow any number and combination of sources ρ
and j with any spatio-temporal and topological properties in
the source volume V ′. And the currents do not have to be
conduction currents in the usual sense [192].
Within the limitations just mentioned, it is possible to use
arrays of linear antennas and currently available radio equip-
ment and techniques for experimental investigations of certain
properties of a finite subset of (approximate) OAM eigenmodes
and coherent superpositions of them. This will provide useful
insights into the properties of OAM information transfer and
therefore pave the way for the development of future innovative
angular momentum radio concepts based on single transducers.
These experimental investigations typically amount to mea-
suring the phase of the currents sampled at the feedpoints of
spatially distributed individual 1D antenna elements, i.e., a
spatial sampling of one component of the linear momentum
of the charges, and then performing a phase gradient analy-
sis [9, 101, 120, 133, 184, 238–241] and post-processing the
data so that the approximate (possibly aliased) spectrum of the
z component of the angular momentum, Lz can be estimated.
This way, approximations of individual OAM eigenmodes may
be extracted and an approximation of the correct spectrum of
individual OAM eigenmodes and the information they carry
be decoded. It should be emphasized that this way of estimat-
ing Lz is based on the application of the operator defined by
formula (A53c) on the electric (or magnetic) field. However,
as was discussed in Sect. II, fields are, strictly speaking, not
directly observable.
Proof-of-concept experiments where existing conventional
radio technology was employed have shown that it is in-
deed possible to use the total angular momentum, i.e., the
SAM+OAM physical observable, as a new physical layer
for radio science and technology exploitation. These stud-
ies include numerical experiments [69] showing that it is fea-
sible to utilize OAM in radio; controlled laboratory experi-
ments [72, 77, 85, 242] verifying that it is possible to generate
and transmit radio beams carrying non-integer OAM and to
measure their OAM spectra in the form of weighted super-
positions of different integer OAM eigenmodes each with its
own quantum number (mode index), also known as topological
charge; and outdoor experiments [73, 110, 243], verifying that
in real-world settings different signals, physically encoded in
different OAM modes and overlapping each other in space and
time and subject to reflection, can be transmitted wirelessly to
a receiver located in the (linear momentum) far zone and be
individually extracted and decoded there.
We stress that for EM beams of the kind used in radio astron-
omy, radar investigations, radio communications and similar
applications, OAM is distinctively different from—and inde-
pendent of—SAM (wave polarization). If such a beam is
already N-fold OAM encoded, utilizing also SAM will double
the information transfer capacity by virtue of the fact that the
dimension of the state space then doubles from N to 2N.
3. Electric dipoles
An antenna type that is commonly used in today’s radio
is the half-wavelength dipole antenna. Many qualitative as
well as quantitative characteristics of this antenna are fairly
accurately approximated by an electric Hertzian dipole, i.e., an
antenna whose length L is much shorter than the wavelength λ
of its emitted (nearly monochromatic) field, L λ , so that the
phase variations over L of the antenna current can be neglected,
a condition that simplifies the theoretical analysis considerably.
We have found it convenient for our study to calculate ana-
lytically the linear and angular momentum densities emitted
by a single Hertzian dipole and combinations of such dipoles.
We choose a Cartesian coordinate system (x1,x2,x3) where
the x3 axis coincides with the polar axis of a spherical polar
coordinate system (r,ϑ ,ϕ) and let the two systems have the
same origin x′ = 0.
a. A single Hertzian dipole along the polar axis The
properties of Hertzian dipoles are described in many text-
books [8, 10, 50] and explicit formulas are derived in Ap-
pendix B.
According to Eqn. (B17) for E3×B3 the electromagnetic
linear momentum density, gfield3 = ε0E3×B3, emitted from a
single Hertzian dipole d3(0) located at the origin and directed
along the x3 axis, has nine different vector components. Five
of them are longitudinal (‖ rˆ) and four of them are transverse
(⊥ rˆ). It follows trivially from Planck’s relation, Eqn. (A12),
that the same is also true for the Poynting vector S. However,
the different components have different fall-offs, implying that
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far away from the dipole the following approximation holds:
gfield3
far
(t,r,ϑ ,ϕ)
=
k4d23
32pi2ε0c
(
1+ cos[2(kr−ωt+δ3)]
r2
+O
(
r−3
))
sin2ϑ rˆ
+
k3d23
32pi2ε0c
(
sin[2(kr−ωt+δ3)]
r3
+O
(
r−4
))
cos2ϑ ϑˆ
(70)
To the same degree of approximation, the cycle (temporal)
average of the Poynting vector in the far zone is, to leading
order,
〈Sfar3 〉t = c2gfield3
far ≈ ω
4d23
32pi2ε0c3
(
1
r2
+O
(
r−3
))
sin2ϑ rˆ
(71)
where we used the fact that k = ω/c and that
〈sin[2(kr−ωt+δ3)]〉t = 〈cos[2(kr−ωt+δ3)]〉t = 0 (72)
This is a well-known result that can be found in most textbooks.
To calculate the electromagnetic angular momentum density
around xm = 0 we use Eqn. (A37), Eqn. (B17), and the fact
that x = rrˆ and rˆ× ϑˆ = ϕˆ to obtain the exact expression
hfield3 (t,r,ϑ ,ϕ;0) = rrˆ× gfield3 =
d23
8pi2ε0c
r
[
f1(δ3) f2(δ3)
− f 22 (δ3)+ f1(δ3) f3(δ3)− f2(δ3) f3(δ3)
]
sinϑ cosϑ ϕˆ (73)
where the functions fn are given by Eqns. (B12).
At very long distances from a Hertzian dipole located at
the origin and oscillating along the x3 axis we can use the
approximation in Eqn. (70) for gfield3 . Because of the geometry,
only the transverse part (⊥ rˆ) of the linear momentum density,
where the dominating part is O
(
r−3
)
, contributes to the linear
momentum density in the far zone. The radial component (‖ rˆ)
of the linear momentum density (Poynting vector), which is
O
(
r−2
)
does not contribute to the angular momentum density.
If it would, then expression (69) for the total angular momen-
tum at very large distances of a “pulse” would grow without
bounds as the “pulse” propagates, thus violating fundamental
laws of physics. See the detailed, clarifying discussion about
this by Abraham [57]; an English translation of the essential
part of this discussion is included in Tamburini et al. [74].
This almost paradoxical fact is also discussed by Low [244].
Therefore, in the far zone, the angular momentum density is
hfield3
far
(t,r,ϑ ,ϕ;0)≈ d
2
3
16pi2ε0c
r f1(δ3) f2(δ3)sinϑ cosϑ ϕˆ
=− k
3d23
64pi2ε0r2c
sin[2(kr−ωt+δ3)]sin2ϑ ϕˆ (74)
This result shows that hfield3
far has the expected r−2 fall off,
has no z component, and oscillates at 2ω along −ϕˆ . This
causes an electric charge in the far zone but not located at
ϑ = npi/2,n ∈ Z, to rotate around its own center of mass in the
osculating plane normal to ϕˆ . However, the temporal (cycle)
average of hfield3
far is zero, which makes it nontrivial to measure
this rotational motion. It is tempting to relate this and similar
double-frequency terms to photon Zitterbewegung [42, 245–
247].
b. Two co-located crossed Hertzian dipoles in the az-
imuthal plane We now want to calculate the field linear and
angular momenta emitted from a system of two co-located
monochromatic Hertzian dipoles, one spatially rotated from
the other by pi/2, fed at the same frequency but with differ-
ent temporal phase shifts. For this purpose we chose the two
Hertzian dipoles d j, j = 1,2 with their generated fields de-
scribed by Eqns. (B14). Since the total field is a superposition
of the fields from the two individual dipoles, the total linear
momentum density gfield1&2 emitted by the two dipoles is
gfield1&2 = ε0(E1+E2)× (B1+B2)
= ε0E1×B1+ ε0E2×B2+ ε0E1×B2+ ε0E2×B1
= gfield1 +g
field
2 +g
field
12 +g
field
21
(75)
We see that in addition to the vector sum of the two linear
momentum densities from the individual dipoles d1 and d2,
the total linear momentum contains two interference terms
gfield12 and g
field
21 which appear due to the fact that the total elec-
tromagnetic field is the superposition of the fields from each
dipole. Using Eqns. (B15)–(B16) and (B18)–(B19), we can
calculate the exact expression for gfield1&2, and from that, using
Eqn. (A37), the exact expression for the total angular mo-
mentum density hfield1&2. If the two dipole moments have equal
amplitudes, d1 = d2 = d, and are in phase quadrature relative
each other, δ1 = 0 and δ2 = pi/2, we find that the exact expres-
sion for the z component of the angular momentum density
hfield1&2, valid in all of space outside the dipoles, is
hfield1&2z(t,r,ϑ ,ϕ;0) =
d2(0)k
8pi2ε0c
(
k2
r2
{
sin2ϕ cos2(kr−ωt)
+ cos2ϕ sin2(kr−ωt)+ sinϕ cosϕ sin[2(kr−ωt)]}
+
k
r3
{
2sinϕ cosϕ[cos2(kr−ωt)− sin2(kr−ωt)]
− (sin2ϕ− cos2ϕ)sin[2(kr−ωt)]
+
1
r4
{
cos2ϕ cos2(kr−ωt)+ sin2ϕ sin2(kr−ωt)
− sinϕ cosϕ sin[2(kr−ωt)]})sin2ϑ (76)
To turn the z component of the angular momentum density,
hfield1&2z , radiated from two co-located Hertzian dipoles, arranged
perpendicular to each other and oscillating in quadrature phase,
into the observable z component of the total field angular mo-
mentum, Jfieldz (0), we must integrate (76) over an observation
volume V . Choosing V as in Eqn. (69), i.e., as the region
between two spherical shells with radii r0 and r0+∆r0, repre-
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senting the radial extent of the “pulse” emitted, we obtain
Jfield1&2z(t,0) =
∫ r0+∆r0
r0
dr r2
∫ ϑ2
ϑ1
dϑ sinϑ
∫ ϕ2
ϕ1
dϕ hfield1&2z(0)
(77)
where hfield1&2z(0) is given by Eqn. (76).
If we integrate over all azimuth angles ϕ from ϕ1 = 0 to
ϕ1 = 2pi , and also use the well-known identities∫ 2pi
0
dϕ sin2ϕ =
∫ 2pi
0
dϕ cos2ϕ = pi (78a)∫ 2pi
0
dϕ sinϕ cosϕ = 0 (78b)
sin2(kr−ωt)+ cos2(kr−ωt) = 1 (78c)
we obtain
Jfield1&2z(t,0) =
d2(0)k
8piε0c
∫ r0+∆r0
r0
dr
(
k2+
1
r2
)∫ ϑ2
ϑ1
dϑ sin3ϑ
(79)
If we now integrate over all polar angles ϑ from ϑ1 = 0 to
ϑ2 = pi , we obtain the explicit, closed-form expression
Jfield1&2z(t,0) =
d2(0)k
6piε0c
(
k2∆r0+
∆r0
k2r0(r0+∆r0)
)
(80)
where the only time dependence comes from the duration of
the emitted “pulse” ∆t = ∆r0/c. When the distance r0 that the
“pulse” has propagated is very large so that the 1/r20 contri-
bution can be neglected, the z component of the field angular
momentum can be approximated by
Jfield1&2z
far
(t,0) =
d2(0)k
6piε0c
k2∆r0 =
d2(0)k3
6piε0
∆t (81)
which propagates without radial fall-off as expected.
If the observation volume V , i.e., the angular momentum
sensing transducer, is a very thin circular ring with radius r0,
located in the azimuthal (xy) plane (ϑ = pi/2), centered on
the dipoles, and subtending the small polar angular interval
ϑ2−ϑ2 around the azimuthal plane, the integrals in Eqn. (77)
are trivial and the result is
Jfield1&2z(t,0) =
d2(0)k
8piε0c
(
k2+
1
r20
)
(ϑ2−ϑ1) (82)
A torsion pendulum experiment that is a kind of radio analog
of the celebrated Einstein-de Haas experiment [248], first sug-
gested by Vul’fson [141], was performed in the microwave
radio regime by Emile et al. [150]. The results was found to
agree with the prediction in Eqn. (82). Howerver, comparing
this equation with Eqn. (4) in [150], shows, that the latter is in
error: there is a factor of 2pi missing which explains the factor
of ∼ 6 discrepancy mentioned.
Figure 5. Snapshot of the distribution of the angular momentum
density pseudovector Jfield(t,0) on a circle in the plane around the
centers of two crossed half-wave dipole antennas, co-located at the
origin x′ = 0, arranged perpendicular to each other, and fed with
equal-amplitude currents at one an the same frequency but pi/2 out of
phase with each other.
c. Two co-located crossed half-wave dipole antennas
The analytic results for two monochromatic crossed Hertzian
dipoles in quadrature phase derived above are in fair quali-
tative agreement with the results obtained for the same con-
figuration using two half-wave dipole antennas. Since the
analytic treatment for the latter configuration is a bit compli-
cated, we resorted to a direct numerical evaluation of the exact
formulas (32) and (A37). We found that our results were in
excellent agreement with those obtained with two enterprise-
grade Maxwell solvers but with five times shorter compute
time. Graphical snapshots of the time evolution of the angular
momentum density hfield(0) from the two crossed half-wave
dipole antennas, fed pi/2 out of phase relative to each other,
measured along a circle in the x1x2 plane, is displayed in Fig. 5.
We see that hfield(0) is positively directed along the entire cir-
cle. The total field angular momentum, Jfield(0), obtained by
integrating hfield(0) along this circle, is therefore always di-
rected in the x3 axis, representing rotation around this axis. As
mentioned above, this mechanical rotation caused by the an-
gular momentum carried by the microwave beam was verified
experimentally [150].
C. Angular momentum and multi-transducer/space-division
techniques
The multi-antenna technique for enhancing the capacity of a
link using linear momentum that goes by the name multiple-
input-multiple-output (MIMO) is a space-division method that
amounts to utilizing the fact that the EM linear momentum
pfield emitted from an ordinary antenna—typically a linear
dipole—is a vector quantity. Dividing this EM linear momen-
tum vector up into M equal components such that
pfield =
M
∑
n=1
pfieldn (83)
letting each pfieldn be emitted from one of M linear momentum
antennas and propagate along different paths to the receiving
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Figure 6. Communicating with electromagnetic linear momentum
pfield in the presence of a reflective surface. In the two-dimensional
plane of the figure, the vector pfield0 propagates directly along the
straight path to the receiver, while the vector pfield1 is reflected off the
mirror without recoil and produces the vector pfield2 at the receiver.
Since pfield is a constant of the motion and preserves its parity upon
reflection, the full 3D structure of the EM linear momentum can be
obtained by post-processing. This is used in present MIMO schemes
for enhancing the spectral density of linear-momentum radio commu-
nications in reflective environments.
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Figure 7. Communicating with electromagnetic angular momentum
Jfield in the presence of a reflecting surface. Angular momentum
is a pseudovector and therefore Jfield suffers a parity change when
it is reflected off a dense medium. Taking this parity change into
account properly, the reflected pseudovector can be used in MIMO-
type schemes for enhancing the spectral density of angular-momentum
radio communications, over and above the enhancement offered by the
multi-state capability of angular momentum relative to the single-state
linear momentum.
end where the individual EM linear momenta pfieldn are com-
bined vectorially by digital signal post-processing, the spectral
efficiency and/or the signal-to-noise-ratio (SNR) can, under
certain circumstances be increased.
A MIMO-like enhancement of the radio spectral capacity
can be achieved by the alternative technique of letting a beam
of linear momentum pfield emitted from an antenna be reflected
off a wall, say. This works because the linear momentum
density (Poynting) vector is an ordinary (polar) vector and
therefore does not suffer any parity change upon reflection.
This is illustrated schematically in Fig. 6; see also Fig. 1 in
Andrews et al. [249] where the authors plot a vector which,
in physics terms, is the (approximate) far-field electric field
vector but the authors call “polarization,”
For this to work, the Heisenberg uncertainty relation for
momentum must be fulfilled. If λ denotes the wavelength,
then pfieldn = }/λ is the x component of the linear momentum
of each photon of the monochromatic radio beam emitted from
the nth antenna and this relation becomes
∆pfieldn ∆x≥ }/2
Hence the spatial separation ∆x between the linear momenta
must be at least λ/2 in order to be statistically independent. In
practical radio implementations this means that the distance be-
tween one (translational current carrying) antenna and another
one must fulfill the inequality
∆x≥ λ/2
Consequently, the space-time distance between each individ-
ual linear-momentum MIMO antenna must be at least half a
wavelength; in practical implementations the separation must
be much larger. This may limit the usefulness of the MIMO
technique in practice. Furthermore, MIMO often requires sub-
stantial post-processing and this may limit its usefulness even
further [122, 250, 251].
As described earlier, when wireless communication is based
on the angular momentum physics layer, it is possible, in an
ideal case, to N-tuple the capacity within a fixed frequency
bandwidth of a SISO system using single monolithic trans-
ducers at both the transmitting and the receiving ends. Fur-
thermore, replacing the single transducer by M transmitting
and receiving transducers in order to split the orbital angular
momentum (OAM) pseudovector into M equal units Łfieldn
Łfield =
M
∑
n=1
Łfieldn (84)
it should be possible to achieve an N×M-fold increase in ca-
pacity. Using, in addition to this OAM MIMO technique, also
wave polarization (spin angular momentum, SAM), the total
capacity will be 2N×M higher than for a linear-momentum
SISO channel. As illustrated in Figure 7, the exploitation of
the angular momentum technique in a reflective environment
requires that the parity of Jfield can be taken properly into
account. Experiments have shown that this is feasible [252].
V. SUMMARY
We have presented a review of those fundamental physi-
cal principles that comprise the foundation for radio science
and technology. We have clarified that in electromagnetic ex-
periments and applications such as wireless communications,
one has to rely on the existence and judicious use of electro-
magnetic observables and have emphasized the fact that by
exploiting the angular momentum observable, in addition to
the linear momentum observable used today, many advantages
can be achieved.
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Table II. Similarities and differences between the EM linear momentum density, gfield(t,x), the Poynting vector S(t,x), and the EM angular
momentum density around a moment point xm, hfield(t,x,xm), carried by a classical electromagnetic field [E(t,x),B(t,x)] in the presence of
matter (particles) with mechanical linear momentum density gmech(t,x) and mechanical angular momentum density hmech(t,x,xm).
Property Linear momentum density Angular momentum density
Definition gfield = ε0E×B = S/c2 hfield = (x−xm)× (ε0E×B)
SI unit Nsm−3 (kgm−2 s−1) Nsm−2 rad−1 (kgm−1 s−1 rad−1)
Spatial fall off at large distances r ∼ r−2 +O(r−3) ∼ r−2 +O(r−3)
Typical phase factor exp{i(kz−ωt)} exp{i(αϕ+ kz−ωt)}
C (charge conjugation) symmetry Even Even
P (spatial inversion) symmetry Even (polar vector, ordinary vector) Odd (axial vector, pseudovector)
T (time reversal) symmetry Odd Odd
The similarities and differences between linear momentum
and angular momentum based techniques in radio science and
communication applications are summarized in Table II and in
the following list:
1. The conventional techniques based on the linear momen-
tum degrees of freedom of an electromechanical system
exploits the translational degrees of freedom of the EM
field and the associated particles.
(a) The linear momentum pfield(t) can be measured
remotely—and thereby be utilized in applications—
by employing a conduction current based device
that integrates the local linear momentum density
gfield(t,x) over a one-dimensional volume V , typ-
ically a very thin cylinder as is the case for the
ubiquitous linear electric dipole antenna.
From such a nonlocal measurement one can esti-
mate the (weighted) average of the primary EM
field over V but not determine the exact field
(within instrumental errors).
2. Novel techniques based on the angular momentum de-
grees of freedom of an electromechanical system ex-
ploits the rotational degrees of freedom of the EM field
and the associated particles.
(a) The angular momentum Jfield(t) can be measured
remotely—and thereby utilized in applications—
by using a conduction current based device, or
a spin- and/or orbit current based device, that
integrates the local angular momentum density
hfield(t,x) over a two- or three-dimensional vol-
ume.
(b) In a beam situation typical for radio communica-
tion links, radio astronomy observations, and radar
applications, the spin and angular parts of the an-
gular momentum, Σfield and Jfield respectively, can
be separated or, alternatively, both the helicity and
the total angular momentum of the beam can be
measured [253]. The main differences between the
two parts of the angular momenta are:
i. The spin part of the angular momentum (SAM,
polarization), Σfield, manifests itself as a rota-
tion in time of the field vectors such that they
have different directions (oscillation phase)
modulo 2pi at one position x in the phase front
at different times t and t + ∆t. Hence, the
measurement of SAM (polarization) requires
temporal coherence.
ii. The orbital part of the angular momentum
(OAM, twist), Łfield, manifests itself as a rota-
tion in space of the field vectors such that they
have different directions (oscillation phase)
modulo 2pi at different azimuthal angles ϕ and
ϕ +∆ϕ in the phase plane at a given instant
t. Hence, the measurement of OAM (twist)
requires spatial coherence.
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Appendix A: The ten Poincaré invariants and the corresponding
equations of continuity
If all conserved quantities (constants of motion) of an inte-
grable physical system are known, the system dynamics can be
obtained trivially by formulating it in terms of action-angle vari-
ables. All in all the electromagnetic field has 84 constants of
motion [3]. In this Appendix we discuss the ten conserved elec-
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tromagnetic observables that correspond to the ten-dimensional
Poincaré symmetry group P(10), i.e., the ten Poincaré invari-
ants and their associated equations of continuity. They are
the scalar quantity energy, the three components of the linear
momentum vector, the three components of the angular mo-
mentum pseudovector, and the three components of the energy
center position vector. Only a small subset of these observ-
ables are currently used in radio science, optics, and wireless
communications.
Electromagnetic conservation laws can be viewed as con-
straints on the field dynamics and, in this sense, every con-
served quantity is physically significant. The information
contained in the conserved quantities corresponds one-to-one
to the information contained in the Maxwell-Lorentz postu-
lates [254].
1. Energy
The energy density ufield(t,x) carried by the fields generated
by the sources in V ′ is
ufield =
ε0
2
(E ·E+ c2B ·B) (A1a)
which, according to Eqns. (2) and Table I, can be written
ufield =
ε0
2
G ·G∗ = ε0
2
|G|2 = ε0
2
√
(G ·G)(G ·G)∗ (A1b)
Outside the source volume V ′, the field energy in a certain
observation volume V can be measured with an appropriate
energy sensor, e.g., a calorimeter or bolometer, that integrates
ufield over V .
With the energy flux vector (Poynting vector) S(t,x) given
by the formula
S = ε0c2E×B (A2a)
or, using Eqns. (2) and Table I,
S = i
ε0c
2
G×G∗ (A2b)
the energy density balance equation, which follows straight-
forwardly from the Maxwell-Lorentz equations (1), takes the
form
∂ufield
∂ t
+∇ · S =−je ·E (A3)
i.e., a local continuity equation for the field energy density with
a sink (loss) term je ·E. By using Eqns. (2), (A1b), and (A2b),
we can write this as
∂ (G ·G∗)
∂ t
+ ic∇ · (G×G∗) =− 1
ε0
je · (G+G∗) (A4)
If ρmech(t ′,x′) denotes the local mechanical mass density
field and vmech(t ′,x′) the local mechanical velocity field of
the charged particles at a point in V ′, then, in the approxi-
mation where statistical mechanics as well as relativistic and
quantum physics effects are negligible, the electric current den-
sity je(t ′,x′) carried by the charged particles can be written as
je = ρevmech and the loss term in Eqn. (A3) can therefore be
identified as the increase in mechanical energy density of the
particles [7, 8]:
∂umech
∂ t
= je ·E = vmech · ρeE (A5)
representing dissipation due to Ohmic losses, i.e., transfer
of field energy density to mechanical energy density of the
current-carrying particles.
This identification makes it possible to introduce the total
energy density of the electromechanical system under study
(charged particles and their associated fields)
usys(t,x) = ufield(t,x)+umech(t,x) (A6)
and to put Eqn. (A3) in the form of an equation of continuity
where there are no sources or sinks (losses) [7, 8]:
∂usys
∂ t
+∇ · S = 0 (A7)
We let U(t) denote energy (volume integrated energy den-
sity). Then, in obvious notation, the system energy is the sum
of the energy of the particles and and the energy of the field:
U sys(t) =
∫
V
d3xusys(t,x) =Ufield(t)+Umech(t) (A8)
Volume integrating the local continuity equation (A7) and us-
ing the divergence theorem, the corresponding global continu-
ity equation can be written
dU sys
dt
+
∮
S
d2x nˆ · S = 0 (A9)
This is the Poynting theorem, also known as the energy theorem
in Maxwell’s theory. It is utilized, for instance, in radiometry.
The field energy itself is utilized in simple, broadband “on-
off” signaling as was used in Marconi’s first radio experiments
and also in optical fiber communications. The conservation
of energy as described by (A9) is a manifestation of the tem-
poral translation invariance symmetry of electrodynamics and
describes the kinematics of the system.
2. Linear momentum
The electromagnetic linear momentum density gfield(t,x)
radiated from V ′ is [7–9, 65]
gfield = ε0E×B (A10)
or, using Eqns. (2),
gfield = i
ε0
2c
G×G∗ (A11)
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and is, in free space, simply related to the Poynting vector (A2)
by the Planck relation
S = c2gfield (A12)
Let us introduce the electromagnetic linear momentum flux
tensor T(t,x) as the negative of Maxwell’s stress tensor [7, 9]
T = ufield1 3− ε0(E⊗E+ c2B⊗B) (A13a)
or, using Eqns. (2),
T =
ε0
2
[
G ·G∗1 3− (G⊗G∗+G∗⊗G)
]
(A13b)
where 1 3 is the rank-3 unit tensor and⊗ the tensor (Kronecker,
dyadic) product operator. Then the balance equation for linear
momentum density that follows from the Maxwell-Lorentz
equations (1) can be written [7–9]
∂gfield
∂ t
+∇ ·T =−f (A14a)
where
f(t,x) = ρe(t,x)E(t,x)+ je×B(t,x) (A14b)
This polar vector f is the Lorentz force density[255] that be-
haves like a loss of field linear momentum density.
By using Eqns. (2), (A11), and (A13b) we can write this
local equation of continuity for linear momentum density as
∂ (G×G∗)
∂ t
− ic∇ ·
(
G ·G∗1 3− 1ε0 (G
⊗G∗+G∗⊗G)
)
=−i c
ε0
[
ρe(G+G∗)− ε0je× (G−G∗)
]
(A15)
In an electromechanical system of charged, massive particles
and pertinent fields, e.g., a transmitting antenna, the mechanical
linear momentum density the particles is
gmech(t,x) = ρmech(t,x)vmech(t,x) (A16)
The local equation of continuity of linear momentum of an
electromechanical system, directly derivable from Maxwell’s
equations, can therefore be written [7–9, 67]
∂gsys
∂ t
+∇ ·T = 0 (A17)
where
gsys(t,x) = gfield(t,x)+gmech(t,x) (A18)
is the system linear momentum density.
The classical electromagnetic field linear momentum pfield
that is localized inside a volume V embedded in free space is
obtained by volume integrating the linear momentum density
gfield over V [8, 9, 67]
pfield(t) =
∫
V
d3xgfield(t,x) = ε0
∫
V
d3x [E(t,x)×B(t,x)]
(A19)
This integration can be done by using an appropriate volume
integrating linear momentum sensor, e.g., a linear dipole an-
tenna.
The mechanical linear momentum in V is
pmech(t) =
∫
V
d3xgmech(t,x) =
∫
V
d3xρmech(t,x)vmech(t,x)
(A20)
which means that the total linear momentum of the system of
particles and fields in V is
psys(t) = pfield(t)+pmech(t) (A21)
It fulfills the global conservation law [7, 8, 10]
dpsys
dt
+
∮
S
d2x nˆ ·T = 0 (A22)
This is the linear momentum theorem in Maxwell’s theory. It
demonstrates that not only the mechanical particles (charges)
but also the electromagnetic field itself carries linear momen-
tum (translational momentum) that couples to the mechanical
linear momentum of the matter (charged particles) and thereby
to the conduction current carried by the charged particles.
a. Gauge invariance
It is common practice to investigate the properties of the
electromagnetic observables that we consider here, by express-
ing the fields in terms of their potentials [256]. If the vector
potential A(t,x) is twice continuously differentiable in space,
it is well known that it fulfills the vector analytic identity (see,
e.g., Thidé [10])
A(t,x) = −∇
∫
V ′
d3x′
∇′ ·A(t,x′)
4pi|x−x′|
+∇×
∫
V ′
d3x′
∇′×A(t,x′)
4pi|x−x′|
−
∮
S′
d2x′ nˆ′ ·
(
A(t,x′)⊗(x−x′)
|x−x′|3
) (A23)
The last integral, to be evaluated over a surface S′ enclosing the
entire volume V ′ within which A 6= 0 is localized, vanishes if
it is evaluated at very large distances and the expression within
the big parentheses falls off faster than 1/|x− x′|2 = 1/r2,
or if it is perpendicular to the normal unit vector nˆ′, or if it
has certain (a)symmetry properties [257]. Then, Helmholtz’s
decomposition is applicable, allowing us to write
A(t,x) = Airrot(t,x)+Arotat(t,x) (A24)
where Airrot is the irrotational part of A, fulfilling∇×Airrot = 0,
and Arotat is the rotational part, fulfilling ∇ ·Arotat = 0. Since
Arotat is gauge invariant by definition, it follows that in this
case
B(t,x) = ∇×A(t,x) = ∇×Arotat(t,x) (A25)
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If we take (A19) as a starting point, and assume that not
only the vector potential A can be Helmholtz decomposed, but
also E is so well-behaved that it can be decomposed as
E(t,x) = Eirrot(t,x)+Erotat(t,x) (A26)
then the electromagnetic linear (translational) momentum can
be represented by the gauge invariant expression
pfield(t) = ε0
∫
V
d3xEirrot× (∇×Arotat)
+ ε0
∫
V
d3xErotat× (∇×Arotat)
(A27)
Using straightforward vector analysis, we obtain the following
result [10]
pfield(t) =
∫
V
d3xρeArotat− ε0
∫
V
d3xArotat× (∇×Erotat)
− ε0
∮
S
d2x nˆ ·Erotat⊗Arotat
(A28)
Whenever Eqns. (A24) and (A26) hold, this gauge invariant
expression for pfield is exact. If the electric field is such that it
cannot be Helmholtz decomposed, every occurrence of Eirrot
and Erotat in Eqn. A27 and Eqn. A28 has to be replaced by E
but would still be exact and gauge independent.
If the expression within the big parentheses in the integrand
of the last integral in Eqn. (A23) is such that this surface in-
tegral grows without bounds at very large distances, it is not
possible to decompose the vector potential as described by
Eqn. (A24) and Arotat and Erotat in Eqn. A27 and Eqn. A28
would have to be replaced by A and E.
b. First quantization formalism
If we restrict ourselves to consider a single temporal Fourier
component of the rotational (‘transverse’) component of E in a
region where ρe = 0, we find that in complex representation
Erotat =−∂A
∂ t
rotat
= iωArotat (A29)
which allows us to replace Arotat by −iErotat/ω , yielding,
〈
pfield
〉
t = Re
{
−i ε0
2ω
∫
V
d3x(∇⊗Erotat) · (Erotat)∗
}
+Re
{
i
ε0
2ω
∮
S
d2x nˆ ·Erotat⊗ (Erotat)∗
} (A30)
If the tensor (dyadic) E⊗ (Erotat)∗ is regular and falls off suffi-
ciently rapidly at large distances or if nˆ ·E = 0, we can discard
the surface integral term and find that the cycle averaged linear
momentum carried by the rotational components of the fields,
Erotat and Brotat ≡ B = ∇×Arotat, is〈
pfield
〉
t = Re
{
−i ε0
2ω
∫
V
d3x(∇⊗Erotat) · (Erotat)∗
}
(A31)
In complex tensor notation this can be written
〈
pfield
〉
t =−i
ε0
2ω
3
∑
i, j=1
∫
V
d3x(Erotati )
∗(xˆ j∂ jErotati )
=−i ε0
2ω
3
∑
i=1
∫
V
d3x(Erotati )
∗∇Erotati
(A32)
Making use of the field linear momentum operator, Eqn. (5),
we can write the expression for the linear momentum of the
electromagnetic field in terms of this operator as
〈
pfield
〉
t =
ε0
2}ω
3
∑
i=1
∫
V
d3x(Erotati )
∗
pˆfield Erotati (A33)
If we introduce the vector
Ψ =
3
∑
i=1
Ψixˆi =
√
ε0
2}ω
Erotat =
√
ε0
2}ω
3
∑
i=1
Erotati xˆi (A34)
we can write
〈
pfield
〉
t =
3
∑
i=1
∫
V
d3xΨ∗i pˆ
fieldΨi (A35)
or, if we assume Einstein’s summation convention,〈
pfield
〉
t = 〈Ψi|pˆfield |Ψi〉 (A36)
Thus we can represent the cycle (temporal) averaged linear mo-
mentum carried by a monochromatic electromagnetic field as a
sum of diagonal quantal matrix elements (expectation values)
where the rotational (‘transverse’) component of the (scaled)
electric field vector behaves as a kind of vector wavefunction.
Methods based on electromagnetic linear momentum are
used for radio science and radar applications, and for wireless
communications.
3. Angular momentum
The volumetric density of the electromagnetic field angular
momentum, radiated from V ′ is [65, Sect. 10.6], [7, 10]
hfield(t,x;xm) = (x−xm)× gfield = ε0(x−xm)× (E×B)
(A37)
where xm =∑3i=1 xmixˆi is a regular but otherwise arbitrary point
(the moment point). Using Eqns. (2), we can write this in
complex notation as
hfield(t,x;xm) = i
ε0
2c
(x−xm)× (G×G∗) (A38)
The mechanical angular momentum density of the charged
particles around xm is
hmech(t,x;xm) = (x−xm)× gmech(t,x)
= (x−xm)× ρmech(t,x)vmech(t,x)
(A39)
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As emphasized by Truesdell [128], angular momentum (also
known as moment of momentum) is a physical observable in
its own right, in general independent of and not derivable
from linear momentum[258]. Therefore, as is well known, the
knowledge of one of these two observables does not automati-
cally imply a knowledge of the other. This also follows from
Noether’s theorem [1, 259].
Let us introduce the electromagnetic angular momentum
flux pseudotensor
M(xm) = (x−xm)×T (A40)
where T is defined by formula (A13), and the physically ob-
servable the Lorentz torque density pseudovector (axial vector)
around the moment point xm is
τ (t,x−xm) = (x−xm)× f(t,x) (A41)
where f is the Lorentz force density defined by formula (A14b).
Then the following local conservation law can be derived from
Maxwell’s equations [7, 8, 10, 260]
∂hfield(xm)
∂ t
+∇ ·M(xm) =−τ (A42)
Hence, there is a loss of field angular momentum density to
the mechanical angular momentum density, in the form of
Lorentz torque density τ , showing that the angular momentum
of the electromagnetic field and the rotational dynamics of the
charges and currents are coupled to each other.
By using Eqns. (2), (A38), and (A13b) we can write this
local equation of continuity for angular momentum density as
∂ [(x−xm)× (G×G∗)]
∂ t
− ic∇ ·
[
(x−xm)×
(
G ·G∗1 3− 1ε0 (G
⊗G∗+G∗⊗G)
)]
=−i c
ε0
(x−xm)×
[
ρe(G+G∗)− ε0je× (G−G∗)
]
(A43)
Recalling the definition (A39) of the mechanical angular
momentum density, and that the angular momentum density of
the system is
hsys(t,x;xm) = hfield(t,x;xm)+hmech(t,x;xm) (A44)
the continuity equation (A42) can be written
∂hsys(t,x;xm)
∂ t
+∇ ·M(xm) = 0 (A45)
This shows that a volume containing an arbitrary distribution
of charge density ρe(t ′,x′) and current density je(t ′,x′) does
not only radiate linear momentum density (Poynting vector)
but also angular momentum density into the surrounding free
space; see also [165]. However, since angular momentum
describes rotations, it cannot be sensed by a single linear dipole
or similar one-dimensional linear-momentum sensing antenna.
The total classical electromagnetic angular momentum
around an arbitrary moment point xm carried by the electro-
magnetic field in a volume V is [see also Mandel and Wolf
[65]]
Jfield(t;xm) =
∫
V
d3xhfield(t,x;xm)
= ε0
∫
V
d3xx× [E(t,x)×B(t,x)]
−xm× ε0
∫
V
d3x [E(t,x)×B(t,x)]
= Jfield(t;0)−xm× pfield(t)
(A46)
where, in the last step, Eqn. (A19) was used.
The mechanical angular momentum in V is
Jmech(t;xm) =
∫
V
d3xhmech(t,x;xm)
=
∫
V
d3x(x−xm)× ρmech(t,x)vmech(t,x)
= Jmech(t;0)−xm× pmech(t)
(A47)
where, in the last step, Eqn. (A20) was used.
Hence, the total angular momentum of the system of parti-
cles and fields in V is
Jsys(t;xm) = Jfield(t;xm)+Jmech(t;xm)
= Jsys(t;0)−xm× psys(t)
(A48)
Clearly, if psys 6= 0, then it is always possible to find a moment
point xm that makes the total system angular momentum vanish.
If, on the other hand, psys = 0, then the total system angular
momentum is independent of moment point xm.
The total angular momentum of the system of charges, cur-
rents and fields fulfills the global conservation law [7, 9, 67]
dJsys(xm)
dt
+
∮
S
d2x nˆ ·M(xm) = 0 (A49)
i.e., a continuity equation without sources and sinks showing
that for a constant angular momentum flux (including zero)
the system’s angular momentum is a constant of motion. This
is the angular momentum theorem in Maxwell’s theory. It
shows that not only the mechanical particles (charges) but
also the electromagnetic field itself carries angular momentum
(rotational momentum) that couples to the mechanical angular
momentum of the matter (charged particles) and thereby to the
conduction current carried by the charged particles.
We see that the conservation law (A49) describes the an-
gular momentum analogs of the linear momentum processes
described by the conservation law (A22) and shows that the use
of single monolithic antenna devices based on torque action
will allow an alternative way of transferring information but
with the added benefit of higher information density offered
by the inherent quantized multi-state property of the classical
electromagnetic angular momentum.
a. Gauge invariance
If the vector potential can be decomposed as in Subsub-
sect. A 2 a and if one uses several vector analytic identities
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and employing partial integration, it is possible to derive an
exact, manifestly gauge invariant expression for the total field
angular momentum Jfield that is the sum of two pseudovectors,
one independent and one dependent of the moment point xm.
The result is [10]
Jfield(t,xm) = Σfield(t)+Łfield(t,xm) (A50)
where
Σfield(t) = ε0
∫
V
d3xE(t,x)×Arotat(t,x) (A51a)
and
Łfield(t,xm) =
∫
V
d3x(x−xm)× ρe(t,x)Arotat(t,x)
+ ε0
∫
V
d3x(x−xm)×
(
[∇⊗Arotat(t,x)] ·E(t,x))
− ε0
∮
S
d2x nˆ · [E(t,x)⊗(x−xm)×Arotat(t,x)] (A51b)
The last integral vanishes if the integrand is regular and falls off
sufficiently rapidly, becomes perpendicular to nˆ, or otherwise
causes the surface integral to go to zero at very large distances.
However, if the vector potential A is not regular and/or does not
fall off faster than 1/r as r tends to infinity, the separation of
Jfield into Σfield and Łfield is not gauge invariant and, hence, not
unique; cf. Leader [261] and Białynicki-Birula and Białynicka-
Birula [262]. See also Keller [36, Sect. 7].
b. First quantization formalism
Let us now assume that A is so well-behaved that the con-
ditions for Helmholtz’s decomposition (A24) are fulfilled and,
furthermore, that ρe vanishes in the region of interest. Partic-
ularizing to a single temporal Fourier component of the field
∝ exp(−iωt), we can then write E =−∂A/∂ t = iωA and ob-
tain the following expressions for the cycle averages of Σfield
and Łfield in complex notation:〈
Σfield
〉
t
=−i ε0
2ω
∫
V
d3x(E∗×E) (A52a)
〈
Łfield(xm)
〉
t = − i
ε0
2ω
3
∑
i=1
∫
V
d3xE∗i [(x−xm)×∇]Ei
=
ε0
2}ω
3
∑
i=1
∫
V
d3xE∗i (−i}x×∇)Ei
− ε0
2}ω
xm×
3
∑
i=1
∫
V
d3xE∗i (−i}∇)Ei
=
〈
Łfield(0)
〉
t −xm×
〈
pfield
〉
t
(A52b)
We note that if the cycle averaged electromagnetic field linear
momentum
〈
pfield
〉
t 6= 0, it is always possible to choose the
moment point xm such that
〈
Łfield(xm)
〉
t = 0. But if
〈
pfield
〉
t =
0, i.e., if the cycle average of the linear momentum of the
monochromatic field in question vanishes in a volume V , then
the cycle averaged OAM,
〈
Łfield
〉
t , is independent of xm in
V . In a beam geometry the quantity Σfield can often to a good
approximation be identified with the spin angular momentum
(SAM) carried by the field, and Łfield with its orbital angular
momentum (OAM).
The fact that we can express the temporal averages
〈
pfield
〉
t
and
〈
Łfield
〉
t in terms of expectation values with the quantal
operators for linear and angular momentum, pˆfield =−i}∇ and
Łˆ
field
=−i}x×∇, respectively, hints to the first-quantization
character of the Maxwell-Lorentz equations.
As is well known from quantum mechanics, but true also
for classical fields, the Cartesian components of Łˆ expressed
in cylindrical coordinates (ρ,ϕ,z) are
Lˆfieldx =−i}
[
sinϕ
(
z
∂
∂ρ
−ρ ∂
∂ z
)
+
z
ρ
cosϕ
∂
∂ϕ
]
(A53a)
Lˆfieldy =−i}
[
cosϕ
(
z
∂
∂ρ
−ρ ∂
∂ z
)
− z
ρ
sinϕ
∂
∂ϕ
]
(A53b)
Lˆfieldz =−i}
∂
∂ϕ
(A53c)
duly recalling that } should be divided out; cf. formula (A52b).
The magnitude squared of the orbital angular momentum oper-
ator is
|Łˆfield|2 = (Lˆfieldx )2+ (Lˆfieldy )2+ (Lˆfieldz )2 (A54)
with eigenvalues }2l(l+1).
Orbital angular momentum is utilized in photonics and in
optical trapping [132, 263–265] but has not yet been exploited
fully in wireless communications. The conservation of angular
momentum is a consequence of the rotational symmetry of
electrodynamics.
4. Boost momentum
Due to the invariance of Maxwell’s equations under Lorentz
transformations, the first spatial momentum of the energy den-
sity (A1), and the linear momentum density (A10) multiplied
by the elapsed time
ξ (t,x) = 2(x−xm)ufield− (t− t0) 1ε0 g
field (A55)
fulfills a local (differential) conservation law. The integrated
quantity
xce(t) =
∫
V d
3xξ (t,x)
Ufield
(A56)
is the center of energy [266]. Apparently this physical observ-
able has not yet been exploited to any significant extent in radio
or optics.
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Appendix B: Hertzian dipoles
When the oscillations of an electric charge distribution
ρe(t ′,x′) are so small that their maximum amplitude (and the
largest extent of the smallest volume V ′ that fully encloses the
charge distribution) is much smaller than the wavelength of
the emitted fields, we can use the multipole expansion. The
lowest order contribution to the fields comes from the electric
monopole (charge) scalar
qe(t ′) =
∫
V ′
d3x′ρe(t ′,x′) (B1)
The second lowest contribution comes from the electric
(Hertzian) dipole moment vector with respect to an arbitrary
moment point x′0,
d(t ′,x′0) =
∫
V ′
d3x′ (x′−x′0)ρe(t ′,x′) (B2)
=
∫
V ′
d3x′ x′ρe(t ′,x′)−x′0
∫
V ′
d3x′ρe(t ′,x′) (B3)
= d(t ′,0)−x′0qe(t ′) (B4)
Clearly there are two cases to consider here. If qe(t ′) 6= 0,
it is always possible to choose a moment point x′0 so that
d(t ′,x′0) = 0. But if q
e(t ′) = 0, then the dipole moment is
independent of the choice of the moment point x′0. Furthermore,
since x′0 is a fix point,
∂ [d(t ′,x′0)]
∂ t ′
=
d[d(t ′,x′0)]
dt ′
=
d[d(t ′,0)]
dt ′
−x′0
dqe(t ′)
dt ′
(B5)
and, according to the equation of continuity for electric charge,
dqe(t ′)
dt ′
=
∫
V ′
d3x′
∂ρe(t ′,x′)
∂ t ′
=−
∮
S′
d2x′ nˆ′ · je(t ′,x′) (B6)
If there is no net flow of electric current across the surface S′
that encloses V ′, it therefore follows that
∂ [d(t ′,x′0)]
∂ t ′
=
∂ [d(t ′,0)]
∂ t ′
(B7a)
∂ 2[d(t ′,x′0)]
∂ t ′2
=
∂ 2[d(t ′,0)]
∂ t ′2
(B7b)
The electric and magnetic fields from an electric Hertzian
dipole, oscillating at the angular frequency ω = ck, where
k = λ/(2pi) is the wave number, λ being the wavelength in
free space, and located at the origin x′ = 0, which is also the
moment point chosen,
d(t ′,0) = dω(0)e−i(ωt
′+δ ) (B8)
where δ = ω∆t ′ is an arbitrary constant phase, can be obtained
from Eqns. (32).
We apply the decomposition (30) on dω(0), resulting in a
parallel (‖), and a perpendicular (⊥) component
d‖(0) = [dω(0) · nˆ′]nˆ′ (B9)
d⊥(0) = dω(0)−d‖ = dω − [dω(0) · nˆ′]nˆ′ (B10)
Using a spherical coordinate system (r,ϑ ,ϕ) where rˆ ≡ nˆ′ and,
from Eqn. (25), t ′ = t− r/c, the fields generated by d can be
written [cf. Cohen-Tannoudji et al. [50, Eqn. (16), p. 73]]
E(t,x) =
d‖(0)
2piε0
[
f2(δ )+ f3(δ )
]
+
d⊥(0)
4piε0
[
f1(δ )− f2(δ )− f3(δ )
] (B11a)
B(t,x) =
rˆ× d⊥(0)
4piε0c
[
f1(δ )− f2(δ )
]
(B11b)
where, for convenience and compactness, we introduced the
help quantities
f1(δ )≡ f1(ωt ′,δ ) = k
2
r
cos(kr−ωt+δ ) (B12a)
f2(δ )≡ f2(ωt ′,δ ) = kr2 sin(kr−ωt+δ ) (B12b)
f3(δ )≡ f3(ωt ′,δ ) = 1r3 cos(kr−ωt+δ ) (B12c)
with the subscript n denoting how the component fn in question
behaves as a power of radial distance r from the dipole, i.e.,
O( fn) = r−n.
1. Hertzian dipoles directed along the three Cartesian axes
Let us now consider three Hertzian dipoles directed along
the three Cartesian axes. We denote their (Fourier) amplitudes
d j(0)≡ d jω(0) = d jω(0) xˆ j , j = 1,2,3. (B13)
where xˆ1 = xˆ, xˆ2 = yˆ, and xˆ3 = zˆ,
a. Electric and magnetic fields The individual electric
Hertzian dipoles d j(0), j = 1,2,3, generate electric and mag-
netic field vectors E j and B j. In spherical polar coordinates
they are:
E1(t,x) =
d1(0)
2piε0
[
f2(δ1)+ f3(δ1)
]
sinϑ cosϕ rˆ
+
d1(0)
4piε0
[
f1(δ1)− f2(δ1)− f3(δ1)
]
cosϑ cosϕϑˆ
− d1(0)
4piε0
[
f1(δ1)− f2(δ1)− f3(δ1)
]
sinϕϕˆ (B14a)
B1(t,x) =
d1(0)
4piε0c
[
f1(δ1)− f2(δ1)
]
sinϕϑˆ
+
d1(0)
4piε0c
[
f1(δ1)− f2(δ1)
]
cosϑ cosϕϕˆ (B14b)
E2(t,x) =
d2(0)
2piε0
[
f2(δ2)+ f3(δ2)
]
sinϑ sinϕ rˆ
+
d2(0)
4piε0
[
f1(δ2)− f2(δ2)− f3(δ2)
]
cosϑ sinϕϑˆ
+
d2(0)
4piε0
[
f1(δ2)− f2(δ2)− f3(δ2)
]
cosϕϕˆ (B14c)
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B2(t,x) =− d2(0)4piε0c
[
f1(δ2)− f2(δ2)
]
cosϕϑˆ
+
d2(0)
4piε0c
[
f1(δ2)− f2(δ2)
]
cosϑ sinϕϕˆ (B14d)
E3(t,x) =
d3(0)
2piε0
[
f2(δ3)+ f3(δ3)
]
cosϑ rˆ
− d3(0)
4piε0
[
f1(δ3)− f2(δ3)− f3(δ3)
]
sinϑϑˆ (B14e)
B3(t,x) =− d3(0)4piε0c
[
f1(δ3)− f2(δ3)
]
sinϑϕˆ (B14f)
b. Vector products of the fields When we want to cal-
culate the linear and angular momenta carried by the fields
radiated by Hertzian dipoles directed along the Cartesian axes,
we need to evaluate expressions that involve the vector prod-
ucts E j×Bk for various combinations of j,k = 1,2,3. Here
we list a few such vector products.
E1×B1 = d
2
1(0)
16pi2ε20 c
[
f 21 (δ1)−2 f1(δ1) f2(δ1)
− f1(δ1) f3(δ1)+ f 22 (δ1)
+ f2(δ1) f3(δ1)
]
(1− sin2ϑ cos2ϕ) rˆ
− d
2
1(0)
8pi2ε20 c
[
f1(δ1) f2(δ1)+ f1(δ1) f3(δ1)
− f 22 (δ1)− f2(δ1) f3(δ1)
]
sinϑ cosϑ cos2ϕ ϑˆ
+
d21(0)
8pi2ε20 c
[
f1(δ1) f2(δ1)+ f1(δ1) f3(δ1)
− f 22 (0)(δ1)− f2(δ1) f3(δ1)
]
sinϑ sinϕ cosϕ ϕˆ (B15)
E2×B2 = d
2
2(0)
16pi2ε20 c
[
f 21 (δ2)−2 f1(δ2) f2(δ2)
− f1(δ2) f3(δ2)+ f 22 (δ2)
+ f2(δ2) f3(δ2)
]
(1− sin2ϑ sin2ϕ) rˆ
− d
2
2(0)
8pi2ε20 c
[
f1(δ2) f2(δ2)+ f1(δ2) f3(δ2)
− f 22 (δ2)− f2(δ2) f3(δ2)
]
sinϑ cosϑ sin2ϕ ϑˆ
− d
2
2(0)
8pi2ε20 c
[
f1(δ2) f2(δ2)+ f1(δ2) f3(δ2)
− f 22 (δ2)− f2(δ2) f3(δ2)
]
sinϑ sinϕ cosϕ ϕˆ (B16)
E3×B3 = d
2
3(0)
16pi2ε20 c
[
f 21 (δ3)−2 f1(δ3) f2(δ3)+ f 22 (δ3)
− f1(δ3) f3(δ3)+ f2(δ3) f3(δ3)
]
sin2ϑ rˆ
+
d23(0)
8pi2ε20 c
[
f1(δ3) f2(δ3)+ f1(δ3) f3(δ3)
− f 22 (δ3)− f2(δ3) f3(δ3)
]
sinϑ cosϑ ϑˆ (B17)
E1×B2 =−d1(0)d2(0)16pi2ε20 c
[
f1(δ1) f1(δ2)− f1(δ1) f2(δ2)
− f1(δ2) f2(δ1)− f1(δ2) f3(δ1)
+ f2(δ1) f2(δ2)+ f2(δ2) f3(δ1)
]
(1− cos2ϑ)sinϕ cosϕ rˆ
− d1(0)d2(0)
8pi2ε20 c
[
f1(δ2) f2(δ1)+ f1(δ2) f3(δ1)
− f2(δ1) f2(δ2)− f2(δ2) f3(δ1)
]
sinϑ cosϑ sinϕ cosϕ ϑˆ
− d1(0)d2(0)
8pi2ε20 c
[
f1(δ2) f2(δ1)+ f1(δ2) f3(δ1)
− f2(δ1) f2(δ2)− f2(δ2) f3(δ1)
]
sinϑ cos2ϕ ϕˆ (B18)
E2×B1 =−d1(0)d2(0)16pi2ε20 c
[
f1(δ1) f1(δ2)− f1(δ1) f2(δ2)
− f1(δ2) f2(δ1)− f1(δ1) f3(δ2)
+ f2(δ1) f2(δ2)+ f2(δ1) f3(δ2)
]
(1− cos2ϑ)sinϕ cosϕ rˆ
− d1(0)d2(0)
8pi2ε20 c
[
f1(δ1) f2(δ2)+ f1(δ1) f3(δ2)
− f2(δ1) f2(δ2)− f2(δ1) f3(δ2)
]
sinϑ cosϑ sinϕ cosϕ ϑˆ
+
d1(0)d2(0)
8pi2ε20 c
[
f1(δ1) f2(δ2)+ f1(δ1) f3(δ2)
− f2(δ1) f2(δ2)− f2(δ1) f3(δ2)
]
sinϑ sin2ϕ ϕˆ (B19)
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