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Sediment budgetThe Soil andWater Assessment Tool (SWAT) is used worldwide for water quality assessment and planning. This
paper aimed to assess and adapt SWAT hillslope sediment yield model (Modiﬁed Universal Soil Loss Equation,
MUSLE) for applications in large basins, i.e. when spatial data is coarse andmodel units are large; and to develop
a robust sediment calibrationmethod for large regions. The Upper Danube Basin (132,000 km2)was used as case
study representative of large European Basins. The MUSLE was modiﬁed to reduce sensitivity of sediment yields
to the Hydrologic Response Unit (HRU) size, and to identify appropriate algorithms for estimating hillslope
length (L) and slope-length factor (LS). HRUs gross erosion was broadly calibrated against plot data and
soil erosion map estimates. Next, mean annual SWAT suspended sediment concentrations (SSC, mg/L)
were calibrated and validated against SSC data at 55 gauging stations (622 station-years). SWAT annual
speciﬁc sediment yields in subbasin reaches (RSSY, t/km2/year) were compared to yields measured at 33
gauging stations (87 station-years). The best SWAT conﬁguration combined a MUSLE equation modiﬁed
by the introduction of a threshold area of 0.01 km2 where L and LS were estimated with ﬂow accumulation
algorithms. For this conﬁguration, the SSC residual interquartile was less than+/−15mg/L both for the cal-
ibration (1995–2004) and the validation (2005–2009) periods. The mean SSC percent bias for 1995–2009
was 24%. RSSY residual interquartile was within +/−10 t/km2/year, with a mean RSSY percent bias oft Research Centre (JRC), Institute for Environment and Sustainability (IES), Via E. Fermi 2749, I-21027 Ispra, VA, Italy.
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856 O. Vigiak et al. / Science of the Total Environment 538 (2015) 855–87512%. Residuals showed no bias with respect to drainage area, slope, or spatial distribution. The use of mul-
tiple data types at multiple sites enabled robust simulation of sediment concentrations and yields of the re-
gion. The MUSLE modiﬁcations are recommended for use in large basins. Based on SWAT simulations, we
present a sediment budget for the Upper Danube Basin.
© 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Suspended sediments and sediment-ladenpollutants deteriorate the eco-
logical status of many European freshwater bodies and cause considerable
economic losses (Owens et al., 2005; Rickson, 2014).Maintaining and restor-
ing the ecological status of European waterbodies as demanded by the
EuropeanWater Framework Directive (WFD; European Commission, 2000)
requires good planning strategies, which strongly rely on integrated basin
models that correctly identify the main sources and sinks within the basin
(Collins and McGonigle, 2008; de Vente et al., 2013; Rickson, 2014). The
semi-distributed process-based Soil and Water Assessment Tool (SWAT;
Neitsch et al., 2011; Arnold et al., 2012) is increasingly used to develop such
strategies as its cascading structure of erosion and sediment transport pro-
cesses allows to in principle simulate dominant sediment sources and sinks
(de Vente et al., 2013; Gassman et al., 2007, 2014; Table 1).
Nonetheless, applying SWAT to large river basins remains challeng-
ing for several reasons, not in the least because of high computational
demands. As a trade-off between accuracy and feasibility, input data
of low spatial resolution is often used (Table 1), and/or the number of
simulated units may be restricted. Previous studies have already
shown that SWAT sediment simulations are sensitive to the spatial
resolution of the input data (e.g. Chaplot, 2014; Chiang and Yuan,
2014). The sensitivity pertains to both SWAT model unit types, i.e. the
subbasin and the Hydrologic Response Unit (HRU; Neitsch et al.,
2011). The subbasin is an actual spatial unit that comprises a main
reach and its contributing area. The main reaches are combined in a
node-link system that deﬁnes the stream network. Literature docu-
mentswell the importance of subbasin delineation on sediment outputs
and indicates that subbasins should not be larger than 2–3%of the entire
basin in order to obtain satisfying simulation results (Jha et al., 2004;
Chaplot, 2014; Zhang et al., 2014; Chiang and Yuan, 2014).
Subbasins consist of one ormoreHRUs. AHRU is a combination of en-
vironmental properties (soil, land use/cover, management, and
topography) within which the hydrologic behavior is considered to be
homogeneous. HRUs are not functionally deﬁned in space, but
conceptually correspond to single hillslopes or small homogeneous
catchments. HRU sediment yields are calculated with the Modiﬁed
Universal Soil Loss Equation (MUSLE; Williams, 1995), which was origi-
nally developed for small catchments (b40 km2) and successfully tested
on catchments ranging between 0.01 and 234 km2 (Williams and Hann,
1976). However, Chen and Mackay (2004) showed that in SWAT the
HRU speciﬁc sediment yields (HSSY, t/ha) obtained with MUSLE are
non-linearly related to the HRU area A (HSSY ~ A1.12). This non-
linearity is undesirable because it makes predictions for HRUs with sim-
ilar environmental characteristics but different sizes incommensurable,
and implies that different spatial delineations of the same basin require
different SWAT calibrations (Chen and Mackay, 2004; Chaplot, 2014).
Nonetheless, the importance of potential overestimations of HSSY as a
consequence of large HRUs remains hitherto largely uninvestigated.
HRU sediment yields are also sensitive to topography (e.g. Chaplot,
2014; Sharma and Tiwari, 2014; Chiang and Yuan, 2014). Hence, data
and algorithms used to calculate the required topographic parameters
may also inﬂuence obtained simulation results. Malagó et al. (2014,
submitted for publication) found that the algorithm used to estimate
hillslope length had little inﬂuence on surface runoff and total
streamﬂow simulations, although itwas important for baseﬂow and lat-
eral ﬂow components. However, given the importance of the hillslopelength on MUSLE slope-length factor (see further), the impact of algo-
rithms used for hillslope length and slope-length factors on sediment
simulation may be large. Nonetheless, a comprehensive analysis of
this potential effect is currently lacking.
In practical applications, the sensitivity of HSSY to HRU size
and topography may not necessarily affect the sediment load at the basin
outlet. For example, Chiang and Yuan (2014) showed that the increasing
the size of HRUs also increased runoff concentration times, leading to
lower sediment yields thus counteracting the impact of the non-linearity
highlighted by Chen and Mackay (2004). Likewise, overestimated HSSY
may be compensated for by increased deposition in stream reaches,
resulting in no overestimation at the basin outlet (Jha et al., 2004; Betrie
et al., 2011; van Griensven et al., 2012; Chiang and Yuan, 2014). Further-
more, calibrating MUSLE parameters (Table 1) may indirectly correct for
over- or underestimations of HSSY. As with other models, this may lead
to important problems of equiﬁnality: matching sediment output from a
basin does not guarantee that processes within the basin are correctly sim-
ulated (e.g. Betrie et al., 2011; van Griensven et al., 2012; Shen et al., 2012;
deVente et al., 2013).Different strategies canbepursued to better constrain
the model and obtain a more robust characterization of the dominant pro-
cesses. Ancillary data can be used to corroborate or constrain the choice of
parameters (e.g. Ndomba et al., 2008; Flynn and van Liew, 2011). A second
strategy may be to reﬁne the temporal resolution, e.g. from annual to
monthly and daily time-steps (e.g. Wu and Chen, 2012). This option can
be seldom applied in large basins where daily sediment monitoring is
rare. A further strategy is to reﬁne the spatial resolution of the analysis,
using multi-site calibration (e.g. Chiang et al., 2014); this strategy is well
suited for large basins where sediment data may be collected across a net-
work of nested gauging stations.
The aims of this paper were (i) to assess and adapt accordingly the
SWAT hillslope (HRU) sediment model (MUSLE) for applications in
large basins, i.e. where spatial units are large (N100 km2) and only
relatively coarse spatial data are available (e.g. DEM pixel size of 25 m
or above); (ii) to develop a step calibration method that constrains
model equiﬁnality and allows robust sediment simulation in large
basins for use in water quality planning; and (iii) to produce a sediment
budget for the Upper Danube Basin. This basin (132,000 km2) was
selected as representative case study of large basins in Europe. We
start with brieﬂy introducing the structure of the SWAT sediment
model and by proposing a modiﬁcation that may solve the dependency
of HSSY values on HRU size. Next, we focus on our ﬁrst objective by
(a) quantifying the sensitivity of hillslope sediment yields to the HRU
size, and (b) identifying the most appropriate algorithms for deriving
the hillslope length and slope-length factor for sediment modeling.
We address our second objective by presenting a two-step calibration
procedure, consisting of calibration of HRU gross erosion rates, followed
by multi-site calibration and validation of simulated sediment concen-
trations and yields at the basin scale. Finally, the results of the best
SWAT conﬁguration for the Upper Danube Basin, including a sediment
budget for the basin, are presented and discussed.
2. Methods and procedures
2.1. SWAT overview and brief description of the sediment model
SWAT is a semi-distributed, process-based integrated model that
simulates the daily water cycle, crop development, sediment, nutrient
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study. The model is complex but well documented (Neitsch et al.,
2011; Arnold et al., 2012), thus only a short description will be given
herewith.
The SWATmodel comprises two phases: a land phase solved at HRU
level, and a stream phase solved at reach (subbasin) level (Neitsch et al.,
2011). The land phase comprises the computation of HRU daily water
balance and sediment yields. TheHRUdailywater balance considers pre-
cipitation, irrigation, evapotranspiration, surface runoff, lateral ﬂow, and
percolation to shallow and/or deep aquifers (Neitsch et al., 2011).
HRU sediment yields for non-urban land use types are estimated
with the MUSLE (Williams, 1995):
SY ¼ 11:8 QqpA
 0:56
C P K LS FCRFGð Þ ð1Þ
where SY = HRU sediment yield (t/day); Q = daily runoff volume
(mm); qp = runoff peak discharge (m3/s); A = HRU area (ha); C, P, K,
and LS are dimensionless factors accounting for HRU crop cover, soil
protection, soil erodibility, and topography as deﬁned in the original
Universal Soil Loss Equation (USLE; Wishmeier and Smith, 1978); and
FCRFG is a dimensionless factor to account for coarse fragment cover
(stoniness). Contrary to the USLE, theMUSLE uses the energy of surface
runoff rather than of rainfall to estimate sediment yields,whichmakes it
suitable for application at daily time scale. Since it estimates sediment
yields and not gross erosion, the MUSLE already accounts for sediment
deposition within the HRU. Conversely, sediment yields from urban
HRUs are estimated based on precipitation or with a ‘build up/wash
off’ approach; the latter method was selected in this study keeping the
default settings (Neitsch et al., 2011).
Daily outputs of all HRUs of a subbasin are routed through the
stream network (stream phase). The stream phase comprises the
routing of water, sediments and other pollutants in the cascading
sequence of reaches composing the stream network. All streamﬂow
components (surface runoff, lateral ﬂow, and baseﬂow) are routed to
the reach and along the stream network (Neitsch et al., 2011).
The daily sediment balance of the reach is calculated considering the
sediment inputs to the reach (from upstream reaches and the subbasin
HRUs) and its capacity to transport sediments, which depends on
stream power at the reach. A modiﬁed Bagnold's equation is employed
to assess the maximum concentration of sediments in the reach with a
given daily peak ﬂow rate:
Cmax ¼ csp pr f qchAch
 esp
ð2Þ
where Cmax = the maximum daily concentration of sediments (t/m3)
that can be transported in the reach; the elements between brackets
deﬁne the peak channel velocity (m/s) as a function of qch = reach
peak ﬂow rate (m3/s); Ach = channel cross-sectional area (m2); and
prf= a sediment peak rate adjustment factor. The coefﬁcients csp and
esp regulate the linear and exponential relationship between the stream
power and the peak velocity, andmay be deﬁned by the user during the
model calibration (Table 1). In the original Bagnold's equation esp is 1.5,
but in this study esp was set to 1.4 after Prosser and Rustomji (2000).
If incoming sediment concentration exceeds Cmax, the exceeding
sediments are deposited in the reach (aggradation). Conversely,
if sediment inputs are below the stream transport capacity, re-
entrainment of deposited sediments followed by channel and bank ero-
sion (degradation) may occur. Several options are available to deﬁne
the channel erosion rate. In this study, we selected a physics-based
approach that uses a channel ﬂow shear stress resistance threshold for
simulation of reach degradation. The approach is conceptually appeal-
ing andhas been shown to improvemodel sediment simulations in low-
land areas compared to the default approach (Lu et al., 2014). It also
offers the advantage that sediment transport is apportioned intoparticle classes, thus allowing to separate suspended sediments from
bed load. In this approach, the erosion rate of channel banks and bed de-
pends on the effective streamﬂow shear stress (τe, Pa), on the channel
erodibility (κb, cm3/N), and on a critical ﬂow shear stress threshold
(τc, Pa) below which no erosion occurs. The critical ﬂow shear stress
threshold τc and channel erodibility κb can be deﬁned by the user
based on measurements, or derived from bank and bed vegetation
cover and sediment characteristics (such as texture, bulk density and
median sediment diameter; Knapen et al., 2007; Neitsch et al., 2011).
SWAT simulation runs at daily time-steps, however model outputs
can be reported at daily, monthly, annual, and mean over the whole
simulation period temporal scales.
2.2. Modiﬁcations to hillslope sediment yield model
2.2.1. Impact of HRU area on HRU speciﬁc sediment yield (HSSY)
To reduce the impact of the HRU area (A) on the estimation of HSSY
highlighted by Chen and Mackay (2004), the original MUSLE (Eq. (1))
was modiﬁed by introducing a threshold area At (ha) above which spe-
ciﬁc sediment yields were linearized proportionally to the HRU area:
SY ¼ 11:8 QqLAminð Þ0:56 C P K LS FCRFGð Þ
h i
A=Aminð Þ ð3Þ
where qL is the peak runoff discharge (m3/s) linearized by the area:qL ¼
qpðAminA Þ;Amin=min(A,At); and the other symbols are as in Eq. (1). In prac-
tice, the original MUSLE (elements in the square brackets) was applied to
an area of size Amin (ha) that corresponds to the minimum between the
HRU area and the threshold area At. The daily sediment yield (t) from
this Amin area is thenmultiplied by the number ofAmin areas that compose
the HRU (=A/Amin). Amin could be conceptualized as the smallest hydro-
logically functional spatial unit occurringwithin aHRU, i.e. itwould corre-
spond to a hillslope/small catchment for which the hillslope processes
simulated by MUSLE (i.e. sheet and rill erosion) may hold.
The threshold area At could be set based on an analysis of hydrolog-
ically isolated units in the landscape. In this study however, an ‘effective’
threshold area was searched assuming that long-term annual average
HSSY (t/ha/year) should not be much larger than the corresponding
gross erosion rates (GE, t/ha/year). We evaluated the ratio of the HRU
mean annual HSSY to the mean annual GE when varying At over a
range from 0.0001 to 1000 km2. This approach was pragmatic, as
SWAT already calculates and reports GE calculated with the USLE, albeit
it does not use it for further calculations.
2.2.2. Topography setting
SWAT topography settings are usually derived from pre-analyses of
the Digital Elevation Model (DEM) at subbasin level, albeit settings
can be modiﬁed using alternative approaches or during calibration
(e.g. Table 1). Malagó et al. (2014, submitted for publication) analyzed
the impact of DEM resolution and three algorithms to calculate hillslope
length L (m) on streamﬂow in the Upper Danube Basin. The two DEMs
considered were: the worldwide Shuttle Topographic Mission (SRTM)
DEM (USGS, 2006) with a pixel resolution of 100m and the continental
wide EU-DEM (Bashﬁeld and Keim, 2011) with a pixel size of 25m. The
three hillslope length L (m) estimation algorithms were:
1) L1, corresponding to the current default SWAT method, which sets
hillslope length based on the subbasin mean slope gradient using a
lookup table. L1 ranged from 9 m in steep slopes to 122 m on ﬂat
areas, and increased in stepwise fashion as the mean subbasin
slope gradient decreased.
2) L2, derived from DEM-based ﬂow accumulation analysis that
accounts for slope convergence. Hillslope length is replaced by the
accumulation area per contour length As (m2/m). L2 was estimated
with the LS-Tool (Zhang et al., 2013) imposing a maximum theoret-
ical As of 122m2/m. In the UpperDanube Basin, L2 ranged from50 to
Table 1
Overview of studies using SWAT to simulate sediment concentration and/or sediment yield in basins larger than 1000 km2. Studies are ranked according to the size of the drainage basin. #=number of subbasins, Hydrological ResponseUnits (HRUs)
and gauging stations; NA = not available.
Reference Location Area
(km2)
Spatial data #Subbasin/#HRU Calibration/validation data Sediment calibration parameters⁎ #gauging stations
Betrie et al. (2011) Upper Blue Nile, Africa 184,560 90 m DEM; 1 km landuse; 10 km
soil type map; 17 weather stations
15/1747 Daily streamﬂow; daily sediment
concentration
C, P;prf,csp,esp,; channel erodibility
and channel vegetation cover
1 (outlet)
Shen et al. (2012, 2014) Three Gorges Reservoir
(Yangtze River, China)
58,000 50 m DEM; land use map 1:100,000;
soil and weather data 1:1,000,000
612/NA Monthly streamﬂow and sediment
yield
P, L;csp,esp; channel erodibility;
channel vegetation cover
4 (nested stations)
Shresta et al. (2013) Nam Ou (Lao PDR) 26,180 250 m DEM NA/NA Daily sediment yield C; csp; esp, channel erodibility and
channel vegetation cover
1 (outlet)
Wu and Chen (2012) East River (China) 25,325 90 m DEM; 30 m land cover map;
8 weather stations
39/271 Daily streamﬂow and sediment
concentration
csp, esp, channel erodibility, and
channel vegetation cover
1 (outlet)
Jha et al. (2004) 4 watersheds, Iowa (U.S.) 1929–17,941 NA 3-53/NA NA NA NA
El-Sadek and Irvem
(2014)
Seyhan River (Turkey) 13,910 30 m DEM, 3 types of land cover data;
FAO/UNESCO soil map; 0.25° resolution
precipitation data
128/357–595
(varying with
land use map)
Monthly streamﬂow and sediment
yield
C, K, P, θ; prf,csp,esp; channel
erodibility and channel
vegetation cover
1 (outlet)
Chiang et al. (2014);
Chiang and Yuan
(2014)
Kaskaskia River, Illinois
(U.S.)
14,152 30 m DEM; Land cover 2001 NLCD
combined with USDA statistical
survey data; 28 weather stations;
EPA's database for 265 point sources
24/NA
(19–304)/(52–4245)
Monthly streamﬂow;
speciﬁc sediment yield
NA 4 (nested
watersheds)
Ndomba and van
Griensven (2011)
Koki Reservoir
(Ethiopia);
NuymbayaMungu
Reservoir and Simiyu Riv-
er
catchment (Tanzania)
11,000;
12,000;
10,659
30 to 1000 m DEMs; 30 m to 1 km
land use maps; 10 km soil maps;
3 to 31 rainfall stations; 2 to 9
climate stations
NA/NA Daily to annual sediment
yield
csp,esp; channel erodibility and
channel vegetation cover
3 in Koka; 3 in
Nuymba ya
Mungu; 1 in
Simiyu
Zhai et al. (2014) XAJ (China) 11,674 30 m DEM; 30 m landuse map;
1:100,000 soil map; 48 rainfall stations;
3 weather stations; 10 point sources
71/363 Monthly streamﬂow and sediment
yield
NA 6 stations for
streamﬂow;
3 for water quality
Jha et al. (2007) Raccoon River watershed,
Iowa (U.S.)
9400 90 m DEM, ten weather stations,
land use and conservation practices
from Natural Resource Inventory
database
26/321 Monthly streamﬂow and sediment
yield
csp, esp; channel vegetation cover 1 (draining 95% of
the watershed)
Yan et al. (2013) Upper Du watershed
(China)
8973 25 m DEM; soil map 1:100,000;
Landsat based land use maps;
9 weather stations
107/674 Monthly streamﬂow; sediment
yield
prf, csp, esp; channel erodibility,
channel vegetation cover, and
channel roughness
1 (outlet)
Khanal and Parajuli
(2013)
Upper Pearl River
Watershed (U.S.)
7885 30 m DEM, STATSGO soil database;
land cover of year 2009; 6 weather
stations
NA Monthly streamﬂow; sediment
yield
C, P; csp, esp 6 stations for
streamﬂow;
1 for sediment
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Li and Zhou (2014) Yanhe River, Loess
Plateau (China)
7725 25 m DEM; soil map 1:100,000; 30 m
Landsat 5TM land use map; 3 weather
stations
41/NA Monthly streamﬂow and sediment
yield
csp, esp; channel erodibility, channel
vegetation cover, channel
roughness, and channel saturated
hydraulic conductivity
1 (outlet)
Xu et al. (2013) Yanhe, Loess Plateau
(China)
7725 Dem 25, Landsat image land cover,
soil map
NA/NA Monthly sediment yield K, P, L 1 station covering
74% of
subwatershed
Cheng et al. (2007) Heihe River, Yellow
River Basin (China)
7241 Topography 1: 250,000; Soil map
1:4,000,000; Land use map 1: 1,000,000
NA/NA Monthly streamﬂow and
sediment yield
C; csp, esp 1 (outlet)
Bossa et al. (2012) Zou catchment (Benin) 6980 90 m DEM; soil map scale 1:200,000;
250 m land use map; 11 weather
stations
NA/NA Weekly streamﬂow
(no sediment data)
NA 1 (outlet)
Sharma and Tiwari
(2014)
Maithon reservoir,
Jharkhand state (India)
5550 90 m DEM (two DEMs were
compared); soil map 1:250,000;
land use land cover from remote
sensing analysis
NA/NA Monthly streamﬂow and
speciﬁc sediment yield
NA 1 (headwater)
Hao et al. (2004) Lushi water shed, Yellow
River Basin (China)
4623 Topography 1: 250,000; Soil map
1:4,000,000; Land use map 1: 1,000,000
NA/NA Monthly streamﬂow and
sediment yield
C; csp, esp 1 (outlet)
Santhi et al. (2001) Bosque River watershed,
Texas (U.S.)
4277 Topography, soil, land use data at
1:24,000; 12 weather stations
NA/NA Monthly streamﬂow and
speciﬁc sediment yield
C; csp, esp 6 (nested stations),
of
which two were
reported
Grunwald and Qi (2006) Sandusky Watershed,
Ohio (U.S.)
3240 30 m DEM, SURGO soil map
(1:250,000); landsat image land
use map; 10 weather stations; point
pollution sources
NA/NA Monthly streamﬂow and
sediment yield
P; csp, esp, prf, peak rate adjustment
in tributaries
3 (nested stations)
Zhang et al. (2014) Xiangi River, Three Gorges
Reservoirs (China)
2995 30 m DEM (resampled till 1000 m);
Landsat 5tm 30 m for land use, soil
map at 30 m resolution, 63 weather
stations
31–39/300–675
(varied with DEM
resolution)
Monthly and annual ﬂow
(no sediment data)
NA 1 (outlet)
Fan and Shibata (2015) Teshio River (Japan) 2908 50 m DEM; 50 m land use map of 2006 NA/NA NA NA 1 (outlet)
Ma et al. (2014) Kejie, Yunnan (China) 1755 4 land use maps from different periods NA/NA Monthly streamﬂow and
sediment yield
C, P;prf, csp, esp; channel erodibility,
and channel vegetation cover
1 (outlet)
Flynn and van Liew (2011) Lamar River (U.S.) 1709 NA NA/NA Daily sediment yield L (user estimated),C (burnt area);
channel width, and channel depth
NA
Gikas et al. (2006) Vistonis lagoon watershed
(Greece)
1349 NA 79/79 Weekly streamﬂow and
sediment yield
prf, csp, esp 9 (nested stations)
Woodbury et al. (2014) Cannonsville Reservoir,
NY (U.S.)
1200 NA NA/NA Daily streamﬂow and
sediment yield
L; sediment concentration in
lateral
ﬂow, Clay%, Rock%;csp, esp
1 station for water
(covering 860
km2);
1 for sediments
(913 km2)
Oeurng et al. (2011) Save (France) 1110 Dem 25, soil 1:25,000,
landsat tm image
91/91 Daily streamﬂow, sediment
concentration and sediment yield
prf, csp,esp, channel erodibility, and
channel vegetation cover
1 (outlet)
⁎ sediment calibration parameters: C, K, P=USLE parameters for crop cover, soil erodibility, andmanagement (Eq. (1)); θ=hillslope slope (Eqs. (4)–(6)); L= hillslope length (Eqs. (4)–(6)); prf=sediment peak rate adjustment factor (Eq. (2));
csp and esp parameters regulating the stream power of sediment transport capacity (Eq. (2)).
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Table 2
Default andmodiﬁedSWATconﬁgurations evaluated in this study. The calibrated csp refers
to the independent calibration of stream power equation in each conﬁguration.
Name of
conﬁguration
MUSLE
equation
DEM pixel
size (m)
Hillslope
length
LS
equation
Calibrated csp
(Eq. (2))
L0LS1 1 100 L1 4 0.004
L1LS1 3 100 L1 4 0.006
L1LS2 3 100 L1 5 0.006
L1LS3 3 100 L1 6 0.006
L2LS1 3 100 L2 4 0.003
L2LS2 3 100 L2 5 0.003
L2LS3 3 100 L2 6 0.003
L3LS1 3 100 L3 4 0.003
L3LS2 3 100 L3 5 0.004
L3LS3 3 100 L3 6 0.004
L25LS1 3 25 L2 4 0.004
L25LS2 3 25 L2 5 0.005
L25LS3 3 25 L2 6 0.005
860 O. Vigiak et al. / Science of the Total Environment 538 (2015) 855–87564mwhen using the 100mDEM, and from 20 to 45when using the
25 m DEM (Malagó et al., 2014).
3) L3, which imposes a constant hillslope length of 50 m to all units.
Among the DEM-hillslope length combinations studied by Malagó
et al. (2014, submitted for publication), four were retained in this
study to analyze their impact on sediment outputs: L1, L2, L3 as derived
from the 100mDEM, and L25, i.e. the application of algorithm L2 on the
25m DEM. These combinations were selected considering that (i) DEM
resolution and hillslope length estimation method had little impact on
surface runoff simulation (Malagó et al., 2014, submitted for
publication); (ii) the 100 m DEM was better suited for applications in
large basins, as it reduces computational resources considerably; and
(iii) the L25 could be used as benchmark against which to assess the
100 m DEM performances.
Hillslope length affects the USLE slope-length factor LS. In the
original MUSLE and in SWAT, the LS factor is calculated as in the originalFig. 1. Overview of the Upper Danube Basin with SWAT subbasins and location of major reserv
(sediment concentrations and catchment speciﬁc sediment yields) and long-term sites employ
cated. The background gray shade indicates the countries. The insert shows the Basin locationUSLE (LS1; Wishmeier and Smith, 1978):
LS1 ¼ L
22:13
 m
65:41 sinΘð Þ2 þ 4:56sinΘþ 0:065
 
ð4Þ
where L is the hillslope length (m); θ is the hillslope slope gradient
(in radians); and the exponent m depends on θ. Eq. (4) has been
criticized for producing excessively large LS factors in steep slopes,
and the Revised USLE (RUSLE) proposed an alternative formulation
(LS2; McCool et al., 1989):
LS2 ¼ L
22:13
 m
S; where S ¼ 10:8 sinΘþ 0:03 f or Θ≤9%16:8 sinθ−0:5 f or ΘN9% ð5Þ
Note that the exponentm in LS2 is calculated in a different manner
than in LS1.
Finally, Moore and Wilson (1992) derived a simpliﬁed LS factor
suitable for 3D applications:
LS3 ¼ As
22:13
 m sinθ
0:0896
 n
ð6Þ
where the hillslope length is replaced by the accumulation area per
contour length As (m2/m). The exponentmmay vary in the range 0.4–
0.6 and was set to 0.6 in this study, while the exponent nmay vary in
1.2–1.3 and was set to 1.3.
The three LS calculation methods (Eqs. (4)–(6)) were combined
with hillslope lengths L1–L3 and L25 to assess the impact of topography
on the SWAT sediment yields and concentrations. Including the SWAT
default conﬁguration and accounting for the different combinations of
DEM resolution, hillslope lengths and LS factor calculation methods,
13 different SWAT model conﬁgurations were deﬁned (Table 2).oirs and dams/locks included in the model. Monitoring stations used for model calibration
ed for Hydrologic Response Units (HRU) sediment yield (H sites) evaluation are also indi-
and extent.
Fig. 2.Hydrologic Response Unit (HRU) area distributions and impact of threshold area At onHRU speciﬁc sediment yields. a) Distribution of HRUs area in theUpper Danube Basin derived
from the initial GIS inputs overlay (initial), and as modeled using one dominant HRU per subbasin (modeled); b) ratio of HRUmean annual MUSLE speciﬁc sediment yields (HSSY; t/ha/
year) tomean annual USLE gross erosion (GE, t/ha/year) for the simulation period (1995–2009) at increasing threshold areas At. The gray lines indicate a ratio of 1, i.e. whereHSSY and GE
are equal.
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The Upper Danube Basin, stretching from its sources down to the
Gabčikovo Reservoir (Slovakia), covers approximately 132,000 km2
and extends over the German, Czech, and part of Slovakian and
Austrian sections of the Danube Basin (Fig. 1). Altitude ranges from
3980 to about 100 m a.s.l.; mean annual rainfall is ca. 900 mm, ranging
from 430 to 2000 mm (Schiller et al., 2010). Mean air temperature
ranges from−6 °C to +12 °C, whereas mean annual evapotranspira-
tion is ca. 475mm. In this section, the Danube River has a mountainous,
alpine character, but its sediment regime has been heavily modiﬁed by
anthropogenic activities for ﬂood protection, ﬂow regulation, and bank
protection (Habersack et al., 2013; ICPDR, 2013).
Besides the 25m and 100mDEMs discussed in the previous section,
the spatial data used for SWAT model set-up comprised a 1 km resolu-
tion Harmonized World Soil Database (HWSD; FAO, 2008); a pan-
European climatic dataset including daily precipitation, temperature,
solar radiation, wind speed and relative humidity for 1990–2009 with
a spatial resolution of 25 km2 (EFAS-Meteo; Ntegeka et al., 2013); and
solids loads (t/year) from point sources (UWWTD database; ICM,
2011). The land use/land cover information was based on a 1 km pixel
size land use map assembled from several databases (Malagó et al.,
2014, submitted for publication). Arable land was attributed to speciﬁc
crops according to crop statistics, available at NUTS2 administrative
level (Eurostat, 2014). While the attribution respected the percentages
of main crops in arable land at the administrative level, attribution to
the land use map pixels could potentially differ from the (unknown)
real situation. The delineation of subbasinswas based on the Catchment
Characterization Modeling version 2 (CCM2; Vogt et al., 2007) and waskept constant in all conﬁgurations. The Upper Danube Basin was
subdivided in 753 subbasins with a median area of 143 km2. The initial
overlay of soil and land cover maps identiﬁed more than 23,000 poten-
tial HRUs, whose area ranged from 0.01 to amaximum of 528 km2, with
a median value of 1.4 km2 (Fig. 2a). Instead, only one HRU was deﬁned
for each subbasin, based on the combination of the dominant land use
and soil type. There were three main reasons driving this choice. The
ﬁrst was to keep the model size within SWAT limits (e.g. Chiang and
Yuan, 2014). The second reason was conceptual: according to Chen
andMackay (2004), theMUSLEmust be applied to a hydrologically iso-
lated unit, i.e. the HRU must correspond to the subbasin. This is neces-
sary to ensure that no run-on to the unit would affect the HRU water
balance. Finally, the accuracy of the available land use/land cover
data did not warrant more than one HRU per subbasin. The only ex-
ception to this rule was set for urban areas, which were well iden-
tiﬁed in the land use map and could be considered hydrologically
isolated, and thus maintained as separate HRUs. In total 822
HRUs, inclusive of 75 urban HRUs and one water HRU were identi-
ﬁed in the basin. The HRU area of the ﬁnal set-up was about two or-
ders of magnitude larger than the initial overlay, and ranged 0.03–
1011 km2, with a median value of 142 km2 (5.91 km2 in urban
HRUs) (Fig. 2a).
Topsoil USLE erodibility K (Eqs. (1) and (3)) was estimated with the
freeware Kuery 1.4 (Borselli et al., 2009, 2012), which provides a distri-
bution of erodibility values extracted from a worldwide database based
on climate and soil properties. Climate zones were identiﬁed according
to the Köppen–Geiger climate map of Peel et al. (2007), albeit areas at
high altitude (N1500 m a.s.l.) were kept as temperate/cold. Topsoil
properties considered for the estimation of K were texture (clay, silt,
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1 km resolution European Soil Database (ESDB v2; Panagos et al.,
2012) was used to derive soil units and topsoil characteristics. We
attributed themedian estimated K-factor to soil units where the topsoil
Exchangeable Sodium Percentage (ESP) was less or equal to 4%. For
units where topsoil ESP exceeded 4%, a low aggregate stability was
assumed, and the 90th percentile of the erodibility distribution was
attributed to the soil-climate unit. As the method already accounts for
stoniness, the coarse fragment correction factor FCRFG in Eqs. (1) and
(3) was not further applied. Channel bank and bed bulk densities
were set at default values, while bank and bedmedian particle diameter
was set at 7500 μm after Rákóczi (2010).
Reservoirs and lakes exceeding 20 km2 (Lehner and Döll, 2004; Vogt
et al., 2007) and hydropower plants of large generation capacity
(N10MW; ICPDR, 2013) installed on themain river reacheswere includ-
ed in the model to account for sediment trapping (Fig. 1). Reservoir
outﬂow rates were modeled using the average release for uncontrolled
reservoirs method (Neitsch et al., 2011). Reservoir volumes were set
according to Lehner and Döll (2004) and Vogt et al. (2007). No data
on storage capacity of the hydropower plants could be retrieved,
hence the storage volume of their reservoirs was set in such a way
that the residence time in the reservoir was about three days, as this
was the average residence time reported for some Slovakian reservoirs
(Mrafkova, pers. comm.).
Details on the hydrologic components for this case study can be
found inMalagó et al. (2014, submitted for publication). To summarize,
surface runoff was simulated via the Curve Number CN method modi-
ﬁed by Williams (1995) to account for the impact of slope on the
curve number. The peak runoff was simulatedwith the rational method
based on the time of concentration of the subbasin. Evapotranspiration
wasmodeled with Penman–Monteith method. The irrigated area of the
region extends over about 700 km2; the autoirrigation option was se-
lected using the irrigated areas from national statistics. Water routing
was modeled with the variable storage coefﬁcient method (Neitsch
et al., 2011). Malagó et al. (2014, submitted for publication) described
the regionalization procedure followed to calibrate and validate
monthly water balance and streamﬂow components. The simulation
period was 1990–2009, including ﬁve years of model ‘warm-up’
(1990–1994). Calibration was conducted on 98 gauged stations for
1995–2006. After calibration, simulation of monthly streamﬂow in
54% of the stations reached a percent bias (PBIAS; Moriasi et al., 2007)
of about 11% or less and Nash–Sutcliffe Efﬁciency (NSE; Moriasi et al.,
2007) of 0.57 or higher. Validation was conducted in 150 gauged sta-
tions for 1995–2009. In 64% of the stations PBIAS was 10% or lower,
while NSE was 0.53 or higher, giving conﬁdence that streamﬂow and
its components were correctly simulated across the basin.
2.4. Model calibration and validation
To constrain SWAT sediment model and achieve more robust char-
acterizations of the land and the stream phases, a two-step, multi-site
calibration and validation procedure was pursued in this study.
2.4.1. Calibration and evaluation at HRU scale
In the ﬁrst step, HRU GE, estimated with the classic USLE, in forest
and pastures were broadly calibrated through the USLE C and P factors
(Eqs. (1) and (3)). The mean annual GE for the simulation period
(1995–2009) was compared to GE rates reported in literature. Three
main sources of information were employed. The ﬁrst source consisted
of soil loss rates due to sheet and rill erosion measured on runoff plots.
Plot data from the region andwithmore than two years of observations
were selected from a European database (Maetens et al., 2012). In total,
52 sites were retained and divided into main land use types: two for
forest, three for pasture, and 47 for cropland. The second source of
information was the EIONET 1 km resolution map of gross erosion
rates from national appraisals of Germany, Austria and Slovakia, basedon USLE/RUSLE application (Panagos et al., 2014). The third source
was a 100 m resolution, pan-European sheet-interrill erosion map
based on plot data (Cerdan et al., 2010). To compare HRU GE to the
published maps, the median value of the raster maps was extracted
for each subbasin,which corresponded to a non-urbanHRU. If the raster
map covered at least 50% of the subbasin area, the median map value
was retained for further analysis. The attribution of a map value to a
main land use type (forest, pasture, or cropland) was based on the
land class of the SWAT HRU, and not on the original map information.
The aim of this ﬁrst calibration was to match long-term erosion rates
of main land use types only broadly; one-to-one comparisons were
prevented by the differences in the temporal and spatial scales of the
observed data and model simulations.
After this broad calibration, the impact of threshold area At (Eq. (3))
on HSSY and on total sediment yields (HSY; kt/year) was evaluated
against long-termmean annual sediment yieldsmeasured in the region.
HSSY and HSY data were retrieved from a large European database
(Vanmaercke et al., 2011, 2012a), selecting catchments in or around
the region having an area b500 km2, i.e. of size comparable to the
HRUs. In total, 54 sites were retained (Fig. 1), with a length of observa-
tion period varying from 1 to 55 years (11 years on average). The start
and end year of observationswere not always reported, butmost recent
data were up to 2002. Data included total sediment yields (e.g. using
sediment volumes deposited in reservoirs) as well as suspended sedi-
ment yields from gauging stations. No information was provided on
the dominant land use types, and some sites fell outside the modeled
region (Fig. 1). HSSY and HSY distributions of the 54 sites were com-
pared to the respective distributions of the simulated mean annual
values of all non-urban HRUs for the period 1995–2009.
2.4.2. Calibration, validation, and evaluation of sediment outputs at the
basin scale
Following the HRUGE, the streamphase parameters were calibrated
against measurements from monitoring station network data.
Besides some notable exceptions (e.g. Oeurng et al., 2011; Wu and
Chen, 2012), SWAT is usually calibrated against sediment yields
(t; Table 1). For large basins, however, sufﬁcient and accurate data on
sediment yields are rarely available. Conversely, suspended sediment
concentration time-series (SSC; mg/L) are often more accessible from
water quality monitoring stations. Suspended sediment yields may be
estimated from SSC by assuming a functional relationship with runoff
discharge or by interpolation. In many cases, however, sediment yield
estimates are largely inaccurate and uncertain (e.g. Moatar et al., 2006,
2013; Vanmaercke et al., 2012b; Worrall et al., 2013; Vigiak and
Bende-Michl, 2013). The direct use of SSC data may remove some of
the uncertainty in the yield estimation. SSC (mg/L) time-series from
55 monitoring stations in the region were used for model calibration
and validation (Fig. 1). Monitored data comprised SSC time-series pub-
lished in national water quality databases or from the International
Commission of River Danube Protection Trans-National Monitoring
Network (ICPDR, 2010). As SSC measurements were log-normal, the
mean annual log10(SSC) of measured data was compared to the mean
annual log10(SSC) of simulated concentrations. Only years with at
least six SSC samples were included in the analysis. Calibration and
validation of geometric mean annual SSC was conducted on a time-
split basis. Calibration was conducted for the period 1995–2004, com-
prising 476 station-year entries; whereas validation was conducted for
2005–2009, on 146 station-year entries. Calibrationwas donemanually,
although the SUFI-2 semi-automated calibration software (Abbaspour
and Srinivasan, 2014) was initially employed to explore parameter
sensitivity of ten sediment parameters. Global sensitivitywasmeasured
by the value of the t-test (and associated probability level P) of the re-
gression coefﬁcient of each parameter against the objective function.
The larger in absolute term is the t-test value (and the lower the proba-
bility level P) of the parameter coefﬁcient, the more sensitive is the
parameter (Abbaspour, 2014). Parameters were sampled in a Latin
Fig. 3. Subbasin slope length (LS) factors against slope gradient for the 12 (4 L factors and 3 LS algorithms) tested alternative conﬁgurations (Table 2).
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was the root mean square error of the simulations divided by the
standard deviation of the observations (RSR; Moriasi et al., 2007).
While calibration and validation were conducted on SSC data, to
further evaluate model performances, simulated annual speciﬁc
sediment yields in the subbasin reaches (RSSY; t/km2/year) were com-
pared to RSSY estimates that could be retrieved from ofﬁcial hydrologi-
cal yearbooks. These comprised 33 stations, with 87 station-year data
for the simulation period (1995–2009).
The HRU GE and HSSY are reported in t/ha/year, to facilitate
comparison with plot and hillslope erosion rates reported in literature.
Conversely, RSSY are reported in t/km2/year, once again to help compar-
ison with literature data.3. Results
3.1. HRU sediment model modiﬁcations
3.1.1. Setting the threshold area At
The distribution of the ratios between HRU long-term (1995–2009)
mean annual HSSY and GE (t/ha/year) for At ranging from 0.0001 to
1000 km2 (under the L1LS1 conﬁguration; Table 2) is shown in
Fig. 2b. The ratio increases with increasing At. Since GE remained
constant, this implies that HSSY increased, conﬁrming the positive
correlation between HSSY and HRU area highlighted by Chen and
Mackay (2004). HSSY and GE outputs were of about the same order of
magnitude (with a median ratio around 1, Fig. 2b) when At was about
0.1 km2. For At values above 1 km2, HSSY generally exceeded GE. With
At equal to 1000 km2 the linearizationmechanism of Eq. (3) is practical-
ly turned off, and the ratio distribution corresponds to the application of
the default MUSLE (Eq. (1)). In this situation, the interquartile ratio was
above the equality line, i.e. only in 25% of cases HRU HSSY was less than
its GE, while in 25% of cases HRU HSSYwasmore than four times its GE.Considering that HSSY should be in principle less than GE due to
hillslope deposition, the threshold area At was set at 0.01 km2 (1 ha).
At this threshold, themedian ratio HSSY/GEwas 0.74. Notably however,
the distribution of HSSY/GE ratio still partly exceeded the equality line,
i.e. in some HRUs HSSY was larger than GE, and indeed the average
HSSY/GE ratio was 1.24.
3.1.2. Topography setting
The subbasin combinations of hillslope length, slope, and LS
algorithm yielded the distributions of LS factors shown in Fig. 3. Differ-
enceswere negligible at slopes b10%, however on steep slopes large dif-
ferences were apparent. The LS1 algorithm always yielded the highest
LS values; however this was much less dramatic in L1 than for the
other hillslope lengths. This is because in L1, steep slopes are always as-
sociated to short hillslope lengths (Neitsch et al., 2011; Malagó et al.,
2014, submitted for publication). This is not the case for L2 and L3
settings, so very high LS1 values may occur in combination with L2
and L3, exceeding a factor of 20, with a high risk of overestimating soil
erosion on steep slopes. LS2 and LS3 had very similar ranges and distri-
butions, with LS2 always slightly lower than LS3.
3.2. Calibration of HRU gross erosion
Meanannual GE for thewhole simulation period (1995–2009) of the
default SWAT conﬁguration (L0LS1) was compared to water erosion
rates reported in the literature (Maetens et al., 2012; Panagos et al.,
2014; Cerdan et al., 2010) for major land use types. Based on this
evaluation, the USLE C value was increased from 0.001 to 0.005 in forest
land. GE in pastures in the uncalibrated model was too high, but was
insensitive to USLE C. A further analysis showed that pasture biomass
was generally under-predicted in the SWAT application to the study
area. This explained the insensitivity of sediment to USLE C, whose use
in SWAT is regulated by the amount of residues on the soil surface
(Neitsch et al., 2011). To correct for erosion over-estimations, the
Fig. 4.Gross erosion rates (GE, t/ha/year) for threemajor landuse types asmeasured on runoff plots in or near theUpper Danube basin, as derived frompreviously published erosionmaps,
or as predictedwithUSLE for the period 1995–2009 in theUpper Danube basin under the indicated L–LS conﬁgurations. Plot= soil loss data from the region extracted from a plot database
compiled byMaetens et al. (2012); EIONET=median erosion rates for SWATHRUs as estimated in EIONET national assessment (Panagos et al., 2014); Cerdan=median erosion rates for
SWAT HRUs as estimated by Cerdan et al. (2010). LS2 conﬁgurations (Table 2) are not shown, but were close to LS3. # indicates the number of units for each boxplot.
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for reducing the excessive GE from pasture; the USLE P factor was used
as a surrogate of the C factor and should not be interpreted as a soil
management factor.
After calibration, GE broadlymatched erosion rates reported in liter-
ature (Fig. 4), although GE in forest land and pastures seemed high in
comparison with plot observations or estimates from maps. However
considering that runoff plot data for forest and pastures were few, and
the simpliﬁcations in the use of map data, the calibration was consid-
ered adequate. GE differences between L–LS conﬁgurations (Table 2,
Fig. 4) were more noticeable in forest land, which extends mainly on
the steeper slopes. Hillslope length L1 GE were the lowest and better
corresponded to the distribution of GE from observations and maps,
thanks to the calibration of forest USLE C which was done on L1LS1
and applied to all conﬁgurations. GE in L2, L3, and L25 was generally
higher than in L1, because of the association of steep slopes with longer
hillslopes than in L1 case. Differences in LS values at steep slopes (Fig. 3)
also explain why LS1 yielded higher GE than LS3 (and LS2, data not
shown because it was close to LS3). The reverse could be observed incropland, which extends mainly on ﬂat areas, where L1 yielded higher
GE than in other cases, due to its longer values, close to 122 m.
HSSY and HSY for the simulation period (1995–2009) were
compared to long-term mean annual yields measured in the region
(Fig. 5). In Fig. 5a to c, HSSY are shown for classes of HRU area,
from less than 10 km2, in the range 10–100 km2, to larger than
100 km2. The impact of introducing a threshold area could be seen by
comparing conﬁguration L0LS1 (default SWAT with Eq. (1), Table 2)
with L1LS1 (Eq. (3) with At=0.01 km2). The differences in HSSY distri-
bution of L0LS1 and L1LS1 were small in HRU less than 10 km2, but in-
creased with HRU size class. L0LS1 median values increased from
0.5 t/km2/year in HRUs less than 10 km2, to 1 for HRUs between 10
and 100 km2, and to 1.1 in HRUs larger than 100 km2. Conversely,
L1LS1 median values were at about 0.3 t/km2/year in all three HRU
size classes, i.e. contrary to default SWAT, L1LS1 conﬁguration was not
scale sensitive. In the observed dataset, median values for catchments
of size between 10 and 100 km2 were higher than for smaller or larger
catchments. Both model conﬁgurations seemed to underestimate ob-
served HSSY, however SWAT HRU sets comprised several forest and
Fig. 5. Long-term mean annual speciﬁc sediment yields (HSSY, t/km2/year; a–c) and total sediment yields (HSY, kt/year; d) observed in catchments of area b 500 km2 of the region
(Vanmaercke et al., 2011, 2012a dataset, 54 sites), compared to the long-term (1995–2009) mean annual non-urban HRU sediment yields simulated with original MUSLE (L0LS1), and
with the modiﬁed MUSLE after introducing a threshold area At of 0.01 km2 (L1LS1). HSSY are shown for units of area (a) less than 10 km2; (b) from 10 to 100 km2; and (c) larger than
100 km2. Note that the HSY y axis in (d) is cut at 250 kt/year, cutting the highest simulated HSY values.
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that these land classes are under-represented in the observed dataset;
thismay be true particularly for smaller catchments (b10km2). Another
reason of the differences can be searched in the presence of other
sources of sediments, such as for example landslides, which were not
simulated in SWAT. When considering total sediment yields that are
delivered to the stream (Fig. 5d), the differences between model simu-
lations and observations became less important, and median values of
both conﬁgurations fell within observed values. However, the default
MUSLE (L0LS1) showed an important tail of very high HSY that far
exceeded observed values; on the other hand, the L1LS1 HSY values
were lower than observed sediment yields.
3.3. Calibration and validation of suspended sediment concentration at the
basin scale
The global sensitivity analysis revealed that reach scale outputswere
very sensitive to MUSLE and stream power parameters (Table 3; notethat results are only reported for conﬁguration L2LS3, however they
were consistent across conﬁgurations). The parameter csp (Eq. (2))
was the most sensitive parameter regulating stream power, whereas
vegetation cover (CH_COV) was the most sensitive among those regu-
lating the critical shear stress threshold of the reaches τc. SSC was also
sensitive to the equilibrium sediment concentration in reservoirs
(RES_NSED), regulating sediment trapping in reservoirs and upstream
dams or locks. Since MUSLE parameters were already set in the HRU
analysis, the parameters selected for basin-scale calibration were
(i) csp for stream power, in the range 0.0001 (=default)–0.01; (ii) the
channel vegetation cover (CH_COV; initial range 10–19); and
(iii) RES_NSED (initial range 10–20 mg/L). The most sensitive parame-
ter csp was calibrated independently for each conﬁguration, and the
ﬁnal values ranged from 0.003 to 0.006 (Table 2). The less sensitive
CH_COV was set to 15, corresponding to a relatively dense tree cover of the
banks, forall conﬁgurations. Sedimentequilibriumconcentration inreservoirs
(RES_NSED) was set at 15 mg/L to match mean concentrations in gauging
stations placed immediately downstream of some reservoirs.
Table 3
Results of a global sensitivity analysis of the annualmean of suspended sediment concentrations (SSC;mg/L) and annual reach speciﬁc sediment yields (RSSY, t/km2/year) for themodiﬁed
SWAT (conﬁguration L2LS3) evaluated in this study. Sensitivity was conducted on 1500 runs changing all parameters in the speciﬁed range. t= t test value of the regression coefﬁcient of
each parameter against the objective function; in brackets the probability P value. Rank = from highest (1) to lowest sensitivity (10).
Parameter Range SSC RSSY
t (P value) Rank t (P value) Rank
At a 0.01–1 13.04 (b0.001) 2 11.12 (b0.001) 6
USLE K a −20%; +20% 16.33 (b0.001) 1 12.82 (b0.001) 5
csp
b 0.0001–0.01 10.18 (b0.001) 3 74.01 (b0.001) 1
esp
b 1–2 −4.48 (b0.001) 6 17.77 (b0.001) 4
prfb 0.5–2 9.86 (b0.001) 4 52.67 (b0.001) 2
ADJ_PKRc 0.5–2 0.37 (0.71) 10 0.00 (0.99) 10
CH_COVc 10–20 −3.15 (0.002) 7 −26.41 (b0.001) 3
CH_BKD/BED_D50c 5000–10,000 0.80 (0.427) 8 −0.30 (0.767) 9
CH_BNK/BED_BDc 1.1–1.9 0.38 (0.707) 9 5.054 (b0.001) 7
RES_NSEDc 10–20 4.66 (b0.001) 5 1.88 (0.060) 8
a = Area threshold and soil erodibility as speciﬁed in Eq. (3);
b = As speciﬁed in Eq. (2);
c = As speciﬁed in SWAT manual (Neitsch et al., 2011): ADJ_PKR = adjusted peak of runoff for sediment routing in tributary channels; CH_COV: reach vegetation cover;
CH_BNK/BED_D50: median particle size diameter of sediment in reach bank and bed (μm); CH_BNK/BED_BD: bulk density of reach bank/bed sediment (g/cm3); RES_NSED:
equilibrium sediment concentration in reservoirs (mg/L).
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observation) was within the interval−15 to +15 mg/L for all conﬁgu-
rations, while themedian residual values were close to zero both in the
calibration and in the validation period (Fig. 6). L1 showed a longer tail
of negative residuals (underestimations) compared to other conﬁgura-
tions. Some large positive residuals observed in L3LS2 and L3LS3 conﬁg-
uration in the calibration period did not occur during the validation
period. Considering both the calibration period and the validation
period, the default L0LS1 and all L2 conﬁgurations showed a distribution
of residuals that was broadly symmetric around zero; L2LS2 and L2LS3
also attained the smallest residual ranges.Fig. 6. Box-and-whisker plot of mean annual suspended sediment concentration (SSC) residu
(Table 2). # is the number of station-year entries in the calibration and validation periods
+/−100 mg/L.The Spearman's rank correlation coefﬁcients ρ (Table 4) reveal fur-
ther similarities and differences in SWAT conﬁguration SSC outputs.
The low correlation between L0LS1 and L1LS1 indicates that the intro-
duction of a threshold area had a profound impact on SSC outputs at
the basin scale too. LS2 and LS3 conﬁgurations that shared the same
hillslope lengthwere always highly correlated, reﬂecting the similarities
in LS distributions (Fig. 3). Conversely, conﬁgurations L2LS2/LS3 were
not strongly correlated to L3LS2/LS3, despite these four LS factor distri-
butions were similar (Fig. 3). Quite surprisingly, SSC outputs of L2
(all conﬁgurations), L3LS1, and to a lower extent L25LS1, were well cor-
related to the default (L0LS1) setting.als (=simulations–observations) of the 13 SWAT conﬁgurations analyzed in this study
. The gray horizontal lines indicate an error of + /−15 mg/L. Note that y axis is cut at
Table 4
Spearman's rank correlation coefﬁcient ρ in annual geometric mean sediment concentration (SSC, mg/L) outputs for the calibration period (1995–2004, 476 data entries) of the 13 SWAT
conﬁgurations of Table 2. All coefﬁcients were signiﬁcant at probability level P = 0.05.
L0LS1 L1LS1 L1LS2 L1LS3 L2LS1 L2LS2 L2LS3 L3LS1 L3LS2 L3LS3 L25LS1 L25LS2 L25LS3
L0LS1 1
L1LS1 0.39 1
L1LS2 0.33 0.97 1
L1LS3 0.37 0.97 0.99 1
L2LS1 0.79 0.57 0.52 0.56 1
L2LS2 0.83 0.51 0.46 0.50 0.92 1
L2LS3 0.84 0.51 0.46 0.49 0.92 1 1
L3LS1 0.85 0.59 0.53 0.57 0.94 0.92 0.92 1
L3LS2 0.64 0.76 0.72 0.75 0.83 0.79 0.79 0.84 1
L3LS3 0.64 0.75 0.71 0.75 0.83 0.80 0.80 0.84 0.98 1
L25LS1 0.75 0.64 0.58 0.62 0.91 0.87 0.86 0.92 0.86 0.87 1
L25LS2
0.46 0.81 0.79 0.81 0.71 0.64 0.63 0.69 0.86 0.85 0.81 1
L25LS3
0.46 0.81 0.78 0.80 0.72 0.65 0.64 0.69 0.87 0.86 0.82 0.99 1
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The distribution of reach speciﬁc sediment yield (RSSY, t/km2/year)
residuals highlighted more differences among SWAT conﬁgurations
(Fig. 7). In this case, most conﬁgurations, particularly L0LS1 and L1,
showed a tendency to overestimate RSSY (positive residuals). Only in
conﬁgurations L2LS2 and L2LS3 the interquartile range of residuals was
within the interval +/−10 t/km2/year in the simulation period
(1995–2009).
Spearman's rank correlation coefﬁcients ρ (Table 5) revealed that
RSSY were more correlated among SWAT conﬁgurations than SSC.
Conﬁgurations L1 were the least correlated to the others, whereas
conﬁgurations L2, L3 and L25 were well correlated among them and
to L0LS1. An explanation in the difference in correlations can be found
in the impact of streamﬂow simulation on SSC. SSC are the ratio of
sediment yields divided by the streamﬂow, thus differences in
streamﬂow simulations among SWAT hillslope length conﬁgurations
(Malagó et al., 2014, submitted for publication) are partly reﬂected in
the lower correlations found for SSC than for RSSY results.
3.5. Best conﬁguration model outputs
The analysis of SSC and RSSY residuals indicated that albeit all
conﬁgurations could provide good simulations of sedimentFig. 7. Box-and-whisker plot of Reach Speciﬁc Sediment Yields (RSSY) residuals (= simulations
Residuals are for the full simulation period 1995–2009 (87 station-year entries). The gray horiz
km2/year.concentrations and yields, the conﬁgurations L2LS2 and L2LS3 were the
best performing overall. Among these two, L2LS3 was considered the
best conﬁguration from a conceptual viewpoint, as it combined the use
of a 3D algorithm for hillslope length with a 3D slope-length factor
(Moore and Wilson, 1992), so the combination is intrinsically consistent
and appropriate for basin modeling. The L2LS3 model results for the full
simulation period (1995–2009) are further explored in this section.
For this conﬁguration, Table 6 shows some goodness-of-ﬁtmeasures
for the calibration and validation SSC and RSSY datasets. Themean per-
cent bias (PBIAS, Moriasi et al., 2007) of SSC simulationswas 11% for the
full dataset (622 data entries) and 24% as mean PBIAS per station. The
distribution of SSC residuals with the drainage area (km2) above the
gauging stations used for the calibration and validation (Fig. 8) shows
that model errors could be large in small drainage areas, where the
inﬂuence of local conditions could not be fully accounted for by the
model. The attribution of a subbasin to a single land use class (a domi-
nant HRU) is certainly an important source of this error. For example,
some of these stations drained a single subbasin; if the attribution of
arable land use to a speciﬁc crop differed substantially from the real
‘patchwork’ of crop types in the subbasin, the ensuing error could be
substantial. Notably however, the errors were quite symmetric around
the zero, with no tendency to a systematic bias. With increasing
drainage area, model errors dropped off and generally fell within the
+/−15 mg/L range. The only exception was at the mouth of the Inn–observation; t/km2/year) of the 13 SWAT conﬁgurations analyzed in this study (Table 2).
ontal lines indicate an error of +/−10 t/km2/year. Note that y axis is limited at +/−100 t/
Table 5
Spearman's rank correlation coefﬁcient ρ in reach speciﬁc sediment yield (RSSY; t/km2/year; 87 data entries) outputs for the full simulation period (1995–2009) of the 13 SWAT conﬁg-
urations of Table 2. All coefﬁcients were signiﬁcant at probability level P = 0.05.
L0LS1 L1LS1 L1LS2 L1LS3 L2LS1 L2LS2 L2LS3 L3LS1 L3LS2 L3LS3 L25LS1 L25LS2 L25LS3
L0LS1 1
L1LS1 0.87 1
L1LS2 0.83 0.99 1
L1LS3 0.86 0.99 0.99 1
L2LS1 0.95 0.91 0.88 0.91 1
L2LS2 0.95 0.90 0.88 0.90 0.99 1
L2LS3 0.95 0.90 0.88 0.90 0.99 1 1
L3LS1 0.95 0.93 0.90 0.92 0.97 0.99 0.99 1
L3LS2 0.91 0.96 0.94 0.96 0.97 0.97 0.97 0.98 1
L3LS3 0.91 0.96 0.94 0.96 0.97 0.97 0.97 0.98 1 1
L25LS1 0.92 0.96 0.94 0.95 0.96 0.96 0.95 0.97 0.98 0.98 1
L25LS2 0.89 0.98 0.96 0.97 0.94 0.93 0.93 0.95 0.98 0.98 0.99 1
L25LS3 0.89 0.98 0.96 0.97 0.93 0.93 0.93 0.95 0.98 0.98 0.99 1 1
868 O. Vigiak et al. / Science of the Total Environment 538 (2015) 855–875at Passau (with about 26,000 km2 of drainage area), where sediment
concentrationswere underestimated. Here the impact of the last hydro-
power plant on the river could possibly be overestimated.
The spatial distribution of mean annual SSC in the Upper Danube
(Fig. 9a) results from the combination of hillslope erosion, stream pro-
cesses (aggradation and degradation), as well as siltation in reservoirs.
The highest sediment concentrations were simulated for the Alpine
foot slopes. However, along the main tributaries and on the Danube
itself, the many locks reduced sediments considerably.
The Austrian Alpine region appeared an important sediment source also
in terms of RSSY (Fig. 9b). The spatial distribution of RSSY errors asmeasured
with thePBIASshowednoevident spatialpattern(Fig.9b).Aswell, the scatter
plot of simulated and observed RSSY (Fig. 10) indicates no systematic bias in
simulations, although some large underestimation of sediment yields could
be detected. A ﬁrst group of underestimations were detected for very large
sediment yields recorded in the Salzach–Inn river system in year 2002
(black squares in Fig. 10). In 2002 two large Danube ﬂood events took
place; the sediment yields measured in these station-year were more than
twice their long-term annual mean. The two largest errors referred to
stations-year entries reporting speciﬁc sediment yields N1000 t/km2/year,
which were more than ﬁve times their long-term annual mean and very
high also when compared to long term annual means in similar environ-
ments (Vanmaercke et al., 2011, 2012a). Such high sediment yields might
have resulted from large landslides movements that cannot be simulated in
SWAT. The coefﬁcient of determinationR2was 0.54 for all data, but increased
to 0.69when excluding these four stations, while PBIAS lowered from89% to
11%(Table6). These results indicate verygood simulationof sediments in the
basin (Moriasi et al., 2007; Gassman et al., 2007; de Vente et al., 2013) al-
though comparisons are difﬁcult given the differences in output types and
time-steps considered in different studies. The underestimation at Schönach
station, in Bavaria (Germany, indicated with black dot in Fig. 10), whichTable 6
Summary of calibration and validation of annual geometric mean sediment concentration (SSC
evaluation dataset of reach speciﬁc sediment yields (RSSY, t/km2/year) in the region are also r
SSC (mg/L)
Calibration
Observation dataset Data period 1995–2004
Number of data entries 476
Median 18.73
Mean 27.71
Standard deviation 25.58
Simulation results Mean error 2.71
Percent bias 10.80%
Root mean square error 31.73
RSR# 1.05
⁎ = Four data entries for which very high speciﬁc sediment yields were recorded in 2002 (b
# = The root mean square error divided by the standard deviation of the observations (Mowas also recorded in 2002, may belong to a different type of error. In this
case, the sediment yield was high, but only 1.8 times the long-term mean
of the station. The stationdrains a single subbasin thatwas attributed to crop-
land (corn) in SWAT. The area belongs to the hop gardens of Bavaria region,
forwhich gross erosion ratesmuch higher than for other crops have been re-
ported (Auerswald et al., 2009). Hence themodel underestimation heremay
be attributed to a peculiar crop of the region, which could not be considered
in the regional scale model. Unfortunately, in all these cases, only the
2002 year sediment yield data was available, so it was not possible to assess
SWAT simulation at these locations in other years.
Fig. 11 shows the annual time-series of SWAT SSC and RSSY simulations
for two stations that differs for environmental conditions (an upstreamand a
downstream station, Fig. 9b), versus SSC andRSSY observedmean values. Vi-
sual appraisal of the time-series indicates good correlation between simula-
tions and observations. Some discrepancies between SSC and RSSY outputs
in comparison with observations could be detected. At Kirchdorf
(Germany) SSC simulations matched only broadly the mean SSC of the
time-series, but RSSY followed the annual observations well. At Bratislava
(Slovakia), at the Upper Danube Basin outlet, annual SSC and RSSY appear
to be satisfactorily simulated (SSC PBIAS at this station was 51% and RSSY
PBIAS was−3.8%).
The sediment budget at the Basin outlet (Fig. 12) highlights the main
sources and sinks of sediments in the Basin (Walling and Collins, 2008). Be-
cause the MUSLE provides directly sediment yields, hillslope erosion, i.e. the
HRUs sediment yields to the reach network system, could not be further
partitioned between gross erosion and hillslope deposition. Hillslope erosion
accounted for 54% of sediment production,whereas streamdegradation pro-
cessesproduced46%of sediments in thesystem. In termsof streamprocesses,
however, aggradation, thus sedimentdeposition in the reaches,was thedom-
inant process of the region. Degrading reaches were mostly conﬁned to the
Alpine area and on some short Danube reaches. Siltation in reservoirs/locks, mg/L) modeling of the Upper Danube basin for model conﬁguration L2LS3. Results for the
eported.
RSSY (t/km2/year)
Validation Full set Without Salzach–Inn high 2002 data⁎
2005–2009 1995–2009
146 87 83
14.74 24.37 22.18
21.08 112.85 57.60
22.09 353 95
2.23 53.18 5.65
11.80% 89.10% 11.00%
29.45 292.5 52.37
1.53 3.05 0.66
lack squares in Fig. 10) are excluded from this column.
riasi et al., 2007; Abbaspour, 2014).
Fig. 8. Scatter plot of Suspended Sediment Concentration (SSC) residuals vs drainage area
based on the L2LS3 conﬁguration (see Table 2). The gray horizontal lines indicate the
range of +/−15 mg/L error.
Fig. 9.Mean annual reach sediment outputs in theUpper Danube for the simulation period
1995–2009: a) simulated Suspended Sediment Concentration (SSC, mg/L) in relation to
reservoirs/dam/locks; b) speciﬁc sediment yields (RSSY, t/km2/year) with percent bias
(PBIAS, %) at the available gauging stations. The letters A–B indicate the location of two
stations for which time-series simulations are provided in Fig. 11.
Fig. 10. Scatter plot of SWAT predicted reach speciﬁc sediment yield (RSSY, t/km2/year)
against observations published in hydrological yearbooks. Black squares: SWAT underesti-
mation in the Salzach–Inn system in 2002; black dot: underestimation at Schönach (Bavaria,
Germany) again in 2002 (see text). The black diagonal line indicates 1:1 relationship.
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iments from theBasinwas estimated at about 8%of total sediment yield gen-
erated in the catchment (corresponding to 21.2 t/km2/year).
4. Discussion
4.1. The threshold area At
The non-linear relationship between HRU sediment yields and area
identiﬁed by Chen andMackay (2004) is of concern for SWAT sediment
modeling in any catchment, but particularly in large basins, where the
need for spatial aggregation and the use of low resolution spatial input
data inﬂates the average model unit size (Fig. 2a). The non-linearity ex-
plains the large sensitivity of sediment yields to SWAT spatial delinea-
tion reported in literature, and hampers the application of SWAT in
ungauged basins, since different SWAT delineations will require differ-
ent calibrations (Chen and Mackay, 2004; Chaplot, 2014).
The introduction of a threshold area At, abovewhich sediment yields
were linearly related to theHRU area (Eq. (3)),was effective in reducing
HSSY inﬂated by large HRU areas (Figs. 2b and 5). The impact was sen-
sitive beyond the HRU scale, and could be detected at the basin scale
(Figs. 6 and 7; Tables 3, 4 and 5), despite calibration of the stream
power parameter csp (Table 2) reduced it in part.
In setting At to 0.01 km2 on the basis of the HRU HSSY/GE ratio, we
assumed that HRUs would represent hillslopes, where the dominant
sediment sources would be sheet and rill erosion, and the dominant
sink hillslope deposition. In reality, HRUs may correspond to hydrolog-
ically isolated small catchments, thus the processes governing sediment
detachment, transport, and deposition may extend over and above the
sheet and rill erosion or hillslope deposition, and may include other
sources and sinks of sediments, such as (ephemeral) gully erosion,
small channel processes, landslides, or small impoundments (e.g.
ﬂood retention ponds). Hence, albeit sediment yields would not be
expected to be larger than sheet and rill erosion at the hillslope scale,
sediment yieldsmay exceed gross erosionwhen other sourcesmay con-
tribute to the sediment exports from the unit (de Vente and Poesen,
Fig. 11. Comparison of SWAT outputs (gray lines) with observations (black lines) at two selectedmonitoring gauging stations (locations shown in Fig. 9b). A: Kirchdorf station (Germany)
on the Inn river: (A1: mean annual suspended sediment concentration SSC, mg/L; A2: reach speciﬁc sediment yield RSSY, t/km2/year). B) Bratislava (Slovakia), at the outlet of the Upper
Danube Basin (B1: SSC; B2: RSSY). Note the varying ranges of the y axis.
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HSSY with sediment yields observed in the region (Fig. 5) seems to
indicate that other sediment sources were not fully accounted for by
setting the threshold area at 0.01 km2. Clearly, further research should
be conducted to identify alternative rules for setting the threshold
area At.
In reviewing observed data from the Mediterranean region, de
Vente and Poesen (2005) showed that speciﬁc sediment yields
increased with catchment area. However, there existed an area
threshold, which depended on environmental conditions but that
could be roughly set between 10 and 50 km2, after which sediment
yields declined as sediment sinks started to become more important
than sources. Fig. 5 suggests that a similar thresholdmay apply to the
Upper Danube region too. Due to the HSSY-A non-linearity (Chen
and Mackay, 2004), the original MUSLE yields larger HSSY for largerunits, but it cannot consider the HSSY decline that would occur after
the theoretical threshold between sources and sinks of sediment is
reached. Hence, the threshold area At could be set at the size that
corresponds to the peak in the HSSY-A relationship for a given envi-
ronment. This threshold could span from 0.01 km2 (hillslope pro-
cesses) to 10–50 km2 thus empirically accounting for other HRU
sediment sources (small channel processes, gully erosion, land-
slides) not explicitly modeled in SWAT. In any case, the threshold
should not exceed much the size for which the original MUSLE was
developed (40 km2), otherwise HSSY could be largely overestimated
(Fig. 2b). While this approach could be useful for sediment account-
ing, the consequences on assessing sediment-laden pollutants, e.g.
phosphorus, should be carefully considered. Sediments generated
by sheet and rill erosion of topsoil are usually richer of nutrients
and agricultural chemicals than sediments generated by other
Fig. 12. The modeled sediment budget of the Upper Danube Basin for the simulation period (1995–2009).
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sediment-laden pollutant loads.4.2. Impact of topography setting
Overall, the impact of topography setting (hillslope length and
slope-length factor) was smaller than the introduction of the threshold
area At, but could still be detected both at the hillslope and at the basin
scale. The L–LS algorithms inﬂuenced GE on steep land under
forest as well as in the ﬂat cropland, particularly for the default L1
setting, which had the largest hillslope length range (Fig. 4). At the
basin scale, hillslope length L1 stood out whereas L2, L3 and L25 per-
formed similarly (Tables 4 and 5). L1 residuals showed a bias toward
underestimating RSSY compared to other hillslope length conﬁgura-
tions (Fig. 7). This bias was particularly noticeable in small drainage
areas (data not shown), a trend that was not detected in other conﬁgu-
rations. Quite surprisingly, despite being derived from better resolution
data, the L25 (L2 from the 25 m DEM) did not perform better than L2
(from 100 DEM), or L3. This conﬁrms that higher resolution may
not necessarily improvemodel simulations. Rather, the required resolu-
tion depends on the resolution of other input data as well as the
environmental characteristics and the scope of the modeling exercise
(Chaplot, 2014).
In terms of LS factor, LS1 outputs (GE, SSC and RSSY) weremarkedly
different from LS2 and LS3, whereas LS2 and LS3 were practically
equivalent. More than the LS factor per se, however, the impact on
SWAT sediment outputs was given by the combination of L and LS
factors. When LS1 equation was applied to hillslope lengths derived
from DEM ﬂow accumulation analysis (L2, L25) or ﬁxed at a value of
50 m (L3), it resulted in very high LS factors on steep slopes, with con-
sequent high hillslope erosion rates and sediment yields (Figs. 3, 4, 6
and 7). Malagó et al. (2014, submitted for publication) concluded that
L2 or L3 were more suitable than L1 for streamﬂow simulation in
large basins. However, applying hillslope lengths L2 or L3while keeping
the default SWAT slope-length factor LS1 could lead to large overesti-
mations of HSSY on steep slopes. L2LS3 conﬁguration combined the
use of a 3D analysis algorithm for deriving hillslope length with a 3D
topography factor (Moore and Wilson, 1992) that was devised for
applications in watershed models; the combination is intrinsically
consistent and suited for a basin model. In the light of the best perfor-
mance in terms of both streamﬂow (Malagó et al., 2014, submitted forpublication) and sediment simulation, L2LS3 conﬁguration is recom-
mended for use in SWAT.
4.3. The calibration method
The analysis offered in this study highlighted the large parameter
uncertainty in sediment modeling of SWAT and conﬁrms the risk of
equiﬁnality in parameterization that has been reported in literature
(e.g. Betrie et al., 2011; Ndomba and van Griensven, 2011; van
Griensven et al., 2012).
To better constrain the model, a robust streamﬂow calibration that
involved regionalization of parameter and an in-depth analysis of
spatial and temporal patterns (Malagó et al., 2014, submitted for
publication) was conducted prior to sediment calibration.
HRU GE was broadly calibrated against literature data. There were
evident differences in the spatial and temporal scales of observations
used for calibration and model simulations, both in terms of support
(the unit beingmeasured) and extent (the overall coverage). The spatial
support of plot data (Maetens et al., 2012) was the standard USLE plot
(22.1 m long runoff plots), however the spatial extent of observations
was limited to few ﬁelds scattered in and around the region. The tempo-
ral support of plot measurements was on average 8 years (with 6 years
median, 4–11 years as interquartile range). Pasture data suffered the
shortest temporal support, from 2.5 to 5 years. The temporal extent of
measurements only partly coincided with SWAT simulation period, as
most observations were conducted before 1995 (Maetens et al., 2012).
Given the high variability of GE in runoff plot measurements (e.g.
Nearing et al., 1999; Auerswald et al., 2009; Maetens et al., 2012;
Vanmaercke et al., 2012a), the small spatio-temporal support of plot
observations implies high uncertainty in the observed GE, particularly
for forest and pasture plots. Conversely, erosion maps reported GE
rates that were averaged over areas of 1 ha (Cerdan et al., 2010) or
1 km2 (Panagos et al., 2014). The spatial extent was large, covering
most of the Upper Danube basin. The temporal support of EIONET as-
sessment was not reported for all countries, but mostly covered about
30 years that only in part coincided with SWAT simulations (Panagos
et al., 2014). The temporal support in Cerdan et al. (2010) was instead
that of the original plot data (1–10 years). SWAT GE referred to sheet/
interril erosion, ideally applied to the USLE standard plot, hence they
were conceptually comparable to literature estimates. SWAT GE were
however calculated on average conditions over the entire HRUs for
15 years from 1995 to 2009. Given the large differences in spatio-
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could only be limited to matching the order of magnitude of GE, while
any one-to-one comparison was prevented and would be meaningless.
This ﬁrst broad calibrationwas however important to avoid gross errors
in model simulations, such as the high GE rates initially estimated in
pasture land, which were about one order of magnitude higher than
literature values.
Similar considerations can apply to HSSY data, which however was
not used for calibration. The spatial support of observations spanned
from 0.8 to 406 km2, with a median of 26 km2. In Fig. 5, HSSY observa-
tions are compared to HRU simulation of similar size. Most observation
sites concentrated in the southern part of the basin, or were south of it
(Fig. 1). In 75% of the sites, observations consisted of total sediment
yields measured in reservoirs, hence the temporal support lasted from
the reservoir construction to the assessment time, about 30 years
(Vanmaercke et al., 2011). For the remaining 25% of sites, data were
measured at gauging station, and were thus affected by uncertainty in
the estimation method (e.g. Moatar et al., 2006; Vanmaercke et al.,
2011, 2012b; Vigiak and Bende-Michl, 2013). Only at three sites the
measurements lasted less than 10 years. Mean HSSY estimated in a pe-
riod of 10 years ormore are expected to be quite close to the (unknown)
real long term mean HSSY, although uncertainty remains large with a
95% probability error ranging between−45% and +57% (Vanmaercke
et al., 2012b).
Finally multi-site calibration was performed at basin scale. As SSC
(mg/L) and RSSY (t/km2/year) scale sediment yields either by the
streamﬂow volume or the upstream area, these data types are unbiased
toward downstream locations. The use of SSC measurements removed
the need for estimating yields at the monitoring stations, thus also sta-
tions for which no streamﬂow data were available could be included in
the analysis. The spatial support of SSC data was comparable to that of
SWAT simulations, although sometimes the location of gauging stations
differed from the reach outlet of reference. These differenceswere small
in terms of the upstream drainage area, being in 80% of cases less than
+/−5%.While temporal extent of SSC data concurredwith simulations,
the temporal support of SSC observationswas very different from that of
SWAT. SSC data was observed in periodic sampling schemes, with a
median of 24 observations per year and per station (ranging from 6 to
244). Conversely, SWAT simulations were daily. The adoption of a log-
normal transformation of SSC allowed for a fair comparison between
periodic sampling data with continuous simulations. SSC may be of
more interest than yields for assessingwater quality and aquatic ecolog-
ical status. However, the use of SSCdata for calibration remains rare (e.g.
Table 1). A pre-condition for SSC calibration to be successful is that
streamﬂow must be well simulated in time and in space, as errors in
streamﬂow simulation would have a direct impact on simulated
sediment concentrations. It is hard to assess the uncertainty in SSC
data, although it is known to be high (e.g. Moatar et al., 2006). Table 6
provides information on the variability of SSC data, e.g. in terms of
standard deviation of observations. In the light of the high variability
in SSC observations, model simulation results (Figs. 6, 8, 11 and
Table 6) appear very good.
Calibration and validation of SSC data afforded good simulation of
RSSY (Table 6), although results differed betweenmonitoring locations,
with some locations resulting in better SSC simulation than RSSY and
vice versa (e.g. Fig. 11). The spatial extent of RSSY data was akin to
SSC data, and comparable to that of SWAT simulations. As also the
temporal support of RSSY data and SWAT simulations coincided, one-
to-one comparisons of simulated versus observed data (Figs. 10, 11,
and Table 6) were legitimate. RSSY data were obtained from yearbooks.
Although they are endorsed by the ofﬁcial water authorities, they may
suffer errors due to the estimation method, which can be easily in the
order of +/−50% or more (Moatar et al., 2006; Vanmaercke et al.,
2012b; Vigiak and Bende-Michl, 2013). While this potential error is
acknowledged by the data publishers, no metadata was available to
quantify it.It is noteworthy that the default SWAT conﬁguration L0LS1 simulat-
ed SSC as well as L2LS3 (Fig. 6). Albeit speciﬁc sediment yields in L0LS1
were generally higher than L2LS3 (Fig. 7), the basin-scale SSC and RSSY
outputs of the two conﬁgurations were highly correlated (Tables 4 and
5).While L0LS1 gave acceptable simulations of sediment yields at basin-
scale, the analysis of HRU outputs (Figs. 2 and 5) suggests that the
default conﬁguration may “get it right for the wrong reason”. Inﬂated
HSSY from large HRUs in the original MUSLE (L0LS1 compared to
L1LS1) might be compensated for by overestimating sediment deposi-
tion in the reaches. The stream power parameter csp determines the
maximum transport capacity of the stream network (Eq. (2)), thus it
controls deposition in the streams. The calibrated csp was 0.004 in
L0LS1 and 0.006 in L1LS1 (Table 2); this means that in L1LS1 the
modeled transport capacity of sediments in the stream network was
50% higher than in L0LS1, implying lower sediment deposition in
L1LS1 compared to L0LS1. Indeed, the mean annual sediment deposi-
tion in reaches for the period 1995–2009 was estimated at about 100
Mt/year in L0LS1 and 50 Mt/year in L1LS1. In L2LS3 csp (0.003,
Table 2) was smaller than in L0LS1, yet deposition was much smaller
(16 Mt/year) than in L0LS1. Not only the deposition volumes but also
the location of deposition changed among conﬁgurations. In L0LS1
most deposition occurred in the small tributaries. A similar pattern of
large deposition in headwater catchments has been observed in other
SWAT applications (e.g. Ndomba et al., 2008; van Griensven et al.,
2013). Conversely, after introducing a threshold area, deposition
moved to downstream reaches (see supplementary material).
Despite the limits affecting the comparison of observations and sim-
ulations, the use of multiple data types and at multiple sites afforded
good control of sediment modeling at different scales. Analysis of SSC
and RSSY residuals (Figs. 6–7, 9–11) allowed verifying the absence of
evident biases, giving conﬁdence that the best conﬁguration L2LS3
(Table 2) provided a robust representation of dominant sediment
processes (e.g. Bennett et al., 2013), leading to an accountable estimate
of the sediment budget of the Upper Danube Basin.
4.4. Best conﬁguration results
According to the modeled sediment budget (Fig. 12), hillslope
erosion accounted for 54% of sediments, about half of which originated
in croplands. The area-averaged hillslope erosion in the region
amounted at 1.87 t/ha/year in cropland, 1.76 t/ha/year in pastures,
and 0.7 t/ha/year in forest. The gross erosion estimated by Cerdan
et al. (2010) in the region amount to 1.24 t/ha/year in cropland, 0.23
in pastures, and 0.21 in forest, whereas EIONET national assessments
(Panagos et al., 2014) report average values of 1.84 t/ha/year in crop-
land, 0.48 t/ha/year in pastures, and 0.50 in forest. Thus, while cropland
erosion rates correspond well across the assessments, SWAT sediment
yields for forest and pastureswere larger both in absolute and in relative
terms than GE rates estimated in themaps or asmeasured in the runoff
plots of the region. Despite the limitations in terms of spatial and tem-
poral support, GE rates in Maetens et al. (2012) and Cerdan et al.
(2010) were corroborated by thorough literature review and can be
considered state-of-the-art estimates for European conditions. Spatially,
visual comparison of RSSY (Fig. 9b) with erosion maps indicates good
correspondence of high RSSY with high erosion areas the southern
Austrian hills of the Danube River and low RSSY in the low erosion re-
ported for Slovakian Morava (Panagos et al., 2014). Conversely, high
RSSY values for the upper Salzach, Inn, Enns and upper Lech in Fig. 9b
correspond to areas of low erosion according to the EIONET assessment
(Panagos et al., 2014), although Bosco et al. (2015) reported higher
erosion rates under Austrian deciduous forest. In Germany, RSSY in
the Bavarian hills are lower than what could be expected from the
high erosion rates reported in published maps for hop gardens, which
were not included in SWAT crop types. In any case, comparisons are re-
stricted by themethods and processes accounted for in different studies.
In SWAT, HSSY is estimated for large units (1–1000 km2,) and is driven
873O. Vigiak et al. / Science of the Total Environment 538 (2015) 855–875by runoff volumes, while RSSY depends on all upstream sediment
sources (hillslope and streambank erosion) and sinks (e.g. streambank
and reservoir deposition), whereas national maps report standardized
gross erosion rates, based on either plot data extrapolations
(Auerswald et al., 2009; Cerdan et al., 2010) or on RUSLE type models
(Panagos et al., 2014; Bosco et al., 2015). In the light of the scale issues
highlighted earlier, SWAT HSSY and RSSY may not necessarily be
overestimated.
Streambank erosionwas an important source of sediments, originat-
ing about 75% of sediments that were deposited in the stream network.
Estimates of streambank aggradation or degradation for comparison are
not directly available. Spatially however, the SWAT simulation indicated
less than 1% of the Upper Danubemain streambeing subject to predom-
inant degradation (see also additional material) against an estimated
20% (Habersack et al., 2013). In the Inn, Salzach and Enns Austrian trib-
utaries, SWAT simulation indicated predominant degradation on about
8–9% of river length, against an estimated 33 to 49% (Habersack, 1996).
Thus, the spatial predominance of aggradation in the stream network
appears to be overestimated even in L2LS3 conﬁguration. Excessive sed-
iment deposition may also depend on limits in estimating sedimenta-
tion in reservoirs. While the impact of dams and locks on sediment
reduction is clearly picked up in SWAT simulation (Fig. 9a), it is difﬁcult
to assess whether simulated sediment siltation is sufﬁcient. Only the
major power plants were considered in the model, whereas many
more hydropower plants exist (ICPDR, 2013; Habersack et al., 2013),
suggesting that reservoir deposition may be underestimated. Lack of
direct data in the characteristics of the several hydropower plans in
the region hinders more detailed analysis of reservoir siltation. Like-
wise, it is hard to assess whether the small volumes of sediment
deposition in the ﬂoodplains (Fig. 12) are reasonable since no data is
available for comparison. However, small ﬂoodplain deposition is
coherent with the high regulation of the Danube River in this section
that disrupted the natural river-ﬂoodplain connectivity (Habersack
et al., 2013).
5. Conclusions and recommendations
In this study, several modiﬁcations for SWAT hillslope sediment
yield estimations were tested for applications to large basins, i.e.
where the spatial data are most often of coarse resolution and with
large spatial units (HRU N 100 km2). The introduction of a threshold
area above which speciﬁc sediment yields were linearized in relation
to HRU area (Eq. (3)) overcame the risk of overestimating sediment
yields in large HRUs. This modiﬁcation had large impact on sediment
yields both at the hillslope and at the basin scale. The threshold area
was set at 0.01 km2, thus interpreting a functional HRU as a hillslope,
for which sheet and rill erosion would be dominant sources of sedi-
ments while hillslope deposition would be the dominant sediment
sink. Alternatively, interpreting an HRU as a hydrologically isolated
small catchment may lead to increasing the threshold area to account
for – albeit only conceptually, other sediment sources and sinks
(de Vente and Poesen, 2005). In any case, a threshold area should
exist to separate conditions where the speciﬁc sediment yields would
increase with catchment size due to a dominance of sediment sources
to conditions where speciﬁc sediment yields would decrease due to a
dominance of sediment sinks. While the original MUSLE can (in part)
account for the increase in speciﬁc sediment yields with size, it cannot
consider its decrease. A threshold between 10 and 50 km2would appear
reasonable (de Vente and Poesen, 2005; Fig. 5), and in agreement with
the size for which the original MUSLE had been developed and tested
(up to 40 km2).
The analysis of topography settings highlighted the importance of
combining hillslope length with LS factor algorithms. The use of
hillslope length (L2) and topography factor (LS3) estimated with
DEM-derived ﬂow accumulation analysis not only performed the best,
but was intrinsically consistent and well suited for a basin model.Given that GIS tools to apply ﬂow accumulation analysis even to large
areas are readily available (e.g. Zhang et al., 2013), the L2LS3 combina-
tion should become part of the default SWAT GIS pre-analysis.
Themulti-type andmulti-site data calibrationmethodology pursued
in this study allowed achieving robust constraining of sediment model-
ing. In the Upper Danube basin, the SWAT conﬁguration that combined
a threshold area and 3D topography settings resulted in good simulation
of sediment concentrations and speciﬁc sediment yields for the period
1995–2009. No evident bias was detected with drainage area, slope, or
spatial distribution. Yet, large errors were occasionally observed, partic-
ularly in small drainage areas. Hence,model outputs aremore reliable at
the aggregated scale (e.g. tributaries) than at the local scale of a single
HRU or subbasin.
Finally, the modeled sediment budget for the Upper Danube Basin
for the period 1995–2009 indicates that hillslope and streambank
erosion produce respectively 54 and 46% of all sediments. Siltation in
reservoir or upstream locks account for 30% of the sediment trapping
and only 8% of sediments (about 21 t/km2/year) leaves the basin. To
the best of our knowledge this is the ﬁrst sediment budget of the region,
providing valuable information to natural resources managers.
Appendix A. Supplementary data
Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.scitotenv.2015.08.095.
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