Introduction
The region between 90 and 120 km of altitude (at the ionospheric E region heights) in the latitudinal range of ±3º around the dip equator presents one intense electric current, denominated equatorial electrojet, EEJ (Forbes, 1981) . It is driven by the E region dynamo (Fejer and Kelley, 1980) and it has an important role in the phenomenology control of the ionosphere-thermosphere system. The EEJ was initially detected in the first half of the twentieth century as geomagnetic large scale variations in magnetic observatories close to the equator. Egedal (1948) was the first one to conclude that this variation was due to an electric current flow under the magnetic dip equator; however, it was Chapman (1951) who first explained it, terming this phenomenon as equatorial electrojet.
Studies of the equatorial ionosphere using VHF radars have shown backscattered echoes from electron density irregularities in the EEJ. These studies showed distinct spectral signatures of two types of irregularities, called Type 1 and Type 2, explained by a modified two-stream (Farley, 1963; Buneman, 1963) and the gradient drift (Rogister and D'Angelo, 1970) instabilities, respectively. Several experiments have been done to investigate the EEJ irregularities in order to characterize its spectra and explain the phenomenology in many sectors, such as Peruvian (Cohen and Bowles, 1967; Balsley, 1969; Cohen, 1973; Fejer et al., 1975; Farley and Fejer, 1975) , Indian (Prakash et al., 1971; Reddy and Devasia, 1981) , and Brazilian (Abdu et al., 2002; Abdu et al., 2003; de Paula and Hysell, 2004; Denardini et al., 2004; Denardini et al., 2005) .
In the Brazilian sector a 50 MHz coherent backscatter radar, also known by the acronym RESCO (in Portuguese, Radar de ESpalhamento COerente), has been operated since 1998 at São Luís, (2.33° S, 44.2° W, DIP: -0.5), on the dip equator. Observations of EEJ 3-m plasma irregularities are routinely carried out with the main purpose of studying the EEJ dynamics through spectral analysis of the backscattered echoes from plasma instabilities. For such studies, a precise determination of the spectral moments of the irregularities is a crucial requirement. Several techniques for estimating Doppler shifts based on radar power spectra have been reviewed and compared (May, 1989a; May, 1989b; Woodman, 1985) . The RESCO radar data processing usually estimates the irregularity Doppler shifts by fitting two Gaussians to each power spectrum using the NonLinear Least Squares Fitting Method (Levenberg, 1944; Marquardt, 1963; Press et al., 1992) . The perfomance of the fitting method depends on the variance of the spectral noise power. The technique of incoherent integration presents itself as a good tool to reduce variance of the noise without changing the mean spectral densities of both signal and noise (Fukao, 1989) . Increasing the number of integrated spectra means to reduce the variance and to define better the power spectra.
We have applied the technique to simulated radar backscattered power spectra of Type 1 equatorial electrojet irregularities. We quantified the advantages and disadvantages of applying such technique. The following sections present the typical radar data processing, a brief description of the spectra simulations, and the results of this statistical study, which are discussed in terms of the variance of the estimate Type 1 Doppler frequency.
Data Generation, Incoherent Integration and Moment Estimation
The RESCO radar is operated routinely during two weeks per month. It is usually set for EEJ sounding transmitting one pulse each 1-2 ms with pulse width of 20 μs and time delay of 600 μs. Therefore, the power spectra within the Doppler frequencies, related to the Doppler shift, obtained from Fast Fourier Transform (FFT), have an aliasing frequency of 250-500 Hz. The frequency resolution is determined by the number of subsequent pulses taken for the FFT analysis and by the aliasing frequency. From each spectrum, seven parameters are estimated through curve fitting. The RESCO data processing usually fits the sum of two Gaussian curves to the spectrum, each one related to one irregularity type.
Once the focus of the work is the study of type 1 irregularity spectra, the Gaussian covariance model of Zrnic (1979) was used to simulate power spectra of 3-meters plasma irregularities containing only the characteristics of the Farley-Buneman instability. Type 1 power spectra were simulated having 256 points each one. All these spectra were chosen to have f d = 120 Hz and σ=20 Hz. The white noise was added to the data in time domain in order to assure a more realistic variance in the power spectra. So, each spectrum simulated is described by a noise level added to a Gaussian curve (Takeda et al., 2001) , i.e., our data set was described by one function S in relation to the frequency f, given by:
where P, f d , σ and P N are, respectively, the spectral power, the center of frequency distribution (corresponding to the Doppler shift), spectral width and noise level. An example of a spectrum simulated is presented in Figure 1 where the quantities mentioned above are indicated in different colors. The green dashed line represents the noise power density (P N ), the vertical red line shows the center of frequency distribution (f d ), the difference between the vertical orange and red lines determines the standard deviation of the curve fitted to the power spectrum and the area between the blue dashed line and the green dashed line defines the power of the signal (P) (Aveiro et al., 2007) .
We started step two analyzing the simulated power spectra after having a proper data set with a priori Type 1 characteristics from which we could establish comparison with the parameters estimated by the method. To reduce our data set of 256 points to 4 parameters, we have used the Maximum Likelihood Estimator (MLE) with the purpose of minimize the square sum of residual error as given by (Woodman, 1985) :
where N is the number of frequency points and y i is the observed spectral amplitude for one given frequency.
Despite curve fitting algorithm being largely used, it usually does not present results satisfactory enough when the variance is too high. A solution to reduce variances is to integrate incoherently several consecutive spectra. The method consists in averaging the power spectral density at a given frequency from several consecutive spectra, for all frequencies in the spectrum. Since the white noise is a random component, the resulting spectrum will have lower variance. Figure 2 presents an illustration of the resulting spectrum (on the right side) from incoherent integration of hundred consecutive spectra (on the left side), where a noisy bunch of spectra (represented by the first one) became a smoothed one (Aveiro et al, 2007) . The incoherent integration reduces the variance of the noise (σ N 2 ) and better defines the power spectra, but it does not change the mean values of signal (P) and noise spectral (P N ) densities (Fukao, 1989) . In a spectrum without incoherent integration, σ N is equal to P N . But, the unitary ratio σ N /P N decays with the inverse of the square root of the number of incoherent integrations (NICH), i.e., σ N becomes equal to the relation P N /(NICH) 1/2 .
The Gaussian covariance model of Zrnic (1979) was used to simulate groups of Gaussian-like power spectra with the characteristics described above (f d = 120 Hz and σ=20 Hz). Each group had one different signal-to-noise ratio (SNR): 1, 2, 4, 6, 8, 10, 20, 40, 60, 80 and 100 dB. Theses groups were arranged and those spectra were integrated incoherently in such a way that we always have one thousand power spectra per group with one different value of NICH: 1, 2, 4, 6, 8, 10, 20, 40, 60, 80 and 100. Thus, we obtained 121 sub-groups allowing independence between our results and, NICH and SNR. The data sets of power spectra simulated were processed as ordinary spectra obtained in the RESCO data processing. We have used MLE to minimize the square sum of residual error in a way to fit a Gaussian (Eq. 2). The same algorithm has fitted each spectrum of the 121 data sets to a single Gaussian. The analysis consisted of the comparison of the estimate parameters variance in function of SNR and NICH.
Results and Discussions
The analysis of the variances of the estimate moments gives us an indication of the accuracy of each parameter for the given SNR. Table 1 shows that the higher the NICH the lower the variances. A clear example is the highest variances of σ when no incoherent integration is applied. It also presents that the higher the SNR the lower the variances. Those indicates that the curve fitting hardly ever have good estimates for this parameter (Aveiro et al., 2007) .
Our results had shown that increasing NICH from 1 to 100 spectra results in 100 times reduction in the variance of f d , which in turn increased the confidence of the Doppler velocity of the plasma irregularity. However, the application of the technique means longer observational time. For example, in case of incoherently integrating 10 spectra the observational time is worsened by a factor of 10, i.e., the observational time increases directly proportional to the number of spectra used in the integration. Other point we would like to address in this paper is the dependence of the average variance of f d (VAR fd ) from the number of integrated spectra (NICH). Our results (not presented in graphical format) shows a linear dependence between the natural logarithmic of variance of f d and the natural logarithmic of the incoherent integrations as described by Aveiro et al (2007) . In order to quantify the dependences for the different SNR's, we have performed a linear fitting to these data in ln-ln domain, fiitting the following equation to the data:
where VAR fd is the fitted variance of estimate f d , ε is the negative power coefficient that tell us how much the VAR fd reduces as we increase the NICH, and the exponential of ψ is the VAR fd observed when no incoherent integration is applied. Table 2 presents the values of ε, ψ e R in function of SNR and NICH.
Table 2 also shows that the parameter ε is aproximatelly independent from SNR and NICH. This term, ε, is almost unitary, demonstrating that VAR fd is inversely proportional to NICH. The lower the ψ the higher the SNR was analysed and quantified. The linear mathematical relation between the natural logarithms (blue dots) is presented in Figure 3 . In order to quantify the dependence, we have performed a linear fitting to these data in ln-ln domain, represented by the red curve superimposed to the graph on Figure 3 . The following equation has been used to fit the data:
The power coefficient α resulted -0.2293 (±0.00416). The β factor resulted 0.76434 (±0.01221). And the correlation coefficient R resulted -0.99853. Unifying Eqs. (3) and (4), we have the variance of VAR fd in function of SNR and NICH, as given by:
Eq. (5) shows the behaviour of the variance of estimate f d (VAR fd ) to some expected cases:
• with no incoherent integration (NICH=1), the variance will depend only from the signal-tonoise ratio; and • the higher the NICH the lower the variance.
Although all the benefits that incoherent integration gives, we shall be careful with the time resolution of our data. For example, incoherently integrate 10 spectra means worsening 10 times the time resolution. Thus, in the case of one spectrum per 6 seconds, after the integration it would result one spectrum per 60 seconds. It means compromising between the number of incoherent integrations and time resolution. Higher values of NICH will always allow better values of variance, however could compromise the time escale of the data.
Conclusions
The technique of incoherent integration has shown to be a valuable tool, which is able to improve significantly the estimates of the test parameter (the center of the frequency distribution of the power spectra from the radar echoes of the EEJ irregularities). As a result of increasing the number of incoherently integrated spectra, the degree of success in estimating the test parameter is improved. We have shown in this paper the linear dependence of the natural logarithmic of variance of the estimate f d and the natural logarithmic of the incoherent integration. The power coefficient ε from linear fitting indicated that increases in the number of spectra incoherently integrated will almost proportionally decrease the variance of the estimate Doppler frequency. In addition, we have found an exponential factor ψ , which it was shown to be related to SNR of the data set. Finally, we have seen that applying incoherent integrations to the observational radar spectra of Type 1 equatorial electrojet irregularities means to decrease the variance between the observational and estimate Doppler frequency when using MLE techniques, but we have to balance the variance of the estimate Doppler frequency and the observational time. 
