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INTRODUÇÃO
Ao que sabemos, tudo começou com Tales (Mileto, 625 a.C. - 557 a.C.), mais tarde veio
Pitágoras (Samos, 571a.C. - 497 a.C.) e então Euclides (Alexandria, 360 a.C - 295 a.C).
Muito tempo antes de Cristo, o homem já havia formalizado grande parte de seu
conhecimento geométrico com o suporte apenas da lógica, sendo que o método axiomático
inventado pelos gregos, atinge seu ápice com Euclides.
Pela enorme genialidade do seu autor, durante mais de dois mil anos, o Elementos de
Euclides reinou absoluto e somente no século XIX é que surgem rachaduras no magníco
edifício por ele construído.
O famoso quinto postulado de Euclides, o qual fazia uma armação equivalente a dizer
que por um ponto fora de uma reta passa uma única paralela a essa reta, era desde o início,
considerado menos evidente que os quatro primeiros e durante muito tempo, matemáticos
concentraram esforços para tentar demonstrá-lo sem a necessidade de colocá-lo em forma
de postulado, no entanto, o máximo que conseguiram foi demonstrar a equivalência deste
postulado e de algumas outras armações.
Surge mais tarde a idéia: seria possível provar sua negação? Ou seja, mostrar que por
um ponto fora de uma reta não passa paralela alguma a essa reta ou passa mais de uma?
A primeira condição já havia sido descartada ainda nos tempos de Euclides e mesmo a
segunda não pôde ser demonstrada, entretanto alguns avanços foram feitos nessa direção.
Girolamo Saccheri (Itália, 1667 - 1733) e Johann H. Lambert (Suiça, 1728 - 1777)
foram dois matemáticos que dedicaram-se a tentar deduzir uma contradição assumindo
a negação do quinto postulado e assumindo os quatro primeiros, porém eles conseguiram
demonstrar uma série de teoremas sem chegar a contradição alguma.
Foi somente no século XIX que dois outros matemáticos conhecidos por Nikolai I.
Lobachevski (Rússia, 1792 - 1856) e János Bolyai (Hungria, 1802 - 1860) desenvolveram
independentemente e quase simultaneamente, uma geometria consistente assumindo os
quatro primeiros postulados em conjunto com a negação do quinto postulado de Euclides,
o que na prática prova a independência do quinto postulado, ou o que é o mesmo, prova
que é impossível provar-se o quinto postulado de Euclides como decorrência dos quatro
primeiros. Surgem então as geometrias não-euclideanas.
Tudo isso ocorreu de uma forma um tanto desorganizada e somente mais tarde, com
o auxílio dos axiomas de David Hilbert (Alemanha, 1862 - 1943) para a geometria euclid-
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eana, se pôde entender com mais clareza o caráter arbitrário dos axiomas da geometria e
em particular do quinto postulado.
Hilbert desenvolveu uma teoria axiomática rigorosa para a geometria, onde cada uma
das armações feitas deveria ser provada apenas com o apelo a axiomas, denições e
teoremas previamente demonstrados.
A teoria axiomática de Hilbert dividia-se em cinco grandes grupos: axiomas de in-
cidência, ordem, congruência, continuidade e paralelismo. Essa visão da geometria, devi-
damente atualizada, é tratada na primeira parte do presente trabalho e é denominada de
o ponto de vista clássico.
Nesta primeira parte do trabalho, daremos uma denição precisa de geometria e incre-
mentaremos ao longo do trabalho, novas estruturas, formando diferentes tipos de geome-
tria.
Serão apresentados modelos a cada tipo de geometria, os quais servirão para obtermos
uma visão mais intuitiva e para outros ns especícos que serão detalhadamente explicados
no corpo do trabalho.
Dois modelos entretanto, merecerão especial atenção de nossa parte, pois servirão
como espinha dorsal para o desenvolvimento do trabalho. O plano euclideano e o
plano hiperbólico serão utilizados do início ao m de todo o nosso percurso. Daremos
uma caracterização axiomática completa desses modelos. De fato, esses dois modelos
servirão para provarmos, agora na segunda parte do trabalho (denominada de o ponto de
vista moderno), a categoricidade do conjunto de axiomas tanto da geometria euclideana
quanto da hiperbólica.
Nesta segunda parte do texto, estudaremos a geometria de um ponto de vista um pouco
diferente. Essa visão, desenvolvida por Felix Klein (Alemanha, 1849 - 1925), enxerga a
geometria em termos de suas simetrias, ou transformações que preservam os objetos e
relações geométricas.
Mostrar a categoricidade de uma determinada geometria é um resultado bastante
importante, pois garante que dois modelos quaisquer desta geometria são isomorfos e do
ponto de vista da geometria tornam-se indistinguíveis.
No espírito da visão de Klein, serão estudados os isomorsmos entre modelos. Também
estudaremos, com certo nível de detalhes, o grupo de automorsmos de uma geometria,
sendo este o conjunto de transformações que preservam determinadas características den-
tro de uma mesma geometria.
Finalmente, encontraremos as transformações que formam o grupo de automorsmos
no modelo euclideano e no modelo hiperbólico, fazendo a caracterização completa desses
dois modelos e indiretamente das geometrias euclideanas e hiperbólicas.
Parte I
O PONTO DE VISTA CLÁSSICO
1
2Faremos uma explanação nos mais diversos tipos de geometria, apresentando modelos
que representam cada tipo, fazendo-se os comentários e explicações convenientes a cada
modelo apresentado.
Utilizaremos uma abordagem com recursos da teoria de conjuntos. Nem todas as
explicações a respeito dessa teoria serão feitas sendo que daremos ênfase apenas aos pontos
mais pertinentes ao assunto.
A seguir daremos uma denição precisa do que consideraremos uma geometria.1
1É pertininte porém explicarmos, que este trabalho trata apenas de geometrias planas.
Capítulo 1
GEOMETRIA ABSTRATA
Denição 1 Uma geometria abstrata ou simplesmente uma geometria é um par or-
denado A = ( ;×), onde   é um conjunto cujos elementos são chamados de pontos e ×
é uma coleção de subconjuntos de   chamados de retas, tais que:
A(1) Para quaisquer A e B distintos pertencentes a  , existe um elemento l de ×tal
que A e B pertencem a l;
A(2) Para todo elemento l de ×, existem A e B distintos pertencentes a   tais que A
e B pertencem a l.
A primeira armação garante que dois pontos denem uma reta, enquanto que a
segunda armação impõe a condição de que toda reta possua pelo menos dois pontos1.
Note que não está sendo imposta a condição de que dois pontos denam uma reta
unicamente.
Diremos que um ponto P pertence a uma reta r, que P é incidente a r ou ainda que
r passa por P para signicar a mesma coisa.
A m de manter um contato com a terminologia usual, chamaremos frequentemente
os exemplos de geometria abstrata de modelos de geometria ou simplesmente de modelos.
1.1 O modelo vazio
Proposição 1 Seja   =×=Ø, então o modelo Þ= (Ø;Ø) é uma geometria abstrata.
Demonstração:
Se a condição A(1) não fosse verdadeira, então deveriam existir A e B pertencentes a Ø
tais que A e B não pertençam a l, para todo l pertencente a Ø, no entanto tais elementos
obviamente não podem pertencer ao conjunto vazio e portanto a primeira condição é
assegurada por vacuidade.
1Como deve estar claro no contexto, os termos "ponto"e "reta"são puramente formais, sem necessari-
amente possuir o signicado intuitivo usual.
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De maneira similar, garante-se a validade da segunda armação, pois se essa não
ocorresse, teríamos que encontrar um elemento l pertencente ao segundo elemento de Þ
(l pertencente ao conjunto vazio) de tal maneira que para quaisquer A e B pertencentes
a Ø, A e B não pertencessem a l, mas tal elemento l com certeza não pode existir.
C.Q.D.
1.2 Geometria de 3 pontos
Sejam
 3 = fA;B;Cg
e
×3 = ffA;Bg; fB;Cg; fA;Cgg
Com isso, teremos a seguinte proposição:
Proposição 2 G3 = ( 3;×3) é uma geometria abstrata (g.1.1).
Figura 1.1: Geometria de 3 pontos
Demonstração:
 3 é um conjunto e ×3 é uma coleção de subconjuntos de  3 como pede a denição.
Além disso, vemos claramente que para quaisquer dois pontos distintos de  3 temos uma
reta pertencente a ×3 que os contém. Conforme exige a segunda condição, vemos também
que todo elemento de ×3 possui dois elementos de  3.
C.Q.D.
Denição 2 Numa geometria, dizemos que duas retas são paralelas se não possuem
pontos comuns. Caso contrário, dizemos que estas são concorrentes.
Note que na geometria de três pontos não existem retas paralelas, pois as únicas 3
retas existentes nessa geometria ({A,B},{B,C},{A,C}) possuem sempre um ponto comum
quando tomadas duas a duas.
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Denição 3 Sejam r 2 ×e P 2   : P =2 r. Dizemos que um modelo de geometria é uma
geometria elíptica se toda reta que passar por P for concorrente a r.
Facilmente podemos vericar que a geometria de 3 pontos e o modelo vazio são geome-
trias elípticas.
Vejamos agora o caso de um dos dois principais modelos deste trabalho, o plano
euclideano2.
1.3 O plano euclideano
Seja
 E = R2 = f(x; y) : x; y 2 Rg
e considere os seguintes subconjuntos de  E:
La = f(x; y) 2 R2 : x = ag
onde a é uma constante;
Lm;b = f(x; y) 2 R2 : y = mx+ bg
onde m e b são constantes.
Dena ×E como sendo a coleção dos conjuntos da forma La e Lm;b para todos os
possíveis a, m e b pertencentes aos reais.
Proposição 3 O par ordenado E = ( E;×E) é uma geometria abstrata (g.1.2).
Demonstração:
A(1) Sejam A = (xA; yA) e B = (xB; yB); A 6= B. Se xA = xB = k, então A e B
pertencem à reta Lk 2 ×E e caso xA 6= xB tome m = yA yBxA xB e b = yA   mxA, então
teremos que yA = mxA + b e yB = mxB + b, logo A e B pertencem a reta Lm;b 2 ×E.
A(2) Para toda reta do tipo Lk, tome os pontos A = (k; 1) e B = (k; 0), então A e B
pertencem a  E e claramente pertencem a Lk.
Agora, para uma reta do tipo Lm;b considere duas situações:
Caso m = 0, teremos que A = (1; b) e C = (0; b) pertencem a Lm;b pois os dois pontos
satisfazem a equação y = mx+ b ou y = 0x+ b = b.
Caso contrário, param 6= 0, tome os pontos A = (0; b) e C =    b
m
; 0

. Assim, teremos
que A e C pertencem a reta Lm;b uma vez que ambos satisfazem a equação y = mx+ b.
C.Q.D.
Veja que no plano euclideano existem retas paralelas.
2Este nome é dado em homenagem ao matemático grego Euclides de Alexandria (360 a.C. - 295 a.C.)
que formalizou axiomaticamente em seus Elementos, todos os conhecimentos geométricos de sua época.
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Figura 1.2: Plano Euclideano
De fato, se considerarmos as retas L1 e L2 pertencenes a ×E; vemos que estas não
possuem ponto comum, já que todo ponto pertencente a reta L1 é do tipo (1; y) com y
real e todo ponto pertencente a reta L2 é do tipo (2; z) com z pertencente aos reais. Assim
sendo, nenhum ponto pode pertencer a L1 e L2 simultaneamente.
É importante observar que qualquer teorema a respeito da geometria abstrata deve
ser provado sem qualquer apelo a modelos. Devemos demonstrá-los utilizando apenas as
armações dadas na denição e nos axiomas A(1) e A(2), uma vez que queremos que os
teoremas sejam válidos em todos os modelos.
Os modelos têm grande importância para aplicações práticas dos mais diversos tipos
de geometria, pois nos modelos, como já foi descrito acima, todos os axiomas serão válidos
e por consequência os teoremas (provados apenas a partir desses axiomas) serão automati-
camente mantidos para esses modelos.
Uma outra utilidade de modelos é a apresentação de contra-exemplos. Por exemplo,
se encontrarmos um modelo de geometria abstrata onde não existam retas paralelas (é
o caso da geometria de 3 pontos) podemos garantir que a partir apenas dos axiomas
da geometria abstrata será impossível mostrarmos que existem retas paralelas, pois este
modelo encontrado satisfaz todos os axiomas mas não possui tais tipos de retas. Como
já argumentamos, os teoremas devem ser decorrência dos axiomas e valer para todos os
modelos que satisfaçam esses axiomas.
Observação importante: Conseguimos encontrar um modelo de geometria abstrata
que não possui retas paralelas (a geometria de 3 pontos, conforme argumentado acima) e
um outro que possui (plano euclideano). Com isso, vemos que os axiomas da geometria
abstrata são insucientes para provarmos a existência ou inexistência de tais tipos de
retas.
Denição 4 Seja G = ( ;×) uma geometria. Sejam r 2 ×e P 2   não incidente a
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r. Diremos que G é uma geometria parabólica se pelo ponto P passar uma única reta
paralela a r.
O plano euclideano (ou modelo euclideano), a princípio é um modelo de geometria,
enquanto que uma geometria parabólica é simplesmente uma geometria com determinada
propriedade. Entretanto, veremos futuramente que o plano euclideano é um modelo de
geometria parabólica.
De um ponto de vista metodológico3, existem 3 propriedades que precisam ser anal-
isados em qualquer conjunto de axiomas para a geometria. Elas são: Independência,
Consistência e Categoricidade.
Um conjunto de axiomas será independente se for impossível provarmos qualquer um
de seus axiomas a partir dos demais. Nesse caso, poderemos concluir que estamos fazendo
um número mínimo de exigências, uma vez que cada uma dessas exigências tem particular
importância e só é garantida através da imposição de um axioma.
Uma maneira de provarmos que um axioma é independente dos demais é exibindo um
modelo no qual todos os axiomas são mantidos e outro modelo onde todos os axiomas,
com exceção apenas do axioma em questão, são verdadeiros. Tal discussão será retomada
com mais detalhes no decorrer do trabalho.
A consistência de um conjunto de axiomas diz respeito à impossibilidade de derivação
de contradições, isto é, diremos que um conjunto de axiomas é consistente se conseguirmos
provar que apenas assumindo esses axiomas é impossível deduzirmos uma armação e sua
negação.
No nível em que trataremos nosso texto, consideraremos que um conjunto de axiomas
é consistente se existir um modelo para este conjunto.
Por último, diremos que um certo conjunto de axiomas é categórico, se quaisquer dois
modelos que satisfaçam esses axiomas forem isomorfos4, ou seja, se existir uma bijeção
entre os pontos de cada um dos modelos de forma que todas as relações que são denidas
entre os pontos do primeiro modelo, mantem-se invariantes em suas imagens no segundo
modelo.
O próximo modelo será, assim como o plano euclideano, um modelo bastante im-
portante e será referido várias vezes no decorrer do trabalho, por isso devemos dar uma
atenção especial a ele.
1.4 O plano hiperbólico
Seja
 H = f(x; y) 2 R2 : y > 0g
3Esta discussão é um tanto informal. Uma discussão mais detalhada dessas questões está fora de nosso
escopo.
4Discutiremos isomorsmo entre modelos na segunda parte desse trabalho.
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Para denirmos ×H , vejamos dois tipos especiais de retas:
aL = f(x; y) 2  H : x = ag
onde a 2 R é uma constante (chamaremos este tipo de reta, de reta do tipo I);
cLr = f(x; y) 2  H : (x  c)2 + y2 = r2g
onde c e r são números reais e r > 0 . A este tipo de reta, chamaremos de reta do tipo II.
Finalmente, ×H será a coleção de todas as retas do tipo aL e cLr.
Proposição 4 H= ( H ;×H) é uma geometria abstrata. (g.1.3)
Figura 1.3: Plano Hiperbólico
Informalmente, o plano hiperbólico é a parte "superior"do plano euclideano, suas retas
são de 2 tipos que são representadas por semi-retas (no sentido euclideano) com origem
em um ponto no eixo x, todas num mesmo semi-plano xA e por semi-circunferências
(no sentido euclideano), também contidas em xA. Seguiremos com a vericação de que
H= ( H ;×H) é uma geometria abstrata.
Demonstração:
×H é uma coleção de subconjuntos de  H . Para mostrarmos que de fato H é um
modelo de geometria abstrata, temos que vericar os axiomas A(1) e A(2).
Para mostrarmos A(1), consideremos dois casos:
Sejam A = (xA; yA) e B = (xB; yB) pontos de  H .
1o caso (xA = xB = c): Nesse caso, A;B 2 cL pertencente a ×H .
2o caso (xA 6= xB): Tome então
c =
y2B   y2A + x2B   x2A
2(xA   xB) e r =
q
(xA   c)2 + y2A
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Com essas escollhas de c e r, podemos vericar que os pontos A e B satisfazem a equação
(x  c)2 + y2 = r2 e portanto pertencem a reta cLr 2 ×H .
A armação A(2) é obviamente satisfeita para uma reta do tipo I. Para uma reta do
tipo II (cLr), precisaremos encontrar dois pontos (x; y) 2  H que satisfaçam a equação
(x  c)2 + y2 = r2. Basta tomarmos y0 < r uma vez que
y0 < r ) y20 < r2 ) r2   y20 > 0
com isso conseguiremos
(x0   c)2 = r2   y20 > 0) x0 = 
q
r2   y20 + c
e portanto os pontos
A = (
q
r2   y20 + c; y0) e B = ( 
q
r2   y20 + c; y0)
satisfazem a equação (x  c)2 + y2 = r2, logo, A;B 2 cLr.
C.Q.D.
Denição 5 Seja G = ( ;×) uma geometria. Sejam r 2 ×e P 2   não incidente a r.
Diremos que G é uma geometria imaginária5 se pelo ponto P passar mais de uma reta
paralela a r.
O plano hiperbólico é um modelo de geometria imaginária, conforme será vericado
posteriormente.
Veremos a seguir um quinto modelo de geometria abstrata, a esferera de Riemann6.
1.5 A esfera de Riemann
Considere o conjunto
S2 = f(x; y; z) 2 R3 : x2 + y2 + z2 = 1g
Apelando para conhecimentos da Geometria Analítica, vê-se que S2 é uma esfera de raio
1.
Pa;b;c = f(x; y; z) 2 R3 : ax+ by + cz = 0g
onde a, b e c são constantes reais não todas nulas. Novamente pela Geometria Analítica,
concluímos que Pa;b;c é um plano que passa pela origem do sistema.
5Normalmente nos referimos a este tipo de geometria como geometria hiperbólica, no entanto evitamos
aqui o uso desse termo porque o mesmo será utilizada mais tarde para outro m.
6Este nome é dado em homenagem ao matemático alemão George F. B. Riemann (1826 - 1866) que
apresentou este modelo de geometria.
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Considere
Ga;b;c = S
2 \ Pa;b;c
G é chamado de grande círculo (g.1.4). LR é a coleção de todos os grandes círculos
existentes. Dessa maneira, temos a seguinte proposição
Proposição 5 R = (S2; LR) é uma geometria abstrata.
Figura 1.4: Grande círculo
Demonstração:
É claro que LR é uma coleção de subconjuntos de S2, pois LR é a coleção de todos os
grandes círculos, subconjuntos de S2.
A(1) Dados A = (xA; yA; zA) e B = (xB; yB; zB) distintos e pertencentes a S2, temos
que encontrar um grande círculo que passe por A e B. Para isso, pensaremos em R3 como
um espaço vetorial. Nesse caso, os pontos A e B representam vetores não nulos e desde
que não sejam múltiplos um do outro (esse caso é tratado na observação dada abaixo)
podemos encontrar um vetor normal a ambos através do produto vetorial entre eles.
Concluímos então que o vetor
 !n = (yAzB   yBzA; xBzA   xAzB; xAyB   xByA)
é normal a esses vetores e portanto, normal ao plano formado por eles em conjunto com
a origem. Veriquemos esse fato:
Os pontos A e B pertencerão ao plano
Pa;b;c : ax+ by + cz = 0
se tomarmos (a; b; c) =  !n .
De fato, a equação
(yAzB   yBzA)x+ (xBzA   xAzB)y + (xAyB   xByA)z = 0
é vericada para (x; y; z) = (xA; yA; zA) = A e para (x; y; z) = (xB; yB; zB) = B.
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Concluímos então que A e B pertencem a Pa;b;c, e como são pontos de S2, pertencem
à interseção de Pa;b;c com S2, logo, existe um grande círculo (Ga;b;c) que passa por A e B.
Obs.: Caso os vetores A e B sejam múltiplos um do outro (diremos então que A e
B são pontos antipodais), seu produto vetorial será igual ao vetor nulo e teremos que
a = 0, b = 0 e c = 0, no entanto, precisamos que um desses seja diferente de zero para
encontrarmos um plano bem denido.
Um plano que passe pela origem e por A, automaticante passará por B, pois A e B
são múltiplos um do outro (g.1.5). Precisamos então encontrar um plano que passe por
A e pela origem. Para isso temos que encontrar a, b e c não todos nulos, satisfazendo a
equação axA + byA + czA = 0.
Note que o ponto A precisa ter pelo menos uma coordenada diferente de zero, pois
x2A + y
2
A + z
2
A = 1
já que A 2 S2. Suponha sem perda de generalidade que xA seja diferente de zero, então
a =  b yA
xA
  c zA
xA
enquanto b e c podem assumir valores reais quaisquer e isso implicará que existe não
apenas um, mas innitos planos que passam pela origem e por A (e consequentemente
por B). Dessa forma, também existirão innitos grandes círculos que passam por A e B.
Figura 1.5: A e B são pontos antipodais
Para mostrar A(1), precisávamos apenas encontrar um grande círculo passando por A
e B, no entanto para um caso especial (onde A e B são pontos antipodais), encontramos
innitos grandes círculos passando por eles. Esse resultado será utilizado futuramente.
A(2) Seja Pa;b;c um plano passando pela origem. Mostraremos que Ga;b;c possui dois
pontos.
Pa;b;c = f(x; y; z) 2 R3 : ax+ by + cz = 0g
CAPÍTULO 1. GEOMETRIA ABSTRATA 12
onde a, b e c são constantes não todas nulas. Suponha sem perda de generalidade, que a
seja não nulo. Nesse caso temos que:
x =   b
a
y   c
a
z
Como
Ga;b;c = S
2 \ Pa;b;c
precisamos que x2 + y2 + z2 = 1. Substituindo a primeira equação na segunda:
  b
a
y   c
a
z
2
+ y2 + z2 = 1
e então:  
b
a
2
+ 1
!
y2 +
 c
a
2
+ 1

z2   2 bc
a2
yz = 1:
Para y = 0 a equação reduz-se para c
a
2
+ 1

z2 = 1
logo
z = 
s
1
( c
a
)2 + 1
:
Conclui-se que os dois pontos A = (x; y; z) e B = (x; y; z) pertencem ao grande círculo
Ga;b;c com as escolhas
z =
s
1
( c
a
)2 + 1
; y = 0 e x =   b
a
y   c
a
z =   c
a
z:
C.Q.D.
Uma análise cuidadosa pode vericar que a esfera de Riemann é um modelo de geome-
tria elíptica.
Entraremos agora numa nova parte do assunto, onde discutiremos um caso especial
de geometria abstrata, o qual chamaremos de geometria de incidência.
Capítulo 2
GEOMETRIA DE INCIDÊNCIA
Denição 6 Numa geometria, 3 pontos distintos são colineares se são todos incidentes
a uma mesma reta. Caso contrário, eles serão não colineares.
Denição 7 Seja A = ( ;×) uma geometria abstrata. Diremos que A é uma geometria
de incidência se:
I(1) Para quaisquer pontos A e B distintos pertencentes a l 2 ×, se A;B 2 l0, então
l0 = l;
I(2) Existem 3 pontos não colineares.
O axioma I(1) impõe que por dois pontos distintos deve passar uma única reta e evita
situações como esta ilustrada na gura abaixo, onde duas "retas"passam pelos mesmos
dois pontos.
Figura 2.1: A e B denem mais de uma reta
Observe que para 3 pontos distintos serem não colineares, é suciente que se verique
a não incidência do terceiro ponto numa reta denida pelos dois primeiros, uma vez que
esta reta é única por I(1).
13
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Uma vez que por dois pontos distintos A e B passa uma única reta (axioma I(1)) de-
notaremos essa reta por
 !
AB: Veremos a seguir, quais dos modelos expostos anteriormente
são modelos de geometria de incidência.
O modelo vazio, obviamente não pode ser um modelo de geometria de incidência, pois
o axioma I(2) exige que existam 3 pontos não colineares, o que não ocorre nesse modelo
onde nem se quer existem pontos.
É fácil vericar que a geometria de 3 pontos satisfaz todas as condições necessárias
para ser um modelo de geometria de incidência.
Já foi observado anteriormente que na esfera de Riemann existem pontos distintos
que denem mais de uma reta e portanto este modelo de geometria abstrata não é um
modelo de geometria de incidência em vista do axioma I(1). Pensando num contra-
exemplo explícito, podemos pensar nos pontos antipodais A = (1; 0; 0) e B = ( 1; 0; 0)
pertencentes a S2. Considere os planos P0;1;0 (y = 0) e P0;0;1 (z = 0). Os grandes círculos
G0;1;0 = S
2 \ P0;1;0 = f(x; y; z) 2 S2 : x2 + z2 = 1g
e
G0;0;1 = S
2 \ P0;0;1 = f(x; y; z) 2 S2 : x2 + y2 = 1g
contêm os pontos A e B. Portanto existem pontos na esfera de Riemann que denem
mais de uma reta. (g.1.5)
Os modelos do plano euclideano e do plano hipérbólico são modelos de geometria de
incidência. Eles possuem especial importância para nosso estudo e por isso os estudaremos
com maior cuidado.
Proposição 6 O plano euclideano é um modelo de geometria de incidência.
Demonstração:
I(1) Sejam A = (xA; yA) e B = (xB; yB) pontos distintos pertencentes a  E. Se
xA = xB = k, então estes pontos são incidentes a reta Lk, conforme já foi constatado
anteriormente. Suponha agora que uma outra reta Lj passe por A e B. Nesse caso,
j = xA = xB = k, donde Lj = Lk. Uma reta do tipo Lm;b não pode passar por A e B,
pois nesse caso teríamos
yA = mxA + b = mxB + b = yB
e então A = B, o que contraria a hipótese.
Por outro lado, se xA 6= xB, teremos uma reta do tipo Lm;b que passa por A e B,
conforme já foi mostrado. É óbvio que toda reta do tipo Lk não pode passar por esses
pontos, uma vez que suas primeiras coordenadas são distintas. Suponha então que uma
reta Lc;d passe por A e B. Nesse caso
yA = mxA + b e yB = mxB + b
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pois A e B são incidentes a Lm;b, mas então
b = yB  mxB = yA  mxA:
Com isso,
m =
yB   yA
xB   xA :
Analogamente, seremos capazes de concluir que
c =
yB   yA
xB   xA
e por consequência, c = m. Com esse resultado, obtemos d = b e então Lc;d = Lm;b e
mostramos com isso, que a reta que passa por A e B é única.
I(2) Os pontos P = (1; 0), Q = (1; 1) e R = (2; 2) são três pontos não colineares pois
P e Q são incidentes a reta L1, enquanto que o ponto R não é.
C.Q.D.
Proposição 7 O plano hiperbólico é um modelo de geometria de incidência.
Demonstração:
I(1) Sejam A = (xA; yA) e B = (xB; yB) pontos distintos pertencentes a  H .
Se xA = xB = k, então já provamos que existe a reta kL que passa por A e B.
Mostraremos que esta é a única reta que passa por esses dois pontos. De fato, uma reta
do tipo II (cLr) não pode passar por A e B, pois nesse caso teríamos:
(xA   c)2 + y2A = r2 e (xB   c)2 + y2B = r2
e como xA = xB, viria que
(xA   c)2 + y2A = r2 = (xB   c)2 + y2B = (xA   c)2 + y2B
e então y2A = y
2
B e por consequência, yA = yB porque yA > 0 e yB > 0, de onde teríamos
que A = B, o que leva a uma contradição. Por outro lado, se uma reta do tipo I (mL)
passar por A e B, teremos m = xA = xB = k e então mL = kL.
I(2) Os pontos A = (1; 0), B = (1; 1) e C = (2; 1) são três pontos de  H não colineares
pois A e B pertencem a 1L, mas C não pertence.
C.Q.D.
Utilizando os axiomas de geometria abstrata e geometria de incidência, podemos
demonstrar alguns teoremas básicos válidos para as geometrias de incidência.
É bom lembrar que as demonstrações dos teoremas devem ser feitas sem qualquer apelo
a modelos especícos, pois queremos que estes sejam decorrência apenas dos axiomas da
geometria de incidência e portanto válidos para todos os modelos deste tipo de geometria.
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Pelo resto deste capítulo, suponhamos xada arbitrariamente uma geometria de in-
cidência a qual faremos referência nos próximos teoremas.
Teorema 8 Duas retas distintas são paralelas ou possuem um único ponto comum.
Demonstração:
Se duas retas distintas não tiverem ponto comum, então serão paralelas (pela denição
de reta paralela), mas se tiverem algum ponto comum, este será único, uma vez que o
axioma I(1) garante que dois pontos distintos não podem ser incidentes a mais de uma
reta.
C.Q.D.
Note que o único axioma usado nessa demonstração foi o I(1), então qualquer modelo
de geometria que verique esse axioma terá a propriedade enunciada nesse teorema.
Listaremos agora, alguns teoremas da geometria de incidência mas não faremos suas
demonstrações, por serem estas bastante elementares e não estarem nos objetivos do
presente trabalho1.
Teorema 9 Para toda reta r, existe um ponto não incidente a r.
Teorema 10 Para todo ponto P , existe uma reta que não passa por P .
Teorema 11 Existem 3 retas distintas, não todas passando por um mesmo ponto.
Exemplicaremos a independência dos axiomas da geometria de incidência (provare-
mos apenas a independência de um axioma em relação aos demais) provando que o axioma
I(1) é independente de I(2) e dos axiomas de geometria abstrata.
Com efeito, a esfera de Riemann como já foi vericado, satisfaz os axiomas da geome-
tria abstrata mas não satisfaz o axioma I(1). Podemos também vericar que esse modelo
de geometria satisfaz o axioma I(2) tomando por exemplo os pontos
A = (1; 0; 0); B =
 p
2
2
; 0;
p
2
2
!
e C = (0; 1; 0):
Vemos que os 3 pontos pertencem a S2, uma vez que a soma dos quadrados de suas
coordenadas é igual a 1, mas A e B pertencem ao plano P0;1;0 (y = 0) pois possuem
a segunda coordenada nula. No entanto o ponto C não pertence a esse plano porque
sua segunda coordenada é diferente de zero. Com isso, concluímos que os pontos A e B
são incidentes a reta G0;1;0 = S2 \ P0;1;0 mas C não é, portanto existem 3 pontos não
colineares, conforme determina o axioma I(2).
Iniciaremos agora uma terceira etapa do trabalho, onde discutiremos as chamadas
geometrias de ordem que serão formadas por uma geometria de incidência munida de
uma certa relação entre os pontos de suas retas.
1Se o leitor estiver interessado nestas demonstrações, poderá consegui-las na referência bilbliográca
[1], que utiliza uma axiomática equivalente para a geometria de incidência.
Capítulo 3
GEOMETRIA DE ORDEM
Para conseguirmos uma geometria de ordem, precisaremos de uma certa noção de "orde-
nação"dos pontos em uma reta. Futuramente, chamaremos esta noção de "estar entre",
a qual seguirá os axiomas listados abaixo, que capturam formalmente a idéia intuitiva de
um ponto estar entre outros dois.
Denição 8 Seja I = ( ;×) uma geometria de incidência. Uma relação de ordem em
I (denotada por ) é uma relação ternária no conjunto   (         ) satisfazendo
as propriedades O(1) a O(4).
O(1) Se A B  C, então A, B e C são pontos distintos, colineares e C B  A;
O(2) Se A e B são pontos distintos, então existe C tal que A B  C;
O(3) Se A, B e C são pontos distintos e colineares, então uma e apenas uma das 3
opções ocorre: A B  C ou B  A  C ou A  C B.
O(4) Axioma de Pasch (ver abaixo).
O axioma O(3), de certa maneira, exige que a reta não seja circular, uma vez que
utilizando nossa visão intuitiva, vemos que na gura 3.1 não conseguimos decidir se A 
B C, B A C ou A C B, pois nos parece que qualquer um dos três pontos está entre
os outros dois.
Para enunciar explicitamente o quarto axioma, precisaremos de uma denição.
Denição 9 Sejam A e B pontos distintos em uma geometria de incidência I = ( ;×; )
onde  é uma relação ternária em   satisfazendo O(1), O(2) e O(3). Chamaremos de
segmento AB (denotado simplesmente por AB) ao conjunto AB = fC 2   : C = A ou
C = B ou A  C Bg. (g.3.2)
Note que pela denição e pela propriedade O(1), temos que AB = BA e além disso,
AB é um subconjunto de pontos contidos na reta
 !
AB. Até aqui, não podemos concluir
que o segmento AB possui pontos diferentes de A e B. Isso será provado como um
teorema posteriormente e com o auxílio da quarta propriedade da relação de ordem, dada
explicitamente a seguir:
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Figura 3.1: Reta "Circular"
Figura 3.2: Segmento AB
O(4) (axioma de Pasch)1 Sejam A, B e C, pontos distintos e não colineares e seja l
uma reta que não passa por nenhum dos pontos A, B e C. Se a reta l passa por algum
ponto do segmento AB, então ela também passará por algum ponto do segmento BC ou
do segmento AC. (g.3.3)
Figura 3.3: Axioma de Pasch
Repare que este axioma não exclui a possibilidade da reta l passar por um ponto do
segmento BC e outro de AC simultaneamente. Isso ocorre porque podemos mostrar esse
fato sem a necessidade de colocá-lo como axioma, conforme veremos posteriormente.
Na realidade, o axioma O(3) não necessita ser tão forte, em vista de que está exigindo
mais do que realmente é necessário. Bastaria apenas exigir que uma das 3 opções ocorresse
1O axioma acima foi enunciado pela primeira vez pelo matemático alemão Moritz Pasch (1843-1931)
que reparou que Euclides utilizou esse fato sem considerá-lo um axioma ou utilizar qualquer tipo de prova
para demonstrá-lo.
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(A  B  C ou B  A  C ou A  C  B) e o fato de que esta opção é a única, poderia ser
provada em forma de teorema.
Observação: Dizemos que uma reta intersecta um segmento para signicar que esta
reta e este segmento possuem um ponto comum.
Denição 10 A tripla ordenada O = ( ;×; ) é chamada uma geometria de ordem se
I = ( ;×) for uma geometria de incidência e  for uma relação de ordem em I.
Podemos demonstrar muitos fatos importantes sobre as geometrias de ordem. Enun-
ciaremos a seguir, alguns teoremas importantes e novamente não demonstraremos todos.2
Teorema 12 Dados A e B distintos, existe um ponto C tal que A  C B.
O teorema acima garante que existem pontos no segmento AB diferentes de A e B.
Tais pontos, serão chamados de pontos interiores do segmento AB, enquanto os próprios
pontos A e B serão chamados de pontos extremos do segmento AB.
Teorema 13 Sejam A, B e C três pontos distintos e não colineares. Se uma reta não
passar por nenhum desses três pontos mas intersectar dois dos três segmentos AB, AC
ou BC, então essa reta não intersectará o terceiro.
Este último teorema nos dá um resultado já comentado anteriormente, onde explicamos
que esse fato poderia ser demonstrado e portanto não seria incrementado ao axioma O(4).
Teorema 14 Entre quaisquer dois pontos distintos, existem innitos pontos.
Conforme o teorema acima, vemos que numa geometria de ordem existem innitos
pontos e portanto é óbvio que a geometria de 3 pontos não pode ser um modelo deste tipo
de geometria. Podemos concluir que nesse modelo, não existe relação de ordem conforme
a denição que atribuímos a ela.
Teorema 15 Se um ponto B está entre A e C (A B  C), então o único ponto comum
aos segmentos AB e BC é o ponto B.
Em linguagem de conjuntos, este teorema nos diz que: A B C ) AB \BC = fBg:
Teorema 16 Se A  C D e A B D com C 6= B então CB  AD.
Teorema 17 Se A  C B então AC  AB.
2Deixaremos mais uma vez o item [1] das referências bibliográcas, já citado anteriormente para
aqueles leitores que por elas se interessarem.
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Para introduzirmos uma relação de ordem no plano euclideano E = ( E;×E), vamos
apresentá-lo de uma forma ligeiramente diferente. Para isso usaremos as noções de vetores
e levaremos em consideração o fato de que R2 é um espaço vetorial.
Sejam A e B distintos pertencentes a R2. Dena
 !
AB = fC 2 R2 : C = A+ t(B   A); t 2 Rg
Um vetor múltiplo de (B   A) é um vetor diretor da reta  !AB. (g.A.1)
Figura 3.4: Reta
 !
AB com o vetor diretor (B   A)
Chame de RE à coleção de todos os conjuntos
 !
AB onde A e B são distintos e pertencem
ao R2. Veremos que RE = ×E.
De fato, escreva A = (xA; yA) e B = (xB; yB) com A 6= B, se xA = xB = k, então
 !
AB = f(k; yA + t(yB   yA)); t 2 Rg:
Observe que yA + t(yB   yA) pode ser qualquer número real, pois se m é um número real
então basta tomarmos
t =
m  yA
yB   yA
e teremos
m = yA + t(yB   yA):
Com isso, podemos concluir que
 !
AB = f(k; yA + t(yB   yA)); t 2 Rg = f(k;m);m 2 Rg = Lk:
Em contrapartida, se xA 6= xB, então
 !
AB = f(xA + t(xB   xA); yA + t(yB   yA)); t 2 Rg:
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Já mostramos anteriormente que se xA 6= xB, então existe uma única reta Lm;b que passa
por A e B. Além disso, conseguimos vericar que
m =
yB   yA
xB   xA :
Agora, para todo t real, temos:
t:0 = 0) t

(yB   yA)  yB   yA
xB   xA (xB   xA)

= 0 =  yA +mxA + b
porque A 2 Lm;b e então
t[(yB  yA) m(xB xA)] =  yA+mxA+ b) yA+ t(yB  yA) = m(xA+ t(xB xA))+ b:
Então se denotarmos xA + t(xB   xA) = r obtemos
 !
AB = f(xA + t(xB   xA); yA + t(yB   yA)); t 2 Rg = f(r;mr + b); r 2 Rg = Lm;b:
Conclui-se que RE = ×E:
Essa nova maneira de ver as retas no plano euclideano nos dá algumas vantagens e
por isso passaremos a usá-la daqui em diante.
Denição 11 Diremos que B está entre A e C no plano euclideano (notação A E
B E C) se A 6= B e C = A+ t(B   A) para algum t real entre zero e um (0 < t < 1).
Esta denição nos dá a visão geométrica da gura 3.2, mostrada anteriormente.
Veremos que OE = ( E;×E; E) é uma geometria de ordem, onde E = ( E;×E) é o
plano euclideano e E é a relação ternária estar entre no plano euclideano citada na
denição acima.
Para isso, precisamos vericar os axiomasO(1) atéO(4) utilizando a relação estar entre
no plano euclideano, entretanto essa vericação é bastante longa e por isso a incluiremos
em forma de apêndice3.
Muitos autores não utilizam exatamente a axiomática que estamos utilizando, ao in-
vés disso, utilizam uma axiomática logicamente equivalente, onde o axioma de Pasch é
substituido pelo ASP (Axioma da Separação do Plano), o qual enunciaremos em forma
de teorema após a denição que segue:
Denição 12 Numa geometria de ordem, sejam r uma reta e A e B pontos não inci-
dentes a r. Se A = B ou se r não passa por ponto nenhum do segmento AB, então
dizemos que A e B estão do mesmo lado de r (notação A;Bjr). Caso contrário, se
A 6= B e a reta r passa por algum ponto de AB, dizemos que A e B estão em lados
opostos de r (notação AjB; r). (g.A.2)
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Figura 3.5: A;Bjr enquanto CjD; r
Observe que se A e B são pontos não incidentes a r, precisamos que uma das duas
opções ocorra (AjB; r ou A;Bjr) não havendo meio-termo.
Teorema 18 (ASP) 4Para toda reta r e para quaisquer pontos A, B e C não incidentes
a r:
(1) Se A;Bjr e B;Cjr, então A;Cjr: (g.3.6)
(2) Se AjD; r e BjD; r, então A;Bjr: (g.3.6)
Figura 3.6: A;Cjr e A;Bjr
Com o auxílio do Teorema ASP vemos que a axiomática que utilizamos implica no
ASP, uma vez que este fato pode ser demonstrado a partir dos axiomas que assumimos.
Para mostrarmos a equivalência entre as duas axiomáticas citadas, precisamos mostrar
ainda um último teorema.
Teorema 19 Se assumirmos os axiomas A(1), A(2), I(1). I(2), O(1), O(2), O(3) e ASP
então vale o axioma de Pasch.
3Veja as demonstrações no Apêndice A
4Para demonstração, veja ref. [2].
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Demonstração:
Seja r uma reta e sejam A, B e C pontos distintos e não colineares, nenhum deles
incidentes a r. Suponha que r passe por um ponto do segmento AB.
A e B não estão em r e como r passa por um ponto do segmento AB, temos que
AjB; r;
C não é incidente a r, portanto teremos AjC; r ou A;Cjr (o primeiro caso diz que r
passa por um ponto de AC).
Se A;Cjr ocorre, então BjC; r (isso se justica pelo fato de que se tivéssemos B;Cjr,
como temos A;Cjr resultaria, pelo ASP, em A;Bjr o que contraria a hipótese) e portanto
r passa por um ponto de BC.
C.Q.D.
Com esse teorema, provamos a equivalência entre o teorema de Pasch e do ASP quando
utilizados com os axiomas da geometria abstrata de incidência e os três primeiros axiomas
de ordem.
Denição 13 Sejam A, B e C pontos colineares pertencentes ao plano hiperbólico. De-
na a relação estar entre no plano hiperbólico (denotada por H) entre os pontos
desse plano da seguinte maneira:
A H B H C se e somente se
(yA < yB < yC ou yC < yB < yA) caso A, B e C pertençam a uma reta do tipo I;
(xA < xB < xC ou xC < xB < xA) caso A, B e C pertençam a uma reta do tipo II.
Mostraremos que a tripla ordenadaH = ( H ;×H ; H) é uma geometria de ordem, onde
H= ( H ;×H) é o modelo hiperbólico e H é a relação dada na denição acima.
A demonstração desse fato exige uma certa dose de paciência por parte do leitor, pois
requer a separação em diversos casos e vários lemas serão usados principalmente para
mostrarmos o axioma de Pasch.
Essa vericação também é apresentada em forma de apêndice5.
Denição 14 Sejam r uma reta e A um ponto não incidente a r numa geometria de
ordem O = ( ;×; ). Chamaremos de semi-plano rA ao conjunto de pontos rA = fC 2
  : A;Cjrg. (g.3.7)
Teorema 20 6Sejam O = ( ;×; ) uma geometria de ordem, r 2 ×uma reta e A e B
pontos tais que AjB; r. Então
  = rA [ rB [ r e rA \ rB = rA \ r = rB \ r = ?:
5As referidas demonstrações encontram-se no Apêndice B.
6Demonstração pode ser obtida na ref. [2].
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Figura 3.7: Semi-plano rA
Denição 15 Sejam A, B e C pontos não colineares. O triângulo ABC é o conjunto
de pontos ABC = AB [ BC [ CA. Os pontos A, B e C são chamados de vértices do
triângulo ABC e os segmentos AB, BC e AC são os lados do triângulo ABC.
Repare que pela denição decorre que ABC = CBA = BAC = CAB = ACB =
BCA.
Deniremos na próxima seção, uma nova relação que ampliará o número de restrições
impostas a geometria que estudaremos.
Capítulo 4
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Denição 16 Sejam O = ( ;×; ) uma geometria de ordem e A e B pontos distintos.
Chamaremos de semi-reta
 !
AB (denotada simplesmente por
 !
AB) ao conjunto de pontos
 !
AB = AB [ fC 2   : A B  Cg.
Note que pela denição, todos os pontos do segmento AB pertencem à semi-reta
 !
AB
e portanto AB   !AB.
Pela denição que demos a relação de estar entre no modelo euclideano (E), podemos
constatar que se tomarmos dois pontos distintos A e B, a semi-reta
 !
AB será:
 !
AB = fC 2  E : C = A+ t(B   A); t 2 R+g:
Observe que a diferença entre a semi-reta
 !
AB e a reta
 !
AB no modelo euclideano,
está no fato de que na semi-reta, a variável t pode variar apenas nos números reais não-
negativos, enquanto que na reta
 !
AB, esta pode variar nos reais. Como decorrência desse
fato, vemos que a semi-reta
 !
AB está contida na reta
 !
AB.1
Da mesma forma, levando-se em consideração a denição dada à relação de estar
entre no plano hiperbólico (H), podemos concluir que se C = (xC ; yC) e D = (xD; yD)
são pontos distintos pertencentes ao plano hiperbólico, então:
xC = xD = k decorre que
  !
CD = fA = (xA; yA) 2 kL : (yA  yC se yD > yC) ou (yA  yC se yD < yC)g:
Diremos para esse caso que a semi-reta
  !
CD é do tipo I. (g.B.1)
xC 6= xD vem que
  !
CD = fA = (xA; yA) 2 cLr : (xC < xA se xD < xA) ou(xA < xC se xD < xC)g
1Esse fato é verdadeiro para qualquer geometria de ordem e sua demonstração pode ser obtida na ref.
[2].
25
CAPÍTULO 4. GEOMETRIA DE CONGRUÊNCIA 26
onde C;D 2 cLr. Para esse caso, diremos que   !CD é uma semi-reta do tipo II.(g.B.1)
Figura 4.1:
 !
AC e
 !
FG são semi-retas do tipo I enquanto que
 !
AB e
  !
DE são semi-retas do
tipo II
Denição 17 Sejam A, B e C pontos não colineares em uma geometria de ordem. O
ângulo \CAB é o conjunto \CAB =  !AB [  !AC. Além disso, o ponto A é chamado de
vértice do ângulo \CAB.
Pela nossa denição de ângulo, as duas semi-retas que o formam são denidas por três
pontos não colineares e por isso não pertencem ambas a mesma reta. Quando tivermos
3 pontos colineares A, B e C de forma que A  B  C, diremos que as semi-retas  !BA e  !
BC são semi-retas opostas. Na gura B.1 podemos ver um exemplo de ângulo. O ângulo
\BAC é formado por uma semi-reta do tipo I em união a uma outra semi-reta do tipo
II.
Denição 18 Sejam O = ( ;×; ) uma geometria de ordem, S o conjunto dos segmentos
de O e A o conjunto dos ângulos de O. Uma relação de congruência em O (denotada
por ) é uma relação binária em S ( S  S) ou em A (  A  A) tal que as
propriedades C(1) a C(6) abaixo são satisfeitas.
C(1) Para todo segmento AB e para toda semi-reta
  !
CD, existe um único ponto E 2  !
CD tal que E 6= C e CE  AB (g.B.2);
Figura 4.2: E 2   !CD; E 6= C e CE  AB
C(2) Se AB  CD e AB  EF então CD  EF . Além disso, AB  AB;
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Figura 4.3: AC  A0C 0
C(3) (Soma de segmentos) Se A B C, A0 B0 C 0, AB  A0B0 e BC  B0C 0 então
AC  A0C 0 (g.B.3);
C(4) Se \BAC é um ângulo, rD um semi-plano e B0 e C 0 pontos distintos incidentes
a r, então existe uma única semi-reta
  !
B0A0 2 rD tal que \BAC  \A0B0C 0 (g.B.4);
Figura 4.4: \BAC  \A0B0C 0
C(5) Se \BAC  \DEF e \BAC  \GHI então \DEF  \GHI: Além disso,
\BAC  \BAC:
Para enunciarmos a sexta propriedade, precisaremos da denição que segue:
Denição 19 Sejam ABC e A0B0C 0 triângulos. Diremos que ABC  A0B0C 0 (ABC é
congruente a A0B0C 0) se:
AB  A0B0, BC  B0C 0, CA  C 0A0, \ABC  \A0B0C 0, \BCA  \B0C 0A0 e
\CAB  \C 0A0B0.
C(6) (LAL) Sejam ABC e A0B0C 0 triângulos. Se BA  B0A0, \BAC  \B0A0C 0 e
AC  A0C 0, então os triângulos ABC e A0B0C 0 são congruentes. (g.B)
A última propriedade é abreviada por LAL para enfatizar que os dois triângulos dados
serão congruentes se possuirem Lado, Ângulo e Lado congruentes nessa ordem.
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Figura 4.5: ABC  A0B0C 0 pelo caso LAL
É importante destacar que a relação é usada para denotar congruência entre segmen-
tos, ângulos e triângulos, no entanto as 3 relações são distintas, mesmo sendo representadas
pelo mesmo símbolo.
Observe que não existe um axioma que garanta que ângulos possam ser somados
(análogo ao axioma C(3) para segmentos). Isto deve-se ao fato de que esta propriedade
pode ser demonstrada como decorrência dos axiomas enunciados e por isso não é necessário
que seja imposta em forma de axioma.
Daremos agora uma denição precisa do tipo de geometria que estamos estudando
neste momento.
Denição 20 Fixada uma geometria de ordem O = ( ;×; ), dizemos que a quádrupla
ordenada C = ( ;×; ;) é uma geometria de congruência, onde  é uma relação de
congruência em O.
Enunciaremos a seguir alguns teoremas de fundamental importância para nosso estudo.
Teorema 21 (Simetria) AB  CD ) CD  AB.
Demonstração:
AB  CD por hipótese e AB  AB pelo axioma C(2), então pelo mesmo axioma
decorre que CD  AB.
C.Q.D.
Teorema 22 2Se num triângulo ABC, AB  AC então \B  \C.
Demonstração:
2Num triângulo ABC, o ângulo \ABC será simplesmente representado por \B, uma vez que essa
notação não deixa dúvidas em um triângulo.
Este teorema garante que um triângulo isósceles (triângulo com dois lados congruentes) sempre possui
ângulos congruentes em sua base.
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Considere um triângulo ABC tal que AB  AC (g.4.6) (para facilitar o entendi-
mento, desenhamos uma cópia deste com os vértices B e C em lugares trocados). Anal-
isando o triângulo ABC e o triângulo ACB (mesmo triângulo com os vértices em posição
diferente) vemos que AB  AC (hipótese), AC  AB (hipótese e teorema 21) e como
\A  \A (axioma C(5)) então pelo axioma C(6) decorre ABC  ACB, donde concluí-
mos (pela denição de congruência de triângulos) que \B  \C.
C.Q.D.
Figura 4.6: ABC  ACB
Teorema 23 (Subtração de segmentos) 3Se A  B  C, D  E  F , AB  DE e
AC  DF então BC  EF: (g.4.7)
Figura 4.7: BC  EF
Teorema 24 Se AC  DF , então para qualquer ponto B entre A e C (AB C), existe
um único ponto E entre D e F (D  E  F ) tal que AB  DE.
Veja que pelo teorema da subtração de segmentos, imediatamente decorre que teremos
também BC  EF .
Para enunciarmos o próximo teorema, precisaremos de uma denição.
3Serão apresentados alguns teoremas sem demonstração, as quais podem ser obtidas na ref. [2].
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Denição 21 Numa geometria de congruência sejam dados dois segmentos AB e CD.
Dizemos que o segmento AB é menor que CD (denotado por AB < CD) se existir um
ponto E tal que C E D e além disso, AB  CE. Nesse caso também diremos que CD
é maior que AB (denotado por CD > AB). (g.4.8)
Figura 4.8: C  E D e AB  CE ) AB < CD
Teorema 25 (Tricotomia de segmentos) Para quaisquer AB e CD segmentos, uma
e somente uma das seguintes condições ocorre:
AB < CD; CD < AB ou AB  CD
Teorema 26 Se AB < CD e CD  EF então AB < EF .
Teorema 27 (Transitividade de segmentos) AB < CD e CD < EF ) AB < EF .
Observe que a relação < é uma relação de ordem total entre segmentos.
Denição 22 Um ponto A é interior ao ângulo \BCD se A;Bj !CD e A;Dj !BC.
(g.4.9)
Teorema 28 (LLL) Dois triângulos ABC e DEF são congruentes se AB  DE, BC 
EF e AC  DF .
Teorema 29 (ALA) Dois triângulos ABC eDEF são congruentes se \B  \E, BC 
EF e \C  \F .
Denição 23 Dois ângulos \ABC e \DEF são ditos serem ângulos adjacentes se  !
BC =
  !
ED,
 !
BA 6=  !EF , A não é ponto interior ao ângulo \DEF , bem como F não é
ponto interior ao ângulo \ABC. (g.4:10)
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Figura 4.9: O ponto A é interior ao ângulo \BCD
Figura 4.10: \ABC e \DEF são ângulos adjacentes
Denição 24 Dois ângulos \ABC e \CBF são suplementares se são adjacentes e
A  B  F . Nesse caso, diremos que o ângulo \CBF é o suplemento de \ABC e
reciprocamente. (g.4.11)
Teorema 30 Dois ângulos são congruentes se e somente se seus suplementos são con-
gruentes.
Denição 25 Se um ângulo for congruente ao seu suplemento, então diremos que este
será um ângulo reto. (g.4.12)
Denição 26 Uma reta r é perpendicular a reta s (denotado por r ? s) se r e s
forem concorrentes num ponto P e para pontos quaisquer A 2 r e B 2 s, A 6= P 6= B,
tivermos \APB reto. (g.4:12)
Teorema 31 Para toda reta r e todo ponto P , existe uma única reta s passando por P
tal que s ? r.
Teorema 32 Todos os ângulos retos são congruentes entre si.
Denição 27 Sejam A e B pontos distintos. O ponto O é chamado de ponto médio
do segmento AB se O pertence a reta
 !
AB e AO  OB.
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Figura 4.11: \ABC e \CBF são suplementares
Figura 4.12: \APB é reto
Teorema 33 Todo segmento AB possui um único ponto médio O. Além disso, AOB.
Denição 28 Uma reta
 !
AB é uma bissetriz do ângulo \CDE se D pertence a reta !
AB, B é ponto interior a este ângulo e \EDB  \BDC.
Teorema 34 Todo ângulo possui uma única bissetriz.
Denição 29 Sejam A, B, C e D pontos tais que A  B  C e D =2  !AB. Consideremos
o triângulo BCD. Os ângulos \BDC e \BCD são chamados de ângulos remotos
relativos ao ângulo \ABD, enquanto que este último é dito um ângulo exterior ao
triângulo BCD. (g.4:13)
Figura 4.13: Ângulo exterior e ângulos remotos
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Teorema 35 Um ângulo exterior a um triângulo é sempre maior que cada um de seus
dois ângulos remotos.
Teorema 36 Duas retas distintas e perpendiculares a uma mesma reta são retas parale-
las.
Denição 30 Um ângulo menor que um ângulo reto é dito ser um ângulo agudo, en-
quanto que um ângulo maior que um ângulo reto é chamado de ângulo obtuso.
Teorema 37 Qualquer triângulo possui dois ângulos agudos.
Teorema 38 Em qualquer triângulo, o maior lado é oposto ao maior ângulo e reciproca-
mente.
Teorema 39 Em todo triângulo um lado qualquer é menor do que a soma e maior do
que a diferença entre os outros dois lados.
Teorema 40 (LAA) Se AC  DF , \A  \D e \B  \E, então os triângulos ABC
e DEF são congruentes.
Corolário 1 Se r é uma reta e P é um ponto não incidente a r então existe pelo menos
uma reta m tal que m é paralela a r.
Vemos nesse corolário um resultado particularmente importante que garante a ex-
istência de retas paralelas. Através dele, chegamos ao resultado de que nenhum modelo
de geometria elíptica pode ser uma geometria de congruência, uma vez que neste tipo de
geometria (elíptica) não existem retas paralelas.
Uma observação importante cabe aqui. Note que conseguimos mostrar a existência de
retas paralelas, no entanto, veremos posteriormente que o modelo euclideano e o hiper-
bólico satisfazem todos os axiomas de congruência utilizando as denições que daremos
para congruência em cada um desses modelos. Podemos concluir portanto que é impos-
sível provarmos para uma geometria de congruência que por um ponto fora de uma reta
passa uma única paralela a esta reta (no plano hiperbólico isso não ocorre). Da mesma
maneira, também não é possível mostrarmos apenas com os axiomas que anunciamos até
aqui, que por um ponto fora de uma reta passa mais de uma paralela a esta reta, uma
vez que o modelo euclideano satisfaz todos os axiomas vistos até aqui e no entanto não
verica essa propriedade. Assim, podemos ver que a unicidade (ou não) de paralelas é
uma propriedade independente dos axiomas de congruência.
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4.1 Congruência no plano euclideano
Usaremos daqui em diante as propriedades do produto interno e norma canônica para
o espaço vetorial R2. Daremos a seguir sua denição e algumas de suas propriedades
básicas:
Sejam  !v = (xv; yv) e  !w = (xW ; yW ) vetores pertencentes ao R2. O produto interno
canônico !v por  !w (denotado por h !v ; !w i) é denido como h !v ; !w i = x
V
x
W
+ y
V
y
W
.
Algumas propriedades4:
P(i) h !v ; !w i = h !w ; !v i para quaisquer  !v e  !w vetores pertencentes a R2;
P(ii) h !w ; !w i > 0 para todo  !w não nulo;
P(iii) h !w ; !w i = 0 se e somente se  !w é o vetor nulo;
P(iv) hK !v ; !w i = Kh !v ; !w i onde K é um número real e  !w e  !v vetores pertencentes
ao R2.
A norma canônica de  !v (denotada por jj !v jj) é denida da seguinte maneira: jj !v jj =p
h !v ; !v i.
Vejamos algumas propriedades básicas:
N(i) jj !v jj  0 e jj !v jj = 0 se e somente se  !v = (0; 0);
N(ii) jjK !v jj = jKj:jj !v jj para qualquer K real e  !v vetor.
O plano euclideano e o plano hiperbólico são os dois principais modelos de nosso
estudo. Constataremos a seguir que ambos satisfazem todos os axiomas de congruência,
conforme as denições que daremos a congruência de ângulos e segmentos em cada um
destes modelos. Porém, precisaremos antes de tudo mostrar o teorema que segue:
Teorema 41 Sejam A, B e C pontos distintos em R2. Se D e E são pontos distintos de
de B, tais que D 2  !BA e E 2   !BC, então
hA B;C  Bi
jjA Bjj:jjC  Bjj =
hD  B;E  Bi
jjD  Bjj:jjE  Bjj
Veja gura 4.14.
Demonstração:
Como D 2  !BA e D 6= B teremos
D = B + t0(B   A); t0 > 0) D  B = t0(B   A); t0 > 0:
Mas E 2   !BC e E 6= B então
E = B + t1(B   C); t1 > 0) E  B = t1(B   C); t1 > 0
4Para as demonstrações detalhadas dessas propriedades, sugerimos como bibliograa a ref. [3].
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Figura 4.14: D 2  !BA e E 2   !BC
Além disso, temos
hD  B;E  Bi
jjD  Bjj:jjE  Bjj =
ht0(B   A); t1(B   C)i
jjt0(B   A)jj:jjt1(B   C)jj =
t0t1h(B   A); (B   C)i
t0t1jjB   Ajj:jjB   Cjj
pelas propriedades P(iv), N(i) e por serem t0 e t1 positivos. Logo
hA B;C  Bi
jjA Bjj:jjC  Bjj =
hD  B;E  Bi
jjD  Bjj:jjE  Bjj
C.Q.D.
O teorema acima mostra que se as semi-retas
 !
BA =
  !
BD e
  !
BC=
  !
BE (e portanto o
ângulo \ABC "coincide"com o ângulo \DBE) então teremos
hA B;C  Bi
jjA Bjj:jjC  Bjj =
hD  B;E  Bi
jjD  Bjj:jjE  Bjj
isto é, este número mantem-se constante, independente do ponto que escolhemos em cada
uma das semi-retas que formam o ângulo. Intuitivamente, vemos que esse número depende
somente da "abertura"existente entre essas semi-retas.
É importante reparar que o vetor A B tem a mesma direção da semi-reta  !AB (veja
gura 4.14), assim como B   C possui a mesma direção da semi-reta   !BC.
Este teorema é necessário para que tenhamos a próxima denição:
Denição 31 A relação de congruência para ângulos no modelo euclideano (de-
notada por E) é denida da seguinte forma:
\EFG E \HIJ , hE   F;G  F ijjE   F jj:jjG  F jj =
hI  H; J   Ii
jjI  Hjj:jjJ   Ijj .
Denição 32 A relação de congruência para segmentos no modelo euclideano
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(também denotada por E) é denida da seguinte forma:
AB E CD , jjA Bjj = jjC  Djj.
Apelando para conhecimentos de álgebra linear, pode-se notar que o número jjA Bjj
(norma do vetor A B) representa o comprimento do segmento AB.
Até aqui, chamamos a tripla ordenada E = ( E;×E; E) de plano euclideano ou modelo
euclideano. Para evitarmos confusão e não termos necessidade de mudar o nome para cada
relação incrementada, a partir desse momento usaremos esses nomes para a quádrupla
ordenada E = ( E;×E; E;E), onde E é a relação de congruência no modelo euclideano
denida acima.
Raciocínio análogo será aplicado ao plano hiperbólico.
A vericação de que o plano euclideano é uma geometria de congruência é posta em
forma de apêndice devido a sua grande extensão5.
Teorema 42 AB < CD no plano euclideano se e somente se jjA Bjj < jjC  Djj.
Com as vericações, concluímos que o plano euclideano é uma geometria de congruên-
cia e como consequência disso, todos os teoremas até aqui demonstrados são assegurados
para este modelo. Em especial, o corolário 1 conrma a armação que havíamos feito
ainda em geometria abstrata, onde dissemos que nesse modelo existiam retas paralelas.
Apenas a nível de ilustração e para vericarmos a independência do primeiro axioma de
congruência (C(1)) em relação aos axiomas de geometria abstrata, incidência, ordem e os
demais axiomas de congruência, daremos o exemplo do plano racional, o qual satisfazerá
todos os axiomas enunciados até aqui, com exceção apenas do axioma C(1).
4.2 O modelo do plano racional
Seja
 Q = Q2 = f(x; y) : x; y 2 Qg
e considere os seguintes subconjuntos de  Q:
LQA = f(x; y) 2 Q2 : x = ag
onde a é uma constante pertencente aos racionais;
LQm;b = f(x; y) 2 Q2 : y = mx+ bg
onde m e b são números racionais xados.
5Veja Apêndice C.
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Dena ×Q como sendo a coleção dos conjuntos LQa e L
Q
m;b para todos os possíveis a, m
e b pertencentes aos racionais.
Dena também a relação  da seguinte maneira: A  B  C no plano racional se e
somente se A e C são distintos e B = A+ t(C A) para algum t racional entre zero e um
(0 < t < 1).
Proposição 43 A tripla ordenada OQ = ( Q;×Q; ) é uma geometria de ordem.
Demonstração:
Repare a grande semelhança entre o plano racional e o plano euclideano.
As vericações de A(1) e A(2) são idênticas àquelas feitas no plano euclideano. É im-
portante observarmos que m e b que escolhemos para mostrar A(1) são números racionais.
Para mostrarmos A(2) no plano euclideano, encontramos dois pares ordenados. Repare
que suas coordenadas são números racionais.
As propriedades I(1) e I(2) também são mostradas de maneira idêntica aquela feita
no plano euclideano.
Para vericarmos as propriedades de ordem (O(1) a O(4)) precisaremos de um pouco
mais de cuidado. Devemos notar que Q2 não é um espaço vetorial sobre R, no entanto
podemos denir retas com sendo
 !
AB = fC 2 PE : C = A+ t(B A); t 2 Qg, de maneira
análoga a que zemos no plano euclideano e se chamarmos de RQ a coleção de todos os
conjuntos
 !
AB onde A e B são distintos e pertencem a  Q = Q2, podemos mostrar também
da mesma forma que RQ = ×Q.
Repare que as retas no plano racional são subconjuntos das retas do plano euclideano,
asssim como o próprio plano racional é um subconjunto do plano euclideano.
Podemos fazer todas as demonstrações para provarmos que OQ é uma geometria de
ordem de maneira análoga ao que foi feito no plano euclideano, tomando-se apenas o
cuidado de colocarmos números racionais no lugar de reais onde for pertinente e reparar
que encontraremos sempre números racionais onde for necessário. Não faremos essas
demonstrações por serem elas muito parecidas àquelas feitas no plano euclideano.
Com essas vericações análogas as vericações feitas no plano euclideano, vemos que
OQ é de fato uma geometria de ordem.
C.Q.D.
Agora, se denirmos congruência entre segmentos e entre ângulos no plano racional
exatamente como denimos no plano euclideano e utilizando as mesmas demonstrações
que zemos nesse modelo, podemos concluir que todos as propriedades de geometria de
congruência são satisfeitas, com exceção apenas de C(1). Observe que na demonstração
dessa propriedade, tomamos um número
t0 =
jjA Bjj
jjA0  B0jj
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e concluímos que
C = A0 + t0(B0   A0)
é o ponto que procuramos, no entanto não podemos ter certeza de que C é um ponto
pertencente ao plano racional, uma vez que também não temos a certeza de que t0 é um
número racional.
Como um contra-exemplo para a propriedade C(1), podemos tomar os pontos A =
(0; 1); B = (1; 0) e O = (0; 0) pertencentes ao plano racional (g.4.15). Veja que
jjA Bjj = jj( 1; 1)jj =
p
( 1)2 + (1)2 =
p
2:
Se tentarmos encontrar um ponto C = (xC ; yC) na semi-reta
  !
OB (eixo x), tal que o
segmento OC seja congruente a AB, teremos forçosamente que
jjA Bjj = jjO   Cjj )
p
2 = jj( xC ; yC)jj )
p
2 =
p
( xC)2 + ( yC)2
o que implica que p
2 =
p
( xC)2
uma vez que C está sobre o eixo x (semi-reta
  !
OB) e então teremos que jxC j =
p
2) xC =p
2 porque C está sobre o eixo x no sentido positivo (semi-reta
  !
OB) e com isso vemos que
o ponto C não pertence ao plano racional, pois sua primeira coordenada não é um número
racional (
p
2), donde conclui-se que o plano racional, com a denição de congruência entre
ângulos e segmentos dada da mesma maneira que o plano euclideano, satisfaz todos os
axiomas para ser uma geometria de congruência, com exceção do axioma C(1), logo, este
axioma é independente de todos os outros colocados até este ponto, conforme queríamos
mostrar.
Figura 4.15: C =
 p
2; 0

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4.3 Congruência no plano hiperbólico
Veremos agora, como podemos denir ângulo no plano hiperbólico.
Primeiramente, repare que o conjunto de pontos do plano hiperbólico está contido no
conjunto de pontos do plano euclideano
 E = R
2 = f(x; y) : x; y 2 Rg e  H = f(x; y) 2 R2 : y > 0g:
Informalmente, mediremos o cosseno de um ângulo \ABC no plano hiberbólico (no
sentido da Geometria Analítica euclideana), encontrando um vetor tangente às semi-
retas
 !
BA e
  !
BC. Após issso, faremos o mesmo processo feito no plano euclideano para
encontrarmos o ângulo entre entre vetores. (g.4.16)
Figura 4.16: \DCE e \ABF são ângulos no plano hiperbólico
Numa semi-reta
  !
CD do tipo I (que geometricamente é traçada numa linha reta)
podemos ecolher o próprio vetor vertical D   C tangente a semi-reta e com o mesmo
sentido da semi-reta
  !
CD.
Numa semi-reta do tipo II, a escolha é mais difícil, no entanto podemos aplicar o
seguinte raciocínio:
Geometricamente, uma reta do tipo II é uma semi-circunferência (no sentido euclid-
eano) e podemos utilizar sua equação, diferenciando-a implicitamente para encontrarmos
um vetor tangente no ponto A de uma semi-reta
 !
AB.
A equação de uma reta do tipo II (cLr) é (x   c)2 + y2 = r2. Diferenciando-se
implicitamente teremos:
2(x  c) + 2y dy
dx
= 0) dy
dx
=
c  x
y
é a inclinação da reta tangente (no sentido euclideano) em um ponto (x; y) pertencente
a cLr. Podemos então concluir que o vetor (y; c   x) é um vetor tangente a reta cLr
no ponto (x; y). Como queremos um vetor partindo do ponto A, encontraremos então
o vetor (yA; c   xA), no entanto temos um inconveniente. O vetor dado não respeita
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o sentido da semi-reta, pois o encontramos levando-se em conta apenas o ponto A e
esquecendo o ponto B, por isso, o vetor correto deverá ser o vetor (yA; c   xA) ou
 1(yA; c  xA) = ( yA; xA   c). (g.4.17)
Figura 4.17: (yA; c  xA) e ( yA; xA   c) são vetores tangentes
Repare na gura acima, que se B00 está "a direita de"A00, então o vetor que devemos
tomar para que ele tenha o mesmo sentido da semi-reta
 !
AB é o vetor que possui a primeira
coordenada positiva (aponta para direita) o qual só poderá ser o vetor (yA; c  xA). Caso
contrário, devemos tomar o vetor ( yA; xA   c).
Assim sendo, mediremos (no sentido da geometria analítica euclideana) o cosseno do
ângulo entre duas semi-retas no plano hiperbólico da seguinte maneira:
cos =
h !u ; !v i
jj !u jj:jj !v jj
onde  !u e  !v são os vetores tangentes às semi-retas que formam o ângulo, calculados da
seguinte maneira para uma semi-reta
 !
AB:
 !u = B   A caso  !AB seja do tipo I;
 !u = (yA; c  xA) caso  !AB seja do tipo II e xA < xB;
 !u = ( yA; xA   c) caso  !AB seja do tipo II e xB < xA.
O vetor !v é encontrado da mesmamaneira. Este método motiva as seguintes denições:
Denição 33 No plano hiperbólico, dizemos que o vetor U 2 R2 é um vetor tangente
a uma semi-reta
 !
AB se:
U = B   A caso  !AB seja do tipo I;
U = (yA; c  xA) caso  !AB seja do tipo II e xA < xB;
U = ( yA; xA   c) caso  !AB seja do tipo II e xB < xA.
Essa denição serve como suporte para a próxima:
Denição 34 A relação de congruência entre ângulos no modelo hiperbólico (de-
notada por H) é denida da seguinte forma:
\ABC H \A0B0C 0 , h
 !u ; !v i
jj !u jj:jj !v jj =
h !u0 ; !v0 i
jj !u0 jj:jj !v0 jj
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onde onde  !u ,  !v ,  !u0 e  !v0 são vetores tangentes respectivamente às semi-retas  !BA,   !BC,  !
B0A0 e
  !
B0C 0.
Para denirmos como será a congruência entre segmentos no plano hiperbólico, pre-
cisamos pensar um pouco, pois veja que uma medida no sentido euclideano não vericará
os axiomas necessários. Por exemplo, para uma reta do tipo I, se tomarmos um ponto
A = (xA; yA) e tomarmos um segmento CD que tenha uma medida euclideana maior do
que o valor de yA, então o axioma C(1) não será satisfeito, uma vez que não conseguiremos
encontrar um ponto E na semi-reta
 !
AB (B = (xA; yB) e yB < yA) tal que AE  CD,
pois o segmento AE passará o limitedo plano hiperbólico (eixo x) e terá pontos com a
segunda coordenada negativa. (g.4.18)
Figura 4.18: E =2  H
Precisamos de uma medida para segmentos de forma que, ao nos aproximamos do eixo
x, está medida se dilatee nos dê valores maiores, de modo que jamais possamos ultra-
passar ou mesmo alcançar o eixo x. Intuitivamente, o eixo x faz o papel do horizonte
para esse modelo de geometria.
Podemos resolver este problema utilizando a escala logarítmica, pois se por exemplo
tomarmos dois pontos A = (k; yA) e B = (k; yB), incidentes a reta kL, poderemos denir
como a medida hiperbólica do segmento AB o número
dH(A;B) = jln(yA)  ln(yB)j =
lnyAyB
 :
Assim sendo, conseguiremos medidas tão grande quanto quisemos, bastando tomar o
ponto B sucientemente próximo ao horizonte (yB pequeno). Observe que se o ponto
B aproxima-se do horizonte, o número yB aproxima-se de zero, e então o número que
representa a medida de AB
ln( yAyB ) tende ao innito, isto é,
lim
yB !1
lnyAyB
 =1
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Note que dH(A;B) = 0 se e somente se A = B. Repare ainda que d(A;B)  0.
Esta justicativa nos sugere a seguinte denição:
Denição 35 6Seja O = ( ;×; ) uma geometria de ordem. d :       ! R é uma
função distância em O se para todo A;B 2   tivermos:
D(i) d(A;B)  0 para todos A e B pertencentes a  ;
D(ii) d(A;B) = 0, A = B;
D(iii) d(A;B) = d(B;A).
Denição 36 Sejam O = ( ;×; ) uma geometria de ordem e l pertencente a ×uma reta.
Diremos que 	 : l! R é uma régua para l relativa à função distância d se:
R(i) 	 é bijetiva;
R(ii) j	(A) 	(B)j = d(A;B) onde d é uma função distância em O.
Denição 37 Dados dois pontos A = (xA; yA) e B = (xB; yB) pertencentes ao plano
hiperbólico, denimos a distância hiperbólica entre esses dois pontos da seginte maneira:
dH(A;B) = jln(yA)  ln(yB)j caso A e B pertençam a uma reta do tipo I (xL);
dH(A;B) =
lnxA c ryA   lnxB c ryB  caso A e B pertençam a uma reta do tipo II
(cLr).
Teorema 44 7A distância hiperbólica é uma função distância.
Teorema 45 (Teorema da régua) Dados dois pontos A = (xA; yA) e B = (xB; yB)
pertencentes ao plano hiperbólico, então as funções dadas por

(x; y) = ln(y)
e
	(A) = ln

xA   c  r
yA

são réguas respectivamente a uma reta do tipo I (xL) e uma do tipo II (cLr) relaticas à
distância hiperbólica dH .
Exibiremos agora dois teoremas a respeito de réguas, no entanto não entraremos nos
méritos de suas demonstrações.8
Teorema 46 (Teorema da recolocação da régua) Se P e Q são pontos distintos in-
cidentes a uma reta r numa geometria de ordem munida de uma função distância d, então
existe uma régua f onde f(P ) = 0 e f(R) > 0 para todo ponto R pertencente à semi-reta !
PQ.
6Comumente, a denição de distância exige uma quarta propriedade chamada de desigualdade trian-
gular (d(A;B)  d(A;C)+d(C;B) para quaisquer A,B e C), mas no presente trabalho decidimos utilizar
essa denição seguindo o padrão utilizado na ref. [6].
7A demonstração deste e do próximo teorema podem ser encontradas no Apêndice D.
8O leitor interessado nestas, deve consultar a ref. [6].
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O teorema acima nos dá a idéia intuitiva que podemos escolher um ponto qualquer
em uma reta para ser o ponto de coordenada zeroe uma direção preferencial na qual
um ponto terá uma coordenada positiva.
Teorema 47 No plano hiperbólico, se A H B H C então dH(A;C) = dH(A;B) +
dH(B;C):
Denição 38 A relação de congruência entre segmentos no modelo hiperbólico
(denotada também por H) é denida da seguinte forma:
AB H A0B0 , dH(A;B) = dH(A0; B0)
Com essas denições de congruências entre ângulos e segmentos no modelo hiper-
bólico, seremos capazes de mostrar que o plano hiperbólico, em conjunto com a relação
de congruência nesse modelo, será uma geometria de congruência, conforme a próxima
proposição.
Proposição 48 O plano hiperbólico H = ( H ;×H ; H ;H) é um modelo de geometria de
congruência.
Demonstração:
Os axiomas C(2) e C(5) são imediatamente vericados. Veriquemos então os demais
iniciando pelo axioma C(1).
Seja
 !
AB uma semi-reta e CD um segmento. Considere k = dH(C;D). Pelo teorema da
recolocação da régua, podemos encontrar uma régua f para a reta
 !
AB tal que f(A) = 0
e f(B) > 0. Dessa maneira vemos que um ponto E é pertencente a semi-reta
 !
AB e
AE H CD, se e somente se
jf(A)  f(E)j = jf(C)  f(D)j = dH(C;D) = k ) j0  f(E)j = k ) f(E) = k
uma vez que f(E) > 0. Com isso, concluímos que AE H CD, se e somente se E =
f 1(k). Mas existe um único ponto f 1(k), logo E é o único ponto da semi-reta
 !
AB tal
que AE H CD.
Para a vericação de C(3), suponha que tenhamos A, B, C, A0, B0 e C 0 pontos
pertencentes ao plano hiperbólico tais que
A H B H C; A0 H B0 H C 0; AB H A0B0 e BC H B0C 0:
Pelo teorema último teorema decorre que
dH(A;C) = dH(A;B) + dH(B;C) = dH(A
0; B0) + dH(B0; C 0) = dH(A0; C 0)
logo AC H A0C 0.
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As propriedades C(4) e C(6) são de difícil vericação e não serão apresentadas.9
C.Q.D.
Veremos em seguida um importante conjunto de axiomas, os quais formarão o que
futuramente chamaremos de geometria de continuidade.
9A ref. [6] apresenta uma vericação dessas propriedades mas com uma abordagem diferente da que
estamos utilizando.
Capítulo 5
GEOMETRIA DE
CONTINUIDADE
Este grupo de axiomas, resultará em importantes teoremas, uma vez que a partir deles,
conseguiremos correlacionar pontos de uma reta a números reais e pontos em um plano
com pares de números reais, permitindo-nos medir segmentos e ângulos em qualquer
geometria que respeite estas propriedades.
Denição 39 Seja C = ( ;×; ;) uma geometria de congruência. Diremos que C é uma
geometria de continuidade se:
K(1) (axioma de Arquimedes): Se A1B e CD são segmentos, então existe um número
nito de pontos A2; A3; :::; An situados na reta
 !
AB, tais que A1  A2  A3; A2  A3 
A4; :::; An 2An 1An, CD é congruente a cada um dos segmentos A1A2; A2A3; A3A4; :::; An 1An
e A1 B  An. (g.5.1)
Figura 5.1: Axioma de Arquimedes
K(2) (axioma de Cantor): Seja A1B1; A2B2; :::; AnBn; ::: uma sequência innita de
segmentos contidos numa reta. Se An+1Bn+1 está contido em AnBn para todo n 2 N e
além disso, para todo segmento DE existir k 2 R tal que AkBk é menor que DE, então
existe um ponto C pertencente a cada um dos segmentos da sequência. (g.5.2)
O axioma K(2) é às vezes chamado de princípio dos intervalos encaixantes.
O axioma de Arquimedes assegura que em nossa geometria, se tomarmos dois segmen-
tos CD ("pequeno") e AB ("grande"), independente de seus comprimentospoderemos
45
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Figura 5.2: Axioma de Cantor
sempre construir um número nito de cópiaslado a lado do segmento menor, de foma
que o segmento resultante ultrapassa o maior.
Na propriedade K(2) não exigimos que o ponto C seja único, mas isto é um fato e
pode ser provado, conforme faremos no teorema abaixo:
Teorema 49 Nas mesmas hipóteses do axioma de Cantor, existe um único ponto C per-
tencente a cada um dos segmentos da sequência dada.
Dem.: Com efeito, se tomarmos um ponto C 0 distinto de C, então para algum número
natural x, teríamos um segmento AxBx da sequência tal que AxBx é menor que CC 0.
Disso decorre que os pontos C e C 0 não podem ser simultaneamente pertencentes a AxBx.
Como C pertence a todos os segmentos da sequência, conclui-se que C 0 não pode pertencer
a cada um desses segmentos.
C.Q.D.
Posteriormente, veremos dois últimos e importantes axioma que representam um dos
alvos desse trabalho (o axioma das paralelas e sua negação). A geometria de continuidade,
antes do estudo desses axiomas, é também chamada de geometria neutra.
Conforme zemos até aqui, faremos agora a vericação de que o plano hiperbólico e
o plano euclideano são geometrias de continuidade. Essa será a última vericação feita
paralelamente com os dois modelos.
Proposição 50 O plano euclideano E = ( E;×E; E;E) é uma geometria de continuidade.
Demonstração:
Para mostrarmos K(1), usaremos o lema que segue:
Lema 1 A E C E B ) jjA  Cjj+ jjC  Bjj = jjA Bjj.
Demonstração:
A E C E B ) C = A+ t0(B   A)
com
0 < t0 < 1) t0 > 0 e 1  t0 > 1: (I)
Mas
C = A+ t0(B A)) jjA Cjj+ jjC Bjj = jjA A  t0(B A)jj+ jjA+ t0(B A) Bjj
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então
C = jjt0(A B)jj+ jjA(1  t0) B(1  t0)jj = (jt0j+ j1  t0j)jjA Bjj
logo;
jjA  Cjj+ jjC  Bjj = (t0 + 1  t0)jjA Bjj = jjA Bjj
por (I).
C.Q.D.
Observação: A recíproca desse lema também é verdadeira.1
Agora, para mostrar K(1) suponha que sejam dados os segmentos AB e CD. Sejam
x = jjA Bjj e y = jjC  Djj:
Como x e y são números reais positivos, deve existir um número natural n tal que nx > y,
uma vez que o conjunto N  R é ilimitado superiormente em R. Tome na semi-reta  !
CD o único ponto C1 tal que CC1 E AB (este ponto existe pelo axioma C(1)). Da
mesma maneira, tome na semi-reta
  !
CC1 o único ponto C2, tal que C1C2 E AB. Se
repetirmos esse processo n vezes, teremos nalmente que Cn 1Cn E AB. Mas então
teremos Cj 1Cj E AB para todo j variando de 1 até n, donde
nx = njjA Bjj = jjC   C1jj+ jjC1   C2jj+ :::+ jjCn 1   Cnjj = jjC   Cnjj
pelo lema acima, uma vez que C C1 C2; C1 C2 C3; :::; Cn 2 Cn 1 Cn por construção
e de onde decorre que
nx = jjC   Cnjj > y = jjC  Djj:
Pelo teorema 42 concluímos que CCn > CD. Com isso, deve existir um ponto X na semi-
reta
  !
CCn, tal que C  X  Cn e CX  CD, mas este ponto deve ser único pelo axioma
C(1), de onde teremos que X = D e então teremos C D  Cn conforme queríamos.
K(2) : Para demonstrarmosK(2), utilizaremos alguns fatos estudados em análise, mas
não faremos todas as demonstrações2.
assumiremos que o leitor esteja familiarizado com alguns termos e denições dessa
teoria.
Lema 2 Um segmento de reta no plano euclideano com a topologia usual em R2 é um
conjunto compacto.
Demonstração:
Precisamos mostrar que um segmento é um conjunto limitado e fechado. Para isso,
Tome um segmento qualquer AB. Seja k = d(A;B), então o segmento AB está contido
1A demonstração pode ser obtida na ref. [2].
2Essas podem no entanto, ser obtidas na ref. [4].
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numa bola de raio r = 2k e centro em A.
De fato, B pertence a essa bola, uma vez que
d(A;B) = k < 2k = r:
O ponto A é o centro da bola, portanto também pertence a ela. Por último, se um ponto
C é tal que A  C B, então
d(A;C) + d(C;B) = d(A;B)
pelo último lema, então
d(A;C) < d(A;B) = k < 2k
donde C é um ponto pertencente a referida bola. Com isso, concluímos que todo ponto
do segmento AB pertence a bola de raio 2k e centro A, portanto esse segmento é um
conjunto limitado.
Consideraremos sem demontração que todo segmento é um conjunto fechado (este não
é um teorema de difícil demonstração).
C.Q.D.
Demonstração de K(2):
Seja A1B1; A2B2; :::; AnBn; ::: uma sequência innita de segmentos contidos numa reta !
AB. Suponha que An+1Bn+1 está contido em AnBn para todo número n e além disso,
para todo segmento AB da sequência existir um número x tal que AxBx é menor que
AB.
Os segmentos A1B1; A2B2; :::; AnBn; ::: são conjuntos compactos lema acima. Além
disso, A1B1  A2B2  :::AnBn  :::. Uma vez que todos os segmentos são conjuntos não
vazios, mostraremos que existe um ponto X contido em todos os segmentos da sequência.
De fato, para todo n natural escolha xn pertencente a AnBn. Todos os pontos da
sequência (xn) assim obtida pertencem ao compacto A1B1, logo essa sequência possui
uma subseqência convergente, xni  ! X. Mostraremos que X pertence a AnBn para
todo n natural.
Com efeito, dado n arbitrariamente, deve existir ni0 > n e para todo ni > ni0 temos
que xni 2 AniBni  Ani0Bni0  AnBn. Isso é o mesmo que armar que a partir de um
certo índice ni0, todos os termos da sequência (xni) pertencem ao fechado AnBn. Logo
X = limxni pertence a AnBn para qualquer n natural.
C.Q.D.
Para vericarmos que o plano de hiperbólicoH = ( H ;×H ; H ;H) é uma geometria de
continuidade, basta fazermos demonstrações análogas àquelas feitas no plano euclideano,
tomando-se apenas o cuidado de substituir o lema 1 pelo teorema 47 e notar que o último
lema é válido para o plano hiperbólico.
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Enunciaremos agora, uma série de teoremas dos quais demonstraremos apenas o de
número 52.3
Teorema 51 Existe uma única maneira de associarmos um ângulo a um número real de
tal forma que:
i) A medida de um ângulo \A (denotada por \A) é um número real entre 0 e 180,
isto é, 0o < \A < 180o
ii) \A = 90o , \A é reto
iii) \A = \B , \A  \B
iv) Se C é um ponto interior ao ângulo \ABD; então \ABD = \ABC + \CBD
v) Para qualquer número real x : 0 < x < 180, existe \A : \A = xo;
vi) Se \A é suplementar a \B então \A+ \B = 180o;
vii) \A  \B se e somente se \A < \B:
A unidade padrão e natural para compararmos medidas de ângulos é o ângulo reto,
uma vez que todos eles são congruentes dois a dois.
Teorema 52 4Existe uma única maneira de associarmos um segmento a um número real
(a medida do segmento) de tal forma que:
i) A medida de um segmento AB (denotada por AB) é um número real positivo (AB >
0);
ii) Existe um segmento OI tal que OI = 1 (este segmento é chamado de segmento
unitário ou unidade de medida);
iii) AB = CD , AB  CD;
iii) A B  C , AC = AB +BC;
iv) AB  CD , AB < CD;
v) Para qualquer x 2 R+ existe AB : AB = x:
Os dois últimos teoremas nos permitem a associação de ângulos e segmentos com
números reais e facilitam muitas demonstrações, além de nos fornecerem subsídios para
conectarmos a geometria com diversas outras teorias matemáticas.
Teorema 53 (Saccheri-Lambert) A soma da medida dos ângulos internos de qualquer
triângulo é menor ou igual a 180o.
Este último teorema pode parecer estranho a quem costuma utilizar apenas a geome-
tria euclideana. Alguns outros teoremas da geometria neutra podem, à primeira vista,
parecer estranhos e contraditórios. Isso deve-se principalmente ao fato de não termos
ainda provado a unicidade (ou não) de retas paralelas.
De fato, posteriormente precisaremos de um axioma para garantirmos a unicidade de
retas paralelas (no caso da geometria euclideana).
3As demonstrações podem ser obtidas na ref. [2].
4Consulte o Apêndice E para obter a demonstração.
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Denição 40 O defeito de um triângulo ABC é 180o menos a soma da medida dos
ângulos internos deste triângulo.
def(ABC) = 180o   (\A+ \B + \C).
Do teorema Saccheri-Lambert decorre que em qualquer triângulo ABC, def(ABC) 
0:
Teorema 54 (aditividade do defeito) Seja ABC um triângulo e D um ponto tal que
A D B, então def(ABC) = def(ACD) + def(BCD):
Denição 41 Dados quatro pontos A, B, C e D (nunca três deles colineares), a união
dos segmentos AB, BC, CD e DA é um quadrilátero, Os referidos segmentos são os
lados do quadrilátero.
Denição 42 Um retângulo é um quadrilátero cujos ângulos formados entre seus lados
são todos retos.
Teorema 55 Se o defeito de um triângulo é nulo, então retângulos existem e o defeito
de qualquer triângulo é nulo.
Repare que no teorema acima não estamos armando que existe um triângulo cujo
defeito é nulo. Este teorema apenas garante um resultado na condição de tal triângulo
existir.
Teorema 56 Se o defeito de um triângulo é positivo, então o defeito de qualquer triângulo
é positivo.
Veremos nos dois próximos capítulos que nas geometrias euclideanas, o defeito de qual-
quer triângulo é nulo, enquanto que nas geometrias hiperbólicas, este defeito é positivo.
Teorema 57 5Existe uma bijeção entre os pontos de uma reta e os números reais.
Teorema 58 Numa geometria de continuidade, sempre existe uma bijeção entre os pontos
desta geometria e o R2.
Denição 43 Seja AB um segmento e O um ponto. A circunferência de centro em
O e raio AB é conjunto de pontos Q tais que OQ  AB. Além disso, um ponto E será
um ponto interior a esta circunferência se E = O ou se EO não possui ponto algum da
referida circunferência.
Teorema 59 Se uma reta possui um ponto interior de alguma circunferência, então esta
reta possui exatamente dois pontos em comum com a circunferência. (g.5.3)
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Figura 5.3: P é ponto interior a x.
Denição 44 Um ponto é um ponto exterior a uma circunferência se ele não per-
tencer a esta circunferência e nem for interior a ela.
Teorema 60 Se uma circunferência possui um ponto interior e outro exterior a uma
segunda circunferência, então essas duas circunferências possuem exatamente dois pontos
em comum.
5As demonstrações desse teorema e do próximo, podem ser obtidas no apêndice E.
Capítulo 6
GEOMETRIA EUCLIDEANA
Denição 45 Seja C = ( ;×; ;) uma geometria de continuidade. Diremos que C é
uma geometria euclideana, se:
P (1) Para toda reta r e para todo ponto P não incidente a r, existir uma única reta
s passando por P e paralela a r.
Proposição 61 O plano euclideano é uma geometria euclideana.
Demonstração:
Seja Lk uma reta e P = (xP ; yP ) um ponto não incidente a Lk. Obviamente a reta
LxP é paralela a Lk, pois a primeira coordenada de qualquer ponto incidente a LxP deve
ser xP , enquanto que a primeira coordenada de qualquer ponto incidente a Lk deve ser k.
Mas como k é diferente de xP (P não é incidente a Lk) vem que Lk e LxP não possuem
pontos comuns. É claro que P é incidente a LxP . Por outro lado, uma outra reta desse
tipo (Lm) não poderia passar por P , pois nesse caso teríamos m = xP e então Lm = LxP .
Uma reta do tipo La;b nunca é paralela a uma reta do tipo Lk, pois o ponto (k; ak+ b)
pertence a ambas. Portanto LxP é a única reta paralela a Lk e que passa por P .
Agora, se tomarmos uma reta Lm;b e um ponto Q = (xQ; yQ) não incidente a Lm;b,
vemos que tomando
b0 = yQ  mxQ
decorre que a reta Lm;b0 passa por Q e além disso, Lm;b0 é paralela a Lm;b (se não fosse,
teríamos para algum ponto (x; y) tal que
y = mx+ b e y = mx+ b0
donde
b = b0 = yQ  mxQ
e então Lm;b passaria por Q, o que contraria a hipótese). Vamos mostrar que Lm;b0 é a
única reta paralela a Lm;b que passa por Q.
Já vimos que uma reta do tipo Lk não pode ser paralela a uma reta do tipo Lm;b.
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Se tivermos duas retas Lm;b e La;c com m 6= a, então Lm;b e La;c possuem um ponto
comum. De fato, tome
x =
c  b
m  a e y = mx+ b:
Claramente (x; y) pertence a Lm;b. Mas repare que
y = mx+ b = m
c  b
m  a + b =
mc mb+mb  ba
m  a =
mc  ba
m  a =
ac  ac+mc  ba
m  a
portanto
y = a
c  b
m  a + c = ax+ d:
Então (x; y) também pertence a reta La;c. Concluímos que duas retas Lm;b e La;c só
podem ser paralelas se m = a. Portanto a reta Lm;b0 é a única reta paralela a Lm;b que
passa por Q, pois se existisse uma reta Lm;z com essa característica, teríamos que
z = yQ  mxQ = b0
logo Lm;b0 = Lm;z:
Notamos então, que indiferente ao tipo de reta que tomarmos no plano euclideano,
se escolhermos um ponto não incidente a uma reta pré-xada r, teremos uma única reta
paralela a r passando por esse ponto.
C.Q.D.
Com esse resulado, mostramos uma armação feita no início desse trabalho, onde
dissemos que esse modelo seria uma geometria euclideana.
Através do corolário 1, podemos garantir que em qualquer geometria de continuidade,
teremos a existência de retas paralelas, no entanto, não podemos provar que por um ponto
não incidente a uma reta dada, passa uma única reta paralela a esta reta, uma vez que
encontraremos um modelo onde isso não acontece (o modelo hiperbólico).
Em outras palavras, uma geometria de continuidade pode não ser uma geometria
euclideana. Nesse caso, diremos que esta será uma geometria hiperbólica.
Com o a propriedade P (1), completamos a descrição axiomática da geometria mais
comum e intuitiva que conhecemos, a geometria euclideana. Conseguiremos com essa pro-
priedade, mostrar uma série de teoremas que nos parecem bastante familiares. Listaremos
abaixo alguns desses teoremas com os devidos comentários onde forem convenientes1.
Teorema 62 Se r e s são retas paralelas e t é uma reta tal que t é concorrente a r então
t é também concorrente a s.
Denição 46 Sejam r e s retas paralelas e t uma reta concorrente a ambas respectiva-
mente nos pontos A e B. Se P6= A e Q6= B são pontos incidentes respectivamente a r e s
1As demostrações são obtidas na ref. [2].
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e além disso são tais que PjQ,t então dizemos que os ângulos \PAB e \SBA ângulos
alternos internos.
Teorema 63 Se duas retas paralelas são intersectadas por uma terceira, então os ângulos
alternos formados são congruentes. (g.6.1)
Figura 6.1: r e s são retas paralelas
Teorema 64 Em geometria euclideana, retângulos existem e o defeito de qualquer triân-
gulo é nulo.
Teorema 65 Se um quadrilátero é um retângulo, então seus lados opostos são paralelos
e congruentes. (g.6.2)
Figura 6.2: Retângulo
Teorema 66 (Teorema de Tales) Sejam r, m e n retas paralelas e considere s uma
reta concorrente a r, m e n nos pontos A; B e C respectivamente. Considere ainda uma
reta t concorrente as retas r; m e n nos pontos D; E e F respectivamente, então existem
constantes K; J 2 R tais que
AB
DE
=
BC
EF
= K e
AB
BC
=
DE
EF
= J:
Veja gura 6.3.
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Figura 6.3: Teorema de Tales
Denição 47 Sejam ABC e A0B0C 0 triângulos tais que \A  \A0, \B  \B0 e \C 
\C 0. Além disso, assuma que os lados homólogos sejam proporcionais, isto é,
AB
A0B0
=
BC
B0C 0
=
CA
C 0A0
= K:
Nessas hipóteses, diremos que os triângulos ABC e A0B0C 0 são semelhantes (notação
ABC~A0B0C 0). (g.6.4)
Figura 6.4: ABC~A0B0C 0
Teorema 67 Se em dois triângulos ABC e DEF tivermos
\A  \D e \B  \E
então esses dois triângulos são semelhantes.
Teorema 68 Se em dois triângulos ABC e DEF tivermos
\B  \E e AB
DE
=
BC
EF
= K
então esses dois triângulos são semelhantes.
Denição 48 Um triângulo ABC é chamado de triângulo retângulo se \ABC é reto.
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Teorema 69 (Teorema de Pitágoras) ABC é um triângulo retângulo com \ABC
reto se e somente se
AB
2
+BC
2
= AC
2
:
Para o próximo teorema, lembre que o símbolo ? representa perpendicularismo.
Teorema 70 Se a, b, c e d são retas distintas tais que a ? b; b ? c e c ? d então a ? d:
Veja que pela denição de perpendicularismo decorre que esta relação é simétrica, isto
é a ? d) d ? a:
Capítulo 7
GEOMETRIA HIPERBÓLICA
Denição 49 DEF.: Seja C = ( ;×; ;) uma geometria de continuidade. Diremos que
C é uma geometria hiperbólica se:
P (2) para toda reta r e para todo ponto P não incidente a r, existir mais de uma reta
s passando por P e paralela a r.
Observe que P (2) é a precisamente a negação de P (1) (uma vez que já foi mostrado
que retas paralelas existem) e portanto uma geometria hiperbólica jamais poderá ser uma
geometria euclideana e vice-versa.
Teorema 71 1Seja r uma reta e P um ponto não incidente a r em uma geometria de
continuidade C. Se por P passar mais de uma reta paralela a r, então C é uma geometria
hiperbólica.
O teorema acima garante que se por um ponto não incidente a uma reta qualquer
passar mais de uma paralela a esta reta, então isso ocorrerá em toda reta r e todo ponto
P não incidente a r.
Com esse teorema, torna-se muito simples vericar a próxima proposição.
Proposição 72 O plano de hiperbólico é uma geometria hiperbólica.
Demostração:
Considere a reta 0L e o ponto (2; 2) não incidente a 0L. Mostraremos que existem
duas retas paralelas a 0L passando por (2; 2). (g.7.1)
Com efeito, a reta 2L claramente passa por (2; 2) e é paralela a 0L pois os pontos inci-
dentes a 0L possuem a primeira coordenada nula enquanto que os pontos de 2L possuem
a primeira coordenada igual a dois, portanto essas retas não podem ter ponto comum.
A reta 2L2 passa pelo ponto (2; 2) pois as coordenadas desse ponto satisfazem a equação
(x   2)2 + y2 = 22. No entanto, essa reta não possui interseção com a reta 0L pois se
possuisse teríamos que (0  2)2 + y2 = 22, donde y = 0 e o ponto de interseção das duas
1A demonstração desse teorem pode ser obtida na ref. [1].
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Figura 7.1: Duas retas paralelas à 0L passam pelo ponto (2; 2)
retas não seria um ponto do plano hiperbólico. Logo as retas 2L2 e 2L são ambas paralelas
a 0L e passam pelo ponto (2; 2) não incidente a 0L.
C.Q.D.
Da mesma maneira que zemos com a geometria euclideana, listaremos agora uma
série de teoremas que serão válidos a este tipo de geometria (geometria hiperbólica), os
quais mais tarde auxiliarão na prova de outros fatos a respeito desse tipo de geometria2.
Teorema 73 Dada uma reta r e um ponto P não incidente a r, existem innitas retas
passando por P e paralelas a r.
Teorema 74 Em geometria hiperbólica, retângulos não existem e todos os triângulos tem
defeito positivo.
Teorema 75 (AAA) Se dois triângulos são semelhantes então eles são congruentes.
Este teorema é chamado de AAA porque em geometria hiperbólica, se dois triângulos
possuem três ângulos congruentes (são semelhantes) eles serão congruentes e portanto
AAA é critério de congruência nesse tipo de geometria.
Diferente da geometria euclideana, a geometria hiperbólica possui uma unidade ab-
soluta de comprimento pois todos os triângulos equiláteros (três lados e três ângulos
congruentes) são semelhantes e portanto congruentes. Basta então construir um triân-
gulo equilátero e teremos que a medida de seu lado será um constante, independente do
triângulo que construímos.
Teorema 76 (Paralelas limitantes) Para toda reta l e todo ponto P não incidente a
l, considere Q o ponto de interseção entre as retas l e a única perpendicular a l passando
por P (l \ l?P = fQg) então existem exatamente duas semi-retas
  !
PX e
  !
PX 0 tais que
XjX 0; !PQ;   !PX \ l =   !PX 0 \ l = ? e além disso, apresentam a propriedade que qualquer
semi-reta com origem em P possui ponto comum com l se e somente se esta semi-reta
está entre
  !
PX e
  !
PX 0. Ainda, essas paralelas limitantes estão situadas simetricamente
em relação a
 !
PQ, isto é, \XPQ  \X 0PQ. (g.7.2)
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Figura 7.2:
  !
PX e
  !
PX 0 são paralelas limitantes
Teorema 77 3Fixado um triângulo EFG e dado um segundo triângulo ABC, existe
um único número real positivo chamado de área do triângulo ABC (denotada por
area(ABC)) que satisfaz as propriedades (i) até (iii)
(i) area(EFG) = 1;
(ii) Triângulos congruentes possuem a mesma área;
(iii) Se D é um ponto tal que ADB então area(ABC) = area(ADC)+area(DBA):
Teorema 78 Existe uma constante positiva k, tal que para qualquer triângulo ABC, a
área de ABC é dada por
area(ABC) =

180
k2:def(ABC):
A constante k depende da escolha do segmento unitário (OI : OI = 1)
Corolário 2 A área de qualquer triângulo é no máximo k2:
Entraremos a partir de agora numa nova etapa do trabalho. Estudaremos isomorsmos
entre modelos e mostraremos através deles que o conjunto de axiomas tanto da geometria
euclideana quanto da geometria hiperbólica, são categóricos.
2Novamente sugerimos a ref. [2] para obter essas demonstrações.
3Na verdade este é um teorema da geometria neutra.
Parte II
O PONTO DE VISTA MODERNO
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Estudaremos agora diversas geometrias sob um novo ponto de vista, em termos de seus
grupos de simetria. Essa abordagem deve-se ao matemático alemão Felix Klein (1849 -
1925) que tratou o assunto em seu Erlanger Programme fazendo estudos sobre grupos
de transformação e suas características invariantes, construindo assim, as bases de uma
revolucionária visão das geometrias euclideanas e não-euclideanas, considerando-as casos
particulares de uma variedade projetiva. Esta nova teoria dá sustentação para mostrar a
equivalência da consistência entre esses dois tipos de geometria.
Daremos uma visão geral sobre este assunto, iniciando nosso trabalho tratando de
isomorsmos entre modelos.
Capítulo 8
ISOMORFISMOS ENTRE
MODELOS
Nesta parte do trabalho, enunciaremos um importante conceito matemático, o isomor-
smo entre modelos. Através dele, poderemos relacionar dois modelos de uma mesma
geometria de tal modo que todas as relações entre os pontos no primeiro modelo serão
respeitadas no segundo e vice-versa.
Da mesma forma que ocorre com espaços vetoriais onde dois espaços isomorfos são
idênticos (do ponto de vista da álgebra linear), dois modelos isomorfos de uma dada
geometria devem ser pensados como indistinguíveis.
Denição 50 Sejam C = ( ;×; ;) e C 0 = ( 0;×; 0;0) modelos de geometria de con-
tinuidade. Diremos que uma bijeção f :    !  0 é um isomorsmo se:
IS(1) A B D , f(A)  f(B)  f(D);
IS(2) AB  DE , f(A)f(B)  f(D)f(E):
Denição 51 Se existe um isomorsmo f :    !  0, diremos que os modelos C =
( ;×; ;) e C 0 = ( 0;×; 0;0) são isomorfos.
Um resultado obtido imediatamente da denição é que se f é um isomorsmo, então
f 1 também será.
Repare que um isomorsmo "leva retas em retas", uma vez que três pontos colineares
possuem imagens colineares. mais precisamente, veja que se B 2  !AD com A 6= B 6= D,
então B, A e D serão colineares e portanto, AB D, AD B ou B AD pelo axioma
O(3), logo, por IS(1) decorre f(A)f(B)f(D) ou f(A)f(D)f(B) ou f(B)f(A)f(D)
e então f(B) 2       !f(A)f(D). Reciprocamente f(B) 2       !f(A)f(D) ) B 2  !AD utilizando o
resultado que f 1 também é um isomorsmo. Obviamente este resultado também é válido
para incidência de pontos em semi-retas, ou seja, f(B) 2       !f(A)f(D), B 2   !AD:
Teorema 79 Se f for um isomorsmo, então f preserva ângulos.
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O teorema acima arma que
\ABD  \EFG, \f(A)f(B)f(D)  f(E)f(F )f(G):
Demonstração:
De fato, suponha que \ABD  \EFG: Tome os pontos H 2  !FE e I 2  !FG tais que
FH  BA e FI  BD (axioma C(1)), então teremos que \ABD  \EFG = \HFI,
uma vez que
 !
FE =
  !
FH e
 !
FG =
 !
FI: Logo,
\ABD  \HFI; FH  BA e FI  BD
e então ABD  HFI pelo axioma C(6) (LAL). Dentre outros resultados, podemos con-
cluir que AD  HI e pelas propriedades do isomorsmo, vem que
f(A)f(D)  f(H)f(I); f(F )f(H)  f(B)f(A) e f(F )f(I)  f(B)f(D)
com isso,
f(A)f(B)f(D)  f(H)f(F )f(I)
pelo teorema (LLL) e portanto
\f(A)f(B)f(D)  \f(H)f(F )f(I):
Notemos agora que
       !
f(F )f(H) =
      !
f(F )f(E) e
      !
f(F )f(I) =
      !
f(F )f(G)
uma vez que
  !
FH =
 !
FE e
 !
FI =
 !
FG e f preserva semi-retas. Podemos nalmente concluir
que
\f(A)f(B)f(D)  \f(H)f(F )f(I) = \f(E)f(F )f(G)
logo
\f(A)f(B)f(D)  \f(E)f(F )f(G):
C.Q.D.
Isso nos dá um resultado bastante importante. Todos os objetos denidos a partir
das relações primitivas serão preservados por um isomorsmo. Por exemplo, como já
havíamos discutido, teremos
f(B) 2       !f(A)f(D), B 2   !AD
e além disso, os pontos da semi-reta
      !
f(A)f(D) obedecem a ordem dos pontos da semi-reta  !
AD em vista da propriedade IS(1), nos permitindo concluir que semi-retas são preservadas
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por isomorsmos, já que estas são denidas com o auxílo apenas da relação de ordem .
Da mesma maneira, serão preservadas pelo isomorsmo as retas paralelas, concorrentes,
perpendiculares, etc.
Intuitivamente, se um modelo for isomorfo a outro basta apenas estudarmos os aspec-
tos geométricos num desses, pois podemos prever o que acontecerá para o outro, uma vez
que todos os mesmos fenômenos se repetirão.
Faremos agora a construção de uma prova bastante importante para nosso estudo, na
qual estabeleceremos que quaisquer dois modelos de geometria euclideana são isomorfos.
8.1 Categoricidade da geometria euclideana
Primeiramente é importante que percebamos alguns fatos importantes. No Apêndice E,
construímos uma bijeção entre os pontos de uma geometria de continuidade qualquer (em
particular, uma geometria euclideana é uma geometria de continuidade) e o espaço R2.
Note que se considerarmos duas retas perpendiculares x e y (x\y = fOg) num modelo de
geometria euclideana e tomarmos um ponto qualquer P podemos sem muita diculdade
mostrar que a bijeção construída no Apêndice E é equivalente a traçarmos a única reta
perpendicular a x passando por P (denotada por x?P ) e a reta perpendicular a y passando
por P (denotada por y?P ) (g.8.1). Os pontos de interseção dessas perpendiculares com
as retas x e y são denotados respectivamente por Px e Py: Se P 2 y, então OP = OPy e
da mesma maneira se P 2 x, OP = OPx: Caso P =2 x e P =2 y, então temos pelo teorema
65 que PPx  OPy e PPy  OPx, donde as coordenadas de P serão
(P ) = ('x(Px); 'y(Py))
onde 'x é a bijeção entre os pontos da reta x e os números reais (construída no Apêndice
E) e 'y é a bijeção entre os pontos da reta y e os números reais
1.
Lembre que para cada uma das funções 'x e 'y temos que xar um segmento unitário
AB (AB = (AB) = 1).
Construímos (também no Apêndice E), uma vez xado um segmento AA0, a função
comprimento  : S  ! R+ denida de tal modo a respeitar as propriedades:
(i) DE  FG, (DE) = (FG)
(ii) D  E  F , (DF ) = (DE) + (EF )
(iii) (AA0) = 1:
Já dissemos que para cada geometria de continuidade, existe uma única função  com
1No Apêndice E, as bijeções são construídas xando em x e y o ponto O e um ponto diferente de O
em x, bem como um ponto diferente de O em y.
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Figura 8.1: PPx  OPy e PPy  OPx
essas características, uma vez xado um segmento AA0 para servir de unidade de medida.
Daremos uma prova de que em qualquer geometria euclideana, toda função comprimento
() deve ser igual ao comprimento em nosso modelo euclideano, isto é,
(AB) = jj(A)  (B)jj
onde  representa a bijeção construída no Apêndice E (bijeção entre os pontos do plano
com o espaço R2), desde que para o segmento xado AA0, (AA0) = jj(A) (A0)jj = 1.
Teorema 80 Se E = ( ;×; ;) é uma geometria euclideana, então
(AB) = jj(A)  (B)jj
para quaisquer A;B 2  ; com A 6= B, onde  é a bijeção, acima referida, entre   e o R2.
O teorema acima garante que a função  preserva comprimentos.
Demonstração:
Seja E = ( ;×; ;) uma geometria euclideana. Considere as retas x e y perpendicu-
lares em um ponto O. Escolha um ponto A 2 x diferente de O, tal que (OA) = 1 para
a função  escolhida (isto é sempre possível através da bijeção 'x).
Para dois pontos distintos C e D temos 3 possibilidades:
(i)
 !
CD ? x;
(ii)
 !
CD ? y;
(iii)
 !
CD não é perpendicular a x e
 !
CD não é perpendicular a y.
Caso (i) (Fig.8.2)
Como CyCDDy é retângulo então pelo teorema 65 decorre que
CD  CyDy ) (CD) = (CyDy) = j'y(Cy)  'y(Dy)j
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Figura 8.2:
 !
CD ? x
Figura 8.3: y0 = x?D, y
00 = x?C , x0 = y?C e x00 = y?D
uma vez que Cy; Dy 2 y. Por outro lado
jj(C)  (D)jj = jj('x(Cx); 'y(Cy))  ('x(Dx); 'y(Dy))jj
então
jj(C)  (D)jj = jj('x(Cx)  'x(Dx); 'y(Cy)  'y(Dy))jj
e uma vez que
 !
CD é a perpendicular passando por C e D, Cx = Dx e temos
jj(C) (D)jj = jj(0; 'y(Cy) 'y(Dy))jj =
q
02 + ('y(Cy)  'y(Dy))2 = j'y(Cy) 'y(Dy)j
donde (CD) = jj(C)  (D)jj.
Caso (ii) Análogo ao caso (i).
Caso (iii) (Fig.8.3)
Considere y0 = x?D (y
0 é a única perpendicular a x passando pelo ponto D), do mesmo
modo, y00 = x?C , x
0 = y?C e x
00 = y?D: mas y
0 ? x, x ? y e y ? x) x0 ? y0 pelo teorema 70:
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Chame de P o único ponto de interseção das retas x0 e y0 (fPg = x0 \ y0). Com isso,
DP = DyCy ou DyDPCy é retângulo e em qualquer caso
DP  DyCy ) (DP ) = (DyCy)
e analogamente (CP ) = (CxDx):
Como E é uma geometria euclideana, então pelo teorema de Pitágoras, teremos:
[(CD)]2 = [(DP )]2 + [(PC)]2 = [(CyDy)]
2 + [(CxDx)]
2
e portanto
[(CD)]2 = j'y(Cy)  'y(Dy)j2 + j'x(Cx)  'x(Dx)j2
uma vez que Cy; Dy 2 y e Cx; Dx 2 x:
Mas
jj(C)  (D)jj2 = jj('x(Cx); 'y(Cy))  ('x(Dx); 'y(Dy))jj2
logo,
jj(C)  (D)jj2 = jj('x(Cx)  'x(Dx); 'y(Cy)  'y(Dy))jj2
então
jj(C)  (D)jj2 = ('x(Cx)  'x(Dx))2 + ('y(Cy)  'y(Dy))2
por isso,
jj(C)  (D)jj2 = j'y(Cy)  'y(Dy)j2 + j'x(Cx)  'x(Dx)j2
e nalmente
[(CD)]2 = jj(C)  (D)jj2 ) (CD) = jj(C)  (D)jj
já que (CD)  0:
C.Q.D.
Esse teorema nos permite enunciar o próximo, o qual consiste num dos focos deste
trabalho
Teorema 81 O conjunto de axiomas da geometria euclideana é categórico.
O teorema acima poderia também ser enunciado da seguinte maneira: todos os modelos
de geometria euclideana são isomorfos dois a dois.
Uma terceira maneira seria a seguinte: todo modelo de geometria euclideana é isomorfo
ao plano euclideano.
A terceira armação é equivalente à segunda pelo fato de que a função inversa de um
isomorsmo, bem como a composição de dois isomorsmos é um isomorsmo.
Demonstração:
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Demonstraremos a terceira armação, que é equivalente à segunda e ao próprio enun-
ciado do teorema.
De fato, seja dado um modelo de geometria euclideana E = ( ;×; ;) e considere
também o plano euclideano E = ( E;×E; E;E). Seja dada a função  :    !  E = R2
denida por (P ) := ('x(Px); 'y(P )) (é a mesma função denida no apêndice E) é um
isomorsmo. Já mostramos neste Apêndice que  é bijetiva. Mostraremos agora que esta
função é respeita as propriedades IS(1) e IS(2) e portanto  será um isomorsmo entre
E e o plano eucideano E:
Repare que (P ) = ('x(Px); 'y(Py)) é exatamente a função construída no teorema
80 para provarmos que se  é uma função comprimento em alguma geometria de con-
tinuidade, então (CD) = jj(C) (D)jj para quaisquer C 6= D pontos dessa geometria
de continuidade.
Podemos ver então que a função  :    ! R2 mantém comprimentos invariantes.
Com esse resultado é muito fácil mostrarmos que IS(1) e IS(2) são assegurados. Veja
que:
IS(1) é mantido pois
A B  C , (AC) = (AB) + (BC)
pela denição de , mas
(AC) = (AB) + (BC), jj(A)  (C)jj = jj(A)  (B)jj+ jj(B)  (C)jj:
Por último,
jj(A)  (C)jj = jj(A)  (B)jj+ jj(B)  (C)jj , A E B E C
pelo lema 1 e então concluímos que
A B  C , A E B E C:
IS(2)
AB  CD , (AB) = (CD)
pela denição de : Mas
(AB) = (CD), jj(A)  (B)jj = jj(C)  (D)jj
e pela denição de congruência entre segmentos no plano euclideano teremos que
jj(A)  (B)jj = jj(C)  (D)jj , AB E CD
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logo
AB  CD , AB E CD:
C.Q.D.
Conforme já explicitamos anteriormente, é suciente estudarmos o que ocorre no plano
euclideano para podermos prever o que ocorrerá com as outras geometrias euclideanas.
Um outro resultado, também anteriormente comentado, é que o sistema de axiomas da
geometria euclideana é categórico, isto é, quaisquer dois modelos que pudermos encontrar
satisfazendo esses axiomas, serão isomorfos entre si.
É também possível demonstrar que o sistema de axiomas da geometria hiperbólica é
categórico e por decorrência disso, qualquer modelo de geometria hiperbólica será isomorfo
ao plano hiperbólico, o qual demonstramos ser um modelo de geometria hiperbólica. Não
apresentaremos entretanto essa demonstração2, uma vez que requer conhecimentos ante-
riores de alguns fatos relevantes não contemplados no presente trabalho. Consideraremos
no entanto que existe um isomorsmo # :    !  H entre qualquer modelo de geometria
hiperbólica N = ( ;×; ;) e o plano hiperbólico H = ( H ;×H ; H ;H):
Estudaremos a partir de agora os isomorsmos que podem ocorrer nummesmo modelo,
denominados de automorsmos. Tentaremos encontrar o grupo de funções que são iso-
morsmos dentro de um mesmo modelo e caracterizá-lo de acordo com suas propriedades.
2Uma demonstração de que todos os modelos de geometria hiperbólica são isomorfos a um mesmo
modelo desta geometria (são isomorfos ao modelo de geometria hiperbólica de Klein), pode ser obtida na
ref. [2].
Capítulo 9
AUTOMORFISMOS
Denição 52 Um automorsmo é um isomorsmo cujo domínio e contradomínio co-
incidem.
Mais precisamente, se considerarmos C = ( ;×; ;) uma geometria de continuidade,
então f :    !   é um automorsmo se e somente é um isomorsmo.
Os automorsmos de uma geometria de continuidade possuem naturalmente a estru-
tura matemática de um grupo. Daremos a seguir uma denição formal de grupo. A partir
desta, continuaremos nosso trabalho com o auxílio desse importante conceito matemático.
Denição 53 Seja M um conjunto e  uma operação binária em M . Diremos que o par
ordenado (M; ) será um grupo se as propriedas G(1) a G(3) abaixo forem vericadas:
G(1) (elemento neutro ou identidade) Existe e 2M , tal que e  t = t  e = t para todo
t 2M ;
G(2) (inverso) Para todo t 2M , existe t 1 2M tal que t  t 1 = t  t 1 = e;
G(3) (associatividade) (s  t)  u = s  (t  u), para todo s; t; u 2M .
Um grupo será chamado de grupo comutativo (ou abeliano) se além das três pro-
priedades citadas acima tivermos a comutatividade, isto é se satiszer:
G(4) (comutatividade) s  t = t  s, para todo s; t 2M .
Algumas propriedades podem ser facilmente extraídas da denição de grupo. Por
exemplo, podemos provar que para todo t 2 M , t 1 2 M é único (o inverso de um
elemento de M é único). Também é possível mostrarmos que o elemento neutro dentro
de um grupo é único.
Frequentemente chamaremos de grupo a um conjunto G, ao invés do par ordenado
(G; ): Isso é um abuso de notação comum, utilizado quando não há dúvidas sobre qual
operação estamos descrevendo.
Daremos alguns exemplos de grupo para que o leitor se familiarize com a idéia. Alguns
desses exemplos serão utilizados posteriormente.
Exemplo 1: Seja M um conjunto e considere F o conjunto de todas as funções
bijetivas de M em M , isto é, f 2 F , f :M !M é bijetiva. Considere  a composição
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de funções, isto é, f  g(x) := f(g(x)) para todo x 2 M e f; g 2 F . Podemos provar que
(F; ) é um grupo. De fato, vemos que:
G(1) é vericada porque se denirmos a função identidade em M como e(x) = x para
todo x 2 M , vemos que e é claramente uma bijeção e portanto e 2 F . Além disso, para
todo g 2 F teremos, g  e(x) = g(e(x)) = g(x) e além disso, e  g(x) = e(g(x)) = g(x)
para todo x 2M , logo, g  e = e  g = g, donde e 2 F é a identidade.
G(2) pode ser provada observando-se que para todo f 2 F , f é bijetiva e portanto
existe f 1 tal que
f  f 1(x) = f 1  f(x) = x = e(x)
para todo x 2M e então f possui inversa.
G(3) é imediatamente observada, uma vez que estamos considerando funções e então
(f  g)  h(x) e f  (g  h)(x)
representam a mesma função f(g(h(x))) para todo x 2M , logo (f  g)  h = f  (g  h) e
a propriedade associativa é vericada.
Observe que (F; ) não forma em geral um grupo abeliano, pois nem sempre teremos
f  g(x) = g  f(x) com x 2M .
Exemplo 2: Seja O(2) o conjunto de todas a matrizes ortogonais 2 2, isto é
A 2 O(2), A  At = I
onde  denota o produto entre matrizes, A é uma matriz 2 2; At é sua transposta e I é
a matriz identidade. Considere a operação  como sendo o produto entre matrizes, então
o par ordenado (O(2); ) é um grupo.
Para vericarmos G(1) por exemplo, basta tomarmos a matriz I =
 
1 0
0 1
!
e então
teremos que para todo A 2 O(2), A =
 
a b
c d
!
para uma certa escolha de a; b; c; d 2 R:
Mas então
A  I =
 
a b
c d
! 
1 0
0 1
!
=
 
a b
c d
!
= A
além disso
I  A =
 
1 0
0 1
! 
a b
c d
!
=
 
a b
c d
!
= A:
Obviamente I 2 O(2) pois I t = I e então I  I t = I t  I = I: Logo a matriz I =
 
1 0
0 1
!
é a identidade em O(2):
G(2) pode ser vericada. Basta notarmos que para todo A 2 O(2), At = A 1: De fato
A 2 O(2)) A At = I, além disso, é fácil notar que (At)t = A e então teremos também
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que
At  A = At  (At)t = I:
G(3) : É suciente vermos que o produto de matrizes é sempre associativo e em
particular o produto de matrizes ortogonais também deve ser associativo, logo
A;B;C 2 O(2)) (A B)  C = A  (B  C):
Precisamos ainda mostrar que a operação  é fechada para matrizes ortogonais, isto
é, precisamos provar que o produto de duas matrizes ortogonais de ordem 2 por 2 é ainda
uma matriz ortogonal da mesma ordem, ou seja,
A;B 2 O(2)) (A B)  (A B)t = I:
Mas veja que
AAt = I ) BAAt = BI = B ) BAAtBt = BBt = I ) BA(AtBt) = I:
Basta então provarmos que (At  Bt) = (B  A)t: Para isso, mostraremos um teorema
válido para qualquer grupo.
Teorema 82 Seja (M; ) um grupo. Para quaisquer f; g 2M temos
(f  g) 1 = g 1  f 1:
Demonstração:
Precisamos mostrar que (f  g)  (g 1  f 1) = (g 1  f 1)  (f  g) = e uma vez que a
inversa é única e então teremos que (f  g) 1 = (g 1 f 1): De fato, (f  g) (g 1 f 1) =
f  (g  g 1)  f 1 = f  e  f 1 = f  f 1 = e: por outro lado, (g 1  f 1)  (f  g) =
g 1  (f 1  f)  g = g 1  e  g = g 1  g = e:
C.Q.D.
Repare que para demontrarmos o teorema acima, usamos apenas as propriedades
G(2) e G(3), então esse teorema deve ser válido para para nosso exemplo das matrizes
ortogonais, pois já vericamos essas duas propriedades.
Mas se o teorema acima é válido para nosso exemplo, basta repararmos que
(At Bt) = (A 1 B 1) = (B  A) 1 = (B  A)t
C.Q.D.
Observe novamente que este grupo também não é abeliano, pois matrizes em geral
não comutam.
Enunciaremos a seguir, um importante teorema para a respeito de automorsmos.
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Teorema 83 Seja G uma geometria. Chame de Aut( ) o conjunto de todos os automor-
smos de  , onde   é o conjunto de pontos de G. Então o par ordenado (Aut( ); ) é um
grupo, onde  representa a composição de funções de   em  .
Demonstração:
Precisamos vericar as propriedades G(1) a G(3).
Observe que  é uma operação binária em Aut( ) pois se S :  !   e T :  !   são
automorsmos no conjunto  ; é fácil vericar que a composição de dois automorsmos é
ainda um automorsmo, ou seja, S  T :  !   é um automorsmo em  :
G(1) A identidade de Aut( ) é a própria identidade em  ; ou seja e(x) = x para todo
x 2  : De fato, e é claramente um automorsmo e para qualquer T 2 Aut( ) e para
qualquer x 2  ;
T  e(x) = T (e(x)) = T (x) e e  T (x) = e(T (x)) = T (x):
G(2) Todo automorsmo é uma bijeção e por isso é inversível. Não é trabalhoso
mostrar que a função inversa de um automorsmo ainda é um automorsmo e com isso
ganhamos que para qualquer f 2 Aut( ); f 1 2 Aut( ) e ainda, para todo x 2  ;
f  f 1(x) = x = e(x) e também, f 1  f(x) = x = e(x):
G(3) Já vimos no primeiro exemplo de grupo que esta propriedade é sempre vericada
quando estamos utilizando funções.
C.Q.D.
Denição 54 Sejam (G; ) e (H;#) grupos. Diremos que f : G! H é um homomor-
smo se f(g1  g2) = f(g1)#f(g2) para quaisquer g1; g2 2 G:
Esta denição é bastante importante, pois nos permite relacionar grupos distintos.
Podemos sem muita diculdade provar que em todo homomorsmo f : G! H ocorre:
f(eG) = eH , onde eG e eH são as identidades em G e H respectivamente;
f(g 1) = (f(g)) 1 para qualquer g 2 G:
Deniremos agora importante conceito para o estudo da teoria dos grupos, que nos
permitirá relacionar grupos de automorsmos de modelos isomorfos de geometria.
Denição 55 Sejam (G; ) e (H;#) grupos. Diremos que f : G ! H é um isomor-
smo de grupos se f for um homomorsmo e ao mesmo tempo bijetiva.
Como já comentamos nos isomorsmos entre modelos, também aqui, os isomorsmos
de grupos nos dão suporte para que em determinados casos, seja necessário estudarmos
apenas propriedades de um único grupo, uma vez que torna-se previsível o que ocorrerá
em outros que são isomorfos a este.
Teorema 84 Se f : G! H é um isomorsmo de grupo então f 1 : H ! G também é.
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Demonstração:
Primeiramente repare f 1 existe e é bijetiva, uma vez que f é bijetiva. Resta apenas,
mostrarmos que f 1 é um homomorsmo, mas isso decorre do fato que f é sobrejetiva,
então para cada h1; h2 2 H; devem existir g1; g2 2 G tais que f(g1) = h1 e f(g2) = h2:
Além disso, f é um homomorsmo então, para quaisquer g1; g2 2 G,
f(g1  g2) = f(g1)#f(g2)) f 1(f(g1  g2)) = f 1(f(g1)#f(g2))
por isso,
f 1(h1)  f 1(h2) = g1  g2 = f 1(f(g1)#f(g2)) = f 1(h1#h2)
para quaisquer h1; h2 2 H:
C.Q.D.
Teorema 85 Se ' : C ! E é um isomorsmo entre geometrias, então a função 	 :
Aut(C)! Aut(E) denida por f 7 ! '  f  ' 1 é isomorsmo de grupos.
Demonstração:
Primeiramente precisamos vericar que 	 está bem denida, isto é,
f 2 Aut(C)) '  f  ' 1 2 Aut(E):
Isso ocorre porque f : C ! C é um automorsmo (e portanto isomorsmo). Como ' é um
isomorsmo, podemos dizer que também ' 1 também é. Sabemos ainda que a composição
de dois isomorsmos é um isomorsmo, portanto, f  ' 1 : E ! C é um isomorsmo.
Mas ' é um isomorsmo por hipótese e então a composição '  f  ' 1 : E ! E é um
isomorsmo do conjunto E para E (automorsmo em E), donde
	(f) = '  f  ' 1 2 Aut(E):
Armamos que 	 é um homomorsmo pois para quaisquer f1; f2 2 Aut(C) temos que
	(f1) 	(f2) = ('  f1  ' 1)  ('  f2  ' 1) = '  f1  (' 1  ')  f2  ' 1
logo
	(f1) 	(f2) = '  f1  e  f2  ' 1 = '  f1  f2  ' 1 = 	(f1  f2):
Falta apenas provar que 	 é uma bijeção, mas para isso usaremos o fato de que
qualquer função é bijetiva se e somente se possuir inversa. Mostraremos que 	 possui
inversa. Com efeito, para todo f 2 Aut(E), dena 	(f) = ' 1  f  ' (é fácil ver, por
um raciocínio análogo ao que zemos acima que 	 está bem denida). Teremos com isso
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que
	 	(f) = 	(' 1  f  ') = '  ' 1  f  '  ' 1 = e  f  e = e  f = eAut(E)(f):
onde eAut(E) denota a identidade em Aut(E).
Analogamente, teremos que 	 	(f) = eAut(C)(f) e portanto
	 	 = eAut(C)
e
	 	 = eAut(E)
donde 	 é a inversa de 	, logo 	 é bijetiva. Já mostramos que esta função é um
homomorsmo, decorre então que ela é um isomorsmo de grupo.
C.Q.D.
O teorema acima tem importante signicado porque ele prova que sempre que exi-
stir um isomorsmo entre dois modelos, os grupos de automorsmo dessas geometrias
serão isomorfos. Em particular, mostramos no início dessa seção que quaisquer dois mod-
elos de geometria euclideana são isomorfos e como decorrência do último teorema que
demostramos, o grupo de automorsmos de quaisquer duas geometrias euclideanas são
isomorfos.
Com essa observação, vemos que se torna desnecessário o estudo de automorsmos
em todos os modelos de geometria euclideana separadamente. Podemos apenas estudar o
grupo de automorsmos em nosso plano euclideano que indiretamente saberemos o que
ocorre com o grupo de automorsmos de outros modelos deste mesmo tipo de geometria
por intermédio do isomorsmo de grupos construído no último teorema.
A partir de agora, retornaremos à nossa análise geometrica e iniciaremos estudando
o grupo de automorsmos do plano euclideano. Tentaremos encontrar, quais tipo de
transformações conservam incidência (levam retas em retas). Chamaremos estas trans-
formações de colineações. Obviamente um isomorsmo deve ser uma colineação, pois já
provamos que todo isomorsmo preserva retas. A partir do momento em que identi-
carmos as colineações, examinaremos o subconjunto dessas que preservam as relações de
ordem (estar entre) e congruência, para nalmente chegarmos no grupo dos isomorsmos.
9.1 Automorsmos no plano euclideano
Comecemos nosso estudo através das colineações.
Denição 56 Sejam C = ( ;×; ;) e C 0 = ( 0;×; 0;0) geometrias de continuidade.
Uma função f:  !   é uma colineação se f preserva retas, isto é, se A, B e C são três
pontos colinearesem  , então f(A), f(B) e f(C) são colineares em  0.
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Teorema 86 Se uma colineação é uma bijeção, então sua inversa também será uma
colineação
Demonstração:
Sejam G e G 0 geometrias de continuidade,  G e  G0 o conjunto de pontos de G e G 0
respectivamente e f :  G !  G0 uma colineação bijetiva. Fixe l0 como sendo uma reta de
G 0 e x0, y0 2 l, x0 6= y0: Sejam x := f 1(x0), y := f 1(y0), então x 6= y e existe uma única
reta de G, digamos l, com x; y 2 l: Armamos que l = f 1(l0).
De fato, se z 2 l; x, y e z são colineares e pela unicidade da reta, l0 = !x0y0, f(z) 2 l0 e
portanto l  f 1(l0):
Agora, seja z 2 f 1(l0): Se z = x ou z = y então z 2 l: Por outro lado, se z 6= x e
z 6= y sejam l1 =  !zx e l2 =  !zy . f(l1) e f(l2) são retas em G 0 e f(z) 2 f(l1) \ f(l2) \ l0:
Sendo f(z), x0 e y0 colineares, f(l1) = f(l2) = l0.
Se fosse l1 6= l2 existiria z00 2 l1nl2 (ou l2nl1). Se z00 2 l1; f(z00) 2 f(l1) = f(l2); donde
existiria w 2 l2 com f(z00) = f(w)) z00 = w e portanto z00 2 l2 o que é uma contradição.
Resultado análogo se z00 2 l2nl1:
Logo, l1 = l2 e x, y e z são colineares, donde z 2 l e portanto f 1(l0)  l:
Com isso, temos que f 1(l0) é uma reta em G e f 1 preserva retas.
C.Q.D.
Usaremos aqui, alguns fatos corriqueiros de álgebra linear para demonstrarmos os
próximos teoremas.
É fácil vermos que a composição de duas colineações é ainda uma colineação. Existe
ainda um teorema de geometria projetiva enunciado a seguir
Teorema 87 Se três pontos não-colineares se mantiverem xos numa colineação, então
essa colineação é a identidade e portanto todos os pontos mantém-se xos1.
Enunciaremos a seguir um importante teorema
Teorema 88 Se E = ( E;×E; E;E) é o plano euclideano e f :  E !  E denida por
f(x; y) = (g1(x; y); g2(x; y))
é bijetiva e uma colineação, então g1 e g2 são funções ans, isto é
g1(x; y) = ax+ by + e e g2(x; y) = cx+ dy + f:
Demonstração:
Seja f : R2 ! R2 uma colineação bijetiva.
Chame O0 = f(0; 0), A0 = f(1; 0) e B0 = f(0; 1). Como f 1 é colineação, O0, A0 e
B0 são não colineares e portanto (A0   O0) e (B0   O0) são linearmente independentes e
1Veja demonstração na ref. [1].
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portanto formam uma base para o R2: Dena ' : R2 ! R2. Como sendo, '(x; y) :=
x(A0  O0) + y(B0  O0) +O0: Armamos que ' é uma colineação.
De fato, sejam (x1; y1), (x2; y2) e (x3; y3) pontos distintos e colineares. Então existe
 2 R tal que x3   x1 = (x2   x1) e y3   y1 = (y2   y1): Mas então
'(x3; y3)  '(x1; y1) = (x3   x1)(A0  O0) + (y3   y1)(B0  O0)
e assim
'(x3; y3)  '(x1; y1) = (x2   x1)(A0  O0) + (y2   y1)(B0  O0)
e por m
'(x3; y3)  '(x1; y1) = ('(x2   y2)  '(x1   y1))
donde, '(x3; y3); '(x2; y2) e '(x1; y1) são colineares, provando nossa armação.
Armamos também que f = ':
Com efeito, temos que
'  f 1(A0) = '(1; 0) = (A0  O0) +O0 = A0
ainda,
'  f 1(B0) = '(0; 1) = (B0  O0) +O0 = B0
além disso,
'  f 1(O0) = '(0; 0) = O0:
Como 'f 1 xa três pontos não-colineares, pelo último teorema decorre que 'f 1 =
IR2 (é a identidade em R2) e portanto f = ', conforme queríamos.
Finalmente se escrevermos A0   O0 = (a; c), B0   O0 = (b; d) e O0 = (e; f), então
f(x; y) = x(a; c) + y(b; d) + (e; f) ou
f(x; y) = (ax+ by + e; cx+ dy + f)
C.Q.D.
Na forma matricial, o último teorema pode ser enunciado da seguinte forma:
Teorema 89 Se T : R2 ! R2 é uma colineação bijetiva, então
T
 
x
y
!
=
 
a b
c d
! 
x
y
!
+
 
e
f
!
:
O último teorema impõe uma grande restrição nas funções que podem ser colineações
no plano euclideano, exigindo que estas sejam transformações ans. Sabemos que para
uma transformação ser um isomorsmo é necessário ainda que essa mantenha as relações
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de ordem e congruência. Estudaremos a partir de agora, o conjunto de transformações
ans que respeitam essas relações.
Denição 57 Seja C = ( ;×; ;) uma geometria de continuidade. Uma transformação
T :   !   será chamada de isometria se para todo segmento AB dessa geometria,
(AB) = (T (A)T (B)); onde  é uma função medida2.
Uma isometria, portanto nada mais é que uma transformação que preserva medidas.
Denição 58 Se (G; ) é um grupo, então um grupo (H;#) será um subgrupo de (G; )
se e somente se H  G e # coincide com a restrição de  a H H.
Como já comentamos e seguindo a prática usual, nos referimos a um grupo semmenção
explícita à sua operação quando não houver risco de confusão. Podemos mostrar vários
fatos a respeito de subgrupos, como por exemplo: "Se e 2 G é a identidade no grupo
G então também será a identidade no subgrupo H  G"mas não entraremos em muitos
detalhes a respeito de subgrupos.
Uma denição equivalente para subgrupo é a seguinte: se H  G, com G um grupo,
H 6= ? e para quaisquer h1; h2 2 H tivermos que h1 h 12 2 H então H é subgrupo de G:
Através dessa equivalência, torna-se mais simples vericarmos em alguns casos que um
determinado subconjunto é um subgrupo de um dado grupo.
Teorema 90 Em qualquer geometria de continuidade, toda isometria é um automorsmo
e além disso, as isometrias formam um subgrupo do grupo de automorsmos.
A demonstração desse teorema é relativamente simples e não será feita3.
Teorema 91 Numa geometria de continuidade, se A0, B0 e C 0 são três pontos não-
colineares tais que A0 = T (A), B0 = T (B) e C 0 = T (C), onde T é um isomorsmo,
então os triângulos A0B0C 0 e ABC são semelhantes.
Demonstração:
Já mostramos que todo isomorsmo preserva ângulos e por isso, \A  \A0, \B  \B0
e \C  \C 0 e disso decorre imediatamente a tese do teorema.
C.Q.D.
Por conta deste último teorema, diremos que todo automorsmo é uma similaridade.
Teorema 92 Uma transformação T com domínio e contradomínio iguais ao conjunto de
pontos de um modelo de geometria euclideana com a função medida  é uma similaridade
se e somente se existe uma constante positiva k, tal que (A0B0) = k(AB) para todo
segmento AB (obs.: A0 = T (A) e B0 = T (B)).
2Veja denição precisa da função medida  no Apêndice E.
3Tanto essa quanto as próximas demonstrações consideradas "simples", podem ser obtidas na ref. [2].
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A demonstração desse teorema também é simples e não será feita.
Podemos citar como exemplo de um automorsmo que não é uma isometria a dilatação
com centro O e raio k 6= 0. Se k > 0 (respectivamente k < 0), a dilatação xa o
ponto O e mapeia um ponto P 6= O qualquer do plano no único ponto da semi-reta  !OP
(respectivamente
 !
OP op) no ponto P 0 tal que (OP 0) = jkj(OP ):
Teorema 93 Em qualquer modelo de geometia hiperbólica, o conjunto das isometrias é
igual ao conjunto de automorsmos.
Demonstração:
Decorrência do teorema 75 que garante que os triângulos ABC e A0B0C 0 são semel-
hantes se e somente se são congruentes, donde (AB) = (A0B0):
C.Q.D.
Apesar do grupo de isometrias não coincidir com o grupo de automorsmos nas geome-
trias euclideanas (ao contrário da geometria hiperbólica onde esses dois grupos são iguais
de acordo com o último teorema), sabemos que as isometrias são um subgrupo do grupo
dos automorsmos e além disso, sabemos que todo isomorsmo pode ser visto como uma
isometria a menos de um fator multiplicativo (teorema 92). Iremos então, ao invés de
estudar os isomorsmos no plano euclideano, estudar as isometrias.
9.1.1 Isometrias no plano euclideano
Para que uma transformação T : R2 ! R2 seja uma isometria, precisamos que para
quaisquer A;B 2 R2 tenhamos, jjA   Bjj = jjA0   B0jj, onde A0 = T (A) e B0 = T (B):
Mas sabemos pelo teorema 89 que T (A) = M(A) + G, onde M é uma matriz dois por
dois e G é um vetor. Então precisamos que jjA Bjj = jjA0  B0jj. Com isso:
jjA Bjj = jjA0 B0jj = jjT (A) T (B)jj = jj(M(A)+G) (M(B)+G)jj = jjM(A) M(B)jj
então
jjA Bjj = jjM(A B)jj
Se denotarmos C = A B conseguimos:
jjCjj = jjM(C)jj , jjCjj2 = jjM(C)jj2 = hC;Ci = hM(C);M(C)i:
Chamemos C = (xC ; yC) e M=
 
a b
c d
!
: Vemos que:
x2C + y
2
C =
* 
a b
c d
! 
xC
yC
!
;
 
a b
c d
! 
xC
yC
!+
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então,
x2C + y
2
C = h(axC + byC ; cxC + dyC); (axC + byC ; cxC + dyC)i
ou
x2C + y
2
C = (a
2 + c2)xC + 2(ab+ cd)xCyC + (b
2 + d2)yC :
Mas isso deve ser válido para todo (xC ; yC) e portanto temos que
x2C + y
2
C = (a
2 + c2)xC + 2(ab+ cd)xCyC + (b
2 + d2)yC , a2 + c2 = 1
com ab+ cd = 0 e b2 + d2 = 1:
Repare que para M =
 
a b
c d
!
; e a matriz transposta de M será M t =
 
a c
b d
!
e
por isso,
MM t =
 
a b
c d
! 
a c
b d
!
=
 
a2 + b2 ab+ cd
ab+ cd b2 + d2
!
e então teremos que
MM t =
 
a2 + b2 ab+ cd
ab+ cd b2 + d2
!
=MM t =
 
1 0
0 1
!
é a matriz identidade.
Segue da dedução feita acima o seguinte teorema:
Teorema 94 No plano euclideano, uma isometria T : R2 ! R2, é da forma: T (A) =
M(A) +G; onde M é uma matriz ortogonal dois por dois e G é um vetor do espaço R2:
Já mostramos no exemplo 2 de grupos, que o conjunto das matrizes ortogonais (O(2))
forma um grupo com respeito ao produto usual entre matrizes.
Enunciamos um teorema anteriormente onde armamos que o conjunto das isometrias
é um grupo. Podemos por simples ilustração, mostrar por exemplo que a inversa de uma
isometria T (A) =M(A) +G é a isometria T 1(A) =M t(A) + ( M t(G)):
Com efeito,
T  T 1(A) =M((M t(A) + ( M t(G))) +G =M M t(A) MM t(G) +G
e disso,
T  T 1(A) = I(A)  I(G) +G = A G+G = A:
Denição 59 Uma transformação T : R2 ! R2 é uma translação se T (x; y) = (x; y) +
(a; b) onde (a; b) é pré-xado. Indicaremos que T é uma translação relativa a (a,b)
por
T(a;b)(x; y) = (x; y) + (a; b):
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Teorema 95 O conjunto T de todas as translações é um grupo abeliano (ou comutativo)
com respeito a composição.
Demonstração:
G(1) T(0;0) 2 T e além disso, para qualquer T(a;b) 2 T ,
T(a;b)  T(0;0) = T(a+0;b+0) = T(a;b) = T(0+a;0+b) = T(0;0)  T(a;b):
G(2) Para todo T(a;b) 2 T , tome T( a; b) 2 T e então,
T(a;b)  T( a; b) = T(a+( a);b+( b)) = T(0;0) = T( a+a; b+b) = T( a; b)  T(a;b):
G(3)
(T(a;b)  T(c;d))  T(e;f) = (T(a+c;b+d))  T(e;f) = T(a+c+e;b+d+f) = T(a;b)  (T(c+e;d+f))
logo,
(T(a;b)  T(c;d))  T(e;f) = T(a;b)  (T(c;d)  T(e;f)):
G(4) Para quaisquer T(a;b); T(c;d) 2 T teremos,
T(a;b)  T(c;d) = T(a+c;b+d) = T(c+a;d+b) = T(c;d)  T(a;b):
C.Q.D.
O espaço vetorial R2 é um grupo abeliano em relação à soma de vetores pela própria
denição dada a espaço vetorial. Essa observação nos permite enunciar o próximo teorema.
Teorema 96 A função I : (R2;+) ! (T; ) denida por I(x; y) = T(x;y) é um isomor-
smo de grupos.
Demonstração:
I é um homomorsmo pois
I((a; b) + (c; d)) = I((a+ c; b+ d)) = T(a+c;b+d) = T(a;b)  T(c;d) = I(a; b)  I(c; d):
Além disso, claramente I é bijetiva.
C.Q.D.
Sabemos que o conjunto de todas as isometrias é um subgrupo do grupo dos automor-
smos e portanto as próprias isometrias formam um grupo.
9.1.2 O produto semi-direto
Denição 60 Sejam (N; ) e (H; ) grupos. Seja dado um homomorsmo:
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' : H ! Aut(N)4
h 7 ! 'h : N ! N
Dene-se produto semi-direto indexado por ' como o par ordenado (G;#) :=
N o' H, onde G = N H = f(x; y) : x 2 N e y 2 Hg e # é uma operação denida da
seguinte maneira:
(n; h)#(n0; h0) := (n  'h(n0); h  h0) para quaisquer (n; h); (n0; h0) 2 G:
A vericação de que o produto semi-direto é de fato um grupo, será feita mais adiante.
Denição 61 Seja (B; ) um grupo. Diremos que o grupo A  B é um subgrupo
normal de B se para todo n 2 A e para todo m 2 B, m  n m 1 2 A:
Vejamos agora alguns exemplos de produto semi-direto.
Exemplo 1:
Seja A um grupo e N;H  A subgrupos com N normal. Dena a seguinte função:
i : H ! Aut(N)
h 7 ! 'h : N ! N
h 7 ! h  n  h 1
Repare que i está bem denida pois se h 2 H então para n1; n2 2 N temos:
ih(n1  n2) = h  (n1  n2)  h 1 = (h  n1  h 1)  (h  n2  h 1) = ih(n1)  ih(n2):
Além disso, para todo n 2 N , ih(n) 2 N uma vez que N é normal. Logo ih é
homomorsmo de N em N . Dado n0 2 N ponha n := h 1  n0  h então n 2 N (n =
h 1 n0 (h 1) 1) e ih(n) = n0: Portanto i é sobrejetiva. Por outro lado, se ih(n1) = ih(n2)
então
h  n1  h 1 = h  n2  h 1 ) n1 = n2
e portanto ih é injetiva e então, um automorsmo de N .
Agora, vericaremos que a função i é um homomorsmo entre os grupos H e Aut(N).
De fato, sejam h; h0 2 H: Para todo n 2 N ,
ihh0(n) = h  h0  n  h0 1  h 1 = h  ih0(n)  h 1 = ih  ih0(n):
Este é um importante exemplo e por isso daremos uma notação especial para essa
função, denindo ih(n) := h  n  h 1 para quaisquer n 2 N e h 2 H:
Exemplo 2:
Seja O(2) M (o grupo das matrizes ortogonais é um subgrupo do grupo das isome-
trias euclideanas) e R2  M (já mostramos que R2 forma um grupo em relação a soma.
Além disso, este grupo é isomorfo ao grupo das translações e portanto podemos concluir
que R2 é um subgrupo normal ao grupo das isometrias M). Dena a função:
4Lembre que Aut(N) representa o grupo de automorsmos de N.
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' : O(2)! Aut(R2)
A 7 ! 'A : R2 ! R2
v 7 ! Av
Veja que ' está bem denida, porque 'A é um automorsmo em em R2 ('A na verdade
é uma isometria pois toma o vetor v e aplica a matriz ortogonal A e como já sabemos,
toda isometria é um automorsmo).
' é um homomorsmo, uma vez que para qualquer v 2 R2 temos:
'AA0(v) = AA
0v = A'A0(v) = 'A  'A0(v)
então
'AA0 = 'A  'A0
para quaisquer A;A0 2 O(2):
Portanto, podemos concluir que R2 o' O(2) = (G;#) (G = R2  O(2)) é um produto
semi-direto indexado por ':
O produto semi-direto R2 o' O(2) faz o seguinte "trabalho":
(b; A)#(b0; A0) 7 ! (b+ Ab0; AA0)
para quaisquer b; b0 2 R2 e A;A0 2 O(2) (observe a semelhança entre a primeira coor-
denada do par (b + Ab0; AA0) e uma isometria no plano euclideano aplicado ao ponto
b0).
Teorema 97 Sejam N, H e ' dados conforme a denição 60.O produto semi-direto
(G;#) := N o' H é um grupo.
Demonstração:
G(1) Dena e = (eN ; eH) (eN é o elemento neutro do grupo N , bem como eH é o
elemento neutro do grupo H) Com isso, tem-se que e = (eN ; eH) 2 G e além disso, para
qualquer (n; h) 2 G,
(n; h)#e = (n; h)#(eN ; eH) = (n  'h(eN); h  eH) = (n  eN ; h  eH)
porque 'h é um automorsmo. Portanto
(n; h)#e = (n; h):
Similarmente,
e#(n; h) = (eN ; eH)#(n; h) = (eN  'eH (n); eH  h) = (eN  n; eH  h)
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donde
e#(n; h) = (n; h):
G(2) Para todo (n; h) 2 G, tome ('h 1(n 1); h 1) 2 G: Além disso,
(n; h)#('h 1(n
 1); h 1) = (n  'h('h 1(n 1)); h  h 1) = (n  'hh 1(n 1))  h 1; h  h 1)
assim:
(n; h)#('h 1(n
 1); h 1) = (n  'eH (n 1); h  h 1) = (n  n 1; h  h 1) = (eN ; eH) = e:
Similarmente, provamos que
('h 1(n
 1); h 1)#(n; h) = (e; e) = e
G(3) A associatividade é bastante simples e depende apenas da aplicação da operação
#.
C.Q.D.
Teorema 98 O grupo das isometrias no plano euclideano é isomorfo a R2 o' O(2):
Demonstração:
Seja M o conjunto de todas as isometrias no plano euclideano. Sabemos que M =
fT : R2 ! R2 denidas por T (u) = Au+ v, onde A 2 O(2) e v 2 R2g: Considere agora a
função
	 : R2 o' O(2)!M
(v; A) 7! 	(v;A) : R2 ! R2
u 7! Au+ v.
Vamos mostrar que 	 é um isomorsmo de grupo.
Primeiramente repare que ' é denida da seguinte forma:
' : O(2)! Aut(R2)
A 7 ! 'A : R2 ! R2
v 7 ! Av
Armamos que 	 é um homomorsmo.
De fato, para qualquer u 2 R2 e para quaisquer (v; A); (v0; A0) 2 R2 o' O(2) temos
	(v;A)(v0;A0)(u) = 	(v'A(v0);AA0)(u) = 	(v+Av0;AA0)(u) = AA
0(u) + v + Av0:
Por outro lado,
(	(v;A)	(v0;A0))(u) = (	(v;A))(A
0u+ v0) = A(A0u+ v0) + v0 = AA0u+ Av0 + v0:
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Logo
	(v;A)(v0;A0) = 	(v;A)	(v0;A0)
e 	 é um homomorsmo. Resta provarmos que 	 é bijetiva.
Para isso, tome 	(v;A) = 	(v0;A0) então para todo u 2 R2 teremos
	(v;A)(u) = 	(v0;A0)(u)) Au+ v = A0u+ v0 ) Au  A0u = v0   v ) (A  A0)u = v   v0:
Mas isso deve ocorrer para qualquer u 2 R2 então, em particular deve ocorrer para
u = (0; 0) e com isso teremos que
(A  A0)(0; 0) = v   v0 ) (0; 0) = v   v0 ) v = v0
e disso decorre que
(A  A0)u = v   v0 = v   v = (0; 0)
para qualquer u 2 R2 e portanto A   A0 deve ser a matriz nula, o que é o mesmo que
armar que A = A0. Logo (v; A) = (v0; A0) e 	 é injetiva.
	 é sobrejetiva trivialmente e portanto bijetiva. Logo 	 é um isomorsmo de grupos,
donde decorre que o produto semi-direto R2o'O(2) é isomorfo ao conjunto das isometrias
euclideanas.
C.Q.D.
Com esse último teorema, atingimos nosso objetivo de caracterizarmos completamente
o grupo das isometrias no plano euclideano. A partir de agora, nossos esforços se concen-
trarão na última parte desse trabalho, onde estudaremos o grupo de automorsmos no
plano hiperbólico.
9.2 Automorsmos no plano hiperbólico
Comentamos anteriormente (apesar de não termos demonstrado) que todos os modelos
de geometria hiperbólica são isomorfos ao plano hiperbólico (o sistema de axiomas da
geometria hiperbólica é categórico) e por isso torna-se relevante estudarmos apenas esse
modelo.
Mostramos que o grupo de automorsmos de qualquer geometria hiperbólica é isomorfo
ao grupo de automorsmos no plano hiperbólico (teorema 85) e então estudaremos apenas
o grupo de automorsmos desse modelo.
No teorema 93, vericamos que o grupo de isometrias em qualquer modelo de geometria
hiperbólica coincide com o grupo de automorsmos desse mesmo modelo, portanto basta
caracterizarmos as isometrias e então teremos uma caracterização dos automorsmos.
Faremos aqui uma abordagem distinta da que zemos no plano euclideano. Estudare-
mos algumas isometrias em geometrias de continuidade (chamadas de transformações
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isométricas) e a partir delas, encontraremos uma caracterização para as isometrias no
plano hiperbólico.5
9.2.1 Transformações isométricas
Fixemos uma geometria de continuidade.
Reexões
Dada uma reta m e um ponto A não incidente a m, considere a reta r, perpendicular a
m passando por A (r = mA?). SejaM o ponto de interseção das retas m e r. Na semi-reta
oposta a
  !
MA, existe um único ponto A0 tal que MA0 é congruente a MA. O ponto A0 é
chamado de reexão do ponto A pela reta m (denotado por Rm(A)). (g.9.1)
Figura 9.1: A0 = Rm(A)
Sem muito esforço podemos mostrar que de fato uma reexão é uma isometria.
Teorema 99 Toda isometria é uma composição de no máximo 3 reexões.
Translações
Dene-se translação ao longo da reta r, como sendo a composição de duas reexões
por retas l e m distintas e ambas perpendiculares a r, isto é, Tr = Rl  Rm (l e m são
distintas e são ambas perpendiculares a r). (g.9.2)
Obviamente uma translação é uma isometria, uma vez que esta é a composição de
duas isometrias.
Teorema 100 Dada uma reta r, o conjunto de todas as translações ao longo de r formam
um grupo comutativo.
Deslizamentos
Por último, apresentamos um tipo de transformação também denida através da com-
posição de duas outras transformações.
Um deslizamento ao longo da reta r , é a composição de uma translação ao longo de
r com uma reexão na mesma reta r. Mais precisamente: Dr = Rr  Tr onde Dr denota
um deslizamento ao longo da reta r. (g.9.3)
5Nem todos os teoremas serão demonstrados. Indicamos novamente a ref. [2] para eventuais consultas.
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Figura 9.2: A00 = Tr(A) = RlRm(A)
Figura 9.3: A00 = Dr(A) = Rr  Tr(A)
Como um exemplo de deslizamento, poderíamos pensar numa pessoa andando na
praia. Duas pegadas consecutivas de seus pés na areia formariam um deslizamento.
Por argumento similar dado às translações, vemos que um deslizamento também é
uma isometria.
Existem outros tipos de isometrias, como rotações e deslocamentos paralelos (para
geometrias hiperbólicas), no entanto não discutiremos estes.
Denição 62 Uma isometria é chamada de isometria direta se é o produto de duas
reexões e é chamada de isometria oposta (ou indireta), se é uma reexão ou um
deslizamento.
Teorema 101 Toda isometria é direta ou oposta e nunca ambas. O conjunto das isome-
trias diretas forma um grupo em relação à composição. A composição de duas isometrias
opostas é direta, enquanto que a composição de uma oposta e uma direta é oposta.
A partir desse momento tentaremos encontrar as transformações que preservam as
relações básicas entre os pontos (automorsmos) na geometria hiperbólica. Será conve-
niente, no entanto, utilizarmos coordenadas complexas e assumiremos daqui em diante
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fatos básicos sobre essa teoria. Também utilizaremos inversões em circunferência6.
Teorema 102 Reexões no plano hiperbólico são dadas através de inversão em circun-
ferência.
No plano hiperbólico, as retas como já comentamos, são representadas por semi-
circunferências euclideanas e semi-retas euclideanas. Para evitarmos discussões separada-
mente, chamaremos também as reexões em retas euclideanas de inversão, assim como
zemos com circunferências euclideanas. Dessa maneira, todas as reexões em retas do
plano hiperbólico serão dadas pelo que chamamos de inversão.
Faremos o desenvolvimento das fórmulas que devem representar as reexões no plano
hiperbólico.
No que segue, será conveniente trabalharmos com coordenadas complexas z = x + iy
e z = x  iy.
Uma inversão numa reta do tipo I (kL), é dada pela tranformação T (x; y) = (2k x; y)
(g.9.4), que em coordenadas complexas torna-se T (z) =  z + b, onde b = 2k.
Figura 9.4: T (x; y) = (2k   x; y)
Para uma reta do tipo II (cLr), podemos fazer uma mudança de variáveis x0 = x   c
e y0 = y (isto equivale a transladarmos o centro da circunferência euclideana de centro
(c; 0) para a origem). Em coordenadas complexas resulta: z0 = z   c. Então se w0 é a
imagem de z0 por inversão, teremos pelas propriedades de inversão que:
jjz0jj:jjw0jj = r2e z
0
jjz0jj =
w0
jjw0jj :
Resolvendo esse sistema e considerando que z0z0 = jjz0jj2, temos: w0 = r2
z0 e voltando ao
6Para uma melhor idéia sobre a teoria de inversão em circunferência, recomendamos a leitura do
apêndice F.
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sistema de coordenadas originais w = w0 + c, vem:w = r
2
z c + c ou
w =
cz + r2   c2
z   c :
Para facilitar essa apresentação, chamaremos C = 1
r
, A = cC e B = r(1 A2) e então
a inversão T , apresenta-se da seguinte maneira:
T (z) =
Az +B
Cz   A:
Note que o caso em que estudamos inversão em uma reta do tipo I, está incluído nesse
tipo de transformação para C = 0 e A =  1.
Repare ainda que
A2 +BC = A2 + r(1  A2)

1
r

= A2 + (1  A2) = 1
o que pode ser resumido no próximo teorema.
Teorema 103 No plano hiperbólico, reexões são representadas em coordenadas com-
plexas pela seguinte transformação:
T (z) =
Az +B
Cz   A e A
2 +BC = 1; onde A;B;C 2 R:
Note que a condição A2 +BC = 1 é equivalente a armarmos que o determinante da
matriz
 
A B
C  A
!
é  1.
Sabemos que isometrias diretas são representadas pela composição de duas reexões.
Podemos então encontrar o tipo de transformações que representam isometrias diretas
compondo duas reexões, dada pela fórmula apresentada no último teorema, no entanto
achamos mais conveniente voltarmos um pouco à teoria de grupos e darmos algumas
denições que facilitarão nossos cálculos.
Denição 63 Chamamos de GL(2;R) ao conjunto de todas as matrizes dois por dois
com entradas reais e determinante não nulo.
Teorema 104 GL(2;R) é um grupo em relação ao produto de matrizes.
Demonstração:
Veja que se M1;M2 2 GL(2;R) então M1  M2 2 GL(2;R) pois det(M1  M2) =
det(M1)det(M2) 6= 0:
G(1) A matriz identidade possui determinante igual a 1 e portanto, diferente de zero.
G(2) Toda matriz que possui determinante não nulo é inversível.
G(3) A associatividade é válida para quaisquer matrizes.
C.Q.D.
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Denição 64 SejamM1;M2 2 GL(2;R). Diremos queM1 é semelhante aM2 (denota-
se M1~M2) se e somente se existir uma constante real não-nula , tal que M1 = M2.
Teorema 105 ~ é uma relação de equivalência.
Demonstração:
Precisamos provar que esta relação é simétrica, reexiva e transitiva.
Simetria: M1~M2 ) 9 6= 0 :M1 = M2 ) 1M1 =M2 )M2~M1:
Reexidade: M1 = 1M1 )M1~M1:
Transitividade: Se M1~M2 e M2~M3 então devem existir constantes 1 6= 0 e 2 6= 0
tais que M1 = 1M2 e M2 = 2M3, donde M1 = 12M3: Logo, M1~M3:
C.Q.D.
Denição 65 Seja M1 2 GL(2;R): Denimos a classe de equivalência de M1 (deno-
tada por [M1]) como sendo o conjunto
[M1] = fM 2 GL(2;R) :M~M1g:
Veja que se M1~M2 então [M1] = [M2]:
Denição 66 O produto entre classes de equivalência é denido da seguinte maneira:
[M1]  [M2] = [M1 M2]:
Observe que este produto está bem denido, pois seX 2 [M1] e Y 2 [M2] então existem
1 6= 0 e 2 6= 0 tais que X = 1M1 e Y = 2M2 e então X  Y = (1M1)  (2M2) =
12(M1  M2) uma vez que M1 e M2 são lineares e portanto, X  Y 2 [M1  M2]:
Podemos concluir que o produto entre classes de equivalência independe do representante
que tomarmos dessa classe.
Podemos agora formar um conjunto com todas as classes de equivalência das matrizes
de GL(2;R): Denimos o seguinte conjunto:
PGL(2;R) = f[M ] :M 2 GL(2;R)g:
Teorema 106 O conjunto PGL(2;R) é um grupo em relação ao produto entre classes de
equivalência.
Demonstração:
G(1) Para qualquer [M ] 2 PGL(2;R) temos,
[M ]  [I] = [M  I] = [M ] = [I M ] = [I]  [M ]:
Além disso [I] 2 PGL(2;R) porque I 2 GL(2;R):
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G(2) Para qualquer [M ] 2 PGL(2;R); [M 1] 2 PGL(2;R) e além disso,
[M 1]  [M ] = [M 1 M ] = [I] = [M M 1] = [M ]  [M 1]:
G(3)
([M1][M2])[M3] = ([M1M2])[M3] = [M1M2M3] = [M1]([M2M3]) = [M1]([M2][M3]):
C.Q.D.
Faremos agora a composição entre duas reexões no plano hiperbólico, am de encon-
trarmos as isometrias diretas nesse modelo.
Sabemos que uma reexão no plano hiperbólico é dada pela transformação:
T (z) =
Az +B
Cz   A e A
2 +BC = 1
onde A;B;C 2 R, faremos T1  T2(z) onde T é uma reexão.
Sejam
U =
 
a0 b0
c0  a0
!
; V =
 
a b
c  a
!
e X =
 
z
1
!
onde U e V representam matrizes com entradas reais e X representa uma matriz com
entradas complexas.
U(V X) =
 
a0 b0
c0  a0
!  
a b
c  a
! 
z
1
!!
=
 
a0 b0
c0  a0
!  
az + b
cz   a
!!
assim,
U(V X) =
 
a0 b0
c0  a0
! 
(cz   a)
 
az+b
cz a
1
!!
= (cz   a)
  
a0 b0
c0  a0
! 
az+b
cz a
1
!!
uma vez que U e V são lineares. Com isso, vem que
U(V X) = (cz   a)
 
a0
 
az+b
cz a

+ b0
c0
 
az+b
cz a
  a0
!
= (cz   a)

c0

az + b
cz   a

  a0
0@ a0( az+bcz a)+b0c0( az+bcz a) a0
1
1A
portanto
U(V X) = [(ac0   a0c)z + bc0 + aa0]
0@ a0( az+bcz a)+b0c0( az+bcz a) a0
1
1A :
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Por outro lado, temos que
(UV )X =
  
a0 b0
c0  a0
! 
a b
c  a
!! 
z
1
!
=
 
a0a+ b0c a0b  ab0
ac0   a0c bc0 + aa0
! 
z
1
!
decorrendo
(UV )X =
 
(a0a+ b0c)z + (a0b  ab0)
(ac0   a0c)z + (bc0 + aa0)
!
= [(ac0 a0c)z+(bc0+aa0)]
 
(a0a+b0c)z+(a0b ab0)
(ac0 a0c)z+(bc0+aa0)
1
!
:
Como o produto de matrizes é associativo, podemos concluir que
U(V X) = (UV )X ) [(ac0   a0c)z + bc0 + aa0]
0@ a0( az+bcz a)+b0c0( az+bcz a) a0
1
1A
donde
U(V X) = [(ac0   a0c)z + (bc0 + aa0)]
 
(a0a+b0c)z+(a0b ab0)
(ac0 a0c)z+(bc0+aa0)
1
!
e então concluímos que 0@ a0( az+bcz a)+b0c0( az+bcz a) a0
1
1A =  (a0a+b0c)z+(a0b ab0)(ac0 a0c)z+(bc0+aa0)
1
!
e nalmente,
a0
 
az+b
cz a

+ b0
c0
 
az+b
cz a
  a0 = (a0a+ b0c)z + (a0b  ab0)(ac0   a0c)z + (bc0 + aa0) :
Agora, em poder desse resultado, note que se tivermos duas reexões
T1(z) =
az + b
cz   a e T2(z) =
a0z + b0
c0z   a0
então
T2  T1(z) =
a0
 
az+b
cz a

+ b0
c0
 
az+b
cz a
  a0
porém,
 
az+b
cz a

=
 
az+b
cz a

(utilizando aqui as propriedades

z1
z2

= z1
z2
; z1z2 = z1z2 e a = a
se a 2 R). Temos então
T2  T1(z) =
a0
 
az+b
cz a

+ b0
c0
 
az+b
cz a
  a0 = a
0  az+b
cz a

+ b0
c0
 
az+b
cz a
  a0 = (a0a+ b0c)z + (a0b  ab0)(ac0   a0c)z + (bc0 + aa0) = Az +BCz +D:
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Note ainda que
 
A B
C D
!
= (UV ) e então
AD  BC = det
 
A B
C D
!
= det(UV ) = det(U)det(V ) = ( 1)( 1) = 1:
Por m, podemos resumir nosso resultado com o seguinte teorema:
Teorema 107 No plano hiperbólico, as isometrias diretas são representadas por trans-
formações do tipo
T (z) =
Az +B
Cz +D
e AD  BC = 1
Podemos agora obter as isometrias indiretas compondo todas as isometrias diretas com
uma isometria indireta xada. Podemos por exemplo usar a reexão em torno do eixo
y, dado por T1(z) =  z o que resulta em T (z) =  Az+B Cz+D o que pode ser melhor escrito
conforme o próximo teorema:
Teorema 108 No plano hiperbólico, as isometrias indiretas são representadas por trans-
formações do tipo
T (z) =
Az +B
Cz +D
e AD  BC =  1
Deniremos agora o conjunto de todas as isometrias (e por consequência, todos auto-
morsmos) no plano hiperbólico:
TC = fTa;b;c;d : C ! C denida por Ta;b;c;d(z) = az+bcz+d , a; b; c; d 2 R e ad   bc =
1g[fTA;B;C;D : C! C denida por TA;B;C;D(z) = Az+BCz+D , A;B;C;D 2 R e AD BC = 1g:
Teorema 109 TC é um grupo em relação a composição.
Demonstração:
G(1) Tome a transformação
I(z) =
Az +B
Cz +D
com A = 1; B = 0; C = 0 e D = 1:
Observe que AD   BC = 1 e então T é uma isometria direta. Note ainda que para
qualquer z 2 C,
I(z) =
1z + 0
0z + 1
=
z
1
= z
é a identidade.
G(2) Para cada isometria direta T (z) = Az+B
Cz+D
; AD  BC = 1 tome
T 0(z) =
Dz +B
Cz + A
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assim como para cada isometria oposta T (z) = az+b
cz+d
; ad  bc =  1 basta tomar
T 0(z) =
dz + b
cz + a
:
Em ambos os casos temos que T T 0(z) = z = I(z): Além disso, DA BC = AD BC = 1
e da  bc = ad  bc =  1 e portanto T 0 é uma isometria em qualquer um dois dois casos.
G(3) Essa propriedade é de fácil vericação e exige apenas o trabalho de desenvolvê-la,
por isso não a faremos explicitamente.
C.Q.D.
Demonstraremos agora o último teorema de nosso trabalho, similar a um outro que já
demonstramos no plano euclideano.
Teorema 110 Os grupos TC e PGL(2;R) são isomorfos.
Demonstração:
Considere a função  : TC ! PGL(2;R) denida por
(Ta;b;c;d) =
" 
a b
c d
!#
:
Mostraremos que  é um isomorsmo de grupos.
Observação:  está bem denida porque
Ta;b;c;d 2 TC ) ad  bc = 1) det
 
a b
c d
!
= 1 6= 0)
 
a b
c d
!
2 GL(2;R)
logo,
" 
a b
c d
!#
2 PGL(2;R):
 é um homomorsmo pois para quaisquer Ta;b;c;d; Ta0;b0;c0;d0 2 TC; vemos que(Ta;b;c;d
Ta0;b0;c0;d0) = (Taa0+bc0;ab0+bd0;a0c+cd;b0c+dd) (veja a composição de duas reexões feita logo
acima) e então
(Ta;b;c;d  Ta0;b0;c0;d0) = (Taa0+bc0;ab0+bd0;a0c+cd;b0c+dd) =
" 
aa0 + bc0 ab0 + bd0
a0c+ cd b0c+ dd
!#
o que é o mesmo que
(Ta;b;c;d  Ta0;b0;c0;d0) = (Taa0+bc0;ab0+bd0;a0c+cd;b0c+dd) =
" 
a b
c d
! 
a0 b0
c0 d0
!#
podemos por isso concluir que
(Ta;b;c;d  Ta0;b0;c0;d0) =
" 
a b
c d
!#

" 
a0 b0
c0 d0
!#
= (Ta;b;c;d) (Ta0;b0;c0;d0):
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 também é bijetiva.
Podemos ver que esta função é injetiva da seguinte maneira:
(Ta;b;c;d) = (Ta0;b0;c0;d0))
" 
a b
c d
!#
=
" 
a0 b0
c0 d0
!#
)
 
a b
c d
!
~
 
a0 b0
c0 d0
!
portanto, 9 6= 0 tal que 
a b
c d
!
= 
 
a0 b0
c0 d0
!
) a = a0; b = b0; c = c0 e d = d0
e com isso, para qualquer número complexo z, se T é uma isometria direta teremos:
Ta;b;c;d(z) = T (z) =
az + b
cz + d
=
(a0)z + (b0)
(c0)z + (d0)
=
(a0z + b0)
(c0z + d0)
=
a0z + b0
c0z + d0
= Ta0;b0;c0;d0(z):
Também, por raciocínio análogo, podemos concluir o mesmo para T sendo uma isometria
oposta.
Para mostrarmos que é sobrejetiva, devemos tomar um elemnto qualquer
" 
a b
c d
!#
2
PGL(2;R) e repararmos que:
 
a b
c d
!
2 PGL(2;R) ) ad   bc 6= 0 ) ad   bc < 0 ou
ad  bc > 0: Analisemos os dois casos.
Caso 1) ad  bc > 0: Tome
 =
1p
ad  bc
e como

 
a b
c d
!
~
 
a b
c d
!
podemos ver que " 
a b
c d
!#
=
"

 
a b
c d
!#
e com isso conseguimos que
(Ta;b;c;d) =
" 
a b
c d
!#
=
"

 
a b
c d
!#
=
" 
a b
c d
!#
:
Agora observe que Ta;b;c;d 2 TC pois
(ad)  (bc) = 2(ad  bc) =

1p
ad  bc
2
(ad  bc) = 1
ad  bc(ad  bc) = 1
e Ta;b;c;d é uma isometria direta.
Caso 2) ad bc < 0: Aplicando-se o mesmo raciocínio para  = 1p (ad bc) concluiremos
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que Ta;b;c;d será uma isometria oposta com (ad)  (bc) =  1.
Como é um homomorsmo e uma bijeção, concluímos que esta mesma função é um
isomorsmo de grupos, conforme queríamos.
C.Q.D.
Com este último teorema, atingimos nosso último objetivo, obtendo o grupo de auto-
morsmos do plano hiperbólico.
Capítulo 10
CONCLUSÕES
A principal motivação para este trabalho foi com certeza a diculdade de encontrar em
livros o ponto de vista aqui abordado.
Após muitos esforços desprendidos e inúmeras pesquisas bibliográcas, conclui que
praticamente não existem livros que façam vericações rigorosas com o intuito de demon-
strar que determinados modelos satisfazem o conjunto de axiomas especícos de uma
geometria. A maioria dos livros pesquisados apenas armam que determinado modelo
pertence a certa geometria, sem literalmente ocupar-se com as demonstrações.
A motivação pessoal e o interesse pelo assunto com certeza também contribuíram para
a escolha do tema.
A idéia inicial consistia apenas em descrever um modelo de geometria hiperbólica (O
semi-plano superior de Poincaré) com o auxílio da Geometria Analítica e então vericar
que este modelo satisfaz o conjunto de axiomas da geometria hiperbólica, no entanto os
objetivos foram largamente ampliados e o resultado nal está impresso neste trabalho.
Apesar de termos aqui um trabalho de conclusão de curso um tanto extenso, penso
que cada um dos capítulos é importante e possui sua função, por isso, são todos eles
necessários para que o trabalho esteja realmente completo e justamente por isso é que
acredito que todos os objetivos foram alcançados sintindo-me bastante satisfeito com o
resultado nal.
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Apêndice A
ORDEM EM GEOMETRIA
EUCLIDEANA
Aqui, vericaremos que o plano euclideano verica os quatro axiomas da geometria de
ordem.
O(1) Suponha que tenhamos A E B E C, então:
A 6= C e B = A+ t(C   A)
para algum t real (0 < t < 1). Obviamente A, B e C são colineares, em vista de que B
pertence a reta
 !
AC pela denição que demos a reta. Agora tome s = 1   t. Com isso,
teremos que
B = A+t(C A)) B = A+(1 s)(C A)) B = A+(1 s)C (1 s)A = A+C sC A+sA
e por isso, B = C + s(A  C):Além disso,
0 < t < 1) 0 < 1  s < 1)  1 < s < 0) 0 < s < 1) C E A E B:
O(2) Sejam A 6= B pertencentes a  E.
 !
AB = fC 2  E : C = A+ t(B   A); t 2 Rg:
Tome C = A+ 2(B   A): Mas
C = A+ 2(B   A)) C 2  !AB
e
C = A+2B 2A = A+2B ) B = 1
2
A+
1
2
C = A 1
2
A+
1
2
C = A+
1
2
(C A)) AEBEC:
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O(3) Seja l 2 ×E e sejam A, B e C pontos distintos incidentes a l.
l = fD 2  E : D = A+ t(B   A); t 2 Rg
pois A e B pertencem a l. Mas C também pertence a l, então deve existir t0 2 R tal que
C = A+ t0(B A). Para t0 = 0, teremos C = A (contradição). Da mesma maneira, para
t0 = 1, teremos C = B, o que leva a outra contradição. Então precisamos ter t0 < 0 ou
0 < t0 < 1 ou t0 > 1 (exclusivamente).
Se 0 < t0 < 1, então imediatamente teremos A E C E B (I);
Se t0 < 0, então como C = A+ t0(B   A), vem que
C = A+ t0B   t0A(1  t0)A = C   t0B ) A = 1
1  t0C  
t0
1  t0B
note que 1  t0 > 0 pois
t0 < 0  t0 > 0) 1  t0 > 1 > 0
e então
A = C C+ 1
1  t0C 
t0
1  t0B ) A = C+
t0
1  t0C 
t0
1  t0B ) A = C+
t0
1  t0 (B C):
Falta mostrar que 0 < t0
1 t0 < 1. Mas
 1 < 0) t0   1 < t0 < 0
Como
t0 < 0) t0   1 <  1 < 0) 1
t0   1 < 0
então
t0   1 < t0 < 0) 1
t0   1(t0   1) >
1
t0   1t0 > 0) 1 >
t0
t0   1 > 0
donde teremos C E A E B (II);
Por último, se tivermos que t0 > 1, prova-se de maneira similar que
B = A+
1
t0
(C   A) e 0 < 1
t0
< 1
e por consequência, A E B E C (III).
Como os casos (I), (II) e (III) devem ocorrer e além disso deve ocorrer exclusivamente,
teremos que um e somente um dos casos ocorre: AEBEC ou CEAEB ou AECEB,
conforme queríamos.
O(4) Para mostrarmos esta propriedade, precisaremos de um lema, no qual utilizare-
mos fatos de álgebra linear para sua demonstração.
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Lema 3 Se duas retas são paralelas no plano euclideano, então elas possuem um mesmo
vetor diretor.
Demonstração
Sejam
r = A+ tB e s = C +mD
retas paralelas no plano euclideano (esta é uma notação simplicada, na verdade quando
dizemos que r = A + tB queremos signicar que r = fF 2  E : F = A + tB; t 2 Rg).
Então teremos que
A+ tB 6= C +mD
para todos t e m pertencentes aos reais. Com isso, vem:
(xA + txB; yA + tyB) 6= (xC +mxD; yC +myD)
para todos t e m reais, ou ainda, na forma matricial: 
xD  xB
yD  yB
! 
m
t
!
6=
 
xA   xC
yA   yC
!
Para qualquer vetor
 
m
t
!
pertencente ao R2.
Mas isso em particular, signica que a transformação linear não é sobrejetiva e por-
tanto, os seus vetores-coluna (xD; yD) e ( xB; yB) são L.D., com isso , terá que existir
um número real k tal que
(xD; yD) = k( xB; yB)
ou
D =  kB
daí
s = C +mD = C +m( k)B = C + nB onde n =  km:
Com isso,
s = C + nB e r = A+ tB
e decorre que s e r possuem um mesmo vetor diretor.
C.Q.D.
Passemos agora para a vericação de O(4). Sejam A, B e C pontos distintos e não
colineares pertencentes ao plano euclideano. Seja l uma reta não incidente a nem um
desses três pontos e que passe por um ponto D, tal que A E D E C. Separaremos em
dois casos: (a) l é paralela a
 !
AB (g.A.1) ou (b) l não é paralela a
 !
AB.
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Figura A.1:
 !
AB e a possuem um mesmo vetor diretor
Caso (a)
l = D + t(B   A); t 2 R
pelo último lema, uma vez que que l é incidente a D e paralela a
 !
AB. Mas
A D  C ) D = C + s(A  C) e 0 < s < 1
então
l = [C + s(A  C)] + r(B   A)
para s xo e r variando nos reais. Agora se tomarmos r = s, teremos
l = [C + s(A  C)] + s(B   A) = C + s(A  C +B   A) = C + s(B   C) = E:
E é incidente a l, pois para r = s temos que l = E, além disso, B e E e C pois
E = C + s(B   C) e 0 < s < 1
donde l passa por um ponto do segmento BC, conforme queríamos.
Caso (b) Como l não é paralela a
 !
AB, então é necessário que exista um ponto F
incidente a ambas as retas. F é distinto de A e de B pois l não passa por esses pontos por
hipótese. Então os pontos A, B e F são 3 pontos distintos e colineares e pela propriedade
O(3) já vericada teremos:
(b1) A E B E F (g.A.2);
(b2) A E F E B ou
(b3) F E A E B.
(b1)
Lema 4 Se t < 0 e 0 < u < 1, então t
t+u 1 pertence aos reais e 0 <
ut
t+u 1 < 1.
Demonstração:
u < 1) u  1 < 0:
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Figura A.2: Caso (b1) A B  F
Como t < 0 então teremos:
t < 0) (u  1)t > 0 > u  1) ut  t > u  1) ut > t+ u  1 (I)
Mas
u > 0 e t < 0) ut < 0
e de (I) decorre:
t+ u  1 < ut < 0 (II)
t < 0) t  1 <  1) t+ u  1 < u  1 < 0
pois u < 1, então t+ u  1 < 0 (III)
De (II) e (III) vem:
t+ u  1
t+ u  1 >
ut
t+ u  1 >
0
t+ u  1 ) 0 <
ut
t+ u  1 < 1:
De (III) temos também que
t+ u  1 < 0) t+ u  1 6= 0
donde t
t+u 1 2 R.
C.Q.D.
Demonstração do caso (b1):
A E B E F ) F = B + t(A B)
para algum t < 0.
A E D E C ) D = A+ u(C   A)
para algum 0 < u < 1.
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l = F + r(D   F ); r 2 R
já que l passa por F e D. Mas então
l = [B + t(A B)] + r[(A+ u(C   A))  (B + t(A B))]
Com isso,
l = B +B( t+ r(t  1)) + A(r(1  u  t)  t) + C(ur):
Tome
r =
t
t+ u  1 :
r pertence aos reais pelo último lema. Então
l = B +B

 t+ t(t  1)
t+ u  1

+ A

 tt+ u  1
t+ u  1 + t

+ C
ut
t+ u  1
Logo
l = B +B
  ut
t+ u  1

+ 0 + C
ut
t+ u  1 = B +
ut
t+ u  1(C  B) = E:
E é incidente a l pois l = E para r = t
t+u 1 e além disso, C E E E B pois 0 < utt+u 1 < 1
novamente pelo último lema. Conclui-se que l passa pelo ponto E pertencente ao segmento
BC.
(b2) Não temos nada a provar, pois A  F  B garante que l passa por um ponto
do segmento AB (a saber, o ponto F ).
(b3)
Lema 5 Se t > 1 e 0 < u < 1, então a tese do lema 7 é assegurada.
Essa demonstração é muito similar àquela do último lema e por isso não a faremos
explicitamente.
C.Q.D.
Demonstração do caso (b3):
F E A E B ) F = B + t(A B)
para algum t > 1;
A E D E C ) D = A+ u(C   A)
para algum 0 < u < 1.
l = F + r(D   F ); r 2 R:
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Novamente se tomarmos
r =
t
t+ u  1
encontraremos
l = B +
ut
t+ u  1(C  B) = E
idêntico ao que ocorreu em (b1).
C.Q.D.
Conseguimos vericar as propriedades de O(1) até O(4) para o plano euclideano, de
onde vemos que este modelo é uma geometria de ordem, quando incluimos nele a relação
E e automaticamente, todos os teoremas da geometria de ordem serão assegurados para
esse modelo.
Apêndice B
ORDEM EM GEOMETRIA
HIPERBÓLICA
Nesse apêndice, vericaremos que o plano hiperbólico verica as quatro propriedades da
geometria de ordem.
O(1) AH B H C ) A, B e C são pontos colineares pela denição. Caso estes pontos
pertençam a uma reta do tipo I, então teremos também pela denição:
yA < yB < yC ou yC < yB < yA
então A, B e C são distintos e além disso teremos
yC < yB < yA ou yA < yB < yC ) C H B H A:
Caso os 3 pontos pertençam a uma reta do tipo II, teremos então pela denição que
xA < xB < xC ou xC < xB < xA
e então A, B e C são distintos e além disso,
xC < xB < xA ou xA < xB < xC ) C H B H A:
O(2) Sejam B = (xB; yB) e C = (xC ; yC) pontos distintos. Separaremos em 2 casos:
Caso 1) xB = xC = k: Nesse caso teremos que yB e yC são distintos, uma vez que
B e C são distintos, então yB > yC ou yC > yB. Se yB > yC , tome
yD =
yC
2
:
Como yC > 0 decorre
yC > 0) yD = yC
2
> 0
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Figura B.1: xB < xC  m
então para D = (k; yD), vemos que D pertence ao plano hiperbólico. B, C e D pertencem
a kL e como teremos yB > yC > yD e decorre que B H C H D. Em contrapartida,
se tivermos yC > yB, tome yD > yC , assim teremos que para D = (k; yD), B, C e D
pertencem a kL e B H C H D pois yD > yC > yB.
Caso2) xB 6= xC : Para esse caso, deve existir mLr tal que B e C pertençam a mLr
e temos xB > xC ou xC > xB. Separaremos nesses dois possíveis casos:
Caso2)a) xB < xC . Nesse caso, como C 2 mLr vem
C 2 mLr ) (xC  m)2+ y2C = r2 ) (xC  m)2 = r2  y2C ) jxC  mj =
q
r2   y2C <
p
r2
em vista que yC > 0. Então
jxC  mj < jrj = r:
Caso xC  m (g.B.1), tome xD = m+ r2 ;
xD = m+
r
2
) xB < xC  m < m+ r
2
= xD
e tome yD = r
q
3
4
;
yD = r
r
3
4
) yD =
r
3r2
4
=
r
r2  
r
2
2
=
p
r2   (xD  m)2 ) (xD  m)2 + y2D = r2:
Se D = (xD; yD) entãoD 2 mLr e B  C D pois xB < xC < xD.
Ainda considerando-se o caso2)a) mas agora para xC > m tem-se xC  m > 0 e então
jxC  mj < r ) xC  m < r ) xC < m+ r
Veja gura B.2. Nesse caso, devemos tomar
xD : xC < xD < m+ r
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a existência de tal número é propriedade dos números reais. Com isso,
xC  m < xD  m < r:
Como xC  m > 0, então
0 < xC  m < xD  m < r ) (xD  m)2 < r2:
Basta tomarmos
yD =
p
r2   (xD  m)2 > 0
e com isso,
(xD  m)2 + y2D = r2
de onde D = (xD; yD) pertencerá a mLr e como xB < xC < xD, teremos B H C H D.
Figura B.2: xB < xC < xD < m+ r
Caso2)b) xB > xC . Se xC  m, tome
xD = m  r
2
e yD = r
r
3
4
> 0:
Por justicativas similares as dadas acima, teremos B H C H D. Mas se xC < m, é
suciente tomar
xD : xC > xD > m  r e yD =
p
r2   (xD  m)2 > 0:
Podemos vericar a existência de xD de forma semelhante ao caso2)a) e similarmente a
demonstração acima, teremos B H C H D.
O(3) Se A, B e C pertencem a kL, então xA = xB = xC = k. Como A, B e C são
distintos por hipótese vem que yA, yB e yC são números distintos e pela propriedade da
tricotomia dos números reais temos que:
yA < yB (i) ou yB < yA (ii)
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e
yA < yC (iii) ou yC < yA (iv)
e
yB < yC (v) ou yC < yB (vi):
Os 8 possíveis casos serão:
(i) e (iii) e (v) ) yA < yB < yC ) A H B H C;
(i) e (iii) e (vi) ) yA < yC e yC < yA )Absurdo;
(i) e (iv) e (v) ) yA < yC < yB ) A H C H B;
(i) e (iv) e (vi) ) yC < yA < yB ) C H A H B;
(ii) e (iii) e (v) ) yB < yA < yC ) B H A H C;
(ii) e (iii) e (v ) ) yB < yC < yA ) B H C H A;
(ii) e (iv) e (v) ) yC < yA e yA < yC )Absurdo;
(ii) e (iv) e (vi) ) yC < yB < yA ) C H B H A.
Como deve ocorrer apenas um dois 6 possíveis casos, vemos que teremos A H B H C
ou B H A H C ou A H C H B (exclusivamente) conforme queríamos.
Considerando agora que A, B e C pertencem a uma reta do tipo II (cLr). Decorre que
xA, xB e xC são números distintos (se xA = xB então (xA c)2+y2A = r2 = (xB c)2+y2B =
(xA   c)2 + y2B e com isso: yA = yB, donde A = B, o que contradiz a hipótese) e pelos
mesmos motivos citados acima, veremos que um e somente um dos casos ocorre.
O(4) Para essa demonstração, precisaremos dos 2 lemas anunciados e demonstrados
abaixo:
Lema 6 xB < xC < xA ou xA < xC < xB se e somente se existe yC tal que C = (xC ; yC)
pertence a
 !
AB = mLr e A H C H B. (g.B.3)
Figura B.3: C 2  !AB = cLr e A  C B
Demonstração:
APÊNDICE B. ORDEM EM GEOMETRIA HIPERBÓLICA 109
()) Suponha xB < xC < xA (o caso xA < xC < xB é análogo). Existe k > 1 tal que
xC = xB +
xA   xB
k
por propriedade dos números reais (g.B.4). Logo
xC =
xA + xB(k   1)
k
:
Mas
r2 = y2A + (xA  m)2 ) r2 > (xA  m)2 ) r > jxA  mj
(analogamente r > jxB  mj).
r =
r
k
+
r(k   1)
k
>
jxA  mj
k
+
jxB  mj(k   1)
k
=
xA  mk
+ (xB  m)(k   1)k

pois se k > 1 teremos
r 
xA  mk + (xB  m)(k   1)k
 = xA + xB(k   1) m m(k   1)k

logo
r 
xA + xB(k   1) m(1 + k   1)k
 = xA + xB(k   1) m(1 + k   1)k

e então
r 
xA + xB(k   1)k  m
 = jxC  mj
donde
r > jxC  mj ) r2 > (xC  m)2 ) r2   (xC  m)2 > 0:
Tome yC =
p
r2   (xC  m)2 > 0: Assim,
(xC  m)2 + y2c = r2
e C = (xC ; yC) pertence a reta cLr =
 !
AB. Como xB < xC < xA vem B  C  A.
A implicação no sentido contrário é imediata.
C.Q.D.
Lema 7 Sejam A = (xA; yA) e B = (xB; yB) pontos do plano hiperbólico e seja l = cLr
uma reta do tipo II. Então
(xA   c)2 + y2A < r2 < (xB   c)2 + y2B ou (xB   c)2 + y2B < r2 < (xA   c)2 + y2A , AjB; l:
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Figura B.4: xC = xB + xA xBk
Demonstração:
Caso a) xA = xB = k:
()) Se xA = xB = k então A e B pertencem a kL. Mas
(xA   c)2 + y2A < r2 ) y2A < r2   (xA   c)2 ) 0 < yA <
p
r2   (xA   c)2:
Tome
yC =
p
r2   (xA   c)2 > 0
então C = (xA; yC) pertence a l pois
(xA   c)2 + y2C = (xA   c)2 +
p
r2   (xA   c)2
2
= r2:
Mas C também pertence a kL pois xA = k. Além disso,
(xA   c)2 + y2A < r2 < (xB   c)2 + y2B
concluimos
(xA   c)2 + y2A < (xA   c)2 + y2C < (xB   c)2 + y2B = (xA   c)2 + y2B
e então
y2A < y
2
C < y
2
B ) yA < yC < yB
e assim, A H C H B. Como a reta l passa por C, temos então AjB; l. (g.B)
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Obs.: se tomarmos como hipótese
(xB   c)2 + y2B < r2 < (xA   c)2 + y2A
chegaremos a mesma conclusão por uma demonstração análoga.
Reciprocamente, suponha que AjB; l; então existe C tal que A  C  B e l passa por
C.
A  C B ) yA < yC < yB ou yB < yC < yA
l passa por C: Com isso,
(xC   c)2 + y2C = r2:
Suponha que yA < yC < yB: Logo,
yA < yC < yB ) y2A < y2C < y2B
pois são todos números positivos. Com isso vem que
(xA   c)2 + y2A < (xA   c)2 + y2C < (xA   c)2 + y2B
então
(xA   c)2 + y2A < (xC   c)2 + y2C < (xB   c)2 + y2B
e com isso,
(xA   c)2 + y2A < r2 < (xB   c)2 + y2B:
Analogamente, se supormos yB < yC < yA teremos
(xB   c)2 + y2B < r2 < (xA   c)2 + y2A:
Caso b) xA 6= xB: Devem existir m e n reais (n positivo), tais que  !AB = mLn.
()) Tome
xK =
r2   n2 +m2   c2
2(m  c)
e suponha
(xA   c)2 + y2A < r2 < (xB   c)2 + y2B
o outro caso é análogo.
Então das hipóteses
(xA   c)2 + y2A < r2 e (xA  m)2 + y2A = n2
concluimos que
2xA(m  c) < r2   n2 +m2   c2
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e das hipóteses
(xB   c)2 + y2B > r2 e (xB  m)2 + y2B = n2
concluimos que
2xB(m  c) > r2   n2 +m2   c2:
Desses dois resultados e considerando que m  c deve ser maior ou menor que zero, vem:
xA <
r2   n2 +m2   c2
2(m  c) = xK < xB ou xB <
r2   n2 +m2   c2
2(m  c) = xK < xA
então pelo lema 6, deve existir yK tal que K = (xK ; yK) pertence a mLn e A E K E B.
Falta provar que
(xK   c)2 + y2K = r2:
Mas
xK =
r2   n2 +m2   c2
2(m  c) )  2mxK +m
2   n2 =  2cxK + c2   r2
donde
x2K   2mxK +m2   n2 = x2K   2cxK + c2   r2 ) (xK  m)2   n2 = (xK   c)2   r2
e então
 y2K = (xK   c)2   r2 ) (xK   c)2 + y2K = r2
e então K pertence a l e como já constatamos que A E K E B, vem que AjB; l.
Reciprocamente, suponha AjB; l. Então existe K pertencente a l, tal que A K  B.
Como K 2 l = cLr temos
(xK   c)2 + y2K = r2
Mas
A H K H B ) K 2  !AB = mLn ) (xK  m)2 + y2K = n2
e então termos por esses dois resultados que
xK =
r2   n2 +m2   c2
2(m  c) :
Suponha por absurdo que
(xA   c)2 + y2A < r2 e (xB   c)2 + y2B < r2:
Como
(xA  m)2 + y2A = n2 e (xB  m)2 + y2B = n2
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teremos
xA >
r2   n2 +m2   c2
2(m  c) = xK e xB >
r2   n2 +m2   c2
2(m  c) = xK
ou
xA < xK e xB < xK
o que leva a uma contradição, pois por hipótese temos
xA < xK < xB ou xB < xK < xA
decorrendo, A H K H B. Portanto
(xA   c)2 + y2A < r2 e (xB   c)2 + y2B < r2
não pode ocorrer. Similarmente, conseguimos provar que
(xA   c)2 + y2A > r2 e (xB   c)2 + y2B > r2
também não pode ocorrer. A e B não são pontos incidentes a l e portanto teremos:
(xA   c)2 + y2A 6= r2 e (xB   c)2 + y2B 6= r2:
Então obrigatoriamente vemos que deve acontecer
(xA   c)2 + y2A < r2 < (xB   c)2 + y2B ou (xA   c)2 + y2A > r2 > (xB   c)2 + y2B
conforme queríamos.
C.Q.D.
Com esses 2 lemas e com o ASP, seremos capazes de demonstrar O(4).
Demonstração:
Sejam A = (xA; yA), B = (xB; yB) e C = (xC ; yC) pontos distintos pertencentes ao
plano hiperbólico e seja l uma reta que não passa por nenhum desses pontos. Temos dois
possíveis casos:
Caso 1) l é do tipo I (l = kL). Nesse caso suponha que tenhamos A;Bjl e B;Cjl:
Teremos então pelo lema O3 :
xA < k e xB < k e xC < k
ou
xA > k e xB > k e xC > k
Então não ocorre xA < k < xC , xC < k < xA nem xC = k = xA, portanto A e C não
podem estar em lados opostos a l. Levando-se em consideração o fato de que A e C são
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pontos não incidentes a l, decorre que A e C estão do mesmo lado de l.
Suponha agora que tenhamos AjB; l e BjC; l: Teremos então que
xA < k < xB ou xB < k < xA
e
xC < k < xB ou xB < k < xC
pelo lema 6. Os possíveis casos são:
xA < k < xB e xC < k < xB ) xA < k e xC < k ) A;Cjl;
xA < k < xB e xB < k < xC ) k < xB e xB < k )Absurdo;
xB < k < xA e xB < k < xC ) xA > k e xC > k ) A;Cjl;
xA < k < xB e xB < k < xC ) k < xB e xB < k )Absurdo.
Vemos então que é necessário termos A;Cjl e portanto o ASP é satisfeito e decorre
que o axioma de Pasch é satisfeito.
Caso 2) l é do tipo II (l = cLr)
Se tivermos A;Bjl, então teremos
(xA   c)2 + y2A < r2 e (xB   c)2 + y2B < r2
ou
(xA   c)2 + y2A > r2 e (xB   c)2 + y2B > r2
pelo lema 7. Caso tenhamos também a hipótese B;Cjl então
(xB   c)2 + y2B < r2 e (xC   c)2 + y2C < r2
ou
(xB   c)2 + y2B > r2 e (xC   c)2 + y2C > r2
também pelo lema 7. Com esse dois resultados ocorrendo simultaneamente, obrigatoria-
mente ocorrerá:
(xA   c)2 + y2A < r2 e (xB   c)2 + y2B < r2 e (xC   c)2 + yA < r2
ou
(xA   c)2 + y2A > r2 e (xB   c)2 + y2B > r2 e (xC   c)2 + yA > r2
decorrendo A;Cjl novamente pelo lema 7.
Agora se supormos que AjB; l e BjC; l, utilizando argumentos similares aos descritos
acima, conseguiremos provar que
(xA   c)2 + y2A < r2 e (xB   c)2 + y2B > r2 e (xC   c)2 + yA < r2
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ou
(xA   c)2 + y2A > r2 e (xB   c)2 + y2B < r2 e (xC   c)2 + yA > r2
e então A;Cjl pelo lema 7.
Com esse último resultado, conseguimos concluir que o ASP é satisfeito e automati-
camente temos que o axioma de Pasch também será.
C.Q.D.
Apêndice C
CONGRUÊNCIA EM
GEOMETRIA EUCLIDEANA
Vericaremos agora que o plano euclideano é uma geometria de congruência.
Para vericarmos a propriedade C(1), precisamos mostrar duas coisas: que existe um
ponto com as características exigidas e que este é único. Comecemos com a demontração
de sua existência:
Sejam A = (xA; yA) e B = (xB; yB) pontos distintos pertencentes ao plano euclideano.
Considere uma semi-reta qualquer
  !
A0B0. Precisamos mostrar que existe um ponto C 6= A0
pertencente a semi-reta
  !
A0B0 tal que AB E A0C.
  !
A0B0 = fC 2  E : C = A0 + t(B0   A0); t 2 R+g:
Tome
t0 =
jjA Bjj
jjA0  B0jj :
Repare que jjA0 B0jj é não nulo pela propriedade N(i), uma vez que A0 e B0 são distintos.
Mas então t0 > 0 e t0 = j   t0j e então
jjA Bjj = t0jjA0  B0jj = jt0j:jjA0  B0jj = jjt0(A0  B0)jj
pela propriedade N(ii). Com isso:
jjA Bjj = jj t0(B0 A0)jj ) jjA Bjj = jjA0 A0 t0(B0 A0)jj = jjA0 (A0+t0(B0 A0))jj (I):
Tome agora
C = A0 + t0(B0   A0):
Como t0 > 0, C é um ponto da semi-reta
  !
A0B0 e C é distinto de A0 pois se fossem iguais,
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teriamos forçosamente que t0 = 0 o que não ocorre. De (I) vem:
jjA0   C 0jj = jjA0   (A0 + t0(B0   A0)jj = jjA Bjj ) A0C 0 E AB:
Mostraremos agora que este ponto é único. Para isso suponha que existam dois pontos
C e C 0 distintos de A0, pertencentes a semi-reta
  !
A0B0 e tais que A0C 0 e AB e A0C E AB.
C 2   !A0B0 e C 6= A) C = A0 + t0(B0   A0)
para algum t0 > 0;
C 0 2   !A0B0 e C 0 6= A) C 0 = A0 + t1(B0   A0)
para algum t1 > 0. Como A0C e AB decorre
jjA0   (A0 + t0(B0   A0)jj = jjA Bjj ) t0 = jjA BjjjjB0   A0jj :
Analogamente, concluimos que
t1 =
jjA Bjj
jjB0   A0jj = t0
implicando em C = C 0.
A armação C(2) é obviamente satisfeita.
Para mostrarmos C(3) suponha que tenhamos
A E B E C; A0 E B0 E C 0; AB E A0B0 e BC E B0C 0:
Mas
A E B E C ) B = A+ t0(C   A) com 0 < t0 < 1;
Analogamente,
A0 E B0 E C 0 ) B0 = A0 + t1(C 0   A0) com 0 < t1 < 1;
Então
AB E A0B0 ) jjA Bjj = jjA0 B0jj ) jjA  (A+ t0(C A)jj = jjA0  (A0+ t1(C 0 A0)jj
daí,
jj   t0(C   A)jj = jj   t1(C 0   A0)jj ) t0jjC   Ajj = t1jjC 0   A0jj ) jjC   AjjjjC 0   A0jj =
t1
t0
(I):
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Ainda,
BC E B0C 0 ) jjB Cjj = jjB0 C 0jj ) jjA+ t0(C A) Cjj = jjA0+ t1(C 0 A0) C 0jj
implicando
jj(1  t0)(A  C)jj = jj(1  t1)(A0   C 0)jj ) (1  t0)jj(A  C)jj = (1  t1)jj(A0   C 0)jj
e com isso,
(1  t0)jj(A  C)jj = jjA  CjjjjA0   C 0jj =
1  t1
1  t0 (II):
De (I) e (II) decorre:
t1
t0
=
1  t1
1  t0 ) t1   t1t0 = t0   t1t0 ) t1 = t0
e novamente por (I) concluimos que
jjA  Cjj = jjA0   C 0jj ) AC E A0C 0:
A propriedade C(5) é imediatamente vericada.
Para vericarmos C(6), suponha que tenhamos dois triângulos ABC e A0B0C 0 tais que
BA E B0A0, BAC E B0A0C 0 e AC E A0C 0.
BA E B0A0 ) jjA Bjj = jjA0  B0jj (I)
Da mesma forma,
AC e A0C 0 ) jjA  Cjj = jjA0   C 0jj (II)
Por último,
\BAC E \B0A0C 0 ) hB   A;C   AijjB   Ajj:jjC   Ajj =
hB0   A0; C 0   A0i
jjB0   A0jj:jjC 0   A0jj
Utilizando (I) e (II) vem:
hB   A;C   Ai = hB0   A0; C 0   A0i (III):
Mas
jjB Cjj2 = jjB A C+Ajj2 = jj(B A) (C A)jj2 = h(B A) (C A); (B A) (C A)i
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então
jjB   Cjj2 = h(B   A); (B   A)i+ h(C   A); (C   A)i   2h(B   A); (C   A)i
e com isso,
jjB   Cjj2 = jjB   Ajj2 + jjC   Ajj2   2h(B0   A0); (C 0   A0)i por (III)
então
jjB   Cjj2 = jjB   Ajj2 + jjC   Ajj2   2h(B0   A0); (C   A)i
logo
jjB   Cjj2 = jjB0   A0jj2 + jjC 0   A0jj2   2h(B0   A0); (C   A)i
por (I) e (II) e por isso temos que
jjB   Cjj2 = jjB0   C 0jj2
e como a norma é um número não negativo, decorre que
jjB   Cjj = jjB0   C 0jj (IV)
Ainda,
hA0   C 0; B0   C 0i = hA0   C 0; B0   C 0   A0 + A0i = h(A0   C 0); (B0   A0) + (A0   C 0)i
e com isso,
hA0 C 0; B0 C 0i = h(A0 C 0); (B0 A0)i+h(A0 C 0); (A0 C 0)i = h(A0 C 0); (B0 A0)i+jjA0 C 0jj2
donde,
hA0   C 0; B0   C 0i = h(A  C); (B   A)i+ jjA  Cjj2 por (II) e (III)
mas então
hA0   C 0; B0   C 0i = hA  C;B   Ai+ jjA  Cjj2 = hA  C;B   Ai+ hA  C;A  Ci
logo
hA0   C 0; B0   C 0i = hA  C;B   A+ A  Ci = hA  C;B   Ci
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e por (II) e (IV) decorre que
hA0   C 0; B0   C 0i
jjA0   C 0jj:jjB0   C 0jj =
hA  C;B   Ci
jjA  Cjj:jjB   Cjj (V)
De maneira análoga, mostramos que
hA0  B0; C 0  B0i
jjA0  B0jj:jjC 0  B0jj =
hA B;C  Bi
jjA Bjj:jjC  Bjj (VI)
De (IV), (V) e (VI) vem: BC E B0C 0;\ACB E A0C 0B0 e \ABC E \A0B0C 0.
Juntando esses resultados com as hipóteses, resulta que os triângulos ABC e A0B0C 0 são
congruentes.
Resta apenas vericar o axioma C(4), o que não será feito1.
C.Q.D.
1Mesmo o enorme esforço desprendido pelo autor não foi suciente para vericar essa propriedade.
Apêndice D
RÉGUAS HIPERBÓLICAS
D.1 Régua para uma reta do tipo II
Seja H = ( H ;×H ; H) o plano hiperbólico. Mostraremos que a função 	 : cLr  ! R
denida por 	(x; y) = ln(x c+r
y
) é uma régua para cLr.
Para isso comecemos mostrando que dH :  H   H  ! R denida por dH(A;B) =
j	(A)   	(B)j onde 	(x; y) = ln(x c+r
y
) é uma função distância para uma reta do tipo
II no plano hiperbólico.
Teorema 111 Sejam A = (xA; yA), B = (xB; yB) e dH(A;B) = j	(A)   	(B)j. Se
	(x; y) = ln(x c+r
y
), então dH é uma função distância.
Demonstração:
As propriedadeD(i) eD(iii) de distância são obviamente satisfeitas. Para mostrarmos
D(ii), utilizaremos o seguinte lema:
Lema 8 Se uma função 	 é injetiva, então temos que j	(A) 	(B)j = 0, A = B.
Demonstração:
De fato, se 	 é injetiva então para mostrarmos a implicação da esquerda para a
direita suponha que tenhamos A 6= B. Teremos então 	(A) 6= 	(B) pois 	 é injetiva,
mas 	(A) 6= 	(B) ) 	(A)   	(B) 6= 0 ) j	(A)   	(B)j 6= 0. Com isso A 6= B )
j	(A) 	(B)j 6= 0, o que é a contrapositiva da armação que queríamos provar.
Para mostrar a implicação no outro sentido, suponha A = B ) 	(A) = 	(B) )
	(A) 	(B) = 0) j	(A) 	(B)j = 0.
C.Q.D.
Para mostrarmos o teorema, resta apenas provarmos que 	 : cLr  ! R dada por
	(x; y) = ln(x c+r
y
) é injetiva. Mostraremos mais que isso. Constataremos que 	 é
bijetiva, para utilizar esse resultado mais tarde.
Para demonstrarmos que 	 é bijetiva, precisamos mostrar que para qualquer t real,
existe um único par ordenado (x; y) que satisfaz (x  c)2 + y2 = r2; y > 0 e 	(x; y) = t.
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Resolveremos 	(x; y) = ln(x c+r
y
) = t. Com isso vem:
x  c+ r
y
= et ) e t = y
x  c+ r =
y(x  c  r)
(x  c+ r)(x  c  r) =
y(x  c  r)
(x  c)2   r2 =
y(x  c  r)
y2
uma vez que (x; y) 2 cLr. Então e t = x c ry , donde:
et + e t =
x  c+ r
y
  x  c  r
y
=
2r
y
) y = r

et + e t
2

) y = rsech(t)
também
et   e t
et + e t
=
x c+r
y
+ x c+r
y
2r
y
=
2(x  c)
2r
=
x  c
r
ou
x  c = r

et   e t
et + e t

) x  c = rtanh(t)
Com esse desenvolvimento, podemos concluir que a única solução da equação	(x; y) =
t é x = c+ rtanh(t) e y = rsech(t). Vemos também que
(x  c)2 + y2 = (rtanh(t))2 + (rsech(t))2 = r2(tanh2(t) + sech2(t)) = r2
ou (x  c)2 + y2 = r2. Como y = rsech(t), então y > 0. Com isso, concluimos que existe
um único par (x; y) que satisfaz (x   c)2 + y2 = r2; y > 0 e 	(x; y) = t para qualquer t
real, donde 	 : cLr  ! R é bijetiva, logo D(ii) é satisfeito e 	 é uma função distância.
C.Q.D.
Já mostramos que 	 é uma bijeção e que dH(A;B) = j	(A) 	(B)j onde 	(x; y) =
ln(x c+r
y
) é uma função distância. Podemos então concluir pela denição de régua que 	
é uma régua para cLr.
D.2 Régua para uma reta do tipo I
Teorema 112 A função dH :  H   H  ! R denida por dH(A;B) = j
(A)   
(B)j
onde 
(x; y) = ln(y) é uma função distância na reta do tipo I xL no plano hiperbólico.
Demonstração:
Novamente as propriedades D(i) e D(iii) são trivialmente satisfeitas. D(ii) decorre
do lema 8 e do fato da função 
(x; y) = ln(y) ser bijetiva para x constante (x é constante,
uma vez que 
 usa apenas pontos de uma reta do tipo I (xL)).
C.Q.D.
Decorre imediatamente do teorema acima que 
(x; y) = ln(y) é uma régua para uma
reta do tipo I.
Apêndice E
ORDENAÇÃO E BIJEÇÕES
E.1 Bijeção entre os pontos de uma reta e os números
reais
Nos dispomos aqui a mostrar que em qualquer geometria de continuidade, existe uma
função bijetiva entre o conjunto dos pontos de uma reta e o conjunto dos números reais.
Além disso, mostraremos que é possível determinarmos uma relação de ordem total entre
os pontos desta reta e que a função dada, mantém essa relação para os números reais.
Observação importante: Não devemos confundir a relação de ordem total com os
axiomas ou propriedades da geometria de ordem. Estas duas coisas são distintas, sendo
que posteriormente daremos uma denição formal sobre o que é ordem total.
E.1.1 A Função Comprimento
Com o auxílio dos axiomas de continuidade, poderemos denir uma função sobrejetiva
que "levará"um segmento em um número real positivo (esta função, geometricamente
representará o comprimento desse segmento). Daremos a seguir sua denição:
Denição 67 Seja C = ( ;×; ;) uma geometria de continuidade e S o conjunto de
todos os segmentos de C. Fixado o segmento AA0, considere a função  : S  ! R+ tal
que:
(i)DE  FG, (DE) = (FG);
(ii)D  E  F , (DF ) = (DE) + (EF );
(iii)(AA0) = 1.
 é chamada de função comprimento.
AA0 é chamado de segmento unitário.
Enunciaremos a seguir dois teoremas importantes, no entanto não faremos suas demon-
strações1.
1Quem eventualmente tiver interesse nas demonstrações, poderá conseguí-las na ref. [1].
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Teorema 113 Fixado um segmento AA0, existe uma única função comprimento satis-
fazendo as condições da função  dada acima.
Teorema 114 A função  é sobrejetiva.
E.1.2 A Função Ordenação
Com o auxílio da função ; já seremos capazes de denir uma função bastante importante
para nossas demonstrações, a função ordenação. O próximo teorema é o ponto principal
dessa seção e por isso iremos demonstrá-lo com todos os detalhes.
Teorema 115 Existe uma bijeção entre os pontos de uma reta xada e os números reais.
Demonstração:
Seja r uma reta e sejam A e A0 pontos distintos incidentes a r. Fixe (AA0) = 1 (
é a função comprimento para o segmento unitário AA0). Vamos mostrar que a função
':r  ! R denida por:
'(X) =
0 se X = A
(AX) se X 6= A e X 2   !AA0
 (AX) se X 6= A e X =2   !AA0
é bijetiva.
Obs.: ' é chamada de função ordenação.
' é injetiva pois se '(X) = '(Y ) = c para X e Y incidentes a r, então teremos c = 0;
c < 0 ou c > 0 pela tricotomia dos números reais.
Se c = 0 então '(X) = '(Y ) = 0) X = Y = A pela denição de ';
Se c < 0 então '(X) < 0) '(X) =  (AX) e X pertence a semi-reta oposta a   !AA0
(denotada por
  !
AA0op). Mas se c < 0 então '(Y ) < 0 ) '(Y ) =  (AY ) e Y 2   !AA0op.
Como '(X) = '(Y ) por hipótese, temos que (AX) = (AY ) ) AX  AY (pela
denição de ), mas como X e Y pertencem a mesma semi-reta de origem A, então pelo
primeiro axioma de congruência C(1) decorre que X = Y .
Para c > 0 temos que '(X) > 0 ) '(X) = (AX); X 2   !AA0 e X 6= A. Mas como
c > 0 temos também que '(Y ) > 0 ) '(Y ) = (AY ); Y 2   !AA0 e Y 6= A. Como
'(X) = '(Y ) vem: (AX) = (AY )) AX  AY e como X 6= A e Y 6= A pertencem a
mesma semi-reta de origem A, então novamente pelo axioma C(1) conclui-se que X = Y .
Então em qualquer um dos casos teremos que X = Y , donde ' é injetiva.
Agora, para mostrarmos que ' é sobrejetiva, tome a 2 R. Novamente pela lei da
tricotomia dos números reais, temos que a > 0, a < 0 ou a = 0.
Para a = 0, tome o ponto A 2 r, teremos então que '(A) = 0 = a.
Se a > 0, deve existir OO` tal que (OO`) = a pois  é sobrejetiva pelo teorema 114.
Mas pelo axioma C(1), deve existir um único pontoX 6= A tal queX 2   !AA0 e AX  OO`.
Conclui-se então que (AX) = (OO`), donde '(X) = (AX) = (OO`) = a.
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Por último, se tivermos a < 0, então a > 0 e por isso existe OO` tal que (OO`) =  a
ou, o que é o mesmo,  (OO`) = a por ser  sobrejetiva. Mas pelo C(1) deve existir um
único ponto X 6= A tal que X 2   !AA0op e AX  OO`. Conclui-se então que  (AX) =
 (OO`), donde '(X) =  (AX) =  (OO`) = a.
Conclui-se que ' é sobrejetiva e portanto ' é uma bijeção.
C.Q.D.
E.2 Ordenação dos pontos de uma reta
Fixe uma reta r e dois pontos distintos O e A incidentes a r. Sejam C e D pontos
distintos incidentes a r. Diremos que C está a esquerda de D (denotado por C  D)
se
  !
CD   !OA ou  !OA    !CD. A semi-reta  !OA é chamada de sentido positivo da reta r.
Intuitivamente, a semi-reta
 !
OA dará um sentido preferencial para percorrermos a reta
r, de modo que se a semi-reta
  !
CD tiver o mesmo sentido de
 !
OA, teremos que C  D,
conforme nossa denição (g.E.1).
Figura E.1:
  !
CD   !OA) C  D
Denição 68 Seja R um conjunto. Dizemos que uma relação  é uma relação de or-
dem total em R se dados C e D pertencentes a R, tivermos a propriedade da tricotomia,
onde uma e só uma das seguintes possibilidades ocorre: CD ou C=D ou DC. Além
disso se requer a transitividade, isto é: se AB e BC então AC para quaisquer A,
B e C pertencentes a R.
Apresentaremos agora alguns teoremas que nos fornecerão recursos para posterior-
mente mostrarmos que a relação dada na denição E.2 é uma relação de ordem total.
Esses teoremas muitas vezes terão demonstrações um pouco longas e divididas em vários
casos, mas está análise é necessária para atingirmos nossos objetivos e por isso as faremos
com os detalhes necessários.
Teorema 116 Seja r reta e sejam C 6= D e O 6= A pontos de r, então   !CD   !OA )  !
DC *
 !
OA:
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Demonstração:
Tome Y 6= O tal que Y 2  !OAop ) Y =2  !OA pois  !OA \  !OAop = fOg. Basta mostrar
que Y 2   !DC. Como Y =2  !OA ) Y =2   !CD (pois   !CD   !OA por hipótese). Mas Y 2 r e
então Y 2   !DC pois   !DC [   !CD = r.
C.Q.D
Teorema 117 Seja r reta e sejam C 6= D e O 6= A pontos de r, então   !CD   !OA ) !
OA *
  !
DC:
Demonstração:
Tome X 2 r tal que C D X ) X =2   !DC e X 2   !CD ) X =2   !DC e X 2  !OA.
C.Q.D.
Teorema 118 Seja r reta e sejam C 6= D e O 6= A pontos de r, então  !OA    !CD )  !
DC *
 !
OA:
Demonstração:
Tome X 2 r tal que D  C X ) X 2   !DC e X =2   !CD ) X 2   !DC e X =2  !OA.
C.Q.D.
Teorema 119 Seja r reta e sejam C 6= D e O 6= A pontos de r, então  !OA    !CD ) !
OA *
  !
DC:
Demonstração:
Suponha por absurdo que
 !
OA    !DC. Mas  !OA    !CD por hipótese, então  !OA   !
CD \   !DC = DC o que é um absurdo.
C.Q.D.
Teorema 120 Seja r reta e sejam C 6= D e O 6= A pontos de r, então   !CD   !OAou  !
DC   !OA ou  !OA    !CD ou  !OA    !DC.
Demonstração:
Lema 9 Se a semi-reta
  !
CD está contida em alguma semi-reta pertencente a r com origem
O, então a tese do teorema 120 é assegurada.
Demonstração:
Existem exatamente duas semi-retas de origem O contidas em r. Como O 6= A, então
essas duas semi-retas são
 !
OA e
 !
OAop.
Se
  !
CD   !OA , não temos nada a mostrar. Suponha então que   !CD   !OAop.
Se C = O então:
  !
CD =
 !
OAop )   !CDop =  !OA)  !OA    !CDop )  !OA    !CDop[CD =  !
DC )  !OA    !DC .
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Se C 6= O então: (Seja X 2   !CD ) X 2  !OAopnfOg))(X =2  !OAopnfOg ) X =2  !
CD)) (X 2  !OA) X 2   !CDop ) X 2   !CDop [ CD ) X 2   !DC) .
Obs.: Para a semi-reta
  !
DC, consegue-se um resultado análogo, onde a tese do teorema
120 é mantida.
C.Q.D.
Demonstração do teorema 120:
Se C = O, como D 2 r então D 2  !OA ou D 2  !OAop.
D 2  !OA)   !CD =  !OA)   !CD   !OA (I)
D 2  !OAop )   !CD =  !OAop )   !CD   !OAop (II)
Por (I) e (II) e pelo último lema conclui-se que a tese é assegurada. Se D = O, o
resultado é análogo.
Suponha então que C 6= O e D 6= O. Como C 6= D, então um e somente um dos três
seguintes casos deve ocorrer pelo axioma O(iii) :
(i) D  C O;
(ii) C D O;
(iii) D O  C.
Se (i) ocorre, então tome X 2   !CD:Nesse caso:
a) X = C ) O X D (por hipótese) ) X 2   !OD (I)
b) X = D ) O  C X (por hipótese) ) X 2  !OC (II)
c) C X D ) C X D e O  C D (por hipótese) ) O  C X ) X 2  !OC (III)
d) C D X ) C D X e O  C D (por hipótese) ) O  C X ) X 2  !OC (IV)
Por (I), (II), (III) e (IV) teremos que X pertence a uma semi-reta de origem O. Como
as duas únicas semi-retas com origem em O pertencentes a r são
 !
OA e
 !
OAop, então X
pertence a alguma dessas semi-retas. Logo, teremos que
  !
CD =
 !
OA ou
  !
CD =
 !
OAop e pelo
lema A2, teremos que a tese é alcançada.
Se (ii) ocorre, tome então X 2   !DC )   !DC =  !OA ou   !DC =  !OAop pelas mesmas
justicativas dadas em (i). Então a tese é assegurada pelo último lema.
Se (iii) ocorre: C  O  D ) C e D estão em semi-retas opostas contidas em r e de
origem O; donde C 2  !OA ou C 2  !OAop )  !OC =  !OA ou   !OD =  !OA.
Se
 !
OC =
 !
OA)  !OA =  !OC    !DC (pela hipótese C O D). Mas então  !OA    !DC.
Similarmente, se
  !
OD =
 !
OA )   !OD =  !OA    !CD (pela hip. C  O  D). Com isso,  !
OD    !CD: Em qualquer caso teremos então que   !CD   !OAou   !DC   !OA ou  !OA    !CD
ou
 !
OA    !DC.
C.Q.D.
Teorema 121 (Tricotomia) Fixada a reta r e os pontos O e A distintos incidentes a
r, então se C e D são pontos incidentes a r, teremos que C  D ou D  C ou C = D
(exclusivamente).
Demonstração:
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C = D ou C 6= D.
Se C = D então não existe
  !
CD e não existe
  !
DC: Então não ocorre D  C e não
ocorre C  D.
Se C 6= D )(  !CD   !OA ou  !OA    !CD) ou ( !OA    !DC ou   !DC   !OA) pelo teorema
120.
Mas se (
  !
CD   !OAou  !OA    !CD) então pela denição de , C  D e [ !OA *   !DC
(Teorema 119) e
 !
OA *
  !
CD (Teorema 118)]) C  D e não ocorre D  C.
De maneira similar, se tivermos (
 !
OA    !DC ou   !DC   !OA), teremos então que D  C
(denição de ) e teremos que não ocorre C  D pelos teoremas 113 e 114.
Note que em ambos os casos C 6= D por hipótese.
C.Q.D.
Teorema 122 (Transitividade) Fixe a reta r e os pontos O e D distintos incidentes a
r. Sejam A, B e C pontos incidentes a r tais que A  B e B  C, então A  C.
Demonstração:
A  B ,[ !AB    !OD (i) ou   !OD   !AB (ii)] e B  C ,[  !BC    !OD (iii) ou   !OD    !BC
(iv)].
Para que A  B e B  C, teremos as seguintes possibilidades: [(i) e (iii)] ou [(i) e
(iv)] ou [(ii) e (iii)] ou [(ii) e (iv)].
Se [(i) e (iii)] teremos que A 6= C, pois A = C )  !AB [ !BA = r    !OD o que não
pode ocorrer. Mas se A 6= C então um dos três casos ocorre:
a) A B  C )  !AB =  !AC )  !AC    !OD
b) A  C B )  !AB =  !AC )  !AC    !OD
c) C  A B
Este último caso não pode ocorrer pois se ocorresse teríamos que
 !
AC e
 !
AB seriam
semi-retas opostas e portanto
 !
AC [  !AB = r ) r    !OD o que é um absurdo.
Portanto para qualquer caso, teremos que
 !
AC    !OD, logo A  C.
[(i) e (iv)] não podem ocorrer, pois se tivermos [(i) e (iv)] então
 !
AB    !OD e  !
OD    !BC o que implica em  !AB    !BC, então se [(i) e (iv)] ocorressem, teríamos uma
contrdição pois:
Se A = C então
 !
AB   !BA (absurdo pois se considerarmos X : A B X teremos que
X 2  !AB mas X =2  !BA).
Em contrapartida, se A 6= C, como A 6= B e B 6= C, então uma das três seguintes
possibilidades deveria ocorrer:
(I) A B  C
(II) A  C B
(III) C  A B
(I) Se tomarmos X : A  X  B, então X 2  !AB . Mas A  X  B e A  B  C )
X B  C ) X =2   !BC, o que contraria o fato de  !AB    !BC.
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(II) Se tomarmos X : A  B  X, então X 2  !AB. Mas A  B  X e A  C  B )
X B  C ) X =2   !BC, o que contradiz o mesmo fato citado acima.
(III) Se tomarmos X : A  B  X, então X 2  !AB. Mas A  B  X e C  A  B )
C B X ) X =2   !BC (contradição).
Conclui-se que (i) e (iv) não podem ocorrer simultaneamente.
Para [(ii) e (iii)] teremos:
  !
OD   !AB e   !BC    !OD )   !BC   !AB (**).
Note que A 6= C, pois se A = C teremos   !BC    !CB o que não pode ocorrer, pois se
tomarmos X : B  C X teremos que X 2   !BC e X =2   !CB.
Então A deve ser diferente de C. Como A 6= B e B 6= C, teremos uma das três
possibilidades:
(I) A B  C )   !OD   !AB =  !AC )   !OD   !AC ) A  C
(II) A  C  B não pode ocorrer pois se tomarmos X : X  A  B então X 2   !BC e
X =2  !AB , o que contraria (**).
(III) C  A  B também não pode ocorrer, pois se tomarmos X : C  X  A teremos
novamente X 2   !BC e X =2  !AB , o que contraria (**)
Então a única situação possível é (I) e portanto A  C.
Por último considere o caso em que acontece [(ii) e (iv)]
Primeiramente note que A 6= C, pois se tivessemos A = C, teríamos pela hipótese que  !
OD   !AB e   !OD    !BC =  !BA)   !OD   !AB \  !BA = AB, o que não pode ocorrer.
Sendo A 6= C, (A 6= B e B 6= C por hipótese) teremos 3 possibilidades:
(I) A B  C )   !OD   !AB =  !AC ) A  C.
(II) B  A  C )   !OD    !BC =  !AC ) A  C.
(III) A  C B )   !OD   !AB =  !AC ) A  C.
Conclui-se que A  C para qualquer uma das possibilidades.
C.Q.D.
Com os teoremas 121 e 122, podemos concluir que a relação denida anterior-
mente é uma relação de ordem total no conjunto dos pontos de uma reta pré-xada,
pois da maneira como esta relação foi denida, podemos concluir que ela irá satisfazer a
transitividade e a tricotomia.
Mostraremos no teorema a seguir que a função ' (função ordenação) conserva a relação
de ordem.
Teorema 123 Seja r uma reta, O e D pontos distintos incidentes a r onde OD é o
segmento unitário através da função comprimento . Sejam A e B incidentes a r. Então
A  B ) '(A) < '(B) onde ' é a função ordenação.
Demonstração:
A  B ,  !AB    !OD (i) ou   !OD   !AB (ii).
Para (i) vem: A 2   !OD e B 2   !OD.
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Se A = O então '(A) = 0 pela denição de '. Mas B deve ser distinto de A
(caso contrário não existiria a semi-reta
 !
AB e não teríamos então A  B) e como A = O,
temos que B 6= O e como B 2   !OD então '(B) = (AB) > 0 = '(A) (onde  é a função
comprimento) e portanto, '(A) < '(B).
Se A 6= O então B 6= O (caso contrário, se B fosse igual a O, poderíamos tomar
um ponto X tal que X  O  A e então teríamos X  B  A e por isso, X =2  !OA =   !OD
porque A 2   !OD e X 2  !AB )  !AB *   !OD), então como B 2   !OD; teremos que um dos
dois seguintes casos deve ocorrer:
(I) O  A  B ) '(B) = (OB) = (OA) + (AB) = '(A) + (AB), donde '(A) <
'(B) pois (AB) > 0.
(II) O B  A
A segunda possibilidade não pode ocorrer, pois se tomarmos um ponto X tal que
X  O  A então X =2  !OA . Mas X  O  A e O  B  A (por hipótese) implicam em
X B A e portanto X 2  !AB: Concluiríamos que  !AB *   !OD o que contraria a hipótese).
Temos então que os únicos casos possíveis levam em '(A) < '(B).
Para o caso (ii) temos:
  !
OD   !AB.
Se A = O teremos
  !
OD =
 !
AB e este caso foi examinado acima, o qual decorre que
'(A) < '(B).
Pelas mesmas justicativas citadas acima, teremos que a única situação possível para
termos A 6= O será: A  O  D, donde A =2   !OD e então '(A) =  (OA) < 0. Teremos
para o ponto B duas opções:
Opção 1: B 2   !OD ) '(B) = 0 ou '(B) = (OB) > 0 ) '(A) < '(B) pois
'(A) < 0;
Opção 2: B =2   !OD ) B 6= O e A 6= O ) O B  A ou O  A B ou A O B.
Note que o segundo caso é impossível, pois O A B ) O =2  !AB )   !OD *  !AB o que
contraria a hipótese. O terceiro caso também é impossível de ocorrer pois A O B ) A
e B pertencem a semi-retas opostas com origem O e portanto A 2   !OD ou B 2   !OD; mas
ambas as suposições contrariam as hipóteses. Temos então que a única possibilidade será:
OBA e como A =2   !OD e B =2   !OD teremos que '(A) =  (OA) =  [(OB)+(BA)] =
 [ '(B) + (BA)] = '(B)  (BA), donde '(A) < '(B) pois (BA) > 0.
C.Q.D.
Uma observação importante a se fazer é que para mostrarmos o teorema 123, bem
como o teorema 115, usamos apenas os axiomas de geometria abstrata, incidência, ordem,
congruência e continuidade, não apelando para nenhum axioma que cite algo a respeito
de retas paralelas.
Concluímos então que é possível construir uma função bijetiva entre os pontos de
uma reta xada e os números reais, sendo também possível denirmos uma relação
de ordem total entre esses pontos de modo que está ordem será mantida através dessa
função,utilizando apenas axiomas da geometria neutra.
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De maneira semelhante e com o apoio das funções ' e  já denidas, mostraremos na
próxima seção um teorema de enorme importância para a matemática moderna, uma vez
que este serve de base para a Geometria Análitica.
Nosso teorema será, no entanto, mais forte do que o necessário para a utilização em
Geometria Analítica, uma vez que o demonstraremos sem qualquer utilização de axiomas
a respeito de retas paralelas, utilizando novamente apenas as ferramentas da geometria
de continuidade.
E.3 Bijeção entre os pontos de uma geometria de
continuidade e o R2
Como mencionamos no nal da seção anterior, usaremos aqui os axiomas da geometria de
continuidade para construirmos uma função que "leva"cada um dos pontos do plano de
uma geometria de continuidade num par ordenado de números reais, de forma que esta
função seja bijetora e por consequência, tenhamos uma relação biunívica entre os pontos
do plano e o espaço R2:
Sejam C = ( ;×; ;) uma geometria de continuidade, x =  !AB uma reta e D um
ponto não incidente a x.
Se P é um ponto qualquer pertencente a  , então chame de Px o ponto de interseção
entre a reta x e a única perpendicular a x conduzida através do ponto P (denotada por
x?P ).
Fixe (AB) = 1 onde  é a função comprimento. Podemos denir uma função orde-
nação ('y) nos pontos da reta x
?
P da seguinte forma: Para todo Q 2 x?P ; 'y(Q) = (PxQ)
se Q;Djx, 'y(Q) =  (PxQ) se QjD; x ou 'y(Q) = 0 se Q 2 x:(g.E.2)
Figura E.2: P jD; x) 'y(P ) =  (PxP )
Para a reta x tomemos como sentido positivo, a semi-reta
 !
AB. Considere a seguinte
função:  :    ! R2 denida por (P ) 7! ('x(Px); 'y(P )) onde 'x é a função ordenação
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que dá a bijeção entre os pontos da reta x e os reais com 'x(A) = 0 e 'x(B) = 1 ('y dá
a bijeção entre os pontos de x?P e os números reais). Veremos que a função  é bijetiva.
De fato, se (P ) = (Q) então ('x(Px); 'y(P )) = ('x(Qx); 'y(Q)) ) 'x(Px) =
'x(Qx) e 'y(P ) = 'y(Q) ) Px = Qx uma vez que 'x é injetiva. Com esse resultado,
teremos que as perpendiculares a reta x conduzidas através dos pontos P e Q coincidem,
isto é x?P = x
?
Q. Mas então P = Q porque 'y(P ) = 'y(Q) e a função ordenação 'y é
injetiva na reta x?P = x
?
Q. Conclui-se com essa argumentação que  é injetiva.
Para mostrarmos que  é sobrejetiva, tome (a; b) 2 R2. Como a função ordenação
'x é sobrejetiva, deverá existir um ponto Sx 2 x tal que 'x(Sx) = a. Teremos uma
única perpendicular a reta x passando pelo ponto Sx (a reta x?Sx). Mas na reta x
?
Sx
deve
existir uma função ordenação 'y (construida da mesma maneira que foi feita acima para
x?P ). Dessa forma, deverá existir um ponto S 2 x?Sx tal que 'y(S) = b uma vez que 'y é
sobrejetiva. A perpendicular em relação a reta x conduzida através do ponto S obviamente
intersectará a reta x no ponto Sx, donde podemos concluir que (S) = ('x(Sx); 'y(S)) =
(a; b) pela denição da função . Conclui-se então que  é sobrejetiva e portanto uma
bijeção.
C.Q.D.
Observação: 'x(Px) é a primeira coordenada do ponto P e 'y(P ) é sua segunda co-
ordenada. Através da bijeção , podemos concluir que essas coordenadas são dadas de
maneira única, xados D, A e B como acima.
A função  possui grande importância, pois através dela temos garantidos todos os
fundamentos da Geometria Analítica, que serve como modelo de geometria euclideana. É
importante repararmos que esta bijeção independe do modelo de geometria que tomarmos.
A única imposição que temos é que esta geometria deve ser uma geometria de continuidade.
Apêndice F
INVERSÃO
Denição 69 Seja x uma circunferência euclideana com centro O e raio r. Considere um
ponto A distinto de O. Diremos que A0 é a imagem de A pela inversão na círcunferência
x se O, A e A0 forem colineares, não tivermos A O  A0 e jjO   Ajj:jjO   A0jj = r2.
Uma decorrência imediata da denição é que se A0 é a imagem de A por inversão,
então também A0 será a imagem de A por inversão.
Podemos, facilmente vericar que se O = (0; 0) então jjAjj:jjA0jj = r e AjjAjj = A
0
jjA0jj .
Também é verdade que um ponto A no interior da circunferência (jjO   Ajj < r) é
"mapeado"pela inversão num ponto A0 no exterior dessa circunferência (jjO A0jj > r) e
vice-versa, assim como pontos sobre a circunferência mantém-se xos (jjO   Ajj = r )
A = A0).
Apenas com régua e compasso, é possível encontrarmos a imagem de um ponto qual-
quer do plano por inversão em uma circunferência (desde que esse ponto não seja o centro
da circunferência).
Observe a guara abaixo:
Figura F.1: jjO   Ajj:jjO   A0jj = r2
Os triângulos OPA e OA0P são semelhantes (ângulo \O é comum e \A e \P são
retos). Decorre da semelhança que c
r
= r
x
ou, xc = r2, equação que em coordenadas
vetoriais é representada por jjO   Ajj:jjO   A0jj = r2, além de termos O  A  A0 que
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pela denição de inversão numa circunferência de raio r e centro em O temos que A0 é a
imagem de A por inversão.
Se um ponto A pertence à circunferência, sabemos que A0 = A. Caso o ponto A seja
interior a essa circunferência basta seguirmos o seguinte processo para encontrarmos A0:
Trace a reta
 !
OA;
Erga a perpendicular a
 !
OA, passando por A e chame de P um dos dois pontos de
interseção desta reta com a circunferência;
Trace a mediatriz dos ponto O e P e chame de C o ponto de interseção entre esta
mediatriz e a reta
 !
OA;
A circunferência com centro em C e raio igual a medida do segmento OC, passa por
O e por P . O ponto A0 será a interseção dessa circunferência com a reta
 !
OA, uma vez que
o ângulo \OPA deve ser reto, já que OA0 é o diâmetro de uma circunferência. (g.F.2)
Figura F.2: Ponto A é interior à circunferência
Mas se A é um ponto exterior à circunferência, podemos encontrar A0 utilizando o
seguinte método:
Trace a reta
 !
AO;
Chame de M o ponto médio do segmento AO;
Trace a circunferência de centro em M e raio igual a medida de MA;
Chame de P a qualquer um dos pontos de interseção dessa circunferência com a
circunferência dada;
Trace a perpendicular a reta
 !
AO passando por P . A interseção dessas retas será o
ponto A0, pois teremos que \OPA é reto. (g.F.3)
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Figura F.3: Ponto A é exterior à circunferência
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