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TRANSITION FRONTS IN TIME HETEROGENEOUS AND RANDOM
MEDIA OF IGNITION TYPE
WENXIAN SHEN AND ZHONGWEI SHEN
Abstract. The current paper is devoted to the investigation of wave propagation phenom-
enon in reaction-diffusion equations with ignition type nonlinearity in time heterogeneous
and random media. It is proven that such equations in time heterogeneous media admit
transition fronts with time dependent profiles and that such equations in time random me-
dia admit transition fronts with random profiles. Important properties of transition fronts,
including the boundedness of propagation speeds and the uniform decaying estimates of the
propagation fronts, are also obtained.
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1. Introduction
Consider the one-dimensional reaction-diffusion equation
ut = uxx + f(t, x, u), x ∈ R, t ∈ R, (1.1)
where f(t, x, u) is of ignition type, that is, there exists θ ∈ (0, 1) such that for all t ∈ R and
x ∈ R, f(t, x, u) = 0 for u ∈ [0, θ] ∪ {1} and f(t, x, u) > 0 for u ∈ (θ, 1). Such an equation
arises in the combustion theory (see e.g. [8, 10]). The number θ is usually referred to as the
ignition temperature. The front propagation concerning this equation was first investigated
by Kanel (see [14, 15, 16, 17]) in the space-time homogeneous media, i.e., f(t, x, u) = f(u);
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he proved that all solutions, with initial data in some subclass of continuous functions with
compact support and values in [0, 1], propagate at the same speed c∗ > 0, which is the speed
of the unique traveling wave solution ψ(x− c∗t), where ψ satisfies
ψxx + c∗ψx + f(ψ) = 0, lim
x→−∞
ψ(x) = 1 and lim
x→∞
ψ(x) = 0.
Also see [3, 4, 11, 12] and references therein for the treatment of traveling wave solutions of
(1.1) in space-time homogeneous media.
Recently, equation (1.1) in the space heterogeneous media, i.e., f(t, x, u) = f(x, u), has
attracted a lot of attention. In terms of space periodic media, that is, f(x, u) is periodic in
x, Berestycki and Hamel proved in [5] the existence of pulsating fronts or periodic traveling
waves of the form ψ(x−c∗t, x), where ψ(s, x) is periodic in x and satisfies a degenerate elliptic
equation with boundary conditions lims→−∞ ψ(s, x) = 1 and lims→∞ ψ(s, x) = 0 uniformly
in x. In the work of Weinberger (see [33]), he proved from the dynamical system viewpoint
that solutions with general non-negative compactly supported initial data spread with the
speed c∗. We also refer to [34, 35, 36] for related works.
In the general space heterogeneous media, wavefront with a profile is no longer appropriate,
and we are looking for more general wavefronts such as transition fronts in the sense of
Berestycki and Hamel (see [6, 7]), that is,
Definition 1.1. A global-in-time solution u(t, x), x ∈ R, t ∈ R of (1.1) is called a transition
front if there is a function ξ : R→ R, called, interface location function, such that
u(t, x)→ 1 uniformly in t and x ≤ ξ(t) as x− ξ(t)→ −∞, and
u(t, x)→ 0 uniformly in t and x ≥ ξ(t) as x− ξ(t)→∞.
A transition front u(t, x) is called critical if for any transition front u˜(t, x) there exists a
function ζ : R→ R such that
u(t, x) ≥ u˜(t, x), x ≤ ζ(t),
u(t, x) ≤ u˜(t, x), x ≥ ζ(t)
for all t ∈ R.
Transition fronts are proper generalizations of traveling waves in homogeneous media and
periodic traveling waves (or pulsating fronts) in periodic media. It is easily seen that the in-
terface location function ξ(t) in Definition 1.1 is unique up to addition by bounded functions.
Transition fronts in the above sense are also called generalized traveling waves in some litera-
ture, especially in the time heterogeneous media, i.e., f(t, x, u) = f(t, u) (see [31]). Roughly
speaking, critical transition fronts are the steepest ones among all transition fronts. It is
known that the existence of a transition front implies the existence of a critical transition
front and critical transition fronts (if exist) are unique up to phase shift (see Lemmas 6.1 and
Lemma 6.2).
In the work of Nolen and Ryzhik (see [22]), and Mellet, Roquejoffre and Sire (see [19]),
transition fronts with additional properties, such as, time monotonicity, finite speed, exponen-
tial decay ahead of the interface, etc., are proven to exist in the general space heterogeneous
TRANSITION FRONTS 3
media of ignition type (the work [22] also deals with transition fronts in space random media
of ignition type). Later, stability and uniqueness of such transition fronts are also established
in [20]. These results are then generalized by Zlatosˇ (see [38]) to the equations in space
heterogeneous cylindrical domains of ignition type.
However, there is little study of transition fronts in general time heterogeneous and random
media of ignition type. In the current paper, we first study front propagation phenomenon
in the reaction-diffusion equation (1.1) in general time heterogeneous media, that is,
ut = uxx + f(t, u), x ∈ R, t ∈ R. (1.2)
Here are the assumptions on f(t, u):
(H1) There is a θ ∈ (0, 1), called the ignition temperature, such that for all t ∈ R,
f(t, u) = 0, u ∈ (−∞, θ] ∪ {1},
f(t, u) > 0, u ∈ (θ, 1),
f(t, u) < 0, u > 1.
The family of functions {f(t, u), u ∈ R} is locally uniformly Ho¨lder continuous. The
family of functions {f(t, u), t ∈ R} is locally uniformly Lipschitz continuous. For any
t ∈ R, f(t, u) is continuously differentiable for u ≥ θ.
(H2) There are Lipschitz continuous functions finf , fsup satisfying
finf , fsup ∈ C1([θ,∞),R)
finf(u) = 0 = fsup(u) for u ∈ [0, θ] ∪ {1},
0 > (finf)u(1) ≥ (fsup)u(1),
0 < finf(u) < fsup(u) for u ∈ (θ, 1)
such that finf(u) ≤ f(t, u) ≤ fsup(u) for u ∈ [θ, 1] and t ∈ R.
We prove
Theorem 1.2. Suppose (H1) and (H2).
(1) (Existence of transition front) Equation (1.2) admits a transition front u(t, x), x ∈ R,
t ∈ R in the sense of Definition 1.1, where the function ξ : R→ R is continuously dif-
ferentiable and satisfies u(t, ξ(t)) = θ for all t ∈ R. Moreover, the following properties
hold:
(i) (Monotonicity of the transition front) ux(t, x) < 0 for x ∈ R and t ∈ R;
(ii) (Uniform steepness) supt∈R ux(t, ξ(t)) < 0;
(iii) (Finite speed) supt∈R |ξ′(t)| <∞;
(iv) (Uniform decaying estimates) there exists a continuous and strictly decreasing
function v : R→ (0, 1) satisfying v(x) ≥ 1− c1ec2x, x ≤ −c3 for some c1, c2, c3 >
0 and v(x) = θe−cx, x ≥ 0 for some c > 0 such that
u(t, x+ ξ(t)) ≥ v(x), x ≤ 0;
u(t, x+ ξ(t)) ≤ v(x), x ≥ 0.
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(2) (Periodicity) If f(t + T, u) = f(t, u), then (1.2) admits a periodic traveling wave
u(t, x), that is, there are a constant c ∈ R and a function ψ : R×R→ (0, 1) satisfying

ψt = ψxx + cψx + f(t, ψ),
limx→−∞ ψ(t, x) = 1, limx→∞ ψ(t, x) = 0 uniformly in t ∈ R,
ψ(t, ·) = ψ(t+ T, ·) for all t ∈ R
such that u(t, x) = ψ(t, x− ct) for x ∈ R and t ∈ R.
Clearly, due to the space homogeneity of (1.2), if u(t, x) is a transition front of (1.2),
then any space translation of u(t, x) is also a transition front. All these consists of a family
of transition fronts propagating to the right. By space reflection, we obtain another family
propagating to the left. We see that the transition front constructed in Theorem 1.2 has a
time-dependent profile given by ψ(t, x) = u(t, x+ ξ(t)), which is a solution of{
ψt = ψxx + ξ
′(t)ψx + f(t, ψ),
limx→−∞ ψ(t, x) = 1, limx→∞ ψ(t, x) = 0 uniformly in t ∈ R.
(1.3)
We then study front propagation phenomena in reaction-diffusion equations in random
media, that is,
ut = uxx + f(σtω, u), x ∈ R, t ∈ R, (1.4)
where ω ∈ Ω, ((Ω,F , P ), {σt}t∈R) is a metric dynamical system (i.e. (Ω,F , P ) is a probability
space, the mapping (t, ω) 7→ σt(ω) : R×Ω→ R is measurable, σt ◦σs = σt+s for any s, t ∈ R,
and P (σtF ) = P (F ) for any t ∈ R and F ∈ F) and f : Ω× R→ R satisfies
(H3) f : Ω× R → R is measurable, and for each ω ∈ Ω, fω(t, u) = f(θtω, u) satisfies (H1)
and (H2).
We look for random traveling wave solutions of (1.4) in the following sense (see [28]).
Definition 1.3. A family {u(t, x;ω)}ω∈Ω of global-in-time solutions of (1.4) is called a ran-
dom traveling wave if there are measurable functions Ψ : R×Ω→ R and ξ : R×Ω→ R such
that
u(t, x;ω) = Ψ(x− ξ(t;ω), σtω),
and for each fixed ω ∈ Ω, u(t, x;ω) is a transition front of (1.4), that is,
lim
x→−∞
Ψ(x, σtω) = 1, lim
x→∞
Ψ(x, σtω) = 0
uniformly in t ∈ R.
We prove
Theorem 1.4. Assume (H3).
(1) Equation (1.4) admits a random traveling wave u(t, x;ω) = Ψ(x− ξ(t;ω), σtω), where
the function ξ : R × Ω → R is continuously differentiable in t ∈ R and satisfies
u(t, ξ(t, ω);ω) = θ for all t ∈ R and ω ∈ Ω.
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(2) If ((Ω,F , P ), {σt}t∈R) is an ergodic metric dynamical system, then there are c∗ ∈ R
and Ψ∗(·) ∈ Cbunif(R,R) such that for a.e. ω ∈ Ω,
lim
t→∞
ξ(t;ω)
t
= c∗,
lim
t→∞
1
t
∫ t
0
Ψ(x, σsω)ds = Ψ
∗(x), ∀x ∈ R,
and
lim
x→−∞
Ψ∗(x) = 1, lim
x→∞
Ψ∗(x) = 0.
(3) If ((Ω,F , P ), {σt}t∈R) is a compact flow, then there is Ω0 ⊂ Ω with σt(Ω0) = Ω0 such
that Ω0 is a residual subset of Ω (i.e., Ω0 is the intersection of countably many open
dense subsets of Ω) and the map ω ∈ Ω 7→ Ψ(·, ω) ∈ Cbunif(R,R) is continuous at
ω ∈ Ω0.
We remark that if Ω = {f(· + τ, ·)|τ ∈ R} equipped with open compact topology and
σtg(·, ·) = g(·+ t, ·) for g ∈ Ω and t ∈ R, where f(t, u) satisfies (H1), (H2) and f(t+ T, u) =
f(t, u), then Theorem 1.4 (3) implies that (1.2) admits a periodic traveling wave solution,
which recovers Theorem 1.2 (2). In the case that Ω = hull(f) := cl{f(· + τ, ·)|τ ∈ R}
with open compact topology and σtg(·, ·) = g(· + t, ·) for g ∈ Ω and t ∈ R, where f(t, u)
satisfies (H1) and (H2) and is almost periodic in t uniformly with respect to u, whether (1.2)
admits almost periodic traveling wave solutions remains open. This issue together with the
uniqueness and stability of transition fronts of (1.2) are studied in [32].
We also remark that time-periodic traveling waves were first investigated by Alikakos,
Bates and Chen (see [1]) in time periodic bistable media. For time heterogeneous bistable
equations, transition fronts with a time-dependent profile satisfying (1.3) and their uniqueness
and stability have been investigated by Shen (see e.g. [26, 27, 28, 29]). There are similar
results for time heterogeneous KPP equations (see e.g. [21, 30, 25]). Transition fronts have
also been proven to exist in space heterogeneous Fisher-KPP type equations (see [23, 37]).
But it is far from being clear in space heterogeneous media of bistable type due to the
wave blocking phenomenon (see [18]) except the one established in [22] under additional
assumptions.
To this end, we comment on the differences between the analysis in the present paper and
that in [29] and [22]. In [29], transition fronts of the following equation
ut = uxx + fB(t, u), (t, x) ∈ R× R (1.5)
in time heterogeneous bistable case were studied. In particular, u ≡ 0 and u ≡ 1 are two
stable solutions and θ(t), t ∈ R is the unstable solution between 0 and 1. The method used
in [29] has a strong dynamical system favor. More precisely, instead of focusing on (1.5), the
following family
ut = uxx + fB(t+ s, u), (t, x) ∈ R× R, s ∈ R
were treated as a whole. Since the analysis in [29] heavily relies on the uniform instability of
the solution θ(t), the method can not be applied in our case.
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In [22], transition fronts in space-heterogeneous ignition equations were treated by studying
the following equation
ut = uxx + fI(x, u), (t, x) ∈ R× R (1.6)
with the neutral stable solution u ≡ 0, the stable solution u ≡ 1 and the ignition temperature
θ ∈ (0, 1). The proof of the existence of transition fronts is constructive via the construction
of approximating solution un(t, x), where un(t, x) is the unique solution of (1.6) with well-
constructed initial data at initial time t = −n. An important property of un(t, x) is the time
monotonicity, i.e., unt (t, x) > 0, which implies ξ˙
n(t) > 0, where ξn(t) is the interface location
defined by
ξn(t) = sup{x ∈ R|un(t, x) = θ}.
The fact that ξn(t) is increasing plays a very important role in the analysis done in [22].
In our case, we first construct approximating solutions un(t, x) as in [22], but our approx-
imating solutions satisfy space monotonicity, i.e., unx(t, x) < 0, instead of time monotonic-
ity. We then look at the interface location ξn(t) defined to be the unique point such that
un(t, ξn(t)) = θ. However, due to the time-dependence of the nonlinearity f(t, u), ξn(t) os-
cillates, and therefore, the analysis in [22] does not apply. A major part of the present paper
is devoted to the analysis of the propagation of ξn(t) with oscillations.
The rest of the paper is organized as follows. In Section 2, we construct a global-in-time
solution of (1.2) as the limit of approximating solution sequence. Section 3 is devoted to the
boundedness of interface width. In Section 4, we prove that the derivative of the approx-
imating solution sequence near the ignition temperature is uniformly negative. In Section
5, we establish uniform estimates behind and ahead of the interface for the approximating
solution sequence. In Section 6, we prove the existence of transition fronts of (1.2) and finish
the proof Theorem 1.2. In Section 7, we investigate random traveling wave solutions of (1.4)
and prove Theorem 1.4.
2. Construction of Global-in-Time Solutions
In this section, we construct a global-in-time solution of (1.2). Throughout this section,
we assume (H1) and (H2).
First, we consider the space-time homogeneous equation
ut = uxx + finf(u). (2.1)
By (H2), finf is of standard ignition type. Classical results (see e.g. [3, 4, 11]) ensure the
existence of a unique constant cinf > 0 and a twice continuously differentiable function φ
satisfying {
φxx + cinfφx + finf(φ) = 0,
φx < 0, limx→−∞ φ(x) = 1 and limx→∞ φ(x) = 0
(2.2)
such that φ(x − cinf t), x ∈ R, t ∈ R and its translations are traveling wave solutions of
(2.1). Thus, we may assume, without loss of generality, that φ(0) = θ. Since finf(u) = 0 for
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u ∈ [0, θ], a direct computation gives
φ(x) = θe−cinfx, x ≥ 0. (2.3)
Lemma 2.1. For any s < 0, there is a unique xs ∈ R such that the solution u(t, x; s), t ≥ s
of (1.2) with u(s, x; s) = φ(x− xs) satisfies u(0, 0; s) = θ. Moreover, xs → −∞ as s→ −∞.
Proof. Fix any s < 0. Let uy(t, x; s) be the solution of (1.2) with uy(s, x; s) = φ(x − y). By
comparison principle, uy(t, x; s) ≥ φ(x− y − cinf(t− s)) for t ≥ s. In particular, uy(0, 0; s) ≥
φ(cinfs − y). Note that if y > cinfs, then φ(cinfs − y) > φ(0) = θ by monotonicity. Thus,
uy(0, 0; s) > θ if y > cinfs.
On the other hand, let us fix some constant M > 0 such that f(t, u) ≤ Mu for all u ≥ 0
and t ∈ R. Such an M exists by (H1) and (H2). Now, set vy(t, x; s) = e−cinf(x−y−y0−c(t−s))
for some y0 ∈ R and c > 0 to be chosen. By (2.3), we can easily find an y0 ∈ R such that
φ(x− y) ≤ vy(s, x; s) for all y ∈ R. We fix such an y0. We compute
(vy)t − (vy)xx − f(t, vy) = cinf(c− cinf)vy − f(t, vy).
Thus, if we choose c > 0 such that cinf(c− cinf) ≥M , then vy is a sup-solution of (1.2), which
leads to uy(t, x; s) ≤ vy(t, x; s) = e−cinf(x−y−y0−c(t−s)) by comparison principle. In particular,
uy(0, 0; s) ≤ e−cinf(cs−y−y0). Thus, uy(0, 0; s) < θ for y ≪ −1. Continuity of the solution with
respect to y then ensures the existence of some xs as in the statement of the lemma.
The uniqueness follows from comparison principle. In fact, if there are xs and x
∗
s with
xs 6= x∗s, then we have either uxs(0, x; s) < ux
∗
s (0, x; s) or ux
∗
s (0, x; s) < uxs(0, x; s) for all
x ∈ R by comparison principle, since either φ(x− xs) < φ(x − x∗s) or φ(x− x∗s) < φ(x− xs)
holds for all x ∈ R. Hence, for different xs and x∗s, we can not have both uxs(0, 0; s) = θ and
ux
∗
s (0, 0; s) = θ.
The “moreover” part is a simple consequence of the estimate
uxs(t, x; s) ≥ φ(x− xs − cinf(t− s)). (2.4)
In fact, if infs<0 xs > −∞, then for all s≪ 0, uxs(0, x; s) ≥ φ(0 − xs − cinf(0− s)) > θ. It is
a contradiction. 
From the above lemma, we can construct a global-in-time solution.
Theorem 2.2. There exists a sequence {sn}n∈N ⊂ (−∞, 0) with sn → −∞ as n → ∞
and a function u(t, x), x ∈ R, t ∈ R continuously differentiable in t and twice continuously
differentiable in x such that for any compact K ⊂ R× R, the following limits
lim
n→∞
u(t, x; sn) = u(t, x), lim
n→∞
ut(t, x; sn) = ut(t, x),
lim
n→∞
ux(t, x; sn) = ux(t, x), lim
n→∞
uxx(t, x; sn) = uxx(t, x)
exist and are uniform in (t, x) ∈ K. In particular, u(t, x), x ∈ R, t ∈ R is a global-in-time
solution of (1.2).
Proof. It is a consequence of Lemma 2.1, a priori estimates for parabolic equations (see e.g.
[13]), Arzela-Ascoli theorem and the diagonal argument. 
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The global-in-time solution u(t, x) constructed in Theorem 2.2 is a candidate for the
expected transition front. All we need is to show that this solution satisfies certain non-
degenerate and uniform decaying estimates. This, however, can be deduced from the bound-
edness of interface width, the steepness estimate, and the uniform decaying estimates of the
approximating solutions u(t, x; s), which are the objectives of Section 3, Section 4 and Section
5, respectively. In Section 6, we finish the construction of transition fronts.
In the rest of this section, we derive some fundamental properties of u(t, x; s).
Lemma 2.3. For any s < 0 and t ≥ s, there hold the following properties:
lim
x→−∞
u(t, x; s) = 1, lim
x→∞
u(t, x; s) = 0 and ux(t, x; s) < 0.
Proof. The limit at +∞ follows from the following two-sided estimates
φ(x− xs − cinf(t− s)) ≤ u(t, x; s) ≤ e−cinf(x−xs−y0−c(t−s)), (2.5)
where the lower bound and the upper bound are constructed in Lemma 2.1. The limit at
−∞ follows from the following two-sided estimates
φ(x− xs − cinf(t− s)) ≤ u(t, x; s) ≤ 1,
where the lower bound is constructed in Lemma 2.1 and the upper bound is due to the fact
that u ≡ 1 is a solution of (1.2) and u(s, x; s) < 1 for all x ∈ R.
We now show ux(t, x; s) < 0. Clearly, it is the case if t = s. So we assume t > s. Since
φ(x − xs) is strictly decreasing, we apply maximum principle to u(t, x+ y; s) − u(t, x; s) for
any y > 0 to conclude that u(t, x+ y; s) < u(t, x; s). That is, u(t, x; s) is strictly decreasing.
For contradiction, suppose ux(t0, x0; s) = 0 for some t0 > s and x0 ∈ R. Let uo(t; t0, a) be
the solution of the ODE ut = f(t, u) with u
o(t0; t0, a) = a = u(t0, x0; s). Note u
o(t; t0, a)
extends naturally for t < t0. Let v(t, x; s) = u(t, x; s)−uo(t; t0, a). It satisfies v(t0, x0; s) = 0,
vx(t0, x0; s) = 0 and the linear equation
vt = vxx + q(t, x)v, (2.6)
where
q(t, x) =


f(t, u(t, x; s)) − f(t, uo(t; t0, a))
u(t, x; s) − uo(t; t0, a) , u(t, x; s) 6= u
o(t; t0, a),
0, u(t, x; s) = uo(t; t0, a)
is bounded. Applying Angenent’s result (see e.g. [2, Theorem B]) to (2.6), there exist ǫ > 0
and δ > 0 such that v(t−δ, x; s) has at least two zeros in the interval [x0−ǫ, x0+ǫ]. However,
due to the monotonicity of u(t − δ, x; s) in x, v(t − δ, x; s) has exactly one zero. This is a
contradiction. Hence, ux(t, x; s) < 0. 
By Lemma 2.3, for any λ ∈ (0, 1), s < 0 and t ≥ s, there is a unique ξλ(t; s) ∈ R such that
u(t, ξλ(t; s); s) = λ.
The case λ = θ is of particular interest and it does play an important role in our later
arguments. Notice ξθ(s; s) = xs for all s < 0. As usual, we refer to the point (ξλ(t; s), λ) on
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the solution curve as the interface and ξλ(t; s) as the interface location. The following lemma
shows the continuous differentiability of ξλ(t, s) in t.
Lemma 2.4. Let λ ∈ (0, 1). For any s < 0, the interface location ξλ(t, s) is continuously
differentiable in t for t > s. Moreover, there holds
dξλ(t; s)
dt
= − ut(t, ξλ(t; s); s)
ux(t, ξλ(t; s); s)
.
Proof. The continuity follows from the continuity of u(t, x; s) and its monotonicity in x by
Lemma 2.3. We show the continuous differentiability. Since u(t, ξλ(t; s); s) = λ for t ≥ s, we
have u(t+ ǫ, ξλ(t+ ǫ; s); s)− u(t, ξλ(t; s); s) = 0. Thus,
u(t, ξλ(t+ ǫ; s); s)− u(t, ξλ(t; s); s)
ξλ(t+ ǫ; s)− ξλ(t; s)
× ξλ(t+ ǫ; s)− ξλ(t; s)
ǫ
=
u(t, ξλ(t+ ǫ; s); s)− u(t+ ǫ, ξλ(t+ ǫ; s); s)
ǫ
Since ξλ(t; s) is continuous in t, we have
lim
ǫ→0
u(t, ξλ(t+ ǫ; s); s)− u(t, ξλ(t; s); s)
ξλ(t+ ǫ; s)− ξλ(t; s) = ux(t, ξλ(t; s); s) < 0
by Lemma 2.3. In particular, u(t,ξλ(t+ǫ;s);s)−u(t,ξλ(t;s);s)
ξλ(t+ǫ;s)−ξλ(t;s)
6= 0 for all small ǫ. Thus,
ξλ(t+ ǫ; s)− ξλ(t; s)
ǫ
=
ξλ(t+ ǫ; s)− ξλ(t; s)
u(t, ξλ(t+ ǫ; s); s)− u(t, ξλ(t; s); s) ×
u(t, ξλ(t+ ǫ; s); s)− u(t+ ǫ, ξλ(t+ ǫ; s); s)
ǫ
Passing to the limit ǫ→ 0 in the above equality, we conclude from the limit
lim
ǫ→0
u(t, ξλ(t+ ǫ; s); s)− u(t+ ǫ, ξλ(t+ ǫ; s); s)
ǫ
= −ut(t, ξλ(t; s); s)
for t > s that dξλ(t;s)
dt
= limǫ→0
ξλ(t+ǫ;s)−ξλ(t;s)
ǫ
exists and
dξλ(t; s)
dt
= − ut(t, ξλ(t; s); s)
ux(t, ξλ(t; s); s)
for t > s, which also implies the continuity of dξλ(t;s)
dt
in t for t > s. Hence, ξλ(t; s) is
continuously differentiable in t for t > s. 
We remark that due to the time-dependence of the nonlinear term f(t, u), the time deriv-
ative ut(t, ξλ(t; s); s) does not have a fixed sign in general, and hence,
dξλ(t;s)
dt
does not have a
fixed sign, which means ξλ(t; s) oscillates and it is an unpleasant fact and does cause a lot of
troubles (we point out that in the space heterogeneous case, the interface always propagates
in one direction due to the time monotonicity, see [19, 22]). But, the estimate (2.4) forces
ξλ(t; s) to approach +∞ as time t elapses. However, the estimate (2.4) does not tell much
information about how does ξλ(t; s) approach +∞. Later, in Lemma 3.2 and Lemma 5.4,
we characterize the rightward propagation of ξλ(t; s), which plays the crucial role in deriving
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the boundedness of interface width and the exponential decay of the transition front ahead
of the interface. We also note that ut(t, ξλ(t; s); s) is uniformly bounded in t ≥ s+ δ0 for any
δ0 > 0, but temporarily we are not sure if ux(t, ξλ(t; s); s) is uniformly away from 0. But it is
the case, see Theorem 4.1. Hence, dξλ(t;s)
dt
is uniformly bounded in t ≥ s+ δ0 for any δ0 > 0,
that is, the interfaces cannot propagate faster than certain speed.
3. Bounded Interface Width
In this section, we show that the distance between their interface locations of any two
interfaces remains bounded as time elapses. Throughout this section, we consider (1.2) and
assume (H1) and (H2). The main result of this section is given by
Theorem 3.1. For any λ1, λ2 ∈ (0, 1), there exists C = C(λ1, λ2) > 0 such that
|ξλ1(t; s)− ξλ2(t; s)| ≤ C(λ1, λ2)
for all s < 0, t ≥ s.
To prove the above theorem, we first prove some lemmas and propositions. First of all, we
characterize the rightward propagation of interfaces above the ignition temperature. Let fB
be a continuously differentiable function satisfying
fB(0) = 0, fB(u) < 0 for u ∈ (0, θ),
fB(u) = finf(u) for u ∈ [θ, 1] and
∫ 1
0
fB(u)du > 0.
(3.1)
Since finf(u) > 0 for u ∈ (θ, 1), such an fB exists. Clearly, fB is of standard bistable type
and fB(u) ≤ f(t, u) for all u ∈ [0, 1] and t ∈ R. Hence, there exist (see e.g.[3, 4, 11]) a unique
constant cB > 0 and a wave profile φB satisfying (φB)x < 0, φB(−∞) = 1 and φB(∞) = 0
such that φB(x− cBt) and its translations are traveling wave solutions of
ut = uxx + fB(u). (3.2)
Lemma 3.2. Let λ ∈ (θ, 1). For any ǫ > 0, there is tǫ,λ > 0 such that
ξλ(t; s)− ξλ(t0; s) ≥ (cB − ǫ)(t− t0 − tǫ,λ)
for s < 0, t ≥ t0 ≥ s.
Proof. Let us fix a λ ∈ (θ, 1). We first define
ψ∗(x) =
{
λ, x ≤ 0,
max{−C∗x+ λ, 0}, x ≥ 0,
where C∗ > 0 is such that infs<0,t≥s infx∈R ux(t, x; s) ≥ −C∗. Such an C∗ exists by a priori
estimates for parabolic equations. Clearly, for any s < 0 and t0 ≥ s, we have
ψ∗(x) ≤ u(t0, x+ ξλ(t0; s); s), x ∈ R. (3.3)
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Next, for t0 ≥ s, let uB(t, x; t0), t ≥ t0 be the solution of (3.2) with initial data uB(t0, x; t0) =
ψ∗(x)(≤ u(t0, x + ξλ(t0; s); s) by (3.3)). Thus, time homogeneity and comparison principle
ensure
uB(t− t0, x; 0) = uB(t, x; t0) ≤ u(t, x+ ξλ(t0; s); s), x ∈ R, t ≥ t0.
By the stability of traveling wave solutions of (3.2) (see [11, Theorem 3.1]) and the conditions
satisfied by ψ∗, there exist z0 = z0(λ) ∈ R, K = K(λ) > 0 and ω = ω(λ) > 0 such that
sup
x∈R
|uB(t− t0, x; 0)− φB(x− cB(t− t0)− z0)| ≤ Ke−ω(t−t0). t ≥ t0.
In particular, for t ≥ t0 and x ∈ R
u(t, x+ ξλ(t0; s); s) ≥ uB(t− t0, x; 0) ≥ φB(x− cB(t− t0)− z0)−Ke−ω(t−t0). (3.4)
Let T0 = T0(λ) > 0 be such that Ke
−ωT0 = 1−λ2 and denote by ξB(
1+λ
2 ) the unique point
such that φB(ξB(
1+λ
2 )) =
1+λ
2 . Setting x = cB(t− t0)+ z0+ ξB(1+λ2 ) in (3.4), we find for any
t ≥ t0 + T0
u(t, cB(t− t0) + z0 + ξB(1 + λ
2
) + ξλ(t0; s); s) ≥ φB(ξB(1 + λ
2
))−Ke−ωT0 = λ.
Monotonicity then yields
ξλ(t; s)− ξλ(t0; s) ≥ cB(t− t0) + z0 + ξB(1 + λ
2
), t ≥ t0 + T0. (3.5)
Finally, we consider ξλ(t; s) for t ∈ [t0, t0 + T0]. To do so, let ϕ(x) = max{ϕˆ(x), 0} for
x ∈ R, where ϕˆ is the unique solution of the following problem
−ϕˆxx = finf(ϕˆ), ϕˆ(0) = λ, ϕˆx(0) = 0.
The function ϕˆ satisfies the following properties:
• it is even and strictly decreasing for x ≥ 0;
• it is strictly concave down for x ∈ (−z1, z1), where z1 > 0 is such that ϕˆ(z1) = θ;
• it is linear for x ≥ z1 with a negative slope.
Then, we can easily find a shift z∗ < 0 such that ϕ(x − z∗) ≤ ψ∗(x) for x ∈ R. Denote by
uI(t, x; t0) the solution of ut = uxx + finf(u) with uI(t0, x; t0) = ϕ(x − z∗). Since −ϕxx ≤
finf(ϕ), we obtain from the maximum principle that uI(t, x; t0) ≥ uI(t0, x; t0) = ϕ(x− z∗) for
all t > t0. In particular, uI(t, z∗; t0) ≥ λ for all t ≥ t0.
Since ϕ(x−z∗) ≤ ψ∗(x) ≤ u(t0, x+ξλ(t0; s); s), comparison principle implies that uI(t, x; t0) ≤
u(t, x + ξλ(t0; s); s) for t ≥ t0. Setting x = z∗, we in particular have u(t, z∗ + ξλ(t0; s); s) ≥
uI(t, z∗; t0) ≥ λ for t ≥ t0. Monotonicity then yields
ξλ(t; s) ≥ z∗ + ξλ(t0; s), t ≥ t0. (3.6)
The result then follows from (3.5) and (3.6). 
As seen in the proof of Lemma 3.2, the bistable traveling waves φB(x − cBt) push the
approximation solutions u(t, x; s) move rightward in some average sense. This property can
also be derived if we use ignition traveling waves of ut = uxx + finf(u). The reason for using
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bistable traveling waves is that bistable traveling waves attract a larger class of initial data
than ignition traveling waves do, and therefore, it is more flexible and convenient to use
bistable traveling waves.
Next, for κ > 0, set c∗κ = 2
√
κ and λκ =
√
κ. Clearly, λ2κ− c∗κλκ + κ = 0, and hence, e−λκx
is a solution of ψ′′ + c∗κψ
′ + κψ = 0. It is well-known that c∗κ = minλ>0
κ+λ2
λ
= κ+λ
2
κ
λκ
is the
minimal speed of a KPP traveling wave (see e.g. [24]).
For κ > 0, s < 0 and t ≥ s, define
ξ(t; s) = inf
{
y ∈ R
∣∣∣u(t, x; s) ≤ e−λκ(x−y), x ∈ R}. (3.7)
Due to the second estimate in (2.5), ξ(t; s) is well-defined if λκ ≤ cinf , that is, κ ∈ (0, c2inf ].
Here, we use the κ-independent notation for ξ(t; s), but this should not cause any trouble,
since later in Lemma 3.4, we only need one small κ. The following result controls the rightward
propagation of ξ(t; s).
Lemma 3.3. Let κ ∈ (0, c2inf ]. Set κ0 = supu∈(0,1) fsup(u)u and cκ0 = κ0λκ + λκ. Then,
ξ(t; s)− ξ(t0; s) ≤ cκ0(t− t0)
for all s < 0, t ≥ t0 ≥ s.
Proof. For s < 0, t ≥ t0 ≥ s, define
v(t, x; t0) = e
−λκ(x−ξ(t0;s)−cκ0(t−t0)).
Since cκ0 =
κ0
λκ
+ λκ, i.e., λ
2
κ − cκ0λκ + κ0 = 0, we readily check that vt = vxx + κ0v. By
the definition of κ0, we have κ0v ≥ fsup(v) for all v ≥ 0. It then follows from v(t0, x; t0) =
e−λκ(x−ξ(t0;s)) ≥ u(t0, x; s) by (3.7) and the comparison principle that v(t, x; t0) ≥ u(t, x; s)
for t ≥ t0, which leads to the result. 
Note the definition of ξ(t; s) in (3.7) and Lemma 3.3 does not guarantee any continuity of
ξ(t; s) in t. But, if we know ξ(t; s) is increasing from ξ(t0; s) for t > t0, then it is controlled
continuously by Lemma 3.3. This observation is important in the next technical lemma,
which is crucial in proving Theorem 3.1.
Lemma 3.4. There exists λ∗ ∈ (θ, 1) such that for any λ ∈ (θ, λ∗], there is C = C(λ) > 0
such that
|ξλ(t; s)− ξ(t; s)| ≤ C
for all s < 0, t ≥ s.
Proof. We follow [38, Lemma 2.5]. Recall that for given κ > 0, c∗κ = 2
√
κ, and that cB > 0
is the unique speed of traveling wave solutions of (3.2). We fix some κ ∈ (0, c2inf ] such that
c∗κ < cB , and set ǫ =
cB−c
∗
κ
2 in Lemma 3.2. Let
λ∗ = min
{
u > 0
∣∣fsup(u) = κu}.
As a consequence, we have f(t, u) ≤ fsup(u) ≤ κu for all u ∈ [0, λ∗].
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Fix an λ ∈ (θ, λ∗]. Let C0 = max{ξ(s; s) − ξλ(s; s), 1} (note C0 is independent of s) and
C1 = C0 + cBtǫ,λ, where tǫ,λ is as in Lemma 3.2. Notice the estimate ξλ(t; s) − ξ(t; s) ≤ C
for some large C > 0 is trivial. We show ξ(t; s)− ξλ(t; s) ≤ C1. Suppose this is not the case,
then we can find some t1 ≥ s1 such ξ(t1; s1)− ξλ(t1; s1) > C1. Let
t0 = sup
{
t ∈ [s1, t1]
∣∣ξ(t; s1)− ξλ(t; s1) ≤ C0}.
We claim ξ(t0; s1) − ξλ(t0; s1) ≤ C0. It is trivial if there are only finitely many t ∈ [s1, t1]
such that ξ(t; s1)−ξλ(t; s1) ≤ C0. So we assume there are infinitely many such t and the claim
is false. Then, there exists a sequence {t˜n}n∈N ⊂ [s1, t0) such that ξ(t˜n; s1)− ξλ(t˜n; s1) ≤ C0
for n ∈ N and t˜n → t0 as n→∞. Moreover, ξ(t0; s1)− ξλ(t0; s1) = C˜1 > C0. It then follows
that for all n ∈ N
ξ(t˜n; s1)− ξλ(t˜n; s1) ≤ C0 = C0 − C˜1 + ξ(t0; s1)− ξλ(t0; s1),
that is,
C˜1 − C0 + ξλ(t0; s1)− ξλ(t˜n; s1) ≤ ξ(t0; s1)− ξ(t˜n; s1) ≤ cκ0(t0 − t˜n),
where the second inequality is due to Lemma 3.3. Passing n → ∞, we conclude from the
continuity of ξλ(t; s1) in t (see Lemma 2.4) that C˜1 − C0 ≤ 0. It is a contradiction. Hence,
the claim is true, that is, ξ(t0; s1)− ξλ(t0; s1) ≤ C0. It follows that t0 < t1.
Instead of ξ(t0; s1)− ξλ(t0; s1) ≤ C0, there must hold
ξ(t0; s1)− ξλ(t0; s1) = C0. (3.8)
Suppose (3.8) is not true, then we can find some ǫ0 > 0 such that ξ(t0; s1)−ξλ(t0; s1) = C0−ǫ0.
Since ξ(t; s1) − ξλ(t; s1) > C0 for t ∈ (t0, t1] by the definition of t0, we deduce from Lemma
3.3 that for t ∈ (t0, t1]
C0 < ξ(t; s1)− ξλ(t; s1) ≤ ξ(t0; s1) + cκ0(t− t0)− ξλ(t0; s1) + ξλ(t0; s1)− ξλ(t; s1)
= C0 − ǫ0 + cκ0(t− t0) + ξλ(t0; s1)− ξλ(t; s1).
Since ξλ(t; s1) is continuous in t, we fix some t > t0 but close to t0 such that |cκ0(t − t0) +
ξλ(t0; s1) − ξλ(t; s1)| ≤ ǫ02 , which then leads to C0 < C0 − ǫ02 . It is a contradiction. Hence,
(3.8) holds.
Next, we look at the time interval [t0, t1] and set ξ˜(t; s1) = ξ(t0; s1)+c
∗
κ(t−t0) for t ∈ [t0, t1].
Note both ξλ(t; s1) and ξ˜(t; s1) are continuous on [t0, t1] and ξλ(t0; s1) < ξ˜(t0; s1) by (3.8).
We claim that ξλ(t; s1) < ξ˜(t; s1) for all t ∈ [t0, t1]. Suppose this is not the case and let
t2 = min{t ∈ [t0, t1]|ξλ(t; s1) = ξ˜(t; s1)}. Clearly, t2 ∈ (t0, t1]. Define
v(t, x; t0) = e
−λκ(x−ξ˜(t;s1)), x ∈ R, t ∈ [t0, t2].
Since λ2κ − c∗κλκ + κ = 0, we easily check vt = vxx + κv. Now, consider the parabolic domain
D =
{
(t, x) ∈ [t0, t2]× R
∣∣x ≥ ξ˜(t; s1)}.
We see that for (t, x) ∈ D, x ≥ ξ˜(t; s1) ≥ ξλ(t; s1), which leads to u = u(t, x; s1) ≤ λ ∈ (0, λ∗]
by monotonicity, and then, f(t, u) ≤ κu as noted in the beginning of the proof. Also, at the
initial moment t0, we have u(t0, x; s1) ≤ e−λκ(x−ξ(t0;s1)) = v(t0, x; t0), and at the boundary
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point x = ξ˜(t; s1), we trivially have u(t, ξ˜(t; s1); s1) < 1 = v(t, ξ˜(t; s1); t0). Thus, comparison
principle yields u(t, x; s1) ≤ v(t, x; t0) on D, which leads to
u(t, x; s1) ≤ v(t, x; t0) = e−λκ(x−ξ˜(t;s1)), x ∈ R, t ∈ [t0, t2].
It follows that ξ(t; s1) ≤ ξ˜(t; s1) for t ∈ [t0, t2] by definition in (3.7). In particular, ξ(t2; s1) ≤
ξ˜(t2; s1) = ξλ(t2; s1). Since t2 ∈ (t0, t1], we have ξ(t2; s1)− ξλ(t2; s1) > C0 by the definition of
t0. It is a contradiction. Thus, the claim follows, that is, ξλ(t; s1) < ξ˜(t; s1) for all t ∈ [t0, t1],
and repeating the above arguments, we see
ξ(t; s1) ≤ ξ˜(t; s1) = ξ(t0; s1) + c∗κ(t− t0), t ∈ [t0, t1]. (3.9)
It follows from (3.9) and Lemma 3.2 that for any t ∈ [t0, t1]
ξ(t; s1)− ξλ(t; s1) ≤ ξ(t0; s1) + c∗κ(t− t0)− [ξλ(t0; s1) + (cB − ǫ)(t− t0 − tǫ,λ)]
≤ C0 + (cB − ǫ)tǫ,λ − (cB − c∗κ − ǫ)(t− t0)
≤ C0 + cBtǫ,λ
= C1.
Thus, we in particular have ξ(t1; s1)−ξλ(t1; s1) ≤ C1, which is a contradiction. Consequently,
ξ(t; s)− ξλ(t; s) ≤ C1 for all s < 0, t ≥ s. This completes the proof. 
The following proposition is in fact Theorem 3.1 restricted to the case λ1, λ2 ∈ (0, λ∗].
Proposition 3.5. For any λ1, λ2 ∈ (0, λ∗] there exists C = C(λ1, λ2) > 0 such that
|ξλ1(t; s)− ξλ2(t; s)| ≤ C
for all s < 0 and t ≥ s, where λ∗ ∈ (θ, 1) is as in Lemma 3.4.
Proof. Fix some κ ∈ (0, c2inf ] such that c∗κ < cB as in the proof of Lemma 3.4. Let λ∗ ∈ (θ, 1)
be as in Lemma 3.4 and λ1, λ2 ∈ (0, λ∗]. We may assume, without loss of generality, that
λ1 < λ2. Thus, ξλ1(t; s) ≥ ξλ2(t; s), and
ξλ1(t; s)− ξλ2(t; s) ≤ ηλ1(t; s)− ξλ∗(t; s),
where ηλ1(t; s) is the unique point such that e
−λκ(ηλ1 (t;s)−ξ(t;s)) = λ1. Since ηλ1(t; s)−ξ(t; s) ≡
Cˆ(λ1) for some Cˆ(λ1) > 0, we deduce from Lemma 3.4 that ξλ1(t; s) − ξλ2(t; s) ≤ Cˆ(λ1) +
C(λ∗). 
Note that in the presence of Proposition 3.5, to finish the proof of Theorem 3.1, we only
need to bound ξθ(t; s) − ξλ(t; s) for all λ ∈ (θ, 1) close to 1. To do so, we need to study the
propagation of ξθ(t; s).
Let uo(t; t0, a) be the solution of the ODE ut = f(t, u) with initial data u
o(t0; t0, a) = a.
Let δ ∈ (0, 1 − θ). For t0 ∈ R, t ≥ t0 and x ∈ R, define
ω+(t, x; t0) = (θ − δ)
[
1− φ(x− xs − C(t− t0))
]
+ uo(t; t0, 1 + δ)φ(x − xs − C(t− t0)),
ω−(t, x; t0) = −δ
[
1− φ(x+ xs + C(t− t0))
]
+ uo(t; t0, θ + δ)φ(x + xs +C(t− t0)),
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where C > 0 is some constant. Note that uo(t; t0, 1 + δ) and u
o(t; t0, θ + δ) are decreasing
and increasing in t, respectively, and
lim
t→∞
uo(t; t0, 1 + δ) = 1 = lim
t→∞
uo(t; t0, θ + δ).
Lemma 3.6. For sufficiently large C > 0, ω+(t, x; t0) and ω−(t, x; t0) are sup-solution and
sub-solution of (1.2), respectively.
Proof. We only prove that ω+(t, x; t0) is a super-solution for sufficiently large C; ω−(t, x; t0)
being a sub-solution for sufficiently large C can be proven similarly. We compute
(ω+)t − (ω+)xx − f(t, ω+)
= (θ − δ − uo(t; t0, 1 + δ))
[
Cφ′(x− xs − C(t− t0)) + φ′′(x− xs −C(t− t0))
]
+ f(t, uo(t; t0, 1 + δ))φ(x − xs − C(t− t0))− f(t, ω+)
= (C − cinf)(θ − δ − uo(t; t0, 1 + δ))φ′(x− xs − C(t− t0))
+ (uo(t; t0, 1 + δ)− θ + δ)finf(φ(x− xs − C(t− t0)))
+ f(t, uo(t; t0, 1 + δ))φ(x − xs − C(t− t0))− f(t, ω+)
≥ (C − cinf)(θ − δ − uo(t; t0, 1 + δ))φ′(x− xs − C(t− t0))
+ f(t, uo(t; t0, 1 + δ))φ(x − xs − C(t− t0))− f(t, ω+),
where we used the equation in (2.2) in the second equality.
There are two cases. If ω+ ≤ θ, then f(t, ω+) = 0 and uo(t; t0, 1+δ)φ(x−xs−C(t−t0)) ≤ θ,
which forces φ(x − xs − C(t − t0)) ≤ θ and hence, x − xs − C(t − t0) ≥ 0 by monotonicity.
We then conclude from (2.3) or the way (φ(z), φ′(z)) approaches (0, 0) as z → ∞ that
φ(x− xs −C(t− t0)) and φ′(x− xs − C(t− t0)) are comparable, which leads to
(ω+)t − (ω+)xx − f(t, ω+) ≥ 0 (3.10)
for sufficiently large C > 0.
If ω+ > θ, then by Taylor expansion,
f(t, uo(t; t0, 1 + δ))φ(x − xs − C(t− t0))− f(t, ω+)
= [f(t, uo(t; t0, 1 + δ)) − f(t, ω+)
]
φ(x− xs − C(t− t0))
+ f(t, ω+)
[
1− φ(x− xs − C(t− t0))
]
= fu(t, u∗)(u
o(t; t0, 1 + δ) − θ + δ)
[
1− φ(x− xs − C(t− t0))
]
φ(x− xs − C(t− t0))
+ f(t, ω+)
[
1− φ(x− xs − C(t− t0))
]
,
where u∗ ∈ [ω+, uo(t; t0, 1+ δ)]. Note that the condition ω+ > θ forces x−xs−C(t− t0) ≤ x∗
for some universal constant x∗ > 0. We then conclude from the way (φ(z), φ
′(z)) approaches
(1, 0) as z → −∞ that 1− φ(x− xs − C(t− t0)) and φ′(x− xs − C(t− t0)) are comparable,
and hence, (3.10) holds as well for sufficiently large C > 0. 
The next result concerns the propagation of ξθ(t; s).
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Proposition 3.7. For any T0 > 0, there exists h0 = h0(T0) > 0 such that
|ξθ(t+ T0; s)− ξθ(t; s)| ≤ h0
for all s < 0, t ≥ s. Moreover, h0(T0) is increasing in T0.
Proof. Let δ∗ = λ∗ − θ, where λ∗ is as in Lemma 3.4. First, since
ω+(t0, x; t0) = (θ − δ∗)
[
1− φ(x− xs)
]
+ (1 + δ∗)φ(x− xs),
ω−(t0, x; t0) = −δ∗
[
1− φ(x+ xs)
]
+ (θ + δ∗)φ(x+ xs),
we can find some x∗ < 0 such that ω+(t0, x∗+xs; t0) ≥ 1 and ω−(t0,−x∗−xs; t0) ≤ 0, which
yields
ω−(t0, x− ξθ+δ∗(t0; s)− x∗ − xs; t0) ≤ u(t0, x; s) ≤ ω+(t0, x− ξθ−δ∗(t0; s) + x∗ + xs; t0)
for all x ∈ R. It then follows from Lemma 3.6 and comparison principle that
ω−(t, x− ξθ+δ∗(t0; s)− x∗ − xs; t0) ≤ u(t, x; s) ≤ ω+(t, x− ξθ−δ∗(t0; s) + x∗ + xs; t0) (3.11)
for all x ∈ R and t ≥ t0.
We now fix any T0 > 0. Since
ω+(t0 + T0, x+ CT0; t0) = (θ − δ∗)
[
1− φ(x− xs)
]
+ uo(t0 + T0; t0, 1 + δ∗)φ(x− xs),
≤ (θ − δ∗)
[
1− φ(x− xs)
]
+ (1 + δ∗)φ(x− xs),
ω−(t0 + T0, x− CT0; t0) = −δ∗
[
1− φ(x+ xs)
]
+ uo(t0 + T0; t0, θ + δ∗)φ(x+ xs),
≥ −δ∗
[
1− φ(x+ xs)
]
+ (θ + δ∗)φ(x+ xs),
we can find some x∗∗ > 0 such that
ω+(t0 + T0, x∗∗ + xs + CT0; t0) ≤ θ − δ∗
2
,
ω−(t0 + T0,−x∗∗ − xs − CT0; t0) ≥ θ + δ∗
2
.
This together with (3.11) gives
u(t0 + T0, ξθ−δ∗(t0; s)− x∗ + x∗∗ + CT0; s) ≤ θ −
δ∗
2
,
u(t0 + T0, ξθ+δ∗(t0; s) + x∗ − x∗∗ − CT0; s) ≥ θ +
δ∗
2
.
By monotonicity, we find
ξ
θ− δ∗
2
(t0 + T0; s) ≤ ξθ−δ∗(t0; s)− x∗ + x∗∗ + CT0,
ξ
θ+ δ∗
2
(t0 + T0; s) ≥ ξθ+δ∗(t0; s) + x∗ − x∗∗ − CT0.
(3.12)
Finally, to finish the proof, we set
h0 = h0(T0) = −x∗ + x∗∗ + CT0 + C(θ + δ∗, θ − δ∗),
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where C(θ + δ∗, θ − δ∗) > 0 is as in Proposition 3.5. Then,
ξθ(t0 + T0; s)− ξθ(t0; s)
≤ ξ
θ− δ∗
2
(t0 + T0; s)− ξθ+δ∗(t0; s)
= ξ
θ− δ∗
2
(t0 + T0; s)− ξθ−δ∗(t0; s) + ξθ−δ∗(t0; s)− ξθ+δ∗(t0; s)
≤ −x∗ + x∗∗ + CT0 + C(θ + δ∗, θ − δ∗) = h0,
where we used the first estimate in (3.12) and Proposition 3.5. Similarly, by the second
estimate in (3.12) and Proposition 3.5, we deduce ξθ(t0 + T0; s) − ξθ(t0; s) ≥ −h0. This
completes the proof. 
Finally, we prove Theorem 3.1.
Proof of Theorem 3.1. Note that in the presence of Proposition 3.5, we only need to bound
ξθ(t; s) − ξλ(t; s) for all λ ∈ (θ, 1) close to 1. To do so, let δ∗ = λ∗ − θ be as in the proof of
Proposition 3.7. Recall that uo(t; t0, θ+ δ∗) is increasing in t and limt→∞ u
o(t; t0, θ+ δ∗) = 1.
From which, we can find some T− > 0 and x− < 0 such that
ω−(t, x− − xs − C(t− t0); t0) ≥ 1− δ∗, t ≥ t0 + T−.
Using the first inequality in (3.11), we find
u(t, ξθ+δ∗(t0; s) + x∗ + x− − C(t− t0); s) ≥ 1− δ∗, t ≥ t0 + T−.
By monotonicity,
ξ1−δ∗(t; s) ≥ ξθ+δ∗(t0; s) + x∗ + x− − C(t− t0), t ≥ t0 + T−.
Setting t = t0 + T− in the above estimate, we find
ξ1−δ∗(t0 + T−; s) ≥ ξθ+δ∗(t0; s) + x∗ + x− −CT−.
Since ξθ(t0 + T−; s) ≤ ξθ(t0; s) + h0(T−) by Proposition 3.7, we find
ξθ(t0 + T−; s)− ξ1−δ∗(t0 + T−; s)
≤ ξθ(t0; s)− ξθ+δ∗(t0; s) + h0(T−)− x∗ − x− + CT−
≤ ǫ∗ + h0(T−)− x∗ − x− + CT−
by Proposition 3.5, where ǫ∗ = C(θ, θ + δ∗). Since t0 ≥ s is arbitrary, we arrive at
ξθ(t; s)− ξ1−δ∗(t; s) ≤ ǫ∗ + h0(T−)− x∗ − x− + CT−, t ≥ s+ T−.
For the time interval [s, s+ T−], we consider space-time homogeneous equations
ut = uxx + finf(u), ut = uxx + fsup(u). (3.13)
Let uinf(t, x; s) and usup(t, x; s) be solutions of the first and the second equation in (3.13),
respectively, with uinf(s, x; s) = φ(x − xs) = usup(s, x; s). By comparison principle and
homogeneity, we find
uinf(t− s, x; 0) ≤ u(t, x; s) ≤ usup(t− s, x; 0), x ∈ R, t ≥ s.
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Denote by ξinf1−δ∗(t−s) be the unique point such that uinf(t−s, ξinf1−δ∗(t−s); 0) = 1−δ∗ and by
ξ
sup
θ (t−s) be the unique point such that usup(t−s, ξsupθ (t−s); 0) = θ. Then, for t ∈ [s, s+T−]
we have
−∞ < inf
t∈[s,s+T−]
ξinf1−δ∗(t− s) ≤ ξ1−δ∗(t; s) < ξθ(t; s) ≤ sup
t∈[s,s+T−]
ξ
sup
θ (t− s) <∞.
Setting
ǫ∗∗ = sup
t∈[s,s+T−]
ξ
sup
θ (t− s)− inf
t∈[s,s+T−]
ξinf1−δ∗(t− s),
we find ξθ(t; s)− ξ1−δ∗(t; s) ≤ ǫ∗∗ for t ∈ [s, s+ T−]. Thus, setting
ǫ∗∗∗ = max
{
ǫ∗∗, ǫ∗ + h0(T−)− x∗ − x− +CT−
}
,
we have
ξθ(t; s)− ξ1−δ∗(t; s) ≤ ǫ∗∗∗, s < 0, t ≥ s. (3.14)
The theorem then follows from Proposition 3.5 and (3.14). 
4. Uniform Steepness Estimate
This section is devoted to the uniform steepness of u(t, x; s) near ξθ(t; s). Through this
section, we assume (H1) and (H2). The main result is the following
Theorem 4.1. There exist a constant TD > 0 and a continuous nonincreasing function
α : [0,∞)→ (0,∞) such that for any M ≥ 0 there holds
ux(t, x; s) ≤ −α(M), x ∈ [ξθ(t; s)−M, ξθ(t; s) +M ]
for all s < 0, t ≥ s+ TD. In particular, the following statements hold.
(i) For any λ ∈ (0, 1), there is αλ > 0 such that
ux(t, ξλ(t; s); s) ≤ −αλ
for all s < 0 and t ≥ s + TD. Moreover, the function λ 7→ αλ : (0, 1) → (0,∞) is
continuous and bounded.
(ii) For any λ ∈ (0, 1), there exists Cλ > 0 such that
sup
s<0,t≥s+TD
∣∣∣∣dξλ(t; s)dt
∣∣∣∣ ≤ Cλ.
The notation TD stands for the time delay. We understand it as the time that the ap-
proximation solutions take to adjust their shapes. The proof of Theorem 4.1 depends on
the boundedness of interface width as in Theorem 3.1 and the propagation of the interface
location ξθ(t; s) as in Proposition 3.7. To prove Theorem 4.1, we first prove a lemma.
Lemma 4.2 ([26]). For any h > 0, t ≥ t0 ≥ s, there holds
ux(t, x; s) ≤ J(t− t0, |x− z|+ h)
∫ z+h
z−h
ux(t0, y; s)dy,
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where
J(t− t0, |x− z|+ h) = e−M˜(t−t0) 1√
4π(t− t0)
e
−
(|x−z|+h)2
4(t−t0)
for some M˜ > 0.
Proof. Let ǫ > 0. Set v1(t, x; s) = u(t, x + ǫ; s) and v2(t, x; s) = u(t, x; s). By monotonicity,
v1(t, x; s) < v2(t, x; s). Clearly, v(t, x; s) = v1(t, x; s)− v2(t, x; s) satisfies
vt = vxx + f(t, v1)− f(t, v2).
By (H1), there exists M˜ > 0 such that f(t, v1)− f(t, v2) ≤ −M˜(v1 − v2), and hence
vt ≤ vxx − M˜v.
By comparison principle, we obtain for t ≥ t0 ≥ s
u(t, x+ ǫ; s)− u(t, x; s)
= v(t, x; s)
≤ e−M˜(t−t0)
∫
R
1√
4π(t− t0)
e
−
(x−y)2
4(t−t0) [u(t0, y + ǫ; s)− u(t0, y; s)]dy
≤ e−M˜(t−t0)
∫ z+h
z−h
1√
4π(t− t0)
e
−
(x−y)2
4(t−t0) [u(t0, y + ǫ; s)− u(t0, y; s)]dy
≤ e−M˜(t−t0) 1√
4π(t− t0)
e
−
(|x−z|+h)2
4(t−t0)
∫ z+h
z−h
[u(t0, y + ǫ; s)− u(t0, y; s)]dy,
which leads to the result. 
Observe that J(t− t0, |x− z|+ h)→ 0 as t− t0 → 0, that is, the estimate given in Lemma
4.2 is degenerate when t approaches t0. This is the technical reason why we introduce the
time delay TD in the statement of Theorem 4.1.
We now prove Theorem 4.1.
Proof of Theorem 4.1. Set hθ = max{C(θ, 1+θ2 ), C(θ, θ2)}, where C(θ, 1+θ2 ) and C(θ, θ2 ) are as
in Theorem 3.1. Theorem 3.1 then ensures that for all t0 ≥ s
ξθ(t0; s) + hθ ≥ ξ θ
2
(t0; s), ξθ(t0; s)− hθ ≤ ξ 1+θ
2
(t0; s). (4.1)
Now, for any τ ≥ 0 and t0 ≥ s, applying Lemma 4.2 with z = ξθ(t0; s) and h = hθ, we
obtain that if |x− ξθ(t0; s)| ≤M , then
ux(τ + t0, x; s) ≤ J(τ,M + hθ)
∫ ξθ(t0;s)+hθ
ξθ(t0;s)−hθ
ux(t0, y; s)dy
= J(τ,M + hθ)
[
u(t0, ξθ(t0; s) + hθ; s)− u(t0, ξθ(t0; s)− hθ; s)
]
≤ J(τ,M + hθ)
[
u(t0, ξ θ
2
(t0; s); s)− u(t0, ξ 1+θ
2
(t0; s); s)
]
= −1
2
J(τ,M + hθ),
(4.2)
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where we used (4.1) and monotonicity of u(t0, x; s) in x in the second inequality.
Finally, fix some T0, where T0 is as in Proposition 3.7. Setting τ = T0 in (4.2), we find
that if |x− ξθ(t0 + T0; s)| ≤M , then
|x− ξθ(t0; s)| ≤ |x− ξθ(t0 + T0; s)|+ |ξθ(t0 + T0; s)− ξθ(t0; s)| ≤M + h0(T0, δ∗)
by Proposition 3.7, and hence,
ux(t0 + T0, x; s) ≤ −1
2
J(T0,M + h0(T0, δ∗) + hθ).
This completes the proof of the main result. For the “in particular” part, we argue as follows.
(i) It is a simple consequence of the just-proven result and Theorem 3.1.
(ii) It follows from Lemma 2.4, the uniform boundedness of ut(t, ξθ(t; s); s) in t ≥ s + δ0
for any δ0 > 0 and (i). 
5. Uniform Decaying Estimates
In this section, we investigate the uniform-in-time estimates of u(t, x+ ξθ(t; s), s) for x ≤ 0
(referred to as behind the interface) and x ≥ 0 (referred to as ahead of the interface).
Throughout this section, we assume (H1) and (H2).
5.1. Uniform Decaying Estimates Behind Interface. In this subsection, we control
u(t, x; s) behind the interface. The main results of this subsection are stated in the following
theorem.
Theorem 5.1. (i) There is a strictly decreasing function v : (−∞, 0]→ [θ, 1) satisfying
v(−∞) = 1 and v(0) = θ such that
u(t, x+ ξθ(t; s); s) ≥ v(x), x ≤ 0
for all s < 0, t ≥ s+ TD, where TD is given in Theorem 4.1.
(ii) There exist λ0 ∈ (θ, 1), r > 0 and β0 > 0 such that
u(t, x+ ξθ(t; s); s) ≥ 1− (1− λ0)
[
e−β0(t−s) + er(x+C(θ,λ0))
]
, x ≤ −C(θ, λ0)
for all s < 0, t ≥ s+ TD, where C(θ, λ0) is as in Theorem 3.1.
The first part of the theorem gives an uniform control of u(t, x; s) behind the interface.
The second part gives an exponential property of 1 − u(t, x; s) behind the interface, which
leads to the exponential decay behind the interface of the limiting function 1 − u(t, x; s) as
s→ −∞.
To prove Theorem 5.1, we first prove a lemma giving the exponential property of u(t, x; s)
behind some special interface.
Lemma 5.2. There exists λ0 ∈ (θ, 1), r > 0 and β0 > 0 such that
u(t, x+ ξλ0(t; s); s) ≥ 1− (1− λ0)
[
e−β0(t−s) + erx
]
, x ≤ 0
for all s < 0, t ≥ s+ TD
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Proof. By (H2), there exist λ0 ∈ (θ, 1) and β0 > 0 such that
f(t, u) ≥ β0(1− u), u ∈ [λ0, 1]. (5.1)
Let v(t, x; s) = u(t, x+ ξλ0(t; s); s). It solves

vt = vxx + ξ
′
λ0
vx + f(t, v), x ≤ 0, t ≥ s+ TD
v(t,−∞; s) = 1, v(t, 0; s) = λ0, t ≥ s+ TD
v(s + TD, x; s) = u(s+ TD, x+ ξλ0(s+ TD; s); s), x ≤ 0
where ξ′λ0 =
d
dt
ξλ0(t; s). Since v(t, x; s) ∈ [λ0, 1) for x ≤ 0 and t ≥ s+ TD, we conclude from
(5.1) that
v(t, x; s) ≥ vˆ(t, x; s), x ≤ 0, t ≥ s+ TD, (5.2)
where vˆ(t, x; s) is the solution of

vˆt = vˆxx + ξ
′
λ0
vˆx + β0(1− vˆ), x ≤ 0, t ≥ s+ TD
vˆ(t,−∞; s) = 1, vˆ(t, 0; s) = λ0, t ≥ s+ TD
vˆ(s+ TD, x; s) = u(s+ TD, x+ ξλ0(s + TD; s); s), x ≤ 0.
Let Cλ0 be as in Theorem 4.1 (ii) and v˜(x), x ≤ 0 be the solution of{
v˜xx + Cλ0 v˜x + β0(1− v˜) = 0, x ≤ 0
v˜(−∞) = 1, v˜(0) = λ0.
The above problem is explicitly solvable, and we readily compute
v˜(x) = 1− (1− λ0)erx, x ≤ 0, (5.3)
where r =
−Cλ0+
√
C2
λ0
+4β0
2 > 0. Setting
v¯(t, x; s) = vˆ(t, x; s)− v˜(x), x ≤ 0, t ≥ s+ TD (5.4)
we easily check that v¯(t, x; s) satisfies

v¯t ≥ v¯xx + ξ′λ0 v¯x − β0v¯, x ≤ 0, t ≥ s+ TD
v¯(t, 0; s) = 0, v¯(t,−∞; s) = 0, t ≥ s+ TD
v¯(s+ TD, x; s) = u(s + TD, x+ ξλ0(s+ TD; s); s)− v˜(x), x ≤ 0.
Since clearly v¯(s, x; s) ≥ λ0 − 1, we obtain that
v¯(t, x; s) ≥ (λ0 − 1)e−β0(t−s), x ≤ 0, t ≥ s+ TD (5.5)
where (λ0 − 1)e−β0(t−s) is a space-independent solution of v¯t = v¯xx+ ξ′λ0 v¯x− β0v¯. The result
then follows from (5.2), (5.3), (5.4) and (5.5). 
We now prove Theorem 5.1.
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Proof of Theorem 5.1. (i) For λ ∈ [θ, 1), we define
Mλ = sup
s<0,t≥s+TD
[
ξθ(t; s)− ξλ(t; s)
]
.
Clearly, Mλ ≤ C(θ, λ) by Theorem 3.1 with the understanding C(θ, θ) = 0, Mλ → ∞ as
λ → 1 by just looking at u(t0, x; s0) for some s0 < 0 and t0 ≥ s0 + TD, and the map
λ 7→Mλ : [θ, 1)→ [0,∞) is nondecreasing. We show that λ 7→Mλ : [θ, 1)→ [0,∞) is strictly
increasing and continuous.
We show that λ 7→ Mλ : [θ, 1) → [0,∞) is strictly increasing. Fix any λ0 ∈ [θ, 1)
and let {sn + TD ≤ tn}n∈N be such that limn→∞ ξθ(tn; sn) − ξλ0(tn; sn) = Mλ0 . Since
infs<0,t≥s,x∈R ux(t, x; s) ≥ −C∗ for some C∗ > 0 by a priori estimates parabolic equations,
we find
u(tn, x+ ξθ(tn; sn); sn) ≤ min
{
− C∗[x− (ξλ0(tn; sn)− ξθ(tn; sn))]+ λ0, 1} (5.6)
for all x ∈ (−∞, ξλ0(tn; sn)− ξθ(tn; sn)] and all n ∈ N.
Now, let λ1 ∈ (λ0, 1). Using (5.6) and limn→∞ ξθ(tn; sn)− ξλ0(tn; sn) = Mλ0 , we can find
an N sufficiently large such that ξλ1(tN ; sN ) − ξθ(tN ; sN ) ≤ xN , where xN < −Mλ0 is such
that −(C∗ + 1)(xN +Mλ0) + λ0 = λ1. It then follows
Mλ1 ≥ ξθ(tN ; sN )− ξλ1(tN ; sN ) ≥ −xN > Mλ0 .
We show that λ 7→ Mλ : [θ, 1) → [0,∞) is continuous. Fix any λ0 ∈ [θ, 1) and let ǫ0 > 0
be small. By Theorem 4.1, there is α0 > 0 such that
sup
s<0,t≥s+TD
x∈[ξλ0
(t;s)−ξθ(t;s)−ǫ0,ξλ0
(t;s)−ξθ(t;s)+ǫ0]
ux(t, x+ ξθ(t; s); s) ≤ −α0.
It follows that for all s < 0, t ≥ s+ TD
u(t, x+ ξθ(t; s); s) ≥ −α0
[
x− (ξλ0(t; s)− ξθ(t; s))
]
+ λ0 (5.7)
for x ∈ [ξλ0(t; s)− ξθ(t; s)− ǫ0, ξλ0(t; s)− ξθ(t; s)], and
u(t, x+ ξθ(t; s); s) ≤ −α0
[
x− (ξλ0(t; s)− ξθ(t; s))
]
+ λ0 (5.8)
for x ∈ [ξλ0(t; s)− ξθ(t; s), ξλ0(t; s)− ξθ(t; s) + ǫ0].
Then, comparing (5.7) with the segment −α0(x+Mλ0)+λ0 for x ∈ [−Mλ0−ǫ0,−Mλ0 ], we
obtain for any λ ∈ (λ0, α0ǫ0+ λ0], ξλ(t; s)− ξθ(t; s) ≥ −Mλ0 − λ−λ0α0 for all s < 0, t ≥ s+ TD,
which together with the fact that λ 7→Mλ : [θ, 1)→ [0,∞) is strictly increasing implies
Mλ0 < Mλ ≤Mλ0 +
λ− λ0
α0
→Mλ0 as λ→ λ+0 .
This show the right continuity at λ0.
For the left continuity, for any λ ∈ [λ0− 12α0ǫ0, λ0), we pick a sequence {sn+TD ≤ tn}n∈N
such that
lim
n→∞
ξθ(tn; sn)− ξλ0(tn; sn) =Mλ0 .
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Then, comparing (5.8) with the segment −12α0(x+Mλ0)+λ0 for x ∈ [−Mλ0 ,−Mλ0 + ǫ0], we
can find an N sufficiently large such that
ξλ(tN ; sN )− ξθ(tN ; sN ) ≤ −Mλ0 −
2(λ− λ0)
α0
,
which implies Mλ ≥Mλ0 + 2(λ−λ0)α0 , and then the left continuity at λ0.
So far, we have shown that λ 7→Mλ : [θ, 1)→ [0,∞) is strictly increasing, continuous, and
satisfies Mθ = 0 and Mλ → +∞ as λ→ 1. We now define v : (−∞, 0]→ [θ, 1) as the inverse
function of λ 7→ −Mλ. It is easily verified that this v satisfies all required properties as in
the statement.
(ii) By Lemma 5.2(ii), we have
u(t, x+ ξλ0(t; s); s) ≥ 1− (1− λ0)
[
e−β0(t−s) + er[x−(ξλ0(t;s)−ξθ(t;s))]
]
for x ≤ ξλ0(t; s)− ξθ(t; s). Since ξλ0(t; s)− ξθ(t; s) ≥ −C(θ, λ0) by Theorem 3.1, we arrive at
the result. 
5.2. Uniform Decaying Estimates Ahead of Interface. In this subsection, we control
u(t, x; s) ahead of the interface. The main result of this subsection is stated in the following
theorem.
Theorem 5.3. There exist TˆD > 0 and c > 0 such that
u(t, x+ ξθ(t; s); s) ≤ θe−cx, x ≥ 0
for all s < 0 and t ≥ s+ TˆD.
This theorem says that u(t, x; s) decays from the interface with a uniform decaying rate. It
actually contains much more information than it looks like. For example, since u(t, ξθ(t; s); s) =
θ, Theorem 5.3 then implies ux(t, ξθ(t; s); s) ≤ −cθ, although we have obtained this informa-
tion in Theorem 4.1.
To prove Theorem 5.3, we first prove several lemmas. The first one concerns the rightward
propagation of ξθ(t; s).
Lemma 5.4. There exist T∗ > 0 and h∗ > 0 such that
ξθ(t+ T∗; s)− ξθ(t; s) ≥ h∗
for all s < 0, t ≥ s+ TD.
Proof. The lemma follows from Theorem 3.1 and Lemma 3.2. 
The next lemma is the driving force for the so-called sliding method (see [9]).
Lemma 5.5. Let c ∈ (0,min{cinf , h∗T∗ }) and s < 0, where T∗ and h∗ are as in Lemma 5.4.
Suppose there is t∗ ≥ s + TD such that u(t∗, x + ξθ(t∗; s); s) ≤ θe−cx for x ≥ 0. Then, there
exists T (t∗) ∈ (t∗,∞) such that
u(T (t∗), x+ ξθ(T (t∗); s); s) ≤ θe−cx, x ≥ 0.
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Moreover, there are constants 0 < c0 < C0 (independent of s and t∗) such that
c0 ≤ T (t∗)− t∗ ≤ C0.
Proof. Fix some θ∗ ∈ (θ, 1). For t ≥ t∗, define
v(t, x; t∗) = θ∗e
−c(x−ξθ(t∗;s)−c(t−t∗)). (5.9)
Clearly, u(t∗, x; s) < v(t∗, x; t∗) for x ≥ ξθ(t∗; s) by assumption. By comparison principle, we
have u(t, x; s) < v(t, x; t∗) for x ≥ ξθ(t; s) for all t > t∗ with t− t∗ sufficiently small. In fact,
since u(t∗, ξθ(t∗; s); s) < v(t∗, ξθ(t∗; s); t∗), continuity ensures the existence of some t1 > t∗
with t1− t∗ small such that u(t, ξθ(t; s); s) < v(t, ξθ(t; s); t∗) for all t ∈ [t∗, t1]. Since v(t, x; t∗)
solves vt = vxx and f(t, u(t, x; s)) = 0 for x ≥ ξθ(t; s), we conclude from the comparison
principle that u(t, x; s) < v(t, x; t∗) for x ≥ ξθ(t; s) for all t ∈ [t∗, t1].
Now, we define
T (t∗) = sup
{
t ≥ t∗
∣∣u(τ, x; s) < v(τ, x; t∗), x ≥ ξθ(τ ; s) holds for all τ ∈ [t∗, t)}.
Clearly, T (t∗) > t∗. Since φ(x − xs − cinf(t − s)) ≤ u(t, x; s) and c < cinf , we conclude that
T (t∗) <∞.
Again, since v(t, x; t∗) solves vt = vxx and f(t, u(t, x; s)) = 0 for x ≥ ξθ(t; s), we conclude
from the comparison principle that, at time T (t∗), we must have
u(T (t∗), x; s) ≤ v(T (t∗), x; s), x ≥ ξθ(T (t∗); s),
u(T (t∗), ξθ(T (t∗); s); s) = θ = v(T (t∗), ξθ(T (t∗); s); t∗).
Using (5.9), we readily check u(T (t∗), x; s) ≤ θe−c(x−ξθ(T (t∗);s)) for x ≥ ξθ(T (t∗); s).
For the “moreover” part, let ηθ(t; t∗) be the unique point such that v(t, ηθ(t; t∗); t∗) = θ.
Then, T (t∗) is the first time that ξθ(t; s) hits ηθ(t; t∗). Note that ηθ(t; t∗) moves rightward at
a constant speed c, that is,
ηθ(t; t∗) = ηθ(t∗; t∗) + c(t− t∗) = ξθ(t∗; s) + 1
c
ln
θ∗
θ
+ c(t− t∗).
By Lemma 5.4, for any n ∈ N, ξθ(t∗ + nT∗; s) ≥ ξθ(t∗; s) + nh∗. Since c < h∗T∗ , we can find
some n0 such that ξθ(t∗+n0T∗; s) ≥ ηθ(t∗+n0T∗; t∗), which leads to T (t∗)− t∗ ≤ n0T∗. This
establishes the upper bound.
For the lower bound, we use Theorem 4.1(ii), saying that ξθ(t; s) propagates not faster
than the speed C∗ := Cθ ≥ cinf . Therefore, it takes, at least, ηθ(t∗;t∗)−ξθ(t∗;s)C∗−c = 1c(C∗−c) ln θ∗θ ,
for ξθ(t; s) to hit ηθ(t; t∗). Thus, T (t∗)− t∗ ≥ 1c(C∗−c) ln θ∗θ . 
We remark that the constant c0 in the statement of Lemma 5.5 does depend on the choice
of c as in the statement of the lemma and θ∗ as in the proof. But this will not cause any
trouble, because we only need some c ∈ (0,min{cinf , h∗T∗ }) and some θ∗ ∈ (θ, 1).
Lemma 5.5 lays the foundation for an iteration argument. To run such an argument, we
need the exponential decay condition as in the lemma to hold at some initial time greater
than s+ TD. This is given by
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Lemma 5.6. Let c ∈ (0,min{cinf , h∗T∗ }) be small. For any s < 0 there exists Ts > 0 such that
u(s+ Ts, x+ ξθ(s+ Ts; s); s) ≤ θe−cx, x ≥ 0.
Moreover, TD ≤ Ts ≤ Cˆ0 for some Cˆ0 > 0.
Proof. Fix some θ∗ ∈ (θ, 1). By Proposition 3.7 and (2.4), there exists hD > 0 such that
ξθ(t; s) ∈ [xs, xs + hD] for t ∈ [s, s+ TD]. (5.10)
Now, for t ≥ s, we define
v(t, x; s) = θ∗e
−c(x−xs−c(t−s)). (5.11)
Note that for small c, we can guarantee that the unique solution of the algebraic equation
θ∗e
−c(x−xs) = θ is greater than xs+hD. Let us denote this solution by xs+hD+xD for some
xD > 0. As in Lemma 5.5, let ηθ(t; s) be the unique point such that v(t, ηθ(t; s); s) = θ and
s+ Ts be the first time that ξθ(t; s) hits ηθ(t; s).
Since ηθ(s; s) = xs + hD + xD and ηθ(t; s) moves rightward at a constant speed c, (5.10)
ensures Ts ≥ TD. On the other hand, by (2.3) and (2.4), we have ξθ(t; s) ≥ xs + cinf(t − s),
which implies that it will take, at most, hD+xD
cinf−c
, for ξθ(t; s) to hit ηθ(t; s). Thus, Ts ≤ hD+xDcinf−c .
Finally, at the first hitting time s+ Ts, we have the estimate
u(s+ Ts, x+ ξθ(s+ Ts; s); s) ≤ θe−cx, x ≥ 0.
as in the proof of Lemma 5.5. 
Finally, we prove Theorem 5.3.
Proof of Theorem 5.3. Let c ∈ (0,min{cinf , h∗T∗ }) be small such that both Lemma 5.5 and
Lemma 5.6 hold. By Lemma 5.6, we have u(s + Ts, x + ξθ(s + Ts; s); s) ≤ θe−cx for x ≥ 0.
Since Ts ≥ TD by Lemma 5.6, we can apply Lemma 5.5 to obtain that at each moment
T n(s+ Ts) = T ◦ T ◦ · · · ◦ T︸ ︷︷ ︸
n times
(s+ Ts), there holds
u(T n(s+ Ts), x+ ξθ(T
n(s+ Ts); s); s) ≤ θe−cx, x ≥ 0
for all n ∈ N. Again, by Lemma 5.5, c0 ≤ T n(s + Ts) − T n−1(s + Ts) ≤ C0 for all n ∈ N. In
particular, T n(s+ Ts)→∞ as n→∞, and [s + Ts,∞) = ∪n∈N[T n−1(s+ Ts), T n(s + Ts)].
Next, we claim that there is θˆ > 0 such that
u(t, x+ ξθ(t; s); s) ≤ θˆe−cx, x ≥ 0 (5.12)
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for all s < 0, t ≥ s+ Ts. Fix any n ∈ N and consider the interval [T n−1(s+ Ts), T n(s+ Ts)].
By the proof of Lemma 5.5, we have for any t ∈ [T n−1(s+ Ts), T n(s + Ts)] and x ≥ ξθ(t; s),
u(t, x; s) ≤ v(t, x;T n−1(s+ Ts))
= θ∗e
−c(x−ξθ(T
n−1(s+Ts);s)−c(t−Tn−1(s+Ts)))
= θ∗e
−c(x−ξθ(t;s))e−c(ξθ(t;s)−ξθ(T
n−1(s+Ts);s))ec
2(t−Tn−1(s+Ts))
≤ θ∗ecC∗(t−Tn−1(s))ec2(t−Tn−1(s+Ts))e−c(x−ξθ(t;s))
≤ θ∗ecC∗C0ec2C0e−c(x−ξθ(t;s)).
The claim follows with θˆ = θ∗e
cC∗C0ec
2C0 , where C∗ = Cθ is given in Theorem 4.1(ii).
To finish the proof, we fix some M0 > 0 and set αM0 = minM∈[0,M0] α(M), where the
function α(·) is given by Theorem 4.1. It then follows from the fact that u(t, ξθ(t; s); s) = θ
and Theorem 4.1 that
u(t, x+ ξθ(t; s); s) ≤ −αM0x+ θ, x ∈ [0,M0]
for s < 0, t ≥ s + Ts. By monotonicity, we obtain u(t, x + ξθ(t; s); s) ≤ −αM0M0 + θ for
x ≥ M0. Note that by enlarging θˆ if necessary, we may assume without loss of generality
that θˆe−cM0 > θ, which implies −αM0x+ θ < θˆe−cx for all x ∈ [0,M0]. Now, let x∗ > M0 be
the smallest point such that θˆe−cx∗ = −αM0x+ θ. All these together, we obtain for x ≥ 0
u(t, x+ ξθ(t; s); s) ≤ ψ∗(x) =


−αM0x+ θ, x ∈ [0,M0],
−αM0M0 + θ, x ∈ [M0, x∗],
θˆe−cx, x ≥ x∗.
Set c∗ =
1
x∗
ln θ
θ−αM0M0
, that is, θe−c∗x∗ = −αM0M0 + θ. By further enlarging θˆ if necessary,
we can make x∗ sufficiently large so that c∗ ≤ αM0 , which ensures φ∗(x) ≤ θe−c∗x for
x ≥ 0. Hence, u(t, x + ξθ(t; s); s) ≤ θe−c∗x for x ≥ 0. The theorem then follows with
TˆD = sups<0 Ts. 
6. Transition Fronts in Time Heterogeneous Media
In this section, we investigate front propagation phenomena in (1.2) and prove Theorem
1.2. Throughout this section, we assume (H1) and (H2). We first present two lemmas about
critical transition fronts (see Definition 1.1).
Lemma 6.1 (Uniqueness of critical transition fronts). If u(t, x) and u˜(t, x) are critical tran-
sition fronts of (1.2), then there is a space shift ζ0 ∈ R such that u(t, x+ ζ0) = u˜(t, x) for all
x ∈ R and t ∈ R.
Proof. It follows from the arguments of [28, Theorem A]. 
Lemma 6.2 (Existence of critical transition fronts). If (1.2) admits a transition front u(t, x),
then it admits a critical transition front uc(t, x).
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Proof. It follows from the arguments of [28, Theorem A]. 
We now prove Theorem 1.2.
Proof of Theorem 1.2. (1) Let u(t, x), x ∈ R, t ∈ R be the global-in-time solution of (1.2)
given in Theorem 2.2.
We first show that there is a continuously differentiable function ξ : R → R such that
u(t, ξ(t)) = θ for all t ∈ R. Since
sup
t<s,t≥s+TD
∣∣∣∣ ddtξθ(t; s)
∣∣∣∣ ≤ C∗
by Theorem 4.1, we conclude from Arzela`-Ascoli theorem and the diagonal argument that
ξθ(t; s) converges to ξ(t) uniformly on any compact set as s→ −∞ along some subsequence.
Since u(t, ξθ(t; s); s) = θ for all s < 0, t ≥ s, we find u(t, ξ(t)) = θ for all t ∈ R. By Theorem
3.1, u(t, x) is a transition front of (1.2).
(1)(i) Since limx→−∞ u(t, x) = 1 and limx→∞ u(t, x) = 0, u(t, x) is strictly decreasing on
some open set. We now fix some t0 as an initial moment and consider the solution u(t, x) for
t ≥ t0. Let y > 0. Since u(t0, x + y) − u(t0, x) ≤ 0 for all x and u(t0, x + y) − u(t0, x) < 0
on some open set, we apply maximum principle to u(t, x + y) − u(t, x) to conclude that
u(t, x + y) − u(t, x) < 0 for all x ∈ R and t > t0. Since u(t, x) is a global-in-time solution,
u(t, x) is strictly decreasing in x for all t ∈ R. We then conclude ux(t, x) < 0 from Angenent’s
result (see [2, Theorem B]) as in the proof of Lemma 2.3.
(1)(ii) For continuous differentiability, we first use the limit ux(t, ξθ(t; s); s) → ux(t, ξ(t))
as s→∞ along some subsequence and Theorem 4.1 to conclude that supt∈R ux(t, ξ(t)) < 0.
The result then follows from the arguments as in the proof of Lemma 2.4. In particular, we
have
ξ′(t) = − ut(t, ξ(t))
ux(t, ξ(t))
, t ∈ R.
As a byproduct, we also have supt∈R |ξ′(t)| <∞.
(1)(iii) Since u(t, x + ξθ(t; s); s) ≥ v(x) for all x ≤ 0, s < 0 and t ≥ s + TD by Theorem
5.1(i), we have u(t, x + ξ(t)) ≥ v(x) for x ≤ 0 and t ∈ R. Moreover, setting s → −∞ along
some subsequence in the estimate
u(t, x+ ξθ(t; s); s) ≥ 1− (1− λ0)
[
e−β0(t−s) + er(x+C(θ,λ0))
]
, x ≤ −C(θ, λ0)
for s < 0, t ≥ s+ TD given by Theorem 5.1(ii), we conclude that
u(t, x+ ξ(t)) ≥ 1− (1− λ0)er(x+C(θ,λ0)), x ≤ −C(θ, λ0).
That is, 1−u(t, x+ ξ(t)) decays exponentially as x→ −∞ and the decay is uniform in t ∈ R.
By Theorem 5.3, we clearly have u(t, ξ(t)) ≤ θe−cx for x ≥ 0 and t ∈ R. Thus, by setting
vˆ(x) =

max
{
v(x), 1 − (1− λ0)er(x+C(θ,λ0))
}
, x ≤ 0,
θe−cx, x ≥ 0,
we find the function satisfying all required properties.
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(2) By (1) and Lemma 6.2, (1.2) has a critical transition front uc(t, x). We prove that
it must be a periodic traveling wave. Clearly, uc(· + T, ·) is also a transition front. We
show its criticality. Let u be an arbitrary transition front. Then u(· − T, ·) is a transition
front as well. Thus, for any t ∈ R, there is a ζ(t) ∈ R such that uc(t, x) ≥ u(t − T, x) if
x ≤ ζ(t) and uc(t, x) ≤ u(t − T, x) if x ≥ ζ(t). Replacing t by t + T , we find for any t ∈ R,
uc(t + T, x) ≥ u(t, x) if x ≤ ζ(t + T ) and uc(t + T, x) ≤ u(t, x) if x ≥ ζ(t + T ). Hence,
uc(·+ T, ·) is critical.
By Lemma 6.1, there exists some ζ0 ∈ R such that
uc(t, x+ ζ0) = u
c(t+ T, x), x ∈ R, t ∈ R. (6.1)
For t ∈ R, let ξc(t) be the unique point such that uc(t, ξc(t)) = θ. Assume, without loss of
generality, that ξc(0) = 0. Setting t = 0 and x = ξc(T ) in (6.1), we find u
c(0, ξc(T ) + ζ0) =
uc(T, ξ(T )) = θ. It follows ξc(T ) + ζ0 = ξc(0) = 0, and hence, ζ0 = −ξc(T ). Thus,
uc(t, x− ξc(T )) = uc(t+ T, x), x ∈ R, t ∈ R. (6.2)
Let cT =
ξc(T )
T
. Define
ψ(t, x) = uc(t, x+ cT t), x ∈ R, t ∈ R.
We check ψ satisfies the properties required by a profile of a periodic traveling wave. Using
(6.2), we have for x ∈ R,
ψ(t+ T, x) = uc(t+ T, x+ cT (t+ T ))
= uc(t+ T, x+ cT t+ ξc(T ))
= uc(t, x+ cT t)
= ψ(t, x),
that is, ψ(·+ T, ·) = ψ. The uniform-in-time limit at ±∞ then follows. Since uc solves (1.2),
we readily check ψt = ψxx+cTψx+f(t, ψ). In conclusion, u
c is a periodic traveling wave. 
7. Transition Fronts in Random Media
In this section, we explore front propagation phenomena in (1.4) and prove Theorem 1.4.
Proof of Theorem 1.4. (1) First of all, for any fixed ω ∈ Ω, by Theorem 1.2, (1.4) admits a
transition front uω(t, x). Clearly, uω(t, x) is a wave-like solution of (1.4) in the sense of [28,
Definition 2.3]. Then by [28, Theorem A (1)], (1.4) admits a random traveling wave solution
u(t, x;ω).
(2) By [28, Theorem A (2)], there are Ψ∗(·) ∈ Cbunif(R,R) and c∗ ∈ R such that for a.e.
ω ∈ Ω,
lim
t→∞
ξ(t;ω)
t
= c∗,
lim
t→∞
1
t
∫ t
0
Ψ(x, σsω)ds = Ψ
∗(x) ∀x ∈ R,
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and
lim
x→−∞
Ψ∗(x) = 1, lim
x→∞
Ψ∗(x) = 0.
(3) It follows from [28, Theorem B (2)]. 
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