Reservoir Computing (RC) is an umbrella term for adaptive computational paradigms that rely on an excitable dynamical system, also called the "reservoir." The paradigms have been shown to be particularly promising for temporal signal processing. RC was also explored as a potential candidate for emerging nanoscale architectures. In this article we reflect on the current state of RC and muse about its future. In particular, we propose a set of open problems that we think need to be addressed in order to make RC more mainstream.
INTRODUCTION
Reservoir Computing (RC) refers to a number of di↵erent machine learning techniques that use the high-dimensional transient dynamics of an excitable system, the reservoir, to process spatio-temporal input signals and transform them into useful outputs by means of a linear readout layer. The proper weights of the linear readout layer can either be trained by a gradient descent method, closed-form linear regression, or determined analytically in certain cases [23] . The emphasis on the dynamical regime of the reservoir makes its microstructure irrelevant to the information processing as long as the reservoir produces a fading memory of the input. As a consequence, RC has gained popularity in recent years among researchers that aim to build computing systems from unconventional physical substrates and devices, such as photonic systems [66] , self-assembled nanowires [56] , molecular, and chemical systems [22, 49] .
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NanoCom '16 Sep 28-30, 2016 tial and temporal dynamics a system has "intrinsically." It is important to note that "[i]ntrinsic computation makes no reference to utility" [13] . On the other end of the spectrum we have "designed computation," that makes information processing in a specific system "useful." In traditional CMOS technology, one relies on designed computation only. With the advent of emerging devices, such as memristors [61] , that are expected to behave in time-dependent nonlinear ways beyond a simple switching behavior and will exhibit significant physical variation, we cannot rely on that principle anymore. It is generally believed that the technological promise of harnessing intrinsic computation beyond the digital realm has enormous potential for cheaper, faster, more robust and more energy-e cient information processing technology, as for example our own studies have confirmed [8] .
The theoretical basis of how and why RC works are well understood [19, 20, 23, 67] . RC works on two operating principles:
1. a conversion of spatio-temporal information into a purely spatial representation: the history of the spatio-temporal inputs will be encoded in the instantaneous state of the reservoir, which therefore has a spatial representation;
2. short-term memory: the memory of the inputs will fade away from the reservoir state over time.
An ideal reservoir has to satisfy two conditions for these principles to be in place. First, the reservoir degrees of freedom should be as close as possible to orthogonal. In other words, the states of the reservoir should be linearly independent. Failure to satisfy this condition causes reservoir dimensions to collapse, which means the reservoir e↵ectively operates in a lower dimension than the number of its degrees of freedom [14, 19] . The second condition is that the reservoir must operate near a suitable dynamical regime, which is sometimes called the edge-of-chaos [37] . In simple terms, this is a regime where perturbations stay constant in size as they spread throughout the reservoir, i.e., they neither die out nor get amplified. If this condition is not met, the information in the reservoir either decays too quickly for the readout layer to be used or it grows and interferes destructively, which results in decoherent reservoir states that make signal extraction di cult [19] . Interest in RC has grown over recent years in three main research areas: (1) neuroscience and cognitive science [7] , (2) machine learning [39] , and (3) unconventional computing [21] . In its earliest form, RC was proposed as a simplified model of corticostriatal plasticity [17] . More recently RC has been used to explain higher-order cognitive functions as well [27] . In neuroscience, RC is frequently used to explain short-term memory and its interaction with various cognitive processes. RC is also used as a model for cortical microcircuits [40] [41] [42] . In machine learning, it is used to lower the training complexity of recurrent neural networks. Despite application of RC to many engineering problems [39] , its current limitation is the lack of scalability to solve larger problems, i.e., problems with high dimensions and large amounts of data, such as real-time video processing. Finally, in unconventional computing, RC is used as a computational approach for physical substrates where the precise structure is hard to control, or cannot be controlled at all. Such substrates may, for example, be fabricated through nanoscale or molecular self-assembly [16] .
To allow a more concise discussion in this paper, we adopt the following abstract representation of an RC device operating in discrete time:
(1)
where ut and xt are multidimensional vectors of the input and reservoir state at time t, f is an operator that governs the evolution of the reservoir state based on its history and input(s). To keep the model general, we use f to encapsulate both the structure and the dynamics of the reservoir. The multi-dimensional output at time t is denoted by yt. g is the output function that takes in the observable reservoir degrees-of-freedom and generates the desired output(s). Note that f is fixed and only g is adaptive. In general, the number of observable states is not the same as the dimensionality of x. This definition carries over to continuous time as well. Theoretical research in RC aims to shed light on the computational properties with respect to the choices of f and g. Experimental research, on the other hand, aims to find what choice of f and g are suitable for a given application. Despite significant progress in RC research, a number of important theoretical and experimental questions remain unaddressed. In the following, we will list some key questions that we believe would present fruitful future research directions to further advance the field.
THEORETICAL CHALLENGES

Computational Power and Complexity
From a computational perspective, an important question is the computational power of RC, i.e., what kind of algorithms can be expressed. That includes the question of universality.
• Q1: What classes of problems can RC solve e ciently? Recurrent Neural Networks (RNNs) are universal models that in principle can achieve everything RC does. However, for certain tasks, such as chaotic time series prediction, RC achieves good performance with less training than a regular RNN [33] . But for other tasks, such as large-scale language modeling, RC is not competitive with state-of-the-art machine learning techniques [46, 64] . And depending on the size and the parameters of the network, certain tasks may not be solvable at all. RC lacks a formal framework that would help to describe the computational expressiveness and complexity as a function of the common parameters. In other words, what types of networks can recognize regular languages, contextfree languages, etc. And what is the computational and the learning (time and space) complexity of these networks? Having answers to these questions would allow the community to better describe what classes of problems RC is good for. Currently, these decisions are mostly made on an trial and error basis.
More specifically, compared to RNN and Long ShortTerm Memory (LSTM) networks [29] trained with Backpropagation Through Time (BPTT) [3] , Hassian-free optimization [45] , or linear approximations [51] , what is the nature of the task-dependent information represented in the error signal that is sent back to the network that a memoryless readout layer in RC cannot provide? Can this limitation be overcome by approaches that transfer learning from readout connections to the reservoir [59, 62] ? Or by methods that adjust macroscopic properties of the reservoir to match the memory requirements of the task [15, 50, 63] ? And if such approaches are e↵ective in improving RC, will they su↵er from similar challenges, such as vanishing or exploding gradients [52] , as the other training algorithms do?
• Q2: Can a specific RC perform universal computation? While universal computation is interesting from a theoretical point of view, it is mostly irrelevant for real applications, where universal computation is rarely required. Siegelmann and Sontag proved the computational universality of recurrent neural networks [55] . It was later shown that even a system with a single feedback connection is universal [30] . However, both of these systems require a precise design of the network structure. RCs with feedback [33] have been studied since the introduction of Echo State Networks (ESN) [31] , yet their computational power is not yet understood. In particular, could a certain type of RC compute recursively enumerable languages, or in other words, could they become a universal computer? In addition, if such a system is universal, how would one come up with a generic training algorithm that would allow to e↵ectively train the readout layer for any given task, specifically for tasks with arbitrary memory depth?
Reservoir Structure and Function
Another important area in RC that needs significant research is the relationship between the structure and the function of the reservoir. While previous work has investigated some aspects (e.g., [1, 6, 10, 11, 37, 57] ) of the influence of di↵erent reservoir and readout layer architectures on task performance, there does not exist a systematic framework.
• Q3: Can RC benefit from more complex readout layers? Traditionally, RC uses a linear readout layer trained with linear regression or stochastic gradient descent to minimize a squared-error objective function. Other types of readout layers, such as Boltzmann machines [53] and Voltera filters [6] have been used to extend the power of RC. Yet, from a theoretical stand point, it is unclear how big the impact is on task performance. A more systematic investigation with comprehensive comparisons is needed. In addition, using more complex readout layers increases the training complexity, which takes away one of the benefits of RC.
• Q4: Can we find better measures of the memory and information processing capabilities? It is necessary to have reliable and robust measures to quantify RC performance on a given or an entire class of tasks. Today, the most commonly used measures include the memory capacity [32, 67] , the nonlinear memory capacity [14] , and measures of the dynamical regime [10] of a reservoir. While these measures shed light on some of the reservoir properties, it is nontrivial to relate them to the expected performance. For example, for linear networks, the notion of memory capacity has recently been extended to predict the expected error on a task and to provide a worst-case error bound [23] . However, the presented framework only applies to linear reservoirs. Without a suitable performance measure and a way for tuning the reservoir for tasks, parameter optimization can simply be too computationally expensive.
• Q5: What is the role of heterogeneous or disordered structure in RC? Echo State Networks (ESN) [31] and Liquid State Machines (LSM) [43] are the earliest incarnations of RC, both of which feature randomly generated recurrent neural networks that make up the reservoir. Subsequent theoretical analysis has shown that the same performance can be obtained with reservoirs that have a regular structure. Thus, the benefit of random or "complex" reservoir structures, if there is any at all, remains an open question. The role of complex RC structure is of particular interest to the unconventional computing community that tries to use RC to build computational devices from unstructured networks of simple elements, for example obtained through self-assembling nanowires or memristors [16, 36] .
• Q6: Can hierarchical RCs help us to solve more complex tasks? Digital systems build on the modularity principle. A set of transistors forms a logic gate, a set of logic gates forms a circuit, and circuits are used to build architectures. Most RC systems are monolithic, which limits their computational capabilities because such networks are not easily scalable by simply increasing the number of nodes within a given reservoir. The idea of hierarchical reservoirs is not new. Triefenbach et al. [65] , for example, used hierarchical reservoirs for phoneme recognition. More recently, Burger et al. [9] demonstrated that hierarchical reservoirs can outperform monolithic reservoir systems. For certain tasks, hierarchical reservoirs outperformed single reservoirs by at least 20%.
Composability and hierarchy are key to building large(er)-scale intrinsic computing systems that scale to tasks of significant complexity. How can we build hierarchical and scalable RC systems, similar to what we do with CMOS circuits? How could we ensure composability of the building blocks? How would we train such systems e ciently? And what network topologies/hierarchies would lead to optimal performance?
PHYSICAL REALIZATION
RC can be implemented using any physical system that offers interesting enough dynamics for information processing. One of the earliest demonstrations of this was voice recognition using wave patterns on the surface of a water tank [18] . Recent advances in materials science and nanotechnology have made it possible to create computational substrates out of various unconventional devices [8, 22, 25, 34, 48, 56, 66] . Many such emerging devices, however, cannot be fabricated as precisely and reliably as one wishes. The resulting structures may be partially or completely random, heterogeneous, and unreliable [4, 5, 16, 28, 60, 68] , which typically benefits RC because such systems o↵er richer dynamics. Another motivation for doing signal processing directly with physical devices is the potentially simplified and more natural interfacing with such systems [54] .
• Q7: What are the limitations and benefits of using a given physical system for RC? In a physical RC implementation, the dynamics as well as the RC performance are governed by the physics of the actual substrate used. In other words, some physical substrates may be better for certain tasks than others. A comprehensive study and framework of the relationship between the physical properties of substrates and the reservoir performance is needed. The study should consider the analysis of physical implementations using both conventional and unconventional substrates.
• Q8: What are the benefits of a physical implementation of RC? Another important question is to determine what the benefits of a physical RC implementation really are. Computing with a bucket of water may neither be fast nor particularly useful. And with today's high performance computers and custom architectures geared for neural network simulations, it is often faster to simply run a RC system in simulation than using an actual physical implementation. On the other hand, as pointed out above, a physical RC can be more natural to interface if the signals are already in the right form. For example, an optical RC would be easy to interface with optical signals, as opposed to electrical signals. Also, physical implementations could be more energy e cient and more robust against noise.
APPLICATIONS
For low-dimensional problems, such as chaotic time-series prediction, anomaly detection, control problems, and human action recognition, RC is able to compete with many classical machine learning techniques. Hierarchies of RCs have been used to achieve competitive results in voice recognition [65] . In light of the recent advances in deep learning, there is a growing trend in the machine learning community to perform sensory processing on high-dimensional raw inputs, such as raw pixel values of photos and videos [47] . It is known that the performance of an RC system typically su↵ers in the presence of high-dimensional inputs [14, 26] .
• Q9: Can RC improve real-time processing of video signals? Video processing for autonomous cars, embedded systems, the internet of things, robotics, action-recognition, and scene comprehension is a growing application area for neural networks. Classical neural networks can achieve good and reasonable fast performance thanks to the power of modern GPUs, compute clusters, and the cloud. Finding ways for RC to contribute to this area could significantly lower the cost and the power consumption of real-time video processing. This would be particularly important for embedded applications, such as mobile platforms, where battery life is a concern.
• Q10: What are promising approaches to process high-dimensional inputs using RC? Currently, high-dimensional RC input signals have to go through several steps of low-dimensional feature extraction preprocessing. PCA is one of the most popular techniques [38] . However, complex high-dimensional visual data cannot be e↵ectively processed using PCA [69] . Some form of hybrid architecture that combines RC with richer forms of pre-processing could solve that challenge.
• Q11: Can hybrid models based on deep learning and RC benefit real-time video processing? The main short-term memory in the brain, the prefrontal cortex, is heavily interconnected with other parts of the brain [12, 44, 58] . Visual information passes through several processing stages before reaching the prefrontal cortex [2, 24, 35] . Could brain-inspired architectures use a mix of deep learning and RC to e ciently process high-dimensional information and then pass it to a RC for further processing?
CONCLUSIONS
RC is a powerful machine learning technique for temporal information processing. A key benefit of RC is the ability to use the transient dynamics of a simulated or physical system for information processing. This removes the necessity of adaptation and learning in the computational core, i.e., the reservoir. As a consequence, RC can be used for almost any physical system that provides su ciently rich dynamics, and, if perturbed, allows interpreting these dynamics with a linear output layer.
We have proposed a set of questions that we believe the community should attempt to answer in order to bring RC to solve more complex real-world problems, such as real-time video processing, real-time control problems, implementing cyber-physical and embedded systems, and designing cognitive systems. It is our hope that these questions will influence future research directions in that exciting area.
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