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Abstract  
We address the problem of featureless pattern-
recognition under the assumption that pair-wise com-
parison of objects is arbitrarily scored by real numbers. 
Such a linear embedding is much more general than the 
traditional kernel-based approach, which demands posi-
tive semi-definiteness of the matrix of object compari-
sons. This demand is frequently prohibitive and is further 
complicated if there exist a large number of comparison 
functions, i.e., multiple modalities of object representa-
tion. In these cases, the experimenter typically also has 
the problem of eliminating redundant modalities and 
objects. In the context of the general pair-wise compari-
son space this problem becomes mathematically analo-
gous to that of wrapper-based feature selection. The 
resulting convex SVM-like training criteria are analo-
gous to Tipping’s Relevance Vector Machine, but essen-
tially generalize it via the presence of structural parame-
ters controlling the selectivity level. 
1. Introduction  
Given a finite training set of objects { , 1,..., }j j Nω =  
represented by their real-valued feature vectors 
( ) kω ∈x R  and indexed by the trainer as belonging to one 
of two classes {( , ), 1,..., }j jy j N=x , 1jy =± , the major 
advantage of the commonly adopted Support Vector 
Machine (SVM) [1,2] is that the training problem as well 
as the inferred discriminant rule are sensitive not to fea-
ture vectors themselves but only to their pair-wise inner 
products ( )( ) ( ):T′ ′′ω ω Ω×Ω→x x R . 
This fact underlies a general approach to pattern rec-
ognition in which objects are assumed to be represented 
by an appropriate numerical function of their pair-wise 
comparison ( , ):K ′ ′′ω ω Ω×Ω→R  instead of feature vec-
tors ( ) kω ∈x R . This manner of object representation is 
especially appropriate to the wide class of applications 
where it is hard to derive real-valued features for single 
objects, but easy to calculate some numerical relationship 
between any two of them. In order for the process of 
specifying a hyperplane within a linear space of object 
representations to be mathematically sound, the function 
( , ):K ′ ′′ω ω Ω×Ω→R  must be a kernel, i.e., be symmet-
ric and produce positive semi-definite matrices for all 
finite collections of objects. A kernel embeds the set of 
real-world objects ω∈Ω  into a grater Hilbert space 
Ω ⊇Ω%  in which it plays the role of inner product [1,1].  
However, the demand of positive semi-definiteness 
for the object comparison function is frequently too pro-
hibitive. As an alternative to both feature-based and ker-
nel-based methodologies, Duin et al. [3] proposed a fea-
tureless approach, in which objects are assumed to be 
represented by an arbitrary measure ( , )S ′ ′′ω ω  of pair-
wise similarity or dissimilarity. The idea is to treat the 
values of this function between an arbitrary object ω∈Ω  
and those of the training set { , 1,..., }j j Nω =  as the vector 
of secondary features )(( ) ( ) ( , ), 1,...,k kx S k Nω = ω = ω ω =x , 
and apply then the standard SVM in NR . In this case, the 
dimension of the feature space equals the size of the train-
ing set N  and may cause overfitting.  
Later, Bishop and Tipping proposed the Relevance 
Vector Machine (RVM) [4,5] underpinned by the idea of 
selecting only a small number of most informative Rele-
vance Objects in the training set. The authors referred to 
them as Relevance Vectors, since ( , )S ′ ′′ω ω  is treated as a 
kernel, embedding the objects into a linear space. In the 
original RVM, the selectivity of Relevance Vectors is de-
liberately set to an extremely high value in order to parallel 
the selection of Support Vectors in Vapnik’s model. In 
addition, RVM incorporates a Bayesian selection principle 
that can result in a non-convex training problem.  
A more general situation, typically found in practical 
applications, is considered in this paper. When several pat-
tern-recognition modalities ( , )iS ′ ′′ω ω  are specified in the 
form of a set of different pair-wise comparison functions 
1,...,i n= , the initial number of secondary features  associ-
ated with an object ( )( ) ( ) ( , )ik i kx Sω = ω = ω ωx , 1,...,k N= , 
exceeds the size of the training set N . We consider a class 
of training criteria which, as distinct from the classical 
RVM, are convex, allowing for selection of not only rele-
vance objects but also relevance modalities, and which 
also incorporates a freely specifiable parameter control-
ling the selectivity level.  
The proposed training criteria are verified both in 
ground-truth experiments with simulated data and in the 
problem of protein secondary structure prediction via 
discriminating between fragments of amino acid se-
quences associated with single classes of local spatial 
structure – helix, strand, loop.  
2. A generalized feature-selective SVM with 
Bayesian regularization  
In this paper, we rest upon a generalized version of the 
classical feature-based SVM outlined in [6]. Just as in 
the classical SVM, it is assumed that the real-world ob-
jects ω∈Ω  are represented by a number k  of features 
(object-representation modalities) 
( )1( ) ( ) ( )kx xω = ω ωx L  which is supposed to be too 
large. The training criterion aimed at finding the optimal 
discriminant hyperplane 
1
0kT j l ljlb a x b= >+ = + <∑a x  in kR  
for the given training set  
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differs from its classical formulation only by the assumed 
a priori probability density of the direction vector 
k∈a R  treated as a hidden random vector. The paramet-
ric family ( | )Ψ µa  is meant to be chosen so that increas-
ing of the parameter min maxµ →µ→µ  should result in 
shrinking the a priori distribution to subspaces of dimin-
ishing dimension in kR , nulling the growing number of 
elements in the estimate 1ˆ ˆ ˆ( )ka a=a L , and, so, eliminat-
ing the redundant features of objects 
( )1( ) ( ) ( )kx xω = ω ωx L . The training criterion (1) em-
bodies the idea of SVM-based “wrappers” [7,8], namely, 
feature selection methods integrated into some learning 
technique.  
In particular, if 1( , ..., )na aΨ  is circular normal distri-
bution, it boils down to the classical SVM 2
1
k
ll
a= +∑  
1
minN jjc = δ →∑  which retains all the features. On the 
contrary, in the case of Laplace distribution, the criterion 
becomes excessively selective 
1 1
| | mink Nl jl ja c= =+ δ →∑ ∑ . 
We assume here a mixed prior distribution resulting with 
0 1≤ µ <  in the criterion  
 ( )
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which is changing from the full conservatism to the ex-
treme selectivity as the structural parameter µ  grows 
0 1→µ→ . As distinct of (1), the feature-selective train-
ing criterion is no longer quadratic but remains convex.  
3. Modality-selective RVM with arbitrary 
object comparison functions  
The training criterion (2) remains completely applica-
ble also when pair-wise comparative representation of 
objects ( , )S ′ ′′ω ω  is more convenient than individual 
feature vectors ( )ωx . The relationships of an object 
ω∈Ω  to N  objects of the training set 
( ) ( , )l lx Sω = ω ω  may be used as its secondary features. 
In this case, we obtain a generalized version of the Rele-
vance Vector Machine, or better to say Relevance Object 
Machine, because we do not associate the objects with 
vectors in any linear space.  
The availability of several a priori equally suitable 
modalities of pair-wise object representation ( , ),iS ′ ′′ω ω  
1,...,i n= , does not change anything in the training prin-
ciple except the growing number nN  of secondary fea-
tures:  
 
,
( , ) for any object ,
( , ) for the th training-set object .
il i l
il j i l j j
x S
x S j
= ω ω ω∈Ω
= ω ω ω   (3) 
The straightforward generalization of (2) gives the mul-
timodal convex training criterion which differs only in 
the number of variables:  
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Theorem 1. The optimal parameters of the discrimi-
nant hyperplane ( , 1,..., , 1,..., ; )ila i n l N b= =  are deter-
mined by equalities  
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where ˆ{ : 0 }jj C<λ <  and ˆ{ : }jj Cλ =  are subsets of 
non-boundary and upper-boundary solutions within the 
general subset of non-zero solutions ˆ{ : 0}jj λ >  of the 
dual concave programming problem  
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Proof is based on forming the Lagrangian of the initial 
optimization problem (4), in which the numbers 
1( ,..., )Nλ λ  occur as Lagrange multipliers at inequalities ( ),1 1 1 0n Nj il il j ji ly a x b= = + − +δ ≥∑ ∑ , and analyzing the 
saddle-point condition. The formula (6) follows from the 
fact that the inequalities in (4) turn into equalities with 
0jδ =  for ˆ: 0 jj Q<λ < . ■  
Let the following notations stand for the sets of, re-
spectively, object-comparison modalities, training objects 
and all secondary features (3):  
{ } { } { }1,..., , 1,..., , , 1,..., , 1,..., .I n J N F ij i n j N I J= = = = = = × (8) 
The training criterion (4) remains to be a regularized 
version of the Support Vector Machine, since only sup-
port objects of the training set ˆ{ : 0}j jω λ >  affect in (5) 
the double-indexed coefficients of the optimal discrimi-
nant hyperplane ˆila , ij F∈ .  
The training criterion (4) is both modality-selective 
and reference-object-selective, therefore, we call it the 
modality-selective RVM. In accordance with (5), only 
some of secondary features are active ˆ 0ila ≠ , and the sub-
set { }ˆ ˆ: 0ilF ij a F= ≠ ⊆ , in its turn, completely determines 
the subsets of relevant modalities { }ˆ : ( 0)ijI i j a I= ∃ ≠ ⊆  
and relevant objects { }ˆ : ( 0)ijJ j i a J= ∃ ≠ ⊆ . As follows 
from (5) and (6), the optimal discriminant hyperplane 
takes into account only the relevant modalities of a new 
object and is completely determined by the relevant ob-
jects of the training set:  
 ˆ ˆ ˆ ˆ( ) ( , ) 0il il il i ll J i I l J i Id a x b a S b∈ ∈ ∈ ∈ >ω = + = ω ω + <∑ ∑ ∑ ∑ . (9) 
Besides its applicability to objects represented by sev-
eral modalities of pair-wise comparison, the RVM (4) 
differs from the classical one [4,5] in two further points. 
First, the training problem is convex and, so, is guaran-
teed from the existence of local solutions. Second, it con-
tains a structural parameter 0 1≤µ<  that controls the 
selectivity level instead of inbuilt maximal selectivity. 
The appropriate value of µ  is to be chosen for reasons of 
generalization performance, for instance, by a crass-
validation procedure.  
4. Separate control of selectivity regarding 
comparison modalities and reference 
objects  
Let the set of nN  coefficients at all secondary features 
( , )ila ij F∈ (8) be conventionally considered as a matrix 
a ( )n N×  and represented in two alternative ways as an 
assembly of columns ( , 1,..., )nl R l N∈ =c  associated with 
training-set objects, or, transversally, as that of rows 
( , 1,..., )Ni R i n∈ =d  related to comparison modalities. Re-
spectively, nN  secondary features of an object ( ilx= =x  )( , )i lS ω ω  (3) may be equivalently combined into two 
kinds of vectors ( , 1,..., )nl l N∈ =z R  or 
( , 1,..., )Ni i n∈ =v R .  
Notice that | |ila  and 
2
ila  in (4) are nothing else than 
Euclidean norm and its square in the one-dimensional space 
R . If we want to select only between reference objects and 
retain all the modalities, we should put the regularization 
term in (4) as ( )21 (1 )N l ll= −µ +µ∑ c c . On the contrary, 
( )21 (1 )n i ii= −µ +ν∑ d d  will result in selection only 
between modalities.  
(10)The idea of a double-selective training criterion with 
two structural parameters separately controlling the se-
lectivity level between reference objects and object-
comparison modalities is a mix of these regularization 
strategies with different parameters η  and ν :  
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There is no need to enforce matrices 1( )Nc cL  and 
1( )
T
nd dL , both ( )n N× , equal each other, but here the 
half-sum ( ), ,1 1(1 2) N nT Tl l j i i jl i= =+∑ ∑c z d v  is equivalent to 
the sum ,1 1
n N
il il ji l
a x= =∑ ∑  in (4). What is distinct are 
two selectivity parameters 0η≥  and 0ν≥  which are 
responsible for the choice of, respectively, relevance 
objects and relevance modalities and must meet the 
condition 2η+ν<  instead of 1µ<  in (4).  
Theorem 2. The optimal parameters of the discrimi-
nant hyperplane ( , 1,..., )nl R l N∈ =c , ( , 1,..., )Ni R i n∈ =d  and 
b∈R  are determined by equalities  
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where 1ˆ ˆ( , ..., )Nλ λ  are solutions of the dual concave pro-
gramming problem  
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Proof is analogous to that of Theorem 1.  
Just as in the previous Section, the solutions of the 
training problem (11) and (12) determine the subsets of, 
respectively, relevant objects { }ˆ ˆ: lJ j J= ≠ ⊆c 0  and 
relevant modalities { }ˆ ˆ: iI i I= ≠ ⊆d 0 . Only the secondary 
features from these subsets occur in the discriminant hy-
perplane whose structure remains the same as (9) except 
for notations:  
 ( ), ,ˆ ˆ( ) (1 2) 0T Tl l j i i jl J i Id b∈ ∈ >ω = + + <∑ ∑c z d v .  (15) 
The separate control of two kinds of selectivity results in 
the necessity of varying two structural parameters η  and 
ν  to maximize the generalization performance.  
With 0ν=  in (10), we obtain a Relevance Vector Ma-
chine which differs from the classical one only in the 
mechanism of selecting relevance objects and the ability 
to control the selectivity level by the choice of 0 1≤η< . 
On the contrary, setting 0η=  turns (10) into a modality-
selective SVM.  
5. Experimental results  
We illustrate the operation of our modified RVMs with 
the same two-dimensional synthetic data which were 
used by Bishop and Tipping in [4] for comparison of their 
Variational RVM with the standard SVM. The data set 
contains 250 points of two classes and is randomly parti-
tioned into 100 points of the training set and the remaining 
150 points as the test set as shown in Fig. 1.  
  
(a) (b) 
1z1z  
2z  2z  
 
Figure 1. The training set (a) and the test set (b) of classi-
fied points in the two-dimensional space.  
In this data set, objects ω∈Ω  are represented by two 
numerical characteristics ( )1 2( ) ( ), ( )z zω = ω ωz . To train 
the two-class classifier, Bishop and Tipping [4] applied 
the classical maximally selective RVM with the radial 
kernel as object-comparison function  
 ( )2( , ) exp ,S ′ ′′ ′ ′′ω ω = −β −z z   (16) 
in which parameter β  was chosen by cross-validation. 
We repeated that experiment by applying our RVM (4) 
with 1n=  and both 0β>  and 0 1≤µ<  adjusted by 
cross-validation.  
Then, instead of one kernel (16) with unknown width 
β , we computed 14 numerical characteristics of each ob-
ject  
2 2 3 2 2 3 4 3 2 2 3 4
1 2 1 1 2 2 1 1 2 1 2 2 1 1 2 1 2 1 2 2
1 2 3 4 5 6 7 8 9 10 11 12 13 14
( , , , , , , , , , , , , , ),z z z z z z z z z z z z z z z z z z z z (17) 
and sought the class-separating curve line as a linear 
combination of them, i.e., as a Kolmogorov-Gabor 
polynomial of full order 4. Such a way of discriminat-
ing between classes is completely equivalent to finding 
a discriminant hyperplane in this 14 - dimensional rectify-
ing linear space.  
We assigned 14n=  object-comparison functions 
(one-dimensional kernels)  
 
2 2
1 1 1 2 2 2 3 1 1
4 4
4 1 2 1 2 14 2 2
( , ) , ( , ) , ( , ) ,
( , ) , ... , ( , ) ,
S z z S z z S z z
S z z z z S z z
′ ′′ ′ ′′ ′ ′′ ′ ′′ ′ ′′ ′ ′′ω ω = ω ω = ω ω =
′ ′′ ′ ′ ′′ ′′ ′ ′′ ′ ′′ω ω = ω ω =   (18) 
and applied the RVM (4) with the selectivity 0 1≤µ<  
chosen by cross-validation.  
Finally, we applied to the data the RVM (10) with 
both 0η≥ , 0ν≥ , 2η+ν< , chosen by cross-validation, 
and object-comparison functions (18).  
 
 
The results of experiments with real-world data are 
published in a separate paper [9].  
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