Let C c JR 2 be a domain, bounded for y > 0 by a curve Fo joining two given points and for Y < 0 by the characteristics r1 and r2 of the following equation under consideration. In this paper the nonlinear Tricomi problem
Introduction
Consider the nonlinear Tricomi problem 
where C is a domain in II?2, bounded for y > 0 by a curve r 0 joining the points (-1, 0) and (0, 0) and for y < 0 by the characteristics x -2(y)312 = -1 and. r2 X + = 0 of equation (1) . The intersection point of these characteristics is denoted by C(.-, yj.
Using known results for the linear problem two questions are examined in this paper: -Existence of solutions of the nonlinear problem (1) -Regularity results for solutions of the nonlinear problem (1) . In Section 2 some notationsare introduced and known results for the linear problem are cited, as far as they are needed in the upcoming sections. These results can be obtained from the estimates (3) and (4) (see, e.g.,- [2, 4, 5] ).
.., With the well-known Leray-Schauder linearization trick and the application of a fixed point theorem, existence results for problem (1) are proved in Section 3. The existence theorem obtained here includes the existence results pointed out in [3] for the nonlinear Tricomi problem. But in contrast , to [3] no Lipschitz condition is imposed on the righthand side f of (1), so that the class of nonlinearities regarded here is much wider.
In Section 4 the regularity of these solutions is shown under some restrictions to the right-hand side f of (1). Up to now, very few is known about the regularity of solutions of the Tricomi problem. For the linear problem some first developments have recently been carried out in [8] . This result for the linear problem together with the linearization trick makes it possible to prove the regularity of the solutions of the nonlinear problem obtained in Section 3.
Unfortunately the existence results pointed out in Section 3 do not hold, if the righthand side f of (1) is some power of u. This problem is therefore discussed in Section 5. There, a more general existence result than that given in 1101 is proved.
The linear problem
Let U and V be the function spaces
Note that V determines the adjoint boundary conditions to problem (1) 
Existence and uniqueness of solutions of the linear Tricomi problem have been obtained by many authors. The basic tools are some a priori estimates. The results cited below are essential for the following sections. Their proofs can be found in [2 -4, ] . 
Then there is a constant c> 0 such that the following inequalities hold: Proof: The existence of the operator T 1 follows from Theorem 2, and its compactness is a consequence of the compact imbedding of the space W21 (G) into the space L 2 (C) (see ill, Theorem 7.91)1
Remarks: 1. A further investigation of the operator T' is given ill 191 It is based on a priori estimates similar to (3) and (4).
2. Lemma 1 implies the equality
With the help of the estimates (3), (4) 
An existence theorem for the nonlinear Tricomi problem
Before proving the announced existence theorem, the concept of generalized solutions for the nonlinear problem will be introduced in an evident manner.
Definition 2: A function u E W(bd) is called a generalized solution of the nonlinear Tricomi problem r
with g(x,y) f(x,y,u(z,y)) Theorem 4: Suppose, the right-hand side f of (1) satisfies the Carathéodory condition (see [7, p.22 
]), the curve r0 satisfies the conditions of Theorem 1, and for each w E L2(G) the function g,,, defined by g w (x,y) = f(x,y,w(x,y)) belongs to P(G). Then problem (6) has a generalized solution.
Proof: According to Theorems 2.1 and 2.2 in [7] ,
the operator F : L2(G) L 2(C),F[w] = f( . ,.,w) is bounded and continuous. For fixed w E L 2 (G) Theorem 2 guarantees a uniquely determined generalized solution u € W(bd) C L 2 (C) of the problem
yu11+u,=f(x,y,w) in G, u=O on r0ur1.
Thus an operator S: L 2 (G)-* L2 (G), S[w]
= u is defined. Clearly, S .= TF, with T' being the operator mentioned in Lemma 1. Therefore S is continuous and its range is a compact subset of L2 (G) [1, Theorem 6.21. Schauder's fixed point theorem (3.8(3) in [6] ) states the existence of a fixed point uo
Thus u0 € W21 (bd) and B[uo,v] = (f,v)L2(G) for all v € W21 (bd+ ) I

Remark: In [3] the condition If( x , y , u )I < ( A(x,y) + 131u1) (A € L 2 (G),)3 € IR)
is imposed on the right-hand side f of (1). Such an estimate is a consequence of the conditions of Theorem 4 (see Theorem 2.3 in [71). In contrast to the existence proof given in [3] the explicit knowledge of A and /3 is not needed here. In addition no Lipschitz condition is required in Theorem 4. So the results obtained here are more general than those pointed out in [3] . But the possibility of getting uniqueness results is lost, because the uniqueness result for the nonlinear problem in [3] is based on a comparison of the Lipschitz constant to the constant c in Theorem 1.
Regularity results for the nonlinear Tricomi problem
With the help of Theorem 3, the regularity of solutions of the nonlinear Tricomi problem can be shown. .
and au = 0 on F1.
Using Theorem 3 j-times completes the proof I Remark: Theorems 4 and 5 can not be applied to the problem yti1 +u = u I u V' on C, u = 0 on F0 UF 1 , because the right-hand side uIuV' is in general not in L2 (G) if u E L2(G). This problem will be discussed in the next section. However the above theorems can be applied to the problems
The problem T[u] = ulul"
Let w E L2M2 (G) . Remarks: 1. By arguing in the same way, Theorem 6 holds, if the right-hand side is replaced by the more complicated term f(x, y) + g(z, y )u I u I 2" 2 (1 E L2 (G),g € L°°(G),u € L 22 (G),p 2 -1/2), because this right-hand side is again in V(G). 2. The methods used in the last section to obtain regularity results can not be applied here, because (uJul")., = u uI (1 + p) is not known to be in L2(C).
