Introduction
Image-set based object classification has recently obtained significant attention from the research community [3, 6, 13, 14, 21, 22, 23, 25] . In image-set classification, the gallery consists of one or more sets for each class and each image-set contains multiple images of the same class complementing a wide range of rigid and non-rigid variations as well as illumination changes. In the case of faces, pose variations are relatively rigid while expression variations are non-rigid. The query set also contains an arbitrary number of images of the same subject and is assigned the label of the nearest gallery set by maximizing some similarity measure. The problem of image set classification may naturally arise in a wide range of biometric applications including video-based face recognition, surveillance, person reidentification in camera networks and classification based on long term observations [19] .
Compared to recognizing an individual from a single mug-shot, set-to-set matching offers significantly more information. The image set contains useful data variability which can be efficiently modeled for more accurate recognition results [3, 6, 13, 14, 22] . Image-set based face recognition may be considered as a generalization of the videobased recognition, however, it may also be applied in situations where the images of a set may have large variations without any temporal relationship [13, 22] .
Often image-set based classification is performed in two steps. The first step is image-set representation using a model that encodes the intra-image as well as inter-image variations within the set. The second step is to find the similarity between two image-set representations by defining a suitable distance measure. For a particular classification algorithm, accuracy, computational complexity and space complexity usually depend on both the specific set modeling approach and the distance metric used.
While image-set based face recognition provides an opportunity of better recognition, it poses many challenges as well. The main challenge is how to efficiently model an image-set in a compact representation without losing discriminative information. Existing algorithms which have relatively more accuracy exhibit more computational complexity [13] , while simple and efficient algorithms such as nearest neighbor based classifiers exhibit reduced accuracy and robustness. In contrast to the existing algorithms, the image-set representation proposed in this paper is both compact and computationally efficient. In a wide range of experiments on four standard datasets, the proposed representation exhibited more accuracy than existing algorithms, with significant execution time speedup. tion is based on the hypothesis that the point-cloud of each subject has some unique characteristics which may be used to represent and uniquely identify that subject. Moghaddam and Pentland [17] assumed that the point-cloud has multivariate normal distribution N (μ, Σ) with density given by
The distance of a test image y from the distribution was computed by using Mahalanobis distance measure:
Shakhnarovich et al. [19] also assumed normal distribution of image-set cloud and computed set-to-set distance by using Kullback-Leibler (KL) divergence as a distance measure. KL divergence between two Gaussian distributions is given by
where
Note that KL divergence is not a metric, because it is not symmetric: Δ Kl (P j ||P i ) = Δ Kl (P i ||P j ) and does not follow the triangular inequality.
Some other researchers such as Forstner and Moonen [8] directly compared the sample covariance matrices, Σ i and Σ j of different image-sets to evaluate the set-to-set distance. The non-singular symmetric positive definite matrices do not span the Euclidean space, rather these matrices are located on a high dimensional Riemannian manifold. Comparison between two such matrices in the Riemannian manifold can be done by computing their affine invariant dis-
where λ p (Σ i , Σ j ) are the Eigenvalues computed by solving the polynomial given by the determinant |λΣ i − Σ j | = 0.
Δ is invariant under affine transformations and inversions and is a valid Riemannian metric defined on the space Sym + (d, R) of real symmetric positive definite matrices. These matrices can also be compared by using the log Eu-
where || · || F is the matrix Frobenius norm. For a symmetric positive definite matrix Σ, its eigen-decomposition is given by Σ = U ΛU t and logarithm is defined as log Σ = U log(Λ)U t . Both Δ and Δ are computationally expensive because of the fact that the covariance matrices have high dimensionality and matrix exponential and logarithm cannot be efficiently computed. Secondly, these measures only use one parameter of the distributions, Σ i and Σ j , completely ignore the second important parameters μ i and μ j , and there is no straight forward way to embed μ in these formulations.
Due to large dimensionality and small sample size, the empirical estimates of the covariance matrix does not necessarily remain positive definite, which is required to compute KL divergence, Mahalanobis distance, Δ and Δ . The solution is to regularize the sample covariance matrices. Different types of regularization of large covariance matrices have already been investigated in statistical literature. Furrer and Bengtsson [9] pointed out that positive definiteness of large covariance matrices can be preserved by point wise multiplication with a known positive definite matrix. In the proposed algorithm, instead of multiplication, we use addition of a positive definite matrix to the covariance matrix. This regularization process is motivated by the ridge regression [11] . In multiple linear regression: Y = Xβ + , if columns of X are not linearly independent, then X t X is rank deficit. Then instead of using least squares estimate β = (
If an image space has dimensionality d, the Riemannian manifold will have dimensionality of the order of d 2 , which is significantly larger. As an example, for an image-set with images of size 100×100 pixels, the covariance matrix is 10 8 dimensional. The covariance matrix, being symmetric, has
unique elements. Instead of using only these unique elements, we apply Cholesky decomposition [24] and get a lower triangular matrix which captures the full information present in the regularized covariance matrix. Our choice of Cholesky decomposition is also motivated by the target tracking and texture classification work of Hong et al. [12] .
In order to enrich the second order statistic Σ with the first order statistic μ, we add the mean of the corresponding image set to each column of the lower triangular matrix. The mean enriched matrix is then rearranged in vector form to represent the image set ( Figure 1 ). The dimensionality of the feature vectors is d(d + 1)/2, which is still large. We achieve further dimensionality reduction by using Multiple Discriminant Analysis.
During testing, for each probe set we compute the feature vector and transform it by the MDA basis learned from the gallery sets. In the MDA space, any linear classifier such as SVM may be trained to separate one class from the others. We observe that a simple classifier, such as nearest neighbor, also yields very good accuracy since the learned representation is discriminative. The proposed algorithm is tested for image set based object classification on four standard datasets [15, 10, 16, 1] . The recognition rates and the execution time efficiency is compared with seven state of the art algorithms [14, 23, 21, 6, 13, 22] . The proposed algorithm has demonstrated significant improvements in the recognition rate as well as in the execution time.
Current Image-set Classification Techniques
Existing image-set classification techniques may be categorized into sample based (nearest neighbor) techniques and structure based set-to-set matching techniques. Sample based techniques measure the distance between nearest neighbor points of two image sets. For example, Cevikalp and Triggs [6] considered each image set as a convex geometric region in R d . Set dissimilarity was measured by the distance of closest approach between the regions represented by the affine (AHISD) or convex hulls (CHISD). For the case of affine hull, the minimum distance was computed using least squares while for the case of convex hull, an SVM was trained to separate the probe set from the gallery.
Instead of searching the nearest points with dense combinations of samples in the corresponding image sets, Hu et al. [13] proposed that each of the two points should be able to be approximated by a sparse combination from the samples of the respective sets. They argued that the sparse approximated nearest points (SANP) will lie close to some facet of the affine hull and hence, implicitly incorporate structural information of the sets as well. Wu et al. [25] performed distance metric learning on the geometric distance between the approximated convex hulls of each pair of query-gallery sets. A maximum-margin-based ranking algorithm is adopted to learn a good metric, making the closest distance between correct query-gallery pair smaller than that between incorrect ones. Sample based methods may be vulnerable to outliers. For example, if a query set contains a single outlier closer to a different gallery set, it may be misclassified based on that sample alone. Structure based techniques model the underlying structure of an image set with one or more linear subspaces. Structural similarity between the sets is usually measured using subspace to subspace distance. Kim et al. [14] performed discriminative learning using canonical correlations between the structures of sets. A discriminant function was learned that maximized the within-class similarity and minimized the between-class canonical correlations. Wang et al. [23] proposed Manifold-Manifold Distance (MMD) which clustered each image set into multiple linear local models and represented each model by a linear subspace. The similarity between two sets was defined as the canonical correlation between the nearest local models. In addition, the nearest point distance was also combined with the structural similarity to calculate the final similarity between two sets. Wang and Chen [21] proposed Manifold Discriminant Analysis (MDA) that represented each image set by multiple local linear models. The local models were transformed by a linear discriminant function where different classes were better separable. The similarity between two sets was calculated as the pair-wise local model distances in the learned embedding space.
Wang et al. [22] modeled the structure of each image set directly by the covariance matrix. They mapped the covariance matrix of each image set from the Riemannian manifold to the Euclidean space by a kernel function based on Log Euclidean distance (5). The image sets were then classified according to a learned regression function calculated by the kernel partial least squares. The proposed algorithm is different from [22] because we use Cholesky decomposition to bring the covariance matrices to the Euclidean space. Also our representation is based on both μ and Σ, and we employ Multiple Discriminant Analysis for dimensionality reduction and improving discrimination and we use simple NN technique for set-to-set matching. In our experiments, we observe more accuracy and speedup than [22] .
Proposed Algorithm
The proposed algorithm has two main steps in the training phase. The first step is to compactly represent an image set with a feature vector and the second step is to reduce the dimensionality of the feature vector while maintaining discrimination capability to get high speedup. During the test phase, the compact representations of the probe sets are very efficiently compared with the gallery set representations using a simple nearest neighbor technique.
Compact Image Set Representation
d×N be the gallery containing g image sets and N is the total number of images in the gallery: 
and the covariance Σ j is used to capture the second order statistics of the image set
If the number of images n j in one image set are less than the dimensionality of the feature vector d then the matrix Σ j ∈ R d×d will become rank deficient and it will be semi positive definite.
We propose to decompose Σ j into lower triangular matrices by applying Cholesky decomposition. However, Cholesky decomposition will yield a unique lower triangular matrix only if the covariance matrix is positive definite. In order to ensure a unique decomposition, we have to ensure that all eigenvalues are large (positive), which we obtain by introducing a regularization term:
λ j is the sum of all eigenvalues of Σ j , I is an identity matrix of the same size as that of Σ j , and γ > 1 is a positive constant. To make the analysis process simple, in all of our experiments we use a fixed value of γ = 1000. Note that this type of regularization is also similar to the one used by Moghaddam and Pentland [17] , in which they applied eigen-decomposition on Σ j = UDU t , and in the diagonal matrix D, replaced the k smallest eigenvalues by their average ρ =
Since SVD is computationally expensive and efficiency is an important criterion of our approach, we avoid SVD and add a fraction of the sum of all eigenvalues at the leading diagonal of Σ j , which is equivalent to adding the values to the diagonal of D. Thus we get more efficiency and also get rid of the user defined parameter k. The value of λ Σj is computed as λ Σj = trace(Σ j ).
By applying Cholesky decomposition onΣ j we get
where Λ j is the lower triangular matrix with positive diagonal entries. In the lower triangular matrix Λ j we add first order statistics of the image set
where 1 1×d is a row of ones. The feature vector f j is obtained by applying a function ψ() onΛ j .
We rearrange the non zero entries of f j in a vector form,
. Since f j globally represents an image set X j therefore, the distance between two images sets X a and X b can be efficiently computed by computing the distance between the corresponding feature vectors f a and f b in the Euclidean space. We observe that this distance computation is more efficient than the existing image set models such as manifold set representations [23, 21] or affine and convex hull based image set representations [6, 13] .
Multiple Discriminant Analysis
In the last section we explained how we represent an image set with a single feature vector. This feature vector is still of very high dimensionality. In this section, we show how we gain further computational and memory efficiency. We reduce the dimensionality of the feature vectors while maintaining the discrimination.
Let
×g be the compact gallery representation learned in the previous section, where c are the subject classes (or object categories) contained in the gallery and n j ≥ 1 are the number of image sets in each class, g = c j=1 n j , and f ij represents the i th feature vector in the j th class. We intend to reduce the dimensionality of the f ij from
to c − 1, by using Multiple discriminant analysis [7] .
Multiple discriminant analysis is a generalization of Fisher Linear Discriminant (FLD) and requires c − 1 discriminant functions to be learned for a classification problem with c classes. Therefore, we project the feature vectors f ij from d(d + 1)/2 dimensional space to a c − 1 dimensional space:f ij = W t f ij or in terms of the gallery matrix: × (c − 1) and the size of the transformed gallery matrixĜ p is (c − 1) × g. Traditionally W is learned such that the between-class scatter ofĜ p is maximized and within-class scatter is minimized. Let S j be the within-class scatter for each of the j th class
where μ j is the mean of the feature vectors within the j th class:
t has rank one, the rank of S j will be bounded by n j R(S j ) ≤ n j . The overall within-class scatter is given by the summation of all class-scatter matrices
and the rank of
is upper bounded by the sum of ranks of the individual class scatter matrices and thus by the number of image-sets in the gallery R(S w ) ≤ g, which shows that S w is rank deficient.
The between class scatter matrix is defined as
where μ is the average of all feature vectors in the gallery and μ j is the class specific mean. Since S w is a summation of c rank-one matrices, it can have only c non-zero eigenvalues.
The between class scatter of the transformed feature vectors isŜ b = W T S b W and within class scatter isŜ w = W t S w W . Traditionally W is learned such that the ratio of S b to theŜ w is, in some way, maximized. Since the determinant of a matrix is the product of its eigenvalues which represents its scatter, therefore, often the ratio of the determinants of both scatter matrices is maximized
W opt may be considered as the set of generalized eigenvectors of S b and S w corresponding to the c − 1 largest eigenvalues:
where Λ is a diagonal matrix containing eigenvalues. For a non-singular S w , W may be computed as eigenvectors of S
In our case, S w is rank deficient which means the traditional solution cannot be applied. Assuming each image-set will result in an independent feature vector, the null space of S w , has
− g dimensions. Minimization of within class scatter, W t S w W can easily find a W within the null space of S w , resulting in S w W = 0 and |W t S w W | = 0, which will result in |Ŝ b |/|Ŝ w | → ∞, without considering the maximization of |Ŝ b |. This may be considered as a degenerated case of MDA. One may think of applying some type of regularization on S w to make it positive definite. However, we chose to reduce the dimensionality of the feature space by using PCA such that S w will become full rank [5] .
The gallery matrix G p has
rows which are significantly larger than the number of columns. Since the row and column ranks are always equal, the number of linearly independent rows in G p are bounded by g. In order to discard additional rows, we use Principal Component Analysis (PCA). PCA basis is learned such that the total scatter S w +Ŝ b of theĜ p is maximized. An ortho-normal transformation matrix Ψ may be computed such that
or (S w + S b )Ψ = ΛΨ, which shows that Ψ is the matrix of eigenvectors of S w + S b . Transformation of S w and S b with Ψ will be Ψ t S w Ψ and Ψ t S b Ψ. The size of both transformed scatter matrices is g × g, and the rank of Ψ t S w Ψ is g. Using these reduced size scatter matrices, the transformation matrix Φ may now be found
or in terms of generalized eigenvalue problem
For a non-singular Ψ T S w Ψ, Φ may be computed as eigenvectors of (Ψ t S w Ψ) −1 (Ψ t S b Ψ). In order to obtain a compact and discriminative representation of the gallery, we project G p on W = ΨΦ:Ĝ p = (ΨΦ)
T G p . The final compact and discriminative gallery representationĜ p ∈ R c−1×g is used for estimating the label of the probe image set.
The compact representation of the probe image set is also projected on the ΨΦ:f p = (ΨΦ) t f p , and the distance is computed from each of the feature vectors inĜ p
where L p is the predicted label of the probe image set and ||·|| n represents n th norm distance between the two vectors. In our experiments discussed in the following section, we have used L 2 norm in (20).
Experimental Evaluation
To evaluate the proposed algorithm, we have performed extensive experimentation on four standard datasets capturing a wide range of operating conditions. Holistic face recognition experiments are performed on the Honda/UCSD [15] and CMU Mobo [10] datasets. Experiment on periocular biometric recognition are performed on periocular images generated from the MBGC NIR video v2 dataset [1] and object categorization on the ETH-80 dataset [16] . The proposed algorithm is compared with seven state-of-the-art algorithms for recognition rate performance and for execution time complexity. Experimental setup details are given in the following subsection.
Comparative Techniques and Setup
The seven classification techniques studied in this paper include Discriminant Canonical Correlation Analysis (DCC) [14] , Manifold-to-Manifold Distance [23] , Manifold Discriminant Analysis (MDA) [21] , Affine Hull based Image Set Distance (AHISD), Convex Hull based Image Set Distance (CHISD) [6] , Sparse Approximated Nearest Points (SANP) [13] and Covariance Discriminative Learning (CDL) [22] . Brief details are given in Section 1.2.
We have used the implementations made available by the original authors, except for MDA and CDL techniques. For MDA, Hu [13] implementation is used, while we have our own implementation of CDL. To allow comparison with the previous methods we followed the same protocol as used by [6, 13, 21, 22, 23] . We performed ten-fold cross validation experiments for all the datasets by randomly selecting gallery/probe combinations in each fold. We report average recognition rates of different methods for ten folds. The important parameters of different methods are carefully optimized. For DCC, the dimension of the embedding space is set to 100. The subspace dimension is set to 10 which preserves 90% energy and the corresponding 10 maximum canonical correlations are used to calculate set similarity.
For MMD and MDA, the parameters are configured according to [23, 21] . The ratio between Euclidean distance and geodesic distance is optimized for different datasets (i.e. 2.0 for Honda, 5.0 for Mobo and 2.0 for ETH-80 dataset). The maximum canonical correlation is used in defining MMD. For MDA, the number of between-class NN local models and the dimension of MDA embedding space are tuned to achieve the best results for each dataset as specified in [21] . The number of connected nearest neighbors for computing geodesic distance in both MMD and MDA is set to 12. For CHISD, we set the error penalty parameter to be the same as in [6] i.e. C = 100 for gray-scale pixel values and C = 50 for LBP in linear SVM. There is no parameter setting for AHISD and CDL.
For Honda, MoBo and MBGC datasets, each subject has one image set as the gallery and the rest of the images sets for probes. For ETH-80, each category has 5 objects for gallery and the other 5 objects for probes. Whenever the gallery contains only one image set for a particular class, we randomly partition that image set into two non-overlapping sub-sets and use each subset as a full image set. The execution times of different algorithms are also compared. Average execution times over ten folds are reported on a Pentium 3.4GHz CPU with 8GB RAM. The memory requirements of the proposed algorithm are also analyzed and found smaller than the existing algorithms. For test, only the compact gallery representation along with Multiple Discriminant basis are required to be stored. The compact gallery for Honda dataset is shown in Figure 6 .
Dataset Details
The Honda/UCSD dataset contains 59 video sequences of 20 different subjects. Each video contains approximately 300 to 500 frames covering large variations in head pose and facial expression. The CMU MoBo dataset contains 96 video sequences of 24 different subjects. Each subject has 4 sequences captured in different walking situations and each sequence has about 300 frames. For both databases, the faces in every frame of the video sequences are automatically detected by applying [20] , cropped and converted to gray scale. Almost 30% frames on which face detection failed were dropped. For Honda dataset, we use 20x20 face images after histogram equalization. For CMU Mobo dataset, the grayscale face images are resized to 40x40 as in [6] . The Local Binary Patterns (LBP) [2] provided by [6] are used as the features of individual images. Sample face images from both datasets are shown in Fig. 2 .
For periocular biometric recognition we have performed experiments on periocular images extracted from the NIR face videos of the MBGC portal challenge dataset version 2 [1] . Sample periocular images are shown in Fig. 3 . This dataset consists of 114 different subjects, each subject has 1 to 11 image sets and each image set contains 5 to 25 images. The experiment is repeated ten fold and for each fold, the gallery is constructed by randomly selecting one image set for each of the 114 subjects. The remaining 336 image sets are used as probes.
ETH-80 dataset [16] contains images of 8 object categories and each category has 10 objects. Each object has 41 images of different views which form an image set. We use 20 × 20 intensity images for the task of classifying an image set of an object into a known category.
Results and Discussion
In the face biometric experiments, the proposed algorithm has achieved 100% accuracy on the Honda dataset and 96.76% accuracy on the CMU Mobo dataset (Table 1) . On the Honda dataset, SANP and CDL have also obtained 100% accuracy, while other algorithms have remained relatively less accurate. On the CMU Mobo, SANP has obtained 97% while CDL has obtained 95.83% accuracy (Table 1). Although SANP has shown good recognition performance, SANP is 117.63 times slower than our algorithm ( Table 3) . As compared to SANP, CDL is quite fast, however it has also remained 2.78 times slower than our algorithm. In the CDL algorithm, computational time is taken by the kernel computation both in the training and the testing steps. Training time of CDL is 10 times slower than our algorithm. In the speedup experiments, DCC has performed significantly faster than all algorithms, however it has shown less accuracy, especially on the CMU Mobo dataset. The proposed algorithm has exhibited very high accuracy and also high computational efficiency for the face biometric.
In the object categorization experiment on ETH-80 dataset, our algorithm again outperformed all existing algorithms by exhibiting 91.25% average accuracy (Table 1) . CDL was the next nearest by obtaining 89.20% and the DCC algorithm was the third most accurate by achieving 87.50% accuracy. On this dataset, SANP has obtained only 72.10% accuracy, which indicates that SANP may not be a good scheme for generic object classification. In contrast, our algorithm has delivered best performance for holistic face recognition, periocular recognition and object categorization as well.
In the periocular region biometric experiments on the (8) . Please note that the value of γ is same for both gallery and test sets. Therefore, its effect is canceled when norm is computed in (20) .
MBGC dataset, our algorithm outperformed all others by achieving 92.57% accuracy ( Table 2) . SANP obtained 90.06% accuracy and CHISD obtained 88.99%, and CDL obtained only 64.37% accuracy which was significantly lower than the proposed algorithm. While CDL performed good on Honda/UCSD, CMU Mobo and ETH-80 datasets, its performance deteriorated with change of image acquisition sensors.
Conclusion
A computationally efficient yet highly accurate image set classification algorithm is presented. A novel image set representation which was based on covariance matrices and means was proposed. The covariance matrices were decomposed by using Cholesky decomposition and the means were added to the lower triangular matrices. Dimensionality of the resulting feature vectors was reduced using Multiple Discriminant Analysis. The proposed algorithm was compared with seven state of the art algorithms on four stan- dard datasets. The experimental results demonstrate that the proposed algorithm was significantly faster than the current most accurate algorithms while exhibiting similar or better recognition rates.
