Abstract-This paper proposes a new framework for deep learning that has been particularly tailored for hyperspectral image classification. We learn multiple levels of dictionaries in a robust fashion. The last layer is discriminative that learns a linear classifier. The training proceeds greedily; at a time, a single level of dictionary is learned and the coefficients used to train the next level. The coefficients from the final level are used for classification. Robustness is incorporated by minimizing the absolute deviations instead of the more popular Euclidean norm. The inbuilt robustness helps combat mixed noise (Gaussian and sparse) present in hyperspectral images. Results show that our proposed techniques outperform all other deep learning methods-deep belief network, stacked autoencoder, and convolutional neural network. The experiments have been carried out on both benchmark deep learning data sets (MNIST, CIFAR-10, and Street View House Numbers) as well as on real hyperspectral imaging data sets.
I. INTRODUCTION

I
N RECENT years, deep learning has successfully solved decade-old problems in speech and image processing. To understand the impact of deep learning, it suffices to say that top-level conferences (InterSpeech and CVPR/ICCV) in these areas have more than half of the papers on topics related to deep learning. The popularity of deep learning in image analysis has motivated researchers in hyperspectral imaging to explore these techniques.
The concepts of deep learning are not new, and they have been known since the early days of neural networks (NNs) from the 1990s. Basically, deep learning meant that instead of having a single hidden layer in an NN, one can have multiple hidden layers. However, there are two fundamental bottlenecks in the early 1990s that prevented the success of deep learning.
First, more layers in an NN mean more parameters (network weights) to learn; this, in turn, would require more data. In the early 1090s, we did not have the provision to store such large volume of data required to train such deep networks. Limitations in memory were the first hindrance.
Second, we did not have enough computational power to train such large networks. It is only in the mid 2000s that deep learning was successful in penetrating a decade long barrier in The authors are with the Indraprastha Institute of Information Technology at Delhi, New Delhi 110020, India (e-mail: vanikas@iiitd.ac.in; hemanta@iiitd.ac.in; snigdha1491@iiitd.ac.in; angshul@iiitd.ac.in).
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Digital Object Identifier 10.1109/TGRS.2017.2704590 speech recognition [1] . It was made possible only with GPUs. The computational power that can be garnered from parallel processing was lacking in the 1990s. Today, it is generally accepted that there are three pillars of deep learning-stacked autoencoder (SAE), deep belief network (DBN), and convolutional NN (CNN). All three have found straightforward application in hyperspectral imaging- [2] uses SAE, [3] uses DBN, and [4] uses CNN. Even without handcrafting the input features, deep learning outperforms the state-of-the art results obtained from domain expertise-the success of [2] - [4] corroborates the thought provoking discussion at Technion [5] .
Deep learning extends beyond the realms of NNs. It is a powerful representation learning tool. Before deep learning gained popularity in speech and signal analysis, researchers used two classes of features: 1) hand crafted features based on classical computer vision techniques, such as interest points [6] , [7] or textures [8] , [9] and 2) statistical featuresbased classical factor analysis [10] - [12] . Both required expertise and understanding of hyperspectral data. Deep learning techniques, on the other hand, do not require such expertise. Instead of "designing" the feature extraction model, it "learns" the model given sufficiently large volume of data.
To distinguish between classical feature extraction/ dimensionality reduction with such model learning, the term "representation learning" is used instead. Basically, these are the features obtained from the penultimate layer of an NN. The learned representation need not be used with an NN-type classifier-its application is broader; one is free to choose any classifier on the learned representation.
In between the stages of hand-crafted feature extraction and deep learning, dictionary learning gained popularity in image analysis and computer vision. There are some studies in hyperspectral image analysis on this topic as well [13] - [15] . These studies combined representation learning with classical discriminative factor analysis techniques.
In a recent work, we proposed a new tool for deep learning dubbed-deep dictionary learning (DDL) [16] . It is the first work showing how deep architectures can be built from greedy dictionary learning. In the just concluded WHISPERS workshop [17] , we have shown how DDL yields significantly superior results compared with SAE [2] and DBN [3] for hyperspectral image classification problems [17] .
In DDL, the basic idea is to learn multiple levels of dictionary in a greedy fashion, i.e., the first level learns a standard dictionary and coefficients. In subsequent levels, the coefficients from the previous level act as inputs for dictionary learning. Although it yields results better than well-known deep learning tools, there is scope for improvement. Standard dictionary learning is based on minimizing the Euclidean norm; this is optimal when the noise is Gaussian. It is well known that hyperspectral images are corrupted by a mixture of Gaussian and sparse noise [18] , [19] . The sparse noise arises from diffraction grating and transient dead pixels [20] .
Ideally, minimizing the Euclidean norm is optimal for Gaussian noise; for sparse noise, one needs to minimize the l 0 -norm. A compromise between these two extremes is minimizing the absolute deviations, the l 1 -norm; a classical metric in robust statistics [21] - [23] . The prior study [16] , [17] used the standard dictionary learning with the l 2 -norm cost function; in this paper, we propose the framework for robust DDL (RDDL).
The second improvement is in the addition of discrimination penalty. The last level of dictionary maps onto the target labels. By learning the map, we can classify within the DDL framework; we do not need a separate classifier, such as [16] and [17] . This is in lines with other deep learning tools, such as SAE and DBN, where a soft-max classifier or logistic regression is learned to complete the deep NN.
The rest of this paper is organized into several sections. Section II discusses the basics of representation learning. The proposed formulation is given in Section III. The experimental results are shown in Section IV. The conclusions of this paper and future direction of research are discussed in Section V.
II. LITERATURE REVIEW
Autoencoders and restricted Boltzmann machine (RBM) have been used to build deep learning architectures-SAEs and DBN, respectively. These are the basic building blocks in representation learning. Dictionary learning too falls under this category; however, the relationship between them is not well explored. Fig. 1 shows the diagram of a simple NN with one representation (hidden) layer. The problem is to learn the network weights between the input and the representation and between the representation and the target. This can be thought of as a segregated problem (see Fig. 2 ).
Learning the mapping between the representation and the target is straightforward. The challenge is to learn the network weights (from input) and the representation. Broadly speaking this is the topic of representation learning.
RBM [24] (see Fig. 3 ) is one technique to learn the representation layer. The objective is to learn the network weights (W ) and the representation (H ). This is achieved by optimizing the Boltzmann cost function given by
Basically, RBM learns the network weights and the representation/feature by maximizing the similarity between the projection of the input (on the network) and the features in a probabilistic sense. Since the usual constraints of probability apply, degenerate solutions are prevented. The traditional RBM is restrictive-it can handle only binary data. The Gaussian-Bernoulli RBM [25] partially overcomes this limitation and can handle real values between 0 and 1. However, it cannot handle arbitrary-valued inputs (real or complex).
Deep Boltzmann machine (DBM) [26] (see Fig. 4 ) is an extension of RBM by stacking multiple hidden layers on top of each other (Fig. 2) . The RBM and DBM are undirected graphical models. For training deep architectures, targets are attached to the final layer and fine-tuned with back propagation. Usually, this is a soft-max classifier or logistic regression. Training of the classifier with the deep architecture completes the deep NN.
The other prevalent technique to train the representation layer of an NN is by autoencoder [27] . The architecture is shown in Fig. 5 min
The cost function for the autoencoder is expressed earlier. W is the encoder, and W is the decoder. ϕ denotes the nonlinear activation function. The autoencoder learns the encoder and decoder weights, such that the reconstruction error is minimized. Essentially, it learns the weights, so that the representation φ(W X) retains almost all the information (in the Euclidean sense) of the data, so that it can be reconstructed back. Once the autoencoder is learned, the decoder portion of the autoencoder is removed and the target is attached after the representation layer.
To learn multiple layers of representation, the autoencoders are nested into one another. This architecture is called SAE.
For such an SAE, the optimization problem is complicated. For a two-layer SAE, the formulation is
The workaround is to learn the layers in a greedy fashion [28] . First, the outer layers are learned (see Fig. 6 ); using the features from the outer layer as an input for the inner layer, the encoding and decoding weights for the inner layer are learned.
For training deep NNs, the decoder portion is removed and targets attached to the inner layer. A soft-max or logistic regression cost function is used; the complete structure is then fine-tuned with backpropagation.
The popular interpretation for dictionary learning is that it learns a basis (D) for representing (Z ) the data (X) (see we have an alternate interpretation of dictionary learning. Instead of interpreting the columns as atoms, we can think of them as connections between the input and the representation layer (Fig. 8) . To showcase the similarity, we have kept the color scheme intact in Fig. 8 .
Unlike an NN which is directed from the input to the representation, the dictionary learning kind of network points in the other direction-from representation to the input. This is what is called "synthesis dictionary learning" in signal processing. The dictionary is learned, so that the features (along with the dictionary) can synthesize/generate the data. The formulation is
The dictionary and the coefficients are learned by minimizing the Euclidean cost function
This formulation was introduced by Lee and Seung [29] ; in those days, the problem was known as matrix factorization, since the data matrix X was being factored into the dictionary matrix D and the coefficient matrix Z . Today, most studies impose an additional sparsity constraint on the representation (Z ) [30] , [31] but it is not mandatory.
Building on that, [16] proposes deeper architecture with dictionary learning. An example of two-layer architecture is shown in Fig. 9 .
For the first layer, a dictionary is learned to represent the data. In the second layer, the representation from the first layer acts as an input and it learns a second dictionary to represent the features from the first level. This concept can be further extended to deeper layers.
DDL can be used for representation learning. It requires a separate classifier. It has been used for hyperspectral image classification in [17] . 
III. DISCRIMINATIVE ROBUST DEEP DICTIONARY LEARNING
A. Deep Dictionary Learning
In this section, we describe the DDL in detail; this is important since unlike other deep learning approaches, this is not a well-established tool.
A single/shallow level of dictionary learning yields a latent representation of data and the dictionary atoms. DDL proposes to learn latent representation of data by learning multilevel dictionaries (see Fig. 12 ). The idea of learning deeper levels of dictionaries stems from the success of deep learning. In this section, for ease of understanding, we first explain the concept with two-layer DDL and then extend it to multilevel dictionary.
The schematic for dictionary learning is shown in Fig. 10 . Let X be the data, D 1 be the dictionary, and Z be the feature/representation of X in D 1 . Dictionary learning follows a synthesis framework, i.e., the dictionary is learned, such that the features synthesize the data along with the dictionary:
We propose to extend the shallow (Fig. 5 ) dictionary learning into multiple layers-leading to DDL (Fig. 11) . Mathematically, the representation at the second layer can be written as
Here, ϕ is the activation function. The activation function is absent in the first layer, since X can take any real value; hence, we do not want to use a function that squashes the output between 0 and 1 or −1 and +1. The activation functions prevent the dictionaries to collapse into a single level.
The challenges of learning multiple levels of dictionaries in one go are the following.
1) Recent studies have proven convergence guarantees for single level dictionary learning [32] - [34] . These proofs would be very hard to replicate for multiple layers. 2) Moreover, the number of parameters required to be solved increases when multiple layers of dictionaries are learned simultaneously. With limited training data, this could lead to overfitting. Therefore, DDL proposes to learn the dictionaries in a greedy manner, which is in sync with other deep learning techniques. Moreover, layerwise learning will guarantee the convergence at each layer. The diagram illustrating layerwise learning is shown in Fig. 13 .
Extending this idea, a multilevel dictionary learning problem with nonlinear activation (ϕ) can be expressed as
Ideally, we would have to solve the following problem:
However, such a problem is highly nonconvex and requires solving huge number of parameters. With limited amount of data, it will lead to overfitting. To address these issues, as mentioned before, DDL proposes a greedy approach, where we learn one layer at a time. With the substitution
can be written as X = D 1 Z 1 , such that it can be solved as single layer dictionary learning. The representation Z 1 is not sparse. Hence, it can be solved using alternating minimization min
Optimality of solving (9) by alternating minimization has been proven. Therefore, we follow the same approach. The dictionary D and the basis Z are learned by
This is the method of optimal directions [35] , and both (10a) and (10b) are simple least square problems having closed-form solutions.
For the second layer, the substitution is
this too is a single layer dictionary learning. Since the representation is dense, it can be solved using
This too can be solved by alternating minimization as in the case of the first layer (10) . Continuing in this fashion till the penultimate layer, in the final layer, one has
In the last level, the coefficient Z can be sparse. For learning sparse features, one needs to regularize by applying l 1 -norm on the features. This is given by
This is solved using alternating minimization
As before, (13b) is a least square problem having a closedform solution. The solution to (13a) is although not analytic; it can be solved using the Iterative Soft Thresholding Algorithm (ISTA) [36] . The ISTA solution for (13a) is given by
B. Discriminative Robust Deep Dictionary Learning
Dictionary learning employs the Euclidean (l 2 -norm) cost function; this is mainly because it has a closed-form solution (easy to minimize). It is well known that the Euclidean norm is sensitive to sparse but large outliers. The l 2 -norm minimization works when the deviations are small-approximately normally distributed; but fail when there are large outliers. As mentioned before, hyperspectral images are corrupted by a mixture of Gaussian and sparse noise. The overall noise has a heavy tailed distribution. For such cases, the Euclidean norm is not ideal.
In statistics, there is a large body of literature on robust estimation. The Huber function [37] has been in use for more than half a century in this respect. The Huber function is an approximation of the more recent absolute distancebased measures (l 1 -norm). Recent studies in robust estimation prefer minimizing the l 1 -norm instead of the Huber function [38] - [40] . The l 1 -norm does not bloat the distance between the estimate and the outliers and, hence, is more robust (compared with l 2 -norm). One can employ the l p -norm (0 < p < 1) to get more robust estimates, but it would make the problem nonconvex. Hence, the convex l 1 -norm is preferred over the l p -norm.
The problem with minimizing the l 1 -norm is computational. However, over the years, various techniques have been developed. The earliest known method is based on Simplex [41] ; Iterative reweighted least squares [42] used to be another simple yet approximate technique. Other approaches include the descent-based method introduced in [43] and maximum likelihood approach [44] . In a recent work, we proposed a split Bregman-based solution [45] ; we will use the same here.
Adding robustness to the dictionary learning problem is the first improvement from [17] . The second (and major) addition is the employment of a discriminative penalty. This allows us to learn a classifier from the last representation layer to the targets. Hence, we have an in-built classifier. This would preclude the use of third-party classifiers as required in prior DDL studies [16] , [17] .
1) Training:
In a robust learning approach, during the training phase, we intend to solve the following:
Note the difference from the DDL formulation; instead of the usual Euclidean norm, we have an l 1 -norm for robust dictionaries. The second one is for learning sparse coefficients.
The aforesaid form (14) does not yet comprise of the discriminative penalty. We incorporate this in the following (final) formulation:
Here, T values are the targets, i.e., binary codes for class labels; it has one in the position of the class and zeroes elsewhere. W is the discriminative linear map from the deepest representation layer to the target.
Solving problem (15) exactly is difficult. First, it is nonconvex, and second, it is computationally demanding. As is typical in deep learning, we follow a greedy approach, i.e., for the first layer, express: ϕ (D N Z )) ), so that the shallowest (first) layer of dictionary learning in (15) can be expressed as:
A greedy approximate solution can, therefore, be formulated as
Sparsity or the discriminative term does not have any effect on the first layer while learning greedily. This (16) is the robust (single layer) dictionary learning formulation. In this paper, we follow the split Bregman approach outlined in [45] to solve it. We introduce a proxy variable:
The equality between the proxy and the actual variables need not be enforced in every iteration; the constraint needs to be enforced only at convergence. Therefore, to relax the equality constraint, we introduce the Bregman relaxation variable (B) between the proxy and the actual variable; the augmented Lagrangian becomes
This can be segregated into the following subproblems:
Subproblems (18) and (19) are straightforward least squares problems having analytic solution in the form of pseudoinverse. Subproblem (17) is an l 1 -minimization problem having a closed-form solution via soft thresholding [46] . The last step is to update the Bregman relaxation variable by gradient descent
This concludes the derivation for solving (15) . Once the coefficients for the first layer are learned, one can learn the second layer as a single layer of dictionary learning by substituting Z 2 = ϕ(D 3 . . . ϕ (D N Z ) )
Computing ϕ −1 is trivial, since it is an elementwise operation. The second level of dictionary and coefficients is solved by minimizing the Euclidean distance. It should be borne in mind that the effects of outliers are removed in the first layer; therefore, there is no need to employ the computationally expensive l 1 -norm minimization in subsequent layers
This is easily solved using alternating minimization. In the kth iteration
The same greedy process can be continued to deeper layers till the penultimate layer. In the final layer, we will have
Noting that the coefficients in the final layer should be sparse; one also need to solve for the discriminative linear map. The optimization problem is formulated as
This too can be solved using alternating minimization
The dictionary update remains the same as before. Subproblem (26a) can be expressed as follows:
This is an l 1 -regularized least squares problem. It can be solved using the ISTA [36] . This concludes the derivation. It is a greedy approach; therefore, there is no feedback between layers. We will show, even without the fine-tuning (feedback), our method yields better results than other fine-tuned deep learning tools.
The value of μ is kept to be unity in this paper. This is because we give equal importance to both representation learning and classification. The parameter λ needs to be specified by the user.
2) Robust Deep Dictionary Learning-Testing: During testing, the first task is to generate the representation for a new test sample-x. We need to solve (D 2 ϕ(. . . ϕ(D N z) 
Owing to the nonlinearity, solving (28) in a straightforward fashion is not easy. Therefore, we resort to a greedy technique. We learn the representation in layers; for the first layer, this is z 1 = ϕ (D 2 ϕ (. . . ϕ (D N z)) ). Greedy substitution leads to solution of z 1 via
There are many techniques to solve (29) [41]- [44] . Here, we use the nonparametric iterative reweighted least squares technique.
In the second level, the substitution is (D N z) ). The representation at the second layer is solved using simple least squares (because the outliers are removed in the first layer)
The substitution continues till the penultimate level. In the final level, the problem we need to solve is
This is the standard l 1 -minimization problem. We solve it using the ISTA [36] . The representation from the final layer (z) is used for classification.
Once the representation is learned, we need to classify it. This is done by multiplying the representation z by the learned classifier map. This gives us the target: t = W z. Ideally, it should contain a 1 in one of the positions and 0's elsewhere; however, such is not the case in practice. To get the class of the test sample, we seek the position of the highest coefficient in t-this gives us the class label.
IV. EXPERIMENTAL EVALUATION
A. Results on Benchmark Deep Learning Data Sets
In this paper, we are proposing a new deep learning tool. Therefore, it is imperative that we compare it on benchmark data sets used for testing such algorithms.
The first one is the MNIST. The MNIST digit classification task is composed of 28 × 28 images of the ten handwritten digits. There are 60 000 training images with 10 000 test images in this benchmark. No preprocessing has been done on this data set.
The CIFAR-10 data set is composed of ten classes of natural images with 50 000 training examples in total, 5 000 per class. Each image is an RGB image of size 32 × 32 taken from the tiny images data set and labeled by hand. These images need to be preprocessed. We follow the standard preprocessing technique-the RGB is converted to YUV and the Y channel is used. Before putting it for training/testing, mean subtraction and global contrast normalization are done.
The Street View House Numbers (SVHN) data set is composed of 604 388 images (using both the difficult training set and simpler extra set) and 26 032 test images. The goal of this task is to classify the digit in the center of each cropped 32 × 32 color image. This is a difficult real world problem, since multiple digits may be visible within each image. We preprocessed these samples in the same way as CIFAR.
We carry out two sets of experiments. In the first set, we individually study the effect of RDDL and robust discriminative dictionary learning. In the second, we study the effect of our combined approach-robust learning plus discriminative learning.
For the first task, we do not use the linear discriminative map in the final layer; we only test the performance of RDDL as an unsupervised representation learning tool. We compare with other unsupervised representation learning techniques-DBN, stacked denoising autoencoder, contractive autoencoder, and DDL. Trained models for both the tools are available for the aforesaid popular data sets; these models are assumed to yield the best possible features. All of them are three layered. Our proposed robust dictionary learning is also three layered. The number of atoms in subsequent layers is halved (from that of the previous layer). The representation from the deepest layer is used to train the classifiers.
Since we want to test the representation learning capacity, the said deep learning tools are not fine-tuned with classifiers (such as soft-max). We choose to use two nonparametric classifiers-nearest neighbor (Table I) and sparse representation-based classifier (SRC) [47] (Table II) and a parametric classifier-support vector machine (SVM) with radial basis function kernel (Table III) . The SVM was tuned via grid search. We test the three tools on the same classifiers in order to analyze the representation capacity of the proposed RDDL, DDL, stacked denoising autoencoder (SDAE), and DBN; in this scenario-the better the representation capacity, the better the classification accuracy.
We find that the DDL yields better results than SDAE, contractive autoencoder, and DBN-this corroborates the observation in [16] and [17] . However, our proposed version of RDDL yields better results than DDL. The point we want to emphasize here is that even without fine-tuning (which a large number of studies suggest), one can get very good results just by greedy learning; both DDL and RDDL are greedily learned without fine-tuning and are beating finely tuned models, such as SDAE and DBN. These results conclusively establish our DDL approach as a new deep learning tool, which is competent (if not better) than established ones.
One should not compare Tables I-III with the best-inclass results on the data sets. For example, network in network (NiN), DropConnect, and generalized pooling-all have shown to yield accuracies significantly superior to ours. But all of these have tuned classifiers; therefore, it is not known if the improvement is ascribed to superiority in the representation learning or owing to the finely tuned classifier. Our motive is not to surpass those. We want to compare our new unsupervised learning tool with the existing unsupervised deep learning tools for benchmarking.
One of the reviewers suggested that the effect of robustness be verified in a single layer. To do so, we compare a shallow (single) layer version of our proposed robust discriminative dictionary learning formulation with that of (nonrobust) discriminative dictionary learning [48]-a highly cited paper from CVPR. The results are shown in Table IV . The robust version is far superior compared with the nonrobust one.
In the second set of experiments, we evaluate our full formulation, i.e., robust deep learning and discriminative learning; this is discriminative RDDL (DRDDL). We do not need a separate classifier anymore. We compare with SDAE (fine-tuned with soft-max) and convolutional DBN (CDBN) (fine-tuned with logistic regression), as well as with one of the best-known CNN architecture of recent times-NiN [49] . The results (classification accuracy %age) are shown in Table V .
We see that our proposed technique performs significantly better than the SDAE and CDBN for all data sets. But we are not better than NiN for CIFAR-10 and SVHN, but slightly outperform the same for MNIST. This is because NiN uses data augmentation for both CIFAR-10 (with Imagenet) and SVHN (with 6.5 million extra images); we do not. For MNIST, there is no data augmentation and we perform better than NiN. This is a well-known fact in machine learning community; convolutional neural nets only perform good with massive volumes of training data; with limited number of samples, the performance degrades significantly.
All the algorithms are run until convergence on a machine with Intel Core i5 running at 3 GHz; 8-GB RAM, Windows 10 (64 b) running MATLAB 2014a. Since all the problems are of similar size (in terms of input features and number of samples), there is only minor variation in training times. Therefore, we report the results only on CIFAR-10. Our proposed method takes only 110 s; SDAE takes 130 098 s, CDBN takes 35 292 s, and NiN takes 215 607 s. Our method is around three to four orders of magnitude faster.
B. Results on Hyperspectral Image Classification
We evaluate our proposed technique on the problem of hyperspectral image classification; the data sets are Indian Pines, which has 200 spectral reflectance bands after removing bands covering the region of water absorption and 145 × 145 pixels of 16 categories, and the Pavia University scene, which has 103 bands of 340 × 610 pixels of 9 categories.
Prior studies on deep learning-based classification assumed an overtly optimistic scenario [2] -[4]-they assumed 80% (60% training + 20% validation) labeled data are available; and only 20% need to be predicted. This is an unrealistically favorable protocol. In this paper, we follow the more standard evaluation protocol on these data sets. For the first data set [Indian Pines (Table VI) ], we randomly select 10% of the labeled data as a training set and rest as a testing set; for the second data set [Pavia University (Table VII) ], 2% of the labeled data are used for training and the rest for testing.
For the prior DDL-based formulation [17] , an NN is used for classification. Our proposed formulation (DRDDL) and other deep learning architectures [2] - [4] have in-built classifiers. Both DDL and our proposed DRDDL have a three-layer deep architecture of 150-100-30 for Indian Pines and three-layer deep architecture of 80-40-20 for Pavia University. The value of the sparsity penalty λ has been fixed to 0.2 for all the problems.
In the first set of experiments, the input consists of raw data of all the spectral channels pixelwise (spatial features). We compare with [2] - [4] in the given protocol and report the results in Table VIII . The performance is measured in terms of the three standard measures-overall accuracy, average accuracy, and kappa [40] .
The results show that both DDL and the proposed RDDL yield considerably superior results compared with the existing deep learning techniques. However, one cannot compare the results shown here with [2] - [4] . This owes to two reasonsfirst, there is no preprocessing here, and second, the training to testing ratio is more realistic than used in the aforesaid papers. RDDL supersedes DDL for reasons discussed before; the inbuilt robustness combats the mixed noise inherently present in the hyperspectral data better than ordinary dictionary learning. In the final set of results, we compare the best techniques reported in [2] - [4] along with the proposed preprocessing, feature extraction, and classification. In [2] , spatial features in terms of patches are concatenated with spectral features obtained by principal component analysis (PCA) as inputs for SAEs. The outputs of the autoencoders are used for classification via logistic regression. Chen et al. [3] use the same features; instead of inputs to SAE, they input to DBN. The rest remains the same. In [4] , CNNs are trained enforcing sparsity.
We also compare with the most recently published paper in this area [50] that uses a combination of CNN and balanced local discriminant embedding for feature extraction followed by fusion at the feature and classifier level to yield the final classification result.
Owing to its simplicity and effectiveness, we follow the feature extraction scheme of [2] and [3] ; the other deep learning techniques [4] , [49] use CNN, and hence, the feature extraction is amenable to our technique. Following [2] and [3] , we extract patches for spatial information and PCA for spectral information. These are concatenated to form the final feature vector. This is, in turn, fed into DDL for feature extraction. For classification, we employ the kernel SRC [48] .
The results (Table IX) show that both DDL and RDDL yield superior results than recent deep learning-based classification techniques. The studies [2] - [4] are significantly worse than DDL-based methods. The most recent work [49] is better compared with the rest [2] - [4] but is worse than DDL and RDDL. The reason [49] does better than the existing deep learning techniques is because it uses pretrained CNN models. Usual deep learning models are sensitive to the number of training samples. The number of training samples we have used here is drastically smaller (by an order of magnitude) than the ones used in deep learning papers. Hence, the prior studies [2] - [4] suffer. But owing to unsupervised pretraining, [49] is able to combat the curse of limited training samples to a certain extent.
For visual evaluation, we show the classification results from different techniques (for the final formulation) in Fig. 14 ; this corresponds to Table IX. Owing to limitations in space, we show results for the Indian Pines data set. The images corroborate the numerical results. The results from the Pavia University data set draw similar conclusions.
V. CONCLUSION
In this paper, we address the problem of hyperspectral image classification. In recent years, there are a handful of comprehensive studies on these topics [2] - [4] , [49] ; these are straightforward applications of deep learning tools, such as SAE [2] , DBN [3] , and CNN [4] , [49] on hyperspectral data sets. A fourth framework for deep learning has been recently proposed by Tariyal et al. [16] . This is DDL. Here, multiple levels of dictionaries are learned to represent the data. This paper is based on the DDL framework.
The first work applying DDL for hyperspectral image classification is [17] . This paper improves in two ways. First, instead of employing the usual l 2 -norm cost function, we incorporate the more robust l 1 -norm. This is especially suitable for hyperspectral imaging problems, since they are known to be corrupted by a mixture of Gaussian and sparse noise. The second improvement is the incorporation of a discriminative linear map. This allows us to have an inbuilt classifier into the DDL framework; it does not require a separate classifier, such as [16] and [17] .
We have carried out benchmarking experiments with standard deep learning data sets, such as MNIST, CIFAR-10, and SVHN. In all the data sets, our method outperforms DDL, SAEs, and DBNs. Not only is our method better (in accuracy), but also significantly faster. It is about three to four orders of magnitude faster than the other deep learning tools.
For hyperspectral imaging, we have carried out experiments with all prior studies using deep learning [2] - [4] , [49] . In all cases, we find that our method to be superior to the existing ones.
