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1 Introduction
Given a real-valued function f : X×Y → R and a multivalued mapping C : X ⇒ Y
(X and Y are Banach spaces) the general marginal function is defined as
T (x) := inf
y∈C(x)
f (x, y) , (1)
where inf can be certainly substituted by sup. The marginal mapping instead asso-
ciates to each x ∈ X the set of minimizers (or maximizers):
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Π (x) := {y ∈ C (x) : T (x) = f (x, y)} . (2)
Regularity properties of marginal functions and mappings are important due to
numerous applications in control theory, theory of games, mathematical economics,
stochastic analysis, etc. We refer to [1, 2] for their general topological properties
regarding the continuity and the lipschitzeanity.
A lot of works (see, e.g., [28, 10, 38, 29, 24, 31, 32] and the bibliography therein)
was devoted to representation of various kind of subdifferentials of the marginal
function through the respective subdifferentials of the function f (·, ·). The authors
studied also subdifferential regularity of (1) in the sense of coincidence of differ-
ent subdifferentials, and other properties such as the approximate convexity [33] or
generic differentiability [19, 41, 24].
As about the differentiability of T (·) at a given point, notice that it can be
treated in different ways. Namely, the Fre´chet differentiability means the possibil-
ity to reduce the (Fre´chet) subdifferential to the (eventually continuous) singleton
∇T (x) called the Fre´chet derivative, or gradient. On the other hand, one may take
an interest in both existence and uniqueness of the proximal subgradient that is a
stronger property.
The Fre´chet differentiability of the marginal function was particularly well stud-
ied when X = Y = H is a Hilbert space with the norm ‖·‖; C (x) = C ⊂ H is a
closed set and f (x, y) = ‖x− y‖. In this case T (·) is nothing else than the distance
of the point to C, denoted further by dC (·), whereas Π (x) = piC (x) is the (mul-
tivalued) metric projection of x onto C. In general, the set piC (x) can be certainly
empty that does not occur when C is convex. Moreover, in the convex case piC (x) is
a singleton, which is Lipschitz continuous w.r.t. x (with the Lipschitz constant 1) on
the whole space H, and the gradient ∇dC (x) is continuous (and locally lipschitzean)
out of C.
If, instead, C is no longer convex then the latter property, in general, fails. How-
ever, there is a class of so named ϕ-convex sets (called also prox-regular, proximally
smooth, sets with positive reach, etc.), for which the projection piC (x) is well defined
and continuous (in fact, locally lipschitzean) on some (open) neighbourhood U of C
(equivalently, the distance dC (·) is of class C1,1loc on U\C). For the first time such sets
were considered in the pioneer work [23] by H. Federer in finite dimensions, while
afterwards various characterizations of them were given in Hilbert and Banach set-
ting (see, e.g., [8, 37, 11, 34, 13, 4, 5] and the bibliography therein). This class of
sets is well studied up to now, and we refer to the nice survey [15] for their basic
properties.
The next step is to minimize the function f (x, y) = ρF (x− y) in the place of
the norm, where F ⊂ H is a closed convex bounded set such that the origin belongs
to the interior intF , and ρF (·) is the Minkowski functional (gauge function),
ρF (ξ) = inf {λ > 0 : ξ ∈ λF} . (3)
In the latter case the value function (denoted by TFC (x)) of the respective minimiza-
tion problem can be seen as the minimal time, which is necessary to achieve the
target set C ⊂ H from a point x by trajectories of the differential inclusion (with a
constant convex right-hand side)
x˙ (t) ∈ −F . (4)
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Observe that another interpretation via viscosity theory for Hamilton-Jacobi equa-
tions can be given. Namely, TFC (·) is nothing else than the (unique) viscosity solution
to the equation
ρF0 (∇u (x))− 1 = 0, x ∈ H\C, (5)
with u (x) = 0 on C (here F 0 is the polar set). This is a natural generalization of the
so called eikonal equation arising from the geometric optics. For instance, if H = R3
and
F 0 =
{
ξ ∈ H :
3∑
i=1
c2i ξ
2
i ≤ 1
}
then (5) describes the propagation of a light wave from a point source placed at the
origin in (anisotropic) medium with the constant coefficients of refraction of light
rays parallel to coordinate axes (denoted by ci).
Notice that in the past many authors studied such best approximation problem
min {ρF (x− y) : y ∈ C} . (6)
For example, in [22, 17] the generic properties of (6) were established, while in the
works [20, 16, 39, 40] the directional derivatives as well as various subdifferentials of
the value (time-minimum) function TFC (·) were computed. Furthermore, G. Colombo
and P.R. Wolenski gave in [16] the first sufficient condition guaranteeing the local
well-posedness of the problem (6) as well as the regularity of TFC (·). Afterwards,
in [25, 26] the authors essentially sharpened this condition and represented it as a
certain ballance between curvatures of the dynamics F and the target set C. Toward
this end some quantative results on convex duality in a Hilbert space were obtained
in [25]. Besides that another (independent) ”first order” hypothesis ensuring the
well-posedness was proposed. It is written in terms of the ballance between (external)
normals to the sets F and C.
It turned out that the latter hypothesis can be easily adapted to a more general
problem where a supplementary additive term appears. Namely, given a sufficiently
regular function θ : C → R we are led to consider the mathematical programming
problem
min {ρF (x− y) + θ (y) : y ∈ C} , (7)
whose value function under an additional ”slope assumption” is nothing else than the
viscosity solution to the same Hamilton-Jacobi equation (5) but with the (general)
boundary condition u (x) = θ (x), x ∈ C. Although the latter fact is well-known
(see, e.g., [30, 9]), for the sake of completeness we give in Section 3 its detailed
proof emphasizing thereby one of the crucial interpretations of the problem (7).
Section 4 instead is devoted to another interpretation in terms of an optimal time
control problem, which somehow extends the problem with the constant dynamics
(4) mentioned above.
In the next Section 5 we introduce basic assumptions, under which the well-
posedness and regularity results are obtained. Notice that the main hypothesis is,
roughly speaking, a sort of (Lipschitz) compatibility of the normal vectors to F ,
on one hand, and of the (proximal) subdifferential to the restriction θ |C , on the
other. Moreover, an auxiliary statement similar to Lemma 5.1 [25] is placed here.
The (local) well-posedness of the problem (7) is proved in Section 6, while Section
7 is devoted to the regularity of the value function that includes its Fre´chet differ-
entiability and the (Ho¨lder) continuity of the gradient near the target. We conclude
4 F. F. Pereira, V.V. Goncharov
in Section 8 with two examples, which illustrate the applicability and the novelty of
obtained results even in finite dimensions.
The main results of the paper (without detailed proofs) were announced earlier
in [27].
2 Preliminaries
Let us emphasize first the setting of the problem. Everywhere in our considerations
we assume that H is a Hilbert space with the inner product 〈·, ·〉 and the norm ‖·‖,
that F ⊂ H is a convex closed bounded set containing the origin in the interior and
that C ⊂ H is an arbitrary nonempty closed subset. Given a sufficiently regular
(e.g., Lipschitz continuous) real-valued function θ : C → R we are interested in the
well-posedness of the problem (7), i.e., in the existence, uniqueness and stability of
its minimizers as well as in some kind of regularity of the value function (denoted
further by uˆ (·)).
We define the support function σF : H → R+,
σF (ξ
∗) := sup {〈ξ, ξ∗〉 : ξ ∈ F} ,
and recall the well known identity
ρF (ξ) = σF0 (ξ) , ξ ∈ H, (8)
where F 0 is the polar set of F . Hence
1
‖F‖ ‖ξ‖ ≤ ρF (ξ) ≤
∥∥F 0∥∥ ‖ξ‖ , ξ ∈ H, (9)
where ‖F‖ := sup {‖ξ‖ : ξ ∈ F}, and ρF (·) is lipschitzean with the Lipschitz con-
stant
∥∥F 0∥∥.
In what follows we use also the so called duality mapping JF : ∂F
0 → ∂F that
associates to each ξ∗ ∈ ∂F 0 the set of all linear functionals 〈ξ, ·〉 with ξ ∈ ∂F
supporting F 0 in ξ∗. In other words,
JF (ξ
∗) := {ξ ∈ ∂F : 〈ξ, ξ∗〉 = 1} .
Denoting by NF (ξ) the normal cone to F at the point ξ ∈ ∂F and by ∂ρF (ξ) the
subdifferential of the function ρF (·) in the sense of Convex Analysis we have other
characterizations of the duality mapping:
JF (ξ
∗) = ∂ρF0 (ξ
∗) ; (10)
JF0 (ξ) = J
−1
F (ξ) = NF (ξ) ∩ ∂F 0. (11)
In particular, using positive homogeneity of the gauge function one easily deduce
from (10) and (11) that
∂ρF (ξ) = NF
(
ξ
ρF (ξ)
)
∩ ∂F 0, ξ 6= 0. (12)
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Following [25, Definition 3.2], for each dual pair (ξ, ξ∗) (i.e., ξ∗ ∈ ∂F 0 and
ξ ∈ JF (ξ∗)) let us define the modulus of rotundity
ĈF (r, ξ, ξ
∗) := inf {〈ξ − η, ξ∗〉 : η ∈ F, ‖ξ − η‖ ≥ r} , r > 0.
The set F is said to be strictly convex (or rotund) at ξ w.r.t. ξ∗ if
ĈF (r, ξ, ξ
∗) > 0 for all r > 0. (13)
If (13) is fulfilled then ξ is an exposed point of F and, in particular, ξ is the unique
element of JF (ξ
∗). So, in this case ξ is well defined whenever ξ∗ is fixed. Observe
that there is a strong connection between the rotundity of F and the smoothness
of F 0. Namely (see [25, Proposition 3.3 (iii)]), F is strictly convex at ξ w.r.t. ξ∗ iff
ρF0 (·) is Fre´chet differentiable at ξ∗ with ∇ρF0 (ξ∗) = ξ. In this case we say also
that F 0 is smooth at ξ∗ (w.r.t. ξ).
Given a set U ⊂ ∂F 0 we say that F is uniformly rotund w.r.t. U if
βU (r) := inf
{
ĈF (r, ξ, ξ
∗) : ξ∗ ∈ U
}
> 0 for all r > 0.
In [26, Proposition 2.1] the dual version of the latter property was given: the gauge F
is uniformly rotund w.r.t. U if and only if the duality mapping JF (·) is single-valued
on U and uniformly continuous in the following sense
sup
η∈JF (η∗)
‖JF (ξ∗)− η‖ → 0 as ‖ξ∗ − η∗‖ → 0, ξ∗ ∈ U , η∗ ∈ ∂F 0 (14)
(we clearly identify JF (ξ
∗) with its element whenever it is a singleton). Recalling the
characterization of the duality mapping through the subdifferential of the Minkowski
functional (see (10)) we derive from (14) that the uniform rotundity of F w.r.t. U
implies, in particular, the uniform continuity of the Fre´chet gradient ∇ρF0 (·) on
the set U .
In Sections 4 and 7 we will use also the distance between sets A,B ⊂ H. So, let
us remind the Pompeiu-Hausdorff metric:
D (A,B) := max
{
sup
x∈A
dB (x) , sup
y∈B
dA (y)
}
=
= inf
{
r > 0 : A ⊂ B + rB and B ⊂ A+ rB} . (15)
Here and in what folows B means the closed unit ball in H. It is well known that
the family convH of all nonempty convex closed bounded subsets of H supplied
with the above distance is isometrically embedded into the space of real continuous
functions defined on H as a complete cone, and the respective isometry is given by
the formula:
D (A,B) = sup
‖v‖=1
|σA (v)− σB (v)| . (16)
Given now F ∈ convH with nonempty interior and v ∈ intF let us denote by
rF (v) := sup
{
r > 0 : v + rB ⊂ F} . (17)
Being the set (F − v)0 convex closed and bounded we have the following (local)
Lipschitz inequality for the mapping v 7→ (F − v)0:
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D ((F − v1)0 , (F − v2)0) ≤ 1
rF (v1) rF (v2)
|v1 − v2| , (18)
v1, v2 ∈ intF . It was obtained in [21, Lemma 2] for H = Rn but readily can be
adapted to the Hilbert case.
In the rest of this section let us give some concepts and notations of Nonsmooth
Analysis, which will be used in the sequel.
Given a proper lower semicontinuous function f : H → R∪ {+∞} we denote by
∂pf (x), ∂−f (x), ∂lf (x) and ∂cf (x) the proximal, Fre´chet, limiting (Mordukhovich)
and Clarke-Rockafellar subdifferential of f (·) at a point x, f (x) < +∞, respectively.
Let us recall their definitions (see, e.g., [12, 31, 10]):
• ∂pf (x) := {ζ ∈ H : ∃η > 0, σ ≥ 0 such that f (y) ≥ f (x) + 〈ζ, y − x〉
−σ ‖y − x‖2 ∀y, ‖y − x‖ ≤ η};
• ∂−f (x) :=
{
ζ ∈ H : lim inf
y→x
f(y)−f(x)−〈ζ,y−x〉
‖y−x‖ ≥ 0
}
;
• ∂lf (x) := w-lim sup
y
f→x
∂−f (y) =
{
w- lim
i→∞
ζi : ζi ∈ ∂−f (xi) , xi → x,
f (xi)→ f (x)};
• ∂cf (x) := {ζ ∈ H : 〈ζ, v〉 ≤ f↑ (x; v) ∀v ∈ H}.
Here ”w- lim
i→∞
” stands for the weak limit, and
f↑ (x; v) := lim
ε→0+
lim sup
y
f→x, h→0+
inf
‖w−v‖≤ε
f (y + hw)− f (y)
h
is the Rockafellar’s generalized directional derivative; y
f→ x means the convergence
y → x together with f (y)→ f (x).
Moreover, in order to treat viscosity solutions in the next section we define the
Fre´chet superdifferential ∂+f (x) as the counterpart to ∂−f (x) assuming that the
function f (·) is upper semicontinuous at x:
∂+f (x) :=
{
ζ ∈ H : lim sup
y→x
f (y)− f (x)− 〈ζ, y − x〉
‖y − x‖ ≤ 0
}
. (19)
It is well known (see, e.g., [31, p. 90]) that for a continuous function f (·) both
∂−f (x) and ∂+f (x) are nonempty simultaneously if and only if f (·) is Fre´chet
differentiable at the point x. In this case ∂−f (x) = ∂+f (x) = {∇f (x)}.
Notice that the inclusions
∂pf (x) ⊂ ∂−f (x) ⊂ ∂lf (x) ⊂ ∂cf (x) (20)
are always valid, and that f↑ (x; v) is reduced to the Clarke’s directional derivative
fo (x; v) := lim sup
y→x, h→0+
f (y + hv)− f (y)
h
(21)
whenever f (·) is lipschitzean around x. In the latter case ∂cf (x) is bounded and
can be represented as the convex closed hull of the limiting subdifferential. Taking
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into account that in turn ∂lf (x) can be expressed through proximal subgradients
in the place of Fre´chet ones (see [31, p. 240]), we have
∂cf (x) = co
{
w- lim
i→∞
ζi : ζi ∈ ∂pf (xi) , xi → x
}
(22)
(see also [12, p. 88]). A function f (·) is said to be proximally (lower, Clarke) regular
at x if ∂pf (x) = ∂lf (x) (respectively, ∂−f (x) = ∂lf (x) or ∂−f (x) = ∂cf (x)).
If f (·) is convex then all the subdifferentials above coincide with the subdif-
ferential in the sense of Convex Analysis. If instead f (·) is (Fre´chet) continuously
differentiable at x then we can only affirm that ∂−f (x) = ∂lf (x) = ∂cf (x) =
{∇f (x)} whereas the proximal subdifferential may be empty. However, this does
not occur if the gradient ∇f (·) is lipschitzean near x. So, in the latter case also
∂pf (x) = {∇f (x)}. Let us observe that even Ho¨lder continuity of ∇f (·) with an
exponent 0 < α < 1 does not guarantee the proximal regularity.
Given an open set U ⊂ H in what follows we denote by C1,αloc (U), 0 < α ≤ 1, the
class of all continuously differentiable functions f (·) whose gradient ∇f (·) is locally
Ho¨lderean on U with the exponent α. In this case we say that f (·) is of class C1,αloc
on U .
The various notions of normal cones to a closed set C (all of them coincide with
the cone NC (x) if C is convex) can be given through the respective subdifferen-
tials of the indicator function IC (·) equal to 0 on C and to +∞ elsewhere. Thus,
the proximal, Fre´chet (ou weak Bouligand), limiting (or Mordukhovich) and Clarke
normal cones are defined and denoted by NpC (x), N
σ
C (x), N
l
C (x), N
c
C (x), respec-
tively. Various properties of the normal cones (as well as of the subdifferentials of
lower semicontinuous functions) can be found, e.g., in [10, 2, 36, 12, 31, 6]). Simi-
larly as for the subdifferentials, a closed set C is said to be proximally (normally,
Clarke) regular at x ∈ ∂C if NpC (x) = NlC (x) (respectively, NσC (x) = NlC (x) or
NσC (x) = N
c
C (x)).
We say that a closed set C ⊂ H has smooth (or C1) boundary at x0 ∈ ∂C if for
each x ∈ ∂C enough close to x0 the limiting cone NlC (x) is reduced to nC (x) R+
with some continuous function nC (·), ‖nC (x)‖ = 1. If, moreover, nC (·) is Ho¨lder
continuous with an exponent 0 < α ≤ 1 then we say that C has C1,α-boundary at
x0.
In what follows by the restriction θ |C we mean the function equal to θ (x) on
C and to +∞ elsewhere. If θ (·) is defined also out of C then clearly θ |C = θ + IC .
Due to this representation and to the proximal ”sum rule” ∂pf + ∂pg ⊂ ∂p (f + g)
we have that
• the subdifferential ∂p (θ |C ) (x) is unbounded whenever NpC (x) 6= {0};
• ∂p (θ |C ) (x) = ∂pθ (x) whenever x ∈ intC.
3 Marginal function as the viscosity solution
Let Ω ⊂ H be a nonempty open set and Γ : Ω × R × H → R be a continuous
mapping. Let us remind that a continuous function u : Ω → R is said to be viscosity
solution of the (stationary) Hamilton-Jacobi equation
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Γ (x, u (x) ,∇u (x)) = 0 (23)
if the following two conditions are fulfilled:
(I) Γ (x, u (x) , p) ≤ 0 for each x ∈ Ω and each p ∈ ∂+u (x);
(II) Γ (x, u (x) , p) ≥ 0 for each x ∈ Ω and each p ∈ ∂−u (x).
For the main results of the viscosity theory for Hamilton-Jacobi equations we
refer to [3] and to the bibliography therein (for a concise survey of viscosity solutions
in finite dimensions see also the tutorial lessons by A. Bressan [7]). In particular, it is
known that for each suitable boundary function θ (·) there exists an unique viscosity
solution u (·) of the equation (23) such that u |∂Ω = θ. Moreover, this solution is
stable w.r.t. θ. Notice also that the class of viscosity solutions is consistent with
other types of solutions. For instance, any continuously differentiable (by Fre´chet)
function u (·) satisfying (23) everywhere in Ω (so named classical solution) is also a
viscosity solution.
Now we consider a hamiltonian Γ depending only on the gradient. Then, as
shown in [9], under some geometric conditions the Hamilton-Jacobi equation (23)
can be reduced to a particular case, where the hamiltonian takes the form ρF0 (ξ)−1
with an appropriate gauge F (see (5) with Ω = H\C).
So, in what follows we deal with the boundary value problem for the equation
(5), assuming that the boundary function θ : C → R satisfies the slope condition
with respect to F , namely,
θ (x)− θ (y) ≤ ρF (x− y) ∀x, y ∈ C. (24)
Remark 1. By (9) the inequality (24) implies the Lipschitz continuity of the function
θ (·) on C with the Lipschitz constant ∥∥F 0∥∥. Moreover, the function
uˆ (x) := inf
y∈C
{ρF (x− y) + θ (y)} (25)
is a sort of extension of θ (·) to the whole H with keeping the property (24) (a
generalization of McShane lemma, see also [9, Lemma 4.1]).
Indeed, on one hand, it follows directly from (24) that uˆ (x) = θ (x) for all x ∈ C.
On the other hand, given y ∈ H and ε > 0 we find zy ∈ C such that
uˆ (y) ≥ ρF (y − zy) + θ (zy)− ε.
Then for each x ∈ H
uˆ (x)− uˆ (y) ≤ ρF (x− zy)− ρF (y − zy) + ε
≤ ρF (x− y) + ε.
Since ε > 0 is arbitrary, we arrive at the same slope condition as (24):
uˆ (x)− uˆ (y) ≤ ρF (x− y) ∀x, y ∈ H. (26)
It implies, in particular, that uˆ (x) admits finite value for each x ∈ H (in fact,
uˆ (x) ≥ θ (x0)− ρF (x0 − x), x ∈ H, where x0 ∈ C is an arbitrary fixed point).
Theorem 1. If the inequality (24) is fulfilled then the convolution (25) is the
(unique) viscosity solution of the equation (5) such that uˆ (x) = θ (x) , x ∈ C.
Regularity of a kind of marginal functions in Hilbert spaces 9
Proof. In conformity with the definition above the proof splits into two parts as
follows.
(I) Let us fix x /∈ C and p ∈ ∂+uˆ (x). Then, given ε > 0 by using the formula (19)
we find δ > 0 such that
uˆ (y)− uˆ (x)− 〈p, y − x〉 ≤ ε ‖y − x‖
whenever ‖y − x‖ ≤ δ. In the case y 6= x dividing the latter inequality by
ρF (x− y) and taking into account that
uˆ (y)− uˆ (x)
ρF (x− y) ≥ −1
(see (26)) we obtain
−1 +
〈
p,
x− y
ρF (x− y)
〉
≤ ε ‖x− y‖
ρF (x− y) .
Hence,
−1 + sup
0<‖y−x‖<δ
〈
p,
x− y
ρF (x− y)
〉
≤ ε sup
0<‖y−x‖<δ
‖y − x‖
ρF (y − x) . (27)
Since, by the positive homogeneity of the gauge function,
sup
0<‖y−x‖<δ
‖y − x‖
ρF (y − x) = supz 6=0
‖z‖
ρF (z)
= ‖F‖
and
sup
0<‖y−x‖<δ
〈
p,
x− y
ρF (x− y)
〉
= sup
z∈∂F
〈p, z〉 = σF (p) ,
it follows from (27) and (8) that
−1 + ρF0 (p) ≤ ε ‖F‖ .
Letting ε→ 0+ we obtain ρF0 (p) ≤ 1.
(II) Let us fix now p ∈ ∂−uˆ (x) (x /∈ C is given). We should prove that ρF0 (p) ≥ 1.
Assuming the contrary, we choose ε > 0 so small that ρF0 (p) < 1− ε. Then, by
the definition of the Fre´chet subdifferential and by (9) there exists δ, 0 < δ <
dC (x), with
uˆ (x)− uˆ (y) + 〈p, y − x〉 ≤ ε
4
ρF (x− y) (28)
whenever ‖y − x‖ ≤ δ. On the other hand, let us take zx ∈ C such that
uˆ (x) ≥ ρF (x− zx) + θ (zx)− εδ
8 ‖F‖ ,
and, consequently,
uˆ (x)− uˆ (y) ≥ ρF (x− zx)− ρF (y − zx)− εδ
8 ‖F‖ ∀y /∈ C. (29)
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Since ‖zx − x‖ > δ (by the choice of δ > 0), there exists yx ∈ [x, zx] with
‖yx − x‖ = δ/2. Representing this point as λx+ (1− λ) zx for some 0 < λ < 1,
we clearly have
ρF (x− yx) = (1− λ) ρF (x− zx) ;
ρF (yx − zx) = λρF (x− zx) .
Consequenlty (see also (9)),
ρF (x− zx)− ρF (yx − zx) = ρF (x− yx) ≥ δ
2 ‖F‖ . (30)
Therefore, applying successively (30), (29) and (28), we obtain
ρF (x− yx)− εδ
8 ‖F‖ + 〈p, yx − x〉
= ρF (x− zx)− ρF (yx − zx)− εδ
8 ‖F‖ + 〈p, yx − x〉
≤ uˆ (x)− uˆ (yx) + 〈p, yx − x〉 ≤ ε
4
ρF (x− yx) . (31)
It follows from the inequality ρF0 (p) ≥
〈
p, x−yx
ρF (x−yx)
〉
(see (8)) and from the
choice of ε > 0 that
〈p, x− yx〉 < ρF (x− yx) (1− ε) .
Hence, recalling (31) and (30) we obtain
ρF (x− yx) ≤ εδ
8 ‖F‖ + 〈p, x− yx〉+
ε
4
ρF (x− yx)
<
ε
4
ρF (x− yx) + ε
4
ρF (x− yx) + ρF (x− yx) (1− ε)
= ρF (x− yx)
(
1− ε
2
)
,
which is a contradiction.
Combining the parts (I) and (II) proves the Theorem. uunionsq
Remark 2. Observe that the slope condition (24) is always fulfilled if θ (·) is defined
and Lipschitz continuous on an open convex neighbourhood U of C and either
∇θ (x) ∈ F 0 for a.e. x ∈ U (in finite dimensions), or ∂cθ (x) ⊂ F 0 ∀x ∈ U (in
general case). This immediately follows from Lebourg’s theorem (see [10, p. 41]).
Vice versa (we use this property in the sequel), if θ (·) is defined and satisfies (24)
on a neighbourhood U (xˆ) of xˆ ∈ C then ∂cθ (xˆ) ⊂ F 0. Indeed, it follows directly
from (24) that given arbitrary v ∈ H for each x ∈ U (xˆ) and sufficiently small h > 0
we have
θ (x+ hv)− θ (x)
h
≤ ρF (v) .
Then, passing to lim sup as h→ 0+ and x→ xˆ we conclude from both (8) and (21)
that fo (xˆ; v) ≤ σF0 (v). So, the definition of the Clarke subdifferential gives:
∂cθ (xˆ) ⊂ {ζ ∈ H : 〈v, ζ〉 ≤ σF0 (v) ∀v ∈ H} = F 0.
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4 Marginal function as the minimal time
In this section we relate the function (25) with an optimal time control problem
having, in general, non constant (autonomous) dynamics. However, in order to do
this we should impose much stronger hypothesis on the function θ (·).
Theorem 2. Let U ⊂ H be an open convex set with U ⊃ C, and θ : U → R be a
(Fre´chet) continuously differentiable function such that
∇θ (x) ∈ intF 0 ∀x ∈ U . (32)
Then for each x ∈ U the equality
uˆ (x) = TF,θC (x) + θ (x) (33)
holds, where TF,θC (x) is the minimal time necessary to achieve (the boundary of) the
set C from the point x ∈ U by trajectories of the differential inclusion
x˙ (t) ∈ (−F 0 +∇θ (x (t)))0 (34)
remaining inside U .
Proof. Observe first that under the condition (32) the right-hand side of the inclusion
(34) is bounded for each x ∈ U that is essential for proving (33). Moreover, it is easy
to see that in this case the inequality (24) is strict.
Let us prove first that
uˆ (x) ≤ TF,θC (x) + θ (x) . (35)
To this end fix x ∈ U and assume that TF,θC (x) < +∞ (otherwise (35) is trivial).
So, there exists an instant, in which one can achieve the target C from x by some
trajectory of the inclusion (34) do not leaving the neighbourhood U . Let us take an
arbitrary such instant T > 0 and a trajectory x (·) of (34) with x (0) = x, x (T ) ∈ C
and x (t) ∈ U , t ∈ [0, T ].
On the other hand, since the function uˆ (·) satisfies on H the inequality (26),
it admits nonempty, convex and closed Clarke subdifferential ∂cuˆ (z) ⊂ F 0, z ∈ H
(see Remark 2). In other words, setting g (z) := uˆ (z)− θ (z) we have
−∂cg (z) ⊂ −F 0 +∇θ (z) (36)
(see [10, Propositions 2.3.1 and 2.3.2]). Now, the relations (34) and (36) imply that
〈−p, x˙ (t)〉 ≤ 1 for all p ∈ ∂cg (x (t)) and a.e. t ∈ [0, T ]. It follows then from [10, p.
27] that
go (x (t) ,−x˙ (t)) = max
p∈∂cg(x(t))
〈p,−x˙ (t)〉 ≤ 1. (37)
Let us consider the superposition t 7→ g (x (t)), which is Lipschitz continuous
because x (t) ∈ U , t ∈ [0, T ], and the right-hand side of (34) is bounded. Therefore,
t 7→ g (x (t)) admits derivative at a.e. t ∈ [0, T ]. By (21) and (37) we successively
obtain
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d
dt
g (x (t)) = −lim sup
h→0+
g (x (t− h))− g (x (t))
h
= −lim sup
h→0+
g (x (t)− hx˙ (t))− g (x (t))
h
≥ −go (x (t) ,−x˙ (t)) ≥ −1
a.e. on [0, T ]. Hence, by integrating the latter inequality on the interval [0, T ] and
taking into account that g (x (T )) = 0 (due to the boundary condition on C) we
have
−g(x) = g (x (T ))− g (x (0)) =
∫ T
0
d
dt
g (x (t)) dt ≥ −T .
Since the instant T > 0 was chosen arbitrarily, we arrive at (35).
In order to prove the opposite inequality we fix x ∈ U , ε > 0 and choose zx ∈ C
such that
uˆ (x) ≥ ρF (x− zx) + θ (zx)− ε. (38)
We should find a trajectory x (·) of the inclusion (34) remaining in U such that
x (0) = x and x (T ) = zx ∈ C where
T := ρF (x− zx) + θ (zx)− θ (x) > 0 (39)
(see (32)). To this end we define first an approximative sequence {xn (·)} as follows.
Given n = 1, 2, ... let us divide the segment [x, zx] in small parts by the points
xni := x+
i
n
(zx − x) ∈ U , i = 1, 2, ..., n. Denote by
Tni := ρF (x− xni ) + θ (xni )− θ (x)
and observe that Tn0 = 0, T
n
n = T , T
n
i > 0 and
hni := T
n
i − Tni−1 = ρF (xni−1 − xni ) + θ (xni )− θ (xni−1) > 0, (40)
i = 1, 2, ..., n, due to the strict slope condition. Defining on [0, T ] the continuous
piecewise affine function
xn (t) := x
n
i−1 +
t− Tni−1
hni
(xni − xni−1) , t ∈ [Tni−1, Tni ] , (41)
we clearly have xn (0) = x, xn (T ) = zx ∈ C, xn (Tni ) = xni , and
xn (t) ∈ [x, zx] ⊂ U , t ∈ [0, T ] . (42)
The composed function t 7→ θ (xn (t)) is continuously differentiable on each interval
]Tni−1, T
n
i [, i = 1, 2, ..., n, and by the mean value theorem there exists τ
n
i ∈ ]Tni−1, Tni [
such that
θ (xni ) = θ (x
n
i−1) +
d
dt
θ (xn (t))
∣∣
t=τni
hni
= θ (xni−1) + 〈∇θ (xn (τni )) , xni − xni−1〉 (43)
(see (41)). Combining (40), (43) and (8) we have that
hni = θ (x
n
i )− θ (xni−1) + ρF (xni−1 − xni )
= 〈−∇θ (xn (τni )) , xni−1 − xni 〉+ σF0 (xni−1 − xni )
≥ 〈−ξ∗ +∇θ (xn (τni )) , xni − xni−1〉
Regularity of a kind of marginal functions in Hilbert spaces 13
whenever ξ∗ ∈ F 0. Consequently,
x˙n (t) =
xni − xni−1
hni
∈ (−F 0 +∇θ (xn (τni )))0 (44)
for all t ∈ ]Tni−1, Tni [, i = 1, 2, ..., n.
Thus, it remains to prove the convergence of {xn (·)} (up to a subsequence) to
a desired trajectory. To this end we observe,.first, that the functions xn (·) admit
values in the same compact set [x, zx] (see (42)). Furthermore, since there exists
r > 0 with
∇θ (z) + rB ⊂ F 0 (45)
whenever z ∈ [x, zx] (see (32)), passing to the polar sets and recalling (44) we have
that
‖x˙n (t)‖ ≤
∥∥∥(−F 0 +∇θ (xn (τni )))0∥∥∥ ≤ 1
r
, t ∈ ]Tni−1, Tni [ , i = 1, 2, ..., n,
n = 1, 2, .... Therefore, applying successively Askoli and Banach-Alaoglu theorems
without loss of generality we can assume that both the sequence {xn (·)} converges
uniformly on [0, T ] to some Lipschitz continuous function x (·) and {x˙n (·)} converges
weakly in the space L∞ ([0, T ] , H) to the derivative x˙ (·), which exists almost every-
where on [0, T ]. Then, by Mazur’s Lemma there exists a sequence {vn (·)} of convex
combinations of the functions x˙n (·), converging to x˙ (·) strongly in L∞ ([0, T ] , H)
and, consequently, almost everywhere on [0, T ]. Let us denote by T the set of full
measure in [0, T ], does not containing the node points Tni , and such that for t ∈ T
the derivative x˙ (t) exists and vn (t)→ x˙ (t), n→∞.
Fix now t ∈ T and choose in, n = 1, 2, ..., with t ∈ ]Tnin−1, Tnin [. Since by (40),
(9) and (24)
hnin = T
n
in − Tnin−1 ≤ 2
∥∥F 0∥∥ ‖xnin−1 − xnin‖ = 2n ∥∥F 0∥∥ ‖zx − x‖ → 0,
we have that τnin → t as n → ∞. Then also xn (τnin) → x (t) and ∇θ (xn (τnin)) →
∇θ (x (t)), n→∞ (we use here the continuity of the gradient ∇θ (·)). Hence, recall-
ing (18), (17) and (45) we obtain
D
((−F 0 +∇θ (xn (τnin)))0 , (−F 0 +∇θ (x (t)))0)
≤ 1
r2
‖∇θ (xn (τnin))−∇θ (x (t))‖ → 0.
In particular, given δ > 0 one can choose N = N (δ) such that(−F 0 +∇θ (xn (τnin)))0 ⊂ (−F 0 +∇θ (x (t)))0 + δB (46)
whenever n ≥ N . Combining (46) with (44) by the convexity of the right-hand side
of (46) it follows that
vn (t) ∈
(−F 0 +∇θ (x (t)))0 + δB
for all n ≥ N . Passing now to the limit and taking into account the arbitrarity of
δ > 0, we conclude that x (·) is indeed a solution of the differential inclusion (34)
with x (0) = x and x (T ) = zx ∈ C. Moreover, x (·) admits values in U because all
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the approximate solutions xn (·) map [0, T ] into the compact segment [x, zx] ⊂ U .
Thus (see (38) and (39)),
TF,θC (x) ≤ T ≤ uˆ (x)− θ (x) + ε,
and getting ε→ 0+ we prove the second part of the Theorem. uunionsq
Remark 3. Notice that although the right-hand side in (34) is nonconstant and the
trajectories realizing the optimal time are, in general, nonaffine (as one can see from
the second part of the proof above), this time optimal control problem satisfies an
essential property that the target set is achieved for the shortest time along one
fixed direction (or close to that).
5 Auxiliary statement and standing assumptions
Our goal is to study regularity properties of uˆ (·) (see (25)), which (see the Sections
3 and 4) can be seen either as viscosity solution of a stationary Hamilton-Jacobi
equation or as translated value function in an associated optimal time control prob-
lem. Such regularity is strictly related to the existence, uniqueness and stability of
minimizers of y 7→ ρF (x− y) + θ (y) on C. In the particular case θ ≡ 0 this relation
was well studied in [16, 25, 26], while for a general marginal function T (x) and a
compact set C = C (x) (see (1)) we find a justification of this property, for instance,
in the result by F. Clarke on representation of the generalized gradient ∂cT (x) as a
family of integrals of f (x, ·) with respect to all Radon measures supported on the
set of minimizers Π (x) (see [10, p. 86]). In the sequel the set Π (x) for the problem
(7) will be denoted by piF,θC (x), and we keep the same notation for its element if
piF,θC (x) is a singleton.
Our standing hypothesis in what follows is a slightly strengthened slope condition
(compare with (24)):
(H) there exists 0 < γ < 1‖F‖‖F0‖ such that
θ (x)− θ (y) ≤ γρF (x− y) (47)
for all x, y ∈ C.
Extending if necessary θ (·) in a suitable way (see Remark 1), without loss of gener-
ality we can assume that the function θ (·) is defined and satisfies (47) on the whole
space H. Due to Remark 2 the inequality (47) can be equivalently written as the
inclusion
∂cθ (x) ⊂ γF 0, x ∈ H. (48)
By (9) and the convexity of F 0 it follows from (48) that
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∂cθ (x) +
1− γ
‖F‖ B ⊂ ∂
cθ (x) + (1− γ)F 0 ⊂ F 0, (49)
or, recalling the definition (17),
rF0 (ζ) ≥ 1− γ‖F‖ ∀ζ ∈ ∂
cθ (x) , x ∈ H. (50)
On the other hand, passing in (49) to polar sets we have∥∥∥(F 0 − ζ)0∥∥∥ ≤ ‖F‖
1− γ ∀ζ ∈ ∂
cθ (x) , x ∈ H. (51)
In particular, if θ (·) is (Fre´chet) differentiable at x then it follows from (50) and
(51) that
rF0 (∇θ (x)) ≥ 1− γ‖F‖ (52)
and ∥∥∥(F 0 −∇θ (x))0∥∥∥ ≤ ‖F‖
1− γ , (53)
respectively (these estimates will be used further in Section 7).
Besides (H) in what follows we need a certain ”slope-preserving” compatibility
of the set C and the function θ (·). Namely, set the following hypothesis:
(Hˆ) for each x ∈ ∂C there exist a (possibly empty) convex set Γ (x) ⊂ γF 0 and a
(possibly trivial) convex cone NθC (x) such that
∂p (θ |C ) (x) = Γ (x) + NθC (x) . (54)
So, the subdifferential ∂p (θ |C ) (x) is empty if and only if Γ (x) = ∅, while it is
bounded iff NθC (x) = {0}. Let us denote by ∂θC the part of ∂C consisting of the
points x where the cone NθC (x) is nontrivial. Notice that in the case θ ≡ 0 we have
Γ (x) = {0}, NθC (x) = NpC (x) for each x ∈ ∂C, and ∂θC = ∂∗C is the reduced
boundary in the sense of [25, 26].
Observe that the equality (54) holds with Γ (x) = ∂pθ (x) and NθC (x) = N
p
C (x),
in particular, whenever either both θ (·) and C are proximally regular (because for
the proximal subdifferentials the inclusion ∂p (θ |C ) (x) ⊃ ∂pθ (x) + NpC (x) always
holds, while for the limiting ones we have ∂l (θ |C ) (x) ⊂ ∂lθ (x) + NlC (x) (see,
e.g., [12, p. 62])), or θ (·) is of class C1,1 near a given point (that can be proved
easily by the same line as Proposition 2.11 [12, p. 38]). In the latter case, moreover,
Γ (x) = {∇θ (x)}. However, the decomposition property (Hˆ) can be valid in an
essentially nonsmooth case as well (see Example 2 in Section 8).
Let us prove now an auxiliar assertion giving a property of minimizing sequences
in (25), which generalizes the similar result [25, Lemma 5.1] obtained for the case
θ ≡ 0. We use here some tools of Variational and Proximal Analysis.
Lemma 1. Let us suppose the standing assumptions (H) and (Hˆ). Then given
a point z ∈ H \ C and a minimizing sequence {xn} ⊂ C for the function
x 7→ ρF (z − x) + θ (x) on C one can find another minimizing sequence {x′n} ⊂ ∂θC
and sequences {x′′n}, {vn}, {ξ∗n} such that
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vn ∈ ∂p (θ |C )
(
x′n
) ∩ ∂F 0, (55)
ξ∗n ∈ ∂ρF
(
z − x′′n
)
(56)
and ∥∥x′n − xn∥∥+ ∥∥x′′n − xn∥∥ → 0, (57)
‖vn − ξ∗n‖ → 0 (58)
as n→∞.
Proof. Let us take an arbitrary sequence εn → 0+ with
ρF (z − xn) + θ (xn) ≤ uˆ (z) + εn
and applying the Ekeland Variational Principle [18, Corollary 11] choose a sequence
{yn} ⊂ C such that
ρF (z − yn) + θ (yn) ≤ uˆ (z) + εn; (59)
‖xn − yn‖ ≤ √εn
and
ρF (z − yn) + θ (yn) ≤ ρF (z − y) + θ (y) +√εn ‖y − yn‖ (60)
for all y ∈ C, n = 1, 2, ... .
The inequality (60) means that yn minimizes the functional
Fn (y) := ρF (z − y) + θ |C (y) +√εn ‖y − yn‖
on H. Then the necessary condition of optimality in proximal form yields 0 ∈
∂pFn (yn). Decomposing the proximal subdifferential in accordance with the fuzzy
sum rule (see Theorem 8.3 [12, p. 56]) we find sequences {x′n} ⊂ C and {x′′n} ⊂ H,
‖x′n − yn‖ ≤ √εn, ‖x′′n − yn‖ ≤ √εn, such that
0 ∈ −∂ρF
(
z − x′′n
)
+
√
εn
x′′n − yn
‖x′′n − yn‖ + ∂
p (θ |C )
(
x′n
)
+
√
εnB
⊂ −∂ρF
(
z − x′′n
)
+ ∂p (θ |C )
(
x′n
)
+ 2
√
εnB.
Hence, there exist vectors v′n ∈ ∂p (θ |C ) (x′n) and ξ∗n ∈ ∂ρF (z − x′′n) with∥∥v′n − ξ∗n∥∥ ≤ 2√εn. (61)
It follows from (59), (47) and (9) that {x′n} is a minimizing sequence of x 7→
ρF (z − x) + θ (x) on C. Indeed,
ρF
(
z − x′n
)
+ θ
(
x′n
) ≤ ρF (z − yn) + θ (yn)
+ρF
(
yn − x′n
)
+ γ
∥∥F 0∥∥ ∥∥yn − x′n∥∥
≤ uˆ (z) + (γ + 1) ∥∥F 0∥∥√εn + εn.
By using the hypothesis (Hˆ) we deduce that x′n ∈ ∂θC since otherwise v′n ∈ Γ (x′n) ⊂
γF 0 contradicting the choice of ξ∗n because ‖v′n − ξ∗n‖ → 0 (see (61)) and ξ∗n ∈ ∂F 0
(see (12)). So, by (54) v′n can be decomposed in a sum wn + un where wn ∈ Γ (x′n)
and un ∈ NθC (x′n) with un 6= 0. Finally, let us define the vectors
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vn :=
un
ρF0−wn (un)
+ wn ∈ NθC
(
x′n
)
+ Γ
(
x′n
)
= ∂p (θ |C )
(
x′n
)
. (62)
Obviously, vn ∈ ∂F 0 implying together with (62) the property (55). Furthermore,
applying (9), the hypothesis (Hˆ) and the relations (48), (51) with Γ (x′n) in the
place of ∂cθ (x′n) we successively obtain∥∥v′n − vn∥∥ = ‖un‖
ρF0−wn (un)
∣∣ρF0−wn (v′n −wn)− ρF0−wn (ξ∗n −wn)∣∣
≤ ∥∥F 0 −wn∥∥∥∥∥(F 0 −wn)0∥∥∥∥∥v′n − ξ∗n∥∥
≤ 1 + γ
1− γ ‖F‖
∥∥F 0∥∥∥∥v′n − ξ∗n∥∥ , (63)
n = 1, 2, ... . Combining now (63) and (61) we arrive at (58), and the Lemma is
proved. uunionsq
6 Existence, uniqueness and stability of minimizers
Given x0 ∈ ∂C let us set now the local assumptions, under which the results on
well-posedness and regularity near x0 hold:
(H1 (x0)) the mapping x 7→ JF
(
∂p (θ |C ) (x) ∩ ∂F 0
)
is single-valued and lips-
chitzean (with Lipschitz constant L = L (x0) > 0) on the set
Cδ (x0) :=
{
x ∈ ∂θC : ‖x− x0‖ ≤ δ
}
, δ > 0;
(H2 (x0)) F is uniformly rotund w.r.t. the set
Uδ (x0) :=
⋃
x∈Cδ(x0)
∂p (θ |C ) (x) ∩ ∂F 0. (64)
Observe that (like the case θ ≡ 0) in finite dimensions the hypothesis (H2 (x0))
holds automatically if one requires just the strict convexity of F w.r.t. each vector
ξ∗ ∈ Uδ (x0) that trivially follows from (H1 (x0)). So, the assumption (H2 (x0)) can
be required only in an infinite dimensional space H, while in Rn it is superfluous.
Theorem 3. Under the standing assumptions (H) and (Hˆ) let us fix x0 ∈ ∂C and
assume that the local hypotheses (H1 (x0)) and (H2 (x0)) are fulfilled. Then there
exists a neighbourhood U (x0) of x0 where the mapping piF,θC (·) is single-valued and
locally lipschitzean.
Proof. Due to the choice of γ > 0 (see (H)) we can assume δ > 0 from the hypotheses
(H1 (x0))− (H2 (x0)) so small that
δγ
∥∥F 0∥∥ < 1− γ ‖F‖ ∥∥F 0∥∥
L
.
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Now, using the upper semicontinuity of uˆ (·) and the equality uˆ (x0) = θ (x0) (see
Theorem 1), we can define the (open) neighbourhood
U (x0) :=
{
x ∈ H : ‖x− x0‖ <
(
1− γ ‖F‖ ∥∥F 0∥∥) δ
2 ‖F‖ ‖F 0‖ ,
uˆ (x) < θ (x0) +
1− γ ‖F‖ ∥∥F 0∥∥
L
− δγ ∥∥F 0∥∥} . (65)
Fix z ∈ U (x0) \ C and a minimizing sequence {xn} ⊂ C for the function x 7→
ρF (z − x) + θ (x) on C. By Lemma 1 let us choose another minimizing sequence
{x′n} ⊂ ∂θC and sequences {x′′n} ⊂ H, vn ∈ ∂p (θ |C ) (x′n)∩ ∂F 0, ξ∗n ∈ ∂ρF (z − x′′n)
satisfying (57) and (58).
Let us show first that x′n ∈ Cδ (x0) for n ≥ 1 large enough. To this end we denote
by
0 < εn := ρF
(
z − x′n
)
+ θ
(
x′n
)− uˆ (z)→ 0+ (66)
and using the inequalities (9) and (47) successively write
ρF
(
x0 − x′n
) ≤ ρF (x0 − z) + ρF (z − x′n)
= ρF (x0 − z) + uˆ (z)− θ
(
x′n
)
+ εn
≤ ρF (x0 − z) + ρF (z − x0) + θ (x0)− θ
(
x′n
)
+ εn
≤ 2 ∥∥F 0∥∥ ‖z − x0‖+ γ ∥∥F 0∥∥ ∥∥x′n − x0∥∥+ εn. (67)
Hence, again by (9) we have(
1
‖F‖ − γ
∥∥F 0∥∥)∥∥x′n − x0∥∥ ≤ εn + 2 ∥∥F 0∥∥ ‖z − x0‖ ,
and by the choice of z (see (65)) conclude that ‖x′n − x0‖ < δ.
Then, due to one of the characterizations of the convex subdifferential (see (12))
ξ∗n ∈ NF (ξn) ∩ ∂F 0, where
ξn :=
z − x′′n
ρF (z − x′′n) ,
and, consequently (see (10)), ξn ∈ JF (ξ∗n), n = 1, 2, ... .
Set now
βn := max
{
εn,
∥∥x′n − xn∥∥+ ∥∥x′′n − xn∥∥ , ‖JF (vn)− ξn‖} (68)
and deduce from (57), (58), the hypothesis (H2 (x0)) and [26, Proposition 2.1] that
βn → 0+ as n→∞.
Taking into account the representation x′′n = z−ξnρF (z − x′′n), for given m,n ≥
1 we write∥∥x′′n − x′′m∥∥ ≤ ρF (z − x′′n) ‖ξn − ξm‖+ ‖ξm‖ ∣∣ρF (z − x′′n)− ρF (z − x′′m)∣∣ . (69)
Let us estimate each term of the latter inequality. First, by the definition of εn (see
(66)), (9), (47) and (68) we obtain that
ρF
(
z − x′′n
) ≤ ∥∥F 0∥∥ ∥∥x′′n − x′n∥∥+ uˆ (z)− θ (x′n)+ εn
≤ (∥∥F 0∥∥+ 1)βn + uˆ (z)− θ (x0) + γδ ∥∥F 0∥∥ (70)
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and that ∣∣ρF (z − x′′n)− ρF (z − x′′m)∣∣
≤ ∣∣ρF (z − x′n)− ρF (z − x′m)∣∣+ ∥∥F 0∥∥ (βn + βm)
≤ ∣∣ρF (z − x′n)+ θ (x′n)− uˆ (z)∣∣+ ∥∥F 0∥∥ (βn + βm)
+
∣∣ρF (z − x′m)+ θ (x′m)− uˆ (z)∣∣+ ∣∣θ (x′n)− θ (x′m)∣∣
≤ (∥∥F 0∥∥+ 1) (βn + βm) + γ ∥∥F 0∥∥∥∥x′n − x′m∥∥ . (71)
Furthermore, since vn ∈ ∂p (θ |C ) (x′n)∩∂F 0, applying the main hypothesis (H1 (x0))
we have
‖ξn − ξm‖ ≤ ‖JF (vn)− JF (vm)‖+ βn + βm
≤ L∥∥x′n − x′m∥∥+ βn + βm. (72)
After substituting (70)-(72) into (69) and joining all the infinitesimal constants we
finally arrive at:∥∥x′n − x′m∥∥ ≤ ∥∥x′′n − x′′m∥∥+ βn + βm ≤ [L (uˆ (z)− θ (x0) + γδ ∥∥F 0∥∥)
+γ ‖F‖ ∥∥F 0∥∥] ∥∥x′n − x′m∥∥+ µn,m (73)
where µn,m → 0+ as n,m→∞. Since
γ ‖F‖ ∥∥F 0∥∥+ L (uˆ (z)− θ (x0) + γδ ∥∥F 0∥∥) < 1
by the choice of z (see (65)), we conclude from (73) that {x′n} (and, consequently,
{xn}) is a Cauchy sequence in H.
In fact, we have proved that each minimizing sequence of the function x 7→
ρF (z − x) + θ (x) on C is a Cauchy sequence. Therefore, its limit x¯ is the (unique)
element of the set of minimizers piF,θC (z). Moreover, by using the same argument we
can prove the continuity of the mapping z 7→ piF,θC (z) on U (x0). Indeed, taking a
sequence {zn} ⊂ U (x0), zn → z ∈ U (x0), and denoting by z¯n the unique element of
piF,θC (zn), we observe that {z¯n} is a minimizing sequence of x 7→ ρF (z − x) + θ (x)
on C. Indeed, we have
uˆ (z) ≤ ρF (z − z¯n) + θ (z¯n) ≤ ρF (z − zn) + ρF (zn − z¯n) + θ (z¯n)
≤ uˆ (z) + 2∥∥F 0∥∥ ‖z − zn‖ ,
where the latter inequality follows from the lipschitzeanity of the function uˆ (·). So,
{z¯n} converges to the (unique) element of piF,θC (z).
In the second part of the proof we show that the single-valued function piF,θC (·) is
actually Lipschitz continuous on U (x0). To do this fix an arbitrary point x ∈ U (x0)
and choose τ > 0 and 0 < ε ≤ τ
2‖F0‖ so small that
uˆ (x)− θ (x0) + γδ
∥∥F 0∥∥+ τ < 1− γ ‖F‖ ∥∥F 0∥∥
L
(74)
and
2 ‖F‖∥∥F 0∥∥
1− γ ‖F‖ ‖F 0‖ (‖x− x0‖+ ε) < δ. (75)
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Let us take z1, z2 ∈ U (x0), ‖zi − x‖ < ε, i = 1, 2, and assume first that both
(different) points z1 and z2 are out of C. Setting β := ‖z1 − z2‖ /2 > 0, in virtue of
the hypothesis (H2 (x0)) and [26, Proposition 2.1 (ii)] we find 0 < ν ≤ ε ∧ β such
that
‖JF (η∗)− ξ‖ ≤ β
whenever ξ ∈ JF (ξ∗), ξ∗ ∈ ∂F 0 and η∗ ∈ Uδ (x0) with ‖ξ∗ − η∗‖ ≤ ν. Without loss
of generality one may suppose that
ν +
2 ‖F‖∥∥F 0∥∥
1− γ ‖F‖ ‖F 0‖ (‖x− x0‖+ ε) < δ (76)
and that
(
zi + νB
) ∩ C = ∅, i = 1, 2. Set also z¯i := piF,θC (zi). Now we apply the
tools used for proving Lemma 1 but without recurrence to the Ekeland Principle
(because the exact minimizer is already known). Namely, z¯i minimizes the function
Fi(x) := ρF (zi − x) + θ |C (x)
on H. Therefore 0 ∈ ∂pFi (z¯i), i = 1, 2. By the fuzzy sum rule similarly as in
the proof of Lemma 1 we find points z′i ∈ ∂θC and z′′i ∈ H both close to z¯i (say
‖z′i − z¯i‖+ ‖z′′i − z¯i‖ ≤ ν) and vectors vi ∈ ∂p (θ |C ) (z′i) ∩ ∂F 0, ξ∗i ∈ ∂ρF (zi − z′′i )
such that
‖vi − ξ∗i ‖ ≤ ν. (77)
Let us show now that z′i ∈ Cδ (x0). Similarly as in (67) we have:
ρF (x0 − z¯i) ≤ ρF (zi − z¯i) + ρF (x0 − zi)
= uˆ (zi)− θ (z¯i) + ρF (x0 − zi)
≤ ρF (zi − x0) + θ (x0)− θ (z¯i) +
∥∥F 0∥∥ ‖zi − x0‖
≤ 2 ∥∥F 0∥∥ ‖zi − x0‖+ γ ∥∥F 0∥∥ ‖z¯i − x0‖ ,
and, hence,
1− γ ∥∥F 0∥∥ ‖F‖
‖F‖ ‖z¯i − x0‖ ≤ 2
∥∥F 0∥∥ ‖zi − x0‖ .
Recalling (76), from the latter inequality we obtain∥∥z′i − x0∥∥ ≤ ∥∥z′i − z¯i∥∥+ ‖z¯i − x0‖
≤ ν + 2
∥∥F 0∥∥ ‖F‖
1− γ ‖F 0‖ ‖F‖ (ε+ ‖x− x0‖) < δ.
Thus z′i ∈ Cδ (x0) and vi ∈ Uδ (x0) (see (64)).
Setting now ξi :=
zi−z′′i
ρF (zi−z′′i )
we see that ξi ∈ JF (ξ∗i ), and it follows from (77)
and from the choice of ν > 0 that
‖JF (vi)− ξi‖ ≤ β. (78)
Joining together the inequalities (78) for i = 1, 2 and using the hypothesis (H1 (x0)),
we have
‖ξ1 − ξ2‖ ≤ 2β + L
∥∥z′1 − z′2∥∥
≤ 2β + L (2ν + ‖z¯1 − z¯2‖) . (79)
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In order to estimate the distance ‖z¯1 − z¯2‖ we use first the proximity of each
minimizer z¯i to z
′′
i = zi − ξiρF (zi − z′′i ). Namely,
‖z¯1 − z¯2‖ ≤ 2ν +
∥∥z′′1 − z′′2 ∥∥
≤ 2ν + ‖z1 − z2‖+
∥∥ξ1ρF (z1 − z′′1 )− ξ2ρF (z2 − z′′2 )∥∥
≤ 2ν + ‖z1 − z2‖+ ρF
(
z1 − z′′1
) ‖ξ1 − ξ2‖
+ ‖F‖ ∣∣ρF (z1 − z′′1 )− ρF (z2 − z′′2 )∣∣ . (80)
On the other hand, similarly to (70) and (71) we successively have
ρF
(
z1 − z′′1
) ≤ ρF (z1 − z¯1) + ∥∥F 0∥∥ ∥∥z¯1 − z′′1 ∥∥
≤ ∥∥F 0∥∥ ν + uˆ (z1)− θ (z¯1)
≤ ∥∥F 0∥∥ (ν + ‖z1 − x‖) + uˆ (x)− θ (x0) + γ ∥∥F 0∥∥ ‖z¯1 − x0‖
≤ uˆ (x)− θ (x0) + γ
∥∥F 0∥∥ δ + τ (81)
(recall that ν ≤ ε ≤ τ
2‖F0‖ ), and∣∣ρF (z1 − z′′1 )− ρF (z2 − z′′2 )∣∣
≤ |ρF (z1 − z¯1)− ρF (z2 − z¯2)|+ 2
∥∥F 0∥∥ ν
≤ |uˆ (z1)− uˆ (z2)|+ |θ (z¯1)− θ (z¯2)|+ 2
∥∥F 0∥∥ ν
≤ ∥∥F 0∥∥ (2ν + ‖z1 − z2‖) + γ ∥∥F 0∥∥ ‖z¯1 − z¯2‖ . (82)
Taking into account the inequalities (81), (79), (82) and recalling that ν ≤ β =
‖z1 − z2‖ /2 we deduce from (80):[
1− L (uˆ (x)− θ (x0) + γ ∥∥F 0∥∥ δ + τ)− γ ‖F‖∥∥F 0∥∥] ‖z¯1 − z¯2‖ ≤ K ‖z1 − z2‖
where
K = K (x) := 2
(
1 + ‖F‖∥∥F 0∥∥)+ (L+ 1) (uˆ (x)− θ (x0) + γ ∥∥F 0∥∥ δ + τ) > 0.
Finally,
µ = µ (x) := 1− L (uˆ (x)− θ (x0) + γ ∥∥F 0∥∥ δ + τ)− γ ‖F‖ ∥∥F 0∥∥ > 0
by (74), and we arrive at the (local) Lipschitz inequality∥∥∥piF,θC (z1)− piF,θC (z2)∥∥∥ ≤ K (x)µ (x) ‖z1 − z2‖ . (83)
In the case when one of the points zi (say z2) belongs to C, we obviously have
piF,θC (z2) = z2 and
‖z¯1 − z¯2‖ = ‖z¯1 − z2‖ ≤ ‖F‖ ρF (z1 − z¯1) + ‖z1 − z2‖
= ‖F‖ (uˆ (z1)− θ (z¯1)) + ‖z1 − z2‖
= ‖F‖ (uˆ (z1)− uˆ (z2)) + ‖F‖ (θ (z2)− θ (z¯1)) + ‖z1 − z2‖
≤ (‖F‖ ∥∥F 0∥∥+ 1) ‖z1 − z2‖+ γ ‖F‖∥∥F 0∥∥ ‖z¯1 − z¯2‖ .
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Hence, (83) holds as well with
K (x) := ‖F‖ ∥∥F 0∥∥+ 1
and
µ (x) := 1− γ ‖F‖∥∥F 0∥∥ > 0.
Theorem is completely proved. uunionsq
Remark 4. Notice that the Lipschitz constant of the mapping piF,θC (·) depends es-
sentially on the distance from the boundary of the neighbourhood U (x0) controlled
by the parameter τ . In fact, U (x0) is defined by means of two inequalities: the first
one gives direct proximity to the boundary point x0, while the second derives from
the upper semicontinuity of the marginal function uˆ (·) at x0. Thus, the Lipschitz
constant of piF,θC (·) depending on x ∈ U (x0) tends to +∞ (µ (x)→ 0) whenever the
strict upper semicontinuity inequality
uˆ (x) < uˆ (x0) +
1− γ ‖F‖ ∥∥F 0∥∥
L
− δγ ∥∥F 0∥∥
tends to become an equality, i.e., the value of the function uˆ (·) at x is most dis-
tant from its value at x0. This generalizes the well-known property of the metric
projections onto prox-regular sets (see, e.g., [8]).
Remark 5. If the conditions (H1 (x0)) and (H2 (x0)) are fulfilled at each point x0 ∈
∂C then the marginal mapping x 7→ piF,θC (x) is single-valued and locally lipschitzean
on the open neighbourhood
A (C) := intC ∪
⋃
x0∈∂C
U (x0)
of the target set.
7 Regularity of the value function
At the beginning of this section we study the Clarke (and lower) regularity of the
function uˆ (·) at a given point xˆ out of the target set under an a priori assumption
that for each x near xˆ the infimum in (7) is attended at an unique point, and a kind of
stability of the minimizer takes place. Furthermore, we give a representation formula
for the Clarke (Fre´chet or Mordukhovich) subdifferential of uˆ (·) at xˆ in terms of the
respective constructions for F , θ (·) and C. A similar result was obtained in [26] in
the case θ ≡ 0 (see also [14]).
For one step of the proof we need the following simple observation.
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Lemma 2. Fix x /∈ C such that piF,θC (x) is a singleton (say x¯) and denote by ξ :=
x−x¯
ρF (x−x¯) . Then for all 0 ≤ t ≤ ρF (x− x¯) the inequality
uˆ
(
x− tξ) ≤ uˆ (x)− t (84)
holds.
Proof. Setting yt := x− tξ for 0 ≤ t ≤ ρF (x− x¯), we have
uˆ (yt) ≤ ρF (yt − x¯) + θ (x¯) = ρF
(
(x− x¯)
(
1− t
ρF (x− x¯)
))
+ θ (x¯)
= ρF (x− x¯)− t+ θ (x¯) = uˆ (x)− t,
and (84) is proved. uunionsq
Theorem 4. Let us fix xˆ /∈ C and assume that the mapping x 7→ piF,θC (x) is single-
valued in a neighbourhood U (xˆ) of xˆ and such that
lim
r→0+
ω (xˆ; r)√
r
= 0, (85)
where ω (xˆ; r) is the modulus of continuity of piF,θC (·) at the point xˆ, namely,
ω (xˆ; r) := sup
{∥∥∥piF,θC (x)− piF,θC (xˆ)∥∥∥ : ‖x− xˆ‖ ≤ r} .
Suppose also that the restriction θ |C is proximally regular at xˆ := piF,θC (xˆ). Then the
function uˆ (·) is Clarke (and, hence, lower) regular at xˆ. Furthermore, the following
formula takes place:
∂cuˆ (xˆ) = ∂luˆ (xˆ) = ∂−uˆ (xˆ) = ∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) 6= ∅. (86)
Proof. Our proof is divided into several steps.
Step 1. Let us show first that ∂−uˆ (x) ⊂ ∂ρF (x− x¯) for each x ∈ U (xˆ) where x¯ :=
piF,θC (x). To this end we use the representation of the subdifferential ∂ρF (x− x¯)
via the normal cone to F (see (12)). Since the function uˆ (·) satisfies the slope
condition (26), by (20) and Remark 2 we have ∂−uˆ (x) ⊂ ∂cuˆ (x) ⊂ F 0. On the
other hand, by Theorem 1 uˆ (·) is the viscosity solution of (5). So, in particular,
ρF0 (p) ≥ 1 (87)
for each p ∈ ∂−uˆ (x). Thus ∂−uˆ (x) ⊂ ∂F 0.
Besides that, given p ∈ ∂−uˆ (x) let us choose ε > 0 and δ > 0 such that
uˆ (y)− uˆ (x)− 〈p, y − x〉 ≥ −ε ‖x− y‖
for all y, ‖y − x‖ ≤ δ. In particular, setting y = x− tξ¯, where
ξ¯ :=
x− x¯
ρF (x− x¯) ,
and applying Lemma 2 we have that
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uˆ (x)− t ≥ uˆ (x− tξ¯)
≥ uˆ (x)− t 〈p, ξ¯〉− εt ∥∥ξ¯∥∥
for sufficiently small t > 0. Hence, letting ε → 0+ we arrive at 1 ≤ 〈p, ξ¯〉 and,
consequently, 〈
p, ξ − ξ¯〉 ≤ 0
whenever ξ ∈ F , i.e., p ∈ NF
(
ξ¯
)
. So, due to (12) we conclude that ∂−uˆ (x) ⊂
∂ρF (x− x¯).
Step 2. We prove the inclusion ∂puˆ (x) ⊂ ∂p (θ |C ) (x¯), x ∈ U (xˆ). Given p ∈ ∂puˆ (x)
let us choose η > 0 and σ > 0 such that
uˆ (y)− uˆ (x)− 〈p, y − x〉 ≥ −σ ‖y − x‖2
for all y, ‖y − x‖ ≤ η. In particular, for y = z− x¯+x, where z ∈ C, ‖z − x¯‖ ≤ η,
we have:
−σ ‖z − x¯‖2 ≤ uˆ (z − x¯+ x)− uˆ (x)− 〈p, z − x¯〉
≤ ρF (x− x¯) + θ (z)− ρF (x− x¯)− θ (x¯)− 〈p, z − x¯〉 ,
or, in other words,
−σ ‖z − x¯‖2 ≤ θ |C (z)− θ |C (x¯)− 〈p, z − x¯〉
for all z ∈ H with ‖z − x¯‖ ≤ η that means p ∈ ∂p (θ |C ) (x¯).
Thus, joining Steps 1 and 2 we conclude that
∂puˆ (x) ⊂ ∂ρF (x− x¯) ∩ ∂p (θ |C ) (x¯) (88)
for each x close to xˆ.
Step 3. Let us prove now a kind of opposite inclusion
∂ρF (x− x¯) ∩ ∂p (θ |C ) (x¯) ⊂ ∂−uˆ (x) (89)
but only at the point x = xˆ. To this end fix p from the left-hand side of (89).
Then, in particular,
ρF (ξ) ≥ ρF
(
xˆ− xˆ)+ 〈p, ξ − xˆ+ xˆ〉 (90)
for all ξ ∈ H. Given x /∈ C sufficiently close to xˆ let us set ξ = x− x¯ in (90) and
rewrite the latter inequality as
ρF (x− x¯)− ρF
(
xˆ− xˆ)− 〈p, x− xˆ〉 ≥ − 〈p, x¯− xˆ〉 . (91)
On the other hand, one can choose η > 0 and σ > 0 such that
θ (z) ≥ θ (xˆ)+ 〈p, z − xˆ〉− σ ∥∥z − xˆ∥∥2 (92)
whenever z ∈ C with ∥∥z − xˆ∥∥ ≤ η. Due to the continuity of the mapping piF,θC (·)
at xˆ the inequality (92) holds for z = x¯ with x enough close to xˆ. Combining
this with both (91) and the condition (85), we successively obtain:
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lim inf
x→xˆ
uˆ (x)− uˆ (xˆ)− 〈p, x− xˆ〉
‖x− xˆ‖
= lim inf
x→xˆ
ρF (x− x¯) + θ (x¯)− ρF
(
xˆ− xˆ)− θ (xˆ)− 〈p, x− xˆ〉
‖x− xˆ‖
≥ lim inf
x→xˆ
− 〈p, x¯− xˆ〉+ θ (x¯)− θ (xˆ)
‖x− xˆ‖
≥ lim inf
x→xˆ
−σ ∥∥x¯− xˆ∥∥2
‖x− xˆ‖ ≥ −σ
(
lim
r→0+
ω (xˆ, r)√
r
)2
= 0,
i.e., p ∈ ∂−uˆ (xˆ).
Taking into account the proximal regularity of θ |C at the point xˆ and the
inclusions (20) we deduce from (89) that
∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) ⊂ ∂−uˆ (xˆ) ⊂ ∂cuˆ (xˆ) . (93)
Step 4. To complete the proof recall the representation formula (22) for the Clarke
subdifferential through the proximal subgradients in neighbour points and apply
the inclusion (88). So, ∂cuˆ (xˆ) is contained in the closed convex hull of the set of
all weak limits of sequences ζi ∈ ∂ρF (xi − x¯i) ∩ ∂p (θ |C ) (x¯i) such that xi → xˆ
as i → ∞. Furthermore, since x¯i → xˆ, the subdifferential of a convex function
has s×w sequentially closed graph and
w- lim sup
x→xˆ, x∈C
∂p (θ |C ) (x) = ∂l (θ |C )
(
xˆ
)
(see [31, p. 240]), we have
∂cuˆ (xˆ) ⊂ co
(
∂ρF
(
xˆ− xˆ) ∩ ∂l (θ |C ) (xˆ))
= ∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) , (94)
where the latter equality follows from the lower regularity of the function θ |C
(it is a consequence of the proximal regularity) and from the convexity of the
Fre´chet subdifferential ∂− (θ |C )
(
xˆ
)
. Hence, in particular, the right-hand side
of (94) is nonempty because uˆ (·) is a lipschitzean function.
Combining now (94) with (93) proves the Theorem. uunionsq
Corollary 1. If the condition (85) is fulfilled not only at the point xˆ itself but at each
x ∈ U (xˆ) (in particular, if piF,θC (·) is Ho¨lder continuous with an exponent β > 1/2
on this neighbourhood) then the equality
∂cuˆ (xˆ) = ∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) (95)
takes place whenever θ |C is just lower regular at xˆ. If, moreover, θ |C is lower
regular at each point of ∂C close to xˆ then the same equality as (95) holds also at
each x ∈ U (xˆ).
Proof. Indeed, under the assumptions of the Corollary the inclusion (89) is valid at
all points x close to xˆ, and passing to the weak Kuratowski-Painleve´ upper limits we
have
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∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) = ∂ρF (xˆ− xˆ) ∩ ∂l (θ |C ) (xˆ)
⊂ ∂luˆ (xˆ) ⊂ ∂cuˆ (xˆ) ,
while the opposite inclusion is already proved (see (94)). The second assertion is
obvious. uunionsq
Observe that in the framework of Corollary 1 by strengthening the condition
(85) we can achieve the Clarke regularity of uˆ (·) as well.
Proposition 1. Given xˆ /∈ C let us assume that the mapping x 7→ piF,θC (x) is single-
valued in a neighbourhood U (xˆ) of xˆ and satisfies the Lipschitz type inequality∥∥∥piF,θC (x)− piF,θC (xˆ)∥∥∥ ≤ L ‖x− xˆ‖ (96)
for all x ∈ U (xˆ) with some constant L > 0. If, moreover, the restriction θ |C is
lower regular at xˆ := piF,θC (xˆ) then the statement of Theorem 4 holds.
Proof. The equalities in (86) split essentially into two inclusions. The first one is
(94), which is obtained by using only the lower regularity of θ |C , and the second is
∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) ⊂ ∂−uˆ (xˆ) (97)
(compare with (89)).
Taking p ∈ ∂ρF
(
xˆ− xˆ) ∩ ∂− (θ |C ) (xˆ) similarly as in the proof of Theorem
4 (see Step 3) we write the inequality (91) for all x /∈ C sufficiently close to xˆ.
Furthermore, given ε > 0 we choose η > 0 such that
θ (z) ≥ θ (xˆ)+ 〈p, z − xˆ〉− ε
L
∥∥z − xˆ∥∥ (98)
whenever z ∈ C with ∥∥z − xˆ∥∥ ≤ η (compare with (92)). By the continuity of piF,θC (·)
let us choose δ > 0 such that
∥∥x¯− xˆ∥∥ ≤ η whenever ‖x− xˆ‖ ≤ δ. Setting then z = x¯
in (98) and taking into account the inequality (96) we have:
θ (x¯) ≥ θ (xˆ)+ 〈p, x¯− xˆ〉− ε ‖x− xˆ‖ . (99)
Joining together (91) and (99) we obtain that
uˆ (x)− uˆ (xˆ)− 〈p, x− xˆ〉 = ρF (x− x¯) + θ (x¯)
−ρF
(
xˆ− xˆ)− θ (xˆ)− 〈p, x− xˆ〉
≥ − 〈p, x¯− xˆ〉+ θ (x¯)− θ (xˆ) ≥ −ε ‖x− xˆ‖
for all x, ‖x− xˆ‖ ≤ δ. So, p ∈ ∂−uˆ (xˆ), and the inclusion (97) is proved. uunionsq
We see that under the assumption of Corollary 1 the question of the Fre´chet con-
tinuous differentiability of the value function uˆ (·) is reduced to the single-valuedness
and the continuity of the mapping
Φ (x) := ∂− (θ |C ) (x¯) ∩ ∂ρF (x− x¯) (100)
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near a given point xˆ. Indeed, if Φ (x) = ∂cuˆ (x) is a singleton then by [10, Propo-
sition 2.2.4] uˆ (·) is strictly differentiable and ∂cuˆ (x) = {∇H uˆ (x)}, where ∇H uˆ (x)
stands for the (strict) Hadamard derivative coinciding with the Fre´chet one by the
continuity. Observe that in finite dimensions the mapping (100) is continuous as
soon as it is single-valued. This follows from the lower regularity of θ |C and from
the properties of the subdifferentials ∂l (θ |C ) and ∂ρF .
Thus, recalling (12) we have a representation formula for the gradient ∇uˆ (·)
in a neighbourhood of xˆ through the (unique) minimizer x¯ of the function y 7→
ρF (x− y) + θ (y) on C:
∇uˆ (x) = ∂− (θ |C ) (x¯) ∩NF
(
x− x¯
ρF (x− x¯)
)
∩ ∂F 0. (101)
Although the condition guaranteeing the continuous Fre´chet differentiability in
such a form (single-valuedness and continuity of the mapping (100)) and the for-
mula (101) have a certain theoretical interest, their practical applicability is very
restrictive because they are given in terms of an a priori unknown minimizer. To
overcome this difficulty we propose first an alternate hypothesis regarding the regu-
larity properties of either the function θ |C or the gauge F . Namely, observing that
the right-hand side in (101) is reduced to a singleton whenever either the Fre´chet
subdifferential ∂− (θ |C ) (x¯) or the normal cone NF
(
x−x¯
ρF (x−x¯)
)
(both unbounded)
becomes a semiline, we arrive at the following result.
Theorem 5. Given xˆ ∈ H \ C assume that in some neighbourhood U (xˆ) of xˆ
the mapping x 7→ piF,θC (x) is single-valued and Ho¨lder continuous with an exponent
β > 1/2, and that the restriction θ |C is lower regular at x¯ = piF,θC (x) for each x
close to xˆ. Then the function uˆ (·) is (Fre´chet) continuously differentiable on U (xˆ)
if at least one of the conditions below holds:
(i) F is smooth at ξ := x−x¯
ρF (x−x¯) for each x ∈ U (xˆ);
(ii) C has smooth boundary at xˆ, and the function θ (·) is of class C1 near this point.
Furthermore, in the first case
∇uˆ (x) = ∇ρF (x− x¯) (102)
(it coincides with the unique normal vector to F at the point ξ, belonging to the
boundary ∂F 0), while in the second
∇uˆ (x) = ∇θ (x¯) + λ (x¯) nC (x¯) , (103)
where λ = λ (x¯) > 0 is the unique positive root of the equation
ρF0 (∇θ (x¯) + λnC (x¯)) = 1, (104)
and nC (x¯) is the (unique) unit normal vector to C at x¯.
Proof. The first assertion follows directly from (101) because the smoothness of
F at ξ means exactly that the convex subdifferential ∂ρF (ξ) is reduced to the
unique point ξ∗ ∈ JF0 (ξ) = NF (ξ)∩ ∂F 0 (see (10)), which is nothing else than the
Fre´chet gradient ∇ρF (x− x¯). The continuity of ∇uˆ (·) instead follows from both
[25, Proposition 3.3 (ii)] and the continuity of piF,θC (·).
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In the second case let us decompose the Fre´chet subdifferential of θ |C into the
sum of the gradient ∇θ (x¯) and the (Fre´chet) normal cone to C (see [31, p. 112]):
∂− (θ |C ) (x¯) = ∇θ (x¯) + NσC (x¯) .
Since the boundary ∂C is assumed to be smooth at xˆ, and x¯ is close to xˆ whenever
x ∈ U (xˆ), we have that
NσC (x¯) = N
l
C (x¯) = {λnC (x¯) : λ ≥ 0} ,
where nC (·) is a continuous function defined on ∂C near xˆ with ‖nC (x¯)‖ = 1.
So, the intersection ∂− (θ |C ) (x¯) ∩ ∂F 0 is the singleton ∇θ (x¯) + λ (x¯) nC (x¯) where
λ (x¯) > 0 can be uniquely determined from the equation (104), and the gradient
∇uˆ (x) takes the form (103) (see (101)). In order to show continuity let us fix a
sequence {xn} converging to x ∈ U (xˆ). Then {x¯n} converges to x¯ ∈ ∂C. Let us
denote by λn = λ (x¯n) the respective positive root of (104) and observe that the
sequence {λn} is bounded. Consequently, some of its subsequences (assume that
{λn} itself) converges to λ¯ ≥ 0. Passing to limit in the equality
ρF0 (∇θ (x¯n) + λnnC (x¯n)) = 1
and using continuity of the involved functions we arrive at
ρF0
(∇θ (x¯) + λ¯nC (x¯)) = 1.
Hence λ¯ > 0 (see (48)), and by the uniqueness λ¯ = λ (x¯). Therefore ∇uˆ (xn) →
∇uˆ (x), and the continuity is proved. uunionsq
Recall now that under the standing assumptions (H), (Hˆ) and the local hy-
potheses (H1 (x0)), (H2 (x0)) the (single-valued) mapping x 7→ piF,θC (x) is locally
lipschitzean, so satisfies the hypotheses of both Corollary 1 and Proposition 1 near
a fixed point x0 ∈ C (see Theorem 3). Taking into account that piF,θC (x) is close to
x0 whenever x approaches x0, we give a version of the regularity theorem, which do
not use explicitly the minimizers.
Theorem 6. Let us fix x0 ∈ ∂C and suppose all the hypotheses of Theorem 3 to
be valid. Assume, in addition, that θ |C is lower regular near x0, and that for some
δ > 0 at least one of the conditions below is fulfilled:
(i) F is smooth at each ξ ∈ JF
(
∂− (θ |C ) (x) ∩ ∂F 0
)
, x ∈ ∂C, ‖x− x0‖ ≤ δ;
(ii) C has smooth boundary, and θ (·) is of class C1 on ∂C∩ (x0 + δB).
Then the marginal function uˆ (·) is (Fre´chet) continuously differentiable on a neigh-
bourhood of x0 (outside of C), and the gradient ∇uˆ (x) can be computed by the
formula (102) or (103), respectively.
Proof. By Theorem 3 there exists a neighbourhood U (x0) of x0 such that for each
x ∈ U (x0) the set piF,θC (x) is a singleton, say {x¯}, and ‖x¯− x0‖ ≤ δ. Now, in the
case (i) we apply Corollary 1 at the point x ∈ U (x0) \ C and consider the unique
vector
ξ∗ ∈ ∂− (θ |C ) (x¯) ∩NF (ξ) ∩ ∂F 0
where ξ := x−x¯
ρF (x−x¯) (see (101)). In particular, ξ
∗ ∈ JF0 (ξ), or dually ξ ∈ JF (ξ∗).
So, we are led to the hypothesis (i) of Theorem 5. The case (ii) instead is directly
reduced to Theorem 5 (ii). uunionsq
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By duality, in the place of the smoothness of F we may require here the rotundity
of F 0 with respect to each ξ ∈ JF
(
∂− (θ |C ) (x) ∩ ∂F 0
)
(compare with the condition
(H2 (x0))).
If the hypotheses (H1 (x0)) and (H2 (x0)) hold at each point x0 ∈ ∂C, and the
restriction θ |C is lower regular everywhere on the boundary ∂C, then in order to
have the continuous differentiability of uˆ (·) in some neighbourhood A ⊃ C (outside
of C) one can alternate the conditions (i) and (ii) from one point x0 ∈ ∂C to other.
In conclusion let us strengthen the hypotheses on F , C and θ (·) in order to
have more regularity for the value function uˆ (·). Remind that in the case θ ≡ 0 and
F = B under well-posedness assumptions, which are reduced to the ϕ-convexity of
C, the function uˆ (·) = dC (·) is of class C1,1 near C, while in the case of an arbitrary
gauge the lipschitzeanity (ho¨lderianity, in general) of ∇uˆ (·) depends on the order of
smoothness of the input data (see [26, Theorems 5.6 and 5.7]). The same happens
in the case θ 6= 0.
Theorem 7. Given x0 ∈ ∂C let us assume that all the hypotheses of Theorem 6 hold.
Moreover, suppose that in the case (i) the gradient ∇ρF (·) is Ho¨lder continuous with
an exponent 0 < α ≤ 1 on the set
Mδ (x0) :=
⋃
x∈∂C,‖x−x0‖≤δ
JF
(
∂− (θ |C ) (x) ∩ ∂F 0
)
(equivalently, the unit normal vector to F moves in a ho¨lderean way along the part
Mδ (x0) of the boundary ∂F ), while in the case (ii) both the gradient ∇θ (·) and the
normal nC (·) are Ho¨lder continuous (with the exponent 0 < α ≤ 1) near x0. Then
the value function uˆ (·) is of class C1,αloc in a neighbourhood of x0 (outside of C).
Proof. After application of Theorem 6 the proving consists in the verification (lo-
cally) the Ho¨lder inequality for the gradient ∇uˆ (x) in both cases. Let U (x0) be the
neighbourhood of x0 constructed in Theorem 3. Without loss of generality assume
that δ > 0 from the formula (65) is the same as in the conditions (i) and (ii) of
Theorem 6. Fix x ∈ U (x0) \C and choose δ¯ > 0 such that x+ δ¯B ⊂ U (x0) \C. We
have U (x0) ⊂ x0 + δB. Moreover, for each z ∈ x+
(
δ¯/2
)
B the (unique) minimizer
z¯ := piF,θC (z) also belongs to x0 + δB as shown in the first part of the proof of
Theorem 3. Now, let us consider the respective estimates in each case separately.
(i) Given z1, z2 ∈ x+
(
δ¯/2
)
B we denote by
ξi :=
zi − z¯i
ρF (zi − z¯i) , z¯i := pi
F,θ
C (zi) , i = 1, 2,
and by the positive homogeneity of the Minkowski functional deduce from (102)
that
‖∇uˆ (z1)−∇uˆ (z2)‖ ≤ h ‖ξ1 − ξ2‖α , (105)
where h > 0 is the Ho¨lder constant of ∇ρF (·) on Mδ (x0). Setting for the sake
of brevity ρi := ρF (zi − z¯i), we further have
‖ξ1 − ξ2‖ ≤ 1
ρ1ρ2
(‖z¯1 − z1‖ |ρ2 − ρ1|+ ρ1 ‖(z¯1 − z¯2) + (z2 − z1)‖)
≤ 1
ρ2
(‖F‖ ∥∥F 0∥∥+ 1) ‖(z¯1 − z¯2) + (z2 − z1)‖
≤ 1
ρ2
(‖F‖ ∥∥F 0∥∥+ 1) (‖z¯1 − z¯2‖+ ‖z1 − z2‖) . (106)
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Notice that ‖z2 − z¯2‖ > δ¯/2 because otherwise ‖z¯2 − x‖ ≤ δ¯, contradicting the
choice of δ¯ > 0. Consequently, ρ2 ≥ δ¯2‖F‖ (see (9)). Hence, using the Lipschitz
continuity of piF,θC (·) (with the Lipschitz constant K > 0) we obtain from (106)
that
‖ξ1 − ξ2‖ ≤ 2 ‖F‖
(‖F‖ ∥∥F 0∥∥+ 1) (K + 1)
δ¯
‖z1 − z2‖ .
Joining the latter inequality with (105) we arrive at
‖∇uˆ (z1)−∇uˆ (z2)‖ ≤ H ‖z1 − z2‖α , (107)
where the constant H > 0 essentially depends on x (through δ¯ and K) and tends
to +∞ as the point x approaches the target C.
(ii) In this case we prove a Ho¨lder inequality like (107) in the neighbourhood x+ δ¯B.
To this end we apply the Lipschitz continuity of piF,θC (·) on U (x0) ⊃ x+ δ¯B and
the Ho¨lder continuity of both ∇θ (·) and nC (·) on ∂C ∩
(
x0 + δB
)
. Let us take
z1, z2 ∈ x + δ¯B and set as usual z¯i := piF,θC (zi), i = 1, 2. Then it follows from
(103) that
‖∇uˆ (z1)−∇uˆ (z2)‖ ≤ ‖∇θ (z¯1)−∇θ (z¯2)‖+ |λ (z¯1)− λ (z¯2)|
+λ (z¯1) ‖nC (z¯1)− nC (z¯2)‖ (108)
where λ (z¯i) > 0, i = 1, 2, satisfy the equality
ρF0 (∇θ (z¯i) + λ (z¯i) nC (z¯i)) = 1. (109)
Notice that (109) is equivalent to
1
λ (z¯i)
= ρF0−∇θ(z¯i) (nC (z¯i)) .
Then, due to (9) and to the hypothesis (H) (see (48))
λ (z¯i) ≤
∥∥F 0 −∇θ (z¯i)∥∥ ≤ (1 + γ) ∥∥F 0∥∥ . (110)
On the other hand, by the lipschitzeanity of the gauge function, (8), (53), (16),
(18) and (52) we successively have:∣∣∣∣ 1λ (z¯1) − 1λ (z¯2)
∣∣∣∣ ≤ ∣∣ρF0−∇θ(z¯1) (nC (z¯1))− ρF0−∇θ(z¯1) (nC (z¯2))∣∣
+
∣∣ρF0−∇θ(z¯1) (nC (z¯2))− ρF0−∇θ(z¯2) (nC (z¯2))∣∣
≤
∥∥∥(F 0 −∇θ (z¯1))0∥∥∥ ‖nC (z¯1)− nC (z¯2)‖+∣∣∣σ(F0−∇θ(z¯1))0 (nC (z¯2))− σ(F0−∇θ(z¯2))0 (nC (z¯2))∣∣∣
≤ ‖F‖
1− γ ‖nC (z¯1)− nC (z¯2)‖+
+D
((
F 0 −∇θ (z¯1)
)0
,
(
F 0 −∇θ (z¯2)
)0)
≤ ‖F‖
1− γ ‖nC (z¯1)− nC (z¯2)‖
+
( ‖F‖
1− γ
)2
‖∇θ (z¯1)−∇θ (z¯2)‖ . (111)
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Applying the Ho¨lder inequality for both nC (·), ∇θ (·) with the exponent 0 <
α ≤ 1 and a Ho¨lder constant h > 0 we obtain from (110) and (111) that
|λ (z¯1)− λ (z¯2)| = λ (z¯1)λ (z¯2)
∣∣∣∣ 1λ (z¯1) − 1λ (z¯2)
∣∣∣∣
≤ (1 + γ)
2
1− γ
(
1 +
‖F‖
1− γ
)
‖F‖∥∥F 0∥∥2 h ‖z¯1 − z¯2‖α . (112)
Again by the Ho¨lder continuity of the functions ∇θ (·) and nC (·) and by the
inequalities (108), (110) and (112) it follows that
‖∇uˆ (z1)−∇uˆ (z2)‖ ≤ h¯ ‖z¯1 − z¯2‖α
with some constant h¯ > 0, which is proportional to h. Recalling also the Lipschitz
inequality for minimizers (with a Lipschitz constant K > 0) we arrive, finally,
at (107) where H := h¯Kα.
So the Theorem is completely proved. uunionsq
Observe that unlike the item (i) the Ho¨lder constant in the case (ii) depends
possibly on how close to the boundary ∂C the point x is just through the lips-
chitzeanity of the mapping piF,θC (·) and the ho¨lderianity of both ∇θ (·) and nC (·)
(remind that in the case of metric projections onto convex and prox-regular sets the
gradient ∇uˆ (x) exactly coincides with the unit normal nC (x¯)). However, in both
cases H tends to +∞ as the point x approaches the boundary of the neighbourhood
U (x0), where the regularity hypotheses (H1 (x0)) and (H2 (x0)) fail (see Remark
4).
Remark 6. Notice that Theorems 5 − 7 have been proved under the lower regularity
assumption for the function θ |C , while in [26] we supposed the target set C to be
proximal regular that is a much stronger property.
8 Examples
In this section we illustrate the obtained results with two simple examples restricting
ourselves just to the case H = R2. We recommend to compare them with the
examples given earlier for the case θ ≡ 0 (see [25, 26]).
Example 1.
F :=
{
(ξ1, ξ2) ∈ R2 : |ξ2| ≤ 1− ξ41 , −1 ≤ ξ1 ≤ 1
}
;
C :=
{
(x1, x2) ∈ R2 : x1 ≤ x22
}
;
θ (x) :=
1
2
arctg
(
x21 + x
2
2
)
, x = (x1, x2) ∈ C.
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In [25, Example 8.3] the well-posedness problem for the same target set C and
the same dynamics F with θ ≡ 0 was considered. Now we somewhat complicate the
problem by introducing a (smooth) nonlinear boundary function.
Let us verify first the standing slope condition (24), guaranteeing that the value
function uˆ (·) is the viscosity solution of the associated Hamilton-Jacobi equation
(5) with the boundary datum u |C = θ (see Theorem 1). To this end we calculate
the gradient
∇θ (x) =
(
x1
1 + (x21 + x
2
2)
2 ,
x2
1 + (x21 + x
2
2)
2
)
and the dual gauge function
ρF0 (ξ
∗) = σF (ξ
∗) =

3
(|ξ∗1 |/4)4/3
|ξ∗2 |1/3
+ |ξ∗2 | if |ξ∗2 | ≥ |ξ∗1 | /4;
|ξ∗1 | if |ξ∗2 | < |ξ∗1 | /4,
(113)
ξ∗ = (ξ∗1 , ξ
∗
2) ∈ R2. Comparing the radii of two circles centred at the origin, one
inscribed into F and other circumscribed around it, we find that ‖F‖ ≤ 7/6 and∥∥F 0∥∥ ≤ 9/8. Substituting ∇θ (x) in the place of ξ∗ in (113) we obviously have
ρF0 (∇θ (x)) ≤

3
4
|x1|
1+(x21+x22)
2 +
|x2|
1+(x21+x22)
2 if |x2| ≥ |x1|4 ;
|x1|
1+(x21+x22)
2 if |x2| < |x1|4 .
(114)
The function in the right-hand side of (114) attends its maximum at the point(
33/4
5
, 4
31/4·5
)
, and the maximum is 5·3
3/4
16
< 35
48
. Thus, ∇θ (x) ∈ γF 0 with
γ :=
35
48
<
1
‖F‖ ‖F 0‖ , (115)
and we have not merely the slope condition (24) but also the (stronger) standing
hypothesis (H) required for the well-posedness and regularity results. Moreover, by
[12, p. 38] the second standing assumption (Hˆ) holds as well with Γ (x) = {∇θ (x)}
and
NθC (x) = N
p
C (x) = N
l
C (x)
= {λnC (x) : λ ≥ 0} = {(λ,−2λx2) : λ ≥ 0} ,
where nC (x) is the unit normal vector to C,
nC (x) =
1√
1 + 4x22
(1,−2x2) ,
x = (x1, x2) ∈ ∂C. Thus,
∂p (θ |C ) (x) =
{(
x1
1 + (x21 + x
2
2)
2 + λ,
x2
1 + (x21 + x
2
2)
2 − 2λx2
)
: λ ≥ 0
}
.
Let us fix now x0 =
(
x01, x
0
2
) ∈ ∂C and verify the local hypotheses of Theorem 3,
or, rather, just the hypothesis (H1 (x0)) according to the observation before Theorem
3. To this end we compute first the value JF (ξ
∗), ξ∗ = (ξ∗1 , ξ
∗
2) ∈ ∂F 0, restricting
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ourselves just to the case ξ∗1 > 0, since the first coordinate of the (unique) element
of ∂p (θ |C ) (x)∩ ∂F 0, x ∈ C, is positive. By the formula (10) due to the continuous
differentiability of ρF0 (·) we have that JF (ξ∗) = {∇ρF0 (ξ∗)}, while the direct
derivation of (113) gives
∇ρF0 (ξ∗) =
(
f
(
ξ∗1
4 |ξ∗2 |
)
, sgn (ξ∗2) g
(
ξ∗1
4 |ξ∗2 |
))
, (116)
where f (·) and g (·) are real functions defined on ]0,+∞[ by
f (t) :=
{
t1/3 if 0 < t ≤ 1,
1 if t > 1,
(117)
g (t) :=
{
1− t4/3 if 0 < t ≤ 1,
0 if t > 1.
(118)
Then we substitute in the place of ξ∗ in (116) the unique subgradient of θ |C be-
longing to ∂F 0, i.e.,
ξ∗1 =
x1
1 + (x21 + x
2
2)
2 + λ; (119)
ξ∗2 =
x2
1 + (x21 + x
2
2)
2 − 2λx2, (120)
where λ = λ (x) is the (unique) positive root of the equation ρF0 (ξ
∗
1 , ξ
∗
2) = 1, x ∈ ∂C
(i.e., x1 = x
2
2) with ‖x− x0‖ ≤ δ. Similarly as in the proof of Theorem 7 (see (110)
and (53)) we obtain the following estimates for the parameter λ (see also (115)):
1
5
<
13
56
≤ 1− γ‖F‖ ≤ λ (x) ≤ (1 + γ)
∥∥F 0∥∥ ≤ 249
128
< 2 (121)
and establish the lipschitzeanity of the function λ (·) near x0 (see (112)). It follows
from (119)-(121) that
• ξ∗1
4|ξ∗2 | ≥ 1 whenever |ξ
∗
2 | ≤ 120 ;
• ξ∗1
4|ξ∗2 | ≥
λ(x)
4‖F0‖ ≥ s :=
2
45
whenever x ∈ ∂C.
Taking this into account and observing that the functions (117) and (118) are lip-
schitzean on [s,+∞[ with the Lipschitz constant 1/3 max
{
4, s−2/3
}
, that they are
constant for t ≥ 1, and that the mapping ξ∗ 7→ ξ∗1
4|ξ∗2 | is lipschitzean on the set{
ξ∗ ∈ ∂F 0 : |ξ∗2 | ≥ 1
20
}
,
we conclude that the gradient ∇ρF0 (·) (see (116)) is lipschitzean on{
ξ∗ ∈ ∂F 0 : ξ
∗
1
4 |ξ∗2 |
≥ s
}
.
Consequently, estimating further the second derivative of the function θ (·) we obtain
the lipschitzeanity of the composed mapping
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x 7→ ∇ρF0
(
x1
1 + (x21 + x
2
2)
2 + λ (x) ,
x2
1 + (x21 + x
2
2)
2 − 2λ (x)x2
)
on the set Cδ (x0).
Thus, all the conditions of Theorem 3 are fulfilled, and we can affirm that the
function
1
2
arctg
(
z21 + z
2
2
)
+ ρF (x1 − z1, x2 − z2)
admits an unique minimizer piF,θC (x) on C, which is Lipschitz continuous w.r.t. x in
a neighbourhood of each point x0 ∈ ∂C (out of C). This neighbourhood is given by
the formula (65), where the Lipschitz constant L > 0 of the mapping
x 7→ JF
(
∂p (θ |C ) (x) ∩ ∂F 0
)
, x ∈ Cδ (x0) ,
can be computed by using the above arguments.
Furthermore, the restriction θ |C is obviously lower (even proximally) regular
on ∂C, and the condition (ii) of Theorems 6 and 7 holds (the condition (i) is vio-
lated in the ”angle” point (1, 0)). Therefore, applying Theorem 7 we see that the
value function uˆ (x) in the above mathematical programming problem, which can
be interpreted also as the viscosity solution to the Hamilton-Jacobi equation
min

∣∣∣∣ ∂u∂x1
∣∣∣∣ , 34
∣∣∣∣ ∂u∂x1
∣∣∣∣ 3
√√√√√
∣∣∣ ∂u∂x1 ∣∣∣
4
∣∣∣ ∂u∂x2 ∣∣∣ +
∣∣∣∣ ∂u∂x2
∣∣∣∣
 = 1,
u
(
x22, x2
)
=
1
2
arctg
(
x21 + x
2
2
)
(see (113)), is of class C1,1loc on an open set
{
(x1, x2) : x
2
2 < x1 < x
2
2 + η (x2)
}
, where
η (·) is a positive real function.
By the next example we test the case of nonsmooth both a target C and a
boundary function θ (·). It shows, in particular, that the hypotheses of Theorem 3
can be fulfilled even if the target C has an ”inward” angle point.
Example 2.
F :=
{
x ∈ R2 : ‖x‖ ≤ 1 and 〈v, x〉+ µ ‖x− v‖ ≤ 1} ; (122)
C :=
{
x ∈ R2 : min {x1, x2} ≤ 0
}
;
θ (x) := max {〈a, x〉 , 〈b, x〉} , x = (x1, x2) ∈ C.
Here 0 < µ < 1 and v, a, b ∈ R2 are such that ‖v‖ = 1, vi > 0, ‖a‖ < 1, ‖b‖ < 1,
ai ≥ 0, bi ≥ 0, i = 1, 2, and a1 6= b1, a2 6= b2. Our goal is to find conditions on the
choice of the parameters v, a, b ∈ R2 and µ, under which the well-posedness and
regularity results of the previous sections hold.
Since F can be represented as B ∩ (v +Kv,µ) where
Kv,µ := {x : 〈−v, x〉 ≥ µ ‖x‖}
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is a closed convex cone in R2, from elementary geometric considerations we obtain
that F 0 is the convexification of the unit circle B and a symmetric segment of the
tangent line at the point v = (v1,v2). Namely,
F 0 = co
(
B ∪ (v +Kv,µ)0
)
= co
(
B ∪
{
(v1 + λv2,v2 − λv1) : |λ| ≤ µ√
1− µ2
})
. (123)
We obviously have ‖F‖ = 1, ∥∥F 0∥∥ = 1√
1−µ2
, and JF (ξ
∗) = {v} for each ξ∗ =
(v1 + λv2,v2 − λv1) ∈ ∂F 0 with |λ| < µ√
1−µ2
.
The target set C admits the unit normal vector
nC (x) =
{
(1, 0) if x1 = 0, x2 > 0,
(0, 1) if x1 > 0, x2 = 0
(124)
at each point of the boundary ∂C except the origin, where the proximal and the
Fre´chet normal cones are trivial.
The function θ (·) is convex and admits the piecewise constant gradient
∇θ (x) =

a if 〈a− b, x〉 > 0,
b if 〈a− b, x〉 < 0,
(125)
while
∂θ (x) = ∂cθ (x) = {λa + (1− λ) b, 0 ≤ λ ≤ 1}
whenever 〈a− b, x〉 = 0 (see [10, Theorem 2.5.1]). Hence, we deduce the first con-
dition, under which the standing hypothesis (H) is fulfilled (see (48)):
γ := max {‖a‖ , ‖b‖} < 1‖F‖ ‖F 0‖ =
√
1− µ2. (126)
Since at each point x ∈ ∂C with x 6= 0 both the function θ (·) and the set C are
proximally regular (moreover, θ (·) is of class C2), we have that
∂p (θ |C ) (x) = ∂θ (x) + NpC (x)
= {∇θ (x) + λnC (x) : λ ≥ 0} . (127)
Taking into account (125) and (124) we may further represent (127) in an alternate
form depending on the mutual location of the vectors a and b. Let us restrict
ourselves just to the case when a1 < b1 and a2 > b2. Then
∂p (θ |C ) (x) =
{ {(a1 + λ,a2) : λ ≥ 0} if x1 = 0, x2 > 0,
{(b1,b2 + λ : λ ≥ 0)} if x1 > 0, x2 = 0.
(128)
At the origin instead directly by the definition we compute
∂p (θ |C ) (0) = ∂c (θ |C ) (0) = co {a,b}+ {(v1, v2) : v1 ≥ 0, v2 ≥ 0}
= ∂θ (0) + NcC (0) ,
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so the hypothesis (Hˆ) also holds, and we have Γ (x) = ∂θ (x) and NθC (x) = N
c
C (x)
at each x ∈ ∂C. Notice that here ∂θC = ∂C (roughly speaking, the convex function
θ (·) ”regularizes” the ”inward” angle point of the target set C).
Given δ > 0 for each x ∈ Cδ (0) the subdifferential (128) is a subset of
∂p (θ |C ) (0) (a part of its boundary). By simple geometric considerations we find
that the condition
max
{ |a1 − v1|
v2
,
|b2 − v2|
v1
}
≤ µ√
1− µ2 (129)
ensures that the intersection ∂p (θ |C ) (0) ∩ ∂F 0 is contained in the line segment{
(v1 + λv2,v2 − λv1) : |λ| ≤ µ√
1−µ2
}
(see (123)). Namely, under (129)
∂p (θ |C ) (0) ∩ ∂F 0 = [A,B]
where
A =
(
a1,
1− a1v1
v2
)
and B =
(
1− b2v2
v1
,b2
)
.
Furthermore, if the inequality (129) is strict then (see above)
JF
(
∂p (θ |C ) (0) ∩ ∂F 0
)
= {v} .
So, the hypothesis (H1 (0)) is trivially fulfilled. Notice that the verification of the
respective hypothesis at each point x0 ∈ ∂C, x0 6= 0, is reduced to the (more general)
case x0 = 0. So, everything said above is sufficient to be able to apply Theorem 3
and to conclude that under the assumptions
max {‖a‖ , ‖b‖} <
√
1− µ2 (130)
max
{ |a1 − v1|
v2
,
|b2 − v2|
v1
}
<
µ√
1− µ2 (131)
the minimization problem for the function
max {〈a, z〉 , 〈b, z〉}+ ρF (x− z) (132)
subject to min {z1, z2} ≤ 0, where F is defined by (122), admits an unique mini-
mizer, which is Lipschitz continuous w.r.t. x from an open neighbourhood A of the
constraint set.
For instance, setting v =
(√
2
2
,
√
2
2
)
, a = (0, q) and b = (q, 0), 0 < q < 1, we see
that the conditions (130) and (131) hold whenever the parameters µ and q satisfy
the inequalities
q <
√
1− µ2 <
√
2
2
(e.g., µ =
√
3/2 and q = 1/3). In this case we are led to minimize the function
qmax {z1, z2}+ ρF (x− z) , z ∈ C. (133)
Besides that the restriction θ |C is proximally regular at each point x0 ∈ ∂C.
Therefore, by Theorem 4, the minimum uˆ (x) of (132) is Clarke regular and the
formula (86) is valid for each x ∈ A (see also Proposition 1). Unfortunately, we are
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not able to deduce anything about the Fre´chet continuous differentiability of uˆ (·)
near the origin due to the lack of smoothness of the input data F , C and θ (·).
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