We solve the Cauchy problem defined by the fractional partial differential equation [∂ tt − κD]u = 0, with D the pseudo-differential Riesz operator of first order, and the initial conditions u(x, 0) = µ(
Introduction
Linear partial differential equations of second order are useful in physics to model phenomena like wave propagation, heat diffusion and transport processes [1] [2] [3] . In analogy to conics of analytic geometry, the wave equation is hyperbolic while the heat and transport equations are parabolic. In a recent work [4] we have reported a fractional formulation that permits the study of such equations in unified form. Additionally, we have introduced an integro-differential version of the parabolic equation u tt − κu x = 0 (hereafter called complementary equation) that is solvable in analytic form. That is, in [4] we have solved the Cauchy problem for u tt − κDu = 0 with zero initial velocity and the Dirac delta pulse ϕ(x) = µδ(x) as initial condition. The symbol D stands for the pseudo-differential Riesz operator [5] (for contemporary notions on the matter see e.g. [6] ). In the present work we provide the solutions for the Cauchy problem with zero initial velocity and the Gaussian distribution u(x, 0) = µ(
The manuscript is structured as follows. In Section 2 we give the solution of the Cauchy problem for the modified complementary equation when the Gaussian distribution is considered as initial condition with zero initial velocity. We recover the results reported in [4] as a byproduct. In Section 3 we analyze the results. Some final conclusions are given in Section 4.
Statement of the problem and solution
The main results of this contribution are summarized in the following Proposition and Corollary. Proposition 1. The Cauchy problem defined for the integro-differential equation
with the initial conditions
is solved by the function
where θ k is the following Fox H-function,
Proof. First note that Equation (1) is indeed the fractional partial differential equation ∂
with D the pseudo-differential Riesz operator [5, 6] . We may consider a generalized version of the latter equation [4, 7] , defined as
where the fractional time-derivative D α is taken in the sense of Caputo [8] (see also [6] ), and D β is the Riesz operator of order β. In [4] we had already solved Equation (6) for the initial conditions (2) . The solution is written as the series
with
,
Here
is the Fox H-function [9, 10] for which the labels m, n, p, and q are integers such that 0 ≤ m ≤ q, and 0 ≤ n ≤ p. Besides a i , b j ∈ C and α i , β j ∈ (0, ∞).
The solution to the Cauchy problem (1)- (2) is obtained by evaluating Equations (7) and (8) at the point (α, β) = (2, 1), with κ = v 2 2,1 and Θ k (x, t; 2, 1) = θ k (x, t) .
Corollary. If the Gaussian profile of the initial condition u(x, 0) of Proposition 1 is substituted by the Dirac delta distribution ϕ(x) = µδ(x), then the solution is given by
) .
Proof. The delta pulse ϕ(x) is recovered from the Gaussian distribution u(x, 0) at the limit x 0 → 0. The proof is simple by noticing that, with the exception of the term with k = 0, the coefficients of (3) become zero at such a limit. Therefore, u(x, t) → u (δ) (x, t) as x 0 → 0 .
Analysis of the results
The behavior of the solutions u(x, t) defined in (3)- (4) is shown in the panel of Figure 1 for µ = κ = 1. From top to bottom, the rows correspond to x 0 = 1, √ 0.5, √ 0.1. From left to right, the columns refer to t = 0.1, 1.7, 5, 6.5. An interesting profile of these functions is the emergence of zeros as time goes pass. The zeros arise in pairs at different times, they born superposed at x = 0 and then propagate in opposite directions (symmetrically with respect to x = 0). As the function u(x, t) is initially a nonnegative pulse, the zeros are indeed nodes that propagate, together with the maxima and minima of the disturbance, in wavelike form. For fixed values of µ and κ, the times at which we find new pair of nodes depend on the width of the initial Gaussian distribution. That is, they arise at shorter times for smaller values of x 0 . We are interested in studying the behavior of such nodes as the disturbance u(x, t) propagates.
First, we use Theorems 1.2 and 1.4 of Ref. [9] to rewrite θ k as the absolutely convergent series [7] 
where x = 0. The divergences of Γ(−k − 2 ) eliminate the terms with even values of in the above expression, then
The latter formulae give us information about the nodes of the disturbance generated by the initial Gaussian-like perturbation defined in (2) . Of course, as the point x = 0 has been omitted, the following description does not automatically hold for |x| ≤ as approaches to zero.
The straightforward calculation shows that (11) can be rewritten in the form
where Λ s (x 0 , t) is the polynomial of x 0 t −2 given by
Now, let us analyze the series (13) in terms of ξ = κt 2 |x| > 0. For ξ << 1 we may consider the power with s = 0 only. We have
The latter means that, no matter the value of x 0 , the solution is free of zeros at short times. To illustrate the phenomenon, Figures 1(a) , 1(e), and 1(i) show the behavior of u(x, t) for the indicated values of x 0 at t = 0.1.
Figure 1: Time-evolution of the function u(x, t) defined in (3)- (4) with µ = κ = 1. The rows (characterized by the indicated values of x 0 ) show the emerging of zeros in u(x, t) as t increases. The columns exhibit the behavior of u(x, t) as x 0 → 0 (from top to bottom) at the indicated times.
At slightly larger times we may hold only the powers with s = 0 and s = 1. Thus, dropping the terms with s ≥ 2 we arrive at the expression
where
Given x 0 ≥ 0, the values of t such that Λ 1 < 0 permit the presence of a pair of zeros in function (16). Before such values, the function u(x, t) exhibits a global minimum that is positive and goes to zero as t increases. Then the minimum becomes equal to zero (the time at which the first pair of nodes is created, both superposed at x = 0), and finally it takes negative values (the nodes start to propagate in opposite directions with respect to x = 0). The second column (from left to right) of Figure 1 shows the situation in which the minimum of u(x, t) is negative for three different values of x 0 . Although the three graphics are evaluated at t = 1.7, notice that the minimum is as deep as x 0 is short. The latter shows that the positions of the nodes at a given time depend on x 0 .
At larger times, the value of x 0 determines the number of zeros as well as their distribution. For example, in the third and fourth columns (from left to right) of Figure 1 we appreciate that the number of nodes increases as x 0 decreases at a given time. In general, such number increases as ξ → ∞. Then, the time t at which a new pair of nodes arises is shorter for smaller values of x 0 . Remarkably, at the limit x 0 → 0, for the polynomial (14) we have lim
Λ s (x 0 , t) = (−1) s .
From ( 
which corresponds to the series expansion of u (δ) (x, t) reported in [4] .
