Abstract-In recent years, by increasing CPU and I/O devices demands, running multiple tasks simultaneously becomes a crucial issue. This paper presents a new task scheduling algorithm for multi-CPU and multi-Hard Disk Drive (HDD) in soft Real-Time (RT) systems, which reduces the number of missed tasks. The aim of this paper is to execute more parallel tasks by considering an efficient trade-off between energy consumption and total execution time. For study purposes, we analyzed the proposed scheduling algorithm, named HCS (Hard disk drive and CPU Scheduling) in terms of the task set utilization, the total execution time, the average waiting time and the number of missed tasks from their deadlines. The results show that HCS algorithm improves the above mentioned criteria compared to the HCS_UE (Hard disk drive and CPU Scheduling _Unchanged Execution time) algorithm.
I. INTRODUCTION
In recent years, more energy is consumed due to the increasing demands and the development of embedded systems used to complicate computing devices such as laptop and smartphone. Therefore, reducing the energy consumption while the task set can still meet the deadlines is an important issue. Different technologies are proposed to reduce the CPU energy consumption, such as Dynamic Frequency Scaling (DFS), Dynamic Voltage Frequency Scaling (DVFS), which determine the operating frequency of the processors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . Another major technique for energy conservation is Dynamic Power Management (DPM) that is used to reduce power consumption of off-chip devices such as HDD by switching a device from the active to the energy sleep state [13] . In this work, the number of missed tasks is reduced without considering energy saving. In order to achieve energy saving, a strategy is proposed to minimize the idle times of CPUs and hard disk drives by reducing the frequency of CPUs and/or Revolutions Per Minute (RPM) level of hard disk drive.
In real-time systems, a service request is responded within a certain amount of time. A timing constraint includes a hard real-time [3, [12] [13] [14] [15] or a soft real-time [9] based on the importance of the deadline in the missed tasks. The hard real-time system offers guaranteed services because the missed task is completely unacceptable, whereas in a soft real-time system a request is completed within a known finite time.
Due to the improvement of technology in the processor design, the processor now consists of innumerable cores, called as multi-core processor [16, 11] . The multi-core processor can reduce the total execution time and the number of missed tasks. Since the system demands for a CPU and I/O devices are increased, the parallelism on systems should be considered to design a scheduling strategy. It is performed by composing of a CPU and multi-device [17] .
In this paper, a task scheduling model is proposed to compose of multi-core processors and multi-hard disk drive in soft real-time systems. This model reduces the number of missed tasks and the execution time of task set for CPU and hard disk drive requests.
The remainder of the paper is organized as follows. Section II presents related works and in section III the proposed algorithms are described. Performance evaluation and conclusion are presented in Sections IV and V, respectively.
II. RELATED WORK
In recent years, a significant number of studies have been proposed in the field of special-purpose systems for scheduling real-time tasks. DVFS technique was used to improve energy or power consumption in these studies. mechanism was proposed to emulate a precise CPU frequency by using the DVFS management in virtualized environments [1] . In [14] the focus was on a scheduling approach towards the sporadic task set in the uniprocessor system according to DVFS technique. In [5] , A DVFS-based algorithm was presented to reduce energy consumption of processors through efficient use of the generated tasks' slack times by an independent scheduler. In order to reduce the power consumption, a scheduling algorithm for DVFS-enabled clusters for executing multiple virtual machines was proposed in [6] . Moreover, in order to save energy, several mechanisms for scheduling of real-time tasks on Dynamic Voltage Scaling (DVS) processor were introduced in [8, 18 and 12] . Additionally, a mechanism for scheduling of tasks on a non-ideal DVS processor with shared resources in order to obtain better energy efficiency was presented in [8] . In [12] a pre-runtime scheduling for hard RT systems based on time Petri nets in order to find a feasible schedule that satisfies the timing and energy constraints was presented. These above articles considered uniprocessor in their proposed scheduling algorithms. In few other studies such as [16, 11, 19, 20] , they presented a CPU scheduling on multi-core and multi-processor. In [11] , the focus was on the energy-efficient scheduling of periodic RT tasks on multi-core processors, which cores are partitioned into multiple blocks. These blocks are known as voltage islands. The voltage of cores in each island is the same and it can be adjusted by DVFS technique. Two new partitioned approaches for scheduling real-time sporadic tasks on platform under RMS, in order to improve the performance were presented in [16] . Many case studies have been done on the reduction of the energy consumption of the hard disks. A RT scheduling was presented in [15] , which was extended for intra-task devices with multiple sleep states to further minimize the overall device energy consumption of the system. Here, the energy saving was achieved by switching from active to sleep mode. In [21] [22] [23] , the mechanisms were proposed in order to reduce the power consumption and the energy consumption of devices without considering the scheduling algorithms for a task set of real-time systems regardless of missed tasks. Additionally, a scheduling algorithm for a set of real-time tasks with I/O requests based on DPM technique in RT systems was presented in [13] .
In [17] , they focused on single processor and multiple off-chip devices. A frame-based RT task model for minimizing the energy consumption by combining the DVS and DPM techniques was presented. It was done based on changing the CPU frequency and transitioning the devices to sleep state when they are not in use [18] . All explained works exclusively focus on reducing the energy consumption, whereas improving the performance (e.g. utilization and total execution time) is also a desirable outcome. Furthermore, none of the papers considered multi-CPU and multi-device scheduling in combination. On the other hand, they minimized the energy consumption of hard disk drives just by using the DPM technique.
A memory access control framework called BWLOCK, was designed in [24] to protect MPCSs (MemoryPerformance Critical code Sections) of soft real-time applications. The focus of the paper was on protecting real-time performance of the evaluated applications in the existence of co-running memory intensive non-real-time applications.
In this paper, a novel scheduling algorithm is presented by using multi-CPU and multi-device to improve the performance of system considering the energy saving.
III. PROPOSED ALGORITHMS
In this section, a summary of our previous work is presented [25] in sub-section A. In sub-section B, the new algorithms is extended. The system consists of soft real-time task set, represented as { }. A task has 3-tuple ( t , t , t task ) where t is the ready time of the task, t is the deadline of the task and t task is the execution time of the task. In addition, all tasks are assumed to be non-preemptive. Fig. 1 shows the process of running algorithms. 
A. Energy-aware scheduling algorithm for a periodic real-time task with CPU and hard disk requests
The main goal of our previous work was to present a scheduling mechanism for a real-time periodic task that can save more energy. This mechanism was based on increasing the execution time of the CPU and/or the Read/Write(R/W) time of the hard disk drive, as much as possible, without passing the task deadline. Five algorithms including the CPU Energy Consumption (CPUEC), HDD Energy Consumption (HDDEC), Decision, FF-LR (First Frequency-Last RPM) and FR-LF (First RPM-Last Frequency) was presented in [25] .
In Decision algorithm, according to obtained energy consumption of CPU and HDD, FF-LR or FR-LF algorithm was executed [25] (Fig.1.a) . The execution time of modified tasks (output) from these two algorithms is considered as a set of input ideal tasks in SchedulingPeriodicTasks algorithm ( Fig.1.b) .
The Eqs. (1) to (11) used in [25] are shown in Table 1 . The major parameters of the algorithms are described in Table 2 . The basic idea of FF-LR and FR-LF algorithms was to extend the execution time of CPU and/or the R/W time of the hard disk drive up until the deadline. This was performed by dynamically changing the CPU frequency and/or the RPM level of HDD [25] . Fig. 2 shows a sample of the previous work [25] . 
B. Scheduling algorithms for set of periodic real-time tasks for multi-core processors and multi-HDD requests
SchedulingPeriodicTasks algorithm is based on realtime scheduling for multi-CPU and multi-HDD requirements-based periodic multi-tasking with the aim of improving the performance (e.g. task set utilization). Note that each CPU has several cores, which is known as multi-core processor. The SchedulingPeriodicTasks algorithm includes the PriorityScheduling-ETCPU and PriorityScheduling-RWT algorithms which is described in section B.a. At the end of the SchedulingPeriodicTasks algorithm, the task set is scheduled. The RWCPUCaching algorithm is explained in section B.b. In this algorithm the cache time is calculated. Section B.c presents the CPU and HDD scheduling. Fig.3 . As can be seen, the execution time of each task are considered as the input tasks of this algorithm and they are put in . In order to run the PriorityScheduling-ETCPU algorithm, the tasks sort in an ascending order based on their ready time. If some tasks have the same ready time, they sort in ascending order based on the execution time of CPU. Then PriorityScheduling-ETCPU algorithm executes based on the sorted tasks. In the next stage of the algorithm, the scheduled tasks sort in ascending order based on . If some tasks have the same , they sort in ascending order by R/W time of HDD. Finally, PriorityScheduling-RWT algorithm executes. 
b. RWCPUCaching algorithm
In order to reduce the execution time of tasks, multicore CPU with their own cache memory is considered. All cache memories are located on the CPU or into a chip on the system board. Cache stores data to accelerate the access time of requests in the future. Cache memory has two states, which are cache hit and cache miss. If the requested data is found in cache, the cache hit occurs, otherwise cache miss occurs [26] . RWCPUCaching algorithm, which is presented in Fig. 4 is considered in Figs. 5 and 6. Since the write-through cache is assumed, the cache writes data to both cache and storage. The advantage to this approach is that newly written data is always cached thereby allowing the data to be read quickly. Also, the values of transfer rates of CPU and HDD are considered according to [27] . The transfer rate of CPU is calculated from Eq. (12) where D, CR and core represent the data path internal bus, clock rate of CPU, and the number of CPU cores, respectively. Also, the transfer rate of HDD is 0.75 GB/s (Table 4) . core (12) In Eq. (13), X is the fraction of transfer rate of CPU to transfer rate of HDD and t is the R/W time of HDD. In other words, X represents how much CPU is faster than the hard disk drive.
ransfer ate of ransfer ate of (13) According to Eqs. (12) and (13) the cache time ( cache is calculated (Eq. (14)).
cache t (14) In this algorithm, according to R/W mode and the cache states, one of the following modes will occur.
 The execution time of task is in write mode  The execution time of task is in read mode and cache miss occurs  The execution time of task is in read mode and cache hit occur
In all cases, the cache time of CPU is calculated. In the last case, the R/W time of HDD sets to zero and the CPU cache reads data, whereas in the two first cases the R/W time of HDD do not change (HDD reads and writes the data when the execution time of task is in read mode and write mode, respectively). This approach leads to the reduction in the execution time of tasks remarkably. 
c. CPU and HDD Scheduling
In this section, CPU and HDD scheduling is done to improve the utilization and also reduce the execution time of tasks, the waiting time of tasks and the number of missed tasks as much as possible. Furthermore, the energy consumption is considered by extending the execution time of CPU and R/W time of HDD when the CPU and HDD are in idle mode. So, based on the use of this approach, increasing the energy consumption is not significant. (15) Then the free CPUs assigns to the sorted tasks that are in . If the free CPU is not available to assign the unscheduled task (current task), one of the CPUs that are assigned to the scheduled tasks considers. So, the scheduled task with minimum execution time of CPU (selected task) selects. Afterward the waiting time or idle time of the current task calculates from Eq. (16).
Where t , t cpu and t are the waiting time or idle time, execution time of selected task and ready time of the current task, respectively. Based on the calculated t , the frequency of selected task changes from Eq. (17). If t is greater than zero, it means that there is waiting time. Thus, the frequency of selected task increases in order to reduce its execution time. This work leads to the reduction in the waiting time of the current task. If t is lower than zero, it means that there is an idle time of CPU. So, the frequency of selected task decreases in order to increase its execution time. This approach leads the reduction in the idle time of CPU that assign to the selected task. ideal (17) After the calculation of the new frequency, the new execution time of selected task obtains from Eq. (18) , where N and CPI represent the total number of instructions and clock cycle per instruction, respectively. In order to add the cache time to the CPU execution time of current task, the RWCPUCaching algorithm calls and then the execution time of current task calculates from Eq. (15) . Then the CPU assigns to the current and selected tasks, according to their execution times. Finally the CPU finishing time of the tasks calculate according to Eq. (19) . To calculate of current task, in case of waiting time, the t is considered in the Eq. (19), otherwise it is set to zero. 
Finally, the CPUs update according to the scheduled tasks and the same strategy is followed for scheduling the next tasks. 
b) PriorityScheduling-RWT algorithm
In Fig.6 , the PrioritySheduling-RWT algorithm is explained. First, according to the number of free HDDs, RWCPUCaching algorithm is called to calculate the R/W time of hard disk drive. After running the RWCPUCaching algorithm, the R/W time sets to zero or it does not change. Then the free hard disk drives assigns to the sorted tasks. If the free HDD is not available to assign the unscheduled task, one of the scheduled tasks with minimum R/W time of hard disk drive is selected. Then the waiting time of the current task or idle time of the hard disk drive is calculated from Eq. (20) . is lower than the CPU finishing time of the current task. In order to decrease the changed RPM level of hard disk drive that is assigned to selected task, the R/W time of current task is calculated according to the RPM level of selected task ( In the next stage of the algorithm, the HDD assigns to the current and selected tasks, according to their R/W times. Finally the HDDs updates and the same strategy is followed for the next tasks scheduling.
Figs.7 and 8 show two samples of two scheduled tasks by applying the HCS_UE and HCS algorithms. Fig 7. (b) shows that to reduce the waiting time of T2 (current task), the execution time of T1 (selected task) is reduced by increasing the CPU frequency and the RPM level of HHD. As a result, the waiting time and the number of missed tasks in HCS algorithm are reduced compared to the HCS_UE algorithm (Fig.7. (a) ). In Fig.8. (b) Fig.8.  (a) ). In Figs.7, 8 and 9 , the values are considered for a better understanding of the algorithms. Fig.9 is a sample of task scheduling in HCS and HCS_UE algorithms for two CPUs, two hard disk drives and four tasks. This figure shows all of the states including the reduction of waiting time of tasks, idle time of CPUs and hard disk drives. As a result, the number of missed tasks is reduced and the performance is improved. 
IV. PERFORMANCE EVALUATION
In this section, the simulation results are provided to demonstrate the effectiveness of HCS algorithm. Since the focus is on scheduling the real-time multi-task with multi-CPU and multi-HDD requests and previous works were merely focused on task scheduling algorithm to reduce the energy consumption, this work incorporates novel approach in improving the performance of system with both multi-CPU and multi-HDD requests. This improvement is based on reducing the waiting times of tasks that leads to the reduction in average execution time, total execution time, number of missed task and average waiting time. It should be mentioned that increasing of the frequency of CPUs and/or the RPM level of hard disk drives reduces the waiting time. In order to reduce the loss of energy, we try to remove, as much as possible, the idle times of resources by reducing the frequency of CPUs and/or the RPM level of hard disk drives.
As explained in section II, all the papers were focused on multi-CPU scheduling or multi-device scheduling. Whereas, this paper is the combination of both multi-CPU and multi-device scheduling. Therefore, HCS algorithm is compared with HCS_UE algorithm. In HCS_UE algorithm the execution time of tasks is not changed and the tasks are scheduled according to the ready time and the execution time for CPU requests and also the tasks are scheduled by CPU finishing time and R/W time for HDD requests. In the simulation, we assume that the tasks are scheduled by higher priority CPU requests in comparison with HDD requests.
The proposed algorithm is evaluated by using 50, 100 and 200 tasks. Furthermore, multi-CPU and multi-HDD are represented as and H, respectively. C is the number of CPU and H is the number of HDD that are varied from 4 to 64. Table3 summarizes the specifications of CPU and HDD that are used in the simulation. MATLAB [28] [29] [30] is used to develop the simulation using Intel® Xeon® Processor E5-2670 (30M Cache, 2.30 GHz) [31] [32] and HP 300GB-6G-SAS 15k RPM-SFF (2.5inch) [33] . The parameters of the simulation are shown in Table4. As can be seen ready time ( t ), deadline time ( ), are the main characteristics for each task, transfer time ( ) and Average Seek time ( ) are the main characteristics for hard disk drive and CPU Execution time ( ) is the main characteristic for the processor. In the simulation, the HDD and CPU characteristics are randomly generated within the specific ranges that are obtained from [31] [32] [33] . Also, the ready time and deadline time are generated randomly. However, I should be mentioned that this work can be applied on any kind of CPUs and hard disk drives. 
A. Utilization
In the task set utilization, U is the fraction of to W, where is the sum of the execution times of CPU and R/W is the times of hard disk drive, and is the sum of six times including the ready time, the waiting time, the idle time, the context switch time, the execution time of CPU, and the R/W time of HDD, which is given by:
Due to the reduction of the waiting times of tasks, the task set utilization is increased. Ci_Hj which is used in the following analysis, i and j are the number of CPUs and HDDs, respectively. As shown in Fig. 10 , the utilization of HCS algorithm is improved in comparison with HCS_UE algorithm. The percentage of improvements is shown in Table5. The key observation is that improvement of the utilization is most visible when HDD number is minimum. In addition, by considering the same number of HDDs more improvement is achieved by reducing the number of CPUs.
In general, the best improvement is achieved when the HDDs and CPUs have the least number. 
B. Total and average execution times
In various numbers of CPUs and HDDs, the total execution time is the time taken to finish the execution of all the tasks. Therefore, the maximum execution time of tasks will be considered as the total execution time. The total execution time improvements in HCS algorithm in comparison with HCS_UE algorithm in 50, 100 and 200 tasks are shown in Fig. 11 . The percentage of improvements is shown in Table 6 .
The results show that the total execution times are considerably decreased up to about 2x for 50 and 100 tasks when the HDDs have the minimum number. Also, it is observed that the total execution time for the least number of HDD is improved up to about 2x and 3x compared to 32 and 64 HDDs for 200 tasks. As shown in Fig. 12 , the average execution time of tasks in HCS algorithm is improved in comparison with HCS_UE algorithm. The percentage improvements is reported in Table 7 The results show that the average execution times are considerably decreased up to about 3x and 2x for 50 and 100 tasks when the HDDs have the least number. Also, it is observed that the average execution time for the least number of HDD is improved up to about 2x and 3x compared to 32 and 64 HDDs for 200 tasks. 
C. Average waiting time
In order to reduce the waiting time of unscheduled tasks, the execution time of scheduled tasks is decreased. As illustrated in Fig. 13 , the average waiting time of tasks in HCS algorithm is improved in comparison with HCS_UE algorithm The percentage improvements is reported in Table 8 . Generally, the best improvement is achieved when the HDDs have the least number. 
D. Number of missed tasks
In order to reduce, as much as possible, the number of missed tasks, we attempt to reduce the waiting time of unscheduled tasks by decreasing the execution time of tasks. In other words, the number of missed tasks is decreased by increasing the frequency of CPUs and/or the RPM level of HDDs. Fig. 14 shows the numbers of missed tasks in HCS_UE and HCS algorithms. The percentage improvements is reported in Table 9 . The results show that the number of missed tasks are considerably decreased more than 2x for 50 and 100 tasks when the HDDs have the least number. Also, the result of simulation shows that the number of missed tasks for the least number of HDD is improved less than 2x and more than 2x compared to 32 and 64 HDDs for 200 tasks. In this paper a new scheduling algorithm is proposed for real-time periodic tasks called Hard disk drive and CPU Scheduling (HCS), which is applicable in multi-HDD and multi-CPU with multi-core. The tasks are prioritized according to the ready time, execution time of CPU, finishing time of CPU and R/W time of HDD. Furthermore, the execution time of tasks is changed based on the variations of CPU frequency and RPM levels of hard disk drive. HCS is significantly reduced the number of missed tasks, the average and total execution time and average waiting time of tasks for task sets of size ranging from 50 tasks to 200 tasks. Moreover, result of simulation shows that the approach has been successful in obtaining satisfactory result in the improvement of the task set utilization.
The experimental results show that on the average 50.22% improvement in the task set utilization, 41.57% improvement in the total execution time, 38.18% improvement in the average execution time, 75.63% improvement in the average execution time and 22.18 % improvement in the number of missed tasks are achieved in comparison with the Hard disk drive and CPU Scheduling _Unchanged Execution time (HCS_UE) algorithm.
In the future, we plan to modify the proposed algorithms in order to apply it on real environment and also extract actual data on real environments to evaluate the performance of the algorithms by considering the memory effects like memory-wall effects, bandwidth and latency of multi-core systems. Also, we would like to perform the simulations by using more complex and complete simulator like SPICE.
