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Recommender systems are a popular and a highly researched way of helping users get to their desired content
in the huge amount of available data, and services online. Understanding the situation in which users consume
the items was shown to improve the recommendation process. For that reason, context-aware recommender system
(CARS) employs contextual information in order to enhance the user’s model and to improve the recommendations.
An issue that is still open is how to decide which pieces of contextual information to acquire and how to incorpo-
rate them into CARS, since using irrelevant piece of contextual information could have a negative impact on the
recommendations. We propose a methodology for detecting which pieces of contextual information contribute to
explaining the variance in the ratings, based on statistical testing. We also inspect the impact of the detected relevant
pieces of contextual information on the ratings prediction based on the matrix-factorization algorithm. The experi-
ment was conducted on the MovieAT database. The results showed a significant difference in the ratings prediction
using the relevant and the irrelevant pieces of contextual information. We also confirmed the positive impact of the
relevant, and negative impact of the irrelevant pieces of contextual information with respect to the uncontextualized
model.
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Utjecaj relevantnosti konteksta na predvianje ocjena u sustavu za preporuke filmova. Sustavi za pre-
poruke (eng. recommender systems) predstavljaju čest i vrlo istražen način pružanja pomoći korisnicima u svrhu
pronalaska željenog sadržaja u velikoj količini dostupnih podataka i usluga. Pokazalo se da uvid u situaciju u ko-
joj korisnici koriste sadržaj doprinosi kvaliteti preporuka. Zbog toga, konteksta svjesni sustavi za preporuke (eng.
context-aware recommender systems CARS) koriste kontekstne informacije kako bi poboljšali model korisnika i
time kvalitetu preporuka. Jedan od neriješenih problema je kako odlučiti koje kontekstne informacije je potrebno
sakupiti i kako ih upotrijebiti u CARSu, budući da upotreba nebitnih kontekstnih informacija može imati negativan
utjecaj na kvalitetu preporuka. Mi predlažemo metodologiju za otkrivanje onih kontekstih informacija koje dopri-
nose objašnjavanju varijabilnosti ocjena za sadržaje, utemeljenu na statističkom testiranju. Takoer, istražujemo
utjecaj otkrivenog bitnog konteksta na predvianje ocjena utemeljeno na algoritmu faktorizacije matrica. Eksper-
iment je proveden na bazi podataka MovieAT. Rezultati su pokazali znatnu razliku u predvianju ocjena prilikom
korištenja bitnog i nebitnog konteksta. Ujedno je potvren i pozitivan utjecaj bitnog, odnosno negativan utjecaj
nebitnog konteksta, u odnosu na sustav koji ne koristi kontekst, što upućuje na važnost i kvalitetu detekcije.
Ključne riječi: personalizacija, sustavi za preporuke, kontekst
1 INTRODUCTION
The amount of media content online makes it difficult
for users to find their desired content (e.g., movies, books,
music, tourist destinations) in a reasonable time. One way
of solving this problem is by using personalized services,
defined as tailored services according to each user’s char-
acteristic and preferences [1], to adapt to each specific
user, and to provide personalized content recommenda-
tions. Recommender systems (RS) are thus becoming a
more and more common part of online media providers.
Their main goal is to predict user’s ratings for items that
have not been seen by that user [2].
Understanding the situation in which users consume
the items was shown to improve the recommendation pro-
cess, since users’ preferences can be situation dependent.
For that reason, improving recommender system with con-
textual information, defined as information that can be
used to describe the situation and the environment of the
entities involved in such a system [3], has been a popular
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research topic over the past decade. Furthermore, contex-
tual information was found useful in a number of differ-
ent services [4]. However, there are still a number of is-
sues concerning the definition, acquisition, detection and
modeling of this dynamic information [5]. It is not easy
to decide which contextual information to use. For some
systems the weather could be important (e.g., when recom-
mending a tourist destination), while for some it might be
irrelevant [6]. Contextual information that does not have
a significant contribution to explaining the variance of the
ratings could degrade the prediction, since it could play
the role of noise [7]. For that reason, we need to be able
to detect whether a specific piece of information should be
acquired and used or not.
In this article we propose a methodology for the detec-
tion of the relevant pieces of contextual information that
contribute to explaining the variance in the ratings in a
movie recommender system. We validate this methodol-
ogy on different models for ratings prediction based on the
contextualized matrix-factorization algorithm proposed in
[7]. The experiments were conducted on an existing, well
known, database acquired by the authors in [8].
1.1 State of the Art
The authors in [3, 6] proposed the definition of con-
textual information, which is being commonly cited, as:
"Context is any information that can be used to character-
ize the situation of an entity. An entity is a person, place,
or object that is considered relevant to the interaction be-
tween a user and an application, including the user and
applications themselves". However, this dynamic infor-
mation should not be confused with the items’ metadata
(which describes the items involved in the service) and
general user information (which describes the users) [9].
There is a variety of methods developed for context-
aware RS (CARS). In [8], the authors presented the multi-
dimensional recommendation model that adds context as
an additional dimension to the classical users × items
paradigm. The multidimensional approach was also used
in [10]. The article also explains how to create a two-
dimensional space by determining usage patterns under
different contexts. A Bayesian-network based RS was pro-
posed in [11]. The authors also tackled the problem of
missing and erroneous context by harnessing the causal de-
pendencies among the context variables. Three common
ways of using the contextual information in a RS, i.e., con-
text pre-filtering, post-filtering and context modeling, were
explained by [12]. [13] used a pre-filtering method for the
time context in order to improve music recommendations.
The authors also tackled the problem of determining mean-
ingful time partitions for pre-filtering, since the users can
have different interpretations of time (morning, afternoon,
etc.). They compared different methods for determining
these partitions. In [14], the contextual information was
used for pre-filtering to produce a submatrix of the rating
matrix, with only the most relevant users and items with
similar context. Context similarity was calculated by [15]
to successfully tackle the problem of the increased data
sparsity due to the context-reduction method or context
filtering. The Random Walks method was used to utilize
social context in a recommender system in [16]. In [17],
the authors compared three approaches to a CARS: k-NN,
linear-regression-based k-NN and inductive learning pro-
gramming (ILP).
In [18] Koren proposed a new approach to context-
aware recommendations. The author combined both the
neighborhood and the latent factor model. Time as a piece
of contextual information was then introduced in the form
of temporal dependencies of the ratings in the matrix-
factorization technique in [19]. This approach led to first
place in the Netflix Prize Competition [20]. The authors
in [21] proposed using the Pairwise Interaction Tensor Fac-
torization (PITF), that was used also in [22], in tag recom-
mendations, to predict which movies are rated in a specific
time period. Matrix factorization was later extended with
an additional parameter that models the interaction of the
context and the items [7].
A lot of different pieces of contextual information are
being exploited in different domains. For example, emo-
tional context was exploited in [23]. Affective paramethers
were also used in [24] as the affective metadata. The au-
thors in [25] described ways that physical and social con-
text can be used in a RS. Physical context was used to rec-
ommend mobile-device applications according to the loca-
tion where they might be needed or that have been used by
other users in a similar context. Social context was used to
enhance the neighborhood creation in a collaborative RS.
Social context was also used in [16]. Weather, mood and
temperature, among others, were used in the tourist do-
main [26].
From all the possible contextual information that can
be acquired, it is necessary to decide which is important
for a specific service. In [8] the paired t-test was used
to detect which contextual information is useful in their
database; however, if certain assumptions about the data
are not satisfied the t-test cannot be applied. The authors
in [15] used the χ2 test for the detection of the relevant
context; however, this test could be inappropriate for small
databases, i.e., for new systems and the cold-start problem,
as we will explain later in the article. In [26] a context-
relevance assessment was conducted to determine the in-
fluence of some contextual conditions on the users’ rat-
ings in the tourist domain, by asking users to imagine a
given contextual condition and evaluate the influence of
that condition. However, as they state, such an approach
is problematic, since the users rate differently in real and
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supposed contexts [27].
1.2 Problem Statement
When creating a CARS by using multiple pieces of
contextual information, the selection of the appropriate
pieces of information to be used can be described as a fea-
ture selection problem. Relevant contextual information
that contributes to explaining the variance in the ratings has
to be identified from all the available pieces of contextual
information, since the irrelevant information can degrade
the performance of the CARS, and it is also unnecessary
to spend the resources into acquiring the irrelevant infor-
mation.
For that reason we propose a relevant-context detection
method based on statistical hypothesis testing.
2 MATERIALS AND METHODS
In this section we describe the data and the methods
that were used in this study. Figure 1 shows the experi-
mental design. The experiment was conducted on the ex-
isting MovieAT dataset ( [8]). We used and compared three
statistical tests for the context-relevancy detection. Rat-
ing prediction was then contextualized by either using all
pieces of contextual information, or using only the relevant
or only the irrelevant pieces of contextual information. For
the rating prediction we used and compared four differ-
ent models, two of which were contextualized. The details
about the data and methods are in the following subsec-
tions.
2.1 Database
We examined some of the available, existing RS
databases that are commonly used in order to find adequate
data for our experiment. First, we examined the Moviepilot
and the Filmtipset databases that were used in the CAMRA
challenge 2010 and 2011 (http://www.dai-labor.
de/camra2010/). The only pieces of contextual infor-
mation, in the parts of these databases that we could ac-
quire, were the ones that could be derived from the times-
tamps. After examining the timestamps in these databases,
we found that most users have all the timestamps from a
relatively short period of time, usually most of them from
the same day. This points to the fact that users provide
most of the ratings at once. This means that these times-
tamps are from the moment when users rated the items and
that we do not know when the users consumed the items.
For this reason we decided not to use these databases since
we are interested in finding how a specific item suited a
specific user in a specific situation, i.e., what was the con-
text during the consumption. We also examined the Yahoo
music database used in the Yahoo KDD cup in 2011, how-
ever, once again the only pieces of contextual information
























Fig. 1. Experimental design. The experiment was con-
ducted on the data from the MovieAT database. Three sta-
tistical tests were used for the context-relevancy detection,
and four models were used for the ratings prediction.
Finally we decided to use the MovieAT database cre-
ated and used in [8]. This database was suitable since it
contains several different pieces of contextual information.
Other research on this database was also done in [7].
MovieAT database contained 1465 ratings from 84
users for 191 items. Pieces of contextual information in the
database are month, year, social, day of the week, opening
weekend and will recommend. Table 1 contains informa-
tion about which variables are in the database, what they
describe, and the number of possible values for each vari-
able.
Another important database property is the amount of
ratings provided by each user and the amount of ratings
provided for each item. If most of the users have provided
only a small amount of ratings or if there is only a small
amount of ratings per each item (also known as the long
tail in the ratings distributions for items and users [28]) it is
hard to train a model. This is especially true for some types
of contextualized methods, like pre-filtering [12], since the
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number of ratings provided in a specific context is even












Fig. 2. Number of ratings per user. Heights of the bars
represent the number of ratings provided by each user in
the database.
Figures 2 and 3 show the amount of ratings provided
by each user and the amount of ratings provided for each
item, respectively.
2.2 Relevancy Detection
In this subsection we explain the basic reasoning and
methods used for the context-relevancy detection.
2.2.1 Basic Notations and Reasoning
Assume that a user’s decision (such as rating a user has
assigned to a given content after the consumption) of a user
u ∈ U on an item h ∈ H in the context c ∈ C is an additive
function of contributions of the user model UM(u), con-
tent item metadata MD(h), context, and a random variable
ε. Each of the listed contributions is estimated from several










Fig. 3. Number of ratings per item. Heights of the bars
represent the number of ratings provided for each item in
the database.
The basic reasoning is that only a part of the user’s de-
cisions variability can be explained by the contributions
from the user and item data. An unexplained variability
is modeled by a random variable. The reason for this is
the nature of the human decision-making process, which
is very complex and dependent on many other factors be-
sides the content item and user’s past behavior recorded in
his user model. The assumption is that an additional part of
the user-decision variability can be explained by the con-
text c, described by the contextual variable vci . In this work
we concentrate on explaining the variability of the ratings,
however the reasoning is the same as for the decision mak-
ing in general. How the contextual variable contributes to
the rating prediction, and how it is employed in the model,
we will describe in Section 2.3.
Clearly, a variable that has no variability for a given
user, cannot provide any additional information about his
decisions and cannot be contextual. On the other hand, the
high variability can be inconsistent with the rating. There-
fore, if the variability of the variable is low, it is not a rel-
evant contextual information, if the variability is high it
might or might not be a relevant contextual information.
Furthermore, a variable that does not explain a significant
part of the user-decision variability cannot provide any rel-
evant contextual information.
Therefore, the two ways to identify context variables
are:
(i) Heuristic Scoring: Measuring the variable’s vci vari-
ability;
(ii) Significance-Test Scoring: Measuring the part of the
variability of the user decision that can be explained
by the variable vci .
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The heuristic scoring approach gives a necessary condi-
tion for a variable to be contextual and the significance-test
scoring approach gives a sufficient condition. Note that the
heuristic scoring does not use a user-decision (i.e. rating in
our case) variable as an input but only measures the vari-
ability of the variables, regardless of the users’ decisions.
The application of both the above-listed approaches de-
pends on the analyzed variables type. When they are of
the interval or proportional type it is based on the Pear-
son correlation coefficient (factor analysis and regression
analysis). But in the real world the candidate variables are
typically categorical or ordinal, which requires a modified
approach. The details are given in the following subsec-
tions.
2.2.2 Context-Variable Identification Using a Variable Vari-
ance (approach (i): Heuristic Scoring)
A variability of a numerical variable v is typically mea-
sured by its variance computed by a covariance formula
η(v) = Cov(v, v). Unfortunately, contextual variables
are typically not numeric but categorical or at most ordi-
nal. Besides, the straightforward adaptations of this for-
mula using association coefficients among categorical vari-
ables such as contingency coefficients is also not applica-
ble since it does not have all the required properties. There-
fore, we have to use other variability measures. Some of
them are presented in the subsequent paragraphs.
The authors in [29] proposed the unalikeability as a
measure of how often observations differ from one another.




i 6=j c(xi, xj)
n2 − n
where xi and xj are the observations, n is the number of
all the observations, and c(xi, xj) = 0 if xi = xj , and
c(xi, xj) = 1 if xi 6= xj .
Another approach is to calculate the variability as the
entropy of the observations, by the formula:
ηH(v









where M is the number of the possible values of the con-
textual variable vc, ni is the number of observations with
the value i and n in the number of all observations. 1log2M
is a normalizing constant which ensures that the variability
is between zero and one.






ni |vi − v̄|2
where vi is the value of the categorical class i and v̄ is the
mean of all the observations.
In order to establish whether the contextual variable
should be accepted according to its variability, a threshold
is needed. As a hypothesis, we assume that the variable
for which a certain value occurs at least 95% percent of
times is not relevant (for example, if users mostly consume
items at home, the location is not informative contextual
information). We use a significance-testing-based thresh-
old determination. On the distribution of the variabilities
for such a variable, for the risk level α = 0.05, a critical
value is calculated and used as a threshold. This threshold
is not sample size dependent (i.e. does not depend on the
number of ratings in the dataset), however it does depend
on the number of possible values of the variable (M ). For
this reason, thresholds were calculated for different contex-
tual variables according to the number of possible values of
each variable. In our case, the calculated thresholds were
0.23 when M = 3, 0.19 when M = 4, and 0.14 when
M = 12.
2.2.3 Context Variable Relevancy Detection Using the Ex-
plained Variance of a User Decision (approach (ii):
Significance-Test Scoring)
When selecting a statistical test to detect the relevancy
of the piece of contextual information, variable types and
the assumptions about the data should be taken into consid-
eration. Since the potentially relevant contextual variables
under investigation are typically categorical or at most or-
dinal, the association among the contextual variables and
ratings is measured using the association coefficients and
pertained significance tests for the categorical variables.
As further discussed in the following text, an a-priori and
a post-hoc power analyses are of key importance here.
In [8] the paired t-test was used for the detection. In the
case of the binary piece of contextual information (e.g.,
daytype: working day, weekend) ratings can be divided
into two groups, one for each value of the contextual in-
formation (e.g., ratings during the working day, ratings
during the weekend). If a contextual variable has more
than two possible values, i.e., ratings divided in more than
two groups, the analysis of variance (ANOVA) test can
be used. In both cases we test whether or not the means
of the groups are equal. However, for the t-test and the
ANOVA, normality (i.e., the distributions of groups are
normal) and homogeneity of variance (i.e., the variance
of data in groups are the same) assumptions have to be
met. To test the normality of the groups’ distributions we
will use the Shapiro-Wilk test [30]. If the distributions of
the ratings in different groups are not normal, the ANOVA
cannot be used.
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The alternative for the ANOVA test, when the normal-
ity assumption is not met, is the Kruskal-Wallis test, often
called an "ANOVA by Ranks" [31]. The Kruskal-Wallis
test does not assume normality, however the homogeneity
of variance assumption still has to be met. To test the ho-
mogeneity of variance the Levene’s test can be used [32].
If the homogeneity assumption is not met, the Kruskal-
Wallis test cannot be used.
When the assumptions for using the ANOVA and the
Kruskal-Wallies test are not met, weaker tests should be
employed. Since we mostly have categorical variables the
Pearson’s χ2 test should be used, as in [15]. However, for
the Pearson’s χ2 test the Cochran’s rule has to be satisfied.
It states that at least 80% of the expected cell count in a
contingency table should be five or more, and that no ex-
pected cell count should be less than one. Unfortunately,
due to the typical sparsity of the data in small databases
(e.g., during the cold-start phase) and especially when one
of the variables tested has a larger number of possible val-
ues, the Cochran’s rule is not satisfied and thus the detec-
tion cannot be achieved. If the Cochran’s rule is notsat-
isfied, we propose using the Freeman-Halton test, which
is Fisher’s exact test extended to n × m contingency ta-
bles, since the Fisher test does not depend on the sample
size [33].
With the Freeman-Halton test the independence is
tested between each contextual variable and the ratings.
The null hypothesis of the test states that the two variables
are independent. The alternative hypothesis states that they
are dependent. If we successfully reject the null hypothe-
sis we conclude that the contextual variable and the rating
are dependent and thus the piece of contextual information
represented by that contextual variable is relevant.
From the four possible outcomes of the hypothesis test-
ing, two outcomes, i.e., the type-I and type-II errors, would
mean that the relevancy of the contextual information was
not detected correctly. A type-I error would mean that the
contextual variable was irrelevant, but was detected as rel-
evant. In other words, it would be used as relevant in-
formation when in fact it does not explain a part of the
unexplained variance in the rating. A type-II error would
mean that the contextual information was in fact relevant,
but was detected as irrelevant. In other words, the informa-
tion that does explain a part of the unexplained variance in
the rating was overseen. For that reason we are especially
interested in observing the probability of a type-II error in
our hypothesis testing. The probability of a type-II error
occurring is called the false-negative rate β. Therefore, the
probability of obtaining a result from the statistical test that
will allow the rejection of the null hypothesis, if the null is
false, is called the statistical power and is equal to 1− β.
Once the p value (p) and the statistical power (1− β)
are calculated for a contextual variable, we can determine
the probability that the contextual variable is relevant. If
the p < α, the probability is P [A] = 1− β. If the p ≥ α,
the probability is P [A] = β. A stands for a relevant con-
textual variable, which means that it has a significant con-
tribution in explaining the variance in the ratings, and α is
the significance level of the test. In the case when p ≥ α,
if the statistical power is great, we conclude that the con-
textual variable is not relevant; however, if the statistical
power is small, we do not conclude that the context is not
relevant. This principle is independent of the test that we
use.
We also conducted an a-priori power analysis to com-
pute the required sample size, given the significance level,
desired power and effect size.
The a-priori power analysis and post-hoc power anal-
ysis were conducted according to [34, 35]. The post-
hoc power analysis for the Freeman-Halton test was
made using the Monte-Carlo method, and was imple-
mented using the R software environment (http://
www.r-project.org/).
2.3 Rating Prediction
Several different methods were compared in order to
inspect the impact of contextual information on the ratings
prediction.
First we used a simple Average Movie Rating method
as a baseline predictor. Predicted rating is calculated as an
average rating for the item, ignoring the user and context:
r̂ (u, i) = µi
where r̂ (i) is the predicted rating for the item i and µi is
the average rating for that item.
Second method is the Basic Matrix-Factorization al-
gorithm described in [18]. We used the following equation
and notations for the matrix factorization, ignoring the con-
text:
r̂ (u, i) = µ+ bi + bu + q
T
i · pu
where r̂ (u, i) is the predicted rating from a user u for the
item i, µ is a global ratings’ bias, bu is a user’s bias, bi is
an item’s bias, qi is an item’s latent feature vector, and pu
is a user’s latent feature vector. r̂, µ, bu and bi are scalars,
and qi and pu are vectors. The system learning procedure













u + ‖pu‖2 + ‖qi‖2
)]
where λ is the constant that controls the regularization, and
K = {(u, i) | r (u, i) is known}.
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To incorporate contextual information in the matrix
factorization, we used an algorithm described in [7, 26],
and a slightly modified one. As an extension to matrix
factorization the authors added parameters that model the
interaction between context and the items:
r̂ (u, i) = µ+ bi + bu + q
T




where bicj is a modification of the item’s i bias in context
cj , and k is the amount of the different pieces of contextual
information incorporated in a model. We will refer to this
model in the following text as CARS-cntxItems.
However, we decided to add parameters that model the
interaction between the context and the users, to inspect
the influence of the contextual information on the users’
behavior. In this approach context dependent ratings are
modeled as:
r̂ (u, i) = µ+ bi + bu + q
T




where bucj is a modification of the user’s u bias in con-
text cj , and k is the amount of the different pieces of con-
textual information incorporated in a model. We will refer
to this model in the following text as CARS-cntxUsers.
In all the models, the users’ and the items’ feature vec-
tors were calculated using the gradual descent method [18].
As the evaluation measure for the predicting ratings we
used the root mean square error (RMSE). The results were
obtained by the 10-fold cross validation.
To test the impact of the relevant and the irrelevant
pieces of contextual information on the contextualized rat-
ing prediction, we will test these models in the three ways:
by incorporating all the available pieces of contextual in-
formation, by incorporating only the pieces of contextual
information that were detected as relevant, and by incorpo-
rating only the pieces of contextual information that were
detected as irrelevant.
3 RESULTS
In this section we present the experimental results for
the detection of the relevant pieces of contextual informa-
tion, and the ratings prediction.
3.1 Relevancy Detection Results
To detect which piece of contextual information is rel-
evant in the MovieAT database, we tested each contextual
variable with the methods described in Section 2.2. The
significance level of the test was α = 0.05.
For the a-priori power analysis for the Freeman-Halton
test we used the effect size ω = 0.2 and power (1 − β) =
0.95. For the variables with the lowest degrees of free-
dom df = 24 the required sample size calculated was 365
samples. For the variables with the highest degrees of free-
dom df = 132 the required sample size calculated was 710
samples.
Variable variability (approach (i)) did not clearly point
to the irrelevancy of any contextual variable. Variabili-
ties of all the contextual variables in the MovieAT database
were high and thus all the variables were detected as po-
tentially relevant by the heuristic scoring approach.
The Shapiro-Wilk test for the normality showed that
the distributions of all the groups for every contextual vari-
able in the database are not normal, thus the ANOVA test
could not be used for the relevancy detection of any piece
of contextual information.
Table 2 contains the p-values from the Lavene’s test for
homogeneity with the associated ruling whether the homo-
geneity assumption was met or not. The significance level
of the Levene’s test was α = 0.05.
Table 2. Results of the Levene’s test for homogeneity; p-
value of the test and the ruling on the assumption.
Levene’s test





openWeekend < 0.001 not met
willRecommend < 0.001 not met
Tables 3, 4 and 5 contain the results of the contextual
information detection made by the Kruskal-Wallis test, the
Pearson’s χ2 test, and the Freeman-Halton test, for each
contextual variable, respectively. Pieces of the contextual
information that were detected as relevant are: withWhom,
dayOfWeek, openWeekend and willRecommend. The irrel-
evant pieces of contextual information are monthSeen and
yearSeen.
3.2 Rating Prediction Results
This section contains the results from all the models
described in Section 2.3.
On Fig. 4 we provide the boxplot of the results from
the Average and the Basic model, as well as the results
from the CARS-cntxItems model, using all the pieces of
contextual information, using only the pieces of contextual
information detected as relevant and using only the pieces
of contextual information detected as irrelevant.
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Table 3. Context-detection results for the Kruskal-Wallis
test. Column homogeneity contains information whether
the homogeneity assumption was met.
Kruskal-Wallis test
context homogeneity p-value power
monthSeen yes 0.93 > 0.99
yearSeen yes 0.64 > 0.99
withWhom yes < 0.01 > 0.99
dayOfWeek yes < 0.01 > 0.99
openWeekend no - -
willRecommend no - -
Table 4. Context-detection results for the Pearson’s χ2
test. Column Cochran contains information whether the
Cochran’s rule was satisfied.
Pearson’s χ2 test
context Cochran p-value power
monthSeen no - -
yearSeen no - -
withWhom yes 0.01 > 0.99
dayOfWeek yes 0.02 0.98
openWeekend yes < 0.01 > 0.99
willRecommend yes < 0.01 > 0.99




monthSeen 0.15 > 0.99
yearSeen 0.10 0.94
withWhom 0.01 > 0.99
dayOfWeek 0.02 0.96
openWeekend < 0.01 > 0.99
willRecommend < 0.01 > 0.99
On Fig. 5 we provide the boxplot of the results from
the Average and the Basic model, as well as the results
from the CARS-cntxUsers model, using all the pieces of
contextual information, using only the pieces of contextual
information detected as relevant and using only the pieces
of contextual information detected as irrelevant.
3.3 Discussion
With the results obtained from the detection and the
ratings prediction we can make the following conclusions.
An a-priori power analysis confirmed that the sample
size in the database is large enough to conduct the statisti-
cal testing for relevant-context detection.
The Kruskal-Wallis, the Freeman-Halton and the Pear-
son’s χ2 tests gave consistent results for all the contextual





 Average       Irrelevant          All              Basic         Relevant
Fig. 4. Boxplot of the results for the CARS-cntxItems
model. Vertical axis shows the RMSE value. These re-
sults are obtained by the 10-fold cross validation for the
Average and the Basic models, and CARS-cntxItems model












Average      Irrelevant           All             Basic        Relevant
Fig. 5. Boxplot of the results for the CARS-cntxUsers
model. Vertical axis shows the RMSE value. These results
are obtained by the 10-fold cross validation for the Aver-
age and Basic models, and CARS-cntxUsers model using
All, Relevant and Irrelevant contextual information.
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could not be achieved for two variables (openWeekend and
willRecommend) with the Kruskal-Wallies test due to the
homogeneity assumption, and two variables (monthSeen,
yearSeen) with the Pearson’s χ2 test due to the Cochran’s
rule. This points to the importance of the Freeman-Halton
test if the data assumptions are not met, and in the case
of the small databases. Since the detection of the relevant
contextual information is especially important in the early
stage of the system, while there is still a low number of
ratings, Freeman-Halton test proves to be a better choice
than the Pearson’s χ2 test.
By comparing Fig. 4 and Fig. 5 it is clear that
the CARS-cntxUsers model performed better than CARS-
cntxItems model in each case (relevant, irrelevant, all con-
text). Furthermore, Basic Matrix-Factorization model out-
performed CARS-cntxItems model, even in the case of rel-
evant context. It is shown that by using only the relevant
contextual variables, we still outperform the models us-
ing all or the irrelevant pieces. However, in the CARS-
cntxItems model, contextualization in general deteriorates
the result of the basic model. This can be explained by
the long tail in the amount of ratings per item (Fig. 3).
Since there are a lot of items with a low number of asso-
ciated ratings, and consequently even lower number of rat-
ings per context values, contextualized model with items’
biases could not be trained well, which deteriorated the re-
sults. Furthermore, since there are only a few ratings for
some item-context pairs, the more contextual variables we
use, the worse is the result, since many bicj parameters
are not sufficiently trained. Hence in the CARS-cntxItems
model, employing all contextual variables leads to worse
results then when employing only the irrelevant variables.
This points to the high impact of the sparsity on the train-
ing.
In the case of CARS-cntxUsers model however, on Fig.
5, we can see the positive impact of the relevant con-
textual information on the results. When using only the
pieces of contextual information detected as relevant the
results are significantly better than with the uncontextual-
ized Basic Matrix-Factorization model. In addition, Basic
Matrix-Factorization performed significantly better than
when using the irrelevant context. Another important re-
sult is that when all the available pieces of contextual in-
formation were used (i.e., no detection), the achieved re-
sults were worse than with the Basic Matrix-Factorization
model, which means that incorporating irrelevant contex-
tual information can in fact deteriorate the results. This
directly points to the importance and the quality of the de-
tection method.
4 CONCLUSION AND FUTURE WORK
In this work we addressed the problems of detecting
and incorporating pieces of contextual information in a
collaborative filtering recommender system. Experiments
were conducted on the well known MovieAT database.
Collaborative filtering rating predictions were computed
with the matrix-factorization algorithm which was then
contextualized by the multiple pieces of contextual infor-
mation at once. We proposed the Freeman-Halton statisti-
cal test with power analysis for the detection of the relevant
contextual information when other tests fail to reach the
conclusion. We also proposed incorporating context in rat-
ings prediction by adding parameters describing context-
user interaction, based on the method in [7, 26].
Our detection method proved useful when the conclu-
sion about the context relevancy could not be achieved by
the Kruskal-Wallis test due to the data assumptions, and
the Pearson’s χ2 test due to the Cochran’s rule. In ad-
dition, the rating-prediction results confirmed the impor-
tance of the detection, since the incorporation of all the
available pieces of contextual information as well as the ir-
relevant ones, in the matrix factorization, deteriorated the
results. Furthermore, matrix factorization that utilizes rel-
evant contextual information performs significantly better
than the uncontextualized model.
In our experiment we also noticed the impact of the
long tail on the different models results. This suggests that
this information about the data should not be overlooked
while designing a model.
Our future work consists of upgrading both the detec-
tion procedure and the context-aware matrix factorization
algorithm. We would also like to test our methods on other
databases and real applications. Our goal is also to evaluate
these methods with other real-world measures like users’
satisfaction, novelty, diversity, etc. Further more, we are
interested in inspecting the possible solutions for the long-
tail problem.
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