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Abstract
We prove the exponential decay of the derivative of the gluing maps with respect to the gluing parameter.
1 Introduction and Preliminary
The gluing analysis plays an important role in Gromov-Witten Invariants theory. In this paper we study the
gluing estimates, in particular the estimates of the derivatives of the gluing maps with respect to the gluing
parameter r. We describe now the problem and state our main result. We only consider the case of gluing one
nodal, for general cases the estimates are the same.
1.1 J-holomorphic maps from Riemann surface with one nodal point
Let (M,ω, J) be a closed C∞ symplectic manifold of dimension 2m with ω-tame almost complex structure J ,
where ω is a symplectic form. Then there is a Riemannian metric
GJ(v,w) :=< v,w >J :=
1
2
(ω(v, Jw) + ω(w, Jv)) (1.1)
for any v,w ∈ TM . Following [7] we choose the complex linear connection
∇˜XY = ∇XY − 12J (∇XJ)Y
induced by the Levi-Civita connection ∇ of the metric GJ . Let (Σ, j) be a smooth Riemann surface. A map
u : Σ −→M is called a (j, J)-holomorphic map if du ◦ j = J ◦ du. Alternatively
∂¯j,J(u) :=
1
2
(du+ J(u)du ◦ j) = 0. (1.2)
Let (Σ, j,y, q) be a marked nodal Riemann surface of genus g with n marked points y = (y1, ..., yn) and one
nodal point q. We write the marked nodal Riemann surface as
[Σ = Σ1 ∧Σ2, j = (j1, j2),y = (y1,y2), q = (p1, p2)] , (1.3)
where (Σi, ji,yi, qi), i = 1, 2, are smooth Riemann surfaces of genus gi with ni marked points yi and puncture
qi. We say that q1, q2 are paired to form q. We assume that (Σi, ji,yi, qi) is stable, i.e., ni + 1 > 2 − 2gi,
i = 1, 2. Let zi be a local complex coordinate around qi, zi(qi) = 0, i = 1, 2. Let
z1 = e
−s1−2π
√−1t1 , z2 = es2+2π
√−1t2 . (1.4)
(si, ti) are called the holomorphic cylindrical coordinates near qi. In terms of the holomorphic cylindrical
coordinates we write
◦
Σ1:= Σ1 \ {q1} ∼= Σ10 ∪ {[0,∞) × S1}, (1.5)
◦
Σ2:= Σ2 \ {q2} ∼= Σ20 ∪ {(−∞, 0] × S1}.
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Here Σi0 ⊂ Σi, i = 1, 2, are compact surfaces with boundary. Put
◦
Σ= Σ \ {q1, q2} =
◦
Σ1 ∪
◦
Σ2. We introduce
the notations
Σi(R0) = Σi0 ∪ {(si, ti)| |si| ≤ R0}, Σ(R0) = Σ1(R0) ∪ Σ2(R0). (1.6)
We choose a local coordinate system (a1, a2) ∈ A1 × A2 for complex structure on
◦
Σ1 ∪
◦
Σ2 , where Ai ⊂
R
6gi−6+2ni is an open set, and ai = (ji,yi).
For any gluing parameter (r, τ) with r ≥ R0 and τ ∈ S1 we construct a surface Σ(r) = Σ1#(r)Σ2 as
follows, where and later we use (r) to denote gluing parameters. We cut off the part of Σi with cylindrical
coordinate |si| > 3r2 and glue the remainders along the collars of length r of the cylinders with the gluing
formulas:
s1 = s2 + 2r, t1 = t2 + τ. (1.7)
Σ(R0) can naturally equate to the subset of Σ(r). Then ((a1, a2), r, τ) is a local coordinate system near
(Σ, j,y, q) in the Teichmu¨ller space Tg,n. For any a = (ai, ai) ∈ A1 × A2 with ai = (ji,yi), let j(r),a
be the complex structure on Σ(r) satisfying
j(r),a|Σi(R0) = ji, j(r),a
∂
∂si
∣∣∣∣
Σ(r)\Σ(R0)
=
∂
∂ti
∣∣∣∣
Σ(r)\Σ(R0)
where z = e−r−2π
√−1τ . If no danger of confusion we denote j(r),a by ja.
We may choose a family of metrics gi on
◦
Σi in the given conformal class ji, depending on ai ∈ Ai
smoothly, such that, restricting to Σ \ Σ(R0),
gi = (dsi)
2 + (dti)
2,
the standard cylinder metric. Then we define a metric g on
◦
Σ as g = g1 ⊕ g2.
Let u = (u1, u2), where ui : Σi → M is (ji, J)-holomorphic map such that u1(q1) = u2(q2). We choose
the local normal coordinates (x1, · · · , x2m) in a neighborhood Ou(q) of u(q) such that
(x1, · · · , x2m)(u(q)) = 0, J(0) ∂
∂xi
∣∣∣∣
0
=
∂
∂xm+i
∣∣∣∣
0
, J(0)
∂
∂xm+i
∣∣∣∣
0
= − ∂
∂xi
∣∣∣∣
0
, i ≤ m.
In terms of the holomorphic cylindrical coordinates (si, ti) over each tube the linearized operator Dui takes the
following form ( see Appendix 6.1)
Dui =
∂
∂si
+ J0
∂
∂ti
+ F 1ui + F
2
ui
∂
∂ti
, (1.8)
where
∑
p+q=d
∣∣∣∣ ∂dF lui∂spi ∂tqi
∣∣∣∣ → 0, for l, i = 1, 2,∀d ≥ 0, exponentially and uniformly in ti as |si| → ∞. Here J0 is
the standard complex structure in Ou(q) such that J0
∂
∂xi
= ∂
∂xm+i
, J0
∂
∂xm+i
= − ∂
∂xi
. Therefore, the operator
Hsi = J0
d
dti
+ F 1ui + F
2
ui
∂
∂ti
converges toH∞ = J0 ddti . Obviously, the operator Dui is not Fredholm operator
because over nodal end the operator H∞ = J0 ddti has zero eigenvalue. The kerH∞ consists of constant vectors
in Tu(q)M . To recover a Fredholm theory we use weighted spaces W
k,2,α(u∗TM). In this paper we take
k > 2. Fix a positive function W on Σ which has order equal to eα|s| on each end, where α is a small constant
such that 0 < α < 1 and over each end H∞ − α = J0 ddt − α is invertible. We will write the weight function
simply as eα|s|. For any section h ∈ C∞c (
◦
Σ;u∗TM) and section η ∈ C∞c (
◦
Σ, u∗TM ⊗ ∧0,1j T ∗
◦
Σ) we define
2
the norms
‖h‖k,2,α =
(∫
Σ
e2α|s|
k∑
i=0
|∇ih|2dvolΣ
)1/2
, (1.9)
‖η‖k−1,2,α =
(∫
Σ
e2α|s|
k−1∑
i=0
|∇iη|2dvolΣ
)1/2
. (1.10)
Denote by W k,2,α(
◦
Σ;u∗TM) and W k−1,2,α(
◦
Σ, u∗TM ⊗ ∧0,1j T ∗
◦
Σ) the complete spaces with respect to the
norms (1.9) and (1.10) respectively. The operator
Du :W
k,2,α(
◦
Σ;u
∗TM)→W k−1,2,α( ◦Σ, u∗TM ⊗ ∧0,1j T ∗
◦
Σ)
is a Fredholm operator as long as α does not lie in the spectrum of the operator H∞.
We choose R0 so large that u({|si| ≥ r2}) lie inOu(q) for any r > R0. In this coordinate system we identify
TxM with Tu(q)M for all x ∈ Ou(q). Any h0 ∈ Tu(q)M may be considered as a vector field in the coordinate
neighborhood. We fix a smooth cutoff function ̺:
̺(s) =
{
1, if |s| ≥ d¯,
0, if |s| ≤ d¯2
where d¯ is a large positive number. Put
hˆ0 = ̺h0.
Then for d¯ large enough hˆ0 is a section in C
∞(
◦
Σ;u∗TM) supported in the tube {(s, t)||s| ≥ d¯2 , t ∈ S1}.
Denote
Wk,2,α( ◦Σ;u∗TM) = {h+ hˆ0|h ∈W k,2,α(
◦
Σ;u∗TM), h0 ∈ kerH∞}.
We define weighted Sobolev norm onWk,2,α by
‖h+ hˆ0‖W ,k,2,α = ‖h‖k,2,α + |h0|,
where |h0| = [GJ(h0, h0)u(q)]
1
2 . If no danger of confusion, later we will denote
Wk,2,αu =Wk,2,α(
◦
Σ, u
∗TM), W k,2,αu = W
k,2,α(
◦
Σ, u
∗TM), Lk−1,2,αu = W
k−1,2,α(
◦
Σ, u
∗TM⊗∧0,1jo T ∗
◦
Σ).
Let
Bi = {vi = expui(hi)| hi ∈ Wk,2,αui },
B1 ×q B2 := {v = (v1, v2) ∈ B1 × B2 | v1(q1) = v2(q2)} .
For any ρ > 0 set
Obo(ρ) := {v ∈ B1 ×q B2 | v = expu(h+ hˆ0), ‖h+ hˆ0‖W ,k,2,α < ρ}. (1.11)
Let Ei be the infinite dimensional Bananch bundle overAi×Bi, whose fiber at (ai, vi) isW k−1,2,α(
◦
Σ, v∗i TM⊗
∧0,1jaiT
∗ ◦Σ).. We have a Fredholm system (Ai × Bi, Ei, ∂).We will fix a complex structure ao = (ao1, ao2).
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1.2 Pregluing
Let boi = (aoi, ui), i = 1, 2, where aoi ∈ i, ui : Σi →M are (joi, J)-holomorphic maps with u1(q1) = u2(q2).
Denote bo = (bo1, bo2) = (ao, u) = (jo,yo, u). Let r > 4R0. We glue the map (u1, u2) to get a pregluing
maps u(r), a family of approximate (jo, J)-holomorphic maps as follows. Set
u(r) =

u1 on Σ10
⋃{(s1, t1)|0 ≤ s1 ≤ r2 , t1 ∈ S1}
u1(q) = u2(q) on {(s1, t1)|3r4 ≤ s1 ≤ 5r4 , t1 ∈ S1}
u2 on Σ20
⋃{(s2, t2)|0 ≥ s2 ≥ − r2 , t2 ∈ S1}
.
To define the map u(r) in the remaining part we fix a smooth cutoff function β : R→ [0, 1] such that
β(s) =
{
1 if s ≥ 1
0 if s ≤ 0 (1.12)
and
√
1− β2 is a smooth function, 0 ≤ β′(s) ≤ 4 and β2(12 ) = 12 .We define
u(r) = u1(q) + β
(
3− 4s1
r
)
(u1(s1, t1)− u1(q)) + β
(
4s1
r
− 5
)
(u2(s1 − 2r, t1 − τ)− u2(q)).
We introduce a notation βi;R(si). For any R > 0 denote
β1;R(s1) = β
(
1
2
+
r − s1
R
)
, β2;R(s2) =
√
1− β2
(
1
2
− s2 + r
R
)
, (1.13)
where β is the cut-off function defined in (1.12). Then we have
β22;R(s1 − 2r) =
(
1− β2(1
2
− s1 − r
R
)
)
= 1− β21;R(s1). (1.14)
For any η ∈ C∞(Σ(r);u∗(r)TM ⊗ ∧0,1jo TΣ(r)), let
ηi(p) =

η if p ∈ Σi(R0)
βi;2(si)η(si, ti) if p ∈ Σi(r + 1) \Σi(R0)
0 if p ∈ Σi \ Σi(r + 1)
. (1.15)
Then ηi can be considered as a section over Σi, i.e., ηi ∈ C∞(Σi;u∗i TM⊗∧0,1joiTΣi). If no danger of confusion
we will denotes (1.15) by ηi = βi;2η. Define
‖η‖k−1,2,α,r = ‖η1‖Σ1,k−1,2,α + ‖η2‖Σ2,k−1,2,α. (1.16)
We now define a norm ‖ · ‖k,2,α,r on C∞(Σ(r);u∗(r)TM). For any section h ∈ C∞(Σ(r);u∗(r)TM) denote
h0 =
∫
S1
h(r, t)dt, (1.17)
h1(s1, t1) = (h− hˆ0)(s1, t1)β1;2(s1), h2(s2, t2) = (h− hˆ0)(s2, t2)β2;2(s2). (1.18)
We define
‖h‖k,2,α,r = ‖h1‖Σ1,k,2,α + ‖h2‖Σ2,k,2,α + |h0|. (1.19)
4
Denote the resulting completed spaces by
W k−1,2,αr (Σ(r);u
∗
(r)TM ⊗ ∧0,1jo TΣ(r)) and W k,2,αr (Σ(r);u∗(r)TM)
respectively. To simplify notations we will denote
W k,2,αr,u(r) = W
k,2,α(Σ(r), u
∗
(r)TM), L
k−1,2,α
r,u(r)
= W k−1,2,αr (Σ(r), u
∗
(r)TM ⊗ ∧0,1jo T ∗Σ(r)).
Set D = {z = e−2r−
√−12πτ |R0 < r ≤ ∞, 0 ≤ τ ≤ 1} and for (r) ∈ D denote
Br =
{
vr : Σ(r) →M | vr = expu(r) hr, hr ∈W k,2,αr,u(r)
}
.
For any R > R0, ρ > 0 denote
Obo(R, ρ) :=
⋃
r≥R,τ∈S1
{(
e−2r−2π
√−1τ , vr
)
| vr = expu(r) hr ∈ Br, ‖hr‖k,2,α,r < ρ
}
.
1.3 Local regularization
We want to use the implicit function theorem to get (j, J)-holomorphic maps from Σ(r) to M . When the
transversality fails we need to take the ”regularization”. We explain this now. Fix ao = (ao1, ao2), where
aoi = (joi,yoi).
Let E¯ be the infinite dimensional Bananch bundle over (B1 ×q B2) |Obo (ρ) whose fiber at b ∈ Obo(ρ) is
E¯b := {β(R0 − si)η(si, ti)|η ∈ E1 × E2} .
E¯ can be viewed as a infinite dimensional Bananch bundle over Br |Obo (R,ρ) for r > R > R0. Denote by injM
the injective radius of (M,GJ ). Given ξ ∈W k,2,αr,u(r) with ‖ξ‖L∞ < injM , let
Φu(r)(ξ) : u
∗
(r)TM → (expu(r) ξ)∗TM (1.20)
denote the complex bundle isomorphism, given by parallel transport along the geodesics s → expu(r)(sξ)
with respect to the connection ∇˜. There is a neighborhood Obo(R, ρ), over which E¯ is trivialized. Since
u(r)|Σ(R0) = u|Σ(R0), there is a isomorphism Φ¯bo,b : E¯bo → E¯b for any b ∈ Obo(R, ρ), where Φ¯bo,b is induced
by Φ. We can choose a finite dimensional subspace Kbo = (Kbo1 ,Kbo2) ⊂ E|bo = (Ebo1 , Ebo2) such that
Kbo1 + imDu1 = E|bo1 , Kbo2 + imDu2 = E|bo2 .
By a small perturbation we may assume that every member of Kboi is C
∞ and supports in the compact subset
Σi(R0) for some large number R0, Then Kbo can be considered a subspace of L
k−1,2,α
r,u(r) in a natural way. We
define a thickned Fredholm system (Kbo ×Obo(R, ρ),Kbo × E|Obo (R,ρ),S) with
S(κ, b) = ∂¯jo,Jv + i(κ, b), κ ∈ Kbo , (1.21)
where i(κ, b) = Φ¯bo,bκ and b = (ao, v). Denote by DS(κ,b) the linearized operator of S at (κ, b). Then
DS(0,bo)|Kbo×W k,2,α : Kbo ×W
k,2,α
u → Lk−1,2,αu
is surjective. Let Q(0,bo) be a right inverse of DS(0,bo). We call (κ, b) a perturbed (jo, J)-holomorphic map,
if (κ, b) satisfies S(κ, b) = 0. If no confusion, we denote Kbo by K. Let (κo, bo) be a perturbed (jo, J)-
holomorphic map. Denote by DS(κo,bo) the linearized operator of S at (κo, bo), by Q(κo,bo) a right inverse of
DS(κo,bo). Denote by DS(κo,b(r)) the linearized operator of S at (κo, b(r)).
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1.4 Some operators
Given η ∈ Lk−1,2,αr,u(r) denote
(η1(s1, t1), η2(s2, t2)) = (β1;2(s1)η(s1, t1), β2;2(s2)η(s2, t2)) , (1.22)
Q(κo,bo)(η1, η2) = (κ, h) = (κ, (h1, h2)), hi ∈W k,2,α(Σi;u∗i TM), (1.23)
where η(si, ti) denote the expression of η in terms of the coordinates (si, ti). We define h(r) ∈W k,2,αr,u(r) by
h(r) = β1;r(s1)h1(s1, t1) + β2;r(s1 − 2r)h2(s1 − 2r, t1 − τ). (1.24)
Note that, in the part {|si| ≥ r2}, h1 and h2 are identified as vectors in Tu(q)M , so the meaning of definition
(1.24) is clear. Since i(κ, b) supports in Σ(R0) for all κ ∈ K and
u(r)|{s1≤ r2} = u1|{s1≤ r2}, u(r)|{|s2|≤ r2} = u2|{|s2|≤ r2},
we have i(κ, b(r)) = i(κ, b) along u(r). Then we define an approximate right inverse
Q′(κo,b(r))η = (κ, h(r)). (1.25)
It is easy to show that DS(κo,b(r)) ◦ Q′(κo,b(r)) is invertible when r big enough ( cf. the proof of Lemma 3.2 ).
Then a right inverse Q(κo,b(r)) of DS(κo,b(r)) is given by
Q(κo,b(r)) = Q
′
(κo,b(r))
(DS(κo,b(r)) ◦Q′(κo,b(r)))
−1. (1.26)
For a fixed gluing parameter (r) = (r, τ) we define a map
Ir : kerDS(κo,bo) −→ kerDS(κo,b(r))
as follows. For any (κ, h+ hˆ0) ∈ kerDS(κo,bo), where h = (h1, h2) ∈W k,2,αu , we set
h(r) = β1;r(s1)h1(s1, t1) + β2;r(s1 − 2r)h2(s1 − 2r, t1 − τ) + hˆ0, (1.27)
and define
Ir(κ, h + hˆ0) = (κ, h(r))−Q(κo,b(r)) ◦DS(κo,b(r))(κ, h(r)). (1.28)
It is easy to see that Ir(κ, h+hˆ0) ∈ kerDS(κo,b(r)). We can prove that when r large enough Ir is an isomorphism
( cf §3.2 ).
It is important to estimate the derivative of the gluing map with respect to r. To this end we need to take the
derivative ∂∂r for Q(κo,b(r)) and other operators. Note that both Q(κo,b(r)) and f(r) are global operators, so we
need a global estimate. On the other hand, since the domain Σ(r) depends on r, in order to make the meaning
of the derivative ∂∂r for these operators clear we need transfer all operators defined over Σ(r) into a family of
operators defined over
◦
Σ1 ∪
◦
Σ2, depending on (r). We first define three maps
Hr : L
k−1,2,α
r,u(r)
→ Lk−1,2,αu , Pr : Lk−1,2,αu → Lk−1,2,αr,u(r) , φr :Wk,2,αu →W k,2,αr,u(r)
as following. Given η ∈ Lk−1,2,αr,u(r) define
Hrη = (β1;2(s1)η(s1, t1), β2;2(s2)η(s2, t2)),
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where η(si, ti) is the expression of η in terms the coordinates (si, ti). Given (η1, η2) ∈ Lk−1,2,αu define
Pr(η1, η2) =
{
ηi if p ∈ Σ(r/2)
β1;2(s1)η1(s1, t1) + β2;2(s1 − 2r)η2(s1 − 2r, t1 − τ) if p ∈ Σ(r) \ Σ(r/2)
. (1.29)
If no danger of confusion we will denotes (1.29) by Pr(η1, η2) =
∑
βi;2ηi.
Given (h1 + hˆ0, h2 + hˆ0) ∈ Wk,2,αu with supp hi ⊂ Σ(3r/2), define
φr
(
h1 + hˆ0, h2 + hˆ0
)∣∣∣
Σi(r/2)
=
(
hi + hˆ0
)
(si, ti)
∣∣∣
Σi(r/2)
,
φr
(
h1 + hˆ0, h2 + hˆ0
)∣∣∣
r
2
≤s1≤ 3r2
=
(
h1(s1, t1) + h2(s1 − 2r, t1 − τ) + hˆ0
)∣∣∣
r
2
≤s1≤ 3r2
.
By (1.14) one can check that
PrHr = Id, HrPr(η1, η2) = (ξ˜1, ξ˜2). (1.30)
where
ξ˜1 = β1;2(β1;2η1(s1, t1) + β2;2η2(s1 − 2r, t1 − τ)), ξ˜2 = β2;2(β1;2η1(s2 + 2r, t2 + τ) + β2;2η2(s2, t2)).
In particular, Hr is injective and Pr is surjective.
Next we introduce the following three operators
(Q′)∗(κo,b(r)) : L
k−1,2,α
r,u(r)
→W k,2,αu , Q∗(κo,b(r)) : L
k−1,2,α
r,u(r)
→W k,2,αu , I∗r : kerDS(κo,bo) → Kbo ×Wk,2,αu .
Given η ∈ Lk−1,2,αr,u(r) , denote
(κ, (h1, h2)) = Q(κo,bo)Hrη. (1.31)
Set
h∗r = (β1;r(s1)h1(s1, t1), β2;r(s2)h2(s2, t2)) ∈W k,2,αu . (1.32)
Define
(Q′)∗(κo,b(r))η = (κ, h
∗
r), Q
∗
(κo,b(r))
= (Q′)∗(κo,b(r))(DS(κo,b(r))Q
′
(κo,b(r))
)−1. (1.33)
Then we have maps
(Q′)∗(κo,b(r))Pr : L
k−1,2,α
u →W k,2,αu , Q∗(κo,b(r))Pr : L
k−1,2,α
u →W k,2,αu .
For any (κ, ζ + ζˆ0) ∈ kerDS(κo,bo), where ζ = (ζ1, ζ2) ∈W k,2,αu , we set
ζ∗r = (ζ1β1;r + ζˆ0, ζ2β2;r + ζˆ0). (1.34)
Define
I∗r (κ, ζ + ζ0) = (κ, ζ
∗
r )−Q∗(κo,b(r)) ◦DS(κo,b(r))(Id, φr)(κ, ζ
∗
r ). (1.35)
By the definition we have
Ir = (Id, φr) ◦ I∗r , Q(κo,b(r)) = (Id, φr) ◦Q∗(κo,b(r)).
where Id identifies E¯bo with E¯b(r).
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For fixed (r) we consider the family of maps:
F(r) : K ×W k,2,αr,u(r) → Lk−1,2,αr,u(r) , F(r)(κ, h) = Pb,b(r)
(
∂¯jo,Jv + i(κ, b)
)
,
where b = (r, τ, ao, v), v = expu(r) h and
Pb,b(r) = Φu(r)(h)
−1 : W k−1,2,αr (Σ(r), v
∗TM ⊗ ∧0,1jo T ∗Σ(r))→ Lk−1,2,αr,u(r) .
By implicit function theorem, there exists a small neighborhood Or of 0 ∈ ker DS(κo,b(r)) and a unique smooth
map
f(r) : Or → Lk−1,2,αr,u(r)
such that for any (κ, ζ) ∈ Or,
dv + J · dv · jao + i (κo + κr, b) = 0,
where b = (r, τ, ao, v), v = expu(r)(ξ(r)) and (κr, ξ(r)) = (κ, ζ)+Q(κo,b(r)) ◦f(r)(κ, ζ). Then combining with
the isomorphism Ir : kerDS(κo,bo) −→ kerDS(κo,b(r)) we get a gluing map
Ir +Q(κo,b(r)) ◦ f(r) ◦ Ir
fromO into the space of perturbed (jao , J)-holomorphic maps, whereO is a neighborhood of 0 in kerDS(κo,bo).
We consider the operator
I∗r +Q
∗
(κo,b(r))
f(r)Ir : kerDS(κo,bo) → K ×Wk,2,αu .
It is easy to see that, restricting to Σ(R0), we have
I∗r (κ, ζ) +Q
∗
(κo,b(r))
f(r)(Ir(κ, ζ)) = Ir(κ, ζ) +Q(κo,b(r))f(r)(Ir(κ, ζ)).
1.5 Main result
The main result of this paper is the following estimate.
Theorem 1.1. Let Σ be a marked nodal Riemann surface with one nodal point q. Let (κo, bo) = (κo, ao, u) ∈
K ×Obo(ρ) be a perturbed (jo, J)-holomorphic map from Σ toM , where u = (u1, u2) : Σ1 ∪ Σ2 →M with
u1(q) = u2(q) and
DS(κo,bo)|K×W k,2,αu : K ×W
k,2,α
u → Lk−1,2,αu
is surjective. Denote by Q(κo,bo) : L
k−1,2,α
u → K ×W k,2,αu a right inverse of DS(κo,bo). Let Q(κo,b(r)) be the
right inverse of DS(κo,b(r)) defined in (1.26). Then the following hold.
Let c ∈ (0, 1) be a fixed constant. For any 0 < α < 1100c , there exists two positive constants C1, d such that
for any (κ, ζ) ∈ kerDS(κo,bo) satisfying ‖(κ, ζ)‖W ,k,2,α ≤ d, we have the following estimate∥∥∥ ∂∂r (I∗r (κ, ζ) +Q∗(κo,b(r)) ◦ f(r) ◦ Ir(κ, ζ))∥∥∥k−1,2,α ≤ C1e−(c−5α) r4 (d+ 1),
when r large enough, where ‖ · ‖k,2,α is defined in (3.1).
As a consequence we have
Corollary 1.2. Let l ∈ Z+ be a fixed integer. There exists positive constants Co,l, d, R0 such that for any
(κ, ζ) ∈ kerDS(κo,bo) with ‖(κ, ζ)‖W ,k,2,α ≤ d, restricting to the compact set Σ(R0), the following estimate
hold ∥∥∥ ∂∂r (Ir(κ, ζ) +Q(κo,b(r)) ◦ f(r) ◦ Ir(κ, ζ))∥∥∥Cl(Σ(R0)) ≤ Co,le−(c−5α) r4 (d+ 1).
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In order to apply our result to the study of J-holomorphic map moduli spaces we should let a = (a1, a2)
vary in A1 × A2 and need to take a sum of several Kbi . In the section §5 we extend the Theorem 1.1 to
more general setting and to a neighborhood of ao. In our next paper [5] we use the Theorem to show that the
Gromov-Witten invariants can be defined as an integral over top strata of virtual neighborhood. Furthermore,
we prove that such invariants satisfy all the Gromov-Witten axioms of Kontsevich and Manin.
2 Some important estimates
In this section we give some important estimates which will be used in this paper.
2.1 Exponential decay theorem for J-holomorphic maps
Denote
Br(0) = {z ∈ C| |z| ≤ r}, A(r,R) := {z ∈ C| r ≤ |z| ≤ R}.
Take the standard Euclidean metric on Br(0) and A(r,R).
The following two theorems in [7] (see Lemma 4.3.1 and Lemma 4.7.3) are fundamental results:
Theorem 2.1. Let (M,J) be a compact almost complex manifold. Suppose that M is equipped with any
Riemannian metric. Then there exists a constant ~ > 0 such that the following holds. If r > 0 and u : Br(0)→
M is a J-holomorphic curve then∫
Br(0)
|du|2 < ~ ⇒ |du(0)|2 < 8
πr2
∫
Br(0)
|du|2.
Theorem 2.2. Let (M,ω) be a compact symplectic manifold and J be an ω-tame almost complex structure.
Then, for every c < 1, there exist positive constants ~ = ~(M,ω, J, ν) and C = C(c) such that every J-
holomorphic curve u : A(r,R)→M with
E(u,A(r,R)) < ~,
satisfies for any log 2 ≤ T ≤ log√R/r,
E(u,A(eT r, e−TR)) ≤ Ce−2cTE(u,A(r,R)).
Now we use the cylinder coordinates (s, t). Fix a constant R0 ∈ (0, r/4). Take the standard complex
structure j and a smooth metric g on (R0, 2r −R0)× S1 such that
g = ds2 + dt2, in R0 ≤ s ≤ 2r −R0.
We can restate Theorems 2.1 and 2.2 as following.
Theorem 2.3. Fix a constant c ∈ (0, 1). Let (M,ω) be a compact symplectic manifold and J be an ω-tame
almost complex structure. Then there exist positive constants ~ = ~(M,ω, J, ν) and C1 = C1(c) such that
every (j, J)-holomorphic map u : [R0, 2r −R0]× S1 →M with
E(u,R0 ≤ s ≤ 2r −R0) :=
∫
[R0,2r−R0]×S1
|du|2 < ~, (2.1)
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and any R0 + log 2 ≤ R ≤ r, we have
E(u,R ≤ s ≤ 2r −R) ≤ C1E(u,R0 ≤ s ≤ 2r −R0)e−2c(R−R0),∣∣∣∣∂u∂s (s, t)
∣∣∣∣+ ∣∣∣∣∂u∂t (s, t)
∣∣∣∣ ≤ C1√E(u,R0 ≤ s ≤ 2r −R0)e−c(R−R0), ∀ R+ 12 ≤ s ≤ 2r −R− 12 .
If we take R2m instead of M , a similar result also hold. Let ωo be the standard symplectic form in R
2m.
Let u : [R0, 2r −R0]× S1 → R2m be a map satisfying du+ J0 · du · j = 0. Denote
e(R0) := E (u,R0 ≤ s ≤ 2r −R0) :=
∫
[R0,2r−R0]×S1
u∗ωo =
∫
[R0,2r−R0]×S1
|∇u|2dsdt
where |∇u|2 =∑2mi=1 (∂ui∂s )2 +∑2mi=1 (∂ui∂t )2 .We have
Lemma 2.4. There is a constant C depending only on c such that for all solution u : [R0, 2r−R0]×S1 → R2m
of the equations du+ J0 · du · j = 0, and any R0 + log 2 ≤ R ≤ r, we have,
e(R) ≤ e−2c(R−R0)e(R0), (2.2)∣∣∣∣∂u∂s (s, t)
∣∣∣∣+ ∣∣∣∣∂u∂t (s, t)
∣∣∣∣ ≤ C√e(R0)e−c(R−R0), ∀ R+ 12 ≤ s ≤ 2r −R− 12 . (2.3)
Proof. We give a sketch of the proof. For any loop γ : S1 → R2m and any smooth map W : D1(0) → R2m
satisfying W (∂D1(0)) = γ, we define an action functional by
A(γ) = −
∫
D1(0)
W ∗ωo.
Since ωo is exact in R
2m, the action functional A(γ) is well defined. Denote by L(γ) the length of γ. Then
isoperimetric inequality can be written as (see Page 85 of [7])
|A(γ)| ≤ 1
4π
L(γ)2. (2.4)
Denote us : S
1 → R2m given by us(t) = u(s, t). Then
e(R) = |A(uR)−A(u2r−R)|.
By the same argument of [7] (see Page 105 of [7]), using inequalities (2.4) one can prove (2.2). It is well known
that |∇u|2 is subharmonic function. Then
|∇u|2(p) ≤ 4
π
∫
D 1
2
(p)
|∇u|2, ∀ p ∈ [R0 + 1, 2r −R0 − 1]× S1. (2.5)
Then (2.3) follows from (2.5).
Remark 2.5. Theorem 2.3 and Lemma 2.4 also hold for r =∞.
2.2 Estimates for the equation ∂¯j,J0ζ = χ
Fix α ∈ (0, c100 ). The multiplication by eαs gives an isomorphism from W k,2,α(R × S1;R2m) to W k,2(R ×
S1;R2m) and
C
−1‖eαsf‖W k,2(R×S1;R2m) ≤ ‖f‖W k,2,α(R×S1;R2m) ≤ C‖eαsf‖W k,2(R×S1;R2m), (2.6)
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for some constant C > 0 depending only on k and α. It is easy to check that
∂¯j,J0h = η, if and only if (∂¯j,J0 − α)(eαsh) = eαsη. (2.7)
Obviously, L := J0
∂
∂t − α is an invertible elliptic operator on H1(S1). It is well known that the operator
∂¯j,J0 − α :W k,2(R × S1,R2m)→W k−1,2(R× S1,R2m) has a right inverse
Qα :W
k−1,2(R × S1,R2m)→ W k,2(R× S1,R2m)
with
‖Qαρ‖k,2 ≤ C(k, α)‖ρ‖k−1,2, ∀ρ ∈W k−1,2(R× S1,R2m)
(see Proposition 3.4 in [2]). Denote
R
+ = {x ∈ R|x ≥ 0}, R− = {x ∈ R|x ≤ 0}.
Denote the completed spaces of Ck−1,2c (R+×S1,R2m) with respect to the norm ‖·‖k−1,2,α byW k−1,2,αc (R+×
S1,R2m). For any η ∈W k−1,2,αc (R+×S1,R2m), eαsη can been seen as inW k−1,2(R×S1,R2m) by extending
eαsη|R−×S1 = 0. Set
QJ0,αη = e
−αsQα (eαsη)
∣∣
R+×S1 .
Then by (2.6) and (2.7) we conclude that
∂¯j,J0 (QJ0,αη) = η,
and QJ0,αη ∈W k,2,α(R+ × S1,R2m) with
‖QJ0,αη‖k,2,α ≤ C(k, α)‖η‖k−1,2,α, ∀η ∈W k−1,2,αc (R+ × S1,R2m). (2.8)
Then we have the following lemma.
Lemma 2.6. Let η ∈ Lk−1,2,αu and h+ hˆ0 ∈ Wk,2,αu be a solution ofDu(h+ hˆ0) = η over Σ\Σ(R0). Suppose
that, for any p, q ≥ 0, ∣∣∣∣∂p+qF lu∂sp1∂tq1
∣∣∣∣ ≤ Cp,qe−c|si|, ∀ |si| ≥ R0, l = 1, 2 (2.9)
for some constant Cp,q > 0. Then for any 0 < α <
c
2 , there exists a constant C > 0 such that for any
R > max{R0, d¯} and R′ > 2 +R
‖h |s1≥R′‖k,2,α ≤ C
(
(e−(c−α)(R
′−R) + e−(c−α)R)
∥∥∥h+ hˆ0∥∥∥W ,k,2,α + ‖η |s1≥R‖k−1,2,α
)
(2.10)
In particular, if Du has a bounded right inverse Qu : L
k−1,2,α
u → W k,2,αu let h = Quη be a solution of
Duh = η over (R0,∞)× S1. Then there exists a constant C′ > 0 independent of r such that
‖h |s1≥R′‖k,2,α ≤ C′
[(
e−(c−α)(R
′−R) + e−(c−α)R
)
‖η‖k−1,2,α + ‖η |s1≥R‖k−1,2,α
]
. (2.11)
Proof. First we construct ζ such that, restricting to s ≥ R+ 1,
∂¯j,J0(h− ζ) = 0. (2.12)
Denote χ = β(s1 −R)
(
η − F 1u (h+ hˆ0)− F 2u ∂h∂t
)
. Obviously, supp χ ⊂ {s ≥ R} and
χ = η − F 1u (h+ hˆ0)− F 2u
∂h
∂t
, for any s ≥ R+ 1.
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Let ζ = QJ0,α(χ). Then ζ satisfies (2.12) in s ≥ R + 1. By (2.8) and using the the exponential decay of
F iu, i = 1, 2 we get
‖ζ‖k,2,α ≤ C‖χ‖k−1,2,α ≤ C
(
e−(c−α)R
∥∥∥h+ hˆ0∥∥∥
k,2,α
+ ‖η|s≥R‖k−1,2,α
)
. (2.13)
Since for any nonnegative integers p, q,
∂¯j,J0
(
∂p+q
∂ps∂qt
(h− ζ)
)
= 0, in s ≥ R+ 1 (2.14)
using Lemma 2.4 with r =∞ we conclude that for any l ≤ k
|∂l(h− ζ)|(s, t) ≤ Ce−c(s−R)‖(h − ζ)‖l,2 ≤ Ce−c(s−R)‖h− ζ‖k,2,α, ∀s ≥ R+ 2.
By lim
s→∞(h− ζ) = 0 and the integration with respect to s, we have
‖(h− ζ) |s≥R′‖k,2,α ≤ Ce−(c−α)(R
′−R)‖h− ζ‖k,2,α. (2.15)
Then by (2.13) and (2.15) we get
‖h |s≥R′‖k,2,α ≤ ‖(h− ζ) |s≥R′‖k,2,α + ‖ζ|s≥R′‖k,2,α
≤ Ce−(c−α)(R′−R) ‖h− ζ|s≥R‖2,α + C
(
e−(c−α)R
∥∥∥h+ hˆ0∥∥∥
k,2,α
+ ‖η|s≥R‖k−1,2,α
)
≤ C
(
e−(c−α)(R
′−R) + e−(c−α)R
)∥∥∥h+ hˆ0∥∥∥
k,2,α
+ C‖η|s≥R‖k−1,2,α.
We obtain the estimate (2.10).
3 Gluing estimates
Let (κo, bo) = (κo, ao, u) = (κo, jo,yo, u) be a perturbed (jo, J)-holomorphic map from Σ to M . For any
(κ, h + hˆ0) ∈ K ×Wk,2,αu , where h = (h1, h2) ∈W k,2,αu , we define
‖(κ, h)‖k,2,α = |κ|+ ‖h1‖k,2,α + ‖h2‖k,2,α, ‖(κ, h + hˆ0)‖W ,k,2,α = ‖(κ, h)‖k,2,α + |h0|. (3.1)
For any (κ, h(r)) ∈ K ×W k,2,αr,u(r) we define
‖(κ, h(r))‖k,2,α,r = |κ|+ ‖h(r)‖k,2,α,r. (3.2)
In this section and the next section we derive gluing estimates. To simplify notations we let C denote a generic
constant whose value may change from line-to-line, but is independent of (r).
3.1 Estimates of right inverse
First we recall the definition of Q′(κo,b(r)). Given η ∈ L
k−1,2,α
r,u(r) denote
(η1(s1, t1), η2(s2, t2)) = (β1;2(s1)η(s1, t1), β2;2(s2)η(s2, t2)) ,
Q(κo,bo)(η1, η2) = (κ, h) = (κ, (h1, h2)), hi ∈W k,2,α(Σi;u∗i TM).
Then
Q′(κo,b(r))η := (κ, h(r)) = (κ, β1;r(s1)h1(s1, t1) + β2;r(s1 − 2r)h2(s1 − 2r, t1 − τ)).
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Lemma 3.1. For any η ∈ Lk−1,2,αr,u(r) , we have
DS(κo,b(r)) ◦Q′(κo,b(r))η − η =
∑
(∂¯βi;r)hi +
∑
βi;r(F
1
u(r)
− F 1ui)hi (3.3)
+
∑
βi;r(F
2
u(r)
− F 2ui)∂thi + (
∑
βi;rβi;2 − 1)η.
Proof: Since DS(κo,bo)(κ, h) = di(κo,bo)(κ, h) +Duh = (η1, η2) we have
DS(κo,b(r)) ◦Q′(κo,b(r))η = η for |si| ≤ r2 . (3.4)
It suffices to calculate the left hand side in the annulus { r2 ≤ |si| ≤ 3r2 }. By choosing r large enough we may
assume that { r2 ≤ |si| ≤ 3r2 } ⊂ Σ \Σ(R0). Note that in this annulus
di(κo,bo) = 0, DS(κo,bo)hi = Duihi = ηi,
β1;rDu1h1 + β2;rDu2h2 =
2∑
i=1
βi;rβi;2η, Dui = ∂¯jo,J0 + F
1
ui + F
2
ui
∂
∂t
.
We have, in this annulus,
DS(κo,b(r)) ◦Q′(κo,b(r))η − η = ∂¯jo,J0h(r) + F
1
u(r)
h(r) + F
2
u(r)
∂th(r) − η (3.5)
=
∑
βi;r∂¯jo,J0hi +
∑
βi;rF
1
uihi +
∑
(∂¯βi;r)hi +
∑
βi;r(F
1
u(r)
− F 1ui)hi − η
+
∑
βi;r(F
2
u(r)
− F 2ui)∂thi +
∑
βi;rF
2
ui∂thi
=
∑
(∂¯βi;r)hi +
∑
βi;r(F
1
u(r)
− F 1ui)hi +
∑
βi;r(F
2
u(r)
− F 2ui)∂thi + (
∑
βi;rβi;2 − 1)η.

Lemma 3.2. Suppose that DS(κo,bo)|K×W k,2,αu : K ×W
k,2,α
u → Lk−1,2,αu is surjective. Denote by Q(κo,bo) :
Lk−1,2,αu → K×W k,2,αu a bounded right inverse ofDS(κo,bo). ThenDS(κo,b(r)) is surjective for r large enough.
Moreover, there is a right inverse Q(κo,b(r)) such that
‖Q(κo,b(r))‖ ≤ C (3.6)
for some constant C > 0 independent of r.
Proof: We first show that
‖Q′(κo,b(r))‖ ≤ C (3.7)
‖DS(κo,b(r)) ◦Q′(κo,b(r)) − Id‖ ≤
2
3
(3.8)
for some constant C > 0 independent of r. By the definition (1.17) and 0 ≤ βi;r ≤ 1 we have
|(h(r))0| ≤e−αr max
t∈S1
|eαrh(r)(r, t)| ≤ e−αr max
ti∈S1
∑
|eαrhi(r, ti)| (3.9)
≤Ce−αr
∑
i=1,2
‖eα|si|hi(si, ti)|r−1≤s1≤r+1‖k,2 ≤ Ce−αr
∑
‖hi‖k,2,α
where we used the Sobolev embedding theorem in the second inequality. By ‖Q(κo,bo)‖ ≤ C and the definition
of ‖ · ‖k,2,α,r we have
‖(κ, h(r))‖k,2,α,r = |κ|+
∑
‖βi;2(h(r) − (hˆ(r))0)‖k,2,α + |(h(r))0|
≤ |κ|+
∑
‖βi;2h(r)‖k,2,α + C
∑
‖hi‖k,2,α
≤ 2(C + 1)‖(κ, h1, h2)‖k,2,α ≤ C‖(η1, η2)‖k−1,2,α ≤ C‖η‖k−1,2,α,r,
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where we used (3.9) in the second inequality. Then (3.7) follows.
We prove (3.8). It follows from (3.3) that∥∥∥DS(κo,b(r)) ◦Q′(κo,b(r))η − η∥∥∥k−1,2,α,r ≤ 12‖η‖k−1,2,α,r + Cr ∑ ‖hi‖k,2,α (3.10)
≤
(
C
r
+
1
2
)
‖η‖k−1,2,α,r.
where we used 12 ≤
∑
βi;rβi;2 ≤
√
2,
∑2
i=1 |F iu(r) | ≤ Ce−c
r
2 in
{
r
2 ≤ s1 ≤ 3r2
}
in the first inequality, and
used ‖Q(κo,bo)‖ ≤ C in the last inequality. Then (3.8) follows when r large enough.
The estimate (3.8) implies thatDS(κo,b(r))◦Q′(κo,b(r)) is invertible, and a right inverseQ(κo,b(r)) ofDS(κo,b(r))
is given by
Q(κo,b(r)) = Q
′
(κo,b(r))
(DS(κo,b(r)) ◦Q′(κo,b(r)))
−1. (3.11)
Then the Lemma follows. 
3.2 Isomorphism between kerDS(κo,bo) and kerDS(κo,b(r))
For any (κ, h+ hˆ0) ∈ kerDS(κo,bo), where h = (h1, h2) ∈W k,2,αu , we set
h(r) = β1;r(s1)h1(s1, t1) + β2;r(s1 − 2r)h2(s1 − 2r, t1 − τ) + hˆ0, (3.12)
Recall that Ir : kerDS(κo,bo) → kerDS(κo,b(r)) defined by
Ir(κ, h + hˆ0) = (κ, h(r))−Q(κo,b(r)) ◦DS(κo,b(r))(κ, h(r)).
Lemma 3.3. Ir is an isomorphisms for r large enough, and
‖Ir‖ ≤ C,
for some constant C > 0 independent of r.
Proof. The proof is basically a similar gluing argument as in [2]. The proof is divided into 2 steps.
Step 1. We define a map I ′r : kerDS(κo,b(r)) −→ kerDS(κo,bo) and show that I ′r is injective for r large enough.
For any (κ, h) ∈ kerDS(κo,b(r)) we denote by hi the restriction of h to the part |si| ≤ r + 1, we get a pair
(h1, h2). Set
h0 =
∫
S1
h (r, t) dt. (3.13)
We denote
h˜ =
(
(h1 − hˆ0)β1;2 + hˆ0, (h2 − hˆ0)β2;2 + hˆ0
)
and define I ′r : kerDS(κo,b(r)) −→ kerDS(κo,bo) by
I ′r(κ, h) = (κ, h˜)−Q(κo,bo) ◦DS(κo,bo)(κ, h˜), (3.14)
where Q(κo,bo) denotes the right inverse of DS(κo,bo)|K×W k,2,αu : K ×W
k,2,α
u → Lk−1,2,αu . Since DS(κo,bo) ◦
Q(κo,bo) = I, we have I
′
r(kerDS(κo,b(r))) ⊂ kerDS(κo,bo).
Let (κ, h) ∈ kerDS(κo,b(r)) such that I ′r(κ, h) = 0. First we prove h0 = 0. Since di(κo,bo)(κ, h) and
Dui(βi;2(hi − hˆ0)) have compact support and F lu ∈ W k,2,αu , l = 1, 2, we have DS(κo,bo)(κ, h˜) ∈ Lk−1,2,αu .
Then Q(κo,bo) ◦DS(κo,bo)(κ, h˜) ∈ K ×W k,2,αu . By (3.14) we have hˆ0 = 0.
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Next we estimate ‖(κ, h˜)‖k,2,α. From (3.14), by I ′r(κ, h) = 0, we have
‖(κ, h˜)‖k,2,α ≤ C‖di(κo,bo)(κ, h˜) +Du(h˜)‖k−1,2,α
=
∥∥∥di(κo,bo)(κ, h˜) +Du(h˜)− (β1;2 (Du(r)h+ di(κo,b(r))(κ, h)) , β2;2 (Du(r)h+ di(κo,b(r))(κ, h)))∥∥∥k−1,2,α
for some constant C > 0, where we used (κ, h) ∈ kerDSb(r) in the last inequality. We choose r > 4R0. As
di(κo,b(r))(κ, h) = di(κo,bo)(κ, h˜), di(κo,b(r))(κ, h)||si|≥R0 = di(κo,bo)(κ, h˜)||si|≥R0 = 0
and βi;2||si|≤r−1 = 1 we have (β1;2di(κo,b(r))(κ, h), β2;2di(κo,b(r))(κ, h)) = di(κo,bo)(κ, h˜). Set (∂¯β)h =
(∂¯β1;2h1, ∂¯β2;2h2). Therefore
‖(κ, h˜)‖k,2,α ≤ C‖(∂¯β)h‖k−1,2,α + C
2∑
i=1
‖βi;2(F 1ui − F 1u(r))h‖k−1,2,α
+C
2∑
i=1
‖βi;2(F 2ui − F 1u(r))∂th‖k−1,2,α.
Note that F lu = F
l
u(r)
, l = 1, 2 in {|si| ≤ r2}. By exponential decay of F lu, F lu(r) , l = 1, 2, in { r2 ≤ s1 ≤ 3r2 },
there exists a constant C > 0 such that
2∑
i=1
‖βi;2(F 1ui − F 1u(r))h‖k−1,2,α +
2∑
i=1
‖βi;2(F 2ui − F 1u(r))∂th‖k−1,2,α ≤ Ce−c
r
2 ‖βh‖k,2,α.
Since (∂¯β1;2)h1 supports in r − 1 ≤ s1 ≤ r + 1, and over this part
|∂¯β1;2| ≤ 4, r − 1 ≤ |s2| ≤ r + 1, e2α|s1| ≤ e2αe2α|s2|, β1;2 + β2;2 ≥ 1, h1 = h2,
we obtain
‖(∂¯β1;2)h1‖k−1,2,α ≤ C‖h1|r−1≤s1≤r+1‖Σ1,k−1,2,α ≤ C‖
∑
βihi|r−1≤s1≤r+1‖Σ1,k−1,2,α
≤ C
∑
‖βi;2hi|r−1≤|si|≤r+1‖k−1,2,α = C‖h|r−1≤s≤r+1‖k−1,2,α,r ≤ Ce−(c−α)
r
2‖h‖k−1,2,α,r
where we have used Corollary 2.6 withR′ = r−1, R = r−12 and η = 0 in the last inequality. Similar inequality
for (∂¯β2;2)h2 also holds. So we have
‖(∂¯β)h‖k−1,2,α ≤ Ce−(c−α)
r−1
2 ‖h‖k−1,2,α,r = Ce−(c−α)
r−1
2 ‖h˜‖k,2,α.
Hence
‖(κ, h˜)‖k,2,α ≤ C(e−(c−α)
r
2 + e−
cr
2 )‖h˜‖k,2,α ≤ 1/2‖h˜‖k,2,α (3.15)
for some constant C > 0, here we choosed r large enough such that Ce−(c−α)
r
2 < 1/4. Then I ′r(κ, h) = 0 and
(3.15) gives us
|κ| = 0, ‖h˜‖k,2,α = 0.
Note that β˜i;rhi||si|≤r = h||si|≤r. It follows that κ = 0, h = 0. So I ′r is injective.
Step 2. Let (κ, h+ hˆ0) ∈ kerDS(κo,bo) with Ir(κ, h+ h0) = 0. Since ‖Q(κo,b(r))‖ is uniformly bounded, from
(1.28) and (3.6), we have
‖(κ, h(r))‖k,2,α,r = ‖Ir(κ, h + h0)− (κ, h(r))‖k,2,α,r ≤ C‖DS(κo,b(r))(κ, h(r))‖
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for some constant C > 0. By a similar culculation as in (3.5) we obtain
DS(κo,b(r))(κ, h(r)) = ∂¯jo,J0h(r) + F 1u(r)h(r) + F 2u(r)∂th(r) + di(κo,b(r))(κ, h(r)) (3.16)
=
∑
(∂¯βi;r)hi +
∑
βi;r(F
1
u(r)
− F 1ui)hi +
∑
βi;r(F
2
u(r)
− F 2ui)∂thi + (F 1u(r) −
∑
βi;rF
1
ui)hˆ0
where we used DS(κo,b(r))(κ, h + hˆ0) = 0. Then we have
‖(κ, h(r))‖k,2,α,r ≤
C
r
(‖h‖k,2,α + |h0|) (3.17)
for some constant C > 0. Since di(κo,u)||si|≥R0 = di(κo,u(r))||si|≥R0 = 0, for any (κ, h) ∈ kerDS(κo,bo),
restricting in {|si| ≥ R0}, we have
∂J0(h+ hˆ0) + F
1
u (h+ hˆ0) + F
2
u∂t(h+ hˆ0) = DS(κo,bo)(κ, h + hˆ0) = 0.
Let ǫ′ ∈ (0, 1) be a constant. Applying Corollary 2.6 with R = max(− ln ǫ′+ln 2Cα , R0 + 2) and R′ = 2R, we
conclude that the restriction of h to |si| ≥ 2R satisfies
‖h||si|≥2R‖k,2,α ≤ 2Ce−αR(‖h‖k,2,α + |h0|) ≤ ǫ′(‖h‖k,2,α + |h0|),
therefore
‖h(r)‖k,2,α,r ≥ ‖h||si|≤2R1‖k,2,α + |h0| ≥ (1− ǫ′)(‖h‖k,2,α + |h0|), (3.18)
for r > 4R. Then (3.17) and (3.18) give us h = 0 and h0 = 0, and so κ = 0. Hence Ir is injective.
The step 1 and step 2 together show that both Ir and I
′
r are isomorphisms for r large enough.
3.3 Gluing maps
Choose R0 large such that
2∑
i=1
E(ui; |si| ≥ R02 ) ≤ ~8 . (3.19)
where ~ is the constant in Theorem 2.3.
Lemma 3.4. Suppose that S(κo, bo) = 0. Then there exists a constant C > 0 independent of r such that for
r > R0
‖S(κo, b(r))‖k−1,2,α,r ≤ Ce−(c−α)
r
2 . (3.20)
Proof. Since u(r)|{|si|≤ r2} = u|{|si|≤ r2}, we have S(κo, b(r))|{|si|≤ r2} = 0. Note that i(κo, b(r)) = 0 in {
r
2 ≤
s1 ≤ 3r2 }. So we get
S(κo, b(r)) =β
(
3− 4s1r
)
∂¯jo,J(u1(s1, t1)) + β
(
4s1
r − 5
)
∂¯jo,Ju2(s1 − 2r, t1 − τ)) (3.21)
+ ∂∂s1 (β
(
3− 4s1r
)
)(u1(s1, t1)− u1(q)) + ∂∂s1 (β
(
4s1
r − 5
)
)(u2(s1 − 2r, t1 − τ)− u2(q)).
By (3.19) and Theorem 2.3 we can obtain
|du(si, ti)| ≤ Ce−c|si| for any r2 ≤ |si| ≤ 3r2 . (3.22)
Then (3.20) follows from the exponential decay of |du|.
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For fixed (r) we consider the family of maps:
F(r) : K ×W k,2,αr,u(r) → Lk−1,2,αr,u(r) , F(r)(κ, h) = Pb,b(r)
(
∂¯jo,Jv + i(κ, b)
)
,
where b = (r, τ, ao, v), v = expu(r) h and
Pb,b(r) = Φu(r)(h)
−1 : W k−1,2,αr (Σ(r), v
∗TM ⊗ ∧0,1jo T ∗Σ(r))→ Lk−1,2,αr,u(r) .
Let go be the metrics on (Σ, jo) as in Section §1.1. We denote by cgo the norm of the Sobolev embedding
W k,2(Σ,go)→ Ck−2(Σ,go).
For every (r), F(r)(κ, h) is a smooth function of (κ, h). Consider the path R → K × W k,2,αr,u(r) : λ →
(λκˆ, λζ).
Lemma 3.5. 1. ddλF(r)(λκˆ, λζ)|λ=0 = dF(r)(0)(κˆ, ζ) = DS(κo,b(r))(κˆ, ζ).
2. For every constant d1 > 0 there exists a constant C > 0 such that the following holds for every metric go,(r)
on Σ(r) with cgo,(r) < d1: if u(r) ∈W k,2,αr (Σr,M) and (κ, h) ∈ K ×W k,2,αr,u(r) satisfying
‖du(r)‖k−1,2,α,r ≤ d1, ‖(κ, h)‖k,2,α,r ≤ d1 (3.23)
then
‖dF(r)(κ, h) − dF(r)(0)‖ ≤ C‖(κ, h)‖k,2,α,r . (3.24)
Here ‖ · ‖ denotes the operator norm on L(K ×W k,2,αr,u(r), Lk−1,2,αr,u(r) ).
The proof is similar to the proofs of Proposition 3.1.1 and Proposition 3.5.3 in [7], we omit it here.
Now we check that F(r) satisfies the assumption of Theorem 6.1. There exists two constants ǫo > 0 and
Co > 0 such that go is a complete Riemannian metric with injectivity radius inj(Σ,go) > ǫo and sectional
curvature |Rm(Σ,go)| ≤ Co. Then there exists a constant C > 0 depending only on ǫo and Co such that
cgo < C ( for the Sobolev embedding theorem see [1] ). Then we have
‖h‖Ck−2(Σ(r)) ≤
∑
‖βi;2h‖Ck−2(Σi) ≤
∑
cgo‖βi;2h‖W k,2(Σi) ≤ 2cgo‖h‖W k,2(Σ(r)). (3.25)
It follows that cgo,(r) < C. On the other hand, by Theorem 2.3 we have
‖du(r)‖k−1,2,α,r ≤
∑
‖βi;2du‖Σi,k−1,2,α + Ce−(c−α)
r
2 ≤ C.
Choosing d1 large enough, by Lemma 3.5 we have
‖dF(r)(κ, h) −DS(κo,b(r))‖ ≤ C‖(κ, h)‖k,2,α,r . (3.26)
By Lemma 3.4 we have
‖F(r)(0)‖k−1,2,α,r = ‖S(κo, b(r))‖k−1,2,α,r ≤ Ce−(c−α)
r
2 . (3.27)
Then F(r) satisfies the conditions in Implicit function theorem 6.1 when r large enough and ‖(κ, h)‖k,2,α,r
small enough. Hence the zero set of F(r) is locally the form (κr, ζr) +Q(κo,b(r)) ◦ f(r)(κr, ζr), i.e
F(r)
(
(κr, ζr) +Q(κo,b(r)) ◦ f(r)(κr, ζr)
)
= 0 (3.28)
where (κr, ζr) ∈ ker DS(κo,b(r)) with ‖(κr, ζr)‖ small.
Since Ir is an isomorphism for r large enough we have a gluing map
Ir +Q(κo,b(r)) ◦ f(r) ◦ Ir
from O into the space of perturbed (jo, J)-holomorphic maps, where O is a neighborhood of 0 in kerDS(κo,bo).
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4 Estimates of derivatives with respect to gluing parameters r
In this section we prove Theorem 1.1. We fix an arbitrary ao = (ao1, ao2) ∈ A1 ×A2.
Assumption (∗). Let Σ be a marked nodal Riemann surface with one nodal point q. Let (κo, bo) =
(κo, ao, u) ∈ K×O(ρ) be a perturbed (jo, J)-holomorphic map fromΣ toM , where u = (u1, u2) : Σ1∪Σ2 →
M with u1(q) = u2(q) and
DS(κo,bo)|K×W k,2,αu : K ×W
k,2,α
u → Lk−1,2,αu
is surjective. Denote by Q(κo,bo) : L
k−1,2,α
u → K ×W k,2,αu a right inverse of DS(κo,bo). Let Q(κo,b(r)) be the
right inverse of DS(κo,b(r)) defined in (1.26).
To simplify notations we denote
D := DS(κo,b(r)), Q := Q(κo,b(r)),
Q′ := Q′(κo,b(r)), (Q
′)∗ := (Q′)∗(κo,b(r)), Q
∗ := Q∗(κo,b(r)).
The main result of this section is to prove Theorem 1.1. We first prove some lemmas.
4.1 Estimates for ∂
∂r
((Q′)∗Pr)
We define an operator X : Lk−1,2,αu → Lk−1,2,αr,u(r) as
X(η1, η2) = DQ
′Pr(η1, η2)− Pr(η1, η2). (4.1)
By Lemma 3.1, we have
X(η1, η2) =
∑
(∂¯βi;r)hi +
∑
βi;r(F
1
u(r)
− F 1ui)hi +
∑
βi;r(F
2
u(r)
− F 2ui)∂thi (4.2)
+
(∑
βi;rβi;2 − 1
)∑
βi;2ηi,
where (κ, h) = Q(κo,bo)HrPr(η1, η2). Then suppX(η1, η2) ⊂ { r2 ≤ |si| ≤ 3r2 }.
Lemma 4.1. For any (η1, η2) ∈ Lk−1,2,αu the following estimates hold:
(a) ‖(HrPr)(η1, η2)‖k−1,2,α ≤ C
∑2
i=1
∥∥ηi||si|≤r+1∥∥Σi,k−1,2,α ,
‖(HrPr)(η1, η2)||si|≥R‖k−1,2,α ≤ C
∑2
i=1
∥∥ηi|R≤|si|≤r+1∥∥Σi,k−1,2,α , for any R ≥ R0,
(b) ‖ ∂∂r (HrPr)(η1, η2)‖k−2,2,α ≤ C
∑2
i=1
∥∥ηi|r−1≤|si|≤r+1∥∥Σi,k−1,2,α ,
(c) ‖(Q′)∗Pr(η1, η2)‖k,2,α ≤ C
2∑
i=1
∥∥HrPr(η1, η2)||si|≤r+1∥∥Σi,k−1,2,α ,
(d) ‖ ∂∂r ((Q′)∗Pr)(η1, η2)‖k−1,2,α ≤ C
(
e−(c−α)
r
4
∑ ‖ηi||si|≤r+1‖k−1,2,α +∑2i=1 ∥∥∥ηi| r4≤|si|≤r+1∥∥∥k−1,2,α
)
,
(e) ‖(Q′)∗Pr(η1, η2)| r
2
≤|si|≤ 3r2 ‖k,2,α ≤ C
[
e−(c−α)
r
4‖HrPr(η1, η2)‖k−1,2,α +
∥∥∥HrPr(η1, η2) ||si|≥ r4∥∥∥k−1,2,α
]
.
Proof. By definition
(HrPr)(η1, η2) = (η˜1, η˜2), (4.3)
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where
η˜1 = β1;2 [β1;2η1(s1, t1) + β2;2η2(s1 − 2r, t1 − τ)] , η˜2 = β2;2 [β1;2η1(s2 + 2r, t2 + τ) + β2;2η2(s2, t2)] .
Note that
‖η2(s1 − 2r, t1 − τ)|r−1≤s1≤r+1‖Σ1,k−1,2,α ≤ e2α ‖η2(s2, t2)|r−1≤s1≤r+1‖Σ2,k−1,2,α . (4.4)
Then (a) follows from (4.4) and the definition of βi;2.
By (1.13) we have
∂η˜1
∂r
=
∂β21;2
∂r η1(s1, t1) +
∂
(
β1;2
√
1−β21;2(s1)
)
∂r η2(s1 − 2r, t1 − τ)− 2β1;2
√
1− β21;2(s1)∂(η2)∂s2 (s1 − 2r, t1 − τ).
Then ∥∥∥∥∂η˜1∂r
∥∥∥∥
k−2,2,α
≤ C
2∑
i=1
∥∥ηi|r−1≤|si|≤r+1∥∥Σi,k−1,2,α .
A same estimate for
∂η˜2
∂r also holds. Then (b) follows from
∂
∂r (HrPr)(η1, η2) = (
∂
∂r η˜1,
∂
∂r η˜2).
Denote (κ, h1, h2) = Q(κo,bo)HrPr(η1, η2). Recall that (cf. (1.33))
(Q′)∗Pr(η1, η2) = (κ, β1;rh1, β2;rh2). (4.5)
Then (c) follows from (a), |βi;r| ≤ 1 and ‖Q(κo,bo)‖ ≤ C .
Taking the derivative ∂∂r of (4.5) we obtain
∂
∂r ((Q
′)∗Pr)(η1, η2) = (∂κ∂r , β1;r
∂h1
∂r , β2;r
∂h2
∂r ) + (0, h1
∂β1;r
∂r , h2
∂β2;r
∂r ). (4.6)
On the other hand, since ∂∂r (κ, h1, h2) = Q(κo,bo)
(
∂
∂r (HrPr)(η1, η2)
)
, we have∥∥∥∥ ∂∂r (κ, h1, h2)
∥∥∥∥
k−1,2,α
≤ C
∥∥(η1, η2)|r−1≤|si|≤r+1∥∥k−1,2,α , (4.7)
where we have used the bound of right inverse and (b) in the inequality. Since hi
∂βi;r
∂r ⊂ { r2 ≤ |si| ≤ 3r2 }, we
have
‖(0, h1 ∂β1;r∂r , h2
∂β2;r
∂r )‖k−1,2,α ≤ C‖(h1, h2)| r2≤|si|≤ 3r2 ‖k−1,2,α. (4.8)
Since di(κo,bo)|R0≤|si|≤2r−R0 = 0 we have
Du(h1, h2) = HrPr(η1, η2), for R0 ≤ |si| ≤ 2r −R0. (4.9)
By (κ, h1, h2) = Q(κo,bo)HrPr(η1, η2) and κ|R0≤|si|≤2r−R0 = 0, applying (2.11) of Corollary 2.6 withR′ = r2 ,
R = r4 and η = HrPr(η1, η2), we conclude that
‖(h1, h2)| r
2
≤|si|≤ 3r2 ‖k−1,2,α ≤C
(
e−(c−α)
r
4 ‖HrPr(η1, η2)‖k−1,2,α + ‖HrPr(η1, η2)||si|≥ r4‖k−1,2,α
)
(4.10)
≤C
(
e−(c−α)
r
4
∑
‖ηi||si|≤r+1‖k−1,2,α +
∑
‖ηi| r
4
≤|si|≤r+1‖k−1,2,α
)
,
where we have used (a) in the last inequality. By (4.6), (4.7), (4.8) and (4.10) we get (d). (e) follows from
(4.10) and ‖(β1;rh1, β2;rh2)| r
2
≤|si|≤ 3r2 ‖k,2,α ≤ ‖(h1, h2)| r2≤|si|≤ 3r2 ‖k,2,α. 
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Lemma 4.2. There exists a constant C > 0, such that for any (κ, h + hˆ0) ∈ K × Wk,2,αu with supp hi ⊂
{|si| ≤ 3r2 }, we have
‖HrD(Id, φr)(κ, (h1 + hˆ0, h2 + hˆ0))‖k−1,2,α ≤ C‖(κ, h1 + hˆ0, h2 + hˆ0)‖k,2,α.
In particular, if (κ, h + hˆ0) satisfies D(κ, h + hˆ0)||si|≤ r2 = 0, we have
‖HrD(Id, φr)(κ, h1β1;r + hˆ0, h2β2;r + hˆ0)‖k−1,2,α ≤ C(‖(h1, h2)| r
2
≤|si|≤ 3r2 ‖k,2,α + e
(c−α) r
2 |h0|).
Proof. By the same calculation as in (3.5) we have, in {|si| ≤ r + 1},
HrD(Id, φr)(κ, (h1 + hˆ0, h2 + hˆ0)) = HrD(κ,
∑
hi + hˆ0) := (η˜1, η˜2)
where
η˜i = βi;2
(
2∑
i=1
Duihi + di(κo,bo)(κ, h+ hˆ0) +
2∑
i=1
(F 1u(r) − F 1ui)hi + F 1u(r) hˆ0 +
2∑
i=1
(F 2u(r) − F 2ui)∂thi
)
.
Then the first inequality follows. Note that (κ, h(r)) = (Id, φr)(κ, h1β1;r + hˆ0, h2β2;r + hˆ0). Applying (3.16),
the exponential decay of F ku(r) , F
k
u , k = 1, 2, and
βi;r||si|≤ r2 = 1, βi;r||s2−i|≤ r2 = 0, D(h+ hˆ0)||si|≤ r2 = 0, F
l
u(r)
− F lui ||si|≤ r2 = 0, i, l = 1, 2,
we can prove the second inequality.
Lemma 4.3. There exists a constant C > 0, such that for any (η1, η2) ∈ Lk−1,2,αu the following estimates hold:
(1) ‖HrX(η1, η2)‖k−1,2,α ≤ C
[
e−(c−α)
r
4 ‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
,
(2) ‖ ∂∂r (HrX) (η1, η2)‖k−2,2,α ≤ C
[
e−(c−α)
r
4 ‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
.
Proof. Denote (κ, h1, h2) = Q(κo,bo)HrPr(η1, η2). Note that supp HrX ⊂ { r2 ≤ |si| ≤ r + 1}. From the
definition of X (see (4.2)) we have
‖HrX(η1, η2)‖k−1,2,α ≤ C‖(h1, h2)| r
2
≤|si|≤r+1‖k,2,α + C‖(η1, η2)| r2≤|si|≤r+1‖k,2,α.
Then (1) follows from (4.10) and (a) in Lemma 4.1. Taking derivative ∂∂r to HrX(η1, η2) we get
∂(HrX)
∂r
(η1, η2) = (
∑
ξi1hi +
∑
ζ i1ηi,
∑
ξi2hi +
∑
ζ i2ηi) + (
∑
ρi1
∂hi
∂r
, ρi2
∂hi
∂r
)
+(
∑
χi1
∂hi
∂t
, χi2
∂hi
∂t
) + (
∑
λi1
∂2hi
∂r∂t
, λi2
∂2hi
∂r∂t
),
where
ξil =
∂
∂r
(
βl;2(∂¯βi;r + βi;r(F
1
u(r)
− F 1ui))
)
, ρil = βl;2(∂¯βi;r + βi;r(F
1
u(r)
− F 1ui))
ζ il =
∂
∂r
βl;2βi;2(∑
e=1,2
βe;rβe;2 − 1)
 , χil = ∂∂r (βl;2βi;r(F 2u(r) − F 2ui)) , λil = βl;2βi;r(F 2u(r) − F 2ui).
By the same proof of (d) in Lemma 4.1, we have∥∥∥∥∂(HrX)∂r (η1, η2)
∥∥∥∥
k−2,2,α
(4.11)
≤C
(∥∥∥∥ ∂∂r (h1, h2)| r2≤|si|≤r+1
∥∥∥∥
k−1,2,α
+
∥∥∥(h1, h2)| r
2
≤|si|≤r+1
∥∥∥
k,2,α
+ ‖(η1, η2)| r
2
≤|si|≤r+1‖k,2,α
)
≤C
[∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
+ e−(c−α)
r
4‖(η1, η2)||si|≤r+1‖k−1,2,α
]
,
where we have used (4.7) and (4.10) in the last inequality. Then (2) is proved. 
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4.2 Estimates of
∥∥∥ ∂∂r (Hr ◦ (DS(κo,b(r)) ◦Q′(κo,b(r)))−1Pr)∥∥∥k−2,2,α
Lemma 4.4. There exists a constant C > 0, such that for any (η1, η2) ∈ Lk−1,2,αu the following estimates hold:
(A) Hr(DQ
′)−1Pr(η1, η2)||si|≤ r2 = (η1, η2)||si|≤ r2 ,
(B)
∥∥∥Hr(DQ′)−1Pr(η1, η2)| r
2
≤|s1|≤ 3r2
∥∥∥
k−1,2,α
≤ C
[
e−(c−α)
r
4‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
,
(C)
∥∥ ∂
∂r
(
Hr(DQ
′)−1Pr
)
(η1, η2)
∥∥
k−2,2,α
≤ C
[
e−(c−α)
r
4‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
.
Proof. For any (η1, η2) ∈ Lk−1,2,αu , let ηr := Pr(η1, η2) =
∑2
i=1 βi;2ηi. Denote
Q(κo,bo) (Hrηr) = (κ, h1, h2).
Then Q′ηr = (κ,
∑2
i=1 βi;rhi). Let η˜r = (DQ
′)−1ηr. By the definition of X and the invertibility of DQ′, we
have
ηr − η˜r = (DQ′)η˜r − η˜r = X(Hr η˜), ηr − η˜r = (DQ′)−1(DQ′ − I)ηr = (DQ′)−1X(η1, η2). (4.12)
It follows that η˜i||si|≤ r2 = ηi||si|≤ r2 . Then (A) follows.
By (4.12) and ‖Hrη‖k−1,2,α = ‖η‖k−1,2,α,r , we have∥∥∥Hrη˜r| r
2
≤|s1|≤ 3r2
∥∥∥
k−1,2,α
≤ ‖Hrη||si|≥ r2‖k−1,2,α + ‖(DQ
′)−1X(η1, η2)‖k−1,2,α,r
≤C
[
‖ηi| r
2
≤|si|≤r+1‖k−1,2,α + ‖X(η1, η2)‖k,2,α,r
]
=C
[
‖ηi| r
2
≤|si|≤r+1‖k−1,2,α + ‖HrX(η1, η2)‖k,2,α
]
≤C
[
e−(c−α)
r
4 ‖(η1, η2)||si|≤r+1‖k−1,2,α +
∥∥∥(η1, η2)| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
]
,
where we have used (a) of Lemma 4.1 and the bound of ‖(DQ′)−1‖ in the second inequality. We used (1) of
Lemma 4.3 in the last inequality. Then (B) follows.
We prove (C). Multiplying Hr on both sides of (4.12) and taking the derivative
∂
∂r we have
∂
∂r
(Hr(η˜r)) =
∂
∂r
(Hr(ηr))− ∂
∂r
[
Hr(DQ
′)−1Pr ◦HrX(η1, η2)
]
. (4.13)
On the other hand, byHr(DQ
′)Pr ◦Hr(DQ′)−1X(η1, η2) = HrX(η1, η2), we get
HrPr ◦ ∂
∂r
[
Hr(DQ
′)−1X(η1, η2)
]
(4.14)
=Hr(DQ
′)−1Pr ◦ ∂
∂r
[HrX(η1, η2)]−Hr(DQ′)−1Pr ∂
∂r
[
Hr(DQ
′)Pr
] ◦Hr(DQ′)−1X(η1, η2).
Note that
∂
∂r
[
Hr(DQ
′)−1X(η1, η2)
]
= HrPr ◦ ∂
∂r
[
Hr(DQ
′)−1X(η1, η2)
]
+
∂
∂r
(HrPr)Hr(DQ
′)−1X(η1, η2).
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Then inserting (4.14) into (4.13) we get
∂
∂r
(Hrη˜) =
∂
∂r
(HrPr)(η1, η2) + (I) + (II) + (III),
where
(I) = −∂(HrPr)
∂r
◦Hr(DQ′)−1Pr ◦HrX(η1, η2),
(II) = −Hr(DQ′)−1Pr ◦ ∂(HrX)
∂r
(η1, η2)
(III) = Hr(DQ
′)−1Pr ◦ ∂
∂r
(
Hr(DQ
′)Pr
) ◦Hr(DQ′)−1Pr ◦HrX(η1, η2).
By (b) of Lemma 4.1 we have,∥∥∥∥ ∂∂r (HrPr)(η1, η2)
∥∥∥∥
k−2,2,α
≤ C‖(η1, η2)|r−1≤|si|≤r+1‖k−1,2,α. (4.15)
Next we calculate (I), (II) and (III).
Calculation for (I). Using (4.15) with (η1, η2) replaced by
(
Hr(DQ
′)−1Pr ◦HrX(η1, η2)
)
, we obtain that
‖Hr(DQ′)−1Pr ◦HrX(η1, η2)‖k−1,2,α ≤ C‖HrX(η1, η2)‖k−1,2,α (4.16)
where we have used (A), (B) with (η1, η2) replaced by (HrX(η1, η2)) and supp HrX(η1, η2) ⊂ { r2 ≤ |si| ≤
3r
2 }. Then
‖I‖k−2,2,α ≤ C‖HrX(η1, η2)‖k−1,2,α (4.17)
Calculation for (II). Applying (A) and (B) with (η1, η2) replaced by
∂(HrX)
∂r (η1, η2), we have
‖II‖k−2,2,α ≤ C
∥∥∥∥∂(HrX)∂r (η1, η2)
∥∥∥∥
k−2,2,α
. (4.18)
Calculation for (III). Set ξ = Hr(DQ
′)−1Pr ◦HrX(η1, η2).Multiplying Hr on both sides of (4.1) and taking
the derivative ∂∂r we have
∂(HrX)
∂r
ξ +
∂(HrPr)
∂r
ξ =
∂
∂r
(Hr(DQ
′)Pr)ξ, (4.19)
where (η1, η2) is replaced by ξ. Since supp
∂
∂r (Hr(DQ
′)Pr)(η1, η2) ⊂ { r2 ≤ |si| ≤ r + 1}, using (4.19), (b)
of Lemma 4.1 and (2) of Lemma 4.3 we get∥∥∥∥ ∂∂r (Hr(DQ′)Pr)ξ
∥∥∥∥
k−2,2,α
≤ C
[∥∥∥ξ| r
4
≤|si|≤r+1
∥∥∥
k−1,2,α
+ e−(c−α)
r
4‖ξ||si|≤r+1‖k−1,2,α
]
. (4.20)
Applying (A) and (B) with (η1, η2) replaced by
∂
∂r (Hr(DQ
′)Pr) ξ, we have
‖III‖k−2,2,α ≤ C
∥∥∥∥ ∂∂r (Hr(DQ′)Pr) ξ
∥∥∥∥
k−2,2,α
(4.21)
≤ C
[
‖HrX(η1, η2)‖k−1,2,α + e−(c−α)
r
4‖HrX(η1, η2)‖k−1,2,α
]
where we have used (4.20) and (4.16) in the last inequality.
Combining the estimates (4.15), (4.17), (4.18) and (4.21) , we obtain
‖ ∂
∂r
(
Hr(DQ
′)−1Pr
)
(η1, η2)‖k−2,2,α
≤C
[
‖(η1, η2)| r
2
≤|si|≤r+1‖k−1,2,α +
∥∥∥∥∂(HrX)∂r (η1, η2)
∥∥∥∥
k−2,2,α
]
+ C‖HrX(η1, η2)‖k−1,2,α.
where we have used supp HrX(η1, η2) ⊂ r2 ≤ |si| ≤ r + 1. The lemma follows from (1) and (2) of Lemma
4.3 
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4.3 Estimates of
∂I∗r
∂r
Lemma 4.5. There exists a constant C > 0, independent of r, such that for any (κ, h + hˆ0) ∈ kerDS(κo,bo).∥∥∥ ∂∂r I∗r (κ, h+ hˆ0)∥∥∥k−1,2,α ≤ C‖hi| r2≤|si|≤ 3r2 ‖k,2,α + Ce(c−α) r2 |hˆ0|. (4.22)
Proof. Recall that I∗r (κ, h + h0) = (κ, h∗r)−Q∗D(κ, h(r)). By PrHr = Id we have
∂
∂r I
∗
r (κ, h, h0) =
(
0,
∂β1;r
∂r h1,
∂β2;r
∂r h2
)
+ ∂∂r (Q
∗Pr) ◦HrD(κ, h(r))
+Q∗Pr ◦ ∂∂r
(
HrD(κ, h(r))
)
.
Note that di(κo,b(r))(κ, h(r)) = di(κo,bo)(κ, hi + hˆ0). By (3.16), equalities F
k
u(r)
||si|≤ r2 = F
k
ui ||si|≤ r2 , i, k = 1, 2
and the definition of βi we have supp D(κ, h(r)) ⊂
{
r
2 ≤ |si| ≤ 3r2
}
. Then
‖Hr ◦D(κ, h(r))‖k−1,2,α ≤ C‖hi| r
2
≤|si|≤ 3r2 ‖k,2,α + Ce
−(c−α) r
2 |h0|, (4.23)∥∥∥∥ ∂∂r (HrD(κ, h(r)))
∥∥∥∥
k−2,2,α
≤ C‖hi| r
2
≤|si|≤ 3r2 ‖k,2,α + Ce
−(c−α) r
2 |h0|. (4.24)
Note that
Q∗Pr = (Q′)∗Pr ◦Hr(DQ′)−1Pr (4.25)
∂
∂r
(Q∗Pr) =
∂
∂r
((Q′)∗Pr) ◦Hr(DQ′)−1Pr + (Q′)∗Pr ∂
∂r
(
Hr(DQ
′)−1Pr
)
. (4.26)
Then lemma follows from (4.23), (4.24) and Lemma 4.1, Lemma 4.4.
4.4 Estimates of ∂
∂r
[
I∗r (κ, ζ) +Q
∗
(κo,b(r))
f(r)(Ir(κ, ζ))
]
Let d > 0 be a small constant such that
‖(κ, ζ)‖k,2,α ≤ d.
We set
(κ∗r , ξ
∗
(r)) := I
∗
r (κ, ζ) +Q
∗
(κo,b(r))
◦ f(r)(Ir(κ, ζ)), (4.27)
(κr, ξ(r)) := Ir(κ, ζ) +Q(κo,b(r)) ◦ f(r)(Ir(κ, ζ)). (4.28)
where κr ∈ K, ξ∗(r) ∈W k,2,αu . Denote v(r) = expu(r) ξ(r) and br = (r, τ, ao, v(r)). We have
∂¯jo,Jv(r) + i(κo + κr, v(r)) = 0. (4.29)
From the Implicity Function Theorem (see Theorem 6.1), Lemma 3.3, Lemma 3.5 and Lemma 3.4 we have
‖f(r)(Ir(κ, ζ))‖k−1,2,α,r =
∥∥DQf(r)(Ir(κ, ζ))∥∥k−1,2,α,r ≤ C ∥∥Qf(r)(Ir(κ, ζ))∥∥k,2,α,r (4.30)
≤C ∥∥F(r)(Ir(κ, ζ))∥∥k−1,2,α,r ≤ C ∥∥F(r)(0)∥∥k−1,2,α,r + C ∥∥dF(r)(θIr(κ, ζ))(Ir(κ, ζ))∥∥k−1,2,α,r
≤C
(
‖(κ, ζ)‖k,2,α + e−
(c−α)r
2
)
.
where we use the intermediate value theorem in the third inequality and θ ∈ (0, 1). It follows that ‖(κr, ξ(r))‖ ≤
Cd as r large enough.
For any small (κ, ζ) ∈ kerDS(κo,bo), expui ζ converges to a point as |si| → ∞ ( see Lemma 2.6). It follows
that F lexpui ζ
, l = 1, 2, converges to zero exponentially. By Theorem 2.3 and the definition of u(r) we have∣∣du(r)∣∣ ≤ Ce−c|si|, for any r4 ≤ |si| ≤ r. (4.31)
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By choosing d small and R0 large we have
E(v(r); |si| ≥ R0) ≤ ~,
where ~ is the constant in Theorem 2.3. Then we have for any r4 ≤ |si| ≤ r
|dv(r)| ≤ Ce−c|si|. (4.32)
By (4.31), (4.32), (6.2) and (6.3) we conclude that in the part r2 ≤ |si| ≤ 3r2
|F lv(r) | ≤ Ce−c
r
2 , |F lu(r) | ≤ Ce−c
r
2 , l = 1, 2, (4.33)
for some constant C > 0, when r > 4R0.
Next we recall a fact about the exponential map on a compact Riemannian manifoldM (see [7], Page 362,
Remark 10.5.5). There are two smooth families of endomorphisms
Ei(p, ξ) : TpM → Texpp ξM, i = 1, 2,
that are characterized by the following property. Let γ : R→M be any smooth path inM and v(t) ∈ Tγ(t)M
be any smooth vector field along this path then the derivative of the path t → expγ(t)(v(t)) is given by the
formula
d
dt
expγ(v) = E1(γ, v)γ˙ + E2(γ, v)∇˜tv,
where γ˙ = dγdt .We have
E1(p, 0) = E2(p, 0) = Id : TpM → TpM, ∀p ∈M,
and Ei(p, ξ) are uniformly invertible for sufficiently small ξ. SinceM is compact, there exists a constant ǫ such
that for any p ∈M and ξ ∈ TpM with |ξ|TpM ≤ ǫ, Ei(p, ξ) are uniformly invertible.
Lemma 4.6. There exist two constant C > 0 such that for any (κ, ζ) ∈ kerDS(κo,bo) we have∥∥∥Hrfr ◦ Ir(κ, ζ)||si|≥ r4∥∥∥k−1,2,α ≤ Ce−(c−α) r4 (1 + ‖(κ, ζ)‖), ∀ r ≥ 8R0. (4.34)
Proof. Let DS(κo,b(r)) act on (4.28). Since di(κo,bo)|R0≤|si|≤2r−R0 = 0 we get, in {R0 ≤ |si| ≤ 2r −R0}
f(r)(Ir(κ, ζ)) = ∂¯jo,J0ξ(r) + F
1
u(r)
ξ(r) + F
2
u(r)
∂tξ(r), ∂¯j,Jv(r) = 0, (4.35)
Since
dv(r) = E1(u(r), ξ(r))(du(r)) + E2(u(r), ξ(r))(∇˜ξ(r)),
by (4.31), (4.32) and the elliptic estimate we have∥∥∥E2(u(r), ξ(r))(∇˜ξ(r))∥∥∥
k−1,2,α
≤ Ce−c|si|, r
4
≤ |si| ≤ r. (4.36)
Note that [E2(u(r), ξ(r))]
−1 is uniformly bounded as ‖ξ(r)‖k,2,α,r is small. Then∥∥∥∇˜ξ(r)||si|≥ r4∥∥∥k−1,2,α,r ≤ Ce−(c−α) r4 , (4.37)
for some constant C > 0. Note that
∇˜sξ(r) =
∂ξ(r)
∂s
−
∑
i,j,l
Γ˜lij
∂ui(r)
∂s
ξj(r)
∂
∂xl
,
where ∇˜ ∂
∂xi
∂
∂xj
=
∑
l Γ˜
l
ij
∂
∂xl
. The lemma follows from (4.35), (4.37) and the exponential decay of F ku(r) , k =
1, 2.
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Lemma 4.7. There exists a constant C > 0 such that for any (κ, ζ) ∈ kerDS(κo,bo) we have∥∥∥∥ ∂∂si (ξ∗(r))i| r2≤|si|≤ 3r2
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 (‖ζ‖k,2,α + 1).
Proof. From the definition of I∗r ( see (1.35)) and (4.27) we have, in {|si| ≥ r4},
(κr, ξ
∗
(r)) = (κ, ζ
∗
r )−Q∗Pr ◦HrD(Id, φr)(κ, ζ∗r ) +Q∗Pr ◦HrfrIr(κ, ζ) =
(κ, ζ∗r )− (Q′)∗Pr ◦Hr(DQ′)−1Pr ◦HrD(Id, φr)(κ, ζ∗r ) + (Q′)∗Pr ◦Hr(DQ′)−1Pr ◦HrfrIr(κ, ζ).
Note that ∥∥∥ζ∗r | r
2
≤|si|≤ 3r2
∥∥∥
k,2,α
≤ Ceαr
∥∥∥ζ| r
2
≤|si|≤ 3r2
∥∥∥
k,2,α
≤ Ce−(c−5α) r4 ‖ζ‖k,2,α , (4.38)
where we have applied Lemma 2.6 with R′ = r2 , R =
r
4 and η = 0 in the last inequality.
By (e) of Lemma 4.1, Lemma 4.4, (4.30) and Lemma 4.6 we have
‖(Q′)∗Pr ◦Hr(DQ′)−1Pr ◦HrfrIr(κ, ζ)| r
2
≤|si|≤ 3r2 ‖k,2,α ≤ Ce
−(c−α) r
4 (‖(κ, ζ)‖ + 1). (4.39)
Similar, by (e) of Lemma 4.1, Lemma 4.4 and (4.23) we have
‖(Q′)∗Pr ◦Hr(DQ′)−1Pr ◦HrD(Id, φr)(κ, ζ∗r )| r
2
≤|si|≤ 3r2 ‖k,2,α ≤ Ce
−(c−α) r
4 (‖(κ, ζ)‖ + 1).
Using Lemma 4.2 and Lemma 4.6 we have∥∥∥∥ ∂∂si (ξ∗(r))i| r2≤|si|≤ 3r2
∥∥∥∥
k−1,2,α
≤ C
(∥∥∥ζ∗r | r
2
≤|si|≤ 3r2
∥∥∥
k,2,α
+ e−(c−α)
r
4 (‖(κ, ζ)‖k,2,α + 1)
)
≤Ce−(c−5α) r4 (‖(κ, ζ)‖k,2,α + 1)
where we have used (4.38) in the last inequality.
Lemma 4.8. For any ǫ > 0, there are two constants C > 0 and R1 > R0 depending only on ǫ, k, α and the
geometry ofM , such that for any r > R1 and (κ, ζ) ∈ kerDS(κo,bo) with ‖(κ, ζ)‖ ≤ d, we have∥∥∥∥Hr ◦D(Id, φr) ◦ ( ∂∂r (κ∗r , ξ∗(r))
)∥∥∥∥
k−2,2,α
≤ C
(
d
∥∥∥∥ ∂∂r (κ∗r, ξ∗(r))
∥∥∥∥
k−1,2,α
+ e−(c−5α)
r
4
)
. (4.40)
Proof. We estimate
∥∥∥β1;2D(Id, φr)( ∂∂r (κ∗r , ξ∗(r)))∥∥∥k−1,2,α . The estimates of ∥∥∥β2;2D(Id, φr)( ∂∂r (κ∗r, ξ∗(r)))∥∥∥k−1,2,α
is the same. Let b = (r, τ, jo, v(r)). First we construct u˜(r) and ξ˜(r) defined over Σ1 as follows:
u˜(r) =
{
u(r), if s1 ∈ Σ1(r + 1),
u1(q) + β(r + 2− s1)(u(r)(s1, t1)− u1(q)), if s1 ≥ r + 1
(4.41)
ξ˜(r) =
{
ξ(r), if s1 ∈ Σ1(r + 1),
β(r + 2− s1)ξ(r)(s1, t1), if s1 ≥ r + 1
. (4.42)
Define v˜(r) = expu˜(r) ξ˜(r). So the meaning of
∂u˜(r)
∂r ,
∂v˜(r)
∂r and ∇ξ˜(r) is clear. Set
Λr := Pb,b(r)
(
∂¯j,Jv(r) + i(κo + κr, br)
)
, Λ˜r := Pb˜,b˜(r)
(
∂¯j,J v˜(r) + i(κo + κr, v˜(r))
)
.
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where b˜ = (z, ao, v˜(r)) and b˜(r) = (z, ao, u˜(r)). We calculate
∂
∂r (β1;2Λr). By (4.29) we have Λr = 0 and
β1;2Λr = 0. Then
∂
∂r
(β1;2Λr) =
∂
∂r
(
β1;2Λ˜r
)
= β1;2Pb˜,b˜(r)
(
Dv˜(r)
∂v˜(r)
∂r
+ di(κo+κr,b˜r)
(
∂κr
∂r
,
∂v˜(r)
∂r
))
= β1;2Pb˜,b˜(r)
(
Dv˜(r)
((
E1(u˜(r)), ξ˜(r)
) ∂u˜(r)
∂r
+ E2
(
u˜(r)), ξ˜(r)
)
∇˜r ξ˜r
)
+di(κo+κr,b˜r)
(
∂κr
∂r
,
∂v˜(r)
∂r
))
Since
di(κo+κr,b˜r)
(
∂κr
∂r
,
∂v˜(r)
∂r
)∣∣∣∣
|si|≥R0
= 0,
∂u˜(r)
∂r
||si|≤R0 = 0, ∇˜rξ˜r
∣∣∣
Σ(R0)
= φr
∂ξ∗(r)
∂r
∣∣∣∣∣
Σ(R0)
we can conclude that
di(κo+κr,b˜r)
(
∂κr
∂r
,
∂v˜(r)
∂r
)
= di(κo+κr,v)
(
∂κr
∂r , E2(u(r), ξ(r))φr
(
∂ξ∗
(r)
∂r
))
.
Note that in {s1 ≤ r + 1}
ξ˜(r) = ξ(r) = ξ
∗
1(s1, t1) + ξ
∗
2(s1 − 2r, t1 − τ). (4.43)
Taking derivative ∇r of (4.43) we get, in {s1 ≤ r + 1}
∇˜r ξ˜(r) = φr∇˜rξ∗(r) − 2∇˜s2(ξ∗(r))2.
Then by v(r)||si|≤r+1 = v˜(r)||si|≤r+1 and u(r)||si|≤r+1 = u˜(r)||si|≤r+1 we get,
∂
∂r (β1;2Λr) = Pb,b(r)β1;2(s1, t1) ((E) + (G) + (H) + (F )) , (4.44)
where
(E) = Dv(r)
(
E2(u(r), ξ(r))φr
∂ξ∗(r)
∂r
)
, (F ) = di(κo+κr,b˜r)
(
∂κr
∂r , E2(u(r), ξ(r))φr
(
∂ξ∗
(r)
∂r
))
,
(G) = −2Dv(r)
(
E2(u(r), ξ(r))∇s2(ξ∗(r))2
)
,
(H) = Dv(r)
(
E1(u(r), ξ(r))
∂(u˜(r))
∂r + E2(u(r), ξ(r))φr
(
∇˜ ∂
∂r
ξ∗(r) −
∂ξ∗(r)
∂r
))
.
By ∂∂r (β1;2Λr) = 0 and (4.44) we have∥∥∥β1;2D(Id, φr)( ∂∂r (κ∗r , ξ∗(r)))∥∥∥k−2,2,α
=
∥∥∥β1;2D(Id, φr)( ∂∂r (κ∗r , ξ∗(r)))− ∂∂r (β1;2Λr)∥∥∥k−2,2,α ≤ (I) + (II) + (III) + (IV),
where
(I) =
∥∥∥∥β1;2(Pb,b(r)Dv(r) (E2(u(r), ξ(r))φr ∂∂r ξ∗(r)
)
−Du(r)
(
φr
∂ξ∗
(r)
∂r
))∥∥∥∥
k−2,2,α
, (4.45)
(II) =
∥∥∥β1;2Pb,b(r)(H)∥∥∥
k−2,2,α
, (III) =
∥∥∥β1;2Pb,b(r)(G)∥∥∥
k−2,2,α
, (4.46)
(IV) =
∥∥∥β1;2Pb,b(r)(F )− β1;2di(κo,u(r)) ( ∂∂rκ∗r , φr ∂ξ∗(r)∂r )∥∥∥k−2,2,α . (4.47)
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We calculate (I). There is a constant C > 0 depending only on the geometry ofM such that
(I) ≤C‖ξ(r)‖k,2,α,r
∥∥∥β1;2φr ∂∂r ξ∗(r)∥∥∥k−1,2,α ≤ C‖ξ(r)‖k,2,α,r
∥∥∥ ∂∂rξ∗(r)∥∥∥k−1,2,α .
Essentially, this estimate has been obtained by McDuff and D. Salamon ( see (3.5.5), P68, [7]) we omit the
proof here.
Now we calculate (II). Since
∇˜ ∂
∂r
ξ∗(r) −
∂ξ∗(r)
∂r
=
∑
Γkij
∂ui(r)
∂r
(ξ∗(r))
j ∂
∂xk
,
by the definition of u(r) we conclude that
suppβ1;2Pb,b(r)(H) ⊂ { r2 ≤ |si| ≤ r + 1}.
Then by (4.31) and (4.33) we have
(II) ≤ Ce−(c−α) r2 (4.48)
for a constant C > 0.
It follows from Lemma 4.7 that
(III) ≤ C‖ ∂∂s2 (ξ
∗
(r))2| r2≤|s2|≤r+1‖k−1,2,α ≤ Ce
−(c−5α) r
4 (‖ζ‖k,2,α + 1).
Finally we estimate (IV). Let κ(λ) = κo+ λκr, v(λ) = expu(r)(λξ(r)) and b(λ) = (κ(λ), v(λ)), λ ∈ [0, 1]. In
the following we omit the restriction {|si| ≤ r + 1}. Since i and parallel translation are smooth with respect to
(κ, u), we have
(IV) =
∥∥∥β1;2Pb,b(r)(F )− β1;2di(κo,u(r))(∂κr∂r , φr ∂∂r ξ∗(r))∥∥∥k−2,2,α,r
=
∥∥∥∥β1;2 ∫ 1
0
d
dλ
(
Pb(λ),b(r)di(κ(λ),v(λ))
(
∂κr
∂r , Eu(r)(λξ(r))φr
(
∂ξ∗
(r)
∂r
)))
dλ
∥∥∥∥
k−2,2,α,r
≤ C‖(κr, ξ(r))‖k,2,α
∥∥∥β1;2 (∂κr∂r , φr ∂ξ∗(r)∂r )∥∥∥k−1,2,α
≤ C‖(κ∗r , ξ∗(r))‖k,2,α
∥∥∥(∂κ∗r∂r , ∂ξ∗(r)∂r )∥∥∥k−1,2,α .
Then the lemma follows from the estimates of (I), (II), (III), (IV) and ‖(κ∗r , ξ∗(r))‖k,2,α ≤ Cd. 
Proof of Theorem 1.1. From (4.27) we have
∂
∂r
(κ∗r , ξ
∗
(r)) =
∂
∂r
I∗r (κ, ζ) +
∂
∂r
(Q∗Pr)Hrf(r)Ir(κ, ζ) +Q∗Pr
∂
∂r
(Hrf(r)Ir(κ, ζ)). (4.49)
Then multiplying HrD(Id, φr) on both sides of (4.49) we get
HrD(Id, φr)
(
∂
∂r
(κ∗r , ξ
∗
(r))
)
=HrD(Id, φr)
(
∂
∂r
I∗r (κ, ζ)
)
+HrPr
∂
∂r
(Hrf(r)Ir(κ, ζ))
+HrD(Id, φr)
(
∂
∂r
(Q∗Pr)Hrf(r)Ir(κ, ζ)
)
.
In the above calculation we have used D(Id, φr) ◦Q∗ = DQ = Id. It follows together with (4.40) that∥∥∥∥HrPr ∂∂r (Hrf(r)(Ir(κ, ζ)))
∥∥∥∥
k−2,2,α
≤ Cd
∥∥∥∥ ∂∂r (κ∗r , ξ∗(r))
∥∥∥∥
k−1,2,α
+ Ce−(c−5α)
r
4 + (A) + (B), (4.50)
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where
(A) =
∥∥∥∥HrD(Id, φr)( ∂∂r I∗r (κ, ζ)
)∥∥∥∥
k−2,2,α
, (B) =
∥∥∥∥HrD(Id, φr)( ∂∂r (Q∗Pr) ◦Hrf(r)(Ir(κ, ζ))
)∥∥∥∥
k−2,2,α
.
By Lemma 4.2, Lemma 4.5, taking R = r4 , R
′ = r2 in Lemma 2.6 we conclude that
(A) ≤C
∥∥∥∥ ∂∂r I∗r (κ, ζ)
∥∥∥∥
k−1,2,α
≤ C‖ζi| r
2
≤|si|≤ 3r2 ‖k,2,α +Ce
−(c−α) r
2 |ζˆ0|
≤Ce−(c−α) r4 (‖ζi||si|≥ r4 ‖k,2,α + |ζˆ0|)
where ζ = (ζ1 + ζˆ0, ζ2 + ζˆ0). By (4.26), Lemma 4.1, Lemma 4.4, Lemma 4.6 and (4.30) we get∥∥∥∥ ∂∂r (Q∗Pr) ◦Hrf(r)(Ir(κ, ζ))
∥∥∥∥
k−1,2,α
≤ Ce−(c−α) r4 (‖(κ, ζ)‖k,2,α + 1). (4.51)
By Lemma 4.2 we have
(B) ≤
∥∥∥∥ ∂∂r (Q∗Pr) ◦Hrf(r)(Ir(κ, ζ))
∥∥∥∥
k−1,2,α
≤ Ce−(c−α) r4 (‖(κ, ζ)‖k,2,α + 1)
Inserting the estimates of (A) and (B) into (4.50) we have∥∥∥∥HrPr ∂∂r (Hrf(r)(Ir(κ, ζ)))
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 + Cd
∥∥∥∥ ∂∂r (κ∗r , ξ∗(r))
∥∥∥∥
k−1,2,α
. (4.52)
By (4.25), Lemma 4.1 and Lemma 4.4 we get∥∥∥∥Q∗Pr ∂∂r (Hrf(r)(Ir(κ, ζ)))
∥∥∥∥
k−1,2,α
=
∥∥∥∥Q∗Pr (HrPr ∂∂r (Hrf(r)(Ir(κ, ζ)))
)∥∥∥∥
k−1,2,α
≤C
∥∥∥∥HrPr ∂∂r (Hrf(r)(Ir(κ, ζ)))
∥∥∥∥
k−1,2,α
.
Using (4.51), (4.52) and Lemma 4.6, Lemma 4.5 we get∥∥∥∥ ∂∂r (κ∗r , ξ∗(r))
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 + Cd
∥∥∥∥ ∂∂r (κ∗r , ξ∗(r))
∥∥∥∥
k−1,2,α
(4.53)
Choose d small such that 4Cd < 1. Then Theorem 1.1 is proved. 
Proof of Corollary 1.2. It is easy to see that, restricting to Σ(R0), we have
I∗r (κ, ζ) +Q
∗
(κo,b(r))
f(r)(Ir(κ, ζ)) = Ir(κ, ζ) +Q(κo,b(r))f(r)(Ir(κ, ζ)).
So we have an estimate for
∥∥∥∥ ∂∂r [Ir(κ, ζ) +Q(κo,b(r))f(r)(Ir(κ, ζ))]∣∣∣Σ(R0)
∥∥∥∥
k,2
. By Sobolev embedding theo-
rem and the standard elliptic estimates we get Theorem 1.2. 
Remark 4.9. Repeating the all arguments in this section, one can prove that there exists a constant C > 0 such
that ∥∥∥∥ ∂∂τ [I∗r (κ, ζ) +Q∗(κo,b(r))f(r)(Ir(κ, ζ))]
∥∥∥∥
k−1,2,α
≤ Ce−(c−5α) r4 (d+ 1) (4.54)
for any (κ, ζ) ∈ kerDS(κo,bo). Since we need only a bound for ‖ ∂∂τ (·)‖, the calculations are much simpler. For
example, consider (b) in Lemma 4.1, we have∥∥∥∥ ∂∂τ (HrPr)(η1, η2)
∥∥∥∥
k−2,2,α
≤ C
2∑
i=1
∥∥ηi|r−1≤|si|≤r+1∥∥Σi,k−1,2,α . (4.55)
In fact, by (1.13) we have
∂η˜1
∂τ
= −β1;2
√
1− β21;2(s1)∂(η2)∂s2 (s1 − 2r, t1 − τ). (4.56)
Then (4.55) follows from HrPr(η1, η2) = (η˜1, η˜2) and (4.56).
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5 Extension
In this section we extend the Theorem 1.2 to more general setting.
5.1 Gluing several nodes
Let (Σ, j,y,q) be a marked nodal Riemann surface of genus g with n marked points y = (y1, ..., yn) and e
nodal points q = (q1, · · · , qe). Suppose that Σ has ι smooth components Σi. We assume that every component
(Σν , jν ,yν ,qν) is stable. Let A = A1 ×A2 × ... ×Aι be the space of complex structures ( incluing marked
points ). Let u = (u1, · · · , uι), where uν : Σν →M be (jν , J)-holomorphic map.
For every node qi we choose the holomorphic cylindrical coordinates near the node qi. We glue Σ and u at
each node qi with parameter (ri, τi) as in §1.2 to getΣ(r) and the pregluing map u(r). Denote zi = e−ri−2π
√−1τi
and z = (z1, · · · , ze). Set
bo = (ao, 0, u), b(r) := (ao, u(r)).
We can define B(r), W k,2,αr,u(r) and Lk−1,2,αr,u(r) as in section 1.2. The Weil-Pertersson metric induces a distance
dA(ao, a) on A. Set
Obo(R, δ, ρ) :=
{
(a, z, v(r))|(a, z) ∈ A× Dr, v(r) ∈ B(r), |ri| < e−2R, (5.1)
dA(ja, jo) < δ, ‖h(r)‖k,2,α,r < ρ
}
,
where v(r) = expu(r)(h(r)). Denote by ga the metric on (Σ, ja), and |r| := min{r1, ..., re}.
Lemma 5.1. For |r| > R0 there is an isomorphism
I(r) : kerDS(κo,bo) −→ kerDS(κo,b(r)).
In order to get a global regularization we need to take a sum of several Kbi . So we consider the following
setting. LetK be a N -dimensional linear space. Let
i : K ×A×W k,2,α (Σ(R0), (u |Σ(R0))∗TM)
→W k−1,2,α
(
Σ(R0), (u |Σ(R0))∗TM ⊗ ∧0,1ja T ∗Σ(R0)
)
be a smooth map such that Dv + di(κ,a,v|Σ(R0)) is surjective for any (κ, b) ∈ K × Obo(R, δ, ρ), where b =
(a, z, v), v = expu(r) h.
Define a thickned Fredholm system (K ×Obo(R, δ, ρ),K × E|Obo (R,δ,ρ),S) with
S(κ, b) = ∂¯ja,Jv + i(κ, b). (5.2)
For fixed (r) we consider the family of maps:
F(r) : K ×A×W k,2,α
(
Σ(r), u
∗
(r)TM
)
→ W k−1,2,α
(
Σ(r), (u
∗
(r)TM ⊗ ∧0,1ja T ∗Σ(r)
)
,
F(r)(κ, a, h) = Ψja,jaoΦu(r)(h)−1
(
∂¯ja,Jv + i(κ, b)
)
,
where b = (a, z, v), v = expu(r) h and Ψja,jao is defined in section §6.3.
By implicit function theorem (Theorem 6.1, Theorem 6.2), there exist R > 0, a small neighborhood of
Oao(δ) ⊂ A and a small neighborhood O(r) of 0 ∈ ker DS|b(r) and a unique smooth map
f(r) : Oao(δ) ×O(r) → W k−1,2,α(Σ(r), u∗(r)TM ⊗ ∧0,1TΣ(r))
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such that for any (a, (κ, ζ)) ∈ Oao(δ) ×O(r) and |r| > R,
F(r)
(
a, Ir(κ, ζ) +Q(κo,b(r)) ◦ fa,(r) ◦ Ir(κ, ζ)
)
= 0. (5.3)
Denote by Q(κo,b(r)) the right inverse of DS(κo,b(r)). Then Theorem 1.2 can be directly extended as
Theorem 5.2. Let l ∈ Z+ be a fixed integer. There exists positive constants C2,l, ~, R0 such that for any
(κ, ζ) ∈ kerDS(κo,bo) with ‖(κ, ζ)‖ < d, restricting to the compact set Σ(R0), for any a ∈
⊗
e
i=1Oi, the
following estimate hold ∥∥∥∥ ∂∂ri
(
Ir(κ, ζ) +Q(κo,b(r)) ◦ fa,(r) ◦ Ir(κ, ζ)
)∥∥∥∥
Cl(Σ(R0))
+
∥∥∥∥ ∂∂τi
(
Ir(κ, ζ) +Q(κo,b(r)) ◦ fa,(r) ◦ Ir(κ, ζ)
)∥∥∥∥
Cl(Σ(R0))
≤ C2,le−(c−5α)
ri
4 ,
i = 1, · · · , e.
5.2 Estimates of higher derivatives
Let (sil, t
i
l), l = 1, 2 be the cylinder coordinates near the node qi. Set
Vi := ∪2l=1
{(
sil, t
i
l
) ∈ Σ ∣∣ ri2 ≤ |sil| ≤ 3ri2 } .
Denote
Glua,(r)(κ, ζ) = I(r)(κ, ζ) +Q(κo,b(r)) ◦ fa,(r) ◦ Ir(κ, ζ),
Glu∗a,(r)(κ, ζ) = I
∗
(r)(κ, ζ) +Q
∗
(κo,b(r))
◦ fa,(r) ◦ Ir(κ, ζ).
In this subsection we prove
Theorem 5.3. There exists positive constants C, d, R0 such that for any (κ, ζ) ∈ kerDS(κo,bo) with ‖(κ, ζ)‖ <
d, for any Xi ∈ { ∂∂ri ,
∂
∂τi
}, i = 1, · · · , e, the following estimate hold∥∥∥XiXj (Glu∗a,(r)(κ, ζ))∥∥∥
k−2,2,α
+
∥∥∥∥Xi (Glu∗a,(r)(κ, ζ))∣∣∣Vj
∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 ,
1 ≤ i 6= j ≤ e, for any a ∈⊗ei=1Oi. In particular, restricting to the compact set Σ(R0) and for any l ∈ Z+,∥∥XiXj (Glua,(r)(κ, ζ))∥∥Cl(Σ(R0)) ≤ Cle−(c−5α) ri+rj4 ,
for some constant Cl.
Proof We give a sketch of the proof. Denote η = (η1, · · · , ηι). Set
Dil(R0) =
{(
sil, t
i
l
) ∈ Σ ∣∣ |sil| ≥ R0} , Di(R0) = ∪2l=1Dil(R0).
Denote
β1,i;R(s
i
1) = β
(
1
2
+
ri − si1
R
)
, β2,i;R(s
i
2) =
√
1− β2
(
1
2
− s
i
2 + ri
R
)
.
We can define h∗r, h(r), ξ˜(r), Hr and Pr, · · · as before. Let ηil = η|Dil (R0), l = 1, 2.ObviouslyHrPr(η)|Di(R0) =
(β1,i;2(
∑2
l=1 βl,i;2η
i
l), β2,i;2(
∑2
l=1 βl,i;2η
i
l )). It is easy to see that for any 1 ≤ i 6= j, ℓ ≤ e, and l = 1, 2,
∂(HrPr)
∂ri
(η)|Vj = 0,
∂2(HrPr)
∂ri∂rj
(η) = 0,
∂2βl,ℓ;rℓ
∂ri∂rj
=
∂2βl,ℓ;2
∂ri∂rj
= 0,
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∂βl,j,rj
∂ri
=
∂βl,j,2
∂ri
= 0, supp
∂βl,i,ri
∂ri
⊂ Vi, supp
∂βl,i,2
∂ri
⊂ Vi.
In the following we assume that 1 ≤ i 6= j ≤ e. Let (κ, h) = (κ, h1, · · · , hι) = Q(κo,bo)(HrPr)(η). Then we
have ∂
2κ
∂ri∂rj
= 0 and ∂
2h
∂ri∂rj
= 0. It follows that
∂2h∗r
∂ri∂rj
= 0,
∂2(HrD(κr, h(r)))
∂ri∂rj
=
∂2(HrD(κr, h(r)))
∂ri∂rj
= 0
Let hil = h|Dil (R0), l = 1, 2. Then (h
i
1, h
i
2) is the restriction of h near the node qi. Obviously, (Q
′)∗Pr(η)|Di =
(κ, β1,i,rih
i
1, β2,i,rih
i
2). Taking the derivative
∂2
∂ri∂rj
of (Q′)∗Pr we obtain
∂
∂rj
((Q′)∗Pr)(η)
∣∣∣∣
Vi
=
(
0, β1,i,ri
∂hi1
∂rj
, β2,i,ri
∂hi2
∂rj
)∣∣∣∣
Vi
,
∂2
∂ri∂rj
((Q′)∗Pr)(η)
∣∣∣∣
Dℓ
= δℓ,i
(
0,
∂β1,i,ri
∂ri
∂hi1
∂rj
,
∂β2,i,ri
∂ri
∂hi2
∂rj
)∣∣∣∣
Dℓ
+ δℓ,j
(
0,
∂β1,j,rj
∂rj
∂hj1
∂ri
,
∂β2,j,rj
∂rj
∂hj2
∂ri
)∣∣∣∣∣
Dℓ
.
Applying (2.11) of Lemma 2.6 we have∥∥∥∥∥ ∂∂rj ((Q′)∗Pr)(η)
∣∣∣∣
Vi
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj ((Q′)∗Pr)(η)
∥∥∥∥
k−2,2,α
(5.4)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
Similar we obtain that∥∥∥∥∥ ∂∂rj (Hr(DQ′)−1Pr) (η)
∣∣∣∣
Vi
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj (Hr(DQ′)−1Pr) (η)
∥∥∥∥
k−2,2,α
(5.5)
≤Ce−
(c−α)rj
4 ‖η|Vi‖k−1,2,α + Ce−
(c−α)ri
4
∥∥η|Vj∥∥k−1,2,α .
and ∥∥∥∥∥ ∂∂rj I∗r (κ, h+ hˆ0)
∣∣∣∣
Vi
∥∥∥∥∥
k−1,2,α
+
∥∥∥∥ ∂2∂ri∂rj I∗r (κ, h + hˆ0)
∥∥∥∥
k−2,2,α
≤C
(
e−
(c−α)rj
4 ‖h|Vi‖k,2,α + e−
(c−α)ri
4 ‖h|Vj‖k,2,α
)
+ Ce(c−α)
ri+rj
2 |hˆ0|.
Note that, restricting in Vi,
∇˜ ∂
∂rj
ξ˜(r) = φr∇˜ ∂
∂rj
ξ∗(r),
∂u(r)
∂rj
= 0.
Then by the same calculation of Lemma 4.8 we have∥∥∥∥∥Hr ◦D(Id, φr) ◦ ∂∂rj
(
κ∗r, ξ
∗
(r)
)∣∣∣∣
Vi
∥∥∥∥∥
k−1,2,α
≤ Cd
∥∥∥∥∥ ∂∂rj
(
κ∗r, ξ
∗
(r)
)∣∣∣∣
Vi
∥∥∥∥∥
k−1,2,α
. (5.6)
Using (5.4), (5.5), (5.6) and the same proof of Theorem 1.1 word by word, we have∥∥∥∥ ∂∂ri
(
κ∗r, ξ
∗
(r)
)∣∣∣
Vj
∥∥∥∥
k−1,2,α
+
∥∥∥∥∥ ∂(Hrf(r)Ir(κ, ζ))∂ri
∣∣∣∣
Vj
∥∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 . (5.7)
Using (5.7), Theorem Theorem 1.1 and the Cauchy-Schwarz inequality, by the same argument of Lemma 4.8,
we have∥∥∥∥HrD(Id, φr) ◦ ∂2∂ri∂rj
(
κ∗r, ξ
∗
(r)
)∥∥∥∥
k−2,2,α
≤ Cd
∥∥∥∥ ∂2∂ri∂rj
(
κ∗r, ξ
∗
(r)
)∥∥∥∥
k−2,2,α
+ Ce−(c−5α)
ri+rj
4 . (5.8)
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Taking the derivative ∂
2
∂ri∂rj
of (4.27) and multiplying HrD(Id, φr) on both sides we get
HrD(Id, φr) ◦
∂2(κ∗r, ξ∗(r))
∂ri∂rj
=HrD(Id, φr) ◦ ∂
2I∗r (κ, ζ)
∂ri∂rj
+
∂2(Q∗Pr)
∂ri∂rj
◦Hrf(r)Ir(κ, ζ) +HrPr
∂2(Hrf(r)Ir(κ, ζ))
∂ri∂rj
+HrD(Id, φr) ◦ ∂(Q
∗Pr)
∂ri
∂(Hrf(r)Ir(κ, ζ))
∂rj
+HrD(Id, φr) ◦ ∂(Q
∗Pr)
∂rj
∂(Hrf(r)Ir(κ, ζ))
∂ri
.
Using (4.50), (5.8),
∂(HrPr)
∂rj
⊂ Vj , Lemma 4.6 and
∂
∂rj
(Hrf(r)(Ir(κ, ζ))) =
∂(HrPr)
∂rj
◦Hrf(r)(Ir(κ, ζ)) +HrPr
∂
∂rj
(Hrf(r)(Ir(κ, ζ))),
by the same argument of (4.51) we get∥∥∥∥∂(Q∗Pr)∂ri ∂(Hrf(r)Ir(κ, ζ))∂rj
∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 .
Then repeating the proof of (4.52) we have∥∥∥∥∥HrPr∂2(Hrf(r)Ir(κ, ζ))∂ri∂rj
∥∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 + Cd
∥∥∥∥ ∂2∂ri∂rj
(
κ∗r, ξ
∗
(r)
)∥∥∥∥
k−2,2,α
.
Then as in the proof of (4.53) we conclude that∥∥∥∥ ∂2∂ri∂rj
(
κ∗r, ξ
∗
(r)
)∥∥∥∥
k−2,2,α
≤ Ce−(c−5α)
ri+rj
4 + Cd
∥∥∥∥ ∂2∂ri∂rj
(
κ∗r, ξ
∗
(r)
)∥∥∥∥
k−2,2,α
.
Choose d small such that 4Cd < 1. Since
I∗r (κ, ζ) +Q
∗
(κo,b(r))
f(r)(Ir(κ, ζ)) = Ir(κ, ζ) +Q(κo,b(r))f(r)(Ir(κ, ζ)) on Σ(R0)
Theorem 5.3 holds. 
6 Appendix
6.1 Linearized operator
Choose local normal coordinates (x1, · · · , x2m) in a neighborhood Ou(q) of u(q) such that
(x1, · · · , x2m)(u(q)) = 0, J ∂
∂xi
∣∣∣∣
0
=
∂
∂xm+i
∣∣∣∣
0
, J
∂
∂xm+i
∣∣∣∣
0
= − ∂
∂xi
∣∣∣∣
0
, i ≤ m.
For any h ∈ W k,2(Σ, u∗TM) we can write h = ∑2mi=1 hi ∂∂xi , with hi ∈ W k,2(Σ,R). For fixed j, denote by
D
(j)
u the linearized operator of ∂¯j,J at u. Let (s, t) be the local coordinates on Σ with j
∂
∂s =
∂
∂t . Since
D(j)u h =
1
2
(∇h+ J(u)∇h ◦ j)− 1
4
J(u)∇hJ (du− J(u)du ◦ j) (6.1)
we have
D(j)u h
(
∂
∂s
)
=
1
2
2m∑
i=1
(
∂hi
∂s
+ J0
∂hi
∂t
)
∂
∂xi
− 1
4
J(u)∇hJ
(
∂ui
∂s
− J(u)∂u
i
∂t
)
∂
∂xi
+
1
2
2m∑
i,k=1
hi
(
∂uk
∂s
∇ ∂
∂xk
∂
∂xi
+ J(u)
∂uk
∂t
∇ ∂
∂xk
∂
∂xi
)
+
1
2
2m∑
i=1
(J(u(q)− J0)∂h
i
∂t
∂
∂xi
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Let (Jki ) be the matrix such that
∑2m
k=1 J
k
i
∂
∂xk
:= J( ∂
∂xi
). Let Γkil be the Christoffel symbol of a connection ∇
with respect to a local frame ( ∂
∂xi
), i.e., ∇ ∂
∂xk
∂
∂xi
=
∑2m
l=1 Γ
l
ki
∂
∂xl
. Then we can write Duh
(
∂
∂s
)
as
2D(j)u h
(
∂
∂s
)
=
2m∑
i=1
(
∂hi
∂s
+ J0
∂hi
∂t
)
∂
∂xi
− 1
2
2m∑
i,k,l,a=1
hlJ ik(u)
(
∇ ∂
∂xl
J
)k
a
(
∂ua
∂s
−
2m∑
e=1
Jae (u)
∂ue
∂t
)
∂
∂xi
+
2m∑
i,k,l=1
hl
(
∂uk
∂s
Γikl +
2m∑
a=1
J ia(u)
∂uk
∂t
Γakl
)
∂
∂xi
+
2m∑
i,k=1
(J il (u)− (J0)il)
∂hl
∂t
∂
∂xi
.
2D
(j)
u h
(
∂
∂s
)
may simply be written as D
(j)
u h when no amlargeuity can arise. In the matrix form, D
(j)
u can be
written as
D(j)u

h1
...
h2m
 = ∂∂s

h1
...
h2m
+ J0 ∂∂t

h1
...
h2m
+ F 1,(j)u

h1
...
h2m
+ F 2,(j)u ∂∂t

h1
...
h2m

where F
1,(j)
u , F
2,(j)
u are matrixs given by
(F 1,(j)u )
i
l =
2m∑
k=1
(
∂uk
∂s
Γikl +
2m∑
a=1
J ia(u)
∂uk
∂t
Γakl
)
− 1
2
2m∑
k,a=1
J ik(u)
(
∇ ∂
∂xl
J
)k
a
(
∂ua
∂s
−
2m∑
e=1
Jae (u)
∂ue
∂t
)
(6.2)
(F 2,(j)u )
i
l = J
i
l (u)− (J0)il (6.3)
If there is no confusion we will denote D
(j)
u , F
i,(j)
u by Du, F
i
u, i = 1, 2. We view Du as a operator Du :
W k,2,α(Σ,R2m) −→ Lk−1,2,α(Σ,R2m)
Du =
∂
∂s
+ J0
∂
∂t
+ F 1u + F
2
u
∂
∂t
. (6.4)
6.2 Implicit function theorem
The following theorem is a restatement of Theorem A.3.3 and Proposition A.3.4 in [7].
Theorem 6.1. Let (A, ‖ · ‖A), (X, ‖ · ‖X) and (Y, ‖ · ‖Y ) be Banach spaces, U ⊂ X be open sets and V ⊂ A,
U ⊂ X be open sets and F : V ×U → Y be a continuously differentiable map. For any (a, x) ∈ V ×U define
DaF (a, x)(g) =
d
dt
F (a+ tg, x)|t=0, DxF (a, x)(h) = d
dt
F (a, x+ th)|t=0, ∀ g ∈ A, h ∈ X.
Suppose that DxF (ao, xo) is surjective and has a bounded linear right inverse Q(ao,xo) : Y −→ X with
‖Q(ao,xo)‖ ≤ C for some constant C > 0. Choose a positive constant δ > 0 such that
‖DxF (a, x) −DxF (ao, xo)‖ ≤ 1
2C
, ∀ x ∈ Bδ(xo,X), a ∈ Bδ(ao, A). (6.5)
where Bδ(ao, A) = {a ∈ A| ‖a− ao‖A ≤ δ}, Bδ(xo,X) = {x ∈ X| ‖x− xo‖X ≤ δ}. Suppose that x1 ∈ X
and a ∈ Bδ(ao, A) satisfies
‖F (a, x1)‖Y < δ
4C
, ‖x1 − xo‖X ≤ δ
8
. (6.6)
Then there exists a unique x ∈ X such that
F (a, x) = 0, x− x1 ∈ im Q, ‖x− xo‖X ≤ δ, ‖x− x1‖X ≤ 2C‖F (a, x1)‖Y . (6.7)
Moreover, if ‖F (ao, xo)‖Y ≤ δ4C , there exist a constant δ′ > 0 and a unique family differential map fa :
kerDxF (ao, xo)→ Y such that for any (a, x) ∈ F−1(0) ∩ (Bδ′(ao, A)×Bδ′(xo,X)), we have
F (a, x) = 0⇐⇒ x = xo + ζ +Q(ao,xo) ◦ fa(ζ), ζ ∈ ker DxF (ao, xo) (6.8)
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The following is a version of the implicit function theorem with parameters. For the proof please see [6].
Theorem 6.2. F satisfies the assumption of Theorem 6.1. If F : V × U −→ Y is of class Cℓ, where ℓ is a
positive integer, then there exists a constant δ′ > 0 such that F−1(0)|Bδ′ (ao,A)×Bδ′(xo,X) is Cℓ manifold, and
ξ → xo + ξ +Q ◦ fa(ξ) is a Cℓ-chart of F−1(0)|Bδ′ (ao,A)×Bδ′(xo,X). In particular,
‖Da
(
xo + ζ +Q(ao,xo) ◦ fa(ζ)
) ‖ ≤ C, (6.9)
where C > 0 is a constant depending only on C1, C, δ
′, ‖fa‖ and ‖D2axF (a, xo)‖.
6.3 An isomorphism between u∗TM ⊗ ∧0,1j T ∗Σ and u∗TM ⊗ ∧0,1jo T ∗Σ
Let J (Σ) ⊂ End(TΣ) denote the manifold of complex structures on Σ and jo ∈ J (Σ). For any j ∈ J (Σ)
near jo we can write j = (I +H)jo(I +H)
−1 whereH ∈ TjoJ (Σ). We define two maps
Ψjo,j : u
∗TM ⊗ ∧0,1jo T ∗Σ→ u∗TM ⊗ ∧
0,1
j T
∗Σ
and
Ψj,jo : u
∗TM ⊗ ∧0,1j T ∗Σ→ u∗TM ⊗ ∧0,1jo T ∗Σ
by
Ψjo,j(η) =
1
2
(η − η · joj), Ψj,jo(̟) =
1
2
(̟ −̟ · jjo).
Since Jη = −ηjo and J̟ = −̟j, one can check that JΨjo,j(η) = −Ψjo,j(η)j and JΨj,jo(̟) = −Ψj,jo(̟)jo.
Then Ψjo,j and Ψj,jo are well defined.
Lemma 6.3. Ψjo,j is an isomorphism when |H| small enough.
Proof. By the definition we have
Ψj,joΨjo,j(η) =
1
4
(2η − η · (jjo + joj))).
A direct calculation gives us
1− C|H| ≤ ‖Ψj,joΨjo,j‖ ≤ 1 + C|H|
where |H| = sup
p∈Σ,X∈TpΣ
{
(HX,X)go(p)
∣∣ (X,X)go(p) = 1} . ThenΨj,joΨjo,j is an isomorphism as |H| small
enough. In particular, Ψjo,j is injective and Ψj,jo is surjective. Similarly Ψjo,jΨj,jo is also an isomorphism.
Hence Ψjo,j and Ψj,jo are isomorphisms. 
Ψjo,j induces an isomorphism
Ψjo,j :W
k−1,2,α(Σ, u∗TM ⊗ ∧0,1jo T ∗Σ)→W k−1,2,α(Σ, u∗TM ⊗ ∧
0,1
ja
T ∗Σ)
in a natural way.
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