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Abstract
Assessment of candidate materials for fusion power plants provides one of the
major structural materials challenges of the next decades. Computer simula-
tion provides a useful alternative to experiments on real-life irradiated materials.
Within the framework of a multi-scale modelling approach, atomic scale stud-
ies by molecular dynamics (MD) and statics (MS) are of importance, since they
enable understanding of atomic interaction mechanisms invisible at coarser scales.
Nano-scale defect clusters, such as voids, solute-atom precipitates and dislo-
cation loops can form in metals irradiated by high-energy atomic particles. Since
they are obstacles to dislocation glide, they can aﬀect plasticity, substantially
changing the yield and ﬂow stresses and ductility. In this study, a model devel-
oped by Osetsky and Bacon [26] has been used, that enables dislocation motion
under applied shear strain at various temperatures and strain rates. Three main
results were obtained.
First, the two interatomic potentials used (A97 [79] and A04 [31]) were as-
sessed with respect to reproducing dislocation properties. Both were in good
agreement but for one fact: an unexpected and not previously reported displace-
ment of core atoms along the direction of the dislocation line of a 1/2[111](11¯0)
edge dislocation was observed for the A97 potential. A connection of this phe-
nomenon with diﬀerences in Peierls stress values for the two potentials was pro-
posed.
Second, the interaction of a 1/2[111](11¯0) edge dislocation with a number
of diﬀerent conﬁgurations of spherical voids and Cu-precipitates 2 and 4 nm
in diameter was investigated. The defects were centred on, above and below
the dislocation glide plane. The mechanisms governing the interactions were
analysed. For the ﬁrst time it was observed that by interacting with a void, the
dislocation can undergo both positive and negative climb, depending on the void
position. A bcc to fcc phase transition was observed for the larger precipitates,
v
vi
in agreement with literature ﬁndings.
Third, the obstacle strength of 1/2〈111〉 and 〈100〉 loops was obtained under
various conditions and geometries for both potentials. Reactions are sometimes
complex, but could be described in terms of conventional dislocation reactions in
which Burgers vector is conserved. The critical resolved shear stress for disloca-
tion breakaway and the fraction of interstitials left behind are wide-ranging.
Finally, a mapping of all obstacle strengths was created for the purpose of
comparison. 〈100〉 loops with Burgers vector parallel to the dislocation glide
plane and 1/2〈111〉 loops proved to be strong obstacles. Small size voids are
stronger than Cu-precipitates of the same size. The complexity of some reactions
and the variety of obstacle strengths poses a challenge for the development of
continuum models of dislocation behaviour in irradiated iron.
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Chapter 1
Introduction
It is a well established fact that since the industrial revolution, energy demands
around the globe have been multiplied signiﬁcantly (by a factor of 30, see Fig. 1.1
[1]). Today, the world relies mainly on fossil fuels and nuclear ﬁssion to satisfy
these demands, with alternative sources such as wind or solar power contributing
insubstantially. With all future energy projections assuming a further increase
in energy demands, little doubt remains that large scale energy sources should
be developed over the coming decades. Up until this point, the only promising
options seem to be (1) solar energy, (2) nuclear ﬁssion and (3) nuclear fusion [2].
With global warming (Fig. 1.2 (a)) being one of the key issues in current
worldwide energy policies, it is essential that these options are sustainable: ‘living
on the Earth’s income rather than eroding its capital’ and ‘keeping the consump-
tion of renewable natural resources within the limits of their replenishment’ [1].
Unlike other energy sources (hydro-power, biomass, wind, geothermal and solar
energy), nuclear energy is not strictly renewable. Still, since it produces negli-
gible greenhouse gas emissions and uses resources at a very low rate, it can be
considered sustainable [1]. This is especially true about fusion; for example, one
of its main fuels, deuterium, exists in abundance (1 in 6500 H atoms in seawater),
making it a potential energy source for centuries [3].
But global warming is not the only large-scale challenge humanity faces today.
Of great importance are shortages of food and fresh water supplies, especially in
the developping world, posing a threat of potential turmoil [3]. In fact, all these
problems can be ascribed to ones of energy supply. Fig. 1.2 (b) shows the 1990
energy use in diﬀerent regions of the world [1]. Recently, growing industrialisation
of non-industrial nations has strained this ﬁgure, oﬀsetting the energy gain from
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2Figure 1.1: Growth in the rate of energy use and in the sources of energy since 1860 in
gigatonnes of oil equivalent per year [1].
conservation eﬀorts in the industrialised world and making the need for drastic
solutions even more imperative [2].
On a national scale, a healthy society needs a multitude of energy sources.
Stability demands that no nation is dependent on just a single source [2]. The
free market economy also imposes a danger to existing nuclear powers such as
the UK of ‘being left behind’ in the nuclear power business [5].
In the last 10 years, the percentage of power supplied from nuclear plants in
the UK has dropped from 30% to 18% and with old stations being pensioned oﬀ,
this number is likely to decrease even further. Therefore, it is no big surprise that
on 10th January 2008, the British government announced its support for building
a new generation of nuclear power plants as the centrepiece of the energy policy.
The next decade will see the largest investment in nuclear energy since the 1960s;
a decision agreed on by both main political parties [5, 6]. A great deal of research
is being undertaken in both ﬁssion and fusion, despite the fact that economically-
generated fusion power is still decades away.
For commercial fusion reactors to be achieved, a number of experimental
ones have either been or are being developed. Today, one of the most ambi-
3Figure 1.2: (a) Global mean surface temperature anomaly relative to 1961-1990 [4]. (b)
Per capita annual energy use in tonnes of oil equivalent in 1990 in diﬀerent regions of
the world [1].
tious projects worldwide is ITER, the acronym formerly standing for Interna-
tional Thermonuclear Experimental Reactor. ITER is now being constructed in
Cadarache, France, by an international consortium consisting of the European
Union (represented by EURATOM), Japan, the People’s Republic of China, In-
dia, the Republic of Korea, the Russian Federation and the USA, and is expected
to start plasma operation in 2018 [7]. Its purpose is to ‘demonstrate the plasma
physics, materials and engineering necessary to validate the broad technical fea-
sibility of fusion power by operating well above energy breakeven and based on a
suﬃciently long duty cycle to conﬁrm a dependable energy source’ [8].
One of the major challenges the ITER consortium will face is the development
of materials of adequate strength, toughness, and swelling and creep resistance,
which will be able to operate in a commercial fusion reactor (CFR). Temperatures
up to 600◦C, stresses up to 300 MPa and fast neutron radiation damage of the
order of 100 displacements per atom (dpa) will be typical for ﬁrst wall operation.
A number of materials have been proposed so far that might withstand such
extreme conditions, based on experience from previous fusion plant projects. Such
materials are mainly ferritic-martensitic steels, vanadium alloys and tungsten [9],
while recently considered ones include carbon ﬁbre/carbon composites, SiC/SiC
composites, dispersion-hardened copper and graphite doped with boron [10].
ITER is designed to be very close to a CFR, producing approximately 500
4MW and sustained for up to 1000 s. Nevertheless, once it is ﬁnished and before
the operation of a CFR, another demonstration reactor, DEMO, is proposed. Its
objectives extend those of ITER, including sustained burn and tritium breeding
[8]. A CFR is projected to commence operation in about 2050.
The research presented in this thesis is part of the ‘Predictive modelling of
mechanical properties of materials for fusion power plants’ consortium project,
funded by the EPSRC. Participating members were the University of Oxford,
the University of Edinburgh, Queen’s University Belfast, UKAEA, and the Uni-
versity of Liverpool [9]. The goal of the project was ‘to predict the performance
and behaviour of materials across all relevant lengths and timescales balancing
accuracy, eﬃciency and realistic description’ [9].
The consortium’s approach was a multi-scale one; a concept that has been used
in the past, but with limited success for technical reasons. In this case, multi-
scale translates into multi-layered, with each layer corresponding to a diﬀerent
size and time scale [11, 12]. Each participant dealt with a diﬀerent scale, with the
potential to produce results that could be passed as input parameters for the next,
coarser-scale, layer. Methods used were ab initio modelling, molecular statics
and dynamics, kinetic Monte-Carlo, microstructural modelling and dislocation
dynamics, thus covering a spectrum from the atomic to the mesoscopic scale (ﬁg.
1.3) [9].
More speciﬁcally, research conducted within the framework of this Ph.D.
project consisted of atomic-scale computer modelling (molecular dynamics, MD,
and molecular statics, MS) of interactions between edge dislocations and radiation-
induced defects, such as self-interstitial atom (SIA) dislocation loops, voids and
copper precipitates in bcc α-Fe. The goal was to study irradiation hardening
both qualitatively and quantitatively. The aim of the qualitative study was to
describe the mechanisms that control hardening and shed light into the physics
behind them. Quantitative study aimed to produce an obstacle-strength map-
ping of defects, in order to enable comparison of their respective signiﬁcance in
the plasticity of irradiated α-Fe. Furthermore, an ultimate aim of this type of
research is to supply continuum-scale modelling (such as dislocation dynamics,
DD) with numerical values of properties to be used as input parameters according
to the multi-layered scheme of multi-scale materials modelling described above.
Results obtained during this research and comparison with ﬁndings of previ-
5Figure 1.3: Layers of multiscale modelling [12].
ous research are presented in this thesis as follows. Chapter 2 contains a review
of literature related to nuclear fusion, radiation damage and hardening mecha-
nisms in α-Fe. An introduction to molecular dynamics as well as the methodology
adopted for the conduct of research presented here is the subject of chapter 3.
Emphasis is given on the model and interatomic potentials used and the tech-
nique of the introduction of an edge dislocation in this model. Chapter 4 deals
with single straight dislocations. Properties such as dislocation core structure
and critical resolved shear stress both at T=0 K and higher temperatures are
analysed for edge dislocations, and there is also a brief discussion on screw cores.
An unexpected pattern was found for the edge dislocation core reproduced with
one of the potentials used; a possible connection with another previously unex-
pected phenomenon is speculated. Voids and Cu-precipitates and their interac-
tions with a gliding edge dislocation are analysed in parallel in chapter 5. Both
are common defects in irradiated α-Fe, and have been studied before; however,
new phenomena were observed, stemming from the fact that new geometries were
studied. Chapter 6 presents results on edge dislocation-SIA loop interactions of
both orientations frequently observed in α-Fe. A number of reaction mechanisms
are described, with emphasis on visualisation of conﬁgurations obtained. Finally,
Chapter 7 sums up the results presented in the previous sections, presenting the
6aforementioned obstacle-strength mapping obtained, followed by a comparative
analysis. As a result of this analysis, ﬁelds of potential future research emerge
and are brieﬂy discussed. The thesis closes on a slightly more personal note, with
the general impression research on computer modelling of radiation damage has
made on the writer upon completion of this period of research.
Chapter 2
Literature Review
2.1 Introduction
Nuclear fusion is deﬁned as the exothermal process that occurs when light nuclei
come together forming stable particles diﬀerent from the original colliding nuclei
[2, 13]. This can be readily explained considering the curve of ﬁgure 2.1. It has
been found that nucleons have a bigger mass when free. When bound within
nuclei, part of their mass disappears. It becomes binding energy, according to
Einstein’s formula: E=mc2. Fig. 2.1 depicts this binding energy per nucleon
as a function of the number of nucleons that comprise a nucleus. It is evident
that elements such as Fe, Ni and Kr are the most stable, since their binding
energy is the highest. Breaking up heavy nuclei into lighter ones or combining
light nuclei to form heavier ones can release energy, as long as the products have
higher binding energy than the reactants. The former process is nuclear ﬁssion,
the latter nuclear fusion [2].
Fusion power, when obtained, will be a far superior alternative to ﬁssion (or
other power sources for that matter). Advantages are numerous and signiﬁcant:
• Deuterium, the main reactant in the most common reactions, is cheap and
exists in abundance, making fusion a sustainable energy resource [8, 14].
• Fusion reactor operation is inherently safe, making ‘china syndrome’-type
accidents virtually impossible. Since fusion, unlike ﬁssion, requires precise
conditions of temperature, pressure and magnetic ﬁeld parameters, reac-
tor operation would cease promptly in the event of a malfunction, thus
practically eliminating the ‘human error’ factor [14].
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8Figure 2.1: Binding energy per nucleon. [15]
• Compared to ﬁssion, danger of radiation exposure is insigniﬁcant since there
is no risk of a runaway reaction in a fusion reactor. Not only does the plasma
need optimal conditions, but it is also of extremely low density, containing
a very small amount of fuel (a few grams). It would take no more than a
few seconds for the reaction to be stopped, as soon as the fuel supply is
closed. With ﬁssion, this time could be measured even in years [3, 8].
• Failure of other compartments of the reactor (e.g. magnetic conﬁnement
structure) would not be dissimilar to any other kind of industrial accident
and could be eﬀectively prevented [3].
• The main radioactive remnant of the deuterium-tritium (D-T ) cycle is tri-
tium. Even though most of it will be burnt inside the reactor, some will
require proper handling. Still, its half-life is only 12.3 years, unlike radioiso-
topes produced in ﬁssion. Moreover, if appropriate materials are used, other
radioisotopes produced mainly in the reactor core are limited in number
compared to ones in ﬁssion, biologically less active and will only be dan-
gerous for about 50 years. Another cause for concern is lithium, which will
9be used both for tritium production and as a coolant. Lithium is highly
ﬂammable and in the event of a ﬁre would release tritium and other ra-
dioactive gases into the atmosphere. However, their amount would be so
small that, when dilluted into the air, their concentrations would fall to
legally acceptable levels before even leaving the plant perimeter. All these
considerations only increase the appeal of fusion compared to ﬁssion [3, 8].
• Finally, the risk of potential theft of nuclear fuels to be used for weapon
production is practically non-existent. In general, the overlap of technology
used in fusion and that used for nuclear weapons is small [3, 14].
Depending on how the reaction is initiated, fusion is described as beam-target
(when one nucleus is accelerated), beam-beam (if both nuclei are accelerated)
or thermonuclear (if nuclei are part of plasma near equilibrium) [13]. In the
latter case, it is mainly the particles in the high energy tail of the Maxwellian
distribution that have enough energy to react. This means that the depleted part
of the velocity distribution becomes repopulated by thermal collisions, justifying
the term ‘thermonuclear’ [2].
Due to the extremely high binding energies that hold nuclei together, fusion
reactions release energy many orders of magnitude higher than chemical reactions
(e.g. 17 MeV in D-T reaction, compared to only 13.6 eV for the ionisation of H ).
There are numerous possible fusion reactions, but few comply with criteria that
make them potential energy sources [13]. Of them, the most important are [2]:
• deuterium-tritium reaction
2D +3 T −→4 He(3.5MeV ) +1 n(14.1MeV ) (2.1)
• deuterium-deuterium reactions
2D +2 D −→3 He(0.82MeV ) +1 n(2.45MeV ) (2.2)
2D +2 D −→3 T (1.01MeV ) +1 H(3.02MeV ) (2.3)
• neutron free reactions
1H +6 Li −→4 He +3 He (2.4)
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1H +7 Li −→ 24He (2.5)
1H +11 B −→ 34He (2.6)
2D +3 He −→4 He +1 H (2.7)
3He +3 He −→4 He + 21H (2.8)
Deuterium-tritium reaction (ﬁgure 2.2 (a)) is the most immediately promising
for fusion power generation, mainly due to the fact that it is the easiest to realise
the conditions needed for a fusion reactor to reach ignition [3]. This is why it is
chosen for ﬁrst-generation fusion-power plants [2]. As can be seen in Fig. 2.2 (b),
the reaction rate for D-T is the highest of the three categories. Reactions falling
into the other two are perceived to be used for second and third-generation plants
[2]. Discussion on fusion from now on will be about the D-T cycle, unless stated
otherwise.
Figure 2.2: (a) Deuterium-tritium reaction [16]. (b) Fusion reaction rate [13].
Despite the existence of diﬀerent designs, a typical nuclear fusion power plant
will consist mainly of two parts, the balance of plant and the nuclear island. The
former is the conventional part that converts heat into electricity using steam
turbines, like in ﬁssion or coal power plants. The latter consists of (1) a plasma
chamber (with the associated vacuum system), (2) the ﬁrst wall and divertor,
which face the plasma and absorb its thermal radiation, (3) the blanket, where
the neutrons are absorbed and tritium is bred and which heats a working ﬂuid
that transfers the power to the balance of plant, and (4) the magnet system, if
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the plasma is magnetically conﬁned [3].
The main conditions for the operation of a thermonuclear fusion reactor are
[14]:
• Plasma temperature must be very high (around 4.5 × 107 K for the D-T
reaction).
• Ion density, n, must be high, so that the nuclei collision rate is suﬃcient.
• Plasma conﬁnement time must be big.
Conﬁnement refers to all conditions necessary to keep the plasma dense and
hot long enough to undergo fusion [3]. For the plasma not to disassemble, no
net forces should exist in it. Even in case a small deviation occurs, the plasma
must be constructed in such a way that the system returns to its initial state,
maintaining its stability. Particle or heat loss needs to be low enough. Retaining
heat is called energy conﬁnement and can be accomplished in diﬀerent ways.
These ways determine the nature of the fusion reactor itself.
As mentioned before, the most common mechanism is that of magnetic con-
ﬁnement. Since plasma is ionised gas, its particles can follow the lines of an
imposed magnetic ﬁeld. Conﬁnement can be achieved in two ways: either by
bending these lines back on themselves, forming, for example, toroidal surfaces,
or by using a magnetic mirror eﬀect, with some particles being reﬂected when
encountering a region of higher ﬁeld strength [3]. These mechanisms gave birth
to diﬀerent concepts for fusion reactors.
The best known of these concepts is TOKAMAK, since many important fusion
reactors such as Starﬁre, JET, ITER and DEMO are, or will be, based on it.
It was ﬁrst proposed by Sakharov and Tamm [17], and the name is a Russian
acronym standing for TOroid KAmera (chamber) MAgnit (magnet) Katushka
(coil) [2]. Plasma conﬁnement is achieved by a strong applied magnetic ﬁeld
together with a poloidal ﬁeld created by a toroidal current (Fig. 2.3) [18]. As
shown in the ﬁgure, under the combined inﬂuence of these two ﬁelds, plasma
particles are conﬁned in a helical path, thus making sustained fusion burn feasible.
Another important concept is that of magnetic mirror conﬁnement [3, 14]
(MARS tandem-mirror fusion commercial power plant, being an example [2]).
The main idea is to conﬁne the plasma in a cylindrical space by placing coils at
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Figure 2.3: Tokamak ﬁelds [18].
the two ends. This way, the ﬁeld becomes so inhomogenous that the coils act
as magnetic mirrors, reﬂecting the plasma particles and forcing them to a helical
path back and forth, thus increasing their density.
Other concepts have also been suggested, namely spherical tokamaks, stellara-
tors, heliotrons, torsatrons, reversed ﬁeld pinch, θ pinch, Z pinch etc [8]. Advo-
cates for each one of them claim potential advantages compared to TOKAMAKs.
However, none of them has received as much attention and their development is
well behind the TOKAMAK approach. Nevertheless, some might eventually sur-
vive the tests of experiment and be used for future CFRs [2].
Of the energy produced in the D-T cycle, only 20% is available to heat the
plasma [2]. The remaining 80% is released as neutrons; a quantity known as
13
neutronicity [13]. These high energy neutrons (14 MeV) are beneﬁcial, as they
are reactants in one of the reactions
1n +6 Li −→3 T +4 He (2.9)
1n +7 Li −→3 T +4 He +1 n (2.10)
that supply the tritium to the D-T cycle [13]. On the other hand, they pose one
of the biggest problems for materials design of the reactor, since they cannot be
conﬁned and they escape the plasma, thus activating the structure and damaging
the ﬁrst wall [3]. It is expected that neutronicity in a commercial D-T reactor
will be approximately 100 times that of current ﬁssion power reactors. Therefore,
the design of materials suitable for fusion reactor cores focuses mainly on ﬁnding
materials able to withstand damages produced by such an extreme neutron ﬂux
[3].
Other than that, the choice of materials for a fusion power plant is limited by
demands in availability, good mechanical and fabrication properties, reliability
(long service life) and no extremely long-lived isotopes (waste-storage problem)
[2]. It is self-evident that separation of functionality of diﬀerent particular compo-
nents has to be taken into account. ‘Function’ here refers to mechanical durability,
tritium recycling, ablation protection, thermal conduction, cooling and structural
barriers etc [10]. The research presented in this thesis is concerned with properties
for candidate materials for ﬁrst wall/blanket operation.
Figure 2.4 illustrates major engineering components of a fusion reactor. First
wall and blanket (which could be integrated) are coloured green and red, re-
spectively. The primary functions of these components are to provide the ﬁrst
physical barrier for the plasma, to convert energy into sensible heat and provide
for the heat removal, to breed tritium and provide for tritium recovery, and to
provide some shielding for the magnet system [2, 19]. They must withstand high
particle and energy ﬂuxes from the plasma, high thermal and mechanical stresses,
and elevated-temperature operation. Also, the ﬁrst wall must not be a source of
excessive plasma contamination and the blanket must be compatible with the
chemical environment, the plasma and the vacuum. Typical materials currently
proposed for such applications are ferritic-martensitic steels based on Fe with
approximately 9% Cr (RAFM steels) [20, 21], V alloys [21] and W [22]. Other
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materials, such as SiC composites have also been proposed, but their stability
under heavy irradiation is yet to be proven [9].
Figure 2.4: Schematic diagram of tokamak reactor [8].
For such properties of candidate materials to be optimised for plasma-facing
operation, further understanding of the mechanisms responsible for hardening
under irradiation is necessary. A brief introduction to computer modelling as a
method of investigation follows in subsection 2.2. In the following parts of this
chapter there is a summary of research analysing such mechanisms. First, there
is a brief description of radiation damage and hardening mechanisms in general.
Subsection 2.4 focuses on displacement cascades as a method of introduction of
defects in irradiated metals. Dislocations and their interactions with other defects
play a dominant role in the mechanical behaviour of metals and are discussed in
subsection 2.5. Subsection 2.5.1 introduces dislocations themselves; the remaining
subsections deal respectively with interactions between dislocations and point
defects, voids, solute atom precipitates and dislocation loops. Where results
presented here are related to research conducted in this work, more details will
be given in respective chapters.
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2.2 Modelling methods
During the last few decades, the value of computer modelling as a method of
investigating materials properties has increased signiﬁcantly mainly due to the
constantly increasing computing power available. Along came the development of
diﬀerent methods to this end, stochastic or deterministic, in a wide range of time
and space scales. Increasing sophistication of these methods has enabled scientists
not only to realistically simulate complex experiments or test complex theory but
also to allow thought experiments, i.e. simulate situations which are impossible
to have in reality, but whose analysis sheds light to phenomena improbable to
comprehend otherwise [23].
It is noteworthy that the molecular dynamics method was invented in the late
ﬁfties by George Vineyard and his group in Brookhaven National Laboratory
speciﬁcally for research on radiation damage [23, 24]. Since then, it has played
an important role in analysing atomic and microscopic scale phenomena, and in
coupling between diﬀerent scales of materials modelling. This last function of
MD is of great interest, as the scale problem in materials properties is intrinsic,
in the sense that the cause for a property observed at some scale usually lies in
a diﬀerent one [25].
As mentioned in the introduction, multi-scale materials modelling follows a
multi-layered approach [26]. In the ﬁner size and time scale (∼ 10−9 m or a few
nanometers and femtoseconds), where the electrons are the key players and inter-
actions between atoms are dictated by quantum-mechanics through Schro¨dinger’s
equation [27], ﬁrst-principles (or ab initio) molecular dynamics (FPMD) [23],
quantum Monte Carlo (QMC) and quantum chemistry (QC) are employed. If
extreme accuracy is not of essence, density-functional theory (DFT) and local
density approximation (LDA) can be useful alternatives [11]. In the atomic scale
(up to a few micrometers and picoseconds), classical interatomic potentials gov-
ern the interactions between atoms: molecular dynamics and statics, and Monte
Carlo simulations are performed. In the mesoscopic scale (∼ 10−4 m or hundreds
of micrometers and nanoseconds) it is phenomenological theories that encom-
pass the interactions between atoms. Continuum techniques, such as dislocation
dynamics (DD), determine the behaviour of lattice defects (dislocations, grain
boundaries, etc) in this scale. Finally, for sizes of ∼ 10−2 m and beyond, the
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physical system is again viewed as a continuous medium, and its behaviour is
determined by continuum ﬁelds, such as density, velocity, temperature, stress
ﬁelds etc. For this macroscopic scale, ﬁnite-element (FE) methods are usually
employed [11]. A time-scale mapping of modelling techniques is depicted in Fig.
2.5 [25].
Figure 2.5: Temporal scales [25].
Both techniques employed in the research reported in this thesis, MD and
MS, will be discussed in more detail in chapters about methodology and results.
However, a brief introduction of them here is deemed expedient, in order to assist
in the discussion on research conducted on radiation-induced defect interactions.
Molecular dynamics is ‘a computer simulation technique where the time evo-
lution of a set of interacting atoms is followed by integrating their equations of
motion’ [23]. In the limiting case where the temperature is 0 K, the technique
is called molecular statics and its objective is to identify the atomic conﬁgura-
tion with a minimum potential energy. This enables static results to be directly
compared with elasticity theory and for parameters needed in continuum level
simulations to be readily obtained [28]. However, molecular statics does not re-
veal information about the atomic mechanisms occurring in real metals, for it
excludes thermal eﬀects [29]. This explains why, in order to compare with values
obtained in experiment, it is MD that is most widely used.
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2.3 Radiation damage/hardening mechanisms
Radiation damage can be deﬁned as the displacement of many atoms from their
lattice sites by collisions with energetic atomic particles from a nuclear source,
thereby creating supersaturations of vacancies and SIAs [30]. First, primary re-
coil atoms or primary knock-on atoms (PKAs) are generated in less than 10−15 s,
either by scattering of the incident radiation, or by injection of accelerated ions.
Subsequently, PKAs impact on other atoms in the metal generating their displace-
ment if the available kinetic energy originally imparted to the PKAs exceeds the
displacement threshold energy plus the energy lost as electron excitation. This
way, vacancy-SIA pairs (Frenkel pairs) are created [25]. The most crucial aspects
for radiation damage are the geometry and mobility of the produced defects and
the energy diﬀerences between them [31].
It takes only a few tens of electron-volts to knock an atom out of its lattice
position. The total disarray thus imparted in the bulk of the crystal is anisotropic
and is measured in ‘displacements per atom’ (dpa), which are deﬁned as the
number of times each atom is dislodged from its place in the crystal by radiation
[19]. If all atoms are displaced once on average, this is equivalent to 1 dpa.
This volumetric damage results in the formation of vacancies and interstitials,
dislocations, voids and possibly precipitates.
The production of such defects has macroscopic eﬀects on the crystal [10]:
swelling and the resultant hardening and embrittlement (less important at ele-
vated temperatures, due to annealing [19]), irradiation-induced creep and growth
[10], increase of ductile-to-brittle transition temperature [6] and decreases in ther-
mal and electrical conductivity [19] being amongst them. All these eﬀects came
to be known as the ‘Wigner disease’ [25].
From a microscopic perspective, atomic-scale degradation includes matrix
damage [6], phase development and segregation [6], and the generation of helium
and hydrogen via nuclear reactions [25]. Irradiation hardening and embrittle-
ment, deﬁned as an increase in the yield strength of the material and reduction
in ductility [30, 32, 33, 34], occur when a metal is irradiated at temperatures
below about one third of its melting temperature (in degrees K) and can be anal-
ysed based on the cascade-induced source hardening (CISH) model [25]. Speciﬁc
reference to cascades will be made in a later sub-section of this chapter, but for
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now it suﬃces to say that according to CISH, displacement cascade-induced de-
fects (SIA clusters, loops or voids) pin and may also decorate Frank-Read sources
(grown-in dislocations, which are omnipresent anyway) thereby impeding their
glide during deformation (even creating ﬂow localisation by dislocation channel-
ing at high levels of cluster density) [35, 36]. This is what causes the yield stress
to be usually increased and the tensile ductility, work-hardening rate and frac-
ture toughness of the metal to be drastically decreased, posing a failure risk and
potentially rendering the material unsuitable for ﬁrst wall operation [25].
It has to be emphasised that this increase in yield strength does not happen
in the same manner as for cold-worked unirradiated hardening. Materials irra-
diated to doses beyond a certain dose level are unable to deform plastically in a
homogeneous manner [25]. They undergo a yield drop, negative work hardening
and plastic instability, which is what renders the materials unsuitable for service.
Qualitatively, this is explained as follows. Plastic deformation is triggered by
dislocation motion. When the density of dislocation decoration is high, due to
relatively high radiation doses, the generation of dislocations is prevented, since
dislocations cannot be unlocked from their atmosphere. When, eventually, this
does happen, at a high stress level, this stress corresponds to the upper yield
stress. For high decoration densities, this is most likely to occur either at points
of singularities in the crystal (such as grain boundaries, inclusions, surfaces etc),
where there is a high stress-concentration factor, or for some dislocations in the
crystal which may, statistically, be less heavilly decorated. In either case, this
sudden release of dislocations must account for the occurence of the yield drop,
plastic instability and plastic ﬂow localisation in narrow bands (∼100 nm wide),
known as ‘cleared channels’. These virtually obstacle-free channels act as soft and
easy paths for further transport of dislocations still being generated at sources,
further reinforcing plastic ﬂow localisation. When these channels intercept grain
boundaries, surfaces or other channels, they can cause crack nucleation at the
points of interception. It is exactly this loss of material ability to deform homo-
geneously that poses the real technological challenge. Potential solutions to this
problems can be either controlling the decoration of dislocations or their trans-
port through ‘cleared channels’ during deformation [25]. From an engineering
point of view, at least in principle, both solutions are achievable.
There are two general ways to evaluate radiation damage experimentally:
19
either (i) by testing samples machined from failed or spent components or test
pieces placed close to the cores of materials test reactors, or (ii) by simulating
neutron irradiation damage processes with high energy ion beams in accelerators
or cyclotrons [8]. The latter process possesses the advantage of producing damage
at highly accelerated dose rates, similar to that produced by many years of reactor
operation. A number of testing facilities are available already, such as materials
testing and mixed spectrum reactors, fast reactors (Phenix, EBR-2), accelerator
D-T reaction sources (RTNS-II), spallation sources (ESS), ion irradiation facilities
etc [10]. Nevertheless, there still exists a need for a facility for testing materials
in relevant neutron irradiation environment [10]. The eﬀort to accelerate the
development of fusion power (the so-called ‘fast-track’ option [10]) requires the
construction of another facility, before ITER, for proper material testing. Such
a facility, called IFMIF (International Fusion Material Irradiation Facility), is
scheduled for about 2017, and is based on the concept of a stripping source: a
beam of energetic deuterons producing a beam of energetic neutrons when the
proton is stripped from the deuteron [37].
Experimental detection of radiation-induced defects is diﬃcult, because of
their size. Originally, the transmission electron microscopy method used was two-
beam bright ﬁeld imaging. More recently it has been replaced by the weak beam
technique which provides better spatial resolution and signal-to-background ratio
[33, 32, 38]. Moreover, weak beam TEM results are ready for direct comparison
with ones derived from molecular dynamics. Lately, 3-D atom-probe studies
and high-resolution electron microscopy (HREM) are providing new insights into
damage development [6].
2.4 Displacement cascades
In the previous subsection, the atomic displacements that constitute radiation
damage were discussed, and reference was made to the displacement cascades
mechanism that produces these displacements. In this subsection, there will be
a more detailed analysis on this mechanism and the defects it produces.
Following a nuclear reaction, a ﬂux of fast neutrons or heavy-ions bombard the
core components of nuclear reactors, producing PKAs [39]. These atoms, when
given suﬃcient energy by the irradiating particles, can displace many of their
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neighbours from their host lattice sites, by avalanches of elastic collisions. These
are called displacement cascades and are the primary source of radiation damage
of metals under fast-neutron irradiation [25, 39]. Recoil energy spectra of PKAs
can range up to tens of keVs in components of a nuclear plant [28]. The primary
and secondary collisions cause the temporary displacement of many (typically
thousands) of atoms. Following this collision phase, some of these atoms fail to
return to lattice sites (or sub-lattice, in case of ordered alloys). This generates
a localised high supersaturation of point defects; vacancies are in abundance
near the centre of a cascade zone and SIAs emerge towards the periphery (even
resulting in potential local chemistry changes in alloys) [28].
It is the subsequent evolution of these defects that gives rise to the afore-
mentioned changes of physical properties that aﬀect the performance of metals
[28]. A substantial fraction of these defects form clusters with their own kind,
either during the cascade process itself, or after diﬀusion in the material [27].
This means that SIAs cluster as tightly-packed planar arrays of crowdions, thus
forming dislocation loops with perfect Burgers vectors parallel to the crowdion
axes (for bcc metals, such as α-Fe, these would be 1/2〈111〉 or 〈100〉) and vacan-
cies cluster either in the form of voids or, more rarely, of vacancy loops. In the
presence of He or H, voids can transform into He or H-ﬁlled bubbles [27]. More
details on speciﬁc defect formation will be given in later sub-chapters.
Due to their nanometre and picosecond scales of length and time, cascades are
not susceptible to direct experimental study [39, 40]. However, these scales make
them ideal for atomistic computer simulation by means of MD, using models typ-
ically containing up to a few million atoms interacting via empirical short-range,
isotropic, many-body interatomic potentials of the embedded atom or Finnis-
Sinclair type [28]. Despite their physical limitations [10, 41], such simulations
shed more light into the cascade process, describing it in ﬁne detail.
Therefore, more analytically, a cascade process can be divided into three
phases [39]:
• Avalanche of collisions (∼1 ps) [39]: it occurs with PKA energies of ∼0.5
keV and above [25], with the creation of a large damage zone. At the
end of this phase, temperatures of the highly disordered cascade core reach
∼103-104 K.
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• ‘Thermal spike’ (several ps) [42]: A large fraction of the displaced atoms
in the outer regions quickly return to their lattice sites by athermal relax-
ation. Vacancies and SIAs recombining and annihilating each other cause
a decrease in the number of surviving defects, known as the ‘damage ef-
ﬁciency ’ [25]. Liquid-like disorder persists in the core that prevents some
atoms from regaining their sites, turning them into SIAs at the periphery of
the core. For high radiation doses, ‘cascade overlap’ might occur, producing
higher defect density and prolonging the thermal spike lifetime [42].
• Recrystallisation [42]: As the cascade core cools down, it recrystallises.
When there is suﬃcient energy density and cascade lifetime to permit the
motion of defects, vacant sites are ﬁnally formed within the core, producing
a high concentration of defects, many of which are clustered in voids or
dislocation loops. In α-Fe, at recoil energies up to 40 keV, clusters contain
about 10% of vacancies and 60% of SIAs [25].
According to the process described above, it is of interest to obtain the depen-
dence of the number of point defects created on the kinetic energy of the PKAs
that create them in the ﬁrst place [39]. Such an attempt led Norgett, Robinson
and Torrens to derive the NRT formula [43, 44];
NNRT = 0.8(Edam)/2Ed (2.11)
where Edam is the damage energy available for elastic collisions and Ed is the value
of the threshold displacement energy averaged over all crystallographic directions.
If all inelastic losses are neglected Edam ≡ Ep, where Ep is the kinetic energy of
the PKA.
However, when results obtained by MD simulations are compared to NRT
predictions, it turns out that the NRT formula overestimates the production
of defects by cascades by a factor of 60-80% [10, 39]. This happens because the
binary collision model that NRT is based on does not describe atomic interactions
during the thermal spike phase, when intra-cascade SIA-vacancy recombinations
signiﬁcantly reduce the number of remaining defects [39].
It has been shown that a better ﬁt to the simulation data is given by the
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following empirical relationship;
NF = A(Ep)
m (2.12)
where NF is the ﬁnal number of point defects found in simulation cascades, and
A and m are constants, weakly dependent on material and temperature. Bacon
et al. [45] and Bacon and Osetsky [39] have found that for α-Fe, when Ep is
expressed in keV, the values for A and m are approximately 5.6-5.7 and 0.78-
0.83, respectively.
Another point of interest is the fact that the vacancy and SIA clusters created
present diﬀerent thermal stability and, potentially, contain a diﬀerent fraction of
their respective defects. This means that during the cascade process, a production
bias exists: a fraction of SIA clusters must be escaping to sinks other than voids
[25]. This is the main thesis of the production bias model (PBM), proposed by
Woo and Singh [46, 47]. To accurately describe the defect accumulation during
cascade damage conditions, considerations of kinetics of reactions of defects have
to be taken into account, especially the diﬀusion of SIA clusters and their changes
in directions of motion.
Finally, as far as irradiated alloys are concerned, it seems from MD studies
performed so far that solute atoms have little eﬀect [28, 39]. The only diﬀer-
ence from single element crystals is the occurence of additional eﬀects in ordered
alloys, either because individual sub-lattices become occupied by atoms of the
wrong type (anti-site defects) or because crystallne order is not restored and an
amorphous structure is formed. This damage zone corresponds largely to the
‘molten’ core region formed during the thermal spike phase.
2.5 Dislocation-obstacle interactions
2.5.1 Dislocations
Dislocations are line defects in crystals, generally categorised as edge and screw.
In the former, the dislocation line is deﬁned along the edge of an extra half-plane
of atoms, forming a localised lattice distortion. The latter results from a shear
distortion of a perfect lattice with the dislocation line passing through the centre
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of a spiral of atomic planes. There also exist, of course, dislocations of a mixed
nature, i.e. having both edge and screw components [48].
Dislocations are characterised by [48]:
• Their Burgers vector b, that deﬁnes the magnitude and direction of the
lattice distortion associated with a dislocation in a crystal lattice. It repre-
sents the relative displacement of atoms that are neighbours across the slip
(or glide) plane as the dislocations glide by.
• Their line vector t(x,y,z ), describing the direction of the dislocation line in
the lattice.
• Their glide plane, which has to contain b and t(x,y,z ), and is thus deﬁned
by them.
Experimentally observed low yield stresses of most ductile solids dictate that
dislocations are either formed initially during the growing of crystals or they are
formed at points of high stress concentration. In the former case, dislocations are
either present in the ‘seed’ crystals or other surfaces used to initiate growth, or
they are nucleated ‘accidentally’ during the growth process [30]. In the latter case,
they are the product of multiplication of already existing dislocations, usually in
small-angle boundaries and networks. These sources of dislocations are known
as Frank-Read sources [30, 49]. Other mechanisms of dislocation multiplication
include multiplication by multiple cross glide, by climb or at grain boundaries
[30].
Dislocations are inherently associated with slip. The line of demarkation
between a slipped and an unslipped area along a glide surface of a crystal is a
dislocation line by deﬁnition. Mechanical properties of materials depend strongly
on dislocation ability to glide on these glide surfaces. The main controllers for
such dislocation glide are (i) the nature of the bonding between atoms, (ii) the
crystal structure of the metal and (iii) the dislocation core width [27]. It has been
found that atomic forces of a crystal oﬀer practically no resistance to the motion
of a wide dislocation [49].
In the case of bcc metals, such as α-Fe, MD simulations analysing the glide
of a single edge dislocation based on its core position in the crystal have revealed
that under no applied stress, thermal energy of the crystal enables the formation
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of kink pairs that move segments of a dislocation line back and forth. Applica-
tion of a low stress, τ , provides a bias for drift along one direction over time.
For higher stresses the drift velocity increases, and when τ reaches a critical
value motion becomes uniform; the dislocation starts gliding on its slip plane.
Dislocation velocity decreases with increasing temperature, due to phonon drag.
The gliding dislocation also increases the temperature of the crystal, through
velocity-dependent energy dissipation [50].
Experiments show that in the low temperature and high strain rate regimes
plasticity is largely dictated by thermally activated motion of screw dislocations of
the 1/2〈111〉 type. This motion is restricted by the non-planar atomic structure of
their core, resulting in low mobility through thermally activated kink mechanisms
and ensuing temperature-dependent yield stress [51, 52].
This, of course, does not mean that edge dislocations do not contribute to
plastic deformation; on the contrary, plastic deformation is governed by both
kinds of dislocations interacting with other microstructural features, such as im-
purity atoms, precipitates, dispersoids, other dislocations, grain boundaries or
voids [53]. The impact of these interactions is enhanced in irradiated materials,
where the density of such defects is high.
In the preceding subsections it was mentioned that the interactions between
dislocations and defect clusters control the hardening and embrittlement of ir-
radiated metals [32], and the CISH model has been analysed to explain the
mechanism of such interactions. In fact, there are two models that describe
dislocation-obstacle interactions and the subsequent hardening [32]:
• The dispersed barrier (DBM) model [32, 53, 54]. It is based on straight-
forward geometrical considerations for obstacles intersecting the dislocation
glide plane. These obstacles are considered to be produced by cascades, as
already described. DBM is most appropriate for strong obstacles.
• The Friedel-Kroupa-Hirsch (FKH) model [32, 55, 56]. The eﬀective inter-
particle spacing is increased compared to the planar geometric spacing, due
to less extensive dislocation bowing prior to obstacle breakaway. FKH is
most appropriate for weak obstacles.
Dislocations have been observed using diﬀerent techniques, such as surface
methods, decoration methods, electron microscopy, X-ray diﬀraction and ﬁeld ion
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microscopy [30]. In some cases, direct observation was possible even for gliding
dislocations [49]. Dislocation velocities have been thus calculated, and interaction
mechanisms with obstacles analysed. Understanding these mechanisms in depth
is of considerable interest, and will be the subject of the sub-sections to follow.
2.5.2 Point defects
Point defects are deﬁned as crystalline defects associated with one or, at most,
several atomic sites [48]. They can be either vacancies, which are normal lat-
tice sites with an atom missing or self-interstitials, atoms from the crystal that
are crowded into interstitial sites, spaces in the crystal that should not be occu-
pied [48]. Usually, vacancies and interstitials are generated simultaneously under
radiation, forming Frenkel pairs. Impurities are not of interest here.
Due to their higher formation energy, SIAs are relatively rare in metals com-
pared to vacancies under normal equilibrium conditions [57]. However, both are
plentiful in irradiated metals. Typically, over a volume of ∼10 nm in diameter
hundreds of SIA-vacancy pairs can be formed following the displacement cascade
mechanism [42]. It is the intra-cascade fate of these point defects that govern
material properties thereafter.
As discussed earlier, the number of point defects remaining in the crystal
after the cascade is given either by the NRT formula, or, since NRT gives an
overestimate, by equation (2.12) [39]. The probability of point defects clustering
with their own kind and the size of the largest clusters increase with increasing
PKA energy [39]. In bcc iron, for defect clusters to be observed by TEM, relatively
high radiation doses are required; at low radiation doses (∼0.0001 dpa), the very
low cascade production eﬃciency of visible defect clusters can be attributed to
the openness of the bcc crystal lattice structure [32].
In the discussion above, clusters are deﬁned such that every defect has at least
one other in a nearest neighbour position. For vacancies, that would mean vacancy
dislocation loops, of which ones with perfect Burgers vector would be glissile and
partial ones sessile, sessile stacking fault tetrahedra (in the case of fcc metals)
or, of course, voids (or He and H-bubbles) [39]. Loose-vacancy clusters are also
possible [27], as both positron annihilation experiments on neutron-irradiated Fe
[58] and MD modelling [59, 60, 61] have indicated. SIAs form dislocation loops,
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which can be stable or metastable. Vacancy clusters are unstable, due to having
lower binding energy per defect, and can dissociate back into single vacancies
when temperatures are high enough [28]. This leads to a ‘production bias’ in
favour of vacancies compared to SIAs as a result of displacement cascades.
This has also been conﬁrmed experimentally. Reported direct observations of
point defects with TEM have shown that SIA clusters exist in Fe (even though
they are smaller compared to ones in Cu) [62, 63]. For vacancies, it has been
found that they tend not to cluster at all, leaving the whole vacancy population
after the cascade intact [64].
For any given temperature, point defects can migrate within the volume of
the crystal by random thermally-activated hopping of atoms. There exist several
mechanisms under which this can happen, the most important one being vacancy
diﬀusion: an atom changes position from a normal lattice position to an adjacent
one; this is equivalent to a vacancy migrating in the opposite direction [48]. For
SIAs diﬀusion of importance is migration through nearest-neighbour translation-
rotation jumps of 〈110〉 dumbbells (which are the most stable SIA or di-SIA
structures [65]) or through the crowdion mechanism: as a crowdion moves from
the beginning of its row to the end, each of its atoms is displaced in the row by
one interatomic distance in this direction [66].
Point defects interact with dislocations, mainly through the distortion each
of them produces in the crystal that surrounds them. This distortion interaction
may raise or lower the elastic strain energy of the crystal. It is the sign and the
gradient of the interaction energy that determines the direction and the magni-
tude of the force exerted on a dislocation by a point defect, respectively. In the
simplest model [30], in which a point defect is a misﬁtting sphere, the interaction
energy for a screw dislocation is zero, because a screw dislocation does not create
a pressure. For an edge dislocation, however, above the slip plane, where the
crystal is compressed, this energy is positive for SIAs and negative for vacancies.
Therefore, vacancies are attracted to the line, whereas SIAs are repelled from it.
The opposite happens when the point defect is below the slip plane. This is why
dislocations act as sinks of point defects.
By emitting or absorbing point defects, often at large numbers, a dislocation
undergoes climb. Climb is characterised as positive when a positive edge disloca-
tion (i.e. one with an extra half-plane up) moves upwards one atom spacing, or
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negative when the line moves down [30]. Absorption of vacancies in the line or the
formation of an SIA and its diﬀusion away can lead to positive climb. Absorption
of SIAs in the line or the formation of a vacancy and its diﬀusion away can lead
to negative climb.
Dislocation-point defect interactions have an eﬀect on the mechanical prop-
erties of the material: when work is required to seperate the dislocation from the
point defect, this leads to an increase in stress required for slip, thus hardening
the crystal. Nevertheless, the interactions of dislocations with intrinsic point de-
fects are not as important as those with extended defects, which will be the focus
of the next sub-sections.
2.5.3 Voids
Voids are formed by an accumulation of vacancies above 0.3 Tm, particularly in
fcc metals and alloys [67]. This leads to a volumetric expansion of the irradi-
ated material, a phenomenon known as void swelling [25]. Voids are like empty
bubbles; they do not depend on the availability of ﬁssion gases [24]. Neverthe-
less, when He atoms are present as end-products of (n-α) transmutation reactions
with atoms in the metal, they are insoluble in the lattice and the cavities may
contain He gas [27]. The presence of He-ﬁlled bubbles may weaken or strengthen
a material, depending on He concentration. In α-Fe, these bubbles are weaker
obstacles than voids for low He content, whereas for high He content they are
stronger [68].
The process of void swelling can be divided into three stages at a given dose
rate and temperature: an incubation period, a transient regime and a steady state
regime, where swelling increases monotonically with increasing dose [8]. Several
theoretical treatments have been suggested to account for the generation of voids
in irradiated metals and to explain the underlying physical processes [8]. Many
variables can have an eﬀect on void swelling. The most important are recoil en-
ergy, irradiation dose and temperature, grain size of material and distance from
grain boundaries, and crystal structure [25]. These variables aﬀect void swelling
by determining either the initial number of point defects formed, or the mobility
of clusters formed by them, in accordance with the PBM model. For bcc metals
(as well as fcc), there exists a characteristic temperature above which the defect
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cluster density decreases rapidly. This is called Stage V recovery temperature
[32]. Above this temperature vacancies leave clusters and they can either recom-
bine with SIAs, contributing to interstitial cluster shrinkage, or promote void
nucleation and growth, enhancing void swelling.
From an engineering point of view, determining the factors that control void
swelling is of importance in order to identify and design swelling-resistant ma-
terials [8]. An extensive number of experiments have been conducted for many
diﬀerent candidate alloys and have revealed that commercial ferritic-martensitic
steels based on the 9-12% Cr composition exhibit the highest swelling resistance
[43, 69, 70]. This low-swelling response seems to be a generic property of ferritic
alloys as a class.
Another property of voids which is of signiﬁcance, especially with respect to
the subject of this dissertation, is the resistance they oﬀer to dislocation motion,
as a result of direct contact. It is energetically favourable for a dislocation to
intersect a void, since its core and strain energy is zero within the cavity. However,
the creation by shear of a surface step in the direction of the Burgers vector
during the penetration of the void oﬀsets this energy gain, at least partially. The
counter-action of these two eﬀects determine the obstacle strength of the void
[27].
Two models have been proposed to describe dislocation-void interactions [28].
The Russell-Brown modulus-hardening model [71] assumes constant dislocation
line tension, no dislocation self-stress and treats the boundary conditions where
the line enters a void approximately without consideration of the surface step.
The Scattergood-Bacon model [72] is more rigorous. It allows for computation
of the self-stress of a ﬂexible dislocation line, which it assumes to be constructed
from piecewise segments using either isotropic or anisotropic elasticity theory. It
also allows for a more realistic dislocation boundary condition at the void surface,
enabling a surface step of length b to be created as the dislocation cuts through
the void. Numerous atomistic simulation results have been compared with this
model [26, 39], including the ones presented here.
The mechanism of edge dislocation-void interaction for T = 0 K, as given by
the Scattergood-Bacon model, can be investigated by means of MS and MD. The
detailed methodology to do that is given in [26, 27] and will be discussed in the
following chapter. For now, it suﬃces to say that a model crystal of suﬃcient
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dimensions was created, using a suitable interatomic potential. Due to periodic
boundary conditions, when reference is made to a dislocation interacting with a
void of diameter D, this actually means a periodic array of dislocations of periodic
distance Lx from each other along the x -axis interacting with a periodic row of
voids with centre-to-centre spacing L along the y-axis from each other. In the
following paragraphs, voids are implied to be centred on the slip plane of the
dislocation.
Under increasing applied strain xz, the interaction mechanism can be divided
into four stages [27], as indicated by the regions in ﬁg. 2.6.
Figure 2.6: Potential energy and applied stress versus applied strain in an Fe crystal
at T=0 K containing an edge dislocation gliding through a 2 nm void [27].
• Stage I: The dislocation starts gliding towards the void, as soon as the
applied strain results in a stress higher than some value speciﬁc for the
material and the potential in use. This stress is called Peierls stress, and
more discussion about it will follow in chapter 4.
• Stage II: The dislocation is attracted by the void and is pulled into it, with
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the creation of a step of length b on the entry surface. Its strain energy
drops because of a decrease in line length, and stress becomes negative.
This happens because the plastic shear strain due to dislocation motion is
larger than the imposed strain. As the applied strain increases, shear stress
increases again. Region II ends when the dislocation becomes straight and
coincides with the centre-to-centre line of the periodically repeated voids.
At this point, the minimun energy conﬁguration is achieved and stress is
exactly zero.
• Stage III: Under increasing strain, the dislocation bows between voids, even-
tually creating a screw dipole. This dipole can reach lengths of several tens
of nm for diameter D >5 nm. As its length increases, the slope of the
stress-strain plot dτ/d decreases. The end of this region is when the dislo-
cation breaks away at the critical resolved shear stress, τc. As it does that,
it absorbs a few vacancies from the void, and acquires a pair of superjogs,
whereas the void is sheared [39].
• Stage IV: Finally, region IV corresponds to motion of the jogged dislocation.
This interaction mechanism is sensitive to certain simulation parameters. Sim-
ulation of models with diﬀerent distances Lx between dislocations gave the same
critical stress but at diﬀerent strains [26]. For diﬀerent spacings L between voids
this was reversed: the critical strain was now the same, but the resultant stress
was diﬀerent [26]. Dependence on void size is also quite strong [27, 35]. Small
voids are relatively weak obstacles. Large ones exert signiﬁcantly stronger resis-
tance and the dislocation line has to bow out a lot more before breakaway. This
way, a screw dipole is created in the critical conﬁguration when D≥2 nm. The
mechanism resembles the Orowan mechanism for an edge dislocation to overcome
an impenetrable obstacle, except that no Orowan loop is left behind, around the
obstacle, after breakaway. More on the Orowan mechanism will be mentioned
in the next subsection. It is the aforementioned self-stress that is allowed in the
Scattergood-Bacon model that enables the segments of the dislocation to attract
each other at the void surface [35]. This attraction assists their alignment in the
screw dipole arrangement, the decrease of dτ/d and their subsequent annihila-
tion. When the dislocation breaks away, it climbs by vacancy absorption from
the void. The amount of climb depends on void size.
31
For temperatures higher than 0 K, MD results have shown that the mechanism
for the interaction is similar to the one observed at 0 K [27]. Initially, as the
dislocation is attracted by the void, it bows forward towards it, implying the
existence of an image force which increases as the dislocation approaches the
interface (as if it was interacting with a virtual dislocation in the other side of
the interface, hence the name) [68]. The image force is induced by the internal
free surface, despite the nm size of the void. It is attractive due to zero elastic
constants in the void.
There appears to be a weak dependence of critical stress on temperature: in
general, with increasing T , τc decreases and the dislocation line in the critical
condition bows out less [35]. Climb occurs at all temperatures at breakaway,
by vacancy absorption from the void, which shrinks, thus becoming a weaker
obstacle for a following dislocation [27].
2.5.4 Solute atom precipitates
Fe-Cu alloys are of interest because Cu is often present in small concentration (a
few tenths of a percent) in reactor pressure vessel steels and during neutron irra-
diation Cu-rich precipitates of small size (D <few nm) form. These precipitates
have a bcc structure which is coherent with the surrounding Fe matrix [1, 27, 35].
The presence of these precipitates makes a signiﬁcant contribution to irra-
diation hardening, aﬀecting the yield and ﬂow stress of the material, which is
no longer homogeneous at the atomic scale [35]. Precipitation strengthening is
caused by the resistance of the precipitates to dislocation glide. The mechanism
is similar to solid solution strengthening, an alloying technique commonly used
to improve the strength of pure metals. In general, the properties that aﬀect
precipitation strengthening are the nature (rigidity, crystalline structure, elastic
constants, etc), size and distribution of the precipitates and precipitate-matrix
coherence relations [74].
Apart from Fe-Cu alloys, high-chromium (Cr) ferritic/martensitic steels are
another alloy system of importance, since coherent Cr precipitates harden the
material during irradiation [27]. However, since no research conducted on this
system is presented in this thesis, all references to precipitates from now on will
assume Fe-Cu alloys, unless stated otherwise.
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There have been several experimental conﬁrmations that at diameters up to
30 nm, copper precipitates grow roughly as spheres [75, 76]. During this growth,
a high concentration of vacancies has also been observed in the precipitates;
signiﬁcantly higher than the equilibrium vacancy concentration of the Fe matrix
[77]. This is because breaking Cu-Cu bonds is energetically more favourable than
breaking Fe-Fe or Fe-Cu bonds and because of the misﬁt of the Cu precipitates.
Moreover, Osetsky and Serra [78] have shown that vacancies do not migrate away
from precipitate boundaries, which, in principle, act as vacancy traps.
As already mentioned, initially after growth, the precipitates are stabilised
in a bcc structure by the low-energy epitaxial interface with the Fe matrix [79].
For precipitates with diameter bigger than ∼3 nm, though, this interface eﬀect
is weak, and with an increase in irradiation time or ageing, precipitates undergo
a transformation sequence that ﬁnally leads part of them to fcc structure. This
transformation sequence is a martensitic transition: there is a deﬁnite relationship
between the positions of the atoms in the original bcc structure and the ﬁnal fcc
structure-no diﬀusion of atoms occurs [77].
For this transition to occur, certain conditions have to be met. First, the ma-
terial of the precipitate has to be metastable when coherent with the surrounding
matrix (which is the case for Cu, but not Cr) [80]. In addition, some source of
asymmetry has to be present in the precipitate. This can either be in the form
of vacancies or a gliding dislocation [77]. Speciﬁc analysis about the latter will
follow.
As a result of this transition, changes in volume and shape of the precipitate
occur, leading to the creation of an internal stress ﬁeld around it [81]. This ﬁeld
is not strongly dependent on the size of the precipitate and is compressive, with
only a small region of tensile stresses near the (100) interface with the matrix. If
an external stress ﬁeld is applied to the crystal, the two ﬁelds interact with each
other. If the external stress ﬁeld is compressive, this leads to a further increase in
the fraction of the precipitate that undergoes the transformation (and the ensuing
increase in the internal stress ﬁeld); if it is tensile, no such increase is observed
[81].
Experimental ﬁndings [82, 83, 84] suggest that the phase transition is rather
complex and occurs via an intermediate structure called 9R. Some features are
worth mentioning here:
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• Several regions of diﬀerent structures are observed, probably as a result of
the existence of a multitude of nucleation sites for the transition. These
nucleation sites are characteristically away from the Fe-Cu interface.
• Twin boundaries between regions of close packing occur.
• In some regions, the precipitate seems semi-coherent with the matrix. This
could be due to the fact that the precipitate structure is not static; it evolves
with time, with regions growing and boundaries moving.
The interaction of a precipitate with a gliding dislocation depends strongly on
the coherence of the obstacle with the surrounding matrix. It can be described
according to two mechanisms, depending on the relative respective values of the
shear modulus of the matrix and the precipitate.
• The precipitate is incoherent with the bulk matrix around it, or its shear
modulus is much larger than that of the bulk. This makes it an impenetra-
ble obstacle; the interaction is repulsive and the dislocation can not glide
through the precipitate [27]. Two mechanisms have been used to describe
such an interaction:
– The Orowan mechanism [30, 74]: the gliding dislocation stays in its
slip plane, bowing out and wrapping around the obstacle. Mutual
annihilation of the segments thus created leaves behind a shear loop
(Orowan loop), with its Burgers vector lying in the loop plane which
coincides with the original glide plane.
– The Hirsch mechanism [30, 85]: in order for the dislocation to bypass
the obstacle, cross-slip of the screw segments occurs, more than once.
A prismatic loop can be thus formed.
• The precipitate is coherent with the matrix around it. The interaction is
similar to that for voids described in the previous subsection. The dislo-
cation penetrates the obstacle, shearing it at the same time, but, unlike
the case for voids, without being pulled into screw orientation [27]. Two
possible mechanisms occur:
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– For small precipitates (of diameter less than 3 nm), this leads to a
relatively low τc, as a result of the non-zero modulus of the precipitate
and the lower energy of the Cu-Fe interface compared to the free-
surface step of the void [28].
– As mentioned earlier, for precipitates of diameter greater than 3 nm,
the partial transition from bcc to fcc occurs, aided by the glide of the
dislocation [27, 28, 35]. As a result of this transition, obstacle strength
is increased and τc reaches levels comparable to those of voids. At
breakaway, jogs are formed on the dislocation line. These atomic-level
mechanisms are not predicted by continuum treatments [27].
So far, the discussion about the phase transition in Cu precipitates assumed
the temperature to be zero. If thermal eﬀects are taken into account, the situation
is more complex, since the stability of bcc Cu within a precipitate depends on
its diameter and temperature. For a precipitate of a speciﬁc diameter, when
T decreases, the free energy diﬀerence between the two phases increases and
a bigger fraction of atoms undergoes the transition. This leads to a stronger
tendency of the dislocation to climb, and to an increase of τc and the bowing of
the line at the critical condition. However, the Fe matrix tends to stabilise the
original bcc phase and this eﬀect is of more importance for small precipitates.
There is, therefore, an interplay between precipitate-size and temperature in the
dislocation-induced transformation process: the bigger the precipitate, the more
dependent on temperature the phase transition [80]. No dependence on strain
rate has been found [80].
2.5.5 Dislocation loops
Dislocation loops are dislocations lying along a curve which is closed within a
crystal, with sides usually lying along well-deﬁned crystallographic planes. Loops
of importance in radiation damage studies of bcc crystals are prismatic loops
(i.e. with their Burgers vector normal or near-normal to the plane of the loop)
formed by a condensation of vacancies or SIAs [74]. SIA loops consist of crowdion
interstitials: each interstitial is an extra atom inserted in a close-packed atomic
row [30].
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No evidence has been found for vacancy loop production in cascades created
in neutron-irradiated α-Fe, although they have been found to occur in heavy
ion-irradiated specimens due to displacement cascades arising from PKAs with
much greater atomic mass than that of Fe, which produce a much higher vacancy
concentration [86]. Therefore, vacancies in neutron-irradiated α-Fe mainly exist
in the form of submicroscopic cavities [32], as described in sub-section 2.5.3.
On the other hand, SIA loops are common in neutron-irradiated bcc mate-
rials. The rate of nucleation and growth of these loops depends on radiation
dose and on their interaction with other radiation-induced defects, such as small
mobile clusters of point defects. Under high radiation dose, they grow more by
accumulation of these clusters, acting like sinks for point defects [62, 87].
The formation of 2-D loops can be attributed to the relatively high strain ﬁeld
created by SIAs. If SIAs formed three-dimensional clusters, the strain ﬁeld pro-
duced would become too large for the conﬁguration to be stable. Therefore, they
collapse into two-dimensional, disc-shaped conﬁgurations, i.e. loop structures. It
has been found [88] that of all possible 2-D conﬁgurations the most energetically-
favourable are those that exhibit high symmetric structures without jogs. These
structures are usually the shape of polygons with sides aligned with close-packed
directions on each habit plane [33].
In irradiated α-Fe, two types of SIA-loop formations have been observed:
loops with bL=1/2〈111〉 and 〈100〉 [89, 90]. The existence of 1/2〈111〉-type loops
is consistent with the fact that they are the energetically favourable conﬁgura-
tion, according to simple elasticity theory, in which dislocation elastic energy is
proportional to b2 and 1/2〈111〉 is the shortest lattice vector of the bcc struc-
ture [27]. They have been found by MD simulation of high-energy cascades [33]
within a few picoseconds after the initiation of the cascade. In agreement to the
high-symmetry structure demand mentioned earlier, the most stable loop shape
has been found to be that of a hexagon with sides along the 〈112〉 directions [27].
〈100〉-type loops have a larger b2 and would be expected not to occur. Their
occurence has long been a mystery. According to a mechanism proposed by Eyre
and Bullough [91], the point defects aggregate as 1/2〈110〉 loops on {110} planes
but, due to the high stacking-fault energy in bcc metals, they then unfault to
perfect loops with bL=1/2〈111〉 or bL=〈100〉. Only at elevated temperatures
does this diﬀerence in elastic energy become insigniﬁcant and loops of the 〈100〉
36
type become probable [33].
Both loop types been found to form as a result of interactions of small, one-
dimensionally mobile 1/2〈111〉 loops. Neither mechanism has been proven yet
[29]. However, Dudarev et al. [92] have shown recently that the anisotropic
elastic energy of a dislocation loop with bL=〈100〉 falls below that of a 1/2〈111〉
loop because of changes in the elastic constants of iron as temperature increases
towards the α− γ transition.
Whereas small loops (of the order of few tens of SIAs) are usually formed
directly in the primary displacement cascade process, large loops (of the order
of ∼100s of SIAs) are typically formed by small ones being mutually attracted
and interacting with each other [29]. This is possible due to the high mobility
exhibited by small loops. Size also aﬀects the orientation of loops. As mentioned,
1/2〈111〉 loops are always energetically favourable, but this advantage decreases
with loop size, making the formation of 〈100〉-type loops also possible. For the
latter, two possible conﬁgurations exist: one lying on a {110} plane with its bL
along the 〈100〉 direction, 〈100〉 {110}, and one lying on a {100} plane with its
bL along the 〈100〉 direction, 〈100〉 {100}. For small sizes, 〈100〉 loops are more
stable on {110} planes, but with increasing size, loops on {100} planes become
energetically favoured [33].
Experiments conducted on alloys of diﬀerent purity and under diﬀerent radi-
ation doses have conﬁrmed the production of small SIA loops of both 1/2〈111〉
and 〈100〉 type for high purity and highly-irradiated alloys [62]. Their distribu-
tion is inhomogeneous in high and low-damage regions [34, 93]. SIA loops tend
to accumulate at isolated dislocations and grain boundaries. The reason is that
both are traps of impurities, which act as nucleation sites for loops [93].
The displacement ﬁelds induced by defects in crystals determine their interac-
tions. All loop-induced distortions originate from the distortion each individual
crowdion produces, depending on its position in the loop [87, 94]. For 1/2〈111〉
loops, the main distortion of the lattice is produced within the cluster glide prism.
For 〈100〉 loops, the strain ﬁeld is not simply concentrated inside the glide prism
of the loop, but reaches outside it symmetrically [33]. The diﬀerence in the strain
ﬁelds of the two types of loops is probably due to the larger dislocation core
volume for 〈100〉 loops and to the fact that the compressive stress caused by
1/2〈111〉 loops is better accommodated along close-packed 〈111〉 directions. For
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both loop types, the form of their strain ﬁelds depends on loop size. For small
loops (of about a few tens of SIAs), the strain ﬁeld is the sum of the strain ﬁelds
induced by each of the SIAs separately. For loops of relatively larger dimensions
(i.e. containing a few hundreds of defects), their displacement ﬁelds are equiva-
lent to those of the dislocation segments that comprise the loops added together
and are extended over considerable distance from the cluster habit plane [87].
Both vacancy and SIA loops are intrinsically mobile when perfect [28, 29],
which is the case for bcc crystals [27]. For SIA loops, which are the most com-
mon and, therefore, most interesting, loop motion happens by the process of
dislocation glide. Small loops (up to ∼100 SIAs) are in fact bundles of crowdions
which perform rapid thermally-activated motion [28] when temperature provides
them with energy higher than the activation energy of an individual crowdion
(∼0.02 eV) [95, 96, 97, 98].
This motion is usually one-dimensional, but at high enough temperature, their
direction of motion, which coincides with the Burgers vector of the loop bL, can
ﬂip from one direction to another, leading to 3-D diﬀusion [27]. However, even
when the glide of each individual loop is 1-D, the glide directions of all the loops
in a crystal are distributed in three dimensions, thus producing bulk 3-D material
transport [28]. Mobility of loops decreases with increasing size [28]. Large loops
also lack the ability to change their direction of glide.
The high stability and mobility of SIA loops and their long-range strain ﬁeld
aﬀect the way they interact with other defects in a metal. In the case of point
defects or clusters of point defects, this interaction may lead to growth or shrink-
age/annihilation by absorption of an SIA or a vacancy at the cluster edge, or to
changes in the mobility of the loop [28]. For example, the mobility of a 1/2〈111〉
cluster interacting with a vacancy or an interstitial impurity atom may be signif-
icantly reduced (or even cease) without change of structure.
SIA loops can also interact with each other, producing either new ones of big-
ger size or stable complexes. SIA clusters of parallel Burgers vector bL=1/2〈111〉
without overlapping glide prisms attract each other, forming stable complexes
[28]. These complexes remain glissile in nature if the number of merged clusters
or the total ﬁnal number of SIAs is not too big. In the case of SIA loops with
non-parallel Burgers vector, the attraction remains, but it has been shown [39]
that the loops, instead of meeting on glide cylinders inclined at an obtuse angle,
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‘prefer’ to meet in the acute geometry. The smaller of the loops changes its glide
direction and the resultant loop formed this way maintains the Burgers vector of
the larger of the original ones.
More importantly, when dislocation loops interact with dislocations they can
either pin or decorate them, leading to a number of phenomena such as loop
absorption, transformation or drag [28, 35]. SIA loop-dislocation interaction is
quite common, due to the high mobility of glissile clusters which are attracted to
the tensile side of dislocations [50], and depends on temperature, strain rate and
loop size [29]. When a dislocation is decorated, its velocity decreases, resulting
in an increase in the eﬀective drag coeﬃcient of the dislocation [50].
Dislocation-SIA loop interactions, for any speciﬁc type of loop, depend heavily
on loop orientation (i.e. whether bL is parallel to the dislocation glide plane or
inclined to it), proximity to the glide plane, loop size, temperature [27] and
applied strain rate [99]. Choice of IAP is another parameter that modelling
results can be sensitive to [27]. In total, dislocation-SIA loop interactions can be
summarised in 5 categories [27]:
• Reaction R1: loop and dislocation unchanged.
In reaction R1, the obstacle is crossed and sheared by the dislocation, but
remains unchanged after the dislocation unpins. It has been observed for
edge dislocations interacting with large 1/2〈111〉 loops with Burgers vector
inclined to the glide plane in bcc metals. Critical stress for the dislocation
to overcome the loop is low. R1 occurs when the dislocation glide plane is
close to a loop edge, at low temperature, low dislocation velocity and high
strain rate.
• Reaction R2: loop modiﬁed, dislocation unchanged.
Reaction R2 is similar to R1, apart from the fact that the loop does not
remain unchanged. It has been observed for 〈100〉 loops being transformed
by the gliding dislocation into mixed 〈100〉/〈111〉 loops.
• Reaction R3: loop absorbed (fully or partially), edge dislocation acquires
double superjog.
There are three variants of reaction R3. The ﬁrst one depends on loop
size. Small SIA loops are relatively weak obstacles. Since they can change
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their direction of motion, they rotate so that their bL is the same as that
of the dislocation. They are thus absorbed by the line in the form of a
pair of superjogs. Simultaneously, a few vacancies are created. As the
jogged line glides forward, its interaction cross-section for reaction and/or
annihilation with other defects in the crystal is larger than that of the
original dislocation, ‘sweeping’ them along the way and thus enhancing the
creation of defect-free channels when slip occurs.
Large SIA loops provide signiﬁcantly stronger resistance to dislocation glide.
The energy required for them to change their Burgers vector is too high
to overcome. Instead, a line segment with Burgers vector diﬀerent from
that of the dislocation is created, according to an energetically favourable
reaction, in agreement with Frank’s rule, i.e. segment b3 is formed by
dislocations with b1 and b2, if b
2
3 <(b
2
1+b
2
2) [30]. This segment is sessile in
the dislocation glide plane, forcing the dislocation to bow out and form side
arms. These sidearms are pulled into screw orientation and at high enough
stress they cross-slip, allowing the dislocation to move on. At the same
time, the sessile segment of the loop which was formed at the beginning of
the reaction glides on its glide plane across the loop, transforming the loop
to a glissile superjog. The ﬁnal conﬁguration of the pinned dislocation just
before breakaway is similar to that in the Orowan mechanism.
Second, small loops away from the dislocation glide plane but with their
Burgers vector parallel to it may ﬂip under the torque of the gliding dis-
location and be absorbed by it. This type of R3 occurs for both sessile or
glissile loops, mainly at high T and low dislocation velocity, vD.
The third type of R3 occurs when the slip plane of an edge dislocation
intersects a 〈100〉 loop in Fe, absorbing part of it. Burgers vector of this
part is simultaneously transformed into that of the dislocation.
• Reaction R4: loop temporarily absorbed (fully or partially), screw disloca-
tion forms helical turn.
Reaction R4 is the most common for screw dislocations. The screw disloca-
tion temporarily absorbs a SIA loop (or part of it), forming a helical turn
by cross-slipping more than once. R4 occurs at high T and low vD. Critical
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stress for unpinning is high; the turn has to close up ﬁrst and a loop with
bL equal to that of the screw dislocation is left behind.
• Reaction R3drag: loop dragged by dislocation, loop and dislocation un-
changed.
This reaction is a variation of the second type of R3. The diﬀerence is
that the loop is not absorbed by the dislocation, but rather glides with it,
being either pushed by its compressive stress above the slip plane or dragged
by its tensile stress below. This loop-sweeping eﬀect continues until, with
increasing stress, a terminal velocity is reached. After that point, the force
exerted on the loop by the dislocation cannot overcome the loop friction
and the loop is left behind.
In the discussion above, reaction mechanisms were brieﬂy described without
speciﬁc reference to the geometry of the loop conﬁguration. If this is taken into
account, together with other parameters such as loop size and temperature, in
situations where they are important, reactions between edge dislocations and SIA
loops may be summarised as in ﬁg. 2.7.
Research on interactions between edge dislocations-SIA loops in bcc crystals
is important, despite the fact that it is mainly glide of screw dislocations that
controls slip at low T (below about 300 K). This is because edge dislocations
are responsible for the creation of cleared channels, a fact that has not been
reported yet for screw pnes [29]. Also, the lattice friction stress for screws is not
thought to be signiﬁcantly higher than that for edges for T above about 300 K.
Attention paid to modelling screw dislocation-SIA loop interactions has been less
so far than that for edge-loop interaction [27]. Several works on these interactions
[52, 100, 101] have shown that in the case of 〈111〉-type loops, reaction depends
on loop size: the helical dislocation mechanism (R4) has been observed for small
loops and the junction mechanism (R2) for large ones [52]. In the case of 〈100〉-
type loops, reaction R4 occurs. More details on screw-SIA loop interactions are
presented in [27] and [52].
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Figure 2.7: Summary of reactions between 1/2[111](11¯0) edge dislocations and SIA
loops in bcc crystals.
2.6 Summary
Fusion of light nuclei into stable particles diﬀerent from the original colliding nu-
clei could potentially be an energy source of highly desirable properties. Research
on fusion has mainly focused on the D-T reaction occurring under plasma condi-
tions. Both plasma and the release of high energy neutrons during the reaction
pose a challenge for the development of materials constituting the reactors. To
address this challenge, multi-scale computer modelling of material properties pro-
vides a valuable alternative to experiment, by simulating microscopic processes
responsible for radiation hardening.
Radiation damage is initiated by the bombardment of the core components of
nuclear reactors, mainly by fast neutrons or heavy ions. Primary knock-on atoms
are thus produced, which, in their own turn, can displace atoms from their lattice
sites, producing displacement cascades, which result in regions supersaturated
with point defects. Time evolution of these point defects results in the formation
of extended defects.
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When a gliding dislocation interacts with these defects, they can aﬀect its
glide, with consequences for the plasticity of the crystal. In the case of α-Fe
studied here, point defects decorate dislocations with the ensuing climb. Voids
(3-D clusters of vacancies) strongly impede dislocation motion. They also pro-
duce climb by vacancy absorption during interaction with the dislocation and at
dislocation breakaway they acquire a shear step. Solute atom precipitates (such
as of Cu) can also pin dislocations. Depending on their coherence with their
surrounding matrix, this pinning can be either strong or weak. During interac-
tion, a precipitate may undergo a phase transition. Dislocation loops in α-Fe are
usually of SIA-type. They can have two diﬀerent orientations, with their Burgers
vector along a 1/2〈111〉 or an 〈100〉 direction. Both types, depending on speciﬁc
orientation and size can obstruct dislocation glide. At dislocation breakaway, the
whole range of potential outcomes has been observed for the loops, from com-
plete absorption on the dislocation line in the form of a pair of superjogs to them
remaining practically intact in their place.
Chapter 3
Methodology
3.1 Introduction
According to Beeler, an early materials modelling practitioner: ‘a computer ex-
periment is a computational method in which physical processes are simulated
according to a given set of physical mechanisms’ [24]. He went on to deﬁne the
scope of computer experiments: ‘Any conceptual model whose deﬁnition can be
represented as a unique branching sequence of arithmetical and logical decision
steps can be analysed in a computer experiment... The utility of the computer...
springs mainly from its computational speed’ [24]. It would be useful if a distinc-
tion between modelling and simulation was made here: a model describes a part
of a real system by using a similar but simpler structure, whereas a simulation
is essentially the putting of numbers into the model and deriving the numerical
end-results of letting the model run on a computer [24]. Therefore, a simulation
can never be better than the model on which it relies.
There has been a lot of controversy about the position of computer simulation
in scientiﬁc research. Today, it is generally accepted that it holds its own place,
bridging the gap between theory and experiment, without, however, being the
one or the other [23]. In theoretical study, a model of a system is constructed
using mathematical equations, and then validated by its ability to describe the
system behaviour in a few selected simple cases. In experiment, a system is
subjected to measurements for numerical results to be obtained. Both methods
have inherent restrictions [23]. Theoretical description of phenomena is limited
to ‘special circumstances’, due to unavoidable approximations in order for the
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calculations to be carried out. Experimental measurements are not always cheap
or even possible. With the advent of high processing power, computer simulation
has been able to introduce sophistication in investigating complex phenomena
and thus enter areas that both other methods fail to reach [28].
3.2 Molecular Dynamics
Atomic-scale computer simulation provides a route from electronic/atomic pro-
cesses to phenomena at the continuum level [28]. Continuum-level modelling us-
ing elasticity theory does provide a description of phenomena such as dislocation-
obstacle interactions. Yet, it fails to reproduce (and, therefore, explain) processes
controlled by atomic mechanisms, e.g. near dislocation cores, where elasticity is
not applicable, or to describe irradiation-induced defects, which have sizes in the
nm range [27]. Techniques such as MD (or MS) are required for the study of
such mechanisms. As an example to demonstrate the necessity of atomic-scale
modelling, the observation that a vacancy loss from a void interacting with an
edge dislocation occurs by dislocation climb is a discovery that was unlikely to
have been made with any coarser-scale method [35].
MD is a deterministic, statistical mechanics method [23]. It is a dynamic ap-
proach in which a ﬁnite system of N particles (usually atoms) contained within
a computational cell of variable shape and size is treated by setting up 3N equa-
tions of motion which are coupled through an assumed interatomic potential.
The set of 3N diﬀerential equations is then solved numerically on a computer to
give the space trajectories and velocities of all particles as a function of succesive
time steps [24]. Speciﬁc boundary conditions and other constraints such as tem-
perature, stress and strain rate are applied, depending on the phenomena under
investigation.
The main components of MD are:
• The statistical ensemble [23]: if a given system of particles is replicated
many times over, each replica possesses the same bulk physical character-
istics such as temperature or density etc. Yet, this does not mean that
these replicas are not allowed to diﬀer microscopically. Such a set of con-
ﬁgurations distributed according to some statistical distribution function is
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known as the ‘statistical ensemble’.
As mentioned, MD generates diﬀerent conﬁgurations of the system by nu-
merically integrating the particles’ equations of motion. This way, new
instantaneous values for bulk properties are obtained. The thermodynamic
values of these properties are determined by performing the average over
successive conﬁgurations generated. This process implicitly makes use of
the Ergodic Hypothesis, according to which, an ensemble average is the
same as an average over time of one replica [102].
• The inter-atomic potential: because of its importance, a speciﬁc reference
to it will follow.
• The boundary conditions [27]: Despite the signiﬁcant computing power
available today, all simulated crystals are still negligible in size compared
to real ones, which contain a number of atoms of the order of 1023. This
creates the problem of boundaries: how to prevent the simulated crystallite
from being surrounded by free surfaces.
To circumvent this problem, diﬀerent boundary conditions have been pro-
posed. They can be divided into three main categories, any combination of
which can be applied along the three axes of the model crystal, depending
on the phenomena under study.
– Rigid boundary conditions (RBC) [51]: The rigid boundary model
(also mentioned as conventional model (CM) in literature [26]) consists
of a region of atoms (FR) ﬁxed in their unrelaxed positions around the
outside of an inner region of mobile atoms (MR), behaving like a rigid
body. The thickness of this FR layer should be larger than the range of
the IAP used, so that all atoms in the MR have a full set of neighbours
to interact with. Even though RBC solves the problem of free surfaces,
its usability is limited since it requires very large simulation boxes so
that forces buliding up between ﬁxed and relaxed atomic regions do
not aﬀect the phenomena under investigation. It has been used to
study point defects and dislocation properties such as core structure
and energy.
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– Flexible boundary model [51]: Green’s function boundary conditions
(GFBCs) [26] extend the CM by using a ﬂexible buﬀer layer between
the ﬁxed outer and relaxed inner atomic regions. Initially, linear
elasticity displacements are applied to the whole model. Afterwards,
atoms in the MR are relaxed with forces derived from the IAP in use,
whilst their neighbours in the Green’s function region (GFR) and con-
tinuum region (CR) around it are held ﬁxed. This results in the emer-
gence of forces on the atoms of GFR, which are subsequently relaxed
according to the lattice Green’s function. The boundary conditions
along this buﬀer layer are updated dynamically, with an iterative pro-
cess. While more eﬃcient than the CM, GFBCs still pose problems
like slow relaxation of the atoms in the boundary layer, impossibility
to simulate long-range dislocation motion and diﬃculties in modelling
non-zero temperature conditions. GFBCs are used when calculation
of interatomic forces is computationally time-consuming.
– Periodic boundary conditions (PBCs) [23, 51]: Periodic boundary con-
ditions circumvent problems that can not be dealt with by either RBC
or FBC; they permit practically limitless travel of dislocations and are
compatible with the application of external stress as well as strain. If
PBCs are applied along two directions (e.g. along a dislocation line
and its direction of motion), this will lead to the creation of a periodic
array of dislocations, a model called PAD [26]. Advantages are signif-
icant: apart from being very simple and able to simulate (inﬁnitely)
long distance motion of dislocations at any temperature, PAD mod-
els are computationally eﬃcient for a large number of atoms for both
qualitative and quantitative studies of dislocation dynamics and mech-
anisms. Potential problems, such as of image eﬀects, can be dealt with
eﬀectively, making PAD the most attractive method.
One last thing that should be mentioned here is that multiscale materials
modelling could, eventually, provide the solution to the boundary conditions
problem. If a robust direct linking scheme of continuum, atomistic and
electronic-structure regions is achieved, it could provide a seamless bridging
of diﬀerent scales and, potentially, reliable boundary conditions [12].
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• The time integration algorithm [23]: This is the ‘engine’ of an MD program
solving the equations of motion of the interacting particles and following
their trajectories. It is based on ﬁnite diﬀerence methods: time is discretised
with a time-step Δt being the distance between consecutive time-points.
When the particles’ positions and some of their time derivatives at time
t are known, the integration scheme gives the same quantities at a later
time t+Δt. Time evolution of the system is followed by iteration of this
procedure. The number of iterations is a compromise between accuracy
requirements and need to produce results within reasonable time limits
[27].
Beyond accuracy, fundamental requirements for the implementation of a
time integration algorithm are stability, simplicity, speed and computational
economy. Of course, since this scheme is approximate, there are always
intrinsic errors. These can be divided into two main categories, namely
truncation errors, related to the accuracy of the ﬁnite diﬀerence method,
and round-oﬀ errors, associated to the particular implementation of the
algorithm, such as, for example, the number of digits used in computer
arithmetics.
The most common integration algorithms are the Verlet algorithm and its
variations, the Verlet leapfrog and the velocity Verlet algorithms [23]. Quite
popular is also the predictor-corrector algorithm.
• The simulation box: its size, shape, orientation and structure are deter-
mined according to the phenomena under study.
Despite being a powerful simulation technique, MD also has certain limita-
tions. The most obvious one is the use of classical forces despite the fact that
systems at the atomic level obey the laws of quantum mechanics rather than New-
ton’s laws. Yet, this problem is mainly important for light elements or for suﬃ-
ciently low temperatures. In these regions, interpretation of MD results should be
made with extreme caution. Another important consideration is about the actual
realism of these forces, which are deﬁned as the gradient of a potential energy
function, determined by the interatomic potential in use. Finally, there are time
and size limitations to the validity of the results of MD [23]. A simulation is ‘safe’
duration-wise when the simulation time is much longer than the relaxation time
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of the quantities of interest, as determined by time correlation functions [102].
Similar argument stands from the the point of view of size.
3.3 Interatomic Potentials
In MD, forces are derived from a potential energy function V which depends
on the particle coordinates. The problem of modelling a material can therefore
be restated as that of ﬁnding a potential function V(r1, ...rN ) for that material,
where r1, ...rN are the positions of the nuclei of the N atoms of the system [23].
Designing a potential can be decomposed into three steps.
• Selection of an analytical form for the potential [23]. It refers to determin-
ing a number of functions of, usually, many-body interactions containing as
much of the physics of the bonding as possible. Truncation of the potential
energy function is usually applied by means of a cut-oﬀ radius Rc, because
it saves computer resources signiﬁcantly (making the computing load pro-
portional to N rather than N 2 [24]) whereas subsequent losses in accuracy
are negligible.
• Finding a parametrisation for the functions that constitute the analytical
form [23]. There has been a multitude of methods utilised to this end.
At the one end of the spectrum, a ﬁrst principle description adopts some
approximations, but actually solves the equations keeping the electronic ef-
fects into account. At the other end, empirical potentials just parametrise
the functions of the analytical form on experimental data. Usually, the
method adopted is in-between these two extremes: obtaining an expression
for the energy as a function of the nuclei positions by iterative approxi-
mations and then ﬁtting to parameters such as the lattice parameter α0,
elastic constants C 11, C 12 and C 44, cohesive energy E c, unrelaxed point
defect formation energies, phonon spectra, stacking fault energies, surface
energies and, lately, ab initio data [27, 103]. It is noteworthy that including
diﬀerent things in the ﬁt can lead to very diﬀerent potentials [31].
• Assessment of range of applicability [23]. All potentials are designed with a
range of applicability in mind, and a number of checks need to be made to
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conﬁrm the suitability of a potential for any speciﬁc application. Especially
when the application is not the one the potential was originally designed
for, its transferability properties are of essence to the simulator.
In metals, the most common potentials used in large-scale MD simulations
are empirical radial-force potentials of either the embedded-atom (EAM) [104],
or Finnis-Sinclair (FS) type [105]. The idea behind the EAM is that an atom
embedded in its surroundings only ‘feels’ the local electron density of its host
[24]. The atom is then assumed to interact with its host exactly as it would if
embedded in a homogeneous electron gas which is everywhere of uniform density
equal to the local value around the atom considered.
While being attractive for their computational eﬃciency and usability, these
potentials do not explicitly model the directional bonding in central transition
metals [51]. This gap has been ﬁlled in recent years, though, with the advent of
quantum-based interatomic potentials, containing explicit angular-force contri-
butions, developed from tight-binding theory and fundamental density functional
theory (DFT). Such potentials include bond-order (BOPs) and model-generalised
pseudopotential theory (MGPT) potentials [51]. Their goal is to encode through
systematic coarse-graining of the underlying electronic structure the necessary
DFT quantum mechanics into quantum-based interatomic potentials that can be
used to determine accurate energies and the resulting forces. GPT provides a
fundamental basis for ab initio interatomic potentials in elemental simple and
transition metals, whereas BOPs are a semi-empirical, real-space, linear-scaling
tight-binding scheme to describe atomic interactions.
Nevertheless, for the research presented in this thesis, atomic-level properties
and interactions are adequately described by simple FS/EAM type potentials.
More on the speciﬁcs of the two IAP used will follow in subsection 3.4.1.
3.4 Computational Model
The research presented in this thesis utilises a microcanonical NVE ensemble
[23, 99]. This is a thermodynamically isolated system, where the ﬁxed and known
variables which characterise the sub-systems that comprise the ensemble are the
number of atoms (N), the volume (V) and the energy (E) of the system [106].
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The aforementioned thermodynamic isolation is ensured because the total en-
ergy changes due to work done by external forces are minimal over the applied
simulation times. No thermostat is used.
The boundary conditions used are according to the PAD model, since it sat-
isﬁes some necessary conditions that the model should comply with [26]:
• Possibilty of simulation at either zero (MS) or non-zero temperatures (MD).
• Application and quantiﬁcation of external eﬀects such as applied strain and
calculation of the resultant response such as stress and crystal energy.
• Reproduction of the correct conﬁguration of a dislocation core structure.
• Quantitative description of its properties.
• Possibility of long-distance dislocation motion under applied strain.
• Possibility of simulating a realistic dislocation density and spacing between
obstacles.
• A simple procedure for analysing dislocation motion and dislocation-obstacle
interactions.
• Computational speed, to allow simulation of crystals big enough for size
eﬀects to be insigniﬁcant.
The crystal modelled was α-Fe, the stable bcc phase of pure iron below 911◦C
at atmospheric pressure [27]. The method followed in this thesis is adopted from
Osetsky and Bacon [26]. Here, the creation of an edge dislocation, which is the
common denominator in most of the simulations, will be described. Creation of
screw dislocations followed the method described in [27]. Introduction of other
defects and other conﬁgurational speciﬁcations will be touched on in respective
chapters.
The x, y and z axes of the simulated body-centred cubic crystal are oriented
along [111], [1¯1¯2] and [11¯0] directions, as illustrated in ﬁgure 3.1. PBC are em-
ployed in the x and y directions and ﬁxed conditions in the z direction. According
to this scheme, when an edge dislocation is introduced, its Burgers vector is along
x ([111] direction) and the dislocation line along y ([1¯1¯2] direction), forming the
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slip plane (11¯0). Regions of thickness Rcut, where Rcut is the eﬀective range of the
inter-atomic potential in use, represent parts of image crystallites whose atoms
interact with atoms from the mobile atoms region. This is in agreement with the
minimum image convention, according to which an atom interacts with only one
equivalent image of any other given atom in the periodic system. The upper and
lower blocks are of perfect crystals, in the sense that they consist of immobile
individual atoms, subject to periodic replication along x and y. The lower block
is ﬁxed, whereas the upper one can be moved as a solid object in response to
external stress or strain.
Figure 3.1: Schematic presentation of simulated crystallite. 1/2〈111〉 {110} edge dislo-
cation (represented by red ⊥) is constructed by removing one y-z half-plane from the
bottom half of the crystallite.
The dislocation is introduced as follows: the initial unrelaxed structure con-
sists of two half-crystals, joined along the dislocation slip plane. The upper
half-crystal contains N y-z lattice half-planes whereas the the lower one contains
N-1. They are both strained (the upper one compressed and the lower one elon-
gated) so that their dimensions along the x axis remain equal. This of course
means that their lattice parameters along the direction of the Burgers vector has
to be diﬀerent. The net dislocation content modelled this way, after the two
half-crystals are joined and their MR atoms relaxed, is an edge dislocation with
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Burgers vector b=1/2[111].
The overall diﬀerence in the lattice repeat distance of the half-crystals is
b. The aforementioned straining distributes this diﬀerence in both half-crystals,
so that a minimum energy conﬁguration is achieved. This way, the misﬁt is
distributed equally, with the lattice repeat distance for the upper half-crystal
being (b-0.5b/Lb) and for the lower one (b+0.5b/Lb), Lb being the repeat distance
of the model parallel to the Burgers vector. For a crystal of suﬃciently big value
of Lb, such a deformation causes negligibly low stresses near the dislocation.
The equal distribution of strain between the two half-crystals also enables the
use of PBC along x, when the initially unstrained crystal (ﬁgure 3.2 (a)) is unbent
into a normal rectangular shape (ﬁgure 3.2 (b)). Since the dislocation is located in
the middle of the crystal, it lays in the neutral axis, which means it experiences no
stresses due to the imposed strains. Therefore, its core is practically not aﬀected
by the PBC. As will be presented later in this work, the core structure and
properties are thus preserved, allowing for the interactions between the dislocation
and other defects to be investigated accurately.
Figure 3.2: (a) An edge dislocation in an unstrained bent crystal and (b) in a strained
crystal after the unbending into a rectangular shape [26].
It is worth mentioning that the application of PBC does not cause any signif-
icant shear stresses to the simulated crystallite. This is due to the fact that for
the PAD model images of the computational cell are created on both sides of it,
each generating a shear stress σxy. Since the stresses (and hence the glide forces
produced) from the two sides are of opposite sign, they cancel out, producing a
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net shear stress equal to zero when the dislocation remains straight. Even in the
case where the dislocation is bent, the suﬃciently big value of Lb ensures that the
net shear stress is negligible.
Originally, the crystal is created in a zero temperature environment. After
static relaxation, the system reaches a minimum potential energy conﬁguration.
To ensure that it actually does that, relaxation consists of an iterative com-
bination of static relaxation by conjugate gradients followed by quasi-dynamic
relaxation with a low eﬀective temperature. For MD studies, temperature is then
introduced to the crystal, which leads the system out of its equilibrium state.
Subsequently, the crystal has to be allowed to relax dynamically to equilibrate
its temperature. Eventually, half of the energy initially introduced as tempera-
ture is stored in it as kinetic energy and the other half as potential energy. In
eﬀect, this means that during relaxation kinetic and potential energy values os-
cillate around an equilibrium value that corresponds to the total energy, which is
constant because of the nature of the ensemble used (NVE).
A deviation from thermodynamic equilibrium also occurs when an extended
defect is ﬁrst introduced to the system. In this case, it is the distortion within the
system that has to be dispersed through its whole volume. Regardless of whether
it is temperature or distortion that is not evenly distributed in the crystal, it is
crucial that no measurements are performed on the system before it has reached
its thermodynamic equilibrium, as such measurements could be meaningless. The
relaxation time of the system depends on temperature, and might extend to many
thousands of time-steps.
After equilibration is complete, the upper rigid mobile block is eventually used
for the application of a glide force on the dislocation. The model, as described
above, facilitates this in two possible ways: either by applying a shear force,
F x, to the upper block, or by applying a rigid displacement to it, along the x
direction. All research presented here is based on the second option, simulating
a shear deformation and estimating the corresponding stress from the internal
force per unit area, Fint, exerted by the mobile atoms on the upper rigid block:
σxz = Fint/Axy, where Axy is the area of an (11¯0) plane of the model.
Depending on the simulation technique used, the shearing is realised either
by applying a constant strain rate to the upper block (in MD), or by applying
strain incrementally and relaxing the crystallite to the minimum potential energy
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at each step (in MS). The simulated strain rate applied in this way is typically
orders of magnitude higher than that used in conventional mechanical testing.
However, it is not possible to make a direct comparison between the two rates,
since the experimental one arises from the average dislocation velocity in a macro-
scopic specimen and does not describe the ﬂuctuations in velocity of individual
dislocations.
The resultant stress builds up whilst the crystal is being elastically deformed,
until it reaches a critical value. At that point, the dislocation core moves, result-
ing in a plastic displacement of the upper half-crystal with respect to the lower
half until a new equilibrium state is reached. When other defects are introduced
in the model, this motion results in the interaction between them and the mov-
ing dislocation, causing the aforementioned changes in the material’s mechanical
properties.
One ﬁnal issue of importance with respect to the computational model used
concerns its restrictions on model parameters such as size and simulated time [27].
Available computing power limits both the size and the complexity of the atomic
models that can be simulated. The total CPU time required is proportional to
the product of the number of atoms and the number of MS relaxation iterations
or MD time-steps. Therefore, the necessary compromise between reliability of
results and realism in computation time can be translated as a compromise in
model dimensions, which have to be neither too small, so no image forces come
into the picture, nor too big, for results to be obtained in reasonable time. As an
example, a model with dimensions Lx=25 nm, Ly=40 nm, Lz=25 nm containing
one dislocation, has ρD=1/(LxLz)=1.6×1015 m−2, which is within the range found
experimentally in heavily cold-worked metals and represents many real situations.
Even though speciﬁc reference to model size will be made for all the simula-
tions presented in the following sections, it is worth mentioning here, as a rough
guide, that the models used contain typically from a few hundred thousand to a
few million atoms, depending on the reaction. Size in the high-end of this range
is usually suﬃcient for treatment of the elastic ﬁeld of one dislocation and for its
motion and interaction with other defects without being severely restricted by the
model’s boundary conditions. In MD simulations, the number of time-steps that
can be accomplished within a reasonable CPU time is typically in the range 105
to 107. This means that the total simulated time is of the order of nanoseconds.
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Therefore, both spatial and time scales of the work presented here are nanoscale.
This, in turn, could raise a question about the realism of the simulations
using this method. This can be better illustrated by an example using typical
numerical values. In order to maintain accuracy, the MD time-step should be
between 1–5 fs, depending on T, so for a simulated time of 10 ns, 2× 106 − 107
time-steps are required. Assuming the computer code runs at 10−6 s of CPU time
per atom per time-step, the total CPU time for the entire simulation is in the
range of 46 to 231 days. For the aforementioned model, this means that for the
dislocation to glide the distance Lx in this time, its velocity, vD, should be equal
to 2.5 ms−1 and the strain rate imposed to the model equal to 106 s−1. There
is a diﬀerence of about 10 orders of magnitude between these values and ones
applied in macroscopic tensile specimens in laboratory tests. However, this poses
no real problem, since vD in MD simulations is indeed realistic for dislocations
in free ﬂight when the applied stress is tens to hundreds of MPa. Moreover, in
real tensile tests dislocations are in motion only for a limited time, with their
movement constrained by obstacles. Therefore, the applied strain rate mainly
controls the contact time with obstacles rather than the free ﬂight velocity.
3.4.1 Speciﬁcs of interatomic potentials
There exists a multitude of ways to check the validity of IAPs, based on consid-
eration of diﬀerent properties. First is the comparison of energies of alternate
structures, relative to the expected structure of the metal the IAP describes [51].
In the case of α-Fe, bcc is expected to be the lowest energy structure. Single-
crystal elastic moduli can also serve as basic constraints on IAPs, since they are
essential for describing mechanical behaviour of materials and the distortion ﬁeld
of defects, and since comparison with experimental values is readily available from
a number of diﬀerent experimental methods [51]. Another important validation
test in elemental metals is the calculation of fully relaxed vacancy and SIA for-
mation and migration energies, and the conﬁguration of the SIA (〈110〉, in the
case of Fe [51]). These properties, along with the determination of the lattice
parameter for diﬀerent temperatures, were examined as an introduction to this
project rather than for research reasons, since both potentials used for iron had
already been investigated and assessed.
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Moreover, a number of other tests for IAP validation is available, which have
not been touched upon during this study. Among them are the determination
of the cohesive energy of the crystal, the derivation of its melting temperature,
stacking fault energy and threshold displacement energy, the prediction of grain-
boundary atomic structures etc [66]. Recently, comparison to forces derived from
ab initio serves as another IAP assessment method.
Also of essence, especially in the context of this research project, is that the
IAPs reproduce the properties of dislocations realistically. This will be discussed
in some detail in chapter 4.
The potentials used in this work are the EAM/FS potential derived by Ack-
land et al. [79] and the EAM potential derived by Ackland, Mendelev et al. [31].
From now on, the former will be referred to as A97 and the latter as A04.
A97 is set for Fe-Fe, Cu-Cu and Fe-Cu and is used to describe atomic inter-
actions in the binary Fe-Cu alloy, reproducing most of the basic properties of the
Fe-Cu system. A04 is set for the α-Fe-P system in the limit of low P concentra-
tion. It is longer-ranged than A97 and tailored speciﬁcally to defect properties.
Neither potential reproduces magnetic eﬀects.
Figure 3.3: α0 vs. temperature for A97 potential.
An important property needed to correctly set up any MD simulation is ther-
mal expansion [66]. Pilot simulations were carried out to obtain it for A97. A
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relatively small perfect crystal was constructed (10×30× 20 atoms). During re-
laxation under diﬀerent temperatures, the crystal’s mean pressure ﬂuctuated in
an almost sinusoidal curve around certain values. By ﬁne-tuning the lattice pa-
rameter α0, this ﬂuctuation was shifted so that the mean pressure value oscilated
around zero [29]. This way, the values of α0 for every temperature were deter-
mined. Fig. 3.3 shows that the dependence of lattice parameter α0 of α-Fe on
temperature is almost linear.
Figure 3.4: Perfect crystal stress-strain plots for [111](11¯0) shear for diﬀerent temper-
atures, using A97 potential.
α0 for the A04 potential was determined in a similar fashion. Once the lattice
parameters were determined for a range of temperatures (T=1–600 K), calcu-
lations could be carried out to determine the shear modulus, μ, of α-Fe, using
both potentials. Perfect crystals of bigger dimensions (containing about 1 million
atoms) and edges oriented along the [111], [1¯1¯2] and [11¯0] directions were created.
The crystals were sheared on their (11¯0) plane, along the [111] direction, so that
shear stress-shear strain plots could be obtained. Fig. 3.4 shows the expected
linear character of this dependence, for diﬀerent temperatures using A97. As ex-
pected, instantaneous values of stress ﬂuctuate a lot more for higher temperatures
due to thermal vibrations, but their mean values do follow the linear law.
By deﬁnition, the shear modulus is the slope of these stress-strain lines. This
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has been determined for both potentials for the same range of temperatures, and
is shown in ﬁg. 3.5.
Figure 3.5: Shear modulus dependence on temperature for α-Fe, using both A97 and
A04. Symbol × denotes the value at T=0 K obtained by MS using A97.
As observed in Fig. 3.5, both potentials give similar results. A maximum
shear modulus for A97 is observed at T=50 K, whereas for A04 it occurs at
T=100 K. At higher temperatures, both potentials give a similar drop in values
for shear moduli. There is a slight diﬀerence from the value of μ depicted in Fig.4
of Osetsky and Bacon [26] for T=0 K, for reasons which are unclear.
As mentioned above, A04 is tailored speciﬁcally to reproduce defect properties
revealed by ab initio calculations. In agreement with experimental and previous
modelling results, it shows that the stable self-interstitial conﬁguration is that of
the 〈011〉 Fe-Fe dumb-bell [31]. Apart from describing the properties of SIAs more
accurately than A97, A04 also succeeds in reproducing a screw dislocation core
structure in better agreement with ab initio calculations. This will be discussed in
chapter 4, but at this point it suﬃces to mention that, unlike A97, it reproduces
a non-degenerate screw core, a property that was ﬁrst predicted by the potential
proposed in 2003 by Mendelev et al. [107].
A tabulated summary of values of elastic constants and defect formation en-
ergies using the two potentials is shown in table 3.1.
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Table 3.1: Comparison of values of elastic constants and defect formation energies given
by A97 and A04 potentials (by private communication with Dr. A. V. Barashev).
property A97 A04
α0 (nm) 0.28665 2.85531
C11 (GPa) 243 243.3
C12 (GPa) 145 145
C44 (GPa) 116 116.1
Ecoh (eV) 4.316 4.013
Efv (eV) 1.89 1.71
Efi (eV) 4.87 3.59
3.5 Visualisation
The simplest way to identify, at least qualitatively, phenomena and the mecha-
nisms that control them is merely by ‘looking’ at them. Visualisation has been a
very useful tool in computer simulation since its infancy, both for the dissemina-
tion of results and for presentation purposes.
The visualisation of a perfect edge dislocation, in both MS and MD is based
on the analysis of atomic disregistry in the core [26]. To locate the core, atomic
positions in each (1¯1¯2) atomic plane perpendicular to the dislocation line are
considered, as in [108]. The point of maximum relative [111] displacement be-
tween two nearest neighbour atoms in the [111] direction and an atom in the
adjacent (11¯0) atomic plane is regarded as the intersection of the dislocation line
with these planes. If all (1¯1¯2) planes are taken into account, the full length of
the dislocation line can be determined, including all possible jogs and superjogs.
Other ways to identify dislocations are to consider all atoms with a small num-
ber of bcc-type neighbours (<8), a low coordination number or high potential
energy. These techniques are eﬀective for low temperatures, as they help identify
practically any dislocation. For elevated temperatures, though, such an identi-
ﬁcation is less straight-forward, due to thermal local ﬂuctuations of the atomic
positions. For such temperatures, more frequent analysis is necessary [99]. Dis-
location core atoms are identiﬁed as before, but only the ones with maximum
lifetime over the chosen period are considered as part of the dislocation. On ex-
tremely complicated occasions, quenching of the crystal to low T and annealing
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can be necessary, in order to ‘freeze’ the system and analyse the conﬁguration in
quasi-static conditions.
Once the method to determine the dislocation core (and other defects) is es-
tablished, it is of essence to detect the right events that describe the phenomena in
question, due to data size restrictions. Only information absolutely necessary has
to be used, otherwise managing it becomes a formidable task. This information is
then recorded in plain text ﬁles, an eﬃcient ﬁle format for storing time-dependent
data. Atoms are recorded as spheres whose radii and colours are represented by
integers [109].
These ﬁles are subsequently read by PyMOL [110], a cross-platform package
designed by DeLano Scientiﬁc originally for structural biologists, but which has
proved to be a very suitable environment for 3-D visualisation of atomic conﬁgu-
rations. PyMOL enables the creation of movies of reactions between dislocations
and other defects, either within the software itself, which allows for better com-
prehension of the involved mechanisms, or by extracting snapshots, which are
subsecuently used as frames in Quicktime movies, usually for presentation pur-
poses [109].
3.6 Hardware Speciﬁcs
As a ﬁnal element in this presentation of the methodology adopted in this work,
the hardware used will be brieﬂy described.
Practically all simulations were executed in ‘smith’ and ‘frank’, two beowulf-
type computer clusters of the Materials Modelling Group of the University of
Liverpool. Beowulf is a simple multi-computer architecture mainly used for par-
allel computations. It is built using commodity hardware components running a
Free and Open Source Software (FOSS) Unix-like operating system, and consists
of one or more server nodes, and a number of client nodes inter-connected via
high speed, low latency ethernet links. The server nodes control the cluster and
are its only gateway to the outside world, thus diﬀerentiating Beowulf from a
Cluster of Workstations (COW) [111].
Speciﬁcations of the two clusters are [112]:
• Xeon Cluster ‘frank’
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– 24 Xeon CPUs (12×Dual Nodes) 26 GB RAM (2 GB per node, 4 GB
in last)
– 100 Mb ethernet interconnect
• Xeon Cluster ‘smith’
– 66 3.0 GHz Intel Xeon (EM64T) 3.0 GHz 800 FSB CPUs (33×Dual
Nodes) 66 GB RAM (2 GB per node)
– 1 Gb ethernet
3.7 Summary
Computer modelling has established itself as a whole new research technique,
since, aided by advances in technology and computer science, it can tackle phe-
nomena that both theory and experiment fail to address. Molecular dynamics
is a powerful method of materials modelling in the atomic scale. It is a deter-
ministic statistical method where the evolution of a system is followed by the
time-integration of the Newtonian equations of motion of each of the components
of the system. The choice of the statistical ensemble, inter-atomic potential,
boundary conditions, time-integration algorithm and simulation box is of essence
for any MD study.
The model used in research presented here is that of a single crystal of bcc
α-Fe. It is constructed in a way that allows shear stress or strain to be applied
on it. Periodic boundary conditions are applied along two of the three directions.
As such, an inﬁnitely long straight edge dislocation line can be introduced to the
model crystal. Due to the periodic boundaries, inﬁnite glide of the dislocation
along the direction of its Burgers vector is possible, and interaction with a pe-
riodic row of obstacles suitably positioned is readily available, thus enabling the
investigation of the interaction mechanisms.
Various ways of assessment of potentials exist. Both potentials used (A97 and
A04) for research presented here were brieﬂy examined and found to reproduce
basic properties of α-Fe successfully.
Chapter 4
Single Straight Dislocations
4.1 Introduction
The importance of dislocations stems from the fact that plastic deformation of
crystals occurs in most cases as a result of their movement. Dislocations can be
observed experimentally by TEM (and other methods) and their speed can be
measured [30]. It turns out that, in bcc crystals, screw dislocations move slower
than edge ones, and therefore their motion seems to be the most important to
understand and quantify in order to describe the controlling mechanisms of plastic
deformation [30]. However, dislocation dynamics simulations have revealed that
non-screw dislocations contribute as much to the net plastic strain as the screws
[113].
For a dislocation to glide in a perfect crystal, an applied critical resolved shear
stress is required (called the Peierls or Peierls-Nabarro stress, τp, when T=0 K
[30]). This is a function of the dislocation core structure, i.e. the region around
the dislocation where the linear theory of elasticity (as described by Hooke’s
law) is no longer valid [74]. However, atomic scale modelling provides a useful
alternative in investigating dislocation cores.
To depict the core structure in an eﬀective way, a quantity that is large in
the core region and vanishes far from it is required [114]. Such a quantity is the
diﬀerential displacement between the atoms of the crystal [30]. In the case of an
edge dislocation of Burgers vector b, for example, an extra half-plane of atoms is
created. The atoms in planes above and below the slip plane are displaced by u .
This leads to a disregistry of atomic coordination across the slip plane, deﬁned as
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the displacement diﬀerence, Δu, between two atoms on adjacent sites above and
below the slip plane, where u is the component of u in the direction of the Burgers
vector, bL. The width of the dislocation, w, is deﬁned as the distance over which
the magnitude of the disregistry is greater than one-half of its maximum value,
i.e. over which -b/4≤ Δu≤b/4. Another way to represent the core structure is
by obtaining the derivative of the disregistry curve: f(x )=d(Δu)/dx, known as
the Burgers vector distribution, because the area under an f(x ) curve equals b.
Examples of both diﬀerential displacements of atoms and the corresponding
Burgers vector distributions will be presented in the sub-sections that follow. It
would be useful to note here that core structures (and hence both properties)
are material speciﬁc, depending sensitively on interatomic forces, boundary con-
ditions and external environment [51].
In general, dislocations tend to lie along the most closely-packed directions
and slip tends to occur on the most widely-spaced planes [30]. Wide and planar
dislocation cores usually produce low values of τp. This is why edge dislocations
are generally more mobile than screws. Crystals with wide and planar dislocation
cores in which dislocations dissociate, such as fcc metals, are intrinsically soft.
bcc transition metals, such as Fe, are harder at low temperatures [30, 49]. Their
edge dislocations are relatively narrow and planar and do not dissociate, whereas
the screws are non-planar, providing the main resistance to slip. However, at
elevated temperatures they, too, can become softer. Therefore, the yield stress of
intrinsically hard crystals depends strongly on temperature and strain rate.
4.2 Edge dislocations
4.2.1 Dislocation core structures
Because of the aforementioned importance of core structure for dislocation mo-
tion, and the resultant eﬀects on mechanical properties of the material, reproduc-
tion of cores using both the A97 and A04 potentials for Fe will be the starting
point of this subsection. The method of dislocation introduction in a perfect
crystal has been already described in chapter 3. Here, the main focus will be on
core analysis using the diﬀerential displacement method.
The diﬀerential displacement method consists of [114]:
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• identifying neighbouring atoms in the perfect crystal lattice,
• identifying the corresponding atoms in the dislocated crystal lattice,
• calculating the component of the relative displacement of these correspond-
ing atoms, due to the dislocation, in the direction of the Burgers vector,
• and drawing arrows between an atom and a neighbour, centred on the
mid-point between them and with length proportional to their relative dis-
placement. All arrow lengths are normalised to the range ±b/2.
. As will be discussed in section 4.3, the same method can be applied for screw
dislocations. Arrow lengths for screws are normalised to the range ±b/3.
Figure 4.1: Relaxed core of edge dislocation for (a) A97 and (b) A04 potentials, re-
spectively. Arrow length represents diﬀerential displacement of atoms along [111].
In the case of potential A97, the size of the inner region of the MS box
created was 100×3, 20×6 and 20×2 atomic planes along x, y and z respectively
(totalling 240,000 atoms) and for A04 120×3, 59×6 and 49×2 (totalling 2,081,520
atoms). Lattice parameter α0 for the A97 and A04 models for static simulations
was 0.28665 and 0.28553 nm respectively. The diﬀerence in model sizes is of
no signiﬁcance here, since both crystals were large enough to accommodate the
edge dislocation and its stress ﬁeld without image eﬀects. The total number of
atoms of both model crystals was slightly decreased when an (111) half-plane was
removed from the bottom half of them. Dislocation cores reproduced in this way
after static relaxation with both potentials are shown in [1¯1¯2] projection in ﬁg.
65
4.1. It is obvious that both potentials reproduce cores of similar dislocation width,
with A97 slightly wider. This means that arrow-lengths for A04 decrease slightly
faster to negligible sizes as one moves away from dislocation core. This diﬀerence
in width is too slight for any signiﬁcant diﬀerence in dislocation behaviour under
stress to be expected.
Figure 4.2: (a) Diﬀerential displacements and (b) Burgers vector distributions for edge
dislocations for both potentials.
This is more clearly seen in the next ﬁgure. Fig. 4.2 (a) shows the diﬀerential
displacement plots for atoms directly above and below the slip plane for both
potentials and (b) their corresponding Burgers vector distributions. Notice that
in (a) Δu has been increased by b when negative, in order for continuous curves
to be produced. Fig. 4.2 conﬁrms that the A97 model reproduces a core slightly
more spread (of bigger width) than A04. These ﬁndings were also reproduced in
the appendix of [115].
Displacements of atoms observed in ﬁg. 4.1 are similar in shape to ones
expected from elasticity theory (ﬁg. 4.3). Indeed, the displacements produced
by an edge dislocation introduced in an elastic cylinder are given by equations
[30, 74, 116, 117]:
ux =
b
2π
[
tan−1
(z
x
)
+
xz
2(1− ν)(x2 + z2)
]
− b
2
(4.1)
uz = − b
2π
[
1− 2ν
4(1− ν) ln(x
2 + z2) +
x2 − z2
4(1− ν)(x2 + z2)
]
(4.2)
where b is the magnitude of the Burgers vector, ν is Poisson’s ratio (0.293 for
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Figure 4.3: Elastic distortion of a cylinder produced by an edge dislocation.
pure Fe), and x and z the coordinates of atoms in a Cartesian system with the
dislocation at the origin. This way, in the system of our model a positive edge
dislocation is created. Factor b/2 is inserted in eq.(4.1) for normalisation reasons,
so that values of displacement along the x axis range from 0 to b rather than
-b/2 to b/2, as seen in ﬁg.4.2 (a).
Figure 4.4: Displacements of atoms in a sphere around centre of crystal for A97, viewed
along (a) [111] and (b) [1¯1¯2] axes. Twisting of atomic planes near core is obvious from
both perspectives. (Images courtesy of Suneel Motru)
It is worth mentioning here that no displacement along the y axis is expected.
Indeed, elasticity theory predicts that, since the discontinuity in displacement of
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atoms is normal to the dislocation line, its ﬁeld should be one of plane deforma-
tion [116]. Nevertheless, direct observation of atom positions for the A97 model
showed that, surprisingly, atoms very near the dislocation core had small dis-
placements along the dislocation line direction. This is clear in ﬁgure 4.4 (images
courtesy of Suneel Motru). In both of these images atoms belonging in a sphere
around the centre of the crystal are displayed. Fig.4.4 (a) is a view of this sphere
along [111] and (b) along the [1¯1¯2] direction. It is clear from (a) that [111] atomic
rows very near the core are twisted by small displacements parallel to y.
Figure 4.5: Twisting of atomic rows along [1¯1¯2] for the edge dislocation in the A97
model. (a) depicts four 11¯0 planes. Plane (III) is directly above the slip plane, and
presents the biggest deviation of atoms along [1¯1¯2]. (b) shows the [111] projection of
all atoms initially in two (1¯1¯2) planes, before and after relaxation. Initially, atoms are
aligned in the two planes. When relaxed, some deviate along [1¯1¯2], especially near and
above the slip plane.
This phenomenon fades out with distance from the slip plane. This can be
seen in ﬁgure 4.5. Here, in ﬁg. 4.5 (a) four (11¯0) planes are depicted. Planes (I)
and (II) are positioned below the slip plane, plane (III) immediately above the
slip plane and plane (IV) is higher up above it. It is obvious that the twisting
of atom rows is more signiﬁcant for plane (III), whereas it is almost non-existent
for plane (I). This is shown in more detail in ﬁg. 4.5 (b), which depicts the [111]
projection of all atoms initially in two (1¯1¯2) planes (notice that units in axes are
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not equal, for presentation purposes). Before relaxation, atoms are aligned in the
two planes. After relaxation, some deviate along [1¯1¯2], especially near and above
the slip plane.
Figure 4.6: Representations of one atomic row for edge dislocation created with A97
(notice that units are not equal in two axes, for better presentation purposes). (a)
shows row viewed along [1¯1¯2] axis, and (b) along [111]. In (b) point (A) is ‘close’ to
the viewer, (B) on the plane of the paper and (C) ‘inside’ the paper plane. The atoms
of the row, instead of lying on one (1¯1¯2) plane, seem to form some sort of a spiral.
The overall displacements of atoms in a [111] atomic row can be seen in ﬁg. 4.6,
from two diﬀerent perspectives. (a) shows it when viewed along the dislocation
line direction, whereas (b) when viewed along the Burgers vector direction (notice
that in both ﬁgures sizes of units are unequal, for better presentation purposes).
The displacements in the z direction [11¯0] in (a) and (b) are as expected from
elasticity theory and are apparent in ﬁg. 4.1. The displacements in the y direction
[1¯1¯2] in (b) are not. In this graph, atom A is ‘close’ to the viewer, B is on the
the plane of the paper and C further back. The same atoms are marked in (a).
It is obvious from these plots that the displacements are not planar; instead, the
atoms in the row form a spiral arrangement.
It is of interest that this twisting phenomenon, which has not been reported
previously, is more marked for the A97 model than the A04. Fig. 4.7 depicts the
same atomic row for both potentials, viewed along [11¯0]. Units are unequal for
abscissa and ordinate of each graph, but the same for the two graphs.
Figure 4.5 shows that the [1¯1¯2] y-axis displacement of atoms is more prominent
for the upper half-crystal. This suggested that this phenomenon might be aﬀected
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Figure 4.7: Representations of one atomic row of edge dislocations created with A97
(a) and A04 (b) potentials. Units are not equal for diﬀerent axes, but are the same for
ﬁgures (a) and (b). It is obvious that twisting of atoms near dislocation core is more
important for A97, as A04 presents almost none.
by the compression experienced by the upper-half crystal with the insertion of the
dislocation, using the method described in section 3.4. To test this, simulations
were run with the whole spectrum of compression-elongation ratios for upper
and lower half-crystals, i.e. with the parameter δ in the lattice repeat distances
b(1-δ/Lb) and b[1+(1-δ)/Lb] of the two half crystals taking values in the range
0 ≤ δ ≤ 1. These produced identical results, indicating that the twisting is not
dependent on compression of the upper half crystal.
4.2.2 Peierls stress
In this subsection dislocation motion against the intrinsic resistance of the lattice
will be discussed. Both potentials have provided suﬃciently good descriptions of
dislocation cores at rest [27]; here they will be assessed for accurately describing
moving dislocations.
Both in the introduction of this section and in the previous subsection it has
been stressed that the core structure is important because it aﬀects dislocation
glide. This happens because the core disregistry imparts upon a dislocation
a core energy and a resistance to movement which are both functions of the
forces between atoms in the core region [30]. Atom planes directly above and
below the dislocation slip plane are assumed in the Peierls-Nabarro model [118,
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119] to interact with each other by a simple sinusoidal force relation. When in
equilibrium, the resulting disregistry forces are balanced by the elastic stresses
from the two half-crystals above and below these planes. This condition provides
an analytical solution for Δu from which w was found to be α/(1 − ν), where,
α is the interplanar spacing and ν is Poisson’s ratio. The dislocation energy
was also found by combining the disregistry energy, calculated from Δu and the
sinusoidal forces, with the elastic energy stored in the two half-crystals. When
the dislocation moves, the dislocation energy per unit length is a function of
dislocation position, oscillating with period b/2. Its maximum ﬂuctuation is
known as the Peierls energy and is given by:
Ep =
Gb2
π(1− ν) exp
(−2πw
b
)
(4.3)
The maximum slope of the periodic energy function is the critical force per unit
length required to move the dislocation through the crystal at 0 K. When divided
by b, it gives the Peierls stress
τp =
2π
b2
Ep =
2G
(1− ν) exp
(−2πw
b
)
(4.4)
As mentioned earlier, in order to minimise their energy, dislocations tend to
lie along the most closely-packed directions of their slip plane. When they move,
slip usually takes place along the most widely-spaced planes, so that τp is as low
as possible. Dislocation width is also present in equation (4.4): wide, planar cores
tend to produce low τp [49].
The form of the Peierls Energy function also contains the physical meaning
of the Peierls stress. The energy of a straight dislocation varies periodically
during glide in a sinusoidal manner. Its maxima are called Peierls barriers and
its minima Peierls valleys [30]. The Peierls stress, τp, is the minimum applied
shear stress resolved in the slip direction on the slip plane needed to overcome
the Peierls barrier at 0 K, and for bcc metals can be as high as 0.5% of the
〈111〉 {110} elastic shear modulus in the 〈111〉 direction, G111 [51].
The Peierls stress for both potentials for Fe used in this work was obtained
with MS simulations. Increasing shear strain was applied to both A97 and A04
models, in the form of iterative strain increments (Δ = 2.5×10−5), after each of
which the crystal was relaxed in order to minimise potential energy to an energy
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Figure 4.8: Comparison of Peierls stress of edge dislocation obtained by MS with both
A97 and A04 potentials.
convergence of better than 10−4 eV/atom. Results are shown in ﬁg. 4.8 (similar
results have been published in the Appendix of Terentyev et al. [115]).
Qualitatively, the forms of both plots are similar. Initially, the dislocation
does not move and stress increases linearly with increasing strain, deﬁning an
elastic region for both models. The slope of the graphs in this region deﬁnes the
shear modulus of the models. As seen in ﬁg. 4.8, both potentials give the same
value, as expected. Eventually, under suﬃcient strain, the dislocations overcome
the respective Peierls barriers and start gliding, thus entering the plastic regions
of the graphs: the stress now remains almost constant with increasing strain as
the crystals deform plastically. The serrated appearance of the plastic region
(especially for the A04 plot) is explained by the periodicity in the form of the
Peierls energy: every time the dislocation has to overcome yet another Peierls
barrier, the stress increases. When it has overcome it, the stress drops. It does
not go back to zero because the dislocation stops and elastic strain still remains
in the crystal. If the dislocation were to move suﬃciently far to annul the elastic
strain applied to the crystal, this elastic stress would drop to zero.
Even though the cores reproduced by each potential are very similar (sub-
section 4.2.1), there is a signiﬁcant diﬀerence in the values of τp they predict,
i.e. about 25 MPa for the A97 model and 90 MPa for A04. The reason for this
diﬀerence is not clear; neither the atomic disregistry in the core regions nor the
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Figure 4.9: Schematic illustration of the equipotential interaction energy surfaces for
two rows of atoms directly above and below slip plane. Top row of atoms represents
the bottom of the extra half-plane. When no twisting has occured, (a), top atomic row
has to ‘climb’ the whole Peierls barrier for the dislocation line to move, but when all
atoms are slightly displaced, (b), only partial climb over the Peierls barrier is required.
Burgers vector distributions account for it, since, even though A04 predicts a
narrower core structure, the diﬀerences in these properties are insigniﬁcant.
A possible cause for this disagreement between the two potentials could lie in
the twisting along the y-axis of atomic rows near the dislocation core observed
mainly for the A97 potential, as reported in the previous subsection. This can
be explained with the help of the schematic representation of the equipotential
interaction energy surfaces for two atomic rows directly above and below slip
plane, illustrated in ﬁgure 4.9. The top row of atoms represents the bottom of
the extra half-plane. If no twisting has occured, as in (a), the atoms of the top row
have to ‘climb’ the whole Peierls barrier for the dislocation line to move forward
(perpendicular to the paper). If, however, the atomic row is slightly displaced,
as in (b), the atoms can ‘circumvent’ the barriers and only a partial climb is
required, thus producing a lower value for τp. Further investigation of this issue
is required for this, or any other, explanation to be conﬁrmed.
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4.2.3 Stress-strain dependence for T>0 K
Dislocation core structure and Peierls stress are important because they can be
directly compared to results of elasticity theory. To be able to compare with
experimental ﬁndings, though, MD simulations have to be run, for temperatures
well above 0 K.
When T>0 K, the minimum applied resolved shear stress necessary for dislo-
cation glide, τcrit, is less than τp. This is not unexpected: when the applied stress
is low, a dislocation normally spends most of its time aligned with the bottom
of a Peierls valley, but, eventually, thermally-activated nucleation of a kink-pair
will move part of it into the next valley. Similar events will result in propagation
of kinks along the line, and eventually the whole dislocation will move to its new
position until the next move, and so on. Thermal energy acts as an aide to stress
for the dislocation to glide [120].
In order to portray this, MD simulations were run for the A04 model in a
crystal of dimensions 120×3, 59×6 and 49×2 along [111], [1¯1¯2] and [11¯0] respec-
tively (∼2 million atoms), in a range of temperatures (1–200 K) and for diﬀerent
applied strain rates (˙ = 1− 10× 106 s−1), using appropriate time-steps.
Results are presented in ﬁg. 4.10. The temperature dependence of the critical
resolved shear stress for dislocation glide is obvious: The plot for T=1 K shows
similar behaviour to the static case (T=0 K) above, with τcrit ≈ 80 MPa, slightly
lower than τp. For T=10 K or above, there is a signiﬁcant decrease in τcrit. As
temperatures approach room temperature, dislocation glide is able to occur with
stress of the order of 1 MPa. In fact, parts of the dislocation move back and forth
spontaneously even in the absence of applied stress at high T. On the other hand,
there seems to be no signiﬁcant dependence on applied strain rate. The seesaw-
like form of the graphs (especially for T=1 K) can be explained in a similar way
to the one for T=0 K: as the dislocation moves to the next valley, stress falls. In
the dynamic simulations, it is the strain rate that controls how much the stress
falls. For high strain rate (˙ = 10×106 s−1), some non-zero elastic stress remains
in the crystal when the dislocation moves forward, since the strain is applied too
fast for the dislocation to ‘catch up’. Another point of interest in the graphs for
T=1 K is that τcrit decreases as the dislocation glides on. This is a result of a
slight increase in the temperature of the crystal, i.e. potential energy is relaxed
74
Figure 4.10: MD results of shearing a crystal containing a perfect edge dislocation using
the A04 potential, for diﬀerent strain rates and diﬀerent temperatures.
when the dislocation overcomes the Peierls barrier (this work done is extracted
by energy minimisation in the MS simulations). This heating eﬀect is negligible
for higher temperatures.
4.3 Screw dislocations
The main focus of research presented in the project for this thesis was edge
dislocations and their interactions with irradiation induced defects. Nevertheless,
1/2〈111〉 screw dislocation cores were also reproduced, using both A97 and A04
potentials. The reasons for this were (i) to obtain a more concise assessment
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of the two potentials and (ii) to serve as a starting point for screw dislocation-
obstacle interaction studies in future research. The latter can be of importance,
considering the prominent role of screw dislocations aﬀecting plasticity of α-Fe
at low T (≤ 300 K).
The core of a 1/2〈111〉 screw dislocation is not planar, but may spread into
several planes of the 〈111〉 zone. This is related to the crystallography of the
bcc lattice, and is responsible for the dependence of the ﬂow stress of α-Fe on
temperature, strain rate and the orientation of the crystal with respect to the
loading axes [121]. The non-planar character of the core is intrinsic; it is directly
related to the fact that for bcc structures [111] is the direction of a threefold
screw axis.
The method described in [27] was used to introduce a screw dislocation into
two model crystals for the A04 and A97 potentials, containing ∼360,000 and
∼230,000 atoms, respectively. There are two non-equivalent positions for the
centre of the 〈111〉 screw dislocation core in the bcc structure. They are explained
in detail in [121, 122], see also later in this section, and are known as ‘easy’ and
‘hard’. Lattice parameters were the ones given in table 3.1.
Results of these two non-equivalent atomic conﬁgurations for the A97 poten-
tial, before and after static relaxation, are shown in ﬁgures 4.11 and 4.12. Fig.
4.13 compares the relaxed conﬁguration of ﬁg. 4.12 (b) with a screw core relaxed
with A04.
Figure 4.11: Diﬀerential displacement of atoms in [111] projection for screw dislocation
core (hard conﬁguration) reproduced with A97, before (a) and after (b) relaxation.
Atoms in three adjacent (111) planes are identiﬁed by the three diﬀerent circle symbols.
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Figure 4.12: Diﬀerential displacement of atoms in [111] projection for screw dislocation
core (easy conﬁguration) reproduced with A97, before (a) and after (b) relaxation.
Atoms in three adjacent (111) planes are identiﬁed by the three diﬀerent circle symbols.
In these ﬁgures, diﬀerential displacement maps are employed in order to depict
the core structures. The atomic arrangements are shown in the projection per-
pendicular to the direction of the dislocation line, [111]. Atoms are represented
by the small circles; diﬀerent colours and sizes distinguish their original positions
in three successive (111) planes within one period, before the introduction of the
screw dislocation: big red circles are closer to the viewer than medium-size yellow
ones, whereas small blue ones are further back. The dislocation is perpendicular
to the plane, located roughly at the centre of each ﬁgure. Since all atomic dis-
placements except the ones parallel to the dislocation line [111] are negligible, the
atom projections are the same as for a perfect crystal. The [111] disregistry of
pairs of neighbouring atoms produced by the dislocation is represented by arrows
between them, always lying along the line connecting the two atoms. The length
of the arrows is proportional to the magnitude of the diﬀerence of the out-of-
plane [111] displacements of the two atoms, and is normalised such that for a
displacement diﬀerence of b/3, the arrow length is equal to the separation of the
atoms in the projection. If the diﬀerence falls between b/2 and b, it is reduced
by b.
The existence of two diﬀerent conﬁgurations, as seen in 4.11 (a) and 4.12 (a)
is related to the actual positioning of the screw core. In all ﬁgures, the dislo-
cation core is located at the centre of the triangle formed by the longest arrows
connecting neighbouring atoms. In a perfect crystal, the distance between atomic
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Figure 4.13: Comparison of relaxed screw dislocation cores for A04 (a) and A97 (b)
potentials. Dissociation in fractionals occuring for A97 disappears for A04.
rows marked with diﬀerent colours is b/3. In ﬁg. 4.11 (a), displacement along the
[111] direction has caused these atomic rows to coincide near the dislocation core,
whereas in ﬁg. 4.12 the displacement of b/3 along [111] has made this distance
equal to 2b/3. Since the former conﬁguration is more energetically demanding,
it is called the ‘hard’ conﬁguration; the latter is called the ‘easy’ conﬁguration.
As can be seen in ﬁgures 4.11 and 4.12 for the unrelaxed conﬁgurations, the
length of arrows decreases in inverse proportion to the distance for the core cen-
tre, and, as expected for an isotropic elastic solution, exhibits complete radial
symmetry. After relaxation, though, both cores spread asymmetrically into the
three intersecting {110} planes that belong to the [111] zone, each of which con-
tains an unstable fault produced by a 1/6[111] displacement. Relaxed hard and
easy conﬁgurations are related by another symmetry operation of the bcc lattice,
the [101¯] diad.
In contrast, inspection of ﬁgure 4.13 shows that the A04 potential reproduces
a non-degenerate screw core which maintains the complete radial symmetry of the
unrelaxed structure. Unlike its A97 counterpart, the A04 dislocation is invariant
with respect to the {110} diad. Its core can be regarded as a generalised splitting
into six fractional dislocations with screw components 1/12[111].
The reason behind the diﬀerence in the screw cores predicted by the two poten-
tials lies in the formalism of the potentials themselves. As mentioned in chapter
3, A97 is based on the Finnis-Sinclair formalism, and it has been demonstrated
in [121] that FS-type potentials favour a degenerate core. ab initio studies on Mo
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[123, 124] and Fe [126] indicated that a non-degenerate core structure appears to
be more appropriate for transition metals, since it stems from the angular charac-
ter of bonding generally expected in this class of materials. It should be stressed,
though, that neither these ab initio studies, nor the potentials used here show any
angular character. However, it was argued in [121] that this is not very important
for plastic deformation studies, since when a crystal is strained, the symmetry
associated with the [101¯] diad is eliminated and both cores become similar. How-
ever, Domain and Monnet [125] have shown for Fe that the A04 potential gives
the experimentally-observed {110} slip plane for the screw dislocation, whereas
the A97 does not.
4.4 Summary
Plasticity of crystals is closely associated with their dislocation content, since
plastic deformation usually occurs as a result of dislocation motion. The applied
critical resolved shear stress for dislocation glide is a function of the core structure.
Edge dislocation core structure reproduced by both IAPs was analysed using
the diﬀerential displacement method. According to this method, the relative
displacement of atoms with respect to their original positions in a perfect (i.e.
non-dislocated) crystal reveals the dislocation core structure. Both potentials
reproduced similar displacements along x and z directions. Surprisingly, though,
A97 also reproduced a theoretically unexpected non-negligible twisting of atoms
along the y direction. This displacement of atoms along the y direction was
qualitatively described in detail.
At T=0 K, the critical resolved shear stress (called the Peierls stress) has been
calculated for both IAPs and a signiﬁcant disagreement in the values obtained
was found (25 compared to 90 MPA for A97 and A04, respectively). The afore-
mentioned twisting of atoms along the y direction for the A97 core was proposed
as a potential reason for this diﬀerence.
At T>0 K, temperature and strain rate dependence of CRSS was investigated
for the A04 potential. It was shown that the value of τc depends strongly on
temperature, its value increasing with decreasing T, resembling the static proﬁle
at the low-end of the temperature range studied (T=1 K).
Screw cores were also reproduced with both potentials. Diﬀerential displace-
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ment analysis showed that A97 gave a degenerate 1/2〈111〉 screw core, whereas
A04 did not. The diﬀerences in the formalism of the potentials were indicated as
the reason behind this diﬀerence.
Chapter 5
Edge dislocation-void/Cu precipitate interaction
5.1 Introduction
Nano-scale cavities formed during neutron irradiation of α-Fe have been ob-
served using positron annihilation spectroscopy and small-angle neutron scatter-
ing [127, 128] and are believed to possibly be [115] the most important obstacles to
dislocation glide. Solute atom precipitates are also known to be important for the
strength of alloys [129, 130, 131]. The most important properties of both type of
defects have been discussed in sections 2.5.3 and 2.5.4. Both have attracted con-
siderable attention, with numerous atomistic simulation studies published within
the last few years [132, 136].
Past studies on edge dislocation-void/Cu precipitate interactions have a com-
mon denominator: the geometry of the conﬁgurations. In all cases, defects were
spheres (of various diameters) with their equatorial plane lying on the dislocation
glide plane. Research presented in this chapter aims to extend this, examining
diﬀerent geometries where the defects lie not only on the glide plane, but also
directly above and below it.
Interactions between a 1/2[111](11¯0) edge dislocation and a spherical void or
copper precipitate of 2 or 4 nm in diameter were studied. The model used was
described in section 3.4, and is schematically illustrated in Figure 5.1. In this
ﬁgure, the defect is depicted to be centred on the dislocation glide plane, but for
the purposes of this study ﬁve diﬀerent conﬁgurations were created for each size
of each obstacle type, as illustrated in ﬁg. 5.2. If R is the obstacle radius, in
conﬁguration R the obstacle centre is at distance R above the dislocation glide
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Figure 5.1: Schematic illustration of the edge dislocation and spherical obstacle (void
or Cu-precipitate) in one periodic cell. The sense of positive applied resolved shear
stress, τ , is indicated by the block arrows.
plane, i.e. the lower surface of the void is tangential to the glide plane. In
conﬁguration R/2, the obstacle centre is located at R/2 above the glide plane.
Conﬁguration 0 is where the obstacle centre lies directly above the glide plane
(it is of importance that the centre lies on the bottom row of the upper half-
crystal and not the top row of the bottom half-crystal, as will be shown later on).
Conﬁgurations -R and -R/2 are the equivalent of R and R/2 below the dislocation
glide plane.
Dependence of edge dislocation–void/Cu-precipitate interactions and the cor-
responding mechanisms on obstacle size, temperature, strain rate (only for Cu-
precipitates) and, of course, geometry of conﬁguration were studied. The po-
tential used was A97. Since the introduction of both types of defect and the
modelling parameters were almost identical, they will be discussed here, and not
in the corresponding subsections.
Two model crystals were created: one of ∼2.1 million mobile atoms, contain-
ing 120×3, 59×6 and 49×2 atomic planes along x, y and z, respectively, and one
twice as long along the x direction, containing ∼4.2 million mobile atoms. The
former model was used to study voids/Cu-precipitates 2 nm in diameter (corre-
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Figure 5.2: Schematic represntation of the conﬁgurations studied for both voids and
Cu-precipitates of diameters D=2 and 4 nm.
sponding to radius equal to 3.5 α0 and containing 339 vacancies/Cu atoms) and
the latter voids/Cu-precipitates 4 nm in diameter (corresponding to radius equal
to 7.05 α0 and containing 2904 vacancies/Cu atoms). The lattice parameters,
α0, corresponding to the four temperatures used (T=0, 100, 300 and 450 K)
were 0.28665, 0.28682, 0.28738 and 0.28778 nm, respectively. The volumes of the
simulated crystals were 30×41×20 nm3 and 60×41×20 nm3. Periodicity along
the y-axis meant that the centre-to-centre spacing of the voids/Cu-precipitates
was 41.7 nm (59
√
6α0) in both models. The time-steps chosen were 5, 3 and 2
fs, for T=100, 300 and 450 K, respectively. Both type of defect were introduced
in a crystal containing an already relaxed edge dislocation, but since they were
relatively large, the crystal had to be statically relaxed again. Numerical data on
the simulations are summarised in table 5.1.
In the next section, results concerning voids will be presented and discussed.
Section 5.3 contains results for Cu-precipitates. In section 5.4, a brief comparison
between results about voids and precipates will be made. At the end of the
chapter, there will be a brief summary of points made in the previous sections.
5.2 Edge dislocation-void interaction
5.2.1 Results
Results concerning the interactions between an 1/2[111](11¯0) edge dislocation and
spherical voids of all the conﬁgurations mentioned are presented in ﬁgures 5.11
to 5.16. Due to the large amount of information obtained by MD simulations,
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Table 5.1: Numerical data of simulations
Potential x y z α0
used (atomic planes) (nm)
A97 120×3 59×6 48×2 0.28665 (0 K)
240×3 59×6 48×2 0.28682 (100 K)
0.28738 (300 K)
0.28778 (450 K)
volume number of spacing of T (K) timestep
(nm3) mobile atoms (M) loops (nm) (fs)
30×41×20 ∼2.1 41.7 1 100 5 (100 K)
60×41×20 ∼4.2 300 450 3 (300 K)
2 (450 K)
statistical simulation strain rate obstacle number of
ensemble time (ns) (s−1) size vacancies/
(nm) Cu atoms
microcanonical ∼1 1 (Cu-ppts) 5 2 339
NVE (×106) 4 2904
these ﬁgures are structured in such a way as to communicate the information
they contain and convey conclusions as eﬀortlessly as possible. In this section,
these ﬁgures will be described and some key features will be pointed out. More
detailed analysis will follow in the discussion section, next.
Figure 5.3 shows the strain energy and applied stress as functions of the
applied strain, for the 4 nm void conﬁguration 0 at T=0 K. Equivalent ﬁgures
were obtained for the other conﬁgurations but are not presented here because of
their similarity to ﬁg. 5.3. The main characteristics of the interaction mechanism
observed are the same as reported in [27, 35, 99, 115] etc and described in section
2.5.3. The dislocation started gliding at the Peierls stress for T=0 K, or the
equivalent stress for higher temperatures. It was attracted by the void, with
the resultant fall in potential energy and applied stress upon cutting the entry
side of the void surface. Subsequently, as the straining of the crystal continued,
the applied stress increased, with the dislocation bowing between the row of
periodic voids. When the applied stress reached a critical value, τc, the dislocation
managed to break away, leaving a shear step of length b on the surface of the
void.
The stress-strain curves obtained for all the simulations of voids of diameter
2 and 4 nm are shown in ﬁgures 5.11 and 5.12, respectively. It can be seen that
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Figure 5.3: Strain energy and applied stress as functions of the applied strain, for the
4 nm void conﬁguration 0, at T=0 K. Regions are denoted as in section 2.5.3.
the values for τc vary in the range between ∼120 to 205 MPa for the 2 nm voids
and 150 to 270 MPa for 4 nm ones, justifying the characterisation of voids as
‘strong’ obstacles. In all cases, conﬁguration 0 produced the biggest resistance
to dislocation motion. At the right-hand side of these ﬁgures there is also a
graph depicting the temperature dependence of the critical stress, τc obtained
from each simulation. As anticipated, there was a decrease in obstacle strength
with increasing temperature, albeit a small one.
Figures 5.13 and 5.14 present the critical dislocation conﬁgurations viewed
along the z -axis, [11¯0], before dislocation breakaway, for 2 and 4 nm respectively.
The column position of each critical conﬁguration reveals which reaction it refers
to: starting from left to right, critical conﬁgurations refer to reactions R, R/2,
0, -R/2 and -R. For quick reference, projections of each initial conﬁguration on
85
the (1¯1¯2) plane are shown in the top ﬁgures; in these projections, each dark
sphere represents a vacancy. Reaction temperatures are written on the left hand
side of the ﬁgures. This way, a grid of void position against temperature is
created. Numbers from 1 to 5 are obstacle-strength indices: conﬁguration with
index 1 is the strongest of the ﬁve, i.e. produced the highest critical stress,
whereas conﬁguration with index 5 is the weakest, i.e. produced the lowest critical
stress. It is clear from these ﬁgures, that maximum bowing-out of the dislocation
sidearms between the periodic voids corresponds to the highest critical stress. As
mentioned above and will be analysed in the next section, conﬁguration 0 forced
the dislocation to almost-screw orientation (especially for the case of the 4 nm
void at 0 K) and proved to be the strongest obstacle. The strength order of the
other conﬁgurations varied and will be discussed later on.
Figures 5.15 and 5.16 show the atoms on the void surface (and not the va-
cancies that comprise the void) after dislocation breakaway, for 2 and 4 nm,
respectively, and therefore reveal the step created by passage of the dislocation.
Again, the positioning of the ﬁgures reveal the case they refer to. The double
horizontal lines indicate schematically where the dislocation glide plane was. In
these ﬁgures, the dislocation glide has taken place from left to right. Direction
of viewing is along the dislocation line, [1¯1¯2]. It is worthy of notice that even
though the shear step created at the entry surface of the void lies on the glide
plane, the one created at the exit surface usually does not, lying either above or
below the glide plane. A detailed analysis of this unexpected phenomenon will
follow in the next section.
Finally, ﬁgures 5.17 and 5.18 show the ﬁnal conﬁgurations, viewed along the
Burgers vector direction, [111]. Once more, voids are represented by their surface
atoms. In each case, upon leaving the void, the dislocation climbed, absorbing
or leaving behind a number of vacancies. The number written on top of each
conﬁguration is the value of the critical stress in MPa, so that values of obsta-
cle strength are readily comparable. There appears to be no direct connection
between obstacle strength and number of vacancies absorbed or left behind by
the dislocation. In most cases for both void sizes, conﬁguration R/2 produced
the highest vacancy absorption. Nevertheless, it is never the strongest obstacle,
having an obstacle-strength index equal to 2 or 3.
Despite the fact that the main characteristics of the reaction mechanisms for
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all cases were the same, the complex interplay of diﬀerent simulation parameters
produced a multitude of diﬀerent obstacle proﬁles. More analytically, the most
interesting points of the dependencies on these mechanisms are as follows.
a Void size. As expected, 4 nm voids showed signiﬁcantly higher resistance to
dislocation motion than 2 nm ones. This is clear from the projection of the
critical line images in the (11¯0) plane in ﬁgures 5.13 and 5.14. The bowing
of the dislocation line sidearms is more extended and the critical angle,
φ, deﬁned as the angle between two vectors tangential to these sidearms,
is smaller for 4 nm voids, reaching the minimum value of 0o for the 0
conﬁguration at 0 K. The screw character of these sidearms stalled the
dislocation motion, as screws are almost sessile in bcc α-Fe. The mutual
annihilation of the sidearms, with the assistance of self-stress, enabled the
unpinning of the dislocation in a way similar to the Orowan mechanism for
impenetrable obstacles, but without the formation of an Orowan loop. Void
size also aﬀected the dependence of the reactions on other parameters, as
will be discussed later, in the next section.
b Position. The dependence of the reaction mechanism on the position of
the void relative to the dislocation glide plane has been the main focus of
this study. It turned out that for 2 nm voids, the strongest obstacle was
conﬁguration 0, where the dislocation meets the void at its equatorial plane.
The next strongest was conﬁguration -R/2, followed by R/2, -R and R. For
the 4 nm obstacles, the corresponding obstacle strength order was: 0, R/2,
-R/2, R, -R. It can be noted, though, that the diﬀerences in τc between R/2
and -R/2, and between R and -R, for 4 nm voids are small.
It can be deduced that there are two tendencies that depend on the position
of the void centre. The ﬁrst is dominant and makes voids weaker obstacles as
their centre moves away from the glide plane, both upwards and downwards.
The second eﬀect is less strong and it seems to be diﬀerent for the 2 and
4 nm voids: for the 2 nm case, obstacle strength is reduced the higher
up the void centre is positioned, whereas for the 4 nm ones this trend is
reversed. This diﬀerence could be attributed to another parameter that
aﬀects the stress-strain proﬁles of the conﬁgurations, and will be discussed
in the discussion section below.
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c Temperature. As can be seen from the critical stress vs. temperature graph
in ﬁgures 5.11 and 5.12, the critical stress, τc, decreases with increasing
temperature for both 2 nm and 4 nm voids. In all but one case, temperature
does not aﬀect the order of the obstacle strength of the conﬁgurations. The
exeption is the case of 2 nm conﬁguration R/2, the τc of which rises at 450
K, making it a stronger obstacle than conﬁguration -R/2.
d Shearing of void. A small shear displacement of length b at the exit surface
can be observed for voids of both sizes (ﬁgures 5.15 and 5.16), which, as
reported by Osetsky et al. [108], does not usually appear at the level of the
glide plane. Interestingly, this can happen either higher up or lower down
the glide plane, depending on void position, and resulting in an increase or
decrease of the number of vacancies in the void. This eﬀect of an increase
in the number of vacancies had not been noticed before in studies where
the voids were centred on the glide plane.
5.2.2 Discussion
It has been reported in previous studies that dislocation breakaway is always
accompanied by vacancy absorption, i.e. by positive climb of the dislocation,
and the creation of a pair of superjogs. This observation was due to the fact
that the previous research was based on voids centred on the glide plane, but,
as already mentioned, climb by vacancy absorption was not always found for
the conﬁgurations studied here. Dislocation climb did occur in all cases, but,
depending on void position relative to the glide plane, it could be negative as
well as positive: the dislocation did not always absorb vacancies from the void
but it sometimes left extra vacancies behind in the void. The latter happened in
conﬁgurations -R/2 and -R, where the void equatorial plane is below the glide
plane. As seen in ﬁgures 5.17 and 5.18, this eﬀect is more obvious for big voids.
It seems that vacancy exchange between the void and the dislocation is not
the cause for dislocation climb but rather the eﬀect of it. As the positive edge
dislocation enters the void, it ‘pushes’ its surface atoms forward above the glide
plane; this leads to the creation of the shear step at the end of the interaction.
This shearing would be expected to happen on the plane where the dislocation
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‘slices’ the void, i.e. the glide plane. This is the situation on the entry surface
where the dislocation is pure edge in character and cannot cross-slip. In order
to minimise the dislocation energy, the dislocation ‘prefers’ to terminate at the
void for as long as possible. Therefore, when it reaches the exit surface on the
glide plane, instead of leaving the void, one or both of the screw arms cross-
slip upwards or downwards (depending on the geometry of the conﬁguration)
towards the void equator and therefore prolong its termination at the void as
long as possible. Subsequently, the shear step on the exit surface is located above
or below the dislocation glide plane; hence the surprising result that climb occurs
even for conﬁgurations R and -R.
Of course, climb is not necessarily enough for the dislocation to manage to
reach the equator. When the applied stress is high enough, the dislocation may
break away earlier. This is also assisted by the self-stress eﬀect, as predicted by
the Scattergood-Bacon model.
In the case of conﬁguration 0, where the glide plane coincides with the void
equator, no climb would be expected. However, this is the case where the highest
vacancy absorption is observed (∼40 vacancies for 4 nm voids). This arises from
two factors. The ﬁrst is that, as mentioned in the introduction of this chapter,
the void equator was not located exactly on the slip plane, but directly below it,
initiating the climb process. The second is the fact that the voids are not exactly
spherical, but are faceted. Therefore, as the dislocation meets speciﬁc facet steps,
it ‘chooses’ to cross-slip on them to minimise the energy of the required surface
step. This results in the form the resultant superjogs obtain, with segments lying
in speciﬁc directions. If random vacancy absorption occurred, this would not be
the case.
This conclusion on the origin of the climb mechanism is also enhanced by
observation of the superjogs shape in ﬁgure 5.4 (a), reproduced from Osetsky et
al. [108]. It can be seen that for big voids the superjogs created are a result of
both positive and negative climb. The fact that the total number of vacancies
absorbed is larger than those left behind is again due to the exact position of the
void centre. This is shown in ﬁg. 5.4 (b) for the case of a 3 nm void, where it
can be seen that there are eight (11¯0) atomic planes above the dislocation glide
plane, and seven below it. In other words, the void centre is located exactly above
the glide plane, and, as explained above, this results in positive mean climb.
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Figure 5.4: (a) Dislocation line viewed in [111] projection perpendicular to b after
intersecting voids of diﬀerent sizes. The void diameters and numbers of vacancies
removed are indicated. (b) Position of atoms in six consecutive (1¯1¯2) planes through
the centre of a 3 nm void after dislocation breakaway. The horizontal line indicates the
trace of the dislocation glide plane and the arrow indicates the exit step on the void
surface. Owing to dislocation climb, the exit step is two (11¯0) planes above the glide
plane. Both ﬁgures are reproduced from Osetsky et al. [108].
The fact that, with increasing void size, the climb presents more clearly both
positive and negative components (ﬁg. 5.4 (a)), indicates that for voids of even
bigger diameter, positive and negative climb might be of equal magnitude and no
vacancy exchange would occur between the void and the dislocation. This would
make sense, considering that as the void size increases, the asymmetry created
by the imperfect coincidence between the equator and the glide plane becomes
less important.
The vacancy exchange eﬀect is signiﬁcantly stronger for the big, 4 nm, voids.
This might result in a slight shift of their stress-strain proﬁles, resulting in the
diﬀerent strength order for the two void sizes.
Finally, with respect to the conclusion in Osetsky et al. [108] that after
breakaway void size is reduced and the void becomes a weaker obstacle, it would
seem that dislocation glide within a crystal can also provide a mechanism for
void growth. In principle, according to the mechanism described above, a moving
dislocation that would react with a number of voids of all conﬁgurations, would
reduce the vacancy content of the part of the crystal above its glide plane, and
increase the vacancy content underneath its glide plane.
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5.3 Edge dislocation-Cu precipitate interaction
5.3.1 Results
Results concerning the interactions between an 1/2[111](11¯0) edge dislocation
and spherical Cu-precipitates of all the conﬁgurations mentioned are presented
in ﬁgures 5.19 to 5.28. The information in these ﬁgures is presented in a way
similar to those for voids, so as to communicate the information they contain and
convey conclusions as eﬀortlessly as possible, and to enable comparisons to be
made between the two types of defects.
Figure 5.5: Strain energy and resultant stress as functions of the applied strain, for
the 4 nm Cu-precipitate conﬁguration 0, at T=0 K. Regions are denoted as in section
2.5.3.
Figure 5.5 shows the strain energy and applied stress as functions of the
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applied strain, for the 4 nm Cu-precipitate conﬁguration 0, at T=0 K. As in the
case for voids, the interaction mechanism is similar for all cases studied. The
dislocation started moving at the stress required for glide at each temperature
and when it approached the precipitate it was attracted to it. This resulted in a
reduction in potential energy due to the lower core energy of the dislocation in bcc
Cu and despite the formation of a step corresponding to b at the Fe-Cu interface.
As the dislocation line moved forward, being attracted by the Cu-precipitate, the
plastic strain due to dislocation movement became larger than the imposed strain,
resulting in a negative stress in the crystal. Eventually, with increasing applied
strain, the stress increased again due to the existence of a dislocation segment
inside the precipitate which resisted further glide and forced the dislocation line
to bow between the periodic row of precipitates until breakaway.
The mechanism described above was common in all interactions. Yet, there
was one phenomenon which only occurred in some reactions of the bigger, 4
nm, precipitates. This phenomenon involved the phase-transformation of the Cu
precipitate from bcc to fcc, as described in section 2.5.4. More detail on this
transformation and its eﬀect on the dislocation-precipitate interaction will be
given in the next section.
The stress-strain curves obtained for all the simulations of precipitates of
diameter 2 and 4 nm are shown in ﬁgures 5.19 and 5.20, respectively. The values
for τc vary in the range between ∼28 to 137 MPa for the 2 nm precipitates
and 64 to 231 MPa for 4 nm ones. Therefore, as already reported in many
works (e.g. in [80]) and described in chapter 2, Cu-precipitates of small sizes are
weak obstacles to dislocation motion, but as their size increases, their resistance
increases, resembling that of voids. Apart from the stress vs. strain curves,
ﬁgures 5.19 and 5.20 contain graphs presenting the temperature dependence of
the critical stress, τc.
Figures 5.21 and 5.22 present the critical dislocation conﬁgurations viewed
along the z-axis, [11¯0], just like their equivalent ones for voids. Similarly, ﬁgures
5.23 and 5.24 depict the precipitates after dislocation breakaway, for 2 and 4 nm,
respectively. Conﬁgurations missing correspond to MD simulations that were
not ﬁnished for technical reasons. Nevertheless, results obtained are suﬃcient
to produce solid conclusions. The aforementioned shear step on the precipitate
surface can be observed for both precipitate sizes. Direction of viewing is along
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the dislocation line, [1¯1¯2]. The double horizontal lines represent the dislocation
glide plane. Dependence of critical stress on strain rate is represented by arrows
which connect equivalent conﬁgurations for the same temperature but diﬀerent
strain rate. The arrows point towards the reaction of higher critical stress and
their length corresponds to the critical stress diﬀerence between the reactions.
Figures 5.25 and 5.26 show the ﬁnal conﬁgurations viewed along the Burgers
vector direction, [111]. Unlike the case for voids, dislocation climb only occurs
on a limited scale and for a few 4 nm conﬁgurations only. For 4 nm precipitates,
a number of atoms of coordination number diﬀerent to that of atoms in a bcc
structure can be observed inside the precipitates in the low temperature regime
for conﬁgurations centred on or above the glide plane. These atoms are the ones
which underwent the bcc-to-fcc phase transition, as conﬁrmed by ﬁgure 5.27. In
this ﬁgure, only the fraction of the Cu atoms which were transformed into an
fcc-like structure are displayed, with the corresponding percentage written above
them. Again, numbers 1 to 5 show the obstacle strength order.
Yet another depiction of this phase transition is presented in ﬁgure 5.28, which
shows the position of Cu atoms in three consecutive (11¯0) planes through the cen-
tre of the 4 nm precipitates after dislocation breakaway. Since the bcc structure
is a two-fold stacking arrangement of atoms in these planes, regions where atoms
of all three planes in a three-fold sequence are visible correspond to regions where
the bcc structure was disturbed. The shear step observed in ﬁg. 5.24 is also clear
in the central column of this ﬁgure, because, for conﬁguration 0, it takes place
in the atomic planes depicted. All these three ﬁgures, 5.26, 5.27 and 5.28 are
consistent in presenting the same conﬁgurations with a noticeable fraction of fcc
Cu atoms in the 4 nm precipitates at the lower temperatures.
Just like the case for voids, despite the fact that the main mechanism gov-
erning the interaction between the edge dislocation and the Cu-precipitates is
basically the same, the interplay of a large number of parameters makes the out-
come of the reactions complex. The main dependences on diﬀerent parameters
are:
a Precipitate size. As mentioned before, 4 nm precipitates proved to be
stronger obstacles than 2 nm ones. The value of critical stress, τc, for 4
nm precipitates of conﬁgurations R and R/2 is ∼2.5–3.3 times higher than
93
that of the equivalent 2 nm conﬁgurations. For the other three conﬁgura-
tions, this factor is reduced to ∼1.5–2.5. This is in agreement with ﬁndings
of Bacon and Osetsky [80], who calculated τc=103 and 176 MPa for 2 and 4
nm precipitates, respectively (conﬁguration studied was equivalent to con-
ﬁguration 0). This is a ﬁrst implication of the existence of a diﬀerence in
the reaction mechanisms, according to diﬀerent conﬁguration geometry, as
will be discussed in (b).
b Position. For the 2 nm precipitates (ﬁg. 5.19), in all but one case the
conﬁguration that proved to be the strongest obstacle was -R, followed by
-R/2, 0, R/2 and R. In other words, the lower down the precipitate centre
was, the higher the critical stress the interaction gave. The only exception
occured at 450 K and strain rate 5×106 s−1, where conﬁguration -R/2 was
found to be the strongest obstacle, followed by -R. Nevertheless, since the
diﬀerences in values are very small, this result is not particularly signiﬁcant.
For the 4 nm precipitates (ﬁg. 5.20) the situation is slightly more compli-
cated. Practically in all cases the weakest obstacle was conﬁguration R,
followed by R/2, just like the small precipitates. The strongest obstacle
was either conﬁguration 0 or -R/2, depending on temperature.
In principle, the trend observed for small precipitates that the lower down
the precipitate was located, the more it resisted dislocation motion exists
here, too. But, it appears there is another, weaker, dependence, that also
aﬀects the value of critical stress obtained, yet again implying the existence
of a diﬀerent interaction mechanism.
c Temperature. As can be seen in the critical stress vs. temperature graph of
ﬁgure 5.19, there is only a weak temperature dependence of critical stress
above 100 K for the 2 nm precipitates. The equivalent graph for the 4
nm precipitates reveals a strong temperature dependence for conﬁgurations
R/2, 0, and -R/2 (where τc drops with increasing T ), and almost no depen-
dence for conﬁgurations R and -R. These are the two extreme geometries
where the dislocation hardly enters the precipitate (especially in the R case).
The indiﬀerence of these conﬁgurations to thermal eﬀects results in diﬀerent
strength order at diﬀerent temperatures.
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d Shearing of precipitate. A shear step can be observed for precipitates of
both sizes for all but one conﬁguration (ﬁgs. 5.23 and 5.24). Precipitates of
the R geometry were not sheared following the passing of the dislocation.
This happened because the lower surface of the precipitate was tangential
to the dislocation glide plane, and the dislocation in fact glided just below
the precipitate. The interaction for conﬁguration R was, in fact, between
the edge dislocation and the stress ﬁeld created by the precipitate around
it.
Shearing of the precipitates is most noticable for conﬁguration -R/2. In
both precipitate sizes, this was roughly the strongest obstacle conﬁguration
(for 2 nm precipitates, -R/2 provides practically the same τc as -R).
e Strain rate. For the 2 nm case, there was no dependence on strain rate (ﬁg.
5.23). For the 4 nm precipitates (ﬁg. 5.24), in all cases but two, higher strain
rate gave higher critical stress. The diﬀerences, though, are small enough
to be considered negligible. Interestingly, the only big diﬀerence occured at
100 K, conﬁguration 0, where low strain rate gave a higher critical stress
by 11 MPa.
5.3.2 Discussion
The eﬀect of a partial martensitic transformation from bcc to fcc took place only
for the big precipitates, in agreement with the ﬁndings of Bacon and Osetsky
[80], Osetsky et al. [108], etc, and with experimental results [149]. The basics
of the mechanism of this dislocation-induced transformation to a more stable fcc
structure were described in section 2.5.4. As shown in ﬁgures 5.27 and 5.28, there
are two tendencies with respect to this phase transition; it only occurred at low
temperatures (T≤100 K) and mainly for conﬁgurations centred above the glide
plane.
The former tendency was expected. As reported recently by Bacon and Os-
etsky [80] for a 6 nm Cu-precipitate, the fraction of transformed atoms is highest
for T=100 K, where low thermal energy assists the dislocation-induced trans-
formation. For temperatures higher than 100 K, some transformation does take
place, but the higher thermal energy aﬀects the structure and is thought to assist
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the Cu atoms to rearrange back towards a bcc structure, aided by the low-energy
epitaxial interface with the Fe matrix.
However, the latter tendency related to the level of the glide plane was un-
expected, as it was believed that a large fraction of Cu atoms undergoing phase
transition leads to a high critical stress. It was shown above, though, that this
was not the case in this study; conﬁgurations centred above the dislocation glide
plane proved to be the weakest obstacles. Nevertheless, the partial phase trans-
formation did increase the values of critical stress in conﬁgurations where it did
take place. As a result, conﬁgurations 0 and -R/2 became stronger obstacles than
-R for 4 nm precipitates, unlike the case of 2 nm ones, where no phase transfor-
mation occurred. This is supported by the bigger factor of increase in critical
stress between small and big precipitates observed for conﬁgurations R and R/2,
as reported in (a) of the previous section. In other words, the phase transfor-
mation seems to be the mechanism that the obstacle strength order depends on
weakly, compared to conﬁguration geometry, as implied in (a) and (b).
It can be speculated that the reason that the transformation occurs mainly
for R, R/2 and 0 is that for these conﬁgurations a bigger part of the precipitate is
above the glide plane, and, therefore, more compressed than -R/2 or -R. This is
in agreement with ﬁndings of Hu et al. [81], who reported that the phase trans-
formation takes place inside Cu precipitates under external compressive stresses.
fcc is a more dense structure than bcc and the Cu precipitate atoms, which are
compressed anyway inside the Fe matrix, tend to reorganise in order to decrease
the compression stress they experience. The passing of the dislocation provides
them with the break of symmetry required to initiate the transformation.
Finally, it needs to be emphasised that the fcc structure thus obtained is not
uniform through the bulk of the transformed fraction of the precipitate. Careful
observation of the atomic positions (see ﬁg. 5.28) reveals that the Cu atoms
are mainly displaced along the direction of the dislocation glide (direction of
b=[111]), creating strings of fcc arrangements in the bcc precipitates.
Dislocation climb occurs only for 4 nm precipitates, but is limited compared to
that observed for voids of the same size. The most obvious case is for conﬁguration
0 at 0 K, which gives the highest τc, making the connection between climb and
obstacle strength unavoidable. Unlike voids, practically all climb occurring for
precipitates is negative, i.e. vacancies are created inside the precipitate. These
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vacancies are not located in speciﬁc lattice sites, but are rather distributed along
the direction of the strings of fcc arrangements. In a way, they could be described
as ‘negative crowdions’, inasmuch as the defect thus created is a vacancy and not
a SIA.
Figure 5.6: (a) Depiction of three consecutive (11¯0) planes for conﬁguration -R/2, at 100
K and strain rate 1×106 s−1, after dislocation breakaway. The middle plane coincides
with the dislocation glide plane. On the left, the shear step at the entry surface can be
seen. (b) Two jogs are visible on the dislocation line, after breakaway. Their position
coincides with the strings of fcc arrangements, seen in (a) and indicated by the arrows,
and correspond to the positions on the exit surface that the dislocation arms left the
precipitate surface at breakaway.
The formation of these vacancies can be linked with the phase transformation
from the bcc structure to the more dense fcc one, as described above. This is
evident considering the climb pattern created in most cases: there are two pairs
of jogs or superjogs, corresponding to the positions where the (almost) screw
sidearms of the dislocation left the surface of the precipitate. These positions
coincide with the ‘negative crowdions’ mentioned above, as can be seen in ﬁgure
5.6 for the -R/2 conﬁguration at 100 K and under applied strain rate of 1×106
s−1.
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5.4 Comparison of void and precipitate eﬀects
As mentioned in the introduction of this thesis, the main objective of the re-
search undertaken was to improve the understanding of the importance of diﬀer-
ent hardening mechanisms in irradiated α-Fe and create a comparative mapping
of obstacle strength for the defects studied. Therefore, as a conclusion to this
chapter, a comparison, both qualitative and quantitative, of void and precipitate
eﬀects is in order.
Figure 5.7: Temperature dependence of critical resolved shear stress for voids and Cu-
precipitates in Fe strained at a rate 5×106 s−1. Reproduced from Bacon and Osetsky
[35].
It has been observed in previous studies that voids are stronger obstacles to
dislocation motion than Cu-precipitates, especially for small sizes of defects. As
the defect diameter increases, this diﬀerence decreases. Size and temperature
dependence of critical resolved shear stress for voids and Cu-precipitates in Fe
strained at a rate 5×106 s−1 is shown in ﬁgure 5.7, reproduced from Bacon and Os-
etsky [35]. As explained in [108], for small voids, a signiﬁcant amount of bowing-
out of the dislocation was observed, unlike the case of small Cu-precipitates where
only a slight bending occurred. The Orowan-like shape for voids had a critical
angle, φ, close to zero, i.e. the sidearms obtained a near-screw orientation. In the
case of larger obstacles, both voids and precipitates resulted in this orientation
and presented similar critical dislocation conﬁgurations. In all cases, breakaway
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was accompanied by dislocation climb, obeying diﬀerent mechanisms, though, as
discussed in the previous sections.
Figure 5.8: Dislocation line shown by core atoms in the (11¯0) slip plane at the critical
stress for all conﬁgurations studied for defects 2 nm in diameter at 0 K. Black and
orange dislocation lines correspond to reaction with void and precipitate, respectively.
Numbers written on the top of ﬁgure are critical stress values in MPa.
Similar conclusions can be drawn from the present study. Fig. 5.8 depicts the
critical dislocation conﬁgurations for both type of defect of 2 nm diameter at 0 K.
Numbers written on the top of the ﬁgure are the values of τc in MPa. It can be
observed that the diﬀerence in the bowing out of the dislocation line between the
periodic obstacles decreases the lower down the defect is centred. This decrease
in shape-diﬀerence corresponds to a decrease in the diﬀerence between the values
of τc for voids and precipitates: (165-48)=117 MPa for conﬁguration R compared
to (171-136)=35 MPa for conﬁguration -R.
Similarly, ﬁg. 5.9 depicts the equivalent conﬁgurations for defects 4 nm in
diameter at 0 K. It is clear that the trend observed in the previous ﬁgure is
even more pronounced here: critical conﬁgurations 0, -R/2 and -R are similar for
both types of defect. For these conﬁgurations, screw sidearms are formed at Cu-
precipitates, and the values of τc are almost equal to those for voids, characterising
Cu-precipitates as strong obstacles, just like voids.
This is conﬁrmed in ﬁgure 5.10, where all values of critical resolved shear
stress with strain rate=5×106 s−1 are summarised for all defect types, sizes and
positions, and at all four temperatures. These graphs demonstrate the order
of obstacle strength mentioned in the previous sections for all cases. It is clear
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Figure 5.9: Dislocation line shown by core atoms in the (11¯0) slip plane at the critical
stress for all conﬁgurations studied for defects 4 nm in diameter at 0 K. Black and
orange dislocation lines correspond to reaction with void and precipitate, respectively.
Numbers written on the top of ﬁgure are critical stress values in MPa.
that obstacle strength for voids decreases almost symmetrically as the voids are
centred away from the glide plane, whereas for Cu-precipitates obstacle strength
increases the lower down the precipitate is centred.
Another feature that can be pointed out from ﬁgure 5.10 is the dependence of
obstacle strength on defect size. It was mentioned in section 5.2.2 that the value
of τc for 4 nm precipitates of conﬁgurations R and R/2 is ∼2.5–3.3 times higher
than that of the equivalent 2 nm conﬁgurations, and that of conﬁgurations 0,
-R/2 and -R is ∼1.5–2.5 times higher. It is clear from ﬁgure 5.10 that this factor
for voids is practically the same for all conﬁgurations. Indeed, it is calculated
to be ∼1.3 for all cases. In other words, the ratio is less dependent on size for
voids than precipitates, due to the fact that they are quite strong obstacles even
at small sizes.
Finally, a possible anomaly can be seen in ﬁg. 5.10 (d), for the case of the
4 nm Cu-precipitate of conﬁguration R/2, the critical stress of which seems to
be abnormally low. It is noteworthy that an almost identical τc value for this
precipitate was found at the lower strain rate of 1×106 s−1 (see ﬁg. 5.28). No
obvious explanation of the low τc of 450 K for the 4 nm precipitate positioned
at R/2 has been found. It is unclear whether this is a real phenomenon with a
physical meaning or a problem during the simulation. Further investigation is
required.
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Figure 5.10: Critical resolved shear stress obtained for each conﬁguration of both defect
sizes at temperatures (a) 0 K, (b) 100 K, (c) 300 K and (d) 450 K. Shear strain rate
was 5×106 s−1.
5.5 Summary
Voids and copper precipitates are both defects commonly observed in irradiated
α-Fe. Interaction of an 1/2[111](11¯0) edge dislocation with ﬁve diﬀerent conﬁgu-
rations of both type of spherical defect were investigated: the defects were located
with their centres on, above and below the dislocation glide plane.
Voids proved to be strong obstacles to dislocation glide. They pinned the
dislocation down, due to the minimisation of core energy that occurs when the
dislocation terminates on the void surface. At dislocation breakaway, an exchange
of vacancies was observed between the void and the dislocation. This resulted
in both positive and negative dislocation climb, depending on whether the void
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centre was located above or below the dislocation glide plane. Simultaneously, a
shear step formed both at the dislocation entry and exit surfaces of the void. The
step at the exit surface was above the glide plane when vacancies were absorbed
by the dislocation, and below the glide plane when vacancies were left behind in
the void. Climb occurs as a result of a tendency of the dislocation line to prolong
its termination on the void surface as much as possible.
Cu precipitates with bcc structure coherent with the surrounding bcc Fe ma-
trix are weaker obstacles to dislocation motion than voids of equal size, for all
conﬁgurations but one. For big size ones (in the case examined here, 4 nm in
diameter), dislocation-precipitate interaction was accompanied by a phase tran-
sition of parts of the precipitate from bcc to fcc, for precipitate conﬁgurations
centred above the glide plane and at low T. Compression of the crystal above
the glide plane combined with the disturbance the dislocation created by gliding
through the precipitate accounted for that.
A comparison between τc obtained for both type of defect conﬁrmed that voids
become weaker obstacles the further away their centre is located from the glide
plane, no matter in which direction. In contrast, Cu-precipitates present higher
resistance to dislocation motion the lower down their centre is located.
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Figure 5.11: Schematic representation of simulated conﬁgurations, stress-strain curves
for all temperatures and critical stress-temperature dependence for voids 2 nm in di-
ameter.
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Figure 5.12: Schematic representation of simulated conﬁgurations, stress-strain curves
for all temperatures and critical stress-temperature dependence for voids 4 nm in di-
ameter.
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Figure 5.13: Critical conﬁgurations for all reactions at all temperatures just before
breakaway for voids 2 nm in diameter. Order of obstacle strength is noted by numbers
1 (highest) to 5 (lowest). Viewed along [11¯0].
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Figure 5.14: Critical conﬁgurations for all reactions at all temperatures just before
breakaway for voids 4 nm in diameter. Order of obstacle strength is noted by numbers
1 (highest) to 5 (lowest). Viewed along [11¯0].
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Figure 5.15: Shear step created for all conﬁgurations at all temperatures for voids 2
nm in diameter. Order of obstacle strength is noted. Double line represents dislocation
glide plane. Dislocation glide direction from left to right. Viewed along [1¯1¯2].
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Figure 5.16: Shear step created for all conﬁgurations at all temperatures for voids 4
nm in diameter. Order of obstacle strength is noted. Double line represents dislocation
glide plane. Dislocation glide direction from left to right. Viewed along [1¯1¯2].
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Figure 5.17: Final conﬁgurations after dislocation breakaway at all temperatures, for 2
nm voids, viewed along [111]. Pairs of superjogs are created on dislocation line. Critical
stress in MPa is noted above each conﬁguration. Order of obstacle strength is noted
by numbers 1 (highest) to 5 (lowest).
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Figure 5.18: Final conﬁgurations after dislocation breakaway at all temperatures, for 4
nm voids, viewed along [111]. Pairs of superjogs are created on dislocation line. Critical
stress in MPa is noted above each conﬁguration. Order of obstacle strength is noted
by numbers 1 (highest) to 5 (lowest).
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Figure 5.19: Schematic representation of simulated conﬁgurations, stress-strain curves
for all temperatures and strain rates and critical stress-temperature dependence for
precipitates 2 nm in diameter.
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Figure 5.20: Schematic representation of simulated conﬁgurations, stress-strain curves
for all temperatures and strain rates and critical stress-temperature dependence for
precipitates 4 nm in diameter.
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Figure 5.21: Critical conﬁgurations for all reactions at all temperatures and strain rates
just before breakaway for precipitates 2 nm in diameter. Order of obstacle strength is
noted by numbers 1 (highest) to 5 (lowest), when available. Viewed along [11¯0].
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Figure 5.22: Critical conﬁgurations for all reactions at all temperatures and strain rates
just before breakaway for precipitates 4 nm in diameter. Order of obstacle strength is
noted by numbers 1 (highest) to 5 (lowest), when available. Viewed along [11¯0].
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Figure 5.23: Shear step created for all conﬁgurations at all temperatures and strain
rates for precipitates 2 nm in diameter. Order of obstacle strength is noted, when
available. Double line represents dislocation glide plane. Dislocation glide direction
from left to right. Viewed along [1¯1¯2]. Arrows connect equivalent conﬁgurations for
the same temperature but diﬀerent strain rate. They point towards the reaction of
higher critical stress and their length illustrates the critical stress diﬀerence between
the reactions.
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Figure 5.24: Shear step created for all conﬁgurations at all temperatures and strain
rates for precipitates 4 nm in diameter. Order of obstacle strength is noted, when
available. Double line represents dislocation glide plane. Dislocation glide direction
from left to right. Viewed along [1¯1¯2]. Arrows connect equivalent conﬁgurations for
the same temperature but diﬀerent strain rate. They point towards the reaction of
higher critical stress and their length illustrates the critical stress diﬀerence between
the reactions.
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Figure 5.25: Final conﬁgurations after dislocation breakaway at all temperatures, for
2 nm precipitates, viewed along [111]. No superjogs are created on dislocation line.
Critical stress in MPa is noted above each conﬁguration. Order of obstacle strength is
noted by numbers 1 (highest) to 5 (lowest), when available.
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Figure 5.26: Final conﬁgurations after dislocation breakaway at all temperatures, for 4
nm precipitates, viewed along [111]. Pairs of superjogs are created on some dislocation
lines. Critical stress in MPa is noted above each conﬁguration. Order of obstacle
strength is noted by numbers 1 (highest) to 5 (lowest), when available. Also visible are
areas in precipitates of atoms which do not belong to the original bcc structure.
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Figure 5.27: Fraction of Cu atoms transformed into fcc-like structure for all conﬁgura-
tions studied, and the corresponding percentage. Order of obstacle strength is noted
by numbers 1 (highest) to 5 (lowest), when available.
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Figure 5.28: Position of Cu atoms in three consecutive (11¯0) planes through the centre
of the precipitates of all conﬁgurations studied. Written on the top right-hand side
corner is the critical stress in MPa, and on the bottom right-hand side corner is the
order of obstacle strength, when available.
Chapter 6
Edge dislocation-SIA loop interactions
6.1 Introduction
SIA loops that nucleate and grow in a supersaturation of point defects as a result
of irradiation of α-Fe are common obstacles to dislocation glide and, therefore, the
mechanisms governing their interactions with dislocations are of importance [27].
Research conducted within the framework of this study dealt with interactions of
a 1/2〈111〉{11¯0} edge dislocation with SIA loops of Burgers vectors bL=1/2〈111〉
and bL=〈100〉. Indeed, both type of loops have been experimentally observed to
occur in irradiated bcc metals [93, 137, 138, 139].
SIA loop properties have been summarised in section 2.5.5. The simulation
model used for the study of edge dislocation-SIA loop interactions was analysed in
section 3.4. In that section, the introduction of an edge dislocation to the model
was described. The SIA loops were introduced to the crystal (which already
contained a relaxed edge dislocation) in the form of a cluster of dumbbells of the
desired shape and size. The dumbbells were oriented along the direction of the
Burgers vector of the desired loop. Since the dimensions of the loops studied
were relatively large, the model needed to be statically relaxed again in order to
accomodate the extended defect.
In the next sections there will be more detail on the geometry of the conﬁgu-
rations thus created, the interactions observed and the mechanisms that governed
these interactions. Section 6.2 deals with 〈111〉 dislocation loops, whereas section
6.3 deals with 〈100〉 ones. All the results presented in these sections will be brieﬂy
summarised in section 6.4.
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6.2 〈111〉 dislocation loops
6.2.1 Methodology
As mentioned in section 2.5.5, 〈111〉-type loops are the most common to occur in
α-Fe and there is an abundance of studies on them. Bacon et al. [29] have investi-
gated interactions of edge dislocations with small (37 SIAs) and large (331 SIAs)
loops for the A97 potential, using diﬀerent simulation parameters. Terentyev et
al. [140] have done the same for loops of intermediate size (169 SIAs) using the
A04 potential. Research presented in this section aims to cover the gap of sim-
ulating intermediate-size loops using the A97 potential. Diﬀerent temperatures
and strain rates have been used to assess the dependence of the interactions on
these properties.
Figure 6.1: Schematic illustration of the edge dislocation and SIA loop in one periodic
cell. The sense of positive applied resolved shear stress, τ , is indicated by the block
arrows [29].
More speciﬁcally, the model used was the one schematically illustrated in ﬁg-
ure 6.1. The mobile atoms region of the MD box was 120×3, 59×6 and 49×2
atomic planes along x, y and z, respectively. The lattice parameters, α0, corre-
sponding to the two temperatures used (T=1 K and T=300 K) were 2.8667 nm
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for the former temperature and 2.8755 nm for the latter. The slight diﬀerence
in the values of α0 to that of chapter 5 is due to minimisation of the pressure
of the model crystal. The volume of the simulated crystal was 30×41×20 nm3,
containing about 2.1 million atoms. The SIA loops were introduced with their
centre below the dislocation glide plane, contained 169 SIAs, and were hexagonal
in shape and 4 nm in diameter. Their Burgers vector, bL, was equal to 1/2[11¯1],
and their sides lay along 〈112〉 directions. Periodicity along the y-axis meant
that the centre-to-centre spacing of the loops introduced was 41.7 nm (59
√
6α0).
Projections of the produced conﬁguration on the (111), (1¯1¯2) and (11¯0) planes is
shown in ﬁgures 6.2 (a), (b) and (c), respectively. Three diﬀerent strain rates were
used: 1, 5 and 10×106 s−1. For T=1 K, timesteps of 10 fs were used; for T=300
K, the timestep was 5 fs. The numerical data on the simulation parameters are
summarised in table (6.1).
Figure 6.2: Projections of the initial conﬁguration along the directions of the three
axes: (a) [111], (b) [1¯1¯2] and (c) [11¯0].
6.2.2 Results
As can be seen in ﬁg. 6.2, the loop was initially positioned in the vicinity of
the dislocation. As a result, it was immediately attracted by the stress ﬁeld of
the dislocation and glided upwards, even before any strain was applied to the
model. Simultaneously, the dislocation bowed forwards, eventually contacting
the loop, without changing the direction of the loop, though. This interaction
was common for simulations run at both temperatures, and is depicted in ﬁg.
6.3. In this ﬁgure, (a) shows the initial conﬁguration, (b) the ﬁnal position of
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Table 6.1: Numerical data of simulations
Potential x y z α0
used (atomic planes) (nm)
A97 120×3 59×6 48×2 0.28667 0.28755
(1 K) (300 K)
volume number of spacing of T (K) timestep
(nm3) mobile atoms (M) loops (nm) (fs)
30×41×20 ∼2.1 41.7 1 300 5 10
(1 K) (300 K)
statistical simulation strain rate loop size number of
ensemble time (ns) (s−1) (nm) loop atoms
microcanonical ∼1 1 5 10 4 169
NVE (×106)
the loop with its upper segment lying on the dislocation glide plane and (c) the
dislocation bowing forwards, attracted by the loop, just before making contact
with it.
Upon contact of the two defects, the upper segment of the loop changed its
Burgers vector, according to the reaction:
1/2[111] + 1/2[1¯11¯] = [010] (6.1)
which is energetically favourable according to Frank’s rule [30]. The remainder
of the initial loop retained its 1/2[11¯1] Burgers vector.
Figure 6.3: (a) Initial conﬁguration, (b) ﬁnal position of loop with its upper side on
the glide plane and (c) dislocation bowing forwards, attracted by the loop, just before
contact.
When the crystal was strained, shear stress, which was negative following
the contact of the two defects, built up. This is accounted for by the [010]
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Figure 6.4: Summary of all shear stress vs. shear strain graphs.
segment, which is sessile in the (11¯0) plane and increasing stress is required for
the dislocation to bow out between the row of loops. Fig. 6.4 shows results of all
shear stress vs. shear strain graphs obtained for both temperatures and the three
strain rates applied. From this ﬁgure, three distinct cases cases can be observed:
• For T=1 K, simulations under the two higher applied strain rates gave
almost identical results, producing high critical stress (τc=260 MPa). Un-
fortunately, the simulation under low strain rate did not ﬁnish for technical
reasons, but up to the point it did run, it gave a shear stress vs. shear
strain proﬁle identical to the other two simulations. Therefore, it is safe to
assume that at T=1 K, there was no strain rate dependence.
• For T=300 K, the reaction under high strain rate (˙ = 10×106 s−1 resulted
in relatively high maximum shear stress (200 MPa).
• At the same temperature for the two cases of lower strain rate, identical
reactions produced a value of τc equal to 0 MPa. Therefore, it seems that
for T=300 K there is a dependence on strain rate in the range between 5
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and 10×106 s−1.
To aid the understanding of the mechanisms underlying each type of reac-
tion, the visualisation technique described in section 3.5 was utilised. Snapshots
depicting the interesting points of these interactions, along with schematics ex-
plaining them, are shown in ﬁgure 6.14. In the following three subsections, these
mechanisms will be described based on these snapshots.
6.2.3 Reactions at T=1 K
Interaction between a 1/2[111](11¯0) edge dislocation and a 1/2[11¯1] SIA loop
at low temperature (T=1 K) is depicted in the left-hand column of ﬁgure 6.14.
From the shear stress vs. shear strain graph shown at the top of ﬁg. 6.14 (a),
it can be seen that the simulation was not stopped after the critical stress was
reached and the dislocation broke away. Instead, the dislocation was allowed
to interact with the SIA loop for a second time, as accomodated by the PBC.
Points of interest of both interactions are noted with numbers on the graph and
correspond to snapshots with the equivalent numbers, underneath.
As mentioned earlier, the dislocation and the loop attracted each other and
made contact, even under zero applied strain. During applied shearing of the
crystal, the dislocation was pinned by the loop due to the formation of the [010]
segment. Even though this segment is glissile in the inclined (101) plane and
could, potentially, glide on it, it was pinned at its ends by the junctions with the
1/2[111] and 1/2[1¯11¯] lines and was too short to bow under the applied stress.
As the stress built up with increasing strain, the dislocation bowed between
the periodic loops in the simulation, forming a dipole of screw orientation. The
conﬁguration at critical stress, τc, can be seen in snapshot 1 (notice that due to
PBC, the bowing dislocation seems to reappear at the rear of the loop). Even-
tually, the two screw sidearms cross-slipped, annihilating the dipole, and the
dislocation broke away, in a shape similar to that of the Orowan mechanism.
The 1/2[11¯1] loop was restored, but with fewer SIAs than before the reaction, as
some were absorbed by the dislocation in the form of a double superjog, as seen
in snapshot 2. According to the categorisation summarised in section 2.5.5, this
reaction was of the R1 type.
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Snapshot 3 depicts the conﬁguration when the dislocation made contact with
the loop for the second time. The same favourable reaction occurred, and the
[010] segment was created once more. Upon additional shearing of the model, the
bowing of the dislocation reappeared, but this time it was less extended (snapshot
4), as the critical stress was lower (τc=217 MPa). At breakaway (snapshot 5),
the [010] segment managed to move downwards on its (101) glide plane. Its slip
transformed the Burgers vector of the remainder of the loop, according to the
energetically favourable reaction
1/2[11¯1] + [010] = 1/2[111] (6.2)
that resulted in the formation of a pair of superjogs on the dislocation line, which
upon further shearing continued its free glide at zero stress. This reaction was of
the R3 type according to the section 2.5.5 formalism.
6.2.4 Reactions at T=300 K and under low strain rates
These reactions are depicted in the middle column, (b), of ﬁgure 6.14. Their
starting point was the same as before, with the dislocation and the loop in contact
(snapshot 1, seen from two diﬀerent viewpoints). An [010] segment was formed
as a result of this interaction, as in the previous case, with the subsequent drop
in shear stress. In this case, though, this segment managed to slip downwards
almost immediately, aided by the higher temperature. This converted bL to
1/2[111] and automatically unpinned the dislocation, cancelling out its original
forward-bowing and allowing it move backwards (snapshot 2). The ﬁnal product
was the creation of a double superjog in the dislocation line (snapshot 3), which,
under increasing applied strain, started gliding forwards unimpeded.
This backwards motion of the dislocation at breakaway was enabled by the
low values of strain rate. In other words, the dislocation did not have the time to
glide forwards, thus reducing the negative stress created by its original bowing.
In principle, the reaction which occurred is equivalent with the interaction that
would occur between a 1/2[111](11¯0) edge dislocation and a 1/2[1¯11] SIA loop,
as shown in snapshot labelled ‘mirror of 1’. In this snapshot, the directions of
the axes are implied to be the same as those of snapshot 1 above, but the bowing
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of the dislocation is in the opposite direction. This reaction is of the R3 type.
6.2.5 Reaction at T=300 K and under high strain rate
This reaction is shown in the right-hand column of ﬁgure 6.14. It is a typical
example of reaction R3: a segment [010] was formed, pinning the dislocation with
the subsequent creation of sidearms bowing out (snapshot 1). High temperature
enabled this segment to glide downwards on its (101) glide plane (snapshot 2) and
react with the remainder of the loop to create a double superjog of bL=1/2[111]
(snapshot 3). Subsequently, the decorated dislocation continued its glide under
additional straining at zero stress.
6.2.6 Discussion
Even though no unknown mechanism was observed in the cases described above,
there are three main points of interest:
• In the ﬁrst case described, a change in the type of reaction between the ﬁrst
and the second passing of the dislocation through the loop occurred. Figure
2.7 shows that at low temperatures, reaction R3 occurs for small-size loops,
whereas reaction R1 results for bigger-sized ones. This is consistent with
the ﬁndings reported by Bacon et al. [29], where the 37 SIAs loop interacted
with the edge dislocation with reaction R3 and the 331 SIAs loop with R1.
In the case of the 169 SIAs loop studied here, it can be argued that the SIAs
which left the loop after the ﬁrst passage of the dislocation were responsible
for re-characterising the loop from ‘large’ to ‘small’. In other words, this
rather vague distinction between ‘large’ and ‘small’ SIA loops that has been
used in section 2.5.5 can be now quantiﬁed more accurately, the threshold
being in the vicinity of 169 SIAs.
• Reactions seem to be dependent on strain rate only for T=1 K, and for
strain rates higher than 5 × 106 s−1. This is clear from comparing the
second and third case described. When the strain rate was high enough for
the dislocation to ‘catch up’ and reduce the absolute value of the negative
shear stress created upon contact with the loop, its backwards movement
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was prevented. This led to a signiﬁcantly higher τc, characterising the loop
as a ‘strong’ obstacle to dislocation glide.
• Comparison of results obtained during this study using the A97 potential
with those of Terentyev et al. [140] for the same model using the A04
potential, reveals that the reaction mechanisms reproduced by both poten-
tials are the same. Moreover, the critical stresses obtained at 300 K are
similar (200 MPa for A97, 180 for A04), even though the A04 model did
not reproduce the backwards motion of the dislocation for ˙ = 1× 106 s−1.
Nevertheless, for T=1 K, the critical stress obtained with A97 was about
half the value of that for A04 (260 MPa for A97, 530 MPa for A04). For
such a low temperature, though, this could be explained considering the
signiﬁcant diﬀerence in the Peierls stress that these two potentials repro-
duce. As explained in section 4.2.2, the Peierls stress is much higher with
the A04 potential, and Terentyev et al. [115] have shown that this results
in high τc values for voids in A04 iron at low T.
6.3 〈100〉 dislocation loops
6.3.1 Methodology
The importance of the 〈100〉-type dislocation loops was underlined in section 2.
Previous ﬁndings on their creation, mobility and interaction mechanisms were also
discussed there. In this subsection, new results obtained within the framework
of this research project using the A97 potential will be presented and compared
with results produced by Dr. Terentyev of SCK-CEN, Nuclear Materials Science
Institute, Belgium, who used the A04 potential. By using two potentials in this
collaborative eﬀort, it was possible to assess the sensitivity of the dislocation-loop
reactions to the choice of potential. Our combined results were published in Acta
Mater. in 2008 [99].
Large-scale MD simulations have been applied for the study of the interaction
between an edge dislocation and a row of 〈100〉-type square interstitial dislocation
loops. All three possible orientations of bL and various positions of the loop with
respect to the dislocation glide plane have been considered.
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There are two possible directions that the sides of the loops can lie in, either
〈001〉 or 〈011〉. These directions are the most closely packed for a loop in a
{100} plane. TEM analysis of samples irradiated at high temperature with a
high dose of ions or electrons has shown large square or rectangular loops (>100
nm) resolved with their sides along the 〈100〉 directions. On the other hand, MD
simulation of displacement cascades in iron has favoured the formation of small
(30 SIAs) loops with sides mainly along the 〈011〉 directions. Since the diﬀerence
in the formation energy of the two loop types is very small with the interatomic
potentials used [141], both types were considered here.
Figure 6.5: Schematic illustration of the edge dislocation and SIA loop in one periodic
cell. The sense of positive applied resolved shear stress, τ , is indicated by the block
arrows.
For the results to be readily comparable, the loops examined were of similar
size (those with sides 〈100〉 and 〈110〉 containing 169 and 162 SIAs respectively),
at one temperature and under one applied strain rate. The simulation model and
visualisation technique used were the ones described in chapter 3. The size of the
inner region of the MD box was 120×3, 59×6 and 49×2 atomic planes along x, y
and z, respectively, and the lattice parameter α0 for the A97 and A04 models at
the simulation temperature of T=300 K was 0.2886 and 0.2856 nm respectively,
making the volume of the simulated crystal approximately 30×41×20 nm3 (about
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2.1 million mobile atoms). This means that the centre-to-centre spacing of the
loops created by the PBC was 41.7 and 41.3 nm for the A97 and A04 potentials
respectively (59
√
6α0). The time step was 5 fs and the strain rate applied 10
7
s−1, both constant for all simulations. This corresponds to a free ﬂight dislocation
velocity of ∼40 m s−1. Table 6.2 contains a summary of the numerical data on
the simulations run.
Figure 6.6: Geometry of interactions considered and projections of the conﬁgurations
on the plane perpendicular to the dislocation line. Note that the loop Burgers vector,
bL, does not lie in the (1¯1¯2) plane of the paper. Reproduced from [99].
The square SIA loops introduced in the crystal had sides of length D=9α0(=2.6
nm), along the 〈100〉 or 〈110〉 directions. A schematic illustration of the model is
shown in ﬁgure 6.5. The loop positions with respect to the dislocation slip plane
varied as well, thus creating diﬀerent conﬁgurations. Schematic representations
of these conﬁgurations are illustrated in the left-hand column of ﬁgure 6.6. In
the same ﬁgure, the column labelled ‘Conﬁguration’ depicts illustrations of the
projections of each conﬁguration on the (1¯1¯2) plane, perpendicular to the direc-
tion of the initially straight edge dislocation. In them, one can notice the shape
and inclination of the loops with respect to the glide plane, which is designated
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Table 6.2: Numerical data of simulations
Potentials x y z α0
used (atomic planes) (nm)
A04 A97 120×3 59×6 48×2 0.2856 0.2886
A04 A97
volume number of spacing of T (K) timestep
(nm3) mobile atoms (M) loops (nm) (fs)
30×41×20 ∼2.1 41.3 41.7 300 5
A04 A97
statistical simulation strain rate loop size number of
ensemble time (ns) (s−1) (nm) loop atoms
microcanonical ∼1 107 2.6 162 169
NVE (9α0) 〈100〉 〈110〉
by the change in the colour of the atoms (yellow above the glide plane, red below
it). Conﬁgurations C1, C2, etc contain loops with their centre coinciding with
the dislocation glide plane. When the loop centre was either up or down relative
to the glide plane, this is designated by U or D (e.g. C4U, C6D).
For the understanding of the dislocation reactions that will be introduced
later on, the direction of the Burgers vector and line sense are deﬁned according
to the RH/FS convention [30]. The line sense is also depicted in ﬁg. 6.6 by the
arrowheads and tail in the sketch for conﬁguration C1.
As can be seen in ﬁg. 6.6, of the loops with sides along 〈110〉, only the loop
with [001] Burgers vector (C1) has b and two of its sides lying parallel to the x-y
glide plane of the dislocation, unlike the [100] and [010] loops (C2 and C3), which
do not have sides lying in a (11¯0) plane. Their Burgers vectors are symmetrically
disposed to the [111] direction of b of the dislocation. It is also worthy of note
that, for symmetry reasons, the interaction between a dislocation gliding to the
right and the loop with b=[100] (C2) is identical to one between a dislocation
gliding to the left and the [010] loop (C3). Thus, by considering all three Burgers
vectors, there was no need to speciﬁcally consider dislocation glide in the opposite
direction.
In the case of loops with 〈100〉 sides, four out of six conﬁgurations have two
[001] sides parallel to the x-y plane, i.e. the loops with b equal to either [100]
(C4 and C4U) or [010] (C5 and C5U). For the same reasons as before, simulation
of dislocation glide to the left was unnecessary, since the interaction between the
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dislocation and the loop with b=[100] is the same as one between the dislocation
gliding to the left and the [010] loop.
6.3.2 Results
In total, there were ten conﬁgurations examined with each potential. Results
of each one of them obtained with the A97 potential are presented in ﬁgures
6.15–6.24, which are placed together for convenience at the end of this chapter.
Also included is additional information about the conﬁguration and a qualitative
description of the interaction mechanism between the edge dislocation and the
loop.
These ﬁgures are structured as follows: in the middle-upper-row of each, there
is a summary of information on the conﬁguration (name, Burgers vector direction)
and its character as an obstacle (favourable reaction, critical stress, approximate
percentage fraction of the loop absorbed by the dislocation at breakaway and
characterisation of obstacle strength). On the top-left, the conﬁguration projec-
tion on the (1¯1¯2) plane, as seen in ﬁg. 6.6, is reproduced again, so that ﬁgures
6.15 to 6.24 are complete in themselves. On the top-right, there is a 3-D depiction
of the initial conﬁguration. In the lower row, on the left, there is the stress-strain
plot of the dislocation-loop interaction, containing the critical stress, and on the
right a qualitative description of the reaction mechanism. Interesting points of
this reaction are marked on the plot with numbers. These numbers correspond
to snapshots of the reaction, situated in the middle of the ﬁgures, as obtained
with the visualisation technique described earlier.
Figures 6.15–6.24 contain the description of the mechanisms for all the A97
reactions. Most of these mechanisms, as well as the crital stresses obtained,
are similar (or identical) to the ones of the corresponding reactions for the A04
potential, with the exception of two conﬁgurations. A summary of all reactions
for both potentials can be seen in table 6.3. From now on, they will be discussed
without speciﬁc reference to potential, except in order to point out diﬀerences.
The two reactions which gave completely diﬀerent results for the two poten-
tials are for conﬁgurations C1 and C4. In the simulations with the A97 potential,
complete absorption of the loop on the dislocation line occurred, whereas only
partial absorption (75 per cent and 50 per cent) occurred in the A04 model. This
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diﬀerence does not seem to have a direct eﬀect on the critical stress though, since
for C1 τc was almost the same for both potentials, but for C4 it was 40 MPa for
A97 and 190 MPa for A04, as will be discussed later.
The reactions can be divided into four categories, depending on critical stress
and mechanism. One reaction example from each category will be discussed. The
mechanisms will be explained in ﬁgs 6.7 to 6.10, depicting reactions using the A04
potential, but also reference to points of interest in ﬁgs 6.15 to 6.24 (with A97)
will be made, so that the dependence of stress on the mechanism at any given
stage of the reactions will be clear. Fig. 6.13 contains the stress vs. strain plots
for A04.
6.3.3 Reaction with high τc: C6, bL=[001]
Figure 6.7: Visualisation of diﬀerent stages of reaction C6 (A04 potential) [99].
With the crystal being sheared, the dislocation starts gliding at τ ∼20 MPa
and when it contacts the ﬁrst corner of the loop, a short 1/2[111¯] segment is
formed (point 1 in ﬁg. 6.20), as expected from the only energetically favourable
reaction. Under increasing stress (point 2), the dislocation arms bow out until
one touches the opposite corner, forming another short 1/2[111¯] segment. At this
stage, another 1/2[111] segment is formed, that bisects the original loop linking
the opposite corners which pin the dislocation outer arms (see ﬁg. 6.7 (b)). That
results in a small decrease in stress (point 3). As the straining continues, the
stress is further increased and the line bows forward to create a screw dipole.
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At τc (point 4) one of the two screw arms cross-slips down and then up on a
V-shaped surface of (101¯) and (011¯) planes (ﬁg. 6.7 (c)), thereby converting bL
of the two loop segments below the slip plane to 1/2[1¯1¯1] by the reaction:
[001]− 1/2[111] = 1/2[1¯1¯1] (6.3)
The dipole then detaches from the ﬁnal loop corner (ﬁg. 6.7 (d) and point 5
of ﬁg. 6.20) and glides away with a set of superjogs containing about 25% of the
original interstitials. This leaves two conjoined triangular loops with a common
b=1/2[111] segment: the upper part is half of the pre-existing [001] loop and the
lower has b=1/2[1¯1¯1] formed in reaction (6.3) (point 6). The conﬁguration in ﬁg.
6.7, predicted by Burgers vector conservation, was conﬁrmed by identifying the
structure after quenching the crystal to 0 K.
6.3.4 Reaction with moderate τc C5: bL=[010]
Figure 6.8: Visualisation of diﬀerent stages of reaction C5 (A04 potential) [99].
As seen in ﬁg. 6.19, point 1, initially the line is repelled by the loop, with
the consequent backward bowing. Under increasing τ it touches the loop in the
middle of the two [010] sides (ﬁg. 6.8 (a) and point 2). The upper part of the
loop converts to b=1/2[11¯1] by the apparently spontaneous reaction:
1/2[111]− [010] = 1/2[11¯1] (6.4)
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Subsequently, it slips on its glide prism to below the dislocation glide plane
(see ﬁg. 6.8 (b)). This way, the conﬁguration formed is the same as that studied in
refs. [29, 140], in which a dislocation with b= 1/2[111] interacts with a loop with
bL=1/2[111] to form a product segment with b=[010] by a favourable reaction.
The mobility of this [010] segment controls the remainder of the interaction, as
it glides down across the loop under increasing stress (point 3) and converts it
to a 1/2[111] superjog at τc (ﬁg. 6.8 (c) and point 5). In this process, the line
practically absorbs the interstitial loop completely.
6.3.5 Reaction with moderate τc. C4U: bL=[100]
Figure 6.9: Visualisation of diﬀerent stages of reaction C4U (A04 potential) [99].
Like in the previous case, the line is initially repelled by the loop, but in-
creasing τ makes it contact ﬁrst one and then the other corner of the lower [001]
side of the loop, since this side lies in the dislocation glide plane. The segment
of the gliding dislocation between the corners bows backwards due to repulsion
(ﬁg. 6.9 (b)). As the side arms of the dislocation bow towards each other under
increasing τ (ﬁg. 6.9 (c)), the lower half of the loop is converted to b=1/2[1¯11]
by the favourable reaction:
1/2[111]− [100] = 1/2[1¯11] (6.5)
At τc (point 3 in ﬁg. 6.21), they meet and break away (point 4). Due to the
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complex nature of the loop left behind, quenching of the conﬁguration was deemed
necessary. Post-quench analysis conﬁrms that the ﬁnal product (ﬁg. 6.9 (d) and
point 5) is a combination of a 1/2[111] shear loop in the (11¯0) slip plane of the
dislocation and a 1/2[1¯11] loop formed by reaction (critical C4U), replacing the
original [100] loop. These conjoined loops intersect at 90◦ and have a common
(pre-existing) [100] segment. No interstitials are absorbed on the line by this
reaction.
This two-loop complex is unstable, however, for it was observed to transform
to the original perfect square loop with b=[100] in the ﬁeld of another edge
dislocation, irrespective of whether the dislocation was made to approach from
left or right. This result will be addressed again later.
6.3.6 Reaction with low τc. C2: bL=[100]
Figure 6.10: Visualisation of diﬀerent stages of reaction C2 (A04 potential) [99].
As seen in ﬁg. 6.10(a), bL is the same as C4U, but the sides do not lie parallel
to the dislocation glide plane. The line initially bows towards the loop by mutual
attraction (ﬁg. 6.16, point 1). For the A04 potential, this attraction results in
negative stress in ﬁg. 6.13, i.e. the plastic strain due to dislocation motion is
larger than the imposed strain. This is not as obvious in the A97 case. The loop
glides down so that its upper side now lies on the dislocation glide plane, and is
converted to 1/2[1¯11] by reaction (6.5) on contact with the line (ﬁg. 6.10 (b)).
This segment glides down across the loop without increase in applied stress, i.e.
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the dislocation is still pulled forward, and converts the remainder of the loop to
b=1/2[111] by the favourable reaction:
1/2[1¯11] + [100] = 1/2[111] (6.6)
The pre-existing loop is thereby totally absorbed on the dislocation line as
a set of superjogs (ﬁg. 6.10 (c) and point 4). The whole reaction is driven by
the reduction of dislocation energy. The maximum stress of ∼40 MPa seems to
be needed to reorganise the shape of the superjogs to make them glissile, i.e. a
U-shape rather than the original square form of the dislocation loop.
6.3.7 Eﬀects of the interatomic potential: C4
Figure 6.11: Visualisation of diﬀerent stages of reaction C4 (A97 potential) [99].
Reaction C4 presents the biggest diﬀerence between the results obtained with
the two potentials. The loop is centred on the dislocation slip plane and has
bL=[100] and sides in the [010] and [001] directions: bL and two of the sides are
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Figure 6.12: Visualisation of diﬀerent stages of reaction C4 (A04 potential) [99].
parallel to the (11¯0) slip plane. Several stages of the reactions are visualised in
ﬁgs. 6.11 and 6.12 for A97 and A04, respectively. The critical stress is much
lower for the A97 model (only 40 MPa, compared to 190 MPa for A04). This is
due to the fact that for A04 the dislocation has to be drawn out as a screw dipole
before it breaks away from the loop debris.
The reaction has an initial common part for both potentials: the dislocation
is initially attracted by the loop (ﬁg. 6.12 (a)) and forms a 1/2[1¯11] segment
by reaction (6.5) on contact with a loop side (ﬁg. 6.12 (b)), in a similar way to
conﬁguration C2. Then, the upper part of the loop converts to 1/2[1¯11] (similar
to reaction C5) and the remaining part with b=[100] forms a connecting “bridge”
between the pinned ends of the dislocation line (ﬁgs. 6.12 (c) and 6.11 (a)). From
this point onwards, however, the reaction proceeds diﬀerently in the two models.
The reaction of the A04 model is simpler, with the unpinning occuring due to
screw dipole annihilation, in a similar way to processes observed in interactions
between edge dislocations and 1/2〈111〉 loops [29, 140]. More speciﬁcally, the
[100] segment pins the dislocation so that a screw dipole emerges with increasing
τ (ﬁg. 6.12 (d)). The two screw segments move towards each other to annihilate
at τc, but not before the dipole reaches substantial length (ﬁg. 6.12 (e)). The
loop is partially transformed into superjogs in the released dislocation, but its
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Figure 6.13: Stress vs. strain plots for reactions C2, C4U, C5 and C6 (A04 potential)
[99].
largest part is left behind as a 1/2[1¯11] loop (ﬁg. 6.12 (f)).
The reaction in the A97 model is more complex: part of the [100] segment
splits into two 1/2〈111〉 screw segments with diﬀerent Burgers vectors:
[100] = 1/2[11¯1] + 1/2[111¯] (6.7)
Thus, a short [001] segment is formed, as can be seen in ﬁg. 6.11 (b), where
the screw segments are labelled with the subscript ‘s’. The screw segment with
b=1/2[111¯] moves along the [001] segment, converting it into 1/2[111] (ﬁg. 6.12
(c)). Simultaneously, the remaining part of the [100] segment splits again into two
screw segments, following reaction (6.7) and transforms the remaining 1/2[11¯1]
part into a pair of glissile superjogs (ﬁg. 6.11 (d)). During this process the loop
is completely absorbed by the dislocation line.
The diﬀerence in mechanism between the two models can be explained as fol-
lows. As was suggested in the previous subsection on 〈111〉 loops, the controlling
mechanism in this reaction is associated with the stability/mobility of the [100]
segment, which is sessile in the (11¯0) plane and the habit plane of the 1/2[1¯11]
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loop and thus pins the dislocation [29, 140, 142]. Therefore, the diﬀerent applied
stress values required to move the [100] segment or to split it into two 1/2〈111〉
segments can be attributed to inherent properties of the potentials. The fact
that the two models give diﬀerent ﬁnal products for reaction C1 favours this sug-
gestion. In the A97 simulation the 1/2[11¯1] loop was completely converted to
1/2[111]. With the A04 potential, on the other hand, complete conversion did
not occur: a small loop with b = 1/2[1¯11] was formed and left behind on line
breakaway. In both cases, the series of reactions were observed to be complex and
involved splitting of 〈100〉 segments into two 1/2〈111〉 segments. This diﬀerence
in behaviour could also arise due to sensitivity of τc to the applied strain rate; it
was shown in chapter 4 (and in ref. [115]) that the Peierls stress for the 1/2[111]
(11¯0) edge dislocation is signiﬁcantly higher and more sensitive to strain rate in
the A04 model, so if this were also true for the [100] edge dislocation, strain rate
would inﬂuence the mechanism of dislocation breakaway and level of τc. Further
investigations on this matter need to be made.
6.3.8 Discussion
The results for 〈100〉 interstitial loops presented here reveal a wide and partly
complex range of reactions between the gliding 1/2[111](11¯0) edge dislocation
and a periodic row of loops.
To summarise, reactions can be divided into three main groups:
• Reactions requiring high τc for dislocation unpinning. According to unpin-
ning mechanism they can be divided into:
– Reactions where all or part of the loop transforms into a 1/2〈111〉 loop
(C1, C5U and C4): the part of the loop located above the dislocation
slip plane converts into either 1/2[11¯1] or 1/2[1¯11] and glides down,
so that the other part acts as a sessile pinning segment in the slip
plane. Obstacle strength is enhanced by the fact that the length of
the pinning segment exceeds the length of the loop side, by factor of√
2 if it is a diagonal of the loop or 2 if it is composed of the two sides
of the pre-existing loop. (This may be why τc in reactions C1 and C4
is slightly higher than that for a 1/2[11¯1] loop.)
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– Reactions where the dislocation is strongly attracted to the loop, which
cannot glide with it. Reaction C6D is an example. A short mixed
1/2[111¯] segment is formed at the upper corner, but the [001] loop
attached to the dislocation line has low mobility, so that release occurs
via emergence of a screw dipole. The original loop remains almost
unchanged.
• Reactions resulting in medium τc for dislocation unpinning. Elastic repul-
sion prevails in reactions such as C6U and C4U. The pre-existing loop can
be left either unchanged or modiﬁed, depending on the mechanism oﬀering
a lower stress for dislocation unpinning.
• Reactions resulting in low τc for dislocation unpinning. Reactions C2 and
C3 are typical examples of this category. A segment with b equal to ei-
ther 1/2[1¯11] or 1/2[11¯1] is created and propagates across the loop surface,
converting it into a b=1/2[111] superjog.
Another point of interest is the occurence of the two-conjoined-loops con-
ﬁguration as the loop remnant of two of the reactions simulated here. In one
case (C4U) the Burgers vectors of the loops and common segment are 1/2[111],
1/2[1¯11] and [100], respectively, and in the other (C6) the bs are [001], 1/2[1¯1¯1]
and 1/2[111]. Previous computer simulations have shown that similar loop com-
plexes can be formed without involvement of a long dislocation. By simulating
loop-loop interaction using the A97 potential, Marian et al. [143] proposed that
the C4U-like complex formed by conjoined 1/2[111] and 1/2[1¯11] loops with a
common [100] segment can transform into a perfect [100] loop, although this
transformation was not observed over the MD time scale. Earlier [144] and re-
cent simulations [145] have revealed that at suﬃciently high temperature or long
waiting time, the double loop actually converts into a perfect 1/2〈111〉 loop with
b equal to that of one of the two original loops [145]. This new work used both
the A04 potential and a ‘magnetic’ potential for iron [146]: the results were found
to be independent of the choice of potential.
What makes this double-loop conﬁguration important is that when the simu-
lation C4U was continued, and the 1/2[111] (11¯0) edge dislocation re-entered the
model by virtue of periodicity along the [111] axis, the double-loop was restored
to a perfect [100] loop in the ﬁeld of the approaching dislocation gliding under an
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applied stress τ ≤40 MPa by collapse of the 1/2[111] shear-loop part. In a similar
way, the C4U-like complex formed by obtuse interaction of 1/2[111] and 1/2[1¯11]
loops has been observed to transform into a single [100] loop if approached by an-
other 1/2[1¯11] loop of similar size [145, 147]. Therefore, it appears that an energy
barrier for transformation of the double-loop conﬁguration can be overcome with
the help of elastic interaction between this complex and either an edge dislocation
or another loop with b=1/2〈111〉. As mentioned in section 2, this eﬀect could
contribute to the high fraction of 〈100〉 loops in the defect cluster population of
irradiated ferritic materials.
To sum up, results obtained have showed a dependence on:
• Interatomic potential.
This dependence was only revealed in two of the ten interaction conﬁgura-
tions studied, discussed above.
• Interaction cross-section.
Loops with b=[001] generally prove to be the strongest obstacles. It may
be noted, however, that the cross-section for dislocation intersection with
these loops in a random, three-dimensional array would be relatively small
because b lies parallel to the dislocation slip plane. On the other hand, the
inclined loops with b=[100] or [010] would be able to glide to react with the
dislocation. Among these inclined loops, conﬁgurations C2 and C3 with
〈110〉 sides form the weakest obstacles, but types C4 and C5 with 〈100〉
sides are relatively strong.
• Size.
Data for the size-dependence of τc of 〈100〉 loops of a given b is not available,
but it is anticipated they would have a wide variation in strength. Small
loops are expected to be able to transform to glissile 1/2〈111〉 superjogs un-
der the inﬂuence of the interacting dislocation and, as seen here, large loops
can react to form sessile conﬁgurations and hence become eﬀective pinning
agents for dislocations. The temperature and strain rate dependence of τc
for 〈100〉 loops could be diﬀerent from that of 1/2〈111〉 loops, however.
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6.4 Summary
Two conﬁgurations of SIA loop have been experimentally observed in irradiated
α-Fe: those with Burgers vector bL=1/2〈111〉 and bL=〈100〉. Their interactions
with a 1/2[111](11¯0) edge dislocation have been presented in this chapter.
The dependence of the interactions of 1/2〈111〉 SIA loops with an edge dis-
location on strain rate and temperature was investigated for the A97 potential.
For low temperatures (T=1 K) the mechanisms of the interactions were the ones
reported in recent literature. It was shown that a second passing of the disloca-
tion through the loop led to a diﬀerent mechanism than the one that occurred
on the ﬁrst passing. Since these mechanisms are associated with diﬀerent SIA
loop sizes, and since the loop lost a number of SIAs upon ﬁrst interaction, it was
deduced that the dividing threshold between large-small loops is at the vicinity
of the loop-size studied (169 SIAs). For higher temperatures (T=300 K), strain
rate dependence proved strong: for low strain rates, the dislocation absorbed the
loop as a double superjog almost immediately and continued its glide unimpeded.
For a high strain rate, it was ﬁrst pinned due to the formation of an almost sessile
segment, leading to a high τc.
The interactions of 〈100〉 loops of ten diﬀerent orientations with an edge dis-
location were studied for both A97 and A04 potentials. A number of diﬀerent
mechanisms were obtained, resulting in a wide range of τc values. Energetically
favourable reactions between the gliding dislocation and the loop segments that
it made contact with resulted in the formation of sessile segments. Dislocation
breakaway occurred with either these sessile segments gliding on the loop planes
and being transformed to glissile ones, or by cross-slip of the screw sidearms
that formed in the dislocation line with increasing shear strain. There is a good
agreement of results between both potentials in all but one case.
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Figure 6.14: Summary of mechanisms describing the three type of reactions for 1/2[11¯1]
loops. (a) T=1 K, (b) T=300 K, low strain rate and (c) T=300 K, high strain rate.
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Description of reaction mechanism
Line initially attracted by the loop and
pinned by ½[111] segment on slip plane (1).
Under increasing ? the part of the
loop below the slip plane converts to ½[111]
connected to the dislocation
via [010] segment, formed during the loop
transformation and screw dipole forms (2).
Dislocation is unpinned (3) and loop converts
to ½[111] double superjog at ? (4).
1 2
3 4
C1
b =[001]
sides: <110>
favourable reaction:
½ [111]-[001]=½ [111]
? =220 MPa
absorption: 100%
strong obstacle
L
c
c
_
_
Figure 6.15: Conﬁguration C1.
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Description of reaction mechanism
Line initially attracted by the loop (1),
which glides down (2) so that the upper side
is converted to ½[111].
This segment glides down on its slip plane (3)
and converts remainder of the loop to ½[111], 
i.e. a set of superjogs at ? (4).
1 2
3 4
C2
b =[100]
sides: <011>
favourable reaction:
½ [111]-[100]=½ [111]
? = 40 MPa
absorption: 100%
weak obstacle
L
c
c
-
Figure 6.16: Conﬁguration C2.
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Description of reaction mechanism
Line initially attracted by the loop
and on contact forms ½[111] segment (1),
which propagates across the loop
and converts it to a ½[111] superjog (4). 
1 2
3 4
C3
b =[010]
sides: <101>
favourable reaction:
½ [111]-[010]=½ [111]
? = 30 MPa
absorption: 100%
weak obstacle
L
c
-
Figure 6.17: Conﬁguration C3.
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5
Description of reaction mechanism
Line initially attracted by the loop (1) and 
forms ½[111] segment on
contact with a loop side (2). 
Upper part of the loop glides down and converts to 
½[111] (3), which glides down on its slip plane
and converts remainder  of loop to 
½[111] (4), i.e. a set of superjogs at ? (5). 
1 2
3 4
C4
b =[100]
sides: <001>
favourable reaction:
½ [111]-[100]=½ [111]
? = 40 MPa
absorption: 100%
weak obstacle
L
c
-
c
Figure 6.18: Conﬁguration C4.
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Description of reaction mechanism
Dislocation originally repelled by loop (1). 
With increasing ?, line contacts loop (2) 
and converts upper half to ½[111],
when slips below dislocation glide plane. 
Lower half acts as [010] pinning segment that
glides across ½[111] loop at ? (3) and
as the dislocation breaks away (4), converts
it to a ½[111] superjog (5).
1 2
3 4
5
C5
b =[010]
sides: <100>
favourable reaction:
½ [111]-[010]=½ [111]
? = 90 MPa
absorption: 100%
moderate obstacle
L
c
c
-
-
Figure 6.19: Conﬁguration C5.
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Description of reaction mechanism
Dislocation contacts loop at one corner (1).
Short ½[111] segment forms at first contact corner (2) 
and then at the second corner (3), so that ½[111] 
segment lays across the loop. Line bows (4)
until two [001] segments below slip plane convert
by reaction [001]- ½[111]= ½[111] (5).
Line with a set of superjogs leaves conjoined triangular
loops ([001] and ½[111]) with common ½[111] segment (6). 
1 2
3 4
5 6
C6
b =[001]
sides: <100>
favourable reaction:
½ [111]-[001]=½ [111]
? =190 MPa
absorption: 25%
strong obstacle
L
c
_
- -
- -
Figure 6.20: Conﬁguration C6.
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Description of reaction mechanism
Line repelled by the loop (1) but with increasing ? it
contacts both corners (2), forming a ½[111] segment
bowing backwards in the dislocation glide plane.
Outer side arms bow towards each other from the 
corners, converting lower side of loop ½[111].
They contact at ? (3) to allow the line to 
breakaway (4), leaving conjoined ½[111] shear loop
and ½[111] loop with common [100] segment (5).
Line reappears on the left (4, 5) due to PBC. 
1 2
3 4
5
C4U
b =[100]
sides: <001>
favourable reaction:
½ [111]-[100]=½ [111]
? =105 MPa
absorption: 0%
moderate obstacle
L
c
-
-
c
Figure 6.21: Conﬁguration C4U.
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Description of reaction mechanism
Line initially repelled by the loop (1) and on contact
with the lower loop corner (2) forms ½[111]
segment, which ceases further propagation. This
lengthens until the lower side of the loop
reforms as [010] and emits ½[111] segment
that bows forward. The loop glides down and
converts to ½[111]. The line breaks away
at ? (3) leaving original [010] loop (4), (5). 
1 2
3 4
5
C5U
b =[010]
sides: <100>
favourable reaction:
½ [111]-[010]=½ [111]
? =150 MPa
absorption: 5%
strong obstacle
L
c
-
_
c
Figure 6.22: Conﬁguration C5U.
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Description of reaction mechanism
Line repelled by the loop (1), but as ? increases, it contacts
bottom corner (2) to form ½[111] segment
with the subsequent stress drop (3). Line breaks away
at ? (4), as it glides along the ½[111] segment (5)
leaving orginal [001] loop (6). 
1 2
3 4
5 6
C6U
b =[001]
sides: <100>
favourable reaction:
½ [111]-[001]=½ [111]
? =110 MPa
absorption: 5%
moderate obstacle
L
c
-
_
c
Figure 6.23: Conﬁguration C6U.
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Description of reaction mechanism
Line attracted by the loop (1) and pinned at the 
upper corner by ½[111] segment. Side arms 
pulled into screw orientation (2) and one cross-slips
to pinching off (3) and leave original [001] loop (4). 
1 2
3 4
C6D
b =[001]
sides: <100>
favourable reaction:
½ [111]-[001]=½ [111]
? =190 MPa
absorption: 5%
strong obstacle
L
c
-
Figure 6.24: Conﬁguration C6D.
Chapter 7
Discussion and conclusions
7.1 Introduction
As mentioned in the Introduction of this thesis, the subject of the research un-
dertaken for this Ph.D. project was the study of hardening mechanisms in α-Fe
due to dislocation-defect interactions, for defects common in fast-neutron irradi-
ated bcc metals, such as SIA loops, Cu precipitates and voids. The method of
study was by utilising atomic scale computer modelling techniques, such as MD
and MS. The main goals were to obtain an obstacle strength mapping of all the
aforementioned defects and to produce quantitative results that could be used
as input parameters for coarser-scale methods, such as DD, in order to assist in
the integration of multi-scale modelling techniques of materials. Due to the com-
plexity and variety of reactions and obstacle strengths and their dependence on
diﬀerent parameters, this is a very complex problem that still needs to be solved
properly.
In the previous chapters, interactions between a 1/2[111](11¯0) edge disloca-
tion and voids and Cu precipitates of various sizes and geometries (chapter 5) and
1/2[11¯1] and 〈100〉 loops (chapter 6) were studied and the corresponding mecha-
nisms discussed and explained. In this chapter the aforementioned mapping and
a short comparative analysis between these defects are in order.
The next subsection will present this comparison and analysis. Subsection
7.3 will refer to potential future areas of study in radiation damage, for a more
concise comprehension of this ﬁeld. This chapter, and the whole thesis, will close
with a short epilogue (subsection 7.4).
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7.2 Comparison of results
A mapping of obstacle strength of defects based on results obtained in past stud-
ies is depicted in ﬁg. 7.1, which shows a comparison of τc obtained under the same
simulation conditions (T=300 K, ˙=10×106 s−1) for interaction of a 1/2[111](11¯0)
edge dislocation with a row of obstacles consisting of either 〈100〉 or 1/2〈111〉 in-
terstitial dislocation loops or spherical voids, with periodic spacing L=41 nm.
All simulations but one used the A04 IAP (37 SIAs 1/2[11¯1] loop used A97, as
indicated in the ﬁgure). The 〈100〉 loops are those treated in chapter 6 of this
thesis, obtained by Dr. D. Terentyev. As shown in table 6.3, τc obtained for
most of these loops was similar to that of loops reproduced by the A97 potential.
This will be more explicitly demonstrated in ﬁgure 7.2, below. The results for
1/2〈111〉 loops are taken from [140], for loops placed initially about 5 nm below
the dislocation glide plane with b equal to either 1/2[11¯1] or 1/2[1¯11]. The voids
were placed with their equators coinciding with the dislocation glide plane (cor-
responding to what was referred to as conﬁguration 0 in chapter 5, as indicated
in the ﬁgure) [115].
The range of τc values for the loops with b=〈100〉 is large. Those with b=[001]
proved to be the strongest obstacles, irrespective of the directions of the loop
sides (in ﬁgure 7.1 loops with sides along 〈110〉 directions are marked as squares
with white interior, in contrast to those with sides lying along 〈100〉 directions
marked as squares with green interior). Among the inclined loops with b=[100]
or [010], conﬁgurations C4 and C5 with 〈100〉 sides are relatively strong, but C2
and C3 with 〈110〉 sides are the weakest of all. Of the four orientations of loops
with b=1/2〈111〉, those with b inclined to the (11¯0) glide plane, i.e. 1/2[11¯1 or
1/2[1¯11], are relatively strong obstacles. The void of 169 vacancies is a weaker
obstacle than the 1/2〈111〉 loops and some of the 〈100〉 loops containing the same
number of SIAs.
Obstacle size dependence of τc is also presented in ﬁgure 7.1 for 1/2[11¯1] SIA
loops and voids, at the same temperature. The number of point defects in each
obstacle is indicated against the data points. The size-range for loops is between
1.6 and 4.9 nm (37-361 SIAs) and for voids between 1.0 and 2.0 nm (59-339
vacancies). A strong size dependence of obstacle strength of 1/2[111] loops is
clear from the ﬁgure. In contrast, void obstacle strength has a much weaker
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Figure 7.1: Comparison of τc for the 〈100〉 loops, 1/2〈111〉 loops and voids obtained
with the A04 potential under the same simulation conditions. The number of SIAs in
the 1/2〈111〉 loops and vacancies in the voids are indicated against the data points.
Also depicted are continuum modelling results. Reproduced from Terentyev et al. [99].
variation with number of vacancies (a result commented on in chapter 5).
Figure 7.1 also presents continuum modelling results represented by the pur-
ple triangles. For these, the obstacle diameter, D, that appears in equation (7)
of [35], has been calculated for a loop or spherical void that contains 169 SIAs
or vacancies, respectively. Continuum modelling with dislocation self-stress in-
cluded has shown that for ‘strong’ obstacles, the edge dislocation bows out so
that its branches at the obstacle form a screw dipole, i.e. they adopt the shape
associated with the Orowan process for impenetrable obstacles and the critical
stress corresponds to that to draw out the dipole. Indeed, τc values obtained for
〈100〉 loops, 1/2〈111〉 loops and voids are 266, 239 and 207 MPa, respectively, sig-
niﬁcantly higher than atomistic results for defects of the same size. This happens
because the continuum approximation mimics a crystal at T=0 K, i.e. no kinetic
eﬀects are considered. An almost screw-dipole conﬁguration was obtained for
all the defects that were strong obstacles, such as C1, C4, C6D, C6, resembling
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Figure 7.2: Comparison of τc for the 〈100〉 loops, 1/2〈111〉 loop, voids and Cu-
precipitates obtained with the A97 potential under the same simulation conditions.
the continuum results. However, temperature (and possibly applied strain rate)
aﬀected the dislocation release mechanism and dislocation breakaway occurred
before a stable dipole was drawn out, thus reducing the value of τc. More details
on the continuum approximation results can be found in [99].
Results obtained within the framework of research presented in this thesis are
compared in ﬁgure 7.2. The simulation conditions are as similar to the ones in
ﬁg. 7.1 as possible, to assist comparison. The potential used was A97, the tem-
perature was 300 K and the strain rate the highest available from the simulations
run (5 or 10×106 s−1). On the left-hand side of this ﬁgure, there are data for
〈100〉 loops, as presented in section 6.3. Next, one conﬁguration was selected
from section 6.2: the one run at 300 K under applied strain rate of 10×106 s−1.
One set of results for all conﬁgurations of voids and precipitates is shown in the
right-hand side, simulated at strain rate of 5×106 s−1. Small and big circles in
the ﬁgure represent 2 and 4 nm defects, respectively.
Once again, like the results presented in the previous ﬁgure, conﬁguration C1
of the 〈100〉 loops is the strongest obstacle, followed by conﬁguration 0 of voids
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4 nm in diameter. The range of values of τc for the 〈100〉 loops is similar to the
ones for the A04 potential. So is the order of obstacle strength, with the obvious
exception of conﬁguration C4 which is a very weak obstacle for the A97 potential
unlike the case of A04. The 1/2[11¯1] SIA loop is a stronger obstacle for A97 than
for A04 (200 MPa compared to 170 MPa). In contrast, conﬁguration 0 for the
339 vacancy void for A97 is a slightly weaker obstacle than that of A04 (156 MPa
compared to 164 MPa).
It is clear from both ﬁgures 7.1 and 7.2 that the size-dependence of the strength
of the loops, voids and precipitates is diﬀerent. The loops with b=1/2[11¯1] exhibit
a 10-fold increase in τc as the number of interstitials increases from 37 to 331,
i.e. as the diameter changes from 1.6 to 4.9 nm. This stems from the fact that,
as mentioned in chapter 6, bL of small loops is spontaneously transformed by
reaction with a gliding dislocation to 1/2[111] and so they are readily absorbed
on it as a pair of superjogs. When large loops react with a gliding dislocation, a
segment on the line with bL=[010] is formed, which is sessile on the (11¯0) plane
and stalls the dislocation motion, which manages to break away either by glide
of the [010] segment over the loop surface or by cross-slip of the screw side-arms
created on the dislocation line (or by a combination of both mechanisms). Hence,
large loops are strong obstacles.
No data is available within this study about the size dependence of obstacle
strength of 〈100〉 SIA loops. Since the mechanisms of their interaction with a
gliding edge dislocation are similar to those of 〈111〉 loops, though, a similar
dependence on size is expected.
Voids have a smaller dependence on size, as mentioned in section 5.3, since
the mechanism of edge dislocation cutting and unpinning is not dependent on
diameter. Precipitate obstacle strength increases more rapidly with increasing
diameter, due to the fact that precipitates are weak obstacles in the ﬁrst place,
and that, in the diameter range studied, the extra mechanism of the bcc-to-fcc
transition occurred only for the big precipitates, increasing their strength.
7.3 Future work
The abundance of diﬀerent defect conﬁgurations and possible simulation param-
eters render this study anything but exhaustive. Indeed, a number of diﬀerent
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ﬁelds of study could be investigated to broaden knowledge and understanding of
radiation-induced phenomena and expand the impact of the research presented
in this thesis.
A large number density of sub-microscopic cavities has been detected in
neutron-irradiated iron by positron annihilation spectroscopy. The interaction
of these ‘loose’ vacancy clusters with dislocation needs to be examined. Also of
relevance to complex steels is the examination at the atomic scale of the Orowan
and Hirsch mechanisms in the interactions of dislocations with impenetrable ob-
jects, such as incoherent precipitates and carbides.
Research could also be expanded to include screw dislocations, the glide of
which is known to control yielding in iron at room temperature and below. De-
spite the importance of screw dislocations for the plasticity of bcc metals, they
have not been examined extensively. Some studies with loops have been reported,
but not with voids or impenetrable obstacles.
Another ﬁeld worth looking into is that of grain boundaries. The impor-
tance of interface and grain size eﬀects has been reported, and the interaction of
dislocations with boundaries in iron may well be worth serious study.
To broaden the scope, the use of diﬀerent IAPs, particularly for ferritic ma-
terials could be employed for new modelling of dislocation behaviour. Diﬀerent
materials need also be studied. These can include tungsten, chromium, vanadium,
berylium, lithium, carbon and tantalum-based materials, all of which may ﬁnd
use for components in fusion reactors. In the longer term, seamless multi-scale
integration is a potential goal. The improvement of radiation hardening models
relies on the integration of diﬀerent scale techniques such as the parametrisa-
tion of the dislocation dynamics(DD)/continuum methods from results such as
dislocation energetics, Peierls stress and dislocation mobility obtained by MD
[12].
7.4 Epilogue
To conclude this thesis, it would be appropriate to zoom out of the speciﬁc
research subject and consider the role of radiation damage studies in the broader
domain of materials science as a whole. As pointed out by Mansur, the chief
editor of Journal of Nuclear Materials, one of the most inﬂuential journals in
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the ﬁeld of radiation damage, in the preface of the celebrational 200th Volume
[148], everything that is known about the behaviour of SIAs and much of what is
known about vacancies are derived from studies of atomic displacements in solids
by radiation. This statement can be expanded: research on radiation damage
enabled not only the development of radiation-resistant structural materials for
nuclear reactors, but also that of other technologies in all ﬁelds of materials
science. As an example, one could mention the improvement of surface properties,
ion-implantation in particular.
Finally, as an epilogue to a thesis dealing with computer simulation, it can be
argued that it is practically impossible to overrate the signiﬁcance of computer
modelling in radiation damage studies themselves. As Milton Rose, the chief
applied mathematician at Brookhaven, replied when asked to simulate radiation
damage cascades so that he could follow in more detail what actually goes on
[24]: ‘it’s a great problem; this is just what computers were designed for’.
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