Abstract. Based on the analysis of the existing Analog-to-Information Converter (AIC) under the framework of Compressed Sensing (CS), a novel model called the Parallel Multi-Filtered AIC (PMF-AIC) is proposed. In this model, the ideal integrators in the traditional AIC model are replaced by analog filters with non overlapping pass-bands, as a result that the independence of sampled measurements can be enhanced. Besides, precise integrate devices are not needed in PMF-AIC, so the complexity of the system is reduced. Experiments results show the feasibility of this model.
Introduction
Traditional sampling theory is based on the Nyquist theorem, which indicates that the lowest sampling frequency of an analog signal should be at least equal to two times the bandwidth of the signal. But current Analog-to-Digital (ADC) technologies cannot meet the demand of sampling task when the bandwidth of an analog signal is ultra-high. Compressed Sensing (CS) [1, 2] provide a novel way to solve this problem, which can achieve sampling a signal at a sub-Nyquist sampling rate and exactly recovery the original signal using an optimization method.
AIC is a practical implementation of CS theory. The first proposed AIC model is the Random Demodulation AIC (RD-AIC) [3] , which has only one sampling channel. In the RD-AIC, the random modulated signal is sampled after a low-pass filter and the sampled measurements are dependent to some extent and this is bad for the reconstruction of original signal. In order to decrease the dependence among the sampled measurements and the sampling rate, a parallel architecture called Parallel Segmented Compressed Sensing (PSCS) structure is proposed in [4] . In the PSCS structure, a number of parallel Branches of Mixers and Integrators (BMIs) are designed, other AIC architectures such as Modulated Wideband Converter (MWC) [5] and Nyquist Folding Analog-to-Information (NF-AIC) converter [6] have similar parallel structure with PSCS. The integrators in the BMIs should be reset to zero in the beginning of every integration time interval, this increase the system complexity.
In this paper we analyze the function of the filter in RD-AIC and show that a band-pass filter is also adequate in RD-AIC. With this conclusion, referencing the design thought of PSCS, a parallel multi-filtered compressive sampling architecture is proposed. The PMF-AIC has no need of precise integrate devices and can enhance the independence of measurements.
Random Demodulation Analog-to-Information Converter
The architecture of RD-AIC is shown in Fig. 1 . Original analog sparse signal ( ) is modulated by a pseudo-random PN sequence of ±1 values, and the alternative speed between +1 and −1 should be faster than the Nquist frequency. After filtered by a low-pass filter, the modulated signal is sampled by a low rate ADC, finally the original signal is reconstructed using the sampled data. Suppose analog signal ( ) (t ∈ (0, T)) can be represented in a linear superposition by a series of analog signals as follow
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Suppose the sampling frequency in RD-AIC is , let = , where ∈ {1,2, … , }, then we can get the th measurement value
The above equation can be written as
where, is an × matrix and its th row and th column element can be written as
The matrix in equation (4) is the sensing matrix in CS theory. Note that ( ), ( ) and ℎ( ) are known factors. So by following the CS theory [1] , we can get by solving an optimization problem formulated as Eq. (6) and then recovery original signal ( ) using Eq.(1).
Filter Analysis of RD-AIC
Random modulation, low-pass filtering and down sampling are three main operations of RD-AIC. Random modulation aims at spreading the features of the signal to the whole spectrum and low-pass filtering aims at selecting the low-frequency part of the modulated signal to extract the feature of original signal. In some of the AIC architectures such as PSCS and MWC, ideal integrators are implemented in order to smooth the random-modulated signal. But it is impossible to implement an ideal integrator in practice. Paper [7] indicates that a high-fidelity integrator is not required in AIC as long as the impulse response of the analog filter can be characterized very accurately. In fact, the function of an integrator or a low-pass filter is to form a smooth analog signal that can be sampled with a low rate. Such a smooth analog signal contains the feature of the original signal.
As all the frequency components of random-modulated signal may imply features of the original signal, so it is possible to apply a band-pass filter in RD-AIC as long as the filtered signal can be sampled precisely by a low rate ADC. To meet this requirement, the pass band of the band-pass filter should be located on the low frequency part of the spectrum. 
Parallel Multi-Filtered Analog-to-Information Converter
As band-pass filter is analyzed to be working in the RD-AIC, it is possible to design a parallel structured AIC that applying different filters in different branches. So we proposed the Parallel Multi-Filtered Analog-to-Information Converter (PMF-AIC) which is show in Fig.3 . In each branch of PMF-AIC there is an analog filter after the mixer, each filter is different from the others, in other words, the pass-band of each filter is not overlapped. By setting this, the sampled measurements of each branch are taken from different frequency part of the random modulated signal after mixers. From this perspective, the dependence of different measurements is decreased. Fig.3 . Architecture of PMF-AIC Assume the total number of branches is and the measurements number taken in the th branch is , then the total number of all the measurements should be
Further assume the sampling frequency in the th branch is and the impulse response of the filter in the th branch is ℎ ( ), then the th measurement in the th branch can be expressed as
Formula (8) can be expressed in matrix form as = , where is an × 1 vector and is an × matrix with its th row and th column element is
All the measurements in all the branches can make up a new × 1 vector
where, = ( , , … ) , = ( , , … ) . Note that equation (10) has the same form with Eq.(4) and then we can solve it with Eq.(6).
Simulation
We choose the multi-sinusoid signal as the test original signal and the highest frequency of original signal is 5GHz. Five PMF-AICs with the branch number from 1 to 5 are compared in the simulation. The pass-bands of filters used in each PMF-AIC are shown in Table. 1. Note that a PMF-AIC with just one branch shown in Table. 1 is equivalent to a RD-AIC. An orthogonal matching pursuit algorithm (OMP) [8] is used to recovery the original signal in the simulation. Table. Fig.4 . Note that the sampling frequency labeled in x-axis represents the sum of sampling frequency in all the branches of a PMF-AIC. The actual sampling frequency in each branch is smaller than labeled except when the branch number is 1. As we can see that the performances are lifting when the branch number is larger than one. Unfortunately, the extent of performance lifting is becoming smaller when increase the number of branches, this is may be due to the upper limit of the reconstruction algorithm.
Fig.4. Simulation results

Conclusions
In this paper we analyze the function of the filter in RD-AIC and show that a band-pass filter is also adequate in RD-AIC. A parallel multi-filtered compressive sampling model is proposed and the proposed PMF-AIC has lower complexity. In the simulation, original signal are successfully reconstructed under the framework of PMF-AIC. Future work may concentrate on exploring more detailed design of this architecture of AIC. 
