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Abstract
This paper proposes a novel and exact method to recon-
struct line-based 3D structure from a single image using
Manhattan world assumption. This problem is a distinctly
unsolved problem because there can be multiple 3D recon-
structions from a single image. Thus, we are often forced to
look for priors like Manhattan world assumption and com-
mon scene structures. In addition to the standard orthogo-
nality, perspective projection, and parallelism constraints,
we investigate a few novel constraints based on the phys-
ical realizability of the 3D scene structure. We treat the
line segments in the image to be part of a graph similar to
straws and connectors game, where the goal is to back-
project the line segments in 3D space and while ensuring
that some of these 3D line segments connect with each other
(i.e., truly intersect in 3D space) to form the 3D structure.
We consider three sets of novel constraints while solving
the reconstruction: (1) constraints on a series of Manhattan
line intersections that form cycles, but are not all physically
realizable, (2) constraints on true and false intersections
in the case of nearby lines lying on the same Manhattan
plane, and (3) constraints from the intersections on bound-
ary and non-boundary line segments. The reconstruction is
achieved using mixed integer linear programming (MILP),
and we show compelling results on real images. Along with
this paper, we will release a challenging Single View Line
Reconstruction dataset with ground truth 3D line models
for research purposes.
1. Introduction
As Sugihara [38] points out:
Human beings invented a noble class of pictures
called “line drawings” as a means of represent-
ing three-dimensional shape of objects.
The research in line drawings spans several domains (ge-
ology, engineering drawing, human communication, com-
puted aided systems, art, etc.). Line drawings can be seen
Figure 1. Left: Line drawing of a physically realizable truncated
tetrahedron with truncation at one of the vertices. Right: Several
polyhedrons placed at different distances in 3D space can project
to form the image of a truncated tetrahedron. The figure is adapted
from [38]
as a visualization tool that shows human interpretable dia-
grams with reduced dimensions compared to original image
or other sensor data.
Consider an example in Fig. 1. On the left, we show the
projection of the truncated tetrahedron. On the right, we
show one possible 3D model where a set of polyhedrons
in 3D space project to form an image of truncated tetrahe-
dron. While the human brain can interpret the geometry
of the underlying 3D object without much effort (on most
line drawings), how do we make the computer identify the
most appropriate interpretation of the line drawings? This
problem is one of the classic problems in 3D reconstruction,
ever since Robert built a system to identify the 3D proto-
type whose projection matches with the line drawings in
2D [32]. In addition to computer vision, several other do-
mains such as constraint satisfaction [8] focused on devel-
oping novel algorithms for line drawing interpretation, and
used this problem as their test case. While classical algo-
rithms heavily relied on identification of novel and intricate
constraints that can handle several pathological cases, not
much effort was made to apply these methods on real data.
Many of the modern methods have completely ignored the
classical results, and they are focused on developing simple
"black-box" algorithms that seem to produce good pixel-
wise results on large datasets, but not 3D models with pre-
cise boundaries. This makes us wonder as to whether we
can borrow some useful ideas from these classical works
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Figure 2. (a) We show an image of an outdoor scene. The red,
green and blue lines denote the line segments that are directed
along x, y and z directions in the 3D space. (b) While several
2D line segments intersect in the image space, a subset of these
intersections also occur in 3D. We propose novel constraints to
identify these "true" intersections in 3D to reconstruct the object
in 3D space as shown in different perspective views (c),(d) and (e).
for reconstructing from real world data.
The term “3D Reconstruction” is defined in many ways.
Very often, it refers to an algorithm that generates some
geometrical entities/coordinates, such as the extraction of
sparse/dense point cloud or plane-based 3D models. How-
ever, limited work has been done in the context of identify-
ing all the underlying constraints in the geometrical model.
We argue that an accurate 3D model not only generates the
3D coordinates of most points in the object, but also devel-
ops CAD-style or polyhedral 3D models to obtain the as-
sociated line segments, their orientations, angles and inter-
sections with other line segments, as well as their physical
locations.
Consider Fig. 2. We show the original image and the
Manhattan line segments detected on the image. Using the
line reconstruction algorithm proposed in this paper, we
show the results from three different viewpoints in (c),(d),
and (e). Our approach builds on top of the line-lifting
framework using Manhattan line segments and identify-
ing the connectivity information [30]. The basic idea in
[30] is to formulate the 3D reconstruction problem as a
Boolean optimization problem where the goal is to iden-
tify the correct intersections between nearby line segments
in 3D space. In this paper, we propose novel constraints
based on the physical realizability of the scene to improve
their results. In contrast to the work of [30], which uses
L1-norm minimization to relax the originalL0−norm prob-
lem, we formulate the reconstruction problem using mixed-
integer linear programming (MILP) without any relaxation.
While identifying the true connectivity, we formulate the
problem on a line graph with line segments as vertices and
their potential connections as edges. This paper explores
three different constraints in the context of single-view re-
construction for Manhattan worlds. In the first class of con-
straints, we consider sub-graphs that are cycles and propose
novel constraints that rule out certain intersections. In the
second class, when a line segment belongs to one of Man-
hattan planes (i.e., planes oriented in the Manhattan direc-
tions), we enforce constraints on certain intersections based
on planarity constraints. The third family of constraints en-
forces boundary constraints: we identify the boundary and
non-boundary line segments and prohibit certain types of
intersections. These constraints are shown to produce im-
provement over the existing methods. To the best of our
knowledge, no prior work has used such constraints.
1.1. Contributions
The main contributions of this paper are as follows:
• We propose cycle graph constraints for enabling single
view 3D reconstruction.
• We propose planarity constraints based on nearby line
segments lying on planes oriented along Manhattan di-
rections.
• We propose boundary constraints on the intersections,
based on whether certain line segments are boundary
or non-boundary ones.
• We formulate the problem as a mixed-integer linear
programming (MILP) that incorporates the hard geo-
metrical constraints proposed in this paper.
• We show compelling real world reconstruction results
and show both qualitative and quantitative improve-
ment over existing methods.
2. Related Work
Though single view reconstruction (SVR) is a classical
problem in computer vision [21, 26, 32, 38, 40], it is still
an actively researched topic to this date. We classify the ex-
isting methods into two classes: constraint-driven and data-
driven methods.
Constraint-driven classical results. Most classical meth-
ods were constraint-driven, and in particular, utilized tech-
niques to classify line segments into convex, concave, and
occluding labels. The underlying assumptions are that line
segments are obtained from the intersection of two planes
and the angle between the planes determines the label. Once
the line labeling problem is solved using constraint satis-
faction algorithms such as backtracking, it is possible to lift
the line segments in 3D space [38]. The theory for han-
dling non-planar surfaces and analysis with intersections
and junctions from curves was developed a few decades
ago [26]. While the theory has been established for syn-
thetic line drawings, such techniques have never been tested
on real world images [38]. This is because many of the as-
sumptions used in classical works do not hold true on real
images. First, there are lots of spurious and missing line
segments in real images. The connectivity between line seg-
ments is not available and there is no straightforward way to
get this. In fact, this paper primarily focuses on generating
the connectivity between 3D line segments, and this infor-
mation is assumed to be already available in all the classical
approaches. Thus it is not all that surprising to see that a
minimal user-interaction to manually provide the connectiv-
ity and constraints can help us generate accurate 3D models
from a single image [10, 37].
Data-driven methods. In contrast to classical results
that employ geometrical constraints, recent learning based
methods use hundreds of training images to get a mapping
between semantic classes and geometry of the scene, i.e.,
the pixel-wise class labels can provide depth cues. For ex-
ample, Hoiem refers to this as the geometric layout esti-
mation which looks at the problem as a semantic segmen-
tation algorithm to classify the pixels in the image pixels
into sky, buildings and ground [18, 19]. This classification
is already sufficient to generate popup models and enable
stereoscopic content generation. Saxena et al. [33] devel-
oped an algorithm for depth estimation from a single im-
age using collinearity and coplanarity assumptions. Clut-
ter makes the problem of indoor reconstruction particularly
challenging using single views. Hedau et al. [17] used a
cuboid approximation and evaluates different hypotheses
to identify the best cuboid using structured learning meth-
ods. Several novel ideas such as the computation of ori-
entation maps [23], inferring geometry from human activ-
ities [14] and even physics-driven stability and mechanical
constraints [15] have been utilized for single view recon-
struction. Schwing et al. [35] used efficient inference ma-
chinery to show improvement in the indoor layout estima-
tion algorithm. With the recent resurgence of deep learning
methods, an end-to-end deep neural network (DNN) have
been proposed to obtain single view 3D reconstruction [25].
While recent learning based algorithms are promising, sev-
eral decades of constraint-based techniques should not be
excluded, as they do provide strong tools for obtaining ac-
curate 3D models, that are not easy to obtain using purely
learning based techniques.
Recent constraint-based SVR methods. One of the most
popular constraints, not explored much in classical re-
sults [29], is the so-called Manhattan world prior [9]. Most
man-made scenes, both indoor and outdoor, satisfy the
Manhattan world assumption [9]. Delage et al. [11] used
this assumption in an MRF framework to reconstruct in-
door scenes. Constraints based on Manhattan grammar
have been used for modeling buildings from aerial pho-
tos [39]. Our work is related to the geometrical constraints
used in [24, 13]. Structures like rectangles were detected
in [16, 28], and they can be ordered according to their
depth [41]. The single view 3D reconstruction is formulated
as a model fitting problem and vertical walls and ground
plane are estimated [6]. Template or example-based ap-
proaches have been used to reconstruct 3D scenes from line
drawings [7]. Elasticity constraints have been explored in
single view 3D reconstruction of non-planar surfaces [27].
Kushal and Seitz developed a single view 3D reconstruction
for piece-wise swept surfaces [22]. Recently, it was shown
that junction features can be extracted from real images us-
ing an efficient voting scheme [31]. Junctions are points
where two more or more lines intersect, and based on the
number of lines and the angles between them, they can be
generally classified as L, Y , and X . This work uses junc-
tions for designing penalty terms in a linear programming
(LP) formulation.
Constraint-based multi-view methods. We review a few,
definitely not all, multi-view reconstruction methods that
have exploited interesting constraints in the context of 3D
reconstruction using line segments. Jain et al. [20] used
connectivity constraints for reconstructing lines from mul-
tiple images. Sinha et al. [36] used Manhattan priors for
obtaining plane-based 3D reconstruction from multiple im-
ages. Line reconstruction using multiple images and orien-
tation constraints has been done in [34]. 3D reconstruction
from point-clouds is formulated as a binary labeling prob-
lem to generate accurate 3D models [4].
3. Method
Given an image of a Manhattan scene, our goal is to re-
construct a line model of the underlying 3D scene. We begin
by using a line segment detector [5] to detect line segments
in the image. In 2D, each line segment li can be represented
by its end points pi1 and pi2. We assume that the scene pri-
marily has Manhattan lines – lines that are oriented along
3 orthogonal directions, henceforth known as the x, y, z di-
rections of the world space. If this assumption holds, we can
estimate the vanishing points of these three directions in the
image, and hence compute a rotation matrix R that relates
the camera coordinates to the world coordinates, provided
the intrinsic camera matrix K is known. Using the van-
ishing points, we can also label each line li with its “true
direction” label Di ∈ {x, y, z}. Note that this true direction
is the actual direction of the underlying 3D line in world
space. In cases where a line coincides with the line joining
two vanishing points, the estimated “true direction” may be
incorrect.
We use little pia to denote endpoint a of line li in 2D, rep-
resented in 2D homogeneous coordinates. The same point,
in 3D world space is denoted by capital Pia (not homoge-
neous coordinates). For convenience, we say that the ori-
gins of the world and camera spaces coincide at the camera
center. Thus 2D and 3D points are related by
Pia = λiaR
−1K−1pia (1)
= λiadia, (2)
where the vector dia = R−1K−1pia is the direction of a ray
from the origin to Pia in world coordinates, and the scalar
λia is the distance the ray has to travel from the origin to
reach Pia.
3.1. Line Graph
Figure 3. (a) Detected line segments at the boundaries of a cuboid.
(b) Extend the line segments to form intersections. (c) A simple
line graph where line segments become vertices and intersections
between line segments become edges.
Our approach is that all pairs of line segments which
intersect in 2D and which have different true-direction la-
bels are candidates for being an intersecting pair of lines
in 3D. We can thus think of a “line graph” of the image,
where the set of lines li, lj , . . . correspond to the vertices
V = {i, j, . . .} of the graph, and the set of intersections
corresponds to the set of edges E of the graph as shown in
Fig. 3.
3.2. Reconstruction as Optimization
Every edge of the line graph corresponds to either a real
intersection in the 3D scene (i.e. the corresponding 3D lines
actually intersect), or not (See Fig. 4). Consequently, we
associate with each edge (i, j) ∈ E a boolean variable bij ,
where a value of 1 indicates a real intersection. Since the
ground truth values of the Boolean variables are unknown,
we pose this as an optimization problem. We argue that we
want as many edges as possible to correspond to actual in-
tersections, and we maximize the (weighted) number of real
intersections in the scene. The optimization is over λia and
bij variables; the vectors dia, and the matrices R and K are
known constants. This optimization is subject to Manhattan
constraints. Since all of our constraints and the objective are
linear, the optimization can be expressed as a mixed integer
linear program (MILP)
max
λia,bij
∑
(i,j)∈E
wijbij (3)
s.t. |λiadiaα − λjbdjbα| ≤ L(1− bij), a, b ∈ {1, 2},
α = {x, y, z} \ {Di,Dj}, (i, j) ∈ E (4)
|λi1di1β − λi2di2β | ≤ 0,
β ∈ {x, y, z} \ {Di}, i ∈ V (5)
λia ≥ 1, a ∈ {1, 2}, i ∈ V, (6)
where wij is the weight associated with every intersection,
L is a large constant, and diaα represents the α-component
of the direction vector of the end point a of line li. The
weights can be derived from Manhattan junctions, which
are points in the images where two or more lines intersect.
In the work of [30], a voting based junction detector [31]
was employed. In this paper, we use a simple algorithm
that just looks for intersection of line segments to classify
the junctions into L, Y , and so on. We use the same weights
that were used in [30] for intersections associated with dif-
ferent junctions.
Figure 4. Real and fake intersections (circled with magenta and
yellow, respectively). The blue z-line does not intersect with the
red x-lines.
The first constraint says that if a candidate pair of lines
is intersecting (bij = 1), then the component of the vec-
tor joining their end points along the third, mutually per-
pendicular direction is 0. L is a large constant. That is, if
Di = x, and Dj = y, then the z-component of the vector
(λiadia − λjbdjb), i.e., (λiadiaz − λjbdjbz) is 0.
The second constraint says that the projection of a line
segment along directions other than its true direction is 0,
and the third constraint forces all the points to be in front
of the camera, beyond a certain distance (as opposed to be-
ing behind it). Note that this constraint is essential because
without it, λia = 0 trivially maximizes the objective func-
tion to
∑
(i,j)∈E wij , it’s maximum possible value.
Multiple disconnected components in the line graph can
not be reconstructed in the same scale, and thus we only
show the reconstruction of the largest connected component
of the line graph, up to a scale factor.
Though not all intersections in the image correspond to
actual intersections in the scene, it is possible to come up
with a set of feasible intersections by enforcing a set of con-
straints which are described in what follows.
3.3. Cycle Graph Constraints
Consider Fig. 5. The red, green, and blue colored lines
denote the directions along x, y, and z axes in the world
coordinate frame. In (a) we observe a series of intersections
that form a cycle graph. Let us assume that the lengths of
line segments are given by α’s. Since the structure is only
Figure 5. (a) A series of line intersections forming a cycle graph
where all the intersections may happen in a physically realizable
structure. (b) A cycle graph where all the intersections can not all
hold true.
known up to a scale, we assume that αi ≥ 1. Let us assume
that the 3D point associated with a reference point, say I13
is given by (x13, y13, z13)T . By traversing the cycle and
returning to the point I13, we can write
x13y13
z13
 =
x13y13
z13
+ α1
10
0
+ α2
01
0
+ α3
00
1

−α4
10
0
− α5
00
1
− α6
01
0
 (7)
Since we start and end at the same point, we have the fol-
lowing equations from the three coordinates of the point:
{α1 − α4 = 0, α2 − α6 = 0, α3 − α5 = 0}, (8)
where all α’s are positive. It is evident that several solutions
satisfy these equations. However, in Fig. 5(b), we have only
one line segment along the z direction. In order to start
at point I13 and end at the same point traversing along the
cycle graph, we have following conditions:
{α1 − α4 = 0, α7 − α6 = 0, α5 = 0} (9)
The above set of equations is infeasible because αi ≥ 1.
From the above example, it is also evident that if the cycle
graph consists of only one line segment along one of the
three Manhattan directions, then all the intersections can not
hold true.
In Fig. 6, we show a real image with cycle graph of
length three, with an x-line, which intersects with a y-line,
which intersects with a z-line, which, in turn intersects with
the x-line – an xyz 3-cycle. At most 2 of the intersections in
the cycle can be true intersections, because it is not possible
to start at a point, travel first along the x axis, then along y,
and finally along z, and end up at the same location.
If the lines in the example above were, for instance,
li, lj , lk, the constraint can be expressed as
bij + bjk + bik ≤ 2. (10)
Figure 6. A 3-cycle. The line colors red, green, blue correspond to
the x, y, z directions. Such a set of intersections is not physically
realizable.
3-Cycles. The only type of 3-cycle that can exist in a line
graph is the one described in the example above, the xyz-
type, because intersections between lines with the same la-
bel are not considered in the line graph. For each such 3-
cycle, we add a constraint as described by equation 10.
4-Cycles. With cycles of length 4, we have two types: the
xyxy-type (or cyclic permutations yzyz, xzxz), and the
xyzy-type (or its permutations). Now in an xyxy type cy-
cle, it is possible for all of the intersections to be valid, and
hence we do not add any constraints for this type of cycle.
However, in an xyzy-type cycle, at most 3 of the inter-
sections can be real, and we add the constraint
bij + bjk + bkl + bli ≤ 3, (11)
where li, lj , lk, ll are the lines involved, in order.
3.4. Planarity Constraints
In addition to the cycle constraints, we implement an-
other type of constraints, which we call the planarity con-
straints. Consider a pair of parallel x-lines. They can either
(a) form an xy-plane, or (b) form an xz-plane, or (c) not
form a Manhattan plane. If they form an xy-plane, then
any y-line must intersect with either both x-lines, or none
of them (as long as this y line shares an edge with both of
our x-lines in the line graph). Also, any z can intersect with
at most one of the x-lines.
We formulate this constraint as follows. For each such
pair {lk, ll} with direction Dk = Dl = d, we define two
Boolean variables, pi(e)kl and pi
(f)
kl , corresponding to the other
two directions {x, y, z} \ {Dk}. A value of 1 for these vari-
ables represents that the plane is parallel to the correspond-
ing direction. For instance, for a pair of y-lines lk and ll,
the variables pi(x)kl and pi
(z)
kl , correspond to the x and z direc-
tions respectively. A value of 1 for pi(x)kl indicates that the
two lines lk and ll form an xy plane, and a value of 1 for
pi
(z)
kl would indicate that the two lines form a yz plane. Of
course, it’s possible for the lines to not form a Manhattan
plane, and so at most one of these variables may take the
Figure 7. Boundary (magenta) and non-boundary (orange) lines
are shown on a typical outdoor scene.
value 1, i.e.
pi
(e)
kl + pi
(f)
kl ≤ 1, {e, f} = {x, y, z} \ {d = Dk}. (12)
Consider a line lm, such that (k,m) ∈ E , and (j,m) ∈
E , assuming w.l.o.g. that Dm = e, we write
if pi(e)kl = 1 : bkm = blm, (13)
if pi(f)kl = 1 : bkm + blm ≤ 1. (14)
Since pi(e)kl , pi
(f)
kl are themselves variables, we rewrite the
constraints as
pi
(e)
kl + bkm ≤ 1 + blm, (15)
pi
(e)
kl + blm ≤ 1 + bkm, and (16)
pi
(f)
kl + bkm + blm ≤ 2. (17)
And since we want to have as many Manhattan planes as
possible, we define another objective term
max
∑
(k,l),Dk=Dl
pi
(e)
kl + pi
(f)
kl . (18)
3.5. Boundary Line Constraints
Since we are primarily concerned with piece-wise planar
scenes, we design a constraint that explicitly enforces this.
Each line in the scene is either at an intersection of two
planes in the scene (a boundary line), or it is in the middle
of a plane (a non-boundary line), as shown in figure 7.
If a line is a non-boundary line, it can intersect with lines
from only a particular direction, i.e. if a y-line is in the mid-
dle of a yz-plane, then it is not allowed to intersect with any
x-line.
For each line li, we define the Boolean variable Bi,
where a value of 1 indicates that li is on the boundary. For
all pairs of lines {lm, ln} such that (i,m) ∈ E , (i, n) ∈ E ,
and Dm 6= Dn, we enforce the constraint
bim + bin ≤ 1 +Bi. (19)
That is, if li is a boundary line (Bi = 1), we would allow it
to intersect with both lines, but if it’s a non-boundary line,
it can intersect with at most one of those lines.
Finally, in accordance with the piece-wise planar as-
sumption, we would like as few lines to be boundary lines
as possible, and we define yet another objective term
max
∑
i∈V
(1−Bi). (20)
3.6. MILP Formulation
Since all the constraints and the objective terms are lin-
ear, this is a mixed integer linear program (MILP). The full
MILP can be written as
max
{∑
(i,j)
wijbij + µ1
( ∑
Dk=Dl
pi
(e)
kl + pi
(f)
kl
)
+ µ2
∑
i
(1−Bi)
}
, (21)
subject to
|λiadiaα − λjbdjbα| ≤ L(1− bij), a, b ∈ {1, 2},
α = {x, y, z} \ {Di,Dj}, (i, j) ∈ E (4)
|λi1di1β − λi2di2β | ≤ 0,
β ∈ {x, y, z} \ {Di}, i ∈ V (5)
λia ≥ 1, a ∈ {1, 2}, i ∈ V, (6)
bij + bjk + bik ≤ 2, {(i, j), (j, k), (k, i)} ⊆ E (10)
bij + bjk + bkl + bil ≤ 3,
{(i, j), (j, k), (k, l), (i, l)} ⊆ E (11)
pi
(e)
kl + pi
(f)
kl ≤ 1, {e, f} = {x, y, z} \ {d = Dk}. (12)
pi
(e)
kl + bkm ≤ 1 + blm, (15)
pi
(e)
kl + blm ≤ 1 + bkm, (16)
pi
(f)
kl + bkm + blm ≤ 2, (17)
bim + bin ≤ 1 +Bi, (19)
where µ1 and µ2 are parameters that we tune.
Because of noise in image acquisition and calibration,
we may not be able to satisfy the constraints 4 and 5 exactly,
and so we relax these using slack variables.
3.7. Minimum Spanning Tree
A sufficient condition to reconstruct all N lines of a line
graph is that the graph is a tree, i.e. it (a) is connected, and
(b) has N − 1 edges. In our approach, we might have more
Algorithm 1 Line Reconstruction Algorithm
Input: Image I
Output: Set of lines L in 3D
1: L2D0 = {(pi1, pi2)} ← DetectLineSegments(I)
2: (Vx, Vy, Vz)← EstimateVanishingPoints(L2D)
3: D = {Di : i ∈ L2D} ← Label(L2D0, Vx, Vy, Vz)
4: G0 = (L2D0, E0)← CreateLineGraph(L2D0,D)
5: G = (L2D, E)← LargestConnectedComponent(G0)
6: bij , λia ← SolveMILP(L2D, E) (Equation 21)
7: Pia ← λiaR−iK−1pia
8: L ← {(Pi1, Pi2)}
than N − 1 edges, and we simultaneously identify whether
each edge is real (bij), and solve for the λia variables. How-
ever, since only the edges from the minimal spanning tree
are “necessary”, in terms of evaluating the approach we
look at the fraction of real intersections in the MST. The
full procedure is outlined in Algorithm 1.
4. Experiments
4.1. Data Collection
One of the main contributions of this work is the dataset
– 50 high resolution (4K) distortion-corrected photos of ur-
ban scenes acquired using a calibrated GoPro, with detected
lines. Note that this dataset is far more challenging than
York Urban database [12] used in [30], since the images
are captured from a car-mounted camera with a large vari-
ation in the depth of the buildings in the images. The in-
tersections of the lines have been (manually) marked as real
or fake. To calibrate the GoPro and correct the images for
distortion, we use MATLAB’s Camera Calibration toolbox.
For line segment detection we used code from [5]. Finally,
we labeled the line intersections as real or fake, using a sim-
ple UI we built (in MATLAB).
4.2. Implementation
Our line reconstruction code is written in C++, using
Eigen [1] for the geometry part, and Boost Graph [3] for
the graph functionality.
To solve the MILP, we use Gurobi Optimizer [2], which
uses a branch and bound algorithm, which we terminate
early if necessary based on a time budget of 300 seconds.
In most of our examples, however, we observe that the op-
timization runs to completion far quicker, with an average
reconstruction time of 18 seconds per image on a desktop
computer, and only 3 of the 50 requiring early termination.
This implies that we achieve the globally optimal solution
for the objective function in most of the images.
For constructing the line graph, we extend all lines by 30
pixels on both sides, and for the parameters corresponding
to the planarity and boundary constraints, we use the values
Table 1. Ablation study for the various constraints over the base-
line method.
Method Mean Acc. % Norm. Acc. %
Baseline [30] 80.5815 78.3001
Boundary (B) 82.8908 80.5984
Cycles (C) 81.4417 79.2585
Planarity (P) 80.9835 78.6172
B + C 82.9095 80.5094
B + P 83.003 80.5325
C + P 81.5819 79.4258
B + C + P 83.2087 80.6073
Table 2. Statistics of lines, line graphs, and true intersections.
Total # labeled images 50
Avg # line segments in largest con-
nected component
214.9
Avg # of connections in line graph 867.22
Avg # correct connections 751.78
Avg # incorrect connections 115.44
µ1 = 0.5 and µ2 = 10 respectively, tuned using a simple
grid search.
In practice, the reconstruction is relatively insensitive to
parameter tuning, with the percentage accuracies decreas-
ing only by at most 0.4% even for a worse choice of param-
eters (as long as they are non-zero).
5. Results
We evaluate our method both quantitatively and qualita-
tively. For the former, we report the fraction of intersections
in the minimum spanning tree that have a ground truth la-
bel of “real”, as opposed to intersections that have a value
of fake. We report these numbers with and without all of
the constraints we have described previously. These results
are summarized in table 1. If na of the Na intersections
in the MST from image a are real, then the mean accuracy
is defined as
∑
a na∑
aNa
, and the norm. accuracy is defined as
meana(
na
Na
). The ablation study demonstrates that each set
of constraints provide some benefits over the baseline [30].
We also report some statistics of our dataset in table 2.
Selected images and reconstructed 3D models are pre-
sented in table 3. The first five rows are some of the good
results, and the last two rows are representative of the failure
cases. Note that the reconstruction only shows the largest
connected component in the line graph.
6. Discussion
We show three sets of novel constraints that are applica-
ble for single view line reconstruction. The proposed con-
straints show improvement over the state-of-the-art tech-
niques. We will release a new challenging dataset for test-
ing line-based reconstruction of Manhattan worlds. We can
Table 3. The first five rows are some of the good results, and the last two rows are the failure cases.
Image Line Segments 3D View 1 3D View 2
think of several possible future avenues for this research.
First, we plan to incorporate occluding contour lines such
as skylines [?] in the 3D reconstruction pipeline. Since
most of the constraints are hard (i.e., they have to be strictly
satisfied), the performance was not sensitive to parameter
tuning for the constraints. However, it is important to real-
ize that we employ only a fraction of the set of all possible
constraints. One possible research would be to identify the
subset of most important constraints that enable the most
accurate single view 3D reconstruction. Since the approach
already recognizes local planes and boundary lines, we can
move toward reconstructing a plane-based 3D model.
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