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Abstrat
We present a graphial representation of the supersymmetry and a
C-program for the graphial alulation. Calulation is demonstrated
for 4D Wess-Zumino model and for Super QED. The hiral operators
are graphially expressed in an illuminating way. The tedious part of
SUSY alulation, due to manipulating hiral suxes, redues onsid-
erably. The appliation is diverse.
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1 Introdution
The supersymmetry is the symmetry between fermions and bosons. It was
introdued in the mid 70's. At present the experiment does not yet onrm
the symmetry, but everybody aepts its importane in nature and expets
fruitful results in the future developement. The requirement of suh a high
symmetry osts a sophistiated struture whih makes its dynamial analysis
diult. In this irumstane, we propose a alulational tehnique whih
utilizes the graphial representation of SUSY. The representation was pro-
posed in [1, 2℄.
1
The spinor is represented as a slanted line with a diretion.
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An improved version of Ref.[1℄ has reently appeared as Ref.[3℄.
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Its hirality is represented by the way the line is drawn. The introdutory
explantion is given in the text. The advantage of the graph expression is the
use of the graph indies. Every independent graph, whih orresponds to a
unique term in the ordinary alulation, is lassied by a set of graph indies.
Hene the main eorts of programinng is devoted to nd good graph indies
and to ount them. SUSY alulation generally is not a simple algebrai or
ombinatori or analytial one. It involves the vast branh of mathematis
inluding Grassmann algebra. The deliate property of hirality is produed
in this environment. Hene it seems that the ordinary(popular) programs,
suh as Mathematia, Maple, REDUCE, MAXIMA, form, do not work. It
requires a more fundamental language. We take C-language and present a
rst-step program. Future development to the level of the previously ited
ordinary programs is muh expeted.
The notation in the text is based on the standard textbook by Wess and
Bagger[4℄.
2 Spinors in SUSY: Graphial Representation
and Storage Form
Weyl spinors have the SU(2)L×SU(2)R struture. The hiral sux α, appear-
ing in ψα or ψα, represents (fundamental representation, doublet representa-
tion) SU(2)L and the anti-hiral sux α˙, appearing in ψ¯
α˙
or ψ¯α˙, represents
SU(2)R. The raising and lowering of suxes are done by the antisymmetri
tensors ǫαβ and ǫαβ .
(ǫαβ) =
(
0 1
−1 0
)
, (ǫα˙β˙) =
(
0 −1
1 0
)
, ǫαβǫβγ = δ
α
γ ,
ψα = ǫαβψβ , ψ¯α˙ = ǫα˙β˙ψ¯
β˙ . (1)
They are graphially expressed by Fig.1. We enode them as follows. We use
2 dimensional array with the size 2×2. The four hiral spinors are stored in
C-program as the array psi[ ℄[ ℄.
Fermioni Fields
(1) (Weyl) Spinor [Symbol: p ; Dimension: M
3/2
℄
ψα
psi[0,0℄=α
psi[0,1℄=empty
psi[1,0℄=empty
psi[1,1℄=empty
ψα
psi[0,0℄=empty
psi[0,1℄=α
psi[1,0℄=empty
psi[1,1℄=empty
ψ¯α˙
psi[0,0℄=empty
psi[0,1℄=empty
psi[1,0℄=empty
psi[1,1℄=α˙
ψ¯α˙
psi[0,0℄=empty
psi[0,1℄=empty
psi[1,0℄=α˙
psi[1,1℄=empty
3
Figure 1: Weyl fermions.
The rst olumn takes two numbers 0 and 1; 0 expresses a 'hiral' operator
ψ, while 1 expresses an 'anti-hiral' operator ψ¯. The seond olumn also takes
the two numbers; 0 expresses an 'up' sux, while 1 expresses an 'down' one.
Note: Chiral spinor suxes α, β, · · · are expressed , in the present C-
program, by positive odd number integers 1,3,· · · , while anti-hiral ones
α˙, β˙, · · · are by positive even number integers 2,4,· · · . This onvension (dis-
riminative use of even and odd integers) is, at this stage, rather redundant
in the sense that the hirality (ψ or ψ¯) an be read by the rst element
number of the array psi[2℄[2℄ for a non-empty data, i.e. 0 for ψ (psi[0℄[*℄=α)
and 1 for ψ¯ (psi[1℄[*℄=α˙). (The situation is the same for some other spinors
∂mψ, θ, · · · . See the later disription. ) The onvension, however, will soon
beome important to disriminate the hirality of the spinor matries; σ and
σ¯.
Note: 'empty' is expressed by a default number (, for example, 99) in the
program.
(2) First derivative of spinor [Symbol: q ; Dimension: M
5/2
℄
The rst derivative of the spinor is graphially expressed by the upper graph
of Fig.2. It is stored by one 2×2 array dps[ ℄[ ℄ and one variable dpsv.
∂mψ
α
dps[0,0℄=α
dps[0,1℄=empty
dps[1,0℄=empty
dps[1,1℄=empty
dpsv=m
∂mψα
dps[0,0℄=empty
dps[0,1℄=α
dps[1,0℄=empty
dps[1,1℄=empty
dpsv=m
∂mψ¯α˙
dps[0,0℄=empty
dps[0,1℄=empty
dps[1,0℄=empty
dps[1,1℄=α˙
dpsv=m
∂mψ¯
α˙
dps[0,0℄=empty
dps[0,1℄=empty
dps[1,0℄=α˙
dps[1,1℄=empty
dpsv=m
Here the vetor sux expresses the Lorents sux of a dieretial operator.
Note: The vetor suxes m, n, · · · are expressed by 51, 52, · · · in the
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Figure 2: Derivatives of fermions.
present program.
(3) Sigma Matrix [Symbol: s ; Dimension: M
0
℄
Sigma matries σm, σ¯m are graphially expressed in Fig.3.
They are stored as the 2×2 array si[ ℄[ ℄.
σmαα˙
si[0,0℄=empty
si[0,1℄=α
si[1,0℄=empty
si[1,1℄=α˙
siv=m
σ¯mα˙α
si[0,0℄=α˙
si[0,1℄=empty
si[1,0℄=α
si[1,1℄=empty
siv=m
Note: The use of even (α) and odd (α˙) integers makes an important role
here. The arrangement of spinor suxes, that is (left-side sux, right-side
sux)=(odd, even) or (even, odd), makes us lear the dierene between σ
and σ¯. We should, however, have the relation
σ¯mα˙α = σ
m
αα˙
in mind. Hene the above 2quantities are equivelently expressed as
σ¯mα˙α
si[0,0℄=empty
si[0,1℄=α˙
si[1,0℄=empty
si[1,1℄=α
siv=m
σmαα˙
si[0,0℄=α
si[0,1℄=empty
si[1,0℄=α˙
si[1,1℄=empty
siv=m
This ambiguity does not ause any problem beause we keep a rule:
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Figure 3: Elements of SL(2,C) σ-matries. (σm)αβ˙ and (σ¯
m)α˙β are the
standard form.
• In this program, we use only σ (not use σ¯m).
• σ¯m is used only for the graphial explanation.
(4) Superspae oordinate [Symbol: t ; Dimension: M
−1/2
℄
The superspae oordinate θα is exprssed in the same way as the spinor ψα.
θα
th[0,0℄=α
th[0,1℄=empty
th[1,0℄=empty
th[1,1℄=empty
θα
th[0,0℄=empty
th[0,1℄=α
th[1,0℄=empty
th[1,1℄=empty
θ¯α˙
th[0,0℄=empty
th[0,1℄=empty
th[1,0℄=empty
th[1,1℄=α˙
θ¯α˙
th[0,0℄=empty
th[0,1℄=empty
th[1,0℄=α˙
th[1,1℄=empty
They are graphially expressed by Fig.4.
(5) Gagino [Symbol: l ; Dimension: M
3/2
℄
The photino λα is exprssed in the same way as the spinor ψα. We take the
2×2 array la[ ℄[ ℄.
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Figure 4: The graphial representation for the spinor oordinates in the
superspae: θα, θ
α, θ¯α˙ and θ¯
α˙
.
λα
la[0,0℄=α
la[0,1℄=empty
la[1,0℄=empty
la[1,1℄=empty
λα
la[0,0℄=empty
la[0,1℄=α
la[1,0℄=empty
la[1,1℄=empty
λ¯α˙
la[0,0℄=empty
la[0,1℄=empty
la[1,0℄=empty
la[1,1℄=α˙
λ¯α˙
la[0,0℄=empty
la[0,1℄=empty
la[1,0℄=α˙
la[1,1℄=empty
(6) The rst derivative of gaugino [Symbol: m ; Dimension: M
5/2
℄
The rst derivative of the photino is expressed as the 2×2 array dl[ ℄[ ℄ and
the variable dlv.
∂mλ
α
dl[0,0℄=α
dl[0,1℄=empty
dl[1,0℄=empty
dl[1,1℄=empty
dlv=m
∂mλα
dl[0,0℄=empty
dl[0,1℄=α
dl[1,0℄=empty
dl[1,1℄=empty
dlv=m
∂mλ¯α˙
dl[0,0℄=empty
dl[0,1℄=empty
dl[1,0℄=empty
dl[1,1℄=α˙
dlv=m
∂mλ¯
α˙
dl[0,0℄=empty
dl[0,1℄=empty
dl[1,0℄=α˙
dl[1,1℄=empty
dlv=m
Bosoni Fields
(7) Complex salar [Symbol: A ; Dimension: M
1
℄
The omplex salar eld A is expressed by one dimensional array A[ ℄ with
2 elements.
A
A[0℄=1(exist)
A[1℄=empty
A
∗
A[0℄=empty
A[1℄=1(exist)
where the element-numbers 0,1 orrespond to A(hiral) or A∗(anti-hiral),
respetively.
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(8) The rst derivative of the omplex salar [Symbol: B ; Dimension: M
2
℄
The rst derivative of A and A∗ are expressed as the one dimensional array
B[ ℄ with 2 elements.
∂mA
B[0℄=m
B[1℄=empty
∂mA
∗
B[0℄=empty
B[1℄=m
(9) Vetor eld [Symbol: v ; Dimension: M
1
℄
The vetor eld(photon) vm is expressed by one variable v.
vm
v=m
v=empty(non-exist)
The lowest expression is taken when the vetor eld does not appear.
(10) The rst derivative of the vetor eld [Symbol: w ; Dimension: M
2
℄
The rst derivative of vm is expressed by two variables dv and dvv.
∂nvm
dv=m
dvv=n
(11) The Dalemberian derivative of A and A
∗
[Symbol: C ; Dimension: M
3
℄
The Dalemberian derivative of A and A∗ are expressed as the one dimen-
sional array C[ ℄ with 2 elements.
∂m∂
m
A
C[0℄=1(exist)
C[1℄=empty
∂m∂
m
A
∗
C[0℄=empty
C[1℄=1(exist)
(12) Auxiliary elds [Symbol: F ; Dimension: M
2
℄
The auxiliary elds F and F ∗ are expressed as
F
F[0℄=1(exist)
F[1℄=empty
F
∗
F[0℄=empty
F[1℄=1(exist)
(13) Real auxilary elds [Symbol: D ; Dimension: M
2
℄
The auxiliary eld D (real salar), whih appears in the vetor multiplet, is
expressed as
D
D=1(exist)
D=empty(non-exist)
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Term and Component
Terms in the SUSY alulation are stored as an ordered set of the above
quantities. The following examples appear in the intermidiate stage of eval-
uating WαW
α
where Wα is the eld strength supereld. (See App.B.)
Example 1
The term σlδα˙σ
mβα˙σsδγ˙σ
n γ˙
β ∂lvm∂svn=−σ
l
δα˙σ¯
mα˙βσnβγ˙ σ¯
sγ˙δ∂lvm∂svn is stored,
in the omputer, as follows.
type[=0℄=s
si[=0,0,1℄=1
si[=0,1,1℄=2
siv[=0℄=51
type[=1℄=s
si[=1,0,0℄=3
si[=1,1,0℄=2
siv[=1℄=52
type[=2℄=s
si[=2,0,0℄=1
si[=2,1,1℄=4
siv[=2℄=53
type[=3℄=s
si[=3,0,1℄=3
si[=3,1,0℄=4
siv[=3℄=54
onti-
nued
below
type[=4℄=w
dv[=4℄=52
dvv[=4℄=51
type[=5℄=w
dv[=5℄=54
dvv[=5℄=53
(δ → 1, α˙→ 2, β → 3, γ˙ → 4; l → 51, m→ 52, s→ 53, n→ 54)
Besides the above ones, the number of omponents (ompno=6) and an over-
all weight (omplex) are neessary to haraterize a term. One additional
oloumn, speied by the variable , appears. The variable  ontrols the
order of every omponent. This ordering is important in the alulation in-
volving Grassmannian quantities. In the above storing form, eah omponent
starts with speifying the type: s, w, · · · . The one dimensional array type[ ℄
is used for the purpose. This term graphially appears in the output (before
further redution) as shown in Fig.5.
Figure 5: The graphial expression of −σlδα˙σ¯
mα˙βσnβγ˙ σ¯
sγ˙δ∂lvm∂svn.
In Fig.5, we see all dummy suxes disappear and the advantage of the
graphial expression is manifest. The hirality an be read from the shape
of the direted-line graph.
Example 2
The term σlδα˙σ
m α˙
δ D∂lvm= −σ
l
δα˙σ¯
mα˙δD∂lvm is stored, in the omputer, as
follows.
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type[=0℄=s
si[=0,0,0℄=1
si[=0,1,1℄=4
siv[=0℄=53
type[=1℄=s
si[=1,0,1℄=1
si[=1,1,0℄=4
siv[=1℄=54
type[=2℄=D
D[=2℄=1
type[=3℄=w
dv[=3℄=54
dvv[=3℄=53
(δ → 1, α˙→ 4; l → 53, m→ 54)
In this ase, the number of omponents is 4 (ompno=4) and there is a
weight. This one graphially appears in the output (before further redution)
as shown in Fig.6.
Figure 6: The graphial expression of −σlδα˙σ¯
mα˙δD∂lvm.
These two examples learly show the advantage of the graph representa-
tion over the onventional one using indiies. The new representation dis-
riminates eah term not by the suxes but by the shape of the graph. It
means the importane of indies of the graph suh as the number of the
hiral-loop. (In the above examples, the number is 1.)
3 Field name, id-number and Grassmannian prop-
erty
One advantage of C-language is the eient manipulation of haraters. The
ontrol of haraters is important for speifying various operators (elds) ap-
pearing in SUSY theories. As desribed previously, we assign every operator
a symbol whih is expressed by a harater. The appearane of many elds,
whih is a big ause ompliating SUSY theories, an be neatly handled by
the use of the harater name. We also introdue the id-number for every
operator. (See the list below)
For every operator, we assign the Grassmann number: +1(ommuting)
or -1(anti-ommuting). This assignment is exploited in the proess of mov-
ing a omponent , within a term, respeting the Grassmannian property of
operators.
We list the assignment in TABLE 1 with the dimension of operators.
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Fid[0℄='t'; DIM[0℄=0.0; Grassmann[0℄=-1;
Fid[1℄='s'; DIM[1℄=0.0; Grassmann[1℄=1;
/* <Chiral */
Fid[100℄='p'; DIM[100℄=(oat)3/2; Grassmann[100℄=-1;
Fid[101℄='q'; DIM[101℄=(oat)5/2; Grassmann[101℄=-1;
Fid[102℄='A'; DIM[102℄=1.0; Grassmann[102℄=1;
Fid[103℄='B'; DIM[103℄=2.0; Grassmann[103℄=1;
Fid[104℄='C'; DIM[104℄=3.0; Grassmann[104℄=1;
Fid[105℄='F'; DIM[105℄=2.0; Grassmann[105℄=1;
/* <Chiral2 */
Fid[120℄='P'; DIM[120℄=(oat)3/2; Grassmann[120℄=-1;
Fid[121℄='Q'; DIM[121℄=(oat)5/2; Grassmann[121℄=-1;
Fid[122℄='a'; DIM[122℄=1.0; Grassmann[122℄=1;
Fid[123℄='b'; DIM[123℄=2.0; Grassmann[123℄=1;
Fid[124℄=''; DIM[124℄=3.0; Grassmann[124℄=1;
Fid[125℄='f'; DIM[125℄=2.0; Grassmann[125℄=1;
/* <Vetor */
Fid[140℄='l'; DIM[140℄=(oat)3/2; Grassmann[140℄=-1;
Fid[141℄='m'; DIM[141℄=(oat)5/2; Grassmann[141℄=-1;
Fid[142℄='D'; DIM[142℄=2.0; Grassmann[142℄=1;
Fid[143℄='v'; DIM[143℄=1.0; Grassmann[143℄=1;
Fid[144℄='w'; DIM[144℄=2.0; Grassmann[144℄=1;
TABLE 1 Denition of FieldID, Dimension, Grassmann No
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4 Graph Indies: vpairno, NpairO, NpairE,
losed-hiral-loop-No, GrNum
SigmaContration (B),(C),(D) and (E)
In the proess of SUSY alulation, there appear graphs onneted by
direted lines (hiral suxes ontration) and by (non-direted) dotted lines
(vetor suxes ontration). We an lassify them by some graph indies.
vpairno The number of vetor-sux ontrations.
NpairO The number of hiral-sux ontrations. This is equal to the
number of left-direted wedges.
NpairE The number of anti-hiral-sux ontrations. This is equal to the
number of the right-direted wedges.
losed-hiral-loop-No The losed-hiral-loop is the ase that the direted
lines , onneted by σ or σ¯, make a loop. In this ase NpairO=NpairE.
The number of losed hiral loops is dened to this index.
GrNum A group is dened to be a set of σ's or σ¯'s whih are onneted by
direted lines. The number of groups is dened to be GrNum.
In TABLE 2-4, we list the lassiation of the produt of σ's using the
graph indies dened above.
These tables learly show the σ-matries play an important role to onnet
the hiral world and the spae-time (Lorentz) world.
5 Superspae oordinates
Supersymmetry is most manifestly expressed in the superspae (xm, θ, θ¯).
θα = ǫαβθ
β
, θ¯α˙ = ǫα˙β˙ θ¯β˙ are spinorial oordinates. They satisfy the relations
graphially shown in Fig.7. These relations are exploited in the program in
order to sort the SUSY quantities with respet to the power of θθ and θ¯θ¯. (
For further detail, see the subsetion thBthBthth of App.A. )
6 Treatment of Metris: ǫαβ, ǫ
β
α = ǫ
β
α = δ
β
α, η
mn
and the totally anti-symmetri tensor ǫlmns
For the totally anti-symmetri tensor ǫlmns, we introdue one dimensional
array ep[ ℄ with 4 omponents.
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vpairno NpairO NpairE gure
0 0
0 0 1
1 0
1 1 = −2ηmn
0 0 = −2ǫαβǫα˙β˙
1 0 1 = −4δβα
1 0 = −4δα˙
β˙
1 1 = −8
TABLE 2 Classiation of the produt of 2 sigma matries (nsi=2).
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vpairno NpairO NpairE gure
0 0
0 0 1
1 0
1 1
losed-hiral-loop No =1
losed-hiral-loop No =0
0 0 −2ǫαβǫα˙β˙
1 0 1 −4δβα
1 0 −4δα˙
β˙
1 1 −8
TABLE 3 Classiation of the produt of 3 sigma matries (nsi=3).
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vpairno NpairO NpairE gure
0 0
0 1
1 0
GrNum=2, Division=(2,2)
1 1
GrNum=2, Division=(3,1)
GrNum=3, Division=(2,1,1)
0 2 0
0 2
1 2 GrNum=1,
GrNum=2,
2 1 GrNum=1,
GrNum=2,
2 2 GrNum=1,
GrNum=2,
TABLE 4 Classiation of the produt of 4 sigma matries with
no vetor-sux ontration (nsi=4, vpairno=0).
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Figure 7: The graphial rules for the spinor oordinates: θαθβ =
−1
2
ǫαβθθ, θαθβ =
1
2
ǫαβθθ, θ¯
α˙θ¯β˙ = 1
2
ǫα˙β˙ θ¯θ¯, θ¯α˙θ¯β˙ = −
1
2
ǫα˙β˙ θ¯θ¯, θσ
mθ¯θσnθ¯ =
−1
2
θθθ¯θ¯ηmn.
ep[0℄=l
ep[1℄=m
ep[2℄=n
ep[3℄=s
Symbol: e
This term appears in Se.7 and produes topologially important terms suh
as vlmv˜
lm = ǫlmnsvlmvns.
As for the metri of the hiral sux, we do not introdue spei arrays.
They play a role of raising or lowering suxes, whih an be enoded in
the upper (0) and lower (1) ode in arrays. For the Lorentz metri ηmn,
we do not need to muh are for the disrimination between the upper and
lower suxes beause of the even-symmetry with respet to the hange of
the Lorentz suxes(ηmn = ηnm).
7 Sigma matries
Let us express important relations valid between produts of sigma matries
graphially. In Fig.8, the symmetri ombination of σ¯mσn are shown as the
basi spinor algebra. The antisymmetri ombination gives the generators of
16
Figure 8: A graphial formula of the basi spinor algebra. (σ¯m)α˙β(σn)ββ˙ +
m↔ n = −2ηmnδα˙
β˙
, and (σm)αα˙(σ¯
n)α˙β +m↔ n = −2ηmnδβα.
the Lorentz group, σnm, σ¯nm.
(σnm) βα =
1
4
{
−m↔ n
}
,
(σ¯nm)α˙
β˙
=
1
4
{
−m↔ n
}
, (2)
The "redution" formulae (from the ubi σ′s to the linear one) are ex-
pressed as in Fig.9. From Fig.9, we notie any hain of σ′s an always be ex-
pressed by less than three σ′s. The appearane of the 4th rank anti-symmetri
tensor ǫlmns is quite illuminating. The ompleteness relations are expressed
as in Fig.10. The ontration, expressed by arrowed urve in Fig.10.is the
matrix trae.
Fierz identity is graphially shown as follows.
=
1
4
{
− ǫα˙β˙ + ǫαβ −m↔ n
}
−
1
2
ηnmǫαβǫα˙β˙ −
1
8
{
− l ↔ n
}{
− l ↔ m
}
, (3)
These relations are important, in the program, to redue the produt of
sigma matries. Espeially at the plae (E) of SigmaContration, they are
exploited. As an example, the losed hiral-loop graph in Fig.5 redues as
follows.
= 2(ηlmηns − ηlnηms + ηlsηmn − iǫlmns) (4)
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Figure 9: Two relations: 1) σlσ¯mσn = −σlηmn + σmηnl − σnηlm + iǫlmnsσs,
2) σ¯lσmσ¯n = −σ¯lηmn + σ¯mηnl − σ¯nηlm − iǫlmnsσ¯s.
m n
mn
= -2
= -2
Figure 10: Completeness relations: 1) δαβ (σ
m)αα˙(σ¯
n)α˙β = −2ηmn, 2)
(σm)αα˙(σ¯m)
β˙β = −2δβαδ
β˙
α˙. The ontration using δ
α
β is the matrix trae. The
relation 1) is also obtained from Fig.8.
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Its omplex onjugate one is given by
= 2(ηlmηns − ηlnηms + ηlsηmn + iǫlmns) (5)
The above 2 terms appear in the alulation of WαW
α
and W¯α˙W¯
α˙
respe-
tively. (Wα and W¯α˙ are superelds of eld strength. )
8 Supereld and Struture of Input Data
The transformation between the supereld expression and the elds-omponents
expression is an important subjet of SUSY theories. For the purpose, we
do the alulation of Φ†Φ, in the App.B. In this ase, the input data is
taken from the ontent of the supereld. The rst supereld Φ†(we assign
the supereld-number sf=0) and the seond one Φ(sf=1) have 6 terms (we
assign the term-number t=0,1,· · · ,5) within eah supereld. The input data,
written in App.B, an be read from the following expression.
Φ† = −i ∂mA
∗ +
1
4
∂2A∗ + 2
+i + F ∗ + A∗ (6)
This data of Φ† is stored as
weight[sf=0,t=0℄=0+i(-1)
type[sf=0,t=0,=0℄= t
th[sf=0,t=0,=0,0,0℄=1
type[sf=0,t=0,=1℄= s
si[sf=0,t=0,=1,0,1℄=1
si[sf=0,t=0,=1,1,1℄=2
siv[sf=0,t=0,=1℄=51
type[sf=0,t=0,=2℄= t
th[sf=0,t=0,=2,1,0℄=2
type[sf=0,t=0,=3℄= B
B[sf=0,t=0,=3,1℄=51
weight[sf=0,t=1℄=1+i(0)
type[sf=0,t=1,=0℄= t
th[sf=0,t=1,=0,0,0℄=1
type[sf=0,t=1,=1℄= t
th[sf=0,t=1,=1,0,1℄=1
type[sf=0,t=1,=2℄= t
th[sf=0,t=1,=2,1,1℄=2
type[sf=0,t=1,=3℄= t
th[sf=0,t=1,=3,1,0℄=2
type[sf=0,t=1,=4℄= C
C[sf=0,t=1,=4,1℄=1 · · ·
Here we notie two additional oloumns, speied by sf and t, appear. They
speify the order of the supersields and the order of the terms within eah
supereld respetively.
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The supereld Φ is graphially shown as
Φ = i ∂mA +
1
4
∂2A + 2
−i + F + A (7)
This data of Φ is stored as
weight[sf=1,t=0℄=0+i(1)
type[sf=1,t=0,=0℄= t
th[sf=1,t=0,=0,0,0℄=5
type[sf=1,t=0,=1℄= s
si[sf=1,t=0,=1,0,1℄=5
si[sf=1,t=0,=1,1,1℄=6
siv[sf=1,t=0,=1℄=52
type[sf=1,t=0,=2℄= t
th[sf=1,t=0,=2,1,0℄=6
type[sf=1,t=0,=3℄= B
B[sf=1,t=0,=3,0℄=52
weight[sf=1,t=1℄=1+i(0)
type[sf=1,t=1,=0℄= t
th[sf=1,t=1,=0,0,0℄=5
type[sf=1,t=1,=1℄= t
th[sf=1,t=1,=1,0,1℄=5
type[sf=1,t=1,=2℄= t
th[sf=1,t=1,=2,1,1℄=6
type[sf=1,t=1,=3℄= t
th[sf=1,t=1,=3,1,0℄=6
type[sf=1,t=1,=4℄= C
C[sf=1,t=1,=4,0℄=1 · · ·
The alulation of Φ†Φ leads to the Wess-Zumino Lagrangian. (See
App.B)
We also do the alulation of WαW
α
in App.B where Wα is the eld
strength supereld. They are expressed as follows.
Wα = −i + D − i
1
2
vmn + (8)
This data of Wα is stored as
weight[sf=0,t=0℄=0+i(-1)
type[sf=0,t=0,=0℄= l
la[sf=0,t=0,=0,0,1℄=1
weight[sf=0,t=1℄=1+i(0)
type[sf=0,t=1,=0℄= t
th[sf=0,t=1,=0,0,1℄=1
type[sf=0,t=1,=1℄= D
D[sf=0,t=1,=1℄=1 · · ·
W α is expressed as
W α = −i + D − i
1
2
vmn + (9)
This data of W α is stored as
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weight[sf=1,t=0℄=0+i(-1)
type[sf=1,t=0,=0℄= l
la[sf=1,t=0,=0,0,0℄=1
weight[sf=1,t=1℄=1+i(0)
type[sf=1,t=1,=0℄= t
th[sf=1,t=1,=0,0,0℄=1
type[sf=1,t=1,=1℄= D
D[sf=1,t=1,=1℄=1 · · ·
The alulation ofWαW
α
leads to the Super Eletromagnetism Lagrangian.(See
App.B)
9 Conlusion
In the history of the quantum eld theory, new tehniques have produed
physially important results. The regularization tehniques are suh exam-
ples. The dimensional regularization by 'tHooft and Veltman[5℄ produed
important results on the renormalization group property of Yang-Mills the-
ory and many sattering amplitude alulations. The lattie regularization
in the gauge theory revealed non-perturbative features of hadron physis. In
this ase, the omputor tehnique of numerial alulation is essential. As for
the omputer algebrai one, we reall the alulation of 2-loop on-shell oun-
terterms of pure Einstein gravity[6, 7℄. A new tehnique is equally important
as a new idea.
The SUSY theory is beautifully onstruted respeting the symmetry be-
tween bosons and fermions, but the attrativeness is pratially muh redued
by its ompliated struture: many elds, hiral properties, Grassmannian
algebra, et. The present approah intends to improve the situation by a
omputer program whih makes use of the graphial tehnique. (This ap-
proah is taken in Ref.[8℄ for the alulation of produt of SO(N) tensors. It
was applied to various anomaly alulations. )
The present program should be muh more improved. Here we ite the
prospetive nal goal.
1. It an do the transformation between the supereld expression and the
omponent expression.
2. It an do the SUSY trnasformation of various quantities. In partiular
it an onrm the SUSY-invariane of the Lagrangian in the graphial
way and give the nal total divergene.
3. It an do algebrai SUSY alulation involving Dα, D¯
α˙, Qα and Q¯
α˙
.
The item 1 above has been demostrated in the present paper.
It is impossible to deal with all SUSY alulations. This is simply be-
ause whih elds appear and whih dimensional quantities are alulated
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depend on eah problem. If we obatin a list of (graph) indies whih lassify
all phsial quantities (operators) appearing in the output, then the present
program works (by adding new lines for the new problem). To deal with
suh a ase, we add the appendix B where the program ow is explained. It
intends to help the reader to read the original soure ode.
10 Appendix A: Skeh of Programming Flow
2
2
For simpliity, we omit the vetor multiplet omponents.
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10.1 Input of Data
[Initialization of Basi Components℄
sf=0,1,· · ·maxseldno-1; t=0,1,· · ·maxtermno-1; =0,1,· · ·maxompno-1; i,j,k=0,1
type[sf℄[t℄[℄='x'
th[sf℄[t℄[℄[i℄[j℄=99
psi[sf℄[t℄[℄[i℄[j℄=99
dps[sf℄[t℄[℄[i℄[j℄=99
dpsv[sf℄[t℄[℄=99
si[sf℄[t℄[℄[i℄[j℄=99
siv[sf℄[t℄[℄=99
A[sf℄[t℄[℄[k℄=99
B[sf℄[t℄[℄[k℄=99
C[sf℄[t℄[℄[k℄=99
F[sf℄[t℄[℄[k℄=99
seldno=2
for (sf=0;sf<seldno;sf++)
{ /* <sf-running */
printf("SUPER FIELD NO" ,sf)
fsanf (& termno)−→ printf, noterm[sf℄
for (t=0;t<termno;t++)
{ /* <t-running */
printf("term=",t)
[Initialization of Graph Indies℄
dif=0, nth=thn=thbarn=0, npsi=psin=psibarn=0, nsi=sin=sibarn=0
nA=An=Abarn=0, nB=Bn=Bbarn=0, nC=Cn=Cbarn=0, nF=Fn=Fbarn=0
fsanf (&weight[sf℄[t℄[2℄)−→ printf
fsanf (&ompno)−→ printf, noomp[sf℄[t℄
for (=0;<ompno;++)
{ /* <-running */
printf()
fsanf (&type[sf℄[t℄[℄)−→ printf
❄
SWITCH
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[Install of SuperField Data℄
ase 't' /* Spinor Coordinate θ, θ¯ */
nth→ nth+1 printf(nth)
fsanf(&lr,&ud, &spsuf)
swith(lr)→
{
lr=0 thn→ thn+1 printf(thn)
lr=1 thbarn→ thbarn+1 printf(thbarn)
printf (spsuf)
th[sf℄[t℄[℄[lr℄[ud℄=spsuf
ase 'p' /* Spinor ψ, ψ¯ */
npsi→ npsi+1 printf(npsi)
fsanf(&lr,&ud, &spsuf)
swith(lr)→
{
lr=0 psin→ psin+1 printf(psin)
lr=1 psibarn→ psibarn+1 printf(psibarn)
printf (spsuf)
psi[sf℄[t℄[℄[lr℄[ud℄=spsuf
ase 'q' /* der Spinor ∂ψ, ∂ψ¯ */
npsi→ npsi+1, dif→dif+1 printf(npsi)
fsanf(&lr,&ud, &spsuf)
swith(lr)→
{
lr=0 psin→ psin+1 printf(psin)
lr=1 psibarn→ psibarn+1 printf(psibarn)
printf (spsuf)
dps[sf℄[t℄[℄[lr℄[ud℄=spsuf
fsan(&vesuf)
dpsv[sf℄[t℄[℄=vesuf
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ase 's' /* sigma σ, σ¯ */
nsi→ nsi+1 printf(nsi)
fsanf(&lr1,&ud1, &spsuf1)
fsanf(&lr2,&ud2, &spsuf2){
lr1=0,lr2=1 (ase'901') sin→ sin+1, printf
lr1=1,lr2=0 (ase'910') sibarn→ sibarn+1, printf
si[sf℄[t℄[℄[lr1℄[ud1℄=spsuf1
si[sf℄[t℄[℄[lr2℄[ud2℄=spsuf2
fsanf(&vesuf)
siv[sf℄[t℄[℄=vesuf
ase 'B' /* der Salar ∂A, ∂A¯ */
nB→ nB+1, dif→dif+1 printf(nB)
fsanf(&lr, &vesuf){
lr=0 (∂A) Bn→ Bn+1, printf(Bn)
lr=1 (∂A∗) Bbarn→ Bban+1, printf(Bbarn)
B[sf℄[t℄[℄[lr℄=vesuf, printf
ase 'A' /* Salar A, A¯ */
nA→ nA+1, printf(nA)
fsanf(&lr, &existno){
lr=0 (A) An→ An+1, printf(An)
lr=1 (A∗) Abarn→ Abarn+1, printf(Abarn)
A[sf℄[t℄[℄[lr℄=existno, printf
ase 'C' /* der de Salar ∂∂A, ∂∂A¯ */
nC→ nC+1, dif→ dif+2, printf(nC)
fsanf(&lr, &existno){
lr=0 (∂∂A) Cn→ Cn+1, printf(Cn)
lr=1 (∂∂A∗) Cbarn → Cbarn+1, printf(Cbarn)
C[sf℄[t℄[℄[lr℄=existno, printf
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} /* -running> */
} /* t-running> */
} /* sf-running> */
/* Expanding the produt of superelds */
T[0℄=0,1,· · · ,noterm[0℄-1: Term No of Supereld 0
T[1℄=0,1,· · · ,noterm[1℄-1: Term No of Supereld 1
·
·
T[seldno-1℄=0,1,· · · ,noterm[seldno-1℄-1: Term No of Supereld seldno-1
For every set (T[0℄,T[1℄,· · · ,T[seldno-1℄), do the following box.
printf (T[0℄,T[1℄,· · · ,T[seldno-1℄)
termsombine();
thn=THnum1[0℄; thbarn=THnum1[1℄;
if(thn >= 3) { printf("NO of theta: MORE THAN 2"); goto lab41; }
if(thbarn >= 3) { printf("NO of theta-bar: MORE THAN 2"); goto lab41; }
SORTOUTthBth();
thBthBthth();
SigmaContration();
VeSufChange();
lab41:;
/* thn: No of θ within a term; thbarn: No of θ¯ within a term; */
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10.2 termsombine
printf("*** TERMSCOMBINE ***");
[Initialization℄
=0,1,· · · ,maxompno2-1
type1[℄='x'
th1[℄[ ℄[ ℄=99
si1[℄[ ℄[ ℄=99
dpsv1[℄=99
psi1[℄[ ℄[ ℄=99
dps1[℄[ ℄[ ℄=99
B1[℄[ ℄=99
A1[℄[ ℄=99
F1[℄[ ℄=99
C1[℄[ ℄=99
(T(0)term of sf=0 SuperField)×
(T(1)term of sf=1 SuperField)×
·
·
(T(seldno-1)term of sf=seldno-1 SuperField)
−→ One Term Combined
Indies of a ombined term
"Gathered Term Chek"
No of Components, weight1[0℄, weight1[1℄, DIFnum1, THnum1[ ℄, SIGnum[
℄, PSInum1[ ℄, Bnum[ ℄, Anum1[ ℄, Fnum1[ ℄, Cnum1[ ℄
10.3 SORTOUTthBth
Moving th(θ), thbar(θ¯), si(σ) and sibar(σ¯) to the biggining part of a term. In
the proess, we obtain the sign hange due to the Grassman algebra.
PlusMinus : Sign hange
Here we use the funtion: idno(TP).
idno(TP); a funtion whih produes FieldID number orreponding to a
type TP.
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10.4 thBthBthth
First we hange the data form of th[ ℄[ ℄[ ℄. From :
th[℄[i℄[j℄=α, i,j=0 or 1
=0,1,· · · ,nth-1
to an another form:
I[℄=i, J[℄=j, Suf[℄=α
In this part, the program lassies terms by the power of θ and θ¯.
(1) indipendent of θ and θ¯ (nth=0)
(2) θα, θα, θ¯α˙, θ¯
α˙
(nth=1)
(3) θαθ¯β˙, θαθ¯β˙, · · · (nth=2)
(4) θαθβ, θαθβ, · · · ; θ¯
α˙θ¯β˙, θ¯α˙θ¯β˙, · · · ; θ
2; θ¯2 (nth=2)
(5) θ2(θ¯α˙, θ¯
α˙), θ¯2(θα, θ
α) (nth=3)
(6) θαθβ θ¯γ˙ , · · · ; θ¯
α˙θ¯β˙θγ , · · · (nth=3)
(7) θαθ¯β˙ θ¯γ˙θδ, · · · ; θ¯α˙θβθγ θ¯δ˙, · · · ; · · · (nth=4)
(8) θαθ¯β˙θγ θ¯γ˙ , · · · ; θ¯α˙θβ θ¯γ˙θδ, · · · ; · · · (nth=4)
(9) θαθβ θ¯γ˙ θ¯δ˙, · · · ; θ¯α˙θ¯β˙θγθδ, · · · ; · · · (nth=4)
The formula presented in Se.5 is exploited here. As the output, we ob-
tain
[OutPut℄
weight, PlusMinus, Sign, Nthth, NthBthB, Nhalf
This OutPut means the following fator
(weight) ∗ (−1)PlusMinus+Sign ∗ (
1
2
)Nhalf ∗ (θ2)Nthth(θ¯2)NthBthB
appears in the proess of this subsetion. 'weight' is the starting one:
weight=weight[0℄+i weight[1℄. Here we use SufChange().
SufChange(): Chiral sux ontration using δβα, ǫ
αβ
, ǫαβ . It is done for om-
ponent  with ≥nth or ≥nth+nsi.
10.5 SigmaContration
This routine is omposed of 5 parts, (A),(B),(C),(D) and (E).
(A) Change of the data form
First we hange the data form: (N=nsi-1)
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σm0α0α˙0
si[nth℄[2℄[2℄
siv[nth℄
σm1α1α˙1
si[nth+1℄[2℄[2℄
siv[nth+1℄ · · ·
σmN α˙NαN
si[nth+nsi-1℄[2℄[2℄
siv[nth+nsi-1℄
to an another form:
=0
Csu[0℄[0℄=α0
Csu[0℄[1℄=α˙0
Vsu[0℄=m0
UD[0℄[0℄=1(down)
UD[0℄[1℄=1(down)
=1
Csu[1℄[0℄=α1
Csu[1℄[1℄=α˙1
Vsu[1℄=m1
UD[1℄[0℄=0(up)
UD[1℄[1℄=0(up) · · ·
=N
Csu[N℄[0℄=αN
Csu[N℄[1℄=α˙N
Vsu[N℄=mN
UD[N℄[0℄=1(down)
UD[N℄[1℄=0(up)
(B) Chiral-sux-pair searh
Searh for same suxes in {Csu[℄[0℄|=0,1,· · · ,N}(odd number suxes)
and in {Csu[℄[1℄|=0,1,· · · ,N}(even number suxes). When Csu[1℄[0℄=Csu[2℄[0℄,
then we all (1,2) hiral-sux-pair (or, simply, Cpair). For the odd number
ase, we list them as
CpairO[pairnoO=0℄[0℄=1
CpairO[pairnoO=0℄[1℄=2 (1<2)
CpairO[pairnoO=0℄[2℄=α0(ommon hiral sux)
CpairO[pairnoO=1℄[0℄=3
CpairO[pairnoO=1℄[1℄=4 (3<4)
CpairO[pairnoO=1℄[2℄=α1
·
·
CpairO[NpairO-1℄[0℄=*
CpairO[NpairO-1℄[1℄=+ (*<+)
CpairO[NpairO-1℄[2℄=αNcpairO−1
For the even number ase,
CpairE[pairnoE=0℄[0℄=10
CpairE[pairnoE=0℄[1℄=11 (10<11)
CpairE[pairnoE=0℄[2℄=α˙0(ommon anti-hiral sux)
CpairE[pairnoE=1℄[0℄=12
CpairE[pairnoE=1℄[1℄=13 (12<13)
CpairE[pairnoE=1℄[2℄=α˙1
·
·
CpairE[NpairE-1℄[0℄=**
CpairE[NpairE-1℄[1℄=++ (**<++)
CpairE[NpairE-1℄[2℄=α˙NcpairE−1
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(C) Grouping σ's
A group of σ's is dened to be a set of σ's whih are onneted by hiral-
sux or anti-hiral-sux ontrations. The number of groups within a term
is assigned to be GrNum. This an important Graph index. The number of
σ's whih eah group has is stored in SigmaN[GR℄ (GR=0,1,· · · ,GrNum-1).
Eah group onsits of some σ's speied their omponent numbers. They are
stored in Group[GR℄[nseries℄ (nseries=0,1,·,SigmaN[GR℄-1). In this proess
of grouping, the program traes the CpairO and CpairE dened in (B). Eah
group is determined by a series of pairnoO's and painoE's. They are stored
in CPseries[GR℄[ ℄.
(D) Vetor-sux-pair searh
Searh the same vetor-sux in {Vsu[℄|=0,1,· · · ,N}.
Vpair[0℄[0℄=1, Vpair[0℄[1℄=2
Vpair[1℄[0℄=3, Vpair[1℄[1℄=4
· ·
· ·
Vpair[vpairno-1℄[0℄=*, Vpair[vpairno-1℄[1℄=+
(E) Classifying σ's part by indies (nsi, vpairno, NpairO, NpairE, losed
hiral-loop)
Using graph indies dened in the Se.4, we an lassify σ's part. See the
TABLE 2,3 and 4 in the text. Eah lass (we all here the nally lassied
plae "lass") has the number SigGraN whih is the set of the graph indies.
In eah lass, we redue the expression using the graphial relations explained
in Se.7. Here the following important data are obtained and transfered to
VeSufChange().
BranhN: Generally eah lass deomposes to some branhes after the
redution using the graphial relations. We speify the number of branhes.
NoChangeN[br℄: For eah branh(br), NoChangeN is assigned, 0 for the
ase that σ's part does not hange, 1 for the ase that σ's part hanges.
RedSigN[br℄: For eah branh, the derease-number of σ's after the redu-
tion is stored. This number is important for adjusting the output form.
start: Normally this is xed as start=nth+nsi
LorenContN[br℄: For eah branh, speify the number of Lorenz ontra-
tion, in other words, the number of ηmn.
SUFF[br℄[10℄[2℄: Speify the vetor suxes appearing in η's.
MultiFa[br℄[2℄: For eah branh, a multipliative fator is speied.
si1BR[br℄[℄[2℄[2℄, siv1BR[br℄[℄: For eah branh, speify the σ's part.
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ep1[℄[4℄: For eah branh, speify the totally-antisymmetri tensor when
this term appears.
10.6 VeSufChange
Vetor sux ontration is peformed using ηmnηls · · · . It is done for ompo-
nent  (≥start=nth+nsi).
10.6.1 FinalOutPut
11 Appendix B: Input and Output Examples
11.1 Wess-Zumino Model
We demonstrate the alulation of Φ†Φ, where Φ is the hiral supereld,
and obtain the omponent form. The next input data an be read from the
graphial eqauations (6) and (7).
INPUT DATA
2
6
0 -1 4 t 0 0 1 s 0 1 1 1 1 2 51 t 1 0 2 B 1 51
1 0 5 t 0 0 1 t 0 1 1 t 1 1 2 t 1 0 2 C 1 1
2 0 2 t 1 1 2 p 1 0 2
0 1 5 t 1 1 2 t 1 0 2 t 0 0 1 s 0 1 1 1 1 4 51 q 1 0 4
51
1 0 3 t 1 1 2 t 1 0 2 F 1 1
1 0 1 A 1 1
6
0 1 4 t 0 0 5 s 0 1 5 1 1 6 52 t 1 0 6 B 0 52
1 0 5 t 0 0 5 t 0 1 5 t 1 1 6 t 1 0 6 C 0 1
2 0 2 t 0 0 5 p 0 1 5
0 -1 5 t 0 0 5 t 0 1 5 q 0 0 7 52 s 0 1 7 1 1 6 52 t 1
0 6
1 0 3 t 0 0 5 t 0 1 5 F 0 1
1 0 1 A 0 1
OUT PUT
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T[0℄=0 T[1℄=0
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 1+i(0) PlusMinus= 0 Sign=2 Nthth=1 NthBthB=1 Nhalf=2
****** SigmaContration ****
SigGraN=201199 FinalOutPut: MultiFa=-2 + i(0) type2[=6℄= B B2[=6,1℄=51
type2[=7℄= B B2[=7,0℄=51
T[0℄=1 T[1℄=5
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 1+i(0) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=1 Nhalf=0
****** SigmaContration ****
SigGraN=0 FinalOutPut: MultiFa=1 + i(0) type2[=4℄= C C2[=4,1℄=1
type2[=5℄= A A2[=5,0℄=1
T[0℄=2 T[1℄=3
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 0+i(-2) PlusMinus= 4 Sign=0 Nthth=1 NthBthB=1 Nhalf=1
****** SigmaContration ****
SigGraN=1 FinalOutPut: MultiFa=1 + i(0) type2[=4℄= s si2[=4,0,1℄=7
si2[=4,1,1℄=2 siv2[=4℄=52 type2[=5℄= p psi2[=5,1,0℄=2 type2[=6℄=
q dps2[=6,0,0℄=7 dpsv2[=6℄=52
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T[0℄=3 T[1℄=2
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth **** lab50 at thBthBthth, Final result
weight= 0+i(2) PlusMinus= 1 Sign=1 Nthth=1 NthBthB=1 Nhalf=1
****** SigmaContration ****
SigGraN=1 FinalOutPut: MultiFa=1 + i(0) type2[=4℄= s si2[=4,0,1℄=1
si2[=4,1,1℄=4 siv2[=4℄=51 type2[=5℄= q dps2[=5,1,0℄=4 dpsv2[=5℄=51
type2[=6℄= p psi2[=6,0,0℄=1
T[0℄=4 T[1℄=4
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 1+i(0) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=1 Nhalf=0
****** SigmaContration ****
SigGraN=0 FinalOutPut: MultiFa=1 + i(0) type2[=4℄= F F2[=4,1℄=1
type2[=5℄= F F2[=5,0℄=1
T[0℄=5 T[1℄=1
****** TERMSCOMBINE ****
th*th*thbar*thbar-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 1+i(0) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=1 Nhalf=0
****** SigmaContration ****
SigGraN=0 FinalOutPut: MultiFa=1 + i(0) type2[=4℄= A A2[=4,1℄=1
type2[=5℄= C C2[=5,0℄=1
34
Gathering all terms, we obtain
Φ†Φ|θ2θ¯2 == −
1
2
∂mA
∗∂mA (0, 0) +
1
4
∂2A∗ · A (1, 5) +
1
4
A∗∂2A (5, 1)
−i× (−1) (2, 3) + i× (−1) (3, 2) + F ∗F (4, 4)(10)
This is the Wess-Zumino Lagrangian. We donot ignore the total divergene
here.
11.2 Super QED
The alulation of WαW
α
gives the kineti terms of the photon and the
photino in Super QED. The following input data an be read from the graph-
ial eqauations (8) and (9).
INPUT DATA
2
4
0 -1 1 l 0 1 1
1 0 2 t 0 1 1 D 1
0 -1 4 s 0 1 1 1 1 2 51 s 0 0 3 1 0 2 52 t 0 1 3 w 52
51
1 0 4 t 0 0 3 t 0 1 3 s 0 1 1 1 1 2 51 m 1 0 2 51
4
0 -1 1 l 0 0 1
1 0 2 t 0 0 1 D 1
0 -1 4 s 0 0 1 1 1 4 53 s 0 0 5 1 0 4 54 t 0 1 5 w 54
53
1 0 4 t 0 0 5 t 0 1 5 s 0 0 1 1 1 4 53 m 1 0 4 53
OUT PUT
T[0℄=0 T[1℄=3
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
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weight= 0+i(-1) PlusMinus= 2 Sign=0 Nthth=1 NthBthB=0 Nhalf=0
****** SigmaContration ****
SigGraN=1 FinalOutPut: MultiFa=1 + i(0) type2[=2℄= s si2[=2,0,0℄=1
si2[=2,1,1℄=4 siv2[=2℄=53 type2[=3℄= l la2[=3,0,1℄=1 type2[=4℄=
m dl2[=4,1,0℄=4 dlv2[=4℄=53
T[0℄=1 T[1℄=1
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 1+i(0) PlusMinus= 0 Sign=1 Nthth=1 NthBthB=0 Nhalf=0
****** SigmaContration ****
SigGraN=0 FinalOutPut: MultiFa=1 + i(0) type2[=2℄= D D2[=2℄=1
type2[=3℄= D D2[=3℄=1
T[0℄=1 T[1℄=2
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 0+i(-1) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=0 Nhalf=1
****** SigmaContration ****
SigGraN=201199 FinalOutPut: MultiFa=2+ i(0) type2[=4℄= D D2[=4℄=1
type2[=5℄= w dv2[=5℄=53 dvv2[=5℄=53
T[0℄=2 T[1℄=1
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 0+i(-1) PlusMinus= 0 Sign=1 Nthth=1 NthBthB=0 Nhalf=1
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****** SigmaContration ****
SigGraN=201199 FinalOutPut: MultiFa=-2 + i(0) type2[=4℄= w dv2[=4℄=51
dvv2[=4℄=51 type2[=5℄= D D2[=5℄=1
T[0℄=2 T[1℄=2
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= -1+i(0) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=0 Nhalf=1
****** SigmaContration ****
SigGraN=402299
Branh No 0
FinalOutPut: MultiFa=-2 + i(0) type2[=6℄= w dv2[=6℄=51 dvv2[=6℄=51
type2[=7℄= w dv2[=7℄=54 dvv2[=7℄=54
Branh No 1
FinalOutPut: MultiFa=2+ i(0) type2[=6℄= w dv2[=6℄=52 dvv2[=6℄=51
type2[=7℄= w dv2[=7℄=51 dvv2[=7℄=52
Branh No 2
FinalOutPut: MultiFa=-2 + i(0) type2[=6℄= w dv2[=6℄=52 dvv2[=6℄=51
type2[=7℄= w dv2[=7℄=52 dvv2[=7℄=51
Branh No 3
FinalOutPut: MultiFa=0+ i(2) type2[=5℄= e ep(51,52,54,53) type2[=6℄=
w dv2[=6℄=52 dvv2[=6℄=51 type2[=7℄= w dv2[=7℄=54 dvv2[=7℄=53
T[0℄=3 T[1℄=0
****** TERMSCOMBINE ****
th*th-term
****** SORTOUTthBth ****
lab50 at thBthBthth, Final result
weight= 0+i(-1) PlusMinus= 0 Sign=0 Nthth=1 NthBthB=0 Nhalf=0
****** SigmaContration ****
SigGraN=1 FinalOutPut: MultiFa=1 + i(0) type2[=2℄= s si2[=2,0,1℄=1
si2[=2,1,1℄=2 siv2[=2℄=51 type2[=3℄= m dl2[=3,1,0℄=2 dlv2[=3℄=51
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type2[=4℄= l la2[=4,0,0℄=1
Gathering all terms, we obtain
WαW
α = 2i {(0, 3), (3, 0)} + 0 (1, 2) + 0 (2, 1)
−
1
2
(
0 (2, 2)br0−
1
2
vmn
2 (2, 2)br1−
1
2
vmn
2 (2, 2)br2− 2iǫm,n,s,l
1
2
vmn ·
1
2
vsl (2, 2)br3
)
−D2 (1, 1).(11)
Adding W¯W¯ , we obtain the Lagrangian as
L =
1
4
(−WαW
α|θ2 + W¯α˙W¯
α˙|θ¯2)
= −
1
4
vmn
2 +
i
2
( − ) +
1
2
D2 , (12)
where we do not ignore the total divergene. This is the kineti term of the
photon and the photino.
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