In a recent paper Baker and Bowler introduced matroids over hyperfields, offering a common generalization of matroids, oriented matroids, and linear subspaces of based vector spaces. This paper introduces the notion of a topological hyperfield and explores the generalization of Grassmannians and realization spaces to this context, particularly in relating the (hyper)fields R and C to hyperfields arising in matroid theory and in tropical geometry.
Introduction
In a recent paper [BB16] Baker and Bowler introduced matroids over hyperfields, a compelling unifying theory that spans, among other things, 1. matroid theory, 2. subspaces of vector spaces, and 3. "tropical" analogs to subspaces of vector spaces.
A hyperfield is similar to a field, except that addition is multivalued. Such structures may seem exotic, but, for instance, Viro has argued persuasively [Vir10] , [Vir11] for their naturalness in tropical geometry, and Baker and Bowler's paper elegantly demonstrates how matroids and related objects (e.g. oriented matroids, valuated matroids) can be viewed as "subspaces of F n , where F is a hyperfield". Baker and Bowler's work on hyperfields was purely algebraic and combinatorial; no topology was introduced.
The purpose of this paper is to explore topological aspects of matroids over hyperfields, specifically Grassmannians over hyperfields and realization spaces of matroids over hyperfields. The idea of introducing a topology on a hyperfield is problematic from the start: as Viro discusses in [Vir10] , there are complications even in defining the notion of a continuous multivalued function, for example, hyperfield addition. That being said, we define a notion of topological hyperfield that suffices to induce topologies on the related Grassmannians and sets of realizations, so that continuous homomorphisms between topological hyperfields induce continuous maps between related spaces such as Grassmannians.
We focus on Diagram (1) of hyperfield morphisms (which are all continuous with respect to appropriate topologies), categorical considerations, and the induced realization spaces and maps of Grassmannians. Most of this collection of hyperfields was discussed at length in [Vir10] and [Vir11] . Loosely put, most of the top half of the diagram describes the fields R and C and their relationship to oriented matroids, phased matroids, and matroids -relationships which have been extensively studied and are known to be fraught. The bottom half of the diagram is in some sense a "tropicalization" of the top half.
With Diagrams (1) and (2) we lay out a framework for relating several spaces (Grassmannians and realization spaces) and continuous maps between them, and with Theorems 4.4 and 5.3 we easily show some of these spaces to be contractible and some of these maps to be homotopy equivalences. We find some striking differences between the top half and bottom half of the diagram. For instance, it is well known that realization spaces of oriented matroids over R can have very complicated topology, and can even be empty. In our framework, such spaces arise from the hyperfield morphism R → S. In contrast, realization spaces of oriented matroids over the topological "tropical real" hyperfield T R 0 , which arise from the hyperfield morphism T R 0 → S, are all contractible.
Our enthusiasm for topological hyperfields arose from the prospect of recasting our previous work [AD02] on combinatorial Grassmannians in terms of Grassmannians over hyperfields. Motivated by a program of MacPherson [Mac93] , we defined a notion of a matroid bundle based on oriented matroids, described the process of proceeding from a vector bundle to a matroid bundle, defined a map of classifying spaces µ : Gr(r, R n ) → MacP(r, n) , and showed that, stably, µ induces a split surjection in mod 2 cohomology. Here MacP(r, n) is the finite poset of rank r oriented matroids on n elements and MacP(r, n) is its geometric realization. One of the topological hyperfields we consider in the current paper is the sign hyperfield S. MacP(r, n) coincides as a set with the Grassmannian Gr(r, S n ). We will relate the partial order on MacP(r, n) to the topology on Gr(r, S n ) to see that MacP(r, n) and Gr(r, S n ) have the same weak homotopy type, and hence the same cohomology. Further, the Grassmannian Gr(r, T R n 0 ) over the tropical real hyperfield is homotopy equivalent to Gr(r, S n ). Summarizing, Theorem 1.1.
1. There is a weak homotopy equivalence MacP(r, n) → Gr(r, S n ).
2. There are maps of topological hyperfields
inducing continuous maps Gr(r, R n ) → Gr(r, S n ) → Gr(r, T R n 0 ). The first Grassmannian map gives a surjection in mod 2 cohomology and the second is a homotopy equivalence.
The Grassmannians Gr(r, R n ) and Gr(r, C n ) are already well understood and, indeed, of central importance in topology. The Grassmannian Gr(r, S n ) = MacP(r, n) Gr(r, T R n 0 ) is a space which has been studied but remains somewhat mysterious: its topology is discussed in Section 7. The Grassmannian Gr(r, K n ) is contractible. Beyond what is presented in this paper, the remaining spaces appear to be considerably more difficult to understand. We hope that the discussion here stimulates interest in pursuing the topology of these spaces. To repeat a remark we made previously on the MacPhersonian [AD02] :
"there are open questions everywhere you spit".
Hyperfields
Much of the following is background material taken from [Vir10] and [BB16] .
Examples
This section owes much to the paper of Oleg Viro [Vir10] .
A hyperoperation on a set S is a function from S × S to the set of nonempty subsets of S. A abelian hypergroup (S, , 0) is a set S, a hyperoperation on S, and an element 0 ∈ S satisfying • For all x, y ∈ S, x y = y x.
• For all x, y, z ∈ S, (x y) z = x (y z).
• For all x ∈ S, x 0 = x.
• For all x ∈ S, there is a unique −x ∈ S such that 0 ∈ x −x.
• For all x, y, z ∈ S, x ∈ y z ⇔ −x ∈ −y −z.
The last axiom for an abelian hypergroup S can be replaced by:
• Reversibility: For all x, y, z ∈ S, x ∈ y z ⇔ z ∈ x −y.
A hyperfield is a tuple (F, , , 1, 0) consisting of a set, an operation, a hyperoperation, and two special elements 1 = 0 so that • (F, , 0) is an abelian hypergroup.
• (F − {0}, , 1) is a abelian group, denoted by F × .
• For all x ∈ F , 0 x = 0 = x 0.
• x (y z) = (x y) (x z).
We will often abbreviate and say that F is a hyperfield.
The following property may or may not hold for a hyperfield F :
• Doubly distributive property: For all w, x, y, z ∈ F , (w x) (y z) = (w y) (w z) (x y) (x z)
Suppose K is a field. Here are two constructions of associated hyperfields:
• Suppose S be a subgroup of the multiplicative group of units
More generally, let (F, , , 1, 0) be a hyperfield and S be a subgroup of the multiplicative group of units
Many examples of hyperfields and homomorphisms are encoded in the diagram below.
The diagram with the solid arrows commute. The four dashed arrows are inclusions giving sections (one-sided inverses). Here ph is the phase map ph(x) = x/|x| if x = 0 and ph(0) = 0.
In each of the ten hyperfields, the underlying set is a subset of the complex numbers closed under multiplication containing 0 and 1. And, in each hyperfield, multiplication, the additive identity, and the multiplicative identity coincides with that of the complex numbers.
Here are the hyperfields in the diagram:
1. R is the real number field. C is the complex number field.
2. = (R ≥0 , ×, , 1, 0) is the triangle hyperfield of Viro [Vir10] . Here a b = {c : |a − b| ≤ c ≤ a + b} which can be interpreted as the set of all numbers c so that there is a triangle with sides of length a, b, c. Note that the additive inverse of a is a.
3. P = (S 1 ∪ {0}, ×, , 1, 0) is the phase hyperfield. If a ∈ S 1 , then a −a = {−a, 0, a} and a a = a. If a, b ∈ S 1 and a = ±b, then a b is the shortest open arc connecting a and b. Note that the additive inverse of a is −a.
4. S = ({−1, 0, 1}, ×, , 1, 0) is the sign hyperfield. Here 1 1 = 1, −1 −1 = −1, and 1 −1 = {−1, 0, 1}. Note that the additive inverse of a is −a.
Φ = (S
and a a = a. If a, b ∈ S 1 and a = ±b, then a b is the shortest closed arc connecting a and b. Note that the additive inverse of a is −a.
6. K = ({0, 1}, ×, , 1, 0) is the Krasner hyperfield. Here 1 1 = {0, 1}. Note that the additive inverse of a is a.
7. T R = (R, ×, , 1, 0) is the tropical real hyperfield. Here if |a| > |b|, then a b = a. Also a a = a and a −a = [−|a|, |a|]. Note that the additive inverse of a is −a. This hyperfield was studied by Connes and Consani [CC15] , motivated by considerations in algebraic arithmetic geometry.
8. T C = (C, ×, , 1, 0) is the tropical complex hyperfield. One defines a −a = {x ∈ C : |x| ≤ |a|}, the disk of radius |a| about the origin. If |a| > |b|, then a b = a. If |a| = |b| and a = −b, then a b is the shortest closed arc connecting a and b on the circle of radius |a| with center the origin. Note that the additive inverse of a is −a. If one changes coordinates using the logarithm and the exponential map, then the hyperfield structure on T induces a hyperfield structure on {−∞} ∪ R which Viro calls the tropical hyperfield.
Proposition 2.1.
1. For each hyperfield F in the second column of Diagram (1), S 1 is a multiplicative subgroup of F × , and the image of the map | | with domain F is F/ m S 1 .
2. For each hyperfield F in the first or last row of Diagram (1), R >0 is a multiplicative subgroup of F × , and the image of the map ph with domain F is F/ m R >0 .
All the maps in Diagram (1) are homomorphisms of hyperfields. Note that neither identity map R → T R nor T R → R is a hyperfield homomorphism. There are, in fact, no hyperfield homomorphisms from T R to R, and the only hyperfield morphism from R to T R is the composition of the maps shown in Diagram (1). Similar remarks apply to C and T C.
We leave the verification of the axioms for hyperfields and hyperfield homomorphism in Diagram (1) to the diligent reader.
Several of the hyperfields above play special roles. The Krasner hyperfield is a final object: for any hyperfield F there is a unique hyperfield homomorphism F → K, where 0 maps to 0 and every nonzero element maps to 1. As will be discussed in Section 2.2.1, the hyperfields S, , and T are representing objects for the sets of orderings, norms, and nonarchimedean norms on hyperfields.
Note the vertical symmetry of Diagram (1). Section 8 will review the idea (due to Viro) that the last row of Diagram (1) is obtained from the first row via dequantization, an operation on R, C, and that preserves the underlying set and multiplicative group. Each map in the lower half of the diagram is identical, as a set map, to its mirror image in the upper half of the diagram. Thus we think of the lower half of the diagram as the "tropicalization" of the upper half.
The row S → P → K is the row of most traditional interest to combinatorialists, particularly S, which as we shall see leads to oriented matroids, and K, which leads to matroids. 
An ordering on the sign hyperfield S is given by S + = {1}. An ordering on a hyperfield F determines and is determined by a hyperfield homomorphism h : F → S with F + = h −1 {1}. Orderings on hyperfields pull back, so if h : F → F is a hyperfield homomorphism and F + is an ordering on F , then h * F + := h −1 F + is an ordering on F . For any hyperfield F , the set of orderings on an arbitrary hyperfield is given by {h * S + : h : F → S}, where h runs over all hyperfield homomorphisms from F to S.
Categorically speaking, the functor O : Hyperfields op → Sets given by the set of orderings on a hyperfield is a representable functor with representing object S. In other words, the pullback gives a natural bijection from Hyperfields(−, S) to O(−). The identity function is a norm on the triangle hyperfield . Norms on hyperfields pull back, so if h : F → F is a hyperfield homomorphism and is a norm on F , then h * = • h is a norm on F . We claim that is a representing object for norms on hyperfields. The key lemma follows.
Lemma 2.4. Let F be a hyperfield. A function : F → R ≥0 is a norm if and only if : F → is a hyperfield homomorphism.
Proof. It is clear that if
: F → is a hyperfield homomorphism, then is a norm. Now suppose that : F → R ≥0 is a norm. Note that in a hyperfield, −x −x = x x, which implies that − x = x . Recall that in the triangle hyperfield, a b = [|a−b|, a+b]. To prove that : F → is a homomorphism, the only nontrivial part is to show for x, y, z ∈ F , that if z ∈ x y, then | x − y | ≤ z . Without loss of generality, x ≥ y .
Thus for any hyperfield F , the set of norms on an arbitrary hyperfield is given by {h * }, where h runs over all hyperfield homomorphisms from F to .
Categorically speaking, the functor N : Hyperfields op → Sets given by the set of norms on a hyperfield is a representable functor with representing object . In other words, the pullback gives a natural bijection from Hyperfields(−, ) to N (−).
There is a hyperfield homomorphim K → . Thus any hyperfield has a norm by sending 0 to 0 and any nonzero element to 1. The identity function is a nonarchimedean norm on the tropical triangle hyperfield T .
Nonarchimedean norms on hyperfields pull back, so if h : F → F is a hyperfield homomorphism and is a nonarchimedean norm on F , then h * =
• h is a nonarchimedean norm on F . We claim that T is a representing object for nonarchimedean norms on hyperfields. The key lemma follows.
Lemma 2.6. Let F be a hyperfield. A function : F → R ≥0 is a nonarchimedean norm if and only if : F → T is a hyperfield homomorphism.
Proof. It is clear that if : F → T is a hyperfield homomorphism, then is a nonarchimedean norm. Now suppose that : F → R ≥0 is a nonarchimedean norm. To prove that : F → T is a homomorphism, one must show that if z ∈ x y, then z ∈ x y . This is clear if x = y . Thus let's assume z ∈ x y and x > y . We wish to show that z = x .
By reversibility, x ∈ −y z. Then
Thus for any hyperfield F , the set of nonarchimedean norms on an arbitrary hyperfield is given by {h * }, where h runs over all hyperfield homomorphisms from F to T .
Categorically speaking, the functor N : Hyperfields op → Sets given by the set of nonarchimedean norms on a hyperfield is a representable functor with representing object T . In other words, the pullback gives a natural bijection from Hyperfields(−, T ) to N (−).
There is a hyperfield homomorphim K → T . Thus any hyperfield has a nonarchimedean norm by sending 0 to 0 and any nonzero element to 1.
The function ph on C offers a motivation for the following definition.
Definition 2.7. An argument on a hyperfield (F, , , 1, 0) is a group homomorphism arg :
2. If arg(x) = arg(y), then arg(x y) = arg(x).
3. If arg(x) = ± arg(y) and if z ∈ x y, then arg(z) is on the shortest open arc on the circle connecting arg(x) and arg(y).
An argument extend to a function arg : F → S 1 ∪ {0} by setting arg(0) = 0. We claim that P is a representing object for norms on hyperfields. The key lemma follows.
Lemma 2.8. Let F be a hyperfield. A function arg : F × → S 1 is an argument if and only if arg : F → P is a hyperfield homomorphism.
Proof. It is clear that if arg : F → P is hyperfield homomorphism, then arg :
We need to show that for any x, y ∈ F × , then arg(x y) ⊆ arg(x) arg(y). The only nontrivial case is when arg(y) = arg(−x). By reversibility, if an element z ∈ x y, then y ∈ z −x. If arg(z) were not in arg(x) arg(y) = {0, ± arg(x)}, then arg(z −x) would be contained in the shortest open arc connecting arg(z) and arg(−x) = arg(y). In particular, arg(z −x) would not contain arg(y), a contradiction.
Definition 2.9. An Φ-argument on a hyperfield (F, , , 1, 0) is a group homomorphism arg :
3. If arg(x) = ± arg(y) and if z ∈ x y, then arg(z) is on the shortest closed arc on the circle connecting arg(x) and arg(y).
An argument is an Φ-argument. Here is an example of a Φ-argument on a field which is not an argument. If α ∈ C, then a Φ-argument on the rational function field C(x) is given by arg
) where n is an integer and f and g are polynomials which do not have α as a root.
We claim that Φ is a representing object for Φ-arguments on hyperfields. The key lemma follows.
Lemma 2.10. Let F be a hyperfield. A function arg :
We will omit the proof of this lemma. This above discussion show a possible utility for the notion of hyperfield. The notions of orderings, norms, nonarchimedean norms, arguments, and Φ-arguments are important for fields, but to find a representing object one needs to leave the category of fields. Likewise, to find a final object one has to leave the category of fields.
Topological hyperfields
Definition 2.11. A topological hyperfield is a hyperfield (F, , , 1, 0) with a topology T on F so that:
3. The multiplicative inverse map F − {0} → F − {0} is continuous.
Conditions (2) and (3) guarantee that (F
Remark 2.12. The reader may think it is odd that we do not require addition to be continuous. We do too! But, in our defense: we never need this, and there are several competing notions of continuity of a multivalued map, see Section 8 of [Vir10] .
We wish to topologize all of the hyperfields in Diagram (1) so that all the maps are continuous and so that all the dotted arrows are hyperfield homotopy equivalences (defined below). Of course we give R and C their usual topologies. We topologize , S, P and K as quotients of R and C, noting that if F is a topological hyperfield and S is a subgroup of F × , then F → F/ m S is a morphism of topological hyperfields, where F/ m S is given the quotient topology. We topologize Φ so that the identity map P → Φ is a homeomorphism. Thus:
• the topology on is the same as its topology as a subspace of R.
• the open sets in S are {+1}, {−1}, and {+1, −1, 0}.
• the open sets in P and Φ are the usual open sets in S 1 together with the set S 1 ∪ {0}.
• the open sets in K are {1} and {0, 1}.
Although we can give the hyperfields T R, T C, and T the topologies inherited from the complex numbers, with these topologies many of the maps in Diagram (1) are not continuous, for example, S → T R. Instead we will use the 0-coarsening described below.
Let (F, , , 1, 0, T ) be a topological hyperfield. Define two new topologies 0 T and T 0 on F , called the 0-fine topology and the 0-coarse topology respectively, with open sets 0 T = {0} ∪ {U ∈ T } and
is an open set, while in T 0 here are no proper open neighborhoods of 0. Note that both 0 T and T 0 depend only on the topology on F × , in fact 0 T is the finest topology on F which restricts to a fixed topological group F × and T 0 is the coarsest. We abbreviate (F, , , 1, 0, 0 T ) by 0 F and (F, , , 1, 0, T 0 ) by F 0 . For any topological hyperfield F , the identity maps
the only open neighborhood of 0 is F . The hyperfields S, P , Φ, and K with the topologies described above are 0-coarse.
We then enrich Diagram (1) to a diagram of topological hyperfields.
All the maps in the diagram are continuous and all the dotted arrows are sections of their corresponding solid arrow maps. Note also that for each solid, dotted pair, the target of the solid arrow could be considered both as a quotient and a sub-topological hyperfield of the domain.
Recall that the hyperfield K is a final object in the category of hyperfields, and that S, , T , P, and Φ are representing objects for the set of orders, norms, nonarchimedean norms, arguments, and Φ-arguments on a given hyperfield. Similar considerations apply to the topological hyperfields. An ordered topological hyperfield F is a topological hyperfield F with an ordering so that F + is an open set. Norms, nonarchimedean norms, arguments, and Φ-arguments on a topological hyperfield are required to be continuous. Then K is a final object in the category of topological hyperfields and S, , T , P, and Φ are representing objects for the set of orders, norms, nonarchimedean norms, arguments, and Φ-arguments on a given topological hyperfield. Definition 2.13. A hyperfield homotopy between topological hyperfields F and F is a continuous function H : F × I → F such that, for each t ∈ I, the function H t : F → F taking x to H(x, t) is a homomorphism of hyperfields.
The following result, which is hardly more than an observation, is fundamental to all of our considerations on Grassmannians and realization spaces associated to hyperfields in Diagram (2).
is a hyperfield homotopy.
Note that in each case H 0 is the identity and H 1 maps F to ph(F ).
Proof. Certainly in each case H is continuous, and for all x, y, and t,
For the hyperaddition operation on
For the hyperaddition operation on 0 : consider x, y, and z such that z ∈ x y. Without loss of generality assume x ≥ y > 0. Note that
To see the first inequality, we write the hypothesis as 1 ≤ a + b and note that:
• if at least one of a and b is greater then or equal to 1, then at least one of a s and b s is greater then or equal to 1, and so 1 ≤ a s + b s .
• Otherwise, since s ∈ [0, 1] we have a s ≥ a and b
To see the second inequality:
Thus it suffices to show that (1 + a)
s ≤ 1 + a s , i.e., the function f (a) = 1 + a s − (1 + a) s is nonnegative on R ≥0 . Note f (0) = 0 and f (a) = s((a s−1 − (1 + a) s−1 ). Since 0 < a < a + 1 and s − 1 ≤ 0 we have a s−1 ≥ (a + 1) s−1 , and so f is increasing on R ≥0 .
Remark 2.15. Consider the bijection log : T → R ∪ {−∞}. By pushing forward the topological hyperfield structure on T we obtain the tropical hyperfield Y (cf. [Vir10] ). Thus multiplication in Y is the usual addition in R ∪ {−∞}, and addition in Y is given by x x = {y : y ≤ x} and x y = max(x, y] for all x = y. The homotopy on T 0 given in Proposition 2.14 pushes forward to a straight-line homotopy on Y 0 .
A
Returning to Diagram 1, we have the following results about the dotted arrows.
Corollary 2.16. The following inclusions are homotopy equivalences of topological hyperfields.
In each case, the homotopy inverse is ph.
Proof. In each case the composition ph •inc is the identity. The homotopy between the identity and inc • ph is given in Proposition 2.14.
As we shall see (Theorems 4.4 and 5.3), a hyperfield homotopy induces a homotopy equivalence of Grassmannians, and for each matroid M , a hyperfield homotopy between the 0-coarsenings of hyperfields induces a homotopy equivalence of realization spaces of M .
For a hyperfield F and a finite set E, projective space P(F E ) is the quotient of F E − {0} by the scalar action of F × . Of course only the cardinality of E is relevant. Cognizant of this, let F P n−1 = P(F {1,2,...,n} ). If F is a topological hyperfield then F P n−1 inherits a topology via the product, subspace, and quotient topologies.
Proof. Let π : F n − {(0, . . . , 0)} → F P n−1 be the quotient map. Since multiplication is continuous, the function x → λ −1
x from F to F is continuous for each λ ∈ F × , and so λ U is open. Thus the union λ∈F × λ U is open. But this union is π −1 (π(U )), and so π(U ) is open.
In the next section we will define and topologize Grassmann varieties over hyperfields.
The Plücker embedding and matroids over hyperfields
Matroids over hyperfields generalize linear subspaces of vector spaces F n . For a field F , the Grassmannian of r-subspaces of F n embeds into projective space via the Plücker embedding Gr(r, F n ) → F P ( n r )−1 . Furthermore the image is an algebraic variety, the zero set of homogenous polynomials called the GrassmannPlücker relations. Strong and weak F -matroids over a hyperfield F are defined in [BB16] in terms of Grassmann-Plücker relations. Strong and weak F -matroids coincide when F is a field. We review this theory in Section 3.1 and then use these ideas to define the Grassmannian of a hyperfield in Section 3.2.
The Plücker embedding
Definition 3.1. Let W be an n-dimensional vector space over a field F . Let Gr(r, W ) be the set of r-dimensional subspaces of W . The Plücker embedding is given by
The fact that Λ r V is a rank 1 vector space shows that the above map is independent of the choice of basis for V .
More naively, we can see the embedding of Gr(r, F n ) into F P ( n r )−1 in matrix terms. Let Mat(r, n) be the set of r ×n matrices of rank r over F . Thus GL r (F ) acts on Mat(r, n) by left multiplication, and the quotient GL r (F )\Mat(r, n) is homeomorphic to Gr(r, F n ) by the map GL r (F )M → row(M ), the row space of M . For each {i 1 , . . . , i r } ⊆ [n] = {1, 2, . . . , n} with i 1 < · · · < i r and M ∈ Mat(r, n) let |M i1,...,ir | be the determinant of the submatrix with columns indexed by {i 1 , . . . , i r }. Consider the map P : Mat(r, n) → F ( n r ) − {0} taking each M to (|M i1,...,ir |) {i1,...,ir}⊆ [n] . Multiplication of M on the left by A ∈ GL r (F ) amounts to a multiplication of P (M ) by the determinant of A, and so P induces maps
The mapP is the Plücker embedding. It is easily seen to be injective: each coset GL r (F )M has a unique element in reduced row-echelon form, and this element can be recovered fromP (M ).
A point x ∈ F ( n r ) has coordinates x i1,...,ir for each 1 ≤ i 1 < · · · < i r ≤ n. To give polynomials defining the image of the Plücker embedding as an algebraic variety, it is convenient to define x i1,...,ir for sequences in [n] which are not necessaily increasing, by x i1,...,ir = sign(σ)x i σ(1) ,...,i σ(r)
for each permutation σ of [r] . (In particular, x i1,. ..,ir = 0 if the values i j are not distinct.) With this convention we have the following well-known descriptions of the Plücker embedding of the Grassmannian. A proof is found in Chapter VII, Section 6, of [HP47] .
Throughout the following the notation i 1 , , . . . , i k , . . . , i r+1 means that the term i k is omitted. The second weak Grassmann-Plücker condition is known as the 3-term GrassmannPlücker relations.
Example 3.3. Let V be a 2-dimensional subspace of a 4-dimensional vector space W . Let {v 1 , v 2 } be a basis for V and {e 1 , e 2 , e 3 , e 4 } be a basis for W . Let v 1 ∧ v 2 = x 12 e 1 ∧ e 2 + x 13 e 1 ∧ e 3 + x 14 e 1 ∧ e 4 +x 34 e 3 ∧ e 4 + x 24 e 2 ∧ e 4 + x 23 e 2 ∧ e 3
Then since v 1 ∧v 2 ∧v 1 ∧v 2 = 0, the coordinates satisfy the homogenous quadratic equation x 12 x 34 − x 13 x 24 + x 14 x 23 = 0.
Conversely, given a nonzero solution to (5), there are vectors v 1 and v 2 satisfying (4). One can reason as follows. One of the x ij is nonzero, so without loss of generality we may assume x 12 = 1. If v 1 = e 1 − x 23 e 3 − x 34 e 4 and v 2 = e 2 + x 13 e 3 + x 24 e 4 , then (4) is satisfied. Thus for a field K the image of the Plücker embedding of Gr(2, K 4 ) is the projective variety given by the 3-term Grassmann-Plücker relations with I = {2, 3, 4} and J = {1}.
When the field in Proposition 3.2 is replaced by a hyperfield, things go haywire. There are x satisfying the hyperfield analog of the weak GrassmannPlücker conditions, but which do not satisfy the hyperfield analog to the general Grassmann-Plücker relations. This leads to the notion of a weak F -matroid, while the general Grassmann-Plücker relations leads to the notion of a strong F -matroid.
Matroids over hyperfields
Definition 3.4. [BB16] Let F be a hyperfield. Let E be a finite set. A Grassmann-Plücker function of rank r on E with coefficients in F is a function ϕ : E r → F such that
• ϕ is not identically zero.
• ϕ is alternating.
• (Grassmann-Plücker Relations) For any (i 1 , . . . , i r+1 ) ∈ E r+1 and (j 1 , . . . , j r−1 )
Two functions ϕ 1 , ϕ 2 : E r → F are projectively equivalent if there exists α ∈ F × so that ϕ 1 = α ϕ 2 .
Definition 3.5.
[BB16] A strong F -matroid of rank r on E is the projective equivalence class of a Grassmann-Plücker function of rank r on E with coefficients in F .
Definition 3.6.
[BB16] Let F be a hyperfield. Let E be a finite set. A weak Grassmann-Plücker function of rank r on E with coefficients in F is a function ϕ : E r → F such that
• ϕ is alternating
• The sets {i 1 , . . . , i r } so that ϕ(i 1 , . . . i r ) = 0 form the set of bases of a ordinary matroid. Equivalently, if κ : F → K is the unique hyperfield homomorphism to the Krasner hyperfield, then κ • ϕ is a GrassmannPlücker function of rank r on E with coefficients in K.
• (3-term Grassmann-Plücker Relations) For any I = (i 1 , . . . , i r+1 ) ∈ E r+1 and J = (j 1 , . . . , j r ) ∈ E r−1 so that |I − J| = 3,
Definition 3.7.
[BB16] A weak F -matroid of rank r on E is the projective equivalence class of a weak Grassmann-Plücker function of rank r on E with coefficients in F .
Note that a strong F -matroid is a weak F -matroid. Baker and Bowler show that if a hyperfield satisfies the doubly distributive property, then weak and strong F -matroids coincide. The hyperfields in Diagram 1 which are doubly distributive are R and C (because they are fields), S and K (Section 4.5 in [Vir10] ), T R (Section 7.2 in [Vir10] ), and T (Section 5.2 in [Vir10] ). For each of the remaining hyperfields, strong matroids and weak matroids do not coincide:
• Example 3.30 in [BB16] is a weak -matroid which is not strong.
• Example 3.31 in [BB16] , which is due to Weissauer, is a function ϕ from 3-tuples from a 6-element set to S 1 ∪{0}. Viewing S 1 ∪{0} as contained in the underlying set of a hyperfield F ∈ {P, Φ, T C}, this ϕ is the GrassmannPlücker function of a weak F -matroid which is not strong.
When dealing with hyperfields for which weak and strong matroids coincide, we will leave out the adjectives "weak" and "strong."
A K-matroid is a matroid and an S-matroid is an oriented matroid. As we have seen, when F is a field, an F -matroid is the image of a subspace of F E under the Plücker embedding.
It is also possible to interpret strong F -matroids as generalizations of linear subspaces in a more direct way. Associated to a strong F -matroid of rank r on E is a set V * ⊆ F E , called the set of F -covectors of the F -matroid. If F is a field, so that an F -matroid is the Plücker embedding of a subspace V of F E , then the F -covectors of the F -matroid are exactly the elements of V . See [And16] for details.
Hyperfield Grassmannians
Definition 4.1. The strong Grassmannian Gr s (r, F E ) is the set of strong Fmatroids of rank r on E. The weak Grassmannian Gr w (r, F E ) is the set of weak F -matroids of rank r on E. We use the notation Gr * (r, F n ) where * ∈ {s, w}.
. Gr s (r, T E ) is essentially the same as the Dressian D(r, |E|) discussed in [MS15] .
Remark 4.3. We abbreviate Gr * (r, F {1,...,n} ) by Gr * (r, F n ). If E has cardinality n, then introducing a total order on E gives a bijection Gr
If F is a topological hyperfield, then each of the sets above inherits a topology. For a topological hyperfield there is a stabilization embedding
given by considering {1, . . . , n} {1,...,r} ⊂ {1, . . . , n + 1} {1,...,r} and defining ϕ to be equal to ϕ on the subset and zero on the complement. We then define Gr * (r, F ∞ ) as the colimit of Gr * (r, F n ) as n → ∞. 
The following theorem follows from the definitions, but is nonetheless powerful.
Theorem 4.4. Let H : F × I → F be a hyperfield homotopy. Define
If F and F are homotopy equivalent, then so are the topological spaces Gr * (r, F n ) and Gr * (r, F n ). From Proposition 2.16 we see:
0 ) for * ∈ {s, w} 4. Gr(r, K n ) Gr(r, T n 0 ) Part 1 justifies the first sentence of Theorem 1.1. As will be discussed in Section 6, Gr(r, K n ) is contractible, and Gr(r, S n ) is the MacPhersonian MacP(r, n).
Realization spaces
For any morphism of topological hyperfields f : F → F and * ∈ {s, w} we get a partition of Gr * (r, F n ) into preimages under Gr * (f ). The preimage of M ∈ Gr * (r, (F ) n ) will be denoted Real * F (M ), and if F is a topological hyperfield then Real * F (M ) is the (strong or weak) realization space of M over F . An element of Real * F (M ) is called a (strong or weak) realization of M over F . An F -matroid is (strong or weak) realizable over F if it has a (strong or weak) realization over F . (This is a rephrasing of Definition 4.9 in [BB16] .) When dealing with hyperfields for which weak and strong coincide, we will leave out the adjectives 'weak" and "strong" and write simply Real F (M ).
Example 5.1. Recall that a K-matroid is simply called a matroid. For any topological hyperfield F , there is a unique morphism κ : F → K. We call the resulting partition the matroid partition of Gr * (r, F n ). The realization space Real * F (M ) is exactly the set of (strong or weak) rank r F -matroids on [n] whose Grassmann-Plücker functions are nonzero exactly on the ordered bases of the matroid M . Realization spaces of matroids and oriented matroids over fields is a rich subject (cf. Ch. 6 in [Oxl11] , [Zie96] , [Rui13] ). Even determining whether a given matroid or oriented matroid is realizable over a particular field is a nontrivial task. Most matroids and most oriented matroids are not realizable over R (Corollary 7.4.3 in [BLVS + 99]), and the realization space of an oriented matroid over R can have horrendous topology ([Mnë88] ).
For any topological hyperfield F , and any matroid M , the identity maps
Like Theorem 4.4, the following is an immediate consequence of the definitions but is powerful.
Theorem 5.3. Let F and F be topological hyperfields and let F be a hyperfield. Let f : F → F and f : F → F be hyperfield morphisms. Let M be a Fmatroid. If H : F 0 × I → F 0 is a hyperfield homotopy such that f (H(x, t)) = f (x) for all x and t, then H induces a homotopy Real *
Applying this to the homotopies in Proposition 2.14, and in stark contrast to the situation with realizations over R and C, we have the following.
Corollary 5.4. 1. For any matroid M , Real * (M ) and Real T (M ) are contractible.
For any oriented matroid
In particular, each of these realization spaces is nonempty: that is, every matroid is realizable over and T , every oriented matroid is realizable over T R, and every (strong or weak) phased matroid is realizable over T C. This much is actually easy to see even without Theorem 5.3. For instance, notice that K is a subhyperfield of , and so the Grassmann-Plücker function of a K-matroid M can also be viewed as the Grassmann-Plücker function of amatroid realizing M , and likewise for K ⊂ T , S ⊂ T R, and Φ ⊂ T C.
The set of nonempty elements of {Real * F (M ) : M ∈ Gr * (r, K n )} is a partition of Gr * (r, F n ), called the matroid partition of Gr * (r, F n ). We now consider the topological relationship between the parts. Recall that the uniform matroid of rank r on elements E is the matroid in which each r-element subset of E is a basis, or equivalently, the K-matroid whose Grassmann-Plücker function ϕ : E r → K takes every r-tuple of distinct elements to 1. The realization space of the uniform matroid of rank r on elements E is just the set of all elements of Gr * (r, F E ) with all Plücker coordinates nonzero. This implies that if M is the uniform matroid, then the realization space Real * F (M ) is open in the F -Grassmannian. (This set may be empty: for instance, the uniform rank 2 matroid on elements {1, 2, 3, 4} is not realizable over the field Remark 5.6. For a given topological hyperfield F , the continuous maps
seem intriguing. Each map restricts to a homeomorphism on each realization space, and the different topologies glue these spaces together differently. In Gr * (r, 0 F n ) they are not glued together at all. One would expect some glue in Gr * (r, F n ) and super glue in Gr * (r, F 0 n ).
Lemma 5.7. Let F be a hyperfield and A = {a 1 , . . . , a r+1 }.
Every nonzero alternating function
Proof. 1. In this case the Grassmann-Plücker relations are trivial.
2. Let Alt(A r , F ) be the set of alternating functions from A r to F , topologized as a subset of F A r . There are inverse continuous maps
which descend to homeomorphisms after projectivizing.
Lemma 5.8. Let F be a topological hyperfield, M a rank r matroid on a finite set E so that Real * F (M ) is nonempty, and A ⊆ E an (r + 1)-element subset. Then any alternating functionφ : A r → F which is nonzero exactly on the ordered bases of M contained in A extends to a Grassmann-Plücker function ϕ : a 1 , . . . , a i , . . . , a r+1 )  ϕ(a 1 , . . . , a i , . . . , a r+1 ) where the product is over all i such thatφ(a 1 , . . . , a i , . . . , a r+1 ) = 0. For each e ∈ E define λ e by λ e = ϕ0(a1,..., ai,...,ar+1) ϕ(a1,..., ai,...,ar+1) if e = a i andφ(a 1 , . . . , a i , . . . , a r+1 ) = 0 1 otherwise
One easily checks that ϕ andφ coincide on A r . The Grassmann-Plücker relations for ϕ 0 imply the Grassmann-Plücker relations for ϕ; thus ϕ is an Fmatroid. Also, the functions ϕ and ϕ 0 have the same 0's, so [ϕ] ∈ Real * F (M ).
Lemma 5.9. Let F be a topological hyperfield, E a finite set, and B an ordered r-tuple from E.
2. For any A ⊇ B, the restriction map Gr Now we can prove Proposition 5.5. If M is a (strong or weak ) F -matroid with Grassmann-Plücker function ϕ : E r → F and A is a rank r subset of E then M (A) denotes the restriction of M to A, i.e., the F -matroid given by the restriction of ϕ to A r .
Proof of Proposition 5.5. If M is a rank r matroid on elements E and B is the set of ordered bases of M then Real *
Since Consider the commutative diagram
where the vertical maps are the restriction maps. Since Real * 
Poset Hyperfields
A poset P can be given the upper order ideal topology or poset topology, which is the topology generated by sets of the form U p = {x ∈ P : x ≥ p}, where p is an element of P . Note that the partial order can be recovered from this topology: U p is the intersection of all open sets containing p, and for any p, q ∈ P , we have p ≤ q if and only if U q ⊆ U p . Topological spaces given by posets are precisely the topological spaces which are both T 0 (given any two points, there is an open set containing exactly one of the points) and Alexandrov * (r, F n ) is independent of the choice of ϕ and ϕ . The poset topology on Gr * (r, F n ) and the Grassmann hyperfield topology on Gr * (r, F 0 ) coincide. For matroids (F = K) and oriented matroids (F = S), the partial order is the well-known weak map partial order. The poset Gr(r, S n ) is known as the MacPhersonian and is denoted MacP(r, n). Thus we have an identification of topological spaces MacP(r, n) = Gr(r, S n ).
The poset Gr(r, K n ) is contractible: we can see this by noting:
1. Gr(r, K n ) has a unique maximal element, given by the uniform rank r matroid on [n], and 2. if P is a poset with a unique maximum element1, then the function H : P × I → P given by
is a deformation retract of P to {1}.
There is a second topological space we can associate to a poset (P, ≤): the order complex P . This is the geometric realization of the simplicial complex whose vertices are the elements of P and whose k-simplices are the chains p 0 < p 1 < · · · < p k of elements of P . The function ϕ P : P → P given by sending points in the interior of the simplex spanned by p 0 < p 1 < · · · < p k to p k is a continuous function when P is given the poset topology.
McCord [McC66] proved the following amazing theorem.
Theorem 6.1. For any poset P , the map ϕ P : P → P is a weak homotopy equivalence.
In particular, McCord's theorem implies that every finite simplicial complex has the weak homotopy type of its poset of simplicies, giving a close connection between the topology of finite complexes and finite topological spaces. Recall that a weak homotopy equivalence is a continuous function f : X → Y so that
is a bijection for all n ≥ 0 and all x 0 ∈ X. A weak homotopy equivalence induces isomorphisms on homology groups by the Hurewicz Theorem and thus on the cohomology ring. McCord's theorem and the above identification of MacP(r, n) = Gr(r, S n ) give the first part of Theorem 1.1. In Section 7, we will review what is known about the homotopy type of MacP(r, n) .
The MacPhersonian and hyperfields
In this section we interpret our previous work [AD02] on the relationship between the Grassmannian and the MacPhersonian in light of the continuous hyperfield homomorphism R → S. As noted before, MacP(r, n) with the poset topology is just Gr(r, S n ) with the topology induced by the topological hyperfield S. The homomorphisms of topological hyperfields
By Corollary 4.5 we know that the second map is a homotopy equivalence.
Here is the main theorem of [AD02] , whose proof involves construction of a universal matroid spherical quasifibration over MacP(r, n) and its StiefelWhitney classes.
Theorem 7.1 ([AD02]
). There is a continuous map µ : Gr(r, R ∞ ) → MacP(r, ∞) so that
is a split epimorphism of graded rings,
The diagram below commutes
The existence of a map µ so that the above triangle commutes up to homotopy follows from Remark 6.2.
The following corollary finishes the proof of Theorem 1.1.
Corollary 7.2. Let ph : R → S be the morphism of topological hyperfields given by the phase map x → x/|x| for x = 0.
is a split epimorphism of graded rings.
Gr(ph)
* : H * (Gr(r, S n ); F 2 ) → H * (Gr(r, R n ); F 2 ) is a epimorphism of graded rings.
Proof. Part 1 follows from the identification MacP(r, ∞) = Gr(r, S ∞ ), Theorem 7.1, and McCord's theorem. Part 2 follows from considering the induced maps in mod 2 cohomology from the following commutative diagram
In particular the map µ ∞ induces a surjection on mod 2 cohomology by Theorem 7.1 above. The map i n R induces a surjection on mod 2 cohomology since the mod 2 cellular chain complex of Gr(r, R ∞ ) has zero differentials when the cell structure is given by Schubert cells (see [MS74] ), and Gr(r, R n ) is a subcomplex.
Finally, we discuss the maps induced on mod 2 cohomology by square (6) because we feel that there are issues of combinatorial interest. First, we don't know if the map µ ∞ induces an injection on mod 2 cohomology; elements in the kernel would be exotic characteristic classes for matroid bundles [AD02] . Next we discuss the vertical maps. Proposition 7.3. For any j, there exists n(j, r) so that for n > n(j, r), the maps H j (Gr(r, R ∞ ); F 2 ) → H j (Gr(r, R n ); F 2 ) H j (Gr(r, S ∞ ); F 2 ) → H j (Gr(r, S n ); F 2 ) are isomorphisms.
Proof. For the real Grassmannian, this is classical ( [MS74] ). Indeed, the CWcomplex Gr(r, R ∞ ) is the union of the subcomplexes Gr(r, R n ) and the dimenson of every cell of Gr(r, R n+1 ) − Gr(r, R n ) is greater than n − r. It thus follows from using cellular cohomology.
For the sign hyperfield, the reasoning is more subtle. First, using McCord's Theorem, it suffices to prove the result with Gr(r, S − ) replaced by MacP(r, −) . Then the main result of [And98] shows that there is an n(j, r) so that for n > n(j, r), the maps π j ( MacP(r, n) ) → π j ( MacP(r, ∞) ) is an isomorphism. The Relative Hurewicz Theorem and Universal Coefficient Theorem imply the same is true on mod 2 cohomology.
For an arbitrary hyperfield F , we do not know, for example, whether the map H * (Gr(r, F ∞ )) → lim n→∞ H * (Gr(r, F n )) is an isomorphism. Similar considerations allow us to deduce the following from the main results of [And98] .
Corollary 7.4.
1. Gr(ph) * : π i (Gr(r, R n )) → π i (Gr(r, S n )) is an isomorphism for i ∈ {0, 1} and a surjection for i = 2.
2. The map π i (Gr(r, S n−1 )) → π i (Gr(r, S n )) induced by the stabilization embedding is an isomorphism if n > r(i + 2) and a surjection if n > r(i + 1).
We now wish to discuss the map induced by Gr(r, R n ) → Gr(r, S n ) on mod 2 cohomology. There is a factorization where the first map is given by the Stiefel-Whitney classes of the universal matroid spherical quasifibration of [AD02] . Note that β • α is onto by problem 7-B of [MS74] . We then can break the question of whether β is injective into two pieces. First, is α onto, i.e. are there exotic characteristic classes? Second, is β restricted to the image of α injective, i.e. do the relations in the mod 2 cohomology of the real Grassmannian hold over S?
Dequantization
We now review Viro's dequantization, which is a remarkable way of passing from an entry F in the first row of Diagram (1) to the corresponding entry T F in the last row via the identity map, perturbing the addition in F to the hyperfield addition in the tropical hyperfield T F . For h ∈ R >0 , define the homeomorphism S h : F → F by h (S h (x) + S h (y)). Perhaps a better way to think about + h is to take h = a/b where a and b are odd positive integers and define x + h y = (x 1/h + y 1/h ) h . Then for a general h > 0 define + h as a limit.
For h > 0, let F h be the topological field (F, + h , ×, 1, 0). Then S h : F h → F is an isomorphism of topological fields.
It is an easy calculus exercise to show that if |x| > |y|, then lim
And, of course, lim R h . Section 9.2 and Theorem 9.A of [Vir10] make this precise as follows: for F ∈ {R, C} define Γ = {(x, y, z, h) ∈ F 3 × R ≥0 : z = x + h y}. Then define x y = {z : (x, y, z, 0) ∈ Γ}. This hyperaddition is, in fact, the hyperaddition in T R and T C. Viro refers to this approximation of T F by the classical fields F h as dequantization, contrasted with the usual quantization setup of quantum mechanics where one deforms commutative rings to a noncommutative deformation. Similar considerations derive T from via dequantization.
