nology) of degree k _>_ 1 is an infinite tree, i.e., a graph without cycles, which has exactly (k + 1) edges emanating from each vertex. Let T k (V, L, i), i.e., V is the set of vertices of Tk, L is the set of edges, and is the incidence function which associates with each edge E L its endpoints x,y e V. If i (1) {x,y}, then
x, y are called neighboring vertices and in this case we write (x, y). The distance d(x,y), x,y V, on the Bethe lattice is introduced, as usual, by the formula d(x,y) min {d x Xo, Xl,'",Xd-l,Xd y V such that the pairs (x0, xl),..., (Xd-, Xdl are nearest neighbors}.
The sequence r {x x0,x,... ,Xd-I,Xd --y V} realizing the above mini- H(a) -J E a(x)a(y), J > o.
As usual, one can introduce the notions of Gibbs distribution on the Ising model on the Bethe lattice, limiting Gibbs distribution, pure phase (extreme Gibbs distribution), etc. (see [2] - [6] ). Our aim is to describe pure phases of the model discussed.
Let
{(x) :kl, x E V} be a fixed function on V with values :kl. The gauge transformation G: a Gea is defined by the formula (1.4) Ge" {a(x), x V} {(x)a(x), x V}.
One can prove the following statement without difficulty. [7] ).
The approach we use is based on the theory of Markov random fields on trees and recurrent equations of this theory (in this connection, see [1] , [3] , [6] , [8] - [13] ).
We also refer to the recent paper [14] in which by means of contour techniques the existence at low temperatures of uncountably many pure phases in the Ising model on lattices on the Lobachevski plane (which also includes the Bethe lattice) was proved.
The contents of the paper are as follows. In 2, which is preparatory, we describe, following basically [3] , [6] , [8] , and [9] , the general structure of extreme Gibbs distributions on the Bethe lattice, and discuss their relation with the recurrent equations of the theory of Markov random fields on trees. In 3 and 4, we construct the Gibbs distributions in which half of the Bethe lattice is occupied by the plus-phase, and half by the minus-phase, and prove that all of these distributions are different and extreme.
A somewhat more general class of Gibbs distributions is also constructed, for which it is also proved that all of the distributions contained in it are extreme.
In concluding the introduction, the authors would like to express their gratitude to Ya. G. Sinai Our exposition is based on [3] , [6] , [8] , and [9] .
If an arbitrary edge (x , x E L is deleted from the Bethe lattice Tk, it splits into two components-two semi-infinite Bethe lattices T0 k and T k (see Fig. 1 ). [3] , [6] , and [8] 3. Construction of an uncountable number of pure phases. Consider an arbitrary path x xo < x < x2 < starting from a point x , either finite or infinite. The path can be represented by a sequence ili2i3." ", where in 0, 1,..., k-1. For this, we renumber the edges going upwards from the vertex x e V by lo(x), ll(x),..., lk-l(X) Then with the path x Xo < xl < x2 < we can associate the sequence ii2i3.., such that (Xn--l,Xn} li,(Xn-1), n 1,2,--'. The sequence ii2i3.., defines the path x xo < Xl < x2 < uniquely. Every finite path x xo < x < x2 < < Xn x of length n defines the point x Wn. If the path x xo < x < x2 < < Xn x is represented by the sequence ii2.., in, then we shall assume that the vertex x is also represented by this sequence. It is well known that if t Qk, then the number t can be expanded into a fraction in two ways:
Denote the first of these sequences by (i ( 1) to denote the second one; i.e., Let r(t, 1) and r(t, 2) be the paths represented by the sequences i)i)i(3 )... and i2)
. (2). (2) respectively. It is clear that the path r(t, 1) for n > N + 1 always "goes Z2 3 " to the left" while the path r(t, 2) for n >= N / 1 always "goes to the right." SUPPLEMENT 1 TO THEOREM 3.1. For any t E Qk, t--)-nN=l in/k n, the collections of numbers h r(t,) and h (t'2) coincide and h Iho(t) ho(s)l -<-Og2h.. Let 0 < t-s < k-N-1. Then either (4.9) holds, or if we take v YnN__lj,/k', then (4.9) holds for the pairs {s, v} (with the representation of v with the tail of the numbers (k-1)) and {v, t}. In both cases, it follows from (4.10) that (4.11) [ho(t) ho(s)l <= ON4h, if It-sl <-_ k-N-.
