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Resumen El Scaled Conjugate Gradient es un algoritmo de aprendi-
zaje iterativo para redes neuronales artiﬁciales, destaca´ndose por su ve-
locidad de convergencia frente al Backpropagation. Esto se debe a que
utiliza derivadas de segundo orden, lo que permite una convergencia ma´s
veloz. En este art´ıculo, se demuestra lo expuesto por Mo¨ller en su tra-
bajo original, respecto a que una adecuada implementacio´n del Scaled
Conjugate Gradient puede reducir en un 50% el tiempo de ejecucio´n. La
implementacio´n fue realizada en la herramienta gratuita ”Froog Neural
Networks”de redes neuronales y probada en 4 base de datos esta´ndar,
con diferentes cantidades de neuronas para probar la efectividad de los
cambios realizados.
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1. Introduccio´n
En el an˜o 1993, Mo¨ller introdujo un nuevo algoritmo de aprendizaje para
redes neuronales artiﬁciales llamado Scaled Conjugate Gradient (SCG) con tasa
de convergencia superlineal [1]. En su art´ıculo destaca el rendimiento del SCG
frente al algoritmo Backpropagation (BP) [2], el Conjugate Gradient Backpropa-
gation (CG) [3] y el algoritmo cuasi-Newton Broyden-Fletcher-Goldfarb-Shanno
(BFGS) [4]. Adema´s, el algoritmo SCG, se caracteriza por no requerir para´me-
tros de conﬁguracio´n (a diferencia de los mencionados) y tiene la virtud de evitar
bu´squedas lineales para encontrar el taman˜o del paso o taza de aprendizaje, a
diferencia del CG. Por otro lado, BP es un algoritmo que se caracteriza por utili-
zar informacio´n de primer orden de la funcio´n objetivo, haciendo que el proceso
iterativo de bu´squeda tome una gran cantidad de pasos. Es por esto que se origi-
naron algoritmos que aprovechan la informacio´n de segundo orden para acelerar
la velocidad de convergencia como el CG, el SCG y el BFGS. Los algoritmos de
segundo orden, calculan reiteradas veces el gradiente en cada iteracio´n, el para-
lelismo conseguido con las tecnolog´ıas actuales, como los CPU, GPU y Cloud
Computing, hacen que el ca´lculo del gradiente no sea tan costoso y logren redu-
cir el tiempo global de ejecucio´n, hacie´ndolos ideales para grandes volu´menes de
datos [5].
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Se han presentado otras propuestas para acelerar el algoritmo BP, algunas
simples como ajustar el learning rate y algunas ma´s complejas como Momentum
[6], RMSProp [7], Adam [8], Adagrad [9], y Nesterov [10]. Si bien estas soluciones
mejoran considerablemente el tiempo de convergencia de BP, requieren de la
conﬁguracio´n de varios hiperpara´metros, para lo cual, es necesario conocer en
profundidad los efectos de cada uno y de manera emp´ırica seleccionar los mejores
para´metros.
Finalmente, es importante destacar que el algoritmo Adam es uno de los ma´s
utilizados actualmente y puede acelerar el proceso de convergencia del algorit-
mo BP, logrando obtener resultados similares al algoritmo SCG con informacio´n
de primer orden. Sin embargo, algunos trabajos han demostrado que el algorit-
mo Adam en determinados casos no logra una convergencia adecuada [11]. Una
bu´squeda en las herramientas ma´s importantes del a´rea como: Keras, Tensor-
ﬂow, Torch, Caﬀe, y Deepl4J, el algoritmo SCG no se encuentra en las versiones
oﬁciales hasta la fecha. En este trabajo, implementamos dos versiones del algo-
ritmo SCG, la original sugerida por Mo¨ller y otra siguiendo las sugerencias de
implementacio´n planteadas en ese mismo trabajo. Los algoritmos fueron imple-
mentados en la herramienta gratuita que estamos desarrollando Froog.
Este trabajo se divide en las siguientes secciones: en la seccio´n 2, se describen
las estrategias de optimizacio´n en los algortimos BP y SCG, en la seccio´n 3, se
muestra el algoritmo SCG, sus modiﬁcaciones y el proceso de implementacio´n del
mismo, para la librer´ıa Froog NN, en la seccio´n 4, se describen la conﬁguracio´n
experimental, las bases de datos y los resultados de los ensayos que muestra la
comparacio´n del rendimiento entre los algoritmos SCG, su versio´n modiﬁcada y
el BP. Por u´ltimo en la seccio´n 5 se exponen las conclusiones del trabajo.
2. Estrategia de Optimizacio´n
El entrenamiento de una red neuronal es, por lo general, un proceso iterativo
que busca el mı´nimo de una funcio´n de error E(w˜). En este caso, w˜ es el vector
compuesto por los para´metros de la red neuronal, que sera´ ajustado por medio
del vector opuesto del gradiente p˜k hasta obtener el error deseado. Podemos
resumir los algoritmos de optimizacio´n de la siguiente manera:
1. Elegir el vector de para´metro inicial w˜1 y k = 1.
2. Determinar el gradiente p˜k y un taman˜o de paso αk tal que
E(w˜k + αkp˜k) < E(w˜k).
3. Actualizar el vector de para´metros: w˜k+1 = w˜k + αkp˜k.
4. Si E0(w˜k) 6= 0˜ entonces k = k+1 y continuar desde el paso 2. Caso contrario,
w˜k+1 es el mı´nimo deseado (donde E
0(w˜) es gradiente de la funcio´n error).
Este proceso iterativo involucra dos pasos independientes. Primero se debe
determinar una direccio´n de descenso y una vez encontrada tal direccio´n, αk
determina cua´nto ha de moverse el algoritmo en dicha direccio´n. El algoritmo
descripto es la estrategia utilizada por el BP en todas sus variantes y se vale del
ca´lculo del gradiente para cumplir su cometido. El SCG a diferencia del BP, no
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solo calcula el gradiente p˜k, tambie´n explora el taman˜o del paso ma´ximo posible
αk en dicha direccio´n, garantizando una convergencia en menos iteraciones. Para
calcular αk, el SCG requiere calcular un segundo gradiente r˜k ortogonal a p˜k y
realizar una exploracio´n lineal en la direccio´n del gradiente p˜k.
3. Detalles de implementacio´n del algoritmo SCG
En la seccio´n anterior se describio´ brevemente el algoritmo SCG, si bien
e´ste funciona correctamente, se puede mejorar su rendimiento si aprovechamos
correctamente los ca´lculos de las activaciones, la derivada y la funcio´n de costo.
Los siguientes diagramas de ﬂujo muestran los cambios propuestos para lograr
ahorrar hasta un 50% el tiempo de ejecucio´n.
Como puede observarse en el diagrama de la Figura 1, en color verde se
indica los pasos donde se ahorra co´mputo por el ca´lculo de las activaciones de la
red neuronal, realizados en (1) e inﬂuyendo en: (2), (4), (5); y las activaciones
realizadas en (10) inﬂuira´n en (13), (14) y en (5) a partir de la segunda iteracio´n.
En anaranjado, el ca´lculo del error de la red neuronal es calculado en (3) y
(11), impactando en el rendimiento de (12) y (15), donde el error (15) solo sera´
actualizado, si y solo si, ∆k >= 0, evitando ca´lculos innecesarios. Por u´ltimo, en
azul el ca´lculo la norma cuadrada del gradiente |p˜k|2 se realiza en (6) e impacta
en (7), (8), (9) y (16).
En otras palabras, se cambio´ el orden de las operaciones al inicio del algoritmo
y se hizo e´nfasis en calcular primero todo lo que puede ser reutilizable, para
luego ser aprovechado por el ca´lculo del gradiente g1, la funcio´n costo e1 y la
norma cuadrada del gradiente |p˜k|2, permitiendo hacer un mayor ahorro en el
procesamiento del algoritmo, y permitir tener tiempos similares a dos veces el
tiempo del BP por iteracio´n, que es el tiempo o´ptimo para el SCG.
La herramienta utilizada durante los ensayos del algoritmo propuesto, es
Froog Neural Network (Froog) [12], este software es Open Source y gratuito.
Froog esta preparado, tanto para el disen˜o y entrenamiento de redes neurona-
les, como as´ı tambie´n, funcionar en Java, R y Android. Froog fue creado por el
Grupo de Investigacio´n en Tecnolog´ıas Informa´ticas Avanzadas de la Facultad
Regional de Tucuma´n - Universidad Tecnolo´gica Nacional. Froog se caracteriza
por estar implementado en su totalidad en Java con multihilos y tiene un desa-
rrollo vectorizado gracias a la librer´ıa EJML (Eﬃcient Java Matrix Library) [13].
Actualmente, Froog se encuentra en continuo desarrollo y es utilizado como pro-
yecto educativo y de investigacio´n en diferentes algoritmos de redes neuronales.
4. Conﬁguracio´n Experimental y Bases de Datos
Para los ensayos se seleccionaron 4 base de datos: MNIST [14], Fashion-
MNIST [15], Letters EMNIST y Balanced EMNIST [16]. Estas bases de
datos tienen las caracter´ısticas de ser bien conocidas, de acceso pu´blico y tener
una fa´cil interpretacio´n de los resultados. Estas 4 bases de datos, constan de
un nu´mero adecuado de ejemplos para ser utilizados como benchmarks, todas
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k = 1; k < epoch; k++
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Green: Savings in gradient evaluation and activations
Orange: Saving in the cost function evaluation






Figura 1: La ﬁgura (1a) representa el diagrama de ﬂujo original propuesto por
Mo¨ller y la ﬁgura (1b) representa el diagrama de ﬂujo propuesto.
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esta´n en escala de grises y tienen una dimensio´n de 28 x 28 pixeles. MNIST
es una de las bases de datos ma´s empleadas en la bibliograf´ıa del a´rea, y se
caracteriza por constar de d´ıgitos escritos a mano con nu´meros del 0 al 9 y
posee de un total de 60.000 registros, separados en 50.000 para entrenamiento
y 10.000 para testeo. La base de datos Fashion MNIST, consta de 10 clases de
vestimentas, aumentando la complejidad en la clasiﬁcacio´n de los objetos. Letters
EMNIST, es una base de datos similar a MNIST, pero realizada con caracteres,
sin distincio´n entre mayu´sculas y minu´sculas del diccionario anglosajo´n, de la
“a” a la “z”, 26 clases en total. Balanced MNIST, es una mezcla entre la base de
datos de Letters y la de Dı´gitos, pero a su vez garantiza tener clases balanceadas,
y agrega la diﬁcultad de distinguir entre las letras minu´sculas y mayu´sculas que
diﬁeren entre s´ı, constando en un total de 47 clases. Para este ensayo se uso´ un
procesador i7 6700K, la herramienta Froog empleo´ un solo hilo de procesamiento
y para cada de base de datos, se utilizo´ el conjunto de entrenamiento completo
y se evaluaron los resultados de la iteracio´n 10 con el conjunto de testeo, para
evaluar la eﬁciencia del algoritmo SCG propuesto frente al SCG original, tambie´n
se incluye una comparacio´n con el algoritmo BP para tener una referencia de
eﬁciencia.
BP lr = 0.1 SCG Original SCG Propuesto
BD Neur Seg/iter Acc. Test Seg/iter Acc. Test Seg/iter Acc. Test
100 4.5 0.774 18.4 0.797 9.2 0.797
200 8.9 0.791 36.7 0.819 17.9 0.819
MNIST 300 13.3 0.807 54.4 0.819 26.7 0.819
400 17.7 0.815 72.1 0.823 35.5 0.823
500 22.1 0.825 90.1 0.824 44.2 0.824
100 12.3 0.372 50.2 0.502 25.1 0.502
200 25.6 0.400 100.1 0.528 48.4 0.528
Letters 300 36.5 0.451 148.9 0.560 75.4 0.560
400 50.1 0.484 198.1 0.564 96.4 0.564
500 61.5 0.498 254.6 0.559 124.2 0.559
100 6.3 0.737 24.4 0.661 12.3 0.661
200 11.9 0.744 47.9 0.673 24.9 0.673
Fashion 300 17.7 0.756 73.9 0.670 36.6 0.670
400 24.7 0.766 98.5 0.679 47.9 0.679
500 29.9 0.765 126.5 0.688 58.8 0.688
100 11.9 0.183 49.6 0.446 24.4 0.446
200 23.1 0.250 96.0 0.504 46.2 0.504
Balanced 300 33.6 0.274 138.1 0.497 66.7 0.497
400 45.3 0.306 185.2 0.490 88.6 0.490
500 56.7 0.338 232.7 0.512 114.8 0.512
Cuadro 1: Se detalla el tiempo de ejecucio´n por iteracio´n, requerida por los diferentes
algoritmos y el accuracy obtenido con los datos de testeo luego de 10 iteraciones.
En el siguiente ensayo, se comparo´ los algoritmos BP y SCG para evaluar
la eﬁcacia en la convergencia de cada uno. Se utilizaron nuevamente las 4 bases
ASAI, Simposio Argentino de Inteligencia Artificial
48JAIIO - ASAI - ISSN: 2451-7585 - Página 120
de datos, pero se limito´ a 300 neuronas en la capa oculta para cada caso. En el
BP, se utilizo´ un learning rate = 0.1 y se ejecuto´ por 160 iteraciones. El SCG
se ejecuto´ por 20 iteraciones, donde alcanza su estabilizacio´n y se realizaron las





































































































Figura 2: Se muestra el accuracy de testeo de cada algoritmo, para cada iteracio´n con
las diferentes bases de datos. En Azul el BP y en Rojo el SCG.
5. Conclusiones
Como se puede observar en el Cuadro 1, los tiempos de ejecucio´n del al-
goritmo SCG propuesto, reduce el tiempo a la mitad del algoritmo presentado
originalmente, tambie´n se advierte, que es aproximadamente el doble del tiempo
que el algoritmo de BP requiere por iteracio´n, esto se debe a la doble evalua-
cio´n del gradiente, que sera´ compensada por el paralelismo del CPU, GPU u
otro hardware. En cuanto a los resultados, se puede notar en la Figura 2, que
el algoritmo de SCG puede realizar una mejor aproximacio´n en las primeras
iteraciones respecto al BP, pero luego de que el SCG se estabiliza, ser´ıa reco-
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