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Abstract

Introduction

In cell biology, electron probe X-ray microanalysis
can reveal the distribution of chemical elements inside a
single cell. The full description of a biological system
(cell population, tissue) requires a great number of spot
measurements. In quantitative analysis, the measurements are subject to experimental errors of several
types; moreover, the relations between the resulting
values are usually more interesting than the absolute
concentrations. Nevertheless, the proper evaluation of
quantitative values can discover information more on the
object of study.
A system of simple statistical tests is suggested here
which can solve several problems. Some concentration
values can be far from the statistical average due to
errors in measurement; therefore, a statistical test of
plausibility of the measured values is carried out. In the
compartments (e.g., nucleus, cytoplasm or other selected
areas), the distribution of an element can be nonhomogeneous, and hence a statistical test of homogeneity of the
element distribution in specified areas is provided. The
tests continue with a test for correlation, in which the
concentrations of a given element in a pair of specified
areas are compared. These tests proceed step-by-step for
all elements of interest. Subsequently, the relations of
concentrations in all possible pairs of elements in the
area in question are calculated. Moreover, cells within
a population can be different from the point of view of
elemental concentration; a statistical test of homogeneity
of the cell population is provided. In the case of nonhomogeneity, the concentration values and/or cells within
a population are clustered into homogeneous groups.
The evaluation is carried out automatically, with a
simple program. The system of programs, in which the
program for evaluation is incorporated, is included
semi-on-line in the EDAX9900 system, where the
measurement and evaluation are carried out in sequence.
The results for a population of Srrepromyces aureofaciens are shown as an example.

Analytical conditions and strategy of measurement
Electron probe X-ray microanalysis (EPMA) is
currently used for the measurement of concentrations of
chemical elements in thin and semi-thick sections of
microorganisms and tissue cells using scanning (SEM)
or transmission (TEM) electron microscopy. Three
possible types of analysis can be carried out. In qualitative analysis, the elements present are indicated; the
detection limit should be known. In semiquantitative
analysis, the ratio of concentrations of the elements
present is calculated; if all elements in the sample are
analyzed in this way, the absolute concentrations can be
determined, which is not the usual case in biological
samples. Fully quantitative analysis provides the absolute
values of concentration; an analysis of standards is
necessary.
EPMA makes it possible to measure quantitatively
the concentrations of chemical elements at selected spots
within the cell in a volume of 10-4 µm 3 ; at a lateral
resolution of < 100 nm (Hall and Gupta, 1983); optimally, a resolution of about 10 nm can be achieved (Somlyo
and Shuman, 1982). The distribution of elements in the
cell at the subcellular level can be determined either in
an automatically created and sufficiently dense network
of points [area mapping - (Fiori, 1986)) or at points
selected by the operator.
For analytical measurements, knowledge of precision and an independent test of accuracy are also
required. The difference between precision and accuracy
is defined as follows: precision is concerned with the
agreement of closely repeated measurements and is
controlled by random fluctuation in the system - it can
be improved by acquiring more data. As fluctuation in
the system we must take into account not only the
fluctuation of instrument conditions, but irregularities of
samples (e.g., nonhomogeneity, rough surface). Accuracy is concerned with how close the measured value is to
the true value and is controlled by the systematic errors
in both the experiment (sample preparation, measurement) and the data analysis (Craven, 1989).
From the physical and analytical point of view, the
evaluation of the measured values should be reproduc-
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C is the average value of concentration from the replications; n is the number of replications.
The estimated standard deviation Sc of the average value
C is given as

ible, i.e., the results of evaluation should not depend on
the choice of measured points by the operator and/or on
the procedure for the evaluation. Thus, in both spot
measurements and area mapping, the basic analytical
requirements, test of accuracy, knowledge of precision
and reproducibility, should be fulfilled.
With area mapping, the influence of the operator in
the choice of measurement points has decreased. The
main disadvantage of this procedure applied to biological
samples (where both the acquisition time and the beam
current are limited) is the low number of pulses in image
pixels. Hence, due to the character of the radiative
signal, there is a large counting error decreasing the
precision. The precision of single spot measurements is
usually better than that of area mapping due to the
longer acquisition time. On the other hand, due to the
large degree of nonhomogeneity of biological samples,
une needs a reasonable number of replicated analyses for
a proper statistical evaluation. This means that for a
relevant overview of the sample, the number of measurements is given as the number of experiments times
the number of cells times the number of specified areas
(compartments, organelles, interesting sites), times the
number of replications.

(2)

Counting error
The number of detected pulses has a Poisson
distribution; hence, the radiative signals themselves
contain an error, which is known as counting error. The
estimated counting error oCof concentration must be
calculated from the counting errors of all radiative
signals which are incorporated into Hall's equation
(Hail, 1982); the errors of other variables should also be
included.
The number of pulses N(t) of the radiation measurement during the observation period of length t has a
standard deviation (counting error) LlN(t) = -v'Tt,
where I is the intensity (its estimated value is
=
N(t)/t). It has the estimated standard deviation or =
LlN(t)/t = v17t, (in this case the relative standard
deviation LlN(t)/N(t)=ol/I). Instead of we use in the
following only I.
The concentrations of chemical elements is calculated in quantitative EPMA of biological objects usually by
Hall's equation (Hall, 1982)

r

r

Systematic and random errors
A survey of errors has been given by Ziebold
( 1967). More recently, the measurement problem has
been formulated by Heinrich (1982): "How well can the
signal be measured and distinguished from interferences
including the background". In this problem of microanalysis the following types of error are defined:
* counting error of the single signal with Poisson
distribution;
* random errors - mechanical and electrical instabilities of the device, position in respect to the grid (in
TEM), nonhomogeneity of sample, roughness of sample
surface, changes in sample thickness, etc.;
* systematic (nonrandom) errors - sample preparation, the standard accuracy, shielding of sample by grid
or holder, or, as an unusual example, the presence of
another sample in the holder.
Most of the random systematic errors appear in the
standard deviation upon replicated measurements. The
estimated standard deviation of the single value of
concentration is calculated from the known equation
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where C;,,p• C;.81 are the concentrations of i-th chemical
element in the specimen and in the standard, respectively; in the following text the suffixes st, sp are

where C; is the value of concentration at i-th measurement;
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omitted; G is the so called G-factor, which corrects the
result for matrix composition;
CZ~

G=Z2IA=L -'-'
;

(3e)

A,

Zi and Ai are the atomic number and atomic weight of
i-th element, respectively), R is the ratio which normalizes the intensity to continuum; Ii,ne,is the net intensity
of characteristic X-ray radiation of the element (atomic
number Z); Ii,measis the measured element intensity;
Bi.measis the intensity of bremsstrahlung radiation (background), under the characteristic X-ray peak of the
element; Icon.no,
is the net intensity of continuum (bremsstrahlung X-ray radiatior.i in defined range); Icon.meas
is the
measured continuum intensity; I&,•and I&,rare the net
intensities of the characteristic X-radiation of the grid
element in the sample (standard, specimen) and the
underlying film; Ih,, and Ih,r is the same for the holder
element; I&,&
is the intensity of the characteristic radiation
of the grid element, when the grid material is irradiated;
Icon,&
is the continuum intensity in this measurement; Ih,h
and Icon,hare the same, when holder material is irradiated; the bar over the variable indicates an average.
Due to the radiative nature of all signals in Hall's
equation, the counting error of the variables must be
incorporated into the counting error of concentrations by
the rule of error propagation. It is known what the
standard deviation of the sum and other algebraic
expressions is, but it is better to use the general equation. When
(4a)
then

(4b)

where C is the concentration; oC its. counting error; xi
are the signals (variables), on which the concentration
depends; oxi are the estimated standard deviations
(mostly the counting errors of signal xi ).
For equality, the independence of the measured
signals is presumed (Rao, 1973); this requirement does
not need to be fulfilled here.
This value is the minimal random error which can
be achieved only under ideal circumstances - if all other
random errors are negligible. The great advantage of
this quantity is that it can be calculated for each measured and calculated single value of concentration and
not only from several values of concentrations as the

standard deviation (Stary, 1992).
In Hall's equation all variables denoted as I or B are
the radiative signals (R is their ratio). The other three
variables are different - c .. and the so-called G-factors.
To know the error of c.., an independent measurement
of the standard by a different method is necessary. For
the G-factors the situation is slightly better. Because the
value of the G-factor can be calculated from the measurement by means of iterations (Roomans, 1988), one
can calculate the G-factor at all points of analysis and,
for the sample, also its error as standard deviation. This
is not possible for the standard.
As remark we can point out that one point calibration is used in equation (3a). By means of several
standards with different concentrations we usually obtain
a linear calibration curve which defines an equation
similar to eqaution (3a)

R

C.,,,p =K ____:!_
G

(Sa)

sp

where G./K is the regression coefficient of the calibration curve
G

R =__::_C
K
SI

(Sb)

SI

The precision of the regression coefficient can be
calculated, but it gives only the error of the ratio R for
the standard, assuming a zero error in the standard
concentration. The error of R calculated in this way
should be lower then that calculated from one point.
Unfortunately, the error of the standard concentration
cannot be determined in this way.

The problem of' measurement plausibility
To define measurement plausibility, one must start
from the term detection limit. For the sake of analysis,
several levels of the detection limit can be defined
(Currie, 1968). The first of them, the critical limit CL,
taking into account only the magnitude of the background under the analytical peak is given for the concentration calculated from single signal by equation

CL=k.2oB=k.2{1iir

(6a)

where k is the calibration constant; oB =v'B!t is the
counting error of the background intensity B at the place
of signal (i.e., under the peak) and the constant (approximately equal to 2) is given for the 95 % probability of
satisfaction (the level of significance a = 0.05). When
the Hall equation is used, the counting error in the
concentration can be calculated by means of equation
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(4b), where function C is given by equations (3a), (3b),
(3c) and (3d). If we insert into these equations the
background under an element peak instead of the peak
intensity (Stary, 1992), we will have (with a suitable
constant) the critical limit of concentration. This is the
lowest value of concentration which can be detected with
zero random non-Poissonian error (i.e., at zero standard
deviation of replicated measurements) (Currie, 1968).
Unfortunately, this is not usually the case. Therefore, the next criterion must be used. The detection limit
(DL) also takes into account either the counting error of
the calculated concentration or the real estimated standard deviation of replicated measurement. In this case,
the defined values are added to the critical limit according to equations

is Grubbs' test for deleting of outlying values. These
concentration values far from the statistical average are
usually due to the some error in measurement (i.e., they
are outlying in the statistical sense), and by a suitable
statistical test they can be removed. In this way, the
plausibility of single measured values is increased from
an objective point of view.
In a very clear-cut system, more sophisticated
statistical methods may be used. For example, by using
a defined hypothesis test based on suitably constructed
functions (Trebbia and Manoubi, 1989), it is possible to
say whether the hypothesis is true at a given significance
level as well as to test if a background model is acceptable. In some cases, such a test can provide a warning
that the performance of the equipment has changed. The
presence of errors is detected and, with the use of an
error matrix, the error in the final result is estimated.
Thus one can look for conditions which lead to an
optimum value of the signal-to-noise ratio in the final
result.

(6b)

or
(6c)

The evaluation strategy
The simplest problems in EPMA of biological samples (from the point of view of result evaluation, not
from the point of view of biological importance) are
situations where only the pattern of change-constancy or
decrease-constancy-increase of the chemical element
concentration is found. For this purpose, quantitative
analysis is not necessary; a comparison of the spectra is
sufficient [e.g., Pelc et al. (1992)].
More complicated questions of the relationship of
elemental concentrations within a sample and about the
dependence of the concentration on the conditions of the
experiment arise. Then a quantitative analysis is necessary - only numerical values can be compared. For a
relevant overview of the sample one needs a large
number of measurements, but in a large number of data
orientation is difficult; see, for example, papers of
Norlund et al. (1987) or von Zglinicki and Roomans
(1989). The analysis of results can become rather
complicated and some biological information contained
in the data can be lost. The situation is simpler when
only some hypotheses are to be verified. This is the
routine situation in many problems of biological microanalysis, where one wants to prove a theory. As a
typical example, one wants to find out, what the change
of a given element concentration is in a specified area
(e.g., the vacuoles of the cultured cell) when the concentrations of that element in the growth medium increases.
The hypothesis (the increase of element concentration in
the cells or some other relation) can be simply verified
by a particular statistical test. This type of evaluation is
usually called confirmation analysis.

where DL 1 and D½ are the detection limits in question;
oCis the counting error of concentration (4a); Sc is the
standard deviation of replicated measurement and (3 is
the statistical coefficient given by the required level of
significance. Only if the measured concentration exceeds
this detection limit, it can be guaranteed, that neither an
error of the first class (the element is measured but is
not present) nor an error of the second class (the element is present, but not measured) was made.
For the lowest value, the determination limit, the
required minimal relative standard deviation of results is
used.
Using a calibration constant, the values of the
detection limits can be transferred into units of concentration. As basic check of the plausibility of the measured value, comparison with detection limits should be
carried out.
In practice, the problem of plausibility of the
concentration value in a specified area of cell can
apparently be overcome by averaging replicated measurements; the standard deviation (and variance) is also
calculated. Unfortunately, this simple solution omits the
possibility of nonhomogeneous distribution of element in
the specified area. By means of the x2 test (Currie,
1972), it is possible to find any non-Poissonian component of error and, eventually, to estimate its magnitude.
Only by the test of variance (Stary and Yorisek, 1989),
the excess of variance signalizes the next random error
- probably the nonhomogeneity of concentration in
sample.
Another common check of measurement plausibility
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The problem of large amounts of data can be solved
by multidimensional and multivariate statistical methods.
One of the simplest multidimensional methods is the
cluster analysis. The values of concentrations are
grouped in a multidimensional space, where the dimensions are related with the given elements. Due to the
correlation of variables (concentrations of different
elements) the principal component analysis or the
discriminate
factorial
analysis
(Quintana
and
Ollacarizgueta, 1989) and the multivariate analysis of
variance with canonical variate analysis (Jones et al.,
1986) was used. Unfortunately,
this sophisticated
statistical method does not always give a clear and
simple description of the biological problem to be
solved.
Selection of appropriate statistical tests for testing
data plausibility and extracting interesting information
may not be simple and the assistance of an experienced
statistician may be needed. Even though large statistical
packages are available for (personal) computers (e.g.,
BMDP, SOLO, Statgraphics), it is not simple to select
and properly use the tests in the sense of having clear
answers for "statistically unclear" questions.
Nevertheless, expert systems can be used here
(Gosman et al., 1990). The expert systems can be based
on rules or on logical programming or on frames (i.e.,
special data structures). In the diagnostic (classification)
system, the task is to find a solution (from a known set
of solutions) which fits best the data, in the planning
(generation) system the start and end the situation are
known and the task is to find the best way from the start
to the end. The former seems to be better for evaluating
microanalytical data. For the users, free expert systems
have prepared where the knowledge base must be put
into the system after consultations with an expert. After
preparation, the system asks questions of the user and
uses these to evaluate the contribution of rules and to
combine the use of a combined function. The inference
mechanism of the system permits work with uncertainty:
on the one hand, rules can be uncertain, on the other
hand, the user's answer to the system may not only be
"yes" or "no", but also have various degrees of certainty
or simply "I don't know".
The use of an expert system for setting up optimal
conditions for analysis was mentioned (Duncumb,
lecture at the EMAS workshop, Rimini, 1993). The free
system EQUANT (Hajek et al., 1989; Hajek and
Hajkova, 1990) was developed and the knowledge base
was prepared for the selection of conditions at cluster
analysis (Havranek, 1990). Unfortunately, we are not
aware (in August 1994) of a direct application of an
expert system for the evaluation of microanalytical data.
Sometimes, hypotheses can be constructed from the

measured data. For this purpose, we need a method
which is primarily suitable for exploratory analysis of
large data sets. Exploratory analysis means that there is
no single specific hypothesis that should be tested by our
data; rather, our aim is to get orientation in the domain
of investigation, analyze the behavior of chosen variables, interactions among them etc. One of these methods is GUHA (General Unary Hypotheses Automation)
- a method of automatic generation of hypotheses based
on empirical data (Hajek and Havranek, 1978; Hajek,
1984).
GUHA systematically creates all hypotheses that are
interesting from the point of view of a given general
problem and on the basis of given data. It is distinct
from various statistical packages ( enabling the user to
test hypotheses you formulated) by its explorative
character: it systematically creates hypotheses from data,
by means of computer procedures. The hypotheses are
general in character; they express statements concerning
all objects of which our data form a sample. Clearly the
data cannot guarantee the truth of such a hypothesis with
certainty; they simply support the hypothesis.

Materials and Methods
Outline of the proposed system
The concentration is usually measured several times
(replicated) in each specified area (i.e., a biologically
interesting site, which is selected from the TEM image,
e.g., compartment or organelle) within one cell. The
measurement is repeated for several cells which were
grown under identical conditions (i.e., in a defined
experiment) and/or several types of tissue cells can be
selected (i.e., of a defined type). We tried to define all
relationships between objects (experiments, compartments, cells) and to verify these relationships by simple
statistical tests. The system of tests would respect the
method of measurement and structure of data.
For this purpose, a hierarchical system for the
evaluation was defined:
Problem(P)-Experiment(E)-Specified
Area(O)-Cell(C)Replicated Measurement(R)
where single variables were denoted as (P ,E,O,C,R).
Instead of the "specified area" and the "replicated
measurement", we will use in the following only "compartment" and "measurement", respectively. Thus, the
measured values of concentration may be written as the
function (vector component)
C 2 = Cz(E,O,C,R),
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where Z is the atomic number of the element in question. The first aim of the proposed system is to test the
plausibility of measured values of concentrations and,
subsequently, to make a statement concerning the
homogeneity of concentration in a specified area and in
a cell population, respectively. The second aim is to
define all possible relationships of concentrations among
the objects (experiments, compartments, cells) in the
sample. To reach this aim, the first subsystem of
questions (hypothesis) and the second subsystem of
related statistical tests for confirmation or refusal of this
hypothesis were prepared. The questions and the tests
create the evaluation system.

Table 1. List of problems in the evaluation of concentration measurements in cell biology and correlated
statistical tests.
Questions
I. Which values of the concentration of the
element of interest (COE) are outlying?
2. Is COE homogeneous over the given
compartment?

Test
Grubbs' test
x2 test of variance

3A. Is there a correlation of COE between two
compartments for a given element?
B. Is there a correlation of COE between
two elements for a given compartment?
Correlation test

Program description
The complete system consists of two parts (modules). The first part (module ST AS) reads the X-ray
intensity data files, calculates concentrations and its
counting error oCat given E-O-C-R conditions using
Hall's algorithm (Hall, 1982; Hall and Gupta, 1983)
with G-factor iterations (Roomans, 1988), and write
them into the data file for the statistical module ST AT.
Using the repl~ation of measurements, it calculates the
average value Caswell as the standard deviation. Moreover, it calculates three different detection limits: critical
level CL and both detection limits DL 1 and D1--i (see
1.4.). The x2 test of homogeneity is also performed.
The second part is the ST AT module which finishes
the measurement evaluation. This program (simple flow
chart in Figure 1) automatically answers the relevant
question via several statistical tests (see Table 1). For all
tests, the same level of significance is defined (in the
example, a = 0.05).
At the replicated measurements, the program starts
for the first element present, sequentially for all the
experiments, compartments, cells and replicated measurements with the basic statistical overview (average
value and standard deviation over replicated measurement). Grubbs' test for deleting outlying values is used
(item 1 of Table 1). Simultaneously, the test of assumption of homogeneity in specified areas (compartments,
organelles) is performed by the I test of variance.
According to Stary and Yorfsek (1989) the variance of
replication is compared with the variance given by the
counting error (item 2).
The analysis of variance (ANOV A) is a widely used
multivariate statistical method giving a quick survey of
dependencies and homogeneities in the data. Two
conditions are necessary for its use: no correlation
within one variable may exist and the standard deviations
due to the individual variables should be statistically
equivalent.
As the first condition for ANOY A, a survey of all

4A. What is the functional relation of COE in
compartments (see 3a).
B. What is the functional relation of COE for
experiments; does COE depend on
experimental conditions?
C. What is the functional relation of COE for
elements (see 3b)?

Calculation of
regression

5A. Is analysis of variance possible?
B. On what variables does COE depend?

Barttlet's test
Analysis of variance

6A. ls the distribution of COE for the given
compartment statistically normal?
B. Are there several levels of concentration
in single cells in the compartment of
interest?
7 A. Does COE in one cell agree with COE in
another one?
B. Does COE in one compartment agree with
COE in another one?
C. Does COE in one experiment agree with
COE in another experiment (e.g., for
pairs of experiments)?
8A. Are there several types of cell in the
experiment?
B. Are the cells similar?
9A. What is the dependence of COE on
experimental conditions?
B. What is the comparison of correlation
tables from 3a and 3b for various
experiments?

x2 test of normalcy

Cluster analysis B
in the case of
no correlation:
Scheffe comparison
otherwise:
t test of agreement
Duncan test

Cluster analysis A
Cluster analysis B
GUHA, Calculation
of regression
Multidimensional
regression

possible correlations in the sample is carried out.
Moreover, according to our problem definition, the
nonzero correlations are substantial for biological system
description. There are two situations where correlation
can be interesting: first, the comparison of concentrations of a given element in a pair of specified areas
(item 3A); secondly, the relation of the concentration of
a pair of elements in a given area (item 3B). Only the
first of these interferes with ANOV A of single elements.
Correlation coefficients Rxyare calculated comparing
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Figure I: The outline flow chart of STAT program; variables and places, where the tests are calculated, are shown
(letters: variables, numbers: statistical tests, COR: the place of decision if the ANOVA can be used according to the result
of the correlation tests).
sequentially the above mentioned average values in all
cells, according to Andel (1985)

Moreover, the ANOV A proceeds by Bartlett's test,
which tests for the second condition of ANOV A using
item 5A. In this test, one compares the first standard
deviations calculated from a raw data set. If the test is
not fulfilled, the standard deviations without deleted
values are used. If the test is not fulfilled again,
ANOV A cannot be used.
By means of ANOV A (item SB) the variable(s) on
which the concentration depends can be found. In the
case of dependence of the concentration of chemical
elements on some variable, only one pair of disagreeing
objects may appear, the other can be equal (statistically
indistinguishable). From the point of view of the given
element, homogeneity of cell population can be defined
in ANOV A as the independence of concentration on the
variable "cell". Similarly, the relations in all pairs of
compartments are interesting. If ANOV A can be used,
the Scheffe method of multiple comparison (Andel,
1985) as the check of the concentration value agreement
between cells (item 7 A), compartments (item 7B) and
experiments (item 7C) is applied. The agreement in the
pair of experiments is tested only if there is more than
one experiment and the concentration depends on the

LX.)';-IIXY

=--=----;-------=~

R

x/-,u)&y/-ny
2

xy

[ {);:

2
)]

112

(8)

where xi and Yi are the average values of mentioned
concentrations over replicated measurements in i-th cell;
n is the number of cells and x and y are averages over
all the cells. The correlation coefficient is tested for full
dependency (i.e., if it is not significantly different from
unity). Calculation of correlation coefficients is connected with calculation of regression (item 4) in both cases
mentioned. For regression, three models are offered:
linear, polynomial and optimized (where the error of
both variables is taken into account).
The tests (item 3A) proceed step by step for all
elements in the sample (or, more exactly, for all elements for which the concentration was measured).
Correlation of a pair of elements (item 3B) follows the
single-element tests (Figure 1).
209
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cients of regression curves) is suggested for their
solution. With higher numbers of variables, the GUHA
method appears to be suitable. This subsystem will be
connected to our system in the future.
The programs STAS and STAT are written in
DEC-BASIC. In the preparation of the ST AT program,
we used several routine programs from Eckschlager et
al. (1980), Lukasova and Sarmanova (1985), Olehla et
al. (1981) and Press et al. (1988), which were rewritten
into BASIC. The statistical procedures were incorporated
into the program as subroutines so the tests can be
replaced with different ones in a very simple way.
Calculation is carried out by the computer of the
EDAX 9900 analyzer. In the current version, the whole
system works on DEC PDPll/23 under the operating
system RTl lXM. The measurement system consists of
an EDAX job file for measurement of spectra and
preparing of intensity data files, containing the net
intensities of X-ray characteristic radiation. After
measurement, the value of continuum intensity, time of
measurement, the G-factor and, for the standard, the
value of concentration is added to a data files by a
special program. The names of the data files are created
by a simple algorithm where the character in the given
position in the name simply relates to the value of the
variable (E,O,C,R) in question.
The system was tested on a set of measurement of
four elements - phosphor, sulphur, potassium and
calcium. Measurements were performed for one experiment (one population of cells of Streptomyces aureofaciens) measured at the electron energy of 120 ke V, beam
current about 50 nA, geometrical spot size 30-50 nm, tilt
angle 20" and take-off-angle 40". We assume the diameter of interaction volume in section to be about 50 nm.
The other biological and physical conditions of experiment are given in Hostalek et al. (1990). Even if the
prokaryotic cells of this micro-organism have no nucleus
enclosed by a membrane, the part of the cell with
nucleic acid is visible in the TEM image. This part is
denoted in the following text and Tables as nucleus. In
each of five cells, sequentially at nucleus, cytoplasm and
cell wall five measurements were carried out (live time
of measurements was 200 s). Thus, with the number of
measurements being 75, we obtain after calculation 300
values of concentrations. Unfortunately, due to a change
of detector efficiency between measurement of standards
and sample, the absolute values of concentration (mainly
that of phosphor and sulphur) can be overestimated.

experiment.
Otherwise, when ANOV A is not allowed, again an
agreement or disagreement of the average values of the
concentrations (in pairs of cells, compartments and
experiments) is to be defined. We use in this case the
standard Student's t-test on the agreement (Eckschlager,
et al., 1982) which is not fully correct from the statistical point of view. The Duncan test seems better (and
will be incorporated in the next version of the program).
In the case of nonhomogeneity, which means that
cells showing a statistically significant difference of
concentrations are present in the sample, they are
clustered into homogeneous groups (item 8). For this
purpose, we define (Stary, 1992) two types of cluster:
clusters of agreement (type A), where the objects are the
same (i.e., equal, statistically indistinguishable) together,
and clusters of similarity (type B), where the agreement
with only one object of the cluster is enough. The
agreement of two objects in cluster type A is tested by
their counting error while in cluster type B the similarity
is tested by the neighborhood. This is defined automatically as the average standard deviation of concentrations
over all the cells.
Furthermore, we assume a random selection of
cells. Thus, the points of measurement would result in
a random, probably normal (Gaussian), distribution of
the concentration values over the measurements in all the
cells. The non-random errors, such as the existence of
subareas of different concentrations in a compartment or
subpopulation of cells, appears as a deviation from
normal distribution and can be seen in the histogram. In
this case, the average value of concentration has a
different meaning and a different description of the
situation is preferable. Thus, a test of normality is
performed (item 6A), which permits a direct graphical
construction of the histogram - dependence of the object
number on the element concentration.
According to our experience, several levels of
concentration can appear in a given specified area of
cells; these levels can be equal or similar in different
cells. This phenomenon can be connected with the
existence of several subareas which are not distinguishable in the image of the unstained sample. To discover
and describe this case, a clustering of original single
measured values is carried out (item 6B). Here, the
neighborhood is automatically given as the average
counting error of all the measurements.
In Figure 1, the questions of the dependence of the
element concentration on experimental conditions and of
the comparison of correlation tables for different experiments (item 9) can be addressed. Because the conditions
of the experiment can be expressed as variables, multidimensional regression (including calculation of coeffi-

Results and Discussion
In the measurement, the usual way is the successive
repeating of the steps at the following levels: experiment
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Table 2: Homogeneity of the concentration in the compartments of single cells. 1 - homogeneous, 1· - homogeneous after deleting of outlying value, 0 - nonhomogeneous.

- cell - specified area - replicated measurement - element
in the mentioned sequence; after finishing the steps at a
lower level, the procedure moves to the next object in
the higher level. Here, the variables "element", "experiment" and "compartment" are the defined variables, the
next variables - "cell" and "measurement" - are the
random ones; the objects contained in them are selected
randomly. Again, instead of the "specified area" and the
"replicated measurement", we use only "compartment"
and "measurement", respectively. During evaluation, the
sequence of variables "cell" and "compartment" must be
changed and the "element" put in first. In the discussion
of results we connect the results obtained in the given
tests for all elements together.
The level of significance of all the test was selected
to be a = 0.05, but this level of significance is held for
each test alone; e.g., in the case oft-tests of more pairs,
the given level of significance is valid every time only
for one pair ofobjects. Ifwe combine several hypothesis
(tests), the level of significance of combination is
changed - a increases, so the uncertainty also increases.
In this case, the resulting value of significance is equal
to the sum of all levels. To decrease the uncertainty, a
can be decreased to a low value, e.g., to a = 0.01.
Because this is impractical, other types of tests (multidimensional and multivariate tests) are sometimes preferred. In our opinion, this makes testing more difficult
and makes it necessary to involve a statistician. We
decided to continue using the simple tests.

Compartment

Cell

p

s

K

Ca

Nucleus

1
2
3
4
5

1
1
1
0
1

0
1
1
1
0

0
1
1·
0
1·

1
1
1

Cytoplasm

1
2
3
4
5

0
0
0
1
1·

0
0
1
1
1

1
1
1
1
1

1
1
1
1
1

Cell Wall

1
2
3
4
5

l"

0
0
1
1

0
1
1
1

1·
1·
0
1
1

1·
1·
1
1

1

Table 3: Correlation coefficients of element concentration between compartments.

Outlying values and homogeneity of compartments
(Table 2)
In our data, deletion of outlying values causes the
measurement to become homogeneous. From a comparison of excluded measurements for different elements it
can be seen that not a single measurement (i.e., the full
spectrum, which contains the data of several elements),
but for different elements only values belonging to
different measurements (i.e., spectra) were deleted.
For simplicity, the homogeneity was checked by
simple one-side x2test of variance, where the standard
deviation and average of counting errors of single values
is compared. In a relatively large number of areas, very
probably nonhomogeneity was indicated. For different
elements different cells contain nonhomogeneous areas.
Moreover, the nonhomogeneity appeared more often for
phosphorus and sulfur than for potassium and calcium.
As above, nonhomogeneity is initiated at different
measurements (i.e., spectra) and not for all concentrations calculated from single measurements (i.e., spectra)
simultaneously. Unfortunately, it is not possible to
decide if nonhomogeneity is highly random or if the
subareas (like the nucleolus in the nucleus of a yeast

s

Compartment

p

Nucleus-Cytoplasm
Nucleus-Cell Wall
Cytoplasm-Cell Wall

0.12 0.17 0.09 0.77
0.27 -0.84 -0.61 0.78
0.98" -0.04 0.66 1.00·

K

Ca

A significant correlation is denoted by •
cell), which are not distinguishable in the (S)TEM
image, can be present in the compartment.

Relationship of concentrations within and between
compartments (Tables 3, 4, 5)
The correlation coefficients are tested to be significantly different from unity (in absolute value). The
relations among concentrations found by correlation are
following. There is a strong correlation between the
cytoplasm as compared to the cell wall for the elements
P and Ca (coefficients 0.98 and 0.99, respectively). No
other statistically significant correlation was found for
the individual elements. For the individual compartments
(Table 4), in the nucleus the correlation between elements P and K (coefficient -0.84) and between elements
Sand Ca (coefficient -0.87) are present, but not signifi211
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Table 4: Correlation coefficients
concentration in compartments.
Compartment

Element

Nucleus

p

between

s

K

Ca

-0.01

-0.84
0.00

s
K
Cytoplasm

p

-0.05

s

0.99"
-0.14

K
Cell Wall

p

s

element

0.91.

0.86
0.98"

K

Table 5: Coefficients of linear regression lines y
+ a 1 x for elements and compartments.
Element

Regression Dependence

-0.35
-0.87
0.33

p

Cw.u = 0.2 · Ccyto

Ca

Cw.u = -163

0.99"
-0.03
0.95"

Companment
Cytoplasm

1.00·
0.89"
0.83

CK = 198 + 0.2 · Cp
Cc.
102 + 0.5 · Cp
Cc. = -340 + 2.3 · CK

Cell Wall

Cs = 239 + 1.3 · C P
Cc. =5.5 · Cp
CK = -239 + 1. 7 · Cs
Cc. = 0.96 · Cs

A significant correlation is denoted by •.

cant. In the cytoplasm, the correlations between elements P and K (coefficient 0.99), P and Ca (coefficient
0.99) as well as Kand Ca (coefficient 0.95) were found.
Finally, in the cell wall, elements P with S and Ca
(coefficients 0.91 and 1.00, respectively) and S with K
and Ca (coefficients 0.98 and 0.89) were correlated.
Graphical imaging of dependence and calculation of
regression is possible. Those values are given in Table
5. The biological aspects will not be discussed.

llo

+ 2.1 · CCyto

y and x are absolute concentrations in mmol/kg of
sample weight. cw.II and ccytoare the concentrations of
given element in cell wall and cytoplasm, respectively;
CK, Cc. etc., are the concentratrations of potassium,
calcium etc., in a given compartment.
definition of neighborhood for cluster creation which can
be different for different biological problems.
The test on the agreement of a "cell" is slightly
contradictory, not only for the invalidity of all the pair
tests simultaneously. The main problem is the criterion
on placing the cells (from the point of view of the
measured value of concentration of several elements,
having in the mind that the concentrations values are
subject to some error) into groups (clusters).
In most of our agreement or similarity tests of cells,
the population (unfortunately only five cells) decay into
one group of three cells and two single cells. The result
of division by clustering of type A and B slightly differs.
Furthermore, a comparison on how the cell population
divides shows the differences from the point of view of
compartments; in some cases, this is also different for
the elements. It is hard to decide what type of clustering
- A or B - divides the cell better from the biological
point of view. Also we do not try to decide what
biological principles cause the type of division, mainly
due to the low number of objects. For this purpose,
populations of cells where the differentiation is biologically well described, should be suitable for testing.

Analysis of variance and homogeneity of population
(Tables 6, 7)
Even if the Bartlett test is not always fulfilled and
nonzero correlations appeared within variable "compartment" for elements P and Ca, we use ANOVA in our
set of data for the purpose of demonstration. The results
of the test for all the elements show that the concentration values depend on variable (level) 0 - "compartment", and, besides element S, they depend on variable
C - "cell". Because the correlations appear, only the
multidimensional version of ANOV A (for all elements
simultaneously) is statistically correct. At this approach,
the values of correlation coefficients are recalculated.
As in most tests of normality, the hypothesis of
normal distribution of the concentration values over
measurements in all the cells must be rejected. This fact
is supported by the clustering of measurement (type B),
where the groups of similar values of concentration in a
population would appear; in several cases, it does not
agree with grouping of cells. On the other hand, in
normal distribution, only one large cluster of measurements should appear. At the present definition of neighborhood, even the normal distributions could split into
several clusters. This clearly depends on the optimal

Conclusion
After calculation of concentrations in all measured
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Table 7: Results of normality test and number of

Table 6: Results of ANOV A and Scheffe tests of agreement between compartments.
Factors (variables)
on which COE

P

S

K

is Dependent
is Independent

o,c

O
C,R

o,c

R

clusters at different method of clustering.

Ca

Compartment

Property

Nucleus

Normality
Clusters of
measurement
Clusters of
cell-Agreem.
Clusters of
cell-Similar

0

R

R

Scheffe Comparison
Nucleus-Cytoplasm
O
Nucleus-Cell Wall
O
Cytoplasm-Cell Wall O

O
O
1

O
O

1
0
Cytoplasma

1

Factors (variables): 0 - compartment, C - cell, R replication of measurement; 1 - agreement is significant,
0 - agreement is not significant.
spots of a biological sample, we have a large set of raw
data. Very sophisticated statistical methods may be used
or some expert system can be developed, which could
help those inexperienced in statistics, to evaluate the data
by the optimal method. Such an expert system probably
does not exist and to compare the sophisticated statistical
tests, we prefer to use a set of simple statistical tests,
giving results as simple as possible. The problem of
evaluation of a large set of data can be defined as
discovering all the relations (e.g., statistical agreement
and/or correlation) among logical groups of measurements. For this purpose, the concentration of an individual element is defined as a function of experiment,
speci tied area in a cell, selected cell and selected spot
for measurement. To develop a suitable system, some
assumptions and relations (validity of data, homogeneity
in individual areas and in cell populations, relations of
the concentration values in specified areas) were defined
and summarized as a (full) set of hypotheses (questions).
The single hypotheses are verified by suitable simple
statistical tests, giving clear and biologically consistent
answers to the questions asked. The present errors of
measurement are known as well as the discrepancies
from the expected behavior may be discovered. (For
example, a large standard deviation of concentration in
a specified area can be regarded as a sign of nonhomogeneity within this area or the appearance of disagreenonhomogeneity inside this area or the appearance of
disagreement between concentrations in cells caused by
nonhomogeneity of the cell population.) Interesting
correlations of the chemical elements concentrations in
the sample and their (possible) dependence on experimental conditions also appear.
The computer program consisting of simple statisti-

Cell Wall

p

s

K

Ca

1

0

1

3

4

3

3

2

4

3

3

2

2

4

Normality
Clusters of
measurement
Clusters of
cell-Agreem.
Clusters of
cell-Similar

0

1

0

3

2

3

3

3

3

3

4

Normality
Clusters of
measurement
Clusters of
cell-Agreem.
Clusters of
cell-Similar

0

0

0

3

3

2

3

l

3

3

3

3

4

2

3

3

In the line denoted Normality, 1 - the distribution of
measured values is significantly normal, 0 - the normality is not significant, / the test is not sure or the calculated frequencies are too low. In the other lines (denoted
Clusters of measurement, Clusters of cell-agreement,
Clusters of cell-similarity) is the number of clusters
(some of them are single cells) created by the provided
test.
cal tests in logical loops was written, which answers the
set of questions and gives a full review of concentration
relations for the studied problem. It is clear that even in
this way of solution, some assumptions must be fulfilled.
The advantage of our system is the automatic check of
those assumptions (at least with some tests) and the
relatively short time of evaluation (about one hour for 75
measurements of 4 elements). The whole system of
programs (from measurement to statistical evaluation)
works semi-in-line in the computer-equipped transmission electron microscope Philips CM12/STEM + EDAX9900. Written in BASIC, both main programs can be
very simply applied to other types of computers and
analytical systems.
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the precision. But theoretically it is the total duration of
the multiple point analysis that forms the physical barrier
in STEM measurements [see de Bruijn et al. (1987) for
discussion].
Author: You are right. For biological samples, the
maximum analyzing current is strongly limited, because
it can cause radiation damage to the sample. At the
lower exiting electron current, the same number of
pulses in an element peak (and theoretically the same
counting error) can be reached with a longer acquisition
time. This causes the very long acquisition time of area
maps, if one wants simultaneously a reasonable size and
image resolution. A reasonable spot size is given by the
size of interaction volume d,. d, is given (assuming that
several conditions are fulfilled) as

Discussion with Reviewers
W.C. de Bruijn: Please add information on the biological system and on the culture medium.
Author: Biosynthesis of chlortetracycline is localized
differently under low- and high production conditions
(standard low-production strain RIA 57 and its high
production variant 84/25 of Streptomyces aureofaciens);
in both strains, the influence of the presence of benzyl
thiocyanate was studied (Hostalek et al., 1990). More
details about the biological system can be found in
Vancurova et al. (1987). The culture medium used was
described in detail in Erban et al. (1983). The data used
in the current paper were taken from the low-production
strain cultured without the presence of benzyl thiocyanate.

(9)

where the effective probe size dP is approximately
W.C. de Bruijn: From previous work from your
laboratory I remember the production of phosphates
between the cell wall and cell membrane in yeast cells.
Is this a similar system?
Author: Yes, this is a very similar system; for the
details on the biochemical method to localize phosphates
see Novotna et al. (1986); the electron microscopical
approach was used in Yorfsek et al. (1983).

(10)

dois the geometrical

spot size, de is the error due to the
size of condenser aperture (including the spherical
aberration of objective lens) (Operating Instruction
Philips CM12/STEM, 2nd edition, p. 3-50) and <lt,is
approximately the mean width of the beam due to the
broadening in the sample. The optimal sampling provides at the same size of the probe ~ and the step size
D (Lyman, 1986). [According to the Shanon theorem
(Shanon, 1949), the resolution d is given by the relation
d µ. 2D.]
For example, one cell of dimension about 1-2 mm
at probe size 30-50 nm needs a raster of 20-65 x 20-65
pixels. In the Philips CM 12, the raster 64x50 is suitable
(for one cell, with our estimated probe size 50-70 nm).
At an acquisition time at one point of 1 s and an overall
counting rate 800-1000 cps (the beam current about 100
nA), the duration of the whole map preparation is about
1 hour, with a very high counting error. Even if we
accept the high error of concentrations, unfortunately,
one cell cannot give biologically relevant information on
the biological system (population, tissue etc.)

W.C. de Bruijn: Could you please adc, in brief, some
information on fixation, freeze drying (yes or no),
staining (yes or no), embedding (yes or no) and if the
samples were sections or whole bacteria?
Author: The samples for EPMA were prepared by
conventional methods, not by low temperature methods
and freeze drying etc., because in this study they were
used mainly for the development of the method for
evaluation. With regard to the preparation method, the
mycelial suspension was first treated with 1 % ice-cold
glutaraldehyde for 10 minutes (Sjostrand and Barajas,
1968) resulting in cross-linkage of protein without
esterification by the fixative. The cell suspension was
then treated with phosphotungstic acid (adjusted to pH
7 .0 with KOH), followed by dehydration and embedding
without a preceding washing. No other solution of metal
salts was employed. For EPMA measurements, semi thin
sections (about 100 nm thick) were used. More details
on sample preparation can be found in Hostalek (1990).

T. von Zglinicki: Raw concentration data should be
provided in the usual manner to allow an estimation of
the advantages brought by application of the statistics.
Author: Data are as follows (the concentrations are in
rnmol/kg of sample weight, all values are truncated to
the integers, Z is atomic number, EX is number of
experiment (only one was evaluated), COM is the
compartment in question - N (nucleus), C (cytoplasm)

W.C. de Bruijn: In principle, the main disadvantage of
area mapping of biological samples is the low number of
pulses in image pixels and hence, due to the radiative
character of the signal, a large counting error decreasing
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Table 8. Raw concentration data analyzed by statistical methods
Z EX
15 l

C

1
2
3
4

5

w

1
2

3
4

5
Z EX
16 I

C
191
502
686
700
450

sc
55
72
76
222
87

36
0
0 63
0 19
37 15 30 63 40 37
30
0 IO 55 35 26
308 329 338 320 350 319
612 616 607 634 614 616

28
17
21
15
10

C

13 16
0 59
0
17 24
14 16 0 55
0
17 24
13 16 15 59 30 26 19
86 86 79 81 90 83
4
116 110 120 105 113 113 5

w

COM CEL 1
N
185
2
435
3
801
4
842
5
522

2
266
411
720
359
356

3
227
541
611
863
494

4
133
555
663
848
524

5
147
565
634
587
355

Z EX
19 1

COM CEL 1
N
1
466
2
460
3
501
4
272
5
517

2
615
500
406
445
117

3
513
466
429
279
548

4
596
491
423
257
481

5
398
427
441
408
117

C sc
518 90
469 28
440 36
332 87
423 174

1
2
3
4

226
216
248
244
320

211
192
205
263
297

194
184
180
258
345

253
239
228
248
338

173
165
171
236
347

211 30
199 28
206 33
250 10
329 21

194
203
155
425
353

147
158
172
401
324

190
200
214
464
354

237
217
164
445
343

149
143
177
460
321

183 37
184 32
176 27
439 26
339 15

COM CEL 1
N
1
178
2
144
3
274
4
316
5
718

2
490
148
322
544
663

3
681
203
285
321
767

4
442
221
272
326
717

5
498
209
244
435
680

C
sc
458 180
185 36
280 27
388 100
709 40

67
151
80
282
372

141 79 121 107 32
126 114 78 106 33
154 87 111 112 28
273 300 314 293 16
359 359 422 380 25

5
1
2
3
4

5

-

COM CEL 1
N
I
723
2
569
3
658
4
487
5
542

2
827
603
715
583
123

3
503
683
656
453
520

4
533
656
622
510
545

5
546
736
662
548
124

C sc
627 141
649 65
662 33
514 47
372 223

C

1
2
3
4
5

319
346
304
358
355

273
286
351
386
376

484
525
446
387
370

289
266
320
352
381

424
386
399
324
322

358 92
362 102
364 61
361 26
361 23

C

1
2
3
4
5

126
70
130
296
390

w

l
2
3
4
5

371
400
301
390
352

216
232
246
428
366

160
166
183
491
360

270
289
251
367
378

244
227
200
370
352

252
263
236
389
362

w

1
2
3
4
5

175 52 15 74 50 73
51 16 77 189 47 76
162 70 149 85 54 104
438 411 417 474 369 428
649 626 681 63 8 620 643

Z EX
20 1

77
88
47
24
10

and W (cell w_!!ll), 1 to 5 is the number of replicated
measurement, C is the average value and Sc is the standard deviation of one measurement) (Table 8).

60
66
47
29
24

to real microanalytical data and these applications can be
done in the near future.
T. von Zglinicki: The biological significance of the
correlations obtained (for example Table 5, Ca concentrations) appears highly questionable. How is a correlation coefficient of 1.00 possible with real data?
Author: There are two cases where correlation coefficient reach nearly unity. In the first one it is for the
calcium concentration in cytoplasm and cell wall. The
values of calcium concentration were
cell
1
2
3
4
5
cytoplasm
107 106
112 293 380
cell wall
73
76
104 428 643

T. von Zglinicki: The data set used to illustrate the
programs appears too small to give meaningful results.
I seriously doubt that 5 measurements are enough to
make sense of outlaying results and sample homogeneity. A single cell as the result of a clustering operation
is probably biologically not very interesting.
Author: You are fully right. We needed to prepare the
model data set for preparation and debugging of the
program. Now, the program is prepared for application
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and the exact value before truncation was 0.997943. The
second case became for phosphor and calcium in cell
wall. The values of P and Ca concentrations were
cell 1
2
3
4
5
P
17
17
26
83 113
Ca 73
76
104 428 643
the exact value of correlation coefficient was 0.997663.
Only in exceptional cases are the correlation coefficients
equal to 1.
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