The classification given in this paper is an alternate to the one by C.-H. Sah [6] . The notation and terminology of [6] is used except when stated to the contrary. 0. T. O'Meara [4] used Gauss sums to characterize local integral quadratic forms over a field of characteristic not 2, and R. Jacobowitz [3] classified hermitian forms over the integers of a local field of characteristic not 2 by Gauss sums. When needed, results from these papers are referred to when the proofs hold for the characteristic 2 case.
After a few preliminaries, we introduce Gauss sums and prove some results for Gauss sums of lines and planes that will in turn be used to study more complicated lattices. In Theorem 5. 4 we show that Gauss sums alone are sufficient to characterize modular lattices, and in Theorem 4.2 we show that for nondefective lattices only a finite number of Gauss sums need be considered. 1* Preliminaries* Throughout this paper k denotes a local field of characteristic 2 with fixed prime element π, ring of integers o, and residue class field of order 2 f . We let Ω denote a complete set of representatives for the residue class field. We refer the reader to [6] for a discussion of the Arf invariant ΔV for a quadratic space V and the additive group &Ω. As in [6] we let {0, λ} be a fixed set of representatives of Ωj&*Ω. The letter e always denotes a unit of k. For a nonnegative integer s, H s and H' s denote shyperbolic lattices.
Let L be a lattice. K(L) = {x e L \(x, y) = 0 for all y e L). If K(L) -0, then L is nondefective. Otherwise, it is defective. We assume that if x e K{L) and Q(x) = 0, then x = 0.
We now state some lemmas and definitions from [6] in the form in which they are used in this paper. If more that one lattice is under consideration, the invariants u and v for L are denoted by u L and v L respectively.
As in [6] , for a rational integer i, u(ί) and v(i) denote the u and v of Lemma 1.1 for the lattice L{i) (x) iT*. 
[O otherwise
Then L is said to be of type (I, T, R) and length (t + 1). Note that if χ is a character and aeo, then χ(a) = ±1. In fact, the image of χ is { -1, 1} except when m(χ) = 0.
The set of all characters of o, denoted by X, together with the operation of function multiplication is a group. For r Ξ> 0 define X(r) = {χ e XI χ(o(r)) = 1} = {χ e X | m(χ) ^ r}. X(r) is a subgroup of X and will play an important role in the study of Gauss sums.
For each r ^ 0 there is a one-to-one correspondence between X(r) and the set of group characters on ofo(r). This permits us to obtain information about X(r) from the theory of group characters. (For details see [3] .)
All lattices will be assumed to be integral. This causes no loss of generality in studying the classification problem.
For r i> 0, L(r) will denote π r L and a summation over x mod L(r) will mean that x runs over a complete set of representatives
is finite, all elements of Q(L) are in the domain of X and each Gauss sum is a finite sum of ones and negative-ones.
For a plane P =( J (or a line P = (α)), we will sometimes write Z( α 6 c ) (or l{a)) ίoτ X(P). In view of [4, Propositions 1 and 2] , it is clear that a great deal can be learned about Gauss sums by studying X(L) when L is a line or plane. Our investigation can be further simplified by noting: 
and χ(L) and χ(M) are both nonzero.
Proof. Now (.*>(/""-)»(."> (/"") and
the Gauss sum of the lattice on the right-hand side in each isometry is positive, the result follows. Proof. Necessity is obvious, so we assume χ(L x ) = %(I/ 2 ) f°r χ e X(2s -max u Lχ , u L2 ) + 1). By Proposition 5.1, u Lί = ^L 2 . Call the common value M. By Propositions 3.4 and 5.3, χ{L τ ) = sgn(χ(L.))2/^+ s )^a nk^)/2 when m = 2s-u + l. Thus rankL, -rankL 2 . Adjoining the appropriate hyperbolic plane to L t and L 2 and applying Lemma 1.2 and Proposition 5.1, 
χ(M)) = sgn (%(iV)).
Claim. If ord {e~ιπ w a?) ^ 2s -w, then there exists χ\ χ" 6 X with m(χ') = m(χ") = 2s -u such that χ'(ΛΓ) > 0 and χ"(M) < 0.
Justification.
Since w + w = 1 mod 2, ord (e^π""^) ^ 2s -«. Write J ~ (" Proof. The uniqueness of /3 and δ follows from [6, Lemma 1.1] . By [6, Theorems 2.2 and 2.3 and Lemma 1.2], a reduction can be made to the case in which the two canonical decompositions are complete and the second is obtained from the first by an elementary lattice transformation.
7' • Classification when L 7^ K(L).
Denote u(j -1), v(j -1), and j -I by u 9 v, and w, respectively. Let T r denote the elementary lattice transformation used to obtain the second decomposition from the first. Only the cases for which r = 4 and r -9 need be considered. Case 2. r =. 4. If the plane altered by the application of T 4 has modularity greater that j -1, the result follows. Otherwise there exists a sequence of complete decompositions from the first given decomposition to the second, each of which can be obtained from its predecessor by either an application of T 9 or an application of T 4 to a plane of modularity j -1. Assume T 4 is applied to a plane of modularity j -1. 
Proof. Necessity. Condition (4) 
