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Resumen
El objetivo de este trabajo es profundizar en la teor´ıa sobre estrategias de conquista. Se
analiza el modelo propuesto por Sanjeev Goyal permitiendo la combinacio´n de tecnolog´ıas
en dos escenarios distintos y se exploran sus implicaciones recurriendo a me´todos nume´ricos
cuando se agota la v´ıa anal´ıtica. Finalmente se aplica uno de los escenarios desarrollados a
una red y se analiza superficialmente su evolucio´n.
The aim of this work is to deepen in the strategy of contest’ s theory. The war model
proposed by Sanjeev Goyal is studied with the improvement of allowing the combination of
two technologies in two different scenarios. The implications of this modifications are explored
using computational methods when nothing else can be obtained analytically. Finally, one
of the hypothetical combination of technologies is applied to make a network evolve.
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1. Introduccio´n
Lo que caracteriza a la f´ısica no es el tipo de feno´menos y problemas objeto de su estudio
algo que, de hecho, es muy cambiante en el tiempo. Lo que es genuino en ella es el modo directo,
eficaz y profundo que emplea en entender y resolver cualquier problema que aborda. En esta
l´ınea de pensamiento, en este trabajo abordamos el estudio de la teor´ıa sobre conflictos armados
desde el punto de vista de un f´ısico.
La guerra y la estrategia militar son una cuestio´n muy transversal acade´micamente. Hasta
ahora, estos temas han sido tratados desde las perspectivas de la psicolog´ıa, la economı´a, la
historia, la estad´ıstica, etc. En su trabajo, Goyal [12] propone estudiar los conflictos armados
mediante un modelo matema´tico sencillo pero de implicaciones profundas. Esta memoria gira
en torno a la discusio´n y expansio´n de este modelo que mis tutores y yo hemos llevado a cabo
en este u´ltimo curso haciendo uso de nuestros conocimientos en f´ısica computacional, sistemas
dina´micos, ca´lculo estoca´stico, teor´ıa de juegos y redes complejas.
Se comienza con un breve comentario del modelo original de Goyal tras el que se introduce
un ana´lisis de un aspecto de e´ste haciendo uso de me´todos de Montecarlo. A continuacio´n, se
aumenta la complejidad del modelo dando lugar a un juego a partir del cual se construye un
sistema dina´mico que se caracteriza y , en la u´ltima fase de este trabajo, se implementa en una
red. El fuerte cara´cter no lineal de las ecuaciones que dominan la dina´mica derivada del juego
propuesto lo hacen anal´ıticamente intratable. Recurrimos entonces para su ana´lisis al uso de
me´todos nume´ricos para lo cual se han desarrollado una serie de programas en C, Python y
Mathematica que pueden encontrarse en un repositorio adjunto en el Ape´ndice B
2. Modelo de guerra propuesto por Goyal
Se parte del modelo de guerra propuesto en [12], el cual se construye sobre una red co-
nexa G = 〈V,L〉 donde V = {v1, v2, . . . , vn} n ≥ 2 es el conjunto de ve´rtices o reinos y
L = {uv : u, v ∈ V, u 6= v} el de enlaces o accesos entre ellos. As´ı pues, si existe un enlace entre
los ve´rtices u y v se dira´ que el reino v tiene acceso al reino u. A cada ve´rtice vi ∈ V le acompan˜a
una variable que representa el valor los recursos ri ∈ R++ asociados a dicho reino.
Al inicio de la guerra, a cada uno de los ve´rtices se le asigna un propietario perteneciente al
conjunto O = {o1, o2, . . . , on} mediante la funcio´n propiedad 1 O. Dos propietarios oi y oj sera´n
vecinos si existen vi ∈ O−1 (oi) y vj ∈ O−1 (oj) tal que vjvi ∈ L se dice en este caso que oj tiene
acceso a oi y viceversa
2. Dos propietarios podra´n batallar entre s´ı si son vecinos. Un propietario
1Esta funcio´n no es biyectiva ya que el modelo contempla que un propietario pueda poseer ma´s de un ve´rtice
2Esto es consecuencia de que la red considerada es no dirigida
1
oi tiene recursos con valor Ri bajo accio´n de la funcio´n de propiedad O definidos como
Ri =
∑
v∈O−1(oi)
rv (1)
i.e. un propietario tiene recursos iguales a la suma de los recursos de todos los reinos que posee.
Las probabilidades de victoria de un propietario sobre otro cuando estos se enfrentan en un
combate vienen dadas por un tipo especial de funciones llamadas CSF 3 rigurosamente axio-
matizadas en [13]. Dichas probabilidades dependen tanto de los recursos de ambos propietarios
como del tipo de tecnolog´ıa que usen para combatir.
Figura 2.1: Red ejemplo de diez reinos en la que se pueden distinguir cinco propietarios distintos,
cada uno de ellos representado mediante un color. En esta realizacio´n del sistema, el propietario
rojo tiene acceso al propietario verde pero no lo tiene al propietario naranja.
2.1. Las funciones de e´xito en una contienda
El objetivo de las CSF es calcular la probabilidad de victoria en funcio´n del esfuerzo (o en
nuestro caso, cantidad de recursos) invertido por los contendientes implicados en un concurso o
batalla. Estas funciones han sido aplicadas con e´xito en la modelizacio´n de un amplio rango de
feno´menos ( elecciones, bu´squeda de alquileres, conflictos...) en el marco de las ciencias sociales.
En lo consiguiente denotaremos como pi a la probabilidad de victoria del propietario oi y nos
referiremos al conjunto de los recursos de los propietarios como R = {R1, . . . , RN}
Las propiedades de las CSF se imponen mediante 7 axiomas [13]:
1.
∑
oi∈O pi (R) = 1 y pi (R) ≥ 0 para todo oi ∈ O. Adema´s, si Ri > 0 entonces pi (R) > 0 .
2. Para todo oi ∈ O, pi (R) debe ser creciente con Ri y decreciente con Rj para todo j 6= i .
3Abreviacio´n de Contest Succes Functions, te´rmino que podemos traducir al espan˜ol como ”Funciones de e´xito
en una contienda”
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3. Las pi deben quedar invariantes bajo una permutacio´n pi sobre los oi .
ppi(i) (R) = pi (pi (R))
4. Si un subconjunto M de O inicia una guerra interna sin tener en cuenta al resto de
jugadores, la probabilidad de ganar piM del jugador i ∈M sera´
piM (R) =
pi (R)∑
j∈M pj (R)
. (2)
5. piM (R) no depende de los recursos de los propietarios fuera de M .
piM (R) = piM (RM ) . (3)
donde RM es la restriccio´n de R a los propietarios pertenecientes a M .
6. Las pi son homoge´neas de orden 0
4.
pi(λ ·R) = pi(R). (4)
7. Las pi (R,O) son invariantes bajo adicio´n de un c ∈ R de los recursos de todos todos los
propietarios.
pi (R+ c) = pi (R) (5)
Los axiomas 1-3 garantizan que las pi (R) se definen de acuerdo con la teor´ıa de la proba-
bilidad, que invertir ma´s recursos siempre favorece la victoria y que la funcio´n pi (R) va a ser
invariante bajo permutacio´n de los propietarios5. Los tres combinados permiten garantizar que
la probabilidad de ganar para cada propietario vendra´ dada por el mismo tipo de funcio´n.
El axioma 4 refuerza la consistencia de la teor´ıa imponiendo que los conflictos entre subgrupos
de propietarios sean cualitativamente similares a los aquellos en en los que pueda estar implicada
la totalidad de O. Por otra parte, el axioma 5 hace hincapie´ sobre que las opciones irrelevantes
no intervienen en las probabilidades que conciernen al conflicto. El cumplimiento de los axiomas
1-5 puede imponerse de manera no trivial suponiendo una funcio´n f (x) tal que
df (x)
dx
> 0 sea
cual sea x y haciendo uso de ella para definir pi (R) como
pi (R) =
f (Ri)∑
j∈O f (Rj)
. (6)
Para garantizar el cumplimiento del axioma 6 basta con hacer que las funciones f sean de la
forma f (x) = α · xm con α > 0 y m > 0. Si se quisiera adema´s cumplir el axioma 76, entonces
4Definimos
5En un lenguaje ma´s coloquial se puede decir que la funcio´n probabilidad es ano´nima ya que no importa quie´n
sea el propietario de los recursos, so´lo su magnitud
6Este axioma es motivo de discusio´n por las consecuencias que tiene cuando c es grande. De hecho, en el caso
que se discute en esta memoria, se va a utilizar una CSF que no lo cumple.
3
f (x) = ek·x. En lo consiguiente, la CSF que se utilizara´ sera´ la funcio´n de e´xito de Tullock para
dos propietarios que no cumplen el axioma 7 de modo que la probabilidad de que oi gane una
batalla contra oj dependa del cociente
Ri
Rj
en lugar de la diferencia Ri −Rj
pγi (Ri, Rj) = p
γ
i (Ri, Rj) =
Rγi
Rγi +R
γ
j
=
1
1 +
(
Rj
Ri
)γ (7)
con γ > 0. Gracias al hecho de que todas las probabilidades vienen dadas por el mismo tipo
de funcio´n, se puede prescindir de los sub´ındices . La informacio´n sobre a la victoria de que´
propietario se refiere una funcio´n dada vendra´ codificada en el orden de los argumentos de e´sta
pγi = p
γ (Ri, Rj) p
γ
j = p
γ (Rj , Ri) (8)
2.2. Dos tipos de tecnolog´ıas
En este modelo , considerando que la guerra no tiene costes, si el jugador oi gana una batalla
contra oj , oi pasara´ a poseer los recursos y los reinos que antes eran de oj y si pierde, oi quedara´
sin recursos ni reinos. Haciendo uso de (7) se puede definir la ganancia esperada ui (Ri, Rj) de
la batalla para el jugador oi como
ui (Ri, Rj) = (Ri +Rj) p(Ri, Rj) (9)
que puede re-escribirse como
ui (Ri, Rj) =
(Ri +Rj)
1 +
(
Rj
Ri
)γ = Ri · 1 + RjRi
1 +
(
Rj
Ri
)γ . (10)
Para que la batalla sea favorable para el propietario oi se debe cumplir que
ui (Ri, Rj) > Ri ←→
1 +
Rj
Ri
1 +
(
Rj
Ri
)γ > 1←→ 1 > (RjRi
)γ−1
. (11)
en funcio´n del para´metro γ se distinguen dos situaciones o, como Goyal las llama, tecnolog´ıas:
Si γ > 1 entonces (11) se cumplira´ cuando Ri > Rj . En este caso, la funcio´n de Tullock
modela una batalla en la que se emplea una tecnolog´ıa que recompensa al propietario ma´s
rico. Un enfrentamiento entre dos eje´rcitos es un ejemplo de batalla con tecnolog´ıa que
recompensa al rico.
Si γ < 1, la condicio´n (11) se hara´ efectiva en los casos en los que Ri < Rj . Se habla
en este supuesto de tecnolog´ıa que recompensa al propietario ma´s pobre. La guerrilla, los
asedios, el terrorismo o los ataques nucleares formar´ıan parte de este tipo de tecnolog´ıas.
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Figura 2.2: Evolucio´n de la probabili-
dad pγ (Ri, Rj) y la recompensa esperada
uγ (Ri, Rj) en funcio´n de Rj para Ri = 1 y
γ = 5
Figura 2.3: Evolucio´n de la probabili-
dad pγ (Ri, Rj) y la recompensa esperada
uγ (Ri, Rj) en funcio´n de Rj para Ri = 1 y
γ = 0.5
El tipo de tecnolog´ıa empleada en las batallas es un factor determinante en la dina´mica de la
guerra.
2.3. Secuencias de ataque
Una de las caracter´ısticas del modelo de Goyal es que los propietarios pueden elegir si luchan
o no y contra quie´n lo hacen. Se supone una guerra en la que la tecnolog´ıa que se esta´ usando
es aquella que recompensa al rico, es decir γ > 1. De la convexidad estricta de la funcio´n xγ con
γ > 1 se deriva que
(Ri +Rj)
γ > Rγi +R
γ
j (12)
se multiplica a ambos lados de (12) por (Ri +Rl)
γ y se aplica de nuevo la convexidad de xγ por
la que (Ri +Rj)
γ > Rγi +R
γ
j entonces
(Ri +Rj)
γ (Ri +Rl)
γ > (Ri +Rj)
γ Rγj + (Ri +Rj)
γ Rγl (13)
y sumando a ambos lados Rγi (Ri +Rj)
γ se obtiene
(Ri +Rj)
γ (Rγi + (Rj +Rl)
γ) >
(
Rγi +R
γ
j
) (
(Ri +Rj)
γ +Rγl
)
(14)
finalmente, se reordenan los te´rminos a ambos lados y se multiplica a toda la ecuacio´n por Rγi(
Rγi
Rγi +R
γ
j
)(
(Ri +Rj)
γ
(Ri +Rj)
γ +Rγl
)
>
Rγi
Rγi + (Rj +Rl)
γ (15)
que equivale a escribir
pγ (Ri, Rj) · pγ (Ri +Rj , Rl) > p (Ri, Rj +Rl) (16)
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lo que significa que, para el caso en el que se considera una tecnolog´ıa que recompensa al rico, la
probabilidad de ganar una sucesio´n de batallas contra dos adversarios oj y ol es mayor que la de
ganar contra el ganador de una batalla anterior entre oj y ol. Dicho de otro modo, las tecnolog´ıas
que recompensan al adversario rico penalizan el esperar a que el resto de propietarios luchen
entre s´ı.
Si por el contrario se considera el uso de tecnolog´ıas pobres i.e. γ < 1 el primer paso de un
desarrollo ana´logo ser´ıa, basa´ndose ahora en la estricta concavidad de xγ con γ < 1
(Ri +Rj)
γ < Rγi +R
γ
j (17)
procediendo de manera ide´ntica a como se hizo con (12) se llega a que, en este caso
p (Ri, Rj) · p (Ri +Rj , Rl) < p (Ri, Rj +Rl) (18)
es decir, la probabilidad de ganar a dos adversarios mediante combates usando tecnolog´ıas que
recompensan al pobre es mayor cuando se espera a que dichos adversarios combatan entre s´ı en
lugar de intentar vencerlos uno a uno antes de que luchen entre ellos. En el caso que γ = 1 se
dice que la tecnolog´ıa es de recompensa neutral.
Se define el conjunto de propietarios activos Act (O)) de un sistema como aquellos propieta-
rios que poseen algu´n reino7
Act (O) =
{
i ∈ O tal que ∅ * O−1 (i)} . (19)
En una realizacio´n de la guerra de Goyal, en cada turno uno de los propietarios activos
obtiene la iniciativa para atacar a sus vecinos. Si gana contra uno de ellos, se queda con sus
recursos y sus reinos y continu´a luchando. Si pierde, pierde sus recursos y sus reinos y deja de ser
considerado un propietario activo. Se define la secuencia de ataque S como el conjunto ordenado
propietarios activos que sigue el propietario oi cuando e´ste recibe la iniciativa de ataque
S = {oj ∈ A tal que oitiene acceso a oj} . (20)
La probabilidad de que el propietario que tiene la iniciativa en una guerra o0 complete una
secuencia S de m elementos viene dada por
pγS (R1, . . . , Rm) =
m∏
k=1
pγ
k−1∑
j=1
Rj , Rk
 . (21)
7Equivalentemente, este conjunto es el de propietarios Oa con cantidad recursos Ra > 0 para todos los oa ∈
Act (O).
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Tambie´n podemos definir la ganancia esperada de dicha secuencia de ataque como.
uS (R1, . . . , Rm) =
(
m∑
i=1
Ri
)
· pS (R1, . . . , Rm) (22)
La bu´squeda del ma´ximo de (22) no es un problema trivial cuando NP > 2 donde NP es el
nu´mero de propietarios activos ya que para ello, debemos calcular el ma´ximo absoluto de una
funcio´n con multitud de ma´ximos locales. Adema´s, el nu´mero de secuencias posibles NS para
una red con NP propietarios sera´
NS =
NP−1∑
j=1
j!. (23)
que para una red con NP = 10 da NS = 409113 por lo que, aunque el nu´mero de secuencias sea
contable y las secuencias distinguibles entre s´ı, no sera´ demasiado rentable computacionalmente
compararlas todas. Se debe entonces recurrir a me´todos ma´s refinados para realizar este ca´lculo.
2.4. Aplicacio´n del simulated annealing a la guerra propuesta por Goyal
Para aplicar el simulated annealing a este problema, recordamos en primer lugar que, en el
formalismo cano´nico de la meca´nica estad´ıstica, la probabilidad prob de encontrar a un sistema
con temperatura T en un microestado con etiqueta s dada una funcio´n de energ´ıa U (s) definida
sobre el conjunto de microestados es
prob (s, T ) =
e
−U(s)
kBT∑
S e
−U(s)
kBT
. (24)
En los casos en los que no es posible el ca´lculo anal´ıtico de la funcio´n de particio´n Z =∑
S e
−U(s)
kBT podemos hacer uso de me´todos de Monte Carlo para simular nume´ricamente la evo-
lucio´n temporal del sistema. Uno de los algoritmos que forma parte de estos me´todos es el de
Metro´polis-Hastings (25) en el cual, la probabilidad de aceptar un estado S′ partiendo de un
estado S viene dada por la funcio´n
prob
(
s→ s′) = min(1, prob (s′, T )
prob (s, T )
)
= min
(
1, exp
(
U (s)− U (s′)
KBT
))
(25)
es decir, si el cambio de estado es energe´ticamente favorable el nuevo estado siempre se acepta y
si no lo es, se acepta con probabilidad prob(s
′,T )
prob(s,T ) . Cuanto ma´s alta es la temperatura, con mayor
probabilidad se aceptan cambios de estado energe´ticamente desfavorables mientras que, a tem-
peratura nula, so´lo los cambios energe´ticamente favorables pueden tener lugar
El simulated annealing consiste en ir haciendo descender progresivamente la temperatura del
sistema mientras se le hace evolucionar mediante un proceso de Monte Carlo sin esperar a que
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termalice8. El papel de la temperatura es el de controlar las fluctuaciones del sistema de forma
que, cuando e´sta sea alta, el sistema podra´ fluctuar a trave´s de microestados desfavorables en
te´rminos de la energ´ıa con el fin de llegar hasta la regio´n en la que se encuentren los microestados
que minimizan U . Al bajar la temperatura, disminuye la magnitud de las fluctuaciones de manera
que se espera que el estado final que se alcance sea un mı´nimo absoluto de U (s). Identificando
U (s) = −uS siendo S una secuencia de ataque e interpretando la temperatura T como un
para´metro que regula los errores que comete el propietario a la hora de establecer la mejor
secuencia de ataque, podemos calcular las S que maximizan us.
El algoritmo9 que utilizamos para ello aparece explicado en pseudo-co´digo en 1 donde la
variable Niter representa el nu´mero de iteraciones del algoritmo (25), Nadm da cuenta del nu´mero
ma´ximo de secuencias que pueden ser admitidas por el algoritmo de Metro´polis para cada
temperatura y Tmin es la temperatura mı´nima que alcanza el sistema en el simulated annealing.
Algorithm 1 Simulated annealing
1: procedure Simulated annealing
2:
3: T← temperatura inicial (T<1)
4: S← secuencia inicial (aleatoria)
5: bucle 1 :
6: int← 0
7: sadm ← 0
8: bucle 2 :
9: if int < Niter then
10: if sadm < Nadm then
11: S′ ← permute (S)
12: S ←metropolis (S, S′, T )
13: if S′ 6= S then
14: sadm ← sadm + 1
15: int← int+ 1
16: ir a bucle 2.
17: if T > Tmin then
18: T = T 2
19: ir a bucle 1.
20: resultado S
En el algoritmo 1 se hace adema´s uso de dos procesos.
permute es una funcio´n que escoge dos elementos aleatorios distintos de la secuencia S e
intercambia sus posiciones para definir una nueva secuencia que se almacena en la variable
S′.
8Decimos que un sistema ha termalizado cuando las configuraciones generadas por el proceso de Monte Carlo
son independientes de la configuracio´n inicial del sistema.
9Debido lo que se busca es maximizar una funcio´n cuyo valor depende del orden en el que demos unos de-
terminados pasos, el algoritmo 1 esta´ inspirado en la realizacio´n del simulated annealing de [11] para resolver el
problema del viajante.
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metropolis Es una versio´n del algoritmo de Metropolis-Hastings adapatada a nuestro
caso de estudio.
Algorithm 2 metropolis
1: procedure metropolis
2:
3: S← antigua secuencia
4: S’← nueva secuencia
5: T← temperatura
6:
7: uantigua = us (S)
8: unueva = us (S
′)
9:
10: if unueva > uantigua then
11: return S′
12: cierra
13: if numero aleatorio ∈ [0, 1] < exp
(
unueva−uantigua
T
)
then
14: devuelve S′
15: devuelve S
2.5. Secuencias definidas sobre la red de estrella
En teor´ıa de redes complejas se denomina motif a un patro´n o subgrafo con una topolog´ıa
caracter´ıstica que se repite con frecuencia [9] en este caso, un motif cuya dina´mica Goyal analiza
exhaustivamente es el de la red de estrella. Haciendo uso de los algoritmos presentados en el
apartado anterior repetimos el ca´lculo de las secuencias de ataque para esta topolog´ıa.
Figura 2.4: Red de estrella de diez nodos. En nuestras simulaciones, el nodo central es el que
tiene la iniciativa de ataque. Los colores de los nodos representan el propietario, antes de que la
guerra comience, de cada nodo.
La distribucio´n de recursos considerada en este caso es una distribucio´n plana en la que cada
uno de los propietarios de la periferia tiene asociado un valor de recursos del 1 al 9. El nodo
central tiene recursos Rcentral = 2.
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2.5.1. Con tecnolog´ıas que recompensan al rico
En [12] se deduce que usando tecnolog´ıa de guerra que recompensa al rico, la secuencia
que optimiza el valor esperado de los recursos es aquella que recorre los nodos disponibles en
cada turno siguiendo un orden creciente de recursos. En dicha secuencia, todos los pasos son
provechosos para el contendiente central (11). Adema´s, la propiedad de no espera(16) propicia
que el propietario con iniciativa realice la secuencia de ataque completa 10 en una sola guerra.
Dado que la red de propietarios es definida conexa, si un propietario tiene e´xito en todos los
pasos de la realizacio´n de una de estas secuencias, el resultado sera´ una red hegemo´nica en la
que un propietario posee todos los reinos.
Figura 2.5: Realizacio´n de 1 para γ = 5 con la topolog´ıa de red y distribucio´n de recursos
descritos al inicio del apartado. La totalidad de las 1000 secuencias obtenidas se corresponden
con la predicha en [12] lo cual incita al uso del simulated annealing para este tipo de problemas.
2.5.2. Con tecnolog´ıas que recompensan al pobre
Las secuencias de ataque completas son caracter´ısticas de las guerras que usan tecnolog´ıas
que recompensan al rico. Usando tecnolog´ıas que recompensan al pobre y debido a (16), las
posibles secuencias o´ptimas son las secuencias de ataque cortas11 en las cuales so´lo se recorren
una fraccio´n los nodos a los que el propietario con iniciativa tiene acceso.
Aplicando simulated annealing se encuentra que las secuencias de toda longitud posible
dentro de la red de estrella que optimizan el valor de los recursos esperados de (22) son:
10Full Atacking Sequencesen ingle´s. En [12] se usan sus siglas FAS.
11Short Attacking Sequences en ingle´s. En [12] se usan sus siglas SAS.
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Figura 2.6: Rentabilidad definida como ui (S) − Ri de la realizacio´n de secuencias de distinta
longitud que optimizan el valor esperado de los recursos encontradas mediante el algoritmo 1
para γ = 0.5. En base a este resultado, al propietario del nodo central la secuencia que ma´s
le conviene es aquella en la que ataca a un solo propietario. Cuando se consideran longitudes
superiores a 5, todas secuencias posibles sera´n desfavorables en te´rminos de la rentabilidad ya
que la secuencia o´ptima calculada con el simulated annealing lo es.
Longitud Secuencia o´ptima de ataque
1 {9}
2 {9, 8}
3 {9, 8, 1}
4 {9, 8, 7, 1}
5 {9, 8, 7, 2, 1}
6 {9, 8, 7, 6, 2, 1}
7 {9, 8, 7, 6, 3, 2, 1}
8 {9, 8, 7, 6, 5, 3, 2, 1}
9 {9, 8, 7, 6, 5, 4, 3, 2, 1}
Figura 2.7: Orden de los recursos de los nodos a atacar en las secuencias o´ptimas de varias
longitudes cuya rentabilidad se representa en 2.6. Las secuencia son, para todas las longitudes,
descendientes en el orden de los recursos de los nodos que las componen. Llama la atencio´n
que las secuencias que maximizan los pagos y no recorren todos los nodos disponibles prefieran
omitir los nodos con valor de recursos intermedio.
11
3. Combinando tecnolog´ıas
En su trabajo, Goyal supone que en la guerra los propietarios emplean o bien tecnolog´ıas
que recompensan al rico, o bien tecnolog´ıas que recompensan al pobre. Sin embargo, dada su
interpretacio´n de las tecnolog´ıa, nada impedir´ıa a los propietarios disponer de ambas y elegir
cua´l de ellas usar a la hora de enfrentarse a sus rivales.
Cabe entonces preguntarse si es posible expandir el modelo presentado en los apartados an-
teriores al caso en el que los propietarios son capaces de mezclar las tecnolog´ıas que emplean
en la guerra. Para ello, se introduce una nueva variable αi ∈ [0, 1] que representa la fraccio´n de
recursos que el propietario oi destina a la guerra rica siendo trivialmente 1 − αi la fraccio´n de
recursos que se invierte en la guerra pobre
Sean dos propietarios oi y oj con recursos de valor Ri y Rj respectivamente que combaten
paralelamente en dos frentes
Un frente RR en el que se batalla con tecnolog´ıa que recompensa al rico γ > 1 y en el
cual la probabilidad de victoria del propietario oi contra el propietario oj p
γ
RR (αiRi, αjRj)
vendra´ dada por una funcio´n de Tullock (7) con γ > 1
Un frente RP en el que se batalla con tecnolog´ıa que recompensa al pobre y en el cual la pro-
babilidad de victoria del propietario oi contra el propietario oj p
γ′ ((1− αi)Ri, (1− αj)Rj)
vendra´ dada por una funcio´n de Tullock (7) con γ′ < 1
En base a este planteamiento, distinguimos cuatro posibles resultados de un conflicto a los
cuales asociamos su respectiva probabilidad definida como
Caso A: El propietario oi gana tanto en el frente RR como en el RP
Prob (A) = pγ (αiRi, αjRj) p
γ′ ((1− αi)Ri, (1− αj)Rj) . (26)
Caso B: El propietario oi gana en el frente RR pero pierde en el RP
Prob (B) = pγ (αiRi, αjRj)
[
1− pγ′ ((1− αi)Ri, (1− αj)Rj)
]
. (27)
Caso C: El propietario oi pierde en el frente RR pero gana en el RP
Prob (C) = [1− pγ (αiRi, αjRj)] pγ′ ((1− αi)Ri, (1− αj)Rj) . (28)
Caso D: El propietario oi pierde tanto en el frente RR como en el RP
Prob (D) = [1− pγ (αiRi, αjRj)]
[
1− pγ′ ((1− αi)Ri, (1− αj)Rj)
]
. (29)
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En lo consiguiente, se definen dos modelos en funcio´n de que´ pago se le asocia a cada uno
de los casos.
3.1. Guerra mixta con sistema de pagos A
Para definir los pagos asociados a cada caso, se plantea el supuesto de que cuando un pro-
pietario oi gane en ambos frentes, e´ste recibe como pago la totalidad de los recursos del otro
propietario oj y que, si gana en un frente pero pierde en el otro, los recursos de ambos quedan
intactos. Con este planteamiento y las definiciones (26)-(29) el valor esperado de recursos uAi
para el propietario oi tras un enfrenamiento sera´
uAi
(
Ri, αi, Rj , αj , γ, γ
′) = Prob (A) (Ri +Rj) + (Prob (B) + Prob (C))Ri (30)
y el del propietario oj
uAj
(
Ri, αi, Rj , αj , γ, γ
′) = Prob (D) (Ri +Rj) + (Prob (B) + Prob (C))Rj (31)
En el contexto de una sucesio´n de conflictos, cuando se produce una victoria en un frente
y una derrota en el otro, la batalla se repite de nuevo dado que no ha habido cambios en sus
recursos y las mismas razones que les llevaron a luchar la primera vez les llevara´n a hacerlo una
segunda. Este hecho, evaluado con rigor, trae consigo unas implicaciones que atan˜en a la natu-
raleza misma de las tecnolog´ıas tal y como se plantean en [12]. Dichas implicaciones se discuten
en el Anexo A
En todo caso, el objetivo de ambos propietarios cuando combatan entre s´ı sera´ encontrar
el αi que maximice su recompensa esperada [12]. Suponiendo que ambos conocen los recursos
propios y los de su adversario, el sistema adquiere las caracter´ısticas de un juego de informacio´n
completa.
3.1.1. Definicio´n de juego
Un juego es, desde el punto de vista matema´tico, una representacio´n formal en la cual un
nu´mero de individuos interactu´an en un ajuste de interdependencia estrate´gica de manera que
el bienestar de cada uno no depende so´lo de sus acciones sino tambie´n de las acciones de los
otros[7]. En teor´ıa de juegos, un juego en forma estrate´gica G puede ser caracterizado mediante
tres elementos[3] G = {I, E , U}
Un conjunto finito de jugadores i ∈ I = {1, 2, . . . , I}.
Un espacio finito o infinito de estrategias puras para cada jugador Ei. Al espacio formado
por todas las estrategias puras de todos los jugadores que participan en el juego se le
denomina E .
E = {E1, E2, . . . , EI} (32)
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Se le llama perfil de estrategias E a un conjunto que se forma tomando una estrategia de
cada jugador12 ei ∈ Ei.
E = {e1, . . . , eI} tal que ei ∈ Ei (33)
Una funcio´n u que asocia un pago a cada jugador dado un perfil de estrategias
u (E) = {u1 (e1, e2, . . . , eI) , u2 (e1, e2, . . . , eI) , . . . , uI (e1, e2, . . . , eI)} (34)
As´ı pues, el conjunto de jugadores I se identifica con el conjunto de propietarios implicados
en el conflicto {oi, oj}; el conjunto de estrategias puras E , con los posibles valores de {α1, α2} y
las utilidades, por el valor esperado de los recursos tras el conflicto (30) (31).
Una de las ventajas de definir el problema haciendo uso del formalismo de la teor´ıa de juegos
es que se puede usar el teorema de Von Neuman-Morgernstern [7] para argumentar que lo que
van a utilizar ambos propietarios en un conflicto son estrategias para las cuales el valor esperado
de sus recursos tras la batalla sea ma´ximo.
3.1.2. Equilibrio de Nash
Se dice que un perfil de estrategias EN es un equilibrio de Nash si ningu´n jugador encuentra
incentivo alguno en desviarse unilateralmente de e´l, formalmente [3]
EN = {e1, e2, . . . , eI}ui (ei, e−i) ≥ ui
(
e′i, e−i
) ∀ {ei, e−i} ∈ EN , e′i /∈ EN . (35)
Los algoritmos que buscan calcular el equilibrio de Nash requieren tambie´n de la definicio´n
del concepto de mejor respuesta. Se que considera que una estrategia de un jugador ei es mejor
respuesta cuando optimiza la utilidad de dicho jugador respecto a un perfil de estrategias E−i
del resto de jugadores
ei mejor respuesta ↔ u (ei, ej) ≥ u
(
e′i, ej
) ∀ej ∈ E−i e′i 6= ei (36)
Una estrategia pura que no sea mejor respuesta no puede tomar parte en un equilibrio de
Nash.[3]
El equilibrio de Nash es el perfil de estrategias que seguira´n los jugadores cuando sean total-
mente racionales ya que so´lo en este caso podemos asegurar que ambos maximizan simulta´nea-
mente su utilidad. Esta implicacio´n es importante de cara al ana´lisis posterior en el que se va a
suponer que los propietarios obran siempre racionalmente.
12Se pueden tambie´n definir perfiles de estrategias restringidos a un subconjunto de jugadores. Por ejemplo,
posteriormente se hablara´ del perfil de estrategias E−i el cual se compone de estrategias de todos los jugadores
salvo el jugador i.
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3.1.3. Existencia del equilibrio de Nash
Para demostrar la existencia de un equilibrio de Nash en juegos con espacio de estrategias
continuo se debe, en primer lugar, definir una funcio´n
βi : E−i −→ Ei
βi (E−i) = ei tal que ei es mejor respuesta a E−i (37)
Gracias a β podemos redefinir el equilibrio de Nash EN como el perfil de estrategias en el
que, para todos sus elementos eNi ∈ EN se cumple que
eNi ∈ β (EN −i) (38)
dicho de otro modo: Los puntos fijos del sistema dina´mico definido por la iteracio´n sucesiva de
β sera´n equilibrios de Nash.
Para demostrar que el equilibrio de Nash existe, se prueba la existencia un punto fijo en el
sistema dina´mico definido por la iteracio´n sucesiva de β. Recurrimos para ello a la aplicacio´n del
teorema de Kakutani [5] segu´n el cual, para que un sistema dina´mico definido sobre un conjunto
tenga un punto fijo se deben cumplir las siguientes condiciones
E debe de ser un conjunto cerrado, convexo y compacto
β (E) debe de ser un grafo cerrado.
El conjunto β (E) es convexo y no-vac´ıo para todo ei ∈ E
La u´ltima condicio´n requiere que la funcio´n recompensa ui sea co´ncava[10] para todo i. Esto
es un requisito que (30) y (31) no cumplen. Por lo tanto, habra´ situaciones en las que no exista
equilibrio de Nash.
3.2. Bu´squeda anal´ıtica del equilibrio de Nash en la guerra mixta con sistema
de pagos A
Para que la estrategia αi del propietario oi sea mejor respuesta a la estrategia αj del propieta-
rio oj e´sta debe maximizar la funcio´n
13 uAi (Ri, αi, Rj , αj , γ, γ
′) . Son susceptibles de ser ma´ximo
absoluto los ma´ximos locales de uAi as´ı como los valores extremos u
A
i (αi = 0) y u
A
i (αi = 1). En
el caso en el que el ma´ximo absoluto se identifique con un ma´ximo relativo, el punto fijo de β
13En lo consiguiente, se omitira´n las dependencias de uAi con respecto a Ri, Rj , γ y γ
′. Tambie´n se simplificara´
la notacio´n pγ (α1R1, α2R2) = p
γ y pγ ((1− α1)R1, (1− α2)R2) = pγ
15
estara´ en:

duAi
dαi
= 0
d2uAi
dα2i
< 0
duAj
dαj
= 0
d2uAj
dα2j
< 0
. (39)
Imponiendo simulta´neamente la condicio´n de mejor respuesta en ambas funciones, se obtiene
el siguiente sistema de ecuaciones

duAi
dαi
=
Prob (A)
αi
(Ri +Rj) +
(
Prob (B)
αi
+
Prob (C)
αi
)
Ri
duAi
dαj
=
Prob (D)
αi
(Ri +Rj) +
(
Prob (C)
αi
+
Prob (B)
αi
)
Rj
(40)
que haciendo uso de
d pγ (αiRi, αjRj)
dαi
=
d pγ
dαi
= γαi p
γ (1− pγ)
d pγ
′
((1− αi)Ri, (1− αj)Rj)
dαi
=
d pγ
′
dαi
= γ
′
1−αi p
γ′
(
pγ
′ − 1
)
d pγ (αiRi, αjRj)
dαj
=
d pγ
dαi
= γαj p
γ (pγ − 1)
d pγ
′
((1− αi)Ri, (1− αj)Rj)
dαj
=
d pγ
′
dαj
= γ
′
1−αj p
γ′
(
1− pγ′
) (41)
da lugar a que, en el perfil de estrategias asociado al equilibrio de Nash
{
α∗i , α
∗
j
}

γ
α∗i
pγ (1− pγ)
[
(1− pγ)Ri + pγ′Rj
]
+
γ′
1− α∗i
pγ
′
(
1− pγ′
) [(
1− pγ′
)
Ri + p
γRj
]
= 0
γ
α∗j
pγ (1− pγ)
[
(1− pγ)Ri + pγ′Rj
]
+
γ′
1− α∗j
pγ
′
(
1− pγ′
) [(
1− pγ′
)
Ri + p
γRj
]
= 0
(42)
que podemos reescribir del siguiente modo
γ
α∗i
fi
(
α∗i , α
∗
j
)
+
γ′
1− α∗i
fj
(
α∗i , α
∗
j
)
= 0
γ
α∗j
fi
(
α∗i , α
∗
j
)
+
γ′
1− α∗j
fj
(
α∗i , α
∗
j
)
= 0
⇐⇒

α∗i
1− α∗i
= γγ′
fi(α∗i ,α∗j)
fj(α∗i ,α∗j)
α∗j
1− α∗j
= γγ′
fi(α∗i ,α∗j)
fj(α∗i ,α∗j)
. (43)
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Como
fi(α∗i ,α∗j)
fj(α∗i ,α∗j)
es mono´tona en el intervalo [0, 1] se concluye que, considerando a ambos
propietarios racionales, un posible equilibrio de Nash bajo las condiciones impuestas al principio
del apartado implica que
α∗i = α
∗
j = α
∗ . (44)
Si ahora definimos la funcio´n
q
(
Ri, α
∗
i , Rj , α
∗
j , γ, γ
′) = γ
γ′
fi
(
α∗i , α
∗
j
)
fj
(
α∗i , α
∗
j
) (45)
entonces el valor de α∗
α∗ =
q
(
Ri, α
∗
i , Rj , α
∗
j , γ, γ
′
)
1 + q
(
Ri, α∗i , Rj , α
∗
j , γ, γ
′
) . (46)
La ecuacio´n (46), aunque fuertemente no lineal, puede ser resuelta mediante me´todos nume´ricos
3.1
Figura 3.1: Soluciones de (46) en funcio´n de R2. E´stas se han conseguido haciendo uso del co´digo
N linear.nb que puede encontrarse en el repositorio incluido en el Anexo B
3.3. Guerra mixta con sistema de pagos B
En el caso de la guerra mixta con sistema de pagos B, el ganador en cada uno de los frentes
obtiene el total invertido por ambos jugadores en ese frente de manera que los valores esperados
de los recursos tras una batalla sera´n
uBi
(
Ri, αi, Rj , αj , γ, γ
′) = Prob (A) (Ri +Rj) + (αi ·Ri + αj ·Rj)Prob (B) +
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((1− αi) ·Ri + (1− αj) ·Rj)Prob (C) (47)
y para el oponente
uBj
(
Ri, αi, Rj , αj , γ, γ
′) = Prob (D) (Ri +Rj) + (αi ·Ri + αj ·Rj)Prob (C) +
((1− αi) ·Ri + (1− αj) ·Rj)Prob (B) (48)
e imponiendo de nuevo que
duBi
dαi
= 0
duBj
dαj
= 0
(49)
llegamos, en un proceso muy similar al que hemos seguido en el caso con sistema de pagos A, al
siguiente sistema de ecuaciones no polino´micas acopladas
γ
α∗i
q1 − γ′1−α∗i q2 + x1 q3 = 0
γ
α∗j
q1 − γ′1−α∗j · q2 + x2 · q3 = 0
 (50)
en el que
q1 = q1 (Ri, αi, Rj , αj , γ, γ
′) = pγ (1− pγ) [α1x1 + α2x2]
q2 = q2 (Ri, αi, Rj , αj , γ, γ
′) = pγ′
(
1− pγ′
)
[(1− α1)x1 + (1− α2) x2]
q3 = p
γ − pγ′
. (51)
De estas ecuaciones se puede obtener que, para Ri = Rj se debera´ cumplir que α
∗
i = α
∗
j = α∗
dado que ese caso y debido al axioma 3, el jugador oi es indistinguible del jugador oj respecto a
las funciones de Tullock. Entonces pγ = pγ
′
y las dos ecuaciones restantes dan lugar a la misma
expresio´n que en (46).
3.4. Bu´squeda computacional del equilibrio de Nash en la guerra mixta con
sistema de pagos B
La mayor parte de los algoritmos desarrollados previamente para encontrar equilibrios de
Nash trabajan sobre juegos cuyo conjunto de estrategias puras[4][2] que o tienen un nu´mero
finito de elementos, o la funcio´n ui (E) garantiza la existencia de un equilibrio de Nash.
Dado que el equilibrio de Nash se ha definido como un punto fijo de la funcio´n β, estudiaremos
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nuestro sistema a trave´s del map derivado de la iteracio´n sucesiva de β{
αt+1i , α
t+1
j
}
=
{
βi
(
αtj
)
, βj
(
αti
)}
(52)
el algoritmo que reproducen los programas que se han desarrollado para el ca´lculo del equi-
librio de Nash es el siguiente
Algorithm 3 Equilibrio de Nash
1: procedure Equilibrio de Nash
2:
3: αti ← 0.5
4: αtj ← 0.5
5: int← 0
6: bucle
7: αt+1i ← βi (αj)
8: αt+1j ← βj (αi)
9: if
∣∣αt+1i − αti∣∣ <  then
10: if
∣∣∣αt+1j − αtj∣∣∣ <  then
11: devuelve αt+1j α
t+1
i
12: cierra
13: if int < max int then
14: int← int+ 1
15: ir a bucle
16: else
17: No existe equilibrio de Nash
18: cierra
Algunos detalles sobre el algoritmo 3:
1. Los valores iniciales de αi y αj son irrelevantes ya que, en nuestro caso adema´s de un punto
fijo el equilibrio de Nash es una atractor cuya regio´n de atraccio´n bajo accio´n de (52) es
todo el espacio de estrategias E.
2. βi es una funcio´n que se encarga de buscar el valor de αi que maximiza u
B
i encontran-
do los ma´ximos relativos 14 de uBi (αi) y compara´ndolos con los valores de u
B
i (αi = 0) y
uBi (αi = 1). Podr´ıa haberse usado un simulated annealing de nuevo pero era menos efi-
ciente en te´rminos de tiempo y, de cara a simular ma´s adelante una dina´mica de red, la
rapidez es un valor importante.
3. El valor de  representa la tolerancia a la hora de distinguir un ciclo de un punto fijo.
Idealmente tendr´ıamos  = 0 pero nume´ricamente los puntos fijos perfectos no existen. En
nuestro caso,  = 2 ∗ β donde β es la precisio´n con la que se estima el ma´ximo.
14Nume´ricamente se exploro´ el nu´mero de ma´ximos que pod´ıamos encontrar en uBi (αi) para varias combina-
ciones 1 < γ < 10 y 0 < γ′ < 1 haciendo uso de n max.c y se encontro´ que so´lo exist´ıa, como mucho, un ma´ximo
relativo en uBi (αi) y u
B
j (αj).
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El diagrama cobweb [14] es un me´todo que permite interpretar mediante un ana´lisis geome´tri-
co muy sencillo el comportamiento de un map. Para hacerlo, en primer lugar iteramos (52) sobre
s´ı mismo de manera que la evolucio´n de αi so´lo dependa de αi y la de αj , de αj{
αt+2i , α
t+2
j
}
=
{
βi
(
βj
(
αti
))
, βj
(
βi
(
αtj
))}
(53)
A continuacio´n, representamos gra´ficamente (53) junto con la recta de pendiente 1 tal y
como se muestra en 3.2
Figura 3.2: Representacio´n gra´fica del map (53) para Ri = 1, Rj = 0.5, γ = 5 y γ
′ = 0.5 y de
las rectas αi = αi y αj = αj respectivamente.
El diagrama cobweb se construye del siguiente modo 15:
1. Comenzamos en
(
α0i , 0
)
sobre el eje de abcisas.
2. Nos desplazamos verticalmente hasta alcanzar un punto de la gra´fica del map
(
α0i , α
1
i
)
(l´ınea roja en la figura 3.2).
3. Desde
(
α0i , α
1
i
)
, nos movemos horizontalmente hasta un punto sobre αi = αi (l´ınea negra
en la figura 3.2) que sera´
(
α1i , α
1
i
)
4. Repetimos 2 empezando desde el punto
(
α1i , α
1
i
)
.
Los puntos fijos de (53) sera´n aquellos para los que{
α∗i , α
∗
j
}
=
{
βi (βj (α
∗
i )) , βj
(
βi
(
α∗j
))}
(54)
es decir, all´ı donde se crucen la recta αi = αi con (53) o, desde otro punto de vista, los lugares
en los las o´rbitas producidas mediante el algoritmo del diagrama cobweb quedan atrapadas. Di-
chos puntos sera´n, por ser puntos fijos, equilibrios de Nash. Como αi = αi solo se cruza una vez
con (53), se puede decir que solo existe un equilibrio de Nash al menos para Rj = 0.5 y Ri = 1
16
15Se utiliza como ejemplo a αi pero el procedimiento es ana´logo para αj
16Es extrapolable al resto de valores de Ri y Rj .
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Como ya se adelanto´ en el apartado anterior, las guerras mixtas no garantizan la existencia
del equilibrio de Nash en el espacio de estrategias puras. La no-existencia de equilibrio de Nash
implica la no existencia de punto fijo para el map (53) i.e. que no exista punto de corte entre
(53) y αi = αi y αj = αj .
Figura 3.3: Diagrama cobweb realizado sobre el map representado en 3.2 que evidencia que el
punto fijo es un atractor de (53), lo que equivale a ser atractor de (52) y, por lo tanto, un
equilibrio de Nash. Todos los diagramas cobweb acaban convergiendo en el mismo punto fijo i.e.
el equilibrio de Nash atrae a todas las o´rbitas del sistema.
Figura 3.4: Representacio´n gra´fica del map y diagrama cobweb de (53) para Ri = 1, Rj = 0.85,
γ = 5 y γ′ = 0.5. La discontinuidad aparece como una ca´ıda vertical de la representacio´n gra´fica
del map que impide que e´sta y la recta de pendiente 1 se intersequen. En lugar de un punto fijo,
aparece un ciclo l´ımite de periodo 2
La desaparicio´n del equilibrio de Nash es, desde el punto de vista de los sistemas dina´micos,
una bifurcacio´n de doblamiento de periodo similar a la que presenta el map log´ıstico [14] que
transforma al punto fijo en un ciclo de periodo 2. Dicho ciclo pasa a ser el u´nico atractor del
sistema.
En te´rminos de la dina´mica que nuestro map implementa y ante la situacio´n de una ausencia
de equilibrio de Nash, un propietario totalmente racional que se enfrenta a otro propietario
totalmente racional no pueden ni el uno ni el otro saber con certeza cuales son sus respectivas
mejores respuestas. Esto se debe a la aparicio´n del ”gap.en la mejor respuesta del propietario con
menos recursos. En te´rminos menos te´cnicos, se puede decir que el equilibrio de Nash desaparece
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a causa de la polarizacio´n de las mejores respuestas del propietario con menos recursos: O bien
invierte todo al frente en el que se lucha con tecnolog´ıa que recompensa al pobre o bien lo
invierte todo al frente en el que se combate con tecnolog´ıa que recompensa al rico.
En cualquier caso, para la guerra mixta con sistema de pagos B, la existencia del equilibrio
de Nash viene determinada por los valores de γ, γ′ y el cociente RjRi , donde Rj < Ri, tal que
Rj
Ri b
≤ Rj
Ri
< 1 (55)
nume´ricamente pueden estimarse los valores de
Rj
Ri b
a los que, dados los γ y γ′ del sistema,
ocurre la bifurcacio´n 3.5:
Figura 3.5: Valores de
Rj
Ri b
(representados mediante el co´digo de color) para varias combinaciones
de γ y γ′ a partir del cual el equilibrio de Nash no existe. Para valores de γ ≈ 5 y cuando γ′
tiende a 1 , los valores de
Rj
Ri c
para las distintas γ parecen converger a un punto entre 0.75 y
0.8. Tambie´n es interesante que mientras que para valores bajos de γ el valor de R2R1 crece con
γ′, para valores de γ superiores a 6, R2R1 decrece con γ
′.
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4. La guerra mixta en una red
En el apartado anterior se ha caracterizado el sistema dina´mico que emerge de la combina-
cio´n de tecnolog´ıas de guerra con sistema de pagos B considerando so´lo la interaccio´n entre dos
propietarios. Sin embargo, lo verdaderamente interesante de estos modelos de guerra es deter-
minar la evolucio´n de una red de propietarios bajo su influencia.
4.1. Evolucio´n de una red de propietarios bajo la guerra mixta con sistema
de pagos B
Hay dos diferencias principales del algoritmo de evolucio´n de nuestra red bajo la guerra
mixta con respecto a la de Goyal.:
1. Los propietarios activos sera´n miopes en tanto en cuanto no planeara´n secuencias sino que
decidira´n su mejor contrincante batalla a batalla17.
2. En la guerra simple, un propietario activo oi no emprendera´ un batalla contra un propie-
tario oj cuando u
B
i (Ri, Rj) < Ri. En el caso de una guerra mixta, a este impedimento se
le suma que puede no existir equilibrio de Nash i.e. dos propietarios entre los que no sea
posible establecer un perfil de estrategias que sea un equilibrio de Nash, no luchara´n.
Estas restricciones junto al proceso de conquista enunciado en [12] dan lugar al algoritmo re-
presentado mediante un diagrama de flujos en la figura 4.1 en el que es importante destacar
que oi y oj no son dos propietarios concretos sino que se debe entender a oi como el propietario
con iniciativa de ataque y oj como el propietario al que oi elige o es susceptible de elegir como
contrincante.
17La nocio´n de secuencia de ataque aunque quiza´ posible de definir para la guerra de tipo B, requiere de
considerar todas las redistribuciones posibles de recursos que se dan en cada posible batalla.
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Figura 4.1: Diagrama de flujo que condensa el algoritmo que va a marcar la evolucio´n de la red.
oi representa al propietario con iniciativa i.e. que elige contra quien luchar en cada una de sus
batallas. oj representa a los contrincantes o potenciales contrincantes de oi. El co´digo asociado
es warNT.c
Dado que el modelo de Goyal ha sido planteado originalmente para replicar las dina´micas de
conflictos armados, a la hora de determinar la distribucio´n de recursos iniciales de los propietarios
estos han sido generados de acuerdo a una distribucio´n de probabilidad potencial de ecuacio´n
P (R) = 3095 ·R−1.05 (56)
obtenida del ajuste por mı´nimos cuadrados de la distribucio´n del PIB en los pa´ıses de todo
el mundo [8]. En [12] no se habla de la topolog´ıa de red considerada ma´s alla´ de que e´sta sea
conexa, por lo que se usara´ el modelo ma´s sencillo de red compleja aleatoria como ejemplo.
4.2. Red de Erdos-Renyi
El de Erdos-Renyi es el modelo de red aleatoria ma´s simple [1]. Una de las maneras de ob-
tener una red de este tipo, consiste en establecer un nu´mero de nodos N y una probabilidad
de conexio´n entre dichos nodos p. Se denomina grado Ki de un nodo asociado al propietario oi
al nu´mero de enlaces que posee dicho nodo, es decir, al nu´mero de propietarios a los que tiene
acceso un propietario oi.
Las configuraciones inicial y final de una red de este tipo que se hace evolucionar bajo accio´n
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del algoritmo 4.1
Figura 4.2: Topolog´ıa de la red antes (izquierda) y despue´s (derecha) de que se haya producido
una guerra. Esta red ha sido generada disponiendo 15 nodos con probabilidad de conexio´n 0.5
entre ellos. En el transcurso del conflicto se han producido 10 conquistas dejando finalmente un
cluster de 4 propietarios a dos de los cuales se une un propietario perife´rico.
Atendiendo ahora a la evolucio´n de los recursos de los propietarios con cada batalla.
Figura 4.3: Evolucio´n de los recursos de los propietarios en funcio´n del nu´mero de batallas en la
red con topolog´ıas inicial y final mostradas en la figura 4.2, γ = 5 y γ′ = 0.5 .Los propietarios
con cero recursos se consideran inactivos y no poseen un nodo en la red.
De 4.3 se pueden extraer varios rasgos caracter´ısticos de la dina´mica de la red:
Cuando un propietario con un valor alto de recursos ataca a otro contendiente ma´s pobre,
e´ste maximiza el valor esperado de sus recursos tras la batalla propiciando que el propieta-
rio pobre invierta todos sus recursos en el frente RP. Como en el frente RP el que optimiza
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los recursos esperados es quien invierte menos, el propietario ma´s rico sigue esta estrategia
aprovechando que el propietario ma´s pobre no puede hacerle frente en RR. Sin embargo,
aunque haciendo esto aumente el valor esperado de sus recursos, tambie´n disminuye su
probabilidad de victoria en el frente PR y la fraccio´n de recursos que all´ı invierte va a
parar a manos del pobre.
Al cabo de ∼ 850 batallas, los propietarios dejan de batallar entre s´ı y los recursos perma-
necen esta´ticos. Esto recuerda a la paz perpetua que muestran algunas redes que operan
u´nicamente con tecnolog´ıas que recompensan al pobre.
En la situacio´n de paz final, los recursos esta´n mucho ma´s igualados que al inicio.
La razo´n de este escenario de paz no tiene el mismo origen que en la guerra simple con tecno-
log´ıa que recompensa al pobre donde la paz se da porque ninguno de los propietarios encuentra
beneficio alguno en seguir combatiendo, sino porque el desgaste sucesivo de los propietarios ma´s
ricos por parte de los ma´s pobres acaba por hacer similares los recursos de uno de otro lo cua´l
conduce a la no existencia del equilibrio de Nash. Cuando no existe equilibrio de Nash para
el enfrentamiento entre ninguna pareja de individuos activos, el conjunto de todos ellos nunca
batalla ya que los propietarios son individuos totalmente racionales y en ausencia de equilibrio
de Nash, un individuo totalmente racional no batalla.
Este resultado se ha producido en todas las realizaciones una coleccio´n de 100 experiencias
en las que se hizo evolucionar una red dispersa de Erdos Renyi con N = 25 nodos originales,
probabilidad de enlace p = 0.3 y distribucio´n de recursos como la que aparece en (56) .
Figura 4.4: En este histograma se representa la cantidad de nodos que poseen las redes al final
de su evolucio´n. Todas ellas se encuentran en el re´gimen de paz inducido por la ausencia de
equilibrio de Nash entre todos los contendientes activos.
Donde se comprueba que, casi en 14 de los casos la configuracio´n final tiene seis nodos.
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5. Conclusiones y futuros pasos
En la seccio´n 2.4 se han introducido los me´todos de Monte Carlo como un acercamiento
posible a una exploracio´n nume´rica de las secuencias de ataque que optimizan la recompensa
esperada independientemente del tipo de tecnolog´ıa considerado. S´ı que es cierto que aunque el
simulated annealing es un me´todo que se ha aplicado en problemas de optimizacio´n de natura-
leza muy diversa [6], e´ste no se comporta correctamente en todas las situaciones. Descubrir sus
limitaciones en este contexto queda como un futuro paso de las investigaciones en esta direccio´n.
De la combinacio´n de dos tecnolog´ıas de guerra emerge la necesidad de decidir sobre la can-
tidad de recursos destinados a cada una de ellas conduce a la determinacio´n del equilibrio de
Nash. Se han considerado dos posibles escenarios: En el escenario A se vuelve a la situacio´n
inicial al menos que uno de los contendientes se alce victorioso con ambas tecnolog´ıas. En el
escenario B, cada contendiente obtiene los recursos asignados a la tecnolog´ıa con la que vence o
a las dos, en caso de hacerlo con ambas.
En el escenario con sistema de pagos A, el equilibrio de Nash siempre existe y los dos con-
tendientes emplean la misma fraccio´n de recursos uno que otro. En el esquema de la conquista
global de Goyal, en el que se repetira´ el conflicto hasta que haya un ganador, el combate quedar´ıa
determinado por una funcio´n de Tullock cuyo exponente es la suma de los exponentes de las
funciones empleadas.
En el escenario con sistema de pagos B, para dos tecnolog´ıas fijas, existe un rango de recursos
relativos para los que no existe equilibrio de Nash. Si se asocia a esta situacio´n la decisio´n de
no iniciar la guerra, las simulaciones llevadas a cabo revelan la evolucio´n hacia una situacio´n
asinto´tica en la que varios propietarios de recursos relativos relativamente cercanos permanecen
en paz. En otras palabras, el sistema evoluciona hacia la inexistencia de equilibrio de Nash entre
los contendientes supervivientes.
Es posible que de todos los puntos tocados en este trabajo, este u´ltimo sea el de mayor
intere´s. Caracterizar no so´lo el nu´mero de nodos que restan tras alcanzar la paz producto de la
ausencia de equilibrio de Nash sino la topolog´ıa de la red que estos forman podr´ıa ser fruto de
resultados muy interesantes.
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