ABSTRACT Karlin and Altschul in their statistical analysis for multiple highscoring segments in molecular sequences introduced a distribution function which gives the probability there are at least r distinct and consistently ordered segment pairs all with score at least x. For long sequences this distribution can be expressed in terms of the distribution of the length of the longest increasing subsequence in a random permutation. Within the past few years, this last quantity has been extensively studied in the mathematics literature. The purpose of this note is to summarize these new mathematical developments in a form suitable for use in computational biology.
The Distribution Function
Karlin and Altschul [8] in their statistical analysis for multiple high-scoring segments in molecular sequences, introduced the following distribution function: Let F (r; y) denote the probability that there are at least r distinct and consistently ordered segment pairs all with score at least x. They further introduced a parameter y = KNe −λx where K and λ are parameters related to the scoring system, see [8] for details. We use the parameter y without further reference to x. For long sequences (N → ∞) this distribution function is well approximated by [8] F (r; y) = e −y ∞ k=r y k R k,r k! 2 , r = 1, 2, . . . , (1.1) positive integer valued random variable such that Prob (X y ≥ r) = F (r; y).
If R c k,r denotes the complement of R k,r , i.e. the number of permutations σ ∈ S k all of whose increasing subsequences have length strictly less than r, then clearly
where ℓ k (σ) is the length of the longest increasing subsequence in σ ∈ S k .
Remarks.
1. F (r; y) is a distribution function in r with parameter y.
2. Dropping the requirement of consistent ordering has the effect of replacing R k,r by k! in (1.1). Thus the segments are Poisson distributed with parameter y.
Summary of Known Properties
By convention, f 0,r := 1 for all r and we note that f k,r = k! if k ≤ r. It is also convenient to introduce the parameter t ≥ 0,
If we define
From Gessel [5] we know that D r (t) is the r × r Toeplitz determinant with symbol f (z) = e t(z+1/z) .
In the past few years, D r has been extensively studied in connection with the limiting distribution of the length of the longest increasing subsequence of a random permutation, see Baik, Deift and Johansson [4] and Aldous and Diaconis [2, 3] . We now summarize some of the these results. Gessel's theorem says that for all r = 1, 2, . . .
where b j := I j (2t) and I j is the modified Bessel function. For small r one simply evaluates this determinant to obtain
From (2.2) we see that
Johansson [7] has shown that for any given ε > 0, there exist C and δ > 0 such that
The breakthrough result of Baik-Deift-Johansson [4] is the sharper asymptotic result
where F 2 is the distribution function, first discovered by the present authors in the context of random matrix theory [10, 11] (see [13] for a review),
and q is the solution of the Painlevé II equation
(Here Ai is the Airy function.) It is known that such a solution to (2.5) exists and is unique. A graph of the density dF 2 /ds as well as some statistics of F 2 can be found in [14] . In terms of the random variable X y this says
converges weakly to a random variable, call it χ, with distribution function F 2 . It was also proved that the scaled moments converge to the moments of F 2 [4] . For finite r we now describe some results of Periwal and Shevitz [9] , Hisakado [6] , Tracy and Widom [12] , and Adler and van Moerbeke [1] . (We follow the notation of [12] .) We have the representation
where Φ r as a function of t satisfies the equation
We want the solution Φ r that satisfies
we have the recursion relation, sometimes referred to as the discrete Painlevé II equation,
The initial conditions for this recursion relation can be obtained from φ 0 = e −y and φ 1 = b 0 e −y . A computation shows †
. † The signs of U 0 and U 1 are not fixed from φ 0 and φ 1 . In [12] the leading small t behavior of U n is computed. We use this to fix the signs of U 0 and U 1 .
To make computational use of this distribution function, one needs computationally feasible formulas for the first few moments of X y for all y; and more generally, the distribution function itself. Here are some partial results. Of course,
From (2.6) and (2.8) it follows that
and thus
Using the recursion relation (2.9) we can compute the first few U n 's and expand these for small y. In this way we derive
and similarly for the variance
Note that the leading order terms are Poisson. Higher order expansion coefficients are given in Table 1 .2. From [4] we know that for large y, the essential contribution in (2.10) comes from r around 2 √ y. Thus for y → ∞
where χ has distribution function (2.4). We note for future reference,
The small y expansion of E(X y ) was computed through order 20. If we demand that the last coefficient in this expansion be less than, say, 1/10, then y < 7.8. Evaluating this expansion at y = 7.8 gives E(X y ) = 3.66 whereas the large y expansion evaluated at y = 7.8 equals 3.09 which is a difference of 0.57. To improve the overlap of these two expansions, one needs to compute the error term in (2.13). 
An Example
Karlin and Altschul give the parameters in their theory for the pairwise sequence comparison of the chicken gene X protein and the fowlpox virus antithrombin III homolog. The scoring system gives λ = 0.314, K = 0.17 and N = 34336. For the three alignments found (see Table 3 in [8] ) the normalized scores (values of x) are 7.6, 6.7 and 5.8. Using the above distribution function we compute the expected number of distinct consistently ordered seqment pairs with at least normalized score x. The results are displayed in Table 1 The number c 1 r is the coefficient of y r in the small y expansion of E(X y ) and c 2 r is the coefficient of y r in the small y expansion of Var(X y ).
