ABSTRACT High spatial resolution remote sensing (HSRRS) images classification and identification is an important technology to acquire land surface information for land resource management, geographical situation monitoring, and global climate change. As the hottest deep learning method, convolutional neural network (CNN) has been successfully applied in HSRRS image classification and identification due to its powerful information extraction capability. However, adversarial perturbations caused by radiation transfer process or artificial or other unpredictable disturbances often deteriorate the stability of CNN. Under this background, we propose a robust architecture for adversarial attack and detection to classify and identify HSRRS images. First of all, two white-box attacks [i.e., large Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) and fast gradient sign method (FGSM)] are adopted respectively to generate adversarial images to confuse the model, and to assess the robustness of the HSRRS image classifier. Second, adversarial detection models based on support vector machine (SVM) with single or fused two level features are proposed to improve the detection accuracy. The features extracted from the testing CNN full connected layers contain adversarial perturbations and real information, from which SVM classifier and discriminate the real and the adversarial images. The adversarial attack model is evaluated in terms of overall accuracy (OA) and kappa coefficient (kc). The simulation results show that the OA decreases from 96.4% to 44.4% and 33.3% for L-BFGS and FGSM attacked classifier model, respectively. The adversarial detection is evaluated via OA, detection probability P D , false alarm probability P FA , and miss probability P M . The simulation results indicate that the fused model with two different level features based on SVM can obtain the best OA (94.5%), P D (0.933), P FA (0.040), and P M (0.067) among the detectors if the classifier is attacked by the FGSM. Meanwhile, when facing the L-BFGS attack, the fused model presents similar performance if the best single level features are utilized.
I. INTRODUCTION

Recently, many efforts on high spatial resolution remote sensing (HSRRS) images classification and identification
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have been made to acquire land surface information. The information can be used to facilitate researches on land resource management, geographical situation monitoring and global climate change. As the spectral statistical characteristics is not stable, and the same target show different spectral characteristics, the traditional spectral classification methods VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
could not obtain satisfactory results. With the development of computer technology, deep learning algorithms have been applied for classification and recognition of HSRRS images. Deep learning has got a lot of attention for its great success in computer vision, pattern recognition, wireless communications, resource location, and automatic speech recognition [1] - [8] . It has also become the preferred method to settle a lot of challenging works in analysis of mutations in DNA [9] and natural language processing and understanding [10] . Convolutional Neural Networks (CNN) is one of the hottest topics in deep learning, and it has been applied into image classification, semantic segmentation [11] , object detection, self driving cars and disease diagnosis [12] . A lot of algorithms based on CNN have also been successfully applied as powerful information extractors in HSRRS field, and have achieved good performances in classification and target detection [2] , [6] .
However, HSRRS images acquired by satellites or aircrafts are susceptible to various noises due to the influence of atmosphere and instruments. And recent works also show that CNN is highly sensitive to perturbations and could be easily fooled with small and human-imperceptible additive perturbations [13] - [16] . The adversarial perturbations could change the estimated label of the classifier and result in misclassifications. What's more, the same image perturbation could fool multiple classifiers based on CNN or other deep learning models. The profound effects attract a wide interest of researchers in adversarial attacks including detections or defenses [17] . In-depth understanding of the weakness of CNN classification model could lead to better attack or threat prevention strategies, and most importantly, more effective attack detections or defense methods [18] , [19] . The adversarial images which are deliberately modified to attack a network are powerful to generate incorrect prediction and may lead to misclassification for the CNN based classification architecture [17] , [20] , [21] . All these researches have shown that state-of-the-art classifiers are likely to achieve limited robustness. Several researchers tried to make deep networks more robust to the adversarial attacks [22] , such as defensive distillation [23] and adversarial training [24] . However, studies show that those approaches can only reduce the probability of generating adversarial images instead of solving the problem completely.
In this work, we aim to propose an architecture for adversarial attack and detection on classifier designed for HSRRS images based on CNN. The first purpose is to evaluate the robustness of image classifier for HSRRS images with adversarial examples. And the second purpose is to propose a method to detect the adversarial images before classification. The fast gradient sign method (FGSM) [18] and large Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [16] are two classic algorithms for generating adversarial examples. To assess the vulnerability of CNN classifier for HSRRS images, we applied FGSM and box constrained L-BFGS to generate adversarial examples. To enhance the robustness of HSRRS image classifier, machine learning based methods are presented to detect the adversarial images in CNN hidden layer. The contributions of this paper can be summarized as follows:
• Robustness evaluation of HSRRS image classifier.
Recent works have shown that the classifier for HSRRS image performs well for multi-class classification without additional noise. So when the adversarial examples are input into the classifier, how will the robustness of the classifier be affected.
• Detection approach based on machine learning. Adversarial images fool the HSRRS image classifier and make it generate incorrect prediction. In order to reduce the effect of adversarial examples and enhance the robustness of the HSRRS classifier, machine learning based detection approach is proposed to detect the adversarial images before the features are fed into classifier. The rest of the paper is organized as follows. An overview of HSRRS image classification based on CNN, adversarial attack generation, and attack detection is presented in Section II. The attacks for remote sensing scene classification model based on FGSM and L-BFGS are given in Section III, and the accuracy and precision of classification model before and after attacks are described. Then, the attack detection methods are provided in Section V. Finally, we draw some concluding remarks in Section VI.
II. RELATED WORKS
Recent years, CNN does a good job in image classification and computer vision. Based on CNN, many efforts have been made on HSRRS images classification and identification, and a lot of effective results have been accumulated. Meanwhile, several recent works have indicated that the CNN based classifier is vulnerable when adversarial examples are input into the classification architecture. In this section, the related works on HSRRS images classification, adversarial attack generation, and attack detection for image classifiers will be investigated, separately.
A. HSRRS IMAGE CLASSIFICATION BASED ON CNN
HSRRS images presenting higher spatial resolution, clearer texture and richer color information, have been an important development direction in the field of remote sensing. They provide detailed and specific information for classification [25] , urban management and planning, environment management and precision agri-forestry assessment. In recent years, deep learning, especially CNN has been introduced into HSRRS images to make identification or classification. And extensive efforts have been made in developing feature representations and constructing classifiers for classification tasks [2] , [26] , [27] . For example, a remote sensing regionbased CNN has been proposed to detect tiny object in GF dataset [28] , a symmetrical dense shortcut deep fully CNN has been developed to make semantic segmentation [11] , and a multi-task CNN (RoadNet) is developed to analyze road in complex urban scenes [29] . From the previous studies, it is found that CNN has become an effective and powerful tool 94584 VOLUME 7, 2019 for HSRRS image classification, and that smaller number of parameters needed are needed compared with full-connected networks.
B. WHITE-BOX ATTACK ALGORITHMS
Different tools modeling adversarial attacks on images have been successfully developed to fool CNN. Based on whether the targeted model is known, there are two types of attacks, namely black-box attacks and white-box attacks. The black-box attacks feed a targeted model with adversarial images or examples which are generated without the knowledge of the model. The white-box attacks know the complete knowledge of the targeted model, such as its architecture, training method, training data, and so on. Both the black-box and white-box attacks can be applied to fool the CNN-based image classification model. The adversarial examples generated by white-box attacks typically occur in multi-category classification problems, misleading the CNN to make specific category decision.
The white-box attack algorithms contain L-BFGS [16] , FGSM [18] , BIM & ILCM [30] , Deepfool [31] , C&W attacks [22] , and so on, among which the L-BFGS and FGSM are two representative white-box attacks. The boxconstrained L-BFGS model was first demonstrated by Szegedy et al. to solve a box-constrained optimization problem [16] . It was observed that the perturbations generated by L-BFGS and added into the clean images could fool the neural network, but for human visual system the images appear similar to the real images. To enhance adversarial training efficiency, FGSM was proposed to generate untargeted adversarial examples, and the approach could also be extended to iterative method for targeted or un-targeted attacks [18] . Kurakin et al.improved the FGSM approach by using ''one-step target class'' to generate adversarial examples from original images [32] . FGSM has been broadly applied to generate adversarial examples to attack CNNbased (or even deep learning) image classifiers. It is reported that the top-1 error rate on the adversarial examples generated by FGSM is around 63-69% for ImageNet [32] .
C. DETECTION APPROACHES
There are different kinds of detection and defense methods against the adversarial attacks. Adversarial training is one of the most useful methods, and it enables the CNN-based networks to better generalize and reflect the features of adversarial images. Therefore, the robustness of the classifier model can be improved. However, as these optimized models overly based on confident linear responses to the input, and they can be easily fooled by noise that has not appeared in the training data [18] . Similarly, Papernot et al. also indicated that it is contradictory between the model accuracy and adaptability, which has to be calibrated for each application case [33] . Network distillation was introduced to reduce the sensitivity of network and enhance the robustness of network [23] . But attackers can apply logits layer output to gain adversarial gradients and bypass the Softmax layer and defeat it.
Detection of adversarial images is another topic to enhance the robustness of the classifier model. The strategies of detecting adversarial examples can be divided into three groups: training detector, sample statistics, and inconsistency predicting. The training detector is similar to the adversarial training, which uses adversarial examples to train detectors. Metzen et al. proposed a method by adding parallel branch to classifier and train it to detect the adversarial examples in the input images [34] . Grosse et al.s proposed a detection method by adding a new ''adversarial'' class in the last layer of the CNN model [35] . And it detects adversarial images based on the statistical distribution of the real images. Sample statistics is a method based on statistical test using maximum mean discrepancy. Liang et al. indicated that noise reduction methods could be selectively utilized to alleviate the influence of adversarial examples. And the fake images can be detected by comparing the label of image before and after adding perturbation [36] . Xu et al. also showed that local or nonlocal spatial smoothing and color bits squeezing can reach higher success rate on discriminating the fake images [37] . An idea of inconsistency predicting is to measure the inconsistency among several models to predict an unknown input, because an adversarial image may not fool all of the deep learning models. Feinman et al. proposed a detection method based on ''Bayesian neural network uncertainty'' to generate predictions for an input during test time [38] . However, existing studies show that many of these defense and detection approaches can be easily evaded by adding new perturbations or changing the types of perturbation slightly on the original attacks. Therefore, it is necessary and important to propose a more robust approach for adversarial examples detection and defense.
In short, HSRRS image classifiers based on CNN have achieved abundant research results, and the robustness of CNN is indicated to be affected by adversarial perturbations. Meanwhile, the adversarial images detection approach need to be proposed to improve the robustness of the CNN-based classifiers.
III. METHODOLOGY
As multi-level representative-learning methods, deep learning are used to generate several level features. The state-ofthe-art deep learning model (e.g., CNN) has been applied in classification tasks for clean and perturbed HSRRS images. The HSRRS image dataset for researches on adversarial attack and detection was constructed, where airport, avenue, bridge, building, marina, parking lot, residents, road, roadside tree, and storeroom images are extracted from the UC Merced and RSI-CB datasets. Each image in the obtained dataset is 128×128 in 3 channels, and some of them are shown in Fig. 1 . The detailed information of the HSRRS image dataset and the CNN-based classifier architecture can be seen in [2] .
A. ADVERSARIAL IMAGES GENERATION
As described in II, the L-BFGS and FGSM are two effective white-box adversarial attack algorithms for targeted model VOLUME 7, 2019 FIGURE 1. The HSRRS image dataset. (a-j) Airport, avenue, bridge, building, marina, parking lot, residents, road, roadside tree and storeroom, respectively. based on deep learning. In this section, the principles and methods of generating adversarial images by using L-BFGS and FGSM will be described, respectively.
Since the HSRRS image dataset are in RGB scales, suppose the original image is x, the perturbation is ξ , and an image can be viewed as a vector x ∈ R 3mn . Crafting adversarial images can be formulated to find samples x as shown in Eq. (1) to fool the CNN models.
L-BFGS is a classic adversarial attack algorithm to fool deep learning based models into making misclassification or misleading predictions. It is expressed as a boxconstrained optimization approach, and its formula can be expressed as:
For the classifier model the Eq. (2)can be written as:
where L represents the loss of the classifier and C is the deep learning based classifier. It is shown that Eq. (3) results in an exact solution for HSRRS image classifier with a convex loss function. This adversarial attack approach is able to compute perturbations, which can be easily added into the original images to fool the deep learning based classifier model successfully. However, this approach is computationally expensive for deep learning based classifier model. To speed up the computation of the adversarial images, Goodfellow et al. [18] developed an approach to compute adversarial perturbations for original images by adopting
where is a small scalar value restricting the norm of the perturbation, ∇J (. . .) computes the gradient of the cost function with current values of the model parameters θ with respect to x, and sign(.) represents the sign function. The method solving Eq. (4) was first termed as FGSM, and it is based on linearity hypothesis. It perturbs images by increasing the loss of classifiers on the generated images. There are several improved FGSM algorithms by modifying the loss function, such as ''one-step target class'', ''Fast Gradient L 2 '', and ''Fast Gradient L ∞ '' [32] , [39] . These algorithms use the ''one-step'' methods to compute gradient for adversarial examples generation to against deep learning based image classifier models. Most of the white-box attacks generate adversarial examples by adversarial training, it is not only time-consuming and laborious, but also susceptible to the types of disturbance in the training model. Especially for multi-category classifier, these problems may easily lead to huge training burden and invalidation of attack algorithms. To reduce the training burden and test the robustness of classifier model, we apply the CNN classifier model trained by clean images, and generate the adversarial images using another clean image dataset by L-BFGS and FGSM, respectively.
B. ATTACKS ON THE HSRRS IMAGE CLASSIFIER
The flowchart involving adversarial white-box attacks on the HSRRS image classifier is shown in Fig. 2 . The HSRRS image dataset is divided into training and testing datasets with a ratio about 5 : 1. And the training images are augmented by normalization, scaling, rotation, width shift, and height shift, as done in [2] . First, all of the HSRRS images are divided into two parts with the ratio 5:1 for training and testing, respectively. The HSRRS image classifier model is generated based on the clean training images. And the adversarial examples are crafted by adding perturbations to the clean testing images, where the perturbations are generated by L-BFGS or FGSM. Then the adversarial images and clean testing images are feed into the CNN classifier model to test its robustness. It is noted that the classifier model does not contain knowledge about the perturbations, which is consistent with the practical scenarios of classification. This evaluation scheme can better and objectively reflect the robustness of the CNN classifier. Confusion matrix is the most commonly applied indicator in classification issues. Table. 1 shows the structure of the confusion matrix for multi-category classification, where the predicated and real labels locate in horizontal and vertical, respectively. The overall accuracy is applied to evaluate the proportion that the images are correctly classified, and it can be calculated by the confusion matrix. The calculation is expressed as Eq. 5, where OA represents the overall accuracy, n is the number of class, and N is the total number of the samples.
What's more, an indicator named kappa coefficient, which is calculated from the confusion matrix, is often applied to evaluate the consistency and classification precision. As indicated in Eq. 6, the kappa coefficient not only considers the overall accuracy but also considers the imbalanced number of samples in each category,
where kc is the kappa coefficient, p 0 is the overall accuracy (OA in Eq. 5).
C. ADVERSARIAL IMAGES DETECTION
As illustrated above, it is consuming time to train the adversarial examples or statistic the differences between legitimate and fake examples during the model training. SVM is a supervised learning method with stable effects and fast prediction capacity. It is designed to find a hyperplane to segment the positive and negative examples, which ensures the largest interval between the two classes. The SVM is very suitable for bi-classification. Therefore, we proposed an adversarial image detection method based on SVM. After the adversarial examples are generated, the features extracted in the first and second full connected layers of the HSRRS image classifier model are then fused and fed into the SVM to detect the fake images. And finally, the detection precision and accuracy are presented. Acquiring the hyperplane is the key issue for the SVM. Given a linearly separable training dataset, the classification hyperplane can be obtained by maximizing or equivalently solving the corresponding convex quadratic programming problem; the decision formula and hyperplane representation are as follows.
where the hyperplane divides the features into two parts: the positive class, and the negative class.
To enhance the utilization of multi-scale information, a hybrid model is developed. Its specific flowchart is shown in Fig. 3 . From the figure, we can see that the features generated in the first (Dense 1024) and second (Dense 512) full connected layers are extracted to make a fusion. The fused features are then applied in the SVM classifier. The hybrid model synthesizing two different scales of information may improve the detection rate.
Similar to the evaluation of the robustness for the HSRRS image classifier before and after adversarial attacks. The performance of adversarial images detection is also evaluated by the confusion matrix. As the adversarial detection focuses on the detection rate of adversarial images, the confusion matrix is simplified into a binary classification. In table. 2, TP, TN,FP and FN are parameters for calculating detection probability (P D ), overall accuracy (OA), fake alarm probability (P FA ) and miss probability (P M )(eq. 8), which are applied to evaluate the overall performance of our detection method.
IV. EXPERIMENT RESULTS
The HSRRS image classifier based on CNN obtained a good performance in urban built-up areas. To evaluate the robustness of the classifier, we used two different white-box attacks: L-BFGS and FGSM, to generate adversarial images.The detailed flowchart is shown in Fig. 4 . First, all of the HSRRS images are divided into two parts with the ratio 5:1 for training and testing, respectively. And the HSRRS image classifier model is generated with the clean training images. Second, the L-BFGS and FGSM algorithms are applied to generate adversarial examples, respectively. Both the clean test images and the adversarial examples are fed into the HSRRS image classifier model. Third, the features generated in the first and second full connected layers are extracted to make a fusion, the followed SVM is to detect the fake images. And finally, the evaluation parameters are presented. The architecture of the HSRRS image classifier is described in [2] in detail, and we focus on the adversarial attacks to the HSRRS image classifier and the corresponding detection problem in this paper.
A. ADVERSARIAL ATTACKS
The L-BFGS and FGSM are applied to generate adversarial examples, respectively. The white-box attack algorithms master the detailed information of the CNN-based HSRRS image classifier model, and generate adversarial images by adding noise. Fig. 5 shows the adversarial images generation procedure using L-BFGS and FGSM, respectively. And the images in the left are clean, and the adversarial images are generated after adding noises. It indicates that the adversarial image generated by the FGSM are quite different with the original one. But the adversarial images generated by the L-BFGS are similar with the original ones except for the brightness. The adversarial images combined with the clean testing images are fed into the HSRRS image classifier. In order to access the robustness of the HSRRS image classifier, the accuracy indicators are calculated before and after the white-box attacks.
B. ADVERSARIAL DETECTION
As shown in Fig. 4 , the test contains the original clean testing images and the adversarial images generated by L-BFGS or FGSM. To improve the robustness of the classifier model, the features generated by the full connected layers are extracted before they are fed into the softmax layer. And then the extracted features are fed into the SVM to detect the fake images. In order to comprehensively and effectively utilize the multi-scale information, the features extracted from two different level full connected layers are fused. And then the characteristics of the fusion is fed into the SVM classifier to detect the fake images.
V. RESULTS AND ANALYSIS
The results and analyses cover two parts: evaluation of the HSRRS image classifier before and after adversarial attacks, and assessment of the adversarial attack detection model.
A. ATTACKS ON HSRRS IMAGE CLASSIFIER
As described in section III, confusion matrix, overall accuracy, and kappa coefficient are used to evaluate the performance of the HSRRS classifier. Fig. 6 shows the confusion matrix of HSRRS image classifier before and after the whitebox attacks. Fig. 6 (a) is the confusion matrix of the original HSRRS image classifier, which indicates that the diagonal elements occupies more than 90% of each category in test dataset. After the L-BFGS attack is introduced, the confusion matrix is shown as in Fig. 6 (b) , where it can be seen that the large majority elements do not concentrate on the diagonal line. Fig. 6 (c) shows the confusion matrix after the FGSM attack is introduced, and it seems similar to that of 6 (b). The table 3 shows the overall accuracy (OA) and kappa coefficient (kc) of the three models. We can see that after the L-BFGS or FGSM attacks, both of the OA and kc decrease rapidly. It indicates that the CNN-based HSRRS image classifier is vulnerable when attacked by the L-BFGS or FGSM. Meanwhile, the OA and kc of the model attacked by the L-BFGS are larger than those of the FGSM attacked model. Table 3 also illustrates that for our HSRRS classifier model, the FGSM is more destructive to the model's recognition ability.
B. DETECTIONS ON ADVERSARIAL IMAGES
As described in V-A, the OA of the HSRRS image classifier declines from 96.4% to 44.4% (due to the L-BFGS) and 33.3% (due to the FGSM), respectively. Therefore, the adversarial detection evaluations here are carried out in two parts concerning the L-BFGS and FGSM, respectively.
1) EVALUATION OF DETECTION MODEL FOR CLASSIFIER ATTACKED BY L-BFGS
The evaluation of the detection model built for the HSRRS image classifier (attacked by L-BFGS) can be carried out as two aspects: one is the detection model based on single level features, and the other is the fused detection model based on features at two different levels. Both of the features are extracted from the full-connected layer. The evaluation indicators include overall accuracy OA, detection probability P D , fake alarm probability P FA , and miss probability P M . And there are three detection models (DM), among which dense1 and dense2 represents the models based on single level features extracted from the first dense layer and the second dense layer, respectively. And the fusion represents the model built on the basis of the two level features of dense1 and dense2. As shown in table 4, the OA of the detection model reaches 92.8% and 91.0% for the first and second level features, respectively. The P D , P FA , and P M metrics also show that the dense1 model performs better than the dense2 model. After fusing the dense1 and dense2 models, we obtain the fusion model. It is very clear that the fusion model almost has no improvement in the detection compared with the dense1 model. But the fusion model is better than the dense2 model in all aspects. 
2) EVALUATION OF DETECTION MODEL FOR CLASSIFIER ATTACKED BY FGSM
Similar to the evaluation of the detection model for the classifier attacked by the L-BFGS, this section also presents the performance of the detection model based on single level features and two different level features, respectively.
The table. 5 illustrates the indicators for assessing the detection models. It can be seen that the adversarial detection models based on the single level features obtain accuracies of 94.0% and 93.3%, respectively. And the corresponding detection probabilities are 0.933 and 0.923, respectively. After fusing two different level features, the fusion model acquires an accuracy of 94.5% and a detection probability of 0.933. Besides, it is noted that the fake alarm probability of the fusion model decreases to 0.040 compared with the dense1 (0.054) and dense2 (0.058) models. All of these metrics indicate that the adversarial detection model based on the SVM is capable to detect the fake images with an accuracy above 93.3%. And the fusion model is improved in terms of accuracy and fake alarm probability when compared with the best single level features based model. Therefore, the SVM based fusion detection model performs the best in recognizing fake HSRRS images for the HSRRS image classifier attacked by FGSM. 
VI. CONCLUSION
In this paper, an architecture for adversarial attack generation and detection on the CNN-based HSRRS image classifier has been proposed. The robustness of the HSRRS image classifier has been assessed by white-box attacks (L-BFGS and FGSM), and the detection model based on the SVM has been proposed to detect the adversarial images. Meanwhile, two level features fusion can be combined to build an ensemble model to improve the detection ability. The robustness of the CNN-based classifier have been confirmed in terms of confusion matrix, OA, and kc. The results reveal that the HSRRS image classifier is vulnerable when attacked by L-BFGS or FGSM, and the OA decreases from 96.4% to 44.4% and 33.3%, respectively. The detection method for L-BFGS or FGSM attacked HSRRS image classifier model have also been assessed in terms of OA, P D , P FA , and P M . The results show that the detection model based on the first level features performs better than that based on the second level features. For the HSRRS image classifier attacked by the L-BFGS, the evaluation indicators of the fusion model is not better than those of the dense1 model. Meanwhile, for the classifier attacked by the FGSM, the fusion model improves approximately 0.5% in OA, and decreases 0.014 in P FA when compared with the dense1 model. Therefore, we can conclude that for the CNN-based HSRRS image classifier, the FGSM is more destructive for the stability of the classifier, and the adversarial images generated by the FGSM are more likely to be detected in our proposed methods.
There are still some problems to be studied further, for example, black-box attacks may be applied in the HSRRS image classifier, and other machine learning methods such as random forest (RF) and k-nearest neighbor (KNN) could be used to detect adversarial attacks. What is more, adversarial defence for HSRRS and other remote sensing image classifiers based on CNN could be considered.
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