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Abstract 
Process automation has become a norm within industry with cheap and easily accessible automation technology becoming a 
standard option available to manufacturing firms. However, without the implementation of flexibility in manufacturing by the 
employment of intelligent systems, the technology will be limited in application. The development of smart sensing technologies 
has allowed for modularity and versatility to become familiar terms on a manufacturing floor, notwithstanding, it is still widely 
recognised that a human employee is the most valuable and flexible asset a company may have. Automation falls short in terms of 
flexibility due to its lack of independence during operations with high levels of variance, such as varying target position from cycle 
to cycle. Processes with high levels of variance disallow employment at a satisfactory level of standard or more traditional 
automation methods due to the lack of ability of current systems to deal with the unexpected. This paper aims to examine the 
technology used, and that can be potentially used in processes with high levels of variance, specifically, vision systems used in 
collaboration with an algorithmic comparison to compare an obtained image to an image or 3D model of the target for target 
recognition/object identification. 
While there have been copious experiments to employ imaging technology for object identification, some systems do currently 
occupy the factory floors of manufacturing facilities for recognition. Many of these systems run on RFID, barcode or fiducial 
marker. These technologies, while operational, require a pre-emptive effort to be made to ensure all products or objects to be 
recognised have an identifying marker attached before recognition is possible. This substantially limits the flexibility of 
manufacturing as the versatility of a process line to adapt to different products needs to be a possibility without the necessity of 
rebranding or retagging each object or product, causing a decelerative rate of production. 
The first section in this paper identifies the most commonly used methods of object recognition and the necessary modules required 
for each different algorithmic architecture. The need for particular architectures, depending on object illumination, shape, texture 
etc., will be addressed in the second section, as well as the differences in the construction of these architectures by use of different 
combinations of modules. Finally, the third section aims to address the best industrial practice and the opportunities currently being 
offered by research. It is the aim of the authors to determine where there are gaps to be filled between industry and research. This 
paper will identify areas of research that need to be examined in order to close the gap between theory and practice in research and 
industry respectively, to allow industry 4.0 to become a reality across the board for manufacturing 
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1. Introduction 
Object recognition (OR) is essentially a challenge of matching the shape, illumination, reflectivity/texture and 
orientation of an acquired image to an existing image. This technology is currently implemented in industry on a basic 
level of visual inspection, where an image will be captured of an object and compared to an ideal image stored as a 
reference. Although well-established within manufacturing of metallurgic parts for surface inspection for corrosion, 
this method has shown to be successful in the agricultural industry allowing for quality assurance of both wheat and 
apples [1][2]. Another clear demonstration of the capabilities of modern vision systems for visual inspection is the 
ability of modern stereo vision systems in image matching techniques. Many modern image matching techniques in 
stereo vision utilise in-depth pixel analysis, shrinking window analysis and coarse-fine hierarchies [3]. The 
advancement of technology associated with or designed for operation on visual images (both within and outside of the 
visible spectrum) has attributed to the ability of OR as a research area to grow. The challenge originally faced by OR 
technology was to grasp the edge of an object to differentiate it from the background and to identify which object it 
was from a set of predetermined options. While many researchers in the earlier stages of object detection overcame 
the first half of the challenge (i.e. finding the object within the image) with what are considered standard algorithmic 
solutions today (such as background erasure by use of segmentation and thresholds [4])]). More modern research has 
found that the challenge is successfully addressed through feature extraction and subsequent object classification. 
Within the feature extraction portion of the procedure, it is necessary for the image acquired to pass through a number 
of modules within the architecture of the algorithm. Within this architecture, the modules differ from procedure to 
procedure as due to the nature of the images acquired or the object to be recognised; there exists a necessity for 
particular filters, nonlinear operators and pooling operations to take place. Generally, the first module to operate is a 
filter bank. In some operations the filter bank may be repeated in a second stage of a feature extraction operator, using 
edge detectors or a group of subsequent filters using gradient descent [5]. 
Following the capture of the image and the identification of the object as an independent body within the image, an 
operation has to occur which classifies the object through a comparison to a pre-existing dataset based on the 
characteristics of the object itself. From the filter bank, the output will be passed to a non-linear operation to normalise 
the output. Finally, the pooling operation takes place This can be carried out in a number of ways including a 
comparison of the object as identified from the target image, to the object as identified within images as part of a 
dataset (usually numerous poses and illuminations are contained within this dataset) or is often based on nearby values 
of real space or feature space [5]. 
2. Modules of Algorithm Architecture 
OR can best be described as being based on a two-stage process; Feature Extraction and Classification. While 
single stage systems do exist, more systems are employing two or more successive stages. As addressed in section 1, 
there are multiple modules that need to be pieced together for OR to execute successfully; these modules combine to 
make these two stages. Although there is no strict set order for the modules to occur, there is a consensus in research 
that they run in a specific order (as addressed in 3). This order allows the output of one set of modules to be optimised 
by the subsequent set, unless where it has been found beneficial to recycle a module output through a module a second 
time. This section will identify the modules, their make-up and purpose within the subsections of  
2.1. Feature Extraction 
Feature extraction, being the most important and fundamental research question about object and pattern 
recognition, has had much research focused on it. The primary objective is to extract important features from image 
data in order to create a comparison between the data obtained and a predefined dataset. Many earlier feature extraction 
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techniques utilised information from the image such as visual features, edge detection, pixel analysis or algebraic 
features. These focused mostly on boundaries of shapes within the image, disregarding features such as patterns within 
the shape. In more recent research, however, the patterns within a shape have proven to be integral to the advancement 
of OR, these patterns include facial features, hatching detail etc. [6]. 
The purpose of a filter bank is to discriminate between points of interest within an image and those not of interest. 
Filter banks operate on the principle of separation of the input signal from the acquired image into multiple 
components. These components are subject to a set of thresholds (sometimes predetermined and sometimes calculated 
on the image captured as a whole based on statistical analysis) to eliminate anything that does not stand out from the 
background of the image as a feature. Though commonly operated based on oriented edge detectors, such as SIFT or 
HOG, filter banks often utilise Gabor Wavelets [6] [7]. The difference in the execution of various filter banks is due 
to the discontinuities that exist, particularly during observation of a signal at a small window length [8]. Filter banks 
are composed of convolution filters, gain coefficients and a sigmoid/tanh non-linearity. Filter banks give an output 
which can then be used for identification of features, however, due to the nature of the filter bank output, a non-linear 
operation must be carried out. 
The non-linear operation often involves a rectifier and another operation. The rectifier applies an absolute value 
function to its input. The normalising layer, widely used as the second layer within a non-linear operation, will account 
for variance of contrast or brightness within images for comparison purposes [5]. 
The pooling layer is used to resolve issues due to small distortions. This is achieved by pooling together filters that 
have extracted features with high similarity, often carried out over max or averaging operations [9]. Pooling operations 
are generally carried out on adjacent windows within a neighbourhood, where the window size is a predetermined n 
X n group of pixels [10], however, have also proven successful when applied to dimensional spacing based on feature 
types or spatial dimensions [5]. 
2.2. Classifiers 
Although generally associated with machine learning, classifiers are employed within OR to determine what 
outputs from the feature extraction are to be utilised. This can be carried out in unsupervised learning or supervised 
learning fashion [11] [10]. Learning, in relation to classification operations determine the relationship between the 
inputs and outputs of feature recognition in order to streamline the process moving forward and re-employ the most 
successful path from input to output [12]. Below, both supervised learning and unsupervised learning are discussed in 
relation to classifiers. 
2.3. Supervised Learning 
Supervised learning occurs when the input and output of the feature extraction operations are known. Where the 
relationship between an input and an output is f(x)=Y, the function of supervised learning is where x (input) and Y 
(output) are known, and f(x) must be determined by the classification operation. This determination must be based on 
a dataset obtained (x1,y1...x2,y2...xn,yn...etc.) [13]. The challenge encountered when using supervised learning is the 
fact that all data must be labelled, the algorithms will not inherit structure based on input alone. Supervised learning, 
therefore, will only determine the characteristics of an existing function [14]. 
2.4. Unsupervised Learning 
Unsupervised learning differs from supervised in that the input data is known. However, there is a lack of 
corresponding output data. A prominent aim for unsupervised learning is to determine a model for the preceding 
structure or data distribution and to identify trends etc. to learn about the data. Furthermore, algorithms are left to 
identify the trends in data and to employ this information [12]. Unsupervised learning within OR works to identify 
and learn the filter and pooling operations that cluster multiple filter outputs together [10]. The classifications from 
unsupervised learning can be employed again through the use of the relationships found, with the application of these 
relationships to patches of the image again, to identify more invariant features [15]. 
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Figure 1 Visual Algorithm Architecture 
3. Architecture Types 
The Stereotypical Architecture for OR can be broken down as follows; An image is acquired, this image is then 
passed through filter banks. The output of these filter banks is then subjected to a non-linear operation and 
subsequently to a normalisation process. The outputs, having been normalised, enter a pooling operation. The output 
of the pooling operation is classified by either supervised or unsupervised learning classifiers. The output of the 
classifier can then be applied to the image again for accurate recognition to occur, or, can be applied to a known 





















Many variations of this operation exist, however, and have proven successful when tested against Caltech-101 (a 
benchmark dataset). Many authors have employed two stages of learned feature extractors; both made up of filter 
banks, non-linearities and pooling. This involved both supervised and unsupervised learning for convolutional 
networks. This yielded results from 50 to 60 percent accuracy [5] [15] [16]. 
4. Object Recognition within Industry 4.0 
Industry 4.0 is a major target for both industry and academia. Described as the 4th industrial revolution, it will be 
the first industrial revolution that has been pre-planned. The first industrial revolution was aided with the utilisation 
of steam power, the second with electricity and the third with automation, Industry 4.0 is based on the application of 
digitisation and smart manufacturing. This step will be driven by the connection of physical world elements with the 
industrial internet of things (IIOT). The capture of data, analysis and application of results within this data, (from 
products, processes and production systems) will aid the step toward Industry 4.0 majorly [17] [18]. This section 
aims to address the opportunities and impacts of OR within Industry 4.0 and the challenges of implementation of it 
on a large scale. 
To address the opportunities that the employment of OR may present, first the objectives of industry 4.0 must be 
examined. Identified as the major pillars of industry 4.0 are; 
• Autonomous robotics 
• Simulation 
• Horizontal and Vertical System Integration 
• IIOT 
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• Cybersecurity 
• The Cloud 
• Additive Manufacturing 
• Augmented reality 
• Big Data Analytics [19]. 
Within these pillars, this paper will identify opportunities and impacts caused by OR in the following four; 
• Autonomous robotics 
• Cloud Computing Services 
• IIOT 
• Big data analytics. 
4.1. Autonomous Robotics 
Autonomy within robots is a hugely important factor in Industry 4.0. The current industry standard is robotics 
completing a basic repetitive task; however, it is based on location and therefore does not allow for variation. Where 
a robot may need to pick up a part for a process to begin, the part must be in a predetermined set of cartesian 
coordinates relative to the robot. This disallows flexibility and autonomy within pick and place operations or feed 
operations. This predicament has led to humans having to be employed in many facilities to carry out mundane tasks 
which are well within the scope of capability of robotics but are unavailable to standard robotics due to a level of 
variance in part placement. The employment of OR would allow for robotic operations to take place based on the 
information gathered on the object pose and distance from the camera, meaning that human employees may be freed 
up in order for their potential to be applied to more complex tasks. This would also allow for MES tracking of each 
part as it is sensing the object to be within certain workstations etc. [20]. 
4.2. Cloud Computing Services 
Due to the high volumes of data to be communicated, large, powerful servers will need to be dedicated to OR. 
However, due to the fast-paced nature of manufacturing, the necessity for a company to own its own servers is not 
consistent. The opportunity for a company to use remote servers not only removes the capital investment risk, but it 
also allows floor space and resources that would have been dedicated to large servers to be used as a part of the 
production environment. Therefore, the decentralisation of decision making and analysis from the local device to the 
cloud is imperative moving forward (i.e. OR algorithms may not run locally but rather in the cloud). Data centres 
dedicated to housing cloud computing facilities is expected to rise steadily. Cloud services will need to be secure 
against both physical and cyber threats in order to ensure that the flow of data to and from the cloud is not interrupted 
resulting in downtime on factory floors [21] [22]. 
4.3. IIOT 
IIOt is the Industrial Internet of Things, defined as the collection of all industrial related equipment connected via 
internet. IIOT is expected to grow to over 50 billion devices interconnected by 2020 [23]. The infrastructure necessary 
to carry the inputs and outputs of each of these devices intended to be communicated over the IIOT can only be 
accommodated by investment and development. This is particularly true in relation to OR. With OR being employed, 
the dataset for image comparison will be too large to store locally at the camera. This creates the necessity for storage 
of this dataset on a remote server (i.e. cloud). The constant streaming of images from each camera within a facility 
carrying out OR generates a demand for reliable internet services, with low latency and large longevity. Bandwidth 
must also be accommodating to the communication of this data [24]. IIOT will, therefore, have to be ever-changing 
and dynamically improving to accommodate OR as a technology. 
6 Andrew D. O’ Riordan / Procedia Manufacturing  00 (2019) 000–000 
4.4. Big Data 
A major benefit of digitisation within industry is the opportunity to employ machine learning in order to optimise 
future procedures. This, however, requires a dataset to be observed. This dataset in relation to OR will consist of 
multiple images of multiple angles and illuminations for each object to be recognised, resulting in potentially 10’s of 
thousands of images being stored. There will also be a need to store the history of procedures and their success rates 
(i.e. unsupervised and supervised learning datasets). The requirement for this storage can be met via off-site data 
centres, as discussed in 4.2. Similarly, there is also the need for constant expansion as more products are digitised 
there is more and more heterogeneous data to be collected. OR, if employed effectively within industry, would create 
a huge requirement for more dedicated storage within data centres. The employment of analytics to datasets as large 
as this would allow a significant decrease in creative design times on products or procedures and an increase in cycle 
efficiency comparisons [25] [26]. 
5. Conclusion 
There is great potential for the employment of OR; however, due to the dense scenes within factory floors, more 
research is needed into the employment of filters that can discriminate between objects of interest and background 
features. Another problem to be addressed is the handling of the lack of consistency of lighting within manufacturing 
environments as within a dynamic environment, light and shading can frequently differ due to general operations. OR 
being rolled out within industry would have a huge impact on product cycle times, cost and reliability, however, this 
is not without cost. Due to the investment needed for infrastructure upgrades and upkeep within the factory, as well 
as subscriptions costs for cloud computing services, there is a small capital risk. Though there has been much research 
into OR, there are areas that need to be addressed so that OR may be employed at a level to make a significant impact 
within manufacturing and subsequently industry practices. 
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• Cybersecurity 
• The Cloud 
• Additive Manufacturing 
• Augmented reality 
• Big Data Analytics [19]. 
Within these pillars, this paper will identify opportunities and impacts caused by OR in the following four; 
• Autonomous robotics 
• Cloud Computing Services 
• IIOT 
• Big data analytics. 
4.1. Autonomous Robotics 
Autonomy within robots is a hugely important factor in Industry 4.0. The current industry standard is robotics 
completing a basic repetitive task; however, it is based on location and therefore does not allow for variation. Where 
a robot may need to pick up a part for a process to begin, the part must be in a predetermined set of cartesian 
coordinates relative to the robot. This disallows flexibility and autonomy within pick and place operations or feed 
operations. This predicament has led to humans having to be employed in many facilities to carry out mundane tasks 
which are well within the scope of capability of robotics but are unavailable to standard robotics due to a level of 
variance in part placement. The employment of OR would allow for robotic operations to take place based on the 
information gathered on the object pose and distance from the camera, meaning that human employees may be freed 
up in order for their potential to be applied to more complex tasks. This would also allow for MES tracking of each 
part as it is sensing the object to be within certain workstations etc. [20]. 
4.2. Cloud Computing Services 
Due to the high volumes of data to be communicated, large, powerful servers will need to be dedicated to OR. 
However, due to the fast-paced nature of manufacturing, the necessity for a company to own its own servers is not 
consistent. The opportunity for a company to use remote servers not only removes the capital investment risk, but it 
also allows floor space and resources that would have been dedicated to large servers to be used as a part of the 
production environment. Therefore, the decentralisation of decision making and analysis from the local device to the 
cloud is imperative moving forward (i.e. OR algorithms may not run locally but rather in the cloud). Data centres 
dedicated to housing cloud computing facilities is expected to rise steadily. Cloud services will need to be secure 
against both physical and cyber threats in order to ensure that the flow of data to and from the cloud is not interrupted 
resulting in downtime on factory floors [21] [22]. 
4.3. IIOT 
IIOt is the Industrial Internet of Things, defined as the collection of all industrial related equipment connected via 
internet. IIOT is expected to grow to over 50 billion devices interconnected by 2020 [23]. The infrastructure necessary 
to carry the inputs and outputs of each of these devices intended to be communicated over the IIOT can only be 
accommodated by investment and development. This is particularly true in relation to OR. With OR being employed, 
the dataset for image comparison will be too large to store locally at the camera. This creates the necessity for storage 
of this dataset on a remote server (i.e. cloud). The constant streaming of images from each camera within a facility 
carrying out OR generates a demand for reliable internet services, with low latency and large longevity. Bandwidth 
must also be accommodating to the communication of this data [24]. IIOT will, therefore, have to be ever-changing 
and dynamically improving to accommodate OR as a technology. 
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4.4. Big Data 
A major benefit of digitisation within industry is the opportunity to employ machine learning in order to optimise 
future procedures. This, however, requires a dataset to be observed. This dataset in relation to OR will consist of 
multiple images of multiple angles and illuminations for each object to be recognised, resulting in potentially 10’s of 
thousands of images being stored. There will also be a need to store the history of procedures and their success rates 
(i.e. unsupervised and supervised learning datasets). The requirement for this storage can be met via off-site data 
centres, as discussed in 4.2. Similarly, there is also the need for constant expansion as more products are digitised 
there is more and more heterogeneous data to be collected. OR, if employed effectively within industry, would create 
a huge requirement for more dedicated storage within data centres. The employment of analytics to datasets as large 
as this would allow a significant decrease in creative design times on products or procedures and an increase in cycle 
efficiency comparisons [25] [26]. 
5. Conclusion 
There is great potential for the employment of OR; however, due to the dense scenes within factory floors, more 
research is needed into the employment of filters that can discriminate between objects of interest and background 
features. Another problem to be addressed is the handling of the lack of consistency of lighting within manufacturing 
environments as within a dynamic environment, light and shading can frequently differ due to general operations. OR 
being rolled out within industry would have a huge impact on product cycle times, cost and reliability, however, this 
is not without cost. Due to the investment needed for infrastructure upgrades and upkeep within the factory, as well 
as subscriptions costs for cloud computing services, there is a small capital risk. Though there has been much research 
into OR, there are areas that need to be addressed so that OR may be employed at a level to make a significant impact 
within manufacturing and subsequently industry practices. 
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