Abstract
Introduction
The importance of computer security is not new issue. However, the risks have been increasing and the countermeasure approaches are increasing too. Researches in computer security technologies remain obsession for many years of improvement and growth. However, it still needs a lot of hard work to settle the critical security problems. The number of attacks are increase in 2014 over 2013 and they expect the number to rise again in 2015 [1] .
Many techniques are used to defense against attacks such as firewall, honeypot, and encryption etc. However, most of these systems are still susceptible to attacks and intrusions. The Intrusion detection system (IDS) is a framework that acts against intrusions and monitor the network state by detecting unauthorized usage, denial of services, and anomalous behavior. The key of IDS is to detect the intrusion. Then, after detected, it can be in some way to prevent the intrusion as claimed by [2] .
The accuracy of detecting intrusion is directly depending on the accuracy of classification which is the first layer of IDS. Poor classification will result in the occurrence of intrusion and false alert [3] . A classification method is very important to obtain effective countermeasure against the intrusions.
The ability to recognize and detect intrusion is critical to the maintenance of the integrity of social insect colonies. Therefore, many researches take steps toward supporting computer security by understanding the methods underlying social insects' behavior system which face the same problems and see how there system works.
The crossover between the behavior of social insects and computer science can be declared as ''. . . any attempt to design algorithms or distributed problem-solving devices inspired by the collective behavior of social insect colonies and other animal societies . . .'' by [4] . From studying how social insects perform tasks, we figure out such model to be used as a basis of development, either by enhancing the model or by adding non biological features to the model. The most important is the applicability of the model. The mimicry in all details is kind of exaggeration; to a certain extent, the similarity that it deduces to be useful should be the most concern.
The intelligent behaviors of honeybee have been developed to different models and methods which are applied for solving various types of problems. In the literature survey, some studies modeled the honeybee foraging or finding home to be used in optimization problem [2] . Other works have proposed models based on the marriage behavior of honeybee [5] . From these models there being extracted many features were being utilized by engineering and computer science [6] .
In this paper, we focus on how the bees solve such security problems regarding the detection to crossover directly to IDS. The concern is on discrimination between innocuous and the intrusion by capturing the intrusion ones based on some techniques, which have been inspired from the nestmate-recognition system in honeybee.
approach that includes aspects of both signature and anomaly detection technique.
A key advantage of deploying signature-based IDS detectors is that they are a cost-effective compromise to develop and can efficiently detect instances of known attacks. Their effectiveness is strictly related to the extent to which IDSs are updated with the signatures of the latest attacks developed or by generalization. Moreover, the misuse detection systems offer an earlier knowledge of what network wants to identify and assuring a certain degree of security in a system [7] .
Due to the effectiveness of signature-based detection, we assume that the first detector engine in our system is a signature-based detection engine as a core component which idealizes the UndesirableAbsent (UA) of nest-mate recognition of honeybee approach. We implement the misuse detector flagging by comparing the incoming data to the patterns, learned by computational artificial intelligence, thus creating a new dimension to misuse detector engine. In addition, we improve the accuracy of detection and manage the shortcoming of the false of alarm flagging.
The second technique is an anomaly-based detection engine which seeks for unusual or something rare. It works on the notion that abnormal activity or behavior is different from normal characterization then detects the deviations. The major advantage of anomaly-based detector is that the anomaly detector has the capability of detecting new types of intrusions without previous knowledge of attack details, and only requires normal data when building profiles [8] .
The information that provided by anomaly-based detector can be used to define signatures for signature-based detection engines. This is what exactly processed in nest-mate recognition of honeybee approach; the anomaly-based detector filters out the abnormal records to be used further to train the signature-based detector in order to develop the detection coverage.
The main issue of anomaly-based detectors lies in its inability of managing the high number of false alarm [9] . According to [8] , the improvement and researches currently are concerned on this problem in the field of improvement IDS.
It is clear that the more flexible of flowing data, the more control is available to improve the performance. The Nest-mate recognition approach combines misuse and anomaly detectors sequentially. It employs misuse at first followed by anomaly detector.
Misuse detector has high detection rate for known intrusions. It is responsible to detect pre-defined attacks based on their attack signatures. Therefore it recognizes the intrusions with low false alarm and filter out the attacks. The suspicious activities forward to anomaly detector. The task is to determine whether these suspicious activities belong to 'normal' or to an 'abnormal'. Then, the abnormal activities forward to Filtering Decision (FD) to processes the data. The FD will later be used to train the misuse detector. Figure 1 displays the block diagram of combination misuse and anomaly detectors sequentially. 
Nest-mate Recognition Approach
The components of nest-mate recognition approach are based on imitating a natural honeybee in detecting intrusions and using Neural Network (NN) trained by the improved Bees Algorithm (BA) for intrusion detection. The potential of trained NN in both anomaly and misuse detection can be demonstrated through the use of BA and the honeybee approach (Undesirable-Absent, DesirablePresent, Filtering Decision) as a basis for the inference engine detector.
The important tenets of the proposed detector for network intrusion detection lie in the new nest-mate recognition approach which imitating the natural honeybee in detecting the non-nest mate and direct it to a desirable behavior for network security, specifically, IDS. The idea here is to train the NN under the nest-mate recognition approach to detect the intrusions. The NN is trained by using the Bees Algorithm.
After the training phase, the NN is able to make the distinction between both normal and anomalous and of different attack classes. The general design and the architecture of the proposed inference engine draws inspiration and combines advantages of both modular hybrid detection method (anomaly and misuse) and artificial intelligence.
The principle interest of this work is to evaluate the performance of the proposed IDS by using KDD 99 dataset as a benchmark dataset which used by IDS researchers. In addition to that, the KDD 99 is used as the main intrusion detection dataset for training. The goal is to train the system with different types of attacks data and model different types of attack signatures.
The hierarchical hybrid strategy of the proposed approach is illustrated in Figure 2 Nest-mate recognition approach combines both UA and DP while there is no such combining in nature. This is necessary here to reduce the number of errors in acceptance and rejection and to get the full advantages from them all. Figure 3 below shows the significances of combining between the UA and DP on determining the acceptance and rejection to get an optimal guard. The third detector in the nest-mate recognition of honeybee approach is a Filtering-Decision (FD) which is taking the part of the template updated for UA. The packets which have been detected as abnormal and forwarded from DP are stored and verified by FD. The advantages of this procedure are to make UA detector more effective by updating its classifier with new records (novel attacks) in realtime. Moreover, the UA detector is trained during the execution of the system by adding new intrusions online. Subsequently, the UA detector will be more accuracy on detecting the type of intrusion or a new untrained attack. Figure 4 shows the overview of FD framework. One of the important requirements for the technique to support the proposed approach is the ability of learning. Besides that, this technique is supposed to distinguish different characteristics after some level of training. Thus the neural network has been chosen to be the main component of the model because of the many features that neural network poses such as the ability of learning, generalizing attributes even with noisy data, and the capability of classifying patterns effectively. These features can be further used to improve detection and reduce false alarms in the intrusion detection system.
After the training phase, the neural network will be able to make the distinction between both normal and anomalous and then within anomalous between different attack classes. Once the neural network is trained, it can be used to classify new data sets whose input/output associations are similar to those that characterize the training data set.
The Training Components Part
The objective of the training part is to train the neural network such that it becomes perceptive and sensitized to the specified dataset. At first, the dataset read by the initialization function. Then, the weights of the neural network are generated by the Bees Algorithm training. From the data file and the parameters given by the user, the initialization function will provide the user with random values as weights. The summary of training process illustrated in Figure 5 . Once the network is trained, it can be used to classify new data sets whose input/output associations are similar to those that characterize the training data set. -Neural Network (NN) consists of a set of neurons or nodes which are interconnected with each other. According to [11] , each neuron in the network is able to receive input signals, to process them and to send an output signal. Moreover, each neuron is connected at least with one neuron, and each connection is evaluated by a real number, called the weight coefficient, that reflects the degree of importance of the given connection in the neural network. …. 2 Where is the output of the node, is the jth input to the node, is the connection weight between the node and input , is the threshold (or bias) of the node, and is the node transfer function. where, E(w(t)) is the error at the tth iteration; w(t), the weights in the connections at the tth iteration; , the desired output node; , the actual value of the kth output node;K, the number of output nodes; n, the number of patterns.
Evaluation Criteria
Detection rate and a false positive rate are two main performance indicators. The false positive rate especially is critical to the performance of an intrusion detection system as a small difference of the false positive rate may translate into high number false alarms compared to the actual number of real alarms [10] . In most of the situations, it is not the ability of identifying attacks but rather its ability of suppressing false alarms that limit the performance of an intrusion detection system. The two major indications of performance are illustrated below:
We tested each proposed detectors of the nest-mate recognition approach individually in order to evaluate each performance accurately. This way reduces the computation required by the system, and facilitates fine tuning and control. Results of detection and false positive rate will be combined from each method or classifier to show the performance of the proposed IDS as shown in the Figure 6 .
From Figure 6 we can see that a proposed system starts detecting by UA. The UA detector will classify an instance as DoS, Probing, R2L, U2R or 'unknown'. Whereas 'unknown' is further refined to either normal or 'abnormal' at the DP detector.
Finally, the FD detector will refine 'abnormal' further to such of intrusion classification, , according to the four-class taxonomy of [12] , each class is further stored and triggered to update the UA detector. Therefore, UA detector will be trained in different way than DP detector based on the task requirements. UA will learn the characteristics of attacks whereas DP will learn characteristics of normal connection.
UA detector experiment
In this experiment, four types of attack data (PROBE, DoS, R2L, U2R) and normal data were used to test the performance of UA detector. Moreover, the most challenges to UA is to identify the known and unknown intrusions and classify them to their four major classes as most intrusion detection systems fail overcome this task [13] .
The result of the first intrusion detector implementation is shown in Table 1 . Table 1 we can deduce the efficient use of the UA detector. The DoS got the highest detection rate (99.30%) and the lowest false alarm rate (0.30%). Probe is the next higher DR, got (98.21%). This can be explained by the fact that NN network learned more about DoS and Probe during the learning process because of the majority presentation of theirs records in the learning data set (10% KDD). R2L and U2R attack categories are also got a high detection rate (89.03%, 93.16% respectively) but not high as the DoS and Probe, this can be due to the same reason of the lack of their presentations during the learning phase.
DP Detector Experiments
DP detector is designed based on the desirable characteristics or profile of normal activities. In this experiment, the remaining records which include normal data and some abnormal ones that UA could not capture will flow to DP. Only normal data (attack-free) is used for training the DP. Therefore the DP detector is only recognized whether the packet is normal or abnormal. The abnormal ones which contain attack or suspicious will be followed to the FD. The result of the DP testing is shown below in Table 2 . Table 2 . Results of DP detector Table 2 shows the power of the trained neural network in identifying the unknown intrusion by detecting the deviation of normal. The DP has the overall detection rate of 97.30% and 2.30% false positive rate. We can notice that DP detects more anomalies and intrusion than UA, but at the same time, the DP gets more but a little bit increasing of false alarm. Hence, there is a tradeoff here. More strict condition for a connection to be normal will result in more anomalies and more false alarms. According to [14] , anomaly detectors perform better than other detectors over KDD'99 dataset using various machine-learning algorithms. One explanation to this might be due to the complex distribution of training samples and embedded attack patterns in the KDD'99 data [15] .
FD Detector Experiment
The FD detector was trained as misuse detector to identify certain well-known intrusions. The records that have been detected as abnormal or flagged as novel attacks were forwarded from DP and stored to be verified by FD. There is a connection between FD and UA to modify the later with novel intrusions that have been detected and clustered.
The result of FD is shown below in Table 3 . It shows that the FD has both a high detection rate and low false positive rate.
From Table 3 it is noticeable that the flowed data in the testing stage is distributed into the four types of major attacks. These attacks are recognized as novel intrusions as UA and DP couldn't detected. The FD detected each intrusion and referred it to its major class. It is important to notice that many predictions seem not accurately. The practical reason is that the number of training instances is small. Alternatively, there are many novel intrusions that detected where as they did not appear during the training phase.
Another important point to note is that every classifier is connected to UA classifiers in order to modify the UA structures with the novel intrusions.
Using NSL-KDD_2009 to test the proposed approach
The new data set, NSL-KDD as suggested by [16] , which consists of selected records of the complete KDD dataset is using to test the proposed approach. The dataset is publicly available for researchers and has advantages over the original KDD data set. Table 4 . Experimental result of NSL-KDD dataset test
The new dataset can be applied as an effective benchmark data set to help researchers to compare different intrusion detection methods [17] . The generated data sets, KDDTrain+ and KDDTest+, included 125,973 and 22,544 records, respectively. A 20% subset of the KDDTrain+.txt file is used for training the proposed IDS system whereas a subset of the KDDTest+.txt file is used for the testing phase. Table 4 shows the overall results on the NSL-KDD dataset. Table 4 illustrates the high performance of the proposed IDS. It shows the higher detection rate 99.1% and a low False Positive Rate 0.55% and False Negative Rate 0.35% of the system performance. The results obtained in this test demonstrate clearly the benefit of the proposed approach on the NSL-KDD dataset. More specifically, it can be observed that UA detector is indeed capable of detecting more than half of the intrusions either new or old whilst the task of DP detector is efficiently demonstrated; it is obvious that most of the undetectable intrusions by UA are detected by DP detector. In practice, the DP detector is more sensitive and restrictive if found any variation from normal data. The combined of UA and DP detectors in proposed approach leads to get high detection rate and low false alarm. Following graph gives the overall evaluation over the initial population testing on different subset.
Result from Specific Population Testing
In this experiment, the performance measurement of proposed IDS is tested with specific population testing. The attacks in the data set fall into four main categories: DoS, R2L, U2R, and PROBE. In order to demonstrate the abilities of detecting different kinds of intrusions, the training data and testing data cover all intrusion categories. Totally, 1,200 attack data and 1,000 normal data were prepared for training and another set of 1,200 attack instances and 1,000 normal data were selected as the testing data. The attack population data are selected according to the measure attack categories and have the same approximate distribution as the KDD dataset. The selected data records are illustrated in Table 5 . In the experiment, the performance measure of UA and DP are carried out solely on the selected data subset from the corrected.gz file of the KDD'99 dataset which contains test data with corrected labels and other attacks examples from 10% KDD. The primarily results show that it is possible to increase the detection rate and reduce false alerts.
Each detector in honeybee approach has a good performance in identifying intrusion patterns and detects attacks. Table 6 shows the experiment results.
The results show that UA & DP detectors have high Detection Rate and low False Positive even with small data set. This observation leads to consider that duplicates may also lead to somewhat deceptive results during testing, since the ability to detect one instance will be multiplied according to the number of duplicates. The proposed approach demonstrates better performances in the most number of attacks categories and less false alarm. Based on the results that shown in previous tables, it can be seen that the proposed approach has a good performance for detecting intrusion in computer networks. Table 6 . Experimental result from selected population testing Moreover, the overall result of the detection of old and new attacks in different classes are high.
Conclusion
This paper defined a problem statement based on existing research of IDS and tried to match the solution from nature, specifically from nest-mate recognition of honeybee. This paper shows detection deficiency of IDS detector and demonstrates the value of the proposed approach in terms of how it can be used to reduce false alerts and increase the detection accuracy. Moreover the proposed IDS have been tested over different datasets and partitions of datasets.
This study provides guidance to future initiatives to emulate the models of intrusion prevention of honeybee colony in nature which may produce fruit knowledge that could be applied practically to IPS. 
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