Abstract-The promising benefits of the renewable sources based on distributed generation are pushing the future energy markets to invest more into the available renewable systems. This research will focus on integrating available renewable energy resources in Kingdom of Saudi Arabia in the electric grid to minimize the energy production from fossil fuels through continuous prediction and forecast of demand requirements. The work will concentrate on linking modern forecasting techniques with load history, weather information and the grid, with the objective to minimize CO2 emission over both short and long term forecasting periods. Simulation model will be developed to validate the proposed solutions using MATLAB software environment. With the aim of testing the linear module performance historical load data gained from the Saudi Arabia Electrical Company for a west part of the country, for the period from January 2010 to August 2016 has been put under process.
I. INTRODUCTION
The power system serves to recognize the demand of the area and supply it with efficient power resources. Each area has unique differences, that affect the Electricity load consumption, and that makes the electricity consumption exceptional and its forecasting challenging. One of the key factors is weather, which is a continuous, chaotic and dynamic process. [16] Unusual weather patterns require higher degree of preparedness to avoid problematic situations in power system.
The Western operational area of Saudi Electricity
Company covers an area with desert climate characterized by extreme heat during the day. Because of this harsh weather conditions people living in the country are forced to use air conditioning system, on daily basis. The places with high temperatures are characterized by sudden increases of electricity demand caused by the air conditioning system. In the peak time, when the temperature reaches high figures, people turn up their air conditioning, resulting in the significant growth of Electrical Load consumption.
There are many factors apart from weather conditions that affect the load that makes the electricity consumption forecasting unique. The Western operational area of Saudi Electricity Company includes cities, which are highly populated and frequent tourist destination, mainly due to the large number of religious pilgrimages.
The design of Smart Energy Generation combined with Demand Response system would outcome in significant reduction of electricity load, which would be assisted by solar panel and wind turbine.
The accurate forecast of the consumers' energy consumption and injection of Smart Energy Generation would show promising results between others: the lower CO2 emission and the ability for the providers to plan, and create their optimal schedules to meet the future demand, hence operate more efficiently. Short term load forecasting significantly help the power plats' management to operate in more secure way, with accurate fuel management and precise scheduling of the generation units, which is the key function of Energy Management System (EMS). [11] To forecast short term Load with high accuracy, numerous techniques have been advanced, for instance: statistical approach and artificial intelligence method (AI). The most recognized of the statistical technique is time series model approach and the regarding to Artificial Intelligence technique it is an artificial neural network.
In the first part of the work I will describe the Load Forecast Data, collected from Saudi Arabia Electricity Company, responsible for the west part of the country. In the following section (III) I will briefly explain the modelling method and in section IV present the result of data modelling. In part V I will give more information about the obtained result, followed by discussion, and finally conclusions in section VI.
A. Load Forecasting
The Electrical load forecasting is done mostly for finding future demands and plays the golden part in achieving economic and reliable operation goals in electricity systems [11] . The electric companies need the load forecasting models. They accurately predict the amount of power that should be delivered to the consumer, and they also control the supply and demand balance at different times of the day to the best conditions of cost and safety [2] . STLF models provide electricity demand, which can be used in the future and bring significant difference to production cost and selling price [13] . STLF helps the power generation to cover the incoming demand [15] . Electrical power forecasting plays a significant role in the secure and economic operation of a power system, and the combined models can be utilized in other forecasting 978-1-5386-2344-2/17/$31.00 ©2017 IEEE 1 fields, such as tourism load demand, early warning for weather forecasting [7] .
Load forecasting is an important requirement for achieving optimal planning and operation of a power system. It helps the decision maker in several applications, such as energy purchasing, load imbalance, load switching, contract evaluation, and price and infrastructure development. The estimation of future behaviour of Electric Peak loads is linked to the task of decision-making and the achievement of management actions on both the demand side and supply side [3, 6, 10] 
B. Time Series Prediction
Time series prediction forecast the future demand, by analysing the historical data. The fundamental point of time series prediction is the assumption that the existing pattern observed in history will remain in the future [21] . Time series is a sequence of vectors that depends on time, and result in the output. Time series data is a data set, which contains sequences of numeric values, which were obtained through repeated measurements of time. The values are measured at equal time intervals e.g. every hour, day, week or month.
The capability of load prediction accuracy helps the decision maker to plan and organize the demand response. Time series prediction is proposed and applied to get high prediction accuracy like the neural network support vector machine [12] . Time series prediction provides the ability to design a smart energy generation system related to renewable energy, such as solar and wind, mainly when the time series relates to electricity load forecasting. The unique benefit of time series for hourly forecasting is to re-regulate the integration and production of the renewable energy into the system [4, 5, 8] .
C. Load Forecasting Data
The historical data obtained for the purpose of this study and used for modelling included the period from January 2010 to August 2016. It contained typically: weather conditions (temperature and humidity), date (time, day, month, year) and the load. After analyzing the data for whole period it reveals some easily observable similarities and correlations. West part of Saudi Arabia is a place, with a very hot climate, especially in the summer period when the temperature and humidity reach its highest. The weather changes significantly affect the load demand, because of big air conditioning load in the system. It is clearly visible from the above figures that both the temperature and humidity level are the highest during the summer time, namely, from April to August. This pattern maintains unchangeable in other years, which have been taken under consideration in the obtained data. Figure 3 represents the system peak load (MW). Again, there is an easily noticeable difference between the electrical load consumption in the summer and winter period. The difference originates from the frequent usage of air conditioning system that, due to the hot weather is used regularly, not only at homes but also in public places. The energy consumption varies, relaying on the day and time of the daytime, and is strongly correlated with aspects such as: work and school hours, prayer times, weekends, special event and holidays. Hence, the load is influenced by people's lifestyles, their behaviour and other factors such as the social life. The obtained data represents the period from January 2010 to August 2016 and it is typically configured in eight indexes that represent: the time, date (day, month, year), day type (weekday or weekend), temperature, humidity and load.
The collected data readings are made mainly in 1-hour slots. At 13:00, as the temperature reaches its peak, the load is read every half hour (13; 13.5; 14; 14.5; 15; 15.5). The next 3 readings are made at: 16, 17, and 18, and then it returns to half an hour readings scheme (18.5; 19; 19.5; 20; 20.5) . The following readings are taken hourly until 13:00 the next day.
II. MULTI-VARIANT MODELLING

B. Artificial Neural Networks
Artificial Neural Network is an Artificial Intelligence algorithm, which offers a methodology to solve many types of non-linear and non-stationary problems. ANN was originally developed to mimic the biological neural systems. ANN, likewise human brain consists of many interconnected sets of nodes and neurons that are able to mimic the activity of biological neural networks and the interconnection of nerve cells. [20] Moreover, it can model the complex relationships between the system's inputs and outputs. [16] Most of the ANNs adapt their structure regarding to the internal and external information, that flows through the network in the phase of learning.
There are many types of ANN's structures such as feed forward neural network (FFNN) and Multi-Layer Perceptron (MLP) [17] . A typical model of FFNN contains of numerous neurons which maintain many diverse functions. The neurons that have the same function can be classified in terms of layers such as: input layer, hidden layer and output layer and these can be perceived as groups of parallel processing units. [18] Every neuron of each layer relates to the succeeding layer's neurons. There are two main phases of FFNN operation: training phase and retrieval phase. In order to FFNN be fully utilized it is necessary for the network to be put under training, acquiring the algorithms for its specific purpose. Figure 4 represents the architecture of feed forward neural network. [1, 4] 
A. Linear Regression
Linear regression is a basic type of regression and it is commonly used in predictive analysis. It models the relationship between two variables by fitting a linear equation to experiential data. One variable is an explanatory variable, and the other is a dependent variable. While using simple linear regression only one independent variable is used to forecast the value of a dependent variable. Multiple linear regression models the relationship between two or more explanatory variables and a response variable. Multivariate linear regression model is an approach for electricity load forecasting, which has been employed in number of studies on various countries required to predict the estimation of energy load [19] . As it's name suggests, multivariate linear regression serves to estimate a single regression model which has more than one outcome variable. The model analyses the complex data by representing the relationship between single dependent variable and multi independent variables. In this paper, the linear regression is used, to examine the multi variables, as seven inputs: weather and the time, day, month, year and day type and to predict the output dependent variable, the load. MATLAB multivariate regression Toolbox was used. In this study the ANN models developments were achieved using MATLAB Neural Networks Toolbox. The data was chosen as 90% for training, and 10% for testing.
The original ANN models were trained using 8 input variables: day, month, year, day type, time of the day, humidity, temperature and the output resulted in load. Various ANN topologies were put under training and tested by the mean of back propagation training algorithm in order to find the most adequate network structure which provides with best modelling accuracy.
IV. DATA MODELLING
The developed models for forecasting the load conditions are based on two approaches: multivariate (MV) and time series (TS) prediction. The modelling is done using artificial neural networks (ANN) which is compared to linear regression (LR) models. The time series model is based on the historical load conditions, while the multivariate model is based on generating a model as a function of the weather conditions, month, day type, and time.
The multivariate model consists of 8 inputs and one output, while the time series model is based on 6-day history, and one day ahead prediction. The regression models are fitted using MATLAB toolbox, while the neural network model multivariate model is based on a topology of 1 hidden layer with 15 hidden neurons, 8 inputs and a single output neuron. The time series model is based on 1 hidden layer with 12 neurons, 6 inputs and 1 output.
V. RESULTS AND DISCUSSION
The data is divided into training and testing parts. The training includes data from January 2010 until December 2015. While the testing data is from January 2016 until August 2016. Simulation results for the two models (regression and ANN) using TS and MV models are shown in Table I . The ANN has better performance compared to LR. On the other hand, the TS model gives better accuracy than the MV model, however, in some areas the MV is more accurate than TS due to the effect of the external variables. Figures 5 to 8 show the predicted testing data (predicted against actual) for the LR and ANN models. 
VI. CONCLUSIONS
Future work involves combining the two models to generate a multivariate time series prediction model which has the merits of the time series accuracy and effect of the environmental variables.
