A numerical study on flapping of a flexible foil by THIBAUT FRANCIS BOURLET
A NUMERICAL STUDY ON FLAPPING
OF A FLEXIBLE FOIL
THIBAUT FRANCIS BOURLET
(B.Sc. in Mechanical Engineering, ENSTA ParisTech)
A THESIS SUBMITTED FOR THE DEGREE OF MASTER OF
ENGINEERING
DEPARTMENT OF MECHANICAL ENGINEERING
National University of Singapore
2015
Declaration of Authorship
I hereby declare that this thesis is my original work and it has been written by
me in its entirety. I have duly acknowledged all the sources of information which
have been used in the thesis. This thesis has also not been submitted for any
degree in any university previously.




I wish to express my deep gratitude and appreciation to my supervisor, Pro-
fessor Jaiman for his valuable guidance, continuous support and encouragement
throughout the tenure. He has provided me with valuable suggestions from the
development of my research to the publication of my work and writing of this
thesis.
I also wish to extend my sincere thanks to Pardha Saradhi Gurugubelli Venkata,
PhD student in the Department of Mechanical Engineering, NUS, for his strong
support, helpful discussions and friendship.
I would also like to thank my family and all my friends at NUS for their support.
2
Contents




List of Tables 6




1.1 Background and motivation . . . . . . . . . . . . . . . . . . . . . 15
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.3 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . 18
2 Literature review 19
2.1 Kinematics of a flexible foil in an axial flow . . . . . . . . . . . . 19
2.2 Stability analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Traveling waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4 Drag reduction through vorticity control . . . . . . . . . . . . . . 25
3 Boundary layer development and traveling wave mechanisms 29
3.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Numerical methodology . . . . . . . . . . . . . . . . . . . . . . . 31
3
3.3 Numerical verification and convergence . . . . . . . . . . . . . . . 34
3.4 Boundary layer development during flapping . . . . . . . . . . . . 38
3.4.1 Velocity profile . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 Boundary layer thickness . . . . . . . . . . . . . . . . . . 45
3.4.2.1 Displacement and momentum thicknesses . . . . 45
3.4.2.2 Proposition of two new quantities: the variability
thicknesses . . . . . . . . . . . . . . . . . . . . . 47
3.4.3 Skin friction and tension effects . . . . . . . . . . . . . . . 51
3.4.4 Influence of the Reynolds number on the boundary layer
thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Traveling waves along the flapping foil 58
4.1 Complex Empirical Orthogonal Functions . . . . . . . . . . . . . 59
4.1.1 Introduction to CEOF . . . . . . . . . . . . . . . . . . . . 59
4.1.2 Results and discussion . . . . . . . . . . . . . . . . . . . . 64
4.1.3 Influence of the Reynolds number on the traveling waves . 68
4.2 Method of space-time spectral analysis . . . . . . . . . . . . . . . 70
4.2.1 Introduction to space-time power spectrum analysis . . . 70
4.2.2 Analysis of traveling wave packets . . . . . . . . . . . . . 72
4.3 Comparison between CEOF and STPS analyses . . . . . . . . . . 73
5 Conclusion and recommendations for future work 76
List of publications 84
A Matlab codes 85
A.1 Analysis of traveling wave packets . . . . . . . . . . . . . . . . . 85
A.1.1 Complex Empirical Orthogonal Functions for the pressure
field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.1.2 Space-Time Power Spectrum for the orientation angle . . 95
4
NATIONAL UNIVERSITY OF SINGAPORE
Summary
Department of Mechanical Engineering
A NUMERICAL STUDY ON FLAPPING OF A FLEXIBLE FOIL
by THIBAUT FRANCIS BOURLET
A numerical study of the self-induced flapping motion of a flexible cantilevered
foil in a uniform axial flow is presented. A high-order fluid-structure solver based
on fully coupled Navier-Stokes and non-linear structural dynamics equations is
employed. The evolution of the unsteady laminar boundary layer is investigated
and three phases in its periodical development along the flapping foil are iden-
tified, based on the Blasius scale, η, namely: (i) uniformly decelerating; (ii)
accelerating upper boundary layer and (iii) mixed accelerating and decelerat-
ing. Consequently, the spatial distribution of the boundary layer is studied and
boundary layer regimes are mapped out in a phase diagram spanned by the La-
grangian abscissa s and nondimensional time t¯. The boundary layer is thus fully
characterized based on the tip displacement of the foil. Induced tension within
the foil is shown to be dominated by pressure effects and only marginally affected
by skin friction. The boundary layer thickness is analyzed through the temporal
and spatial evolutions of the displacement and momentum thicknesses. Finally,
the traveling mechanisms of kinematic and dynamic data along the foil are inves-
tigated using Complex Empirical Orthogonal Functions and Space-Time Power
Spectrum analyses. From the study of the flapping regimes, the co-existence
of direct kinematic waves traveling downstream along the structure as well as
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1.1 Background and motivation
Fluid-structure interactions (FSI) happen when a flow induces a solid to move,
which consequently affects the flow back, and so on. These interplays result in
a system where the dynamics of the fluid and those of the solid are coupled. We
experience fluid-structure interactions in our everyday lives. For instance, we all
have observed the waving of a flag under a soft breeze or the chaotic motion of a
loose garden hose. The mechanisms at play here are similar: a fluid (air or water)
and a solid (a flag or a hose) interact with each other, which results in complex
motion patterns. This type of phenomenon is difficult to model numerically for
two reasons. First, the procedure for coupling the fluid motion and that of the
structure –such as loosely or strongly coupled solvers– may affect the results.
Second, as the structure deforms so does the fluid and solid meshes. Thus they
need to be reevaluated at each time step to ensure conformity at the interface.
However, numerical procedures for the study of FSI problems have seen great
improvements in the recent years.
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In this work, we focus on a canonical and a priori simple FSI problem: the
flapping motion of a plate in a uniform axial flow. We consider the case where
the flexible foil is attached at the leading edge but left free to oscillate at the
trailing edge. For a sufficiently high flow speed, the structure experiences self-
sustained oscillations. This problem has been extensively studied in the last
two decades. Most studies have aimed at characterizing the resulting motion of
the plate and predicting the critical flow velocity beyond which flapping occurs.
However, little attention has been given to the boundary layer development in
the vicinity of the foil. The changing wall curvature induces varying boundary
conditions which affect the boundary layer. Since the boundary layer connects
the structural displacement to the uniform outer flow, it is of paramount impor-
tance in FSI problems. Its dynamics reflect in integrals quantities, such as the
drag coefficient or tension, that characterize the resulting influence of velocity
and pressure gradients. Therefore, a clear understanding of the boundary layer
development is key to the full comprehension of FSI problems.
Applications of this FSI problem include the implementation of new surgical
methods [5], the increase of the speed of paper printing [6, 7], nuclear plate
assemblies [8] and flow control devices [9, 10]. It has also been proposed as a
means to harvest energy, which can be utilized to generate electric energy [11,
12]. For instance, a team at Cornell University recently designed a wind energy
harvesting device ”Piezo-Leaf Generator” using flexible piezoelectric materials
[13]. This tree-looking device, see Figure 1.1, would allow to extract energy from
the wind around our buildings and other living areas with acceptably low visual
pollution. In brief, the universality of the problem studied allows for useful
applications in numerous domains.
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Figure 1.1: Conceptual sketch and realization of the “piezo-tree” generator,
based on Dickson [2].
1.2 Objectives
The objective of this study is to investigate the influence of the flapping motion
of the foil on the spatial and temporal development of the boundary layer and
its related quantities.
To do so, we adopt a high-order fluid-structure interaction solver based on the
Coupled Field with Explicit Interface (CFEI) formulation, proposed in [14] to
perform direct numerical simulations. This solver captures the non-linearities
of the problem coming from the Navier-Stokes equation and the geometrically
nonlinear structural dynamics.
The space-time variations of the boundary layer are exhibited and analyzed.
17
Chapter 1. Introduction
Their implications on related quantities such as skin friction and tension waves
are discussed. Eventually, direct and reverse traveling features are identified.
1.3 Organization of the thesis
The content of the thesis is organized as follows: Chapter 2 is a literature review
on the problem of a flapping foil in a uniform axial flow. Chapter 3 presents
our results on boundary layer development and Chapter 4 is an analysis of the




In this section, the present state of the literature on flapping dynamics of a
flexible foil is broadly presented.
2.1 Kinematics of a flexible foil in an axial flow
The problem of a flexible foil with its leading edge clamped and trailing edge
left free to oscillate has been studied extensively in the two past decades. A
fluid-elastic instability can arise and manifests itself as a self-sustained flapping
motion of the structure when a flow stream passes over the body surface, leaves
the trailing edge and goes into the wake [1]. This phenomenon includes complex
dynamical effects such as relative fluid-structural inertial effects, vorticity gen-
eration along the foil surface, vortex shedding emanating at the trailing edge,
restoring effects due to the bending rigidity and variable flow-induced tension
along the foil. Restricting ourselves to the case of high extensional rigidity, the
main parameters of the problem are the Reynolds number, the structure-to-fluid
19
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for a two-dimensional body of length L, thickness h, density ρs and flexural
rigidity EI, in a fluid flow of density ρf , free stream velocity U0 and kinematic
viscosity ν. As usual, the Reynolds number measures the relative influence
of inertial effects against viscous effects. The mass ratio gauges the relative
influence of each medium, solid or fluid, in the inertial balance of the system.
The bending rigidity characterizes the flexibility of the structure: a low KB is
tantamount to a high flexibility of the structure. For example, a light flag waving
in a gentle breeze will have a Reynolds number of order 105, a mass ratio of order
1 and a bending rigidity in the range [10−4, 10−3].
One of the first researcher to experimentally describe the various oscillatory
patterns that a flag undergoes was Taneda in 1968 [15]. He observed nodeless,
one-node and two-node oscillations of flags made of different materials such as
silk, muslin, flannel, blanked and canvas. The wide array of materials used in
this study allowed for different bending rigidities and mass ratios. Recently,
numerical simulations of Connell et al. [1] and Lui et al. [14] exhibited three
distinct flapping regimes depending on the parameters of the problem: (i) fixed-
point stable; (ii) limit-cycle flapping; and (iii) chaotic flapping. A schematic of
these three regimes with vorticity contours is given in Figure 2.1. In the fixed-
point stable regime, the foil remains straight and does not seem to be affected
by the surrounding flow. The wake results in a steady velocity deficit, just
as in a rigid plate experiment. On the contrary, it oscillates periodically–in a
traveling wave-like manner–in the limit-cycle flapping regime. In this regime,
the wake exhibits a typical Be´nard-von Ka´rma´n vortex street associated with
drag production and the power spectrum shows a distinct peak for the frequency
20




Figure 2.1: Schematic of the different flapping regimes with qualitative vor-
ticity contours.
of oscillation. Eventually, when the flow velocity exceeds a certain threshold,
these oscillations become chaotic and cannot be predicted. The resulting power
spectrum exhibits multiple frequencies and the wake pattern is irregular. Strong
vortex pairs are distributed away from the wake centerline during intermittent
violent snapping events, characterized by rapid changes in tension and dynamic
buckling.
2.2 Stability analyses
A large attention has been given to the problem of predicting the onset of the
limit-cycle flapping regime. In concrete terms, researchers have tried to derive a
critical flow velocity Ucr or mass ratio µcr beyond which flapping occurs.
21
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Figure 2.2: Reynolds number and mass ratio stability phase diagram for
KB = 0.0001. Rendering courtesy of P. S. Gurugubelli.
The main parameters of the problem have different effects on the stability of the
system. As shown phase diagram in Figure 2.2, the Reynolds number and mass
ratio have destabilizing influences on the system. On the contrary, the bending
rigidity KB has a stabilizing influence since the less a foil is flexible, i.e. for
higher KB , the more it can resist transverse stresses. This phase diagram was
derived with the numerical solver that is used in the present work [14].
In 2000, Zhang et al. [3] observed a sub-critical bifurcation while varying the
length of the flag in a flowing soap experiment, as shown in Figure 2.3. In this
figure, arrows depict jumps from a state of the system characterized by low am-
plitudes and frequencies, to another of higher amplitude and frequency. The
authors reported that increasing its length made the flag more prone to flap,
i.e. less stable. In another study, Shelley et al. [16] performed a linear stability
22
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Figure 2.3: Flapping frequency and amplitude of the filament as a function of
its length. a, Flapping frequency; b, amplitude. Figure extracted from Zhang
et al. [3].
analysis and an experimentation to predict the critical velocity for the onset of
flapping. The results stressed the importance of body inertia in overcoming the
stabilizing effects of finite rigidity and tension. Similar findings were achieved
by Argentina and Mahadevan [17] who explained the discrepancy between their
theory and the data by the role of tension and three-dimensional effects. Jaiman
et al. [18] proposed a generalized added-mass expression and a new formulation
to predict the critical velocity. More generally, linear stability theories underes-
timate the critical velocity as compared to experimental data [19]. Eloy et al.
[20] proposed that such discrepancies were due to the effect of the plate aspect
ratio. They argued that the two-dimensional limit could not be achieved exper-
imentally because hysteretic behavior and three-dimensional effects appear for
23
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plates of large aspect ratio (greater than 2). As a matter of fact, flutter is no
longer purely one-dimensional as the plate exhibits two-dimensional deflections.
The authors listed several reasons for such out-of-plane oscillations: the hetero-
geneous spanwise pressure distribution due to finite plate width, the non-trivial
stress tensor due to gravity effects and small imperfections in the controlled flow.
2.3 Traveling waves
Recently, Michelin et al. [21] used a vortex point model to exhibit traveling
phenomena along the foil. The authors displayed direct kinematic waves, i.e.
associated with orientation angle, velocity or position, traveling down over the
foil in direction of the flow. It is easy to deduce or imagine such kinematic waves
given the traveling-wave type of motion of the foil. Interestingly, the authors
also showed the presence of reverse dynamic waves traveling up the flag in the
opposite direction to the flow. Those waves included the local pressure force and
the normal component of the elastic forces in the foil. The latter were found
to propagate at a phase speed lower than the direct kinematic waves. To our
knowledge, Michelin’s is the unique work that reported such reverse traveling
features. As of today, there is very little understanding on the mechanisms
underlying the propagation of these waves. In particular, reverse dynamic waves
might play a significant role on stability issues. A better understanding of reverse
dynamic waves is likely to shed light on the propagation of disturbances that
cause the foil to start oscillating.
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2.4 Drag reduction through vorticity control
It has been shown that careful control of the vorticity shed at the trailing edge can
produce a jet-like average flow in the wake, which is key to achieve high propulsive
efficiencies [4]. In their experiment, Gopalkrishnan et al. [22] extracted energy
from large incoming vortices by appropriate synchronizing of a flapping foil. The
highest efficiency was reported for destructive interactions between the incoming
vortices and those developing along the foil. The resulting wake was similar to a
regular Be´nard-von Ka´rma´n vortex street (BvK) but with its vortices of opposite
signs. This type of wake is termed as ”reverse” or ”inverse” Be´nard-von Ka´rma´n
(iBVK). It is associated with thrust production since its mean flow has the form
of a jet. Raspa et al. [23] demonstrated that this wake topology is a consequence
more than a cause of thrust production by the induced flow. Figure 2.4a provides
a sketch of those two types of commonly encountered wakes. Schnipper et al.
[24] recently exhibited a multitude of different wake patterns behind a pitching
foil. In particular, the authors provided very clear visuals of BvK and iBvK
wakes that are reproduced in Fig. 2.4b.
So how can vorticity and/or vortex patterns be controlled? Scientists used mainly
two types of body motion to do so. Numerous works were based on a combination
of heaving and pitching oscillations of a rigid foil [24, 25, 26]. This type of motion
is often used in experimental studies because of setup construction reasons. In
biomimetic studies, it is supposed to replicate the path and orientation of fish
tails. Other studies rely on a traveling wave motion propagating down a flexible
foil [27, 28, 29]. This type of motion is mostly used in theoretical studies because
of the relatively simple formalism involved. Numerical studies are not limited by
construction and theoretical formalism considerations so both types of motions
have been used in numerical works.
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(a) Typical Be´nard-von Ka´rma´n vortex street (left) behind a fixed cylinder and reverse
Be´nard-von Ka´rma´n (right) behind a swimming fish. Rendering courtesy of J. Zhang.
(b) Flowing soap film visualization of BvK (left) and iBvK (right) wakes behind a
pitching foil. Figure extracted from Schnipper et al. [24].
Figure 2.4: Comparison of the topology of the BvK and iBvK wakes.
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Many studies related to vorticity control are undertaken to gain a better un-
derstanding of fish swimming. Indeed, as Lighthill wrote in 1969 [30]: “About
109 years of animal evolution in an aqueous environment [...] have inevitably
produced rather refined means of generating fast movement at low energy cost”.
Depending on the envelope shape of the curvature wave that is passed along the
fish body, different types of swimming are considered. An interesting type of
motion that has received a lot of attention in the literature is the thunniform
motion, where undulations are confined in the posterior part of the body. This
family of swimmers includes marine mammals, like whales or dolphins, and some
fishes such as sharks and tunas. For optimal parameters, efficiencies of more than
70% have been reported in the literature [31]. Studies based on a combination
of heaving and pitching oscillations aim to replicate the motion of a fish tail and
therefore choose to mimic the thunniform type of swimming. For an extensive
review on fish swimming modes, the interested reader can refer to the work of
Sfakiotakis et al. [32].
To achieve high thrust production with acceptable efficiencies, a number of pa-
rameters need to be tuned. Depending on the type of motion considered, spec-
ifications will vary. For instance, for heaving/pitching oscillations, parameters
that need to be considered include: the total tip excursion, the angle of attack,
the wavelength of oscillations, the phase angle between heaving and pitching
components and the frequency of the motion. For curvature waves motions, rel-
evant parameters are given by wave theory: wavelength or wavenumber, angular
frequency and amplitude. In a pioneer theoretical study, Lighthill [30] recom-
mended that a fish pass down a wave at a speed k/ω around 5/4 times the
desired swimming speed to maximize its propulsive efficiency. Barrett et al. [33]
built a tuna replica and performed a systematic parametrical study to optimize
the lateral body motion. In agreement with Lighthill’s theoretical findings, they
27
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Figure 2.5: Strouhal number of observed fish and cetaceans compared with
the theoretical optimal range. Figure extracted from Triantafyllou et al. [4].
showed that a necessary condition for drag reduction is for the phase speed of
the body k/ω be greater than the forward speed. In practice, a nondimensional
parameter for the frequency, the Strouhal number St, is carefully monitored. A
Strouhal number in the range [0.25; 0.35] was found to be optimal for thrust and
efficiency by Triantafyllou et al. [4]. A large number number of observations on
fish and cetaceans, reproduced in Fig. 2.5, confirmed that optimal propulsion is




and traveling wave mechanisms
3.1 Problem statement
Let us consider a plate of length L and thickness h, with h≪ L, immersed in a
uniform horizontal flow U = U0ex, where U0 ≥ 0. The foil has a density ρ
s and
Young modulus E. Its leading edge is clamped while the trailing edge is free to
oscillate. The flow is incompressible and Newtonian, with a density ρf , a Poisson
ratio ν and a dynamic viscosity µf . We denote s the Lagrangian abscissa along
the plate, α(s) is the local orientation angle between the plate tangent and the
horizontal line, as shown in Figure 3.1, and α˙(s) is the local orientation rate.
Here, xs and ys are the local Euclidean coordinates attached to the point with
the Lagrangian abscissa s, i.e. the distance along the tangent and normal vectors
to the plate, respectively.
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U∞(s) = U0 cosα
U0
Figure 3.1: Boundary layer and vortex shedding behind the foil with the
description of the coordinate system attached to the structure. Here, s denotes
the Lagrangian coordinate and α is the orientation angle of the foil.
The Navier-Stokes equations governing an incompressible flow in an arbitrary
Lagrangian-Eulerian reference frame are








·∇uf =∇ · σf + f f on Ωf (t), (3.2)
where uf and w represent the fluid and mesh velocities, respectively, ff are the
volumic forces applied on the fluid and σf is the Cauchy stress tensor for a
Newtonian fluid, written as











=∇ · σs + f s, (3.4)
where us is the structural velocity, f s are the volumic forces applied on the solid
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and σs denotes the Piola-Kirchhoff stress tensor. In this study, structural stresses
are modeled using the Saint Venant-Kirchhoff model. The interface velocity and
traction continuity conditions at the fluid-solid interface Γ, are given by
uf (φs(z, t), t) = uf (x, t) ∀z ∈ Γ, (3.5)∫
φs(γ,t)
σf (x, t) · nfdΓ +
∫
γ
σs (z, t) · nsdΓ ∀γ ⊂ Γ, (3.6)
where nf and ns are respectively the outer normals to the fluid and the solid
and φs is the function that maps each structural node from its initial position z
to its deformed position at time t.
3.2 Numerical methodology
In this section, we present a high-order coupled fluid-structure solver based on
the CFEI scheme presented in [14] to simulate flapping dynamics problems. This
solver was developed in MATLAB by Pardha S. Gurugubelli, PhD student at the
National University of Singapore, under the supervision of Prof. Jaiman. This
coupled fluid-structure interactions solver is stable for very small mass ratios
subjected to strong added mass effects, which is typically the case of flexible
plate flapping. The major challenge in simulating flapping dynamics with strong
added mass effects using traditional numerical techniques such as loosely-coupled
and strongly-coupled partitioned staggered schemes is that these schemes suffer
from numerical instabilities and convergence related issues, respectively [34, 18].
The numerical stability of the CFEI scheme for any mass ratio and its ability to
simulate single plate flapping have been demonstrated systematically in [14] and
[35]. In this formulation, the solid position and arbitrary Lagrangian-Eulerian
(ALE) velocity are decoupled from the remaining variables, i.e. fluid velocity,
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pressure and structural velocity, and handled explicitly. Consequently, the CFEI
formulation only requires to solve a linear system of equations for each time
step. The important feature of CFEI scheme is that it uses an explicit interface
advancing technique to decouple the ALE mesh from the coupled fluid-structure
solver and further linearizes the non-linear term in the Navier-Stokes equation.
This step significantly decreases the size of the matrix required to be solved at
each time step. As a part of developing the coupled field formulation for flapping
dynamics problem, we write down the weak form of the Navier-Stokes equations
(3.1) and (3.2) as
∫
Ωf(t)















σf : ∇φfdΩ =
∫
Ωf(t)








σf(x, t) · nf
)
· φf(x)dΓ. (3.8)
Here, φf and q are test functions for fluid velocity and pressure, respectively, and
w is the velocity of the ALE mesh. Γfn(t) represents the Neumann boundaries.







σs : ∇φsdΩ =∫
Ωs







(σs(z, t) · ns) · φs(z)dΓ, (3.9)
where φs and Γsn denote the structural velocity test function and solid Neumann
boundaries, respectively. Further, the weak form of the traction continuity con-









(σs(z, t) · ns) · φs(z)dΓ = 0. (3.10)
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In the above equation, we have enforced the condition φf = φs along the interface
Γ. This condition can be realized by considering a conforming mesh at the
interface. Therefore, the weak form of the coupled field formulation obtained by










































As mentioned earlier, the main feature of the CFEI scheme is to decouple the
ALE mesh and explicitly determine the mesh velocity w, which is carried out by
defining the interface between the fluid and the structure explicitly for nth time
step using the second order accurate Adam-Bashforth method







where ϕs,n is the interface position between the fluid and the flexible body for
any time tn. The ALE mesh nodes on the fluid domain Ωf(t) can be updated for
the interface locations using a pseudo-elastic material model given by
∇ · σm = 0, (3.13)
where σm is the stress experienced by the ALE mesh due to the strain induced
by the interface deformation. Assuming that the ALE mesh behaves as a linearly
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elastic material, its experienced stress can be written as













where τm is a mesh stiffness variable chosen as a function of the element size to
limit the distortion of the small elements located in the immediate vicinity of




, where Tj represents j
th element on the mesh T .
The weak variational form in Equation (3.11) can be discretized in space using
Pn/Pn−1/Pn iso-parametric finite elements for the fluid velocity, pressure and
solid velocity, respectively. In this paper, we consider the stable P2/P1/P2 iso-
parametric finite element meshes, which satisfy the inf-sup condition for well-
posedness. For a complete presentation of the second order CFEI with the
stability proof, please refer to [14].
We consider free-stream Dirichlet boundary conditions at the inlet Γfin and side
walls Γfbottom and Γ
f
top. Classically, we prescribe a stress-free Neumann condition
at the outlet Γfout and a no-slip condition at the surface of the foil Γ. Boundary
conditions are summarized in Figure 3.2.
3.3 Numerical verification and convergence
To ensure that our results are accurate, we perform three verifications. First, we
check that the domain size is sufficiently large not to influence the kinematics
of the system. Then, we select a suitable mesh for our study and compare our
results against those reported in [1].
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uf = (U0, 0)
Γftop,u
f = (U0, 0)
Γf
bottom




σf · n = 0
H = 5L
H = 5L
Figure 3.2: Computational domain with details of the boundary conditions.
From the domain size study reported below in Table 3.1, we note that the average
amplitude and frequency of the flapping motion do not vary significantly with
a doubling of the width of the domain. Hence, we select the [−4; 20] × [−5; 5]
numerical domain size to run our simulations, where the leading edge of the foil
is placed at (x, y) = (0, 0).
Table 3.1: Domain size convergence study with Re = 500, µ = 0.125 and
KB = 0.0001.
Domain size [24× 10] [24× 20]
No. of nodes 32932 48991
No. of elements 16348 24331
Time step size 0.001 0.001
Average amplitude 0.252 0.254 (+0.79%)
Average frequency 0.7080 0.7042 (-0.54%)
A grid convergence study is performed to select a suitable mesh for our work.
Three different meshes, denoted M1, M2 and M3 with increasing node numbers
are considered for a Reynolds number Re = 500 and a mass ratio µ = 0.125. The
bending rigidity KB is kept to 0.0001 throughout the study. These dimensionless
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Table 3.2: Grid convergence study with parameters Re = 500, µ = 0.125 and
KB = 0.0001.
Mesh M1 Mesh M2 Mesh M3
No. of nodes 14,904 32,932 61,322
No. of elements 7,370 16,348 30,504
Time-step size ∆t 0.001 0.001 0.001
Average frequency f¯ 0.7080 0.7080 0.7080
Average amplitude A¯/L 0.2432 0.2520 (-3.62%) 0.2521 (+0.04%)
Average drag coeff. C¯d 0.16477 0.16799 (+1.95%) 0.16802 (+0.02%)
Lift coeff. rms Crmsl 0.07193 0.07189 (-0.06%) 0.07133 (-0.78%)
parameters are set so as to yield a limit-cycle flapping regime with a laminar flow.
The physics of the flow are thus suitable for analysis. An overview of the M2
mesh is given in Figure 3.3. The grids statistics and results are summarized in
Table 3.2. We note that the frequency of oscillation is constant over our three
meshes. The difference in peak-to-peak amplitude A¯/L is 3.62% from M1 to M2
and only 0.04% from M2 to M3. Similarly, we note that the lift and drag results
of M2 are within 1% of the finest mesh M3. Hence, we consider our solutions for
the M2 grid convergent and use this mesh in the present work.
Subsequently, a numerical verification is performed against the peak-to-peak
amplitude A and Strouhal number St = fA/U0 results of Connell and Yue [1]
in Table 3.3. The numerical method they used in their work is quite different
from our since it is based on implicit fluid and solid finite-difference solvers.
Despite different underlying formulations and discretization methods, there is a
reasonable agreement among the flapping properties for the three mass ratios.
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Figure 3.3: Overview of the M2 grid, a P2/P1/P2 iso-parametric finite element
mesh, with 32,932 nodes and 16,348 elements: (a) full domain; (b) close-up view
of the mesh surrounding the foil.
Table 3.3: Numerical comparison against Connell and Yue [1] results at Re =
1000 and KB = 0.0001.
µ = 0.05 µ = 0.075 µ = 0.1
Connell Present Connell Present Connell Present
Amplitude A 0.0600 0.0513 0.1906 0.1950 0.2540 0.2435
Change (%) - -14.5 - +2.3 - -4.1
Strouhal St 0.0561 0.0503 0.1710 0.1912 0.2177 0.2341
Change (%) - -10.3 - +11.8 - +7.5
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3.4 Boundary layer development during flapping
3.4.1 Velocity profile
In this section, we investigate the influence of the flapping motion of the foil on
its boundary layer. Since the problem is symmetrical with respect to the y = 0
axis, the boundary layer features are only computed for y > 0. Because the
flapping motion has a time period T , we focus on a single cycle to observe the
dynamics of the boundary layer. The kinematics of the foil during an oscillation
are displayed in Figures 3.4a and 3.4b. The nondimensional parameters Re and
µ are 500 and 0.125, respectively, which yield a mode 4 (three necks) flapping
regime. This fluttering behavior yields a classical von Ka´rma´n vortex street
behind the foil, as shown in Figure 3.5, associated with drag production. Once
the oscillating motion is regular, a time reference t0 is chosen such that the tip
displacement is zero at the beginning of the cycle. For simplicity we define an
additional nondimensional time t¯ = (t− t0)/T so that the structure performs a
full oscillation between t¯ = 0 and t¯ = 1.
Blasius’s theory predicts the shape of the boundary layer above a rigid non-
flapping plate as a function of the Reynolds number and the horizontal location.
The transverse direction y is scaled with the solution of Stokes’ equation for the
size of the boundary layer δ ∝ (νx/U0)
1
2 . It is found that the boundary layer
thickness, the height at which uf = 0.99U0, is approximately 5η, where η is
the dimensionless transverse coordinate y/δ. In this study, the flexibility of the
foil allows transverse motion which induces a spatially and periodically changing
wall curvature. Hence, the size and shape of the laminar boundary layer varies
during an oscillation. Consequently, related quantities such as skin friction also
display spatially and temporally varying behaviors. In the next paragraphs, we
seek to evaluate the influence of the flapping motion on the boundary layer.
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t¯ = 0 t¯ = 0.1
t¯ = 0.2 t¯ = 0.3
t¯ = 0.4 t¯ = 0.5
t¯ = 0.6 t¯ = 0.7
t¯ = 0.8 t¯ = 0.9
(a)








Figure 3.4: Representative kinematics of the foil: (a) evolution of the foil
position between t¯ = 0 and 0.9), where t¯ denotes the nondimensional time; (b)
vibration mode of the structure, for Re = 500 and µ = 0.125. The oscillation
mode exhibits three nodes at s ≈ 0.33, 0.61 and 0.87 which is associated with
a mode 4 vibration.
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Figure 3.5: Temporal evolution of the vorticity contours over a period of
oscillation for Re = 500 and µ = 0.125. The wake is formed by pairs of
alternating sign vortices (2S vortex mode).
We consider the boundary layer developing above the top side of the foil, at a
representative Lagrangian abscissa s = 0.75. Qualitative variations are similar
in the range s ∈ [0.05; 0.90], where the influence of the strong gradients near
the leading and trailing edges is marginal. Figure 3.6 shows the dimensionless
velocity uft /U∞ as a function of η over an entire oscillation. For a comparison,
the Blasius profile is provided as a reference. The periodicity is found to involve
three steps: first, for 0 ≤ t¯ ≤ 0.4 the boundary layer is uniformly shifted to
the left, meaning that the velocity decreases uniformly. We refer to this first
phase as the uniform deceleration of the boundary layer. From Figure 3.4a, the
orientation angle α is positive at the considered location in this period. A look
at the pressure field (not provided) confirms a high pressure at this location
during this phase. Then, between t¯ = 0.4 and t¯ = 0.7, as the structure is going
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down and α˙ ≤ 0, the velocity increases for η ≥ 1.8 while the lower part of the
boundary layer is mostly unchanged. This step corresponds to a rapid change
in the sign of the structure-to-fluid power transmitted at s = 0.75 from positive
to negative, as shown in Figure 3.7. The normalized local power transfer P over






















· ufe dΓe, (3.16)
where φi is the shape function associated with node i on element e. The power
transfer between the structure and the fluid consists primarily of an exchange of
energy between the total kinetic energy (fluid and solid) and the fluid potential
energy in the form of pressure gradient driving the flow [1]. Indeed, there is
very little participation of the structural potential energy due to the low bending
rigidity KB of the foil. Therefore, lower velocity is expected where the structure-
to-fluid power exchange is high and vice versa. Eventually, for 0.7 ≤ t¯ ≤ 1,
which corresponds to the period when α ≤ 0 and α˙ ≥ 0, we observe a slight
decrease in the velocity above η ≈ 3.5. On the contrary, velocity increases in
the lower portion. As before, the decrease in velocity in the upper part of the
boundary layer is easily explained by an increase in pressure at s = 0.75. The
acceleration in the lower part of the boundary layer η ≤ 3.5 is a result of the
little negative power transmitted by the structure before the end of phase (iii).
Indeed, a negative structure-to-fluid power is associated with a lower pressure,
resulting in an velocity increase. At the end of the cycle, the boundary layer
recovers its initial shape, which confirms the periodicity of the phenomenon. To
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summarize, we find that the boundary layer development involves three phases:
(i) a uniform deceleration; (ii) an acceleration in its upper part; and (iii) a mixed
acceleration and deceleration in the upper and lower regions of the boundary
layer, respectively.
So far, the boundary layer has been investigated only at s = 0.75. As stated
before, its qualitative variations are similar in the range [0.05; 0.90]. To get a
better understanding of the velocity variations along the foil, the phase shift
among velocity profiles is given in Figure 3.8, with the profile at s = 0.75 taken
as reference. To compute the phase difference, the cross-correlation between
velocity signals and the reference was studied. The resulting phase shift exhibits
a downward slopping linear trend which is in agreement with the periodicity and
traveling wave motion of the foil. The linear trend of the phase difference and the
velocity variations from Figure 3.6 were used to compute the (s, t¯) phase diagram
in Figure 3.9 which displays the transition regions to each boundary layer regime.
The straight lines were obtained by linear curve-fitting of 0 − φ/2pi, 0.4 − φ/2pi
and 0.7 − φ/2pi. We observe that the empirical transition frontiers match well
with the numerical results. We also note that the slope of the curves is equal to
the frequency of oscillation f ≈ 0.7.
In brief, from our boundary layer results, one is able to qualitatively predict the
shape of the boundary layer at any location on the foil and at any time based
solely on the observation of the trailing edge.
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Figure 3.6: Velocity over a full oscillation in comparison with the Blasius
classical laminar boundary layer for 0 ≤ η ≤ 10 (left) and 5 ≤ η ≤ 45 (right) at
s = 0.75 for Re = 500 and µ = 0.125. Here, uft represents the local tangential
velocity and η is the nondimensional normal distance to the foil.
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Figure 3.7: Nondimensional local power transfer from the structure to the
fluid P at s = 0.25, 0.5 and 0.75 for Re = 500 and µ = 0.125.












Figure 3.8: Phase difference between the velocity profile at the considered
Lagrangian abscissa s and the reference velocity profile at s = 0.75.
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Figure 3.9: Phase diagram of the boundary layer regimes regions spanned by
the nondimensional time t¯ and Lagrangian abscissa s. Points denote transitions
from one regime to another in our simulations. (I) , (II) and (III) correspond
to the uniformly decelerating, accelerating upper boundary layer and mixed
accelerating and decelerating phases of the development of the boundary layer,
respectively. The slope of the frontier lines is equal to the oscillation frequency
of the foil f ≈ 0.7.
3.4.2 Boundary layer thickness
3.4.2.1 Displacement and momentum thicknesses
From the velocity profiles in Figure 3.6, we note that the thickness of the bound-
ary layer does not match Blasius’ one for a rigid non-flapping foil. To estimate
the effect of the flapping motion, the evolutions of the displacement thickness
δ∗ and momentum thickness θ are given in Figure 3.10. We observe that they
display similar behaviors, with maxima at t¯ ≈ 0.23 for s = 0.5 and t¯ ≈ 0.43 for
s = 0.75. These maxima coincide with the slowest boundary layer in the period,
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as supported by Figure 3.6. δ∗ and θ display slightly delayed minima, with δ∗
reaching its lowest value at t¯ = 0.9 for s = 0.75. This timing corresponds to the
maximum flow rate experienced at this location in the cycle, associated with a
displacement thickness that is only 14.6% of the corresponding Blasius’ laminar
boundary layer. Moreover, the minima of the momentum thicknesses are all
negative, which indicate a greater momentum in the boundary layer than in the
outer flow. This counter-intuitive observation is a product of the dynamically
changing wall curvature which results in velocities larger than the free-stream
velocity. The high momentum is then transferred to the foil and θ becomes pos-
itive again. Indeed, the fluid gives energy to the structure as long as θ ≤ 0, that
is 0.65 ≤ t¯ ≤ 1.06, as shown in Figure 3.7.

























Figure 3.10: Displacement and momentum thicknesses at s =
0.25, 0.5 and 0.75 over a full oscillation for Re = 500 and µ = 0.125.
Furthermore, mean thicknesses, denoted by overbars, are reported in Table 3.4
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Table 3.4: Comparison between our numerical results and Blasius’ theoretical
displacement and momentum thicknesses δB and θB at Re = 500 and µ =
0.125.
s 0.25 0.5 0.75
δB 0.0385 0.0544 0.0666
δ¯∗ 0.0302 (-21.6%) 0.0390 (-28.3%) 0.0432 (-35.1%)
θB 0.0148 0.0210 0.0257
θ¯ 0.0071 (-52.0%) 0.0071 (-66.2%) 0.0076 (-70.4%)
to allow comparison between our flapping foil results and Blasius’ fixed plate so-
lution. We observe that the mean displacement thickness is considerably smaller
–around 30%– and that the mean momentum thickness is constant along the foil.
Indeed, the low values of δ∗ and θ are not the result of the reduction in size of
the region where viscosity plays a role. These fuller boundary layer profiles are
mainly caused by velocities greater than the free-stream velocity in the upper
part of the boundary layer. Those velocity excesses arise for two reasons: (i)
the flow close to the foil is locally aligned with the wall curvature, as shown in
Figure 3.11, as opposed to the outer axial flow, and (ii) the flow in the vicinity of
the plate is cyclically accelerated, as reported in [36]. The authors shall mention
that velocity vectors in Figure 3.11 do not represent actual grid points but, for
the sake of clarity, only interpolated values. Besides, Figure 3.11 allows to visu-
alize the vorticity generation at the rear part of the structure due to the flapping
motion and in particular the role played by the trailing edge in the shedding of
vortices, as shown in Figure 3.5.
3.4.2.2 Proposition of two new quantities: the variability thicknesses
The displacement and momentum thicknesses quantities were originally designed
to assess flow and momentum deficit in the boundary layer. However, in our
problem, the boundary layer varies importantly and displays velocity lower and
47
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Figure 3.11: Velocity vector variations for Re = 500 and µ = 0.125. For
clarity, grid points do not reflect the actual mesh but are interpolated values.
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larger than that of the free-stream flow at the same time. Hence, even though
classical quantities δ+ and θ+ are still physically meaningful in our problem,
they do not gauge well the size of the region where viscosity plays a role. A
solution to recover the size of region in the flow affected by the structure is to
integrate the positive spread between the velocity close to the foil and the outer
flow velocity.


















where the velocity deficit (1 − uft /U∞) is replaced by the positive velocity fluc-
tuations |1 − uft /U∞|. The integration boundaries are consistent with the fact
that the velocity profiles collapse on the same curve at y/L = 1 (η ≈ 25). The
reader shall note that the physical meaning of these quantities differs from δ∗
and θ for they do not account any more for a deficit of flow rate or momentum,
but better measure the size of the region of variability of the flow rate and flow
momentum. Hence δ+ and θ+ are called flow rate variability thickness and mo-
mentum variability thickness, respectively. Their periodical evolution at three
locations on the foil s = 0.25, 0.5 and 0.75 is given in Fig. 3.12. As expected,
variations are bigger at the rear part of the structure, where oscillations have
larger amplitudes with greater curvatures. For s = 0.75, we observe two local
maxima in δ+ at t¯ = 0.4 and 0.72 which correspond to the extrema in the ve-
locity boundary layer. The first (local) maximum is reached when the velocity
boundary layer is the slowest, thus it corresponds to a flow rate deficit. This is
confirmed by the corresponding maximum in δ∗ in Fig. 3.10 at t¯ ≈ 0.43. The
second (global) maximum in the flow rate variability thickness is reached when
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Figure 3.12: Displacement variability thickness δ+ and momentum variability
thickness θ+ at s = 0.25, 0.5 and 0.75 over a full oscillation for Re = 500 and
µ = 0.125.
the boundary layer is the fastest, with a large momentum excess in comparison
to the outer flow. Similarly, θ+ also reaches a maximum in a close time while δ∗
and θ reach their global minima soon after.
Indeed, low values of δ∗ and θ are not the result of the reduction of the size
of the region where viscosity plays a role. They stem from of an acceleration
in the boundary layer, which results in velocities greater than the free-stream
velocity. Additionally, we note that mean variability and momentum thicknesses
are slightly higher than Blasius’ thicknesses. This is consistent with the fact that
the proposed quantities gauge the size of the flow where viscosity plays a role
and that oscillations are of small amplitude.
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3.4.3 Skin friction and tension effects
The boundary layer is a region of the flow where large velocity gradients take
place. Such gradients induce skin friction all over the foil. As shown previously,
the boundary layer displays periodic variations. We want to investigate the
resulting effect of such variations on the wall shear stress experienced by the
foil. To do so, the evolution of the skin friction coefficient Cf = τw/(1/2ρU
2
0 ),
where τw is the wall shear stress, is given in Figure 3.13 along the top surface of
the foil. We observe that the skin friction is similar to Blasius’ for s ≤ 0.7 and
that it takes high values near the trailing edge. This is explained by the large
amplitude and hence curvature at the end of the foil. For instance, it peaks at
t¯ = 0.2 with Cf being as large as at the leading edge, that is Cf ≈ 0.3. The large
skin friction at the trailing edge arises only when the curvature is positive (resp.
negative) at the end of the top (resp. bottom) surface of the foil. Overall, skin
friction is slightly increased, which is consistent with the passive drag-producing
flapping motion of the structure. We deduce that the largest part of the drag is
induced by the 2S vortices shed in the von Ka´rma´n wake [37].
Skin friction, alongside with dynamic pressure create tension within the foil,
which is defined as the sum of the cumulative tangential forces. Its nondimen-









(σ · ns) · ts dΓ(s). (3.18)
The development of tension over time along the foil is given in Figure 3.14. We
find that tension is maximum when the tip crosses the y = 0 axis, at t¯ = 0
and 0.5. Conversely, T is minimum at t¯ = 0.2 and 0.7, when the tip reaches
its maximum amplitude. We observe that the time-average total tension is 85%
greater than for the fixed plate configuration, in which tension is only due to skin
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Figure 3.13: Variation of the friction coefficient Cf for Re = 500 and
µ = 0.125 along the top surface of the foil. The Blasius profile (solid line)
is provided for reference. For clarity, symbols represent sample locations along
the structure.
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friction. Besides, the mean nondimensional tension is 0.105, when it amounts
to only 0.040 in the reference case. Overall, tension is greatly increased by the
flapping motion of the foil. Curves depart from each other at s ≈ 0.85 and tend
to keep their relative gap until they reach the luff. Also, the constant tension
near the tip is remarkable. Since the wall shear stress varies significantly after
s = 0.85, these observations indicates that the normal pressure effects dominate
viscous effects in terms of induced tension. This is in agreement with Moretti’s
work [38] which underlines the importance of induced tension in the competition
against skin-friction and foil inertia. Additional simulations at a mass ratio of 0.1
show that the tension experienced at the leading edge, or total tension, remains
fairly constant in the range of Re between 600 and 1000, around 0.192(±1.5%).
Simultaneously, the mean skin friction decreases by 17.6%. This confirms the
marginal effect of viscosity on tension in comparison with dynamic pressure,
which is a key difference between the fixed and flapping plate configurations.
3.4.4 Influence of the Reynolds number on the boundary layer
thickness
We consider the variations of the mean displacement thickness δ¯∗ with the
Reynolds number. As shown in Figure 3.15a, we observe that δ¯∗ varies con-
sistently with the Reynolds number along the foil. It decreases faster than in
the case of a rigid plate because velocity magnitudes in the boundary layer are
larger for the flapping foil. For instance, between Re = 600 and 1000, the mean
displacement thickness is reduced by 27.1%, 27.9% and 30.2% at s = 0.25, 0.5
and 0.75 respectively. As a comparison, it is reduced by 22.5% in case of a rigid
plate according to laminar boundary layer theory. The curves collapse well onto
power laws of Re. The best fitting exponent decreases from −0.666 at s = 0.35 to
−0.708 at s = 0.65. This confirms the more rapid decrease in the displacement
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Figure 3.14: Evolution of the distribution of the nondimensional tension T
within the foil over an oscillation for Re = 500 and µ = 0.1. The mean tension
(solid line) is given as a reference.
thickness in comparison with the reference rigid plate which varies in Re−0.5.
The variations of δ¯∗ along the foil, for the considered range of Reynolds num-
bers, are given in Figure 3.15b. For 0.35 ≤ s ≤ 0.65, the curves collapse nicely
onto power laws, with exponents in s around 0.35. The increase is slower than the
reference rigid non-flapping case, which varies in x0.5. The author has also tried
to scale boundary layer thicknesses with an amplitude-based Reynolds number.
However, the results were not convincing, mostly because its evolution along the
foil is too dependent on the mode of oscillation. Thus, even at high Re, a node
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of oscillation will have an amplitude-based Reynolds number close to zero.
Mean variability thicknesses variations with the Reynolds number and Lagrangian
abscissa are given in Figure 3.16. In comparison with mean displacement and
momentum thicknesses variations, variability quantities have smoother curves
and the Lagrangian abscissa s plays a higher role. They also vary more consis-
tently with Re and s, as indicated by the best curve-fitting exponents. The mean
variability displacement thickness δ¯+ varies as Re−0.350 at s = 0.4 and Re−0.315
at s = 0.7. As for the the variations with the Lagrangian abscissa, δ¯+ amplifies
as approximately s0.4.
We have remarked in the beginning of this study that the oscillations of the foil
exhibit wave-like trends, traveling down the foil. Now if we take a closer look
at the skin friction variations along the whole length of the foil, we observe a
traveling pattern toward the leading edge. Indeed, little peaks tend to move
closer to the luff over time, such as the peak at s = 0.80 that moves to s = 0.48
between t¯ = 0 and 0.9. Since they are caused by velocity gradients, pressure
and eventually tension within the foil must mirror this behavior. We seek to
understand and evaluate these phenomena in the next chapter.
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Figure 3.15: Dependence of the mean displacement thickness δ¯∗ at a mass
ratio µ = 0.1, with (a) the Reynolds number and (b) the Lagrangian abscissa.
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Figure 3.16: Dependence of the mean displacement variability thickness δ¯+
at µ = 0.1 with (a) the Reynolds number and (b) the Lagrangian abscissa.
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Traveling waves along the
flapping foil
In this section, we seek to investigate traveling mechanisms of the flapping
regime. We first give some intuition on direct and reverse waves using raw
position and pressure data. Direct position waves are easily noticeable on Fig-
ure 3.4a, where the motion of the foil consists of a wave propagating down the
body. The evolution of the pressure contours along the foil for Re = 600 and
1000 is displayed in Figures 4.1a and 4.1b, respectively. As time passes, high
pressure zones, represented in white, propagate uniformly toward the leading
edge. Contour lines are smoother for the lower Reynolds case, where fewer high-
order oscillation modes are excited. However, the Reynolds number does not
seem to affect the phase speed of pressure waves.
To analyze the flapping regime, we conduct two studies. First, we use Complex
Empirical Orthogonal Functions (CEOF) to reduce the variability of the variables
of interest (orientation, pressure and normal elastic forces) to a few dominant
modes, which we then analyze. Second, we perform a space-time spectral analysis
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to compute the wavenumber-frequency power spectra of these variables, and
compare the output to CEOF results.
4.1 Complex Empirical Orthogonal Functions
4.1.1 Introduction to CEOF
Empirical Orthogonal Functions (EOF), proposed by Lorenz in 1956 [39], are
a reliable technique to find coherent dynamics within a set of data. Indeed,
variability is reduced to a few dominant modes that can be studied separately.
However, EOF are limited to the detection of patterns that are in-phase or pi
out-of-phase over the domain. An alternative to EOF are Complex Empirical
Orthogonal Functions, abbreviated CEOF, which are not limited in terms of
spatial phase and are thus well suited to identify various moving patterns. The
CEOF consists in computing the EOF of the Hilbert transform of the considered
signal f(x, t). A brief review of the method is given below.
Consider a scalar field f(xj, t) – a generalization to vector fields is given in [40]
– which depends on spatial and temporal coordinates xj , where j is the spatial
position index, and t respectively. In practical applications, f is simply and
square integrable, thus it can be represented by its Fourier transform It can be




(aj(ω) cos ωt+ bj(ω) sin(ωt)) , (4.1)
with aj and bj being the classical Fourier coefficients. Writing the Fourier trans-
form in complex variables allows to identify the traveling features of the scalar
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(a) Re = 600












(b) Re = 1000
Figure 4.1: Pressure contours over three periods of oscillation (t¯ on the x-
axis) and along the plate (Lagrangian abscissa s on the y-axis) for (a) Re = 600
and (b) Re = 1000 at µ = 0.1. High pressure zones are represented in white
whereas low pressure ones are black.
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([aj(ω) cos(ωt) + bj sin(ωt)] + i[bj(ω) cos(ωt)− aj(ω) sin(ωt)]) .
(4.3)
We denote fj and fˆj the real and imaginary parts, respectively, of the Hilbert
transform Fj . Here, fj is simply the Fourier transform as in Equation (4.1), and
fˆj is the quadrature function of fj [41], that is fj phase shifted +
pi
2 in time. We









This operation is a filter upon fj that keeps the amplitude of its Fourier modes
unchanged but advances their phase by pi2 . It exists mainly two methods to ap-
proximate this quantity for numerical purpose: by a Fourier method or using
a convolution method. The interested reader will find more information in the
appendix of [40]. Instinctively, F embeds information on relative phase among
the constituent sinusoids of f , making it a suitable tool to detect traveling mech-
anisms.
Now that we have constructed the Hilbert transform of fj , we can start imple-
menting the analysis of the new signal Fj(t), which is the kernel of the CEOF







where the asterisk denotes the complex conjugate and < ... >t is a time aver-
aging process. Hence, if the set of data contains Nt time periods, the following
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F ∗j (t)Fk(t). (4.6)
It should be noted that instead of computing C in the spatial domain, one can
compute a temporal covariance matrix and obtain an equivalent eigenproblem
[42]. Therefore the type of covariance matrix can be adjusted to the problem,
depending on the grid size and number of samples. The matrix C is Hermitian
by construction, thus it has real eigenvalues λn,n ∈ [1, Nx] with Nx being the
number of grid points. The energy of a mode is characterized by its eigenvalue:
the higher the eigenvalue in comparison to sum of all the eigenvalues, the more
important this mode is. For instance, the mode which has the highest energy
fraction will be called the first mode, and so forth. In order to determine the k
relevant modes, it is convenient to select the smallest number of modes k that









The complex eigenvectors Bn(x) are called proper orthogonal modes and they
contain spatial information. For ease of interpretation, proper orthogonal modes
should be normalized in order to verify Bn.Bµ = δmn, where δmn is the Kro-
necker symbol. After having computed the proper orthogonal modes, we calcu-
late their corresponding complex time evolution An(t) by projecting the complex




F (x, t)Bn(x). (4.8)
Because of the normalization of the proper orthogonal modes 〈AnAµ〉t = λnδmn.
Eventually, in the CEOF analysis, the original signal f(xj, t) can be recovered
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From the eigenvectors Bn and the temporal evolutions An we define the spatial













The spatial phase is useful to detect the direction of the propagation of infor-
mation within the domain. However, its interpretation can be tedious, even
for moderately complex signals. The temporal phase is useful, together with
the temporal amplitude, to detect periodic and stationary phenomena. We also







The spatial and temporal amplitude functions give a measure of the spatial homo-
geneity and temporal variability in the magnitude of a given mode, respectively.
Eventually, a wavenumber kn, angular frequency ωn and phase speed cn can be
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The MATLAB script used in this study to perform CEOF analysis is available
in the appendix.
4.1.2 Results and discussion
We decompose the foil orientation angle α and the flow pressure p along the top
surface of the foil using the CEOF method described above. In this analysis, we
are mainly interested in phases variations θ and φ in order to detect traveling
mechanisms. The spatial and temporal phases of the first mode of orientation are
given in Figure 4.2. The first mode accounts for 99.7% of the total energy, hence
it describes accurately the dynamics of the system. Other modes are degenerated
and carry no physical significance. They can be viewed as statistical noise over
our numerical data. The linear trend of the spatial phase θ1, away from the
leading edge suggests the propagation of waves along the plate, in the direction
of the flow. Since all kinematic variables, e.g. position, velocity and orientation
follow a similar trend, they are referred to as direct kinematic waves. The linear
temporal phase φ1 indicates that the frequency of oscillation ω1 is constant,
which is consistent with the periodic oscillation of the foil. We observe similar
qualitative features for a range of Reynolds numbers and mass ratios in the single
frequency flapping region.
The CEOF features of pressure display very interesting patterns. From Fig-
ure 4.3, the three first modes need to be taken into account to describe accurately
the pressure patterns. Their eigenvalues are well separated, thus no degeneracy
is expected among them. Figures 4.4a and 4.4b provide the spatial and temporal
phases variations for Re = 700 and 1000 at a mass ratio µ of 0.1. We observe
that modes 1 and 2 exhibit quite different behaviors, depending on the Reynolds
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Figure 4.2: CEOF phase data of the first mode of orientation α: spatial phase
θ1 (left-hand side) and temporal phase φ1 (right-hand side) for Re = 1000, and
µ = 0.1. The upward linear trend of the spatial phase indicates the propagation
of pressure waves along the foil.
number. The spatial phase θ1 has a decreasing linear trend for Re = 1000, in-
dicating a wave traveling in opposite direction to the flow, which is not the case
for Re = 700. θ2 is similar in both cases, displaying an overall upward trend,
with two rapid decreases at s ≈ 0.3 and 0.6. θ3 is also very similar in both cases,
with a linear downward trend away from the trailing edge. Temporal phases φ
are mostly linear, associated with constant modal frequencies. However, φ2 for
Re = 1000 displays a discontinuous behavior. We observe that these disconti-
nuities arise when the tip displacement is maximum. Hence they are correlated
with the changes in pressure jump at the trailing edge. From the analysis of
the spatial phases, we expect reverse pressure waves to occur in the Re = 1000
case. However, we cannot draw a clear conclusion for the Re = 700 case. This
inability to conclude based on the sole analysis of the space phases stems from
the basic assumptions made by using the CEOF method. Indeed, the use of
such statistical procedures assumes that modes of variability are orthogonal in
time and space. Pressure variations, which are affected by many parameters, are
thus split among several modes [43]. Therefore, we need to look deeper into the
characteristics of each mode to detect potential traveling mechanisms.
We investigate further the spatial and temporal amplitudes of the first and second
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Figure 4.3: Eigenvalues of the auto-correlation matrix of the pressure signal
on top of the foil for Re = 1000 and µ = 0.1. Only the three first eigenvalues
account for more than 1% of the total energy.
pressure modes, shown in Figure 4.5. We observe that the spatial amplitude
S1 is minimal where the spatial phase θ1 increases. The resulting effect is to
offset the increases in θ1, which supports the reverse wave hypothesis. The same
observation can be made about the second mode. Additionally, we note that the
temporal phase discontinuities coincide with temporal amplitude minima. The
previous remarks are all in favor of reverse pressure waves for the Re = 700 case.
We showed in Section 3.4 that dynamic pressure is the main mechanism behind
the large tension experienced by the structure. Hence, the pressure waves on each
side of the foil described earlier must lead to a similar behavior of the normal
elastic forces and thereby tension. This is confirmed by Figure 4.6 where the
three first modes, which account for 67.0%, 31.1% and 1.6% of the total energy
for the Re = 700 case, have downward slopping spatial phases. These results
corroborate our previous analysis of pressure patterns along the structure.
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(b) Re = 1000
Figure 4.4: Spatial (left-hand side) and temporal (right-hand side) phases θ
and φ obtained from the CEOF decomposition of the pressure along the top
edge of the foil: at µ = 0.1, (a) Re = 700 and (b) Re = 1000.
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Figure 4.5: Spatial (left) and temporal (right) amplitudes of the first and
second pressure modes for Re = 700 and µ = 0.1.
4.1.3 Influence of the Reynolds number on the traveling waves
From Table 4.1, when the temporal phase of a mode is discontinuous, its as-
sociated frequency is reduced. Indeed, ωp2 is significantly smaller for Re ≥ 800
than Re = 700, which presents a linear temporal phase for mode 2. This does
not come from any qualitative change in the physics of the flow but stems from
the CEOF decomposition. The orientation phase speed cα1 increases with the
Reynolds number, mostly because the wavenumber kα1 decreases. Indeed, the
flapping frequency does not vary significantly among the range of tested pa-
rameters. On the contrary, the phase speed of the dominant pressure mode
decreases with the Reynolds number. A plausible explanation to this increase in
the wavenumber absolute value would be the excitation of higher harmonic modes
at greater Reynolds numbers. Such higher order modes produce more complex
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Table 4.1: Angular frequencies ω, wavenumbers k and phase speeds c of the
orientation angle α and pressure p as a function of the Reynolds number Re
with a constant mass ratio µ = 0.1.
Re 700 800 900 1000
(ωα1 , k
α
1 ) (5.71, 8.40) (5.82, 8.02) (5.90, 7.77) (5.97, 7.59)
cα1 0.68 0.73 0.76 0.79
λ1/Σiλi 75.1 77.1 80.4 81.7
λ2/Σiλi 23.4 21.1 17.7 16.3
λ3/Σiλi 1.3 1.6 1.7 1.7
(ωp1 , k
p
1) (5.71, -9.79) (5.82, -12.15) (5.89, -13.20) (5.97, -19.00)
(ωp2 , k
p
2) (5.38, -4.33) (2.87, -3.90) (2.71 , -3.6875) (2.62, -3.76)
(ωp3 , k
p
3) (11.43, -16.46) (11.64, -16.48) (11.78, -15.01) (11.94, -14.30)
|cp1| 0.58 0.48 0.45 0.31
|cp2| 1.24 0.74 0.73 0.70
|cp3| 0.69 0.71 0.78 0.83
oscillation patterns, reducing the wavelength of kinematic waves which in turn
increase the wavenumber. However, this explanation is undermined by the fact
that the kinematics of the foil vary little between Re = 600 and Re = 1000.
Overall, kinematic waves always propagate faster than reverse pressure waves
and this difference increases with the Reynolds number. We also observe that as
Re increases, mode 2 gradually loses energy to modes 1 and 3. Also, ωp3 is twice
the first mode frequency ωp1, which indicates that mode 3 is a harmonic of mode
1. This suggests a strong coupling between the first and third modes.
To conclude, even though we are able to extract consistent results, the CEOF
analysis appears not to be well-suited to our problem. Yet, this method was
successfully applied by Michelin et al. [21] to study the traveling features in their
inviscid model. In an effort to find a more appropriate method to distinguish
traveling features, we turn to space-time spectral methods. Next we present a
brief introduction to space-time power spectrum analysis and its application to
self-induced flapping dynamics.
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(b) Re = 1000
Figure 4.6: Spatial phases of the three first modes of normal elastic forces
along the foil, at µ = 0.1, (a) Re = 700 and (b) Re = 1000. All curves are
downward slopping, indicating waves traveling upstream.
4.2 Method of space-time spectral analysis
4.2.1 Introduction to space-time power spectrum analysis
To investigate traveling waves along the foil, we use a space-time spectral method.
Space-time spectral methods emerged in the 1970s and have been extensively
applied to geophysical problems for large-scale atmospheric waves [44, 45]. They
are powerful tools to resolve transient waves consisting of multiple wavenumbers
into standing and traveling wave packets.
In our application to self-induced flapping dynamics, this spectral analysis can
clearly differentiate between direct and reverse traveling features through space-
time Fourier components to examine the wave characteristics, amplitude-phase
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structure and energetics. There are three main methods to obtain the space-time
power spectrum (STPS): the lag correction method, the direct Fourier transform
method and the maximum entropy method [46]. Since we are able simulate for
extended length of time record, we employ direct Fourier transforms to obtain
the power spectrum. For the sake of completeness, we briefly summarize the
formulas of space-time spectral analysis.
Consider a scalar field f(x, t) which depends on spatial and temporal coordinates
x and t. Using Fourier transforms, it can be represented in a wavenumber-
frequency space (k, ω) as





fˆ (k, ω) e(kx+ωt) + fˆ (k,−ω) e(kx−ωt)
] , (4.15)
where fˆ (k, ω) is the complex space-time Fourier transform of the scalar field f ,
given by










For positive k, the positive and negative frequencies correspond to westward and
eastward phase velocities, respectively. The relative space-time power spectrum
is the normalized norm of the space-time Fourier components of (4.15), defined
as
P (k, ω) =
fˆ∗ (k, ω) fˆ (k, ω)∑
k,ω fˆ
∗ (k, ω) fˆ (k, ω)
, (4.17)
where fˆ∗ is the complex conjugate of fˆ . Local maxima of the power spectrum
correspond to either traveling or standing waves. Each traveling wave is as-
sociated with a single wavenumber, positive or negative, while standing waves
consist of both direct and reverse moving components with comparable ampli-
tudes [46]. The MATLAB script used in this study for the space-time power
spectrum analysis is available in the appendix.
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4.2.2 Analysis of traveling wave packets
Space-time power spectra of the orientation angle, pressure and normal compo-
nent of the elastic forces are displayed in Figure 4.7. Orientation power spectra
clearly peak at (k, ω) = (2.6pi, 1.8pi) and (2.3pi, 1.9pi) for Re = 600 and 1000,
respectively. Such positive wavenumbers indicate that the orientation angle α
behaves as a wave which travels downstream. The small peaks for negative
wavenumbers are artifacts since the end of the foil is free to oscillate, which
prevent kinematic waves to reflect. Since all kinematic variables, e.g. position,
velocity and orientation follow a similar trend, such waves are called direct kine-
matic waves. For instance, the peak-to-peak oscillations for Re = 600 have a
frequency f ≈ 0.88, which is equivalent to the angular frequency of the orienta-
tion angle ωα = 1.8pi.
Pressure and normal elastic forces are closely related and therefore present sim-
ilar power spectra. We note that two maxima arise, around k = −6pi and 2pi.
The maximum associated with negative wavenumbers is in agreement with our
previous observations in Figures 4.1a and 4.1b. It is associated with dynamic
waves traveling in the opposite direction to the flow. As the Reynolds num-
ber increases, the corresponding wavenumber increases in absolute value, from
k = −6pi at Re = 600 to k = −6.2pi at Re = 1000. This is consistent with
the fact that higher Reynolds numbers excite higher order modes, which tend to
increase wavenumbers. On the contrary, positive wavenumbers tend to decrease
as the Reynolds number increases: from k = 2.6pi at Re = 600 to k = 2.3pi at
Re = 1000. Moreover, our CEOF analysis did not detect any direct dynamic
wave, as in the literature.
Based on our findings, we suggest that positive wavenumber maxima for pressure
and normal elastic forces are artifacts and should not be taken into account when
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(c) Normal elastic forces
Figure 4.7: Contour plots of the relative space-time power spectra of the
orientation angle, pressure field and normal elastic forces for Re = 600 (left)
and 1000 (right). Negative wavenumbers depict waves traveling in the opposite
direction to the flow.
analyzing dynamic waves. As expected, we note that all frequencies increase
when the Reynolds number increases. Phase speeds of all waves are close to
each other, around 0.3pi and do not seem to vary significantly with the Reynolds
number in the range Re ∈ [600, 1000].
4.3 Comparison between CEOF and STPS analyses
In this section, we comment on the differences between the results given by the
CEOF analysis and those given by the STPS analysis.
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First, we note that both methods yield similar qualitative conclusions, even
though CEOF results are less straightforward for lower Reynolds numbers. One
need to look into amplitude characteristics of CEOF features to find arguments in
support of reverse dynamic waves. The STPS analysis is able to detect traveling
features for lower Reynolds with an improved consistency and accuracy. Differ-
ences arise in quantitative features, notably in wavenumber and thereby phase
speed. In the statistical analysis, from Table 4.1, the wavenumber of pressure
waves decreases from approximately −3.1pi to −6pi between Re = 700 and 1000.
As a result, the absolute value of the phase speed of dynamic waves decreases
from 0.58 to 0.31 in the same range. Such large changes in the wavenumber
are inconsistent with the observed kinematics of the foil whose variations are
marginal. On the contrary, the wavenumber of dynamic waves varies very little
between Re = 600 and Re = 1000 in the STPS analysis. Moreover, these small
variations do not affect the phase speed since they are offset by a slight increase
in frequency. Overall, the quantitative features revealed by the STPS analysis
reflect better the kinematics of the structure.
Another remarkable difference is that the results obtained with the STPS method
proved to be more consistent with regard to the length of the time record consid-
ered. Indeed, the CEOF analysis needs long time records for its results to con-
verge. Additionally, it seems from our preliminary tests that the STPS method
is able to better cope with ”noisy” data than the CEOF method does. Since we
used fully coupled Navier-Stokes and nonlinear structural equations, the time
evolution of the pressure field is likely to contain irregularities, or ”noise”. Also,
the use of CEOF assumes that modes of variability are orthogonal in time and
space, which is a very strong, if not false, hypothesis. There is no such as-
sumption in spectral methods. For all the reasons listed above, we recommend
that one uses Space-Time Spectral methods to study traveling features during
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flapping of a flexible foil.
From our space-time spectral analysis, we can conclude on the existence of pres-
sure waves traveling upstream, carried by the elastic rigidity of the foil. This
phenomenon can be linked with the onset of the instability leading to the limit
cycle flapping of the foil. Indeed, the trailing edge being the least stable part of
the foil, because it experiences no tension due to viscous stress, becomes unstable
first. The disturbance wave then propagates upstream to the leading edge, in a






We have performed direct numerical simulations of the self-induced flapping mo-
tion of a flexible foil, where the Navier-Stokes and structural equations were
solved simultaneously. The boundary layer development has been fully char-
acterized by its spatial and temporal evolution. Its periodical development is
found to include three phases: (i) a uniform deceleration; (ii) an acceleration
in the upper boundary layer; and (iii) a mixed acceleration and deceleration in
the upper and lower regions of the boundary layer, respectively. Consequently, a
space-time phase diagram of the boundary layer regimes has been derived from
the phase shift among velocity profiles. In our simulations, the boundary layer
displays velocity magnitudes greater than the outer flow, i.e. is fuller. As a
result, the mean displacement and momentum thicknesses are smaller than in
the rigid plate reference case. To take into account the high velocities in the
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boundary layer, we have proposed two new quantities to describe the size of the
region where viscosity plays a role: the variability displacement and momentum
thicknesses. Skin friction is slightly increased overall, most variations occurring
close to the trailing edge. It plays a marginal role as compared to dynamic pres-
sure on the induced tension within the foil. We have shown that the boundary
layer develops more slowly along the foil. Indeed, the mean displacement thick-
ness δ¯∗ varies in s0.35, which is slower than Blasius’ boundary layer. Also, the
influence of the Reynolds number on the boundary layer thickness is increased
as compared to the fixed plate reference case. Through our direct numerical
simulations, we have confirmed the existence of direct kinematic waves traveling
down the foil as well as reverse dynamic waves propagating upstream at the same
speed, in the opposite direction to the flow.
In future, 3D effects on the boundary layer development and traveling wave
mechanisms will be investigated. Indeed, recent studies report the effect of
three-dimensional effects such as skin friction increase [47] and wake complex
structures [29, 48, 49]. Spanwise cross-flow velocity fluctuations are also ex-
pected to influence the shape of the boundary layer.
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A.1 Analysis of traveling wave packets
A.1.1 Complex Empirical Orthogonal Functions for the pressure
field
1 % CEOF_pressure - Computes CEOF modes of the pressure field coming from
flexfem
2 %
3 % Other m-files required : none
4 % Subfunctions: none
5 % MAT -files required : DataP files from flexfem
6 %
7
8 % Author : Thibaut Francis Bourlet
9 % National University of Singapore
10 % email: thibaut .bourlet@nus .edu .sg
11 % August 2014; Last revision : 03- August -2014
12
13 %------------- BEGIN CODE --------------
14




17 filenameEta = ’DataEta ’;
18 filenameP = ’DataP ’;
19 FileStep = 0.05;
20 TimeStep = 0.01;
21 dataSize = 5;
22 TotalTime = 80;
23 startCheck = 55; %start as soon as possible to get more oscillations
24 nModes = 5; % number of computed modes
25 eps1 = 1e -10; % tolerance for orthonormality
26 cpt = 0;
27 pt_thk = 0.01;
28 skip_begin = 4;
29 skip_end = 4;
30
31 % 1. Write the pressure as a function of curvilinear abcissa
32 load(’SolverInputs.mat ’,’ElemS ’, ’ElemF ’);
33 Nodes = find(ElemF .node(:,2) == -pt_thk /2 & ElemF .node(:,1) >= 0 & ElemF .
node(:,1) <= 1);
34 abs = ElemF .node(Nodes ,1);
35 abs_ordered = sort(abs );
36 clear abs ;
37
38 % now check for each abcissa what is its node number
39 for i = 1: size(Nodes , 1)




43 Nodes3 = Nodes2 ((1+ skip_begin ):(end -skip_end ));
44 s = abs_ordered ((1+ skip_begin ):(end -skip_end ));
45 clear Nodes2 ;
46
47 starttime = 1 + ceil(startCheck /FileStep );
48 endtime = ceil(TotalTime /FileStep );
49
50 for t = starttime :endtime
51 FilenameP = [filenameP num2str (t) ’.mat ’];
52 load(FilenameP );
53 pressure1 = DataP (Nodes3 , :);
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54 time = (TimeStep *(1: dataSize )’)+dataSize *TimeStep *(t-1) ;
55 for tmp = 1: dataSize
56 cpt = cpt + 1;




61 clear pressure1 ; clear Nodes3 ;
62 ns = size(pressure (:, :), 1);
63 time = (startCheck +TimeStep ):TimeStep :TotalTime ;
64 nt = cpt ;
65
66 % 2. Estimate the Hilbert transform
67 PRESS = hilbert (pressure ’);
68 PRESS = PRESS ’;
69
70 % 3. Build the spatial covariance matrix
71 C = zeros (ns , ns);
72 for k = 1:( ns)
73 for j = k:(ns)
74 C(k,j) = sum (conj(PRESS (k, :)).* PRESS(j,:) );
75 C(j, k) = conj(C(k, j)); % use symmetry
76 end
77 end
78 C = C./( nt);
79
80 % 4. Compute eigenvalues and eigenvectors of C (they should all be real)
81 % Note that the returned eigenvectors are unit vectors ,
82 % i.e. <a_i a_i > = 1
83 [V,D] = eig (C);
84 [D,I] = sort(diag(D),’descend ’);
85 V = V(:,I);
86
87 % 5. Extract spatial and temporal dependence
88 B = zeros (ns , nModes );
89 A = zeros (nt , nModes );
90
91 for k = 1: nModes
92 B(: ,k) = V(:, k);
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93 for t = 1:( nt)




98 % 6. Check the proper normalization of B
99 dot_prodB = zeros (nModes , nModes );
100 epsB = 2;
101 for k = 1: nModes
102 for j = 1: nModes
103 dot_prodB (k, j) = sum (B(:, k).* conj(B(:, j)));
104 if(norm(dot_prodB (k, j), 2) > epsB && k ~= j)
105 disp(’Bs are not orthogonal ’);
106 end




111 % 7. Check the proper normalization of A
112 dot_prodA = zeros (nModes , nModes );
113 epsA = 1e-7;
114 for k = 1: nModes
115 for j = 1: nModes
116 dot_prodA (k, j) = (1/(nt))*sum (A(:, k).* conj(A(:, j)));
117 if(norm(dot_prodA (k, j), 2) > epsA && k ~= j)
118 disp(’As are not orthogonal ’);
119 end
120 if(abs (norm(dot_prodA (k, k), 2)-D(k)) > epsA && k == j)
121 disp(’<A_i ,A_i > is not lamda_i ’);
122 end




127 % 8. Check that the original signal is recovered with A and B
128 PRESS_recov = zeros (ns , nt);
129 epsPRESS = 1e-0;
130 for t = 1:nt
131 for k = 1: nModes
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132 PRESS_recov (:, t) = PRESS_recov (:, t) + A(t , k)*conj(B(: , k));
133 end
134 end
135 error_CEOF = norm(PRESS -PRESS_recov , 2); % is the largest singular value
136 clear PRESS_recov ;
137 if error_CEOF > epsPRESS
138 disp(’The reconstructed signal does not match the original signal ’);




142 % 9. Compute spatial and temporal phases and amplitudes
143 spatial_phase = zeros (ns, nModes );
144 spatial_phase_unwrap = zeros (ns , nModes );
145 spatial_amp = zeros (ns , nModes );
146 temp_phase = zeros (nt , nModes );
147 temp_phase_unwrap = zeros (nt , nModes );
148 temp_amp = zeros (nt , nModes );
149
150 for k = 1: nModes
151 spatial_amp (:, k) = sqrt(B(:, k).* conj(B(:, k)));
152 temp_amp (:, k) = sqrt(A(:, k).* conj(A(:, k)));
153 spatial_phase_unwrap (:, k) = -unwrap (angle (B(:, k)));
154 temp_phase_unwrap(:,k) = -unwrap (angle(A(:, k)));
155 end
156
157 % 10. Plot the results
158 %Plot eigenvalues
159 figure (1) ;
160 semilogy ([1:( ns)],D./sum (D),’ko -’);
161 xlabel (’i’);
162 ylabel (’lambdasur ’);
163 set (gca , ’FontSize ’, 12) ;
164 grid on
165
166 % 1st mode
167 figure (2) ;
168 subplot (2, 2, 1);
169 plot(s, spatial_amp (:, 1), ’k’);
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170 title (’spatial amplitude of the first mode’);
171 xlabel (’s’);
172 subplot (2,2,2);
173 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep , temp_amp
((1/ TimeStep ):( TotalTime -startCheck -1) /TimeStep , 1), ’k’);
174 title (’temporal amplitude of the first mode ’);
175 xlabel (’t’);
176 xlim([1 24.5]) ;
177 subplot (2,2,3);
178 plot(s, spatial_phase_unwrap (:,1) , ’-k.’);
179 title (’spatial phase of the first mode , unwrapped ’);
180 xlabel (’s’);
181 subplot (2,2,4);
182 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep ,
temp_phase_unwrap ((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep ,1) , ’
k’);
183 title (’temporal phase of the first mode , unwrapped ’);
184 xlabel (’t’);
185 xlim([1 24.5]) ;
186
187 % 2nd mode
188 figure (3) ;
189 subplot (2, 2, 1);
190 plot(s, spatial_amp (:, 2), ’k’);
191 title (’spatial amplitude of the second mode ’);
192 xlabel (’s’);
193 subplot (2,2,2);
194 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep , temp_amp
((1/ TimeStep ):( TotalTime -startCheck -1) /TimeStep , 2), ’k’);
195 title (’temporal amplitude of the second mode’);
196 xlabel (’t’);
197 xlim([1 24.5]) ;
198 subplot (2,2,3);
199 plot(s, spatial_phase_unwrap (:,2) , ’-k’);





203 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep ,
temp_phase_unwrap ((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep ,2) , ’
k’);
204 title (’temporal phase of the second mode , unwrapped ’);
205 xlabel (’t’);
206 xlim([1 24.5]) ;
207
208 % %% 12. Computation of modes energy and angular frequencies
209 % modes_considered = 3;
210 % modes_energy = zeros (modes_considered , 1);
211 % freq = zeros (modes_considered , 1);
212 %
213 % for j = 1: modes_considered
214 % modes_energy(j) = D(j)/sum (D);
215 % for t = 1:nt -1
216 % derivative (t) = (temp_phase_unwrap(t+1, j)-temp_phase_unwrap(t, j
))/TimeStep ;
217 % end




221 % plot only phases
222 figure (5) ;
223 subplot (3, 2, 1);
224 plot(s, spatial_phase_unwrap (:,1) , ’-k’);
225 xlabel (’s’);
226 ylabel (’theta1 ’);
227 subplot (3,2,2);
228 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep ,




231 xlim([1 22.8]) ;
232
233 subplot (3,2,3);




236 ylabel (’theta2 ’);
237 subplot (3,2,4);
238 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep ,




241 xlim([1 22.8]) ;
242 ylim([-3 1]) ;
243
244 subplot (3,2,5);
245 plot(s, spatial_phase_unwrap (:,3) , ’-k’);
246 xlabel (’s’);
247 ylabel (’theta3 ’);
248 xlim([0 1]);
249 subplot (3,2,6);
250 plot (((1/ TimeStep ):( TotalTime -startCheck -1)/TimeStep )*TimeStep ,




253 xlim([1 22.8]) ;
254
255 %% Linear regression over each mode
256 % angular frequency is given by p_time (1, nb mode)
257 % spatial phase is given by p_space (1, nb mode)
258 % phase speed is given by p_time (1, nb mode)/p_space (1, nb mode)
259 p_space (:,1) = polyfit (s, spatial_phase_unwrap (:,1) , 1);
260 p_time (:, 1) = polyfit (((1/ TimeStep ):( TotalTime -startCheck -1) /TimeStep )*
TimeStep , temp_phase_unwrap ((1/ TimeStep ):( TotalTime -startCheck -1) /
TimeStep ,1) ’, 1);
261 p_space (:,2) = polyfit (s, spatial_phase_unwrap (:,2) , 1);
262 p_time (:, 2) = polyfit (((1/ TimeStep ):( TotalTime -startCheck -1) /TimeStep )*
TimeStep , temp_phase_unwrap ((1/ TimeStep ):( TotalTime -startCheck -1) /
TimeStep ,2) ’, 1);
263 p_space (:,3) = polyfit (s, spatial_phase_unwrap (:,3) , 1);
264 p_time (:, 3) = polyfit (((1/ TimeStep ):( TotalTime -startCheck -1) /TimeStep )*
TimeStep , temp_phase_unwrap ((1/ TimeStep ):( TotalTime -startCheck -1) /




266 phase_speed (1) = p_time (1,1)/p_space (1,1) ; % has a physical value only if
the spatial phase is close to linear
267 phase_speed (2) = p_time (1,2)/p_space (1,2) ;
268 phase_speed (3) = p_time (1,3)/p_space (1,3) ;
269
270 fprintf (’Linear regression analysis : \n’);
271 fprintf (’Mode 1: \n \t frequency : %d \n \t wavenumber : %d \n \t phase
speed : %d \n’, p_time (1,1) , p_space (1,1) , p_time (1,1) /p_space (1,1));
272 fprintf (’Mode 2: \n \t frequency : %d \n \t wavenumber : %d \n \t phase
speed : %d \n’, p_time (1,2) , p_space (1,2) , p_time (1,2) /p_space (1,2));
273 fprintf (’Mode 3: \n \t frequency : %d \n \t wavenumber : %d \n \t phase
speed : %d \n’, p_time (1,3) , p_space (1,3) , p_time (1,3) /p_space (1,3));
274
275 %% Analysis of the wavenumber between two specific curvilinear abscissas
276 s1_min = 0;
277 s2_min = 0;
278 s3_min = 0.06;
279 s1_max = 0.75;
280 s2_max = 1;
281 s3_max = 0.7;
282 ds = s(2) - s(1) ; % is a cst
283
284 ns = length (Nodes ) - skip_begin - skip_end ;
285 s1_in = floor(s1_min *ns);
286 s2_in = floor(s2_min *ns);
287 s3_in = floor(s3_min *ns);
288 s1_out = floor (s1_max *ns);
289 s2_out = floor (s2_max *ns);
290 s3_out = floor (s3_max *ns);
291
292 % compute a vector of derivatives
293 deriv1 ((1+ s1_in ):(s1_out -1) ) = ( spatial_phase_unwrap ((2+ s1_in ):( s1_out ) ,1)
- spatial_phase_unwrap ((1+ s1_in ):(s1_out -1) ,1))/ds;
294 deriv2 ((1+ s2_in ):(s2_out -1) ) = ( spatial_phase_unwrap ((2+ s2_in ):( s2_out ) ,2)
- spatial_phase_unwrap ((1+ s2_in ):(s2_out -1) ,2))/ds;
295 deriv3 ((1+ s3_in ):(s3_out -1) ) = ( spatial_phase_unwrap ((2+ s3_in ):( s3_out ) ,3)




297 k_1 = mean(deriv1 );
298 k_2 = mean(deriv2 );
299 k_3 = mean(deriv3 );
300
301 %------------- END OF CODE --------------
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A.1.2 Space-Time Power Spectrum for the orientation angle
1 % STPS_orientation - Computes the space -time power spectrum of the
orientation field from flexfem
2 %
3 % Other m-files required : none
4 % Subfunctions: none
5 % MAT -files required : DataEta files from flexfem
6 %
7
8 % Author : Thibaut Francis Bourlet
9 % National University of Singapore
10 % email: thibaut .bourlet@nus .edu .sg
11 % January 2015; Last revision : 10- January -2015
12
13 %------------- BEGIN CODE --------------
14
15 %% STPS of the orientation angle
16
17 clear ; close all ; clc ;
18
19 filename = ’DataEta ’;
20 FileStep = 0.05;
21 TimeStep = 0.01;
22 dataSize = 5;
23 TotalTime = 50;
24 startCheck = 40;
25 cpt = 0;
26 pt_thk = 0.01;
27
28 load(’SolverInputs.mat ’,’ElemS ’);
29 Nodes = find(abs (ElemS .dof (:,2)) <1e-8 & ElemS.dof (:,1) >= 0 & ElemS .dof
(:,1) <= 1);
30 abs = ElemS .dof (Nodes ,1) ;
31 abs_ordered = sort(abs );
32 clear abs ;
33
34 % now check for each abcissa what is its node number
35 for i = 1: size(Nodes , 1)
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39 ns = size(Nodes2 , 2);
40 starttime = 1 + ceil(startCheck /FileStep );
41 endtime = ceil(TotalTime /FileStep );
42
43 for t = starttime :endtime
44 Filename = [filename num2str (t) ’.mat ’];
45 load(Filename );
46 dispx1 = DataEta (Nodes2 , 1, :);
47 dispy1 = DataEta (Nodes2 , 2, :);
48 time = (TimeStep *(1: dataSize )’)+dataSize *TimeStep *(t-1) ;
49 curvAbs = ElemS .dof (Nodes2 ,1) ;
50 for tmp = 1: dataSize
51 cpt = cpt + 1;
52 dispx(:, :, cpt ) = [curvAbs dispx1 (:,1, tmp )];






59 time = (startCheck +TimeStep ):TimeStep :TotalTime ;
60 nt = cpt ;
61
62 % Compute tangents at curvilinear abcissa
63 for i = 1:( ns -1)
64 tangent (1, :, i) = dispx (i+1,1,:) - dispx(i,1,:);
65 tangent (2, :, i) = dispy (i+1,2,:) - dispy(i,2,:);
66 for t = 1:nt
67 normTangent (t,i) = norm ([tangent (1,t,i) tangent (2,t,i)]);
68 tangent (:,t,i) = tangent (:,t,i)/normTangent (t,i);
69 end
70 end
71 clear dispx ; clear dispy;
72 clear dispx1 ; clear dispy1 ;




75 % Compute the scalar product and deduce theta (radians )
76 theta = zeros(ns-1, nt);
77 for i = 1:( ns -1)
78 for t = 1:nt





83 % % Compute temporal mean corrected snapshots : u’ = u - <u>( time average )
at all
84 % % locations
85 % pressMean = mean(theta(:, :) ,2);
86 % %tmp = std (theta ,0,2) ;
87 % for t = 1: size(theta ,2)
88 % theta (:, t) = theta (:, t) - pressMean ;%) ./tmp ;
89 % end
90
91 fs_time = 1/ TimeStep ;
92 fs_space = (size(theta ,1) -1);%/(1/ size(theta ,1) );
93
94 %% Increasing space axis power spectrum (k>0)
95 % space -time to space -frequency
96 NFFT_time = 2^( nextpow2 (size(theta ,2))+2) ;
97 tmp_xw = fft (theta , NFFT_time , 2);
98 xwDataUp = tmp_xw (:, 1: NFFT_time /2+1);
99 fUp = fs_time /2* linspace (0,1, NFFT_time /2+1);
100
101 % space -frequency to wavenumber -frequency
102 NFFT_space = 2^( nextpow2 (size(theta ,1) )+2);
103 tmp_kw = ifft(xwDataUp , NFFT_space , 1);
104 kwDataUp = tmp_kw (1: NFFT_space /2+1, :);
105 kxUp = fs_space /2* linspace (0,1, NFFT_space /2+1);
106
107 % computing the power spectrum for k > 0
108 relPowerUp = conj(kwDataUp ).* kwDataUp ;
109
110 %% Decreasing space axis power spectrum (k<0)
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111 thetaF = flipud (theta );
112
113 % space -time to space -frequency
114 %NFFT_time = 2^ nextpow2 (size(theta ,2) );
115 tmp_xw = fft (thetaF , NFFT_time , 2);
116 xwDataDown = tmp_xw (:, 1: NFFT_time /2+1);
117 fDown = fs_time /2* linspace (0,1, NFFT_time /2+1);
118
119 % space -frequency to wavenumber -frequency
120 %NFFT_space = 2^( nextpow2 (size(thetaF ,1) )+2) ;
121 tmp_kw = ifft(xwDataDown , NFFT_space , 1);
122 kwDataDown = tmp_kw (1: NFFT_space /2+1, :);
123 kxDown = fs_space /2* linspace (0,1, NFFT_space /2+1);
124
125 % computing the power spectrum for k < 0
126 relPowerDown = conj(kwDataDown ).* kwDataDown ;
127
128 % normalize power spectra
129 relPowerUp = relPowerUp /(sum (sum (conj(kwDataDown ).* kwDataDown )) + sum (sum (
conj(kwDataUp ).* kwDataUp )));
130 relPowerDown = relPowerDown/(sum (sum (conj(kwDataDown ).* kwDataDown )) + sum (
sum (conj(kwDataUp ).* kwDataUp )));
131
132 %% plotting
133 % positive wavenumbers
134 [KXUP ,OMEGAUP ] = meshgrid (2* pi*kxUp , 2*pi*fUp );
135 figure (1) ;
136 contour (KXUP/pi , OMEGAUP /pi,relPowerUp ’);
137 xlabel (’k/pi’); ylabel (’omega /pi’); title (’positive wavenumbers ’);
138
139 % negative wavenumbers
140 [KXDOWN ,OMEGADOWN ] = meshgrid (2* pi*kxDown , 2*pi*fDown );
141 figure (2) ;
142 contour (KXDOWN /pi , OMEGADOWN /pi ,relPowerDown ’);
143 xlabel (’k/pi’); ylabel (’omega /pi’); title (’negative wavenumbers ’);
144
145 % negative and positive wavenumbers
146 fig3 = figure (3) ;
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147 [KX ,OMEGA ] = meshgrid (2* pi*[- fliplr (kxDown ) kxUp(2: end )], 2*pi*fUp ); %
since fUp = fDown
148 [c,h] = contour (KX/pi, OMEGA /pi , [flipud (relPowerDown); relPowerUp (2: end
,:) ]’, 15);
149 axis([-11 7 1.5 2.2]) ;
150 colormap (gray); colorbar ;
151 xlabel (’k/pi’); ylabel (’omega /pi’);
152 set (fig3 , ’units ’, ’inches ’, ’position ’, [1 1 7 2.7]) ;
153
154 % frequency -power spectrum for several wavenumbers
155 figure (4) ; hold on;
156 plot([- fliplr (2* pi*fDown/pi) 2*pi*fUp (2: end )/pi], [fliplr (relPowerDown
(1:257 ,:)) relPowerUp (1:257 , 2:end )]);
157 hold off ;
158
159 %------------- END OF CODE --------------
99
