We consider a general piecewise deterministic Markov process (PDMP) X = {X t } t 0 with measure-valued generator A, for which the conditional distribution function of the inter-occurrence time is not necessarily absolutely continuous. A general form of the exponential martingales is presented as
Introduction
The aim of this paper is to give a detail account of change of probability measure technique for general piecewise deterministic Markov processes based on the measure-valued generator theory proposed by Liu et al. [14] .
✩ This work was supported by National Natural Science Foundation of China (11471218) and Hebei Higher School Science and Technology Research Projects (ZD20131017)Piecewise deterministic Markov processes (PDMPs) are introduced by Davis [5, 6] . Jacod and Skorokhod [10] and Liu et al. [14] generalize the concept of PDMPs in the same way. Roughly speaking, a strong Markov process with natural filtration of discrete type is called a general PDMP. Starting from a state x, the motion of the process X follows a deterministic path of a semi-dynamic system (SDS) φ, i.e., X t = φ x (t), until the first random jump time τ 1 . The post-jump location X τ 1 is selected by a transition kernel q, and the motion of the process restarts from this new state X τ 1 . In [6] , the path of φ is supposed to be absolutely continuous with respect to time. This assumption is relaxed in [14] . It is only assumed to be right-continuous. In [6] , the first random jump occurs either at a random time with a Poisson-like jump rate λ(φ x (t)) or when the SDS φ x (t) hits the boundary of the state space. While, for a general PDMP, the tail distribution function of the first random jump time τ 1 is supposed to be general with memorylessness along the path of φ. In this way, these two kinds of random jumps can be dealt with in a unified framework. And it makes the model more general to cover a larger range of entities. A general PDMP is uniquely determined by the three characteristics φ, F and q, so (φ, F, q) is called the characteristic triple of the process. In [14] the authors introduce a new concept of generator called measure-valued generator for the general PDMPs. A measure-valued generator A is a mapping from a measurable function f to an additive function Af (x, t) of the SDS φ. The domain of generator is extended from the absolutely path-continuous functions to the locally path-finite variation functions.
Exponential change of measure is a useful technique applied in many areas, and has been studied extensively. Itô and Watanabe [9] , Kunita [12, 13] and Palmowski and Rolski [16] discuss change of measure for general classes of Markov processes. A discussion for Lévy processes can be found in Sato [18, Section 33]. Cheridito et al. [3] discuss this topic for jump-diffusion processes. Especially, Palmowski and Rolski [16] present a detail account of change of probability measure technique for càdlàg Markov processes including the PDMPs in Davis' sense. This technique is widely used for ruin probability ( [8] ), large deviation ( [4] ), derivative pricing ( [1] , [2] , [11] , [19, 20] ). In [16] , the exponential martingale used as the likelihood ratio process for change of probability measure is expressed in terms of the extended generatorÂ as
However, this expression is not suitable for general PDMPs, and the function f is limited in the domain of the extended generator. We generalize this result for general PDMPs by describing this exponential martingale in terms of measure-valued generator, i.e.,
where the operator L is defined as (2.8) and Sexp is the Stieltjes exponential (see (3.2) and Remark 3.1 for the details). The structure of this paper is organized as follows. In Section 2, we recall some results of [14] , including the notations and some basic properties of general PDMPs and the concept of the measure-valued generators for this kind of processes. Inspired by [16] , we present the expression of exponential martingale for a general PDMP in Section 3. This expression is described in terms of the measure-valued generator. Moreover, in some special cases of PDMPs, this one degenerates into the form of (1.1). And Corollary 3.4 shows us that (1.1) is suitable for PDMPs not only in Davis' sense. In Section 5, using the exponential martingale as the likelihood ratio process, we give the detail account of exponential change of measure technique for general PDMPs. We show that a general PDMP remains a general PDMP under the new probability measure, and we find its new characteristic triple (see Theorem 4.1). The new measure-valued generator and its domain are given in Theorem 4.2. And this new measure-valued generator can also be rewritten in terms of the old one or using the opérateur carré du champ (see Corollary 4.3).
Preliminary

Definition of a general PDMP
Let (E, E) be a Borel space. We consider an E-valued general PDMP X = {X t } 0 t<τ with life time τ defined on (Ω, F , P). The jump times are a sequence of stopping times {τ n } n 0 satisfying that
where θ t is a shift operator.
The process starts from x ∈ E and follows the semi-dynamic system (SDS) φ until the first jump time τ 1 , i.e., X t = φ x (t) for t < τ 1 , where φ satisfies that φ x (0) = x, φ x (s + t) = φ φx(s) (t), (2.1) and that φ x (·) is càdlàg for all x ∈ E. The first jump time τ 1 has the conditional tail distribution function F defined by
which is called the conditional survival function. The location of the process at the jump time τ 1 is selected by the transition kernel q defined by
And then the process restarts from this new state X τ 1 as before. Thus the process can be expressed as
and
Note that, for a general PDMP X, the conditional survival function F and the transition kernel q satisfy that
for all s, t ∈ R + such that s + t ∈ I x .
For convenience, we extend the state space by adding an isolated point ∆ to E. The SDS φ is also extended by
and denoteĒ = E ∪ ∂ + E. For any x ∈ E,
the subset ofĒ, is called a trajectory of SDS φ.
For an SDS, different trajectories starting from different states may join together at some states. A state x ∈ E is called a confluent state of SDS φ if for any small s > 0 there exist two distinguishable states
Additive functionals and measure-valued generator
To study the properties of general PDMPs, Liu et al. [14] introduce the so-called additive functionals of an SDS. Definition 2.1. Let φ be an SDS. A measurable function a : E × R + → R such that a(x, ·) is càdlàg for each x ∈ E is called an additive functional of the SDS φ if for any x ∈ E, s, t ∈ R + and s + t ∈ I x ,
An additive functional a is called to have locally finite variation if a(x, ·) has locally finite variation on I x for all x ∈ E, i.e.,
The space of all the additive functionals of the SDS φ is denoted by A φ . And denote by A loc φ , the space of all the additive functionals of the SDS φ with locally finite variation.
The Lebesgue decomposition of an additive functional of the SDS φ is given in [14] as follow. Denote
which consists all the jumping states of a(x, ·) for each x ∈ E. Theorem 2.2. Let a ∈ A loc φ . Assume that J a contains no confluent state. Then, for any x ∈ E, there exist measurable functions X a and ∆a with t 0 X a(φ x (s)) ds < ∞ and
such that a(x, ·) has the Lebesgue decomposition
where
and a sc (x, ·) is the singularly continuous part of a(x, ·). Moreover, the three terms on the right side of (2.7) are all additive functionals of SDS φ.
The function Λ defined by
is called the conditional hazard function. It follows from (2.3) that Λ is an additive functional of the SDS φ. Λ and F are uniquely determined by each other. By Theorem 2.2, Λ has the Lebesgue decomposition
for x ∈ E, t ∈ I x . Here we denote λ = X Λ. The transition kernel can be simplified in some circumstance. [14] proves the following lemma.
Lemma 2.3. There exists a measurable function
Throughout this paper, we assume that J Λ contains no confluent state. Thus, (φ, Λ, Q) is also referred as the characteristic triple of the general PDMP X.
For
According to [14] , L(a) is a predictable additive functional of the general PDMP X. Throughout this paper we denote the space of measurable functions f : E → R by M(Ē), and add a subscript b to denote to restriction to bounded functions. For a general PDMP X, Liu et al. [14] presents a new form of generator called the measure-valued generator A such that Af ∈ A φ . Notice that Af (x, ·) is a signed measure on I x for any fixed x ∈ E. That is why we call it 'measure-valued'. D(A) denotes the domain of the measure-valued generator A which consists all the functions f ∈ M(Ē) satisfying:
(i) f is of locally path-finite-variation, i.e., f (φ x (·)) is of finite variation on any closed subinterval of I x for any x ∈ E; (ii) for any x ∈ E, t ∈ I x we have
is a P-local martingale prior to τ for f ∈ D(A). Especially, if
is the additive functional of the SDS φ induced by function f . Since Df and Λ are both additive functionals of the SDS φ, following Theorem 2.2, we have the Lebesgue decomposition of Af ,
for x ∈ E, t ∈ I x , where
Here we simply denote X f = X Df and ∆f = ∆Df . And denote
Exponential martingale
Consider a regular general PDMP X = {X t } t 0 defined on a probability space (Ω, F , P). Define an auxiliary process
Obviously, X − t = X t if t = τ n , n = 1, 2, . . . In other words, X − modifies the values of X only at random jumping times. And it is easy to check that X − is a predictable process.
For a linear operator A : M(Ē) → A φ and each strictly positive function f ∈ M(Ē), we define a process
where A c f = A ac f + A sc f . And M f can also be written as
If, for some function h, the process M h is a martingale, then it is said to be an exponential martingale. In this case, we call h a good function. (1 + A s − A s− ), t 0, which is also called the stochastic exponential or Doléans-Dade exponential (see [17] ). In this sense, (3.2) is equivalent to
This is why we still call it an exponential martingale when it is a martingale.
Af (x, ds) < ∞,
Moreover, for a measure-valued generator A, we let
Thus, M f defined as (3.2) makes sense for f ∈ M * (A). The following lemma is an extension of [7 Proof. Assume that the process U f is a local martingale. For f ∈ M * (A), denote
Thus we have
By the formula of integration by parts,
Hence the process M f is a local martingale. Now, assume that M f is a local martingale. We also have
Thus U f is a local martingale. This completes the proof. Now let A be the measure-valued generator of the general PDMP X with the domain D(A). With the terminology in [14] , we give the different forms of the exponential martingale M f and its domain.
if and only if f is path-continuous, that is, f (φ x (·)) is continuous on
Proof. X is quasi-Hunt, which means that ∆Λ = 0. Comparing (3.2) with (3.3), we have
= 1 for all t 0, which means ∆Af = 0. Then, following from the Lebesgue decomposition of (2.12), we get ∆f = 0, i.e., f is path-continuous.
Conversely, the path-continuity of f means ∆f = 0. Following from the Lebesgue decomposition of the measure-valued generator (2.12), we have ∆Af = 0. Thus (3.2) and (3.3) are the same in this situation.
Corollary 3.4. For a general PDMP X, let f ∈ D * (A). If any one of the following conditions holds:
(i) A sc f = A pd f = 0; (ii) X is quasi-Itô,
and f is absolutely path-continuous;
for all t 0. Thus we get (3.4).
(ii) X is quasi-Itô, which is equivalent to that Λ = Λ ac . If f is absolutely path-continuous, then
(iii) Following the condition, we have Λ sc = 0 and
For an absolutely path-continuous function f with f (x) = E f (y)Q(x, dy) for x ∈ Γ, we have D sc f = D pd f = 0. Then, it follows from the Lebesgue decomposition of Af that A sc f = A pd f = 0.
Note that the condition (iii) is the case of PDMPs in the sense of [6] . And the condition (ii) and (iii) are both special cases of (i).
Corollary 3.5. For a quasi-step PDMP
if and only if f is a path-step function.
Proof. For a quasi-step PDMP X, Λ = Λ pd . If (3.5) holds, we have
= 0 for all t 0, which means A ac f = A sc f = 0. Then, following from the Lebesgue decomposition of Af , we have D ac f = D sc f = 0, that is, f is a path-step function. Conversely, if f is a path-step function, then we get A ac f = A sc f = 0 for a quasi-step PDMP X. Hence, the proof is completed. 
, then h is a good function. Let k(x) denote the number of discontinuous points of function Ah(x, ·) on I x , and K = max x∈E k(x) < ∞. Following the conditions B − = inf x∈Ē b(x) > −1 and B + = sup x∈Ē b(x) < ∞, we have
Proof. First we need to show that h ∈ M * (A). By Lemma 3.2, we know that
Thus,
for all t ∈ I x , x ∈ E. Furthermore,
Change of measure
Consider the general PDMP X from Section 3. Throughout this section h ∈ D * (A) is a good function. Define a family of probability measures {P t } t 0 by dP
And the standard set-up is satisfied, that is, there exists a unique probability measureP such thatP t =P |Ft .
Theorem 4.1. Let X = {X t } t 0 be a general PDMP on (Ω, F , P) with measure-valued generator (A, D(A)). We define a new probability measurẽ P by (4.1). Then on the new probability space (Ω, F ,P), the process X is a general PDMP with the the unchanged SDS φ and the following conditional hazard function and transition kernel
for x ∈ E, t ∈ I x , where Qh(x) = E h(y)Q(x, dy) for x ∈Ē.
Proof. By [15, Lemma 8.6 .2] we get, for any F -stopping time T and t > 0,
Thus, the process X has the strong Markov property on (Ω, F ,P). Now we denote
for x ∈ E, t ∈ I x . By (4.1), on (Ω, F ,P), we have the following conditional survival function and transition kernel for {(τ n , X τn )} n 0
For any x ∈ E, t ∈ I x ,
Ah(x, dt).
Then, by the formula of integration by parts, we have
The theorem is proved.
By (4.2), we notice thatΛ(x, ·) is absolutely continuous with respect to Λ(x, ·). Thus, we have JΛ = J Λ . Theorem 4.2. Let X = {X t } t 0 be a general PDMP on (Ω, F , P) with measure-valued generator (A, D(A)). Probability measureP is defined by (4.1). Then on the new probability space (Ω, F ,P), the measure-valued generator of X is
Q(φ x (t), dy) (4.4) with the domain D(Ã) which contains all the functions f ∈ M(Ē) with locally path-finite-variation such that for any x ∈ E and t ∈ I x ,
Proof. By the form of the measure-valued generator and its domain, following from Theorem 4.1, the conclusion can be get directly. 6) or using the opérateur carré du champ
where f, h A is also an additive functional of the SDS φ defined by
and [Af (x, t), Ah(x, t)] t = 0<s t ∆Af (φ x (s)) ∆Ah(φ x (s)).
Proof. Let g ∈ A φ defined by g(x, dt) = Af (x, dt) + f, h A (x, dt) h(φ x (t−)) + ∆Ah(φ x (t)) for x ∈ E, t ∈ I x . Notice that, by the formula of integration by parts d[Af (x, t), Ah(x, t)] t =d Af (x, t)Ah(x, t) − Af (x, t−)Ah(x, dt) − Ah(x, t−)Af (x, dt).
Thus g(x, dt) = 1 h(φ x (t−)) + ∆Ah(φ x (t)) ∆Ah(φ x (t))Af (x, dt) + A(f h)(x, dt) − f (φ x (t−))Ah(x, dt) − d Af (x, t)Ah(x, t)
+ Af (x, t−)Ah(x, dt) + Ah(x, t−)Af (x, dt) = 1 h(φ x (t−)) + ∆Ah(φ x (t))
A(f h)(x, dt) − f (φ x (t−))Ah(x, dt)
− d Af (x, t)Ah(x, t) + Af (x, t−)Ah(x, dt) + Ah(x, t)Af (x, dt) = A(f h)(x, dt) − f (φ x (t−))Ah(x, dt) h(φ x (t−)) + ∆Ah(φ x (t)) .
Furthermore, note that f (φ x (t−))Ah(x, dt) =d f (φ x (t))Ah(x, t) − Ah(x, t)df (φ x (t)) =d f (φ x (t))Ah(x, t) − Ah(x, t−)df (φ x (t)) − ∆Ah(φ x (t))df (φ x (t)) =f (φ x (t))Ah(x, dt) − ∆Ah(φ x (t))Df (x, dt), then A(f h)(x, dt) − f (φ x (t−))Ah(x, dt) =D(f h)(x, dt) + Λ(x, dt) E f (y)h(y)Q(φ x (t)dy) − f (φ x (t))h(φ x (t)) − f (φ x (t)) Dh(x, dt) + Λ(x, dt) Qh(φ x (t)) − h(φ x (t))
− ∆Ah(φ x (t))Df (x, dt) =D(f h)(x, dt) − f (φ x (t))Dh(x, dt) − ∆Ah(φ x (t))Df (x, dt) + Λ(x, dt) E f (y)h(y)Q(φ x (t)dy) − f (φ x (t−))Qh(φ x (t)) =h(φ x (t−))Df (x, dt) − ∆Ah(φ x (t))Df (x, dt) + Λ(x, dt) E f (y) − f (φ x (t)) h(y)Q(φ x (t), dy).
Thus we have g =Ãf , which completes the proof. h −1 (φ x (t−)) = − Ah(x, dt) h(φ x (t−)) + ∆Ah(φ x (t))
.
,
h −1 (φ x (t−)) = h(φ x (t−)) h(φ x (t−)) + ∆Ah(φ x (t))
Hence, we getM
