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Abstract
We propose a new topic modeling procedure
that takes advantage of the fact that the
Latent Dirichlet Allocation (LDA) log like-
lihood function is asymptotically equivalent
to the logarithm of the volume of the topic
simplex. This allows topic modeling to be
reformulated as finding the probability sim-
plex that minimizes its volume and encloses
the documents that are represented as dis-
tributions over words. A convex relaxation
of the minimum volume topic model opti-
mization is proposed, and it is shown that
the relaxed problem has the same global
minimum as the original problem under
the separability assumption and the suffi-
ciently scattered assumption introduced by
Arora et al. (2013) and Huang et al. (2016).
A locally convergent alternating direction
method of multipliers (ADMM) approach is
introduced for solving the relaxed minimum
volume problem. Numerical experiments
illustrate the benefits of our approach in
terms of computation time and topic recov-
ery performance.
1 Introduction
Since the introduction by Blei et al. (2003) and
Pritchard et al. (2000), the Latent Dirichlet Allo-
cation (LDA) model has remained an important tool
to explore and organize large corpora of texts and
images. The goal of topic modeling can be summa-
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rized as finding a set of topics that summarizes the
observed corpora, where each document is a combi-
nation of topics lying on the topic simplex.
There are many extensions of LDA, including a non-
parametric extension based on the Dirichlet pro-
cess called Hierarchical Dirichlet Process (Teh et al.,
2005), a correlated topic extension based on the lo-
gistic normal prior on the topic proportions (Lafferty
and Blei, 2006), and a time-varying topic model-
ing extension (Blei and Lafferty, 2006). There are
two main approaches for estimation of the param-
eters of probabilistic topic models: the variational
approximation popularized by Blei et al. (2003) and
the sampling based approach studied by Pritchard
et al. (2000). These inference algorithms either ap-
proximate or sample from the posterior distributions
of the latent variable representing the topic labels.
Therefore, the estimates do not necessarily have a
meaningful geometric interpretation in terms of the
topic simplex - complicating assessment of goodness
of fit to the model. In order to address this problem,
Yurochkin and Nguyen (2016) introduced Geometric
Dirichlet Mean (GDM), a novel geometric approach
to topic modeling. It is based on a geometric loss
function that is surrogate to the LDA’s likelihood and
builds upon a weighted k-means clustering algorithm,
introducing a bias correction. It avoids excessive
redundancy of the latent topic label variables and
thus improves computation speed and learning accu-
racy. This geometric viewpoint was extended to a
nonparametric setting (Yurochkin et al., 2017).
LDA-type models also arise in the hyperspectral un-
mixing problem. Similar to the documents in topic
modeling, hyperspectral image pixels are assumed
to be mixtures of a few spectral signatures, called
endmembers (equivalent to topics). Unmixing pro-
cedures aim to identify the number of endmembers,
their spectral signatures, and their abundances at
each pixel (equivalent to topic proportions). One dif-
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ference between topic modeling and unmixing is that
hyperspectral spectra are not normalized. Nonethe-
less, algorithms for hyperspectral unmixing are sim-
ilar to topic model algorithms, and similar models
have been applied to both problems. Geometric ap-
proaches in the hyperspectral unmixing literature
take advantage of the fact that linearly mixed vec-
tors also lie in a simplex set or in a positive cone.
One of the early geometric approaches to unmixing
was introduced in Nascimento and Dias (2005) and
Bioucas-Dias (2009), which aim to first identify the K-
dimensional subspace of the data and then estimate
the endmembers that minimize the volume of the
simplex spanned by these endmembers. Bioucas-Dias
(2009) estimates the endmembers through minimiz-
ing the log determinant of the endmember matrix,
as the log-determinant is proportional to the volume
of the simplex defined by the endmembers. This
idea of minimizing the simplex volume motivated the
algorithm proposed in this paper for topic model-
ing. In Bioucas-Dias (2009), however, the authors
experience an optimization issue as their formulation
is highly non-convex. It was found that the local
minima of the objective in Bioucas-Dias (2009) may
be unstable.
The topic modeling problem also has similarities to
matrix factorization. In particular, nonnegative ma-
trix factorization, while it does not enforce a sum-to-
one constraint, is directly applicable to topic model-
ing (Deerwester et al., 1990; Xu et al., 2003; Anand-
kumar et al., 2012; Arora et al., 2013; Fu et al.,
2018). Recover KL, recently introduced by Arora
et al. (2013), provides a fast algorithm that identifies
the model under a separability assumption, which
is the assumption that the sample set includes the
vertices of the true topic model (pure endmembers).
As the separabiiltiy assumption is often not satis-
fied in practice, Fu et al. (2018) introduced a weaker
assumption called the sufficiently scattered assump-
tion. We provide a theoretical justification of our
geometric minimum value method under this weaker
assumption.
1.1 Contribution
We propse a new geometric inference method for
LDA that is formulated as minimizing the volume
of the topic simplex. The estimator is shown to be
identifiable under the separability assumption and
the sufficiently scattered assumption. Compared
to Bioucas-Dias (2009), our geometric objective in-
volves log detββT instead of log |detβ|, making our
objective function convex. At the same time, the
log detββT term remains proportional to the volume
enclosed by the topic matrix β and simplifies the
optimization. In particular, we propose a convex
relaxation of the minimization problem whose global
minimization is equivalent to the original problem.
This relaxed objective function is minimized using
an iterative augmented Lagrangian approach, im-
plemented using the alternating direction method
of multipliers (ADMM), that is shown to be locally
convergent.
1.2 Notation
We use the following notations. We are given a
corpus W ∈ DM×V with M documents, K topics,
vocabulary size V and Nm words in document m for
m = 1, · · · ,M . Let Dn×p be the space of n× p row-
stochastic matrices. Then, our goal is to decompose
W as W = θβ, where θ ∈ DM×K is the matrix of
topic proportions, and β ∈ DK×V is the topic-term
matrix. Finally, ∆d represents the d-dimensional
simplex. It is assumed that the documents in the
corpus obey the following generative LDA model.
1. For each topic βi for i = 1, · · · ,K
(a) Draw a topic distribution βi
2. For j-th document w(j) ∈ RV in the corpus W
for j = 1, · · · ,M
(a) Choose the topic proportion θw ∼ Dir(α)
(b) For each word δn in the document w(j)
i. Choose a topic zn ∼Mult(θ)
ii. Choose a word δn ∼ βzn
2 Proposed Approach
We assume that the number K of topics is known
in advance and is much smaller than size of the vo-
cabulary, i.e. K  V . Furthermore, since LDA
models the document as being inside the topic sim-
plex, it is advantageous to represent the documents
in a K-dimensional subspace basis.
Let EK = [e1, · · · , eK ] be a matrix of dimension
V ×K with K orthogonal directions spanning the
document subspace. Specifically, we define EK as
the set of K eigenvectors of the sample covariance
matrix of the documents w(i), i = 1, . . . ,M .
Most of the paper focuses on working with w˜(i) =
w(i)EK ∈ RK , which corresponds to the coordinates
of w(i) in colspan(EK). Note that we can recover the
projected documents in the original V -dimensional
space by
ŵ(i) = w + (w(i) − w)EKETK
= w + (w˜(i) − wEK)ETK ∈ RV
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where w is the sample average of the observed docu-
ments. Therefore,
W = θβ ⇒ (W − θβ)EK = 0
where Θ belongs to the simplex ∆K . This K-
dimensional probability simplex is defined by the
topic distributions, which are the rows of βEK ∈
RK×K . For the rest of the paper, given ω ∈ RV ,
we denote ω˜ as the corresponding coordinates in the
projected subspace and ω̂ as the projected vector in
the original V -dimensional space.
2.1 Topic Estimation
Let γ = (βEK)−1. Then, it follows that θ =
(WEK)γ. We know that βEK is invertible as we
assume that there are K distinct topics, and the
rank of the topic matrix β is K. Then, as noted in
Nascimento and Bioucas-Dias (2012), the likelihood
w.r.t. Θ can be written as
l(θ, β|W ) =
M∑
i=1
p(w(i)|β, α)
=
M∑
i=1
log
(
p(θ(i) = (w(i)EK)γ|β, α) · | det(γ)|
)
=
M∑
i=1
log
(
p(θ(i) = (w(i)EK)γ|β, α)
)
+M log |det(γ)|
(1)
This formulation gives a nice geometric interpreta-
tion.
Geometric Interpretation of log likelihood: As
we increase the number of documents M →∞, the
dominant term is log |det(β)|. That is,
lim
N→∞
arg max
β
l(θ, β|W )
= lim
M→∞
arg max
β˜
M∑
i=1
log p(Wi|θ, β)
≈ arg min
β
log |det(βEK)|
= arg min
γ
− log |det γ|
(2)
Note that log |det(βEK)| is proportional to the vol-
ume enclosed by the row vectors of βEK , i.e. the
topic simplex in the projected subspace. In other
words, the estimated topic matrix β that minimizes
its intrinsic volume is asymptotically equivalent to
the asymptotic form of the log-likelihood (1). This
is the main motivation for our proposal to minimize
the volume of topic simplex.
3 Minimum Volume Topic Modeling
In the remote sensing literature, Nascimento and
Bioucas-Dias (2012) proposed to work with the likeli-
hood (1) by modeling θ as a Dirichlet mixture. How-
ever, their endmembers are spectra and do not nec-
essarily satisfy the sum-to-one constraints on the
endmember matrix; constraints which are fundamen-
tal to topic modeling. These additional constraints
on the endmember complicate the minimization of
(1). The first difficulty arises from the log |detβ|
term, as β is not a symmetric matrix, which makes
the log likelihood (1) non-convex. Due to this non-
convexity issue, Nascimento and Bioucas-Dias (2012)
propose using a second-order approximation to the
log detβ term. Yet, no rigorous justification has been
provided to their approach. In contrast, we propose
using log detββT instead of log |detβ|, prove identi-
fiability under the sufficiently scattered assumption,
and derive an ADMM update.
As we are optimizing (βEK)−1 directly, we use the
notation γ = (βEK)−1 in the sequel. We can then
rewrite the objective (2) as follows
γ̂ = arg min
γ∈RK×K
− log |det(γγT )|
s.t. θ > 0 θ1 = 1 θ = (WEK)γ
β > 0 β1 = 1
(3)
where β = w+ (γ−1−wEK)ETK . The first set of con-
straints corresponds to the sum-to-one and nonnega-
tive constraint on the topic proportions θ = (WEK)γ,
and the second constraint imposes the same condi-
tions on β. Thus, the problem (3) provides an exact
solution to the asymptotic estimation of (1). How-
ever, this is not a convenient formulation of the op-
timization problem, as it involves the constraint on
the inverse of γ. Note that as we assume β ∈ RV in-
trinsically lives in a K-dimensional subspace, there is
a one-to-one mapping between β and γ = (βEK)−1.
Throughout this paper, we will make use of this re-
lationship between β and γ. Here, working with a
geometric interpretation of the second set of con-
straints we propose a relaxed version of (3).
Sum-to-one constraint on β: Combined with
the non-negativity constraint, the sum-to-one con-
straint β1 = 1 forces the rows of β to lie in the
K-dimensional topic simplex within the word sim-
plex. To be specific, β1 = 1 narrows our search
space to be in an affine subspace, which is accom-
plished with a projection of the documents onto this
K-dimensional affine subspace. This projection takes
care of the sum-to-one constraint in the objective
(3).
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Non-negativity constraint on β: We propose re-
laxing the non-negativity constraint to the following
σmin(γ) ≥ R−1
where σmin(γ) is the minimum singular value of γ. As
illustrated in Figure 1, this is interpreted as replacing
the non-negativity constraint on the elements of the
matrix β with a radius R ball constraint on the rows
of the matrix β. As noted before, there is a mapping
between γ and β through β = w + (γ−1 − wEK)ETK .
Thus, if γt is the current iterate of an iterative opti-
mization algorithm, to be specified below, then we
can represent the corresponding i-th topic vector in
the projected space as bti = (γt)−1[i, :] = (βtEK)[i, :].
It follows that
‖bti‖2 =
tr((bti)T bti)λmin(γγT )
λmin(γγT )
≤ tr((b
t
i)T btiγγT )
λmin(γγT )
= tr(b
t
iγ(btiγ)T )
λmin(γγT )
= tr(eie
T
i )
σmin(γ)2
≤ R2
(4)
Then, imposing σmin(γ) ≥ R−1 results in ‖bi‖2 ≤
R. The first inequality in (4) comes from the fact
that λmin(A) tr(B) ≤ tr(AB) ≤ λmax(A) tr(B) for
positive semidefinite matrices A and B. The second
equality in (4) comes from the definition that bi is
the i-th row of (γt)−1
With this spectral relaxation of the non-negativity
constraint, the relaxed version of the problem (3)
becomes
γ̂ = arg min
γ
− log |det(γγT )|
s.t. θ > 0 θ1 = 1 θ = (WEK)γ
σmin(γ) ≥ R−1
(5)
Intuitively, as shown in Figure 1, the optimization
problem (3) and (5) are equivalent to each other
except that the ball relaxation has expanded hthe
solution space beyond the feasible space.
Figure 1: Visualization of the difference between the
feasible space of (3) (blue triangle) and that of (5) (pink
circle).
The blue triangle represents the set of feasible points
for problem (3), and the red circle corresponds to
the solution space in (5).
3.1 Identifiability
Here we establish identifiability of the model ob-
tained by solving problem (5). Identifiability gained
interests in the topic modeling literature (Arora et al.
(2013) and Fu et al. (2018)). We show the identifia-
bility under the sufficiently scattered condition. We
first state the following lemma.
Lemma 3.1. Let γ̂ be a solution to the problem (5).
If rank(W ) = K, we have that γ̂ ∈ Γ, where
Γ = {γ ∈ RK×K : β = w + (γ−1 − wEK)ETK ∈ DK×V
and ∃θ ∈ DM×K s.t. θ = (WEK)γ}
Intuitively, Lemma 3.1 tells us that we cannot have
the solution outside of the blue triangle in Figure 2.
If there was a solution outside of the triangle (Fig-
ure 2a), we could find the projection (Figure 2b) onto
the word simplex (blue triangle) that still satisfies
the constraint yet has a smaller volume, which is a
contradiction.
(a) Simplex βˆ (b) Simplex Proj∆V (βˆ)
Figure 2: Visualization of the proof for Lemma 3.1. The
set Γ corresponds to the blue triangle, which represents
the feasible set of the problem (3). The red circle repre-
sents the feasible set of the relaxed problem (5). Given a
potential solution β̂ for (5), we can always argue that the
projection of β̂, namely Proj∆V (β̂), is a better solution
to (5) as illustrated in Panel 2b.
Proof. We prove this statement by contradiction.
Suppose γ̂ 6∈ Γ. Then, as γ̂ is an optimal solution
to the problem (5), we have that θ = (WEK)γ̂ ∈
DM×K . Furthermore, since W ∈ ∆V and EK is ob-
tained from PCA, we have that ETK1V = 0. Thus, it
follows that
β̂1V = w1V + (γ̂−1 − wEK)ETK1V
= 1K − (γ̂−1 − wEK)0V = 1K
Therefore, the only constraint that γ̂ could possibly
violate is non-negativity of β̂. Let Proj∆V (β̂) be
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the projection of β̂ onto the simplex ∆V and let
γ̂proj = Proj∆V (β̂)EK . Then, γ̂proj ∈ Γ satisfies all
the constraints in the optimization problem (5), but
we also have that
− log(det γ̂projγ̂Tproj) < − log(det γ̂γ̂T )
since the volume of Proj∆V (β̂) is smaller than that of
β̂. This is a contradiction as γ̂ is the optimal solution
to the problem (5). Thus, it follows that γ̂ ∈ Γ.
We now state the sufficiently scattered assumption
from Huang et al. (2016).
Assumption 1: (sufficiently scattered condition
(Huang et al. (2016))) Let cone(β)∗ = {x : βx ≥ 0}
be the polyhedral cone of β and S = {x : ‖x‖2 ≤
1Tx} be the second order cone. Matrix β is called
sufficiently scattered if it satisfies:
1) cone(β)∗ ⊂ S
2) cone(β)∗ ∩ bd(S) = {aek : a ≥ 0, k = 1, · · · ,K},
where bdS denotes the boundary of S.
The sufficiently scattered assumption can be inter-
preted as an assumption that we observe a sufficient
number of documents on the faces of the topic sim-
plex. In real-world topic model applications, such
an assumption is not unreasonable since there are
usually documents in the corpora having sparse rep-
resentations.
Proposition 3.1. Let γ∗ be the optimal solution to
the problem (5) and β∗ = w+(γ−1∗ −wEK)ETK be the
corresponding topic matrix. If the true topic matrix
β is sufficiently scattered and rank(W˜ ) = K, then
β∗ = βΠ, where Π is a permutation matrix.
The proof structure is similar to the one in Huang
et al. (2016), and we include here for completeness.
Proof. Given a corpusW ∈ DM×K , let β ∈ DK×V be
the true topic-word matrix. Suppose rank(W ) = K
and β is sufficiently scattered. Let γ∗ be the solution
to the problem (5). Then, by Lemma 3.1, we have
that γ∗ ∈ Γ. Furthermore, since rank(W ) = K,
we have that rank(β∗) = K as W = θβ∗ where
θ = (WEK)γ∗. It also follows that rank(β) = K
due to the constraint W = θβ. Therefore, |detβ|
and |detβ∗| are strictly positive. In other words, we
cannot have a trivial solution to (5) as the objective is
bounded. As β and β∗ are full row rank, there exists
an invertible matrix Z ∈ RK×K such that β∗ = Zβ.
Also, as γ∗ ∈ Γ, it follows that β∗ = Zβ ≥ 0 and
β∗1V = Zβ1V = 1K
⇒ Z1K = 1K
The inequality constraint Zβ ≥ 0 tells us that rows
of Z are contained in cone(β)∗. As β is sufficiently
scattered, it follows that
Z
[
k, :
] ∈ cone(β)∗ ⊂ S (6)
by the first condition of (A1). Then, by the definition
of the second order cone S, it follows that
|detZ| = |detZT | ≤
K∏
k=1
‖Z[k, : ]‖2
≤
K∏
k=1
Z
[
k, :
]
1 = 1
(7)
The first inequality comes from the Hadamard in-
equality, which states that the equality holds if
and only if the vectors Z
[
k, :
]
’s are orthogonal
to each other. The second inequality holds when
‖Z[k, :]‖2 = Z[k, :]1K ∀k = 1 · · ·K. In other words,
when Z[k, :] ∈ bd(S) ∀k. Then, together with (6), it
follows that
Z[k, :] ∈ cone(β)∗ ∩ bdS
= {λek|λ ≥ 0, k = 1, · · · ,K}
(8)
Thus, it follows that the |detZ| achieves its maxi-
mum at 1, when Z ∈ cone(β)∗∩bdS sums to one and
is an orthogonal matrix, i.e. when Z is a permutation
matrix.
Furthermore, since γ∗ = (β∗EK)−1 =
Z−1(βEK)−1 = Z−1γ, we have that
−det(γ∗γT∗ ) = −det(Z−1γγT (Z−1)T )
= −|detZ−1|det(γγT )|detZ−1|
= −|detZ|−2 det(γγT )
≥ −|det(γγT )|
where the equality holds when |detZ| = 1. In other
words, the minimum is achieved when Z is a per-
mutation matrix. Therefore, our solution γ∗ to the
problem (5) and the corresponding β∗ are equal to
the true topic-word matrix up to permutation.
Assumption 2 (Separability assumption from Arora
et al. (2013)) There exists a set of indices Λ =
{i1, · · · , iK} such that β(Λ, :) = Diag(c), where
c ∈ RK+ .
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The separability assumption, also known as the
anchor-word assumption, states that every topic k
has a unique word wk that only shows up in topic k.
These words are also referred to as the anchor words
as introduced in Arora et al. (2013).
Remark: The identifiability statement in Proposi-
tion 3.1 holds true under the separability assumption
as well, as the sufficiently scattered assumption is a
weaker version of the separability assumption.
3.2 Augmented Lagrangian Formulation
With µ ≥ 0, we work with the following augmented
Lagrangian version of the constrained optimization
problem (5)
γ̂ = arg min
γ
− log |det(γγT )|+ µ‖W˜γ‖h
s.t. γ1K = (W˜T W˜ )−1W˜T1V σmin(γ) ≥ ζ
(9)
where W˜ = WEK , ζ = R−1, and ‖X‖h =∑
i,j max(−Xi,j , 0) is a hinge loss that captures
the non-negativity constraint on θ. Furthermore,
the linear constraint is converted to γ1K =
(W˜T W˜ )−1W˜T1V , which is the same constraint as
W˜γ1K = 1V . For simplicity, we define a =
(W˜T W˜ )−1W˜T1V .
The Lagrangian objective function in (9) can be writ-
ten as
f(γ) =− log |det(γγT )|+ µ‖W˜γ‖h
+ 1(σmin(γ) > ζ) s.t. γ1K = a
(10)
Introducing the auxiliary optimization variables V1 ∈
Rn×k and V2 ∈ Rk×k, we reformulate (5)
γˆ = arg min
γ,V1,V2
{
− log |det γγT |+ µ‖V1‖h+
+ 1(σmin(V2) > ζ)
}
s.t. V1 = W˜γ γ = V2 γ1K = a
(11)
For a penalty parameter ρ > 0 and Lagrange multi-
plier matrix Λ ∈ Rn×k, we consider the augmented
Lagrangian of this problem
L(γ, V1, V2,Λ1,Λ2)
= − log |det γγT |+ µ‖V1‖h + 1(σmin(V2) > ζ)
+ ρ2‖W˜γ − V1‖
2
F + 〈Λ1, W˜ γ − V1〉
+ ρ2‖γ − V2‖
2
F + 〈Λ2, γ − V2〉 s.t. γ1K = a
(12)
This function can be minimized using an iterative
ADMM update scheme on the arguments γ, V1, V2,
Λ1, and Λ2. The update for V1 and V2 can be ac-
complished by standard proximal operators that im-
plement soft-thresholding and a projection. Further-
more, the γ-update can be derived in a closed form
by solving a quadratic equation in its singular values.
The details of the ADMM updates are included in the
supplement. First, consider the γ-subproblem with-
out the linear constraint γ1 = a. Then, as derived
in the supplement, the resulting update equation for
γ is
γ+ = arg min
γ∈Rk×k
{
− log |det γT γ|+ ρ2‖C
1/2(γ −A)‖2F
}
= UD̂WT
(13)
where D̂ is defined in the supplement. Using γ+, we
obtain a closed-form solution to the γ sub-problem
in (12) as follows
γt+1 = γ+ − (γ+1− a)(1TC−11)−11TC−1
This solution to the linear constrained problem can
be easily derived as a stationary point of the convex
function that is minimized in (13). Note that, by
construction, γt+11 = a.
Algorithm 1: Minimum volume topic modeling
Input: W, EK , γ0, ρ > 0, µ > 0
Output: βˆ
Initialize V 02 = γ0, V1 = W˜γ0, Λ01 = 0, Λ02 = 0 ;
Calculate C = I + W˜T W˜ ;
Calculate the projected documents W˜ ;
while not converged do
V t+11 = Prox‖·‖h,µ/ρ
(
ρW˜γt+Λt1
ρ
)
V t+12 = ProjGR
(
ργt+Λt2
ρ
)
γt+1 = γ+ − (γ+1− a)(1TC−11)−11TC−1
where γ+ is defined in (13)
Λt+11 = Λk1 + ρ(W˜γt+1 − V t+11 )
Λt+12 = Λk2 + ρ(γt+1 − V t+12 )
end
In the nonnegative matrix factorization literature,
Liu et al. (2017) used a large-cone penalty that con-
strains either the volume or the pairwise angles of
the simplex vertices. However, this does not impose
a sum-to-one constraint on the topics, and the op-
timization is performed over β. Furthermore, our
formulation has an advantage over the problem in
Liu et al. (2017) as we directly work with the latent
topic proportions θ. This is possible in our formu-
lation as we decoupled β from θ using the ADMM
mechanism.
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3.3 Convergence
The following proposition shows that Algorithm 1
converges to a stationary point of (10).
Proposition 3.2. For any limit point
(γ∗, V ∗1 , V ∗2 ,Λ∗1,Λ∗2) of Algorithm 1, γ∗ is also
a stationary point of (10).
This follows by applying a standard convergence
proof of the ADMM algorithm (Algorithm 1) based
on the KKT condition. The proposition states that
our ADMM formulation converges to a stationary
point. However, while the unconstrained objective
function in (10) is convex, the constraint on the
minimum singular value makes the constrained opti-
mization function non-convex. Thus, our algorithm
is only guaranteed to converge to a stationary point
of (10).
Figure 3 demonstrates the convergence of our algo-
rithm with synthetic data generated from an LDA
model with parameters α = 0.1, η = 0.1, V =
1200,K = 3,M = 1000, and Nm = 1000.
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Figure 3: Experimental runs using Algorithm 1. The data
was simulated from an LDA model with α = 0.1, η =
0.1, V = 1200,K = 3,M = 1000, Nm = 1000. The
algorithm was initialized with γ equal to the identity
matrix. The left panel shows the relative Frobenius error
between the iterates γt and the true γ. The right panel
shows the convergence in terms of the objective values.
4 Performance Comparison
To demonstrate the performance of the proposed
minimum volume topic model (MVTM) estimation
algorithm (Algorithm 1), we generate the LDA data
with the parameters η = 0.1, V = 1200,K = 3,M =
1000, Nm = 1000 with varying α, which is Dirichlet
hyperparameter for the topic proportion θ. For ease
of visualization, the first two dimensions of the pro-
jected documents and the estimated topics are used.
The first scenario (α = 0.1) in Figure 4 shows the
performance of our algorithm is comparable to the
vertex based method GDM (Yurochkin and Nguyen
Figure 4: Visualization of Minimum Volume Topic Mod-
eling (MVTM) with the observed documents in black,
optimization path of MVTM in the gradient of red (dark
red = beginning, light red = end), and the final estimate
in yellow. The ground-truth topic vertices are plotted in
cyan. The Dirichlet parameter for the topic proportion
was set at α = 0.1, and MVTM was initialized at the
identity matrix.
(2016)), when there are plenty of observed documents
around the vertices. While there is no anchor word in
the generated dataset, we observe enough documents
around the vertices. In other words, the separability
assumption is slightly violated. With higher values
of α, however, Figure 5 shows the advantages of our
method, denoted as MVTM. Note that the higher
(a) α = 3 (b) α = 5
Figure 5: Visualization of the proposed MVTM algorithm
with the observed documents in black, optimization path
of MVTM in the gradient of red (dark red = beginning,
light red = end), and the final estimate in yellow under
different values of α. The ground-truth topic vertices are
plotted in cyan, and the final estimate of GDM is plotted
in green for comparison. MVTM was initialized at the
identity matrix.
values of α correspond to the situation where the
sufficiently scattered condition is satisfied, but the
separability condition is violated. Thus, we can see
the vertex based method (GDM) starts to suffer in
the oracle performance. In contrast, with an appro-
priate choice of µ for the hinge loss, our method
recovers the correct topics even for the well mixed
scenario where α = 5. Figure 5b shows that there
is a kink in the optimization path, where MVTM is
finding the right orientation of the true simplex. Fur-
thermore, there is a lack of loops in the optimization
Minimum Volume Topic Modeling
path, illustrating the identifiability of MVTM.
Lastly, we explore the asymptotic behavior by vary-
ing document lengths Nm with M = 1000, K = 5,
V = 1200, η = 0.1, α = 0.1 and 100 held-out docu-
ments. MVTM is all initialized at the identity matrix,
and VEM had 10 restarts as the objective for the
variational method is nonconvex.
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Figure 6: Perplexity of the held-out data and the corre-
sponding time complexity of each method at varying
values of the number words per document Nm with
M = 1000, K = 5, V = 1200, η = 0.1 and α = 0.1
Figure 6 tells us that 1) Gibbs sampling and MVTM
have comparable performance in terms of perplexity,
2) MVTM and VEM both show the computational
advantages over the Gibbs sampling method, and 3)
VEM suffers from the statistical performance due to
the nature of the non-convex objective function of
VEM. Additional simulation results can be found in
the supplement.
4.1 NIPS dataset
To illustrate the performance of MVTM on a real-
world data, we apply our algorithm to NIPS dataset.
We preprocess the raw data using a standard stop
word list and filter the resulting data through a stem-
mer. After preprocessing, words that appeared more
than 25 times across the whole corpus are retained.
Then, we further remove the documents that have
less than 10 words. The final dataset contained 4492
unique words and 1491 documents with mean doc-
ument length of 1187. We compare our algorithm’s
performance to GDM and Gibbs sampling at K=5,
10, 15, and 20. The perplexity score is used to per-
form the comparison in Table 1. The additional time
MVTM GDM RecoverKL Gibbs
K=5 1483 1602 1569 1336
K=10 1387 1441 1507 1192
K=15 1293 1344 1438 1109
K=20 1273 1294 1574 1068
Table 1: Perplexity score of the geometric algorithms and
the Gibbs sampling for analyzing the NIPS dataset. The
proposed algorithm MVTM is performing better than
the vertex methods (GDM and RecoverKL) in terms
of perplexity as it only requires the documents lie on
the face of the topic simplex. GDM provides a similar
performance to MVTM.
comparison and top 10 words of top 10 learned topics
for MVTM, GDM, and Gibbs sampling are provided
in the supplement.
5 Discussion
This paper presents a new estimation procedure for
LDA topic modeling based on the minimization of
the volume of the topic simplex β. Such formula-
tion can be thought of as an asymptotic estimation
to the LDA model. The proposed minimum volume
topic model (MVTM) algorithm differs from moment-
based methods including RecoverKL and the vertex
based method such as the GDM. We proved the iden-
tifiability of MVTM under the sufficiently scattered
assumption introduced in Huang et al. (2016). When
the sufficiently scattered assumption is satisfied and
the separability assumption is violated, MVTM con-
tinues to perform well with an appropriate choice of
the hinge loss parameter.
There are open questions on the statistical conver-
gence of our estimator in terms of the document
length and the number of documents. Such rela-
tionships have been explored in the work of Tang
et al. (2014), and it would be interesting to see if
these could be applied to the proposed MVTM. The
understanding of the statistical behavior of MVTM
will provide us with the theoretical guidance on the
choice the hinge loss parameter. Besides the the-
oretical questions, MVTM also has some potential
modeling extensions. The immediate extension in-
cludes the nonparametric setting, where one would
also estimate the number of topics K.
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Minimum Volume Topic Modeling
A Algorithm Analysis
A.1 ADMM update derivation
For completeness, we derive the ADMM steps of the
problem in (12). Given current iterates V t1 , γt, and
Λt,
V t+11 = arg min
V1∈Rn×k
{
µ‖V1‖h +
ρ
2‖W˜γ
t − V1‖2F
+ 〈Λ1, W˜ γt − V1〉
}
= arg min
V ∈Rn×K
{
µ
ρ
‖V1‖h +
1
2‖V1 −
ρW˜γt + Λt1
ρ
‖2F
}
= Soft-Thresholdµ/ρ
(
ρW˜γt + Λt1
ρ
)
(14)
where we soft-threshold the matrix with the regular-
ization parameter λρ .
V t+12 = arg min
V2∈Rk×k
{ρ
2‖γ
t − V2‖2F + 〈Λ2, γt − V2〉
+ 1(λmin(V2V T2 ) ≥
1
R2
)
}
= arg min
V2∈Rk×k
{1
2‖V2 −
ργt + Λt2
ρ
‖2F
+ 1(σmin(V2) ≥ 1
R
)
}
= ProjGR
(
ργt + Λt2
ρ
)
(15)
where GR = {X ∈ Rn×K |σmin(X) ≥ 1R} and
ProjGR is the projection onto the set GR.
γt+1 = arg min
γ∈Rk×k
{
− log |det γγT |+ ρ2‖W˜γ − V1‖
2
F
+ 〈Λ, W˜ γ − V1〉+ ρ2‖γ − V2‖
2
F
+ 〈Λ2, γ − V2〉
}
s.t. γ1K = a
= arg min
γ∈Rk×k
{
− log |det γγT |+ ρ2‖C
1/2(γ −A)‖2F
}
s.t. γ1K = a
(16)
where we have that
A = C−1BT = UDAV T
B = (V t+11 )T W˜ + (V t+12 )T −
(Λ2)t)T
ρ
− (Λ1)
t)T W˜
ρ
C = I + W˜T W˜
We can derive the update for γt+1, as it is a convex
problem with a linear constraint. First, consider the
(16) without the linear constraint γ1 = a. Then, we
can rewrite the unconstrained γ-subproblem as
γ+ = arg min
γ∈Rk×k
{
− log(det γγT ) + ρ2‖C
1/2(γ −A)‖2F
}
= arg min
γ∈Rk×k
{
− log(det γγT ) + ρ2 tr(γ
TCγ)
− ρ tr(γTCA)
}
= arg min
γ=UDV T
{
− log(det γγT ) + ρ2 tr(γ
TCγ)
− ρ tr(γTCA)
}
= arg min
γ=UDV T
{
− log(detD2) + ρ2 tr(UD
2UTC)
− ρ tr(UDADUTC)
}
= arg min
γ=UDV T
{
−
K∑
i=1
2 log |Dii|+ ρ2 tr(ED
2)− ρ tr(FD)
}
= arg min
γ=UDV T
{
−
K∑
i=1
2 log |Dii|+ ρ2EiiD
2
ii − ρFiiDii
}
where E = UTCU and F = UTCUDA. Then we
can solve the above problem element by element.
Looking at the i-th entry, we can take the derivative
and set it to zero. That is
∂
∂Dii
(
log |Dii|+ ρ2EiiD
2
ii − ρFiiDii
)
= 0
leading to the following quadratic formula
D2ii −
Fii
Eii
Dii − 2
ρEii
= 0
which has the solution
D̂ii =
Fii
Eii
+
√
F 2
ii
E2
ii
+ 8ρEii
2
Then, using these diagonal elements Dˆii, it follows
that
γ+ = arg min
γ∈Rk×k
{
− log(det γγT ) + ρ2‖C
1/2(γ −A)‖2F
}
= UD̂V T
We make the final adjustment to satisfy the linear
constraint. Thus, the γ update is
γ(t+1) = γ+ − (γ+1− a)(1TC−11)−11TC−1
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A.2 Proof of Proposition 3.2
Proof. The first order conditions of the updates in
Algorithm 1 give us
0 ∈ ∂‖·‖h,µ(V t+11 )− ρ(W˜γt − V t+11 )− Λt1
0 ∈ 1GR(V t+12 )− ρ(γt − V t+12 )− Λt2
0 ∈ −2(γt+1)−T + ρW˜T (W˜γt+1 − V t+11 ) + W˜TΛt1+
ρ(γt+1 − V t+12 ) + Λt2 + 1K(νt+1)T s.t. γt+11 = a
(17)
Note that the first order condition for γt+1 is different
as it is a equality constrained convex problem. Also,
by the definitions of Λt+11 and Λt+12
Λt+11 = Λt1 + ρ(W˜γt+1 − V t+11 )
Λt+12 = Λt2 + ρ(γt+1 − V t+12 )
(18)
Then, combining these two sets of equations, we have
that
Λt+11 + ρW˜ (γt − γt+1) ∈ ∂‖·‖h,µ(V t+11 )
Λt+12 + ρ(γt − γt+1) ∈ ∂1GR(V t+12 )
2(γt+1)−T − 1K(νt+1)T = W˜TΛt+11 + Λt+12
1
ρ
(Λt+11 − Λt1) = W˜γt+1 − V t+11
1
ρ
(Λt+12 − Λt2) = γt+1 − V t+12
(19)
Then, let us define (γt, V t1 , V t2 ,Λt1,Λt2)∞t=1 be
a sequence of iterates with a limit point
(γ∗, V ∗1 , V ∗2 ,Λ∗1,Λ∗2). Then, by the last two equations
of (19), we have that W˜γ∗ = W˜V ∗2 = V ∗1 . Therefore,
the first two equations give us that
Λ∗1 ∈ ∂‖·‖h,µ(V ∗1 ) = ∂‖·‖h,µ(W˜γ∗)
Λ∗2 ∈ ∂1GR(V ∗2 ) = ∂1GR(γ∗)
Lastly, using the third equation in (19), it follows
that
2(γ∗)−T − 1K(ν∗)T =
W˜TΛ∗1 + Λ∗2 ∈ ∂‖·‖h,µ(W˜γ∗) + ∂1GR(γ∗)
Noting that the optimality condition for
arg minγ − log |det(γγT )| s.t. γ1 = a is
−2(γ∗)−T + 1K(ν∗)T = 0 and γ∗1 = a
We have that
0 = −2(γ∗)−T + 1K(ν∗)T + 2(γ∗)−T − 1K(ν∗)T
= −2(γ∗)−T + 1K(ν∗)T + W˜TΛ∗1 + Λ∗2 ∈ ∂f(γ∗)
and we have that γ∗1 = a by the formulation of
our update for γt. This shows that γ∗ satisfies the
optimality condition of (10) and thus a stationary
point for f .
B Simulations
We demonstrate the computational benefit as well as
the accuracy of our model in terms of perplexity. The
experiments are based on the simulated data from
the LDA model, and we focus on the comparison to
the variational EM (VEM) and Gibbs sampling to
illustrate the advantages of our method. As part of
the future work, we plan to compare the stochastic
implementation of MVTM with GDM (Yurochkin
and Nguyen, 2016) and the imporved implementa-
tions of the Gibbs sampling presented in Li et al.
(2014) and Yuan et al. (2015) at a much larger scale.
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Figure 7: Perplexity of the held-out data and the cor-
responding time complexity of each method at varying
values of the number of documents M with Nm = 1000,
K = 5, V = 1200, η = 0.1 and α = 0.1
We first look at the behavior of the algorithms
as M increases when Nm = 1000 (Figure 8). At
Nm = 1000, we are working with the setting that is
close to the asymptotic regime, and MVTM has the
computational speed comparable to VEM and the
statistical performance similar to the Gibbs sampling.
In a more challenging case with the shorter docu-
ments at Nm = 100, MVTM continues to perform as
well as the Gibbs sampling with a little additional
computational cost. This performance comparison
would be of interest for the researchers who are work-
ing with shorter documents present in the modern
application. As discussed in Tang et al. (2014) and
Nguyen (2015), the limitation of LDA comes from
the document lengths. Our results show that MVTM
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Figure 8: Perplexity of the held-out data and the cor-
responding time complexity of each method at varying
values of the number of documents M with Nm = 100,
K = 5, V = 1200, η = 0.1 and α = 0.1
do not suffer from the short documents in terms of
statistical performance, when the regularization pa-
rameter µ for the hinge loss is appropriately chosen.
The current batch implementation, however, suffers
from the number of documents present in the dataset,
as it has to soft-threshold every document. This com-
putational limitation, however, can be alleviated by
the stochastic implementation as demonstrated in the
stochastic implementation of the variational method
in Hoffman et al. (2013).
C NIPS dataset Topics
C.1 Computational Time
Figure 9 shows the time complexities of different
algorithms on the NIPS dataset as we increase the
number of topics. Compared to GDM, the proposed
MVTM improvement on performance comes at a
little computational cost. RecoverKL could achieve
similar computational speed if the anchor words are
provided. However, when we include the computa-
tional cost of finding the anchor words, GDM and
MVTM show computational advantages over Recov-
erKL.
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Figure 9: The computational performance of different
algorithms as a function of the number of topics. NIPS
dataset includes 1491 documents and 4492 unique words.
C.2 Top 10 topics
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Topic
1
Topic
2
Topic
3
Topic
4
Topic
5
Topic
6
Topic
7
Topic
8
Topic
9
Topic
10
neuron
input
word
data
im
age
network
m
odel
cell
learning
learning
network
output
speech
set
im
ages
unit
data
visual
algorithm
control
spike
weight
recognition
training
object
neural
param
eter
m
otion
function
m
odel
synaptic
neural
system
error
point
weight
likelihood
direction
problem
system
input
network
training
function
features
hidden
m
ixture
response
action
task
pattern
net
character
vector
graph
training
distribution
orientation
policy
m
ovem
ent
firing
chip
hm
m
m
ethod
representation
output
algorithm
neuron
optim
al
controller
m
odel
layer
speaker
classifier
feature
input
set
m
odel
gradient
m
otor
activity
analog
context
kernel
inform
ation
error
gaussian
frequency
convergence
dynam
ic
neural
bit
network
gaussian
recognition
function
variables
field
step
reinforcem
ent
Table
4:
Top
10
G
D
M
topic
for
N
IPS
dataset
