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Introduction 
MIRANDAL. PAOAND AMYJ. WARNER 
THEIDEA FOR THIS ISSUE of Library Trends, devoted to the topic of 
“The Depreciation of Knowledge,” was originally proposed by the 
Editor, Professor F. W. Lancaster, to the late Manfred Kochen, professor 
at the University of Michigan. After Kochen’s death in 1989, the guest 
editorship was taken over by us, his two colleagues at the University 
of Michigan School of Information and Library Studies. We have 
tried to reflect the original ideas of Lancaster and Kochen in soliciting 
contributions dealing with both practical and theoretical issues of 
knowledge depreciation. 
Kochen had a long and illustrious career and was associated 
with many institutions, among them Harvard University, the U.S. 
Senate, the Library of Congress, IBM, and the University of Michigan. 
In their article, Lancaster, Bushur, and Low trace Kochen’s career 
through a bibliometric analysis of his writings, showing that he 
earned 456 citations between 1956 and 1990. More important than 
the number of citations he earned, however, was the extent of his 
influence both inside and outside the field of library and information 
science. Within information science, he was cited widely in literature 
on theoretical and professional aspects of information science; 
scientometrics and bibliometrics; information-seeking behavior; 
information systems design; and information retrieval. Outside of 
this already very broad area, his work was influential in computer 
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science (including artificial intelligence); political science; 
psychology; education; management science; economics; engineering; 
the health sciences; and even archaeology. 
Thus Kochen was a very interdisciplinary scholar as demonstrated 
by the subject matter of his writings and their influence. I t  is therefore 
appropriate that the authors of the remaining articles in this volume 
come from a diverse set of backgrounds, including economics 
(Mattessich), management (Daniel), information science (Line, 
Wilson, Swanson, Rothenberg), and preservation (Cloonan). To- 
gether, they take on the fundamental themes of this issue, which 
we discuss in the remainder of this introduction. Our goal is to clarify 
the complex term “depreciation of knowledge” and to provide a 
unifying framework through which to view the articles. 
The terms “information” and “knowledge” are fundamental to 
the field of information science, and many definitions have been 
proposed for them over the years. They are abstract and complex 
phenomena, as evidenced by the variety of perspectives to them which 
are put forth in this volume. The most basic distinction between 
them is advanced by Mattessich, who distinguishes information and 
knowledge as “compared to that between raw material or component 
[information], on one side, and a larger system containing this 
component [knowledge], on the other.” Beyond this general 
definition, there are fundamental hfferences among the other authors 
about what the “raw material” and “system” actually consist of. For 
Wilson, knowledge is the active cognitive system of knowledge 
workers, such as information professionals. For Daniel, Line, 
Swanson, and Rothenberg, i t  is the intellectual content of published 
documents. And finally, for Cloonan, i t  is primarily the physical 
documents themselves. 
Another inherent theme in the articles is the notion that 
knowledge has a “life cycle.” The standard view of the life cycle 
of scientific knowledge is that it is analogous to that of a living 
organism. Thus, Cloonan discusses both traditional (paper) and 
electronic media from the standpoint of their creation (birth), sources 
of physical deterioration (life span), and disposal (death), addressing 
a crucial question for preservation managers-“content or format- 
which are we to preserve?” In articles by Line and Rothenberg, the 
central issue taken up is “obsolescence,” or whether or not the 
scientific literature declines in use (usually measured by citation 
frequency) with age. Narin and Olivastro also examine life cycle and 
aging factors but as they specifically pertain to the patent literature; 
they show that citation cycle times vary widely, from five to six years 
in fast moving technological fields, to twelve to fifteen years in slower 
moving areas. Furthermore, they demonstrate that citation frequencies 
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to patents peak at three to five years old, which is similar to findings 
for the scientific periodical literature. 
The notion of a knowledge life cycle is central in the article 
by Swanson, who proposes a view of the growth of scientific 
knowledge which is different from the usual one of a single life as 
i t  grows, becomes increasingly fragmented and specialized, and that 
bringing together previously unconnected but complementary 
literatures may in fact rejuvenate one or more of them and hence 
result in more than one life cycle. 
Inherent in the idea that knowledge deteriorates or becomes 
obsolete is the notion that i t  has an intrinsic “value.” Articles in 
this volume deal with the two ways in which the value of knowledge 
is measured-in terms of currency and quality. Wilson explains that 
the principal asset of subject specialists is their specialized knowledge, 
which must be kept current. However, he notes that there is a price 
to be paid for keeping current, mostly in time expended. Furthermore, 
currency requirements vary tremendously-in terms of extent or size 
(i.e., what is the scope of the subject area); scale (i.e., should one 
be current in all details of the subject area or simply know the major 
issues?); and depth of understanding (shallow or deep). Therefore, 
since the notion of currency is vague, i t  is usually not possible to 
measure the value of individual inputs (e.g., reading an article). 
Daniel explores the value of documents further in her article, 
which describes the quality problems in databases caused by 
documents which contain incorrect information or which are not 
useful because they are too old, duplicate other information, or are 
simply trivial. As with currency, there are several ways to look at 
document quality, including its actual or perceived value or relevance 
to the user and the validity of the information i t  contains. She proposes 
that usage should act as a quality filter in databases, and that 
information professionals should evaluate the intellectual con tent 
of documents for users. 
Finally, the issue of “depreciation” is explored in various ways 
by the contributors to this volume. Mattessich describes i t  in its 
economic sense-a decrease in value because of wear or age, with 
an actual allowance made for this age in accounting practice. He 
further states that, “library materials do contain information and 
knowledge, and since their value usually declines, there seems to 
be justification for depreciating them.” 
The phenomenon in information science which is closest to 
depreciation is obsolescence, or declining use of literature as i t  ages. 
Both Line and Rothenberg cover the complex set of factors which 
must be considered in performing and evaluating research on 
obsolescence. A number of important factors affect results, including 
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the subject area being studied; the document types analyzed (e.g., 
books, periodical articles); size and growth of the literature; time 
period studied; sources used to gather references; users of the materials; 
and uses for which the materials were sought, cited, or used. Given 
that such complex sets of variables exist in any given study, i t  is 
not surprising that results vary from study to study; that results are 
usually not comparable across studies; and that much of the 
obsolescence research is poorly done. 
Line sums up the status of our knowledge in theory and practice 
in stating that the phenomenon of obsolescence is still not proven 
and remains a hypothesis, calling into question the value of these 
studies for library practices such as weeding and collection 
development. 
Taken as a whole, the diverse set of articles in this volume on 
the depreciation of knowledge deals with fundamental and complex 
issues in the field of library and information science. In fact, one 
of the most important points to be made about the contributions 
presented here is that they demonstrate how multifaceted many of 
these phenomena are: knowledge (physical documents, citations, or 
cognitive system); life cycle (one or many for a given knowledge area); 
value (what does i t  mean for a person to be current or for a document 
to be of a given quality?); and depreciation or obsolescence (does 
literature become less valuable-i.e., less used or useful with age, 
and, i f  so, what factors make that happen?). 
Kochen’s Influence Examined Bibliometrically 
F. W. LANCASTER,SUSAN BUSHUR, AND YUEN-MANLow 
ABSTRACT 
EXAMINESTHE INFLUENCE of Manfred Kochen, who was instrumental 
in the early planning of this issue off Library Trends, through a 
review of the various publications that have cited his work. 
INTRODUCTION 
The idea for this issue of Library Trends, dedicated to the memory 
of Manfred Kochen, originated with the journal editor, F. W. Lancaster, 
in 1988. He had known Kochen and his work for many years (by 
reputation since 1963, on a personal basis since the early 1970s), and, 
once the idea for the issue arose, Kochen seemed an obvious choice 
to be editor. Kochen accepted the idea enthusiastically and had gone 
a long way toward planning the content of the issue by the time 
of his tragic death. When Amy Warner and Miranda Pao graciously 
agreed to take over as guest editors, they asked Lancaster to prepare 
a brief biographical tribute to Kochen; thus the present article arose. 
Kochen had a long and illustrious career. Although associated 
most obviously with IBM and the University of Michigan, the diversity 
of his interests took him, for periods of time, to many other 
institutions, including the Euratom project in Italy, Harvard, 
Rockefeller University, the U.S. Senate (as Congressional Fellow), 
and the Library of Congress. Rather than prepare a conventional 
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biography, however, i t  seemed more appropriate to explore the extent 
and diversity of his influence through an analysis of how much his 
work has been cited and in what contexts. 
SUMMARY DATAOF CITATION 
Between 1956 and the end of 1990, Kochen earned 456 citations 
as reflected in the Science Citation Index and in the Social Sciences 
Citation Index. This figure excludes duplicate citations (some appear 
in both citation indexes for the earlier years) but includes self-citation. 
It underestimates the number of cites Kochen receives because it 
considers only works for which he is sole author and those in which 
his name appears in first-author position. While his work has been 
cited consistently over the years, especially since about 1966, he has 
been most heavily cited in the period since 1981. 
As Table 1 reveals, the citations are not concentrated on a few 
items, but are scattered over his entire corpus of writings. Note, 
however, that we have chosen to separate citations to parts of works 
from citations to the complete works. For example, citations to his 
chapter in The Growth of Knowledge are separated from citations 
to the entire volume, which he edited. 
TABLE1 
DISTRIBUTIONOF CITATIONSOVERKOCHENWORKS 
Publication Number of citations 
Principles of Information Retrieval 33 
“Toward a Rational Theory of Decentralization: Some 19 
Implications of a Mathematical Approach.” American 
Political Science Review, 63, 1969, pp. 734-749, (written 
with Karl W. Deutsch) 
Decentralization: Sketches Toward a Rational Theory 16 
(written with Karl W. Deutsch) 
“Experimental Study of ‘Hypothesis Formation’ by 13 
Computer.” Information Theory:  4th London 
Symposium 
“Computers and Comprehension” (The  Growth of 13 
Knowledge) 
The Growth of Knowledge: Readings on Organization 12 
and Retrieval of Information 
“Stability in the Growth of Knowledge.” American 12 
Documentation, 20, 1969, pp. 186-197) 
2 items with 11 citations each 
2 items with 10 citations each 
2 items with 9 citations each 
3 items with 8 citations each 
5 items with 7 citations each 
5 items with 6 citations each 
4 items with 5 citations each 
5 items with 4 citations each 
9 items with 3 citations each 
25 items with 2 citations each 
72 items with 1 citation each 
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Kochen regarded himself as primarily an information scientist 
(in the very broadest sense of that term), and, thus, it is not surprising 
that it is in the literature of information science that his citations 
are most concentrated (see Table 2). Neither Table 1 nor Table 2 
give a real appreciation of the diversity of his work and influence. 
This is revealed more clearly by looking at the various contexts in 
which he has been cited. 
Journal Number of citations 
Annual Reuiew of Information Science and Technology 
Journal of the American Society for Information Science 
Information Processing and Management 
Behavioral Science 
International Journal of Man-Machine Studies 
Journal of Documentation 
Management Science 
American Society for Information Science Proceedings 
Scientometrics 
CONTEXTUALANALYSIS 
This analysis will survey the literature that has cited Kochen's 
work. Not every citation is included; the survey is intended to show 
the range of his influence rather than to be a comprehensive review. 
Epistemology and the Growth of Knowledge 
Because Kochen's contributions to this area are closest to the 
subject of this issue of Library Trends, it seems appropriate to begin 
here. This work has been cited by other literature on epistemology 
and the growth of knowledge (Deutsch, 1968; KrejC, 1971; Blute, 1972; 
Harte, 1977; Stephenson, 1985; Nitecki, 1985), on copyright (Henry, 
1972,1974), memory skills (Fraser, 1985), information science education 
(Harmon, 1976), the dissemination of information (Cosmann, 1977), 
literature obsolescence (Kuch, 1982), citation analysis (Virgo, 1977), 
journal coverage (Sapp, 1989), computational linguistics (Salton, 1968), 
and medical information systems (Swets, 1988). 
Scientometrics and Bibliometrics 
Kochen's research relating to the selection of journals by authors 
and the acceptance and rejection of manuscripts has been cited by 
Juhasz et al. (1975); Narin and Moll (1977); Moll and Narin (1977); 
Lefrere (1981); Vlachq (1981); Cronin (1981); Kaye (1981); Miller and 
Serzan (1984); Gordon (1984); Lindsey, (1988, 1989); and Bakanic et 
al. (1989). Kochen's work on the citation Drocess has been drawn 
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upon by Smith (1981); Bonzi (1982); Noma (1982, 1984); Tomer (1986) 
McCain and Turner (1989); White and McCain (1989); Garfield (1990) 
and Sen (1990). 
He also did significant work on the mapping of scholarly field: 
through conomination analysis. This is discussed in detail by Lenk 
(1983) and is cited in several other contexts: bibliometric distribution: 
(Sichel, 1985), collection management (Bensman, 1985), librar) 
leadership (Gertzog, 1990), and general scientometrics (Szabo, 1985 
Vlachf, 1986). 
Information Science: Theoretical and Professional Aspects 
Kochen's work has frequently been cited in discussions on the 
nature of information and "information science" (Shera & McFarland, 
1969; Foskett, 1970; Harmon, 1971; Barnes & Petrie, 1976; Fussler & 
Kocher, 1977; Shera & Cleveland, 1977; Wellisch, 1981; Boyce & Kraft, 
1985; Cilliers, 1985; Salton, 1985; MariEiC, 1987; Watters, 1989; Van 
Gigch & Le Moigne, 1989; Buckland, 1990), as well as in article2 
dealing with education for information science and other professional 
aspects (Taylor, 1966; Derr, 1983; McGarry, 1983; Lancaster, 1983,1984). 
Information-Seeking Behavior 
In 1983, Kochen authored an article on how clinicians recall 
experiences. Based on a study of seventeen primary care physicians, 
he concluded that, in clinical decisions, they rely more on their own 
direct experience than they do on information from colleagues, 
meetings, or the literature. Later, in 1985, he co-authored a related 
paper on the information needs of clinical researchers. These works 
have been cited in literature relating to information needs and 
information services in the health sciences-Bohannon and Le Veau 
(1986)) Bohannon and Gibson (1986), Bohannon and Larkin (1986), 
and Woolf and Benson (1989). 
Communications Technology 
In his paper, "Technology and Communication in the Future," 
published in 1981, Kochen suggested that technology is applied in 
three stages: (1) to do what we can now do, but to do it cheaper, 
faster, and better; (2) to do things that we cannot now do; and 
(3)to change our life-styles. This paper has been influential in several 
areas: library automation (Lundeen & Davis, 1982; Sandore & Baker, 
1986; Crawford et al., 1987); the future of libraries and of publishing 
(Featheringham, 1981; Braude, 1983; Moran, 1989), and technological 
forecasting (Klopfenstein, 1989). 
Design of Information Systems 
Kochen's articles on directory design for networks of information 
(1971, 1972), referential consulting networks (1970), and switching 
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centers for inquiry referral (1970) have been cited in the literature 
of library and information networks (Olson et al., 1972; Seidman, 
1978), library and information center management (Leimkuhler & 
Billingsley, 1972; Buckland, 1974), bibliographic description (Batten, 
1973; Buckland, 1988), and the design of neighborhood information 
services (Licht, 1976). 
In 1972, Kochen wrote an article on a kind of world brain- 
WISE (a world information synthesis and encyclopedia), a topic dealt 
with further in a book he edited in 1975. This work has been cited 
in writings on the social sciences and social science information 
(Adam, 1975; Ballard et al., 1980; Hogeweg-deHaart, 1984), the 
planning of information services (Aines & Day, 1975), marketing 
research (Deshpande & Zaltman, 1982), interactive computer networks 
(Lederberg, 1978; Lowe, 1985), and the growth of knowledge 
(Umst&ter & Rehm, 1984). Soergel (1977) draws upon Kochen in his 
own work on an automated encyclopedia. 
Other Kochen articles have been cited in literature on the design 
of libraries and information systems: Miller (1967); Zimmerman (1977); 
and Allen (1990). 
Information Retrieval 
The article Kochen published with Tagliacozzo in 1968 on cross- 
referencing in subject catalogs and indexes, has been cited by 
Fairthorne (1969), Kilgour (1969), Richmond (1977), Keen (1977), and 
Ingwersen (1982). Other Kochen works have been cited in theories 
of indexing (Fugmann, 1980, 1985), in articles on automatic indexing 
and related techniques (Lancaster, 1964; Meyer-Uhlenreid, 1965; 
Cooper & Maron, 1978; Yu et al., 1978; Kwok, 1985), in the literature 
on the evaluation of retrieval systems (Saracevic, 1975; Rorvig, 1990; 
Schamber et al., 1990), and articles on other aspects of information 
retrieval and information retrieval systems (McLaughlin, 1964; 
Baxendale, 1966; Climenson, 1966; Amsden, 1968; Zodrow, 1975; 
Walker, 1981; Davies, 1983; Radecki, 1988). 
Economics of Information 
General work on the economics of information is cited by Debons 
and Montgomery (1974), Kantor (1982), and Lamberton (1984). 
Specific work on the costs of cataloging in research libraries is cited 
by Richmond (1971) and Wilson (1972). 
Social Aspects of Information 
Kochen's chapter, "Information and Society," in the Annual 
Review of Information Science and Technology (1983) has been cited 
in articles on social measures of information (Menou, 1985), privacy 
protection (Turn, 1985), information resource management (Lytle, 
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1986), the social responsibilities of librarians (Stevens, 1989), moral 
issues in information science (Capurro, 1985), and the impact of 
computer technology (Weber, 1988). 
His book on information for the community, co-edited with 
Donohue (1976), has been cited in the context of information retrieval 
(Shroder, 1981), information needs of social change organizations 
(Macfarlane, 1984), librarians and politics (Birdsall, 1988), and child 
care information and referral (Bogat & Gensheimer, 1986). 
ARTIFICIAL AND RELATEDINTELLIGENCE AREAS 
In the early 1960s, Kochen performed influential research on 
the formation of hypotheses by computer. This has been cited in 
the literature of artificial intelligence (Hormann, 1964; Solomonoff, 
1966; Waterman, 1970; Fikes, 1970; Hayes-Roth, 1976; Cohen & 
Sammut, 1982; Michalski, 1983), cybernetics (Pask, 1971), information 
theory (Andrew, 1962), and psychology (Mackworth, 1965; Klix, 1967; 
Miller, 1971; Uhr, 1978; van der Meer, 1985). 
A later report (1964), with several co-authors, on “computers 
and comprehension” (reprinted in The Growth of Knowledge, edited 
by Kochen in 1967) has been cited in the literature of artificial 
intelligence (Lea, 1970; Mackay, 1974; Klahr & Waterman, 1986), 
educational psychology (Bobrow & Bower, 1969; Mistler-Lachman, 
1972,1974; Ross & Ross, 1973,1978), and information retrieval (Tharp, 
1973). 
Related works have been cited in writings on artificial 
intelligence (Towster, 1975; Smith, 1980), man-machine com-
munication (Levien & Maron, 1967; Licklider, 1968), computational 
linguistics (Simmons, 1965, 1970; Montgomery, 1969), pattern 
recognition (O’Callaghan, 1970), expert systems (Anderson, 1988), and 
educational applications of computing (Wrigley, 1957). 
Fuzzy  Sets 
Kochen’s work on fuzzy sets has been cited in the literature of 
man-machine studies (Gaines, 1976; Gaines & Kohout, 1977; Novak 
& Pedrycz, 1988; Zwick & Wallsten, 1989), the design of military 
information systems (Dockery, 1982), quality control and reliability 
(Wang et al., 1988), sociology (Li, 1989), psychology (Pipino et al., 
1981; Smithson, 1982; Leung, 1982; Smithson & Amato, 1982; Kulka 
& Novak, 1984), engineering mechanics (Souflis & Grivas, 1986), 
management science (Cooley & Hicks, 1983; Zebda, 1984; Zimmermann 
& Zysno, 1985), information science (Slamecka & Gehl, 1978), and 
fuzzy sets in general (e.g., Macvicar-Whelan, 1978; Toth, 1987). 
Problem Solving 
In 1958, Kochen co-authored a paper (with E. Galanter) on 
Droblem solving. This has been widelv cited in the literature of 
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psychology (Pribram, 1959; Gyr, 1960; Lindsay, 1968; Krause, 1970; 
Krause & Lohmann, 1977), and that of decision making and decision 
theory (Feldman & Newell, 1961; Edwards, 1962; Lanzetta & Kanareff, 
1962). It has also been cited in the literature of language learning 
(Smith, 1979). 
A later (1974) problem solving paper, co-authored with A. N. 
Badre, has been cited in psychology (Erickson & Jones, 1978; Striienec, 
1989), psycholinguistics (Kearsley, 1976), clinical decision making 
(Badre & Slamecka, 1976), management science (Cowan, 1990), and 
information retrieval (Heine, 1984; Horne, 1990). 
Related papers by Kochen have been cited in the literature of 
communication research (Thayer, 1963), psychology (Berkeley & 
Humphreys, 1982; Hayes et al., 1988), management science (Frese, 
1968), and information system design (Baruch, 1966). 
Organizational Theory 
Perhaps the most influential of Kochen’s publications are those 
on decentralization and related topics, co-authored with Karl W. 
Deutsch, or included in a book edited by Deutsch. It is these works 
that have produced the greatest diversity in citation. They have been 
cited in the literature of urban planning and regional studies (Young, 
1971; Schmandt, 1972; Morrill & Symons, 1977; Johnson, 1977; 
Reynolds, 1978; Milbrath, 1980; Stevens, 1985; Morrill, 1989), political 
science and public policy (Levy & Truman, 1971; Beck, 1971; Furniss, 
1974, 1975; Park, 1976; Conyers, 1984; Kitschelt, 1985; Page & 
Goldsmith, 1985; Davies & Rose, 1988), sociology (Alker, 1970), 
management science (Sharon, 1979; Green et al., 1981; Beckmann, 
1982; Manz & Gioia, 1983; Baliga & Jaeger, 1984; Malone, 1987; 
Leonard-Barton & Deschamps, 1988; Chen & Chung, 1990), the 
diffusion of innovation (Brown, 1975; Brown et al., 1981), general 
systems theory (Miller, 1972; Ericson, 1979), economics (Mullen, 1980), 
information processing (Samuelson, 1971; Buckland, 1989), the 
location of information centers (Rothenberg & Ho, 1977), operations 
research (Malone & Smith, 1988), and even anthropology/archaeology. 
The last reference is particularly interesting. Wright and Johnson 
(1975) discuss the Kochen/Deutsch mathematical model in relation 
to the appearance of specialized local administrative and exchange 
networks during the Early Uruk Period in Southwest Iran. 
Related Kochen contributions have been cited in the literature 
of urban sociology (e.g., Jones, 1973) and economics (Stevens, 1990). 
Miscellaneous 
Other items by Kochen have been cited in the literature of 
communication theory (Harrah, 1956; Flood, 1975), sociology 
(Wellman & Wortley, 1990), computer science (Di Paola, 1973), 
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political science (Rosenau, 1984), computer conferencing (Rice & 
Love, 1987), and statistical bibliography (Lancaster, 1970). 
CONCLUSION 
There are several possible ways of looking bibliometrically at 
a writer’s influence. The most obvious (and most commonly used) 
is to count the total number of citations the author received or to 
relate the number of citations received to the number of items 
published (impact). However, one could argue that a preferred measure 
of a writer’s influence is the extent to which his work is cited outside 
his own field or, better, the number of different subject fields that 
draw upon his work. With citations in the literature of library science, 
information science, scientometrics, bibliometrics, computer science, 
artificial intelligence, social science, political science, psychology, 
education, management science, economics, engineering, the health 
sciences, archaeology, and other fields, Kochen may well have been 
the most influential of all information scientists. 
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On the Nature of Information and Knowledge 
and the Interpretation in the Economic Sciences’ 
RICHARDMATTESSICH 
ABSTRACT 
THEFIRST SECTION, “The Nature and Conceptualization of 
Information,” explores the essence of information and knowledge 
in general and offers some conceptual clarification. It raises the issue 
of information versus knowledge, and compares information concepts 
of different disciplines. The second section, “The Economics of In-
formation, Knowledge, and Education,” sketches the advent of in-
formation economics (including agency theory) as well as that of 
the economics of knowledge and education. Finally, the third section, 
“Information, Knowledge, and Depreciation,” attempts to come to 
grips with the depreciation issue. 
THENATURE OF INFORMATIONAND CONCEPTUALIZATION 
During the last forty years or so, the term “information” 
succeeded in pervading science, technology, as well as everyday life. 
In this regard, “information” is not unlike the term “energy” which- 
in spite of its usage since the time of Aristotle-attained widespread 
scientific and popular use during the nineteenth century.* Indeed, 
there may exist other parallels between these two concepts and perhaps 
even a more intimate common ground. Above all, i t  seems likely 
that information requires a conceptual process no less torturous than 
the one that purified the notion of energy during the last 200 years. 
Although this article is primarily concerned with economists’ 
conceptions of informationand knowledge, the first part may help 
to illuminate these crucial notions from a more general point of 
view. 
Richard Mattessich, Commerce and Business Administration, University of British 
Columbia, Vancouver, BC, Canada V6T 122 
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Energy as Information and Information through Energy 
The thought that energy and information might be two facets 
of one and the same concept is still too remote for most scholars 
to contemplate. Yet, in physics, energy is defined as the potential 
to do work, which means it has the potential to change things (or 
prevent change where it would occur without a particular source 
of energy). Surprisingly, the major feature of information too is the 
potential to induce change (see the definition in the section 
“Information: Different Meanings and Common Ground”). On a 
physical level, energy and information seem to be so alike that one 
hardly needs the term “information”; the single expression “energy” 
usually suffices. Two electrons, for example, repulse each other 
because of the negative electrical charge of each of them, but, in 
this process, the electrons exchange a photon. Is it not this photon 
that “informs” each particle of the charge of the other? How else 
would those particles get information about the other’s charge? How 
could a force that does not inform (in the most basic sense of the 
word) trigger such a repulsion or any other action? 
On higher levels of reality, increasing differentiation between 
the two notions of energy and information seems to occur, but, even 
there, information without the presence or consumption of energy 
is just as impossible as is the transfer of energy without information 
(in the physical sense as mentioned earlier). Furthermore, the question 
lingers on as to whether energy without information could be the 
ultimate impetus for moving this world and holding everything 
together, be it the tiniest subatomic particle or the entire cosmos. 
How could all those entities be bound to each other without some 
flow of information between them? Even physicists admit that the 
four forces of nature (interactions) are negotiated by the exchange 
of a particle that acts as a kind of information. 
Mind and Matter versus Information and Energy? 
Perhaps the philosophers’ long-standing dispute about the 
duality of mind and matter could find a resolution in the duality 
or even quasi-identity of information and energy. Such an idea could 
be traced to Schopenhauer’s (1958) work The World as Will  and 
Representation. This philosophy already emphasized the energy-
enforcing as well as the information-representational aspects of our 
universe. 
But, speculation aside, the fact is that our present ideas about 
‘‘information”-and the latter’s relationship to such similar 
expressions such as “data,” “message,” “knowledge,” etc.-are not 
yet sufficiently clear. In spite of Machlup’s (1980, pp. 56-58) significant 
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endeavor, this issue will require further examination that is not likely 
to be completed overnight. After all, i t  took physicists centuries to 
recognize the essence of energy and its relationship to such notions 
as force, work, heat, and many other variables. 
Assuming a holistic point of view and tracing information back 
to the physical level, one may conclude, as a first item, that every 
manifestation of active or potential energy is connected to some kind 
of information, just as the transmission of any kind of information 
requires active or potential energy. Under the admission that, on 
one side, the forces of nature constitute a kind of enforcing (or 
compelling) information and, on the other side, that no information 
transmission can take place without material things (i.e., potential 
or active energy such as light, air, books, etc.), the above proposition 
is difficult to refute. 
Second, the physical interactions (and their corresponding 
particles) seem to be the most basic medium for transmitting 
information as well as energy-though physicists and philosophers 
still speculate about the possibility of superluminal or instantaneous 
information. Since photons and gravitons belong to these elementary 
particles, light and other electromagnetic waves as well as gravity 
must be counted to such basic information media. 
Third, the ultimate source and very essence of energy still lacks 
scientific explanation, and something similar is true with regard to 
information. A recent insight of physics holds that the total energy 
in the cosmos is zero. Stephen Hawking (1988), one of the most reputed 
experts, points out that matter in this universe is regarded as positive 
energy because the gravitational field that causes all pieces of matter 
to be drawn to each other is a kind of negative energy: “two pieces 
of matter that are close to each other have less energy than the same 
two pieces a long way apart, because you have to expend energy 
to separate them against the gravitational force that is pulling them 
together” (p. 129). He also indicates that this negative energy has 
been demonstrated to be exactly equal in amount to the total positive 
energy of the universe. 
This gives rise to the inference that the ultimate explanation 
of existence may not be found in energy but in a kind of “fluctuating 
nothingness” (e.g., a gigantic quantum fluctuation) that-under the 
possible impact of some information-is capable of splitting into 
positive energy (matter) and negative energy (gravitational attraction). 
Fourth, in examining different levels of reality-cf. the “onion 
model of reality” suggested in Mattessich (1991a)-one discovers 
emergent properties that give rise to different kinds of information 
on each level. On the purely physical level, there always seems to 
be enforcing information, yet this information is not necessarily 
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deterministic; occasionally it is probabilistic. If the information 
conveyed by a photon between two electrons compels the electrons 
to repulse each other, one may speak of enforcing (or compelling) 
information as well as deterministic information; whereas, the 
information “controlling” the decay of a radium atom, though no 
less inevitable, does not affect a uniquely determined a-particle for 
expulsion from the nucleus but randomly compels one among many. 
Climbing the next major step in this hierarchy to the level of biological 
reality, probabilistic information seems to become more frequent (e.g., 
the transmission of hereditary information), while further steps 
upward, on the levels of psychological and social reality, one 
encounters nonenforcing (voluntaristic or quasi-voluntaristic) 
information-the response to which is subject to the “will” of a 
human being or animal of more or less higher order. This 
nonenforcing information is the one most frequently identified with 
the commonplace notion of information. 
Information: Different Meanings and Common Ground 
A major feature of nonenforcing information (in contrast to 
enforcing information) is its influence on the intentions and 
expectations of the individual, be it a human being or an animal. 
A major concern of information economics, for example, is the effect 
which information has upon a person’s expectations and the resulting 
decisions she or he may contemplate or enact. Most economists are 
even prone to regard only those data as genuine information that 
are capable of changing a person’s expectation about a certain event. 
Since these expectations are best quantified by means of probabilities 
assigned to future events (states of the world, including nature, actions 
of competitors, etc.), the relationship between information signals 
and changing probabilities becomes crucial. 
However, alongside the information for predictive purposes there 
exists information for contractual purposes as well as for retrospective 
uses (such as historical and learning purposes). Butterworth et al. 
(1982)suggested a total of seven even more refined categories of uses 
for information. 
In genetic biology, however, the emphasis is on the transmission 
of genetic information, on the “syntactical” as well as on the 
“semantic” sequence of the nucleic acids, and, above all, on the 
consequences or “actions” that result from a specific information 
transfer (e.g., a genetic defect of the individual concerned). In electrical 
engineering, “information theory” (more appropriately called 
“communication theory”)3 also has a semantic overtone. But, apart 
from measuring the information content (in bits*), the concern is 
on the redundancy of information and on the ability to decode a 
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string of information distorted by noise. Ecology and the systems 
sciences concentrate more on the cybernetic or feedback mechanism 
in which information plays an indispensible role. In library science, 
the emphasis shifts from information to knowledge, its preservation 
and obsolescence, as well as its manifestations in different media. 
Today, many scientific disciplines use the term “information” 
in one way or another. The term is now commonplace within a wide 
academic spectrum that includes astronomy, electrical engineering, 
biochemistry, medicine and biology, psychology and the behavior 
sciences, the economic sciences, as well as the humanities. And, 
although there are differences in meaning between the application 
of this expression to each discipline, in order to understand the very 
nature of the concept of information, i t  is advisable to explore the 
similarities of those meanings or, at least, the interrelations (in 
Wittgenstein’s sense of “family resemblances”) between those 
meanings (cf. Wittgenstein, 1953; Mattessich, 1978, p. 96). 
Bunge and Ardila (1987), for example, distinguish between the 
following seven different ways in which this term is used: 
information, = meaning (semantic information) 
information:!= structure of genetic material (genetic “information”) 
informationg = signal 
information, =message carried by a pulse-coded signal 
information, =quantity of information carried by a signal in a system 
information, =knowledge 
information, = communication of information, (knowledge) by social 
behavior (e.g., speech) involving a signal (information,). (p. 106) 
But the confusion behind this array of terms can easily be 
eliminated by two steps: (1) by qualifying each term, and (2)by 
showing how the concepts behind those terms are interrelated. 
If one defines information as “the configurative, pictorial, or 
conceptual representation5 of an empirical phenomenon possessing 
the potential of changing the action, intention or expectation of an 
entity in such a way that without this information the entity would 
act, intend or expect differently,”6 then the following relations and 
notions emerge: 
1. 	 Semantic information turns out to be information that states or 
clarifies the relation between either a term or a concept and the 
corresponding empirical phenomenon. This may be regarded as 
useful or efficient information (see note 6) if some person receiving 
i t  would act, intend, or expect differently (than without receiving 
it) as far as her or his semantic attitude is concerned.7 
2. 	Genetic information is a specific sequence of nucleic acids in the 
DNA of a virus, plant, or animal which (in a sequence of further 
steps) ultimately determines (or codetermines) the production of 
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certain enzymes, proteins, and so on that could not be produced 
without this information. 
3. A signal or data (datum) might be regarded as a medium possibly 
carrying some information. To confuse the signal with the 
information is similar to confusing the box containing a present 
with the present itself. Depending on convention and other factors, 
different signals may, for example, convey the same information, 
or the same signal may, in different situations, convey different 
information.8 
4. A message might best be regarded as data, information, or 
knowledge in the process of communication. 
5. 	The quantity as well as the quality of an information has to be 
distinguished from the information itself. To identify either 
quantity or quality (including value) with information proper 
would be similar to confusing a parcel’s weight or value, 
respectively, with the content of the parcel. 
6. Most human knowledge, whether pragmatic or scientific, is ulti- 
mately hypothetical (certainly as far as i t  is contained in universal 
propositions). And a hypothesis is the attempt to represent some 
empirical phenomenon; it is not the phenomenon itself. The rela- 
tion between information and knowledge may be compared to 
that between raw material or component on one side and a larger 
system containing this component on the other. 
For example, the imprint on a sandy beach, which Robinson 
Crusoe noticed, was a signal carrying the information that this 
is a footprint. But the resulting thought that this forlorn island 
must recently have been visited by another person constitutes the 
knowledge induced and supported by the earlier mentioned 
information. 
Another illustration of the relation between information and 
knowledge was offered in Mattessich (1974, p. 783; 1978, p. 231), 
where the plotting of different data in a two-dimensional diagram 
(cost/production) constitutes information, while the process of 
connecting these data (e.g., curve fitting by statistical or 
econometric means) creates knowledge. 
In Mattessich (1978), scientific knowledge is characterized as law- 
like statements sufficiently supported by appropriate evidence, 
acceptable as (provisional) truth by a certain branch of science (p. 
231). Thus, information should not be equated with knowledge. 
To do so would be like mistaking the ruler with the people who 
bestow the power upon him or her. Though knowledge may depend 
on relevant information, the former contains a “creative” element 
which information lacks. Figure 1 illustrates this: a handful of data 
of operating costs under varying production volumes (left-hand 
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side) offers nothing but information (in the form of data). Only 
after the creative act of fitting a curve to this information does 
one get a hypothesis (right-hand side). This hypothesis can be 
expressed in a formula or sentence and becomes scientific 
knowledge as soon as the experts agree that, first, enough data 
have been collected and, second, that the cost curve is the best 
among all feasible alternatives. 
1cost  






P r o d  u c t  i o n Volume (b) p r o d u c t i o n  v o l u m eI L 
(a 1 
Figure 1. (a) Information in form of cost data (evidence). (b) Knowledge 
in form of a cost hypothesis (with supporting evidence). 
But a piece of information may itself be of a hypothetical nature 
and may thus assume characteristics of knowledge similar to a 
vassal who plays the ruler in his or her own backyard. Thus, i t  
may depend on the context whether something should be regarded 
as information rather than knowledge. A related idea is expressed 
by Machlup (1980, pp. 56-58). He too recognizes a clear and 
meaningful difference between information and knowledge but 
admits that sometimes “the contents of the information received 
may be the same as the contents of what is known as a result” 
(p. 57). He continues to suggest that, as regards content, all 
information is knowledge while not all knowledge is information. 
7. 	 Communication is the transmission of either signal, information, 
or knowledge from one person or place to another. Its metaphor 
is that of transportation-e.g., the shipping of the components 
of a bicycle by truck from one place to another. Thereby the wheels 
and other individual parts compare to information, the wrappings 
of those components compare to the signals, the entire bicycle 
compares to knowledge, and the box in which all this is shipped 
would be the metaphor for the message. 
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Some further reflection may be required as to the connection 
between different information concepts on different reality levels. 
Above all, the question arises whether the natural sciences’ meaning 
of information, which is to be empirical, can be reasonably related 
to the social sciences’ and humanities’ notion of information, which 
is to be conceptual. Compare genetic information, which is 
undeniably something physical (a DNA molecule or part of it), with 
economic information (e.g., the quotation of a negotiated price) which 
obviously is conceptual. The above-stated definition stipulated 
information to be “the configurative, pictorial, or conceptual 
refwesentation of an empirical phenomenon ....” That means i t  is not 
supposed to be the empirical phenomenon itself but its representation. 
How can this chasm between information as a real thing (in the 
natural sciences) and as some representation” (in the social sciences 
and humanities) be reconciled?g 
To resolve this dilemma, one has to consider that every 
representation, even a conceptual one, can only be achieved by means 
of material things. Thus, the first point is to bear in mind that for 
any kind of representation (whether for scientific or everyday activity), 
one needs physical things, such as air and sound waves; or ink and 
paper; magnetized tapes and decoding machines; electromagnetic 
waves and television sets; and above all, neurons, electro-chemical 
reactions, and neural transmitters, and so on. In other words, one 
is always representing (i.e., approximating) reality, whether i t  is 
physical, psychic, or social, by means of physical reality. That is 
to say, representation is relative to the level from which one looks 
at it. Assume an object is represented on a television screen; such 
a television picture then becomes a (pictorial) representation, but 
somebody may describe this picture verbally, which then becomes 
itself the object of further representation-though, in this case, a 
conceptual one. 
The second point is that nature itself has various means of 
representing itself. The cloning of a paramecium, for example, is 
not only a self-replication but also a self-representation-this may 
be particularly obvious in the case of miosis, when the chromosomes 
and their genes are being copied, hence also represented confi- 
guratively. And our definition of information deliberately included 
not only conceptual but also configurative as well as pictorial 
representation as possible candidates for information. Thus,  
conceptual representation (and the information conveyed by it) can 
be viewed as a natural extension of configurative and pictorial 
representation. Of course, conceptual representation is undoubtedly 
the form most important for the social level of reality. Where would 
we be without i t? lo  
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THEECONOMICS KNOWLEDGE,OF INFORMATION, 
AND EDUCATION 
The economics of information, knowledge, and education area 
consists of two major parts, “information economics” (IE) and “the 
economics of knowledge and education” (EKE), each of which may 
further be subdivided.11 The two pioneers of IE are Jacob Marschak 
(e.g., 1954, 1964, 1974; also his work co-authored with Miyasawa, 
1968; and, with Radner, 1972), who made decisive contributions to 
what he called the “economics of information,” and George Stigler 
(1961, 1962), who received the 1982 Nobel Memorial Prize for his 
seminal work in the “economic theory of information” (together 
with his theory of public regulation). Another pioneer, Fritz Machlup 
(e.g., 1962, 1980, 1982, 1984), laid the groundwork and elaborated 
on what has become the “economics of the production and 
distribution of knowledge” (here addressed as the “economics of 
knowledge and education”). 
In the wake of these pioneers and their publications followed 
a host of other authors who greatly expanded each of these fields 
or branched out into new related ones. However, today the pioneering 
efforts of Stigler as well as Marschak have influenced the central 
core of standard economics to a greater extent than the work of 
Machlup. Although such a trend may reverse itself in the future, 
this article will have to consider the evolution of IE (and its fusion 
with agency-contract theory, as well as subsequent developments, 
such as the “economics of imperfect information,” including the 
“theory of asymmetric information”), in spite of the fact that EKE 
might have a closer affinity to library science. 
Information Economics as an Extension of Decision Theory 
In the following discussion, the attempt is made to sketch, in 
rough strokes, the development of information economics and 
economics of knowledge and education in a way comprehensible to 
noneconomists. IE analyzes the economic consequences of, as well 
as the demand for, alternative information systems. As Feltham (1984) 
points out: 
the development of models of rational choice under uncertainty by such 
pioneers as von Neumann and Morgenstern ...can be viewed as the starting 
point of information economics. They demonstrated that if an 
individual’s choice behavior satisfies a few rather basic “consistency” 
axioms, then his behavior can be represented as the maximization of 
his expected utility for the consequences of the actions available to him. 
(pp. 181-82) 
Thus, IE is an extension of statistical decision theory12 which usually 
begins with a finite number of strategies or possible actions to be 
chosen by the decision maker (e.g., alternative crops to be planted), 
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as well as a number of alternative states of the world (e.g., different 
weather situations) which are beyond the control of the decision 
maker. To each of these combinations (of crops and weather 
alternatives), an estimated payoff value (e.g., a dollar-profit) is 
assigned. If each state of nature has a known (or estimated) probability 
of occurrence (determined, for example, by long-term weather 
forecasts),i t  is simple to calculate not only the expected payoff (i.e., 
average value) of each combination, but also of each strategy, covering 
all alternative states of weather. Finally, among these alternatives, 
the strategy with the highest expected payoff is chosen. 
Information economics, the most important theorem of which 
was proven by Blackwell (1951, 1953),’3 introduces explicitly to this 
basic statistical decision model the notion of information. It asks 
how can each strategy (e.g., of crop planting) be improved by an 
information system (e.g., subscribing to a long-term weather 
forecasting information service), provided the probabilities of a 
successful forecast of each state can be estimated (e.g., from the track 
record of this service). Again, the expected value of each strategy, 
now in light of the weather forecast, can be calculated and compared 
with the expected value from the earlier-mentioned decision model 
(i.e., without benefit of a long-term weather forecasting service). The 
difference in each strategy is supposed to indicate the gross benefit 
of using the information system (i.e., subscribing to the forecasting 
service). The net benefit of each strategy results from deducting the 
information cost (i.e., subscription fee). But, most importantly, with 
the use of such an information system, the optimal strategy need 
no longer be the same as the one recommended by the simple decision 
model. Furthermore, similar analyses can be employed for competing 
information systems in order to choose the optimal system among 
them by determining not only the value of information but also the 
value of each of those systems. Thus, decision making, in the long- 
run, could be improved by using information which, (1) costs less 
than its net value, and (2)is cheaper than information supplied by 
another available information system. 
It is not difficult to construct a simple information-economic 
illustration relating to library science. Assume, for example, a profit- 
oriented library (common in Europe not too long ago) wants to 
maximize profit by allocating its acquisition budget to attain an 
optimal combination of books from different categories (such as 
classical fictions, mystery stories, do-it-yourself books, popular science 
books, and so on). Different combinations become different strategies; 
varying future trends in readers’ tastes become different states; and 
a research service, investigating and predicting changing readers’ 
tastes, becomes the information system. In the case of a public library 
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(without profit motive), the goal of profit maximization would have 
to be substituted by some kind of utility optimization which, however, 
would create further difficulties of measurement and concep- 
tualization. 
Information and Team Theory 
Marschak’s seminal (1954) paper explored the finding of what 
is currently called the optimal “information structure”14 within a 
firm. In other words, which information and communication scheme 
between individual entities or persons (e.g., departments or their heads 
as a “team”) is most desirable for attaining the goal of the entire 
enterprise? Or who (in a firm or other entity, perhaps even in a library) 
has to know what, and who has to report or communicate to whom? 
This analysis was later greatly elaborated on in Marschak and Radner 
(1972). By its very nature, this research focussed on internal 
relationships between persons of supposedly common interest. This 
stimulated much interest in circles of game and decision theory, 
organization theory, as well as academic accounting. Indeed, there 
exists considerable literature-particularly in the application of the 
team-theoretical aspects of information economics to accounting 
theory-pioneered by Butterworth (1968, 1972), Feltham (1967, 1968, 
1972), Mock (1969,1971), Demski (1970,1972/80), Feltham and Demski 
(1970), Demski and Feltham (1972, 1976), and others. 
Information and the Market 
However, external relationships were neglected by this kind of 
information research, and i t  is in the area of market information 
where another seminal paper, that by Stigler (1961), filled in a crucial 
gap. He was led, as admitted in his memoirs (cf. Stigler, 1988, pp. 
79-80), to the problem of information by the obvious fact that, when 
shopping around long enough, one can often find a lower price for 
a (homogenous) commodity than originally encountered-this is 
contrary to the teachings of traditional economics of perfect 
competition. He also noticed that i t  costs time and often money to 
search for a better price, and stipulated that the major obstacle to 
a complete search in finding the best price are the information costs. 
But the latter are a type of “transaction costs” which around the 
same time were exposed by Coase (1960), another Nobel laureate, 
as crucial in impeding the workings of perfect competition according 
to standard economic theory. 
But not even the work of a Nobel laureate is beyond criticism, 
and Phlips (1988, pp. 26-27) discusses the limitations of Stigler’s work, 
which later stimulated others to overhaul some of his ideas either 
partially or even fully. Phlips claims that, in reality, consumers are 
usually aware of which shops are expensive and which are inexpensive, 
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but less so about the distribution of prices-which is opposite to 
the assumption of Stigler, who also fails to offer an analysis of price 
distribution. Furthermore, Stigler assumes that the number of price 
searches (and other search rules) is determined beforehand, while it 
would be more realistic to keep the number of searches open ended 
and take a certain learning process into consideration. Thus, Stigler’s 
search rule is not optimal, while a sequential rule (after each price 
quotation the buyer decides whether to continue his or her search) 
is claimed to be optimal (cf. Rothschild, 1974). 
Some publications by another Nobel laureate, Arrow (e.g., 1984a, 
1984b, 1979), show the latter’s long-standing interest in IE. In a way, 
it was Arrow who created the preconditions that tie IE to the rest 
of modern neo-classical theory. Other economists as well as 
accounting academics contributed to this area, particularly to the 
special problem of public information. Hirschleifer (1971) provided 
the original analysis of public information (under pure market 
conditions and other stringent assumptions), and others, like 
Hakansson et al. (1982), Kunkel (1982), and Ohlson (1988), extend 
this analysis (the latter two papers included production conditions). 
Ohlson (1988) also examined the social or welfare value of public 
information, attempting to evaluate under what conditions does 
public information have value at all. 
If the consumer has all the competing prices at his disposal, 
one speaks of complete information. But, first of all, this is rarely 
the case in actual practice, and second, such a situation is analytically 
less interesting than cases of incomplete information. Thus, i t  is 
hardly surprising if in recent times one prefers to speak of the 
“economics of incomplete information.” 
A large amount of research has evolved in this area, well surveyed 
by Phlips (1988), Laffont (1989), and others. It ranges from an 
examination of information sequences (e.g., predecision versus post- 
decision information) to different types of auctions, price dispersions, 
predatory pricing, signals and “signaling theory,” credit rationing, 
antitrust implications, different kinds of economic equilibria, 
contingent markets and constraining contract clauses, competition 
among agents, even to cheating and misinformation. 
One of the most influential ideas in this area is the notion of 
informational asymmetry, which is characteristic for most situations 
of market uncertainty. This notion is best illustrated by Akerlof’s 
(1970) widely known paper “The Market for ‘Lemons’,” which uses 
the second-hand car market to analyze and demonstrate the 
informational advantage the dealer has over the prospective buyer 
(the dealer is more likely to know about the accidents and repairs 
of a specific second-hand car than is the buyer). This phenomenon 
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is widespread wherever contracts are being entered into, be i t  in hiring 
a manager or other employee (where the person to be hired knows 
much better her or his qualifications, as well as shortcomings, than 
the prospective employer does) or a medical insurance contract (where 
the person to be insured is often much better aware of his ailments 
than the insurer) or many other contractual arrangements. Its major 
conclusion confirms the insight that the optimal policy of the seller 
is to abstain from revealing some information (e.g., the product’s 
quality), if the latter cannot be readily verified. But if such verification 
is possible, i t  is economically optimal for the seller to grant a warranty 
to the buyer, which in turn induces the production of better qualities. 
Information Economics and Agency Theory15 
The notions of asymmetric information as well as those of moral 
hazard and adverse selection (both explained later) have helped to 
develop another subarea of economics closely related to IE, namely 
agency theory, which deals with employment contracts and similar 
contractual arrangements in which information is crucial. 
The first publications systematically analyzing the problems of 
work and management contracts were those by Coase (1937) and Simon 
(1951), both of whom received, decades later, the Nobel Memorial 
Prize. Yet, these publications found little immediate acknowledgment, 
and it  took approximately two decades until a more widely accepted 
version of the principal-agency relations evolved. In economics, i t  
was the paper by Alchian and Demsetz (1972) and in business 
administration a successive paper by Jensen and Meckling (1976) 
which provided the actual launching basis. Shortly before, special 
aspects of similar contracts were analyzed in two fundamental papers 
by Mirrlees (1971, 1976) as well as by Spence and Zeckhauser (1971). 
The integration of all those and a considerable number of later 
research efforts led to what has become known as “agency theory.” 
But there is an  essential difference between this originally 
predominantly descriptive agency theory and the subsequent 
predominantly analytical agency theory which one may address as 
agency-information analysis (also called “agency-contracting 
theory”). 
The central problem of the original agency theory lies in the 
costs incurred by the potential goal conflict between principal and 
agent (e.g., monitoring of an agent’s activity, profit reduction due 
to goal conflicts between the two parties, foregoing actions preferred 
by the agent in consideration of the principal’s different preferences- 
in the last case, for example, the agency costs are borne by the agent). 
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Closely related to this problem is the search for a Pareto-optimal 
contract (i.e., no party is worse off than before “contracting,” but 
at least one party may be better off afterward) that motivates the 
agent but hopefully also enables risk sharing with the principal. 
Thereby the (accounting) information system employed plays a vital 
role. In this way, the agent (whose activity cannot always be 
monitored) shall be motivated in such a way that his or her interest 
coincides with that of the principal (self-enforcing contract) such 
that “agency costs”-i.e., the costs caused by the goal conflict between 
the two parties-be reduced to a minimum. In the realm of finance, 
agency theory tried to analyze the motivations and relations caused 
by certain shifts between internal and external financing in order 
to search for an optimal financing ratio. Such a finance theory may 
be more realistic than the theory of the two Nobel laureates, 
Modigliani and Miller (1958), which does not seem to recognize this 
kind of optimization problem. 
However, as Butterworth and Falk (1986) have pointed out, within 
the predominantly descriptive approach of Jensen and Meckling 
(1976),i t  was neither possible to examine the equilibrium conditions 
of such a contracting model, nor certain consequences (e.g., bonding 
and monitoring features voluntarily accepted by the agent) which 
possibly might arise from this theory. Watts and Zimmerman (1978, 
1979) have even attempted to incorporate political costs (e.g., 
connected with the lobbying for accounting standards) into the agency 
model. And the publication by Holthausen and Leftwich (1983) 
supplied early empirical tests to the agency theory. 
Another phase of what has been called “the stewardship 
tradition” of accounting (see Mattessich 1990) arose out of the 
combination of descriptive agency theory on one side and information 
economics on the other. For many years, there was not much contact 
between descriptive agency theory and information economics, but, 
with increasing form;alization of the former and the realization of 
the importance of information in contracting relations, both camps 
became aware of the need for a close cooperation, or even an 
amalgamation, of those research areas. For this reason, i t  is well 
justified to speak of “agency-information analysis” when referring 
to the analytical approach of agency theory. Its core is also to be 
found in the contractual relations, in risk sharing between principal 
and agent, as well as in improving the motivation of the latter. 
Depending on the type of employment contract, management’s 
share of the total enterprise profit (before its remuneration) might 
span a wide spectrum limited by two extremes: (1) on the one side 
we find a fixed managerial salary (under full monitoring of the 
manager’s activity by the principal), whereby the total remaining 
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profit goes to the principal who bears all the risk (principal is risk 
neutral, agent is risk averse); and (2)whereas the other extreme is 
found in the renting of a business by the agent such that the principal 
receives a fixed rent, and the agent, who bears all the risk, pockets 
the remaining profit (principal is risk averse, agent is risk neutral). 
There exist many types of contracts in between these extremes. Some 
lead to a Pareto-optimal profit and risk sharing between the two 
parties in accordance with classical marginal economic theory 
(principal and agent are both either risk neutral or risk averse). All 
these so-called “first-best solutions” are of less practical interest than 
the so-called “second-best solutions,” because only the latter offer 
the means to cope with two crucial issues: 
1. The problem of moral hazard. This arises from the agent’s or the 
principal’s temptation to act in one’s own interest even if the 
contractual interest of the other party is thereby shortchanged. 
As the principal can usually not fully monitor the agent’s activity- 
and since agency-information theory assumes that each party 
maximizes its own utility-the agent’s optimal action may not 
be optimal for the principal (unless special contractual 
arrangements, as recommended by this theory, are being made). 
2. The problem of adverse selection. In many situations there exists 
an asymmetry of information between principal and agent (often, 
but not always, in favor of the agent). So, for example, the manager 
may have an information advantage over the principal due to the 
former’s better or more specialized training and experience (for 
further illustrations of asymmetric information see the earlier 
section on “Information and the Market”). If, therefore, one party 
withholds some information, which otherwise would lead the other 
party to choose a contract or action less favorable to the first but 
more favorable to the second party, then this adverse selection 
impedes a first best solution. 
A major task of agency information analysis, therefore, is to find 
conditions under which a Pareto or quasi-Pareto optimal contract 
between both parties can be obtained. That is to say, one searches 
for an incentive and risk-sharing scheme which is optimal for both 
parties. Such an analysis would take care of both, the problem of 
moral hazard as well as that of adverse selection. Here again the 
aim is the efficient contract that leads to a compromise between two 
opposing tendencies: on one side one has to find an efficient risk- 
sharing contract between principal and agent. On the other side, 
i t  is necessary to motivate the manager sufficiently to act in the interest 
of the principal-indeed, research has shown that contracts which 
are risk efficient are inefficient as regards motivation. Through 
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elimination of more and more restrictions on one side and further 
enrichments of the model on the other, many variations of this basic 
agency-information model have been created under the application 
of a good deal of mathematics. 
Such agency contracts should be capable of reducing the agency 
costs to a minimum and enable an optimal position for both parties. 
Yet the capital risk need not only rest on the shoulders of principal 
and agent, i t  may also rest on those of other investors and creditors. 
Thus,  agency-information analysis has a wide spectrum of 
application, particulary in economics, modern finance, and 
accounting theory. The  contracts with creditors (e.g., bond 
indentures) might possibly be incorporated into a sophisticated 
agency-information model under consideration of market equilibrium 
(i.e., the prices are such that all goods can be cleared). Credit contracts 
may be represented as contingent claims toward the assets of the 
borrowing person or firm. This is the starting point of contingent 
claims analysis in which the price of the assets is determined by 
such stochastic processes as logarithmic-normal distribution. Black 
and Scholes (1973) have pioneered an equilibrium model for stock 
options under a simple capital structure of the pertinent enterprise. 
This work was extended and further developed by Merton (1973a, 
1973b, 1974, 1976), Brennan and Schwartz (1977, 1978, 1979), Cox and 
Ross (1976a, 1976b), and others and was also applied to other areas. 
For a survey of contingent claims analysis, we refer to Hughes 
(1984); for the application of agency theory to the area of finance, 
we refer to Barnea, Haugen, and Senbet (1985); and for the application 
to accounting, we refer to the following papers in Mattessich (1984); 
Feltham (1984); Baiman (1982); and Butterworth, Gibbins, and King 
(1982) who offer an appropriate overview. In each of these areas, 
the agency-information analysis was instrumental in clarifying a 
series of problems. See also the following five anthologies: Pratt and 
Zeckhauser (1985), Feltham et al. (1988), Bamberg and Spremann 
(1989), Hahn (1989), and Laffont and Moreaux (1991). For further 
references on agency-information analysis, see Baiman (1990), 
Eisenhardt (1989), and Mattessich (1991c, pp. 25-29). 
Economics of Knowledge and Education 
As previously mentioned, economics of knowledge and education 
was pioneered as well as further elaborated on by Machlup (1962, 
1980, 1982, 1984). In contrast to information economics, much of 
which is analytical and highly mathematical, EKE is predominantly 
empirical and of ten descriptive; above all, it explores the economic 
MATTESSICH/NATURE OF INFORMATION AND KNOWLEDGE 583 
aspects of the production and distribution of knowledge rather than 
dealing “merely” with information. 
Our century has created conditions under which the long- 
neglected economic side of knowledge creation, as well as of 
education, finally had to be subjected to careful analysis. Already 
a quarter of a century ago, i t  was estimated by Young and Margerison 
(1969) that scientific information increases a hundred times faster 
now than it  did around the turn of the century, and that the volume 
of research doubles every decade. 
It was Machlup (1962) who first took up  the challenge; the impact 
was immediate and led, still in the same decade, to a great number 
of publications, particularly in the subarea of education economics 
(see the later discussion in this section). One may even speak of a 
new industrial (information and knowledge) revolution as Miller 
(1983) did when he wrote Machlup’s epitaph in the foreword to 
Machlup and Mansfield (1983). There Miller pointed out that, in 
1959 and 1960, Fritz Machlup gave a series of invited lectures on 
this subject at Cornell and Fordham universities. 
The response to these lectures was so favorable that Machlup 
decided to expand the lectures into the book published in 1962. The 
concluding chapter of this book contains the following prophetic 
passage: “If employment opportunities continue to improve for high- 
level-knowledge-producing labor and to worsen for unskilled manual 
labor, the danger of increasing unemployment among the latter 
becomes more serious” (p. 397). This anticipated a trend that has 
not only continued but today constitutes one of the gravest threats 
to the social and economic health of the entire continent. 
Machlup estimated that, in the United States, the production 
and distribution of knowledge amounted to some 29 percent of the 
adjusted gross national product in 1958. This estimate was updated 
by Porat (1977) to 46 percent in 1967 and is most likely much higher 
today. In 1971, Machlup decided to continue and update his knowledge 
research by planning an eight volume work (approximately one book 
for each chapter of the 1962 book). Its first volume, published in 
1980, again deals with knowledge and knowledge production; the 
second volume, published in 1982, surveys the branches of learning. 
The information sciences and the analysis of the economic notion 
of human capital were originally also planned for volume 2 but, 
under pressure of increasing material, were later scheduled as separate 
volumes. Volume 3, dealing with the economics of information and 
human capital, was completed at the beginning of January 1983 (yet 
published in 1984). But, three weeks later, Machlup died of a heart 
attack at age eighty-one. However, during the last years of his life, 
in preparation for further work, Machlup, together with his 
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collaborator Una Mansfield, invited “39 information scientists to 
write a total of 56 essays on their various specialties so that,” as 
Miller says, “he [Machlup], in his role as an editor, could go to school 
under the experts-could ‘see the stir of the great Babel, and not 
feel the crowd’ ”16 (1983, p.x). 
Machlup’s approach is very broad and of ten reaches beyond the 
realm of economics. It illuminates the problems of knowledge and 
its creation from many sides and offers a wide panorama, ranging 
from philosophical reflections to semantical and economic analysis. 
His work covers various types of knowledge, knowledge production 
and knowledge industries, education, research and development, 
communication media and information services, the relation of 
knowledge production to the gross national product, to occupational 
structure, and many other topics. 
The trend that Machlup established was continued (even with 
regard to developing countries) by several authors among whom Porat 
(1977), Mandi (1981), Lamberton (e.g., 1971, 1984, 1988), Jussawalla 
and Lamberton (1982), Jussawalla et al. (1988) are only a few that 
deserve mention. Knowledge and information are put into relation 
with organizations, markets and their efficiencies, government 
policies and institutions, business planning, monopolies and 
monopolistic competition, and so on. 
But probably the widest response came from the economics of 
education. If this field is regarded as a branch of EKE, it certainly 
has its own pioneers. H. F. Clark (1928) published over sixty years 
ago a paper on “The Economic Effects of Education as Shown by 
Statements of Economists,” and such authors as T. W. Schultz (e.g., 
1959), Nobel laureate Tinbergen (1960), and Blaug (e.g., 1968, 1969, 
1970, 1978, 1987) published-from a relative early time onward- 
articles, bibliographies, anthologies, and books that pioneered and 
elaborated on this particular field. Indeed, since the 1960s, this area 
generated a great deal of interest and produced an enormous amount 
of literature (see the annotated bibliography by Blaug [1978bl which 
lists and describes well over a thousand publications). More recent 
publications-e.g., Wagner (1982), Worswick (1985), Psacharopoulos 
(1987), Siege1 (1988), and Cohn and Geske (1990)-have kept the trend 
up to date. 
INFORMATION, AND DEPRECIATIONKNOWLEDGE, 
The entire literature of information and knowledge economics 
pays little attention to the issue of depreciation. It was mentioned 
in the earlier section on “Information: Different Meanings and 
Common Ground” (first paragraph) that many economists are 
inclined to regard as information (orvaluable information) only those 
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data that possess the potential of changing one’s expectation about 
the occurrence of a specific event. Hence, once this function has been 
fulfilled, and such a change in expectation has occurred, the general 
value of this information might quickly drop to zero (there exists 
plenty of literature dealing with the problem of public information 
(see the previous section “Information and the Market”). This implies 
that information (in the IE sense) may lose its value soon after it 
has been “exploited” just as a loaf of bread loses its value once it 
is consumed. This indicates that information-whether it serves 
intermediate (i.e., industrial) or final (i.e., household or go-
vernmental) consumption-is like a consumable good (to be written 
off at once) rather than as a durable good (to be depreciated over 
time). 
The situation is somewhat different as far as knowledge is 
concerned. Indeed, the reference indexes of Machlup’s books show 
a few entries under “depreciation.” Further examination shows that 
they refer to the depreciation of equipment or, what Machlup 
occasionally called, instruments of knowledge creation. Those scarce 
and short entries are not likely to satisfy scholars from library science, 
even though they may consider books and learned journals as 
belonging to these kinds of instruments. 
By now there is little doubt that information and knowledge 
are commodities that, in principle, could be depreciated or written 
off. Even accountants would have to agree, as they regard a commodity 
or asset as depreciable (in the broad sense of the word) if its value 
declines over time or suddenly. Since hardly anyone would question 
the fact that books, journals, and other library equipment (such as 
audio- and videotapes, etc.) can convey information and knowledge, 
these commodities are potential candidates for depreciation, and since 
their value usually declines (save for such exceptional cases as rare 
or antique books and documents), there seems to be justification 
for depreciating them. 
But such a simple answer may not be satisfactory, and the further 
question arises, “In which sense is this library material (i.e., books, 
etc.) itself information or knowledge, and to what extent is i t  merely 
conveying those valuable commodities?” Just as signals may be 
considered to be the wrappings or boxes in which information is 
packaged, so books and journals, etc. are the containers and 
storehouses of knowledge. Thus, as far as depreciation is concerned, 
a major distinction ought to be made-whether one depreciates some 
library material because of its physical deterioration (e.g., due to 
the acid paper used in those books), or whether the knowledge 
contained in this material has become obsolete. In both cases, 
depreciation may be justified but for different reasons. 
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Yet, occasionally, it may be difficult to determine when or how 
much a specific kind of knowledge has declined in value or has even 
lost all its usefulness. Sometimes a book considered out of fashion 
suddenly bounces back into vogue, or the knowledge contained in 
such a book becomes interesting from a historical perspective. And 
as to journals, their reference value, no less, turns often from “actual” 
to “historical,’’ thus extending considerably the material’s useful life. 
This obviously makes i t  more difficult to determine the depreciable 
lifetime of such journals. Whether analogue cases of knowledge 
depreciation in industry, as occurring in the case of patents of scientific 
discoveries or technical inventions (cf. Sweet, 1990), could supply 
guidance for libraries is questionable. 
A further question arising in this connection is the need for 
depreciation of library materials in public and university libraries. 
Where private libraries are concerned, the financial statements are 
likely to have relevance in determining the profitability of such 
enterprises. In the case of public libraries, on the other side, there 
seems to be little effort to measure the rate of return in dollars and 
cents; the aim is, at best, to estimate roughly the cultural or 
entertainment value of books and other holdings. Therefore, in public 
libraries, i t  is probably less the accounting question of how much 
to depreciate gradually every year than the question of “weeding” 
or eliminating material from the shelves and writing it off. As pointed 
out above, accountants often make a differentiation between gradual 
depreciations versus sporadic write-offs. A sudden decline in readers’ 
interest in specific material might justify such a write-off, though 
this need not be directly connected with the “knowledge value” of 
this material. To divine the reader’s interest in some library material 
or even the knowledge value seems to be a particularly difficult 
problem. 
Gupta (1990), for example, suggested (for the specific case of 
review articles in physics) to use the frequencies of material quoted 
in citation indexes as a means for evaluating readers’ interest in such 
publications. But this suggestion concerns only specific articles and 
not entire journals; furthermore, there is the fact that books are not 
included in most citation indexes. Both of these obstacles probably 
render Gupta’s approach of little use for the librarian’s depreciation 
problem. 
Finally, another aspect, hinted at before, has to be considered: 
the need to distinguish between the concefltual act of dollar-
depreciation (which is an accounting and financial matter) and the 
empirical erosion of this accumulated or stored knowledge, which 
accounting depreciation ought to reflect but often does not. Behind 
the notions of both, epistemic obsolescence as well as physical 
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deterioration, stand empirical phenomena. Yet the accountant’s 
depreciation in the ledger is purely conceptual (apart from her or 
his physical endeavor of carrying out this work, which concerns a 
different segment of reality) (cf. the earlier section on “Mind and 
Matter versus Information and Energy?”). 
NOTES 
I Financial support for this paper by the Social Sciences and Humanities Research 

Council of Canada is gratefully acknowledged. 

2 “In spite of its universality, the general notion of energy as a basic concept of science 

is a relatively recent result of a long and intricate conceptual process” (Jammer, 1967, 

p. 511). 
“Information theory” assumes that within a specific language there exists a 
probability distribution over the population of signals. Hence each signal (within 
a message) will be chosen with a certain probability [pi]. The ‘expected’ amount 
of information (measured in “bits”-see note 4) in the message is then: 
H= -&=,pi log, pi 
Since each signal is weighted by its chance of occurring, one obtains an average 
measure of the uncertainty in the total message. As van Gigch (1991, pp. 191-93) 
points out, H is defined as the degree of uncertainty, or the amount of “entropy” 
that exists in a specific situation. Alternatively, H can be interpreted as the amount 
of information, required to remove the prevailing uncertainty. 
A bit (abbreviation for “binary digit”) is the unit of binary information (e.g., as 
used in digital computers), expressing the information content of a message or even 
an entire system. Popularly expressed, one bit is the answer to a single yes or no 
question. Sagan (1977, pp. 23-26), points out, for example, that the Viking Landers 
that landed on Mars in 1976 had programs of a few million bits, which is somewhat 
more than the DNA (deoxyribonucleic acid) containing the entire genetic material 
of a bacterium. 
5 It should be noted that practically any representation (even the self-representation 
in genetic cloning, as the slight differences between two identical twins shows), is 
an approximation. 
6This definition might have to be supplemented by some related notions: the 
“usefulness” or “efficiency” of information which could be defined as the degree 
to which the action, intention or expectation (due to the information) is changed, 
and the “value of information” as the upper limit a rational person should be willing 
to pay for an information in a specific situation (for further reference to the “value 
of information,” see section in text entitled “Information Economics as an Extension 
of Decision Theory”). Obviously, both of these supplementary definitions involve 
difficulties, particularly problems of measurement and further conceptualization. 
van Gigch (1991, p. 190) too emphasizes the potential action or “counter action” 
(e.g., to counter “entropic” or disintegrating tendencies) which information entails. 
7 This definition would have to be modified if semantics is meant to include “model 
theory” (i.e., the semantics of mathematics and logic) which only deals with the 
relationships between concepts without regard to empirical phenomena. 
* A similar attitude is taken by Wilson who assumes data to be neutral and defines 
“information to be data plus the meaning attributed to it” (1991, P. 89). 
However, the fact that information in the social sciences is frequently of a conceptual 
nature, does not imply that social phenomena are conceptual, they are just as empirical 
as physical phenomena (cf. Mattessich, (1991a). 
lo One of the most important systematic, nonverbal conceptual representations of 
prehistoric times (in this case, from ca. 8000BC to 3000 BC) grew out of a configurative 
representation for the accounting of economic transactions (see Schmandt-Besserat, 
e.g., 1978, 1980, 1992, and Mattessich, e.g., 1987/90, 1991b). Cf. for example: 
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“Token accounting (by means of clay tokens or figurines) as well as cuneiform 
writing, and hieroglyphics, offer many examples of various steps by which 
morphological tokens (i.e., those with similarity to its referent) and pictographs (both 
of which seem to “show”) developed into abstract tokens and ideographs (both of 
which seem “to say”) ....Thus the morphological tokens not only describe structures, 
they themselves are structures” (Mattessich, 1987, pp. 88-89). 
l1 Neither this entire area nor the present paper include the vast field of Management 
Information Systems and related disciplines. For literature that might be relevant 
to the current topic with regard to methodological issues, see Olle et al. (1988); with 
regard to quantifying the financial benefits of information, see Kleijnen (1980); and 
with regard to more philosophical reflections, see Wand and Weber (1990). 
I* This is confirmed by Arrow (1984a) who points out in his Preface that “statistical 
method was an example for the acquisition of information,” but warns that it is 
difficult to formulate a general theory of information because different kinds of 
information have so far “no common unit.” This book also contains an excellent 
(though dated) survey article: Arrow (1984b), which is based on a presentation to 
businessmen, and thus relatively easy to comprehend, and offers insight into many 
aspects and implications of information economics. 
13 Blackwell regards one information system as more informative than another- 
precisely speaking, it should be “at least as informative”-as another, if  it is never 
less valuable (precisely, if there exists no other single-person decision situation in 
which it is less valuable). Cf. Feltham (1984, p. 182). 
14 Phlips distinguishes the following three elements contained in the information 
structure: “the set of possible states of the world, the set of possible signals, and 
the probability that a signal is observed, given that state prevails” (1988, pp, 1-2). 
The section entitled “Information Economics and Agency Theory” is partly based 
on Mattessich (1990, pp. 13-16). 
16 The collection of these articles, edited by Machlup and Mansfield (1983), was 
published posthumously to Machlup’s death. The present author had the honor of 
contributing three papers to this anthology-see Mattessich (1983a, 1983b, 1983~). 
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The Preservation of Knowledge 
MICHELEVALERIECLOONAN 
ABSTRACT 
IN LIGHT OF RAPID TECHNOLOGICAL advances in the creation, storage, 
and dissemination of information, preservation managers must 
reevaluate the broad principles which have guided the field. These 
principles have tended to be oriented toward the treatment of 
individual items, yet the field has shifted more toward such large- 
scale measures as reformatting and mass deacidification. With 
electronic formats of books on the increase, there is further impetus 
to reexamine preservation principles especially when one considers 
present electronic forms of communication. 
INTRODUCTION 
Midway life’s journey I was made aware 
That I had strayed into a dark forest, 
And the right path appeared not anywhere 
(Alighieri, 1983, p. 3) 
Those midway through careers in preservation now find themselves 
in a forest that, if not dark, is dusky. As information is stored 
increasingly in electronic formats, as the very concept of the form 
and substance of the book is changing, i t  is time to reexamine the 
principles of preservation under which we were trained and under 
which we are still guided in decision making. These principles need 
to be compared to recent technological advances in the formation 
and storing of texts so that points of convergence or divergence can 
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be evaluated. Only then can we either follow a new path or continue 
down the current one. 
One can argue that preservation dates back to the origin of written 
records. In ancient times, one form of preservation consisted primarily 
of protecting items from all kinds of human and natural enemies 
by placing them in earthenware vessels and other types of containers. 
Once libraries were established, the three broad areas of librarianship 
were acquisitions, the organization of texts (for access), and 
guardianship, which implies preservation of the collection (the 
circulation of library collections is a relatively recent development 
in library history). Yet, although preservation has always been one 
of the primary aspects of librarianship, i t  has only become a 
recognized specialty within the library profession in recent times. 
In other words, storage, safekeeping, and repair of library collections 
have always been integral parts of librarianship, but these activities 
were not formally designated as preservation. 
As the preservation of library materials became a specialization 
within librarianship, certain principles evolved which grew out of 
the guardianship mandate of librarianship, the discipline of 
bibliography, and the art conservation field.’ The guardianship aspect 
of librarianship is the assumption that, generally speaking, once 
libraries acquire books, they are kept permanently. The second 
assumption is that the books will be stored in buildings that are 
structurally sound and secure; these buildings are usually owned, 
rented, or leased by the library or the organization to which the 
library belongs. Therefore, the books are usually “owned” by the 
library. This is an important concept to keep in mind, for in today’s 
electronic environment, the ownership of texts by libraries can no 
longer be assumed or expected (the general historical concern for 
suitable library structures has been well described by Swartzburg and 
Bussey [1991] and the late nineteenth- and early twentieth-century 
debates have been documented by Higginbotham [19901). 
Regardless of how one defines bibliography, i t  goes back 
centuries. For the purposes of this discussion, i t  is adequate simply 
to state that the existence of rare book departments in libraries 
demonstrates that the value of particular books has been recognized 
for a long time. These books have been valued for such attributes 
as their artifactual, historical, or associational significance. Therefore, 
there is a long tradition of appreciating books as artifacts where the 
underlying assumption is that each book requires special care and 
handling. 
The influence of art conservation dates from the twentieth 
century. It lies in the artifactual one-by-one approach to treating 
items and in the principle that, whenever possible, treatments should 
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be reversible.* This influence can be seen in the curriculum of the 
book conservation program which was offered at Columbia University 
from 1981 to 1992. The curriculum was partially based on the art 
conservation programs at the University of Delaware, New York 
University, and Cooperstown (now Buffalo State College). Everyone 
who took those courses at Columbia was exposed to the artifactual 
approach. 
From these sources the following broad preservation principles 
have evolved: 
When materials are treated, the treatments should, when possible, 
be reversible.3 
Whenever possible or appropriate, the originals should be pre- 
served. Only materials that are untreatable should be reformatted. 
Library materials should be preserved for as long as possible. 
These principles have come increasingly into conflict with the 
enormity of the library preservation problem-i.e., millions of 
deteriorating books. The sheer size of the problem, as well as the 
high cost, has diverted us from the artifactual approach toward such 
measures as preservation microfilming and mass deacidification. 
These approaches have meant that many more texts could be 
preserved. However, the effects of deacidification are not necessarily 
reversible, and, in the case of microfilming programs, some 
institutions discard the books once they have been filmed. So, two 
of the three principles have already diminished in importance. The 
third is open to interpretation: should the objects be preserved for 
as long as possible, or should we preserve only the texts? 
THEPRESERVATIONPROBLEM 
The use of mass deacidification and microfilming assumes that 
the items to be treated are paper based to begin with. The forest in 
which we now find ourselves is replete with new media such as audio- 
and videotapes or computer and optical disks, all of which are 
constantly changing form. In some instances-for example, e-mail- 
the electronic format is the first and only format unless the information 
is printed out. The trend is a shift from information in permanent 
formats to information conveyed in formats so transitory that i t  can 
disappear at the touch of a command key. 
Kurzweil (1992a, 1992b, 1992c) presents a world in which the 
“book” is a personal computer, telephone, television, and cybernetic 
research assistant all in one. Though he says that the electronic book 
“falls short in some of the fundamental characteristics of paper and 
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ink in the areas of flicker, contrast, resolution, and color. .., computer 
technology is anything but static, and already some of these 
limitations are being overcome” (Kurzweil, 1992b, p. 141). 
More immediate than the Kurzweil “powerbooks” are the 
electronic formats already available in libraries-e.g., digital media 
such as CD-ROMs. These media have become an integral part of 
library collections and yet they are deteriorating at a rate that is 
much quicker than originally thought (DeWhitt, 1987a; “Special 
Report: ALA Back to Basics,” 1990; Stielow, 1991; Zachary, 1991). 
However, Lesk (1992) reminds us that perhaps of more import than 
deterioration is the fact that from now on data will have to be 
frequently “refreshed” (reformatted) because of technological 
obsolesence-e.g., the equipment used to convey information will 
be obsolete or cease to be manufactured as vendors go bankrupt or 
as data are moved to more sophisticated storage media. “On the good 
side, the intervention of machinery between the actual object and 
the reader means that the users are unlikely to become emotionally 
attached to the particular physical media, and thus reformatting of 
advanced technology should not produce the objections that 
accompany reformatting of books” (Lesk, 1992, p. 3). 
In an ideal world, where time, manpower, and money exist in 
equal shares, such regular reformatting could be expected. In the 
meantime, a lot of valuable information is disappearing, particularly 
in government archives. Sniffen (1991) has described information such 
as census data, which has been lost because it is stored only on old 
computer tape from discarded systems (p. 46). Anderson (1985) 
describes administrative records from the 1980s “created in machine- 
readable form and ...stored on media which at best had only a few 
years of reliable life and at worst were subject to regular overwritings 
in the interests of economy of data storage” (p. 79). 
How do our preservation principles hold up  to these situations? 
We can evaluate the principles in the context of the life cycle of 
information which consists of three stages: creation, life (or use), 
and disposal (reformatting, replacement, or disposal with no form 
of replacement). Preservation administrators are concerned with all 
of these stages. 
THELIFECYCLEOF INFORMATION 
The deterioration of an item begins during creation. For books, 
deterioration is caused by many things, among which are poor 
methods of manufacture such as adding alum-rosin sizing to paper 
pulp, the use of sulphuric acids to accelerate the leather tanning 
process, and so on. In recent years, the preservation community has 
lobbied paper manufacturers to produce permanent/durable papers 
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and the publishing industry to use such papers and to designate 
that use with an infinity sign on the verso of title pages. Nevertheless, 
even though some manufacturers can guarantee 250 years of life for 
their papers, all organic materials will distintegrate eventually, so 
there is ultimately a limit to what can be done.4 
The useful life of library materials can be extended not only 
through proper methods of manufacture but also by improving 
conditions of storage and use. Controlling the environment of 
buildings, proper shelving, and careful handling of materials will 
make them last longer. Preservation administrators have made great 
strides in extending the use of library materials and in educating 
manufacturers, librarians, and users. 
Finally, disposal may take place when individual items deteriorate 
beyond the possibility or practicality of repair. Replacement with 
a like item such as a reprint or by reformatting are all solutions 
(this stage usually requires collaborative decision making with other 
librarians as well as with the vendors who can provide the necessary 
services). 
How does the life cycle differ with new media? At the media 
creation point, the preservation community has less knowledge and 
expertise about the development and manufacture of new formats 
than it  does about more familiar formats such as paper. Also, physical 
durability of new media is not the ultimate problem but rather 
obsolescence (Lesk, 1992, p. 2). Therefore, preservation administrators 
will have to plan for an ongoing process of media conversion 
beginning at the point of acquisition (Cloonan, 1991; Lesk, 1992). 
The life of media is another consideration. Storage conditions 
can be controlled for some new media, but not all electronic 
information is replicable and, therefore, i t  is not necessarily in a 
physical form which can be stored or saved. Librarians will need 
to decide what will be stored, how and when it will be stored, and 
by whom-the library, the creator, the end-user, or the publisher (the 
issue of how information could be stored and transmitted is examined 
by Fiddes and Winterbottom, 1991). 
Reformatting will also be an integral part of this stage. Four 
areas of concern in media conversion are: (1) fragility (the inherent 
strength or inherent weakness of each medium), (2) rapidity of 
obsolence of the operating apparatus of each medium, (3) the ease 
of altering documents (the ability to manipulate, change, or reformat 
data easily), and (4)proprietary rights and preservation (who owns 
the information, and who will take responsibility for its 
preservation-an area potentially far more complex than copyright 
issues) (Cloonan, 1991, p. 3). 
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Disposal of media is a third concern. Content or format-which 
will we preserve? To a certain extent, these decisions will be market 
driven. No matter how much people resist, they will eventually give 
up their LP collections in favor of the predominant CDs, which 
they will then collect only as long as CDs are manufactured. So, 
ultimately, we have no control over formats and will have to focus 
on the content. Yet we must also realize that, in changing formats, 
something of the original is lost. The CD version of the Beethoven 
piano sonatas performed by Artur Schnabel may sound cleaner and 
crisper than the original LPs, but some of the original atmosphere 
is gone. 
Given these new scenarios, let us examine the principles of 
longevity and the importance of the artifact. There is no doubt, given 
the current technological environment of the late twentieth century, 
that the notions of both are changing radically. New technologies 
last a shorter and shorter time than do the older ones-papyrus, paper, 
vellum, vinyl records, etc. So much for the artifact; under these 
circumstances, preservation administrators will have to be more 
concerned with the longevity of the information. 
However, even as some new materials are being created only in 
electronic formats, what about the hundreds of millions of books 
currently housed in libraries? Most books will not disappear within 
our lifetimes. Preservation managers will need to continue to use 
established methods for the maintenance of these materials. 
Yet the emergence of electronic information will result in a 
fundamentally different way of approaching the preservation field 
which has been object based (books, broadsides, maps, etc.) and time 
oriented (e.g., permanent/durable paper should last for at least 250 
years). Thus the notion of saving object X for Y years may become 
obsolete. We will need to secure the longevity of information so that 
the information itself does not disappear. And i t  must be done in 
concert with librarians, publishers, manufacturers, and anyone else 
involved in the handling of the information. Malinconico (1992) 
makes an articulate plea for library educators to teach students how 
to cooperate with the whole community of individuals who are 
involved with the dissemination of information-computer and 
telecommunications specialists, vendors, community service agencies, 
and educational organizations-so that there is an understanding of 
the problems from all perspectives (pp.233-34). 
Lesk (1992, p. 16)also calls for cooperation but cites as his reason 
the technical aspects of the digital world. But such cooperation is 
already an integral part of the preservation field: deacidification, 
standards for microfilming, and other developments required 
collaboration among preservation managers, conservators, scientists, 
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and corporations. The only difference in the digital world is that 
we may need to look more toward industry in our collaborative efforts. 
CURRENT OR PATHSOUTOF THE FORESTINITIATIVES 
There are a number of interesting initiatives currently underway 
that suggest more than one path to be taken. Some projects are 
sponsored by the Commission on Preservation and Access and the 
British Library. A description of these will give the reader some idea 
of the directions in which librarians, researchers, and corporations 
are headed. 
The Commission on Preservation and Access, since its formation 
in 1986 as the Committee on Preservation and Access of the Council 
on Library Resources (Byrne & Van Deventer, 1992, p. 313), has been 
charged with creating a structure to set the conditions for a national 
preservation program. In 1988, i t  became an independent nonprofit 
organization. Since then, i t  has sponsored research, organized task 
forces and symposia, and published numerous technical reports. 
It has succeeded in accomplishing so much because i t  is an 
independent organization funded by universities, foundations, and 
granting organizations. It is an example of a network, a way of 
organizing activities that, according to Naisbitt (1982, pp. 192-94), 
is largely replacing the old hierarchies. In the case of preservation, 
i t  has, in a sense, replaced such hierarchies as the National 
Preservation Office at the Library of Congress. The National 
Preservation Office was dependent on staffing and support from the 
Library of Congress which, in recent years, has had fewer resources. 
Without the burden of a large hierarchy, the commission has had 
the freedom to pursue a number of initiatives. Patricia Battin, 
president of the commission, has often said in public speeches that 
the commission will last only as long as i t  takes to fulfill its mandate. 
No matter how long the commission lasts, its method of organizing 
a variety of activities through networks may well turn out to be a 
model that will be followed for some time to come. 
Perhaps the most striking example of the commission’s 
networking has been through the work of Hans Ru timann (1992), 
international project consultant to the commission. Through 
Rutimann’s extensive travels, he has reported on a variety of 
preservation initiatives, including the Archivo General de Indias in 
Seville, Spain, which is seeking to make accessible the contents of 
45 million documents and 7,000 maps and blueprints which chronicle 
Spain’s 400 years of influence in the Americas. The project comprises 
three parts: (1) the creation of an image database, (2) a bibliographic 
database, and (3) implementation of an archive management system. 
The technical work is being carried out by IBM Spain at its Scientific 
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Center north of Madrid, and the cataloging and scanning are being 
done at the archive (Rutimann & Lynn, 1992, p. 1). Rutimann (1992) 
has also reported on the possibilities for cooperation with preservation 
initiatives in China. 
The  Technology Assessment Advisory Committee of the 
commission has conducted and authored several pieces of research 
(Brown, 1991; Lynn et al., 1990; Waters, 1991). One of the members 
of the committee, M. Stuart Lynn, vice president of information 
technologies at Cornell University, is also involved in a collaborative 
effort between Cornell and Xerox (with the support of the 
commission) to test a prototype system for recording the text of 
deteriorating books as digital images. High-quality and archivally 
sound paper facsimiles can be produced from the digital images on 
demand. The project is described in detail by Kenney and Personius 
(1991). 
At Yale, a study is being conducted (under contract to the 
commission) to determine the means, costs, and benefits of converting 
library materials on microfilm to digital images. The idea for this 
study was based in part on Lesk’s 1990 report to the commission 
which affirmed the current use of microfilm as a preservation medium 
but suggested that, in the future, digital imaging technologies would 
be realistic only after the costs become lower (Lesk, 1990). 
Meanwhile, the British Library Research and Development 
Department is sponsoring its own research into the electronic storage 
and transmission of texts? One of these projects was to examine the 
feasibility of acquiring data for storage in an electronic archive directly 
from the printer after i t  was typeset into electronic form. The text 
could be acquired in ASCII code, which is compact. In this manner, 
the British Library could maintain an accessible record of the 
intellectual content of published works. The user would have access 
to the information online. In order to determine the feasibility of 
such a plan, two researchers undertook a survey of printers to ascertain 
current technology and practices in Britain. The study concluded 
that i t  should be possible to convert much of the text held into an 
electronic form (Fiddes & Winterbottom, 1991, pp. 1-2). 
The purpose of the projects described here is to capture the 
information, store i t  centrally, and then make i t  available to users 
on demand. The emphasis is on the information itself rather than 
on the artifact, and, in the case of both the Yale and British Library 
projects, they will be carried out at some future date. 
There is still another path to be taken, one in which the new 
formats are treated as objects, much as we have treated books, archives, 
maps, and so on. Some of the preservation literature describes storage, 
handling, and use of various formats; this literature is becoming more 
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voluminous every day. To cite a recent example, St-Laurent (1991) 
has written The Care and Handling of Recorded Sound Materials 
which discusses the physical characteristics of these formats, how 
they deteriorate, and how best to minimize their deterioration. As 
libraries acquire more of these new formats, they will depend 
increasingly on such literature. 
OUTOF THE FORESTO WHERE? 
After spending considerable time in preservation, where will we 
find ourselves? Which principles will be practiced? Will books be 
treated much as museum objects are today, as rare items because so 
few are being manufactured? Will reversibility become a dead issue 
because we will no longer expect books to last for hundreds of years? 
Will our very concept of permanence change in the next generation 
as consumer goods become disposable at an even faster rate than 
today’s average paperback book? The answer to most of these questions 
is likely to be “yes.” Concepts will change as the work environment 
changes and as the materials change. But the commitment to 
preserving information for future generations will certainly remain. 
THELAWOF THE SITUATION 
Naisbitt (1982, pp. 85-86) directly and Kurzweil (1992c, p. 63), 
indirectly refer to the Law of the Situation which asks “what business 
are you really in?” The law was formulated in 1904 by Mary Parker 
Follett (1942), the first management consultant in the United States 
(pp. 58-59). The question is usually asked when the business 
environment changes and a company or industry must reconceptualize 
its mission, though Follett saw it  as being applicable to all 
organizations. Naisbitt uses the railroads as an example of an industry 
that did not understand the Law of the Situation. Instead of seeing 
themselves in the transportation business, they saw themselves only 
as railroads and almost became obsolete. 
Kurzweil uses the blacksmith at the turn of the century as a 
metaphor for the position that libraries and other public institutions 
are in today. The blacksmith, who saw himself as a facilitator of trans-
portation, traded in his forge for a gas pump. Kurzweil(1992c) contends 
that if libraries see their mission broadly as gathering information 
and making it  universally available (not confined by library buildings 
or adversely influenced by current perceptions of librarianship), then 
they will become even more important in time (p. 63). 
Applying the Law of the Situation to the field of preservation, 
we must consider the primary underpinnings of what we do. Are 
we ultimately concerned with the preservation of individual items 
or with the preservation of knowledge? If the former, then the field 
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will merely respond tochanges brought about by each new technology. 
If the latter, then we must help to shape the sources that will create 
and distribute information. Both items and knowledge must be 
preserved. We must continue to save as much information as possible, 
regardless of the format or the means by which it is stored and 
disseminated. 
NOTES 
For the past decade, librarians have used the term preservation to denote the aggregate 
care of collections, and conservation to refer to the treatment of individual items. 
In art, the term conservation denotes both. 
2 The principles of longevity and reversibility are part of the Code of Ethics and 
Standards of Practice which deal specifically with conservation treatment issues. 
Written by The American Institute for Conservation of Historic & Artistic Works 
(AIC) and currently under revision, the code applies to books, paintings, objects, 
and so on (American Institute for Conservation of Historic & Artistic Works). AIC 
principles have influenced not only book conservators but preservation administrators 
as well. 
Actually, many conservators have argued that no treatment is truly reversible. So, 
reversibility means that, inasmuch as possible, conservators will use the least intrusive 
treatments available. For example, thirty years ago, lamination was a common method 
of strengthening documents. Today conservators are more likely to encapsulate an 
item. 
For a cogent discussion of recent scientific findings about the behavior of different 
types of paper, see Sparks (1991). 
5 Knowledge of these projects is based, in part, on this author’s discussion with Terry 
Cannon at the Research and Development Department of the British Library on 
July 29, 1992. 
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Intervening in the Life Cycles 
of Scientific Knowledge 
DONR. SWANSON 
ABSTRACT 
THEGROWTH OF SCIENTIFIC KNOWLEDGE is sometimes described in 
terms of a life cycle analogous to that of a living organism. This 
article examines certain shortcomings of such a model and proposes 
an alternative view of knowledge growth that has quite different 
implications. Literature cannot grow disproportionately to the 
growth of the communities and resources that produce it, but 
combinations of potentially related segments of literature can grow 
at a rate far higher than the capacity of the community to identify 
and assimilate such relatedness. Scientific knowledge, as it grows, 
becomes increasingly fragmented in to specialties. Bringing together 
complementary specialized literatures previously isolated from one 
another may rejuvenate the merged components. Some contributions 
to knowledge therefore can acquire more than one life cycle as new 
relationships are formed that were not apparent at the time of original 
publication. Examples are given that show how such recombinant 
ideas can lead to previously unknown solutions to scientific problems. 
The dominant information problems of the future inevitably will 
derive from the fragmentation of knowledge, a problem shift that 
may lead to new discovery-oriented views of information searching 
and use. 
Two CONCEPTS OF THE KNOWLEDGELIFECYCLE 
The metaphor of the knowledge life cycle probably has several 
independent points of origin within various disciplines. At least two 
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lines of development can be identified, one based on the Kuhnian 
concept of a paradigm and the other on statistical bibliography or 
bibliometrics. There is substantial literature on each of these concepts; 
the next three sections of this article focus on only a few key 
contributions as background for introducing an alternative approach 
to conceptualizing the growth of knowledge. 
The Paradigm Concept 
Citing earlier work on the diffusion of innovations, Crane (1972) 
stresses the role of scientific communities and the processes of social 
interaction and influence that underlie the exponential growth of 
science (pp. 22-40, 172). She identifies four stages of a growth curve. 
In stage one, new discoveries provide models or paradigms for future 
work, new scientists are attracted to the area, but little or no social 
organization has emerged. Stage two is characterized by Kuhnian 
“normal science” and by substantial interaction among collaborators 
that leads to exponential growth of membership and publications; 
an “invisible college” develops. In stage three, major problems 
addressed within the paradigm are solved, but, in the course of time, 
anomalies appear. Concomitantly, the researchers become in-
creasingly specialized and increasingly engaged in controversy. In 
stage four, the major problem-solving activity that sustains the group 
has become exhausted, a crisis develops, and membership declines. 
As a result of the crisis, new paradigms and a new cycle of growth 
may be initiated. The dynamics of the life cycle derive from interaction 
between cognitive and social factors. Other authors have proposed 
variations of the stages identified by Crane (Mulkay et al., 1975; Mey, 
1982, chap. 9). 
An attempt to formalize the idea of a Kuhnian life cycle is 
presented by Sterman (1985). He develops a dynamic computer model 
that simulates the kind of behavior that Kuhn has described, tests 
its internal consistency, and explores the sensitivity of his model to 
various parameters. Sterman identifies the four stages of a life cycle 
as: “emergence, normal science, crisis, and revolution” (p. 96). The 
lifetime growth curve of the paradigm is measured in terms of the 
fraction of the practitioners that are committed to it, a fraction that 
depends directly on a variable called “confidence” in the paradigm, 
which in turn depends on, among other things, the success of the 
paradigm in solving the “puzzles” of normal science. Sterman 
introduces the important assumption that the easiest problems are 
solved first, so that what remains becomes increasingly difficult in 
the course of time. After an initial period of rapid growth, the 
community eventually exhausts the supply of easily solved puzzles 
and engages problems that give rise to possibly profound difficulties 
608 LIBRARY TRENDVSPRING 1993 
or anomalies that lead to a crisis stage. Some anomalies may not 
be resolved, confidence in the paradigm diminishes, defections occur, 
and the population declines. Sterman notes that “the entire process 
may take a few years or a few centuries” (p.96). 
The power of a scientific model can best be understood in terms 
not of what empirical phenomena or data i t  seems to account for 
but of what i t  forbids. Sterman does not make clear what kind of 
plausible empirical data concerning population growth in a scientific 
community would be ruled out by his model. Almost any growth 
curve, one would assume, either keeps rising or eventually levels off 
or it levels off then declines. A suitable adjustment of numeric 
parameters in the model would seem to be capable of accounting 
for any of these possibilities and on any time scale from months 
to centuries. No attempt is made to test the model against empirical 
data. Sterman’s stated objective is to test only the internal consistency 
of Kuhnian science. 
Wittenberg (1992) has recently offered a critique and analysis 
of Sterman’s model and has extended it  by taking into account more 
systematically the role of competing paradigms. The Wittenberg 
critique, and the ensuing published discussion of it, illuminates the 
limitations and significance of the model. Of particular interest is 
the criticism of one author that the model does not at all represent 
the process of paradigm change during revolutionary science, a period 
characterized by “sudden, idiosyncratic, discrete, and exogenous 
processes” altogether different from normal science (Barlas, 1992, p. 
45). Additional commentary on paradigms and normal science by 
Watkins, Toulmin, Popper, Masterman, and others is pertinent to 
any attempt to model such phenomena (Lakatos & Musgrave, 1970). 
Linking the Paradigm Concept to Bibliometrics 
In a frequently cited paper, Small (1980) has proposed an 
operational definition of a paradigm based on cocitation context 
analysis. The context in which any given citation occurs is presumed 
to serve as a concept marker. Small had earlier shown, for highly 
cited chemistry documents, that there is a strong consensus concerning 
such context among authors who cite the same article. The cociting 
of two documents (in a restricted enough context) can be interpreted 
as a linkage of the two corresponding concepts. Thus, through 
analysis of cocitation clusters and concept combinations, one can 
build u p  representations of consensual knowledge structures. 
Although Small identifies such structures with paradigms, his 
proposal, by attempting to bridge the gap between citation structures 
and knowledge structures, merits a life cycle of its own independently 
of Kuhnian science. Among other things, Small’s approach would 
SWANSON/LIFE CYCLES OF SCIENTIFIC KNOWLEDGE 609 
seem to offer prospects for illuminating the relationship between 
normal science and revolutionary science. Although he does not 
explicitly discuss knowledge life cycles, his idea clearly implies a 
central role for cocitation patterns in any such investigation. To focus 
on cocitations suggests the possibility of knowledge rejuvenation 
through combining previously independent specialties that, taken 
alone, might be in a state of decline. 
A second paper that links paradigms to citation patterns reports 
that the average age of references cited in archaeological papers is 
less than the average age of references in humanistic papers on the 
same topic-namely, the Dead Sea Scrolls (Heisey, 1988). The author 
interprets such data as supporting the idea that archaeologists work 
within a single paradigm, solving and assimilating puzzles 
progressively in a way that requires citing only recent material, 
whereas, for humanists, the absence of such paradigmatic focusing 
leads to citing a higher percentage of older sources. Perhaps so, but 
the same data would also seem to support alternative interpretations- 
e.g., that scientists (in contrast to humanists) tend to disregard the 
literature, are not acquainted with most of it, and cite only what 
they have recently heard about at meetings and from colleagues. 
The Bibliometric Concept of a Knowledge Life Cycle 
In 1935, Wilson and Fred, in the departments of agricultural 
bacteriology and agricultural chemistry at the University of 
Wisconsin, conducted what they termed a study of the biological 
properties (growth and development) of the literature on nitrogen 
fixation by plants. They stressed the importance of choosing a large 
but fairly definite problem and plotted a growth curve based on a 
previously compiled bibliography of over 2,000 references that 
spanned a seventy year period. They discussed the nature of the 
research performed in three major periods that they termed, 
respectively, “the embryonic period,” “the period of development,” 
and “approaching maturity.” The third period extended to the year 
of their study so no subsequent phases were identified. They compared 
their empirical data with a theoretical logistic curve derived in 1931 
by Hiroshi Tamiya, who similarly investigated a literature growth 
curve for Aspergillus. Although a few empirical studies in statistical 
bibliography preceded this work, Tamiya may have been the first 
to propose a theory that could account for exponential growth. He 
suggested that scientific publication not only attracted a readership 
but attracted also other investigators who thus were stimulated to 
make similar further contributions. He hypothesized, therefore, that 
610 LIBRARY TRENDSISPRING 1993 
the growth rate of publications was proportional to the total number 
of prior publications. Introducing a factor that limited growth rate 
then resulted in a logistic curve. A modification of Tamiya’s idea 
will be explored in the second part of this article. 
Important issues of literature use and obsolescence studies were 
identified in a classic paper by Line and Sandison (1974). They 
distinguished at the outset the obsolescence of information from the 
obsolescence of documents containing the information. Information 
that represents knowledge can become obsolete by becoming 
incorporated, superseded, or invalidated by later information, or 
simply by failing to command continued interest. Moreover, 
obsolescence is neither inevitable nor irreversible. These authors 
concluded that generalizations concerning the decline of either usage 
or citations with age are not of much practical use for the purpose 
of weeding out obsolete materials in individual libraries owing 
especially to the very high individual variances for different journals 
and different types of material. Average values thus are not good 
predictors for individual cases. 
Brookes (1975), commenting on the above work, stressed 
important distinctions between the scientific study of citation 
patterns and the study of usage in individual libraries; the latter 
type of study, he argued, is not subject to generalization. 
According to the Science Citation Index (1986, p. 28), an “average” 
paper is cited most heavily in the first few years after publication 
and receives 80 percent of its eventual total citations in the first thirteen 
years. Numerous studies have shown that citations to any given article 
tend to diminish exponentially with time. Can0 and Lind (1991) 
briefly described a dozen or so diachronic (longitudinal) studies in 
which various citation lifetimes were reported that ranged from one 
to three decades. But there are many exceptions to this prevailing 
tendency. These same authors found that citations to one “citation 
classic,” among ten that were examined, showed sustained growth 
throughout the twenty-five year period studied. Garfield has collected 
a number of instances of “delayed recognition”; the time scales of 
delay prior to being cited varied from about ten to forty years (1981, 
p. 488; 1989, pp. 154, 264). Line (1974, 1984) has shown that citations 
to frequently cited physics articles decline much more slowly with 
time than do citations to less frequently cited articles. Thus, to take 
the average age of a set of articles as a predictor of obsolescence 
might be most seriously in error for the more important articles. 
THEGROWTH OF KNOWLEDGEAND FRAGMENTATION
Defining “Knowledge”: Subjective Versus Objective 
“Knowledge” is of ten inextricably associated with the shared 
intellectual activities, understandings, beliefs, interests, and 
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commitments of a community. It is a subjective and sociological 
concept of what people “know.” The so-called knowledge life cycle 
in that light can be described in terms of the growth and decline 
of shared interest in certain techniques, puzzles, and problems. 
“What people know” is a common understanding of what is 
meant by “knowledge,” but a second sense of the word, a meaning 
associated with the products of human intellect as in the phrase 
“recorded knowledge,” may be of greater significance for bib- 
liometrics, scientometrics, information science, and librarianship. 
Librarians who try to build research collections for future scholars, 
for example, must decide what recorded knowledge is worth 
preserving irrespective of the waxing and waning of interests, 
fashions, fads, and finances-and thus irrespective of who knows 
what or when they know it. In the rest of this article, “knowledge,” 
unless otherwise indicated, will refer to the products of human 
intellectual activity rather than to the contents of the human mind. 
Such products are not identical to the physical media but rather are 
abstractions. The abstract world of human created “objective” 
knowledge underlies an evolutionary epistemology as described by 
Campbell (1974), Popper (1972), and others. There are elements of 
such knowledge that do not necessarily have any explicit physical 
representation-e.g., the implicit logical relationship between two 
pieces of recorded information. Moreover, the total number of such 
relationships in all of science might greatly exceed the total number 
of pieces. 
A Model of Per Capita Literature G r o w t h  
Isolated populations of living organisms grow because organisms 
beget organisms. Under ordinary and favorable circumstances, the 
number of offspring produced each year tends to be some fixed 
percentage of the parent population, a relationship that leads to an 
exponential growth curve for the population. Such growth begins 
slowly and continues to the point of seeming explosive; eventually 
new and limiting factors supervene and the population may stabilize 
or decline. The scientific community also can undergo extended 
periods of fixed percentage exponential growth by “breeding” new 
doctorates. 
Information, on the other hand, does not beget information. At 
least for recorded textual scholarly or scientific knowledge (i.e., 
putting aside photography and similar raw data that are direct 
products of scientific instrumentation), information is created only 
by people. The average rate per person at which scholarly or scientific 
articles can be produced probably does not undergo substantial 
changes in the course of time. In such a context, to speak of exponential 
612 LIBRARY TRENDSISPRING 1993 
growth or its equivalent invites misunderstanding unless such growth 
is linked to the growth of the population that produces the 
information. An information explosion can derive only from a 
population explosion. Moreover, a population of researchers cannot 
grow explosively without a corresponding growth of the resources 
needed in order to conduct its research. If both information and the 
resources needed to produce it are growing at about the same rate, 
the ratio of one to the other remains almost constant-in which case 
it is not obvious just what an “information explosion” could mean. 
If libraries and other mechanisms for coping with information are 
not getting their proper share of research-supporting resources (as 
indeed may be the case), that is more a problem of allocation than 
inundation. It seems worthwhile to try to understand exactly what 
kind of information, if any, can possibly grow increasingly, 
unremittingly, and necessarily faster than its producing community. 
One obvious approach to the question is to contrast the 
production of new information per year with the total accumulation. 
New rather than total information would seem to bear a constant 
ratio to the producer population and its resources. If, for example, 
a fixed population of 100 scientists produces 300 articles per year, 
the ratio of the number of articles to the number of people after 
one year is three to one. But after 10 years, the ratio of total literature 
to people is thirty to one and after 100 years, three hundred to one. 
This illustration is based on simple linear (nonexplosive) growth 
of literature within a nongrowing population of producers. How 
much larger are these same ratios for an exponentially growing 
community and its literature? The answer may at first seem surprising. 
Suppose the community in question is growing at the rate of 
3 percent per year. In the first year, 300 articles are produced by 100 
people and in the second year 309 articles come from 103 people, 
and so on. In the tenth year, 130 people produce 390 articles. The 
cumulative number of articles produced in the first ten years is 3,432. 
At that point, the ratio of literature to people is about twenty-six 
to one, and hence is smaller than the fixed popuIation or linear case 
of thirty to one. This difference becomes more pronounced at the 
100 year point when the two ratios in question are 95 and 300 for 
the exponential and linear cases respectively. After 100 years, the total 
literature to people ratio for the 3 percent growth case hardly changes 
at all and never exceeds 100. The corresponding ratio for the fixed 
population case, on the other hand, continues to grow at a constant 
rate. In short, a fixed population producing literature at a constant 
rate leads to unremitting (but linear or nonexplosive) growth of the 
literature-to-people ratio, while the case usually described as an 
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information explosion entails little or no change with time in that 
ratio. 
To examine this idea in greater depth, consider, again earlier, 
a growing scientific community in which each person produces a 
fixed number of articles per year. But now, instead of taking 
exponential growth of the community as given, assume (following 
Tamiya’s suggestion) that its growth can be attributed to the power 
of its literature to attract new authors. The rate of production of 
new articles per year must be proportional to the size of the 
community, and we now take the rate of growth of the community 
as itself proportional to the number of articles that have been 
published during the most recent k years. The two ideas together 
lead to the following pair of differential equations: 
where S =S(t) = size of community (number of people) as a function 
of time 
n = the number of articles per year produced by each person (n 
=3, for example) 
and L = L(t) = total (cumulative) amount of literature produced 
up  to time t (in years). 
a = a constant that represents the ability of the literature to attract 
new scientists. 
Let So= the initial population of the community (= 100, for example) 
g = the growth rate, assumed fixed and sustained at g = 0.03 or 
3 percent per year. 
The solution to the pair of equations (1) is given by the following 
exponential growth equations for the scientific community and its 
literature: 
It is notable that these two equations do not depend on the value 
of k. 
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Next let: K(t) =L(t)-L(t-k),and, noting that, for t 2 k :  
It follows from (Ib) and (4) that: dS = aK(t) = gS(t), provided a = 
42 dt 
n(1-e -gk)  
In the above model, the scientific community grows because 
people are attracted to its published products (equation lb). The 
last result above shows that, instead of equation lb, an equivalent 
and perhaps more common assumption can be used-that the rate 
of growth of the community is proportional to the total number 
of its members, a relationship that may have explanations other than 
the one based on publications. Such resilience of exponential growth 
to the underlying explanatory account of i t  would appear to be a 
special case of a more general resilience property of the exponential 
and other informetric distributions investigated in depth by Bookstein 
(1990, p. 377). 
Of particular interest now is the ratio of the growth rate of the 
literature to that of the community. After the first eighty or so years 
( e g t  >>1), that ratio is essentially constant, as shown in the following 
equation 5 .  
LetR(t) = L =total literature pro-rated per person at time t. 
S 
Then: 
Equation 4 shows that the current literature (kmost recent years) 
grows at the same exponential rate, g, as the total literature, and with 
the shape of the growth curve independent of k (Bookstein, 1990, 
p. 377; Price, 1963). Pro-rating the current literature on a per person 
basis gets rid of the time dependence and so yields a constant value: 
where k has been set equal to 30 years. 
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The proportion of literature older than k years is given by: 
Thus V(t) is zero at t = k = 30 years, increases to 38 percent 
at 100 years, and never exceeds 41 percent; thus the per capita number 
of old articles in the long run does not increase. 
A Connection Exfilosion 
The argument that the ratio of literature to people is an important 
and relevant parameter merits further discussion. It seems to suggest 
that a division of labor somehow can be used to cope with the various 
problems of assimilating the literature. Just how such a coping 
mechanism could work may not be at all clear, but i t  is commonly 
taken for granted within the scientific community. Scientists long 
ago abandoned the idea that each of them had to read everything. 
By some obscure spontaneous process, they organized their work into 
specialties, thus permitting each individual to focus on a small part 
of the total literature. Specialties that grow too large tend to divide 
into subspecialties that have their own literatures which, by a process 
of repeated splitting, maintain a more or less fixed and manageable 
size. As the total literature grows, the number of specialties, but not, 
in general, the size of each, increases. The literature to people ratio 
is kept roughly constant thus enabling everyone to keep up  (or at 
least to think they keep up) with their own share of the total as 
represented by their specialty. But the unintended consequence of 
specialization is fragmentation. By dividing up  the pie, the potential 
relationships among its pieces tend of necessity to be neglected (for 
a perceptive essay on some of the cognitive/sociological dimensions 
of specialization and fragmentation, see Whitley, 1979). 
To examine the fragmentation problem in the context of the above 
K -model, let F(t) = - - the total number of specialized literatures, or 
A 
“fragments,” each of fixed size A articles, within the current literature, 
K (Choose A = 100, for example). To assume that the fragments are 
similar in size is not accurate (Sullivan et al., 1977, p. 176), but such 
an assumption serves as a useful approximation in the following 
FrF-11analysis. The total number of possible pairs of fragments, 
2 
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or approximately F2-, provides a basis for estimating the number of 
2 
potential connections or relationships between different fragments. 
Some unknown fraction, denoted by q (for example, q = 1 percent), 
of all possible pairs, represents those that are important, interesting, 
or meaningful according to criteria to be discussed in the third part 
of this article. The number of such “interesting” pairs is then given 
by: 
C ( t )= $= 17605s2
24 A 
The squared term leads to a very rapid rate of growth. Even 
prorating the number of pairs on a per capita basis still yields 
exponential growth: 
where A is chosen as 100 and q as 0.01 for the purpose of illustration. 
The relationships expressed can be visualized with the help of Figures 
1 and 2. The solid curve of Figure 1 is actually formed of two curves 
that represent equations 2 and 3, respectively, for the research 
community and the cumulative literature it produces. Except for the 
constant factor of 100, the two curves are not perceptibly different 
(on the scale chosen) and represent an exponential increase at the 
rate of 3 percent per year. The literature growth curve taken alone 
represents also the usual view of an “information explosion.” The 
dashed line shows the steady linear accumulation of information from 
a fixed community of producers. Figure 2 shows how literature appears 
to grow when it is prorated on a per person basis in the producing 
community (which, for science, one can assume is also the consuming 
community). For the fixed community (dashed line), the per capita 
literature growth remains linear as before, for it is simply divided 
by a constant factor of 100. For the case of a community growing 
at the rate of 3 percent, the per capita growth is dramatically different 
from the total growth. Instead of exponential growth of the total, 
there is essentially no growth per capita at all after the first 80 or 
100 years (see equation 5) .  From this perspective, the information 
explosionis a myth, but not so the potential for a connection explosion, 
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Figure 1. Exponential and linear growth 
as shown by the rapidly rising curve that corresponds to P (the number 
of pairs of fragments per person) in equation 9. 
No attempt has been made to match the model to actual growth 
rates or community size. Nonetheless the idealized growth curves 
shown in Figure 2 lead to certain conclusions that are unlikely to 
be much different if real data were used. The actual growth rate of 
the community itself is known to vary greatly over the course of history 
and to vary greatly from one discipline to another and from one 
specialty to another. But a growth rate of over 4 percent for science 
as a whole has been sustained for several hundred years (Price, 1963). 
Any sustained growth rate less than 3 percent would lead to a curve 
intermediate between the 3 percent curve shown and the dashed line 
that represents zero growth of the community. For example, a 2percent 
curve (not shown) has almost the same shape as the 3 percent curve, 
but flattens out more slowly-remaining constant after about 150years 
instead of 80 to 100 years. Any growth rate higher than 3 percent 
would lead to a ratio curve even flatter than the one shown. Within 
wide and plausible limits, substantially the same general picture 
emerges. The literature to person ratio grows at a rate slower than 
linear and eventually not at all. There seems to be no reasonable 
set of assumptions that could lead to explosive or exponential growth 
.: 
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Figure 2. Cumulative literature pro-rated per person 
of that ratio. On the other hand, under all reasonable assumptions, 
the growth rate ratio for pairs (thus for relationships or connections) 
would be exponential and hence explosive. 
The absolute size of the P-curve was chosen to fit the scale of 
the graph by taking only 1 percent of the number of possible pairs 
as representing those that turn out to be of interest, but this percentage 
is, in fact, altogether unknown. It could be larger or smaller, but 
the shape of the curve is clear; under any plausible set of assumptions 
this abstract and invisible but explosive growth must eventually 
overshadow the growth of the literature itself and overwhelm the 
associated community of information producers and users. 
What is generally taken as the single most important marker 
of potential obsolescence is the age of the literature. In Figure 2, 
the distance between the horizontal dotted line for the current thirty 
years of literature (see equation 6) and the near horizontal total 
literature line above it (see equation 5 )  represents the literature per 
capita older than thirty years. Thus, whatever may be the nature 
of the obsolescence problem in older literature, it is not characterized 
by disproportionate growth with respect either to the total literature 
or the size of the scientific community. 
The life cycle of a scientific specialty is characterized by growth 
and decline but not necessarily by obsolescence. Prior to decline, 
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i t  may fragment into new subspecialties or develop new relatedness 
with other older specialties-relatedness that may be unintended and 
unnoticed. The fragmentation of knowledge inevitably will spawn 
the most important information problems of the future, problems 
that also are opportunities to create new knowledge by discovering 
new relationships. What is now seen as an information explosion 
will become an opportunity explosion. The next part examines the 
nature and explicit examples of such opportunities. 
COMBINING BUTCOMPLEMENTARY 
DISJOINT(CBD) LITERATURES 
A series of papers published during the past six years shows 
how it is possible to find, within scientific bibliographic databases, 
unnoticed relationships that represent new solutions to scientific 
problems. In particular, three “case studies” show how previously 
unknown solutions can emerge through combining sets of biomedical 
articles that are logically related but which do not cite or mention 
each other (Swanson 1986b, 1988, 1990a). Subsequent to each of the 
first two such studies, independent clinical and laboratory evidence 
has been reported that supports the proposed novel solutions; a 
clinical trial to test the results of the third study is currently underway. 
The above three studies are summarized and elaborated in Swanson 
(1990b, 1991); independent reviews and evaluations provide additional 
perspective (Lesk, 1991, pp. 6, 7; Davies, 1989). The following 
description of the literature structure that was analyzed in the 1988 
case study explains the main point of the project. 
That study began by choosing the problem of finding published 
information on the cause or cure of migraine. Such a quest is pre- 
sumably futile because it  is generally accepted by medical researchers 
that the cause and cure of migraine are unknown. However, to see 
how implicit but unknown published information relevant to causes 
or cures might exist, consider the following six pairs of titles of medical 
articles, selected from 128 similar articles cited and reviewed in the 
published outcome of the study. All “a” titles are about migraine; 
“b” titles are about magnesium. 
la  The relation of migraine and epilepsy. 
l b  The magnesium deficient rat as a model of epilepsy. 
2a Role of calcium entry blockers in the prophylaxis of migraine. 
2b Magnesium: nature’s physiologic calcium blocker. 
3a Leao’s spreading depression: evidence supporting a role in the 
migraine aura. 
3b LOWextracellular magnesium induces epileptiform activity and 
spreading depression in rat hippocampal slices. 
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4a Evidence of enhanced platelet aggregation and platelet sensitivity 
in migraine patients. 
4b Protective effects of dietary calcium and magnesium on p2atelet 
funct ion and atherosclerosis in rabbits fed saturated fat. 
5a Serotonin-releasing factors in migrainous patients. 
5b The effect of magnesium on the response of smooth muscle to 
5-hydroxy tr yptamine [serotonin]. 
6a Substance P and enkephalins: a creditable tandem in the 
pathophysiology of cluster headache and migraine. 
6b 	Substance P, bethanechol, 4-aminopyridine, and potassium 
antagonize the depressing effects of low-frequency stimulation, 
tetrodotoxin, procaine, and of magnesium on the field-stimulated 
guinea-pig vas deferens. 
Complementarity 
Because of the shared “linkage” terms shown in italics, each 
of the six pairs of titles raises the question of whether magnesium 
deficiency might be implicated in migraine. None of these pairs is 
unique; there are more than a dozen articles (like la) that relate 
epilepsy to migraine and a similar number (like lb) on the role of 
magnesium in epilepsy-similarly for the other five pairs. Moreover, 
there are at least five more linkages besides the above mentioned 
six that appear to connect magnesium with migraine (Swanson, 1988, 
1990b). Altogether, sixty-five articles on migraine and sixty-three on 
magnesium were identified as forming what may be called two 
“complementary literatures,” a pair in which one literature appears 
to contain a potential solution to a problem posed in the other. Such 
unintended complementarity becomes of great interest if it is not 
apparent within either literature taken alone, a point to be elaborated 
in the next section. 
Disjoin tness 
Remarkably, none of the sixty-five articles on migraine mentions 
or cites any articles on magnesium and none of the sixty-three articles 
on magnesium mentions or cites any articles on migraine. Moreover, 
a MEDLINE search in August 1987 revealed that, among 4,600 
migraine records and 38,000 magnesium records, there were only six 
that contained both “migraine” and “magnesium,” either as a 
descriptor or as an identifier or as a text word in the title or abstract. 
The six corresponding articles, published over a twenty year time 
span, were principally on magnesium. They offered little or no 
substantive discussion of the migraine literature and none had been 
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cited by any migraine researcher, as judged by searching the Science 
Citation Index. In short, neither online searching nor printed indexes 
nor reading the text and following citation trails in medical articles 
turned up evidence that there was, at the time, any substantial 
scientific interest in the possibility of a physiological relationship 
between magnesium and migraine. 
If migraine and magnesium are biologically unrelated, one might 
infer that the corresponding words should appear to be distributed 
independently of one another in scientific articles as well as in titles 
and abstracts. That is, “migraine” occurs in about one record per 
thousand in the entire MEDLINE database so it would be expected 
to turn up more or less by chance in about thirty-eight of the 
I ,  magnesium” records. Thus i t  comes as a surprise to many 
information scientists that there are significantly fewer than thirty- 
eight such occurrences; so striking a negative correlation instead of 
a random association perhaps calls for explanation. The work of 
science is clustered into specialties; migraine researchers write about 
migraine, citing each other, and magnesium researchers write about 
magnesium, citing each other; difficulties in word use between the 
two groups may cause many negative correlations. 
When the 1988 study was conducted, the two literatures on 
migraine and on magnesium were essentially disjoint in that they 
had virtually no articles or authors in common, they did not cite 
each other, and they were not cited together (cocited) by any third 
type of article (a few exceptions are discussed in that study; no 
subsequent publications have yet identified other pre-1988 exceptions, 
and even the exceptions have not been cited). Moreover, the two sets 
of articles identified were as nearly complete as can reasonably be 
expected from a diligent literature search. So far as printed evidence 
was concerned, i t  would seem that no one at all was aware of the 
implicit problem-solution relationship within these complementary 
but disjoint literatures; people who worked on the migraine problem 
appear not to have known about the connection with magnesium 
and vice versa. Such insularity and fragmentation may be a typical, 
though unintended, consequence of scientific specialization. 
Publication of Results as Zntervention 
Any published paper, in some sense, “intervenes” in the process 
of building the edifice of knowledge; in this article, “literature 
intervention” is used in a special sense that requires a definition 
and explanation. Contributions that f i t  within the normal framework 
of scientific specialties are not considered as “interventions.” A 
“literature intervention” is here taken to be a published literature 
analysis or bibliometric analysis that attempts to introduce new 
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connections and citations that cut across specialties in order to connect 
disjoint parts of the existing network. The purpose of such an 
intervention in general is to influence the course of normal research 
within the individual specialties that are thus connected. A literature 
intervention is based on the assumption that even a nonspecialist 
is able to see many clues to relationships that may have escaped 
the notice of specialists simply because the implicitly related 
literatures in question have never been brought together, clues such 
as those in the six pairs of titles on migraine and magnesium quoted 
earlier. Thus, such interventions are not necessarily based on as great 
a depth of knowledge as that prevailing within the specialty. 
A report based on analyzing the sixty-five migraine and sixty- 
three magnesium articles discussed in the preceding section was 
submitted to a biomedical journal and published in 1988. Since the 
date of that intervention, at least thirteen publications from eight 
groups of researchers have presented or discussed substantive clinical 
or laboratory evidence that a magnesium deficit of some kind is 
implicated in migraine (Weaver, 1989, 1990; Ramadan et al., 1989; 
Altura & Altura, 1990; Ferrari et al., 1990; Welch et al., 1990; Taubert 
& Keil, 1991; Fauk et al., 1991; Facchinetti et al., 1991; Schoenen et 
al., 1991; Toffaletti, 1991; Sarchielli et al., 1992; Gallai et al., 1992). 
The abstract of the most recent paper begins: 
In the last few years a fundamental role for magnesium in establishing 
the threshold for migraine attacks and involvement in the patho- 
physiologic mechanisms related to its onset has become evident. (Gallai 
et al., 1992, p. 132) 
Although only eight of the above thirteen publications cite the 
1988 literature intervention study, the pattern of citations and the 
information within all thirteen papers is consistent with the 
possibility that the 1988 intervention provided the main stimulus 
for this new work (see especially Schoenen et al., 1991). If it did 
not, the suddenly awakened interest in a migraine-magnesium 
connection after 1988 remains unexplained. Whether or not such a 
connection ultimately becomes established and accepted by medical 
scientists, it seems clear, in any event, that complementary but disjoint 
literatures are worth seeking; in principle they hold the potential 
for stimulating the process of scientific discovery. 
Similar Conclusions Reached in Earlier Study 
Similar conclusions were reached in the first CBD literature 
analysis and intervention (Swanson, 1986b). That study identified 
one set of articles showing that dietary fish oil leads to certain blood 
and vascular changes, and a second set containing evidence that 
similar changes might benefit patients with Raynaud’s disease. Yet 
neither literature mentioned the other and no evidence has yet turned 
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up to indicate that the implied potential benefits of dietary fish oil 
for Raynaud patients had been suggested prior to that study. At that 
time, there had been published about 2,000 papers on Raynaud’s 
syndrome and about 1,000 papers related to dietary fish oil. A 
MEDLINE search showed zero intersection of those two sets. No 
instances were found of articles on fish oil citing articles on Raynaud’s 
disease or vice versa. 
Two years later, in 1988, the predicted beneficial effect was 
corroborated by a controlled double-blind, clinical trial reported by 
B. B. Chang and a team of medical researchers. That report does 
not cite the 1986 CBD literature intervention study but the similarity 
of the two papers is notable. All of the reasons given by Chang et 
al. (1988) for inferring that fish oils may ameliorate Raynaud’s disease 
are identical to reasons given in the intervention paper, and the 
complete list of ten references cited by Chang et al. is a subset of 
the references cited in the intervention paper for the same reasons. 
The following points are common to the two papers: Fish oil reduces 
platelet activity, vascular reactivity, and blood viscosity, and these 
same changes can be expected to ameliorate Raynaud’s disease. Fish 
oils produce prostaglandin PGIS, and the latter is a potent vasodilator 
that can also suppress platelet aggregation. Fish oils reduce blood 
viscosity through increasing cell membrane fluidity and through 
reducing blood triglycerides and chylomicrons. Nifedipine, a calcium 
blocker commonly used in treating Raynaud’s disease, inhibits platelet 
aggregation. Chang et al.’s (1988) references 1 through 10, respectively, 
are identical to references 50, 52, 49, 3, 17, 19, 16, 10, 11, and 65 in 
Swanson (1986b). 
The 1988 study by Chang et al. is important for i t  represents 
the first clinical trial of a dietary approach to treating or preventing 
Raynaud’s disease. The purpose of the 1986 literature intervention 
was not to substitute literature research for clinical research but to 
show that a novel approach based on a synthesis of CBD literatures 
can stimulate exactly the kind of controlled clinical study reported 
by Chang. It is difficult to imagine better evidence of such influence 
than the text of the article by Chang et al. save perhaps an 
acknowledgment by the authors themselves. 
The common (though mistaken) belief that whatever is published 
is therefore, by definition, “known,” would imply that the work 
reported in any CBD literature study cannot be “original” research 
and does not merit recognition as an influence beyond the ideas of 
others that i t  merely assembles. An assembly of other people’s ideas 
is just what such work claims to be, but i t  claims also that such 
an assembly in principle can yield new knowledge. The proof of 
the latter claim follows from a simple example that can be taken 
624 LIBRARY TRENDWSPRING 1993 
as paradigmatic: suppose that “X causes Y” is known exclusively 
to one group of authors and readers and “Y causes 2” is known 
exclusively to a second group. Then the (unintended) implication 
that X causes 2 might be known to no one at all, but it is discoverable 
by any third party who assembles the two complementary but disjoint 
premises. This “disjoint syllogism” shows how “public knowledge” 
can remain undiscovered by anyone, even by its own authors 
(Swanson, 1986a). 
Clinical Trial Initiated for Third CBD Literature Study 
A controlled clinical test with the title “effect of additional 
arginine administration on serum levels of insulin-like growth factor 
I” has been initiated by faculty members of the University of Illinois 
College of Medicine at Urbana (personal communication from Arjun 
Venkataramani, primary investigator for the project, August 27,1992). 
That investigation is apparently the first controlled test, and the 
first dose response measurement, of the potential stimulatory effect 
of arginine infusion on endogenous IGF-1 (Somatomedin C) levels. 
To establish such a relationship through a clinical test may have 
important implications for treatment or prevention of catal- dic  states. 
Many indirect linkages that would lead one to expect arginine to 
influence IGF-1 levels were reviewed in the third literature 
intervention study (Swanson, 1990a), along with corresponding 
citation based evidence that the implicit arginine IGF-1 link had 
been overlooked or neglected by medical researchers. The University 
of Illinois trial further strengthens the evidence that identifying and 
reporting CBD structures within the literature of science can stimulate 
clinical and laboratory research. 
The Quest for a Systematic Process 
The migraine study may be taken as a prototype or model to 
aid in developing a more systematic repeatable process for conducting 
other CBD literature studies. Ideally, one would like to fully automate 
the initial stage of at least bringing potential solutions to the attention 
of migraine researchers. The prospects for achieving this ideal will 
be examined briefly, making use of the known outcome in this case 
(the literature on magnesium) to provide suitable test parameters (the 
original analysis relied heavily on human judgment in a trial-and- 
error online search process). 
The goal of the migraine study in effect is to retrieve magnesium 
articles without knowing in advance that magnesium is the object 
of the search. Fully automatic methods that depend only on word 
co-occurrence frequencies and probabilistic matching of records at 
first sight might seem promising because of the shared linkage terms 
in the migraine and magnesium literatures, as exemplified by the 
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six pairs of titles illustrated earlier. Indeed, the mainstream of 
information retrieval research is based on similar probabilistic 
methods (Salton 8c McGill, 1983). However, a closer look at the 
statistics of the problem, applied to a multimillion record database, 
does not encourage boundless optimism (Swanson, 1991, p. 284). The 
nature of the problem for a fully automated process is illuminated 
by the Venn diagram of Figure 3, which shows that a very small 
part of the migraine literature intersects a very large (200,000 article) 
intermediate literature (corresponding to the eleven connections 
mentioned previously), and a very small part of the magnesium 
literature forms the other part of the (potential) linkage (Figure 3 
is a post-hoc reconstruction of the known outcome of the analysis; 
the information it presents could not have been known at the outset). 
The goal of any automated probabilistic process must be to present 
to the human searcher a set of records sufficiently “rich” in both 
migraine and the unknown target (magnesium) so that a com-
plementary relationship, if any exists, could be recognized. 
In experiments using only title word co-occurrence data, initial 
attempts to form a sufficiently rich set were not successful (Swanson, 
1991, pp. 285-86). Even though the intermediate 200,000 record 
literature (Figure 3) was based on strong title-word correlation with 
migraine, there was no  significant correlation of the same 
intermediate literature with magnesium. 
The difficulty with a fully automatic probabilistic approach is 
easily seen if one attempts to design a test for any specified procedure 
that is thought to be promising. Most operational databases (such 
as MEDLINE) are far too large to serve as the basis for any such 
test. But any artificially constructed “test” database would of course 
have to contain some number of magnesium articles, and the question 
of how many such articles are introduced into the database is a crucial 
parameter of test design. The problem is to determine whether the 
(fully automatic) method under test is able to achieve the requisite 
level of discrimination, a level that is known in this case because 
the criterion for a successful outcome is known. As indicated earlier, 
the size of the magnesium literature identified as complementary to 
the literature on migraine was sixty-three articles (no doubt some 
articles that should have been included were never found, but the 
sixty-three article result was achieved through reasonably diligent 
searching of the major available online databases, including 
MEDLINE). The performance goal for any proposed test should thus 
approximately duplicate an ability to select on the order of 100 articles 
out of the 5 million or so in the MEDLINE database at the time 
of the reported study-a discrimination level of 1 record in 50,000. 
Such a level of discrimination in a relatively homogeneous database 






Figure 3. Size and scale of CBD literature problem for migraine and 
magnesium 
(i.e., as contrasted with a multidisciplinary or encyclopedic database) 
is probably well beyond what any text-based probabilistic process 
applied to either full text or to titles and abstracts can reasonably 
be expected to achieve (if such a test were to be conducted, the above 
argument suggests that the minimal size test database would have 
to be at least a few hundred thousand records). To apply human 
judgment using the tools of online searching provided by the major 
database producers and system vendors, leads to a more promising 
approach (Swanson, 1991, pp. 286-87). 
To restate the problem now in terms of an online search rather 
than a hypothetical, purely probabilistic process, one begins with 
a MEDLINE search for migraine literature but cannot specify 
immediately what to look for next. Several techniques for conducting 
a search for an unknown target have been previously discussed 
(Swanson, 1991), the most successful of which took advantage of both 
title-word co-occurrence data and of strategic guesses concerning 
categories of possible target literatures. Broad categories of targets 
offer a more practical basis for conjecture than do thousands of highly 
specific targets. Four such general categories-physiological 
deficiencies, dietary factors, poisons, and toxicity-each divided into 
two or three levels of differing breadths, have been developed and 
partially tested with some success; these strategies are presented as 
DIALOG MEDLINE searches in Swanson (1991, Table 3, pp. 286-
87).The effect of using one such strategy is illustrated schematically 
in Figure 4.A set of over 100,000articles linked to migraine literature 
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Figure 4. Title-word co-occurrence experiment with conjectural target 
category; an approach to searching for an unknown target 
by title-word co-occurrence is narrowed down by means of the 
following DIALOG search based on the MeSH subheading 
“deficiency” and diet-related title words as indicated: 
select deficiency/de and (diet or dietary or diets or intake or induced 
or supplement?)/ti 
The set formed by this search consisted of 4,400 records. When 
combined with the 100,000record intermediate literature, the resulting 
intersection contained only 200 records (none of which contained 
the word “migraine”). Within these 200 records, “magnesium” was 
the most frequent substantive title word, occurring in thirteen titles, 
about f i f ty  times the frequency with which such titles occurred in 
the intermediate literatures. In any visual scan of the 200 titles, 
magnesium would not be likely to escape the notice of anyone looking 
for clues to possible physiological influences on migraine. The 
linkages to these thirteen titles are all sufficiently suggestive to 
stimulate further exploration. 
The last step just mentioned might provide a suitable basis for 
testing automatic methods. Once a downloaded set is thought to be 
sufficiently rich in records that represent the unknown target (which 
in this case turned out to be the thirteen magnesium records out 
of a set of 200 records), a probabilistic match of source (migraine) 
and target sets to identify the most likely specific target candidates 
may hold promise. 
The objective of the search for an unknown target is to find 
complementary passages of text that stimulate conjectures concerning 
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target substances that hold promise for solving the problem initially 
selected. Such conjectures can then be explored in the further search- 
ing of MEDLINE. Citation and cocitation patterns finally must be 
analyzed to determine whether the discovered complementary liter- 
atures are in fact disjoint (Swanson, 1989a, 1989b). Online searching 
alone can be no more than a prelude to an investigation in depth; 
ultimately, many full-text articles within the source and target 
literatures must be analyzed, an unavoidably labor intensive but 
essential prerequisite to any literature intervention. 
CONCLUSION 
On a per capita basis, the cumulative amount of published 
information produced by a long established exponentially growing 
community of researchers is essentially constant, an easily provable 
statement that may seem at first surprising in the light of prevailing 
ideas on information inundation. Moreover, the fraction of the total 
quantity of information that is older than some given number of 
years (and hence more susceptible to depreciation or obsolescence) 
is also essentially constant on a per capita basis. However, the 
fragmentation that inevitably accompanies the growth of science has 
created an  altogether different set of problems-as well as 
opportunities. Interrelationships among the fragments, unnoticed 
because of the insularity of specialties, have been shown to harbor 
previously unknown solutions to authentic scientific problems, and 
so to hold a potential for rejuvenating knowledge that might 
otherwise be considered obsolete. The invisible growth of relatedness 
probably follows a combinatorial law and so may far exceed even 
the explosive growth rates that have characterized both the scientific 
community and the mountains of print it produces. 
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The Value of Currency 
PATRICKWILSON 
ABSTRACT 
MAINTAININGCURRENCY-KEEPING up-is an  occupational re-
quirement for knowledge workers which is backed by ethical, legal, 
and social expectations and powerfully reinforced by the incentive 
to preserve the value of one’s human capital-i.e., one’s stock of 
knowledge and skill. But no particular level of currency is socially 
required; the levels actually attained and the costs (mainly in time) 
paid can vary enormously. These costs are maintenance costs; the 
value of the stock maintained does not necessarily increase and may 
even decline. Evaluation of embodied stocks of knowledge is holistic 
and coarse, insensitive to small changes, a fact which helps explain 
the vagueness of social requirements of currency. The value of 
individual inputs (e.g., reading an article) can ordinarily not be 
measured. 
INTRODUCTION 
When people ask for information about something, the 
assumption is that they want current information, that is, information 
about how things are now-just as one assumes they want correct 
information rather than misinformation. Unless otherwise specified, 
information means current information in the sense of information 
about the current state of the world. Even when people ask specifically 
about the past, one assumes they want to know what is currently 
known or thought about the past and not what people used to think. 
And if they ask about something that is presumably unchanging, 
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like the value of some physical constant, again they want to know 
what the current view of the matter is, not what used to be thought. 
The assumption of currency is the default assumption; if old 
information is wanted, a special effort has to be made to make clear 
that that is what one wants. Of course, old information may still 
be good-it may describe something that has not changed or represent 
a view that we still hold. Information does not have to be new to 
be current, but we will ordinarily want to know about the current 
status of any old piece of information. 
CURRENCYOR KEEPINGUP 
The intimate relation between information and currency can be 
seen clearly if we consider the concepts of staying current or keeping 
up. Suppose one starts with a certain picture of a situation-e.g., 
the state of the local school system, the current situation in Turkey, 
the state of the mind-body problem in philosophy, what is known 
about the causes of dyslexia. If one is kept informed, over time the 
initial picture will change gradually as new reports come in. The 
process whereby new reports modify a prior picture is wickedly 
complicated; it certainly does not involve automatic acceptance and 
direct use of the contents of new reports; one does not have to believe 
everything one hears, and the modification of an initial picture of 
a situation may not correspond to what the author of the report 
wanted or expected. One might even reject or ignore most of the 
reports and interpret the rest in ways that would surprise their 
producers (compare Machlup, 1980, p. 57). But, as a result of 
interpretation and evaluation of new information, the initial picture 
gradually will change. Much may be unchanged; information that 
was part of the picture in earlier times may still be part of the current 
informed picture. Or everything may have changed. If you are looking 
for someone who is well informed about a situation, you are ordinarily 
looking for one whose picture is current, up to date, a picture of 
what the situation looks like now. This may not always be the case. 
Sometimes asking for current information might just be a request 
for the most recent reports or the most recent news. But ordinarily 
the request for information is a request for what is now known, 
and, in that sense, information is understood to mean: current 
information. So to ask about the value of currency is just one way 
of asking about the value of information, and to ask about the value 
of being current is another way of approaching the same question. 
It is not the only way (for some others, see King, 1982; Repo, 1989), 
but it is an especially interesting one for reasons that should become 
clear as this discussion evolves. 
Everyone of ordinary intelligence tries to keep up with changes 
in some part of the world around them; at a minimum, everyone 
tries to stay aware of what is happening in their immediate 
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environment-home, neighborhood, workplace. Growing up, we 
learn what kinds of things one has to keep an eye on, look out for, 
pay attention to. This rudimentary form of keeping up is mostly 
automatic and effortless. It is a monitoring of the environment that 
is not so different from what humans in pre-agricultural and pre- 
industrial societies had to do, though perhaps less depends on it  
for us, our lives mostly being less precarious than theirs. 
Almost everyone tries to keep up with some part of life beyond 
the immediate environment, but everyone differs in pattern of interest 
and habits of pursuing currency. There is one general principle of 
the distribution of interest and attention-egocentrism. Information 
that appears to be practically relevant to the individual’s situation 
and interests and concerns is sought or at least accepted. This is 
really just an extension of the primitive practice of monitoring the 
immediate environment; we monitor a larger environment, looking 
for dangers and opportunities. But how much wider the environment 
we attend to is largely u p  to us; some look scarcely further than 
their immediate neighborhood, some try to watch the whole world. 
Beyond monitoring for relevant changes that might occur anywhere, 
we all have patterns of avocational, recreational, ideological, and 
cultural interests which may lead us to follow events in one or another 
subworld more or less intently. Again, i t  is up to us to decide what 
spheres of life we will follow and how closely. 
But it is not always our decision whether or not to keep up 
with a sphere of activity. The social world imposes requirements 
on its members, and currency is a requirement imposed on occupants 
of some kinds of social positions, particularly occupational positions. 
However, the way it is imposed and the way it is attained differ. 
A worker may be instructed by a supervisor, bringing the worker 
up to date on what must be known; an executive may have a staff 
of experts whose job it is to bring the executive up to date in a 
particular situation. Neither worker nor executive may need to do 
anything to keep themselves up to date; i t  is someone else’s job to 
keep them, or bring them, u p  to date. But for one large class of 
workers, keeping up to date is their personal responsibility. These 
are the knowledge workers-i.e., knowledge producers (those active 
in research and development) and members of the professions. 
Professionals of ten express discomfort or embarrassment at being 
unable to keep up with their fields; that kind of reaction is significant. 
Failure to keep up is not just failure to do what one would like 
to do or thinks i t  would be useful to do; i t  is failure to do what 
one is socially obliged to do. Professional codes of ethics routinely 
include a requirement of keeping up with the field-an ethical 
requirement not just a suggestion for more successful practice (Gorlin, 
WILSON/THE VALUE OF CURRENCY 635 
1990). Ethics are reinforced by the law-a malpractice suit may be 
the result of failure to keep up  (Keeton, 1984). Social pressure reinforces 
the demand of ethics and law-one does not want to appear to one’s 
peers to be behind the times or to be out of touch with the current 
world because that is likely to expose one to contempt. There is 
as well a kind of “logical” pressure; theories of rational belief 
formation and rational decision making sometimes include a 
requirement of “total relevant evidence” for rational belief and action 
(Goldman, 1986, pp. 204-07).That kind of requirement certainly 
implies a need for awareness of current relevant evidence. Such a 
requirement may be interpreted as an extreme idealization of what 
we think of as part of common sense. We are likely to view others 
as simply crazy if they conspicuously neglect to gather or use current 
information in serious situations, and it seems to us (or to us 
professionals) no more than plain common sense to keep up  with 
developments in fields in which one works and whose best current 
knowledge one needs in order to practice one’s profession successfully. 
But there is, in addition, a very strong private motivation for 
maintaining currency-the preservation of self or of capital. A 
knowledge worker’s principal capital asset is likely to be his or her 
own stock of specialized knowledge and skill; i t  is what one has 
to offer the world and one’s occupation, status, and income depend 
on it. Preserving the value of one’s “human capital” is a form of 
self-preservation. Keeping u p  to date is an important aspect of capital 
preservation, for what the world wants is the services of brains not 
only well trained and well stocked with knowledge but well adjusted 
to the current state of the world and not just to earlier states. And 
that implies knowing what is currently known that is relevant to 
the practice of one’s profession. So, for the knowledge worker, currency 
is not an option but a requirement, a social requirement which one 
has the best of private reasons for meeting. 
Of course currency is not a concern only for knowledge workers, 
but for most others i t  is not a social requirement that one keep up  
with particular areas of activity. It may be necessary to catch up 
from time to time: anyone who tries to take seriously the rationality 
requirement on decision and belief formation will have a need for 
current information at decision time-but they can get i t  then by 
catching up. Anyone participating in a competitive field of activity 
such as politics or business or warfare will have a recognized need 
for current information-relevant activity in that field. But the 
corporate executive will employ others to gather most of the relevant 
information that cannot be gathered informally by personal 
observation; those others are the ones who stay current over most 
realms (see Mintzberg, 1973 on managerial work and its currency 
636 LIBRARY TRENDSISPRING 1993 
requirements). Or consider national security-enormous intelligence 
organizations full of analysts as well as spies trying to stay current 
so as to be ready to brief their superiors if  and when the need arises. 
The politicians and administrators whom they brief have their own 
currency requirements; they are unlikely to be successful unless they 
maintain current knowledge of the state of play in their own fields 
of competition (and in this they are like players in any other 
competitive field-e.g., scientists [Bourdieu, 19911)-but that is simple 
prudence. For the intelligence analysts, “foreign currency” is a job 
requirement, what they are paid to maintain. 
For the broad class of knowledge workers, then, the value of 
currency is socially determined. Currency is not an option but a 
requirement. The costs of maintaining currency are the costs of 
maintaining one’s status, one’s standing, and the economic value 
of one’s human capital. 
CURRENCYVARIABLES 
But if currency is a social requirement for knowledge workers, 
it is a particularly vague and indefinite requirement. Currency has 
several variables. One is, of course, extent-i.e., the size and shape 
of the areas or spheres of the world about which one tries to maintain 
current knowledge. Another is what we can call scale using a 
cartographic analogy. A small-scale map shows a large area but little 
detail, a large-scale map shows a small area in great detail. One may 
have current knowledge of an area but only on a small scale-i.e., 
aware of major features but ignorant of fine detail. Alternatively, 
one may have large-scale knowledge which is dense with detail. 
Another variable involving currency is de$th of understanding; our 
grasp of a situation can be superficial or deep, as in the difference 
between bare awareness of a change versus extensive grasp of the 
implications of the change (scale and depth are independent variables, 
alas). Another currency variable is timeliness or delay; “current” is 
as ambiguous as “now,” which can mean a time span from “this 
very instant” to “these days,” and one may claim to be current without 
claiming to have information about what is happening in “real 
time”-i.e., r ight now. A requirement of keeping u p  with 
developments in one’s profession is not unambiguously a requirement 
to know what is going on today that is new, nor a requirement of 
deep understanding, nor a requirement of an exact scale of knowledge, 
nor a requirement of knowledge of every nook and cranny of the 
profession, nor is it a requirement to maintain the same level of 
currency over all parts of the field for which one is responsible. One 
need not be expected, for example, to have an equally deep 
understanding of all parts of a field or knowledge of the same scale 
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over a whole territory; specialization in fact means large-scale 
knowledge of relatively small areas, smaller scale knowledge of 
surrounding areas. So there is a question of what constitutes enough 
currency to satisfy the requirements of a professional position. 
There is unlikely to be much argument that different people 
arrive at very different answers to this question. For every professional 
for whom maintaining currency is a burden and information overload 
a serious affliction, there must be at least one for whom currency 
is simply no problem at all. A lonely scientist reports that: “We’re 
in the forefront without any effort whatsoever!” (Palmer, 1991, p. 
268) but, even where there is a lot to do, it can happen that thin 
and superficial information works well enough, the cost of ignorance 
turns out not to be great, and, if necessary, bluffing works nicely. 
The most scrupulous is likely to be the most troubled by the currency 
requirement, overinterpreting it  to mean large-scale knowledge in 
depth of wider areas than there is time to attain. But neither law 
nor ethics requires any particular level of currency (the currency 
requirement on professionals such as doctors seems to be interpreted 
very gently by courts; one is not expected to be informed at the highest 
level [Keeton, 1984, p. 1891). Self-preservation or preservation of one’s 
own human capital raises strategic questions that can be answered 
differently with plausibility and does not invariably call for high 
levels of currency (one might rationally decide to run down the value 
of one’s capital stock, for instance, in anticipation of changing 
occupations or roles). So, while maintaining currency is not optional 
but mandatory, the level of currency to be maintained is generally 
not prescribed. Many different levels of currency would appear to 
satisfy social requirements. Extent, depth, scale, and delay are 
variables that can be given a wide range of “acceptable” values. One 
may deliberately choose not to keep up with some segments of one’s 
field of interest in favor of catching up  later if and when the need 
arises (there is much more to be said on the topic of keeping up  
versus catching up, but we will not discuss it here). Rationality might 
appear to demand the highest possible degree of currency, but its 
requirement is impossible to meet and hence is self-canceling 
(Cherniak, 1986). The social requirement of currency allows almost 
indefinite interpretation with potentially huge differences in 
knowledge acquired. 
And different people pay very different prices for the currency 
they attain. Time is the principal cost for most knowledge workers- 
we are not considering payment for national or industrial espionage 
or for purchase of proprietary know-how, for instance, where large 
sums of money are involved. For most professionals, the relevant 
current knowledge is in the public domain, professional associations 
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have positive incentives to facilitate its communication to their 
members, and money costs are, if not negligible, still not major 
barriers to the attainment of the expected currency (given, that is, 
the availability of adequate libraries). The time costs involved 
obviously depend on the pace of change in the field(s) one is trying 
to keep up with as well as on the level of currency sought. If one 
works in a fast moving field which changes rapidly, one may pay 
a big price in time in order to keep current, while if one works 
in a slow field, the price of currency may be almost negligible (see 
Becher, 1989 on “urban” and “rural” research fields and on the 
comparative rarity of the “urban” style [p. 1571). There is not much 
good information about the amount of time people in knowledge 
occupations actually spend in keeping up; for all the talk of overload 
(e.g., Bernier, 1978; Klapp, 1978; Weick, 1970), i t  is not clear that 
i t  is a widespread problem among professionals in general. But the 
differences from field to field must be very considerable as well as 
among individuals in a field. 
THEEFFECTOF CURRENCY 
What we must be clear about is that what one is buying with 
one’s expenditure of time is, in the first instance, simply the state 
of being current, which implies nothing at all about an increase 
in the value of the stock of knowledge kept current. Maintaining 
currency helps keep the value of that stock from diminishing; i t  does 
not automatically increase its value. There is a way in which the 
value of the stock might increase simply as a consequence of keeping 
up-a field-dependent way. One may be working in a progressive 
field, which, as a field, is acquiring new abilities and learning how 
to deal with its objects more successfully; not just one individual, 
but the field as a whole may be stronger now than it was a year 
or a decade ago. In that case, keeping up  with the field means that 
one’s own professional capacities are stronger now than a year or 
a decade ago, hence (depending on the field) possibly seen as more 
useful by others, hence, perhaps, worth more to others who may 
recognize increased capacity by increased financial reward. But this 
may not be the result. Consumer products often get simultaneously 
better and cheaper, and so might professional services. And either 
falling demand for services or an increase in  the supply of 
professionals offering the service could reduce the rewards even for 
an improved service (Machlup, 1984, p. 560). Since there may easily 
be sharp differences of opinion over whether or not a field is actually 
progressing and a service is in fact improved, or indeed is of any 
value at all (for example, see Malkiel, 1985 or later editions on security 
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analysts), insiders proud of their augmented abilities may face 
growing skepticism and declining job offers. 
An individual might “beat the field”; one who spends time in 
studying, observing, and practicing might deepen her or his 
understanding and perhaps also improve capacity even though the 
field as a whole was not progressing. The professional’s stock of 
specialized knowledge and skill is not an inert repository as the word 
stock unfortunately suggests but is rather information embodied in 
an active cognitive system; in the course of keeping up-though not 
only as a result of keeping up-the system may get better, more 
powerful, and hence more useful, and perhaps there will be a monetary 
payoff for the increase in usefulness. But there are no guarantees 
that effort at maintaining currency will lead to an increase in the 
value of a cognitive system; a field may be getting worse rather than 
better, and an individual might go off on cranky tangents and lose 
credibility. Or one may be interested in a field of activity where 
nothing is happening-one stays current by continuing to look for 
something to happen but nothing does. So the value to others of 
a stock of knowledge embodied in a professional at the end of a 
period of time during which the individual has been keeping up  
may be the same, or greater, or less than it  was at the beginning. 
Current does not mean better. 
The chanciness of benefits arising from currency becomes even 
more apparent when we look at i t  from another angle. What is being 
evaluated here is the whole stock of knowledge representing some 
professional capacity embodied in a cognitive system; this is holistic 
evaluation. But what about the value of the things learned along 
the way in the course of maintaining currency? Surely i t  must be 
possible to estimate the value of the contributions of this journal 
article and that book, or of this theory and that piece of empirical 
research? Book reviewers seem to do it  all the time: “a significant 
contribution to our understanding of the field.” Rational action is 
presumably based on estimates of benefit; we spend time reading 
what we think will be of use to us, and we are bound to have views, 
after the fact, about whether we have been wasting our time. One 
would then expect that we could say something, after the fact, about 
the utility of the things we read, item by item. 
One can certainly give an evaluation of what one has read- 
e.g., interesting, boring, probably not true, dead wrong, not worth 
thinking about further, and so on. But evaluations of what one has 
read are not descriptions of changes in one’s own stock of knowledge, 
and descriptions of changes are not descriptions of the magnitude 
of benefits resulting from the change. In fact, the main benefit of 
reading in some period of time might be to show that no change 
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was called for in one’s stock of knowledge. One reads some papers 
recently published on one’s own specialty, for instance, and concludes 
that they have contributed nothing and call for no changes in one’s 
own views. One did not read them because one expected benefit; 
one read them because, being in one’s own specialty, they were 
mandatory reading. They happened to lead to no change in views. 
Other readings will lead to changes-reports of changes in a situation 
that lead to updating of one’s picture of a situation, for example; 
the benefit is simply that a picture has been kept up to date in some 
respect, though not structurally altered. Other readings may lead to 
additions to a repertory: new knowledge that may be of use sometime 
in the future. It may not be clear if and when the time for use will 
come. Other readings may supply what one thinks it is good to know 
even though one cannot say how or when it might make a difference 
that one knows the new material. Consider a week’s incoming flow 
of information just in the form of written documents-memos, letters, 
in-house reports, published books and articles, and so on (for a very 
close look at some physicists’ reading, see Bazerman, 1988, chap. 8). 
Documents may be quickly scanned and assigned to one of these 
categories: (1) “must” reading to be dealt with as soon as possible; 
(2) of potential interest to be read now if time permits, otherwise 
later; (3) noted and filed for future reference in case of need; and 
(4)of no interest therefore to be discarded and forgotten. Much of 
the mandatory reading in category one might consist of routine 
updating-for instance, replacing old names and dates with new 
ones-no change of structure at all yet a necessary replacement of 
old with new. Much of the information might, on reading, be rejected 
and forgotten as worthless yet the time spent would not be described 
as time wasted if the things read were things one clearly had to read 
(it  is the cynical but common professional judgment that most of 
what is published in one’s field is trash). Some things might contain 
information of more or less precisely foreseeable future use-e.g., 
a new technique for use in certain special cases, data one can use 
in a report one is writing. The optional reading might be of things 
one thinks i t  good to know though one foresees no specific use. 
Information has generic utility if  it strengthens one’s understanding, 
but it may be quite impossible to tell how or where or how much 
one’s understanding has been improved. Much ordinary information 
intake has generic rather than specific utility thus escaping any ready 
measurement of impact. 
The cumulative effect of a myriad of encounters with the literature 
in the course of trying to keep up with a field may or may not turn 
out to be a better professional performer, but, at best, it is the 
cumulative effect that can be crudely measured and not the individual 
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encounters. If we thought that the benefits of reading would consist 
of improvements in cognitive structure or in performance ability, 
we must change our minds. It is a reasonable guess that the usual 
change of either cognitive structure or of performance ability as a 
result of reading an individual article or participating in a single 
conversation is vanishingly small-perhaps zero is the modal effect. 
When one thinks that a reading has had an impact, it may not be 
possible even to guess the size or value of the impact. There are 
some exceptions. Very occasionally a minor or even a major cognitive 
revolution can be brought about by reading a single document. Major 
changes in capacity resulting from learning a new branch of study 
or a new sort of technique may be easily observed and evaluated. 
But judgments of the extent or strength of a cognitive capacity are 
inevitably coarse and insensitive to small changes. Overall evaluation 
of the knowledge and capacity of professionals in and out of academia 
is often highly uncertain and contentious even for peers and out 
of the question for most who are not peers. Minor changes are not 
going to be detectable. The only benefit from most readings will 
be an imperceptibly small contribution to maintenance of the currency 
of one’s capital asset. 
But the same considerations raise additional doubts about the 
results of progress in a field as discussed earlier; spectacular major 
progress may be easy to see and reward, and minor improvements 
hard to detect and evaluate. And they also go a long way toward 
explaining the vagueness of the social requirement of currency as 
noted earlier; even if one could precisely specify levels of currency, 
one could not precisely establish that lower or higher levels made 
a definite difference in performance. The vagueness of the requirement 
of currency corresponds to the insensitivity and coarseness of 
evaluation of stocks of knowledge. And that, in turn, explains the 
unavailability of an exact answer to the question, How much is 
enough? and so explains why there might be a kind of professional 
information anxiety (Wurman, 1989) due to the inability to tell how 
much, if any, difference it makes that one does or does not spend 
more time at keeping up. 
CONCLUSION 
We have concentrated on knowledge workers and their 
obligations to keep up, and there is a good reason for this. From 
a pragmatic point of view, no information does any good until 
embodied in cognitive systems and put to work. We are long past 
the time when information could easily be embodied in any cognitive 
system and put to work; much of the information produced in the 
contemporary world is unintelligible except to a handful of specialists 
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and can only be appreciated by a specialized interpretative device, 
which is what the cognitive systems we have been discussing 
essentially are (interpretation rather than decision being their basic 
cognitive role). “Economists and other social scientists will benefit 
enormously.. .if they drop their conceptualisations of science and 
technology as activities producing easily transmissible and applicable 
‘information,’ and recognize them instead as search processes and 
skills embodied in individuals and institutions” (Pavitt, 1991, p. 118); 
analogous advice applies to other groups of scholars and in relation 
to professions as well as research and development (R&D).The only 
ones who can maintain a high degree of currency over a field are 
those who have already invested heavily in acquisition of that field’s 
stock of knowledge and in developing the relevant interpretative 
ability. And the current status of old information is mainly left to 
be determined by the same specialized interpretative devices that are 
responsible for producing and using new information; currency judges 
currency. A human capital approach to the evaluation of currency 
of specialized stocks of knowledge is thus almost irresistible. 
We have concentrated on the professions, but the approach should 
be equally applicable to other specialized occupational stocks of 
knowledge and skill. But what about nonoccupational knowledge? 
We argued that currency is a social requirement primarily for 
knowledge workers. This overstates the case. In a given social milieu, 
there may be strong expectations that one will be well informed about 
particular social realms-sports, for instance, or ballet and opera, 
or current national and international politics. In such cases, currency 
may have social value for the individual as well as satisfying an 
intrinsic interest. But, apart from this, the only kind of currency 
that may seem worthwhile is currency over areas of immediate 
practical relevance to the individual (Wilson, 1973)-and those may 
seem to the outside observer to be pitifully narrow and small. People 
manage to live in what are, in effect, microscopic worlds, excluding 
and ignoring practically all of the world around them. One could 
investigate the costs of such narrowness but that would take a quite 
different approach to the value of information and of currency. That 
should not be surprising; evaluation is an interminable process, 
reflecting radically different interests and objectives and calling for 
(and calling forth) a great profusion of techniques. 
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Quality Control of Documents 
EVELYNH. DANIEL 
ABSTRACT 
WRITINGSON THE TOTAL QUALITY MANAGEMENT (TQM) concept as 
applied to the organization as a whole are reviewed. This approach 
is then compared to quality measures used for the selection and 
indexing of documents for inclusion in a database, methods of 
maintaining currency and relevancy in existing databases, and 
techniques used by information professionals in the selection of 
material from databases in response to user needs. Various methods 
of quality filtering of input, throughput, and output are assessed. 
Conclusions suggest that a total quality approach merits greater 
application by all parties involved. 
INTRODUCTION 
An information system may be used, ...but not be useful; it may also 
be useful, but not used. It may even be neither useful nor used. It is 
ideal if it is both used and useful-Manfred Kochen (1976, p. 150) 
Martha Williams (1990), in her opening address to the eleventh 
annual national online meeting, documented the continuing growth 
in the database industry. She cited the increase in the number of 
databases, database producers, vendors, revenue, searchers, and the 
like. The most striking statistic was the growth in the number of 
database records in the worldwide set of publicly available databases. 
According to Williams (p. 2), this rose from 52 million in 1975 to 
nearly 5 billion in 1989. One effect of this dramatic increase has 
been a substantial growth in the number of problems. A strong 
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concern for quality might lead one to speculate about the proportion 
of these records that are inaccurate, obsolete, duplicates, or trivial. 
If a percentage as low as 10 percent were estimated for inaccurate 
records, another 10 percent for obsolete materials, and still another 
10 percent for duplicates or inconsequential entries, i t  suggests that 
some 150 million records in publicly available databases are 
problematic. If we revise our estimate downward substantially to a 
tenth, or a hundredth, or a thousandth of that amount, i t  would 
still mean anywhere from 100,000 to 15 million bad records. Yet a 
guarantee of accurate, current, nonduplicated consequential records 
at the 90,99 or 99.9 percent level sounds like a high degree of reliability. 
In actual practice, i t  may be much lower and our requirement may 
be much higher. 
An estimate of the proportion of these 5 billion records that 
are actually retrieved and used moves us to the other end of the 
spectrum. A number of studies of library circulation over the past 
twenty years have shown that only a fraction of the total collection 
accounts for the majority of its use. The 80/20 ratio found for 
collection use (80percent of the use is from 20 percent of the collection) 
reflects similar findings from a wide number of fields. Statisticians 
use the term “concentation effect” to describe the phenomenon that, 
in any population which contributes to a common effect, a relative 
few of the contributors account for the bulk of the effect. Juran (1992), 
one of the leaders of the “Total Quality Management (TQM)” 
movement, terms instances of unequal distribution the Pareto 
principle after Pareto’s mathematical models for the unequal 
distribution of wealth. He employs the phrase “the ‘vital few and 
trivial many”’as a useful way to focus attention on the more important 
elements of a population (pp. 68-71). An order of magnitude change 
in the base number of records from which to find “the vital few” 
makes the retrieval problem extraordinarily difficult and, all too of ten, 
results in retrieval of large amounts of the “trivial many.” Says Prabha 
(1990): “The sheer number of bibliographic references retrieved 
degrades the quality of retrieval output when the number exceeds 
users’ tolerance” (p. 339). The filtering techniques most commonly 
used to select “the vital few” references often seem more like blunt 
instruments than delicate extractive tools. 
Rapid information obsolescence is a third effect of the gargantuan 
increases in the recorded knowledge base. This, combined with the 
speed with which yesterday’s knowledge decays and is replaced by 
today’s findings, creates another problem. In addition to coping with 
information obsolescence, discoveries of fraudulent or falsified data 
surface with alarming frequency. The National Library of Medicine 
(NLM), as part of a quality assurance effort, has added the heading 
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“retracted publication” to its controlled vocabulary list to indicate 
an article that has been retracted by the original published journal 
(Kotzin & Schuyler, 1989). In one case, however, where the physician 
was indicted on criminal charges of falsifying research, NLM could 
not index a retraction, because the physician, his laboratory, nor the 
journal editors published a retraction of the falsified research (pp. 
338-39). This anecdote suggests that quality control of documents 
encompasses a very large system that includes the author and the 
journal publishers as well as the database producers and those who 
retrieve from the databases. 
A slightly different problem concerns the scope and coverage 
of databases. Whitney (1991) notes: “It has become popular to analyze 
databases to determine author’s publishing habits, national 
productivity in research, and other bibliographic attributes of a given 
literature” on the assumption that the databases “accurately reflect 
the literature they purport to cover” (p. 533). Whitney demonstrates 
that organizational variables (e.g., database editing and staff practices) 
may be an artifactual cause of various trends attributed to the growth 
and change of a literature. 
Pao (1989b) documents the impact of database quality on retrieval 
performance in her analysis of 8,184 records randomly selected for 
a study of research productivity in one particular field. In her sample, 
sixty-six duplicate records were identified, publication years were not 
consistently entered, and numerous errors and misspellings were 
discovered in the author field. Pao found that the percentage of author 
errors distorted author productivity distribution to such an extent 
that i t  no longer conformed to Lotka’s Law. 
Thus, from the three perspectives of controlling input error, 
enhancing retrieval, and correcting the existing database, there seems 
to be a growing need for better techniques of quality filtering. Interest 
in the topic is timely because there is an emerging consensus that 
information professionals must take greater responsibility for the 
quality of the product or service delivered to the client. As Keiser 
(1991) puts it: “Being a good manager means taking responsibility 
for that which your department produces: in  our case, it’s 
information” (p. 194). It is also timely because “quality” is the byword 
of the 1990s. In order to remain competitive in a global marketplace, 
every organization and every individual within those organizations 
are asked to pay greater attention to quality improvement. Customers 
and end-users of database searching have become aware of issues 
relating to quality and they are demanding greater reliability and 
precision commensurate with the dollar and/or time cost they incur 
in use. 
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Parallel to the demand for higher quality is a yearning for a 
more trust-based compact between customers and their suppliers. The 
downward spiral of seeking the lowest cost solution and quick profits 
that characterizes much of American society today has created a 
demoralizing atmosphere of suspicion and distrust. This, too, will 
have to be redressed before a more receptive climate for fresh 
approaches to quality can be created. 
To assess the feasibility and desirability of quality control of 
documents, the writings on quality issues as applied to the 
organization as a whole will be reviewed. Lessons gleaned from this 
material will be applied first to quality issues dealing with the 
selection and indexing of documents for inclusion in a database (that 
is, what determines quality in the development of a product or service 
on the input side). The second aspect of quality control of documents 
focuses on throughput, that is, what determines quality in  
maintaining currency and relevancy within the collection or database. 
A third assessment of quality relates to the selection of material from 
a collection or database in response to a user need, that is, what 
determines quality on the output side in the delivery of a product 
or service. 
TOTAL MANAGEMENTQUALITY (TQM) 
It is quality rather than quantity that matters-Seneca (1985) 
The quality movement by whatever name-quality management, 
continuous improvement, quality leadership, integrated process 
management, or total quality management-refers to a philosophy, 
a strategy, and a methodology of management that, according to one 
of the earliest formulations (Shewhart, 1931), uses information 
feedback from work processes and from customers to improve services 
and products continuously. It began in Bell Laboratories (then Bell 
Institute) over sixty years ago when William Shewhart and W. Edwards 
Deming collaborated to apply statistical controls to understand 
processes. The history of the quality movement can be traced, in 
part, by following Deming’s career, as his name has become virtually 
synonymous with it. 
Although Deming’s doctorate was in physics, he became 
interested in statistics through his collaborative work with Shewhart. 
The two men theorized that the limits of variation for any process 
could be defined. Deming further believed that workers with 
knowledge of acceptable variance could monitor their own tasks. His 
first experiments with clerical workers supported his belief. During 
the second world war, statistical process controls were applied by 
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Deming in work for the Navy. Afterward, there was little continuing 
interest in the approach in the United States, but a group of Japanese 
scientists (who later became the Japan Union of Scientists and 
Engineers) approached Deming and invited him to help solve the 
problem of the poor quality of Japanese products. Deming’s work 
is credited with a complete turnaround in the quality of these goods, 
the rapidity of which caught the attention of the media. In 1980, 
a documentary about Deming’s work, “If Japan Can, Why Can’t 
We?”, appeared on national television and galvanized a renewed 
interest in issues of quality in the United States. 
Deming’s fourteen points of management describe the trans- 
formation he believes is necessary to reorient an organization for 
high quality (Deming, 1986; also Walton, 1986, 1990). “Create 
constancy of purpose ...” (Deming, 1986, p. 23), the first point, means 
that improvement of products and services requires a long-term 
commitment; T Q M  is not a quick fix. Some of Deming’s other points 
include: 
“Cease dependence on inspection to achieve quality” (p. 23). 
Each individual should be equipped to track his or her own 
performance and to take a more pro-active approach to correcting 
problems. 
“Institute training on the job ....Institute a vigorous program of 
education and self-improvement” (pp. 23-24). Deming means first 
teaching each worker where his or her particular job fits into the 
total organization and then teaching specific statistical and analytical 
techniques to provide a baseline for accountability and to determine 
variance and causes of error, to perceive patterns of occurrence, and 
to monitor the whole process. Training, he believes, should also be 
directed to team-building skills because the work team must be the 
focus of improvement efforts. Training takes place at all levels, at 
all times (Mackey & Mackey, 1992, p. 61). Retraining established 
employees is also essential to develop new skills, to “keep abreast 
of technological changes, or be prepared for changes in the job. In 
the Deming world,” say Mackey and Mackey (1992), “retraining is 
a way of rewarding good employees, preparing employees for 
advancement, and preventing burnout” (p. 610). 
“Drive out fear” (Deming, 1986, p. 23). Workers should be 
rewarded, not punished, for pointing out problems, even problems 
in their own performance. “Break down barriers between de- 
partments” (p. 24). This suggests a horizontal view of the organization 
and use of cross-functional teams. Other points include: “Eliminate 
work standards (quotas)....Eliminate management by objective. 
Eliminate...numerical goals” (p. 24). Use standards to measure the 
grocess by which ends are achieved but not the end results. “Remove 
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barriers that rob people ...of their right to pride of workman-
ship....Eliminate slogans, exhortations and targets ....Institute 
leadership....Put everybody in the company to work to accomplish 
the transformation” (pp.23,24). 
The quality movement in the United States follows a long period 
in which marketing has been the principal focus of attention. It 
has meant the rediscovery of the importance of the details of 
production and service delivery and the realization that management 
has to become more knowledgeable about these operations. The U.S. 
approach to quality management, during the period up  to the 198Os, 
was primarily confined to the production line in manufacturing 
companies. Inspection of all items produced or a sample of them 
was the accepted way to control quality; a typical goal of 1 percent 
defects was considered satisfactory. 
Early indicators that this approach was not satisfactory led to 
several changes. One of the first was a greater emphasis on prevention 
rather than correction of problems. Feigenbaum (1983) argued that 
significant expenses could be avoided by getting the product or service 
right the first time, thus introducing the “cost of quality” concept. 
The saying, “You don’t inspect quality into a product, you have 
to build i t  in!” emphasized this shift in emphasis from inspection 
to prevention (Kivenko, 1984, p. 9). Investing in prevention can be 
economic, as Crosby (1979) demonstrates in a classic book with the 
compelling title, Quality is Free. The quality control department 
changed its name to quality assurance to reflect its new attitude that 
quality begins with the prevention of errors; “zero defects” (that is, 
a product or service that meets the specification set for i t  every time) 
became the new goal. To establish “zero defects” meant that the 
product or service had to be defined more precisely and the methods 
by which it  was produced or provided also had to be more carefully 
designated. 
This new direction meant a stronger emphasis on standards, 
systems, rules, and procedures. Companies began to develop quality 
auditing methods to ensure that proper procedures were followed 
(see, for example, Arter, 1989). Standards were first developed by a 
separate class of controllers, but the division of responsibility between 
the doers and the controllers resulted in much tension between 
workers and supervisors. The stage was set for more top management 
involvement. 
The reluctance of management to face its responsibility for 
producing quality products and services is characterized by Deming 
(1986) in typical pithy fashion, as the “failure of top management 
to manage” (p. ix). To achieve top management commitment to 
quality, Juran (1992) suggests that the language of things and 
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techniques used at the operational level must be translated to the 
better understood language of money for managers (i.e., better quality 
reduces costs and increases productivity). Many of Deming’s and 
Juran’s techniques focus on ways to achieve technical perfection, 
but they both stress that it is from customers-their requirements 
and needs-that targets for improvement and criteria for standards 
must come. One of the Japanese experts on quality control writes: 
“Topractice quality control is to develop, design, produce and service 
a quality product which is most economical, most useful, and always 
satisfactory to the consumer... .We must emphasize consumer 
orientation” (Ishikawa, 1985, p. 44). Perhaps one of the reasons why 
In Search of Excellence, published in 1982 (Peters & Waterman), was 
such a highly popular book was because its authors suggest that 
some American companies also have lessons about quality to offer- 
lessons that relate to quality as the customer defines it. 
The focus on customers advocated by Peters and Waterman, the 
Japanese, and current writers on quality control is a broad one. 
Customers are the ones who should determine the output standards- 
that is, the criteria of excellence. The question of who is the customer 
is answered by enumerating the many kinds of customers-both 
external and internal-that are conceivable. Externally, customers 
include those who purchase, the ultimate users (often different from 
the purchasers), the regulators who have mandated requirements, the 
vendors or suppliers, and the general public. All of these customers 
must be studied to determine output standards for products and 
services. Extending the concept of customers even further, Juran 
suggests two internal categories of customer-supplier relationships. 
The first group includes supervisors and subordinates. The supervisor 
is considered a customer of the subordinate’s work because the quality 
of that work affects whether or not the supervisor can meet his or 
her responsibilities; conversely, the subordinate is also a customer 
of the supervisor from whom he/she receives training, information, 
orders, advice, decisions, and resources needed for the work. The 
quality of the supervisor’s instructions affects whether the worker 
can perform well. A second group of internal customers, according 
to Juran (1988), are all the internal units who must depend on output 
of another internal unit to achieve their goals and who must satisfy 
other units with their own output (pp. 24-27). The concept of a chain 
of supplier-customer relationships in which each receiver/customer 
sets standards of quality for each individual or unit supplying the 
service or product is a powerful way of breaking down barriers 
between departments and creating a partnership relationship with 
external clients. 
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Serving the customer well is profitable and has other benefits. 
Most employees want to feel they satisfy the customers. One survey 
of 3,300 employees in fourteen companies showed that the most 
important factor connected to an employee remaining in a company 
and having high morale was whether he or she thought the 
organization provided good service to its customers (Whiteley, 1991, 
p. 16). Whiteley makes a distinction between processing customers 
and pleasing them, closely akin to the distinction Peters and Austin 
(1985) make between satisfying customers and delighting them. 
In 1987, a federal law created the Malcolm Baldrige National 
Quality Award as a recognition incentive for profit-making 
companies. Two awards may be given each year in each of three 
categories: large manufacturing companies, large service companies, 
and small companies with fewer than 500 employees in either 
manufacturing or service. Criteria for the awards are spelled out in 
seven categories, each assigned a different weighting. The categories 
are: (1) leadership, (2) information and analysis, (3) strategic quality 
planning, (4)human resources utilization, (5) quality assurance of 
products and services, (6) quality results, and (7) customer satisfaction. 
The first three items may receive anywhere from 60 to 90-points each; 
the next three are weighted more heavily and may earn 150 points 
each. The last one-the effectiveness of the company’s systems to 
determine customer requirements and its demonstrated success in 
meeting these requirements-may earn 300 points (National Institute 
of Standards and Technology, 1991). To date, no service agency has 
received an award. Service agencies fail in two categories: (1) human 
resource utilization, because employee turnover is too high, and 
(2) quality assurance, because service companies lack good ways of 
measuring quality (Commitrnent-Plus,July 1990, p. 2). In an example 
of one award-winning company’s attitude to its workers, Charles 
Cawley, the president of MBNA, when accepting the Baldrige award 
for his company, commented that MBNA no longer uses the word 
“employee” because they feel: “It reduces people to a category and 
carries with i t  undertones of ownership”; in its place they employ 
“people” who are treated as customers (Whiteley, 1991, p. 91). 
Quality management concepts begin with three necessary, but 
insufficient, ingredients: (1) top management commitment, (2) em-
ployee involvement and empowerment, and (3) a strong customer 
orientation. These set the stage for the application of a wide array 
of analytical tools and techniques. Statistical tools, graphic modeling, 
and systems analysis techniques are essential components of analysis. 
The  design of an  appropriate measuring system is critical. 
Appropriate measures arise from customer needs-i.e., product and 
service characteristics that are important to customers and identified 
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according to their relative value and the level of performance that 
will meet the needs. 
The statistical tool of first importance is concentration or Pareto 
analysis. It helps to identify the critical components of the process, 
particularly the few items that may account for the majority of 
problems. A Pareto diagram shows the relative influence of a small 
number of factors that affect the quality of a product or service. 
The purpose of the diagram, of course, is to establish the first target- 
that factor where the impact of improvement will be the greatest. 
Cause and effect diagrams, sometimes called Ishikawa diagrams 
after their designer, or fishbone diagrams after their appearance, 
graphically identify and display possible causes of problems or the 
factors needed for a success of some effort. Time plots or run charts 
are used to determine data for trends on patterns that occur over 
times and form the basis for making a control chart that uses measures 
of variability to depict average performance and upper and lower 
control limits to show the variability within which performance 
normally fluctuates. Control charts are used for machine or human 
self-regulation to monitor a process to assess if i t  is within acceptable 
limits. Dot plots and histograms show what values occur and how 
of ten. Stratification helps pinpoint a problem by exposing patterns 
of occurrence-when and where. Scatter diagrams display the 
relationship between two process characteristics. Flow charts; work 
flow diagrams; and deployment flowcharts lay out tasks; decision 
points; the movement of materials, people, or information; and 
identify who has responsibility for which steps in a process. All of 
these techniques are applied to the study of processes at the micro 
and macro levels to determine first where improvement efforts should 
be directed and then to acquire an understanding of the process that 
will reveal how improvements can be made. 
Process analysis methods are sometimes referred to as the TQC 
cycle, the Deming Wheel, or PDCA cycle (for Plan-Do-Check-Adopt) 
(Shores, 1988). A simplified list of the steps follows: 
Understand-who the customers are, what products or services are 
offered, how the products or services are performed, and whether 
or not they meet expectations. 
Select-from a list of prioritized problems the one that promises 
the biggest improvement if it is solved. 
Analyze-how the process really works, what the current level of 
performance is, and what are potential and actual causes of 
problems. 
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PDCA-Plan a solution; do an experiment with the approach; 
check to see if it works as expected; adopt the solution permanently. 
The notion of a cycle suggests, of course, that the process of 
improvement making is never ending, hence, the frequently used 
synonymous term for TQM-continuous improvement. 
APPLICATION CONTROLOF TQM TO QUALITY 
OF DOCUMENTS 
Quality is free. It’s not a gift, but it is free-Crosby (1979,p. 1 )  
The process of document retrieval can be understood as a chain 
of producer/suppliers and customer/receivers, some of them internal 
to a particular organization and some of them external. Tenopir (1992) 
describes “A Day in the Life of a Database Producer,” a composite 
of her experience in visiting and observing all steps of creation and 
distribution at three large database producing companies. The first 
customer-supplier relationship is between those who determine what 
titles will be included in the database and those who must acquire 
them. The next customer-supplier relationship exists between the 
acquisition department and the jobbers or publishers, followed by 
a parallel one between the jobbers and the receiving department. 
The customers of the receiving department are the indexers and 
abstractors. The indexers are clients of the editors and catalogers who 
provide lists of subject headings and name authority files. As Tenopir 
describes the process, a great deal of checking and verifying goes 
on. The verifiers, whether human or machine, are the customers or 
receivers of the indexing output. Tenopir (1992) identifies a group 
of quality control specialists who “oversee the general quality of 
the products and authority files” and correct errors (p. 20). These 
form the final group of internal customers before the product is made 
available to the outside. 
The quality control process for these database producers seems 
to rely to a very high degree on inspection. Some checking is 
automated-for example, controlled term fields, format and typing 
errors, subject heading references, “near-miss” checking for close 
match terms, duplication checking, etc.-but much checking is 
performed by humans as well. Following a checklist, reviewers verify 
the accuracy of bibliographic information and indexing. Quality 
control specialists are responsible for editorial policy and for 
correcting errors introduced by users of the files. Thus, processes 
are in place to monitor the quality of the data input and to correct 
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errors on an ongoing basis, even if these processes are not always 
those favored by current thinking about quality improvement. 
One of the companies visited by Tenopir (1992) stated that, 
although there were many errors in the data created in the 1970s 
and 198Os, “data produced in the last five years is extremely clean” 
(p. 20). Much credit for the relative purity of today’s data can be 
attributed to researchers working to develop automated data 
validation and cost-effective methods of detecting spelling and 
typographic errors. Automated authority control systems and 
duplication detection by record matching algorithms have also 
advanced substan tially. O’Neill and Vizine-Goetz ( 1988), in reviewing 
the research in this area, sum it  up  by stating, “while there has been 
a great deal of important work, database quality control remains 
a collection of isolated methodologies ....the methodology for error 
detection and correction is quite advanced ...” (p. 146). Perhaps it  
is because the methodologies are isolated and not considered 
systematically that spelling and other input errors continue to occur. 
Mintz (1990) points out that, although all input errors are technically 
equal to the information producers, to the customer “all misspellings 
are not equal and some are more serious than others” (p. 16). Typos 
of unique terms that often occur in unindexed full-text files pose 
more difficult problems, she notes, than do typos of commonly used 
words. 
There is no evidence of commitment to total quality management 
on the part of the database producers. The EUSIDIC Code of Practice 
for Databases and Databanks eschews any such grand ideals and 
contents itself with encouraging “best practice,” here summarized 
to mean indexing policy, arrangements with vendors and imple- 
mentation procedures clearly stated, and public announcement of 
changes in any of these elements. This code, published in 1983, seems 
disappointingly vague and easy to achieve without demonstrating 
any real improvement in what Director of INSPEC Aitchison (1988) 
identifies as the five desirable but lacking qualities for database 
production: “Absolute accuracy. Complete reliability. Unvarying 
consistency. Total comprehensiveness [limited by intention], [and] 
Maximum timeliness” (p. 51). 
The most common approach to quality assurance by the database 
producers is to use error correction software and automated control 
systems combined with an inspection process. Grooms (1988) describes 
such a process of “rigorous Quality Assurance” (p. 161) in the practices 
of the U.S. Patent and Trademark Office (PTO). The PTO selects 
a 6 percent sample of the full text of the database and rejects errors 
in excess of 15 per 100,000 characters. It used Military Standard 105- 
D, originally written for production of military spare parts, in 
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establishing its statistical sampling frame and in setting acceptable 
quality levels. A quality index of 99.92 percent on the attributes of 
completeness, accuracy, and consistency was statistically calculated 
for the database. 
Arnold (1992) predicts that information manufacturing, his term 
for building a database, will enter a stage of reconstruction in the 
next five years, rebuilding successful databases that cannot be changed 
quickly enough to meet the needs of the customer. He cites some 
of the reasons why database producers are unwilling or unable to 
make product-related changes: 
0 Programming cost is beyond the organization’s resources 
Priority of the change is too low to warrant investment 
Technically impossible in the present manufacturing “plant” 
Return on investment does not meet organization’s target 
Copyright or other legal issues block the change. (p. 36) 
He believes the reconstruction stage will be fueled by informed 
customers no longer willing to accept the “reign of error” (Bulkeley, 
1982, p. B6); competitors will enter the field with enhancements and 
create customized information products for niche markets. 
Database producers have informed customers in the information 
specialists who use their products. Aitchison (1988) notes that of the 
two different external customers-end-users and information 
professionals-“end-users have a higher opinion of the performance 
of abstracting and indexing services than information workers have 
or the services deserve. Obviously, this is because they do not know 
any better.” On the other hand, information professionals display 
a “weary acceptance” of the imperfections in the databases and 
Aitchison asks why they are so easygoing and muted in their “rumbles 
of discontent” (p. 52). 
An examination of some of the fine critical articles reviewing 
or comparing individual databases does not suggest that the 
professionals are so easygoing. At this point, it appears the 
information professionals are the best prods for improvement the 
producers have. In fact, Mintz (1990), after a careful analysis of the 
main sources of error in current databases, proposes a stronger 
involvement for the customers in the improvement effort. She calls 
for a tripartite commision to develop industrywide standards of 
database publishing to resolve some of the problems she discusses. 
Thus it appears database producers fall far short of attaining 
total quality management although some measures of improvement 
are in place. It also suggests that customers may need to be even 
more aggresive in their demands for quality. 
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APPLICATION 	 CONTROLOF TQM TO QUALITY 
OF DOCUMENTRETRIEVAL 
The assurance of continuous quality service depends on performance 
evaluation-Miranda Pao (1989a, p. 215) 
On the output end, the information professionals can point with 
some pride to a long history of concern for improvement of services. 
Marchand ( 1990) identifies eight dimensions of information quality 
as a framework for analysis: 
1. The actual value an information product or service may have for 
the information user. Some attributes of value will be relative 
to the information; others will be “user-specific and unique 
criteria.” 
2. 	The features of the information product or service. “Charac- 
teristics.. .such as the accuracy or comprehensiveness” are included 
here. 
3. 	“The reliability of the information product or service.” 
4. 	The meaning of the information over time. Information has a 
life cycle and its meaning varies widely with changing 
circumstances. 
5 .  	The relevance of the information. Relevance refers to the degree 
to which information conforms to the user’s criteria or  
standards....For an information systems designer, relevance may 
be associated with conformity to specifications”; for the user i t  
may be relative to a point in time. 
6. The validity of the information. Validity may be associated with 
how the information is collected or analyzed, who delivers it, and/ 
or how the results are presented. 
7. 	 The aesthetics of the information. This includes a set of “highly 
subjective attributes associated with the way information is 
presented, delivered, and packaged.” 
8. The perceived value of the information. Indirect measures of 
comparison are used to compensate for lack of information on 
other dimensions. Thus, “the reputation of an information product 
or service may legitimise the reliance that an information user 
places on its use.” (p. 12) 
These dimensions are similar to those suggested by Taylor (1986) 
who uses a value-based approach to suggest that the use of information 
is balanced against competing criteria of information value, only 
one dimension of which is information quality; others are ease of 
use, noise reduction, adaptability, time saving, and cost saving. 
Olaisen (1990) distinguishes between cognitive authority quality 
factors (dependent on how information is perceived by the user) and 
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technical user friendliness quality factors (dependent on what the 
user is offered) in considering the philosophical aspects of 
information quality versus the service quality aspects of management 
theory. The former includes the familiar list of such things as 
credibility, trustworthiness, reliability, relevance, meaning over time, 
validity, and perceived value. The latter refers to form, actual value 
or novelty, accessibility, timeliness, desired speed, flexibility, 
completeness, intrinsic plausibility, selectivity, browsability, and 
other added features (p. 96). Following an empirical test of these 
factors, Olaisen’s model of information quality consists of four 
determinants: (1) cognitive quality, (2)design quality, (3) product 
quality, and (4)delivery quality; together they make up  process 
quality. 
In the last decade, greater attention has been directed to standards 
and measures of performance in all venues of library and information 
service provision. Measurements or standards are a small but 
important part of a quality management program. Standard setting 
involves structure criteria (the resources necessary to complete the 
task successfully), process criteria (the actions to be taken to achieve 
the desired results), and outcome criteria (the desired effect or results 
stated in measurable ways). Porter (1990) describes one interlibrary 
loan standard-setting exercise, the problems encountered, and the 
advantages of the exercise. One unanticipated outcome was that the 
library’s reputation was considerably enhanced by the effort. 
Schwuchow (1990) proposes a procedure for making the quality 
of an information system more objective. In  his method, a 
representative group of users is asked to develop criterion functions 
in an iterative process and then to judge performance based on them. 
Mapping these judgments on the criterion functions produces a 
variability chart that can be used as a standard against which to 
measure individual judgments over time. It can also provide upper 
and lower control limits as targets for reduction of variability in 
the continuous improvement process. 
Although they are not the only ones, the health sciences field 
can claim the greatest demonstrated applications of the TQM concept 
within the service sector. Marshall (1990) says that health care 
organizations have developed the most elaborate systems to analyze 
quality management practices and, as a result, health science libraries 
have been the first to apply these principles to provision of library 
services. The quality assurance (QA) concept-more or less a 
synonymous term for TQM-is seen as an elaboration of existing 
standards to include “quality of care” and other customer oriented 
dimensions. 
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Fredenburg (1988) describes a quality assurance program 
developed in response to an organization-wide quality assurance 
program. Eight standard activities were selected to monitor and two 
to five standards of measurement or “Problem Indicators” were devised 
for each activity (p. 278). These measures were stimulated by the 
question: “How would he [my administrator] know i f  I am succeeding 
in that library activity” (p. 278)? Any staff person may identify, solve, 
or defuse a potential library problem in Fredenburg’s library. The 
QA program is based on a partnership with administrators, the 
support staff, committees, departments, and library clientele. Library 
objectives and potential problems are discussed with these groups 
and a performance plan in the form of “a mutually agreeable written 
contract” is generated (p. 280). “[Ylearly and interim appraisals stress 
improvement over finding fault” (p. 282). Fredenburg’s practical 
suggestions on how to establish a QA program in other libraries 
stress the need to be adaptable and flexible. 
Humphries and Naisawald (1991), at another health sciences 
library, describe a quality assurance program specifically for online 
services. It is designed to evaluate these services against five specific 
criteria identified in research studies as important to customer 
satisfaction. Their goal of measurable standards for quality services 
“proved more challenging and complex than originally anticipated” 
(p. 265). The list of quality determinants they developed went far 
beyond issues of technical proficiency and included reliability, 
responsiveness, approachability, courtesy, security, and some tangible 
physical factors. One of the improvements resulting from this program 
consists of a regular sampling period for online search monitoring 
whereby, during twice-yearly periods, searchers print out all searches 
and review them according to a checklist of quality search criteria. 
Reviews may result in recommendations for formal coursework and 
presentations for in-house review sessions as a means to improve 
competency. A customer complaint policy is advertised on all search 
request forms. A search log was instituted to record date and time 
the request was received and completed and the customer notified. 
A standard two-day turnaround policy for all searches for primary 
clientele and a same-day turnaround for urgent patient care searches 
was established and advertised. Interview guidelines were standardized 
as was a letter to send with every search describing databases searched, 
years covered, and search method used with concerns or possible 
alternative strategies discussed and an opportunity for customer 
feedback. Confidentiality was addressed through use of individual 
professional workstations with private conference space and attractive 
packaging for completed searches. Humphries and Naisawald 
attribute the achievement of a more professional customer-oriented 
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program to their QA efforts. They believe the program provides a 
mechanism to establish high standards, to monitor all service 
practices, and to generate pride, teamwork, and collegiality. 
Wilson (1990) cautions that if we think of QA as simply a 
technique rather than as an attitude of mind, its disappearance into 
“the sediment of management techniques” is almost guaranteed (p. 
49). The notion of service delivery as an exploratory or experimental 
process similar to action research seems to Wilson an appropriate 
stance for the practitioner relative to the incorporation of QA into 
the librarian’s management philosophy. Wilson offers some policy 
guidance techniques for data collection that will help the librarian 
“find out what works and what doesn’t [and how] to improve services” 
(pp. 50-51). 
The earlier examples show that total quality management can 
be adapted to the provision of general library and document retrieval 
services. The approach requires a willingness to believe that error 
will occur. “The environment has to be one that is error-friendly. 
Quality is error driven,” says General Motors President F. J. 
MacDonald (Humphries & Naisawald, 1991, p. 265). Further, the 
approach requires an acceptance that quality improvement is ongoing 
and not of finite duration. It requires the development of measures 
arising from the customer’s level of desired quality, Pareto analysis 
as a guideline for where remedial action should be focused, and the 
involvement of all staff in the process. 
CONCLUSION 
Quality means doing the right thing, doing it the right way, doing it 
right the first time and doing it on time-Townsend (p. 167, 1986) 
The arguments in this article direct the reader to a process of 
gradual evolution. More radical proposals for quality control of 
documents have also been proposed and are not without merit. Jewitt 
(1986), for example, believes that information technology will find 
a solution to the problem of information control. He urges a 
reconsideration of target audience classification, asserting that this 
idea has received little support due to indexer and publisher vested 
interests. Jewitt’s proposed system would remove their influence and 
let usage act as the primary quality filer. When a newly submitted 
paper is placed on deposit in Jewitt’s information system of the future, 
it would have no readership classification and be labeled “unrefereed.” 
Only after the paper was accessed by at least one reader would i t  
become a candidate for an organized refereeing system. Arguing that 
too much information is the largest single problem facing our society, 
Jewitt further challenges information professionals to evaluate the 
intellectual content of the documents they handle and to give up 
the posture of indexing neutrality. 
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Concern over the quality and trustworthiness of information is 
growing not only among online searchers and information 
professionals but also among the general public. Berkman (1990) says: 
“In a world where speed and instant gratification is a priority, 
information, too, has now been relegated to the fast fix” (p. 49). 
He urges information specialists to assist clients in understanding 
the limitations of data sources, to be suspicious of the data, to cultivate 
critical thinking, and to evaluate the accuracy and reliability of the 
information gathered. Although this is useful advice, it may be time 
for the information professionals to demand higher quality and more 
trustworthiness from the database producers and vendors and to urge 
on them the merits of a total quality approach while adopting it 
themselves. 
Quality improvement is clearly an important topic for the 
information industry and the information professionals who use its 
products for their customers. Three major conferences on the theme 
of information quality have taken place in the last three years 
(Brockman, 1991; Williams, 1990; Wormell, 1990). Researchers are 
developing greater sophistication in the use of automatic checking 
and error correction and the database producers are adopting these 
techniques. There appears some willingness to use the concepts and 
tools of TQM by information professionals if not yet by database 
producers. Two motivations for pursuit of quality improvement 
programs can be discerned-one stems from being a unit in a larger 
organization that has made a commitment to this approach and the 
other emerges as a voluntary action on the part of programs that 
already have a high degree of excellence and are attracted to the 
idea of continuous improvement. 
Documentation exists to show that the cost of doing quality work 
is not great when the cost of lost customers, redoing work, and 
correcting errors is added to the equation. Still, many organizations 
are reluctant to change and want justification that the time involved 
in analysis, evaluation, and the continuing search for better methods 
will pay off in substantial and ongoing improvements in the balance 
sheet. If such results are not rapidly forthcoming, they are ready to 
abandon the initial foray. For example, one recent study raises doubt 
about the effectiveness of some of the practices included in the TQM 
concept (“TQM Doesn’t Always Deliver ...,” 1992, p. 2) claiming 
that worker teams have not always produced the continuing 
performance improvement anticipated by management. “The [Ernst 
& Young] study concludes that work teams can help in lower- 
performing companies at the beginning of TQM efforts but over 
the long term, teams lose their value, as corporate performance 
improves” (p. 4). Another area of TQM singled out by the study 
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as not uniformly efficacious was benchmarking, a fairly recent 
addition to the TQM armamentarium. Benchmarking refers to the 
practice of setting goals based on what has already been achieved 
by competitors (Camp, 1989). The notion is that if a standard of 
excellence has once been reached by someone, i t  is attainable by others 
as well. The study found that benchmarking is more effective in 
high-performing companies that know how to apply the information 
they gather but less so in others. 
T h e  problems identified in  this study may result from 
dissatisfactions expressed by companies accustomed to a 
“management by objectives” philosophy that emphasizes results over 
process. Deming’s philosophy reverses this and urges long-term 
commitment toward continual improvement of products and services. 
In his view, quality is not a step function; it is a process of incremental 
change. Its intent is not to become ever more efficient in current 
processes but rather to test continually the way things are done in 
order to find a better means of meeting customer needs. TQM is 
an attitude, a culture of continuous improvement. Deming’s constancy 
of purpose means that even when the TQM approach stops producing 
the dramatic results of ten possible with its initial implementation, 
it will still be seen as a more effective way of doing business from 
the viewpoint of the customers, the workers, and the society as a 
whole. The long-term benefits of a quality approach are trust, 
durability, loyal customers and staff, and a trouble-free operation. 
The adoption of a TQM orientation to quality demands emphasis 
on customer-defined standards, where “customer” is interpreted to 
mean whoever is the receiver of a product or service, whether internal 
or external. Quality must be judged by the customer. The quality 
management approach focuses on finding and reducing the causes 
of variation that occur in the systems used to produce the results. 
Improved document delivery is everyone’s business. We must form 
partnerships with all other participants in the chain of database 
producer to end-consumer and plan a total system commitment to 
continuous quality improvement. 
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THE1974 ARTICLE BY Line and Sandison entitled “ ‘Obsolescence’ and 
Changes in the Use of Literature with Time” was highly critical 
of many assumptions about obsolescence and of the methodology 
and conclusions of much research on the topic. It placed emphasis 
on the distinction between synchronous and diachronous studies and 
on the need to correct for the size of the literature cited or used. 
Since that date, there has been a good deal more discussion of the 
matter, and additional light has been shed on the theory, but much 
research remains to be done, unwarranted statements continue to 
be made, and there has been little contribution to the practical 
applications of literature use decay. Citation studies confirm the great 
variation in citation decay between subjects and types of article and 
also show that the sources used for citations affect the results of 
analyses. Libraries are under greater pressure of space, but most models 
are too complex and time-consuming for them to use. Libraries tend 
not to collect data on use before weeding, and there have been few 
use studies. However, automated systems should now make it possible 
to gather relevant data. If and when the “virtual library” comes into 
being, remote access may make weeding easier because wrong 
decisions may be reversible, but several conditions have to be met 
before this makes much practical impact. 
INTRODUCTION 
In 1974, an article by Sandison and myself was published with 
the title “‘Obsolescence’ and Changes in the Use of Literature with 
Maurice B. Line, 10 Blackthorn Lane, Burn Bridge, Harrogate, England HG3 1NZ 
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Time” (Line & Sandison, 1974). It reviewed all the literature on the 
subject that we could find and came to some interesting and 
unorthodox conclusions. It has been widely cited and has become 
something of a classic. This article looks selectively at subsequently 
published literature that deals with the issues we discussed earlier 
with particular reference to the practical implications for libraries. 
It goes on to examine the relevance of the concept of obsolescence 
in a possible future world where libraries are “virtual” rather than 
“actual.” 
It is useful to start by quoting extensively from our conclusions: 
The study of obsolescence has been bedeviled by superficial approaches 
to a highly complex situation of interlocking factors. It is most important, 
first, to be quite clear whether changes in library use, in referencelcitation, 
or in the value and interest of knowledge are being considered, and 
to ensure that conclusions about one of these are not drawn from data 
on another without adequate evidence for their interrelation. Secondly, 
great care must be taken to seek out all age-related variables that can 
bias the data examined, and to make suitable corrections for them all. 
Thirdly, full allowance must be made for the extremely high variances 
in all the variables concerned, and to ensure that conclusions are not 
being drawn from differences which lie within the experimental errors. 
With these provisos kept clearly in mind, studies of the relation between 
use and age are of considerable potential interest, even if much of this 
interest is theoretical. 
....Most estimates of “obsolescence rates” given in the literature derive 
from synchronous use-frequencies in which the growth of the literature 
exaggerates the apparent age relation. It is not yet known ...what factors 
determine which items in a collection will be read or cited, and the 
relative importance of age among them all. 
What in practice library or information systems require is a method 
of estimating the relative probabilities that particular items will not 
be used. There appear to be such enormous variations between and within 
subjects, titles, and age groups, that only a probabilistic approach is 
likely to lead to useful results .... 
On the evidence so far available, age seems to be a rather poor criterion 
for discarding or relegating to less accessible storage ....It may be sensible 
to discard either after about three years (so avoiding binding), or not 
at all. It also seems likely that discarding whole runs of less used serials, 
whether currently received or not, is more cost-effective than discarding 
older volumes of all serials taken. A library may therefore do best to 
see (a) which journals are “dead” (whether because they have ceased 
publication or because the library has ceased subscribing), and to consider 
whether they can be discarded, (b) which journals receive little use of 
their current issues, and to consider whether they can be cancelled and 
discarded, and (c) whether there are some journals that, although 
currently used, fall off so completely in use after three years that they 
need not be bound or retained after that time .... 
It appears then that “obsolescence” is not a concept of which librarians 
can make much practical use ....Any librarian who attempted to weed 
on the basis of assumed “obsolescence”, or of other studies which 
purported to show it, would be very unwise. 
It is not known how useful references and citations may be as indicators 
of use probability, nor how usage patterns differ between libraries, 
whether of the same or of different types. 
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Not only are precise measures needed of changes in use with age, 
but relevant measures. The most precise measures for each age group 
would be, for library uses, uses per available item per wer,  and for 
references, references per citable item per potential reference. However, 
these measures may be of less practical use in  the decision whether to 
retain or retire....than relative uses per metre .... (pp. 318-20) 
Before the conclusions, we advanced several hypotheses: 
Literature may decline in use faster when 
(a) it deals with data of ephemeral relevance .... 
(b) it is in the form of a “report”, thesis, “advance communication” 
or preprint.... 
(c) it is in a rapidly advancing technology. 
Literature may decline in use more slowly when 
(a) it is descriptive (e.g., taxonomic botany ....) 
(b) it deals with concepts (e.g., philosophy. ...) 
(c) it is critical (e.g., literary criticism...). (pp. 317-18) 
We might have added that in the humanities and social sciences, 
the use of “raw” material-historical sources, literary texts, and so 
on-declines in use (if indeed i t  declines at all) more slowly than 
that of “secondary” literature which interprets it. Most histories 
written more than forty or fifty years ago are of no interest except 
to the historiographer, but the original sources are still used by today’s 
historians. Similarly, most older theological works are dead to all 
intents and purposes, while Migne’s Patrologia Graeca and Latina 
have recently been issued on CD-ROM. 
In our earlier work, we concluded with twelve suggestions for 
research that would help to answer some of the outstanding questions 
and clarify the issues. Among them were the measurement of reliable 
age distributions of specific subject areas; the relationship of 
reference/citation patterns to library use patterns; and the difference 
between usage patterns of primary and review serials and between 
books of different intellectual levels. Hardly one of these or the other 
proposals has been taken up. 
SUBSEQUENT ON OBSOLESCENCEWRITINGS 
There appears to have been little decline in the number of 
writings on obsolescence in the last twenty years; i t  still appears 
to be a topic of major concern-at any rate to those who write about 
i t  (few articles in the information field are more heavily cited than 
those that deal with citation or other bibliometric analyses-if you 
want to be cited, write about citations). 
One or two review articles have been published since 1974. The 
excellent one by Gapen and Milner (1981) concluded, as we did earlier, 
that the work carried out so far means little to the librarian in the 
field, and that: “Much basic research remains to be done on 
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obsolescence. Researchers have taken the concept as proven, but in 
fact i t  is still only a hypothesis” (p. 116). They go on to argue inter 
alia for more research to “be done in the humanities, if  only to 
determine whether obsolescence is a concept which cannot be usefully 
applied outside of the sciences” (pp. 116-17), for studies to examine 
how far library circulation reflects in-house use, and on “the extent 
to which planned or random factors in the library [such as layout 
and stack arrangement] can affect obsolescence” (p. 117). They also 
point out that the question needs to be asked whether the time and 
effort required to gather data on obsolescence in libraries are justified. 
They propose and describe in some detail a “problem-solving 
management model,” whose purpose “would be to allow a library 
to derive, review and incorporate data on obsolescence day by day” 
(p. 120). 
A rather breathless review by Vlachf (1985)-216 references in 
a paper of 24 pages-lists most, if not all, of the relevant studies 
containing citation data. The review by Artus (1983) is restricted to 
the conceptual and practical validity of “obsolescence” and is highly 
critical of common assumptions regarding the phenomenon, pointing 
out that there are many causal determinants of citation decay. 
The conceptual and practical confusion we criticized in 1974 
seems to be still quite widely prevalent, and, while some light has 
been shed on theory, little has been shed on practice. Authors in 
the core fields of information science have become increasingly careful 
when addressing the subject of obsolescence (the fact that the word 
more often appears in quotation marks suggests growing doubt as 
to its use or even meaning), but others still use the term with little 
care or precision. It is still common to come across assumptions that 
literature obsolesces at an exponential rate. Apparent use or citation 
decay based on synchronous studies is still regarded as actual decay 
and interpreted as “obsolescence.” The term “half-life” is also still 
used, although it  is clearly improper in the case of synchronous studies 
where “median citation (or use) age” is more accurate and appropriate. 
Citation studies are still advocated as a major aid to libraries in making 
decisions on disposal or relegation often without any provisos. Use 
studies are still very rare. 
CITATION OF OBSOLESCENCESTUDIES 
One major theme of our earlier article was the distinction between 
synchronous and diachronous obsolescence and the need to allow 
for growth of the citable literature in synchronous studies; there had 
been a very large growth of literature in most subjects, especially 
the sciences and social sciences. A similar allowance has to be made 
in diachronous studies for changes in the size of the citing literature. 
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We mentioned a third type of obsolescence, diasynchronous,which 
uses synchronous studies carried out at different times. As we pointed 
out, nearly all studies had been based on synchronous data without 
allowance being made for growth. These issues appeared to arouse 
particular interest, and several papers attempted to examine them 
further. It was argued on theoretical grounds that no allowance need 
be made for synchronous data (Stinson & Lancaster, 1987). Some 
studies purported to show that there was little or no difference between 
the results produced by synchronous and diachronous citation studies 
(Oliver, 1971) while others found that there was a difference (Line 
& Carter, 1974). Similar differences appeared in library use studies 
(see later discussion). Different results emerge, not surprisingly, from 
different data, depending perhaps on the subject or even the journals 
analyzed-and the period covered (see later discussion). 
Motylev (1981) has produced logical proof that the two main 
types of study are not equivalent. Other articles by him (1976, 1982, 
1989) are, like that of Artus, highly critical of statements and 
assumptions about rapid aging. One of them (1976) concludes that 
“use frequency can be considered a function of document aging only 
in an ideal information system” and “information use determined 
from citations or requests to reference information collections is only 
a very approximate reflection of document aging” (p. 97). Heisey’s 
(1988) diasynchronous study, which was able to make accurate 
adjustments for changes in the number of both citable and citing 
papers, has a particularly useful discussion of the issues. Clark (1976) 
showed that “theoretically, synchronous and diachronous studies are 
each a restricted type of the full diasynchronous study, even though, 
experimentally, a diasynchronous study may consist of a sequence 
of synchronous ones ...” (p. 33). Griffith et al. (1979) pointed out 
that “the ‘pure’ case, observations of all uses over time of the same 
items by a single unchanging literature, cannot occur” (p. 180)- 
both synchronous and diachronous studies are “impure” (which is 
why correction is needed). 
Several articles (e.g., Line & Sandison, 1974; Marton, 1985) have 
pointed out that there are two periods in the life of an article: an 
early one, described by some as “immediacy” or “updating,” and 
a “basic” one, extending over the whole life of the article. Barnett 
et al. (1989), in an article that uses citation data to examine diffusion 
in all broad subject fields, develop a mathematical model to represent 
this feature (their paper, incidentally, appears to show unawareness 
of any information science literature). Partly because of this 
phenomenon, Egghe and Rao (1992) argue that the obsolescence 
function is not a constant but merely a function of time, and that 
this jeopardizes the use of aging factors. 
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Gupta’s analysis of citations to the 1983 volume of Physical 
Review (1990), to which he applied corrections for growth, showed 
a decrease in citation which fitted an exponential model. He warned 
against assuming that this result necessarily reflects use. 
There has been one big change since 1974. At that date, the 
literature was still growing fast. Since then, growth rates have slowed 
substantially; not only is the annual net increase in the number of 
serials quite small, but the number of articles per serial has grown 
very slowly in most subjects-in some not at all (Archibald & Line, 
1991). The need to apply corrections to synchronous data on citations 
received by articles published in the last twenty years should therefore 
be rather less, at least in some subjects. In fact, such synchronous 
studies should show slower citation or use decay, another hypothesis 
that deserves testing. 
More attention has been devoted to the social sciences in recent 
years. In addition to the articles already mentioned (Line & Carter, 
1974; Line, 1981; Leavy, 1983) there are the papers by Rao (1974) and 
Oromaner (1977), the latter being an interesting, though limited, 
diachronous study. The humanities have received less attention; two 
examples (there may be others) are the studies by Longyear (1977) 
on musicology and Heisey (1988) on the Dead Sea Scrolls. 
Highly “productive” journals (in terms of citations received) in 
desalination proved to have shorter active lives than unproductive 
journals, but journals between the extremes of productivity exhibited 
no pattern (Wallace, 1986). Bottle and Gong (1987) found that the 
content typology of articles in biochemistry affected their aging, the 
median citation ages ranging widely-from 2.9 (for physical and 
chemical properties of substances) to 9.3 (for studies on living 
organisms-cell or greater level). McCain and Turner (1989) analyzed 
eleven highly cited articles in molecular genetics, four of them aging 
slowly and seven quickly, and related these patterns of aging to their 
contents. In a wide-ranging citation study of the social sciences (Line, 
1981), big differences were found between different disciplines; for 
example, the proportion of pre-1964 citations drawn from serials to 
sociology was 48 percent and to environmental planning 34 percent. 
Citations to journals show a faster decay rate than citations to 
books, both in the social sciences (Line, 1981) and at least in some 
science subjects (e.g., phycology [Musib, 19881). It is highly probable 
that this is a general phenomenon. It is certainly to be expected 
since, in general, articles are intended to report research at the frontiers 
and therefore date more rapidly than books, which consolidate 
knowledge. 
Several studies have looked at the use of articles rather than 
journals over time. There are possible practical applications of this 
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kind of study (see later discussion), but i t  is also of some theoretical 
interest, not least because i t  qualifies ideas that journals obsolesce 
in some regular sort of way. Walsh’s (1977) dissertation on articles 
in physics followed up  on a much larger scale two small studies 
(Line et al., 1972; Line, 1974), which showed that articles that were 
least cited in the first three years became less and less cited, while 
the most cited, far from “obsolescing,” attracted more and more 
citations. Walsh found an increasing concentration of citations on 
a limited number of articles as time passed. A further study (Line, 
1984), also in physics, provided additional confirmation. Aversa (1985) 
studied 400 very highly cited papers in science and discovered that 
they fell into two groups: one group declined in citedness after the 
first two or three years, the other after the sixth or seventh year. 
For patents, however, Noma and Olivastro (1985) found that highly 
and lowly cited papers “obsolesced” at the same rate. 
Several articles have been published that, like our own and those 
by Artus and Motylev, are highly critical of previous literature on 
obsolescence. These include two by SzAva-KovAts (1973, 1976) who 
has made some major contributions to the topic basedon large citation 
analyses of his own. Leavy (1983), reviewing previous literature and 
drawing from his own research, concluded that median citation ages 
in the sciences and social sciences differ little; he speculates as to 
the reason for this finding, which conflicts with Kuhn’s view of the 
social sciences. 
One potentially serious problem with citation studies was 
suspected but not known about in 1974. This is that the results of 
analyses can differ quite dramatically according to the sources used 
for gathering references. The aforementioned study in the social 
sciences showed that analyses of references drawn from journals and 
monographs produced big differences in date distributions (Line, 
1979); 47 percent of references in serials were to pre-1964 material, 
compared with 62 percent of references in monographs. References 
drawn from high use and randomly selected journals yielded much 
smaller differences. In science and technology, the gap between high- 
and low-status journals is rather larger, and differences might be larger 
in these fields (another study is called for here); i t  may be reasonable 
to use only journals (i.e., not monographs) as sources of references 
for citation studies in science and technology, but i t  may be dangerous 
to use only high status journals. 
Finally, in this section of the article, Kuch (1982) attempts to 
apply the concept of thematic analysis to literature obsolescence. He 
uses Sandison as an example of “antithematic” and Rouse as an 
example of “thematic”-a position challenged by Sandison (1983). 
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Kuch’s advocacy of thematic analysis as an important part of the 
understanding of science is barely convincing. 
The more citation studies appear, the more apparent have become 
differences between subjects and types of articles as well as between 
studies in what appear to be the same or similar fields. The great 
dangers of generalization are confirmed. Some studies seem to have 
been conducted with no clear purpose; even their curiosity value 
is limited. This will probably continue to be a problem with citation 
analyses; ISI’s citation databases have put the opportunity for 
manipulation of huge numbers of citations within almost every 
student’s reach, and i t  is tempting to carry out analyses in order 
to produce a dissertation or a publishable article. If we are not to 
be in danger of being buried under citation analyses, a new statement 
of what we need to know and why, and what might be done with 
the information gathered, is called for. 
OBSOLESCENCE PROBLEMSAND LIBRARY 
Few libraries are now growing at an exponential rate, but any 
relief this might have provided has been more than cancelled out 
by increased pressures on space as a result of a shortage of money 
for new buildings. More and more libraries are reaching, if they have 
not already reached, a crisis point in accommodation, though in 
North America libraries seem to have less difficulty in obtaining 
new buildings than in Europe. A report of the University Grants 
Committee (UGC) (Great Britain, 1976) recognized that libraries could 
not keep on growing at the rate then prevailing without soon 
consuming the entire capital expenditure budget of the UGC. It did 
not advocate the use of citation data or even detailed use studies. 
Rather, i t  proposed an empirical approach, with candidates for 
relegation moved to a low-cost store and reviewed after five years 
to see if they had been used during that time; this was thought likely 
to reduce the resistance of academics to disposal. The report caused 
a storm of protest among academic librarians and some users, but 
reality has since increasingly forced libraries into discarding material. 
There is a substantial literature on weeding of collections (e.g., 
Slote, 1982), but this tends to deal with principles and techniques; 
little of it deals in any depth at all with obsolescence. 
One significant point about library use we might well have made 
in 1974 was that use decay will vary according to the library. In 
fact, i t  will vary according to the clientele, which does not remain 
static in a single library; this not only makes the application to one 
library of data obtained in another library dangerous, i t  also makes 
the use of data collected a few years ago in the same library highly 
dubious. For example, a change of direction in the research interests 
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of a department, perhaps as a result of the advent of a new professor, 
can swiftly lead to some of the stock becoming “obsolete” and lead 
to heavy demand for other stock that has been little used. 
“Obsolescence” is not an objective thing independent of cir-
cumstances; it is, almost by definition, in the mind, or rather the 
uses, of the user. It has also been shown by Sandison (1975) and 
Brchnmo (1978) that accessibility can affect use substantially; so 
“obsolescence” is also partially under the control of the library. All 
these factors should lead to great caution in disposing of stock. 
Little research has been carried out in real library situations. 
Most citation studies have been of journal obsolescence, largely 
because the citation indexes have made it  much easier to study. With 
libraries it is different. In many, journals cannot be borrowed, and, 
in any case, most of their use is in-house and by means of photocopies; 
the use of books, on the other hand, can be studied by analyzing 
automated loan records, although these do not reveal in-house use. 
Nevertheless, journals occupy a great deal of space in most libraries, 
and the process of withdrawal is simpler because few records have 
to be changed; i t  may thus be more cost effective to study the use 
of journals. 
While citation analyses are still advocated by some as a guide 
to disposal of library stock (e.g., Gupta, 1984; Longyear, 1977; Pan, 
1978; Todorow, 1980), there seems to be increasing agreement that 
their value is small. No one has yet successfully studied how far citation 
reflects use, even on a global scale. It seems likely that citations show 
faster-perhaps substantially faster-decay than uses. This was found 
in a study by Guitard (1985) which compared the “half-lives” of 
photocopy requests in the Spanish Institute of Scientific and Technical 
Information with SCI data. Given the variability of results of different 
citation studies in the same field, and the much greater variation in 
use patterns of different libraries, i t  is difficult to see what use could 
safely be made of citation analyses in a particular library. The most 
one can say is that heavy citation of older volumes may well suggest 
that they should be kept; low citation however does not necessarily 
indicate that they should be weeded. There is no substitute for use 
studies in each library (Line, 1978). 
When making rational decisions on weeding, libraries need not 
only collect data on use of material of different dates but must relate 
i t  to the space occupied by the material. It needs to be ascertained, 
for example, whether the 1950 volume of a journal which receives 
only a quarter of the use received by the 1975 volume occupies the 
same shelf space or only a quarter as much. If the latter, there is 
no more reason to discard the earlier volume than the later one. A 
reworking by Sandison (1974) of data on the use of physics journals 
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at Massachusetts Institute of Technology analyzed by Chen (1972) 
showed that an apparent rapid decrease in use disappeared when 
allowance was made for the space occupied by the volumes of different 
dates. Br@nmo (1978) came to similar conclusions from a study of 
the use of works on literary criticism in Trams@ University Library. 
Another study of biochemical journals gave different results (Sullivan 
et al., 1980-81); this led the authors to claim in the title of their 
article that obsolescence was “not an artifact of literature growth.” 
But obviously different studies in different subjects and different 
libraries are going to yield different results; all that Sullivan et al. 
showed was that use decayed in the circumstances they studied. There 
is, in fact, little doubt that material does become less used with time 
in most libraries, but this cannot be assumed and it  varies greatly 
between not only subjects but volumes. 
It needs to be borne in mind that the rate of use decay is of 
no practical importance; for example, heavy use of a volume soon 
after acquisition may be followed by quite a sharp decline, but its 
use after several years may still be high relative to other volumes 
whose use has decayed little because it was never heavy. 
Metz (1979) reports a particularly valuable study of the use of 
material in the general collection of the Library of Congress. Its 
special value arises from the comprehensive nature of the collection 
(uses are not likely to be constrained by expectations, as they are 
in most other libraries), and from the fact that it relates data on 
use to data on holdings, including figures on the size of the collection 
for different dates of publication in different subjects. Use per volume 
figures are presented. The study thus well satisfies the criteria for 
use studies of obsolescence set out by Sandison and myself. For 
example, 1940s use per volume is calculated as a proportion of 1970s 
use; this statistic ranges from . l l  in class R and .13 in class T to 
.63 in class N and 1.67 in class C. Serials did decline in use more 
than monographs but the differences are small. 
Taylor (1976-77) takes a pragmatic approach to weeding, using 
research at the University of Newcastle upon Tyne, England. He 
compares subjective with objective criteria and points out the 
deficiencies of most readily collectible data on use. A study of journal 
use in a hospital library (Kamenoff, 1977) found many uses of older 
volumes and concluded that i t  was “vitally important to evaluate 
the use of each journal title before making a decision about length 
of retention or purchase of microform; the study also suggests that, 
for some titles initially purchased in the 1970s, back runs on microform 
might be worth obtaining” (p. 447). Parker (1982) discovered that 
decline in use was multifactored and pointed out that this made 
decisions to discard more difficult. 
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One major study that might appear to be highly relevant is the 
University of Pittsburgh study (Bulick et al., 1976; Kent et al., 1979), 
which incidentally provoked a great deal of controversy, not least 
in the institution where i t  was conducted. This study collected, over 
a period of seven years, a great deal of data on library circulation 
and in-house use. One of the findings was that a high proportion 
(40 percent) of books acquired in 1969 had not circulated by 1975, 
and of those that had, nearly three-quarters were borrowed in the 
year of acquisition or the following year. However, the study does 
not demonstrate obsolescence so much as (1) an immediacy effect, 
and (2)selection decisions that proved to be inaccurate in terms of 
subsequent use. 
A study reported by Hodowanec (1983) is of decay in the use 
of books by subject area in a university library. He found very large 
differences between subjects, foreign languages having the lowest 
use decay rate and business the highest. Rouse and Rouse (1979) also 
studied decay in the use of monographs, but by examining interlibrary 
loan demand rather than use in a library. They corrected the data 
for literature growth and duly found that this increased the median 
use age. They also found that demand at the regional level decayed 
faster than statewide demand. 
Hindle (1979) advocated the use of Markov models of book 
obsolescence in libraries using two studies as examples. Sinha and 
Clelland (1976a, 1976b) presented a complex model for acquisition 
and disposal, claiming that data obtained in two scientific libraries 
confirmed that a negative exponential function fitted the relation 
between average use and age. Sandison (1977a, 1977b) disputed the 
methods and conclusions of both articles, was duly answered (Sinha 
& Clelland, 1977, 1978), and, in one case, made a further response 
(Sandison, 1979). At the other extreme to complex articles, a simple 
introduction to obsolescence and weeding by Lancaster (1988) should 
be mentioned. 
A theoretical paper by Verhoeven (1986) seems to be a good 
example of pointless and inapplicable theory. His attempt to apply 
an expectation of life formula to collection management is not 
unlaudable in itself, but he looked at average life expectancy in a 
stationary population. The great variation between items makes 
averages quite useless, while in no library in the world, except a 
dead one, is the book population stationary. 
Perhaps the most important issue amid all the technical 
discussion of models and statistics is the practical one. It is assumed 
that libraries want to make rational decisions, but can any library 
be expected to collect the necessary data and carry out the necessary 
analyses? And are they much better off if they do? There is little 
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evidence that librarians have attempted to use any scientific approach 
to discarding; rather, they have employed whatever crude methods 
can be used quickly. Not only have librarians-rightly, though 
perhaps not for the best reasons-made no use of citation data; they 
have not generally attempted to gather much data on use in their 
own libraries, largely because of the time and effort involved. After 
all, they might argue, selection is far from an exact science; why 
should disposal be? One answer to that might be that just because 
there is a hit-and-miss approach about selection of new material, 
i t  is all the more desirable to compensate for at least the errors of 
commission by a firmly based disposal program. 
Public libraries have less interest in obsolescence, although they 
dispose of material much more than academic libraries, since they 
do not need to use much precision in disposal decisions. Relatively 
few public library users want specific items; more often they want 
up-to-date material on a subject or books by a favorite author. Public 
libraries regularly dispose of books that have become worn out and 
of stock that is no longer used. There is thus a high degree of 
substitutability; if one book is not there, others will often do as well. 
It is not surprising that the literature on disposal from public libraries 
is very small. 
Where other types of library are concerned, all the evidence 
suggests that any decision on disposal must be made with a great 
deal of caution. Every item should ideally be considered in its own 
right, and any general model is useless. Even when the use of 
individual items can be identified, analyses at one point in time show 
only what is used then not what might be used at some future time; 
as noted, clienteles and interests change. Also, political pressures 
cannot be ignored; a powerful dean can resist even the most rational 
decision. The empirical solution proposed by the University Grants 
Committee (Great Britain, 1976)avoids some of the possible pitfalls 
by identifying candidates for disposal and testing what happens to 
them, but the candidates still have to be identified. 
Wallace (1987), at the end of an article which calls bibliometrics 
“a solution in search of a problem,” states: 
The literature of scatter and obsolescence is fairly large, but the practical 
uses proposed for the two concepts are limited and repetitious. The 
questions of whether and how studies of obsolescence and scatter can 
be of use to the librarian or information system manager interested in 
efficient collection management remain largely unanswered. (p. 47) 
He goes on to advocate a number of conditions that have to be met: 
“a set of consistent, easily applied formulae for measuring scatter 
and obsolescence in a working environment”; the testing of these 
formulae in a variety of settings, and the consolidation of the results; 
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and an exploration of “the relationship between quantitative 
bibliometric methods and more traditional qualitative methods ...in 
order to determine which techniques are most efficient, most effective, 
and most cost effective ....It is not clear,” he adds, “whether the cost 
and effort of [meeting this set of conditions] would justify the result” 
(p. 47). To these suggestions might be added one for strictly com- 
parable studies of use in libraries of similar type, size, and age; and 
of studies in the same library at intervals of, say, four or five years. 
Wallace’s proposals are eminently commendable, but it is not 
easy to see how the results of any testing would be judged, since 
once material is disposed of or relegated to a store, whether the method 
of selection used is crude or sophisticated, quantitative or qualitative, 
use is at once affected; a decision to weed becomes a self-justifying 
one in the case of most materials (back runs of scientific and technical 
journals may be an exception, since much demand on these arises 
for pursuing references in other works or searches of databases). A 
“half-way” store, separate but easily accessible, might go some way 
toward solving this particular problem. 
At this point, the librarian might be tempted to give up  and 
make quick and crude decisions without even consultation, let alone 
studies of use. This would be wrong and unfair to users. Analyses 
of the best data obtainable will not provide “the answer,” since there 
is no definitive answer that is valid for all time. What they can do 
is to indicate probabilities, and they can thus reduce the area of 
uncertainty and make better decisions possible. With good automated 
systems, i t  is possible to make much better informed decisions than 
many libraries make now. Their failure to collect data on use is 
understandable at the actual point in time when decisions have to 
be made, but a little foresight and planning could ensure the provision 
of relevant data from well designed management information systems. 
There is now the opportunity for libraries to provide themselves with 
data on the circulation of all their stock and also on photocopies 
made of library material, and to relate this data to entries in the 
catalog. Something like Gapen and Milner’s ( 1981) “problem-solving 
management model” is now capable of realization. Automated 
catalogs also make the process of disposal much simpler. 
It was mentioned earlier that studies of journal articles might 
have a practical application. If it can be shown that a small percentage 
of articles within a journal account for a high proportion of use, 
if these same articles continue to be used over a long period, and 
if, moreover, they can be identified in the first two or three years 
after publication, the possibility arises of republishing them as a 
package (e.g., “Key articles from Journal of... 1976-85”), which could 
be acquired either by libraries that did not have the back volumes 
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or by libraries that did but wished to replace them in order to save 
space. The conditions above seem to be fulfilled for physics journals 
(which for some reason seem to have attracted most of the attention 
in this respect), to judge from the research by Line (1974, 1984; Line 
et al., 1972) and Walsh (1977). The economic and practical viability 
of this could easily be tested by the publisher of a journal such as 
Physical Review; both publisher and libraries might gain. 
OBSOLESCENCE LIBRARY”AND THE “VIRTUA  
Whatever the difficulties of selecting material for disposal and 
actually disposing of it, most libraries nevertheless have to dispose 
of some stock from time to time. Does it  actually matter very much 
what is discarded if it can be quickly and cheaply obtained from 
elsewhere? Does even cheapness matter very much, since occasional 
access is cheaper than holding materials locally, except when uses 
exceed some seven or eight a year for the average book or twenty 
or more for the average serial? 
Many short items can already be obtained very quickly-within 
a few hours-from elsewhere with the aid of online catalogs, 
automated requesting systems, and facsimile (which will become 
much cheaper and faster with ISDN and Group 4 machines or even 
with enhanced Group 3).As more and more journals become available 
online, searching, identifying, requesting, and receiving will become 
an integrated process. (It is necessary to comment that if some journals 
cease to be printed altogether the cost of access may become very 
high indeed.) This will not, however, apply to most journals for 
some years, and perhaps never to all journals, particularly those from 
less developed countries. 
It is hard to see how very fast access to longer items-mainly 
books-that are not held locally can ever be achieved on any scale. 
However, i t  will increasingly be possible for books to be printed 
on demand in libraries or bookshops; and this means that a disposal 
decision that proves to be wrong may not be irretrievable as i t  is 
today, since most books more than a year or two old are out of print. 
This happy state will not be realized for some years, if then, because 
the great majority of older books will not be in the necessary form 
for transmission. In principle, printing on demand is already possible, 
since most books published over the last ten or twelve years are 
produced from word processed text; however, that does not prevent 
them from going out of print because the mechanisms for printing 
in response to demand on any scale are not in place. 
The virtual library would, of course, affect library acquisitions 
as much as, i f  not more than, weeding. There might be no point 
in buying large amounts of material, which has to be selected, if  
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any material could be obtained cost-effectively from remote sources, 
and, if material is not acquired, the question of disposing of i t  becomes 
irrelevant. As mentioned earlier, much of it can be obtained in this 
manner already; in this sense the virtual library is already with us, 
and further developments in technology and its application will 
merely accelerate the process. Yet libraries continue to acquire as 
much as they reasonably can, in spite of the proven cost-efficiency 
of the alternative for most material. If and when more journals and 
other materials are made available only in electronic form, there will 
be no choice, but, while a choice remains, librarians-and most 
users-will choose to have material on the spot. 
There are very good reasons for this ready availability. Much 
library use is generated by the physical presence of items on shelves. 
It has been shown again and again that much material, even in science, 
is picked up by browsing (which has an element of purpose about 
it) or serendipity (which is happy accident). Some of this use is 
important in extending the user’s frame of reference or by enabling 
him to make connections that would otherwise not have been made. 
Most of this material would never have been identified by even the 
most superior indexing system. 
Some kind of surrogate browsing is needed, but i t  is difficult 
to see how the kind of exposure offered by the display of new books 
and current issues of journals in a library can be provided by even 
the best electronic system; scanning issues of journals online is much 
slower than scanning printed text. Indexing is a partial solution, 
but no more than a partial one. Where a specific search is called 
for, scientific journal articles and reports are generally well indexed 
and easily retrievable since they deal with one narrow topic. Existing 
indexes and abstracts should therefore satisfy most retrospective needs, 
but a sophisticated expert system would be required to provide the 
browsing element in current awareness, not to mention serendipity. 
And if other types of material, such as books and many humanities 
and social science articles, are to be accessed remotely rather than 
being physically present, there will have to be immense improvements 
in indexing. 
This author has outlined elsewhere (Line, 1990)the sort of system 
that might be developed for books in the future. This involves the 
construction of a (preferably international) combined subject database 
on the same lines as the large machine-readable indexes for scientific 
journals, using abstracts with controlled vocabulary which can be 
searched online, and a supporting file on microform of the title pages, 
contents pages, and possibly actual indexes of books, which could 
be called up  automatically i f  users wanted further information on 
particular books; it would be coded and linked with the bibliographic 
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file. Such a system is technically entirely possible now and requires 
only the will and the money to implement; there seems to be no 
reason why it  should not be viable as a commercial product. Unless 
and until such improvements take place, libraries will not only wish 
to hold physical materials but will need to do so in order to serve 
their users; if they hold these materials, they will from time to time 
need to dispose of some of them. 
The “virtual library,” then, if and when it  appears, is a concept 
that will not apply to more than a (growing) proportion of current 
intake, and a much smaller proportion of older material. The problem 
of weeding will therefore still be with us, though less intensely because 
less and less space will be needed for new materials. This should 
ease the pressure on libraries to dispose of material and make the 
issue of which methods to use for selecting material for disposal 
of less moment. 
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Changing Values in the Published 
Literature with Time 
DIANNEROTHENBERG 
ABSTRACT 
THISARTICLE EXAMINES THE multidimensionality of print materials 
in order to discuss utility versus value of print materials as they age. 
Studies of changing uses of print materials over time have shown 
a bias on the part of researchers in favor of the hypothesis of 
obsolescence, although studies have failed to conclusively support 
that hypothesis. Based on issues raised in previously conducted 
obsolescence studies, this article presents a schema of parameters 
(superordinate classes of contextual variables) that affect all studies 
of changing uses of print materials over time. Recent studies have 
concentrated on the age-date relationship rather than on other 
parameters (especially the “use” and “users” parameters) or they have 
relegated concern about these parameters to other researchers. This 
article argues that only by incorporating what can be learned about 
all the parameters of the seamless web of co-occurring events 
surrounding the changing uses of print materials will researchers 
and librarians be able to make use of the quantitative data on the 
declining numbers of uses of print materials. 
INTRODUCTION 
We’ve kept stored knowledge like holy relics and fewer people believe 
in relics all the time. I once had the pleasure of breaking bread with 
Mortimer Adler ...Dan Boorstin had asked him what he thought the 
Library of Congress should save, and he replied that the secret was to 
burn everything older than fifty years and keep burning as time went 
on. So long as you kept the last fifty year’s worth of nonfiction-he 
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excluded belles-lettres-he claimed you’d always have what you needed. 
Why? Because every profession carries along what matters in its new 
books and junks the myths and the mistakes of the earlier generations. 
(Goodrum, 1987, pp. 76-77) 
The conventional wisdom that print materials decline in both 
use and usefulness with age is shared not just by librarians-turned- 
mystery-writers but also by many researchers and librarians. In the 
jargon of library and information science, this phenomenon is called 
obsolescence. This term has traditionally been used to refer to the 
hypothesis that the pattern of use of print materials over time will 
show a predictable and observable decline in use with age (Line & 
Sandison, 1974, p. 283; Stinson & Lancaster, 1987, p. 65; Motylev, 1981). 
The body of literature which has tested the obsolescence 
hypothesis has grown to considerable size over the past several decades, 
but the pattern of research has seldom deviated from the exploration 
of a single easily measured criterion-i.e., the number of uses of the 
items studied. Yet researchers have not reached a consensus about 
the validity of the obsolescence hypothesis. They have not agreed 
on the mathematical model that best represents obsolescence (Stinson 
& Lancaster, 1987; Avramescu, 1979; Motylev, 1981; Egghe & Rao, 
1992). When research results have failed to show the expected 
measurable decline in use, researchers have suggested a variety of 
mitigating factors (usually contextual variables) that they believe are 
responsible for skewing results. 
The lack of consensus among researchers about fundamental 
questions related to obsolescence studies suggests that another kind 
of exploration of the changing uses of print materials over time is 
needed. What has traditionally been assumed to be evidence of 
obsolescence in the literature of library and information science may 
be more productively understood in terms of changing relationships 
among dynamic populations of users and their uses of printed 
materials, the population of published materials available, and the 
period of time under study. 
A RATIONALEFOR A NEWAPPROACH 
The nature of printed books or journals may have much to do 
with their changing uses over time. Toffler (1970) has noted accurately 
that few objects have a single easily definable function; printed 
materials are no exception. Like the elephant encountered by a group 
of blind men, books or other publications can seem to have different 
identities depending on the dimension which one chooses to examine. 
It is proposed here that books, journals, and other published materials 
have three dimensions. They exist simultaneously: (1) as artifacts 
of human knowledge production, (2)as conveyors of information, 
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and (3) as recorded statements of an author or authors at a particular 
point in time. 
The first dimension of books or other published materials has 
to do with their existence as artifacts of human knowledge production. 
Books have always possessed a cultural significance beyond, and 
sometimes unrelated to, the information which they contain. Cressy 
(1986), for example, has documented uses of books in previous 
centuries as magical talismans, aids to divination, devices for social 
display, symbols, or totems. The use of books as a visible display 
which provides evidence of erudition is not unknown in contemporary 
American society. 
The rare book trade is evidence that, along the dimension of 
artifact,books tend to appreciate with age, assuming a decrease in 
numbers of similar existing items in usable condition. From this 
perspective, a publication may be said to be obsolescent when its 
physical condition deteriorates to the point that i t  is rendered 
unusable. At that point, its value as a rare commodity is greatly 
diminished i f  not lost completely. 
The second dimension of published materials, that of conueyor 
(or container) of information, is the dimension most frequently 
examined in the library obsolescence literature and in the literature 
of particular disciplines. It is a truism that many publications become 
less frequently used with the passage of time. They “age” or “decay” 
or “obsolesce,” in the language of library and information science 
researchers, because they contain information that clearly has been 
superseded by works which sandwich the important parts of previous 
works between a literature review and some new information. 
Obsolescence researchers see this side of the print-materials 
“elephant” when they examine published works. Librarians struggle 
to make weeding and off-site storage decisions about works because 
they view them along this dimension. To casual observers, the decline 
in use of older works superseded by newer ones is sufficient evidence 
of the validity of the obsolescence hypothesis. 
Most print materials decline in numbers of uses over time along 
the second dimension. Obvious examples include phone books, 
almanacs, or state or federal government yearbooks in daily use; policy 
statements, regulations, or legislation that is periodically revised and 
upon which individuals must base their actions; new editions of 
textbooks or syntheses of the literature in a discipline; or published 
accounts, in the research literature or trade press, that add new 
information to public knowledge of a contemporary theory, process, 
or event. Issues of knowledge obliteration and replacement, although 
beyond the scope of this article, are relevant to these kinds of second 
dimension uses. In each case, the need for the latest information 
ROTHENBERG/CHANGING VALUES IN PUBLISHED LITERATURE 687 
on a particular topic reduces dramatically the value of the older 
publication for certain popular kinds of uses. 
The third dimension of print publications, that of a statement 
by an author at a particular point in time, suggests roles for published 
materials that clearly change over time, especially for scholarly 
purposes but is not limited to these purposes. West (1991) has described 
such books as “finds at an archaeological site” (p. 13). The Warren 
Commission Report, the Surgeon General’s first official statement 
on the health hazards of smoking, published assessments on the 
current state of calculus instruction in secondary education-recorded 
statements on these topics possess a particularly cogent and time- 
bound third dimension. While one may not want to go so far as 
to agree with Eugene Ionesco that: “Only the ephemeral is of lasting 
value” (Clinton, 1981, p. 84), the time-bound characteristic which 
constitutes the third dimension of published works is, paradoxically, 
the quality which guarantees their lasting value-these statements 
constitute the historical record. 
Over time, the primary sources of the historical record are used 
for a variety of purposes not intended by the original authors. These 
changing uses are instances of utility (expressed in numbers of uses, 
which may decrease) juxtaposed against value (expressed in the 
importance of individual uses, which may increase). Obsolescence 
researchers have traditionally been interested in the utility factor 
rather than the value factor. Those who use older print materials 
for changing purposes include ordinary people; lawyers, researchers, 
policymakers, and legislators; and, of course, historians. It is this 
research or evidentiary dimension that confounds the librarian’s task 
in discarding older materials or relegating them to less accessible 
storage in all kinds of libraries. 
From early research studies of declining numbers of uses over 
time (Gosnell, 1944) to contemporary studies (Christianson & Hayes, 
1991), the obsolescence hypothesis has carried with i t  an underlying 
assumption that declining use with age is accompanied by a decline 
in value of the aging materials. Obsolescence (the phenomenon of 
successively fewer numbers of uses over a period of time) is frequently 
cited as a factor in discarding or weeding library collections of less 
valued items (Ettelt, 1991). The existence of three dimensions of print 
materials, however, suggests that the one-dimensional view of 
changing uses over time-e.g., a view which examines only numbers 
of uses, citations, or circulations, and equates that with value-is 
inadequate for all but the most narrow purposes. 
Some examples may help clarify the phenomenon of utility versus 
value over time. As stated earlier, viewed along the third dimension, 
the number of uses of earlier works superseded by later ones may 
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decline as time passes, but the social value of individual uses may 
increase dramatically. As citations to supporting evidence or proof, 
individual uses may have economic or social cost and/or benefits 
for society far greater than could have been expected at the time 
of publication (legislation based in part on references to a 30-year 
body of research related to effects of high quality programs for 
preschool children is one example (see Berrueta-Clement et al., 1984). 
Another example is taken from The Washington Post, October 18, 
1990: 
Since 1930, more than 100 studies have purported to show that the painful, 
potentially fatal disorder of ulcerative colitis was caused by psychological 
factors. In a recent review of the original studies published in the 
American Journal of Psychiatry, a team of researchers re-examined the 
original 100 studies often cited in literature reviews and found most of 
them so seriously flawed as to be useless. New avenues of treatment 
will now be made available to those suffering from this disorder. 
Such uses of aging print materials, taking place during what might 
be expected to be a period of only occasional uses or citations to 
these works, clearly possess the power to have a great impact on 
the lives of particular groups or individuals. Other examples of uses 
of published materials that may be of extreme social importance but 
are not related to the original intent of the publication are indicated 
in Figure 1. 
All printed works possess the three dimensions of print materials 
discussed here. Yet research studies on changing patterns of use of 
library materials over time have concentrated primarily on the age- 
use or age-date relationship as related to second-dimension uses. 
Shifting groups of users and the changing social value of different 
kinds of uses over time, primarily a function of the third dimension, 
have received relatively little attention. 
THECONVENTIONAL OF OBSOLESCENCEWISDOM 
Line and Sandison (1974), who provided the classic discussion 
of the issues related to the study of changes in the use of documents 
over time, were careful to distinguish between changing uses of 
materials (the observed phenomenon) and obsolescence (one 
hypothesis which has been used to explain the phenomenon of 
changing uses of documents over time). Yet few obsolescence 
researchers have chosen to use the phrase “changing uses of 
materials”; indeed, over the last few decades, the term obsolescence 
has come to refer to much of the body of research which examines 
changing uses. 
This body of research has developed its own characteristics and 
jargon. The language of library obsolescence literature is characterized 
by terminology and metaphors that tend to link inevitable organic 




(second dimension use) 
Later uses 
(third dimension use) 
Telephone books, city 
directories 
To assist in making 
telephone calls or sending 
Genealogy studies; tracing 
missing persons; evidence of 
letters to current residents. legal residence at a 
particular point in time. 
Almanacs, yearbooks, 
calendars 
To provide date-bound in- 
formation on weather, 
Legal evidence of time and 
date of sunrise, sunset, days 
customs, and events. of the week, or holidays in a 
particular year. 
Conference programs To let conference attendees Contributes to assessment of 
know about the timetable historical trends in a 
of events at a meeting. discipline by analyzing the 
topics of presentations. 
Case law as reported in 
The Law Reporter 
To determine the outcome 
of a particular case in a 
court of law. 
Establishes precedent for 
deciding similar cases in 
courts at the same juris- 
dictional level. 
Fictional writings To tell a story for con- Evidence of local customs 
temporary readers’ 
enjoyment or learning. 
and traditions at a 
particular time; evidence of 
attitudes and ideas popular 
in a given era; indications of 
word and the evolving 
nature of language. 
Legislation To provide guidelines for 
current practice in some 
legally regulated activity. 
Contributes to meaning of 
current legislation through 
legislative histories. 
Figure 1. Publications and their uses at the time of publication and uses 
later in time 
(“aging,” “decay”) or scientific phenomena (a “half-life” analogous 
to the half-life of radioactive materials) to the phenomenon of 
changing uses of published materials over time. Use of such 
terminology grants artificial legitimacy to the assumptions of 
obsolescence. Kuch (1982) has argued that the traditional library and 
information science concept of obsolescence is one of those ideas that 
has taken on a life of its own. He believes it has become part of 
a grand assumption accepted by most researchers about change in 
the state of knowledge which he calls a thema-“a belief deeply and 
of ten unquestioningly held that has an influence in determining, 
for an individual scientist, what problems he will find interesting, 
what position he will take on the work of colleagues, and what types 
of hypotheses he will tend to frame” (p. 69). Kuch describes themata 
as beliefs capable of being expressed in objective terms, often widely 
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shared (or assumed) among researchers, and “often adhered to with 
an emotional commitment much beyond that common to ordinary 
working hypotheses” (p. 69). Gapen and Milner (1981) support the 
view that the obsolescence hypothesis has become an accepted part 
of the conventional wisdom, or the common sense folklore, of library 
and information science. As is true of many common sense beliefs, 
the widely held assumptions about obsolescence have obscured the 
complexity of the phenomenon and proved particularly resistant to 
change. 
PARAMETERSOF OBSOLESCENCE 
Research related to the conventional wisdom represented by the 
obsolescence hypothesis generally ignores not only the multidi- 
mensional nature of print materials discussed in the first section of 
this article (in particular, the social value of individual uses), but 
also the importance of contextual and other factors that impinge 
on changing uses over time. Many such factors already have been 
identified by obsolescence researchers. These factors are clustered here 
into classes of characteristics that make up  what will be called the 
“parameters of obsolescence.” 
The term parameter is used to indicate a superordinate category 
of contextual variables which applies to all situations in which the 
age-use relationship is considered (much of this organizational scheme 
and many definitions of terms were adapted from Katz [1973, p. viii]). 
Each parameter, which is assumed to remain approximately constant 
during the course of a single study, consists of a class of largely 
contextual phenomena which have an impact on the observable 
changes in publication use over time in every study. The salient feature 
of this proposed scheme is that, in agreement with Line and Sandison 
(1974,p. 284), obsolescence, or decline in use with age, is not assumed 
to be the cause of changing uses in the life cycle of print materials. 
The parameters described here are most easily observed in 
obsolescence studies conducted in libraries (an easily definable kind 
of “setting”). Every study of changing uses over time, however, is 
subject to the impact of each parameter, even though the particulars 
of the class of descriptive characteristics defined within the parameter 
may vary from study to study. For example, every library must have 
patrons (e.g., every library possesses the “user” parameter), but the 
patrons of a public library differ in measurable ways in their 
information needs or patterns of use of print materials from patrons 
of a university library. As another example, in every study, a group 
of related materials is examined, but the materials may range from 
the journal literature on human genetics (Stinson & Lancaster, 1985) 
or the music literature (Diodato & Smith, 1993), to the books borrowed 
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through a major university interlibrary loan operation (Rouse & 
Rouse, 1979). 
A review of research studies on obsolescence suggests a number 
of factors that are recognized as having a significant impact on the 
changing-use-with-age phenomenon. Unlike some factors, such as 
growth of the collection, most of these mitigating factors are 
contextual variables for which correction may not be possible in a 
study. Their identification by researchers provides a cumulative body 
of evidence of the inadequacy of solely quantitative measures of the 
changing use of print materials. Line (1970), for example, defined 
several factors related to the probability that an item would be 
consulted in a library (p. 186). Researchers have cited Line’s (1970) 
work and the mitigating factors suggested by their peers in an attempt 
to explain why data showing changing uses with age of print materials 
have sometimes deviated from the expected exponential decline in 
use over time. 
The parameters or superordinate classes of largely contextual 
variables suggested here include: (1) the knowledge base under study; 
(2)the print materials studied; (3) the uses for which the materials 
are sought, cited, or used; (4) the users of the materials; (5) the setting; 
and (6) the time period studied. This listing is not intended to be 
exhaustive but merely to suggest variables within each parameter 
that have been identified by obsolescence researchers. 
Parameter Descri@tions 
T h e  Knowledge Base. The discipline chosen for study (Gosnell, 1944; 
Bottle & Gong, 1987; Heisey, 1987) is universally recognized as a key 
variable affecting the aging factor in citation studies of obsolescence. 
Few obsolescence studies have been cross-disciplinary or included 
all disciplines (exceptions include Rouse & Rouse, 1979; Nakamoto, 
1988; Rothenberg, 1992). Other significant variables related to the 
knowledge base which have been suggested as impinging on the rate 
of obsolescence include the age of the discipline (Marton, 1985), the 
stability of the domain studied (Burton & Kebler, 1960), and the rate 
of acceleration of knowledge increase in a domain (Motylev, 1981). 
Queiroz and Lancaster (1981) also cited rapid literature growth 
as a reasonable hypothesis about any subject field during its early 
development phase, and suggested that, as a literature matures and 
begins to scatter, its rate of obsolescence will be slower (p.217). Marton 
agreed (1985), arguing that disciplinary aging differences are highest 
in the early years, and that, as a discipline ages, differences among 
disciplines gradually decrease, tending toward equalization of the 
rate of aging (p. 152). Gosnell (1944) suggested that the size of the 
subject area studied was significant (p. 119). He believed that larger 
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subject areas tend to have a lower rate of obsolescence than smaller, 
more volatile subject areas (but admitted exceptions like philosophy 
and music, which are small but which age slowly). Finally, knowledge 
replacement is a factor in changing uses of materials. 
T h e  Print Materials Studied. Just as the literature of each domain 
may exhibit a unique pattern of declining use with age, the aging 
characteristics of, for example, the journals within a discipline can 
be expected to vary from those of other print materials in the same 
domain (Wallace, 1987, p. 44). The materials selected for study (Chen, 
1972) are thus another major parameter of obsolescence studies. Some 
researchers have suggested that key variables within this parameter 
include the ephemeral or classical nature of the information in the 
article, or the theoretical or practical nature of the information 
(Burton & Kebler, 1960). Cawkell (1976) argued that the impact of 
individual articles is ignored in synchronous studies of obsolescence 
and that “enduring articles” and “very important papers” (which 
he was able to identify in retrospect) show no decline in citations 
with time (p. 53). The “immediacy factor” suggests that the decrease 
in citation means not that older articles garner fewer citations, but 
that newer articles receive extra citations (discussed in Marton, 1985, 
p. 153). 
Line (1970) suggested that the likelihood of an item being 
consulted in a library was partly dependent on the number of papers 
in a consulted volume (p. 186). The country of origin and/or the 
language of the article (Motylev, 1989; Gupta, 1984) are key factors 
related to the intellectual accessibility of specific materials and may 
affect the aging of certain literatures. Griffith et al. (1979) suggested 
that journals studied may be of two kinds: “archival journals” (which 
age slowly) or “research front journals” (which age rapidly [Marton, 
1985, p. 1461). 
Users. The use and users of information are sometimes difficult to 
treat separately; nonetheless, this author believes they require separate 
consideration. Key variables already identified by researchers include 
the type of user (Voigt, 1979; Beheshti, 1989; Duncan, 1979; Katz, 
1986; Sani, 1984). Sani (1984) and others have suggested that users 
may vary in their uses of materials at different times and therefore 
cannot be considered a constant over time. Line (1970) suggested that 
the number of readers and the number of items consulted per reader 
are significant (p. 186). 
Uses. The use to which information will be put, like the users-of- 
information variable, constitutes an under-researched but important 
contextual class of characteristics. Several researchers have claimed 
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that intended use is a significant variable that impinges on changing 
uses of materials over time, and that intended use may vary even 
by the same users (Bottle 8c Gong, 1987; Sani, 1984; Katz, 1986). 
Sandison (1974) suggested that whether the use constitutes a “basic” 
search or an “updating” use or search may make a difference in the 
age of the materials sought out and used. Duncan (1979) attempted 
“to introduce the concept of a ‘user-time profile”’ (p. 5) intended 
to predict information needs of researchers at different points in a 
research project. 
Other researchers have explored related ideas. For example, Katz 
(1986) suggested that the classic distinction between clinicians and 
researchers has consequences for the kinds and ages of materials used. 
Bottle and Gong (1987) defined seven “content typologies” (p. 60) 
in biochemical literature intended to describe the major types of use 
to which the information contained in a paper may be put by the 
researcher, and then examined the importance of age of the information 
attributed to the different content typologies by researchers. They 
arrived at the conclusion that classifying citations into these content 
typologies may be theoretically the best means of providing some 
insight into changing uses with the aging of materials. 
The Setting. The setting, which may be thought of as both place- 
and domain-specific, is another major parameter. The kind of library 
(Sandison, 1975) and characteristics of the library itself (Brookes, 1970; 
Line 8c Sandison, 1974) are significant. As an example, Sandison 
suggests differences between an American teaching and research 
institution and a library which engages in interlibrary lending for 
the whole of Britain. McGrath (1978) suggests that in a university 
library, variability in circulation of books by subject area is partly 
dependent on the academic program (p. 17). 
A number of administrative and philosophical factors are relevant 
in obsolescence studies set in specific libraries. In times of lean budgets, 
for example, collections may be built in selective areas and cooperative 
collection development with other nearby libraries may be practiced. 
These local practices have unpredictable consequences for the results 
of obsolescence studies in particular libraries. In addition, many 
researchers have asserted that density of use or the amount of shelf 
space occupied in a library by print materials has impact on 
obsolescence studies based on the results of circulation or use studies 
(Sandison, 1971; Stinson 8c Lancaster, 1985). 
In citation studies, the number of available items to be used 
or cited or the rate of growth of the literature are key factors in 
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understanding the “setting” in which materials are cited (Line, 1970; 
Sandison, 1974, p. 172; Stinson & Lancaster, 1985). Healey and Cox 
(1978) and Line (1970) suggested that bibliographic accessibility (the 
number of citations to an item in indexes or databases) and physical 
accessibility (ease of identification in library catalogs and proximity 
to the library entrance, time to retrieve it from reserve, use by other 
readers, and so on), can also be significant. Mueller (1965) also found 
that inaccessibility of older works (stored in a basement workroom) 
or “enhanced accessibility” of new books featured in a “new title” 
bin were significant factors in whether these materials were used 
or borrowed, independent of age (pp. 170-71). These studies suggest 
questions about the impact of intellectual accessibility (or 
inaccessibility) of publications due to inadequate indexing in 
databases or in languages other than English in various domains. 
The Time Sgan. A cursory examination of obsolescence studies 
suggests that data from longitudinal studies frequently reveal 
declining use with age along the expected exponential decline in 
use in some disciplines, while short-term studies frequently indicate 
anomalous results. Parker (1982) suggests that whether the time span 
in question is affected by the “ephemeral factor” or the “residual 
factor” is related to such results (the former causes a faster decline 
in the earlier years, while the latter gradually assumes predominance 
and, after thirty to thirty-five years, i t  alone remains (Parker, 1982, 
pp. 131-32). Many researchers have suggested that print materials in 
some fields-humanities (Heisey, 1988), music (Longyear, 1977), or 
physics (Line, 1974) )-may not obsolesce at all. Others exploring 
the same fields, such as Diodato and Smith’s (1993) recent exploration 
of obsolescence of the music literature, showed different results when 
different techniques of analysis were applied. 
Figure 2 is a schematic representation of how a matrix can be 
generated from the parameters of obsolescence proposed earlier. The 
matrix is intended to help organize what is known about the 
parameters and to suggest areas in which additional research is needed 
in order to better understand the changing uses of print materials 
over time. I t  is also intended to indicate the seamless web of 
interrelated and co-occurring events that affect changing uses of print 
materials over time. 
Looking first at each cell in the diagonal of the matrix marked 
A, B, C, D, E, and F, i t  is clear that to understand the phenomenon 
of changing uses over time, researchers need considerable knowledge 
about the variables within that parameter. For example, i t  is necessary 
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A. B. C. D. E. F. 
Knowledge Publi- Time 
Parameters Base cations Uses Users Setting Span 
A. Characteristics 
of the knowledge A A - > B  
base 
B. Characteristics 
of publications B - > A  B B - > C  
studied 
C. Characteristics 
of uses C - > B  C C - > D  
D. Characteristics D D - > E  
of users 
E. Characteristics 
of the setting 
E - > B  E 
F. Time span F 
Figure 2. Schematic representation of parameters of obsolescence 
to understand the pattern of growth or splintering of the knowledge 
base in the discipline being studied, or the likely borrowing patterns 
of faculty, undergraduate, and graduate students in the large research 
university setting. 
The parameters schematically portrayed here contribute to a view 
that literature aging is a major reason for decreasing use of print 
materials over time, but they also suggest that changing numbers 
of uses may co-occur with other processes that affect the dynamics 
of using print books and journals over time. The existence of 
superordinate classes of contextual variables suggests that an 
understanding of the co-occurring events within each parameter may 
help explain why, for example, large-scale citation or reference studies 
frequently yield different results from large-scale studies done in 
specific library settings (Rothenberg, 1992). In a large-scale reference 
or citation study, the unique qualities of individual library settings 
are corrected because the study is cross-institutional. Even so, i t  must 
be stressed that the “setting” parameter remains a central cluster 
of variables in cross-institutional citation studies, although the 
variables in cross-institutional studies have to do with varying degrees 
of bibliographic, physical, and intellectual access to a body of 
literature. 
Research findings in most fields are generally expected to suggest 
relationships among co-occurring events rather than indicating cause 
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and effect. If questions concerning the cause or effect of changing 
uses are unlikely to be answered by research studies related to 
obsolescence, and the relationships suggested in the matrix are those 
among co-occurring events, it may be useful to speculate on some 
possible relationships that have seldom been explored by library and 
information science researchers. 
For example, looking at row D in figure 2, questions emerge 
about the effects of setting variables, particularly in libraries, on user 
behavior (D -> E) that have, to date, seldom been explored. Among 
the questions that could be addressed: Is there a difference in borrowing 
patterns in libraries with closed stacks compared to libraries with 
open stacks? Do online public access catalogs that are searchable from 
many different locations tend to neutralize the effects of displays, or 
of inaccessible storage, on borrowing patterns? Would most patrons 
rather use older materials which are locally available than request 
newer items through interlibrary loan or is the reverse true? 
CONCLUSION 
This discussion has explored the three dimensions of print 
materials in order to shed light on the issue of utility versus value 
of print materials as they age. The multidimensionality of print 
materials described in this article supports the notion that there are 
several important parameters that traditional studies of obsolescence, 
which have concentrated on the “materials,” “knowledge base,” or 
“time span” parameters, have largely ignored or considered beyond 
the province of obsolescence research. Yet only by viewing these 
parameters as helping to define a seamless web of interrelated and 
co-occurring events will libraries be able to make use of data on 
declining numbers of uses for making decisions about storing or 
discarding library materials. 
This discussion should not be interpreted as concluding that 
all libraries need to keep all older materials immediately available 
to users. West (1991) has described the phenomenon of wholesale 
“dispersals” of library materials as a “cultural catastrophe which 
could do irreparable damage to our nation’s literary heritage” (p. 
8) as brought about by the growth of a semiliterate society that has 
come to depend on video images for information. Rather than 
accepting this extreme view, this article is intended to suggest that 
a less simplistic research paradigm, one that acknowledges the 
multiple dimensions of print materials and addresses all the 
parameters of changing uses of print materials, needs to be taken 
into consideration in order to make weeding and storage decisions. 
Studies of changing uses of print materials over time reveal an 
affinity on the part of researchers for what Kuch (1982) has termed 
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the thema of obsolescence, which has served to oversimplify the issues 
involved. This bias has contributed to a conventional wisdom that 
obfuscates the complexity of the phenomenon of changing uses of 
print materials over time. 
As in other instances where matrices have been applied (Katz, 
1973), the major purpose of setting out a matrix of the parameters 
of obsolescence is to emphasize the complexity of the phenomenon. 
Most studies to date have focused on the “materials” or “knowledge 
base” or “time span” parameters. The point here is not to deny the 
importance of questions related to these well researched parameters, 
but rather to emphasize that analyzing changing uses of print 
materials in any given context requires understanding the relative 
influence and the co-occurrence of certain variables within the other 
parameters. 
This article is not the first to suggest that major problems related 
to the study of changing uses of print materials over time remain 
to be solved. Motylev (1981), among others, has effectively set out 
several of the major methodological and conceptual problems of 
obsolescence research. Studies of changing uses of print materials 
over time need more sophisticated analysis than conclusions reached 
through frequency counts. Identifying the seamless web of parameters 
of the changing uses of print materials is a useful step toward 
developing new methods of analysis. 
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Patent Citation Cycles 
FRANCISNARIN OLIVASTROAND DOMINIC 
~~ ~ ~ 
ABSTRACT 
A BASIC DESCRIPTION OF PATENT CITATION cycles is provided for 1,100 
major companies and organizations covered by the TECH-LINEsM 
database. The average U.S. patent has five to six “references cited- 
U.S. patent documents.” The properties of these patent citations are 
shown to vary widely from one technology to another. For example, 
patents in Office Computing and Accounting, a relatively hot area, 
are cited almost three times as frequently as patents in Organic 
Chemicals, a less active area of patenting. Similarly, technology cycle 
times vary widely-from five to six years in fast moving electronics 
areas to twelve to fifteen years in some of the slow moving areas 
of mechanical technology. Citations to earlier patents peak at patents 
three to five years old, rather similar to the peak citation time for 
scientific literature. Since these citation peaks and cycle times are 
relatively short, and represent the difference between current art and 
prior art, this indicates, in one sense, that the technological lifetime 
of an invention may be much shorter than its legal and commercial 
life times. 
INTRODUCTION 
Scientific and technological knowledge are the key driving forces 
behind the advance of Western civilization. Economists have 
concluded that a very large fraction of the economic growth that 
has occurred in the Western world has its origins in productivity 
advances: in turn, these productivity advances have resulted from the 
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centuries-long compounded growth in technical knowledge (Price, 
1963). This growth has now reached the point where worldwide, 
in every business day, there are more than 5,000 new scientific papers 
published, more than 1,000 new patent documents issued, and five 
new U.S. patents issued to the Japanese science and technology giant 
Hitachi. 
Clearly, it is impossible to characterize the properties of this 
avalanche of knowledge by any techniques other than statistical. 
There are simply far too many papers and patents and far too much 
new knowledge in thousands of different research domains for any 
person, group, or even institution to comprehend-it can only be 
measured statistically. 
This article will briefly describe some statistical techniques which 
characterize the properties of patent citations (strictly the “references 
cited-U.S. patent document”) on the front page of issued U.S. patents. 
These references play much the same role as references in scientific 
papers except that they are somewhat more strictly controlled. That 
is, each reference on the front page of a U.S. patent is put there 
either by the patent examiner, or suggested by the applicant and 
approved by the patent examiner, and serves to specifically identify 
the prior art upon which the patent improves. 
A U.S. PATENT 
Figure 1 shows the front page of a rather typical U.S. patent, 
in this case one issued to the U.S. company IBM in Armonk, New 
York, and relating to an invention by a group of inventors located 
in Germany. In the U.S. patent system, approximately 40 percent 
of all patents are U.S. invented and owned by U.S. and foreign 
companies, another 10 percent are U.S. invented and owned by the 
individual inventor (unassigned patents), 20 percent are Japanese 
invented and mostly Japanese owned, with 20 percent of the remainder 
from European inventors. 
Figure 1 shows a U.S. patent issued in December 1987, which 
cited six earlier patents-those citations link this patent with the 
prior art contained in the cited patents. Note that the median age 
of those cited patents is 1983-1984. Technology Cycle Time is the 
median age of the references, when “age” is computed from the issue 
year of the citing patent-i.e., 1987. That is, for this patent, the 
technology cycle time is approximately four years as is appropriate 
for a patent in a fast moving area of technology such as Semiconductor 
Memories. 
This patent also cites one “other publication,” in this case a 
research paper in an IEEE journal and in every way is quite typical- 
the average U.S. patent cites five to six patent documents and one 
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United States Patent 4,713,814 
[Inventors] Andrusch et al. (Germany) Dec. 15, 1987 
[Assignee] IBM (Armonk, NY) 
STABILITY TESTING OF SEMICONDUCTOR MEMORIES 
References Cited 
U.S. PATENT DOCUMENTS 
3,995,215 11/1976 Chu et al. ...324/158 

4,004,222 l/1977 Gebhard ......324/158 

4,418,403 11/1983 O'Toole et al. ....365/201 

4,430,735 2/1984 Catiller... .......371/25 

4,502,140 2/1985 Prochsting ........371/21 

4,503,538 3/1985 Fritz ..............371/21 

These Citations 
Link This PatentL With Earlier 
U.S. Patents 
OTHER PUBLICATIONS 
Wiedmann, IEEE Journal of Solid-state Circuits, 

vol. SC-19, no. 3, pp. 282-290, Jun. 1984. 

These Citations 
Link This Patent 
to Science 








Figure 1. Front page of a typical U.S. patent 
other publication. However, in a highly science intensive area such 
as Drugs and Medicine and, within that biotechnology, the number 
of other publications cited is much higher. Drugs and Medicine 
patents average 2.5 other publications cited, and for the high tech 
company Genentech, the average patent has almost twenty-five of 
these references, most of which are to scientific papers (Narin & 
Olivastro, 1992). 
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The data in the rest of this article are based on the 1,100 companies 
in these authors’ TECH-LINESM database; as shown in Figure 1, these 
companies have 290,000 patents in the seven-year-period 1983-1989 
and contain approximately 2 million different citations to U.S. 
patents, foreign patents, and other publications (TECH-LINESM). 
PATENTCITATIONCHARACTERISTICS 
The TECH-LINESM database divides U.S. patents into f i f  ty-seven 
different categories of which forty-three are unique product groups 
corresponding roughly to two digit SIC (Standard Industrial 
Classification) categories. Figure 2 shows the cites per patent to 1983 
patents in each of these categories from the seven years 1983-1989 
and indicates major differences in citation frequency. For example, 
patents in Office Computing and Accounting Machinery, category 
27 at the top of the chart, receive more than twice as many cites 
on average as patents in category 07, Organic Chemicals, which is 
a relatively quiescent area. Note, in general, the concentration of 
Electronics, Motor Vehicle, and Instrumentation patents categories 
toward the top in citations, and the Chemical, Metallurgical, and 
Mechanical categories toward the bottom. The number of times a 
patent is cited varies quite dramatically with its technology. 
Figure 3 shows an overall categorization of the age of the patent 
references, specifically the percent of the “references cited-U.S. 
patents” from the current year to the previous years. We have divided 
this into references to U.S. and foreign patents from U.S.-invented 
U.S. patents and from foreign-invented U.S. patents. Note that there 
is a peak in referencing to U.S.-patents at about three years in both 
cases; the peak is four to five years for referencing to foreign patents. 
This difference is probably the product of two factors. First, the 
U.S. patent attorney and the U.S. patent examiner are much more 
familiar with U.S. patents, and, in fact, the examiner knows about 
them even before they are issued. The second factor is that, when 
a foreign patent is applied for in the United States, i t  is typically 
applied for between eleven and twelve months after the foreign 
application and typically appears as a granted patent in the U.S. 
system six months to a year later than it will appear as a granted 
patent in the foreign system. As a result, reference to the priority 
foreign patent, equivalent of a U.S. patent, will typically be to a 
patent that is a year or so older than its U.S. equivalent. 
Nevertheless, the difference is not very large, and, in fact, these 
peak citing years are quite similar to the peak citations from scientific 
papers to scientific papers, and from patents to scientific papers so 
that, in fact, the technological prior art is not much older than the 
scientific prior art (Narin & Noma, 1985). 
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Figure 2. Cites per patent to 1983 patents from 1983-1989patents 
As mentioned earlier, one way of measuring the citation cycle 
is to measure the technology cycle time, which we define as the median 
age of the references cited in the current U.S. patent. Figure 4 shows 
the technology cycle time by product group for all of the TECH-
LINESMcategories and again shows dramatic differences. Specifically, 
communications and electronics tend to have rather short cycle 
times-five to seven years-whereas patents in older technologies such 
as metals and metallurgy, Ordnance, Ship and Boat Building, and 
0 
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a 1 

Figure 3a. References to U.S. and foreign patents from U.S.-invented patents 
so forth have cycle times that are twice as long, typically twelve 
to fifteen years. Furthermore, within these specific categories, there 
are specialized subcategories, such as semiconductors, where the cycle 
times may be as short as two or three years. 
One extremely interesting aspect of cycle time, which is quite 
general, is that i t  is very different for U.S., European, and Japanese 
companies patenting in the U.S. patent system, even within the same 
technologies. Figure 5 shows this relationship for three prototypical 
companies in a major area, Communications Equipment and 
Electronic Components. In general, Japanese-invented U.S. patents 
tend to have a half-year to a year shorter cycle time than U.S. invented 
patents which, in turn have a half-year to a year shorter cycle time 
than European-invented patents. This is due to many interacting 
effects, but certainly seems to reflect the rapidity with which Japanese, 
American, and European companies are able to bring new products 
to market and is a strong indicator of the challenge that the Japanese 
are providing to U.S. companies (Broad, 1991; Narin & Frame, 1989). 
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Figure 3b. References to U.S. and foreign patents from foreign-invented 
patents 
The final figure, Figure 6, shows the percentage of each year’s 
patents that are cited one or more times from 1989 patents. TECH- 
LINESMand its indicator, Current Impact Index, use a five year window 
and calculate how frequently a company’s recent patents are cited 
by patents in that citation window. The key point is that, within 
that citation window, the peak is about three years earlier than the 
current patent, and, in that peak year, 40 percent of the patents are 
cited one or more times. However, i t  should be remembered that 
this is for the TECH-LINEsM patents, which are roughly 60 percent 
of the U.S. patents assigned to these 1,100 major companies, and 
major company patents are cited, in general, far more highly than 
patents of individual inventors and government agencies. Overall, 
for the patent system, more than half of the patents are never cited, 
and two-thirds of the patents are never cited more than a few times 
so that even five citations puts a patent in the upper few percent 
of cited patents. The point of Figure 6 is that, in the first five or 
six years after it is issued, most of the patents that are ever going 
to be cited will be cited. 
--I 
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The final observation of this article is that the citation patterns 
of patents, like the citation patterns of papers, vary widely from subject 
to subject. The ages of the citations, however, are not widely different 
from citations in papers. The peaks in patents are perhaps a year 
or two older, but are certainly not massively different from papers, 
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Figure 5. Technology cycle time. (Product group 41: Communications 
equipment & electronic components, 1985-1989 average.) 
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Figure 6. Percent of each year’s patents cited one or more times from 1989 
patents 
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and some of that difference can be accounted for by the eighteen 
months to two years i t  takes between application and grant of a 
patent. Furthermore, in technology as in science, hot areas have 
quicker and much more intense citation, and this provides, at least 
in principal, a means of identifying the leading areas of active 
technological development. 
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Blank, Ruth, 507 

Blankenship, R. L., 217,229 

Blaug, M., 584 

Bleeker, Sonia, 422 





Bloss, M., 90,92, 97 

Blume, Judy, 449 

Bontemps, Arna, 364-65, 375 n. 4 

Bon temps Collection, George Arents 





Booklist, 446, 513, 517 

Books in Print (BZP), 33,38 

Books in Spanish for Children and 

Young Adults (Schon), 349 

Books Wi thout  Bias: Through Indian 

Eyes (Slapin and Seale), 507-08 









Boston Athenaeum, 317 

Bottle, R. T., 670, 693 

Bowlful of Stars, A (Means), 362 

Bradford, D. L., 274,275 

Brandt, Keith, 422, 425 

Braverman, B. B., 103 

Braverman, H., 231,232 

Bredwell, Norman, 449 

Brennan, M. J., 582 

Brett, Jan, 74 

Bright April (de Angeli), 373 





Bringing the Rain  t o  Kapiti Plain 
(Aardema), 72 

British Library, 600, 601 

Branmo, 0.A., 672,674 

Brookes, B. C., 610 

Brooks, Gwendolyn, 530 

Brown, Marcia, 77-78 

Brown and Outagamie County Public 

Libraries (Wisconsin), 498 

BRS information retrieval system, 39 

Bruchac, Joseph, 415, 418-19,424 

Bruner, Katharine Everett, 503 

Bryant, Chester, 399 

Buddhist Foundation, 406 

Buenker, J. D., 337 

Buffalo Hunt (Freedman), 372, 425 

Buffalo Woman (Goble), 75-76 

Bullard, Sara, 341 

Bunch, G. O., 88 

Bunge, M., 571 





Bureau of American Ethnology, 417 

Bureau of Indian Affairs, 370, 495 

Bureau of the Handicapped, HEW, 103 

Burnford, Sheila, 70 

Burns, Phil, 16 

Bushur, Susan, 549-66 

Butterworth, J. E., 570, 577, 580, 582 

Byars, Betsy, 449 









Caduto, Michael J., 418-19, 424 

Caldecott, Richard, 77 





Califf, Jane, 502, 503-04, 505 









Cameron, Anne, 419 

Campbell, D. 1,611 

Campbell, Joseph, 479 





Candle in the Mist, A (Means), 362 

Cano, V., 610 

Caps for Sale (Slobodkina), 65 

Captioned Films/Videos for the Deaf 






Captioning. See Films, captioning of; 
Television, captioning of 
Care and Handling ofRecorded Sound 

Materials, The  (St-Laurent), 601 

Career development, 224-25, 226, 287- 





Carnegie, Andrew, 317 

Carrot Seed, The  (Krauss),74 

Caste and Outcast (Mukerji), 396, 398 

Castillo, Omar, 527 

Catalog of Captioned Feature and 

Special Interest Films and Videos 

for the Hearing Impaired, 107 

Catherall, Arthur, 399 

Catholic Library Association, 373 

Catlin, George, 320 

Cawkell, A. E., 692 

Cawley, Charles, 651 

CD-ROMs, conservation of, 597 





Central Asylum for the Deaf, 154 





Champion, Sandra, 338,462-92 

Chandavarkar, Sumena, 408-09 

Chang, B. B., 623 

Chaplin, Charlie, 101 

Charging Eagle, Tom, 428 

Charles C. Thomas (publisher), 34 

Chelsea House (publishers), 427 

Chen, C. C., 674 

Cherokee Summer (Hoyt-Goldsmith 

and Migdale), 424 

Chess, Victoria, 350 

Chicago Architecture Foundation, 326 

Chicago Dance Collection, 319 

Chicago Public Library, 495 









Chikka (Nirodi), 401 





Child of the Owl ,  The (Yep), 396 

Children and Books (Arbuthnot), 360 





Children’s Book Press, 525-26 

Children’s Catalog, 513,517 
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Children’s Literature Association, 351 

Childrens Press, 425, 426 

Childress, Alice, 359, 389, 390 

Child Study Association Award, 365 





Christian, Barbara, 355 





Cinderella fairy tale, 63, 71-72 

Circle Unbroken, A (Hotze), 430 

Civil rights movement, 335, 348 

Clark, Ann Nolan, 354, 361, 369-72 

Clark, C. V., 669 

Clark, H. F., 584 

Clelland, R. C., 675 

Clerc, Laurent, 10, 152-53 

Cleveland Public Library, 495 

Climo, Shirley, 63, 64, 71-72 

Cline, H. F., 234 

Clinton, DeWitt, 152 

Cloonan, Michele Valerie, 546,594-605 

Coase, R. H., 577,579 

Cobblehill (publishers), 424 

Cogswell, Alice, 152, 155 

Cogswell, Mary, 154 

Cogswell, Mason F., 152-53, 154 

Cogswell, Mason F., Jr., 154 

Cohen, A. R., 274,275 

Cohen, Susan, 16 

Cohlene, Terri, 421 

Collection development: acquisition 

tools for, 33-35; and deafness-related 

materials, 31-41; anddepreciation of 

library materials, 586; financial 

constraints on, 32; library assistance 

in, 35-36; of media centers, 443-47; 

and multiculturalism, 344, 346-47; 

and Native American literature, 

493-523; policies for, 31-33; and 

serial acquisitions, 37-38; and 

Spanish-language holdings, 443-47, 

451-52; special organizations’ 

assistance in, 36-37 

College 6 Research Libraries News, 
188, 190 

Collins, Carol Jones, 337, 378-92 

Columbia Health Sciences Library, 201 

Columbia Institution for the In-





Columbia University, 202, 596 









Communication: definition of, 573; 

Kochen’s work on, 552 

Communication modes: optimization 

of, 27-29; oral versus sign language, 

1-2,37-38; sign languages, 26-27,44; 

and simultaneous communication, 

26; speaking and facial expressions, 

24-25; speechreading, 24, 25-26, 27; 

through writing, 27; types of, 11-










Computers: and artificial intelligence, 

554; and bilingual learning, 475-76; 

bulletin board systems (BBS) on, 12; 

and electronic books, 596-97; and 

health-related personnel problems, 

184; and higher education for the 

deaf, 124-25; and information 

retrieval, 38-39; ongoing training in 

use of, 183; support staff’s use of, 





Computing centers, compared to 
libraries, 253,65 
Conference of Educational Admin-
istrators Serving the Deaf (CEASD), 
35,94 




Conflict resolution, 219-21 





Continuing education. See Library 
personnel, training of; Staff devel- 
opment 
Convention of American Instructors of 

the Deaf (CAID), 35, 85,87-89, 103 









Coordinated Outreach Services 





Copy catalogers, 234 

INDEX 719 
Corduroy (Freeman), 66 





Coretta Scott King Honor winners, 531 

Cornell University, 601 

Costumes (Beaton), 422 

Cottam, Keith, 296 

Council on Interracial Books for 

Children (CIBC), 348,350,351,414, 
421; manuscript contest, 350 

Council on Library Resources (CLR): 

Academic Library Management 

Intern Program, 280,292; Commit- 

tee on Preservation and Access, 600; 

Senior Fellows Program, 294; study 





Cox, C. M., 694 

Cox, J. C., 582 

Crane, D., 607 

Crazy Horse (Oglala Lakota chief), 427 

Creative Press Works, 533 

Cressy, D., 686 

Creth, Sheila, 284 

Crews, Donald, 66 

Crosby, P. B., 649 

Cross Cultural Education Center, 

Welling, Oklahoma, 535-36 





Cullen, Charles T, 321 

Cullinan, Bernice, 62 





Cultural Literacy (Hirsch), 61 

Culture: and changes in library man- 

agement, 180-82; of Hispanic Amer- 

icans, 443; and literature, 67-68 

Cummings, Pat, 350 

Current Index to Journals in 
Education (ERIC), 38 

Curricular revision, phases of, 357-59 

Curry, Jane Louise, 421 

D 




Dalton, P. I., 122 

Dameron, John, 535 

Daniel, Evelyn H., 546, 547 

Darling, R. L., 88 

D-asa, Y., 404 

D-asi, J. D., 404 

Databases: growth of, 644-46; and 

multicultural literature, 476; 

quality control in, 653-59 

Davis, Daniel S., 367 

Dawn Rider (Hudson), 432 

Dawn Sign Press, 34, 40 

Day, John Michael, 13 

Daybreak Star Press, 537 

Day They Stole the Letter J,  The 
(Mahiri), 530 

Deaf and Dumb, The (Scott), 155 

Deaf and hearing-impaired people: 

barrier-free library access for, 1-3, 7, 

14, 16; culture of, 9-14; definition of, 

22, 94; education of, 4-5, 10, 13-14, 

94-96, 102, 105, 106, 108-09, 152, 154- 

55; higher education for, 3, 118-50; 

impact of hearing loss on, 22-23; 

improving communication with, 

27-29; means of communication for, 

11-12, 23-27; misconceptions about, 

24; numbers of, 1, 6, 101-02; role 

models for, 16; terminology (labels) 

for, 22, 38-39, 43; types of, 8-9, 13- 

14, 21, 94-95 

Deaf Cultural Center (Kansas), 17 

Deaf Experience: An Anthology of 





Deaf Heritage Week, 153, 157, 158 

Deaf in Literature: An Anthology 

(Batson and Bergman), 34 

Deaf Life, 9, 37, 40 

Deaf Missions catalog, 34, 35, 40 

Deafness: An Annotated Bibliography 

and Guide to Basic Materials 

(Kovalik et al.), 36 





de Angeli, Marguerite, 354, 361, 373 





Demsetz, H., 579 

Demski, J. S., 577 

dePaola, Tomie, 77, 449 

Department of Audio Visual In- 

struction (DAVI), NEA, 89 

Detlefsen, Ellen, 178, 187-97 

Deutsch, Karl W., 555 

Devotional tales, Asian Indian, 404-07 

Devyashram, Swami Saraswati, 405 
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Dewey, Melvil, 155-56 

Dharma Press, 406 

Dhillon, Kartar, 410 

Dhondy, Farrukh, 410 

Dialect: i n  African-American 

literature, 364-65, 385, 388 

Dialect, in literature, 74 

DIALOG information retrieval 

system, 39, 626-27 

Dickinson, Emily, 480 





Dillon, Diane, 350 

Dillon, Leo, 350 

Dillon Press, 427 

Diodato, V., 694 

Disabi l i ty  in  Modern Children’s  

Fiction (Quicke), 33 

Disabled people, barrier-free library 

access for, 1-3 

Disney, Walt, 73 

District of Columbia Association of 

Deaf Citizens (DCADC), 16 

District of Columbia Mayor’s Pre- 

White House conference, 16 

Divakaruni, Chitra, 410 

Door in the Wall, The  (de Angeli), 373 

Dorris, Michael, 423, 433, 502 

Douglas, Frederick, 381-82 





Doyle-Schechtman, Deborah, 430 

Dragonwings (Yep), 396 

Dubin, S. S., 291 

Du Bois, W. E. B., 378, 386-87 

Duncan, E. B., 693 

Dunn, K. J., 474 

Dunn, R. S., 474 





East End at Your Feet (Dhondy), 410 

East Indians and the Pakistanis in 

America, The (Bagai), 409 

Edmonds, Walter D., 429, 431 

Education: of African-Americans, 380; 

of deaf and hearing-impaired 

people, 4-5, 10, 13-14,94-96,102,105, 





Education for All Handicapped 

Children Act of 1975, 119 

Education of All Handicapped 

Children Act of 1971, 95 

Egghe, L., 669 

Egielski, Richard, 350 









Ehlert, Lois, 350 

Eisenhardt, K., 582 

Electronic books, 596-97 

Elementary English, 503 

Elementary School Library Standards 

(NEA and ALA, 1925), 86 

Elementary Teachings of Hinduism 
(Vedalankar), 406 

Elkin, Judith, 527 

Ellis, Veronica, 532 

Employment  of Deaf Persons: A n  









Encyclopedias, electronic, 476 

English as a second language, 110 

English for Speakers of Other 





Erdoes, Richard, 415 

Erdrich, Louise, 372 

ERIC (bulletin board), 476 

ERIC database, 38 

Erickson, Peter, 343 

Erlbaum Publishers, 34 

Ernst, Lisa Campbell, 350 

Estabrook, Leigh, 178,231-49 

Esteves, R., 109 

EUSIDIC Code of Practice for 

Databases and Databanks, 654 

Evans, Mari, 530 

Evered, R. D., 276, 280 





Facts on File (publishers), 427 

Faculty: bibliographic instruction for, 

123-24; librarians as, 201,205,219 

Fairy tales, 63 

Falk, H., 580 

False Face (Katz), 432 

False Face Societv. 426 






Fassel, Diane, 308 

Federal funding of library services: for 

the blind, 5; for the deaf, 7, 14-15 

Feeling Good Books, 532 

Feelings, Tom, 349,350,531 

Feigenbaum, A. V., 649 

Feltham, G. A., 575,577,582 

Feminism, and multicultural 

children’s literature, 354-77 

Fiction: about Native Americans, 428- 

33; by Asian-Americans, 395-402; by 

Chinese-Americans, 396; deaf 

characters in,  33-34, 42-60; by 

Japanese-Americans, 396; sharing 

with deaf children, 61-84 

Fierce-Face: The  Story of a Tiger 
(Mukerji), 397 

Films: captioning of, 2, 12, 100-17; 





Fire Stealer, The (Toye), 421 

First Pink Light (Greenfield), 531 

Fish, James, 347 





Folktales, 63, 67, 79, 354, 402-07, 414 

Follett, Mary Parker, 602 

Ford, Bernette G., 532 

Ford, George, 532 

Forest, Heather, 77-78 

Foster, Francis Smith, 349 

Frank, Steven, 37 





Fred, E. B., 609 

Fredenburg, A. M., 658 

Freedman, Russell, 372,425 

Freeman, Don, 66 

Freud, Sigmund, 470,478 

Friends, The (Guy), 390 

Friends of Libraries for Deaf Action 

(FOLDA), 16, 18-19 

Friends of Libraries for Deaf Action 

(FOLDA) Center, 17-18 

Friends of Libraries groups, 318 

Frifalconi, Ann, 72 

Frog Prince Cont inued,  The  
(Scieszka), 64 

Frost, Robert, 481 

Fugitive Slave Act of 1850, 384 

Fuller, Sherrilynne S., 178, 198-213 

Fuzzy set theory, 554 

G 
Galanter, E., 554 

Gallard, Marjorie F., 506 

Gallaudet, Thomas Hopkins, 3, 10, 

151, 152-53, 154, 158 

Gallaudet University (formerly 

Gallaudet College), 5, 7, 118; 

American Sign Language and Deaf 

Studies task force at, 17; archives at, 

17; Center for Assessment and 

Demographic Studies at, 13, 14; 

mini-conference in 1991 at, 9-10; 

National Deaf Cultural Center 

(NDCC) at, 17 

Gallaudet University Library: ac-

quisitions policy of, 32-33; in-

formation retrieval at, 39; serials 

listings at, 37 

Gammell, Stephen, 77 

G a p y  D. K.,667,677,690 

Garcia, Richard, 526 

Garfield, E., 610 

Garwin, Elaine, 429 

Gates, Henry Louis, Jr., 343, 346 

Gay Neck (Mukerji), 398 





Genen tech, 702 

Genetic information, 570,571-72,574 

Georgetown University, 202 





Germany, Phillip, 16 

Geronimo (Apache warrior), 427 

Getting to Know the River Ganges 
(Soni), 408 

Ghond, the Hunter (Mukerji), 397 

Gibbins, M., 582 

Gift of Love, A (D-asa and D-asi), 404 

Gift of the Forest (Mukerji), 399 

Gilchrist, Jan Spivey, 530-31 

Gilliland, Hap, 429 

Girl Who Loved Wild Horses, The 
(Goble), 75 

Giv ing  and Volunteering in  the 

United States (1990), 317 

Glaser, Roland, 312 

Gleason, Philip, 340 

Gobhai, Mehlli, 401, 402-03 

Goble, Paul, 75, 77, 372 

Goldmann, Warren R., 2, 21-30 

Goley, Elaine, 510 
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Gong, Y. T., 670,693 

Gonzales, Rosemary, 507, 509 

Gosnell, C. F., 691 

Gottstein, Ruth, 526 

Gough, John A., 103 





Grant, B., 44 

Great Day in the Morning (Means), 365 

Great Gi f t  and the Wish-Fulfilling 

G e m  (Mipham), 407 

Great W o m e n  i n  the Struggle: Book 





Greenaway, Kate, 77, 373 

Greene, J., 404 

Greenfield, Eloise, 348,351,530-31,538 

Griffith, B. C., 669, 692 

Grinnel, George, 417 

Grolier’s Electronic Encyclopedia, 476 

Grooms, D. W., 654 

Growth o f  Knowledge, T h e  (Kochen, 

ed.), 550, 554 

Guidelines for  Libraries Serving Per- 

sons wi th  a Hearing Impairment or 

Visual Impairment (NYLA), 164 

Guidelines for Public Library Seruice 

to  Deaf and Hard of Hearing Per- 

sons (Prine and Wright, 1982), 96 

“Guidelines for Using Volunteers in 

Libraries” (ALA, 1971), 318 

Guiding Cresent: Musl im Stories for 

Children (Iqbal), 407 

Guillot, Rene, 399 

Guitard, A. L., 672 

Gupta, U., 586, 670 





Hacker, Andrew, 336 

Hagemeyer, Alice Lougee, 2, 4-20 

Hahn, F., 582 

Hakansson, N. H., 578 

Hale, Janet Campbell, 433 

Hall, G. K., 320 

Hall, H. P., 207 

Hamanaka, Sheila, 352, 367, 396 





Handicapped persons. See also Blind 

and visually impaired people; Deaf 





Hannigan, J. A., 93 

Hansel and Gretel, 67 

Happiest Ending, T h e  (Uchida), 396 





Hare and the Tortoise, The ,  77 





Hari Dass, Baba, 404 

HarperCollins (publishers), 351 

Harrington, Thomas R.,16 

Harris, Karen H,, 33 

Harter, Carol, 16 

Harvard Business Review, 270 

Harvard University, 317 

Haugen, R. A., 582 

Hawking, Stephen, 569 

Hawthorne, Nathaniel, 70 

Hayes, Joe, 449 

Healey, J. S., 694 

Health ZnfoCom Network News, 191 

Hearing Health, 9 

Hearing-impaired people. See Deaf 

and hearing-impaired people 

Hearing Journal, 34, 35, 40 

Hecht, Ben, 319 

Hedlund, Irene, 527 

Heins, Paul, 68 

Heisey, T. M., 669, 670 

Helbig, Althea, 505 

Henderson, Le Grand, 375 n. 5 

Hendrix, Janey B., 535 

Heppner, Cheryl, 16 

Herbst, Laura, 501-02 

Heuving, Jeanne, 428,537 

Heyser, Richard G., 499 







Highwater, Jamake, 372 

Hindle, A., 675 

H i n d u  Boyhood, A (Shetty), 401 







Hirsch, E. D., Jr., 61 





Hirschleifer, J., 578 

Hispanic Americans: and adolescent 

immigration, 462-92; and availabil- 

ity of Spanish-language resources, 

437-61; definition of, 339 n. 1; num- 

bers of, 336, 440 

Hispanic Heritage Month, 451 

History, multiculturalism in, 343 

Hite, Molly, 357 

Hmong people, 526 

Hoban, Tana, 66 

Hodowanec, G. V., 675 

Hoffman, Mary, 62 

Hole-in-the-Day (Indian chief), 427 

Holiday House (publishers), 423, 426 

Hollow, Kitty, 537 

Holthausen, R. W., 580 

Hom, Nancy, 526 

Homes, Henry Augustus, 155 





Hooks, William H., 74 

Horn Book, 366, 503, 513, 517 





Hostin, Terry, 17 

Houle, Cyril, 292 

Houston, James, 433 

Howe, Oscar, 427 

H o w  the Loon  Los t  Her Voice 
(Cameron), 419 

Hoyt-Goldsmith, Diane, 423-24 

Huck, Charlotte, 62 

Hudson, Cheryl, 349 

Hudson, Cheryl Willis, 531, 532 

Hudson, Jan, 432 

Hudson, Wade, 531-33 

Hudson, Wayne, 349 

Hug, W. E., 89,91,97

Huge, E. C., 297 

Hughes, J. S., 582 

Human resources management. See 

Library personnel 
Human Synergistic Level 1: Life Styles 
Inventory, 293 

Humphries, A. W., 658 

Huntington Library, 317 

Hurston, Zora Neale, 385-86 

Hyman, Trina Schart, 68, 77,78 





IAIMS (Integrated Academic In- 






Z A m  Regina (Keehn), 430 

Iarusso, Marilyn, 67 

IBM Corporation, 182, 701 

IBM Spain, 600-01 

Z Can’t Have Bannock But a Beaver 
Has a Dam (Wheeler), 536 

Igloo, The (Yue and Yue), 424 

Ignizio, Sandra, 503 

Igus, Toyomi, 532 

Z Know Why the Caged Bird Sings 
(Angelou), 387-88 





Immigration Act of 1965, 395 

Incredible Journey, The (Burnford), 70 

Independent Sector, 317 

Zndia (Raman), 408 

Zndia: A n  Ancient Land,  A New 

Nation (Sarin), 408 

Indian Captive: The Story of Mary 

Jemison (Lenski), 374 

Indian Festivals (Brandt), 422,425 

Indian Historian, The, 508, 513 





Indian reservations, libraries on, 498 













Indian Subcontinent in Literature for 

Children and Young Adults: An An- 

notated Bibliography of English- 

Language Books (Khorana), 349 

Indian Way: Learning to  C o m -
municate  w i t h  Mother Earth 
(McLain), 424 

Zndia’s Children (Shorter), 408-09 

Influence without Authority (Cohen 

and Bradford), 274 

Information: definition of, 546,567-74; 

economics of, 553, 575-84; growth 

of, 611-19; life cycles of, 597-600; 





Informational asymmetry, 578-79 

Information Finder, 476 

Information job family, 250-68 

Information manufacturing, 655 
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Information Power (AASL and 
AECT), 438,443 
Information Power: Guidelines for 
School Library Media Program 
(AASL and AECT, 1988), 86,93,97 





Information science, 552 

Information-seeking behavior, 552 

Information specialists: compared to 





Information systems, 552-53 

Information technology: and 

continuing education, 283; and the 

information job family, 250-51; and 

job assignments, 234-35 






In My Mother’s House (Clark), 370 

Innocenti, Roberto, 73 





In-service training. See Library 
personnel, training of ;  Staff 
development
Integrated Academic Information 







International Directory ofPeriodicals 

Related to Deafness (Frank), 37 

International Federation of Library 









In ternships: for middle managers, 280; 





In the Beginning: Creation Stories 
f rom Around the World 
(Hamilton), 64 





Introducing India (Thapar), 408 





Ionesco, Eugene, 687 





I t  Ain’t All For Nothin’ (Myers), 390 










Jack and the Beanstalk, 67, 71 

Jackie (Lewis), 529 

Jackson, Jesse, 375 n. 4 

Jacobs, Joseph, 63 

Jaffrey, Madhur, 403-04 

Jamal’s Busy Day (Hudson), 532 





Japanese-Americans: children’s books 

about, 365-68; fiction by, 396 





Jar of Dreams, A (Uchida), 396 

Jefferson, Daisy, 533 

Jenkins, Alan C., 399 

Jenkins, E. C., 396 

Jenny of the Tetons (Gregory), 430 

Jensen, M. c.,579, 580 

Jewitt, C., 659 

Jobs: content of, 224; design of, 244- 

45, 311; enrichment of, 310; in- 

volvement in, 306; rotation of, 225-

26. See also Job satisfaction; 
Library personnel 
Job satisfaction: among support staff, 

243, 244; description of, 302-04; 

effect of organizational factors on, 

306-14; and job involvement, 306; 

and job performance, 302, 303-04; 

and organizational commitment, 





John Crerar Library (University of 

Chicago), 317, 326 

John Henry legend? 64 

Johnny APPleseedlegend, 64 





Jolly Postman, The (Ahlberg), 69 

Jonas, Ann, 66 

Jones, Carolyn, 2,31-41 

Joseph (Nez Perce chief), 427 





Journey: Japanese Americans, Racism, 

and Renewal (Hamanaka), 367,396 
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Journey to the People (Clark),369-70 

Journey to Topaz (Uchida), 367,396 

Jung, C. G., 478 

Jungle Beasts and Men (Mukerji), 398 

Juran, J. M., 645, 649-50 

Jussawalla, M., 584 

Just Us Books, 531-33 

Jyotir Maya Nanada, Swami, 404 

K 
Kabotic, Fred, 369 

Kakkak, Dale, 426-27 

Kanter, R. M., 271-72,273,274, 275 

Kari the Elephant (Mukerji), 397, 399 

Kasza, Keiko, 68 

Katz, L. G., 693 

Katz, R. N., 185 

Katz, Welwyn Wilton, 432 

Kaufman, Paula T, 178,214-30 

Keegan, Marcia, 424 

Keepers  of the  Animals:  Nat ive  
American Stories and Wi ld l i fe  
Activities (Caduto and Bruchac), 
424 

Keepers of the Earth: Native American 

Stories and Environmental Act- 





Keiser, B. E., 646 

Keller, Helen, 5 

Kellogg, Steven, 64, 71, 350 

Kent State University, 352 

Kessler-Harris, Alice, 355 

Kets deVries, Manfred, 309 

Khorana, Meena, 337-38, 349, 393-413 

Kim, Elaine, 407-08 

King, R.D., 582 

King of the Birds (Climo), 64, 72 

King Philip (Indian chief), 428 

Kinz, A. M.,265 

Kipling, Rudyard, 64 

Klein, Norma, 361 

Knapp School Libraries Project, 97 

Knowledge: currency of, 547, 632-43; 

definition of, 546, 567-74, 610-11; 

depreciation of, 545, 547, 584-87; 





546, 547-48, 585-86, 610, 618, 645, 

665-83,684-99; preservation of, 594-

605; quality of, 547, 572, 644-64; 

value of, 547, 684-99 

Knowledge Management Laboratory 





Kochen, Manfred: career of, 545-46, 





Kouzes, J. M., 294 

Kovalik, Gail L., 1-3, 100-17 

Krauss, Ruth, 74 

Krishna,  Master of A l l  Mys t ics  
(Greene), 404 

Kruse, Ginny Moore, 348,414 

Kuch, T. D. C., 671-72,689, 696 

Kuhn, Thomas, 607,671 

Kuipers, Barbara J., 508-10, 514,515 

Kunkel, J. G., 578 

Kuras, Christine, 318 

Kurzweil, R., 596, 602 

Kvasnicka, Robert, 427 

L a b o r  and M o n o p o l y  Capi ta l  
(Braverman), 231 

Laffont,J. J., 578, 582 

Lakshmi,  the Water Buffalo W h o  

Wouldn’t (Gobhai), 401 

Lamberton, D. M., 584 





L a n d  and People  of India,  T h e  
(Modak), 408 

Languages of the World, 476 

Lapine, J., 69 

Larrick, Nancy, 414-15 





Lattimore, Deborah Nourse, 64 

Law of the Situation, 602 

Learning Link, 476 

Leaves of absence, 290 

Leavy, M. D., 671 

Lee, Jeanne M., 68 





Lef twich, R. W., 580 

Legend Days (Highwater), 372 





Legend of the Indian Paintbrush, The  
(dePaola), 77 

Legend of the Orange Princess, T h e  
(Gobhai), 403 
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Legends, 64,414 

Leland, Charles G., 420 

Lenski, Lois, 354, 361,373-74 

Lentil (McCloskey), 360 

Lerner Publications Company, 426 

Lesk, M., 597, 599, 601 

Lester, June, 286 

Lewis, Leuvester, 529 

Librarians: i n  academic health 

sciences settings, 198-213; charac- 

teristics of, 208; compared to in- 

formation specialists, 183, 185; 

competencies of, 282-98; guard- 

ianship mandate of, 595; insularity 

of, 207; knowledge of sign lang- 

uages, 120-21; as specialists, 187-97; 

standards of ethics for, 228; status 





Libraries: automation of, 184; 

compared to computing centers, 

253-65; conservation of books in, 

598; economic optimization in, 576- 

77; funding of, 207, 300, 326, 327, 

347, 444-46; growth and ob-

solescence of, 672-78; management 

of, 177, 180,221-23; organization of, 

203-04, 210; and social change, 381, 

390. See also Virtual libraries 
Library administration: and conflict 

resolution, 216, 219-21; in IAIMS 

environments, 198-213; and job 

satisfaction, 300-01; by librarians, 

201; and middle managers, 269-81; 

and organizational issues, 203-04, 

313-14; qualifications for, 183, 189, 

194-96; strategies for, 221-23; and 

volunteer programs, 320-21 

Library Company of Philadelphia, 317 

Library Journal, 513, 517 

Library Management Skills Institutes, 

269, 273-74, 276-77 

Library media centers: collection 

development for, 443-47; definition 

of, 89; events and activities at, 447- 

49; in  Hialeah (Florida) High 

School, 466-67; and Hispanic 

literature, 437-61; and Native 

American literature, 517; staff of, 

440-43; standards for, 85-99 

Library of Congress, 674 

Library personnel: activities of, 253; 

conflicts between, 214-15, 216, 219- 

21; cultural influences on, 180-82, 

216-19; evaluations of, 227, 277; job 

satisfaction of, 299-315; knowledge 

of Spanish among, 440-43,452; and 

middle managers, 269-81; motiva- 

tion of, 226-27; participation in 

decision making, 275; productivity 

of, 184; rewards for, 223-28, 312-13; 

salaries of, 192, 222, 227-28, 263-64, 

265; self-assessment of, 293-94; self- 

development of, 294; specialists as 

part of, 187-97; and support staff, 

231-49, 273; teamwork among, 228- 

29, 275, 294-95, 308; technological 

influences on, 180, 182-85; training 

of, 182-83, 188, 189-96, 205-06, 209- 

10, 282, 284, 311-12; types of, 177, 

187-88, 200-01, 214-16; and vol- 

unteers, 178-79, 316-29. See also 

Information specialists; Librarians; 

Library administration; Staff de- 

velopment; Support staff 

Library services: changes in, 202, 287; 

constancy of, 214; versus in- 

novations, 206-07; multicultural, 

347; for Native Americans, 494-501 

Library Services and Construction Act 

(LSCA) of 1984, 7,499 

Library Services Institute for 

Minnesota Indians, 505 

Library Services to Special Popula- 

tions Section (LSSPS), 5 

Library Services to the Deaf Forum 

(LSDF), 5, 13 

Library standards: development of, 89-

93; enforcement of, 91, 92-93; and 

financial support for lbraries, 91; 

history of, 86-89; influence of, 93- 





Liesener, J. W., 91 

Life of Keshau, The (Mehta), 400 

Lind, N. C., 610 







Line 21 System (of captioning), 104 

Lipreading. See Speechreading 

Liptak, Karen, 424 

Literary awards, multicultural, 350-51 

Literary canon, multicultural con-

tributions to, 342 

Literary tales, 63 

Literature: complementary but 

disjoint (CBD), 619-24; obsolecence 

of, 665-83. See also Fiction; 

Folktales; Multicultural literature 

Literature by and about the American 

Indian: An Annotated Bibliography 

for Junior and Senior High School 

Students (Stemsland), 505-06 

Little Navajo Bluebird (Clark), 370-71 

Little Sioux Girl (Lenski), 374 





Llama and the Great Flood, The  
(Alexander), 72 

Lobel, Arnold, 66 

Locke, Edwin, 302 

Lollipop Power (publishers), 527 

Longyear, R. M., 670 

Lon Po Po (Young), 72 

Lost Garden, The (Yep), 396 

Louie, Ai-Ling, 63, 72 

Love Medicine (Erdrich), 372 

Low, Yuen-man, 549-66 

Lucas, L., 94 

Luce-Cellar Bill of 1946, 394 

Lucier, R. E., 203 

Luthra, Rashmi, 410 

Lynn, M. Stuart, 601 





MacCann, Donnarae, 529 

MacDonald, F. J., 659 

Macfarlane, Iris, 399 





Mackey, K., 648 

Mackey, T, 648 

Madama, John, 427 

Madhubuti, Haki R., 529,530,533 

Magazine Article Summaries, 476 





Magical Adventures of Pretty Pearl, 

The (Hamilton), 384-85 

Magic Fan, The (Baker), 72 

Mahiri, Jabari, 530 





Malcolm X, 382 

Mallory, James R., 2, 21-30 
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Manager-as-Developer model, 275,278 

Mandi, P., 584 





Mann, Jackie, 9-10 

Mansfield, Una, 583, 584 

Marcellino, Fred, 72 

Marchand, D., 656 

Margerison, T, 583 

Margolin, Malcolm, 417, 418 

Marschak, Jacob, 575, 577 

Marshall, J. G., 657 

Martinez, Maria, 427 

Marton, J., 691 

Marx, Leo, 343 





Mason, Lisa, 231-49 

Massee, May, 370 

Master Monkey, The (Mukerji), 402 





Matheson Report (Matheson and 

Cooper, 1982), 199, 210 

Mathews, Virginia H., 499-500 

Mattessich, Richard, 546, 547, 567-93 

Mayer, Mercer, 449 

Maylone, Theresa, 250-68 

Mayo, Gretchen Will, 419 

McCain, K. W., 670 

McCarthy, Joseph, 368 

McCloskey, Robert, 360 

McDermott, Gerald, 78 

McGrath, W. E., 693 





McLain, Gary, 424 





Meck, Susan, 2, 61-84 

Meckling, W. H., 579,580 





Media specialists, 440-43, 452 

Medical informatics, 202, 211 n. 3 

Medical Library Association, 283 

MEDLZB-L computer conference, 193 





Mehta, Rama, 400 
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Mentoring, 295, 351 

Mercer, Paul, 3, 151-62 

Merton, R. C., 582 

Metoyer, Cheryl, 505 

Metz, P., 674 

Meyers, E. M., 123 

Michael Foreman’s World of Fairy 
Tales (Foreman), 74 

Mickinock, Rey, 501 

Middle managers: qualifications for, 

277-81; role of, 270-77 

Middleman and Other Stories, The 
(Mukherjee), 410 

Midler, Bette, 478 

Migdale, Lawrence, 423-24 

Mighty Mountain and the Three 
Strong Women (Hedlund), 527 

Miller, Danny, 309 

Miller, G. A., 583 

Miller, Jonathan, 2, 42-60 

Miller, M. H., 580 

Miller, M. L., 445 

Miller-Lachmann, Lyn, 349, 356 

Miller-Nomeland, Melvia, 9 

Milner, S. P., 667, 677, 690 

Mindlmatter duality, 568-70 





Mintz, A. P., 654, 655 

Mintzberg, H., 276 

Mirrlees, J. A., 579 

Mishomis Book: The Voice of the 
Ojibway (Benton-Banai), 424-25 

Mississippi Masala (film), 410 

Mitten, Lisa A., 425, 431, 432 

Mitten, The (Brett), 74 

Mock, T J., 577 

Modak, M. R., 408 

Modern Talking Picture Service 

(MTPS), 106, 107, 110 

Modigliani, F., 580 

Moffats (Slobodkin), 360 

Mohr, Nicholasa, 352 

Mon tezuma, Carlos, 427 

Moore, Anne Carroll, 361, 371 

Moore, C. Clement, 73 

Moore, Robert B., 421 

Moores, D. F., 95 

Moral hazard, 579, 581 

Morality, of multiculturalism, 344 

Moreaux, M., 582 

More Notesfrom a Different Drummer 
(Baskin and Harris), 33 

Morgan Library, 317 

Morning Girl (Dorris), 433 

Morning Star, Black Sun: T h e  
Northern Cheyenne Indians and 
America’s Energy Cris is  
(Ashabranner), 428 

Moroney, Lynn, 420 

Morrison, George, 427 

Moss, Martha Joan, 428-29 

Mother Gave a Shout: Poems by 





Motylev, V. M., 669, 671, 697 

Mountain Light (Yep), 396 

Moved-Outers, The (Means), 365-68 

Mowshowitz, A., 253 

Mueller, E., 694 





Mugnier, C., 233 





Mukerji, Dhan Gopal, 396-99, 402 

Mukherjee, Arun, 410 

Mukherjee, Bharati, 410 

Multicolored Mirror: Cultural Sub-

stance in Literature for Children 

and Young Adults (Lindgren), 349 

Multiculturalism: and availability of 

resources, 344, 346-47, 450; 

definition of, 336-37, 340-42; and 

exclusivity issues, 343, 344-45; and 

insider/outsider approaches to 

literature, 344, 345-46, 355-56; 

interest in, 335-36, 340-41; and 

stereotyping, 344, 346 

Multicultural literature: aesthetic 

(literary) value of, 356-57; history 

of, 359-74; markets for, 528; 

published by alternative presses, 

524-40; universality of, 356; validity 





Multicultural Literature for Children 





M y  Aunt Otilia’s Spirits (Garcia), 526 















Naisawald, G. V., 658 

Naisbitt, J., 600, 602 

Naked Bear: Folktales of the Iroquois 
(Bierhorst), 420 

Namjoshi, S., 402 

Nampeyo, Daisey, 427 

Narahashi, Keiko, 351-52 

Naranjo, Michael, 427 

Narin, Francis, 546, 700-09 

Narrative of the Life of Frederick 












National Association for the Ad- 
vancement of Colored People 
(NAACP), 386,387 
National Association of the Deaf 
(NAD), 17, 18,26,36, 106, 108 

National Bureau of Standards, 104 









National Commission on Libraries 
and Information Science (NCLIS), 
14, 15,500 
National Deaf Cultural Center 
(NDCC), 17 

National Deaf-Mute College, 5 

National Education Association, 86 





National Health Interview Survey, 14 

















National Library and Deaf Outreach 

Center (NLDOC), 16-17 

National Library of Medicine (NLM), 

198, 199, 202,205,209,645-46 

National Librarv Service for Persons 

National Library Service for the Blind 

and Physically Handicapped 

(NLS), 5, 16-17, 164 

National Organization on Disability, 6 

National Preservation Office, Library 

of Congress, 600 

National Research and Education 

Network (NREN), 15 

National Technical Institute of the 









Native Americans: authenticity of 

reading materials about, 417-21,514, 

537-38; as authors and illustrators, 

369, 372, 515, 534; children’s books 

about, 368-72, 374, 414-36; and 

collection development, 493-523; 

definition of, 494; fiction about, 

428-33; library services for, 494-501; 

nonfiction books about, 421-28; 





Navajo, The (Sneve), 426 

Neff, R., 185 





Neihardt, John G., 425 

Newberry Library: development 

program at, 321,323,326; founding 

of, 317; McNickle Center for the 

History of the American Indian, 





Newberry Library Newsletter, A,  319 

Newbery Honor winners, 365,367 





New Seed Press, 527 

Newton, Patricia, 78 

New York Institution of the Deaf and 

Dumb, 152, 155 

New York Library Association 

(NYLA), 3, 164-72 

New York Public Library, 317 

New York State Interlibrary Loans 

(NYSILL) system, 157 

New York State Library, 151-62 

New York Times, 188, 194 

New York University, 596 

with Disabiliiies, 14, 15 Nielsen, B., 235 
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Nirodi, H., 401 

Noma, E., 671 

Norman, Dorothy, 478 

North American Indian Stories: More 

Earthmaker’s Tales (Mayo), 419 





North Central Association of Colleges 

and Secondary Schools, 86 

Northern Cheyenne Fire Fighters (Tall 

Bull and Weist), 424 

Norton, D. E., 62 

Norton, Melanie J., 1-3, 118-50 

Notes from a Different Drummer 




O’Brien, William, 301 

Odien, Jeanina, 2, 85-99 

Ohlson, J. A., 578 

Olaisen, J., 656-57 

Old Father Story Teller (Velarde), 420 

Olivastro, Dominic, 546, 671, 700-09 

Oliver, Dexter, 529 

Oliver, Patricia, 529 





O’Neill, E. T., 654 









Open Hand Publishing, 527 









Organizational commitment, 305 

Organizational theory, 555 





Oromaner, M., 670 

Ortiz, Alfonso, 415 

Ortiz, Simon, 420 

Osceola (Seminole warrior), 427 

Our Cup Is Broken (Means), 369 

Our Family, Our Friends, Our World: 

An Annotated Guide to Significant 

Multicultural Books for Children 

and Teenagers (Miller-Lachmann, 

ed.), 349-50, 356 









Paek, Min, 526 

Pao, Miranda L., 545-48,549,646 

Paraprofessionalism, 233-34, 235,273 

Parker, R. H., 674,694 

Parlato, S. J., Jr., 103, 108, 109, 110 

Patent citations, 700-09 





PC Globe, 476 

Pease, Howard, 366 

Pemmican Publications, 536-37 









Perrault, C., 63 

Perspectives in Deafness: A Selected 
Bibliography of the Literature 
(Norton and Kovalik), 36 

Peters, Russell M., 427 

Peters, T., 651 

Peters, ‘I: J., 650 

Peters, Tom, 185, 296 

Peterson’s Guide, 476 

Phlips, L., 577,578 





Physical Review, 670 

Pied Piper of Hamelin, The, 69 

Pinder, Craig, 302 





Pitts, John, 16 

Plenty Coups (Indian chief), 427 







Poem of El Cid (Resnick), 478-79 

Polacco, Patricia, 74, 77 

Pontiac (Indian chief), 427 

Popper, K. R., 611 

Porat, M. U., 583, 584 

Porter, L., 657 







Potter, Beatrix, 77 

Prabha, C. G., 645 

Pratt, J. W., 582 

Problem solving theory, 554-55 

Probst, Robert, 381 









Professional rewards, 221-29, 312-13 

Prophet Muhammad's Guidance for 

Children (Abdul), 407 

Public Broadcasting System (PBS), 104 

Public Library Catalog, 513, 517 

Publishers. See Alternative presses 

Pueblo, T h e  (Yue and Yue), 424 

Pueblo Boy: Growing Ufi in Two 

Worlds (Keegan), 424 

Pueblo Storyteller (Hoyt-Goldsmith 

and Migdale), 424 

Puss i n  Boots (Marcellino), 72 

Pyle, Howard, 77 

Q




Quality Zs Free (Crosby), 649 

Queiroz, G. G. de, 691 

Quicke, John, 33 










Radner, R., 577 

Raelin, J. A,, 21 7, 220, 225, 228 

Rahn, Suzanne, 364 

Rainbow Bridge (Means), 365 

Rainbow Jordan (Childress), 390 

Rains Wi l l  Come, T h e  (Means), 369 

Raintree Publishers, 427 





Raman, T. A., 408 





R a m u  and the Kite (Gobhai), 401 

Ranch and Ring  (Means), 362 

Rao, I. K. R., 669,670 

Rare books, 595,686 

Ratner, L. A., 337 

Reagan, Ronald, 499 

Recordings, preservation of, 599, 602 

Red Notebook, The ,  18-19 
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Regina Medals, 371, 373 

Rehabilitation Act of 1973, 110, 119 

Reid Banks, Lynne, 431 

Reik, T, 478 

Representation, 568, 574 

Reqquin ti, Gordon, 426-27 

Resources in Education (ERIC), 38 





Revised Standards and Guidelines for 
Service for the Library of Congress 
Network ofLibraries for the Blind 
and Physically Handicafiped, The ,  
5, 164 

Richard, Olga, 529 

Riddles, Asian Indian, 405 

Rietz, Sandra A., 415-16 

Robinson, Barbara, 420 

Rockwell, Anne, 67 

Rohmer, Harriet, 525-26 

Rollins, Charlemae, 365 

Rollock, Barbara, 350 

R o l l  of T h u n d e r ,  Hear  M y  C r y  
(Taylor), 388 

Romero, Emerson, 102 

Rosen, Janice, 16 

Rosen, Roslyn, 15 

Rosen, Steve, 406 

Rosenblatt, Louise, 381 

Ross, John, 427 

Ross, S. A., 582 

Rothenberg, Dianne, 546, 547, 684-99 

Roundtable for Libraries Serving 

Special Populations (RLSP), 3, 164 

Rouse, S. H., 675 

Rouse, W. B., 675 

Rowlandson, Mary, 430 

Rumpelstiltskin folktale, 63 








Sachiko Means Happiness (Sakai), 396 

Sacred Harvest: Ojibway Wild Rice 





Sad-Faced Boy (Bontemps), 364 

Safire, William, 341 

St. Paul Public Library, 495 
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Sakai, K., 396 

Samurai of Gold Hill (Uchida), 396 

Sanchez, Sonia, 530 

Sanderson, Esther, 536 





San Souci, Robert, 71, 74 

Santiago (Clark), 371 

Sarin, A. V., 408 

Sashkin, Marshall, 312 

Satchidananda, Swami, 404 

Saund, Dilip Singh, 394 

Save M y  Rainforest (Zak), 527 

Sawyer, Don, 536-37 

Say, Allen, 352 

Scanlon, J. J., 208, 216,218 

Scarecrow Press, 349 

Scarlet Letter, The (Hawthorne), 70 

Schaef, Anne, 308 

Schneider, B., 265 

Schneider, William, 417, 418 

Scholes, M., 582 

Schon, Isabel, 349 

School Libraries for Today and 

Tommorrow: Functions and 

Standards (ALA, 1945), 86-87 

School Library Journal, 446, 513, 517 





Schuchman, J. S., 101 

Schuler, Carolyn, 2, 61-84 

Schultz, T. W., 584 

Schwartz, Albert V., 43 

Schwartz, Amy, 350 

Schwartz, E. S., 582 

Schwuchow, W., 657 

Science, 188, 189, 194, 195 

Science: law-like statements in, 572; 

life cycles of knowledge in, 606-31 

Science Citation Index, 550, 610 





Scieszka, Jon, 64 

Scorpions (Myers), 389-90 

Scott, Moses Y., 155 

Scott, Sally, 78 

Scott Foresman (publishers), 351 

Sea Glass (Yep), 396 

Seale, Doris, 349,417,419,424,427,429, 

431,507-08, 509, 514 

Seasons of Splendour (Jaffrey), 403 

Secret of the Andes (Clark), 371 





Seeing Essential English language, 10 

Selective Dissemination of In-





Selman, J. C., 276,280 

Seltzer, V. C., 470 

Semantic information, 571 

Senbet, L. W., 582 

Sendak, Maurice, 449 

Sequoia (Indian chief), 427, 428 

Sequoyah and the Talking Leaves 
(Dameron), 535 

Service, Pamela F., 433 

Seuss, Dr., 449 

Shakespeare (electronic database), 476 

Shank, Russell, 177, 180-86 

Shapero, A., 227 

Sharing Our Worlds: Native American 

Children Today, 537 

Sharpe, Susan, 432 

Shaughnessy, Thomas W., 178, 282-98 

Shepard, Ernest, 73 

Shetty, Sharat, 401 

Shewhart, William, 647 

Shontz, M., 445 

Shorter, Bani, 408-09 

Shubert, Joseph F., 156 

Shuttered Windows (Means), 363-65 

Siggins, Jack, 178,299-315 

Signals (data), 572 





Sign languages. See American Sign 





Silent Lotus (Lee), 68 

Silent News, 37, 40 

Silver Burdett Press, 427-28 

Silverstein, Shel, 449 

Simon, H. A., 579 

Sims, Rudine, 382 





Singing Black (Evans), 530 

Sinha, B. K., 675 

Sinnott, L. T., 234 

Sioux, The (Osinski), 426 

Sioux, The (Sneve), 426 






Sitting Bull (Indian chief), 427, 428 

Slapin, Beverly, 417,419,424,427,429, 

431, 507-08, 509, 514, 525 

SLA SpeciaList, 189, 190, 194 

Slobodkin, Louis, 360 

Slobodkina, Esphyr, 65 

Small, H., 608 

Smith, Audrey June, 3, 151-62 

Smith, F., 694 

Smith, June Smeck, 495-96 

Smith, Karen Patricia, 335-39, 340-53 

Smith, Lane, 350 

Smith, Lotsee, 499 

Smith, Rukshana, 410 

Smothers, Ethel Footman, 388-89 





Sniffen, M. J., 597 

Snow White (Heins), 68, 78 

Social Sciences Citation Index, 550 

Sondheim, S., 69 

Sorrow’s Kitchen: T h e  Life  and 
Folklore of Zora Neale Hurston 
(Lyons), 385-86 

Sound Investment, A (Sanchez), 530 





Spagnoli, Cathy, 526 

Spanish Institute of Scientific and 

Technical Information, 672 

Specialization, 615, 641-42 





Spence, M., 579 

Spielberg, Steven, 79 

Spirit Quest (Sharpe), 432-33 

Spremann, K., 582 

Squanto (Indian chief), 427 

Srinivasan, A. V., 404,405 

Staff development: elements of pro- 

grams for, 293-96; and improved 

effectiveness, 296-97; as ongoing 

process, 286-88; purpose of, 282-85, 

311-12; rationale for, 285-86; 





Standards for Library-Media Centers 

in Schools for the Deaf: A Hand-

book for  the Deve lopment  of 

Library-Media Programs (CAID, 

1967), 85, 87-89, 93,98 

Standards for School Library Pro-




Standards for School Media Programs 
(AASL and DAVI-NEA, 1969), 89 

Star Fisher, The (Yep), 396 

Statistical decision theory, 575-76 





Status Study of Library Services in 

Schools for  the Deaf, 1964-66 

(CAID, 1967), 85-86 

Stedman, Raymond William, 429,430 

Steele, Susanna, 527 

Steers, R. M., 305 

Stensland, Anna Lee, 430, 505-06 

Steptoe, John, 359,528,529 

Stereotyping: and multiculturalism, 

344, 346; of Native Americans, 421- 

22, 429-33, 501-04 

Sterman, J. D., 607-08 

Stigler, George, 575,577-78 

St-Lament, G., 601 

Stokoe, William, 26 

Stone, Betty, 285 

Stone Cutter, The (McDermott), 78 

Stone Soup (Brown), 77-78 

Stoodt, Barbara D., 503 

Stories of Some of the Profihets 
(Hashim), 407 

Storytelling: for deaf and hearing- 





Stranger, The (Van Allsburg), 64 

Styles, Morag, 527 

Suelflow, Sara, 231-49 

Sullivan, Henry Stack, 470 

Sullivan, Maureen, 178,269-81, 312 

Sumitra’s Story (Smith), 409-10 

Sundquist, E.J., 368 

SuperLeader model, 274,276 

Support staff: autonomy and job 

control of, 241-43, 244; complexity 

of tasks assigned to, 236-37; 

description of, 235-36, 273; 

evaluation of, 240-41, 244; job 

satisfaction among, 243, 244; 

knowledge of Spanish among, 440- 

43, 452; supervision of, 237-39; 

training of, 237,245 

Suquamish Today (Heuving), 428 

Swanson, Don R., 546, 547, 606-31 

Sywak, Myron, 250-68 






Takashima, Shizuye, 367 





Tales from India (Upadhyay), 402 

Talking Eggs, The (San Souci), 74 

Talking with Artists (Cummings), 350 

Tall Bull, Henry, 424 

Tallchief, Maria, 427 

Tamiya, Hiroshi, 609-10, 613 

Tangled Waters (Means), 368-69 

Tateishi, John, 367 

Tattercoats (Jacobs), 63 

Taxel, Joel, 502-03 

Taylor, C. R., 674 

Taylor, Mildred D., 350, 351, 388 





Tears for Ashan (Jefferson), 533 

TECH-LINE database, 700, 703-07 

Technology: and bilingual learning, 

473-76; and changes in library 

management, 180, 182-85, 300; 

Kochen’s work on, 552; and life 

cycles of information, 597, 598-600; 

obsolescence of, 597, 598, 599; and 

preservation of knowledge, 594; 

specialist personnel for, 192-94. See 

also Patent citations 





Telecaption adapters, 11, 12, 107 

Telecommunication Device for the 

Deaf (TDD), 11, 125 









Teletypewriter (TTY),  11 





Television Decoder Circuitry Act of 

1990, 11, 107 

Tenopir, C., 653-54 

Terry, Ann, 375 n. 4 

Texas A&M, 201 

Textbooks and the American Indian, 
496 

Text telephones (TTY), 7, 11, 12 

Thampi, P., 400 

Thanksgiving holiday, 502 

Thapar, R., 408 

Third World Press, 529-30 

Thompson, Glenn, 530-31,533 

Thorpe, Jim, 427 

Three Bears, The, 67 





Tiger Who Wore White Gloves, The 
(Brooks), 530 

Tinbergen, J., 584 

Tifii: A Center ofNatiue American Life 
(Yue and Yue), 424 

Tipi Press, 420 

T J. Publishers, 34, 40 

Tjoumas, Renee, 338, 493-523 

Toffler, A., 685 

To Liue in Two Worlds: American 





Tom (electronic database), 476 

Tommy Traueler in the World of Black 













Townley, Charles T, 494, 497, 498 

Toye, William, 421 

Tracks (Erdrich), 372 







Troll Associates (publishers), 427 

True Story of the Three Little Pigs, 

The (Scieszka), 64 
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