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Stručná charakteristika problematiky úkolu:
Signály z reálného světa se často skládají z relativně malého počtu stavebních bloků vůči celkové
délce. Toto zjištění je základem pro moderní tzv. řídké reprezentace signálů. Metodami lineární
algebry a optimalizace lze nejen takové řídké vyjádření audiosignálů získat, ale také efektině
využít k praktickým úkolům jako jsou potlačování šumu, komprese, převzorkování, doplňování
chybějících dat apod. Tato práce by se zaměřovala na doplňování chybějících dat v audiosignálu -
restaurace chybějících či poškozených úseků.
Dnes již obvyklé metody (viz literatura) by v práci měly být porovnány z hlediska kvality doplnění
informace s inovativními přístupy.
Cíle diplomové práce:
Nastudovat principy a algoritmy hledání tzv. řídkých reprezentací a nízkohodnostních aproximací.
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Matlabu a testovat, porovnat se stávajícími algoritmy doplňování audiodat.
Shrnout a interpretovat výsledky.
ABSTRACT
The thesis deals with audio inpainting problem and sparse representation approaches to
this problem. It focuses on some of recent approaches to solving audio inpainting problem
with respect to sparse representation algorithms. It proposes solving audio inapinting
problem based on sparse representation of signal and low rank structure in spectrogram
of audio signal. Thesis also describes implementation in program Matlab and evaluation
of the proposed method.
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ABSTRAKT
Tato práce se zabývá doplňováním chybějících dat do audio signálů a algoritmy řešícími
problém založenými na řídké reprezentaci audio signálu. Práce se zaměřuje na některé
algoritmy, které řeší doplňování chybějících dat do audio signálů pomocí řídké reprezen-
tace signálů. Součástí práce je také návrh algoritmu, který používá řídkou reprezentaci
signálu a také nízkou hodnost signálu ve spektrogramu audio signálu. Dále práce uvádí
implementaci tohoto algoritmu v programu Matlab a jeho vyhodnocení.
KLÍČOVÁ SLOVA
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INTRODUCTION
We receive audio signals every day and every minute. The audio signals are repre-
sentations of sound. Every sound we can hear is more or less distorted with some
degree of noise.
This thesis purpose is to inpaint missing or distorted samples in audio signals.
There are many techniques how to solve this problem. We will focus on finding
solutions of audio inpainting problem by applying optimization process. And we
will specialize on sparse representation based techniques. We will also establish
an overview of the related theory.
This thesis works with digital form of audio signals. Techniques of digital
signal processing are more efficient and more powerful than analogue techniques.
All the calculations we will perform are done in program Matlab R2010b.
The contribution of this thesis is audio inpainting focused on the time-frequency
expression of audio signal. The pressure wave-form of audio signals is expressed as fi-
nite sequence of numbers in digital representation of audio signals. We will compare
results with Matlab toolbox focused on audio inpainting and developed in coopera-
tion between University of Vienna and Brno University of Technology [25].
The first chapter 1 states some useful definitions and theorems. The opti-
mization theory is introduced in chapter 2. Frame theory is written in chapter 3.
There is formulation of audio inpainting problem in the following chapter 4 which
is intended for next two chapters. We can find revision of the sparse ways of solv-
ing audio inpainting in chapter 5. And follows the chapter 6 about optimization
problem solving by working with spectrogram. There is the optimization formula
introduced and every part of it is explained with appropriate theory. The Matlab
program solving problem described in chapter 6 is explained step by step in the
first part of the chapter 7. We compare our approach with three next approaches
in the second part of chapter 7. The conclusion is presented in chapter 8.
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1 PROBLEM INTRODUCTION
We will look at audio signals as sequence of audio samples. The input audio signal
is damaged in some way. We can usually detect the damage by ear. This thesis
task is to examine possibility of restoring damaged signal by using its spectrogram
as we will show in chapter 6 and to compare it with sparse representation related
approaches to audio inpainting problem.
Let us take a closer look at the possibilities of damage. Everyone surely heard
unpleasant noise while listening to old gramophone records. This example is repre-
sentative of impulsive noise group. Next group is called clipped signals. These can
be met in phone sound transmitting. Last group we will talk about is packet loss
with completely unknown samples. I think there are so many examples in real life
everybody can imagine all situations. Let’s illustrate those situations in figure 1.1
anyway.
Our stance is to work with all these groups of samples will not differ. We will
consider masked of missing samples and unknown and we will work with this signal
with ’holes’ at missing or masked samples positions. The missing samples will be
filled with zero values at the beginning of audio inpainting process. We also consider
we know the positions of missing or masked samples.
There are two section in chapter 1. First section 1.1 contains definitions and
theorem we need for good understanding of following parts of the text. There are
presented some basic facts about convex optimization in second part 2.1.
1.1 Basic terms
We present most of definitions and theorems of this thesis in this section. The idea
of this section is to collect as much theory at one place as possible.
We start with basic notions and continue to more important terms.
Definition 1.1. The 𝑐 is complex conjugate number with respect to 𝑐. Complex
conjugate matrix A with respect to A is the matrix with every element complex
conjugate. Let A* be called the Hermit transposition of A. The A* = A⊤. It holds
(AB)* = B*A*.
We will use Moore-Penrose pseudo-inversion. We will use it because it is
possible to apply pseudo–inversion on non regular matrices.
(AA)+x = x
Definition 1.2. We call matrix A+ pseudo-inverse to A if these equations hold:
AA+A = A
10
Fig. 1.1: Types of damage signal ilustration
A+AA+ = A+
(AA+)* = AA+
(A+A)* = A+A
This approach is useful for overdetermined system of linear system Ax = b because
solution x = A+b is the one with minimum energy.
Definition 1.3. Let A ∈ R𝑚×𝑛. Then there exist singular value decomposition
(SVD) matrices U,V,S such that
A = USV*.
Where U ∈ R𝑚×𝑚 is unitary matrix, S ∈ R𝑚×𝑛 is diagonal matrix with 𝜎𝑖 (𝑖 =
1, . . . , 𝑠 ≤ min{𝑚,𝑛}) singular values (singular values are non negative numbers)
on diagonal and V ∈ R𝑛×𝑛 is unitary matrix.
Definition 1.4. Let A be a matrix. Nuclear norm of A is defined as
‖A‖* =
𝑠∑︁
𝑖=1
𝜎𝑖.
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Definition 1.5. Let V be a commutative group. The elements of V are called
elements of V. And let T be a field of real numbers. Let for every vector u ∈ V
and for every number 𝑎 ∈ T be defined 𝑎 · u ∈ V such that for arbitrary 𝑎, 𝑏 ∈ T
and u,v ∈ V holds:
◇ 𝑡 · (u+ v) = 𝑡 · u+ 𝑡 · v
◇ (𝑡+ 𝑠) · u = 𝑡 · u+ 𝑠 · u
◇ (𝑡 · 𝑠) · v = 𝑡 · (𝑠 · v)
◇ 1 · u = u
Then V is called vector space over field T
Definition 1.6. Let V be a real vector space with operation norm ‖·‖. Let for
every u,v ∈ V and for every number 𝑎 ∈ T holds:
◇ ‖x‖ ≥ 0 and ‖x‖ = 0⇔ x = 0.
◇ ‖𝑎x‖ = |𝑎| ‖x‖
◇ ‖x + y‖ ≤ ‖x‖+ ‖y‖
Then the vector space is called normed vector space.
Definition 1.7. 𝑙𝑝 - norm of vector x ∈ C𝑁 is defined as
‖x‖𝑝 :=
(︃
𝑁∑︁
𝑖=1
|𝑥𝑖|𝑝
)︃1/𝑝
𝑓𝑜𝑟 1 ≤ 𝑝 ≤ ∞,
‖x‖𝑝 :=
𝑁∑︁
𝑖=1
|𝑥𝑖|𝑝 𝑓𝑜𝑟 0 < 𝑝 < 1 (1.1)
As matter of fact if 𝑝 ∈ (0, 1) then ‖·‖𝑝 is not a norm but only a quasi-norm
(the triangle inequality condition is not satisfied),
‖x‖∞ := max𝑖 |𝑥𝑖| ,
‖x‖0 := |{𝑖 : 𝑥𝑗 ̸= 0}|
Definition 1.8. Frobenius norm of matrix A ∈ R𝑚×𝑛 is defined as
‖A‖𝐹 =
√︁
Tr(AA⊤) =
⎯⎸⎸⎷ 𝑛∑︁
𝑗=1
𝑚∑︁
𝑖=1
|𝑎𝑖𝑗|2. (1.2)
Definition 1.9. We define mixed norm of matrix A ∈ R𝑚×𝑛 as
‖A‖𝑝,𝑞 =
⎛⎝∑︁
𝑔
(︃∑︁
𝑚
|𝑎𝑔,𝑚|𝑝
)︃𝑞/𝑝⎞⎠1/𝑞 (1.3)
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Fig. 1.2: Total variation example
Definition 1.10. We define unit ball in norm 𝐵𝑁𝑝 with equation
𝐵𝑁𝑝 =
{︁
x ∈ C𝑁 | ‖x‖𝑝 ≤ 1
}︁
There is a visualisation of main types from [10]:
𝐵20 𝐵
2
0,5 𝐵
2
1 𝐵
2
2
Definition 1.11. The total variation of vector y ∈ R𝑁 is defined as
𝑉 (y) =
𝑁∑︁
𝑖=1
= |𝑦𝑖+1 − 𝑦𝑖| .
The TV is a semi norm.
There is an example of TV minimization. We can see the original in the first
part of figure 1.2, the second part shows signal after applying TV minimization and
the third sub figure shows both previous signals in one figure for better comparison.
Definition 1.12. The one dimensional divergence of vector x ∈ R𝑛 is defined as:
𝑑𝑖𝑣1𝐷(x) = (𝑥1, 𝑥2 − 𝑥1, 𝑥3 − 𝑥2, . . . , 𝑥𝑛 − 𝑥𝑛−1,−𝑥𝑛)
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Definition 1.13. We call the vector x ∈ C𝑁 k-sparse if
‖x‖ ≤ 𝑘.
Definition 1.14. Measurement matrix M𝑟 for vector x ∈ R1×𝑁 (x is composed
of reliable and missing/masked samples defined with ℐ𝑟 and ℐ𝑚) is obtained from
identity matrix I𝑁 ∈ {0, 1}𝑁×𝑁 by choosing rows with respect to reliable samples
in x. More deeply:
◇ Furthermore let us denote number of reliable samples in x as |ℐ𝑟|.
◇ Then the measurement matrix for reliable samples is defined as
M𝑟 ∈ {0, 1}|ℐ𝑟|×𝑁
◇ Analogically measurement matrix for missing samples: M𝑚 ∈ {0, 1}|ℐ𝑚|×𝑁 .
Definition 1.15. The sampling frequency Fs is important for understanding well
setting constants in Matlab program described in chapter 7.1 and it is used in signal
processing. It has unit Hz or s−1. Sampling frequency says how many samples we
take in one second. We use sampling frequency because we obviously can’t work with
continues signal but only with discrete sampled signal. There is Nyquist-Shannon
sampling theorem defining value of sampling frequency
Fs ≥ 2𝑓𝑚𝑎𝑥
to avoid aliasing1. [18]
Definition 1.16. Soft thresholding of 𝑓 : R→ R, 𝜆 ∈ R
𝑓(𝑥) =
⎧⎪⎪⎨⎪⎪⎩
𝑥− 𝜆 𝑥 ≥ 𝜆
0 −𝜆 ≤ 𝑥 ≤ 𝜆
𝑥+ 𝜆 𝑥 ≥ 𝜆.
.
There is visualisation of soft thresholding in figure 1.3 with 𝜆 = 10.
Definition 1.17. We call the function 𝑓 to be a continue function in point 𝑥0
if following conditions hold:
◇ 𝑥0 ∈ 𝐷𝑜𝑚(𝑓),
◇ lim𝑥→𝑥0 𝑓(𝑥) = 𝑓(𝑥0),
where 𝐷𝑜𝑚(𝑓) is the domain of 𝑓 .
Definition 1.18. We call the function 𝑓 to be a continue function on set 𝑀 ⊂
𝐷𝑜𝑚(𝑓)⇔ if it is continues in every point of 𝑀 .
1Aliasing appears at digital signal processing. Aliasing effect causes different signals not be
possible to distinguish. It is caused by choosing inappropriate sampling frequency. This problem
is solved in Nyquist-Shannon sampling theorem.
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Fig. 1.3: Soft thresholding example
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2 OPTIMIZATION THEORY
There are many approaches to solving audio inpainting problem. We will speak
about convex optimization in section 2.1 at the beginning and then we will move to
sparse optimization formulas in section 2.2 which are not whole convex. At the end
of this chapter the proximal algorithms are described in section 2.3. This last group
of algorithms allows to deal with non-smooth functionals.
2.1 Methods of convex optimization
There are several sub fields of optimization. Convex optimization is one of them. It
is intend for minimizing convex functions over convex sets.
Definition 2.1. Let 𝐶 ⊆ R𝑁 then the set 𝐶 is called convex set if for every 𝑥1, 𝑥2 ∈
𝐶 and for every 𝜆 ∈ [0, 1] holds equation
𝜆𝑥1 + (1 + 𝜆)𝑥2 ∈ 𝐶.
Definition 2.2. Let 𝐶 ⊆ R𝑁 be a convex set. Then we call 𝑓 : 𝐶 → R convex
function if for every 𝑥1, 𝑥2 ∈ 𝐶 and for every 𝜆 ∈ [0, 1] holds
𝑓(𝜆𝑥1 + (1 + 𝜆)𝑥2) ≤ 𝜆𝑓(𝑥1) + (1− 𝜆)𝑓(𝑥2).
We introduce standard form as description of a convex minimization problem.
◇ A convex function 𝑓(𝑥) which we want to minimize over variable 𝑥.
◇ Next are inequality constraints 𝑔𝑖(𝑥) ≤ 0 where the functions 𝑔𝑖 are convex.
◇ As last part we introduce equality constraints ℎ𝑗(𝑥) = 0 with affine ℎ𝑗.
Then the convex minimization problem looks like:
min
𝑥
𝑓(𝑥) w.r.t.
⎧⎨⎩ 𝑔𝑖(𝑥) ≤ 0 𝑖 = 1, . . . ,𝑚ℎ𝑗(𝑥) = 0 𝑗 = 1, . . . , 𝑝 where 𝑥 ∈ 𝐴 . (2.1)
Definition 2.3. Let 𝑥* ∈ 𝐴,𝐴 ̸= ∅ then we call it the global minimum (or solution)
of (2.1) if there holds
𝑓(𝑥*) ≤ 𝑓(𝑥) ∀𝑥 ∈ 𝐴
The point 𝑥* ∈ 𝐴 is called local minimum or local solution of (2.1) if there
exist neighbourhood 𝒪𝜀 (𝑥*) =
{︁
𝑥 ∈ R𝑁 | ‖𝑥− 𝑥*‖ < 𝜀
}︁
of 𝑥* such that 𝑓 (𝑥*) ≤
𝑓 (𝑥) ∀𝑥 ∈ 𝐴 ∩ 𝒪𝜀(𝑥*).
Theorem 2.1. (Weierstrass Theorem)
Let 𝐴 ⊆ R𝑁 be a compact set (i.e. bounded and closed) and 𝑓 be continues on set
𝐴. Then there exist global minimum and global maximum points of function 𝑓 on
set 𝐴.
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Fig. 2.1: Visualization of (2.2), [10]
Theorem 2.2. Let 𝐴 ⊆ R𝑁 be a compact set and for all 𝑥0 ∈ 𝐴 and every sequence
𝑥𝑛 ∈ 𝐴 with property 𝑥𝑛 → 𝑥0 holds lim inf 𝑓(𝑥𝑛) ≥ 𝑓(𝑥0) . Then there exists global
solution of (2.1)
𝑓 be continues on set 𝐴. Then there exist global minimum and global maximum
points of function 𝑓 on set 𝐴.
2.2 Optimization formulas for sparse approxima-
tion
Sparse approximation based optimization techniques are described in this section.
We start with the general optimization formula for sparse approximation. The (2.2)
solvers are sorted into groups and explained in sub sections 2.2.1, 2.2.2 and 2.2.3.
This subsection should also include the explanation of Structured sparsity. But it is
necessary to do chapter 3 first. We will introduce the Structured sparsity in 5.3.3.
Basic problem of sparse type optimization problem is defined as [10],[22]:
min
b
‖b‖0 w.r.t. x = Db (2.2)
Where x ∈ R𝑁×1 is input signal and D ∈ R𝑁×𝐾𝐷 is called dictionary. There
are more details about dictionaries in section 5.2.1. Then the vector b ∈ R𝐾𝐷×1,
where 𝑁 ≤ 𝐾𝐷 is sparse vector. There are several groups of methods used for
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solving (2.2). The optimization problem (2.2) is NP-hard and it is the reason we
use iterative algorithms and all methods solve approximatively our problem.
2.2.1 Greedy iterative algorithms
Representatives: Matching pursuit (MP), Orthogonal matching pursuit (OMP).
Greedy algorithms for sparse approximation consist of two basic steps ad stop-
ping criterion.
◇ Greedy selection: The atom witch fits the signal best in current situation is
chosen.
◇ Greedy update: The algorithm applies the new atom and the current approx-
imation. This way we get a new approximation of given signal.
◇ Stopping criterion: Stopping criterion might be maximal number of iterations
𝑖𝑚 or required accuracy 𝜀. The algorithm ends when the number of iteration
is higher than 𝑖𝑚 or ‖Db− x‖ ≤ 𝜀.
2.2.2 The relaxation methods
Representatives: Basis pursuit (BP), Iterative Reweighted Least Squares (IRLS)
[10],[22].
The ℓ1 Relaxation algorithms try to relax the ℓ0 norm. There are more
possibilities how to do it. One of the best ways is to replace ℓ0 with different ℓ𝑝
norm with 𝑝 ∈ (0, 1].
min
b
‖b‖1 w.r.t. x = Db (2.3)
1
Ax = y
1
Ax = y
1
Ax = y
1
Ax = y
There are examples of unit balls balls on figure above: 𝐵20 , 𝐵20.5, 𝐵21 , 𝐵22 , [10].
The figure above illustrate why norm with 𝑝 ≥ 1 is not suitable for relaxation
problems.
2.2.3 Hybrid algorithms
Representatives: A*OMP, Subspace-Pursuit, Iterative Hard Thresholding and many
more [10],[22].
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Hybrid algorithms combine greedy and relaxation methods using advantages
from both groups.
2.3 Proximal algorithms
Last part of 2 defines a class of optimization algorithms called proximal algorithms.
These algorithms are tool for non smooth and constrained optimization problems.
We will use their properties for solving non smooth problems. Proximal algorithms
are very generally applicable.
2.3.1 Introduction and notation
Proximal splitting methods are intend for convex functions. These methods extend
the notion of a projection operator onto a convex set. The proximal splitting is
intend for problems of the form [20]:
min
y∈R𝑁
𝑓1(y) + . . .+ 𝑓𝑚(y), (2.4)
where 𝑓1, . . . , 𝑓𝑚 are convex functions 𝑓𝑖 : R𝑁 −→ ] −∞,+∞], 𝑖 = 1, . . . ,𝑚 with
dom𝑓 =
{︁
y ∈ R𝑁 |𝑓(y) < +∞
}︁
.
We also need Γ0(R𝑁) the class of lower semi continuous convex functions
𝑓 : R𝑁 −→ ] − ∞,+∞] such that dom𝑓 ̸= ∅. Let 𝑓 ∈ Γ0(R𝑁). And we define
the conjugate of 𝑓 is the function 𝑓 * ∈ Γ0(R𝑁) which is defined as
𝑓 * : R𝑁 −→ ]−∞,+∞] : 𝑢 ↦→ sup
y∈R𝑁
y⊤𝑢− 𝑓(y),
and also sub differential of 𝑓 is the set-valued operator
𝜕𝑓 : R𝑁 −→ 2R𝑁 : y ↦→
{︁
u ∈ R𝑁 |(∀x ∈ R𝑁)(x− y)⊤u+ 𝑓(y) ≤ 𝑓(x)
}︁
.
Next term is indicator function 𝜄𝐶 of 𝐶 ⊂ R𝑁 , 𝐶 ̸= ∅ defined as
𝜄𝐶 : v ↦→
⎧⎨⎩ 0, 𝑓𝑜𝑟 v ∈ 𝐶+∞, 𝑓𝑜𝑟 v /∈ 𝐶, .
with support function
𝜎𝐶 = 𝜄*𝐶 : R𝑁 →]−∞,+∞] : u ↦→ sup
v∈𝐶
u⊤x
and also distance between x ∈ R𝑁 and 𝐶 is defined as
𝑑𝑐(v) = infw∈𝐶 ‖v−w‖
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Theorem 2.3. Let 𝐶 ⊂ R𝑁 , 𝐶 ̸= ∅ be a closed and convex, then the projection of
v ∈ R𝑁 onto 𝐶 is the unique point 𝑃𝐶v ∈ 𝐶 such that 𝑑𝑐(v) = ‖v− 𝑃𝐶v‖.
Definition 2.4. Let 𝑓 ∈ Γ0(R𝑁) then for every v ∈ R𝑁 the minimization problem
min
w∈R𝑁
𝑓(w) + 12 ‖v−w‖
2 (2.5)
has unique solution : prox𝑓v. Where operator prox𝑓 : R𝑁 → R𝑁 is called proximity
operator of 𝑓 .
Remark 1. Several properties of proximity operator:
◇ Let 𝑓 ∈ R𝑁 then the characterization of proximity operator looks like:
(∀(v,p) ∈ R𝑁 × R𝑁) p = prox𝑓v⇐⇒ v−w ∈ 𝜕𝑓(p).
◇ Let 𝑓 ∈ R𝑁 and 𝑓 is differentiable. Then:
(∀(v,p) ∈ R𝑁 × R𝑁) p = prox𝑓v⇐⇒ v−w ∈ ∇𝑓(p).
◇ The proximity operators can be successfully used for iterative minimization
algorithms because of their properties.
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3 FRAME THEORY
We can look at sound signal as a vector with length 𝑛 and we can apply theory related
to vector spaces. First thing in vector spaces we think about is basis. Vectors can
be expressed as unique linear combination of basis elements. And we als;o like to
see when the basis elements are orthogonal with respect to inner product. The basis
are easy to imagine.
Unfortunately finding basis with respect to some additional conditions is usu-
ally not easy problem. Frames are much more flexible than basis. Frames are
extension of basis concept. We can look at frames as basis plus zero (ordinary basis
case), one or more additional elements.
It is clear there is no linear independence in frames guaranteed and vector
representation by frame elements is generally not unique. These loses are however
worth to give up to gain more flexibility. Vectors are expressed as generally not
unique linear combination of frame elements.
In this chapter we will work with V ̸= {0}, V is a finite–dimensional vector
space with an inner product ⟨., .⟩.
The finite-dimensional assumption is justified in sound signals because all
sound signals we are able to work with are finite. Naturally we will only deal
with finite-dimensional frames.
3.1 Basis revision
Definition 3.1. The sequence {e𝑘}𝑚𝑘=1 ∈ V is called basis for V if holds:
◇ V = 𝑠𝑝𝑎𝑛{e𝑘}𝑚𝑚=1
◇ {e𝑘}𝑚𝑚=1 is linearly independent (i.e., if
∑︀𝑚
𝑘=1 𝑐𝑘e𝑘 = 0 for some scalar coeffi-
cients {𝑐𝑘}𝑚𝑘=1, then 𝑐𝑘 = 0 for all 𝑘 = 1, . . . ,𝑚).
Corollary 3.1. We can uniquely describe every vector f ∈ V as
f =
𝑚∑︁
𝑘=1
𝑐𝑘e𝑘
where {𝑐𝑘}𝑚𝑘=1 are unique scalar coefficients and {e𝑘}𝑚𝑘=1 are basis elements.
The definition of orthonormal basis is useful as well.
Definition 3.2. The basis {e𝑘}𝑚𝑘=1 is called orthonormal basis if
⟨e𝑘, e𝑗⟩ =
⎧⎨⎩ 0, 𝑘 ̸= 𝑗1, 𝑘 = 𝑗 .
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We can easily find coefficients {𝑐𝑘}𝑚𝑘=1 of f with orthonormal property:
⟨f , e𝑗⟩ =
⟨
𝑚∑︁
𝑘=1
𝑐𝑘e𝑘, e𝑗
⟩
=
𝑚∑︁
𝑘=1
𝑐𝑘 ⟨e𝑘, e𝑗⟩ = 𝑐𝑗 ∀𝑗 = 1, . . . ,𝑚
which concludes
f =
⟨
𝑚∑︁
𝑘=1
f , e𝑘
⟩
e𝑗.
3.2 Frames
Frames are generalization of the basis concept. Let us continue with frame definition.
Definition 3.3. A countable family of elements {𝜙𝑘}𝑘∈𝐼 in V is called a frame for
V if here exist constants 0 < 𝐴 ≤ 𝐵 <∞ such that
A ‖x‖2 ≤∑︁
𝑘∈𝐼
|⟨x, 𝜙𝑘⟩| ≤ B ‖x‖2 , ∀x ∈ V. (3.1)
We call the constants A,B are frame bounds. Obviously A,B are not unique. Op-
timal lower bound is supremum of all lower bounds and naturally optimal upper
bound is infimum of all upper bounds.
Cauchy–Schwarz inequality:
𝑚∑︁
𝑘=1
|⟨x, 𝜙𝑘⟩|2 ≤ ‖𝜙𝑘‖2 . ‖x‖2 , ∀x ∈ V (3.2)
Cauchy–Schwarz inequality implies there exist always some upper frame bound B.
Definition 3.4. A frame {𝜙𝑘}𝑘∈𝐼 is called a tight frame if there is possibility of
choosing 𝐴 = 𝐵, i.e. ∑︁
𝑘∈𝐼
|⟨x, 𝜙𝑘⟩| ≤ A ‖x‖2 ,∀x ∈ V
We can also call it A–tight frame.
Definition 3.5. Let E = {e1, . . . , e𝑚} be frame of vector space V, 𝑑𝑖𝑚(V) = 𝑛 <
𝑚. Every vector can be expressed in infinity ways as linear combination of frame
elements. x = ∑︀𝑘 𝑐𝑘e𝑘. The frame F = {f1, . . . , f𝑚} generating the same vector
space V is called a dual frame to E if for every x ∈ V holds
x =
∑︁
𝑘
⟨x, f𝑘⟩ e𝑘 =
∑︁
𝑘
⟨x, e𝑘⟩ f𝑘 (3.3)
The condition 3.1 is both necessary and sufficient for ensuring a dual frame
existence. There may be more dual frames choices. But there is only one E with
frame coefficients sequence {𝑐𝑘}𝑘=1,...,𝑚 with minimal energy for x =
∑︀
𝑘 𝑐𝑘f𝑘. This
frame is called the canonical dual frame of E.
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Definition 3.6. Frame operator definitions:
◇ A frame which is not a basis is said to be redundant or overcomplete.
◇ The linear mapping is called pre-frame operator or the synthesis operator: for
𝑇 : C𝑚 → 𝑉, 𝑇 {𝑐𝑘}𝑚𝑘=1 =
𝑚∑︁
𝑘=1
𝑐𝑘𝑓𝑘.
• Adjoint operator
𝑇 * : 𝑉 → C𝑚, 𝑇 *𝑓 = {⟨𝑓, 𝑓𝑘⟩}𝑚𝑘=1
◇ And finally Frame operator
𝑆 : 𝑉 → 𝑉, 𝑆𝑓 = 𝑇𝑇 *𝑓 =
𝑚∑︁
𝑘=1
⟨𝑓, 𝑓𝑘⟩ 𝑓𝑘.
Theorem 3.1. Let {𝑓𝑘}𝑚𝑘=1 be a frame for V. Then holds:
1. The smallest eigenvalue for S is the optimal lower frame bound and analogy
the largest eigenvalue is the optimal upper frame bound.
2. Let suppose dimV = 𝑛. If the frame {𝑓𝑘}𝑛𝑘=1 is tight and if ‖𝑓𝑘‖ = 1 for all 𝑘.
Then the frame bound is 𝐴 = 𝑚/𝑛.
Looking for the dual frame is often not easy task. The frame operator S might
have lot of elements or it can be badly conditioned matrices. It is problem because
we have to do the inverse i.e. S−1. In the tight frames case it can be shown the frame
operator S is S = 𝐴I. This is very desirable situation. Because we have only one
dual frame and it is created as f𝑘 = e𝑘/𝐴 ∀𝑘 = 1, . . . ,𝑚.
3.3 Gabor frames
Gabor frames are widely used in engineering especially when we need time-frequency
analysis. We can synthesize signals from, or to decompose signals into, building
blocks which are localized in time and frequency. This leads to spectrogram. We
will define some suitable terms. And as we said before we will consider only finite
Gabor frames - because there are only finite signals we work with.
We seek to expand a signal x ∈ R𝑛 in the form
x(𝑙) =
∑︁
𝑘,𝑗
𝑐𝑘,𝑗f𝑘,𝑗(𝑙) + 𝑟(𝑙), 𝑙 = 1, . . . , 𝑛, (3.4)
where f𝑘,𝑗 are the atoms of a time-frequency dictionaryD. The expansion coefficients
are denoted as 𝑐𝑘,𝑗 and 𝑟 is some residual. We assume the dictionary D denotes a
frame and 𝑐𝑘,𝑗 = ⟨x, f𝑘,𝑗⟩ and 𝑟(𝑙) = 0.
Definition 3.7. Next we need the definition of Modulation operator and translation
operator:
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◇ Modulation operator M𝑏 as M𝑏𝑔(𝑛) = 𝑒 2𝜋𝑖𝑏𝑡𝑛 𝑔(𝑛), 𝑏 ∈ R
◇ translation operator T𝑎 as T𝑎𝑔(𝑛) = 𝑔(𝑛− 𝑎), 𝑎 ∈ R
The function 𝑔 in equations is window analysis function. We will talk about
it more in subsection 3.3.
Definition 3.8. Then the Gabor frame consists of a set of atoms defined as 𝑓𝑘,𝑗 =
M𝑏𝑗T𝑘𝑎𝑔 for 𝑗 = 0, . . . , 𝐽−1, 𝑘 = 0, . . . , 𝐾−1 where 𝑎, 𝑏 are the time and frequency
sampling constants. It holds 𝐾𝑏 = 𝐽𝑎 = 𝑁 .
We will consider the tight frames for theirs simplicity. And we know the syn-
thesis is done with the analysis window function as x = ∑︀𝑘,𝑗 ⟨x, f𝑘,𝑗⟩ f𝑘,𝑗. This
equation holds up to constant. As we can see from property of tight frames we
showed in previous chapter.
As we said we have discrete and finite signal situation. Which has few advan-
tages. The frame’s atoms constitute the columns of dictionary D which is of type
𝐿× 𝑝. Another tight frames property is D.D*.x = x.
We focus on the redundant case 𝐿 < 𝑝 where we use the additional degrees of
freedom for promoting the sparsity of coefficients.
Once we have Gabor coefficients we can speak about spectrogram. Spectro-
gram is generally visual representation of relation between frequency spectrum and
time samples.
Definition 3.9. The discrete Gabor transform is defined as
x(𝑛) =
𝐽−1∑︁
𝑗=1
𝐾−1∑︁
𝑘=1
M𝑏𝑗T𝑘𝑎𝑔(𝑛)
The STFT is equivalent to DGT with 𝑎 = 1 and 𝑀 = 𝑁 [5].
Proposition 3.1. For DGT and FIR window holds [5]:
◇ Coefficients are regularly spaced in time
◇ Coefficients are regularly spaced in frequency.
Analysis window function types
This subsection gives brief overview of window functions with illustrating figures.
Most commonly used windows are the finite impulse response (FIR) windows be-
cause of well localisation in the time-frequency plane.
◇ The Gaussian window function illustrated in figure 3.1. The Gaussian window
function is infinite.
Gaussian window function
𝑤(𝑡) = 𝑒−𝜋
𝑡2
2(Δ𝑡)2 (3.5)
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.
◇ We can see Hann window function
𝑤(𝑡) = 12
(︂
1− cos( 2𝜋𝑡
𝑁 − 1)
)︂
(3.6)
in figure 3.2. Hann window is finite window.
◇ And finally there is Hamming window function
𝑤(𝑡) = 𝛼− 𝛽 cos( 2𝜋𝑡
𝑁 − 1) (3.7)
where 𝛼 = 0.54, 𝛽 = 1− 𝛼 = 0.46 in the figure 3.3.
25
Fig. 3.1: Gaussian window function from equation (3.5) [26]
Fig. 3.2: Hann window function (3.6) [26]
Fig. 3.3: Hamming window function (3.7) [26]
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4 AUDIO INPAINTING FORMULATION
4.1 Basic facts
This chapter is useful for both chapters 5 and 6. We work in general with vector of
audio samples x ∈ R𝑁 . We consider positions of reliable and masked or missing sam-
ples which can be expressed as partition {ℐ𝑚, ℐ𝑟} of whole support ℐ , {1, 2, . . . , 𝑁}
of x, [1]. The letters 𝑟,𝑚 stand for reliable and missing (or masked). We suppose
masked samples as missing. More precisely
ℐ𝑚 ⊂ ℐ and ℐ𝑟 , ℐ∖ℐ𝑚.
Obviously we can observe only reliable samples and vector we work with - y ∈ R𝐿.
So, the task of audio inpainting problem is to recover the missing samples y(𝐼𝑚)
based on known facts about observed signal:
◇1 y𝑟 = y(ℐ𝑟) = x(ℐ𝑟),
◇2 Previous item can by expressed as
y𝑟 =M𝑟x,
whereM𝑟 is measurement matrix with respect to reliable samples as explained
in (1.14)
◇ ◇ the partition {ℐ𝑚, ℐ𝑟} ,
◇ ◇ ◇ additional information known a-priori (about signal in general or about missing
samples)
As we can see in figure 1.1 we can divide types of damages into several groups
which can be mathematically described this way:
Impulsive noise
Imagine sound of slamming a door inside beautiful piano play and you can under-
stand one example which can cause impulsive noises in observed signal vector y.
Next example are clicks while playing the gramophone.
We have both masked and reliable samples inside y. And as we said before we
know the positions of masked samples. We suppose masked samples are corrupted
by a Gaussian noise n (this vector has the same length as y𝑚).⎧⎨⎩ y𝑟 =M𝑟y =M𝑟xy𝑚 =M𝑚x + n . (4.1)
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Missing samples intervals
We work wiht the easiest case with no additional constraints. We have only positions
of missing samples and we will them with zeros before applying optimization process.
y𝑟 =M𝑟x (4.2)
Overlap-add method
This method is very often used in signal processing [19]. The idea is to segment
long signal y ∈ R𝑁 into smaller parts. The Overlap-add (OLA) method evaluates
the discrete convolution with a FIR filter - window w(𝑛):
y =
𝑀∑︁
𝑚=1
w(𝑚) · x(𝑛−𝑚)
where w(m) = 0 for 𝑚 = R𝑁∖ [1,𝑀 ].
This method is useful also when we want to put parts together again. There
are many possibilities how to choose window w(𝑛). Example of choice of the window
function is showed in section 5.1.
We will use rectangular type of window in chapter 6. Which means we will
segment long signal into shorter intervals of samples. These intervals has no overlap.
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5 SPARSE OPTIMIZATION PROBLEMS
If we want to compare SR based audio inpainting functions we need theory and it
is described in this chapter.
We will start with an introduction in section 5.1. We say some facts about
processing and reconstruction of sound signal with using frames before the sparse
representation modelling of audio frames. The sparse signal audio inpainting is
based on time-domain framework.
The second section 5.2 speaks generally about sparse representations and fo-
cuses at types of dictionaries in subsection 5.2.1.
There is information about applying sparse representation formulas on audio
inpainting problem in section 5.3. We will use functions omp_dct, struct_gab and
l1_gab from [25] for experiments and comparisons.
5.1 Frame-based processing and reconstruction
The signal processing has several steps:
◇ Signal is segmented into frames.
◇ Each frame undergoes inpainting process independently.
◇ As last step signal is synthesized back using the overlap-add method
The signal is decomposed into overlapping frames indexed by 𝑖, with starting time at
𝑡𝑖. Frame is weighted by an analysis window 𝑤𝑎 with length 𝑁 . We adapt equations
of type (4.2) as follows
y𝑟𝑖 =M𝑟𝑖x𝑖. (5.1)
The M𝑟𝑖 is measurement matrix corresponding to 𝑖-th frame which can be obtained
fromM𝑟 and the windowed frame looks like x𝑖(𝑡) , 𝑥(𝑡+ 𝑡𝑖)𝑤𝑎(𝑡) for 0 ≤ 𝑡 ≤ 𝑁−1.
And also supports ℐ𝑟𝑖 , ℐ𝑚𝑖 correspond to reliable and missing or masked samples in
𝑖-th frame. After applying inpainting algorithm we obtain the signal x estimation
x^ and we can have the result signal inserting synthesis window w𝑠 (calculated from∑︀
𝑖𝑤𝑠(𝑡− 𝑡𝑖)𝑤𝑎(𝑡− 𝑡𝑖) = 1 ∀ 𝑡) into formula:
x^ ,
∑︁
𝑖
𝑤𝑠(𝑡− 𝑡𝑖)x^𝑖(𝑡− 𝑡𝑖) (5.2)
For example can be used rectangular window for 𝑤𝑎 and sine window for 𝑤𝑠 [1].
5.2 Sparse representation
Vector y𝑖 can be approximately described as
y𝑖 ≈ Db𝑖. (5.3)
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We will talk about dictionary D ∈ R𝑁×𝐾𝐷 in next section 5.2.1. Then the vector
b𝑖 ∈ R𝐾𝐷×1, where 𝑁 ≤ 𝐾𝐷 is called k-sparse (it has only few non zero elements
with respect to 𝑁).
If we apply (SR) on (4.2) we obtain equation
y𝑟𝑖 ,M𝑟𝑖x𝑖 ≈M𝑟𝑖Db𝑖. (5.4)
Our goal is to recover unknown samples denoted as x^𝑖(ℐ𝑚𝑖 ) by estimating vector b^𝑖
(which is (SR) of each frame). We work only with (5.4). And we also take into
account additional information (for example the clipping case).
The desired estimation of missing samples is shown in next equation
x^𝑖(ℐ𝑚𝑖 ) =M𝑚𝑖 Db^𝑖. (5.5)
Next section 5.2.1 is about types of dictionaries for SR.
5.2.1 Dictionaries
Dictionaries D are matrices as was shown in section 5.2. Dictionary is composed of
columns generally called atoms.
We will take closer look at several types of dictionaries. Let us start with
the Discrete Cosine Transform (DCT). This type of dictionaries is widely used in
solving sparse optimization problems of audio signals.
1. DCT dictionary
The DCT dictionary D𝑐 is overcomplete dictionary. Atoms of D𝑐 can be
described with formula
d𝑐𝑗(𝑡) , 𝑤𝑑(𝑡) cos(
𝜋
𝐾𝑐
(𝑡+ 12)(𝑗 +
1
2)) (5.6)
and put into DCT dictionary as
D𝑐 =
[︁
d𝑐0, . . . ,d𝐾𝐶−1𝑗
]︁
.
for 0 ≤ 𝑗 ≤ 𝐾𝑐 − 1 and 0 ≤ 𝑡 ≤ 𝑁 − 1. 𝐾𝑐 is the size of dictionary (coincides
with number of discrete frequencies). User chooses the weighting window w𝑑.
The example of DCT dictionary can be found in figure 5.1
2. Discrete Gabor dictionary
Next possibility is Discrete Gabor Transform (DGT) D𝑔 ∈ R𝑁×𝑛. It is more
flexible than DCT dictionary. Gabor dictionary is a generalization of DCT
dictionary.
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Where 𝑁 corresponds to length of signal we can apply it on and the 𝑛 = 𝑀 ·𝑁
𝑎
.
We create matrix P with modulating 𝑀× the window function 𝑤 and putting
it into 𝑀 columns. P = {M𝑏𝑗𝑤(𝑛)}𝑀𝑗=1 . Then the DGT is composed of
matrices P shifted with step 𝑎 along diagonal. Three is illustration of real
part of DGT in figure 5.2.
3. Example of special dictionary 𝐷𝑠
This type of dictionary is used in case we know some particular additional in-
formation about our signal. And we are able to create the dictionary based on
the information. We will use only DCT and DGT dictionaries in calculations.
But it is very easy way how to imagine the SR of vector and we will demon-
strate it on one example of simple piano composition. We can use a dictionary
with a priori known atoms just shifted in time as demonstrated in [11].
Let us have simple piano composition. We know there is only one key pressed
every second. And any press in the signal last one second. There are no keys
pressed simultaneously.
Let us start with basic block of tones for creating our dictionary. Let us take
the frequency of first atom 𝑓0 = 440Hz and every next atom frequency is
derived from geometric progression:
𝑓𝑛 = 𝑓0( 12
√
2)𝑛 Hz for 𝑛 = 1, . . . , 12.
At this point we created matrix 𝐷𝑏𝑙𝑜𝑐𝑘 with different atom in every column as
defined before. Now we make block-diagonal dictionary take 𝐷𝑠 with 𝐷𝑏𝑙𝑜𝑐𝑘
matrices on diagonal and zeros elsewhere. Our signal has sampling frequency
Fs= 1600 per second. The figure 5.3 demonstrate the example.
y = Db, (5.7)
where y ∈ R𝑁×1,D ∈ R𝑁×𝐾𝑠 ,b ∈ R𝐾𝑠×1
5.3 Audio inpainting based on sparse algorithms
In first subsection 5.3.1 we introduce the OMP algorithm for explaining omp_dctfunction.
Then we briefly mention l1_gab function and we will focus more on last function
struct_gab in last subsection.
5.3.1 Orthogonal Matching Pursuit
We will use the function omp_dct from [25] for comparison of audio inpainting meth-
ods.This method is based on following OMP algorithm[1] with DCT as dictionary.
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Fig. 5.1: DCT dictionary with 20 atoms and N = 200
Fig. 5.2: Gabor dictionary with a = 10,M = 20,N = 200 and with 400 atoms
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Fig. 5.3: Special dictionary SR example
With using knowledge from previous chapters we can understand problem
b^𝑖 = argminb ‖b‖0 s.t. ‖y
𝑟
𝑖 −M𝑟𝑖Db‖22 ≤ 𝜖𝑖. (5.8)
Where 𝜖𝑖 is given approximation threshold. As we said before this problem is NP-
hard and we need to apply some approximation procedure to give at least some
result [1]. In this section we will work with OMP modified for audio inpainting
problem. We assume all atoms of dictionary are internally normalized to unit norm
and we will denote them as d˜𝑗. We can see whole OMP inpainting algorithm in
Table 5.4.
There are as usual two possible stopping criteria. The maximum sparsity
level 𝐾𝑂𝑀𝑃 and threshold 𝜖𝑂𝑀𝑃𝑖 . These are obviously responsible for algorithm
termination. The algorithm described in Table 5.4 also uses diagonal matrix W
with assumption of clean samples. Next step is the atom selection which differs for
the DCT dictionary and the Gabor dictionary as explained in [1] and the solution
update as well.
5.3.2 Function l1_gab
This function uses as dictionary the DGT and as solver a function from [24] as
described in [25].
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Fig. 5.4: OMP Inpainting Algorithm [1]
5.3.3 Social sparsity
There is function struct_gab implemented in [25] which we will use in experiments.
This function uses DGT as dictionary and the interesting part about it lies in using
the social sparsity. Solver used for struct_gab is called FISTA and is described in
the end of this chapter.
In the previous sections of this chapter we spoke only about sparse signal
expansion on dictionaries. The structured signal expansion will be talked about in
next subsections. There is described connection between the iterative thresholding
algorithms and convex functional. The goal of this approach is take into account
the grouping effect of coefficients inside each representation. The social sparsity is
method using the neighborhood of given coefficient. Which has purpose to decide if
the coefficient is useful or not and we discard it. The structured shrinkage operators
will help us with social sparsity. These can be connected with minimization of a
convex functional.
Structured sparsity via mixed norms
There are special structures of audio signals in time-frequency representation [21].
And audio signals are highly structured in frequency and time. There are typical
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sparsity types for both frequency and time sparsity. We can imagine the structures
in spectrograms. Sparsity in time is caused by transient events. The sparsity in
frequency is based on presence of harmonic components. The mixed norms are used
in optimization formula for enforcing sparsity in one domain (time/frequency) and
diversity and persistence in the other (frequency/time). Sparsity of coefficients may
be enforced by ℓ1-regression (the Lasso - optimization problem (2.3)). To use this
property we explore behaviour of following optimization formula:
c^ = argmin
c
1
2
⃦⃦⃦⃦
⃦⃦y− 𝐽−1∑︁
𝑗=1
𝐾−1∑︁
𝑘=1
f𝑏𝑗c𝑏𝑗
⃦⃦⃦⃦
⃦⃦
2
2
+ 𝜆𝑚𝑖𝑥𝑒𝑑 ‖c‖𝑝,𝑞
= argmin
c
1
2 ‖Dc‖
2
2 + 𝜆𝑚𝑖𝑥𝑒𝑑 ‖c‖𝑝,𝑞 (5.9)
Where D is dictionary which in our case (finite and discrete) the frame’s atoms
constitute the columns of a matrix
This problem (5.9) is convex for 𝑝, 𝑞 ≥ 1. The norm ‖·‖𝑝,𝑞 has some interesting
properties. It acts differently on groups and their members. The groups may be
time or frequency.
Here follows some theory related to mixed norms defined in definition 1.9.
The choice of 𝑝, 𝑞 is very important. Let us focus on Group-Lasso (GL) case
where 𝑝 = 2, 𝑞 = 1 and the Elitist-Lasso (EL) case with 𝑝 = 2, 𝑞 = 2.
The choice 𝑝 = 1, 𝑞 = 2 promotes sparsity inside groups. And GL works with
sparsity between groups.
These operators are used to minimize non differential, but convex functional
(5.9). It is realized by iterative thresholding algorithms such as the proximal algo-
rithms or the thresholded Landweber iteration[21].
Proximity algorithms
Proximity operator as explained in 2.3 is tool used for solving non-smooth functional.
And we use them for convex minimization problems. It is the reason we solve (5.9) by
using proximal algorithms. Let us suppose thatD is orthogonal. Then the proximity
operators are [13]:
◇ LASSO: prox𝜆‖·‖1(y˜) = argminc 12 ‖y˜− c‖22 + 𝜆 ‖c‖1
𝑐𝑔,𝑚 = arg(𝑦𝑔,𝑚)(|𝑦𝑔,𝑚 − 𝜆|)+
◇ GL: prox𝜆𝑚𝑖𝑥𝑒𝑑‖·‖2,1(y˜) = argminc 12 ‖y˜− c‖22 + 𝜆𝑚𝑖𝑥𝑒𝑑 ‖c‖2,1
𝑐𝑔,𝑚 = 𝑦𝑔,𝑚(1− 𝜆𝑚𝑖𝑥𝑒𝑑‖y˜𝑔‖2
)+
35
◇ EL: prox𝜆𝑚𝑖𝑥𝑒𝑑‖·‖1,2(y˜) = argminc 12 ‖y˜− c‖22 + 𝜆𝑚𝑖𝑥𝑒𝑑 ‖c‖1,2
𝑐𝑔,𝑚 = arg(𝑦𝑔,𝑚)(|𝑦𝑔,𝑚| − 𝜆𝑚𝑖𝑥𝑒𝑑1 + 𝜆𝑚𝑖𝑥𝑒𝑑𝐿𝑔 ‖y˜𝑔‖)
+
where y˜ = D*y. The behaviour of LASSO, GL and EL is demonstrated in figure
5.3.3
Fig. 5.5: Illustration of behaviour. From left to right: LASSO, GL, EL [15].
The generalized thresholding operator is used in form
S𝜆,𝜉 = 𝑐𝑔,𝑚(1− 𝜉(c))+
We know the 𝜉 = 𝜉(𝑔,𝑚), 𝜆 is a non-negative. The operator is used in the ISTA.We
can choose functions 𝜉 with respect to mixed norm 𝑝, 𝑞 choice as proposed in [21],[12]:
𝑝 = 1, 𝑞 = 1 : 𝜉𝐿(𝑐𝑔,𝑚) =
𝜆
|𝑐𝑔,𝑚|
𝑝 = 2, 𝑞 = 1 : 𝜉𝐺𝐿(𝑐𝑔,𝑚) =
𝜆√︁∑︀
𝑚 |𝑐𝑔,𝑚|2
𝑝 = 1, 𝑞 = 2 : 𝜉𝐸𝐿(𝑐𝑔,𝑚) =
𝜆
1 +𝑀𝑔𝜆
‖𝑐𝑔‖1
|𝑐𝑔,𝑚| .
The 𝑀𝑔 is some natural number depending on magnitudes of coefficients in
the group 𝑐𝑔,1, . . . , 𝑐𝑔,𝑀 with 𝑐𝑔 = (𝑐−𝑔,1, . . . , 𝑐−𝑔,𝑀𝑔) denoting for each group 𝑔 the se-
quence of scalars |𝑐𝑔,𝑚| in descendant order.
ISTA and FISTA
We will show two approaches to solve (5.9). The first approach is based on proximal
operators and the second on using generalized thresholding operator. ISTA is simple
but it converge slowly. That is reason we will work with FISTA.
ISTA 1 [16]
Let 𝑐(0) ∈ C𝑁 , 𝛾 = 1D*Dand 𝑡 = 1.
repeat
𝑐(𝑡) = prox𝜆𝛾Ω(𝑐𝑡−1 + 𝛾D*(y−D𝑐(𝑡−1)))
36
𝑘 = 𝑘 + 1
until convergence;
Or there is another form of ISTA:
ISTA 2
Let 𝑐(0) = 0, 𝛾 < 1D*Dand 𝑡𝑚𝑎𝑥 ∈ N.
For 𝑡 = 0 to 𝑡𝑚𝑎𝑥
𝑐(𝑡+1/2) = 𝑐𝑡 + 𝛾D*(y−D𝑐(𝑡))
𝑐(𝑡+1) = S(𝑐(𝑡+1/2), 𝜆)
End For.
There is faster algorithm than ISTA. FISTA 1
Let 𝑐(0) ∈ C𝑁 , 𝛾 = 1D*Dand 𝑡 = 1, 𝑧(0) = 𝑐(0), 𝜏 (0) = 1.
repeat
𝑐(𝑡) = prox𝜆𝛾Ω(𝑐𝑡−1 + 𝛾D*(y−D𝑐(𝑡−1)))
𝜏 (𝑡) = 12(1 +
√
1 + 4𝜏 𝑡−1)
𝑧(𝑡) = 𝑐(𝑡) + 𝜏
(𝑡−1)−1
𝜏 (𝑡)
(𝑐(𝑡) − 𝑐(𝑡−1))
𝑘 = 𝑘 + 1
until convergence;
This version of FISTA is improved by using the heuristic shrinkage operators.
Following version of FISTA is used in [25] and in function struct_gab which we
will use in experiments in 7.2. The FISTA with heuristic shrinkage operators
[25].
Input, initial variables:
◇ X,X1, 𝑋2 are initialized with zeros of size of the transform
◇ 𝜏0 = 1, 𝜏1 = 1
◇ 𝛾 is parameter for gradient step
Individual steps:
While (do until convergence or max iterations)
1. Acceleration step
• 𝜏1 = 0.5 +
√
0.25 + 𝜏1
• X = X+ 𝜏0−1
𝜏1
(X−X2)
2. Gradient step
• X = X+ 𝛾D(M𝑟(y− x))
3. Thresholding
we use the generalized thresholding algorithm for: 𝑋 = S(𝑋)
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• Input, initial variables
– c - coefficients
– 𝑁 - neighborhood (which is constant over time-frequency plane)
– 𝑎 - time step parameter
• Individual steps:
(a) coefficients reweighting c(:,𝑚) = ‖𝑔‖‖M𝑟T𝑎𝑚𝑔‖
(b) mirror the coefficient matrix on the borders to obtain bigger layout
(c) We sum the coefficients via convolution
(d) And at the end of generalized thresholding algorithm we compute
thresholded coefficients based on the specified shrinkage.
4. Update signal and variables
• X2 = X1,X1 = X
• 𝜏0 = 𝜏1
• and s = D*X.
Neighborhood of coefficient[16]
Previously described LASSO, GL and EL divide coefficients into separate groups.
The idea which leads to social sparsity is following. We can decide coefficient by
coefficient by taking into account the amplitude of coefficients which are in a close
neighborhood.
We will work with weighted neighborhood ℐ where 𝑘 ∈ ℐ is some index and
weights 𝑤(𝑘)𝑘◇ defined on ℐ |ℐ|, such that 𝑤(𝑘)𝑘◇ ≥ 0∀𝑘◇ ∈ ℐ, 𝑤(𝑘)𝑘 > 0 and
∑︀
𝑘◇∈𝒩 (𝑘)𝑤2𝑘◇ =
1. Then we define a weighted neighborhood as 𝒩 (𝑘) =
{︁
𝑘◇ ∈ ℐ|𝑤(𝑘)𝑘◇ ̸= 0
}︁
.
There is an example of neighborhoods of two coefficients 𝑘1, 𝑘2 in figure 5.6.
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Fig. 5.6: The neighborhood of the coefficient 𝑘1 is given by the red window, and
the neighborhood of the coefficient 𝑘2 by the blue one. These two neighborhoods
share one coefficient. When considering the red group, coefficients are weighted by
some weights 𝑤𝑘1𝑘◇ > 0, 𝑘◇ ∈ 𝒩 (𝑘1). Outside the red group, the weights are equal to
zero. When considering the blue group, coefficients are weighted by some weights
𝑤𝑘2𝑘◇ > 0, 𝑘◇ ∈ 𝒩 (𝑘2), [16]
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6 AUDIO INPAINTING BY SPECTROGRAM
(AIS)
This chapter contains description of proposed solution of audio inpainting prob-
lem. There is optimization formula (6.1) in section 6.1 and further details about
the nuclear norm term in (6.1).
Second part is composed of section 6.2 and its parts. The tools for optimization
section should explain how we solve (6.1).
There are subsections about solving TV-1D, the description of proximal oper-
ators we use, reconstruction of signal from spectrogram and we mention also Heisen-
berg’s uncertainty principle.
6.1 Optimization formula
The result output signal is obtained by solving optimization problem
min
L
1
2 ‖M(B− L)‖
2 + 𝑐𝑛𝑢𝑐𝑙 ‖L‖* + 𝑐𝑇𝑉 ‖L‖𝑇𝑉−1𝐷 (6.1)
Note: the nuclear norm and TV-1D term
The nuclear norm is not one of the most used norm for optimization. The TV-
1D term in (6.1) is intend for inpainting suitable numbers. We will imagine (6.1)
without TV norm part for better understanding effect of the nuclear norm .
min
L
1
2 ‖M(B− L)‖
2 + 𝑐𝑛𝑢𝑐𝑙 ‖L‖*
This formula would take care just about noise and low-rank part. Which includes
the result matrix would not inpaint right values and it would just leave nearly zero
numbers at missing samples positions.
6.2 Tools for optimization
In first subsection 6.2.1 we will talk about low rank matrices. Total variation part
of (6.1) is discussed in 6.2.2. We use proximal algorithms for solving (6.1) and we
will define them in subsection 6.2.3. There is Heisenberg’s uncertainty principle
introduced in last subsection 6.4.
6.2.1 Low-rank demonstration
We suppose the input signal is low rank in time-frequency domain. And we inpaint
it with procedure detail described in 7.1. Matrices with low rank has just few non
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zero singular values. Which says the nuclear minimization term in (6.1) has sense
and it enforce the effect we want.
We can look at condition ’just few singular values non zero’ as kind of sparse
formulation.
The figure 6.1 illustrates application of audio inpainting algorithm (6.1) on
simple simulated example. There are only three frequencies with various time per-
sistence used in the figure. There are three parts of figure 6.1 first shows the input
signal spectrogram with missing samples and noise, second shows reconstructed
spectrogram and the last describes difference between previous two sub figures.
The image bars at site specify the spectrogram coefficient’s values.
Fig. 6.1: Simple example of TV of spectrogram with noise
6.2.2 TV minimization example
We will show simple example of TV minimization effect.TV enforces noise elimina-
tion. We need only ’1D’ TV - we apply TV only in rows because of the low rank
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Fig. 6.2: TV minimization illustration. First figure - signal with missing samples.
The rest figures shows possibilities of filling missing samples with values. There is
the same TV minimization value of all three possibilities.
assumption. The TV-1D is defined in definition 1.11.
There are many ways how to solve TV minimization problem. We will use very
simple example to demonstrate situation. The figure 6.2.2 illustrates three examples
with the same value of TV. We will focus on the last option (the figure in bottom
right corner of figure 6.2.2) - the linear interpolation.
We will use two ways how to minimize TV. First possibility is by using proximal
algorithm approach as described in subsection 6.2.3 and the second is to apply linear
interpolation.
6.2.3 Used proximal algorithm
We defined proximal algorithms in general in section 2.3. We will use the theory
in 6.2.3 to introduce the Forward-backward splitting algorithm which is used in
the program described in 7.1.
Solving our problem (6.1) uses Forward-backward splitting (FBS) algorithm.
Which is one of proximal operators related algorithms. The FBS is the most suitable
algorithm of proximal algorithm group to solve our problem [20].
The rest of 6.2.3 describes proximal operators we use in the program.
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Forward-backward splitting
Let 𝑓1 ∈ Γ0(R𝑁) and let 𝑓2 : R𝑁 → R be convex and differentiable with
(∀(v,w) ∈ R𝑁 × R𝑁) ‖∇𝑓2(v)−∇𝑓2(w)‖ ≤ 𝛽 ‖v−w‖ , (6.2)
where 𝛽 ∈]0,+∞[. And we suppose 𝑓1(v) + 𝑓2(v) ‖v→∞‖−→ +∞. Our optimization
formula:
min
v∈R𝑁
𝑓1(v) + 𝑓2(v). (6.3)
It is possible to prove [20] there is at least one solution for problem above and its
solutions are characterized by the fixed point equation
v = prox𝛾𝑓1(v− 𝛾∇𝑓2(v) (6.4)
for any 𝛾 ∈]0,+∞[. Which leads to iteration formula:
v𝑛+1 = prox𝛾𝑛𝑓1⏟  ⏞  
backward step
(v𝑛 − 𝛾𝑛∇𝑓2(v𝑛)⏟  ⏞  
forward step
, (6.5)
where step-size parameter 𝛾𝑛 is chosen from appropriate bounded interval.
Remark 2. Forward-backward algorithm
Fix 𝜀 ∈ ]0,min {1, 1/𝛽} [, v0 ∈ R𝑁
For 𝑛 = 0, 1, . . .
𝛾𝑛 ∈ [𝜀, 2/𝛽 − 𝜀]
𝑤𝑛 = 𝑣𝑛 − 𝛾𝑛∇𝑓2(v𝑛)
v𝑛+1 = v𝑛 + 𝜆𝑛(prox𝛾𝑛𝑓1w𝑛 − v𝑛)
end.
Proposition 6.1. [20] Every sequence (v𝑛)𝑛∈N generated by 2 converges to a solu-
tion to problem described in 6.2.3.
Remark 3. Concrete Lipschitz constant for (6.2):
(∀(v,w) ∈ R𝑁 × R𝑁) ‖∇𝑓2(v)−∇𝑓2(w)‖ ≤ 𝛽 ‖v−w‖
Let us look at the problems by parts:
𝑓2 =
1
2 ‖v− a‖ =
1
2
⎯⎸⎸⎷ 𝑁∑︁
𝑖=1
(v𝑖 − a𝑖)2.
∇𝑓2(v) = v− a.
‖∇𝑓2(v)−∇𝑓2(w)‖ = ‖(v− a)− (w− a)‖ = ‖v−w‖
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And we put it into (6.2)
‖∇𝑓2(v)−∇𝑓2(w)‖ ≤ 𝛽 ‖v−w‖
‖v−w‖ ≤ 𝛽 ‖v−w‖
1 ≤ 𝛽 which implies 𝛽 ∈]0, 1]
We choose 𝛽 = 1.
Used proximal operators
Nuclear norm[9]
min
B
𝑔(B) + ‖B‖* (6.6)
where 𝑔 is smooth and convex and B ∈ R𝑚×𝑛 with 𝑚 ≤ 𝑛. This part is used
to enforce low rank matrices.
Proximal operator of prox𝑡ℎ(B) for ℎ(B) = ‖B‖*
prox𝑡ℎ(B) = argminV (‖V‖* +
1
2𝑡 ‖V−B‖
2
𝐹 ) (6.7)
Next step is singular value decomposition B = Pdiag(𝜎1, . . . , 𝜎𝑛)Q⊤.
And we apply tresholding to singular values:
?^?𝑘 =
⎧⎪⎪⎨⎪⎪⎩
𝜎𝑘 − 𝑡 for 𝜎𝑘 ≤ 𝑡
0 for − 𝑡 ≥ 𝜎𝑘 ≥ 𝑡
𝜎𝑘 + 𝑡 for 𝜎𝑘 ≤ −𝑡
. (6.8)
prox𝑡ℎ(D) = P diag(?^?1, . . . , ?^?𝑛) Q⊤ (6.9)
1D Total variation [7]
The TV is not smooth function. The proximal approach uses the divergence
operator in 1D. Which compute the 1D divergence of all vectors in the matrix.
We can see the optimization formula for TV-1D in following equation:
min
L
1
2 ‖B− L‖
2 + 𝑐𝑇𝑉 ‖L‖𝑇𝑉−1𝐷
We will describe the fast TV-1D minimization algorithm as showed in [24], [7].
Input algorithm informations are input signal B, maximal number of iterations
𝑚𝑎𝑥𝑖𝑡, tolerance 𝑡𝑜𝑙 and TV term constant 𝑐𝑇𝑉 .
The function R is initially calculated by dimensional gradient operator applied
on zero matrix with the input signal B matrix sizes. And we initialize P𝑜𝑙𝑑 =
R, 𝑡𝑜𝑙𝑑 = 1, 𝐿𝑜𝑙𝑑.
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This function generally computes gradient of all vectors of its input matrix.
The algorithm itself consists of three main steps.
For 𝑖 = 1 : 𝑚𝑎𝑥𝑖𝑡
◇ The current solution calculation.
H = B− 𝑐𝑇𝑉 𝑑𝑖𝑣1𝐷(R)
where the 𝑑𝑖𝑣1𝐷 is function returning the divergence of all vectors in the matrix
as described in definition 1.12.
◇ The objective function value calculation.
We evaluate
L = 12 ‖B−H‖
2 + 𝑐𝑇𝑉 𝑉 (H)
where 𝑉 (H) returns vector with 𝑉 (h(𝑖, :)) on 𝑖-th position. 𝑉 (H) was defined
in definition 1.11.
L𝑟𝑒𝑙 =
|L− L𝑜𝑙𝑑|
L
L = L𝑜𝑙𝑑
◇ Stopping criterion check
The algorithm stops if L𝑟𝑒𝑙 < 𝑡𝑜𝑙 or 𝑖 ≥ 𝑚𝑎𝑥𝑖𝑡
◇ Update steps.
End For;
After the algorithm stops we take the matrix L as result.
6.3 Signal reconstruction from spectrogram
We spoke about spectrogram in section 3.3. This section will focus on reconstruction
of vector signal from spectrogram. There are many reconstruction techniques. But
we will use only the Griffin-Lim algorithm.
This reconstruction type first appeared in [17] with name Signal Reconstruc-
tion from the Short-Time Fourier Transform Magnitude. We will call the algorithm
simply Griffin-Lim. In other words this algorithm provides optimal reconstruction
of the sound signal from STFT after amplitude modifications. The Griffin-Lim al-
gorithm [17] is the right tool for our situation because it allows us to use phase
information we know and we will speak about it in next section 6.3.1.
Optimizing formula (6.1) requires working with real valued matrices. It is
the reason why we have to use for optimization only amplitude part of spectrogram.
With this procedure we obviously loose phase information part. We can certainly
agree this kind of information loss is not acceptable and we have to obtain fully
restored signal as result of optimization procedure.
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Technically we need reconstruction only of phase of the missing samples be-
cause we know the rest of samples from original signal.
6.3.1 Griffin-Lim algorithm
Firstly we will take a look at the magnitude part of spectrogram:
S𝑚𝑎𝑔(𝑥,𝑤,𝑁) = {|𝑐𝑟,𝑘|}𝑅−1,𝐾𝑟,𝑘=1
And secondly we speak about uniqueness of reconstruction by Griffin-Lim algo-
rithm. The Griffin-Lim algorithm converges to solution of our problem [17]. Because
we use magnitude part the solution is not unique in general (the spectral magni-
tude of x(𝑛) and x(−𝑛) is the same). We solve this inconvenience by modifying
the Griffin-Lim algorithm. Because we solve audio inpainting problem we know
phases of non missing samples in original signal y. We add these phases in every
iteration into result signal. The uniqueness is proved in [17] for STFT Magnitude
under uniqueness conditions.
The forth section of [17] describes three extrapolation techniques
1. The sequential extrapolation approach:
It is necessary to know window function 𝑤 used during spectrogram creation
with it’s length 𝑁𝑤. We also need to know number of samples 𝑁 of input
signal.
2. Least squares sequential extrapolation
3. Iterative sequential extrapolation
We use Griffin-Lim function from LTFAT toolbox [5] which is slightly modified
for our purpose. This function is roughly described on flowchart in figure6.3.
6.4 Heisenberg’s uncertainty principle
When we work with spectrogram we can see in the reconstructed signal some un-
expected oscillations. It is one of reasons we will go for short visit to quantum
mechanics and atomic physics. Let us introduce Heisenberg’s uncertainty principle
for energy [27]:
Δ𝐸 ·Δ𝑡 & ℎ2𝜋 = ~ (6.10)
where Δ𝐸 is uncertainty in energy, Δ𝑡 is uncertainty in time and ℎ is Planck’s
constant (ℎ ≈ 6.6260689633 · 10−34 J · s) and ~ is reduced Planck constant (~ ≈
1.05457172647 · 10−34 J · s). There is analogous theorem for momentum.
Because of the value of ℎ is very small there are consequences mainly for pho-
tons, pohonons and fundamental particles. However there exist many physical pro-
cesses witch evolution with time depends sensitively on initial conditions. Physicist
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Fig. 6.3: Griffin-Lim algorithm flowchart
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can tall that one cannot have exact knowledge. It is caused for a variety of practical
reasons including the fact there is not enough memory to record the infinite number
of significant figures required to record an exact measurement.
But we are interested in music we take a closer look at The musician’s uncer-
tainty principle:
Δ𝑓 ·Δ𝑡 & 12𝜋 (6.11)
Where Δ𝑓 is error in 𝑓 and Δ𝑡 is time taken to measure 𝑓 . Non mathematically
speaking if difference between frequencies is Δ𝑓 then you need circa time of 12𝜋Δ𝑓 to
notice it.
Heisenberg’s uncertainty principle denies the possibility to have a good fre-
quency resolution and a good time resolution at the same time.
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7 EXPERIMENTS
To show how the idea of audio inpainting by spectrogram works in practice the Mat-
lab code was created. We can see it in the first part 7.1 of chapter 7. The second
part 7.2 is dedicated to comparison with other audio inpainting methods and few
experiments on the code from 7.1.
7.1 Program description
Fig. 7.1: 1. The program description
We will speak about practical application of previous chapter 6 in program
Matlab R2010b and we will demonstrate and explain the Matlab code.
The idea of this chapter is to start with the main file of program and continue
step by step until the end of program. There are explained only main ideas for
program understanding and the most important functions.
7.1.1 File Start up file
There is general information about program and problem to be solved in figure 7.1
including optimization formula (6.1).
The program continues with setting indicators and constants related to solving
minimization formula (6.1) in figure 7.2. Firstly it is choice which was discussed in
subsection 6.2.2. We should be careful with using TV and matrices of type R𝑚×𝑛
with max (𝑚,𝑛) > 400. We advice to use shorter rectangular function which was
described in last subsection of section 4.1.
We have to be also careful with interpolation choice. Missing samples positions
can not be at the beginning or the end of rectangular window we use.
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Fig. 7.2: 2. User choice of constants related to solving optimization problem (6.1)
Then we continue with setting constants in (6.1) and subsequently the proxi-
mal constants setting. Second part of figure 7.2 sets tolerance and maximal number
of iterations for the GriffinLim function. Recommendations for the values of pa-
rameters are given in comments in Matlab scripts.
Next step is to load input signal directly from audio file as we showed in figure
7.3 and setting necessary variables. The ’𝑛’ choice is very important. It defines
the length of rectangular window1. We cut the signal into several parts and we
apply in loop the optimization formula separately for every iteration and we put
them all together at the end.
Fig. 7.3: 3. Input signal, missing samples positions
This is reason for ’stretching’ the original input signal into ’𝑦’ because of
compatibility2 with chosen 𝑛. We obtain the number of iterations and store it
into number_of_iterations. Last step on figure 7.3 is the loading missing samples
position from function m_s.
1Explained in sub section 4.1
2 We need mod (N,n) = 0
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In following figure 7.4 we focus on creating frame and window function choice.
We remind here note from section 3.3. Which says there is a relation between
sizes of spectrogram matrix and constants 𝑎,𝑀 such as 𝐾𝑏 = 𝐽𝑎 = 𝑁 . It is custom
to choose 𝑎 ∈
[︁
𝑙𝑒𝑛𝑔𝑡ℎ_𝑜𝑓_𝑤𝑖𝑛𝑑𝑜𝑤
4 ,
𝑙𝑒𝑛𝑔𝑡ℎ_𝑜𝑓_𝑤𝑖𝑛𝑑𝑜𝑤
2
]︁
.
Our approach is based on inpainting columns of spectrogram. This is reason
why choice of 𝑎 is more important than choice of 𝑀 because 𝑎 determines the num-
ber of rows of spectrogram. The method is based on reconstruction of columns of
spectrogram which doesn’t carry informations about missing samples (associated
window function to those columns was not used on missing samples positions).
When we choose window functions we take into account if the function is FIR
or not. There is the Gaussian window as an example of infinite window functions.
However Gaussian function is infinite there are many very very small values which we
can throw away because their contribution is meaningless for our purposes. The cal-
culation of number of gaussian window useful samples happens in the main loop by
using function window_length.
Fig. 7.4: 4. Frame and window function specifications
However we usually work with FIR window functions and specifically with
the Hann window .
The function frame comes from the LTFAT toolbox3 and takes into account
the window function and 𝑎,𝑀 constants.
3http://ltfat.sourceforge.net/doc/frames/frame.php
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Let us move to the main loop. The first part of main loop is showed in figure
7.5 and the second in figure 7.8.
As mentioned before we solve the problem for 𝑛 samples separately. And we
work with missing samples positions locally4.
If the 𝑖𝑡𝑒𝑟-th iteration doesn’t obtain missing samples we skip it and continue
with 𝑖𝑡𝑒𝑟 + 1-th iteration.
Fig. 7.5: 5. First part of the main loop
Then we obtaining spectrogram coefficients from the dgtreal function5. We
store the coefficients into variable coef_dgtreal and we put into B only magnitude
part of coef_dgtreal.
The function missing_columns_in_spectr returns variable m_s_columns -
the corresponding columns of spectrogram affected with unreliable windows6 and
𝐵_𝑤𝑖𝑡ℎ_𝑧𝑐 - the matrix 𝐵 with zeros in columns corresponding to m_s_columns.
And now we move to optimization part. We will take a closer look at the func-
tion opt:
7.1.2 Function OPT
The function opt ensures the minimization of (6.1).
Constants were chosen in the main file as showed in figure 7.2.
4We have to work with positions recalculated by function 𝑚_𝑠_𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 based on modulo.
5http://ltfat.sourceforge.net/doc/gabor/dgtreal.php
6Windows containing information about missing samples
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Fig. 7.6: The first part of function opt
We can see the application of Forward - backward splitting method in figure 7.6
and 7.7. The Forward step is composed of solving the proximal operator of nuclear
norm defined in section 6.2.3. Then we continue to backward step with the total
variation proximal operator or simple linear interpolation as described in section
6.2.2.
Next we continue with checking if the solution is acceptable by evaluating ’con-
vergence step’. And loop repeats until we obtain desired accuracy. And the iteration
number with runtime of loop is displayed into Matlab command line.
Start up file continues
We return back into the main file and we need to transform result spectrogram into
vector signal and store result.
In this moment we add known phases corresponding toM𝑟y. In words we add
the known phases corresponding to the reliable samples of 𝑦 from 𝑐𝑜𝑒𝑓_𝑑𝑔𝑡𝑟𝑒𝑎𝑙.
As next step we vectorize 𝑐𝑜𝑒𝑓_𝑜𝑝𝑡 and we put it with 𝑓𝑟𝑎𝑚𝑒 and function
𝑚_𝑠_𝑖𝑡𝑒𝑟_𝑛𝑢𝑚𝑏 the samples positions into function 𝐺𝑟𝑖𝑓𝑓𝑖𝑛𝐿𝑖𝑚. This function
is described in flowchart 6.3.
There is also plot of partial results in 𝑖-th iteration (original spectrogram,
result spectrogram and their difference).
After storing values obtained by function 𝐺𝑟𝑖𝑓𝑓𝑖𝑛𝑙𝑖𝑚 we continue with next
loops until the the last loop of for. As result from this program is audio file
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Fig. 7.7: The second part of function opt
𝑦_𝑟𝑒𝑠𝑢𝑙𝑡.𝑣𝑎𝑤 with plotting original signal and result signal difference.
7.1.3 Results plot
Let us take these parameters as described in previous figures from 7.9 to 7.1 except
for window length which was set to 4 · 𝑎. And we changed the input signal to
multi_sin and the missing samples are on positions from 5002 to 5020.
The first figure 7.10 shows the spectrogram of partial result. It is the part of
signal in the third passage of the main loop. Let us describe the figure by parts.
First sub figure shows original signal and second also the reconstructed signal (just
samples with respect to third iteration). We can notice the difference between first
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Fig. 7.8: 6. Second part of the main loop - reconstruction of signal from spectrogram
coefficients
Fig. 7.9: 7. Signal store
two is illustrated on the third figure.
We can see how much the positions of missing samples is important for success-
ful reconstruction of signal and also how much is important the number of missing
samples.
There is the result plot of whole result signal in figure 7.11. We can see
the difference between original and reconstructed signal illustrated by red marks in
the figure. We introduce detail of the inpainted samples is in figure 7.12 for better
imagination of reconstructed signal.
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Fig. 7.10: Spectrograms of 3rd iteration partial signals
Fig. 7.11: Plot of original signal, the reconstructed signal and the difference between
them
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Fig. 7.12: Local detail of figure 7.11
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7.2 Comparison
To compare different audio inpainting approaches we introduce two subsections of
7.2. The first subsection 7.2.1 describes the Signal-to-noise ratio (SNR). We will
compare three recent audio inpainting methods and approach proposed in chapter
6. There are also illustrated few experiments on proposed audio inpainting method
based on spectrogram of signal.
It is necessary to use UNLocBoX [24] and LTFAT [5] Matlab toolboxes to be
able to run the script.
First sub section explains SNR, second explains results illustrated on figures.
As input signals we use signle_sin and multi_sin from [25] as examples of
Matlab generated signal. Ths signal OdaNaRadost5Tonu taken from [11] and last
one we will use is PapousekPovidani. The last two signals are real signals where first
one is piano play record and the second recorded parrot’s voice.
7.2.1 Signal-to-noise ratio
We will use the evaluation of success of signal reconstruction by applying the Signal-
to-noise ratio (SNR). Equation (7.1) shows the usual type of SNR.
SNR𝑓𝑢𝑙𝑙(y, y^) , 10 log
‖y‖22
‖y− y^‖22
. (7.1)
But we will only use the version of SNR modified for audio inainting as pro-
posed in [1] and expressed in equations (7.2) and (7.3).
SNR𝑓𝑢𝑙𝑙(y, y^) = SNR𝑚(y, y^) + 10 log
‖y‖22
‖y(ℐ𝑚)‖22
. (7.2)
SNR𝑚(y, y^) = 10 log
‖y(ℐ𝑚)‖22
‖y(ℐ𝑚)− y^(ℐ𝑚)‖22
. (7.3)
7.2.2 Comparison of audio inpainting methods
We will compare AIS with three audio inpainting algorithms from [25]. Following
three items of enumeration assigns audio inpainting approaches with theory and
constants setting we use for comparisons.
The function l1_gab solves audio inpainting problem with DGT with solver
from [24] as described in [25]. We will use this setting of parameters:
tol = 10−6,maxit = 100, 𝛾 = 0.7, 𝜏 = 3 · 10−2
Hann window function with length 2248, 𝑎 = 512,𝑀 = 2048.
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As solver for struct_gab is used FISTA with DGT. Calculations are done under
setting of parameters:
tol = 10−6,maxit = 100, 𝛾 = 0.7, 𝜆 = 0.1
Hann window function with length 2248, 𝑎 = 512,𝑀 = 2048.
Next algorithm is omp_dct which solves OMP with DCT as described in sec-
tion 5.3.1. Parameters were set as:
tol = 10−6,maxit = 100
The last function AIS described in previous chapter with parameters:
const𝑛𝑢𝑐𝑙 = 1, const𝑇𝑉 = 1, 𝜀 = 0.000011, 𝜆 = 0.9, 𝛾 = 1, tol = 10−6,maxit = 100
The methods we deal with has different approaches to solving and consequently
their parameters are not quite compatible. This is reason we will compare how
successful they reconstruct signal with respect to type of signal and with respect to
number of missing samples. We will discuss the results.
As we can see in figure 7.2.2 for the single_sin signal methods l1_gab, AIS and
struct_gab gives similar results and OMP was much less successful. As expected
the struct_gab. This is however the easiest case of all.
When we work with a bit complicated audio signal multi_sin we can see in
figure 7.2.2 the success of AIS decreases more than l1_gab and struct_gab. And
OMP gives similar results. This signal is not recorded signal. It was generated in
program Matlab. It means this signal is more sparse than real recorded signals and
more easy for algorithms with reconstruction.
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The signal OdaNaRadost5Tonu is in contrast to mult_sin case is real signal.
We can observe the behaviour of functions l1_gab and struct_gab in figure 7.2.2.
When we compare it with 7.2.2 we can see the quality of reconstruction for these
two functions remains nearly at the same level. Also OMP and AIS works with
the same quality of reconstruction as in previous example.
All these algorithms work best on signals with harmonic components. We
present last example of signal in figure 7.2.2. It is the PapousekPovidani which
carries recorded voice of parrot. It is no surprise methods l1_gab and struct_gab has
the best results however it is worse than in previous examples. The reconstruction
of AIS is similar to previous two examples and the reconstruction of OMP is bit
worse than before.
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As we can see the l1_gab and struct_gab gives nearly equivalent results. How-
ever there is big difference between these two methods and it is time. It is because the
solver of strut_gab is FISTA. The quality of reconstruction by AIS method remains
for similar for all more complicated experiments. The OMP method gives the worst
results. How ever the decreasing trend is the lowest for OMP and the optimization
time is the shortest. AIS is also much faster than l1_gab and struct_gab.
7.2.3 Experiments on AIS
This subsection contains results of experiments on AIS with parameters as defined
in previous subsection 7.2.2.
At the beginning the figure 7.2.3 is shown to make an overview of results from
previous subsection just for AIS. Then we will examine the behaviour of AIS with
respect to changing length of window function in subsection 7.2.3. We will look at
the difference between quality of reconstruction with respect to TV-norm solving
function choice.
Missing samples number experiment on AIS
We introduce the figure 7.2.3 for better picture of reconstruction abilities of AIS.
New information which follows from figure is that the reconstruction of all the
kinds of signals except for single_sin is very similar. And the worst results gives
the PapousekPovidani signal which is not surprising fact.
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Window function length experiment
The result of experiment with length of window function (the Hann window was
used) is shown in the figure 7.2.3. We can observe the reconstruction is better with
longer window function. The most significant growing trend can be seen in the sin-
gle_sin case. But for the rest cases the results are very similar. The experiment
on PapousekPovidani showed nearly no influence of window length on success of
reconstruction.
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TV versus interpolation
It is useful to know if is better to use TV or interpolation in the function opt. There
is an experiment to answer this question which is in figure 7.2.3. We used wider
interval of missing samples 10, 40, . . . , 340.
As we can see in all sub figures of figure 7.2.3 both choices nearly equivalent
with respect to success of reconstruction and number of missing samples.
There is also significance difference between TV and interpolation which is
time. If we choose interpolation the algorithm is much faster.
Audio signals
We will briefly talk about the audio results. If the number of missing samples is less
than circa 100 then we nearly can not detect the inpainted samples positions by ear.
However we recognize for omp_dct and AIS the damage after bigger number than
100 samples the l1_gab and struct_gab still perform very nicely.
63
8 CONCLUSION
This thesis is focused on audio inpainting algorithms using sparse representation
of audio signals. The purpose was to study SR of audio signals and related audio
inpainting problems. Further summarize theory related these problems. Following
step was to propose new approach to inpainting problem and it’s implementation in
Matlab and comparison with previously referred methods.
First chapter introduced useful definitions and terms to use them in following
chapters. Then I summarized basic information about optimization methods and I
focused. I focused more at frames and specially on Gabor frames. These are useful
for expressing signal in time-frequency plane which is very important in this thesis.
Because the proposed method is based on audio inpainting in spectrogram of signal.
Real signals are usually highly structured in time or in frequency. I used
the property of signal structure in frequency which leads on low rank matrices.
The method is based on minimization of (6.1). I proposed some suitable values
of method’s parameters . I introduced SR based audio inpainting algorithms. I
created script in program Matlab solving proposed method and I compared it with
previously introduced audio inpainting methods. I learned my method is applicable
however it doesn’t work so well as some of inpainting methods. And I demonstrated
some properties of my algorithm. In whole text I introduced many pictures created
in program Matlab for better understanding the text.
Audio inpainting problem is still current problem worth to study and solve.
Reconstruction of audio signals of commercial programs is not perfect and Sparse
representation based audio inpainting algorithms can be nice tool for improving
current situation. Further improvements on proposed algorithm is possible. For
example by taking into account information carried by some columns of spectrogram
which are affected by missing samples. Or the algorithm may be improved by adding
new term into it’s optimization formula.
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LIST OF SYMBOLS, PHYSICAL CONSTANTS
AND ABBREVIATIONS
AIS Audio inpainting by spectrogram
𝛼 Constant
A Matrix
BP Basis Pursuit
DGT Discrete Gabor Transform
EL Elitist-LASSO
FIR Finite Impulse Response
FISTA Fast Iterative Shrinkage-Thresholding Algorithm
GL Group-LASSO
IRLS Iterative Reweighted Least Squares
ISTA Iterative Shrinkage Thresholding Algorithm
LI Landweber Iterations
OMP Orthogonal Matching Pursuit
SR Sparse representation
STFT Short Time Fourier Transform
TV Total variation
u Vector
WE-LASSO Windowed-Elitist-LASSO
WG-LASSO Windowed-Group-LASSO
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◇ Main file
– Start_up_file
– opt
– GriffinLim
– Input audio signals
– is responsible for running al-
gorithm
– provides optimization part
of algorithm
– ensures the signal phase re-
construction
• single_sin [25]
• multi_sin [25]
• OdaNaRadost5Tonu [11]
• PapousekPovidani
◇ Comparison
– experiments
– comparison_of_methods
– reconstruction of experiments
on AIS
– data from experiments on tool-
box [25]
A APPENDIX
A.1 Electronic attachement’s describtion
Enclosed CD contains electronic version of thesis in PDF format and Matlab scripts.
The directory structure and the most important scripts description:
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