Wightman Functions' Behaviour on the Event Horizon of an Extremal
  Reissner-Nordström Black Hole by V. MorettiDept. Phys. Univ. Trento Italy and INFN
ar
X
iv
:h
ep
-th
/9
50
61
42
v5
  2
3 
Fe
b 
19
96
preprint - UTF 350
Wightman Functions’ Behaviour on the Event Horizon
of an Extremal Reissner-Nordstro¨m Black Hole.
Valter Moretti 1
Dipartimento di Fisica, Universita` di Trento
and Istituto Nazionale di Fisica Nucleare,
Gruppo Collegato di Trento,
38050 Povo (TN) Italia
May - 1995
Abstract:
A weaker Haag, Narnhofer and Stein prescription as well as a weaker Hessling
Quantum Equivalence Principle for the behaviour of thermal Wightman functions
on an event horizon are analysed in the case of an extremal Reissner-Nordstro¨m
black hole in the limit of a large mass. In order to avoid the degeneracy of the
metric in the stationary coordinates on the horizon, a method is introduced which
employs the invariant length of geodesics which pass the horizon.
First the method is checked for a massless scalar field on the event horizon of the
Rindler wedge, extending the original procedure of Haag, Narnhofer and Stein onto
the whole horizon and recovering the same results found by Hessling.
Afterwards the HNS prescription and Hessling’s prescription for a massless scalar
field are analysed on the whole horizon of an extremal Reissner-Nordstro¨m black hole
in the limit of a large mass. It is proved that the weak form of the HNS prescription
is satisfyed for all the finite values of the temperature of the KMS states, i.e., this
principle does not determine any Hawking temperature. It is found that the Reissner-
Nordstro¨m vacuum, i.e., T = 0 does satisfy the weak HNS prescription and it is the
only state which satisfies weak Hessling’s prescription, too. Finally it is suggested
that all the previously obtained results should be valid dropping the requirements of
a massless field and of a large mass black hole, too.
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1
Introduction
Recently Hawking, Horowitz and Ross [1] have discussed the thermodynamics of an ex-
tremal Reissner-Nordstro¨m black hole. It seems to follow from this discussion that thermal
states in thermal equilibrium outside of it may have every value of temperature because
the extremal R-N black hole may have every value of temperature, too.
In literature there exist different methods of seeking the possible temperatures of thermal
states of free scalar fields in a static globally hyperbolic space-time region with horizons.
The most common and popular method consists of two mathematical steps (see for ex-
ample [2]).
At the beginning one has to extend the time coordinate to imaginary values and eliminate
all the metric singularities connected to the horizon by an opportune choice of the imag-
inary time periodicity βM . The second step is to impose the KMS condition for thermal
states [3, 4], i.e., to impose the periodicity condition on the imaginary time dependence of
the thermal Wightman functions and interpret the common period βT as 1/T , where T is
the temperature of the state. Note that, because of the time periodicity of the manifold,
it is not possible to fix the value of βT arbitrarily, but the permitted values must be of
the form βn = βM/n, where n = 1, 2, 3.... The value obtained for n = 1, i.e., the peri-
odicity of the imaginary time manifold β1 = βM determines the Hawking temperature:
TH = 1/β1 = 1/βM .
However it is important to stress that the integers n = 2, 3, 4... produce also correct peri-
odic Wightman functions on the same Euclidean manifold (see [5] on similar topics) and a
priori there is no reason to reject these additional thermal states in absence of any other
physical requirements as, for example, some regularity prescription for the renormalized
stress-tensor.
A second method, which from now on will be called the HNS principle, was introduced
by Haag, Narnhofer and Stein in 1984 [6] (see also [7, 4]) and successively developed
by Hessling [8]. This method is connected to the well known Hadamard expansion of
two-point Green functions in a curved space-time in the limit of the coincidence of the
arguments. Haag, Narnhofer and Stein in [6] proved that if one assumes fairly standard
axioms of quantum (quasi-free) field theory, particularly local definiteness and local stabil-
ity in an at least stationary, causally complete space-time region, then, roughly speaking,
the thermal Wightman functions in the interior of this region will transform into non
thermal and massless Wightman functions in the flat space-time when the “distance” of
the arguments is vanishing (see the formula below).
We will call this statement, which from a naive point of view seems to follow from the
Einstein equivalence principle, the HNS theorem.
The statement above is valid also in the case T = 0. Furthermore, one should note that
within the framework of the HNS theorem the Wightman functions are properly consid-
ered to be distributions. For example, in case of two-point thermal Wightman functions
of a scalar field it holds:
λ2W±β (x+ λz1, x+ λz2)→
1
4pi2
1
gµν(x)zµzν
as λ→ 0+ , (1)
where z = z2 − z1. In the equation above the coordinates x ≡ xµ indicate a point in the
interior of the region,
z(j) ≡ zµ(j)
∂
∂xµ
|x
2
indicates vectors in the tangent space at x and finally we used the obvious notation:
x+ z(j) ≡ xµ + zµ(j) .
Both sides of Eq.(1) are distributions acting on a couple of smooth test functions in the
corresponding variables z1 and z2.
Finally Haag, Narnhofer and Stein principle generalises HNS theorem and it affirms that
in the case the space-time region we are dealing with is just a part of the whole manifold
separated by event horizons, the point coincidence behaviour of the Wightman functions
for a physically sensible ( thermal or not ) state must hold also onto the horizons.
Haag Narnhofer and Stein proved in [6] that in the case of Rindler and Schwarzschild
space-times, this constraint holds only for βT = βM , the same value obtained by the first
method. The HNS principle determines the Unruh and Hawking temperatures.
Actually, the above statement holds even if a weaker version of HNS principle is used.
Indeed one must be careful in using literally Eq.(1) because therein the time component
of the vector z is endowed with a small imaginary part ∓iε and it is understood the ε−
prescription which involves two weak limits as ε → 0+ first and λ → 0+ afterward. So
Haag Narnhofer an Stein, on their way to find the Hawking temperature, interpreted the
Wightman functions in Eq. (1) strictly as functions. In this sense Eq. (1) implies:
λ2W±β (x, x+ λz)→
1
4pi2
1
gµν(x)zµzν
as λ→ 0+ , (2)
In fact it can be simply proved that the stronger version of the HNS principle implies the
weaker one, formally expressed by Eq. (2), by using smooth test functions f(z1) and f(z2)
in (1) which are not “light-like correlated”, i.e., such that all the vectors z = z2 − z1 are
not light-like whenever f(z1) 6= 0 and f(z2) 6= 0. Generally speaking, this interpretation
does not eliminate the ε−prescription, as it is also necessary to deal with possible cuts in
the complex time plane, but it transforms the weak limits in Eq. (1) into usual limits of
functions.
Following the original paper of Haag Narnhofer and Stein we interpret Eq. (1) in this
weaker sense and thus we evaluate the limit in Eq. (2) for real vectors z, space-like or
time-like; for light-like vectors we expect a divergent limit2.
In order to use the (weak) HNS principle for two-point Wightman functions one has to
check their behaviour as one point is fixed on the horizon and the other is running toward
the first from the inside of the considered region. This is not as simple as one might think
at first, because the metric could become degenerated on the horizon in the stationary
coordinates which define the studied thermal Wightman functions, consequently it could
not be possible to write down the right hand side of Eq. (2) in that coordinate frame.
However, as pointed by Haag, Narnhofer and Stein in [6], one can check the validity of
the HNS principle in stationary coordinates using directly Eq. (2) for specific points on
the horizons, i.e., for those which belong to the intersection of the past and the future
horizons, and along appropriate directions, but not on the whole horizon. It is very
interesting to note that the check of the behaviour of Wightman functions in these “few”
points is sufficient to determine the Unruh and the Hawking temperatures respectively
in the case of the Rindler wedge and the Schwarzschild background. Hessling proved
2In our massless case this is equivalent to work with the Hadamard function instead of the Wightman
functions, see below.
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in [8] that the HNS principle, in the case of the Rindler wedge, determines the Unruh
temperature only when it works on the intersection of the horizons, but it does not
determine any temperature by considering the remaining points. In Section 1 we will
report an independent proof of this fact.
Unfortunately in the case of an extremal Reissner-Nordstro¨m black hole the past and the
future horizons do not intersect and furthermore it is not possible to deal with the original
procedure of Haag, Narnhofer and Stein because in this case some important technical
hypothesis does not hold, e.g., the requirement of a non-vanishing surface gravity or
related parameters [6], consequently, up to now, there is no proof of the validity of the
HNS principle for some (or every!) value of β in this case.
In this situation the Hessling development of the HNS principle results to be very useful
because, in the Minkowski space-time at least, it determines the Unruh temperature
working also considering the points which do not belong to the intersection of the horizons
[8]. In Section 1 we will report an independent proof of this fact, too. We may expect
a similar result in the case of an extremal R-N black hole where the intersection does not
exist.
Furthermore [8] one could note that, in a real (Schwarzschild) black hole, the past event
horizon does not exist and thus also the intersection of horizons does not exist. For this
reason the Hessling principle result to be very important as far as the possibility to use
this in more physical situations than the eternal black hole cases is concerned.
Hessling’s principle, trying to define a Quantum (Einstein) Equivalence Principle to be
imposed on the physically sensible quantum states [8]3, requires the existence of the limit:
lim
λ→0+
N(λ)2 W±β (x+ λz1, x+ λz2) , (3)
as a continuous function of x, for some function N(λ) monotonous and nonnegative for
λ > 0. Furthermore, it requires the validity of a much more strong condition in every
local inertial coordinate system around x (i.e., a coordinate frame such that gµν(x) =
diag(−1, 1, 1, 1), ∂ρgµν(x) = 0):
lim
λ→0+
d
dλ
N(λ)2W±β (x+ λz1, x+ λz2) = 0 . (4)
The latter requirement is connected with the fact that within a local inertial system the
metric looks like the Minkowski metric up to the first order in the coordinate derivatives.
In the Minkowski background and using Minkowskian coordinates Eq.(4), which involves
coordinate derivatives up to the first order, results to be satisfyed and thus we expect this
will hold in curved backgrounds by using local inertial coordinate systems4, too (see [8]
for details). We can note that, away from the horizons, the validity HNS theorem implies
the validity of the first Hessling requirement with N(λ) = λ. Furthermore, the validity
of the HNS principle on a horizon implies the validity of the first Hessling requirement
there.
As in the case of the HNS principle, we will use the Hessling principle on an event horizon
in a weaker version, by checking the validity of Eq.(2) as well as of the following equation:
d
dλ
λ2W±β (x, x+ λz)→ 0 as λ→ 0+ , (5)
3Really, Hessling considers in [8] also n-point functions, but we will restrict our discussion by consid-
ering only the case of a scalar quasifree field and thus by studying only the two-point functions.
4We stress that Hessling generalises the above equations in order to be able to use a non local inertial
coordinate system [8], too.
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where x belongs to the horizon, z is a real space-like or time-like vector and a local inertial
coordinate system is used.
It is interesting to check whether the HNS principle and the Hessling principle select
special temperatures or, like the method mentioned first, accept every temperature for
thermal states in the case of an extremal Reissner-Nordstro¨m black hole. This question
arises also because in the case of the Rindler and Schwarzschild space-times the use of
the HNS and Hessling principle seems to be more selective than the usually used first
method. Indeed, employing the HNS (or the Hessling) principle, one obtains the result
that all the temperatures of the form Tn = n/βM with n = 2, 3, ... must be rejected which
otherwise would be permitted5.
Finally, it seems necessary to spend some words about the very important Kay-Wald the-
orem [9]. They proved that in a space-time with a bifurcate Killing horizon [9] (further-
more endowed with an opportune discrete “wedge reflection” isometry) like the Minkowski
manifold endowed with Rindler’s wedges as well as the Kruskal space-time endowed with
Schwarzschild wedges, every quasifree stationary state (with respect to the Killing vector
defining the horizons) satisfying the Hadamard condition[9, 4] in a neighborhood of the
horizon, results to be a KMS state inside of the wedges where the Killing vector is time-
like. Furthermore the temperature results to be the Unruh-Hawking temperature, too.
We want to stress that in the background of an extremal Reissner-Nordstro¨m black hole
it is impossible to use the Kay-Wald theorem because it needs explicitly a not empty
intersection of horizons [9].
In Section 1 we will start with some aspects of the well known Rindler theory to
observe some interesting features of the HNS principle and the Hessling principle by
extending the “horizon-check” onto the whole horizon recovering the same results found
by Hessling [8].
In Section 2, by using this generalised method, we will study the temperatures of thermal
states in the case of a extremal Reissner-Nordstro¨m black hole for a scalar field and in
the limit of a black hole with large mass. We will take advantage there of the vanishing
scalar curvature of the manifold and we will use the resulting coincidence of the conformal
coupling with the minimal coupling for a massless scalar field.
Finally, in Section 3 we will discuss our results.
1 HNS and Hessling’s principles in the Rindler Space
We consider the Minkowski space-time with signature:
gµν ≡ diag(−1, 1, 1, 1) .
In this manifold we consider a local coordinate frame (ρ, τ, x⊥) connected to Minkowski
coordinates (x0, x1, x2, x3) = (t,x) by the equations:
x0 = ρ sinh τ , (6)
x1 = ρ cosh τ , (7)
5Actually, as for example in the case of the Rindler space, other physical requirements (e.g.,the be-
haviour of the stress-tensor on horizon) reject these temperature too.
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x⊥ = (x2, x3) , (8)
where τ, x2, x3 ∈ (−∞,+∞) and ρ > 0.
This region is called Rindler wedge [10]. In Minkowski coordinates it is:
x1 > |x0| .
In Rindler coordinates, the Minkowski metric is written as:
ds2 = −ρ2dτ 2 + dρ2 + (dx⊥)2 . (9)
Note that the part:
H+ = {x1 = x0, x1 ≥ 0} (10)
of the boundary of the Rindler wedge is the future event horizon and the part:
H− = {x1 = −x0, x1 ≤ 0} (11)
is the past event horizon of the region.
Now we calculate the Wightman functions (see [11] for example) and the thermal
Wightman functions (see [10] for example) of a massless field and then discuss the HNS
principle in this simple case.
To construct the canonical theory [11] of a massless scalar field propagating in the Rindler
wedge we expand the field operator into positive and negative frequency modes of the
time-like Killing vector field tangent to the τ coordinate. This vector field also generates
τ -translations.
By this way we obtain:
φ =
∫
d2k
2pi
∫ ∞
0
dω
pi
[sinh(piω)]1/2Kiω(kρ)
[
Akωe
i(kx⊥−ωτ) + A†kωe
−i(kx⊥−ωτ)
]
. (12)
Then we impose the commutation relations which are equivalent to the usual canonical
commutation rules:
[Akω, Ak′ω′ ] = 0 ,
[
Akω, A
†
k′ω′
]
= δ(k − k′)δ(ω − ω′) , (13)
[
A†kω, A
†
k′ω′
]
= 0 .
It is easy to see that this fact follows from the orthogonality and completeness relations:
∫ ∞
0
Kiω(kρ)Kiω′ (kρ)ρ
−1dρ =
pi2
2ω sinh piω
δ(ω − ω′) , (14)
∫ ∞
0
2ω sinh piω
pi2
Kiω(kρ)Kiω(kρ
′
)dω = ρδ(ρ− ρ′) . (15)
6
Kiω(kρ) denotes the Mc Donald functions of imaginary order iω.
We obtain the Wightman elementary functions by calculating the bra-ket average of a
two field operator product in the vacuum state, annihilated by Akω [11]. They are:
W+(x, x
′
) =
∫
d2k
4pi2
eik(x
⊥−x
′
⊥)
∫ ∞
0
dω
pi2
sinh piωe−iω(τ−τ
′
−iε)Kiω(kρ)Kiω(kρ
′
) , (16)
W−(x, x
′
) =
∫
d2k
4pi2
eik(x
⊥−x
′
⊥)
∫ ∞
0
dω
pi2
sinh piωeiω(τ−τ
′
+iε)Kiω(kρ)Kiω(kρ
′
) , (17)
where we used the abbreviation x = (τ, ρ, x⊥).
It is well known that the other Green functions can be built up with the Wightman
elementary functions [11].
We can integrate the expression for W±(x, x
′
) and obtain [14, 15]:
W±(x, x
′
) = − 1
4pi2
α
ρρ′ sinhα
1
(τ − τ ′ ∓ iε)2 − α2 , (18)
where:
y =
ρ2 + ρ
′2 + |x⊥ − x′⊥|2
2ρρ′
and coshα = y . (19)
Note that W± are distributions.
It is important to stress that, for ε = 0 and ρ, ρ
′
, x⊥, x
′⊥ fixed, the right hand side of
Eq. (18), strictly considered as a function, can be analytically extended to a function W
defined in the whole complex (τ − τ ′)-plane except at the poles (τ − τ ′) = ±α. It is also
important to note that we would have obtained exactly the same extension by starting
from W− or W+ because of the triviality of equal-time commutation relations. In terms
of W Eq. (18) reads:
W±(τ − τ ′) = W (τ − τ ′ ∓ iε) ,
where τ − τ ′ is real valued now. The ε-prescription indicates the manner in which one
obtains distributions W+ and W− as weak limits. According to the KMS condition for
bosons [3], this extended thermal Wightman function Wβ must be periodic in imaginary
time with period β. One can find Wβ with the method of images [12, 10]. It reads:
Wβ(x, x
′
) = − 1
4pi2
α
ρρ′ sinhα
∞∑
n=−∞
1
(τ − τ ′ − inβ)2 − α2 .
We can sum the series, the result being:
Wβ(x, x
′
) =
1
4pi2
pi
{
coth pi
β
(α + τ − τ ′) + coth pi
β
(α− τ + τ ′)
}
2βρρ′ sinhα
.
To make it clear, this expression indicates the whole complex extension of both of the
thermal Wightman functions. In our massless case this function with τ − τ ′ real valued
coincides with the Hadamard function W (1) := W+ +W− [11, 10] except for a factor 1/2.
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Finally, one return to the real time thermal Wightman functions in the distributional
sense by restoring the usual ε-prescription obtaining [15]:
W±β (x, x
′
) =
1
4pi2
pi
{
coth pi
β
(α + τ − τ ′ ∓ iε) + coth pi
β
(α− τ + τ ′ ± iε)
}
2βρρ′ sinhα
. (20)
In this massless case the singularities at τ − τ ′ = ±α are poles and therefore it is not
necessary to use the ε−prescription for the functions, but if we deal with massive fields
these poles become branching points [12]. In this situation the ε−prescription, in case of
causally related arguments x and x
′
, tells us how to calculate the limit, depending on the
side from which we approach the cuts, in order to distinguish W−β from W
+
β .
In order to find the Unruh temperature we should note that the metric could become
singular if we extend τ to imaginary values: τ → −iτ
ds2 = ρ2dτ 2 + dρ2 + (dx⊥)2 . (21)
Indeed, let β be the period of the imaginary time coordinate. If β 6= 2pi then the metric
will have a non trivial conical-like singularity at ρ = 0 (however it is possible to study the
quantum field theory also in this background [16, 18, 19, 20]). Thus we see that β = 2pi
is the only choice in order to have a globally regular manifold6. This fact implies that the
period of the thermal green functions must be of the kind:
βk =
2pi
k
, (22)
where k = 1, 2, 3.... It means that a priori the possible temperatures are just of the form:
Tk =
k
2pi
, (23)
where k = 1, 2, 3...
The value: TU = T1 =
1
2pi
is the well known Unruh temperature (for complete references
see: [21, 4, 10]).
After some algebra with the hyperbolic functions, we recover the well known result for
βU = β1 = 2pi, holding inside of a Rindler wedge and in the sense of the distributions:
W±2pi(x, x
′
) =
1
4pi2
1
ρ2 + ρ′2 + |x⊥ − x′⊥|2 − 2ρρ′ cosh(τ − τ ′ ∓ iε)
=
1
4pi2
1
−(t− t′ ∓ iε)2 + (x1 − x′1)2 + |x⊥ − x′⊥|2
=
1
4pi2
1
σ2(x∓ε, x
′)
, (24)
where we used the notation x∓ε ≡ (t ∓ iε,x) and introduced the geodesic invariant dis-
tance:
σ2(x, y) = −(tx − ty)2 + (x1x − x1y)2 + |x⊥x − x⊥y |2 (25)
= −(tx − ty)2 + |xx − xy|2 . (26)
6This requirement arises when one tries to use the functional integral over the gravitational configu-
rations as well as over the quantum field configurations [17].
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W+2pi is exactly the Wightman function of the Minkowski vacuum (thus it satisfies the HNS
and Hessling prescriptions everywhere trivially). This means that the Minkowski vacuum
is a KMS state with respect to τ -translations. There exists a vast literature about this
topic; for a complete review see [4] and [21].
Now we will check the HNS and the Hessling principle on the whole horizon for ar-
bitrary values of β. Incidentally, it shall be mentioned that one can check the correct
behaviour of Wightman functions away from the horizons with no particular difficulties
but in this paper we will deal with the Wightman functions behaviour on the horizons
exclusively.
Note that in Rindler coordinates the coordinate representation of the metric (but not
the metric) becomes degenerated onto the horizons, so there seems to be the necessity
to introduce new, generally non stationary, coordinate frames in a neighborhood of every
point of the horizons, to check the HNS and Hessling principles. The price that must be
payed when one uses non stationary coordinates is that one has to drop the translational
time-invariance of the Wightman (and Green) functions and thus the theory becomes
more complicated. ( Actually, as pointed out in the introduction, the use of new coordi-
nates is not necessary for the points which belong to H+ ∩H− [6], but in our aim to be
more general, we want to deal with the whole horizon).
In the Rindler space-time one could use Minkowski coordinates, but in other curved space-
times it is rather unlikely to find similar simple coordinate frames! Thus we will develop
a method which employs only stationary coordinates wherein the thermal theory is much
more simple.
Indeed it is possible to check the HNS and the Hessling principles by studying the be-
haviour of two point Wightman functions along every geodesic which starts from the
event horizons. We note that for every geodesic which meets the horizon in a point x
there is a locally geodesic coordinate frame with the origin at x. Furthermore we can
chose the geodesic to be a coordinate axis, the running coordinate being just the length of
the geodesic measured from x. By varying the geodesics which meet the horizon one ob-
tains all the possible points of the horizon together with their tangent vectors. We stress
that it is possible to execute this checking procedure also by using stationary coordinates
(Rindler coordinates in this case), because the geodesic length is invariant and so is not
sensitive to the degeneracy in this representation of the metric.
Let us illustrate this method for the Rindler case.
For sake of simplicity we will only deal with geodesics in a plane x⊥ =constant. For
geodesics which meet the horizon we obtain some useful formulas by translating the linear
geodesic equations from Minkowski coordinates into Rindler coordinates.
Geodesics which meet H+ ∩H−.
τ = tanh−1 α (27)
ρ = s (28)
s = x1
√
1− α2 , (29)
(30)
where α ∈ (−1,+1) is a constant parameter and s is the geodesic length measured from
9
the horizon. It can be easily proved that all these geodesics are space-like.
Space-like geodesics which meet H+ − (H+ ∩H−).
τ = γ + coth−1
(
1 +
seγ
y
) (
= γ + sinh−1
(
ye−γ
ρ
))
(31)
ρ = ye−γ
√√√√(1 + seγ
y
)2
− 1
(
=
ye−γ
sinh(τ − γ)
)
(32)
s = ye−γ (coth(τ − γ)− 1) , (33)
where γ ∈ (−∞,+∞) is a constant parameter, s is the geodesic length measured from
the horizon and y = x1 = x0 is the coordinate of the intersection of the geodesic and H+.
Time-like geodesics which meet H+ − (H+ ∩H−).
τ = γ + tanh−1
(
1− se
γ
y
) (
= γ + cosh−1
(
ye−γ
ρ
))
(34)
ρ = ye−γ
√√√√1−
(
1− se
γ
y
)2 (
=
ye−γ
cosh(τ − γ)
)
(35)
s = ye−γ (1− tanh(τ − γ)) , (36)
where γ ∈ (−∞,+∞) is a constant parameter, s is the geodesic length measured from the
horizon and y = x1 = x0 is the coordinate of the intersection between the geodesic andH+.
One can find similar formulas for geodesics which meet H−, but we deal only with
geodesics falling into H+ because of the trivial time-symmetry of the problem. In fact
the Minkowski time-reversal transformation:
t→ −t
x → x
is equivalent to the Rindler time-reversal transformation:
τ → −τ
ρ→ ρ
x⊥ → x⊥
One obtains the geodesics meeting H− by using the above time transformation into
geodesics which meet H+. Furthermore the same time-reversal action transforms the
Wightman functions of Eq. (20) into their complex conjugate. In this way can be easy
proved that the Wightman functions will satisfy HNS and Hessling’s prescription on H−
if they do so on H+.
10
We start studying the geodesics which run through the origin of Minkowski coordi-
nates. We obtain, by inserting (27) and (28) into (19) and (20) and by calculating the
limit as s = ρ→ 0:
W±β (xH+ , x
′
) =
1
4pi2
2pi
βρ′2
,
where xH+ ≡ (x0 = 0, x1 = 0, x2, x3).
Using the same notations as in Eq. (2), we substitute ρ
′
= s thinking s ≡ zi to be an
increase of a space-like coordinate of a coordinate frame in xH+ , as well as to be the only
non-vanishing component of a tangent vector z in xH+ . The result reads:
λ2W±β (xH+ , xH+ + λz) = λ
2Wβ(xH+ , xH+ + λz) =
= λ2
1
4pi2
2pi
βλ2zi2
=
1
4pi2
2pi
β
1
gµν(xH+)zµzν
.
Thus we see that, in order to be consistent with the HNS principle, β = 2pi is the only
possible choice. Before to consider the other cases we note that if we tried to repeat the
calculations above with the zero temperature green function (18), we would fall in trouble.
In fact, as x→ H+ ∩H− along the considered geodesics:
W±(x, x
′
)→ 0 ,
for every x
′
. We conclude that the requirement of the validity of the HNS principle re-
jects also the Rindler vacuum which for that can not be considered as a physically sensible
state for the whole Minkowski space-time7. Note that the Rindler vacuum is outside of
the Fock representation of Hilbert space generated by Minkowski vacuum and vice versa.
Indeed it is well known that the Minkowski vacuum requires a vanishing normalization
coefficient when it is built up by the normal modes of the Fock representation generated
by the (left hand and right hand) Rindler vacuum [21].
However within the framework of the usual algebraic approach to quantum field theory
[4, 9] such a situation is quite common and, differently from the HNS prescription, it does
not distinguish directly between physical and unphysical states.
Now we consider the case of the space-like geodesics which fall into H+, in a point
xH+ ≡ (y, y, y⊥).
We obtain by inserting (31) and (32) into (19) and (20) and by calculating the limit as
s = ρ→ 0:
W±β (xH+ , x
′
) =
1
4pi2
pi
βρ′2
{
1 + coth
[
pi
β
(
τ
′
+ ln
ρ
′
2y
)]}
. (37)
It is important to stress that this function diverges for:
τ
′
+ ln
ρ
′
2y
= 0 ,
7 If we consider rather the Rindler wedge as the whole physical manifold, then we can consider the
Rindler vacuum as a physical state. Note that in such a situation the prescriptions for renormalizing
physical quantities also change, because it is not opportune to subtract the corresponding Minkowski
quantities.
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i.e., on null geodesics which fall in xH+ , just as we have expected.
Let us examine the Wightman function behaviour on space-like geodesics.
Using again (31) and (32) for the variables τ
′
and ρ
′
, substituting s = λzi and finally
calculating the limit as λ→ 0 we obtain (W± =W ):
λ2Wβ(xH+ , xH+ + λz) =
1
4pi2
piλ
{
1 + coth
[
pi
β
ln
(
1 + λz
ieγ
2y
)]}
βe−γyzi
(
2 + λz
ieγ
y
) (38)
∼ 1
4pi2
pi
2βe−γyzi
λ
sinh
(
pi
β
ln
(
1 + λz
ieγ
2y
))
∼ 1
4pi2
pi
2βe−γyzi
λ
pi
β
ln
(
1 + λz
ieγ
2y
)
∼ 1
4pi2
1
2e−γyzi
λ
λzieγ
2y
=
1
4pi2
1
zi2
=
1
4pi2
1
gµν(xH+)zµzν
.
We found that the HNS principle holds for this kind of geodesics for all values β > 0.
Finally we consider the case of time-like geodesics meeting H+.
After some limit calculations as s → 0 in the first variable x of Wigthman function (20)
we obtain, inserting (34) and (35) into (19) and (20):
W±β (xH+ , x
′
) =
1
4pi2
pi
βρ′2
{
1 + coth
[
pi
β
(
τ
′
+ ln
ρ
′
2y
)]}
This expression for W±β coincides with the right hand side of Eq. (37). Indeed the value
of a Wightman function with one point on the horizon must not depend on the direction
from which we reach the horizon! Now, by using again (34) and (35) for the variables τ
′
and ρ
′
, by substituting s = λz0 with λ→ 0 we obtain (W± = W ):
λ2Wβ(xH+ , xH+ + λz) =
1
4pi2
piλ
{
1 + coth
[
pi
β
ln
(
1− λz0eγ
2y
)]}
βe−γyz0
(
2− λz0eγ
y
) (39)
∼ 1
4pi2
pi
2βe−γyz0
λ
sinh
(
pi
β
ln
(
1− λz0eγ
2y
))
∼ 1
4pi2
pi
2βe−γyz0
λ
pi
β
ln
(
1− λz0eγ
2y
)
∼ − 1
4pi2
1
2e−γyz0
λ
λz0eγ
2y
= − 1
4pi2
1
z02
=
1
4pi2
1
gµν(xH+)zµzν
.
Once more the HNS principle holds for the considered points on the horizon and for all
the values β > 0. We conclude that only the points in H+∩H− really select a temperature
of thermal states in the framework of the HNS principle.
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Let us consider the Hessling principle which will produce a quite different result (but
consistent with the previous one).
In the following we will define:
µ := Z
eγ
2y
λ ,
where we may understand either Z = zi or Z = −z0. Furthermore, we define:
X :=
pi
β
ln(1 + µ) .
Considering Eq.(38) as well as Eq.(39) in order to check Hessling’s principle for points on
the horizon which do not belong to H+ ∩H−, we obtain:
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
A
βe2βX/pi
{
1 + cothX − pi
β
eβX/pi − 1
sinh2 X
}
,
where A is a factor non depending on λ and β. We have to do the limit as λ→ 0+, i.e.,
X → 0 in the right hand side of the above equation now. Some trivial calculations lead
to:
d
dλ
λ2W+β (xH+ , xH+ + λz) =
A
β
(1− β/2pi)X2 +O(X3)
X2 +O(X3)
→ A
(
1
β
− 1
2pi
)
.
If we impose that the right hand side of the above equation vanishes as λ → 0+, i.e.,
X → 0, we will recover a Hessling result [8]. Considering the points on the horizon which
do not belong to their intersection, the Hessling principle holds only if the temperature
is the Unruh temperature (T = 1/β = 2pi)8.
Finally, we stress that if one considers more complicated geodesics, i.e., geodesics with
x⊥ 6= constant, all the above results will not change, but the necessary calculations are
more complicated and we will not report on this here.
2 The Case of an Extremal Reissner-Nordstro¨m Black
Hole
Let us apply the method of the first part on the case of a massless scalar field in the
4-dimensional Reissner-Nordstro¨m background. We start with coordinate frames (and
related approximations) used in [22].
The metric we are interested in reads:
ds2 = −
(
1− RH
R
)2
(dx0)2 +
(
1− RH
R
)−2
dR2 +R2 dΩ2 , (40)
where we are using polar coordinates, R being the radial one and dΩ2 being the metric of
the unit-2-sphere. The horizon radius is RH = MG = Q, M being the mass of the black
hole, G the Newton constant and Q its charge.
8One should observe that also the limit case β → +∞ does not satisfy the Hessling condition.
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It is obvious that any redefinition of space-like coordinates does not change the thermal
properties of our field theory because these properties depend on the time-like coordinate
and in particular on its tangent Killing vector. Thus, as in [22], we redefine the Reissner-
Nordstro¨m radial coordinate by means of
ρ =
(R¯− 1)
1− 2(R¯− 1) ln(R¯− 1)− (R¯− 1)2 , (41)
where R¯ = R/RH is now implicitly defined by Eq. (41). Near the horizon ρ ∼ 0 we can
expand:
R¯ ∼ 1 + ρ+O(ρ2 ln ρ) . (42)
In order to perform explicit computations, we shall consider the large mass limit of the
black hole, i.e., RH → +∞. In this limit, the whole region outside of the black hole
(R > RH) tends to approach the horizon. Thus we can use the approximated metric near
the horizon:
ds2 ∼ −ρ2(dx0)2 + 1
ρ2
dρ2 + dΩ2 . (43)
We will return on this point in the final discussion.
Finally we change the space-like frame by a new space-like coordinate:
r =
1
ρ
. (44)
The final form of the metric is very simple, it is called the Bertotti-Robinson metric [23]:
ds2 =
1
r2
[
−dt2 + dr2 + r2dΩ2
]
, (45)
or
ds2 =
1
x2
[
−dt2 + (dx)2
]
, (46)
where we used the obvious notation
t = x0 ,
x ≡ (x1, x2, x3) .
Note that this metric is conformal to Minkowski metric by the factor 1/r2, singular at
the origin; however we are interested in the region near the horizon, i.e. r → +∞, and
this singularity is absent there.
At the beginning our method involves the calculation of all the possible geodesics which
start from the horizons. It can be easily proved that this means that we have to look
for space-like and time-like geodesics which, starting from the outside of the black hole
reach the region r = ∞ in a finite interval of geodesic length. In particular we seek the
geodesics which reach at least one of the limit regions r =∞ and t = +∞ (future horizon)
or r =∞ and t = −∞ (past horizon) in a finite interval of geodesic length.
Really, we will find that there exists also a kind of space-like geodesics with t = constant
which just “seem to fall into the horizons”, i.e., they employ an infinite geodesic length to
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reach the region at r =∞; obviously this kind of geodesics could reach the intersection of
the past and the future horizons at most, because of the time coordinate which remains
costant. Exactly, the strange behaviour of the above geodesics arises from the fact that
the intersection of the two horizons is not contained in the whole manifold, in other words
the future and the past horizons do not intersect at all, and thus these strange geodesics
get lost into infinity.
This is a well known feature of the extremal Reissner-Nordstro¨m space-time [24, 26, 27].
The geodesic equations of the metric (45) are:
d
ds
(
1
r2
dt
ds
)
= 0 (47)
d
ds
(
1
r2
dr
ds
)
= − 1
r3


(
dr
ds
)2
−
(
dt
ds
)2 (48)
d
ds
(
dθ
ds
)
= sin θ cos θ
(
dφ
ds
)2
(49)
d
ds
(
sin2 θ
dφ
ds
)
= 0 (50)
By an opportune choice of the affine parameter, posing s to be equal to the Riemannian
length, we may add another equation to the previous set of equations:
1
r2


(
dr
ds
)2
−
(
dt
ds
)2+
(
dθ
ds
)2
+ sin2 θ
(
dφ
ds
)2
= ±1 , (51)
where the right hand member is equal to +1 for space-like geodesics or −1 for time-like
geodesics.
Note that, because of the spherical symmetry, every geodesic defines by its space-like
components r, θ, φ a spatial curve which lies in a space-like 3-plane which intersects the
(spatial) origin. Indeed we can consider the geodesic variational equations as the Euler-
Lagrange equations of motion of a material point, by using the time t as the evolution
parameter. Because of the spherical symmetry of the action, using Noether’s theorem,
one concludes that there exists a space-like 3-vector, perpendicular to the spatial motion,
which remains constant in time. In fact from Noether’s theorem it arises:
εijk
∂L
∂x˙j
xk = constant , (52)
where we used the dot to indicate the time derivative. Obviously we supposed also:
L =
√
| g00 + gpqx˙px˙q | , (53)
where:
g00 =
1
r2
and gpq =
δpq
r2
.
If we take the time derivative of (52) and remember the Lagrangean form of the equation
of motion we will obtain:
εijk
∂L
∂xj
xk + εijk
∂L
∂x˙j
x˙k = 0 .
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It can easily be shown, using the antisymmetry of εijk and the explicit form of the
x˙j−derivative, that the second term of the left hand member vanishes. It remains:
εijk
∂L
∂xj
xk = 0 i.e.
∂L
∂x
∧ x = 0 .
As we argued this is the equation of a plane which intersects the origin.
Once again, because of the spherical symmetry of the problem, we may consider only
those geodesics which lie in the plane θ = pi/2.
In this way the solutions of Eq. (49) and Eq. (50) are trivial:
θ =
pi
2
,
φ = Bs+ φ0 , (54)
where B and φ0 are real constants. Consequently, we can write down Eq. (51) as:
1
r2


(
dr
ds
)2
−
(
dt
ds
)2+B2 = ±1 . (55)
After some trivial calculations and the use of Eq. (55), we end up with the following four
sets of solutions of the above differential equations, for all the possible geodesics of the
indicated plane which intersect (or seem to do so) the horizons.
Time constant geodesics which seem to reach the horizons.
r = r0e
±s , (56)
t = t0 , (57)
φ = Bs+ φ0 , (58)
where r0 > 0, t0, B, φ0 are real numbers and s is the geodesic length measured from
the point (t0, r0, θ = pi/2, φ0). Note that all these geodesics are space-like. We stress
that these geodesics seem to reach the horizons as s → ±∞, but that is an obvious con-
tradiction; actually, as discussed above, this is a consequence of the fact thatH+∩H− = ∅.
First family of geodesics which start from the horizons.
r =
A
s
, (59)
t = t0 ± A
s
, (60)
φ = s+ φ0 , (61)
where A > 0, t0, φ0 are real numbers. The origin of the parameter s is chosen in a way
that the starting point of the geodesic is on the horizon. This horizon will be H+ if the
sign in front of A in Eq. (60) is +, otherwise it will be H− if the sign is −.
All these geodesics are space-like.
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Second family of geodesics which start from the horizons.
r =
A
sin
(√
Ks
) , (62)
t = t0 ± A cot
(√
Ks
)
, (63)
φ = Bs+ φ0 , (64)
where K > 0, A > 0, B, t0, φ0 are real numbers; furthermore K and B are related in
only one of the following two possibilities:
K = 1 +B2 and the geodesic is time-like,
or
B2 > 1, K = B2 − 1 and the geodesic is space-like.
The origin of the parameter s is chosen in a way that the starting point of the geodesic
is on the horizon. This horizon will be H+ if the sign in front of A in Eq. (63) is +,
otherwise it will be H− if the sign is −.
Third family of geodesics which start from the horizon.
r =
A
sinh
(√
Ks
) , (65)
t = t0 ± A coth
(√
Ks
)
, (66)
φ = Bs+ φ0 , (67)
where K > 0, A > 0, B, t0, φ0 are real numbers; furthermore B
2 < 1, K = 1 − B2 and
all geodesics are space-like.
As in the previous case the origin of the parameter s is chosen in a way that the starting
point of the geodesic is on the horizon. This horizon will be H+ if the sign in front of A
in Eq. (66) is +, otherwise it will be H− if the sign is −.
Now we calculate the Wightman function for a massless scalar field in the metric (45).
This metric is conformal to the Minkowski metric, thus we may use the Dowker and
Schofield’s method [13, 25] which connects the Wightman functions (in general the Green
functions) of a scalar field in a static manifold with the corresponding Wightman functions
of the field in another, conformally related static manifold.
Let us suppose to have two static metrics which are conformally related:
ds2 = g00(x)(dx
0)2 + gij(x)dx
idxj (68)
and
ds
′2 = g
′
00(x)(dx
0)2 + g
′
ij(x)dx
idxj , (69)
where
g
′
µν = λ
2(x)gµν (70)
and let us consider the Wightman functions which satisfy the respective Klein-Gordon
equations:(
✷+ ξR+m2
)
W±β (x, x
′
) = 0 (71)
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and (
✷
′
+ ξR
′
+
(
ξ − 1
6
)
✷
′
(
λ−2
)
+m2λ−2
)
W
′±
β (x, x
′
) = 0 , (72)
where R is the scalar curvature.
The Wightman functions above are related by the Dowker-Schofield scaling property:
W
′±
β (x, x
′
) = λ−1(x)W±β (x, x
′
)λ−1(x
′
) , (73)
In our case ds
′2 is the Minkowski metric (hence R
′
= 0), ds2 is the metric of Eq. (46) and
thus λ2 = x2.
The Wightman functions which we are interested in satisfy the Klein-Gordon equation in
(71) with m = 0 and R = 0, in fact the metric of Eq. (46) (but also the real extremal R-N
metric) has vanishing scalar curvature. We stress that, due to above fact, the minimal
coupling in Eq.(71) coincides with the conformal coupling. Thus we can choose the value
of the parameter ξ to be ξ = 1/6 (conformal coupling) in Eq.(71) and hence in Eq.(72)
which reduces to the usual massless K-G equation in the Minkowski space-time.
The thermal Wightman functions of a massless scalar field in Minkowki space can be
obtained by using the procedure sketched in Section 1. They read:
W±Mβ =
1
4pi2
pi
{
coth pi
β
(|x− x′ |+ t− t′ ∓ iε) + coth pi
β
(|x− x′| − t+ t′ ± iε)
}
2β|x− x′ | (74)
Using Eq.(73) we find the thermal Wightman functions of a massless scalar field (min-
imally as well as conformally coupled) propagating outside of a large mass, extremal
Reissner-Nordstro¨m black-hole:
W±β =
| x || x′ |
4pi2
pi
{
coth pi
β
(|x− x′ |+ t− t′ ∓ iε) + coth pi
β
(|x− x′ | − t+ t′ ± iε)
}
2β|x− x′| (75)
If we take the limit | x |→ +∞ we obtain the thermal Wightman functions calculated
on the horizon (in the argument x). In order to to calculate this limit we must increase
(to reach H+) or decrease (to reach H−) the variable t together the variable x and φ
along the geodesics obtained above. Once again we deal with H+ only because of the
time symmetry of the problem.
If we consider either the space-like or the time-like geodesics of the above three families
we will produce the same function:
W±β
(
xH+ , x
′
)
=
r
′
pi
{
1 + coth
[
pi
β
(
t
′ − t0 − r′ cos(φ′ − φ0)
)]}
4pi22β
(76)
Note that along the curves satisfying:
r
′
cos(φ
′ − φ0) = t′ − t0 ,
there is a divergence. Indeed it can be easily proved, starting from the metric of Eq. (45),
that all the light-like geodesics which meet horizon H+ satisfy this relation, thus this is
the correct, expected divergence.
In order to check the HNS principle on H+ for a space-like vector z tangent to a
geodesic of the first family in the horizon, we consider Eq. (76) and substitute the variables
18
r
′
, t
′
, φ
′
for the functions defined in the right hand side of equations (59), (60), (61), using
also the identifications: t0 = t
′
0 and φ0 = φ
′
0. Finally we redefine s = λz
i.
We obtain, as λ→ 0:
λ2Wβ (xH+ , xH+ + λz) ∼
∼ Apiλ
2
4pi22βλzi
{
coth
[
pi
β
(
A
1
λzi
− A cos (λz
i)
λzi
)]
+ 1
}
∼ Apiλ
2
4pi22βλzi
{
sinh
[
pi
β
(
A
1
λzi
− A cos (λz
i)
λzi
)]}−1
∼ Apiλ
2
4pi22βλzi
{
pi
β
(
A
1
λzi
− A cos (λz
i)
λzi
)}−1
∼ λ
2
4pi22zi
zi
1
2
(λzi)2
=
1
4pi2
1
gµν (H+) zµzν
.
We conclude that in this case the HNS principle holds for any value of β.
In order to check the HNS principle onH+ for a time-like vector z tangent to a geodesic
of the second family on the horizon, we consider Eq. (76) and substitute the variables r
′
,
t
′
, φ
′
for the functions defined in the right hand side of equations (62), (63), (64), with
the identifications: t0 = t
′
0 and φ0 = φ
′
0. Finally we redefine s = λz
0.
We obtain, as λ→ 0:
λ2Wβ (xH+ , xH+ + λz) ∼
∼ Apiλ
2
4pi22β sin(λ
√
Kz0)
{
coth
[
pi
β
(
A cot(λ
√
Kz0)− A cos (Bλz
0)
sin(λ
√
Kz0)
)]
+ 1
}
∼ Apiλ
2
4pi22β sin(λ
√
Kz0)
{
sinh
[
pi
β
(
A cot(λ
√
Kz0)− A cos (Bλz
0)
sin(λ
√
Kz0)
)]}−1
∼ Apiλ
2
4pi22β sin(λ
√
Kz0)
{
pi
β
(
A cot(λ
√
Kz0)− A cos (Bλz
0)
sin(λ
√
Kz0)
)}−1
∼ 1
4pi22
√
Kz0
{
cos(λ
√
Kz0)− cos(Bλz0)
λ sin(λ
√
Kz0)
}−1
∼ λ
4pi2
√
K
λ
√
K
(λBz0)2 −
(
λ
√
Kz0
)2
∼ 1
4pi2
1
z02 (B2 −K) =
1
4pi2
1
gµν (H+) zµzν
In the last step we used B2 −K = −1. We conclude that in this case the HNS principle
holds for any value of β.
For space-like vectors the calculations are quite identical except for the fact that one has
to substitute z0 for zi above and that it holds B2 −K = +1 instead of B2 −K = −1.
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In order to check the HNS principle on H+ for a space-like vector z tangent to a
geodesic of the third family on the horizon, we consider Eq. (76) and we substitute the
variables r
′
, t
′
, φ
′
for the functions defined in the right hand of equations (65), (66), (67),
with the identifications: t0 = t
′
0 and φ0 = φ
′
0. Finally we redefine s = λz
i.
We obtain, as λ→ 0:
λ2Wβ (xH+ , xH+ + λz) ∼
∼ Apiλ
2
4pi22β sinh(λ
√
Kzi)
{
coth
[
pi
β
(
A coth(λ
√
Kzi)− A cos (Bλz
i)
sinh(λ
√
Kzi)
)]
+ 1
}
∼ Apiλ
2
4pi22β sinh(λ
√
Kzi)
{
sinh
[
pi
β
(
A coth(λ
√
Kzi)− A cos (Bλz
i)
sinh(λ
√
Kzi)
)]}−1
∼ Apiλ
2
4pi22β sinh(λ
√
Kzi)
{
pi
β
(
A coth(λ
√
Kzi)− A cos (Bλz
i)
sinh(λ
√
Kzi)
)}−1
∼ 1
4pi22
√
Kzi
{
cosh(λ
√
Kzi)− cos(Bλzi)
λ sinh(λ
√
Kzi)
}−1
∼ λ
4pi2
√
K
λ
√
K
(λBzi)2 +
(
λ
√
Kzi
)2
∼ 1
4pi2
1
zi2 (B2 +K)
=
1
4pi2
1
gµν (H+) zµzν
In the last step we used B2 +K = +1. We conclude that in this case the HNS principle
holds for any value of β.
We finally stress that the HNS principle accepts the limit value of the temperature T = 0,
too. Indeed, starting from Wightman functions in Minkowski space-time we find the zero
temperature Wightman functions in our coordinate by using Eq. (73). They read as:
W±(x, x
′
) =
| x || x′ |
4pi2
1
σ2(x∓ε, x′)
.
The same result arises doing the limit as β → +∞ in Eq.(75).
By putting an argument on the horizon we obtain:
W±
(
xH+ , x
′
)
=
1
8pi2
(
t
′ − t0
r′
− cos(φ′ − φ0)
)−1
. (77)
Once again we may observe that one obtains the same result doing the limit as β → +∞
in Eq.(76) directly.
Now it is really very easy to check, following the usual procedure, that the above Wight-
man functions satisfy the HNS principle on the horizons for all time-like or space-like
geodesics which reach the horizons and they diverge for light-like ones.
Finally, let us check the Hessling principle in the present case.
We consider the space-like geodesics of the first family in Eq.s (59), (60) and (61). It
arises by using that family of geodesics and Eq.(76):
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
Γ
β
d
dλ
λ
{
1 + coth
[
piA
βλz
(1− cos λz)
]}
,
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where the factor Γ := A/8piz is finite and it does not depend on λ and β.
Some trivial calculations lead to:
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
Γ
β

1 +
X + sinhX coshX − piA
βz
sinλz
sinh2 X

 ,
where we also posed:
X :=
piA
βz
1− cos λz
λ
.
Expanding around λ = 0, i.e., X = 0 it arises:
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
Γ
β
{
1 +
O(λ3)
λ2 +O(λ4)
}
,
Hence we get, doing the limit as λ→ 0+:
d
dλ
λ2Wβ(xH+ , xH+ + λz)→ Γ
β
.
This fact is sufficient to prove that the Hessling principle excludes every finite value of β.
The limit case T = 1/β = 0 survives only. Using the remaining two families of geodesics,
calculations result to be very similar and the same limit value of the temperature survives.
Furthermore, it can be simply proved that the Wightman functions of the R-N vacuum,
i.e., the limit case T = 1/β = 0, satisfies the Hessling principle by considering directly
Eq.(77). In fact it follows from Eq.(77) using geodesics of the first family:
d
dλ
λ2W (xH+ , xH+ + λz) =
=
1
8pi2
2λ− 2λ cos(λzi) − ziλ2 sin(λzi)
(1− (λzi))2 =
1
8pi2
O(λ5)
O(λ4)
→ 0 as λ→ 0+ .
By using the geodesic of the second family we obtain similarly:
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
=
1
8pi2
2λ
cos(λz
√
K)− cos(λzB) +
λ2(
√
Kz sin(λz
√
K)− Bz sin(λzB))
(cos(λz
√
K)− cos(λzB))2 =
=
λO(λ4)
O(λ4)
→ 0 as λ→ 0+ . (78)
Finally, using the third family of geodesics:
d
dλ
λ2Wβ(xH+ , xH+ + λz) =
=
1
8pi2
2λ
cosh(λz
√
K)− cos(λzB) −
λ2(
√
Kz sinh(λz
√
K) +Bz sin(λzB))
(cosh(λz
√
K)− cos(λzB))2 =
=
λO(λ4)
O(λ4)
→ 0 as λ→ 0+ . (79)
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3 Discussion
The most important conclusion which follows from the above calculations is that the weak
HNS principle, in the case of an extreme Reissner-Nordstro¨m black hole, holds for every
value of β, i.e., once again it agrees with the other method based on the elimination of
the singularities of the Euclidean manifold, but the weak Hessling principle selects only
the null temperature, i.e., the R-N vacuum as a physically sensible state.
We observe that our “along geodesics” calculations eliminate quantum states which do
not have the correct scaling limit, on the other hand one can not correctly think that they
determine only the states which have the correct scaling limit in the sense precised in [8].
In fact we used a weaker prescription as previously stressed.
Another important point is that we dealt with the limit of a large mass black hole and
with a massless field, but we think that our conclusions should hold without to assume
these strong conditions, too.
Indeed, in order to check the behaviour of Wightman functions on the horizon we recognize
that is sufficient to know the form of the Wightman functions near the horizon only. In
this region, regardless of the value of black hole’s mass, the metric can be written in the
form used above:
ds2 ∼ 1
r2
[
−dt2 + dr2 + r2dΩ2
]
,
thus we expect that the Wightman functions for arguments near the horizon should be
of the form (75) and thus it should be possible to restore all our results. For example,
we stress that Haag, Narnhofer and Stein in [6] used just the limit form of the metric
near the horizon in order to obtain the Hawking temperature. However, one could object
that the normalization of the modes used to construct the Wightman functions depends
on the integration over the whole spatial manifold and not only on the region near the
horizon. Really, it is possible to overcome this problem at least formally dealing with our
static metric. In fact, in this case one recovers by the KMS condition [6] (x ≡ (τ,x)):
< φ(x1)φ(x2) >β =
i
2pi
∫ +∞
−∞
G(τ1 + τ,x1 | τ2,x2) e
βω
eβω − 1e
iωτ dτdω , (80)
where the distribution G is the commutator of the fields and thus it is uniquely determined
[6] by the fact that it is a solution of the Klein-Gordon equation in both arguments,
vanishes for equal times τ1 = τ2 and is normalized by the “local” condition:
gττ
√−g ∂
∂τ1
G(x1, x2) |τ1=τ2= δ3(x1,x2) (81)
The above 3-delta function is usually understood as:
δ3(x1,x2) = 0 for x1 6= x2∫
δ3(x1,x2) dx2 = 1
By the previous, spatially “local” formulas we expect that the function G calculated by
using the “true” static metric becomes the function G calculated by using the approxi-
mated static form of the metric inside of a certain static region δΣ× IR (where τ ∈ IR) as
δΣ shrinks around a 3-point. Really, considering (δΣ, τ0) as a Cauchy surface, the above
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result should come out inside of the “diamond-shaped” 4−region causally determined by
(δΣ, τ0) at least. But, studying the form of the light cones near event horizons of the form
|x| = r0, τ ∈ IR (including the limit case case r0 → ±∞), it is simple to prove that this
4−region will tend to contain the whole τ−axis if δΣ approachs to the event horizons.
This is the case of an extremal R-N black hole where the Bertotti-Robinson metric ap-
proximates the R-N metric near the horizon r → +∞, t ∈ IR.
In the same way, using Eq. (80), we could expect such a property for thermal Wightman
functions, too, the case of zero temperature, which is regarded as the limit β → +∞,
included. Furthermore, if the field’s mass m in Eq. (71) were not zero (and we chose
again ξ = 1/6 following the previous motivations), the Wightman functions which we are
interested in would by be connected to the Wightman functions satisfying the ordinary
Klein-Gordon equation in the Minkowski space-time except for a position dependent mass
term (see Eq. (72)):
M2(r) =
m2
r2
.
We stress that this mass term is vanishing as r → +∞. Our method works for large value
of r so we expect that our conclusions do not change in the case of a massive scalar field.
Finally, we stress that recently P.H. Anderson, W.A. Hiscock and D.J Loranz [28], by
using of the metric in Eq.(45) and the Brown-Cassidy-Bunch formula (see [28, 10] and
references therein) argued (and numerically checked by using the complete R-N metric)
that the Reissner-Nordstro¨m vacuum state is the only thermal state with a non-singular
renormalized stress-tensor on the horizon of an extremal R-N black hole. In fact they
obtained the formula holding near the horizon:
< T νµ >βrenorm.∼
1
2880pi2
δµν + r
4 pi
2
30β4
diag
(
−1, 1
3
,
1
3
,
1
3
)
(82)
Note that, if T = 1/β does not vanish, there will be a strong divergence as r → +∞, i.e.,
on the horizon. This divergence is not due to the coordinate frame used because it remains
also for scalar quantities as T νµT
µ
ν . Supposing the stress-tensor generates the gravity by
means of Einstein’s equations (or by some similar generalisation), the above divergence
generates a singularity in the metric structure of the manifold. In the framework of the
Semiclassical Quantum Gravity (see [10] for example) the R-N vacuum state results to be
the only possible state in equilibrium with an extremal R-N black hole.
We observe that the “improved” HNS prescription, i.e. the Hessling principle agrees
completely with the result of Anderson Hiscock and Loranz in our weaker formulation
at least, in particular it selects a state carrying a renormalized stress-tensor finite on
the horizon. This fact comes out also both in the Rindler space where the HNS and
Hessling’s prescriptions selects the Minkowski vacuum which has a regular stress tensor
on the horizon or in the Schwarzschild space where the HNS principle selects the Hartle-
Hawking state with the same property on the horizon [10].
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