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1Linear and Nonlinear Precoding Based Dynamic
Spectrum Management for Downstream
Vectored G.fast Transmission
Wouter Lanneer, Student Member, IEEE, Paschalis Tsiaflakis, Member, IEEE,
Jochen Maes, Senior Member, IEEE, and Marc Moonen, Fellow, IEEE
Abstract—In the G.fast digital subscriber line (DSL) frequency
range (up to 106 or 212 MHz), where crosstalk channels may
even become larger than direct channels, linear zero-forcing
(ZF) precoding is no longer near-optimal for downstream (DS)
vectored transmission. To improve performance, we develop a
novel low-complexity algorithm for both linear and nonlinear
precoding based dynamic spectrum management (DSM) that
maximizes the weighted sum-rate under realistic per-line to-
tal power and per-tone spectral mask constraints. It applies
to DS scenarios with a single copper line at each customer
site [i.e. broadcast channel (BC) scenarios], as well as to DS
scenarios with multiple copper lines at some or all customer
sites (i.e. the so-called multiple-input-multiple-output (MIMO)-
BC scenarios). The algorithm alternates between precoder and
equalizer optimization, where the former relies on a Lagrange
multiplier based transformation of the DS dual decomposition
approach formulation into its dual upstream (US) formulation,
together with a low-complexity iterative fixed-point formula to
solve the resulting US problem. Simulations with measured G.fast
channel data of a very high crosstalk cable binder are provided
revealing a significantly improved performance of this algorithm
over ZF techniques for various scenarios, and in addition, a
faster convergence rate compared to the state-of-the-art WMMSE
algorithm.
Index Terms—DSL, G.fast, dynamic spectrum management
(DSM), optimal spectrum balancing (OSB), precoding, broadcast
channel (BC), MIMO-BC
I. INTRODUCTION
I
N DSL systems, the main source of performance degrada-
tion is traditionally crosstalk interference between different
copper lines in the same cable bundle. The crosstalk interfer-
ence problem has been tackled with the introduction of vec-
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toring (also known as dynamic spectrum management (DSM)
level 3) for VDSL2 [2]. Vectoring removes the crosstalk
by employing signal coordination solely at the access node,
resulting in single-sided precoding techniques for downstream
(DS) transmission which corresponds to a so-called broadcast
channel (BC) scenario. Since in the VDSL2 frequency range
(below 30 MHz) the channel matrix typically has a diagonally
dominant structure, the linear zero-forcing (ZF) precoder is
near-optimal for DS vectored transmission [3].
However G.fast, a new standard approved by the Inter-
national Telecommunication Union (ITU), already exploits a
much broader spectrum up to 106 MHz, while a 212 MHz
profile is under definition [4]. At these high frequencies,
the diagonally dominant structure of the channel matrix is
no longer valid, and crosstalk channels may even become
larger than direct channels [5]. As a result, the linear ZF
precoder is not near-optimal anymore as it will suffer from
increased per-line transmit power penalties due to the large
precompensation signals needed for crosstalk cancellation [6].
This makes nonlinear precoding (NLP) in particular interesting
for G.fast, as NLP sequentially encodes the user transmit
signals in order to “pre-subtract" the crosstalk from previously
encoded users without transmit power penalties.
At the same time, the availability of multiple copper lines
for data transmission to one end-user, as a result of the
historical installation of multiple phone lines at most customer
sites, offers the opportunity to significantly improve perfor-
mance by using bonding and phantom mode transmission
[7]. Bonding is used to combine multiple copper lines into
one big data pipe to the end-user. On top of that, phantom
mode transmission can be used to create, for instance, a third
(phantom or virtual) channel over two physical copper lines by
exploiting the difference between the common mode voltages
of the two lines1. Moreover, these techniques allow for receiver
signal coordination (equalization) at the customer sites, in
addition to the transmitter signal coordination (precoding) at
the access node, which corresponds to a so-called multiple-
input-multiple-output (MIMO)-BC scenario.
To improve the performance of DS vectored G.fast trans-
mission with multiple lines available to each user, we study
linear precoding (LP) and NLP based DSM to maximize
the achievable weighted sum-rate under realistic per-line total
1Note that in this paper the term ‘line’ will be used for physical DSL lines
as well as for virtual phantom modes.
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Fig. 1. DS (left-hand side) MIMO-BC and its dual US (right-hand side) MIMO-MAC system model for transmission on tone k. The nonlinear parts are
bypassed for linear transmission. Switching between both domains is done by interchanging the role of precoders and equalizers and hermitian transposing
the channel matrix.
power and per-tone spectral mask constraints. These DS rate
maximization problems are typically non-convex and therefore
difficult to solve in a globally optimal manner.
In a wireless communication and single carrier context, DS
rate maximization problems under per-line power constraints
have been shown to be equivalent with their more easily
solvable dual upstream (US) problems under a sum-power
constraint by incorporating an unknown noise covariance ma-
trix [8]. This leads to a minmax optimization of the weighted
sum-rate function over transmit covariance matrices and the
unknown noise covariance matrix.
A simpler, but equivalent, approach where only the transmit
covariance matrices have to be optimized, is provided by
the broadcast channel optimal spectrum balancing (BC-OSB)
[9]. BC-OSB has been proposed for NLP based DSM in a
DSL BC scenario under per-line total power constraints. It
consists of an iterative dual decomposition approach where
in each iteration the Lagrange dual function is transformed
based on the Lagrange multipliers before exploiting US-DS
duality. The resulting dual US Lagrangian is then maximized
by per-tone discrete exhaustive searches, which however have
a large computational complexity. Thus although the BC-OSB
is globally optimal, it is only tractable for small scenarios, for
example with up to four users.
A different approach for solving DS rate maximization
problems which also applies to MIMO-BC scenarios is to
adopt a transformation into an equivalent weighted minimum
mean square error (WMMSE) minimization problem [10]. The
WMMSE problem can then be solved by iteratively updating
the weight matrices, the MMSE precoders and the MMSE
equalizers, which provably converges to a locally optimal
stationary point of both problems. Such an algorithm for a
LP based DSL system with per-line total power constraints is
the discrete multi-tone (DMT)-WMMSE [11], [12]. However,
these WMMSE-based algorithms typically suffer from slow
convergence rates.
In this paper, we focus on extending the BC-OSB approach
for MIMO-BC scenarios employing both LP and NLP, and also
on including per-tone spectral mask constraints on top of the
per-line total power constraints. This is enabled by alternating
optimization of the precoders and equalizers, where for the
former, we propose a low-complexity method to maximize the
US Lagrangian by means of an iterative fixed-point formula.
The resulting algorithm will be referred to as the broadcast
channel distributed spectrum balancing (BC-DSB) algorithm,
as it is similar to the DSB algorithm of [13] for interference
channels. Despite that BC-DSB is only provably convergent
under certain conditions, in our simulations we have observed
that it always converges to a solution outperforming those of
ZF techniques. In addition, for BC scenarios BC-DSB has a
significantly reduced computational complexity compared to
BC-OSB such that also larger scenarios can be simulated, and
will be shown to exhibit faster convergence than the state-of-
the-art DMT-WMMSE algorithm.
This paper is organized as follows. Section II introduces the
MIMO-BC system model and corresponding rate maximiza-
tion problem. Section III and IV present BC-DSB for NLP
and LP respectively. Section V discusses convergence prop-
erties and computational complexity of BC-DSB. Section VI
compares the performance of BC-DSB with ZF techniques,
BC-OSB and DMT-WMMSE in a G.fast context. Finally,
section VII concludes the paper.
II. SYSTEM MODEL AND PROBLEM STATEMENT
We consider DS transmission in a MIMO-BC scenario
with N interfering users. Each user n has An G.fast lines
(see left-hand side of Fig. 1), meaning there are a total of
L =
∑
n An lines. We refer to the i-th line of user n as line
(n, i). The transmission uses DMT modulation with K sub-
carriers or tones spaced by ∆ f Hz. Besides full transmitter
signal coordination at the access node, there is also receiver
signal coordination possible at the customer sites. Both LP and
NLP is considered. Assuming perfect DMT synchronization,
the linear part of the DS transmission for user n on tone k can
be modeled as
y
n,DS
k
= H
n,H
k
x´DSk + z
n
k, (1)
where x´DS
k
is the L-vector of transmit signals of the access
node on tone k, having a covariance matrix defined as Ck ,
E{x´DS
k
x´
DS,H
k
}. yn,DS
k
is the An-vector of received signals of
user n on tone k. zn
k
is the An-vector of additive noise signals
of user n on tone k, which we assume to be uncorrelated and
pre-whitened, i.e., E{zn
k
z
n,H
k
} = IAn . H
n,H
k
is the An × L DS
channel matrix between the access node and user n. The total
L × L channel matrix is HH
k
, [H1
k
, · · · ,HN
k
]H on tone k.
The diagonal elements of HH
k
are the direct channels, and the
off-diagonal elements are the crosstalk channels. We highlight
that although HH
k
typically has a diagonally dominant structure
(i.e. |hl, j
k
| ≪ |hl,l
k
|, j , l) below 30 MHz, recent measurements
show that this structure is not valid anymore for higher
frequencies of G.fast where the crosstalk channels may even
become larger than the direct channels [5]. Furthermore, we
3assume perfect channel state information is available. In DSL
systems the channel characteristics vary slowly with time
such that the vectoring control entity at the access node is
indeed able to estimate and track the channel characteristics
by sending pilot symbols interleaved with the data symbols
[4].
Without loss of generality, we specify the transmit signal
vector as
x´DSk = Pk
√
Skx
DS
k , ∀k . (2)
In this equation xDS
k
, [x1,DS
k
, · · · , xN,DS
k
]T denotes the L-
vector of symbols intended for all users on tone k with
covariance matrix E{xDS
k
x
DS,H
k
} = IL . Pk , [P1k, · · · ,P
N
k
] is
the precoder matrix on tone k, where Pn
k
, [p
(n,1)
k
, · · · , p
(n,An)
k
]
contains the precoder vectors of user n, with p(n,i)
k
being
an L-vector with unity l2-norm and representing the linear
processing corresponding to the data symbol of line (n, i).√
Sk , blockdiag
{√
S1
k
, · · · ,
√
SN
k
}
is the diagonal scaling ma-
trix on tone k, where Sn
k
, diag
{
s
(n,1)
k
, · · · , s
(n,An)
k
}
contains
the symbol transmit powers of user n. Combining (2) and the
definition of transmit covariance matrix Ck results in
Ck = PkSkP
H
k . (3)
Expressions (2) and (3) can be used both for LP and NLP as
will be shown next.
A. Nonlinear Precoding
For NLP, we use the theoretical concept of dirty paper
coding (DPC) [14] which is a successive interference subtrac-
tion technique that is sum-capacity-achieving for the MIMO-
BC scenario [15]. It can be seen as the dual of the sum-
capacity-achieving minimum mean squared error generalized
decision feedback equalizer (MMSE-GDFE) for the US so-
called multiple access channel (MAC) scenario [16]. DPC
can be implemented in practice with Tomlinsom-Harashima
precoding (THP) [17], [18] which is a well-known technique
in the DSL community. However, note that there is a small
performance gap between the DPC concept and the THP im-
plementation due to the necessary modulo operations resulting
in some power penalties [19].
To implement DPC, a subtraction or encoding order of the
user is required. Without loss of generality, we assume that the
encoding order is given by the user index. This means that user
1, which is encoded first, sees all other users as interference;
while user N , which is encoded last, has the interference from
all other users subtracted. For this NLP based transmission,
the capacity for user n on tone k is [15]
c
n,DS
k
= log2
IAn +Hn,Hk ( ∑m≥n Cmk )Hnk IAn +Hn,Hk ( ∑m>n Cmk )Hnk , (4)
where Cn
k
= Pn
k
Sn
k
P
n,H
k
and Ck =
∑
n C
n
k
.
To investigate the encoding and decoding process of each
user in more detail, we introduce a block diagonal equalizer
matrix FH
k
, blockdiag
{
F
1,H
k
, · · · ,FN,H
k
}
. This yields an
estimated data signal vector of user n on tone k given by
xˆ
n,DS
k
= F
n,H
k
ynk, (5)
and a signal-to-interference-and-noise-ratio (SNR) of line (n, i)
on tone k without intra-user successive interference subtraction
defined as
SNR(n,i)
k,DS
=
s
(n,i)
k
|f
(n,i),H
k
H
n,H
k
p
(n,i)
k
|2
1 +
∑
(m, j)≻(n,i) s
(m, j)
k
|f
(n,i),H
k
H
n,H
k
p
(m, j)
k
|2
, (6)
where (m, j) ≻ (n, i) denotes the condition that either m > n,
or m = n and j , i, and f(n,i)
k
is an An-vector having unity
l2-norm and representing the equalizer for line (n, i) on tone
k. Then, the achievable bit rate for user n on tone k can be
expressed as
b
n,DS
k
=
∑
i
log2
(
1 +
1
Γ
SNR(n,i)
k,DS
)
, (7)
where Γ denotes the capacity gap for practical QAM imple-
mentations, and is a function of the desired BER, coding gain,
and noise margin [20]. Throughout the paper, we always refer
to the case of a zero capacity gap (Γ = 0 dB) when making
a statement about “global optimality" or “capacity-achieving"
for the case of nonlinear encoding and decoding. However, we
remark that even for nonzero capacity gap (Γ , 0 dB) BC-
DSB can exploit the DPC transmission structure to obtain a set
of achievable user rates (not necessarily capacity-achieving)
which outperform ZF schemes, as will be shown in section VI.
Note that users have a total data rate in bits per second defined
as Rn = fs
∑
k b
n,DS
k
, where fs is the DMT symbol rate.
Furthermore, when the SNR (6) is maximized using
MMSE equalizers {Fn,H
k
} and diagonal per-user MSE ma-
trices {En,DS
k
, E[(xˆn,DS
k
− xn,DS
k
)(xˆn,DS
k
− xn,DS
k
)H ], ∀n} are
enforced, it is known that (see [21]) the achievable bit rates
(7) attain capacity equal to (4). Enforcing diagonal per-
user MSE matrices (which is explained in section III-C)
results in intra-user interference-free transmission meaning
F
n,H
k
H
n,H
k
Pn
k
is a An × An diagonal matrix for each user n.
This relaxes the capacity-achieving requirement of applying
intra-user successive interference subtraction where all lines
are sequentially encoded (like in [16]) to applying only inter-
user successive interference subtraction where all users are
sequentially encoded, reducing in this way the implementation
complexity considerably.
B. Linear Precoding
Since LP requires less implementation complexity than
NLP, it offers a valuable alternative. For the LP based trans-
mission, the capacity of user n on tone k is given as
c
n,DS
k
= log2
IAn +Hn,Hk ( ∑m Cmk )Hnk IAn +Hn,Hk ( ∑m,n Cmk )Hnk , (8)
while the corresponding achievable SNR of line (n, i) is
SNR(n,i)
k,DS
=
s
(n,i)
k
|f
(n,i),H
k
H
n,H
k
p
(n,i)
k
|2
1 +
∑
(m, j),(n,i) s
(m, j)
k
|f
(n,i),H
k
H
n,H
k
p
(m, j)
k
|2
. (9)
4Also for LP, a diagonal per-user MSE matrix requirement
ensures that lines of the same user do not self-interfere [21].
Then, the achievable bit rate for user n and tone k, given
by (7), attains capacity (8) for the specific case of MMSE
equalizers {Fn,H
k
} and a zero capacity gap (Γ = 0 dB). While
the algorithm developed in this paper is applicable to both LP
and NLP, we mainly focus on the NLP case, and adopt the
line SNR definition given in (6) unless stated otherwise.
C. Problem Statement
We focus on finding the precoders {Pk}, symbol transmit
powers {Sk}, and equalizers {FHk } that maximize the achiev-
able weighted sum-rate under per-line total power and per-tone
spectral mask constraints
maximize
{Pk }, {Sk 0}, {F
H
k
}
∑
k
∑
n
wnb
n,DS
k
s.t.
∑
k
[
PkSkP
H
k
]
(n,i),(n,i)
≤ Pline, ∀(n, i)[
PkSkP
H
k
]
(n,i),(n,i)
≤ Pmaskk , ∀(n, i), k (10)
where [·]l,l denotes the (l, l)-entry of a matrix, and wn is the
weight for user n. Since the optimal user encoding order is de-
fined by the user weights, we assume w.l.o.g. w1 ≥ · · · ≥ wN
(i.e. the user with the largest weight is to be encoded first
[9], [22]). Pmask
k
is the spectral mask for every line and for
tone k, which is typically kept low in G.fast in order not
to generate too much interference into other technologies.
We remark that when Pline is very high compared to the
spectral masks, enforcing the latter will automatically lead to
the former being satisfied as well. These power constraints are
particularly important for G.fast transmission due to the lack
of a diagonally dominant structure of the channel matrix. The
strong crosstalk then results in large precompensation signals
which (especially for LP) may increase the per-line transmit
powers, which should therefore be accounted for by means of
DSM. Although not explicitly taken into account in (10), BC-
DSB as developed in the next sections can be simply extended
to comply with the practical constraint on the maximal bit
loading (i.e. a bitcap equal to 12 bits for G.fast) as will be
shown.
III. BC-DSB-NLP
Optimization problem (10) is non-trivial and has to be
solved in an iterative fashion. Albeit the DS weighted sum-
rate functions are neither concave nor convex in Cn
k
[15],
the optimal precoders {Pk} and transmit powers {Sk} can be
calculated in the dual US domain using US-DS duality theory
provided that the equalizers {FH
k
} are known (see [1]). On
the other hand, the optimal equalizers {FH
k
} can be calculated
by a closed-form expression when the precoders {Pk} and
transmit powers {Sk} are known. However, since their optimal
solutions are a function of one another, the optimal precoders
and equalizers cannot be calculated jointly. To overcome this
difficulty, we alternate between precoder and transmit power
versus equalizer optimization, meaning that the precoders {Pk}
and transmit powers {Sk} are optimized for fixed equalizers
{FH
k
}, and the other way around, {FH
k
} is optimized for fixed
{Pk} and {Sk}.
A. Precoder and Transmit Power Optimization
for Fixed Equalizers
For fixed DS equalizers, we can define the equivalent DS
channel vector h˜(n,i),H
k
and noise signal z˜(n,i)
k
for line (n, i) and
tone k as
h˜
(n,i),H
k
= f
(n,i),H
k
H
n,H
k
, (11)
z˜
(n,i)
k
= f
(n,i),H
k
znk . (12)
This turns each line (n, i) into a virtual single-line user, creating
an equivalent BC scenario with only transmitter coordination.
Note that still {E{| z˜(n,i)
k
|2} = 1} due the unity normalized
{f
(n,i)
k
}. To simplify notations, we will now use line index
l = {1, · · · , L} instead of (n, i).
For this equivalent BC scenario, denoting the total equiva-
lent channel as H˜n,H
k
= [h˜1
k
, · · · , h˜L
k
]H , the data transmission
model (5) on tone k for all users can be simplified to
xˆDSk = H˜
H
k Pk
√
Skx
DS
k + z˜k, (13)
for which (10) reduces to the following DS sub-problem2
maximize
{Pk }, {Sk 0}
∑
k
∑
l
w˜l b˜
l,DS
k
s.t.
∑
k
[
PkSkP
H
k
]
l,l
≤ Pline, ∀l[
PkSkP
H
k
]
l,l
≤ Pmaskk , ∀l, k (14)
with b˜
l,DS
k
= log2
(
1 +
sl
k
|(h˜l
k
)Hpl
k
|2
Γ(1 +
∑
j>l s
j
k
|(h˜l
k
)Hp
j
k
|2)
)
. (15)
It is noted that, although the achievable bit rates (15) corre-
spond to successive interference subtraction between all virtual
single-line users in the equivalent BC, intra-user successive
interference subtraction in the original MIMO-BC becomes
superfluous when enforcing the diagonal MSE requirement
(see (32) and (33) in section III-C).
To solve (14) we formulate a dual decomposition approach
with standard subgradient based updating of the Lagrange
multipliers (similar to for instance [13]), relying on the “zero
duality gap"-result for multi-carrier systems3 [23]. The La-
grangian of (14) in this case is given as
LDS(Θ, {Λk}, {Pk}, {Sk}) =∑
k
∑
l
(
wl b˜
l,DS
k
− slkTr{(Θ + Λk)p
l
k(p
l
k)
H }
)
+ PlineTr{Θ} +
∑
k
Pmaskk Tr{Λk}, (16)
where Θ = diag{θ1, · · · , θL} and Λk = diag{λ1k, · · · , λ
L
k
}
are diagonal matrices containing the Lagrange multipliers
corresponding to the per-line total power and spectral masks
2The virtual single-user line weight vector [w˜1, · · · , w˜L ]T is equal to
[w1, · · · , w1︸         ︷︷         ︸
A1 times
, · · · , wN , · · · , wN︸            ︷︷            ︸
AN times
]T .
3We remark that, although this “zero duality gap"-result of [23] is not valid
for the case with per-tone spectral mask constraints, the dual problem of (10)
can be shown to be equivalent to an US dual problem corresponding to an
US primal problem with one total sum-power constraint across all lines and
tones, and with unknown noise covariance matrices for which [23] is valid
(similar to the proof in [9]).
5constraints for tone k, respectively. The Lagrange dual func-
tion is then defined as an unconstrained maximization of the
Lagrangian for a given set of Lagrange multipliers
g
DS(Θ, {Λk}) = maximize
{Pk }, {Sk 0}
LDS(Θ, {Λk}, {Pk}, {Sk}) (17)
which can be decoupled into K per-tone independent sub-
problems. The DS dual optimization problem is
minimize
Θ0, {Λk 0}
g
DS(Θ, {Λk}) (18)
As the achievable bit rates (15) are neither convex nor
concave in Cn
k
[15], (18) is a difficult problem to solve.
To overcome this difficulty, we use US-DS duality theory,
which states that the same set of bit rates can be achieved
in the dual US channel under the same total transmit power
constraint across all lines and tones [15]. However, this also
implies that US-DS duality transformations do not preserve
the more realistic per-line total power and spectral mask
constraints when converting directly an US solution of (18) to
a DS solution. Therefore, we first transform the Lagrangian
(16) into an equivalent version with a virtual sum power
constraint before exploiting US-DS duality. In particular, this
transformation consists in incorporating a virtual precoding
matrix based on the Lagrange multipliers and rescaling the
equivalent channel matrix for each tone [9]. The transmission
model of tone k is then given as
xˆDSk = H˜
H
k (Θ + Λk)
−1/2︸               ︷︷               ︸
H˜
′H
k
P′k
√
Skx
DS
k + z˜k, (19)
where P′
k
= (Θ + Λk)
1/2Pk . Now, the Lagrange dual function
(17) is rewritten as
g
DS(Θ, {Λk})= maximize
{P′
k
}, {Sk 0}
L
′DS(Θ, {Λk}, {P
′
k}, {Sk}), (20)
where the transformed Lagrangian is
L
′DS(Θ, {Λk}, {P
′
k}, {Sk}) =∑
k
∑
l
[
wl log2
(
1 +
sl
k
|(h˜
′l
k
)Hp
′l
k
|2
Γ(1 +
∑
j>l s
j
k
|(h˜
′l
k
)Hp
′ j
k
|2)
)
− slkTr{p
′l
k (p
′l
k )
H }
]
+ Pv, (21)
and where h˜
′l
k
= (Θ + Λk)
−1/2h˜l
k
and p
′l
k
= (Θ + Λk)
1/2pl
k
are denoting the transformed equivalent channel and precoder
vector for line l, respectively. Furthermore, for a given set of
Lagrange multipliers, the per-line power and spectral mask
constraints appear as a virtual sum power constraint Pv =
PlineTr{Θ} +
∑
k P
mask
k
Tr{Λk}. This transformation hides the
Lagrange multipliers into the equivalent channel {h˜
′l
k
} and
precoder {p
′l
k
} vectors. As a result, the transformed Lagrangian
(21) can be interpreted as the Lagrangian of a DS problem with
a virtual sum power constraint and with its virtual Lagrange
multiplier equal to one. Therefore, we can now apply US-
DS duality theory to transform (20) into an equivalent US
Lagrange dual function for a fixed set of Lagrange multipliers
{Θ + Λk} and under the same virtual sum power constraint.
In order to use this US-DS duality, we first introduce
the dual US so-called MIMO-MAC system of (5) which is
obtained by switching the role of precoders and equalizers and
by Hermitian transposing the channel matrix (see right-hand
side of Fig. 1). The fixed DS equalizers now correspond to
fixed US precoders, simplifying the scenario to a MAC with
only receiver coordination between the L single-line virtual
users. Hence, the dual US transmission model of (19) is given
as4
xˆUSk = Q˜
H
k H˜k
√
R˜kx
US
k + Q˜
H
k (Θ + Λk)
1/2zk︸            ︷︷            ︸
z′
k
. (22)
We observe that this model has a noise covariance matrix
equal to E{z′
k
(z′
k
)H } = (Θ + Λk), as in [8]. We remark
that this formulation is preferred over scaling the channel
and equalizer matrices since it is numerically more robust
whenever some of the Lagrange multipliers converge to zero.√
R˜k , diag
{√
r˜1
k
, · · · ,
√
r˜L
k
}
is the diagonal scaling matrix,
where r˜ l
k
represents the US transmit power on line l for
tone k. Q˜H
k
is the L × L US equalizer matrix on tone k.
Assuming the theoretically optimal receiver with successive
interference cancellation, which is the MMSE-GDFE [16], the
US achievable bit rate of line l on tone k is
b˜
l,US
k
= log2
(
1 +
1
Γ
r˜ lk(h˜
l
k)
H
(
Θ + Λk
+
∑
j<l
r˜
j
k
h˜
j
k
(h˜
j
k
)H
)−1
h˜lk
)
, (23)
where the decoding order is the reverse of the encoding order
(i.e. virtual single-line user 1 is decoded last, virtual single-
line user L is decoded first) as US-DS duality dictates. The
US bit rate functions are only dependent of the US transmit
powers {r˜ l
k
} (and are independent of the US equalizers {Q˜H
k
}),
and moreover, are concave in {r˜ l
k
} [15], meaning that the
globally optimal power allocation in the dual US system can
be efficiently computed.
Based on this US transmission model (22), we define the
equivalent US Lagrange dual function of (20) as
g
′US(Θ, {Λk}) = maximize
{Rk 0}
L
′US(Θ, {Λk}, {Rk}), (24)
where the Lagrangian is
L
′US(Θ, {Λk}, {Rk}) =
∑
k
∑
l
[
wl b˜
l,US
k
− r˜ lk
]
+ Pv. (25)
This means that for a given set of Lagrange multipliers
{Θ + Λk}, the original DS Lagrange dual function (17) of
sub-problem (14) can be solved by solving the equivalent US
function (24), resulting in the optimal US transmit powers
and MMSE equalizers, and that then the corresponding DS
transmit powers and precoders can be obtained using US-
DS duality transformations (as will be explained in the next
4In this model, R˜k and Q˜
H
k
are used for the US transmit powers and
equalizer on tone k, as later a unity rotation will be applied to the US precoders
and equalizers when enforcing the diagonal MSE requirement resulting in the
final transmit powers {Rk } and equalizers {Q
H
k
} (see (32) and (33)).
6sections). Hence, updating the Lagrange multipliers such that
the DS per-line total power and spectral mask constraints are
enforced, will eventually solve (14) optimally. I.e., it will result
in optimal DS transmit powers and precoders for a fixed set
of DS equalizers.
B. Maximizing the Lagrangian of (24)
In order to maximize the Lagrangian of (24), we propose
a low-complexity iterative method, based on a fixed-point
reformulation of the KKT stationary condition of (24) (similar
to [13], [24]) which is both necessary and sufficient for NLP.
Thus, extracting r˜ l
k
to one side of equation
∑
j
∂wj b˜
j,US
k
∂r˜ l
k
− 1 = 0, ∀l, k, (26)
and enforcing positivity results in a fixed-point US transmit
power update formula for line l and tone k given as
r˜ lk =

wl/log(2)
1 +
∑
j>l
(wj r˜
j
k
)/log(2)
Γ+r˜
j
k
(h˜
j
k
)H (X
j
k
)−1h˜
j
k
|(h˜
j
k
)H (X
j
k
)−1h˜l
k
|2
−
Γ
(h˜l
k
)H (Xl
k
)−1h˜l
k

+
(27)
where [x]+ , max(x, 0) and
Xlk =
(
Θ + Λk +
∑
j<l
r˜
j
k
h˜
j
k
(h˜
j
k
)H
)
. (28)
We observe that formula (27) is equivalent to the formula in
[24] with the noise covariance matrix replaced by (Θ + Λk).
Formula (27) with iterative Gauss-Seidel (sequential) updates
over all lines is guaranteed to converge to a globally optimal
stationary point, since it can be shown to be equivalent to a
series of closed-form solutions of convex approximations of
(24) (see [25] for more details). Moreover, this type of fixed-
point iterations has been demonstrated in [13], [24] to work
well with low complexity, and converges to good accuracy
in only a few iterations. Furthermore, we highlight that (27)
corresponds to a continuous transmit power and bit loading,
unlike the BC-OSB algorithm that can only do exhaustive
searches over a discrete power or bit loading.
Once the optimal US transmit powers are available, the
corresponding MMSE-GDFE equalizer for each user n and
tone k is computed as
Q˜
n,H
k
=
√
R˜n
k
H˜
n,H
k
(
Mnk
)−1
(29)
where
Mnk = (Θ + Λk) +
∑
m≤n
H˜mk R˜
m
k H˜
m,H
k
,
R˜nk = diag
{
r˜
(n,1)
k
, · · · , r˜
(n,An)
k
}
. (30)
C. US-DS Duality Transformations
The US transmit powers and equalizers can be transformed
to DS transmit powers and precoders by combining a per-
user US MSE matrix diagonalization step with per-line SNR
duality transformations. The former guarantees the optimality
of the decoding process in the US system without intra-user
successive interference cancellation, by ensuring that lines
of the same user do not self-interfere [21]. Note that the
SNR duality transformations also result in DS diagonal MSE
matrices and, thus, optimality of the DS encoding process.
Clearly, the expression of the US MSE matrix of user n
E
n,US
k
= E[(xˆn,US
k
− xn,US
k
)(xˆn,US
k
− xn,US
k
)H ]
= IAn + Q˜
n,H
k
MnkQ˜
n
k
− Q˜n,H
k
H˜nk
√
R˜n
k
−
(
Q˜
n,H
k
H˜nk
√
R˜n
k
)H
= IAn − Q˜
n,H
k
H˜nk
√
R˜n
k
, (31)
where we used (29) in the third line, shows that En,US
k
is
diagonalized by updating the precoders and equalizers of the
US system for user n and tone k as follows [21]
Tnk = F
n
k
√
R˜n
k
Wnk,
Q
n,H
k
=W
n,H
k
Q˜
n,H
k
, (32)
where Wn
k
is calculated as the unitary eigenvector matrix of
Q˜
n,H
k
H˜n
k
√
R˜n
k
. In order to remain consistent with previous
notation (see right-hand side of Fig. (1)), we then set
Rnk ← diag
{
‖t
(n,1)
k
‖22, · · · , ‖t
(n,An)
k
‖22
}
Tnk ← T
n
kdiag
{
‖t
(n,1)
k
‖22, · · · , ‖t
(n,An)
k
‖22
}−1/2
Q
n,H
k
← diag
{
‖q
(n,1)
k
‖22, · · · , ‖q
(n,An)
k
‖22
}−1/2
Q
n,H
k
, ∀k, n,
(33)
where Tn
k
and Qn,H
k
are the final US An × An precoder
and An × L equalizer for user n with unity l2-norm column
and row vectors respectively. Since the {Wn
k
} are unitary,
the diagonalization step neither increases the US virtual sum
transmit power nor decreases the weighted sum rate, meaning
the maximized value of Lagrangian (25) for a fixed set of
Lagrange multipliers remains unmodified.
The SNR duality transformations ensure that each line SNR,
and therefore also line bit rate, is preserved between the US
and DS system on each tone k. The US SNR for line (n, i)
and tone k is
SNR
(n,i)
k,US
=
r
(n,i)
k
| hˆ
(n,i),(n,i)
k
|2
q
(n,i),H
k
(Θ + Λk)q
(n,i)
k
+
∑
m<n
∑
j
r
(m, j)
k
| hˆ
(n,i),(m, j)
k
|2
, (34)
where Ĥk , QHk HkTk and hˆ
l, j
k
,
[
Ĥk
]
l, j
. Defining the
relation between the DS and US precoding and respectively
US and DS equalizers as
p
(n,i)
k
= q
(n,i)
k
, and f(n,i)
k
= t
(n,i)
k
∀(n, i), k, (35)
7the DS SNR (6) is equivalent to
SNR
(n,i)
k,DS
=
s
(n,i)
k
| hˆ
(n,i),(n,i)
k
|2
1 +
∑
m>n
∑
j
s
(m, j)
k
| hˆ
(m, j),(n,i)
k
|2
. (36)
Equating the US and DS SNRs for all lines and tone k,
generates a linear system of equations [26]
Zk · [s
1
k, · · · , s
L
k ]
T
= 1, ∀k (37)
with
Zk =

Z
1,1
k
· · · Z1,N
k
...
. . .
...
Z
N,1
k
· · · ZN,N
k
 , (38)
where the diagonal and off-diagonal sub-matrices are respec-
tively given as
Z
n,n
k
= diag
{
| hˆ
(n,1),(n,1)
k
|2
SNR
(n,1)
k,US
, · · · ,
| hˆ
(n,An),(n,An)
k
|2
SNR
(n,An)
k,US
}
and [Zn,p
k
]i,u =
{
−| hˆ
(p,u),(n,i)
k
|2 ∀(u, i) if p > n
0 ∀(u, i) if p < n.
This linear system of equations is always solvable yielding
valid solutions s(n,i)
k
≥ 0, because Zk has non-negative diago-
nal and non-positive off-diagonal entries, and RkZk is column
diagonally dominant for each tone k [26], [27]. We remark that
r
(n,i)
k
= 0 results in a zero row and column in Zk that have
to be removed, together with the respective s(n,i)
k
and r (n,i)
k
,
before solving (37), and then p(n,i)
k
= 0 and s(n,i)
k
= 0 are
chosen. Furthermore, summing up the rows of (37) multiplied
at both sides by Rk , we obtain∑
(n,i)
s
(n,i)
k
q
(n,i),H
k
(Θ + Λk)q
(n,i)
k︸                     ︷︷                     ︸
‖p
′(n, i)
k
‖2
=
∑
(n,i)
r
(n,i)
k
, (39)
meaning that the same virtual sum power is transmitted in the
DS and dual US system.
D. Equalizer Optimization for Fixed Precoders
and Transmit Powers
When the transmit powers and precoders of the DS system
are fixed, the optimal DS equalizers {Fn,H
k
} are straightfor-
wardly calculated by the well known MMSE closed-form
expression for each user n, ignoring the signals of users m < n
and considering the signals of users m > n as background
noise, i.e.
F˜
n,H
k
=
√
Sn
k
P
n,H
k
Hnk×(
IAn +H
n,H
k
(∑
m≥n
Pmk S
m
k P
m,H
k
)
Hnk
)−1
, (40)
with Fn,H
k
= diag
{
‖ f˜
(n,1)
k
‖2, · · · , ‖ f˜
(n,An)
k
‖2
}−1
F˜
n,H
k
having
unity normalized rows. Furthermore, although it is not strictly
necessary, we then also diagonalize the DS MSE matrices
{En,DS
k
}, similar to the diagonalization of {En,US
k
} in (32) and
(33), to speed up convergence.
E. Alternating Optimization
The final algorithm solving the original problem (10) al-
ternates through several steps of precoder and transmit power
optimization on the one hand, and equalizer optimization on
the other hand, as developed in the previous sections. A
complete algorithm description is given in Algorithm 1 and
will be referred to as BC-DSB-NLP.
Initialization of BC-DSB consists of choosing the DS equal-
izers {Fn,H
k
} as the complex conjugate of the left-singular
vectors of the DS channels {Hn,H
k
}. This initialization has
shown to work well in the simulations. Furthermore, the pre-
defined step size parameters ǫ1 and ǫ2, necessary for the
subgradient updates (see line 5 of Algorithm. 1), are typically
set to 107/Pmask
k
and 107/Pline resp. in our simulations. The
Lagrange multiplier search is stopped when the following two
stopping criterions, based on the KKT conditions of (14), are
satisfied(
[PkSkP
H
k ]l,l = P
mask
k
)
or(
[PkSkP
H
k ]l,l < P
mask
k and λ
l
k = 0
)
, ∀l, k, (41)
and
(∑
k
[PkSkP
H
k ]l,l = P
line
)
or(∑
k
[PkSkP
H
k ]l,l < P
line and θl = 0
)
, ∀l . (42)
Remark 1: When all {An} are equal to one, the MIMO-
BC problem (10) reduces to a BC problem, for which only
1 iteration is necessary for convergence and the optimal
equalizer matrices {Fn,H
k
} reduce to identity matrices.
Remark 2: The BC-DSB can be simply extended to incor-
porate a constraint on the bit loading (i.e. a bitcap bcap). It
consists in particular in bounding (by Γ(2b
cap
− 1)) the US
SNR (34) for each tone k and line (n, i) before performing the
per-line SNR duality transformations, and hence, resulting in
capped line bit rates. Even though this SNR upper bounding
is not a truly optimal approach, it has shown to work very
well with low complexity, as will be shown in the simulation
section.
Remark 3: When (θl + λl
k
) = 0, the matrices {Xl
k
} in (28)
for tone k may become rank-deficient in the iterative fixed-
point update formula for particular sets of transmit powers,
and then, BC-DSB breaks down. Fortunately, this problem
can be avoided by simply lower bounding {θl} by a small
positive constant [26]. The per-line Lagrange multipliers {θl}
go to zero when the per-tone spectral mask and bit loading
constraints are more restrictive than the per-line total transmit
power constraints. The latter are then automatically satisfied.
In the same manner, the per-tone Lagrange multipliers {λl
k
}
go to zero when the bit loading constraints are too restrictive,
which occurs for low frequency tones in particular.
Remark 4: The iterative fixed-point power update formula
(27) implemented in a Gauss-Seidel (sequential) manner is
guaranteed to increase the US Lagrangian (25) in each it-
eration, converging eventually to a stationary point [25].
However, the downside is that {Xl
k
} of all the lines (which
are considered as virtual single-line users) have to be re-
computed whenever one line transmit power is updated. To
8reduce the computational complexity, the iterative fixed-point
power update formula can also be implemented in a Jacobi
(simultaneous) manner. In particular, the {Xl
k
} of all lines are
only re-computed when all the line transmit powers have been
updated. Although convergence of the Jacobi update is not
analytically proven, it has shown to converge fast in most of
our simulations. However, especially for high frequency tones
with high levels of crosstalk, the Jacobi update sometimes
fails to converge and then the power update formula keeps
jumping between multiple extrema of (25). In our simulations,
we have avoided this by switching to Gauss-Seidel updating
after a certain number of power update iterations. A similar
remark about Gauss-Seidel and Jacobi updating was made by
the authors in [28].
IV. BC-DSB-LP
LP based DSM for DS transmission can also be handled by
BC-DSB. The only difference when using LP instead of NLP
is that (9) is used for the DS SNR instead of (6), which results
in a different US fixed-point power update formula for line l
and tone k
r˜ lk =

wl/log(2)
1 +
∑
j,l
(wj r˜
j
k
)/log(2)
Γ+r˜
j
k
(h˜
j
k
)H (X
j
k
)−1h˜
j
k
|(h˜
j
k
)H (X
j
k
)−1h˜l
k
|2
−
Γ
(h˜l
k
)H (Xl
k
)−1h˜l
k

+
(43)
where
Xlk =
(
Θ + Λk +
∑
j,l
r˜
j
k
h˜
j
k
(h˜
j
k
)H
)
,
and a linear MMSE equalizer closed form expression for user n
in the US system
Q˜
n,H
k
=
√
R˜n
k
H˜
n,H
k
(
(Θ + Λk) +
∑
m
H˜mk R˜
m
k (H˜
m
k )
H
)−1
. (44)
In addition, this results in a linear expression for both the
US (34) and DS (36) SNR when using the per-line SNR
duality transformations, for which the elements of the off-
diagonal sub-matrices (p , n) of Zk are given by {[Z
n,p
k
]i,u =
−| hˆ
(p,u),(n,i)
k
|2 |∀u, i}; and in a DS linear MMSE equalizer
expression for user n, treating the signals of all other users
m , n as background noise, i.e.,
F˜
n,H
k
=
√
Sn
k
P
n,H
k
Hnk×(
IAn +H
n,H
k
(∑
m
Pmk S
m
k P
m,H
k
)
Hnk
)−1
. (45)
A complete algorithmic description is included in Algorithm 1
and will be referred to as BC-DSB-LP.
Remark 5: The US bit-rate functions with linear MMSE
equalizers are now a non-concave function in {r˜ l
k
}. As a result,
the KKT stationary condition remains only necessary and is
Algorithm 1 BC-DSB-NLP or BC-DSB-LP
1: initialize Fn,H
k
with ‖f(n, i)
k
‖2 = 1, ∀(n, i), k
2: repeat
3: Calculate h˜(n, i)
k
using (11), ∀(n, i), k
4: repeat
5: Set/update
∀l, k : λl
k
=
[
λl
k
+ ǫ1
(
[PkSkP
H
k
]l, l − P
mask
k
) ]+
∀l : θl =
[
θ l + ǫ2
( ∑
k [PkSkP
H
k
]l, l − P
line
) ]+
6: repeat
7: for l = 1 . . . L do
8: Calculate r˜ l
k
with (27) or (43) ∀k
9: end for
10: until convergence
11: Calculate Q˜n,H
k
with (29) or (44), ∀n, k
12: Diagonalize En,US
k
using (32) and (33), ∀n, k
13: Calculate Sk with (37), ∀k
14: Calculate Pk with (35), ∀k
15: until (41) and (42) are satisfied
16: Calculate Fn,H
k
with (40) or (45), ∀n, k
17: Diagonalize En,DS
k
similar to (32) and (33), ∀n, k
18: until convergence
not sufficient anymore, and therefore (43) will only converge
to a locally optimal stationary point.
Remark 6: For LP, the per-user US MSE matrix diagonal-
ization step also guarantees intra-user interference-free trans-
mission, and as a result, now even increases the maximized
value of the US Lagrangian (25) [21].
V. BC-DSB COMPLEXITY AND CONVERGENCE
A. Convergence
Convergence of the precoder optimization part of BC-DSB
is difficult to prove due to the non-convexity of the US
Lagrange dual function (24) for which the proposed iterative
fixed-point power update formula can only reach a locally
optimal stationary point. This non-globally optimal evaluation
of the Lagrange dual function means that convergence of sub-
gradient Lagrange multiplier updating is no longer guaranteed
[23].
Only for the case of NLP and zero capacity gap (Γ = 0 dB),
the BC-DSB algorithm is provably convergent. Indeed, for this
case, (24) becomes convex [15], guaranteeing convergence of
the precoder optimization part to its globally optimal solution.
Convergence of the total BC-DSB algorithm can then be
proven, similar to the proof in [29], by arguing that every
step of the algorithm increases the objective function of (10);
and also that this objective function is at the same time
upper bounded by the per-line total power and spectral mask
constraints. Hence, after convergence of BC-DSB, a limit point
of (10) must be reached.
We remark, however, that extensive simulations have shown
that BC-DSB consistently produces a monotonic increasing
objective value both for NLP and LP and nonzero capacity
gap.
B. Complexity
The complexity of the proposed BC-DSB algorithm is
analyzed and compared to the complexity of BC-OSB and
9DMT-WMMSE (summarized in Table I) for the case where
{An = A} so that L = NA.
Precoder and transmit power optimization for fixed equaliz-
ers is the most computationally intensive part of the BC-DSB
algorithm. It implies an iterative Lagrange multiplier search
where, for each set of Lagrange multipliers, the US Lagrange
dual function (24) has to be solved, after which its solution is
to be transformed to the DS solution.
To solve (24), the iterative fixed-point power update formula
requires the computation of all L matrices {Xl
k
} in (28) and
their inverses, leading to a total complexity of O(L4) per
tone. Luckily, this complexity can be reduced to O(L3) by
recognizing that for NLP each Xl
k
is a rank-1 update of Xl−1
k
and using the matrix inversion lemma (similar to [30]), i.e.,
(Xlk)
−1
=
(
Xl−1k + r˜
l−1
k h˜
l−1
k (h˜
l−1
k )
H
)−1
= (Xl−1k )
−1−
r˜ l−1
k
(Xl−1
k
)−1h˜l−1
k
(h˜l−1
k
)H (Xl−1
k
)−1
1 + r˜ l−1
k
(h˜l−1
k
)H (Xl−1
k
)−1h˜l−1
k
while for LP Xl
k
is a rank-1 update of following matrix
Bk ,
(
Θ + Λk +
∑
j
r˜
j
k
h˜
j
k
(h˜
j
k
)H
)
, (46)
yielding
(Xlk)
−1
=
(
Bk − r˜
l
k h˜
l
k(h˜
l
k)
H
)−1
= B−1k +
r˜ l
k
B−1
k
h˜l
k
(h˜l
k
)HB−1
k
1 − r˜ l
k
(h˜l−1
k
)HB−1
k
h˜l
k
.
Thus, the complexity of solving (24) is O(KL4) when using
the Gauss-Seidel update (see Remark 4), and ignoring the few
iterations by the fixed-point formula. On the contrary, when
using the Jacobi update, the complexity is O(KL3).
The computation of the US linear or nonlinear MMSE
equalizers {Q˜n,H
k
} has a complexity of O(KL3). Although
expression (29) for computing the nonlinear {Q˜n,H
k
} has a
complexity of O(NL3) due to the N matrix inversions of Mn
k
of size L× L on tone k, the matrix inversion lemma can again
be exploited, i.e.,
(Mnk )
−1
=
(
Mn−1k + H˜
n
k R˜
n
kH˜
n,H
k
)−1
=(Mn−1k )
−1 − (Mn−1k )
−1H˜nk
(
(R˜nk )
−1
+H˜
n,H
k
(Mn−1k )
−1H˜nk
)−1
H˜
n,H
k
(Mn−1k )
−1 (47)
in which the complexity of H˜n,H
k
(Mn−1
k
)−1H˜n
k
dominates,
meaning that (Mn
k
)−1 can be computed in O(N2A3) operations
given (Mn−1
k
)−1. On the other hand, the L×L matrix inversion
in expression (44) for the linear Q˜n,H
k
is the same for all users
and, hence, can be re-used. Furthermore, the complexity of
transforming the US transmit powers and MMSE equalizers
to the DS domain for all tones involves solving K linear system
of equations and is always upper bounded by O(KL3).
The overall complexity of BC-DSB is summarized in Table I
in which we considered the complexity for the case of NLP
and LP the same as can be inferred from above analysis. In
TABLE I
COMPLEXITY COMPARISON
Algorithm Computational complexity
BC-DSB with Gaus-Seidel update O(αβKL4)
BC-DSB with Jacobi update O(αβKL3)
BC-OSB [9] O(αβK(bmax + 1)LL3)
DMT-WMMSE [11], [12] O(αβKL3)
this table, α and β denote respectively the number of outer
loop iterations needed, and the number of Lagrange multiplier
iterations needed to satisfy all transmit power constraints.
Typically setting α to 10-300 is sufficient for convergence in
our simulations, while β drops to a small number (typically)
after a few outer loop iterations.
Clearly, Table I reveals that, especially when the number
of lines are large, BC-DSB is significantly less complex than
BC-OSB; and furthermore, that the complexity of one outer
loop iteration of BC-DSB with Jacobi update and the DMT-
WMMSE algorithm is similar. Thus, the total complexity is
mainly determined by the speed of convergence. Note that
although Jacobi updating is not guaranteed to converge, we
avoid this by switching to Gauss-Seidel updating after a
certain number of power update iterations on some tones (see
Remark 4)).
VI. SIMULATION RESULTS
In this section, we evaluate the performance of BC-DSB for
the DS G.fast 106 MHz and 212 MHz profile. We consider
for both profiles standard compliant G.fast parameters. The
per-line total transmit power is 4 dBm. The capacity gap Γ
is set to 10.25 dB and the noise PSD to -140 dBm/Hz. The
tone spacing is 51.75 kHz and the symbol rate is 48 KHz.
The bandwidth of the G.fast profiles starts at 2.2 MHz and
ends at 106 MHz and 212 MHz corresponding to a total of
about K = 2000 and K = 4000 tones respectively. Spectral
masks are obtained from [31]. The channel matrices have been
obtained by measurements of a cable binder consisting out of
10 lines of 80 m. We remark that the observed crosstalk levels
in this particular cable binder are rather high compared to other
G.fast measurements. For all simulations, we only consider the
unweighted sum-rate case (i.e. {wn = 1|∀n}).
A. Performance Comparison With ZF Techniques
In this section, the performance of BC-DSB is compared
with ZF techniques. In the aforementioned cable binder, we
vary the amount of receiver signal coordination, corresponding
to scenarios with a different number of users N and lines
per user {An}. Performance in these scenarios is measured in
terms of the achieved unweighted sum-rate (shown in Table II
and Table III in case of a 12 bitcap). The considered ZF
technique is the singular value decomposition based block-
diagonalization (SVD-BD) method for the MIMO-BC scenario
extended for per-line power constraints in [32] which can be
used for LP as well as for NLP. This method is combined with
DSM by means of a bounded gain scaling optimization such
that all per-line total power and per-tone spectral mask and bit
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TABLE II
SUM-RATE COMPARISON BETWEEN VARIOUS PRECODING SCHEMES FOR THE G.FAST 106 MHZ AND 212 MHZ PROFILE IN 10 × 80 M BINDER AND
DIFFERENT CASES OF RECEIVER SIGNAL COORDINATION.
MMSE precoding ZF precoding
BC-DSB-NLP BC-DSB-LP SVD-BD-NLP SVD-BD-LP
Receiver signal coordination [Gbps] [%] [Gbps] [%] [Gbps] [%] [Gbps] [%]
21
2
M
H
z
100% N = 1, A = 10 13.096 100.0 13.096 100.0 13.096 100.0 13.096 100.0
50% N = 2, {An = 5, ∀n} 13.038 99.6 12.725 97.2 13.025 99.5 12.550 95.8
Phantom N = 4, {An } = {2, 3, 2, 3} 12.977 99.1 12.368 94.5 12.940 98.8 11.939 91.2
Bonded N = 5, {An = 2, ∀n} 12.946 98.9 12.079 92.3 12.914 98.6 11.501 87.8
None N = 10, {An = 1, ∀n} 12.919 98.6 11.774 89.9 12.891 98.4 10.995 84.0
10
6
M
H
z
100% N = 1, A = 10 11.180 100.0 11.180 100.0 11.180 100.0 11.180 100.0
50% N = 2, {An = 5, ∀n} 11.180 100.0 10.994 98.3 11.179 99.99 10.992 98.3
Phantom N = 4, {An } = {2, 3, 2, 3} 11.179 99.99 10.808 96.7 11.178 99.98 10.805 96.6
Bonded N = 5, {An = 2, ∀n} 11.178 99.98 10.627 95.1 11.178 99.98 10.623 95.0
None N = 10, {An = 1, ∀n} 11.178 99.98 10.399 93.0 11.178 99.98 10.387 92.9
TABLE III
SAME SCENARIO AS IN TABLE II WITH AN ADDITIONAL 12 BITCAP CONSTRAINT.
MMSE precoding ZF precoding
BC-DSB-NLP BC-DSB-LP SVD-BD-NLP SVD-BD-LP
Receiver signal coordination [Gbps] [%] [Gbps] [%] [Gbps] [%] [Gbps] [%]
21
2
M
H
z
100% N = 1, A = 10 12.591 100.0 12.591 100.0 12.591 100.0 12.591 100.0
50% N = 2, {An = 5, ∀n} 12.531 99.5 12.200 96.9 12.522 99.4 12.023 95.5
Phantom N = 4, {An } = {2, 3, 2, 3} 12.474 99.1 11.832 94.0 12.443 98.8 11.376 90.4
Bonded N = 5, {An = 2, ∀n} 12.449 98.9 11.535 91.6 12.417 98.6 10.870 86.3
None N = 10, {An = 1, ∀n} 12.423 98.7 11.196 88.9 12.396 98.4 10.196 81.1
10
6
M
H
z
100% N = 1, A = 10 10.270 100.0 10.270 100.0 10.270 100 10.270 100
50% N = 2, {An = 5, ∀n} 10.276 100.1 10.094 98.3 10.274 100.1 10.093 98.3
Phantom N = 4, {An } = {2, 3, 2, 3} 10.277 100.1 9.871 96.2 10.277 100.1 9.869 96.1
Bonded N = 5, {An = 2, ∀n} 10.280 100.2 9.674 94.3 10.281 100.2 9.671 94.2
None N = 10, {An = 1, ∀n} 10.281 100.2 9.343 91.0 10.282 100.2 9.316 90.7
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Fig. 2. The average line bit loading across all tones for the “phantom" scenario
of Table II shows MMSE precoding outperforming ZF precoding both for the
BC and MIMO-BC scenario at high frequencies due to the strong crosstalk
at these frequencies.
loading constraints are satisfied. Note that SVD-BD-LP can be
considered as the generalization of the linear ZF precoder [3]
with multiple lines per user.
For the scenario with full two-sided signal coordination
(case “100%" in Table II), all solutions reduce to the SVD-
solution [33] which provides an upper bound on the achievable
sum-rate in this binder (at least when the bit loading is not
constrained). We also highlight the difference with the VDSL2
scenario where linear ZF precoding is near-optimal due to the
diagonally dominant structure of the channel matrix at low
(i.e. below 30 MHz) frequencies [3].
BC-DSB-LP outperforms SVD-BD-LP on all scenarios for
the 212 MHz profile (see Table II) due to the very strong
crosstalk channels and high direct channel attenuation at
high frequencies resulting in low SNRs, such that MMSE
outperforms ZF precoding for the BC and MIMO-BC. For
instance, for the 212 MHz profile and “phantom" scenario
(illustrated in Fig. 2), the bit loadings provided by BC-DSB-LP
for the BC and MIMO-BC scenario are very similar to those
of SVD-BD-LP respectively up to 100 MHz, after which the
BC-DSB-LP solutions start to improve over the latter. This im-
proved performance over SVD-BD-LP is most significant (by
about 7%) in the scenario without receiver signal coordination
(case “none" in Table II ). However, in scenarios with more
receiver signal coordination, this performance gap gets notably
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reduced. Also, for the 106 MHz profile, the performance gain
of BC-DSB-LP over SVD-BD is negligible.
The successive interference subtraction of NLP enhances the
crosstalk environment resulting only in a small loss compared
to the performance upper bound of the “100%" scenario, even
without receiver signal coordination. This means that BC-
DSB-NLP is expected to operate very close to the globally
optimal solution notwithstanding the nonzero capacity gap
(Γ > 0dB). Furthermore, this enhanced crosstalk environment
for NLP decreases the performance gap between ZF and
MMSE precoding, resulting only in a small gain of BC-DSB-
NLP over SVD-BD-NLP.
Although these NLP results show an improved performance,
they may be too optimistic for practical implementations like
THP. For instance, the power penalties due to the modulo op-
erations resulting in an increased transmit power and capacity
gap have been ignored [19]. Furthermore, we have assumed
perfect channel state information and ideal signal processing,
even though NLP schemes have recently been shown to be
sensitive to channel estimation errors and other non-idealities
[34]. When taking these effects into account, the performance
gap between NLP and LP will be reduced. Additional draw-
backs of NLP are the significantly increased implementation
complexity and the performance variation across users. Users
encoded last achieve lower rate gains than users encoded first.
In case of a bitcap (Table III), the performance gap between
BC-DSB and the SVD-BD schemes for the 212 MHz profile
even increases. This is explained by the excess power of
bitcapped tones at low frequencies that now is shifted to tones
at higher frequencies. For example, for the BC scenario the
gap between BC-DSB-LP and SVD-BD-LP increases from
7% to 9.6%. Furthermore, this bitcap operation generates a
somewhat unintuitive result of NLP achieving a higher sum-
rate than the SVD-solution for the 106 MHz profile. I.e., for
the bitcap operation and this particular measured channel, the
performance variation across lines of NLP is more beneficial
than the one following the singular values of the SVD-solution
on some tones.
B. Comparison With BC-OSB and DMT-WMMSE
Although the globally optimal BC-OSB optimizes the more
realistic discrete bit loading (i.e. it uses an exhaustive discrete
bit loading search to solve the US Lagrange dual function
(24)), BC-DSB is more practical for large scenarios due to
its significantly reduced complexity (see also section V-B).
For instance, for 4 users, BC-OSB already takes more than
a week [22], compared to only a few minutes for BC-DSB.
Furthermore, the continuous bit loading of BC-DSB results in
slightly better (<1%) line rates compared to the discrete bit
loading of BC-OSB (illustrated in Fig. 3 for a 2-user scenario).
In addition, this continuous nature of BC-DSB allows the
transmit powers to satisfy the total per-line transmit power and
spectral mask constraints very precisely, whereas the accuracy
of BC-OSB is determined by the bit loading quantization step.
Extensive simulations have shown that BC-DSB-LP almost
always needs significantly less iterations to converge than
DMT-WMMSE. This is illustrated in Fig. 4 for the “50%",
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Fig. 3. Although BC-DSB optimizes the less realistic continuous bit loading,
its computational complexity is significantly reduced w.r.t. BC-OSB.
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Fig. 4. BC-DSB is observed to exhibit faster convergence than DMT-
WMMSE.
“Phantom", and “Bonded" scenario of Table II. While BC-
DSB always convergence within a few tens of iterations,
the DMT-WMMSE needs more than 3000 iterations. This is
probably due to the reason that BC-DSB explicitly maximizes
the sum-rate each iteration, while DMT-WMMSE aims to
minimize the crosstalk interference between users. In addition,
the slow convergence of WMMSE-based algorithms at high
SNR is well-known. In our simulations, the DMT-WMMSE
proposed in [11], [12] is extended with additional per-tone La-
grange multipliers for the spectral mask constraints on top of
the per-line Lagrange multipliers, and a per-user MSE matrix
diagonalization step. The DMT-WMMSE is initialized with
the SVD-BD precoders and a flat power-allocation satisfying
the power constraints.
VII. CONCLUSION
Motivated by the strong crosstalk at high frequencies char-
acterizing G.fast cable binders, we have investigated both
linear and nonlinear precoding based DSM for weighted
sum-rate maximization in the context of DS vectored G.fast
transmission with multiple lines available to each user and
under realistic per-line total power and per-tone spectral mask
constraints. For this problem, we have developed a novel
12
algorithm called BC-DSB that alternates between precoder
and transmit power versus equalizer optimization, and trans-
forms the DS dual decomposition approach formulation of the
former before exploiting US-DS duality. Furthermore, a low-
complexity iterative fixed-point formula has been proposed
to solve the resulting US problem, and SNR duality trans-
formations have been presented to convert the US solutions
back to the DS domain without any rate-loss due to intra-
user interference. The computational complexity of the BC-
DSB has been shown to be similar to the state-of-the-art
DMT-WMMSE, while a faster convergence rate of BC-DSB
has been experimentally observed. Finally, a performance
comparison in a very high crosstalk cable binder up to 212
MHz has been provided revealing an improved performance
of BC-DSB over ZF techniques for various scenarios.
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