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A bstract
The inadequacy of gaussian statistics in describing certain regions of a synthetic aperture 
radar (SAR) image can be explained by the violation of fundamental gaussian assump­
tions due to the increase in spatial resolution and target heterogeneity. Many non-gaussian 
probability models, competing in modeling flexibility, mathematical tractability, and sim­
plicity/accuracy of parameter estimation, have been proposed in the last two decades to 
model single-channel and polarimetric SAR (PolSAR) data.
This thesis explores the flexible polarimetric G distribution, which has many other non- 
gaussian probability models as its special forms. Previously, it has not been applied to 
PolSAR data primarily because of its relatively complicated probability density function 
(pdf). But recently, other flexible distributions, e.g. Kummer-ZY distribution, with similarly 
complicated pdfs have been successfully applied to PolSAR data. Therefore, it is expected 
that the application of G distribution, along with the proposal of its new, accurate, and 
efficient parameter estimators, to model PolSAR data will bring significant contributions 
to the field.
Firstly, singlelook version of polarimetric G distribution is derived. Then, several new 
parameter estimators for this distribution are proposed. The performance of these estim­
ators are compared to each other on simulated PolSAR data. One of the better performing 
estimators results from the novel analysis of G distribution using Mellin kind statistics. 
However, this estimator does not have closed form expressions, which is an undesirable 
property. A new framework for parameter estimation, based on fractional moments of 
multilook polarimetric whitening filter, is thus proposed. It results in simple, accurate, 
and computationally inexpensive estimators for all the well known non-gaussian probabil­
ity models including the G distribution. On real PolSAR data, the fitting accuracy of G 
distribution, bundled with its new estimators, is compared with some other competitive 
non-gaussian models. It is found that the proposed distribution adequately fits PolSAR 
data significantly better than its special cases, and very similar to the Kummer-ZY dis­
tribution. However, the software implementation of G distribution pdf is observed to be 
relatively more stable than the Kummer-ZY distribution pdf.
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Chapter 1
Introduction
1.1 M otivation
Earth observation for the purpose of resource management, disaster monitoring, land map­
ping, oceanography, geological science, and uncountably many other applications, is a time- 
consuming process because the sources of such information have traditionally been manual 
surveys, and in-situ measurements. Remote sensing instruments counter this problem in a 
cost-effective and timely manner. They offer a fast and synoptic data acquisition, which 
guarantees a rapid and adequate measurement, and also a speedy response. In many cases, 
in-situ measurements (ground truth) can be used in conjunction with remotely sensed data 
to examine correlations, and correct errors in a particular variable of interest.
Synthetic Aperture Radars (SAR) offer considerable advantage over optical sensors be­
cause of their solar illumination independent day and night operation, and the ability to 
work in cloud cover and most other weather conditions. They can provide up-to-date in­
formation quickly for high resolution (HR) and wide-coverage acquisitions. Surveys can be 
obtained on a periodic basis using spaceborne SARs, while airborne SARs can be employed 
for emergency management and controlled experimentation. These characteristics make 
them a very valuable asset for observing all types of geographical areas including forests, 
crops, oceans, urban areas, and specifically inaccessible regions like the polar regions, with 
an ever increasing demand to accurately monitor sea ice and glacier changes, and rain 
forests, which have a persistent cloud cover and frequent rain.
Polarimetric SAR (PolSAR) acquires electromagnetic (EM) polarimetric information in 
addition to the backscattered power. The inclusion of polarimetry offers the extra advant­
age of differentiating different types of EM scattering mechanisms occurring at the target. 
This becomes possible because the observed polarimetric signatures depend strongly on 
the actual scattering process. Consequently, in comparison to single-channel SAR, PolSAR 
can lead to a significant improvement in the quality of information retrieval algorithms.
1. Introduction
W ith the currently operational spaceborne PolSAR sensors, including SIR-C, PALSAR, 
Radarsat-2, and TerraSAR-X, and the planned future sensors including PALSAR-2 (2013), 
SAOCOMIA (2014), SAOCOMIB (2015), and BIOMASS (2016) it is expected that the 
technological evolution will slowly replace single channel sensors with the ones having po­
larimetric capabilities. Because the polarimetric information even from existing PolSAR 
sensors is not yet adequately exploited, there is an emergent need to develop algorithms to 
process the abundant existing and expected PolSAR data.
SAR images are formed as a result of a coherent imaging process [Lee and Pettier, 2009a]. 
An inherent feature of such imagery is the appearance of strong speckle or clutter, which 
limits the image interpretation and hence the potential for information retrieval. A singlel­
ook SAR image has a higher amount of speckle than a multilook image. Speckle appears 
very unordered with no obvious relationship with the macroscopic features of the surface 
and is best described by statistical methods. It follows naturally, that in order to under­
stand the information content in SAR images, the analysis of these images is performed 
in the context of a suitable statistical model. As a result, many SAR image processing 
algorithms have been built on such an underlying statistical model. Some examples in­
clude classification [Prery et ah, 2007, Doulgeris et ah, 2008, Silva et ah, 2012, Tison et ah,
2004], segmentation [Bombrun and Beaulieu, 2008, Bombrun et ah, 2011b, Doulgeris et ah, 
2012a, Tison et ah, 2004], and target detection [Wang et ah, 2008, Brekke and Anfinsen, 
2011] algorithms^.
Gaussian statistics generally serve as an accurate model for low resolution SAR images. 
In this case, each resolution cell has a high number of scatterers, and the scattered EM 
field, which is the coherent sum of contributions from all these scatterers, follows gaussian 
statistics according to the central limit theorem [Lee and Pettier, 2009a, Oliver and Quegan, 
2004a]. However, with the steady increase in spatial resolution of current and future SAR 
sensors, the assumption of a large number of scatterers is not always valid. In addition, 
this assumption might also be challenged based on the type of surface. It has been noted 
tha t in certain areas of a SAR image the statistics particularly deviate from the gaussian 
assumption e.g. urban areas show considerable non-gaussianity [Frery et ah, 1997, Tison 
et ah, 2004]. Similarly, natural areas like forests and rough sea surface are also known to 
exhibit a non-Gaussian behaviour [Oliver, 2000, Eltoft and Hogda, 1998]. Consequently, in 
the last two decades, considerable research effort has been dedicated to finding accurate and 
efficient non-Gaussian models for PolSAR data, which is precisely the motivation behind 
this thesis.
^The scope of this thesis is limited to statistical modeling only. The application of these models in 
aforementioned algorithms are beyond the scope, and hence considered future work.
1.2. Objective 3
1.2 Objective
The origins of non-Gaussian radar statistics can be traced back to the proposal of the 
univariate JC distribution^ for modeling amplitude statistics of radar return [Jakeman and 
Pusey, 1976, Jakeman, 1980, Jakeman and Pusey, 1978, Jakeman and Tough, 1987]. Sim­
ilarly, many classical univariate distributions, like Weibull [Oliver and Quegan, 2004a], 
log-normal [Oliver and Quegan, 2004a], Nakagami-Rice [Dana and Knepp, 1986], and 
Fisher [Tison et al., 2004] have been proposed for such modeling of single-channel radar 
data. The aforementioned classical univariate distributions have not yet been extended 
to model polarimetric radar data, primarily because of mathematical intractability. For 
polarimetric data, statistical modeling has mainly been achieved by employing a doubly 
stochastic product model [Ward, 1981, Lopes et ah, 2008], extended to the polarimetric 
case. It assumes tha t the radar return is a product of two independent random variables; 
the speckle random variable (gaussian part) modulated by a texture random variable to 
introduce non-gaussianity. This model can be effectively used to derive polarimetric distri­
butions for both singlelook and multilook PolSAR data. Then, the univariate distributions 
simply result as specific cases of their polarimetric counterparts when the dimension is 
reduced to a single-channel. The choice of texture distribution can be based on physical 
characteristics of the observed scene, empirical evidence, or simply flexibility of fitting real 
data. Some of the important texture distributions proposed in literature are gamma (7 ), 
inverse gamma (7 “^), generalized inverse gaussian (GIG), Fisher (J^), beta (/3), and inverse 
beta with the resulting polarimetric distributions of /C, G, Kummer-Z7, W, and
A4, respectively [Novak et ah, 1989, Quegan et ah, 1994, Lee et ah, 1994b, Yueh et ah, 
1989, Frery et ah, 1997, Freitas et ah, 2005, Bombrun and Beaulieu, 2008, Bombrun et ah, 
2011b, Bombrun et ah, 2011a].
On a historical background, the singlelook polarimetric JC distribution was first proposed 
in [Novak et ah, 1989], followed by its multilook counterpart in [Lee et ah, 1994b]. It can 
be arguably regarded as one of the most successful radar models. However, it was noticed 
in [Frery et ah, 1997], that certain areas (urban) in a SAR image require a more flexible 
model in the form of the univariate G  ^distribution, which additionally models natural areas 
very accurately (forested, and deforested areas). The G  ^ distribution actually resulted as a 
special case of the more general G distribution, which also has the JC distribution, and the 
harmonic G^ distribution [Muller and Pac, 1999] as its special cases among others. The mul­
tilook polarimetric versions of G and G  ^ distributions were later proposed in [Freitas et ah,
2005]. The polarimetric G  ^ and JC distributions have been extensively applied in numerous 
PolSAR image processing algorithms (examples include [Frery et ah, 2007, Doulgeris et ah.
^Univariate distributions model single-channel, while polarimetric distributions model multichannel or 
polarimetric radar data.
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2008, Doulgeris et al., 2011, Akbari et al., 2011, Horta et al., 2008]), but the utilisation of 
the more flexible polarimetric G distribution still remains obscure, primarily because of a 
more complicated pdf expression. It is expected that this distribution could serve as an 
even more accurate model due to its flexibility. This is corroborated by the fact that statist­
ical models more flexible than K  and G  ^ distributions, with similar or arguably even more 
complicated pdf expressions than the G distribution, have been proposed and successfully 
utilised in recent years. One such model is the polarimetric Kummer-ZY distribution [Bom­
brun and Beaulieu, 2008], which has also been recently applied in PolSAR classification 
and segmentation algorithms with convincing results [Bombrun et ah, 2011b, Doulgeris 
et ah, 2012a, Harant et ah, 2011, Doulgeris et ah, 2012b]. Similarly, some other flexible 
models like polarimetric M ,  W ,  and Wishart-Kotz^ distributions have also been, very re­
cently, proposed [Bombrun et ah, 2011a, Kersten and Anfinsen, 2012, Kersten et ah, 2012]. 
Therefore, the main objective of this thesis is to explore efficient and accurate parameter 
estimation techniques for the polarimetric G distribution so that, in the future, it can be 
used as a flexible underlying statistical model in PolSAR image processing algorithms. 
This research will bring significant contributions to the field since no parameter estimation 
methods have so far been proposed for the polarimetric G distribution. Moreover, it should 
be emphasized that one of the proposed estimation methods for the G distribution is also 
applicable to all the other above mentioned non-gaussian polarimetric distribution, and 
results in estimators with excellent performance characteristics.
1.3 M ethodology
The polarimetric G distribution was proposed for the multilook case in [Freitas et ah, 2005]. 
The initial step would be to extend it to the singlelook case for completeness as shown by 
the authors in [Khan and Guida, 2012c, Khan and Guida, 2012d]. Univariate forms of the 
singlelook and multilook G distribution will readily arise when the dimension is reduced to 
one. This will be followed by exploration of possible methods for parameter estimation. The 
methods that will be tested include the more conventional ones e.g. an extension of method 
of fractional moments (MoFM) like the one proposed in [Frery et ah, 1997], and a numerical 
maximum likelihood (NML) estimation method using likelihood functions of polarimetric G 
distribution proposed by the authors for singlelook polarimetric case in [Khan and Guida, 
2012d], and extended to the multilook polarimetric case in [Khan and Guida, 2012a].
Recently, an unorthodox method has been proposed for parameter estimation of univari­
ate distributions used to model single-channel radar statistics. It is known as the method 
of log cumulants (MoLC), and is based on the application of a less known Mellin trans-
^Wishart-Kotz is a flexible and computationally efficient model [Kersten and Anflnsen, 2012], which has 
been proposed concurrent to the last stages of this PhD thesis, and is therefore not included henceforth.
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form (MT), in contrast to the more conventional Fourier transform (FT) [Nicolas, 2002]. 
Only recently, this method has been extended for parameter estimation of multilook and 
singlelook polarimetric distributions, and the derived estimators have been shown to ex­
hibit better statistical properties than conventional methods for PolSAR data [Anfinsen 
and Eltoft, 2011, Anfinsen, 2011]. It is also intuitively simple and has the additional ad­
vantage tha t it is equipped with a formal Goodness-of-fit (GoF) technique, specially derived 
for PolSAR data [Anfinsen et al., 2011a]. It can also be regarded as the state-of-the-art 
as it has been recently applied for parameter estimation of polarimetric distributions in 
numerous PolSAR image processing algorithms (some examples include [Doulgeris et ah, 
2011, Akbari et al., 2011, Akbari et al., 2012, Anfinsen et al., 2011b, Niu and Ban, 2012]), 
and its popularity continues to grow. No evidence of the application of this method to 
polarimetric G distribution has been noted in literature. Therefore this method will also 
be utilised as a possible contender for parameter estimation, and has been proposed by the 
authors in [Khan and Guida, 2012a].
The final parameter estimation method which will be investigated is an effective variation 
of the polarimetric method proposed in [Doulgeris and Eltoft, 2010, Doulgeris et al., 2008]. 
It is based on central fractional moments of multilook polarimetric whitening filter [Lopes 
and Sery, 1997], and has been proposed by the authors in [Khan and Guida, 2013].
1.4 Novel Contributions
The new contributions to the state-of-the-art can be separated in terms of the novelties 
presented in three journal papers written during the course of this PhD. They are listed 
in chronological order along with a brief summary of novel contributions of each. The first 
paper is already published and is available via the internet. The second journal paper has 
been recently submitted and is currently under review, while the third journal paper has 
already been recommended for publication. Submitted versions of the latter two have been 
included in Appendices for reader’s ease and availability of reference. Following this, some 
conference papers presented during this PhD are also listed.
First Journal Paper
S. Khan and R. Guida, ”O n single-look m u ltiv a ria te  G d is tr ib u tio n  for P o lS A R  
d a ta ”, IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing 
(J-STARS), vol. 5, no. 4, pp. 1149-1163, August 2012.
This paper presents the singlelook version of the polarimetric G distribution. The para­
meters are estimated using numerical maximisation of polarimetric log likelihood function, 
and the statistical properties of the estimator are depicted through Monte Carlo simula-
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tions using simulated data. The resulting distribution is applied to real S- and X-band 
PolSAR data, and is shown to fit some areas better than the singlelook polarimetric JC and 
G  ^ distributions.
This paper is also the recipient of the prestigious IEEE Geoscience and Remote Sensing 
Society (GRS-S) 2013 J-STARS Prize Paper Award, which recognises the author(s) who 
published in IEEE J-STARS during the calendar year an exceptional paper in terms of 
content and impact on the GRS-S.
Second Journal Paper
S. Khan and R. Guida, "A pplication  of M ellin  k in d  s ta tis tic s  to  p o la rim e tric  G 
d is tr ib u tio n  for S A R  d a ta ”, submitted to IEEE Transactions on Geoscience and Remote 
Sensing (TGRS), November, 2012. Available in Appendix F.
This paper examines the polarimetric G distribution using state-of-the-art Mellin kind 
statistics (MKS). The resulting estimators are the MoLC and method of matrix log cumu­
lants (MoMLC) estimators. Although, these estimators do not have closed form expressions 
for the G distribution, they can still be efficiently and accurately computed numerically. The 
paper also defines another estimator derived from fractional moments of channel intensities 
similar to MoFM estimators for K, and G  ^ distributions. Using Monte Carlo simulations on 
simulated data, it is shown that the MoLC/MoMLC estimators exhibit excellent statistical 
properties for the G distribution. The polarimetric G distribution is also applied to fit 
TerraSAR-X PolSAR data, using MKS based GoF technique. As expected, it shows better 
fitting compared to JC and G  ^ distributions, and a similar fitting accuracy to Kummer-ZY 
distribution.
Third Journal Paper
S. Khan and R. Guida, ”O n frac tio n a l m om ents  o f m ultilook  p o la rim e tric  w h iten ing  
filte r for p o la rim e tric  S A R  d a ta ”, submitted to IEEE TGRS, January, 2013. Available 
in Appendix H.
This paper describes a new parameter estimation method for multilook polarimetric dis­
tributions. This method is based on fractional moments of multilook polarimetric whitening 
filter (MPWF), and results in closed form estimators for all the commonly occurring mul­
tilook polarimetric distributions including the G distribution. Simulations show that this 
estimator exhibits even better statistical properties, and faster computation times than 
MoMLC estimator for the G distribution. For /C, and G^ distributions as well the proposed 
estimators exhibit competent statistical properties and fast computation times compared 
to other estimators. On real PolSAR data, using the proposed estimators, G, /C, G^, and 
Kummer-ZY distributions exhibit excellent fitting accuracies.
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C onference Papers
1. S. Khan and R. Guida, ’’The new form of G distribution for single-look PolSAR data”. 
In Proc. EUSAR, pages 523-526, Nuremberg, Germany, Apr. 2012.
2 . S. Khan and R. Guida, ’’The new dual-texture G distribution for singlelook PolSAR 
data”, in Proc. IGARSS, pages 1469-1472, Munich, Germany, Jul. 2012. Available 
in Appendix G.
3. S. Khan and R. Guida, ”Single-look PolSAR statistical analysis using fractional mo­
ments of polarimetric whitening filter”, abstract submitted to Proc. IGARSS 2013.
1.5 Thesis Structure
The remainder of the thesis is organised as follows. Chapter 2 presents a brief description 
of the fundamental concepts of PolSAR imaging principles, along with the descriptors that 
define the data acquired using PolSAR sensors. Chapter 3 provides a detailed account on 
the origins of radar speckle, and the gaussian and non-gaussian statistics which model it. 
In Chapter 4, a brief overview of univariate and matrix-variate MKS is documented as a 
prerequisite to the understanding of MoLC and MoMLC estimations. Chapter 5 lists the 
texture distributions, and their corresponding singlelook and multilook non-gaussian po­
larimetric distributions, along with the related statistics. Chapter 6 is a condensed form of 
the contents of the first two journal papers briefiy explained earlier in Section 1.4. It con­
centrates on the polarimetric G distribution, and analyzes its parameter estimation using 
several different estimators, specially the MoLC/MoMLC and NML estimators. Chapter 7 
is an extended version of the third journal paper concisely discussed earlier in Section 1.4. 
It proposes a new framework of parameter estimation using fractional moments of multilook 
polarimetric whitening filter, applicable to all multilook polarimetric non-gaussian distribu­
tions included in this thesis. Finally, Chapter 8 lists the conclusions, findings, implications, 
and future directions of the research.
1. Introduction
Chapter 2 
Prelim inaries I - R em ote Sensing  
Radar Imaging
A complete description of radar imaging is beyond the scope of this chapter; however, a con­
densed background into its fundamental concepts, necessary for understanding this thesis, 
is presented here, keeping in view an airborne or spaceborne remote sensing perspective. 
The objective of the content is to lead the reader from basic imaging radar principles to 
a good understanding of essential radar polarimetry concepts, specially from a SAR point 
of view. After introducing imaging radar, the concept of synthetic aperture, and single or 
multiple looks for SAR data, a brief description of the working of a polarimetric SAR is 
given. In this regard, EM wave polarisation is also briefly explained.
PolSAR data can also exist in both single and multiple looks. Either of these can be a 
preferred choice depending on the type of application and its requirements. Also, the data 
statistics in each case are quite different. As a result, the difference in processing for these 
two cases is briefly explained, and the two data types are mathematically listed.
2.1 Airborne and Spaceborne Imaging Radar
Microwave remote sensing can be classified as passive or active. A passive microwave sensor 
detects the naturally emitted blackbody microwave radiation inside its antenna footprint, 
while an active sensor transmits some microwave energy towards a target or a group of 
targets and receives the backscattered energy. A significant advantage of microwave remote 
sensing over optical is that microwaves penetrate through most weather conditions including 
cloud cover, haze, dust, water vapour, and even rain cells (only excluding extremely heavy 
rain). This property makes microwave sensors a very desirable tool for collecting crucial 
time-sensitive data under almost all weather and atmospheric conditions. However, in 
particular microwave frequencies, the radiation might be affected by certain phenomena
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Figure 2.1: (Left) Radar, an active microwave sensor. (Right) Radar transmits successive 
EM pulses (A), which are focused by the antenna into a beam (B), and the portion of the 
pulses backscattered towards the radar (C) are received.
or atmospheric conditions. It has been noted that spaceborne L-band radars suffer from 
ionospheric Faraday rotation effects given certain conditions [Freeman and Saatchi, 2004], 
while higher frequency bands like X and Ku have been used to retrieve precipitation using 
spaceborne SAR data [Marzano and Weinman, 2008]. Further, active sensors do not depend 
on solar illumination for data acquisition making them ideal for twenty four hour operation, 
the only limiting factor being power requirements specially for spaceborne platforms.
Radar is an active microwave sensor, which takes its name from the acronym RADAR 
(RAdio Detection And Ranging). A radar generates an EM pulse for each transmission, 
which is radiated by its antenna and propagates to the scene. This pulse interacts with 
the objects in the scene and a part of it is backscattered towards the radar, where it is 
collected by the receiving antenna as shown in Fig. 2.1. A radar measures the strength 
of the backscattered signal in order to discriminate between different targets, and also the 
time delay between the transmitted and backscattered signal to determine the range to the 
target. The backscattered signal depends on many factors including range to the target, 
its dielectric and geometrical properties, and also radar system parameters like transmitted 
power, EM wave polarisation of transmitting and receiving antennas, microwave frequency, 
system losses, and finally atmospheric effects.
The parameters retrieved by a radar are inherently different from an optical sensor due 
to the active nature of a radar sensor. Biophysical quantities, which require parameters like 
radiances, reflectances, and brightness temperatures cannot be retrieved using a radar, but 
quantities like surface roughness, soil moisture, humidity, and geometrical properties can 
be retrieved. Moreover, many classification, segmentation, and mapping products can be 
obtained with an accuracy similar to optical sensors, but with a higher temporal reliability 
due to light and weather independence.
Radars can be classified as imaging and non-imaging, depending on the spatial dimensions
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Figure 2 .2 : Side-looking radar acquisition geometry and nomenclature.
in which the measurement is taken. If the measurement is taken only in one dimension, 
as it is usually the case with radar altimeters^ and often with scatterometers^, the output 
is not an image. Imaging radars, on the other hand, take measurements in two spatial 
dimensions: slant range (or echo round trip delay), and azimuth, as it is the case with 
SARs. The viewing geometry of these radars is side-looking. The image is created by 
scanning in slant range using echo round trip time, and exploiting the along-track velocity 
to scan in azimuth. The side-looking imaging radar geometry is depicted in fig. 2.2, labeled 
appropriately with its common terminology. It must be noted tha t the image is oriented 
in a plane whose coordinate axes are slant range and azimuth as opposed to ground range 
and azimuth, but the transformation to ground range is simple although it induces errors 
due to approximation of the local incidence angle.
One parameter that describes the quality of an imaging radar is its spatial resolution. 
Resolution can be defined as the minimum separation between two distinct targets at which 
they can be distinguished by the radar. Thus, we can define spatial resolution in both axes 
of the image i.e. range and azimuth. The range resolution depends on the length of the 
pulse, also called the pulse width (in meters), and is equal to half of it. Two targets can be 
distinguished in range if their separation is more than half of the pulse width as shown in 
fig. 2.3. The azimuth resolution depends on the azimuth beamwidth and range. The larger
 ^Radar altimeters are generally nadir pointing and determine the distance to the ground from the 
platform by measuring the round trip time of short transmitted pulses.
^Scatterometers are used to make precise quantitative measurements of backscatter power from targets.
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Figure 2.3: Range resolution. Targets 1 and 2 are indistinguishable, while 3 and 4 are 
distinguishable in range, where P is the pulse width.
the azimuth beamwidth and range, the worse the azimuth resolution. It must be noted 
that the azimuth beamwidth is inversely proportional to the antenna size. So, the larger 
the antenna in the azimuth direction, the better the azimuth resolution. Two targets can 
be distinguished in azimuth if their separation is more than the azimuth resolution.
Imaging radars operate at various frequency bands of the microwave EM spectrum, the 
most common being L-, C-, and X-band. Some existing L-band sensors are Seasat, JERS- 
1 and ALOS PALSAR, while PALSAR-2 , SAOCOMIA, and SA0C0M 2B are the future 
L-band sensors expected to be launched in 2013, 2014, 2015, respectively. In C-band, the 
common sensors include ERS-1, ERS-2 , Envisat (decommissioned), ASAR, Radarsat-1, and 
Radarsat-2, while in X-band TerraSAR-X and COSMO-SkyMed are widely used. Further, 
two interesting sensors are planned to be launched in the future: one is an S-band sensor 
called NovaSAR-S (2015), whereas the second one is called BIOMASS (2016), which is a 
P-band sensor. The frequency range of each band in the microwave spectrum is shown in 
fig. 2.4. Generally speaking, the lower the frequency, the higher the penetration depth 
of the EM pulse into a target medium, but it also depends on the moisture content in 
the medium. Because of this, the choice of a particular frequency band depends on the 
application at hand, and the target geometrical properties. For instance, in agricultural 
applications depending on the crop type Ku-, X-, C-, and L-band have all been identified 
in different studies as the best frequency band [Henderson and Anthony, 1998a]. L-band 
is the preferred choice for soil moisture retrieval, although surface roughness also needs to 
be taken into account. Similarly, P-band, which has an even higher penetration, is the 
preferred choice for rain forest biomass estimation. Further, C-band is generally preferred 
for mapping sea ice because of the contrast between sea and ice in this band, although 
it is also dependent on polarisation and incidence angle. An unlimited number of studies 
have been carried out on the use of different bands for various applications, and a detailed
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Figure 2.4: Frequency range of various bands in the microwave spectrum, 
account on most applications can be found in [Henderson and Anthony, 1998b].
2.2 Synthetic Aperture Radar
The imaging radar generally explained in Section 2.1 can also be regarded as a Real Aper­
ture Radar (RAR) system. For RAR systems, the azimuth resolution is defined by the 
beam width of the antenna, and degrades in proportion to the slant range. The antenna 
length would have to be increased unrealistically to achieve fine resolutions for long ranges 
and wavelengths, which is exactly the situation for spaceborne radar systems. This problem 
is addressed by artificially synthesizing a long aperture, hence the term synthetic aperture. 
SAR obtains multiple amplitude and phase measurements of the scene at different azimuth 
angles as the real aperture moves along the azimuth direction, and combines them using 
advanced signal processing techniques to form an image with an improved azimuth resol­
ution. The synthetic aperture formation is shown in fig. 2.5. This has the same effect as 
using an antenna with an equivalently long aperture. It can be easily shown that for a SAR 
system the azimuth resolution also becomes independent of the slant range [Henderson and 
Anthony, 1998c]. The advent of HR spaceborne radar systems and the availability of HR
14 2. Preliminaries I  - Remote Sensing Radar Imaging
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Figure 2.5: Synthetic aperture formation. All the echoes backscattered from target A are 
recorded from the time it enters the synthetic aperture till it finally leaves it.
radar images can be attributed to the important innovation of synthetic aperture radar 
processing technique [Oliver and Quegan, 2004a, Gumming and Wong, 2005]. Currently, 
the finest azimuth resolution achieved by spaceborne SARs is 1 meter for TerraSAR-X and 
COSMO-SkyMed and 3 meters for Radarsat-2 and ALOS PALSAR.
2.3 Num ber of Looks
SARs are generally designed with a long synthetic aperture and, therefore, a large azimuth 
bandwidth. During SAR raw signal processing, the processor may divide the full synthetic 
aperture into several independent sub-apertures as shown in fig. 2.6. This is done by 
splitting the full doppler bandwidth into independent sub-bands and extracting the band- 
limited signal. This band-limited signal associated with a sub-aperture represents one 
independent look of the scene. In the special case, when the SAR processor does not split 
the full synthetic aperture into sub-apertures, the corresponding full bandwidth image is 
referred to as a singlelook image. The full bandwidth in a singlelook SAR image corresponds 
to the highest possible azimuth resolution. It follows that each independent sub-aperture 
image will have a degraded azimuth resolution proportional to the number of independent 
sub-apertures.
SAR is a coherent imaging system, and like any other such system it is also characterised 
by the appearance of speckle. Speckle is a granular noise, which limits the interpretability 
of a SAR image. It can be quantified by the standard deviation to mean ratio computed 
over a homogeneous area of an intensity or amplitude SAR image. Chapter 3 is dedicated 
to the formation and statistics of speckle in SAR images. A singlelook image is character­
ised by the highest amount of speckle. Speckle can be reduced by incoherently averaging 
multiple independent sub-aperture looks, a process known as multilooking and the resulting 
image is called a multilook image [Henderson and Anthony, 1998d, Gumming and Wong, 
2005]. During incoherent averaging, each independent look is first separately processed by
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Figure 2.6: Independent looks and multilooking. The length of the synthetic aperture is 
A, which has been divided into 5 sub-apertures.
the SAR processor to form a detected^ (intensity or amplitude) SAR image, discarding all 
the phase information, followed by the averaging operation. This is done because singlelook 
SAR data are complex, and averaging of complex-valued data does not reduce speckle [Lee 
and Pettier, 2009a]. As more looks are processed, the azimuth resolution degrades but the 
radiometric resolution improves. Radiometric resolution is the expected spread of variation 
in each estimate of radar brightness or scene reflectivity [Henderson and Anthony, 1998e]. 
It describes the ability of a radar system to discriminate slight differences of backscattered 
energy (i.e. gray levels). Look generation through frequency filtering is logically equival­
ent to a linear filter applied to smooth the data in the spatial domain after detection. 
Therefore, multilooking can either be done in the frequency domain as mentioned above, 
or equivalently it can be done in the spatial domain using the finest resolution singlelook 
image. Spatial multilooking is done by incoherently averaging the intensities of a group of 
pixels in the neighbourhood of a central pixel, and replacing the intensity of the central 
pixel by the mean intensity as shown in fig. 2.7. This process is repeated throughout the 
image. As a result, multilooking (frequency domain or spatial domain) of single-channel 
SAR data results in real-valued intensity data.
The number of looks of a multilook SAR image is equal to the number of independent 
looks used in the multilooking process. However, this is only true to the extent to which 
the looks are statistically independent. In the frequency domain, normally, look filters 
are weighted, their domains overlap each other, and they are applied to a signal spectrum 
which itself is weighted [Henderson and Anthony, 1998d]. The looks resulting from such 
filters are partially correlated. In the spatial domain, the neighbouring pixels are partially 
correlated because they share a certain amount of information from the focusing process, 
due to the radar point spread function [Rignot and Chellappa, 1993]. It follows, tha t the 
reduction in speckle due to multilooking is not as great as it would otherwise be expected
^Detection is a processing stage in which complex-valued data is converted to real-valued data (usually 
intensity) representing signal strength.
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Figure 2.7: Multilooking in spatial domain. Averaging in a square window of neighbouring 
pixels (e.g. 3 x 3 or 5 x 5) and replacing the centre pixel with the new value, throughout 
the image.
using independent looks or independent neighbouring pixels. This leads to the concept 
of equivalent number of looks (ENL), which is always less than the number of look filters 
(referred to as nominal number of looks) used in frequency domain multilooking or the 
number of neighbouring pixels averaged in spatial domain multilooking. ENL must be 
estimated empirically over a homogeneous area in a SAR image. For a single-channel 
intensity SAR image, it is equal to the ratio of the mean squared to the variance of intensity 
[Lee and Pettier, 2009a, Henderson and Anthony, 1998d].
2.4 Polarim etric SAR
Polarimetry is related to the vector nature of polarised EM waves. The polarisation of an 
EM wave (Section 2.5), traveling at the speed of light in free space, undergoes some trans­
formation when there are abrupt or gradual changes in the index of refraction, permittivity, 
magnetic permeability, and conductivity of the medium. The polarised EM wave is then 
said to be repolarised. When a polarised radar EM pulse impinges on a target, the change 
in polarisation of the backscattered pulse can give additional information about the target, 
provided tha t the polarisation of the EM pulse is a variable under control of the radar 
operator. Radar polarimetry deals with controlling the polarisation of transmitted and 
received radar pulses, and the extraction of target properties from the EM scattering be­
haviour of these pulses. The scattering behaviour, of course, also depends on the operating 
frequency and incidence angle. Polarimetry, further, provides a strong link to the physics 
of the scattering process, which allows the identification of distinct scattering mechanisms. 
It is essential to clearly define some terminology at this stage. Coherence is the property 
of two or more waves that are in phase both temporally and spatially [Glickman, 2000]. 
EM waves are coherent if they have the same wavelength and a fixed phase relationship 
with each other. When the phase relationships are not fixed, the waves are said to be 
partially coherent or incoherent. Coherent scattering is produced when the incident EM
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Figure 2.8: Scattering mechanisms ©  NASA/JPL. (Left) Single-bounce, (Middle) double­
bounce, and (Right) volume scattering.
wave encounters a point target that is fixed or moving with a constant radial velocity, or a 
distributed target with individual scattering elements fixed or slowly moving relative to one 
another [Glickman, 2000]. Otherwise, the scattering is referred to as incoherent. Coherent 
and incoherent scatterings are also differentiated in Section 3.2. Using polarimetry, coher­
ent scattering from point targets can be resolved as canonical scattering from elementary 
targets, such as spheres, cylinders, dipoles, diplanes, dihedrals and trihedrals [Van Zyl, 
1985, van Zyl et al., 1987, Lee and Pettier, 2009a], while incoherent scattering can be a 
composite of surface scattering (single-bounce), double-bounce or dihedral scattering, and 
volume scattering as shown in fig. 2.8. Many radar targets are inherently polarimetric, 
therefore radar polarimetry can be effectively used to determine their characteristics [Bo- 
erner, 1992]. Examples include urban areas, characterised by dihedral or double-bounce 
scattering between ground and wall, forested areas dominated by randomly directed backs­
cattered components, and ocean surface whose polarimetric properties are dependent on sea 
state [Zebker and van Zyl, 1991]. Other targets, which are polarimetric in nature, include 
oil spill thickness, rainfall rates and drop size, crop health, soil moisture etc.
A fully polarimetric SAR transmits orthogonally polarised EM pulses in an alternate 
fashion, and then measures the backscattered signal in the receiver at each orthogonal 
polarisation. As a result, it has four measurements corresponding to the four combinations 
of transmit and receive polarisations. This four dimensional measurement comprises the 
complete scattering characteristics of the resolution cell because the response in any other 
orthogonal polarisation basis is simply a transformation of the response in the original 
orthogonal basis, and the process is called polarisation synthesis [Lee and Pettier, 2009a, 
Henderson and Anthony, 1998f]. SAR sensors generally use horizontal and vertical linear 
polarisations, however, circular polarisations can also be used.
Radar polarimetry is becoming an indispensable tool in modern EM sensors, and it is 
expected that most of the future sensors will have complete polarimetric capability. For a 
list of current fully polarimetric spaceborne SAR sensors and the missions planned in the 
future please refer to Section 1.1.
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Figure 2.9: EM wave polarisation. Horizontal (green) and vertical (blue) components of 
the resultant electric field vector (red). Observing at a stationary point in space, the tip of 
the electric field vector traces one cycle of the waveform (brown) as time progresses.
2.5 Electrom agnetic Wave Polarisation
An EM wave consists of an in-phase electric and magnetic field, which are oscillating 
orthogonal to each other and also to the direction of propagation of the wave. To define 
the polarisation of an EM wave, information about only the electric field is sufficient. The 
polarisation of an EM wave is defined by the orientation of the electric field oscillations. 
More specifically, it is described by the shape traced by the tip of the oscillating electric 
field vector observed at a stationary point in space along the direction of propagation 
as time progresses, shown in fig. 2.9 (also see [Lee and Pettier, 2009a, Henderson and 
Anthony, 1998f]). In the most general case, it traces an ellipse, and becomes circular if 
the rectangular components of the electric field vector have the same magnitude but a |  
phase difference. In both the cases, looking at the wave traveling towards the observer, the 
convention is that the clockwise rotation is the left-handed, while anti-clockwise rotation 
is the right-handed circular/ elliptical polarisation. However, the most common case of EM 
wave polarisation used in SAR sensors arises when either only one rectangular component 
exists or the rectangular components are in a phase difference of 0 or tt, then the electric 
field vector oscillates in a straight line resulting in linear polarisation. The only types of 
EM wave polarisations utilised for the remainder of this thesis are the orthogonal horizontal 
{h) and vertical {v) linear polarisations, which result when only one orthogonal component 
of the electric field vector exists.
2.6 Polarim etric Scattering
Let us now restrict the polarisation basis to orthogonal horizontal (h) and vertical (u) linear 
polarisations without any loss of generality because the response in any other polarisation 
basis can be computed using polarisation synthesis. Then, the fully polarimetric SAR
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transmits horizontally and vertically polarised EM pulses alternately, and measures the 
backscattered pulse at the receiver in both orthogonal polarisations as mentioned before. 
This is because when a horizontally or vertically polarised pulse is incident upon scatterers 
in a scene, the backscattered pulse measured at the receiver can have contributions in 
both orthogonal polarisations. The transformation between the incident and the scattered 
electric field must therefore be a 2 x 2 matrix. This can be represented as [Oliver and 
Quegan, 2004a]:
' E l ' Shh Shv
E l _ R Svh Svv
E*
Shh Shv E i
R Svh Svv
(2.1)
where k is the wave number, R  is the slant range, j  is the imaginary unit, E* and E^ are 
the incident and received electric field vectors, respectively, E l are the horizontal and 
vertical components of the incident, while EJ, E l are the horizontal and vertical compon­
ents of the received, electric field vectors, respectively. The 2 x 2  transformation matrix 
is composed of scattering coefficients, which are complex-valued, dimensionless numbers 
that describe the transformation of the incident to the received electric field vector. The 
subscript of the scattering coefficients Sxy represents the receive {x) and transmit (y) po­
larisations. The scattering coefficients themselves represent one look data (the term look 
is explained in Section 2.3) and are, therefore, referred to as singlelook complex (SC) data. 
It must be noted that a fully polarimetric SAR measures the 2 x 2  matrix of four distinct 
scattering coefficients for each resolution cell of a singlelook SAR image.
2.7 Singlelook Com plex D ata Descriptors
In SAR polarimetry, various data structures result from the 2 x 2  transformation matrix 
of scattering coefficients in (2.1). Because the scattering coefficients represent singlelook 
complex data, the data structures containing them are referred to as singlelook complex 
data descriptors. These are listed as follows [Anfinsen, 2010a, Lee and Pettier, 2009a]:
2.7.1 Scattering M atrix
The 2 x 2  transformation matrix of scattering coefficients in (2.1) is commonly known as 
the scattering matrix or also the Sinclair matrix. It is defined as:
Shh Sfiy
Svh Syy
e C 2 x 2 (2.2)
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and contains the complete fully polarimetric scattering information. The complex plane 
is represented by C.
2.7.2 Scattering Vector 
L exicographic  Basis
The lexicographic basis scattering vector is simply the vectorised version of the scattering 
matrix. It is defined as follows [Lee and Pettier, 2009a, Anfinsen, 2010a]:
k  =  vec (S^) =
Shh
Shv
Svh
e C 4x1 (2.3)
where vec(-) is the column stacking vectorisation operator, and (-)^ is the matrix transpose. 
The elements of this vector are also the coefficients in the lexicographic decomposition of 
the scattering matrix [Lee and Pettier, 2009a, Anfinsen, 2010a, Cloude and Pettier, 1996]:
S =  Shh
’ 1 0  ' ’ 0 1 ’ ’ 0 0 ' ' 0  0  '
+  Shv +  Svh +  Svv
0 0 0  0 1 0 0 1
(2.4)
In this thesis, the terms scattering vector and polarimetric scattering vector are considered 
interchangeable with the lexicographic basis scattering vector.
P a u li B asis
The Pauli basis scattering vector is simply a linear transformation of the lexicographic basis 
scattering vector, and is given by [Lee and Pettier, 2009a, Anfinsen, 2010a]:
s =  U k  =  4 =
V2
Shh T  Svv 
Shh Svv 
Shv T  Svh 
j { S h v  — Svh)
G C 4x1 (2.5)
where the unitary transformation matrix U  is given by:
1 0 0 1
1 1 0 0 - 1
0 1 1 0
0 j - j 0
(2.6)
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The elements of the Pauli basis scattering vector are coefficients in the Pauli decomposition 
of the scattering matrix [Lee and Pettier, 2009a, Anfinsen, 2010a, Cloude and Pettier, 1996]:
Shh +  Sv
3 (Shv — Svh)
V2
' 1 0 ' Shh Svv ’ 1 0 , Shv T Svh ' 0  1 *
0 1 +  V 2 0 - 1 V 2 1 0
+ 0 - j  
3 0
(2.7)
The advantage of the Pauli basis scattering vector is that its elements can be physically 
interpreted as elementary scattering mechanisms. The first element in the vector represents 
single or odd-bounce scattering, the second element can be interpreted as double-bounce 
or even-bounce scattering from dihedral corner reflectors such tha t the corner reflector’s 
edge is aligned with the radar flight path, the third element can also be interpreted as 
dihedral corner reflections but with an orientation of 45° relative to the flight path, and 
finally the fourth element is the residue of antisymmetric components [Lee and Pettier, 
2009a, Anfinsen, 2010a, Cloude, 2010].
D ual Polarim etric
Some special cases of the fully polarimetric scattering vector can be obtained when its 
dimension, d, is reduced. In the fully polarimetric case d =  4 since the scattering vector 
has four polarimetric channels. The first case arises when only one polarisation is used at the 
transmitter (or receiver), resulting in the measurement of only two scattering coefficients. 
This is dual polarimetric data with d =  2 . Single channel acquisition with d = 1 is also a 
special case.
R eciprocity
It is a reasonable assumption tha t over natural areas, the cross polarisation channels are 
approximately equal (i.e. Shv — Svh)- This condition is known as reciprocity [Cloude 
and Pettier, 1996]. The cross polarised channels can thus be averaged to obtain the three 
dimensional scattering vector [Lee and Pettier, 2009a]:
Shh
(Shv +  Svh)/ \/2 G C'3 x1 (2.8)
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where the term \/2  is introduced to preserve the total power under a change of basis. The 
total power in the fully polarimetric case is given by:
Ptotal = {Shhl"^  +  {Shvl"^  +  iSvhl"^  +  I'S'uup. (2.9)
The Pauli basis scattering vector under reciprocity is given as:
Shh T  Syy
Shh Svv
Shv "b Svh
G (2.10)
It must be noted that reciprocity is not a very sound assumption for urban areas, man-made 
targets, and structures with non-random orientation, specially when the target geometry 
dictates the dependence of cross-polarised power on radar look angle.
2.8 M ultilook Com plex D ata Descriptors
Radar targets can be subject to temporal and spatial variations. If the time scale of such 
variations is much larger than the measurement time of the observing radar such a target is 
referred to as deterministic. In this case, the scattering properties can be uniquely expressed 
by the SC scattering matrix or equivalently by the scattering vector. The backscatter from 
such targets is completely polarised and fully coherent [Tragi, 1990]. However, for most 
naturally occurring targets, the temporal and spatial variations are considerable. If such 
a random target is illuminated by a radar, the backscattered signals, in extended time 
observations intrinsic to SAR sensors (long synthetic aperture), are also time dependent. 
The backscatter from such targets is only partially polarised with incoherent scattering 
contributions. Coherent and incoherent scattering are also explained in Section 3.2. In this 
case, physically meaningful backscatter measurements are given as time averages with an 
integration time much longer than typical target fluctuation time scales [Tragi, 1990]. Thus, 
the scattering coefficients can be treated as time-dependent random variables, where each 
instantaneous state of the random target is completely characterised by the instantaneous 
scattering vector. The scattering vector now represents a multivariate random variable. 
Several concepts may be used to describe the long-term statistics of such targets, and 
the multilook polarimetric covariance matrix or multilook covariance matrix is one such 
structure, which contains all the second-order moments of the scattering coefficients.
Multilooking of single-channel SAR data results in real-valued amplitude or intensity 
data as mentioned in Section 2.3. For polarimetric data, multilooking produces complex­
valued data, which also preserves the mean phase difference between polarimetric channels 
as shown in the next section. This is known as multilook complex (MC) polarimetric
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data. ENL must also be estimated for MC polarimetric data, but the estimation is slightly 
different than for single-channel multilook data (explained in Section 2.3), and will be 
presented in Section 4.6. Finally, it must be remarked tha t SAR processors for most 
spaceborne PolSAR sensors only provide multilook polarimetric detected (intensity) data. 
Nevertheless, to generate MC polarimetric data, generally, SC polarimetric scattering vector 
data can be readily used as explained in the next sections.
2.8.1 M ultilook  Polarim etric Covariance M atrix
Suppose we have L  looks of the scattering vector, which make the sample The pos­
itive integer L is the nominal number of looks (see Section 2.3), i.e. assuming independent 
looks. Under the assumption that the scattering vectors are zero mean (see Section 3.3), 
the scattering vector is multilooked by computing its sample covariance matrix (SCM) [Lee 
and Pettier, 2009a, Anfinsen, 2010a]:
C =  y  =
{SkhSl^) (ShhS-J
{ShvShh) (EhvSly) (ShvSlf/) (ShvSlv)
(EvhShh) (EvhSly) {SyhSlfj} {SyhSlv)
{SvvSlfD {SyySly) {SyySlf) (S S^ y^)
e (2.11)
where (-)^ is the Hermitian transpose, ( )* is the complex conjugate, and (•) is the sample 
mean over L singlelook measurements, which can be replaced by the spatial mean for spatial 
multilooking. Spatial multilooking is explained in Section 2.3. The multilook polarimetric 
covariance matrix, C, has real-valued mean intensities of the polarimetric channels along 
its diagonal, and their complex covariances off the diagonal. It is both positive definite and 
Hermitian symmetric, which is represented by 0+, the cone of positive definite Hermitian 
matrices. The dimension of C matrix is scalable, depending on the dimension of the 
scattering vector sample.
2.8.2 M ultilook  Pol£u*imetric C oherency M atrix
If sample covariance matrix is computed by multilooking an L look Pauli basis scattering 
vector sample, {s/}^i, it is called the multilook polarimetric coherency matrix^ and is given 
by [Lee and Pettier, 2009a, Anfinsen, 2010a]:
1 ^
n  =  -  y ]  s ,s f  =  u c u  e  (2.12)
which is also a positive definite Hermitian symmetric matrix, defined on This rep­
resentation of MC data is sometimes preferred because of its physical interpretation of
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elementary scattering mechanisms. In the fully polarimetric case, the first three mean 
diagonal intensities are:
fill =  (15m +  5 ^ ^ ,  (2.13)
^22 =  ( |5 m  — 5yt,| )^ , (2.14)
f l3 3 = ( |5 M + 5 M p ) ,  (2.15)
which represent the mean intensities of the same elementary scattering mechanisms men­
tioned in Section 2.7.2 for the Pauli basis scattering vector. It must be remarked, that both
the polarimetric coherency matrix and the polarimetric covariance matrix can be used in­
terchangeably in statistical analysis, but only the covariance matrix representation of MC 
data has been utilised in the remainder of this thesis.
Chapter 3 
Prelim inaries II - Radar Speckle 
Statistics
This chapter presents the theoretical background in radar statistics with an emphasis on 
SAR. The objective of the content is to transfer a clear understanding of the processes 
occurring in the formation of speckle, and eventually lead the reader to a detailed account 
on statistical models used in describing it. A majority of this chapter is, therefore, dedicated 
to the origins of speckle, the interaction of coherent EM pulses with random scatterers on a 
rough surface, the roles of surface roughness and operating frequency, and the assumptions 
required to derive statistical models for radar signal.
A significant portion of the chapter discusses the statistical models, which have been 
used for describing radar data. In this regard, a detailed insight into Gaussian statistics 
is provided. The transition from Gaussian to non-Gaussian statistics is explained by the 
superposition of observed radar texture on top of speckle, accompanied by an extensive 
discussion on textures observed in radar images. Finally, the theory behind non-Gaussian 
statistical models is visited with a particular emphasis on deriving the models arising from 
the well-known product model for radar return.
3.1 Speckle: A Coherent Imaging Phenom enon
Objects illuminated by light from a highly coherent continuous wave laser are readily ob­
served to acquire a peculiar granular, noise-like appearance called speckle. The origins of 
speckle were promptly recognized in early 1960s by researchers in the laser field [Allen and 
Jones, 1963]. Direct analogs of speckle are found in all types of coherent imagery including 
radar astronomy, sonar, acoustical imagery, and also SAR [Dainty, 1975].
In a coherent imaging system, when a rough surface is illuminated by a coherent source 
of EM energy, the reflected wave components or wavelets may arrive back at the source
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Figure 3.1: Speckle manifestation in a typical SAR image ©  OCRS.
with random delays i.e. incoherently. These incoherent wavelets may interfere construct­
ively at some points and destructively at others, depending on the surface roughness and 
the geometry of observation, resulting in chaotic bright and dark spots [Goodman, 1976]. 
Thus, speckle is the end result of an incoherent scattering process in a coherent imaging 
system like SAR. Because of its induced complications in image interpretability, speckle is 
commonly referred to as a type of noise. However, in a strict sense, this is a misnomer 
as the interference producing speckle is an inherent characteristic of the coherent imaging 
system.
Speckle appears very unordered and random, with no obvious relationship with the mac­
roscopic features of the surface. Due to its random nature, it is inherently probabilistic. 
Therefore, in order to understand the information content in SAR images, it is essential 
to study their speckle statistics. A typical SAR intensity image manifesting the random 
appearance of speckle is shown in fig. 3.1.
Quantitatively, speckle is defined as the standard deviation to mean ratio of intensity over 
a homogeneous area. It is often regarded to be multiplicative in nature [Henderson and 
Anthony, 1998d, Lee and Pettier, 2009b]. As the mean brightness (intensity or amplitude) 
over a homogeneous area in a SAR image increases, so does its standard deviation, resulting 
in approximately a constant standard deviation to mean ratio over various homogeneous 
areas having different mean brightnesses [Lee, 1986]. This is the multiplicative nature of 
speckle in the sense that the standard deviation of brightness increases proportionally to 
the mean brightness such that the ratio approximately remains the same. This is true 
for any number of looks. Obviously, the ratio decreases as the number of looks of SAR 
image increase, but for a particular number of looks it is well defined. For a singlelook 
amplitude SAR image it is theoretically equal to 0.5227 [Lee and Pettier, 2009b]. For
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Figure 3.2: Facet model of a radar return in side-looking (azimuth) geometry [Moore, 1970]. 
The backscattered signal can be imagined as reflections from facets tilted towards the radar.
multilook images, the empirical values of this ratio can be inverted to estimate the ENL, 
defined in Section 2.3.
3.2 Terrain Interaction
A SAR receives echoes comprising the backscattered signal after scattering from the illu­
minated terrain. The backscattered signal depends on the interaction of transm itted EM 
pulses with the surface, and is affected by some radar system parameters like wavelength, 
polarisation, viewing geometry etc., as well as many surface properties including roughness, 
dielectric properties, topography, incidence angle etc. However, from a speckle formation 
point of view, it is useful to imagine the surface as being composed of many facets or scat­
terers as shown in fig. 3.2. For a smooth surface, these facets produce reflections in the 
specular direction, away from the radar. In contrast, a rough surface results in a stronger 
backscattered component, which can be understood as specular reflections from a subset 
of surface facets, which are tilted towards the radar as shown in fig. 3.3. Therefore, the 
strength of the backscattered signal from these scatterers depends on the surface roughness^ 
which is the variation of surface height within an imaged resolution cell [Henderson and 
Anthony, 1998e], see fig. 3.3. It is also a function of both the wavelength and incidence 
angle^. From the point of view of the radar, a surface appears rough if it has height vari­
ation on a scale larger than the illuminating wavelength. Also, for a given wavelength and 
surface height variation, the smaller the incidence angle, the rougher the surface appears 
to the radar.
I^ncidence angle in side-looking radar geometry is shown in fig. 2.2
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Figure 3.3: Surface roughness and backscattered energy. (Left) From the radar’s perspect­
ive, at a given wavelength and incidence angle, the backscattered component increases as 
the surface roughness increases [Henderson and Anthony, 1998c]. (Right) Surface roughness 
as variation of surface height.
The power of reflected EM energy, measured in the far fleld at the radar receiver, is not 
only dependent on the strength of reflections from individual scatterers (or facets) inside a 
resolution cell, but also on their relative positions. The spatial resolution of radar dictates 
the number of scatterers inside a resolution cell, which is generally assumed to be high. 
The scatterers may also be positioned at different ranges from the radar due to surface 
roughness, and their positions may further vary in time. If the relative position of the 
scatterers is fixed in time, then, in theory, we can describe the EM fleld received at the 
radar deterministically because the amplitude and relative phases of the reflected wavelets 
will not change in time. The same also holds true if we have only one fixed point scatterer 
in the resolution cell (see Section 2.8 for deterministic and random targets). This type of 
scattering, which results in a deterministic EM fleld, is referred to as coherent In practice, 
this is almost never true for surfaces imaged by earth observation imaging radars because of 
their transient and random nature, and therefore begs a stochastic description. In this case, 
the resultant EM fleld at the receiver will fluctuate in time because of random variations 
in amplitude and relative phase of the EM wavelets reflected by the scatterers. Such a 
scattering is referred to as incoherent^ and must be analysed using temporal statistics. It
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should be emphasized that these statistics correspond to temporal measurements in a single 
resolution cell. The transition from single cell statistics to spatial statistics, which is the 
usual approach in SAR images, will be discussed in Section 3.4.
3.3 Speckle Formation: Random  Walk M odel
The random walk model in the complex plane is regarded as an intuitive way of understand­
ing speckle formation in a single resolution cell [Lopes et al., 2008, Dainty, 1975, Goodman, 
2007a]. The complex scattering contributions from all the scatterers inside a resolution 
cell will coherently sum up to form the total scattering contribution observed at the radar 
receiver. Each scattering contribution can be represented in the complex plane as a phasor, 
whose length represents its amplitude, while the orientation with respect to positive real 
axis represents its phase. These phasors combine in a complex linear summation (a vector 
sum) to yield the resultant phasor, which represents the observed scattering coefficient. The 
observed scattering coefficient (introduced in Section 2.6) represents the total attenuation 
and the phase shift imposed on the incident EM field by all the scatterers. Similarly, we 
can define a component scattering coefficient as the attenuation and phase shift imposed 
by an individual scatterer on the incident EM field.
When the scatterers inside a resolution cell are spatially and temporally random, in ex­
tended time observations, the component scattering coefficients, and thereby, the resulting 
observed scattering coefficient will also be random. To analyse this scenario, we need to 
make certain statistical assumptions about the scatterers and their component scattering 
coefficients. These are as follows [Goodman, 1975, Goodman, 1986, Anfinsen, 2010b]:
1. The amplitudes themselves are independent of each other and identically distributed, 
and so are the phases.
2. The amplitude and phase of a component scattering coefficient are statistically inde­
pendent of each other, and also of the amplitudes and phases of all other component 
scattering coefficients (i.e. the scatterers are unrelated and the strength of a scattered 
component bears no relation to its phase).
3. No scatterer is strong enough to dominate the observed scattering coefficient.
4. The phases of component scattering coefficients are uniformly distributed over all 
angles i.e. [0, 27t).
W ith all the assumptions satisfied, a single observation of this scenario can be repres­
ented as a random walk in the complex plane as shown in the left part of fig. 3.4. This 
particular random walk consists of 20 individual scattering contributions shown by the
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Figure 3.4: Random walk of phasors in the complex plane. Green phasors represent com­
ponent scattering coefficients, black phasor represents the observed scattering coefficient, 
while the blue phasor represents a dominant and deterministic component scattering coeffi­
cient. (Left) Single observation of random walk with all the assumptions of fully developed 
speckle satisfied, (right) single observation of random walk with one dominant component 
(not satisfying the assumptions).
green phasors, which accumulate in a coherent sum resulting in the observed scattering 
coefficient represented by the black phasor. Because the component scattering coefficients 
are uniformly distributed over all angles, so is the resulting observed scattering coefficient. 
In other words, the random walk has an equal probability of ending up in any sector of 
the complex plane. Therefore, the observed scattering coefficient, in extended time obser­
vations, is a complex random variable with zero mean. Scattering with these properties is 
referred to as strong [Barakat, 1986, Jakeman and Tough, 1987]. The fluctuation of the 
observed scattering coefficient in a single resolution cell over time, resulting from strong 
scattering, is referred to as fully developed speckle.
Now, let us illustrate the scenario when some of the aforementioned assumptions are not 
satisfied. If, for example, the phases of component scattering coefficients are not uniformly 
distributed over all angles, then neither will be the phase of the observed scattering coeffi­
cient. In this case, the random walk does not possess an equal chance of ending up in any 
sector of the complex plane, and the observed scattering coefficient becomes a complex ran­
dom variable with a non-zero mean. In contrast to strong scattering, these characteristics 
result in weak scattering, and the corresponding speckle produced is referred to as partially 
developed [Barakat, 1986, Ruffing and Fleischer, 1985]. Weak scattering is illustrated in the 
right part of fig. 3 .4 . A dominant component scattering coefficient (blue phasor) has been 
added at the beginning of the random walk, and represents a coherent component with 
a deterministic amplitude and phase. The distribution of the phases in the augmented 
random walk is no longer uniformly distributed over all angles because of the inclusion of
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the deterministic component. Further, the amplitudes are no longer identically distributed, 
and neither are the phases. The observed scattering coefficient has a non-zero mean due to 
the coherent component, resulting in weak scattering and partially developed speckle. In 
the above, weak scattering resulting from the presence of a dominant scatterer was shown 
as an example only. Even without dominant scatterers, a non-uniform distribution of the 
phases can result in weak scattering and partially developed speckle [Jakeman and Tough, 
1987].
3.4 Temporal to  Spatial Speckle
So far, we have examined speckle formation in a single resolution cell (pixel) over time, 
but speckle in SAR images is always illustrated spatially using an intensity or amplitude 
image, like the one shown in fig. 3.1. Inevitably, the question arises about this transition 
of speckle from temporal to spatial domain.
The per-pixel statistics describe the speckle at each single observation point accumulated 
over time, with many chances to make the same observation. In contrast to this, a focused 
SAR image (e.g. a singlelook image) has only one observation available at each pixel. 
Therefore, on the one hand, the per-pixel temporal speckle analysis is purely hypothetical 
[Henderson and Anthony, 1998d], while on the other hand, it is naturally desirable to 
extend the per-pixel statistics to other pixels, which implies that the statistics at each and 
every pixel may be replaced equivalently by spatial statistics. This equivalence requires 
the condition tha t the random process be ergodic i.e. the statistics of the random process 
observed at one point can be replaced by its spatial statistics. Obviously, this is not true in 
general because different regions in a SAR image have different mean reflectivity. However, 
within a region of homogeneous pixels the underlying random process may be ergodic if 
the mean reflectivity, i.e. tone, is approximately constant.
The statistical analysis of speckle in SAR images is almost always performed in the 
spatial domain. Such analysis is therefore bundled with the assumption tha t the per-pixel 
random walk is ergodic within a homogeneous region of a SAR image. Consequently, per- 
pixel statistics can be replaced by spatial statistics within a homogeneous region, which is 
exactly the approach taken in this thesis.
3.5 Gaussian Statistics
The radar return derived from the assumptions of fully developed speckle in the random 
walk model is generally well-modeled by Gaussian statistics. Derivation of Gaussian sta t­
istics mandates all the assumptions listed in Section 3.3, with an additional assumption 
that the number of scatterers inside a resolution cell contributing to the observed signal
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are large at each observation in time, followed by the use of central limit theorem. In the 
following, these statistics have been listed for singlelook and multilook SAR data for both 
single-channel and polarimetric returns.
3.5.1 Singlelook R eturn
The concept of singlelook was explained in Section 2.3, while singlelook complex data 
descriptors were listed in Section 2.7. Here the Gaussian statistics, which model these 
data, are described.
Single-channel
The complex scattering coefficient S  constitutes a single-channel complex-valued return, 
and as the number of scatterers tends to infinity it follows a zero mean complex circular 
Gaussian distribution, denoted as S' ~  A/’^ (0,cr^), with a variance of The pdf is given 
by [Lee and Pettier, 2009b]:
ps{S;  exp , (3.1)TTcr^  \ a
where cr^  =  E{ |Sp} is the mean intensity. The circularity property of the complex Gaus­
sian distribution is a direct consequence of the assumption that the phase is uniformly 
distributed over all angles. It is defined by [Goodman, 2007a]:
E{9^e(S()9^e(Sj)} =  E{Jm(S<)Jm(Sj)}, (3.2)
E{9^e(Sf)Jm(Sj)} =  -E{3^e(Sj)Jm(S<)}, (3.3)
=>]B{SiS,} =  0 , (3.40
where S*, Sj  represent scattering coefficients of two different polarimetric channels.
In SAR statistics terminology, Gaussian statistics also include the probability distribu­
tions that model the intensity ( /  =  |5|^) and amplitude { A =  [S'!) when S  is assumed to be 
zero mean circular complex Gaussian distributed. In this case, singlelook intensity follows 
a negative exponential distribution, denoted as I  ^  S{a‘^ ), with a scale parameter of cr^ , 
which is also equal to its mean. Its pdf is given by [Lee and Pettier, 2009b, Lopes et ah, 
2008]:
Pi{I, exp 5 ^ > 0, (3.5)
and the corresponding singlelook amplitude model is a Rayleigh distribution, denoted as 
A ~  77. , with a scale parameter of and a mean of [Forbes et al., 2010]. Its
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Figure 3.5: (Top) Subset of singlelook TerraSAR-X \Shh\‘^ (intensity) image over Bar­
celona ©  DLR 2012, from which (bottom-right) a homogeneous water body is selected, 
and (bottom-left) negative exponential distribution is fitted to the intensity histogram of 
selected area, =  0.071, =  90.27%. The slant range versus azimuth spatial resolution
of the image is 1.18 x 6.59 m^.
pdf is given by [Lee and Pettier, 2009b, Lopes et ah, 2008]:
P A  A ;
a 2A T
(7^ A >  0.
(3.6)
Note, that amplitude pdfs can be easily obtained from intensity pdfs by using the trans­
formation [Andrews and Phillips, 2005a]:
Pa (A) — P i  { I )  • J j ^ a \ i = a ‘^  ; (3.7)
where Ji ^ a =  2A is the Jacobian of the transformation I  =
Figures 3.5 and 3.6 show the fitting of negative exponential and Rayleigh distributions 
to histograms of singlelook intensity and amplitude of real SAR data, respectively. The 
fitting is assessed using GoF.
P o la rim e tric  S ca tte rin g  V ector
The scattering vector, k, follows a zero mean multivariate circular complex Gaussian dis­
tribution, denoted as k ^  A/J(0, S ), where S  =  E{kk^} is the d x d SCM of k . The 
SCM, E, contains the mean intensities of scattering coefficients along the diagonal, and the 
cross-correlations between them in the off-diagonal. The pdf of k  is given by [Goodman,
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Figure 3.6: (Top) Subset of singlelook TerraSAR-X \Shh\ (amplitude) image over Bar­
celona ©  DLR 2012, from which (bottom-right) a homogeneous water body is selected, 
and (bottom-left) Rayleigh distribution is fitted to the amplitude histogram of selected 
area, = 0.071, and p^ 2  — 56.68%. The slant range versus azimuth spatial resolution of 
the image is 1.18 x 6.59 m^.
1963]:
Pk(k;S) =  e x p ( - k " S  'k ) , (3.8)
where | • | represents matrix determinant. When d=l (single-channel), the above equation 
reduces to a W^(0, cr^ ) distributed complex scattering coefficient in (3.1), whose intensity 
distribution, (3.5), is just a scaling of A/’'^(0,cr^) by tt i.e. S{(t '^ ) = tt A7‘^ (0,a^).
Similar results can be easily listed for the Pauli basis scattering vector, but have been 
omitted since only the lexicographic basis scattering vector is utilised in the remainder of 
this thesis. The polarimetric scattering vector data is also referred to as SC polarimetric 
data.
3.5.2 M ultilook R eturn
Multilooking operation was thoroughly explained in Section 2.3, and the multilook complex 
data descriptors were listed in Section 2.8. Now, the Gaussian statistics for these data are 
introduced.
Single-channel
As mentioned earlier in Section 2.3, multilooking of single-channel SAR data results in 
real-valued data (intensity or amplitude). Similar to the singlelook case, the Gaussian
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Figure 3.7: (Top) Subset of multilook (ENL=4.51) Astrium S-band SAR demonstrator 
\Shh\‘^ (intensity) image over Pembrokeshire, UK (c) Astrium 2012, from which (bottom- 
right) a homogeneous area is selected, and (bottom-left) gamma distribution is fitted to 
the intensity histogram of selected area, cr^  =  0.165, and =  20.32%.
counterparts for multilook intensity:
1 =  1
(3.9)
where // represents a one look intensity, and multilook amplitude [Al = V h )  are defined 
here. For single-channel multilook data, the intensity is gamma distributed with shape 
parameter L, scale parameter ÿ ,  and a mean of <j^ . Denoted as I I  ~  7 (T, ^ ) ,  the pdf of 
multilook intensity is given by [Oliver and Quegan, 2004a, Lopes et ah, 2008, Forbes et ah, 
2010]:
a L L jL —1
,exp I
LJ  r(L)™*'V J ’
where F(-), defined in (B.12), is the standard Euler Gamma function [Andrews and Phil­
lips, 2005b]. Note, that the pdf of singlelook intensity (3.5) can also be directly retrieved 
by putting L =  1. The multilook amplitude distribution can be easily obtained by the 
transformation in (3.7), and is given by [Lopes et ah, 2008, Lee and Pettier, 2009b]:
L
r ( 0 (7^
(3.11)
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Figure 3.8: (Top) Subset of multilook (ENL=4.51) Astrium S-band SAR demonstrator 
\Shh\ (amplitude) image over Pembrokeshire, UK ©  Astrium 2012, from which (bottom- 
right) a homogeneous area is selected, and (bottom-left) square root of gamma distribution 
is fitted to the amplitude histogram of selected area, =  0.165, and p^ 2  =  10.96%.
where L is the shape parameter, is the scale parameter, and its mean is given by the
expression This distribution has also been named as the square root of gamma
distribution in [Prery et ah, 1997], although with a slightly different parameterisation^. It 
can be denoted as A l ~  7  ^ [l , The parameter L  must be replaced by ENL (see
Section 2.3) for practical applications. Also, note that the pdf of singlelook amplitude (3.6) 
can also be directly retrieved by putting T =  1 in (3.11).
Figures 3.7 and 3.8 show the fitting of gamma and square root of gamma distributions to 
histograms of multilook intensity and amplitude of real SAR data, respectively. The fitting 
is assessed using GoF.
M ultilook Polarim etric Covariance M atrix
The distribution of the multilook covariance matrix, C (defined in Section 2.8.1), can be 
readily derived from the distribution of Y  =  LC, assuming that L > d. The matrix-variate 
Y  follows a complex Wishart distribution, denoted as Y  ~  W j(L , E), whose pdf is given 
by [Goodman, 1963]:
\ L —d
Py (Y )  = exp (tr ( - S - W ) ) , (3.12)
P^rery et al. used the parameterisation, A =
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where S  =  E{C} =  E {Y }/L  is the SCM of C. It can be readily derived tha t C follows 
a scaled complex Wishart distribution, denoted as C ~  5>Vj(Z/, S ) =  W j(L , S ) | Jy^cI? 
where | Jy->c| =  is the Jacobian determinant of the transformation Y  =  LC [Mathai, 
1997]. The pdf of C is given by:
pc(C ;L ,S) =  g g ^ e x p ( T r ( - L S - ' C ) ) ,  (3.13)
where L is the shape parameter (also referred to as degrees of freedom), S  is the scale 
matrix, Tr(-) is the matrix trace operator, and Td{’) is the multivariate gamma function of 
the complex kind, defined as:
Trf(L) =  -  i). (3.14)
When d= l (single-channel), the above equation reduces to a 7  [L, ÿ )  distributed multilook 
intensity in (3.10). Again, for practical applications L  must be replaced by ENL for reasons 
mentioned in Section 2.3, and is still subject to the condition L > d. The multilook 
polarimetric covariance matrix data is also referred to as MC polarimetric data.
3.6 Non-G aussian Statistics
It has been experimentally verified that the Gaussian statistics, described above, generally 
provide a good fit to SAR data specially in homogeneous natural areas when the surface 
roughness is relatively low, the spatial resolution is moderate (see figs. 3.5-3.6), and a 
large number of scatterers are present. In this regard, the SG polarimetric case has been 
investigated in [Lim et ah, 1989], while the MG polarimetric case has been utilised in [Lee 
et ah, 1994a]. As the spatial resolution increases, the assumption of a large number of 
scatterers in a resolution cell may not hold and the central limit theorem may not be 
applicable. It has also been noted, through statistical analyses on real data, tha t in certain 
areas of a SAR image the statistics deviate from the Gaussian assumption e.g. urban 
areas show considerable non-gaussianity [Prery et ah, 1997, Tison et ah, 2004]. Similarly, 
natural areas like forests and rough sea surface are also known to exhibit non-gaussian 
behaviour [Oliver, 2000, Eltoft and Hogda, 1998].
As mentioned earlier in Section 1.2 , many distributions have been proposed to model 
non-gaussianity for single-channel SAR data e.g Weibull [Oliver and Quegan, 2004b], Log­
normal [Oliver and Quegan, 2004b], Nakagami-Rice [Dana and Knepp, 1986], and Fisher 
[Tison et ah, 2004]. However, some distributions have been derived for single-channel as 
well as polarimetric data using a doubly stochastic product model [Ward, 1981, Lopes 
et ah, 2008). This model provides a framework to generate polarimetric non-Gaussian
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distributions by assuming that the observed signal is a product of a fully developed speckle 
random variate, representing the Gaussian part (see Sections 3.3-3.5), and a non-Gaussian 
texture random variate. The speckle and texture variâtes are also assumed to be statistically 
independent. A special case of this model, called scalar texture product model or simply 
product model, has been extensively and successfully used to model non-gaussianity for 
single-channel and more importantly polarimetric data. It assumes tha t the texture random 
variate is restricted to a positive scalar random variable. The extension of this model from 
single-channel to polarimetric data is not straightforward as noted in [Oliver and Quegan, 
2004c], and mandates certain assumptions (see Section 3.6.2). It should be noted that the 
non-Gaussian polarimetric probability distributions under examination in this thesis are 
the ones derived from the product model.
In the general case when texture is not restricted to a positive scalar random variable, 
it is referred to as multi-texture product model In its strictest sense, this model assumes 
tha t each polarimetric channel has its own texture variable. Some research has also been 
done in multi-texture statistical modeling of PolSAR data [Yu, 1998, Zou et ah, 2000, 
Eltoft et ah, 2011, Khan and Guida, 2012b, Doulgeris et ah, 2012b]. In this thesis, only 
the scalar texture product model is utilised for two important reasons: 1) the existence 
of multi-texture in homogeneous areas of PolSAR images has been rigorously tested by 
[Doulgeris et ah, 2012b] on many real datasets, with the conclusion that no evidence of 
multi-texture is observed (also, that the scalar texture product model provides adequately 
accurate modeling), and 2) the methods proposed in the thesis are scalable, and can still 
be easily applied to certain multi-texture cases. Therefore, in Ghapter 6 , the author’s 
preliminary work on multi-texture in SG polarimetric data will be tangentially referred 
to [Khan and Guida, 2012b] (also see Appendix G). This research direction was later 
discontinued for the above mentioned reasons. One other objection to the product model 
is that the analysis of real data shows an additive term superimposed on the product of 
texture and fully developed speckle [Sery and Lopes, 1997, Lopez-Martinez and Fabregas, 
2003]. This has not been considered in the thesis, and can be regarded as another area of 
research.
The distinction between speckle and texture in the product model is an essential concept, 
which forms the topic of the next section.
3.6.1 Speckle and Texture
Let us start by introducing some terms defining SAR image characteristics in general. Tone 
is the first order spatial average (or mean) of reflectivity over a homogeneous region in a 
SAR image, while contrast is the difference in tone between two such regions. Texture is 
the second order spatial average of reflectivity, and describes the spatial rate of change (or
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variations) in tone [Henderson and Anthony, 1998d].
In SAR imagery, there are two sources of total observed texture: 1) speckle, and 2) scene 
texture. Speckle is the component of the total texture tha t is intrinsic to any coherent 
imaging system as mentioned earlier in Section 3.1. It is independent of the scene in the 
sense that, quantitatively, it approximately stays constant in different homogeneous areas 
throughout the image. This is regarded as the multiplicative property of speckle, explained 
earlier in Section 3.1. Scene texture, on the other hand, is not the result of coherence 
property of the imaging system, but is the texture due to changes in locally averaged 
reflectivity intrinsic to the scene.
Some authors have also explained the total observed texture in SAR imagery as a compos­
ite of micro-, and meso-textures, which will be further helpful in our understanding [Hende­
rson and Anthony, 1998c, Gomarasca, 2009]. The explanation is based on the description 
of surface roughness as micro-scale and meso-scale, respectively. Micro-scale roughness is 
defined as surface roughness within a resolution cell as explained in Section 3.2. It is de­
pendent on the microwave wavelength, and the look angle of the radar system. As a result, 
micro-texture and speckle are synonyms. On the other hand, meso-scale roughness is the 
surface roughness on a scale larger than the spatial resolution cell. It can be regarded as 
a gross roughness envelope spread over a few resolution cells. An analogy will be helpful 
in this explanation. Gonsider a large parachute cloth dropped over a vegetated surface 
covering a few resolution cells. The micro-scale roughness of the surface is reduced by the 
smooth parachute cloth, but the resulting irregular surface enveloped by the cloth repres­
ents the meso-scale roughness of the vegetated surface, spread on a scale larger than the 
resolution cell. The greater the variability of the envelope, the coarser this type of texture. 
This is called meso texture and is a synonym of scene texture described earlier.
In the definition of the product model, the speckle random variate is assumed to represent 
fully developed speckle as opposed to partially developed (see Section 3.3), and thus it 
has well defined Gaussian statistics listed in Section 3.5. It should be mentioned tha t 
partially developed speckle is modeled by the Rician distribution for the single-channel 
singlelook amplitude case [Goodman, 2007b]. In [Eltoft et ah, 2006], the authors extended 
the product model to account for the non-zero mean (partially developed speckle) for the 
SG polarimetric case, but this has not yet been extended to the MG polarimetric case 
primarily because closed form pdfs cannot be derived. On the other hand, the texture 
random variable in the product model describes the statistics of meso texture or scene 
texture. However, in reality, it may also absorb other types of variations intrinsic to real 
data such as the effect of inhomogeneity or even the presence of mixed targets within a 
resolution cell.
Some naming conventions are now proposed for a clear understanding of the thesis. The 
observed signal, regardless of its dimension, can generally be referred to as a radar return or
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backscatter, which is modeled as a product of the speckle and texture random variables. Also 
note, in contrast to contemporary literature, we will use the terms textured and texture- 
less areas when we refer to areas with non-Gaussian and Gaussian statistics, respectively. 
Areas exhibiting Gaussian and non-Gaussian statistics have been commonly referred to as 
homogeneous and heterogeneous, respectively. We refrain from this terminology as some 
homogeneous areas also show non-gaussianity. Instead, areas where the statistics are sta­
tionary, and hence the assumption of ergocity (see Section 3.4) is valid, are referred to as 
homogeneous, and heterogeneous otherwise.
3.6.2 P roduct M odel
The product model takes different forms for single-channel, SG polarimetric, and MG po­
larimetric data. In the following, we assume r  to represent a positive scalar texture random 
variable (r  G M+) with an unspecified pdf, Pr{r; 6,7]), where 0 is a vector of shape paramet­
ers also called texture parameters, and rj represents the scale parameter. The speckle random 
variate is represented by the symbols x, x, and X  corresponding to the single-channel, SG 
polarimetric, and MG polarimetric case, respectively. It also has a scale parameter, and 
has a shape parameter only for the multilook case in the form of number of looks, L.
In general, the distribution of the radar return, resulting from the product model, is 
referred to as a compound distribution, and depends on the chosen distribution of texture. 
The parameters of the compound distribution are inherited from the pdfs of its texture 
variable and speckle variate. It is also assumed that the speckle random variate is scale 
normalised, implying that the scale information is completely transferred to the texture 
variable’s scale parameter, rj, in the compound distribution. The alternative is to normalise 
the texture variable such that the scale information is transferred to the speckle variate. 
The former method has been utilised in this thesis. The different forms of the product 
model are listed as follows:
S ingle-channel R e tu rn
In the single-channel case, the phase of the complex scattering coefficient does not provide 
any useful information when speckle is assumed to be fully developed. This is because the
phase is uniformly distributed over all angles, and hence independent of the target [Oliver
and Quegan, 2004d]. Therefore, for single-channel, only amplitude and intensity data are 
of interest. The product model for amplitude return is given by:
A = y/rxA, (3.15)
A l = \Ptxal, (3.16)
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where xa is the singlelook speckle amplitude, which follows a Rayleigh distribution (3.6), 
denoted as xa  ~  is the multilook speckle amplitude and follows a
square root of gamma distribution (3.11), denoted as xal ^  7  ^ scale nor­
malised (unitary mean) versions can be easily found to be ~  7  ^( \ / ^ ) ’ ^
7  ^ (^L, , respectively.
It must be emphasized that, in both the above amplitude speckle pdfs, scale normalisation 
enforces such a value of the scale parameter that the mean becomes unitary i.e. E{a:^} =  
^^{xal} =  1* Therefore, the observed amplitude mean becomes equal to the half moment 
of the texture pdf i.e. E{A} =  E{A l} =  E{yT}. The scale information is completely 
transferred to the texture variable’s scale parameter, rj.
The pdf of A  for the singlelook case, p a {A;6 ,t]), can be obtained by utilising Bayes’ 
theorem and solving the integral [Andrews and Phillips, 2005a]:
poo
PA{A;6,rj)= /  pA|r(A|r)p^(r; 0,7?)dr, (3.17)
Jo
where the conditional probability, p a \t{J \^t ), is given by (see Appendix A .l for derivation):
P a \ M \ t )  =  exp ( ^ - ^ T j , (3.18)
while the pdf oi A l for the multilook case, pa l{Al \ L,6,rj),  can be obtained by solving:
poo
PAL{^L\L,e,r])=  /  pAL\r{AL\r\L)pr{T\e,r})dT, (3.19)
Jo
where the conditional probability, pal\t{J^ l \t ; L), is given by (see Appendix A.2 for deriv­
ation):
.  2 . (3.20)
Similarly, the product model for intensity return is given by:
I  = TXi, (3.21)
I I  = TXjj ,^ (3.22)
where xj  is the singlelook speckle intensity, which follows a negative exponential distribution
(3.5), denoted as x j  ~  L(cr^), while is the multilook speckle intensity, and follows a 
gamma distribution (3.10), denoted as xj^ ~  7  The scale normalised (unitary
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mean) versions are given by a:/ ~  L(l), and ~  7  (L, j;)? respectively.
Again, it must be emphasized that, in both the above intensity speckle pdfs, scale nor­
malisation enforces such a value of the scale parameter tha t the mean becomes unitary 
i.e. E{T/} =  E{rr/^} =  1. Therefore, the observed intensity mean becomes equal to the 
mean of the texture pdf i.e. E {/}  =  E { /l}  =  E{r}. The scale information is completely 
transferred to the texture variable’s scale parameter, rj.
The pdf of I  for the singlelook intensity case, pi{P, # ,7 ), can be obtained by solving:
poo
Pi{l \e ,r i )=  /  ppr{I\T)pr{T',e,ri)dT, (3.23)
Jo
where the conditional probability, p /|,-(/|t), is given by (see Appendix A.3 for derivation):
Pi\r{l\r) =  ^  exp , (3.24)
while the pdf of II  for the multilook case, Pi^ili] L, 6,r)), can be obtained by solving:
poo
Pii^{lL;L,d,j]) = /  pi^\r{h\r;L)pr{T;e,r))dr, (3.25)
Jo
where the conditional probability, pi^\r{lL\T] L), is given by (see Appendix A.4 for deriva­
tion):
Pii^\r{h\r; L) = exp
P o la rim e tr ic  S ca tte rin g  V ecto r R e tu rn
The product model for SC polarimetric or polarimetric scattering vector return, k, is based 
on assuming that the texture in all polarimetric channels is the same. It is given by:
k  =  v 9 x , (3.27)
where x  is a d dimensional speckle scattering vector, which follows a zero mean circular 
complex Gaussian distribution (3.8), denoted as x  ~  A /J(0 , r ) ,  where T  =  E{xx^} is the 
speckle covariance matrix, which can be computed using the SGM as follows:
S  =  E {kk"}  =  E{r}E{xx'^} =  E{t}E T =  (3.28)
where E {r} can be chosen such that the speckle covariance matrix is scale normalised. 
Apart from containing the polarimetric information in the form of covariance structure
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between channels, the speckle covariance matrix also contains the scale information. It
is sometimes also referred to as a scale matrix. The speckle covariance matrix is scale
normalised by enforcing its determinant to be unity [Doulgeris and Eltoft, 2010]:
|r | =  1, (3.29)
^ E { r }  =  | S | i  (3.30)
Now, the normalised speckle covariance matrix will only contain polarimetric information. 
All the scale information will be transferred to the scale parameter, 77, of the texture pdf.
The pdf of the polarimetric scattering vector k ,  denoted as P k ( k ;  F, 0 ,77), can be obtained 
by solving:
poo
Pk(k; r , 0 , 77) =  /  pk|r(k|r;r)p^(r;0 , 77)dr, (3.31)
Jo
where the conditional probability, 77k|r(k|T; F), is given by (see Appendix A.5 for derivation):
1 /  k ^ F “^ k \
P k | r ( k | r ;  r )  =  e x p ---------- —  , |r | =  1. (3.32)
7T |^F|T^
M ultilook Polarim etric Covariance M atrix R eturn
In the product model for MC polarimetric case, the texture is further assumed to be the 
same between all the real (diagonal) and complex (off-diagonal) elements of the polarimetric 
covariance matrix, C. The MC polarimetric product model is, therefore, given by:
C  =  TX (3.33)
where X  is the multilook speckle covariance matrix, defined as
1 ^
X  =  - y ] x , x f ,  (3.34)
and follows a d dimensional scaled complex Wishart distribution (3.13), denoted as X  ^  
sW j(I/,F ), where F  =  B{X} is the covariance matrix. If we assume that the texture re­
mains constant within a multilook window, then the covariance matrix, F, can be computed 
using the SCM as follows:
S  =  E{C} =  E{r}E{X } =  E { r} r  ^  T =  (3.35)
where E {r} can be chosen such that the covariance matrix, F, is scale normalised in the 
same way as it was done in the previous section. All the scale information will be transferred 
to the scale parameter, 77, of the texture pdf.
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Finally, the pdf of multilook polarimetric covariance matrix, C, denoted as pc(C; L, F, 0 , 7 7 ), 
can be obtained by solving:
poo
Pc(C ;L ,F,0,77) =  / pc\r{C\T;L,T)pr{r;e,T])dT, (3.36)
Jo
where the conditional probability, pc|r(C|r; L, F), is given by (see Appendix A .6 for deriv­
ation):
pc|x(C |r;L .r) =  (tr  |r | =  1. (3.37)
N on-G aussian (Product M odel Derived) D istributions
The form of the compound distribution depends on the chosen texture distribution, as 
mentioned earlier. Some commonly occurring texture distributions resulting in closed form 
compound distributions include 7 , 7 “ ,^ GIG, /3, with the corresponding compound 
distributions of /C, G, Kummer-ZY, W, and M ,  respectively [Novak et al., 1989, Quegan 
et al., 1994, Lee et ah, 1994b, Yueh et ah, 1989, Frery et ah, 1997, Freitas et ah, 2005, Bom- 
brun and Beaulieu, 2008, Bombrun et ah, 2011b, Bombrun et ah, 2011a]. For a historical 
background on these probability models see Section 1.2 .
The shape flexibility of a texture distribution (and the resulting compound distribution) 
depends on the number of texture parameters. The 7 , 7 “  ^ texture distributions have 
one texture parameter, while GIG, (3, f3~^ distributions have two texture parameters 
each, resulting in G, Kummer-ZY, >V, and M  distributions being more flexible than /C, 
and G^ distributions. However, the additional flexibility comes at the cost of less accurate 
parameter estimation and a higher computational cost.
This thesis is focused on polarimetric singlelook and multilook non-Gaussian distribu­
tions emerging from the product model, with a specific emphasis on improved parameter 
estimation of G distribution for reasons mentioned in Section 1.2 . Firstly, due to this 
reason, the analysis will be focused on polarimetric non-Gaussian distributions with only 
little or no emphasis on the corresponding amplitude and intensity distributions. Secondly, 
as noted earlier, single-channel distributions result directly as specific forms of the polari­
metric distributions when the dimension is reduced to one. In the MG polarimetric case, the 
polarimetric covariance matrix distributions reduce to multilook intensity distributions. As 
an example, in the Gaussian case the scaled complex Wishart distribution (3.13) reduces 
to gamma distributed multilook intensity (3.10), as mentioned in Section 3.5.2. On the 
contrary, in the SG polarimetric case, polarimetric scattering vector distributions reduce to 
complex scattering coefficient distributions, which can be further transformed into intens­
ity distributions by simply multiplying the pdf by tt. For example, in the Gaussian case 
the zero mean circular multivariate complex Gaussian distribution reduces to its univariate
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counterpart, which results in exponentially distributed singlelook intensity, as mentioned 
in Section 3.5.1. Finally, both singlelook and multilook amplitude distributions directly 
follow from intensity distributions by using the simple transformation given in (3.7).
In the next chapters, polarimetric compound distributions will be represented by the 
distribution symbols above. It will either be explicitly mentioned or it will be obvious from 
the context whether the polarimetric distribution is SC or MC. Intensity and amplitude 
distributions will be distinguished by using subscripts with the compound distribution 
symbol i.e. I  and A  for singlelook, and I I  and A l for multilook case, e.g. Qi^ will represent 
multilook intensity Q distribution.
Polarimetric distributions resulting from the product model will be presented in Chapter 
5. In the next chapter, a preliminary background into Mellin Kind Statistics (MKS) will 
be presented as this forms a significant basis for deriving new parameter estimators for the 
G distribution. The application of MKS to the G distribution will be discussed later in 
Chapter 6 .
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Chapter 4 
Prelim inaries III - M ellin Kind  
Statistics: A B rief R eview
Radar return has been successfully modeled as a product of speckle and texture random 
variables resulting in many non-Gaussian probability distributions describing these data. 
For any statistical analysis on radar data using these distributions, it is essential to have 
efficient and robust estimators for their parameters. The observed radar return contains 
contributions from both speckle and texture random variables superimposed multiplicat- 
ively. Therefore, traditional additive signal processing models do not apply directly in this 
multiplicative context. One ingenious way of dealing with radar data is to perform the 
statistical analysis in logarithmic domain. This elegantly separates the statistics of the 
radar return into an additive composition of the statistics of its constituent speckle and 
texture parts. It was Jean-Marie Nicolas who formalised this idea into a systematic theory 
on logarithmic statistics for characterisation of single-channel radar data distributions, and 
their parameter estimation [Nicolas, 2002, Nicolas, 2006D010]. This is achieved by the 
application of a less well known univariate Mellin transform (MT) to the distribution pdf 
as opposed to the use of Fourier transform (FT) in classical statistics. Originally, referred 
to as second kind statistics by Nicolas, the framework is now increasingly being termed as 
Mellin kind statistics (MKS).
In classical statistics, the well known FT is applied to a pdf to obtain the characteristic 
function (CF) [Andrews and Phillips, 2005a]. The z/-th order derivative of the CF with 
respect to the transform variable gives the n-th order moment of the pdf. The logarithm of 
the CF, in turn, defines the cumulant generating function (CGF). The i/-th order derivatives 
of the GF and GGF with respect to the transform variable give the v-ih. order (linear) 
moments and cumulants of the pdf, respectively.
In MKS, the CF and GGF are called the Mellin kind GF and GGF, respectively. The 
corresponding i/-th order derivatives of the Mellin kind GF and GGF result in Mellin kind
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moments and cumulants, also referred to as log moments (LM) and log cumulants (LC), 
respectively.
Nicolas’ MKS theory was intended for single-channel intensity/amplitude returns, defined 
on R+. It was the work of [Anfinsen and Eltoft, 2011, Anfinsen, 2010c], that extended the 
MKS theory to MC polarimetric matrix-variate data by using the matrix-variate MT. Later, 
Anfinsen also developed asymptotic MKS for SC polarimetric case by applying Nicolas’ 
univariate MKS to singlelook polarimetric whitening filter (PWF) [Anfinsen, 2011, Novak 
et al., 1993].
In the following, the results relevant to this thesis in the form of univariate and matrix- 
variate MTs and MKS, their application to the product model, and the subsequent usage 
in parameter estimation of compound distributions are briefiy listed.
4.1 M ellin Transform
The MT of a real valued function f{x)  defined on is [Anfinsen and Eltoft, 2011]:
poo
F{s) = M{f{x)}{s ) = /  x^~~^f{x)dx, (4.1)
Jo
where 5  G  C is a complex transform variable. Under certain restrictions on f{x),  F{s) will 
be analytic in a strip parallel to the imaginary axis. The MT can be interpreted as Laplace 
transform computed on a logarithmic scale using (4.1) as follows [Anfinsen, 2011]:
F {s )=
■'F  (4.2)
=  / e^yf{ey)dy,
Jo
where y = \nx.
The matrix-variate MT of a real valued scalar function /(X )  defined on a cone 0+  of 
complex, positive definite and Hermitian matrices with dimension d x d is [Anfinsen and 
Eltoft, 2011]:
F{s) = M { f { X ) } { s ) =  [  |x r -7 (X )Æ X  (4.3)
Jn+
where it is also assumed that /(X Y ) =  /(Y X ) for X, Y  G  The matrix-variate MT 
can also be related to the Laplace transform computed on a logarithmic scale [Anfinsen, 
2011].
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4.2 Univariate M ellin Kind Statistics
The univariate MT (4.1) is directly applicable on amplitude and intensity pdfs because of 
the common domain. Hence, the Mellin kind CF, (j)x{s), of pdf, defined on M+, is
given by [Nicolas, 2002, Anfinsen, 2011]:
(j):,{s) = =  M{pa,(a:)}(s)
poo
= r {InxTp.{x)dx  (4.4)
„=o Jo
.=0
where the exponential function has been expanded in Maclaurin series. This shows that 
the Mellin kind CF of Px{x) can be expanded in terms of its LMs, iiu{x} =  E{(lnrr)'^}. 
The LMs can be retrieved from the Mellin kind CF, (f)x{s), as follows:
(4.5)
S = 1
Similarly, the Mellin kind CCF, given by (fix{s) = ln{</>a,(5)}, can also be expanded as:
Tx{s) = ^  p  (4.6)
where K,y{x} are the LCs, which can be retrieved from (px{s) as:
5=1ds^
4.3 M atrix-variate M ellin Kind Statistics
(4.7)
The matrix-variate MT (4.3) is applicable to multilook polarimetric covariance matrix pdfs 
because of the common domain. In this case, the Mellin kind CF, (f)x{s) of pdf px(X ) 
defined on is given by [Anfinsen and Eltoft, 2011]:
M s )  = E { |X |-" }
=  M {px(X ) } ( 4
i/=0
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which shows that the Mellin kind CF of px(X ) can equivalently be expanded in terms of its 
matrix log moments (MLM), given by /ii,{X} =  E{(ln |X|)^}. The MLMs can be retrieved 
from Mellin kind CF, </>c(5), as follows;
(4.9)
s = d
Similarly, the Mellin kind CCF, given by (px{s) = ln{(^x(^)}, can also be expanded as 
follows:
M s )  =  E  (4.10)
i/=o
where /t^{X} are the matrix log cumulants (MLC), which can be retrieved from g^x{s) as 
follows:
« 4 X }  =  - ^ M s )
s = d
4.4 R elation between M om ents and Cumulants
(4.11)
The cumulants of a pdf can be computed as a polynomial of its moments up to the same 
order and vice versa. This is independent of the fact whether they are linear or logarithmic, 
and is also unrelated to the dimension of the random variate. As a a result, the reference to 
the random variate can be dropped in defining these relationships. The first three relations 
are shown here:
Ki = fii, (4.12)
K2 =  P2 Pi') (4.13)
Kg =  +  2/z ,^ (4.14)
while relations from fourth up to the eighth order are listed in Appendix B .l, and up to
the tenth order can be found in [Stuart and Ord, 1994]. It should be noted that the first 
order cumulant is scale dependent, while the second and higher order cumulants, if they 
exist, are scale independent, and can be used for the estimation of pdf shape parameters. 
Obviously, the same is also true for LCs.
At this point it is also pertinent to distinguish between theoretical and sample LMs (and 
also LCs). Equations (4.5) and (4.9) can be readily used to derive analytical forms (if they 
exist) of univariate and matrix-variate theoretical LMs of a pdf, respectively. Similarly, 
(4.7) and (4.11) can be used to derive the corresponding theoretical LCs. On the other
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hand, sample LMs can be computed for the univariate and matrix-variate cases as:
W j;}> = E {(ln T ):^} , (4.15)
(//,{X }>=E{(lnX )'^}, (4.16)
respectively, where (•) denotes spatial mean. The corresponding sample LCs, denoted as 
(k^{o;}), (K^{X}), can be easily obtained using the moment to cumulant relations above
(4.12)-(4.14), and also the higher order ones listed in Appendix B .l, by replacing theoretical 
LMs with sample LMs. Notice, tha t to compute sample LCs up to a certain order, sample 
LMs up to the same order must first be computed.
Prom this point onwards, in contrast to univariate LMs and LCs, matrix-variate LMs 
and LCs will be referred to as MLMs and MLCs, respectively.
4.5 Product M odel M ellin Kind Statistics
In the realm of compound distributions defined by the product model (see Section 3.6.2), 
MKS f amework plays a significant role in statistical analysis. The MT has certain advant­
ages in its application to the product model. This behaviour has a direct analogy in the 
application of FT to additive noise signal model due to its convolution property. Nicolas,
in [Nicolas, 2002], showed that for the univariate product model in (3.21), the following
relations hold:
Pi{I) = Pr{r)^Px{x), (4.17)
(f)i{s) = ^r(s) ■ (f>x{s), (4.18)
ipi{s) = (pr{s)P(fx{s), (4.19)
n„{I} = K„{r} + K,,,{x}, (4.20)
where * denotes Mellin kind convolution, defined by the integral in (3.23). Also note that, 
in (4.17), the reference to the subscript for speckle intensity, xj, has been dropped to keep 
the definition general. Equation (4.18) follows directly from (4.17) and the convolution 
property of MT [Nicolas, 2002]:
M{pr{r)3,Px{x)}{s) = M{p^(r)}(5) • M{%(a;)}(s). (4.21)
It is clear from (4.17)-(4.20), that the Mellin kind CF of the intensity pdf breaks down 
as the product of Mellin kind CFs of texture and speckle pdfs under the product model. 
This translates to an additive separation of the corresponding Mellin kind CCFs and LCs. 
Specifically, (4.20) shows that the LCs of intensity return decompose as the sum of texture
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LCs (TLC) and speckle LCs..
In [Anfinsen and Eltoft, 2011], the authors derived equivalent relations for the product 
model of multilook polarimetric covariance matrix return in (3.33). These relations are 
listed here:
4>c{s) = (j)r{d{s -  d ) + 1) ’ (l)x{s), (4.22)
(pc{s) = Pr{d{s -  d) +  1) +  v?x(5), (4.23)
a:,{C} =  d"/c,{r} + /c,{X}. (4.24)
Equation (4.24) shows that the observed MLCs decompose as a sum of speckle MLCs 
and TLCs scaled by d^. The derivation of the above relations can be easily found in the 
published work of [Anfinsen and Eltoft, 2011], but is not required for understanding the 
thesis. Note that (4.24) reduces to (4.20) when the dimension is one.
4.6 M ethod of Log Cumulant Param eter Estim ation
In classical statistics, the well known method of moments (MoM) is employed to estimate
the parameters of a pdf. This is based on solving as many moment equations as the number
of unknown parameters and substituting the theoretical population moments with sample 
moments. The estimates can generally be improved by using more moment equations than 
the number of unknown parameters in the form of an optimization problem. The covariance 
matrix of the sample moments is used as a weighting matrix in the optimization. This is 
also referred to as the generalized method of moments (CMoM) [Hall, 2005].
In MKS, direct counterparts of MoM and CMoM exist and can be referred to as MoLC 
[Nicolas, 2002] and generalized MoLC (CMoLC) [Anfinsen et ah, 2011a], respectively. The 
difference being that, in place of classical moment equations, LC equations are used and 
sample LCs substitute population LCs. Further, in CMoLC [Anfinsen et ah, 2011a], the 
covariance matrix of sample LCs, instead of sample moments, is used as a weighting matrix. 
For the matrix-variate case, these methods can be intuitively referred to as method of matrix 
log cumulants (MoMLC) [Anfinsen and Eltoft, 2011] and generalized MoMLC (CMoMLC) 
[Anfinsen et ah, 2011a].
In practice, the LC (4.17-4.20) and MLC (4.22-4.24) relations, derived using the product 
model MKS, can be used in the MoLC and MoMLC estimation, respectively. This results in 
parameter estimators with good statistical properties like low bias and variance [Anfinsen 
and Eltoft, 2011]. It must be noted that the mathematical expressions of TLCs, Kiy{r}, 
depend on the choice of the texture pdf. On the other hand, fully developed speckle LCs, 
Kj,{x}, and MLCs, Avi^ {X}, are quite well defined.
In the following the theoretical speckle LCs, Kt,{xij^} and Ku{xa^}, of multilook intensity
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and amplitude product models (3.22), (3.16), respectively, are listed. More importantly, 
the speckle MLCs, of the matrix-variate polarimetric covariance matrix product
model (3.33), and the special case of asymptotic speckle LCs for SC polarimetric scattering 
vector product model (3.27), are also shown. However, the utilisation of theoretical speckle 
LCs and MLCs in MoLC and MoMLC estimation, respectively, will be presented later in 
Chapter 6 .
4.6.1 Single-channel U nivariate Case
Multilook intensity speckle is gamma distributed (3.10), denoted as xj^ ^  7  ^L, Its 
theoretical LCs can be derived using univariate MKS listed in Section 4.2, and are given 
by [Nicolas, 2002] (see Appendix B.3.1 for derivation):
:: ::b
where ^('^)(-) is the z/-th order polygamma function (B.14) [Andrews and Phillips, 2005b].
When intensity speckle is considered scale normalised (see Section 3.6.2), which is the
approach taken in this thesis, the mean of the speckle intensity, cr^ , will be equal to one. 
Further note that the speckle LCs of the singlelook intensity product model (3.21), n„{xi},  
are only a special case of their multilook counterparts when L =  1.
The theoretical LCs of only speckle intensity pdfs (4.25) are sufficient for single-channel 
MKS based analysis but, for completeness, amplitude speckle LCs can also be listed here. 
Multilook amplitude speckle is square root of gamma distributed (3.11), denoted as xa^ ^  
7 & ^L, . Its theoretical LCs can also be derived using univariate MKS listed in Section
4.2, and are given by (see Appendix B.3.2 for derivation):
-  \  =  f  I f 4 0 + l n ( ; % )  for .  =  1 . _ ^6)
V L )  ( i l Y ^^(L) for 1/ >  1.
where the scale normalised version can be obtained by putting (see Section
3.6.2). Again, the speckle LCs of singlelook amplitude product model (3.15), Ki^ Ix a }, are 
only a special case of their multilook counterparts when L =  1.
An important relation between the LCs for the transformation of random variables, 
^Al — \A /l?  can be deduced from (4.25) and (4.26):
— | ,  (4.27)
which, in general, can be readily used to derive the LCs of amplitude pdfs given tha t the
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LCs of the corresponding intensity pdf exist, and vice versa.
Finally, over a textnreless area, the first order (7/= !)  LC equation (4.25) can be easily 
used to estimate L — ENL. This is done by first computing the mean intensity, and 
then numerically solving the first order LC equation for L, after substituting sample LCs, 
(ni{xij^}), in place of theoretical LCs, k,i {xj^}. Alternatively, the second order (i/=2) LC 
equation, alone, can also be used in a similar manner as shown in [Nicolas, 2002].
4.6.2 M ultilook  Polarim etric Covariance M atrix Case
MC polarimetric speckle follows a matrix-variate scaled complex Wishart distribution
(3.13), denoted as X  ~  sW ‘^ (I /,r) . The derivation of its MKS is quite elaborate, but is
shown in extensive detail in Appendix A of the original contribution [Anfinsen and Eltoft,
2011]. Here, only the results are listed. The Mellin kind CF is given by:
the Mellin kind CCF follows trivially as:
y?x(^5 L, r )  =  In Pd{L T  s — d) — ha.Fd(L) -F (s — d)(ln |F| — din L), (4.29)
and its MLCs are given by:
where u-tla order multivariate polygamma function, defined in terms of poly­
gamma functions (B.14) as:
-  z), (4.31)
i=0
and |r| is unity for scale normalisation (see Section 3.6.2). Again, notice that the first order 
MLC equation can be easily used to estimate L = ENL over a textureless area [Anfinsen 
et al., 2009].
4.6 .3  Singlelook Polarim etric Scattering Vector Case
Speckle LCs for SC polarimetric data have only been derived for the asymptotic case 
by [Anfinsen, 2011]. The starting point in this case is the well known singlelook polarimetric
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whitening filter (PWF), proposed in [Novak et al., 1993], defined as:
y = k " S -^ k , (4.32)
where S  =  B{kk^} is the SCM. The SC polarimetric product model in (3.27) can be used 
in (4.32) to examine the product model decomposition of the PW F, which results in:
y =  r(x -^S “ ^x) =  rq. (4.33)
The statistics of r  are defined by the chosen texture distribution, while q has a form similar 
to the complex version of Hotelling’s statistic [Giri, 1965]. However, it requires È  to 
be complex W ishart distributed divided by its degrees of freedom, which is only true over 
textureless areas [Anfinsen, 2011]. For textured areas, and in the general case, a different 
estimator of S  is needed.
Now, let us examine the product model decomposition of the PW F implemented using 
a different estimator of S :
y = k ^ è p p k  =  r(x ^ è p p x ) =  rQ , (4.34)
where the quadratic form Q represents the speckle contribution, and Spp is the FP estim­
ator of S given by [Gini and Greco, 2002]:
where N  is the sample size. The asymptotic distribution of the Spp was found to be complex 
Wishart (3.12) in [Pascal et al., 2008], denoted as Spp W j ( ^ A ,  S ) . However, it
requires (d -f l ) /d  as many samples as the SCM estimator on a textureless area.The PW F
in (4.34) is also referred to as fixed point PW F (FP-PWF).
The distribution of the speckle contribution, Q, in (4.34) was found in [Anfinsen, 2011] by 
assuming that x  and Epp are statistically independent, and observing the asymptotic dis­
tributions of the terms in Q correspond to the results obtained in [Giri, 1965]. It was found 
tha t Q asymptotically follows a Fisher distribution, denoted as T{m,a,b),  with paramet­
erization given in [Nicolas, 2006D010] (see Appendix B.3.3 for Nicolas’ parameterisation) :
Q (4-36)
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whose LCs are given by [Anfinsen, 2011]:
k i { Q ] N , d }  =
, /  N d  ( N - d - 1 )  +  ln '
(4.37)
( d + 1) ( i V - d + l ) y ’
JV, d} =  • (4.38)
It is important to note that the product model decomposition in the SC polarimetric case
is univariate (4.34). Therefore, MKS of the univariate case (4.17)-(4.20) will be utilised in 
its MoLC estimation, represented as:
N,  d, 0, T)} = 0 ,77} +  N,  d}, (4.39)
where the speckle LCs, are given in (4.37), (4.38), and the texture LCs,
depend on the chosen texture distribution. The second and higher order LCs are inde­
pendent of scale and can be used for texture parameters’ estimation after replacing the 
observed theoretical LCs, with sample LCs, {Kt,{y}}. Note, that the MoLC for SC
polarimetric data is strictly applicable in the asymptotic case, i.e. when the number of 
samples tend to infinity.
Chapter 5 
Non-G aussian Product M odel 
D istributions for PolSA R  D ata
This chapter describes the most common non-Gaussian product model compound distri­
butions, which have been subject to significant analysis in the recent years. A detailed 
account on texture distributions corresponding to these compound distributions forms the 
first topic of this chapter. The texture distributions of gamma, inverse gamma, Fisher, 
beta and inverse beta have been included. Following this, the corresponding scattering 
vector and matrix-variate compound distributions of /C, Kummer-ZY, >V, and A4 are 
listed. The GIG texture distribution and the corresponding flexible Ç distribution have 
been excluded from this chapter as their analysis constitutes one of the main contributions 
of this thesis, and is separately dealt with in the next chapters. Finally, a graphical method 
of visualising textures in polarimetric SAR data, which has gained considerable popularity 
in the SAR community of statistical analysts, is presented.
5.1 Texture D istributions
Texture distributions refer to the probability distributions used to model the scalar texture 
random variable, r  G in the scalar texture product model. The definition of texture 
in general, and also as a random variable in the product model, is explained in detail in 
Section 3.6. In the following, pr{r-,6,r)), represents a texture pdf, where 0 is a vector 
of shape parameters or texture parameters, while rj is the scale parameter. The texture 
parameters will be represented by the symbols a , A i.e. 0 G {a. A}, depending on whether 
the texture pdf has one or two shape parameters. MKS of these distributions, which were 
originally derived in [Nicolas, 2006D010], and later also included in [Anfinsen, 2010d], have 
also been listed here along with their linear moments. However, the parameterisation is 
slightly different as the scale parameter, 77, has been included in the definition instead of
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Figure 5.1: Shapes acquired by gamma texture pdf for different values of the texture 
parameter a. We define the scale parameter, 77 =  to make all the pdf shapes have unit 
mean so tha t they are superimposed on each other.
using the location parameter (mean). This is because when speckle is considered scale 
normalised, which is the assumption in this thesis, the rj parameter will contain all the 
scale information. Hence, it makes more sense to describe the texture distributions consid­
ering the scale parameter instead of the location parameter. Nevertheless, the definitions 
here are equivalent to the ones in [Nicolas, 2006D010, Anfinsen, 2010d], subject to simple 
substitutions.
5.1.1 G am m a
A gamma distributed texture random variable is denoted as r  ~  7 (r; a , 77), with a , 77 G M'*’ 
(see fig. 5.1). Its pdf, linear moments and MKS are given as follows.
Probability D istribution Function
P r { r - a , r ] )  =
Linear M om ents
E{r"} =  rj
r “ ^ e x p ( - ^ )  
^V(a + v)
r(a)
(5.1)
(5.2)
M ellin Kind Characteristic Function
a, ri) =  rj- ,_ ,r ( o  +  s -  1)r(a) (5.3)
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Figure 5.2: Shapes acquired by inverse gamma texture pdf for different values of the texture 
parameter A, We define the scale parameter, 77 =  A — 1, to make all the pdf shapes have 
unit mean so tha t they are superimposed on each other.
M ellin  K in d  C u m u lan t G en era tin g  F u n c tio n
0 , 77) =  (5 — l ) l n 77 +  ln r ( u  +  s — 1) — lnF(a;). (5.4)
Log C u m u lan ts
o ,  77} =
J +\ nr]  for y =
y for i/ > 1.
( 5 . 5)
5.1.2 Inverse G am m a
An inverse gamma distributed texture random variable is denoted as r  ~  A, 77), with
A > 1, and 77 G  (see fig. 5 .2) .  Its pdf, linear moments and MKS are given as follows.
P ro b a b ility  D is tr ib u tio n  F unction
Pt(t ;A,77) =
L inear M om en ts
E { r }  =  77
r   ^ ^ e x p ( - 2 ) 
77-AF(A)
-- y)
M ellin  K in d  C h a rac te ris tic  F u nction
< /> r (5 ;A ,7 7 )  =r j ,_ iF(A +  1 — g) 
F(A)
(5.6)
(5.7)
(5.8)
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Figure 5.3: Shapes acquired by Fisher texture pdf for different values of the texture para­
meters a, and A. We define the scale parameter, 77 =  to make all the pdf shapes have 
unit mean so that they are superimposed on each other.
M ellin K ind Cumulant G enerating Function
iPr{s;X,T]) = ( s -  l ) l n 77-l-ln r(A -M  -  5) -  InF(A). (5.9)
Log Cumulants
—%A(°)(A) +  ln ?7 for y =  
{—lY'ip^^~^\X) for 1/ > 1.
(5.10)
5.1.3 Fisher
A Fisher distributed texture random variable is denoted as r  ~  T { t ] o, A, rjY, with A >  1, 
and a,rj £ M+ (see fig. 5.3). Its pdf, linear moments and MKS are given as follows.
Probability D istribution Function
P r { r ; a , X , T ] )  =
1 1 (§)
a — 1
B( a , X) r ]  A
where B{x ,y)  is the beta function defined in (C.l).
a+A (5.11)
I^t is relevant to mention, that the P { a ,X ,m )  texture distribution parameterised by its mean m, pro­
posed by [Nicolas, 2002, Nicolas, 2006D010], is only the Q'j intensity distribution also parameterised by 
its mean, proposed earlier by [Prery et al., 1997]. This is easily obtainable by putting a = L  in Nicolas’ T  
pdf. Both result from the product of 7  and 7 “  ^ distributed random variables. However, the latter was 
proposed for intensity return, while the former modeled texture.
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Figure 5.4: Shapes acquired by beta texture pdf for different values of the texture para­
meters a, and A. We define the scale parameter, 77 =  to make all the pdf shapes have 
unit mean so that they are superimposed on each other.
Linear M om ents
^ r {a +  iy) r ( X - u )
r(a) r(A) (5.12!)
(5.13)
M ellin K ind C haracteristic Function
M ellin K ind Cum ulant G enerating Function
P^t{s ’, a, A, 77) =  (5 — 1) In77 -I- lnF (o  4- 5 — 1) — InF(o) -t- lnF(A -1- 1 — s) — InF(A). (5.14)
Log Cumulants
o, A, 77}
5.1.4 B eta
( — " (^°)(A) + l n 77 for y =  l,
1^ '0 ('^-i)(q;) _|_ (—l)'^^(*^~i)(A) for 1/ >  1.
(5.15)
A beta distributed texture random variable is denoted as r  ~  /3(r; o, A, 77), with o, A, 77 G 
M'*’, A > a , and 0 < r  <  77 (see fig. 5.4). Its pdf, linear moments and MKS are given as 
follows.
Probability D istribution Function
Pr{r;a,X,r]) =
- a — 1 A—a —1
X — a)  ' (5.16)
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Figure 5.5: Shapes acquired by inverse beta texture pdf for different values of the texture 
parameters a , and A. We define the scale parameter, rj = to make all the pdf shapes 
have unit mean so that they are superimposed on each other.
Linear M om ents
.r(o; +  i/) r(A) 
r ( a )  r(A +  u)
M ellin  K ind Ch2iracteristic Function
,_ i r ( a  +  « - i )  r(A)
(5.17)
(5.18)
r ( a )  r(A  +  s - l ) '
M ellin K ind Cumulant G enerating Function
(Pt (^s] o, 77) =  (s — 1) I n +  InF(cK +  5 — 1) — InF(û;) +  In F(A) — InF(A +  s — 1). (5.19)
Log Cum ulants
K^{T;o,A,7/} =
f (A) +  Inry for n = 1,
I  — ^('^-^)(A) for n > 1.
(5.20)
5.1.5 Inverse B eta
An inverse beta distributed texture random variable is denoted as r  ~  /3~^(r; a, A, 77), with 
a ,  A > 1, A > o ,  7y G  R""", and r  > rj (see fig. 5 .5) .  Its pdf, linear moments and MKS are 
given as follows.
Probability  D istribution Function
Pr(r;a;,A,77) (5.21)
5.2. Scattering Vector Compound Distributions 63
L inear M om en ts
M ellin  K in d  C h a rac te ris tic  F u n c tio n
(5.23)
M ellin  K in d  C u m u lan t G en era tin g  F u n c tio n
o l, t ]^  = (^ s — 1) I n +  In F(o +  1 — 5) — In F(o) +  InF(A) — InF(A +  1 — 5). (5.24)
Log C u m u lan ts
J - 0 (‘’)(a)+V '® (A ) +  ln); for i/ =  l,
’ I for r / > l .
5.2 Scattering Vector Com pound D istributions
The polarimetric scattering vector, k, was introduced in Section 2.7.2. Later in Section
3.6.2, the product model for the scattering vector was listed as an effective method to derive 
non-Gaussian compound distributions. Depending on the choice of texture distribution 
defined by Pt{t ; 77), the compound distribution of the scattering vector, pk(k; F, 0 , 77), can 
be easily derived using (3.31), and the conditional probability in (3.32). Its parameters are 
inherited from both the texture and speckle distributions. In the following, the compound 
distributions of the scattering vector corresponding to the texture distributions listed in 
Section 5.1 are given in the same order. Also, the LCs (4.37) of the corresponding FP-PW F, 
y (4.34), derived for the asymptotic case in Section 4.6.3 will be listed. The description of 
each compound distribution is accompanied by a figure depicting the shapes attainable by 
the corresponding compound intensity distribution, p/(J; 0 , 77), which can be easily obtained 
using the relation
pi{I\ 0 ,77) =  7T pk(k; r, 0 ,77) | j _ i , where k|^_i =  |5|^ =  I. (5.26)
5.2.1 K  D istribution
When the texture is modeled as gamma distributed (see Section 5.1.1), the scattering vector 
follows a K  distribution [Novak et al., 1989], denoted as k  ~  /C(F, a / ,7 7 ) ,  with a , 77 G MA, 
and |F| =  1. Its pdf and the asymptotic LCs of the corresponding FP-PW F are listed
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Figure 5.6: Shapes acquired by singlelook intensity K  distribution (/C/) for different values 
of texture parameter ct, shown in linear (left) and logarithmic scales (right). The case of 
oo corresponds to negative exponential distributed intensity. Because E{7} =  E{r}a
(see Section 3 .6 .2), unit mean intensity pdfs (superimposed on each other) can be plotted 
by imposing the unit mean gamma texture pdf condition i.e. r] =
below. The shapes attainable by the corresponding singlelook intensity pdf are shown in 
f ig . 5.6.
P ro b a b ility  D is trib u tio n  F u nction
2
Pk(k;r,a,fj) =
'k " r - i k
(5.27)
where is the modified Bessel function of the second kind and order u (see Appendix 
C.2) [Weisstein, 2013d], also referred to as the Bessel K  function.
F P -P W F  Log C u m u lan ts
AT, d , 0L,7]}
( - \ - l n r ] Kj,{Q;N,d} for y =  l,
Kjy{Q;N,d} for u > 1.
(5.28)
5.2.2 D istribution
When the texture is modeled as inverse gamma distributed (see Section 5.1.2), the scattering 
vector follows a G^ distribution [Khan and Guida, 2012d, Bombrun et ah, 2011b], denoted 
as k  ~  ^°(F , A,7y), with A > 1, r/ G M+, and |r| =  1. Its pdf and the asymptotic LCs of 
the corresponding FP-PW F are listed below. The shapes attainable by the corresponding 
singlelook intensity pdf are shown in fig. 5.7.
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Figure 5.7: Shapes acquired by singlelook intensity distribution (Qj) for different values 
of texture parameter A, shown in linear (left) and logarithmic scales (right). The case of 
A ^  oo corresponds to negative exponential distributed intensity. Because E {/}  =  E{r} 
(see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) can be plotted 
by imposing the unit mean inverse gamma texture pdf condition i.e. 77 =  A — 1.
Probability D istribution Function
Pk(k;F, A,?7) =
F P -P W F  Log Cum ulants
N, d , A , 7 / }  =
F ( d  +  A )  ( k ^ r - i k  +  77)  
7T^|r|?7-^r(A)
- X - d
(5.29)
—^ p^^\X)-\rllQ.rJ + K^{Q;N,d}  for 7/ =  1, 
(—1)"^(''"^)(A) +  Ku{Q’i N,  d} for z/ > 1.
(5.30)
5.2.3 Kummer-ZY D istribution
When the texture is modeled as Fisher distributed (see Section 5.1.3), the scattering vector 
follows a Kummer-ZY distribution [Bombrun et ah, 2009], denoted as k  ~  7 /(r , o. A, 77), 
with A > 1, 0,77 G  and |F| =  1. Its pdf and the asymptotic LCs of the corresponding 
FP-PW F are listed below. The shapes attainable by the corresponding singlelook intensity 
pdf are shown in fig. 5.8.
Probability D istribution Function
1
Pk(k;r,a,A ,77) = ^ " |r |g ( a ,  + \ ) u ( d  + \ , d - a  + l,
k ^ p -^ k
1
(5.31)
where f/(o, 6, z) is the confluent hypergeometric function of the second kind, also called 
Kummer-[/ function (see Appendix C.3) [Weisstein, 2013b].
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Figure 5.8: Shapes acquired by singlelook intensity ZY distribution {Ui) for different values of 
texture parameters a  and A, shown in linear (left) and logarithmic scales (right). The case of 
a , A -4  00 corresponds to negative exponential distributed intensity. Because E{7} =  E{r} 
(see Section 3 .6 .2), unit mean intensity pdfs (superimposed on each other) can be plotted 
by imposing the unit mean Fisher texture pdf condition i.e. rj =
F P -P W F  Log Cumulants
_  t  +  In,) +  TV, j}  for v = l,
j  +  +  for 1/ >  1.
(5.32)
5.2.4 W D istribution
When the texture is modeled as beta distributed (see Section 5.1.4), the scattering vector 
follows a W  distribution^ [Bombrun et al., 2011a], denoted as k ~ W(r, o. A, 77), with 
Ck, A,?7 G M+, A > ck, and |F| =  1. Its pdf and the asymptotic LCs of the corresponding 
FP-PW F are listed below. The shapes attainable by the corresponding singlelook intensity 
pdf are shown in fig. 5.9.
Probability D istribution Function
a  —*7—1
( k » r - ik )
Pk(k;r,a,A ,?)) =
r(A)
T r(a)
exp
k '^ r - 'k V ,^
  ------ W d + a + l - 2 X  d - c2t] J  2 > 2
k ^ p -^ k
V
(5.33)
where Wa,b{z) is the W hittaker W  function defined in Appendix C.4 [Weisstein, 2013e].
^Not to be confused with complex Wishart distribution, denoted by
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Figure 5.9: Shapes acquired by singlelook intensity W  distribution (W/) for different values 
of texture parameters a  and A, shown in linear (left) and logarithmic scales (right). The case 
of ct, A ^  oo corresponds to negative exponential distributed intensity. Because E {/}  =  
E{r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) can be 
plotted by imposing the unit mean beta texture pdf condition i.e. rj = - .
F P -P W F  Log Cum ulants
f (a) -  (A) +  In 7) +  AT, d} for u = 1,
.Ay ,N ,d ,< ^ ,X ,v}  =  I  +  for .  > 1. (5.34)
5.2.5 M  D istribution
When the texture is modeled as inverse beta distributed (see Section 5.1.5), the scattering 
vector follows an M. distribution [Bombrun et ah, 2011a], denoted as k  ~  jM(F, o. A,t^), 
with o ,  A > 1, A > o ,  ?7 G  and |F| =  1. Its pdf and the asymptotic LCs of the 
corresponding FP-PW F are listed below. The shapes attainable by the corresponding 
singlelook intensity pdf are shown in fig. 5.10.
Probability D istribution Function
. . . . . .  (-k«r-’k)^B(a + d.A-a) f  k"r 'k
 P .A 5)
/  k ^ r - 'k
X YVj a—d—2cK d-\-\ — 1 I2 ’ 2 y rj
where Ma,h{z) is the W hittaker M  function defined in Appendix C .6 [Weisstein, 2013ej.
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Figure 5.10: Shapes acquired by singlelook intensity M. distribution {M-i) for different 
values of texture parameters a  and A, shown in linear (left) and logarithmic scales (right). 
The case of ct, A oo corresponds to negative exponential distributed intensity. Because 
E {/}  =  E{r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) 
can be plotted by imposing the unit mean inverse beta texture pdf condition i.e. r] =
F P -P W F  Log C u m u lan ts
— (a) +  (A) +  In 77 +  TV, d} for z/ =  1,
(_ l):/^ (^ -i)(a) _  (_l):/^(:/-i)(A) +  TV,d} for 1/ >  1.
(5.36)
TV, d ,o , A,7/} =
5.3 M atrix-variate Compound Distributions
The multilook polarimetric covariance matrix, C, was introduced in Section 2.8.1. Later 
in Section 3.6.2, the product model for the polarimetric covariance matrix was listed as 
an effective method to derive non-Gaussian matrix-variate compound distributions. De­
pending on the choice of texture distribution defined by Pr{r]6^r}), the matrix-variate 
compound distribution, ^>c(C; L, F, 6 , 77), can be easily derived using (3.36), and the condi­
tional probability in (3.37). Its parameters are inherited from both the texture and speckle 
distributions. In the following, the matrix-variate compound distributions, corresponding 
to the texture distributions listed in Section 5.1, are given in the same order. The MKS of 
these distributions were first presented in [Anfinsen and Eltoft, 2011, Anfinsen, 2010d]. The 
MKS of texture distributions were defined in Section 5.1, while the MKS of speckle matrix- 
variate, which follows a scaled complex Wishart distribution, were listed in Section 4.6.2. 
Using these two ingredients, and the MKS of multilook covariance matrix product model 
presented in Section 4.5, (4.22)-(4.24), the Mellin kind CF, CGF, and MLCs of the matrix- 
variate compound distributions can be easily derived. These have been listed in [Anfinsen 
and Eltoft, 2011]. Here, only the compound pdf and its theoretical MLCs are presented.
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Figure 5.11: Shapes acquired by multilook intensity JC distribution (/C/^) at = 4  for 
different values of texture parameter ct, shown in linear (left) and logarithmic scales (right). 
The case of ct ^  oo corresponds to gamma distributed intensity. Because E{/x,} =  E {r} 
(see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) can be plotted 
by imposing the unit mean gamma texture pdf condition i.e. rj =
The description of each compound distribution is accompanied by a figure depicting the 
shapes attainable by the corresponding compound intensity distribution, L,0,r}),
which can be easily obtained by putting d =  1 in the matrix-variate compound pdf.
5.3.1 JC D istribution
When the texture is modeled as gamma distributed (see Section 5.1.1), the multilook 
polarimetric covariance matrix follows a JC distribution [Lee et al., 1994b], denoted as 
C ~  /C(L,r,a , 77), with a/,77 G ^^5  and |r| =  1. Its pdf and theoretical MLCs are listed 
below. The shapes attainable by the corresponding multilook intensity pdf are shown in 
fig. 5.11.
P ro b ab ility  D is tr ib u tio n  F u n c tio n
Pc(C;L,r,a..) ^ ( 2.
r d ( L ) |r | i  V»? r(a) 'n
(5.37)
'0^ *^ (^L) 4-In |r|-f d(^(°^(o/)-I-In £) for 7/ =  1,
M a tr ix  Log C u m u lan ts
where In |r| vanishes because |r| is unitary.
for u > 1.
(5.38)
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Figure 5.12: Shapes acquired by multilook intensity distribution {Gj^) at L =  4 for 
different values of texture parameter A, shown in linear (left) and logarithmic scales (right). 
The case of A —)■ oo corresponds to gamma distributed intensity. Because =  E{r}
(see Section 3 .6 .2), unit mean intensity pdfs (superimposed on each other) can be plotted 
by imposing the unit mean gamma texture pdf condition i.e. 77 =  A — 1.
5.3.2 D istribution
When the texture is modeled as inverse gamma distributed (see Section 5.1.2), the multilook 
polarimetric covariance matrix follows a G^ distribution [Freitas et ah, 2005], denoted as 
C ~  ^°(L, F, A,77), with A > 1, 77 G M+, and |F| =  1. Its pdf and theoretical MLCs are 
listed below. The shapes attainable by the corresponding multilook intensity pdf are shown 
in fig. 5.12.
Probability D istribution Function
T{Ld +  A) (L TV (P-^C) +
rrf(L )|r |'
(5.39)
M atrix Log Cum ulants
(5.40)
where In |F| vanishes because |F| is unitary.
5.3.3 Kummer-ZY D istribution
When the texture is modeled as Fisher distributed (see Section 5.1.3), the multilook polar­
imetric covariance matrix follows a Kummer-ZY distribution [Bombrun and Beaulieu, 2008], 
denoted as C ^  U{L, F, o. A, 77), with A > 1, 0,77 G  R+, and |F| =  1. Its pdf and theoretical
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Figure 5.13: Shapes acquired by multilook intensity U distribution (7//^) at L =  4 for 
different values of texture parameters a  and A, shown in linear (left) and logarithmic scales 
(right). The case of a , A —> oo corresponds to gamma distributed intensity. Because 
E{7i} =  E{r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) 
can be plotted by imposing the unit mean Fisher texture pdf condition i.e. rj =
MLCs are listed below. The shapes attainable by the corresponding multilook intensity pdf 
are shown in fig. 5.13.
Probability D istribution Function
pc(C;L,r,o, A,?7) = r.(t)|rp (m + u  -  .  + 1- i î ü p l )
(5.41)
M atrix Log Cum ulants
K f r - r  r  r, n \ =  I +  In |r| +  d (in f +  for 1/ =  1,
( +  (— for i / >  1. ’
(5.42)
where In |r | vanishes because |r | is unitary.
5.3.4 W D istribution
When the texture is modeled as beta distributed (see Section 5.1.4), the multilook polar­
imetric covariance matrix follows a W  distribution^ [Bombrun et al., 2011a], denoted as 
C ~  FV(L, r , a. A, rj), with a,X,rj G IR"^ , A > o, and jr| =  1. Its pdf and theoretical MLCs 
are listed below. The shapes attainable by the corresponding multilook intensity pdf are 
shown in fig. 5.14.
^Not to be confused with complex Wishart distribution, denoted by W9
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Figure 5.14: Shapes acquired by multilook intensity W  distribution (W/^) at L =  4 for 
different values of texture parameters a  and A, shown in linear (left) and logarithmic scales 
(right). The case of a , A -> oo corresponds to gamma distributed intensity. Because 
E { /l}  =  E{r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) 
can be plotted by imposing the unit mean beta texture pdf condition i.e. r] = K
P ro b a b ility  D is trib u tio n  F u n c tio n
a + L d —l
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In \T\-{-d ( \n^ f o r  =
for V > 1.
(5.44)
K4C;L,r,a,p} I  _ ,/,(-i)(A))
where In |F| vanishes because |F| is unitary.
5.3.5 M  D istribution
When the texture is modeled as inverse beta distributed (see Section 5.1.5), the multilook 
polarimetric covariance matrix follows an M  distribution [Bombrun et ah, 2011a], denoted 
as C  ~  M {L ,  F, a . A, 77), with 0 , A > 1, A >  o, 77 E R+, and |F| =  1. Its pdf and theoretical 
MLCs are listed below. The shapes attainable by the corresponding multilook intensity 
pdf are shown in fig. 5.15.
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Figure 5.15: Shapes acquired by multilook intensity M. distribution at L =  4 for
different values of texture parameters a  and A, shown in linear (left) and logarithmic scales 
(right). The case of ct, A —> oo corresponds to gamma distributed intensity. Because 
E{/x,} =  E{r}  (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) 
can be plotted by imposing the unit mean inverse beta texture pdf condition i.e. r] =
Probability D istribution Function
( t )  ^  ( r - ^ C ) ) ^  B{ a  +  L d , X -  a)
pc(C ; L,r ,a ,  X,ri)
X exp
/  L T r ( r - i C ) \I 2Î, jM x-Ld-2a Ld+X- 1  ( — 2  ’ 2
B ( a , X - a )  (5.45)
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M atrix Log Cumulants
r r .  r r  /  V^d^H^)+ln|r| +  d (ln f+ V ^ W (A )-V ’(°)(q;)) for =  1,
’ ’ ’ ^  for u > 1.
(5.46)
where In IFI vanishes because IFI is unitary.
5.4 Visualising Textures in Log Cumulant Space
It has been mentioned earlier, in Section 4.4, tha t the second and higher order LCs are 
independent of scale parameter, rj. This can be easily noted in all the LC and MLC 
equations listed in Sections 5.1-5.3, where the second and higher order LCs and MLCs only 
depend on texture parameters, and additionally on number of looks, L, for the multilook 
case. The L can be considered as a constant for a SAR image, and is easily estimated over 
a textureless area using the first order speckle LC (4.25) or speckle MLC (4.30) equation. 
Consequently, the second and higher order LCs and MLCs depict the impact of texture
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Figure 5.16: Matrix log cumulant diagram showing 1) the manifolds spanned by theoretical 
MLCs under given matrix-variate compound distribution models, and 2) colour-coded data 
points representing sample MLCs computed from data.
parameters alone on the given model. This was first exploited by [Nicolas, 2002], in the 
form of a two dimensional (2D) LCs diagram, by plotting the second order LC along the 
y-axis against the third order LC along the x-axis, (^g, K2 ). The matrix-variate extension 
of this geometrical representation was presented in [Anfinsen and Eltoft, 2011], resulting in 
the (/cgjC},/^2{C}) MLC diagram.
An example of MLC diagram is shown in fig. 5.16. It simultaneously presents 1) the 
manifolds spanned by the theoretical population MLCs attainable under given matrix- 
variate compound distribution models, and 2) points that represent sample MLCs computed 
from data. The dimension of the manifold spanned by the compound distribution model 
is equal to the number of texture parameters. As a result, /C and pdfs are represented 
by red and blue lines, while U, W, and M. pdfs are represented by yellow, cyan, and 
magenta surfaces, respectively. The textureless case of complex Wishart distribution is 
thus represented by a point (black circle). Sample MLC points are also plotted in the 
MLC diagram for different types of areas including an urban area (red points), trees (green 
points), vegetation A (magenta points), vegetation B (blue points), and a water sample 
(orange points). Multiple MLC points are plotted for each area by bootstrap sampling i.e. 
sampling by replacement.
The MLC diagram can be easily translated to a TLC diagram by isolating the texture
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Fisher
Figure 5.17: Texture log cumulant diagram showing 1) the manifolds spanned by theoretical 
TLCs under given texture distribution models, and 2) colour-coded data points representing 
sample TLCs computed from data.
contribution using (4.24) as follows:
(5.47)
where the speckle MLCs, are given in (4.30). The TLC diagram is an equival­
ent representation of the MLC diagram. Similarly, TLC diagrams can also be utilised in 
the univariate product model case by rearranging (4.20), which also applies to singlelook 
scattering vector case because its product model decomposition is univariate as well (see 
Section 4.6.3). Therefore, the TLC diagram can be used as a standard way of visualising 
textures for single-channel, singlelook scattering vector, and multilook covariance matrix 
data.
An example of TLC diagram is shown in fig. 5.17, which is also the TLC counterpart of 
the MLC diagram shown earlier in fig. 5.16. It also presents 1) the manifolds spanned by 
the theoretical population TLCs attainable under given texture distribution models and 2) 
points that represent sample TLCs computed from data. The dimension of the manifold 
spanned by the texture distribution model is equal to the number of texture parameters. As 
a result, 7  and 7 “  ^ pdfs are represented by lines, while T", /3, and pdfs are represented 
by surfaces. The degenerate textureless case (Dirac delta) is represented by a point (black 
circle). Similarly, sample TLC points have also been plotted with the same color codes
76 5.Non-Gaussian Product Model Distributions for PolSAR Data
as for the MLC diagram, but with lower number of bootstrapped samples. Apart from 
texture visualisation, the TLC diagram also manifests as an intuitive way of understanding 
the estimation of model’s texture parameters, and also for assessing the goodness of fit as 
it will be seen later in Chapters 6 and 7.
Chapter 6 
Polarim etric Q  D istribution
The K, distribution can be arguably regarded as one of most successful and widely used 
models for radar data. However, in the last two decades we have seen tremendous growth 
in even more accurate modeling of radar statistics. In this regard, the relatively recent 
distribution filled some deficiencies left unaccounted by the JC model. The model 
actually resulted as a special case of a more general model, the G distribution, which also 
has the JC model as its special case. Singlelook complex (SC) and multilook complex (MC) 
polarimetric extensions of these models (and many others, see Chapter 5) have also been 
proposed in this prolific era. The G distribution was first proposed in [Prery et al., 1997] 
for the single-channel case, followed by its extension to MC polarimetric case in [Freitas 
et al., 2005]. It also has a few other special forms apart from JC, and G  ^ models. One such 
important special case referred to as the harmonic G distribution, and denoted as has 
been proposed for single-channel case in [Muller and Pac, 1999], and extended to model 
MC polarimetric data in [Frery et al., 2010], and SC polarimetric data in [Doulgeris and 
Eltoft, 2010]b
Statistical analysis using the polarimetric G distribution has remained limited, despite 
its flexibility, primarily because of more complicated parameter estimation, and probability 
distribution function. The first novel contribution of this thesis is the derivation of the G 
distribution for the SC polarimetric case as no occurrence of its closed form has been found 
in literature for this particular type of data. In the first journal paper [Khan and Guida, 
2012d, Khan and Guida, 2012c], the SC polarimetric G distribution has been derived, thus 
completing its closed form pdf expressions for the single-channel [Frery et al., 1997], MC 
polarimetric [Freitas et al., 2005], and SC polarimetric [Khan and Guida, 2012d, Khan and 
Guida, 2012c] data formats. Here, it is also shown that certain areas in a SAR image require 
a flexible distribution, like the G distribution, for more accurate modeling compared to the 
less flexible JC, and G  ^ models. Further, in [Khan and Guida, 2012d, Khan and Guida,
I^n [Doulgeris and Eltoft, 2010], the SC polarimetric distribution was referred to as multivariate 
normal inverse gaussian (MNIG) distribution.
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2012c], texture parameters of the SC polarimetric G distribution have been estimated using 
numerical maximum likelihood (NML) estimation, i.e. numerically maximizing the log 
likelihood function, which is also extended to the MC polarimetric case in the second 
journal paper (see Appendix F, or Section 6.1.5). The NML estimators of the G model, 
which form another novel contribution of this thesis, are computationally very expensive as 
they are directly dependent on the sample size. Further, for textureless (Gaussian) samples, 
these estimators tend to be extremely slow owing to the high computational cost of the 
inherent special function. Therefore, efficient parameter estimation of the polarimetric G 
distribution has been a hard computational task.
One alternative is to estimate parameters on each individual channel, and average the 
so called mono-pol estimates to obtain estimates for the polarimetric distribution. One 
such mono-pol estimator, derived in this thesis for the G distribution, is based on fractional 
moments (FM) of mono-pol intensity, and is similar to the FM based mono-pol estimators 
of [Frery et al., 1997, Frery et al., 2007] (see Section 6.1.5). This simple estimator can 
also be regarded as a minor contribution of this thesis as no reference listing it has been 
found in the literature. Recently, it has been noted that such mono-pol estimators are 
inferior, in terms of estimator bias and variance, to polarimetric estimators^ of JC and G^ 
distributions [Anfinsen and Eltoft, 2011]. It should be noted here, that the NML estimators 
mentioned earlier are also an example of polarimetric estimators.
In the second journal paper (Appendix F), more efficient and accurate polarimetric es­
timators for the G distribution, using state-of-the-art univariate and matrix-variate Mellin 
kind statistics (MKS) presented earlier in Chapter 4, have been explored. The outcome 
is a class of estimators based on method of log cumulants (MoLC), and method of mat­
rix log cumulants (MoMLC). These estimators are shown to exhibit superior performance 
characteristics compared to other known estimators for the G model. Diverse regions in 
TerraSAR-X polarimetric SAR (PolSAR) data are also statistically analyzed using the G 
model with all its estimators. Formal goodness-of-fit (GoF) testing, based on MKS theory, 
is used to assess the fitting accuracy of different estimators and also between G, JC, G^^ 
and Kummer-ZY models. The application of MKS to polarimetric G distribution resulting 
in MoLC and MoMLC based estimators, their performance analysis, application to real 
PolSAR data, and comparison with other models using formal GoF testing comprises a 
major novel contribution of this thesis.
In this chapter, a consolidated version of the first [Khan and Guida, 2012d], and second 
(Appendix F) journal papers, highlighting the above mentioned novelties, is presented.
^Polarimetric estimators utilize fully polarimetric information in the form of covariance structure 
between polarimetric channels for estimation unlike mono-pol estimators.
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Figure 6.1: Shapes acquired by GIG texture pdf for diflFerent values of the texture para­
meters CK, and ÜÜ. We define the scale parameter, rj = to make all the pdf shapes
have unit mean so that they are superimposed on each ottier.
6.1 The G  D istribution
The product model, in conjunction with Bayes’ theorem [Andrews and Phillips, 2005a], can 
be used to derive closed form compound distributions assuming certain texture distribu­
tions. When the texture is modeled as a generalised inverse gaussian (GIG) distribution, 
the return signal follows the Q distribution. The particular form of the Q distribution de­
pends on the dimensionality of the data i.e. single-channel or polarimetric, and also on the 
data format i.e. singlelook or multilook.
6.1.1 G eneralized Inverse G aussian Texture P D F
The GIG is a very flexible univariate distribution, which has 7 , 7  , inverse gaussian,
reciprocal inverse gaussian, and hyperbolic distributions as its special forms [Johnson et ah.
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1994]. The pdf of the GIG is given by [Jprgensen, 1982]:
where r ,  c j ,  77 >  0 , o; e  R ,  and K ^ { ' )  is the modified Bessel function of the second kind and 
order 1/  (see Appendix C.2). Denoted as GIG has two shape parameters a,
and ÜJ, while 77 is the scale parameter^. The shapes of GIG densities for different values of 
a  and w are shown in fig. 6.1. The ly-th order moments are given by:
E { T " }  =  ( 6 .2)
GIG reduces to inverse gaussian or reciprocal inverse gaussian when a=  — |  or respect­
ively. The 7  and 7 “  ^ forms can be obtained by assuming and a  positive or negative,
respectively, while a=Q produces the hyperbolic distribution [Johnson et ah, 1994]. Con­
sequently, the compound distributions of [Muller and Pac, 1999, Prery et ah, 2010, Doul- 
geris and Eltoft, 2010], G^ [Prery et ah, 1997, Preitas et ah, 2005, Khan and Guida, 2012d] 
and /C [Jakeman and Pusey, 1976, Yueh et ah, 1989, Lee et ah, 1994b] corresponding to 
inverse gaussian, 7 “ ^, and 7  textures, respectively, are only special forms of the G distri­
bution.
6.1.2 In tensity  G D istribution
The multilook intensity G distribution, denoted as Gil(L, a, w, 77), can be easily obtained by 
using (6 .1), and (3.26) in (3.25), and Iso considering the integral definition of the modified 
Bessel function given in (6.15) [Prery et ah, 1997]:
T {L )r ]° ‘Ka,{uj)  V w /7 7  J  (6 .3 )
X K a - L  ( ^ \ / uj/ t] { 2 L I l  +  u j v Ÿ )  •
The shapes attainable by the multilook intensity Gil pdf for different values of shape
parameters are shown in fig. 6 .2 , while those attainable by its singlelook {L=l) form, Gi,
are shown in fig. 6.3. The i/-th moments of Gil are given by [Prery et ah, 1997]:
I^n [Khan and Guida, 2012d, Khan and Guida, 2012c], the authors used a different parameterization 
£u' =  u)/2, A' =  1 ' =  w'77, where ' denotes the parameters in [Khan and Guida, 2012d, Khan and
Guida, 2012c]
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Figure 6 .2 : Shapes acquired by multilook intensity G distribution {Gi^) at L =  4 for different 
values of texture parameters a , and cj, shown in linear (left), and logarithmic scales (right). 
The case of a; —)■ ±oo, and w — oo corresponds to gamma distributed intensity. Because 
Ei{Il } = E {r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each other) 
can be plotted by imposing the unit mean GIG texture pdf condition i.e. 77 =  •
Assuming an estimate of the shape parameters a, lj is available, the scale parameter, 77, 
can be easily computed using the first moment of Gi^ as:
rj =  E {/l}
Kgjuj)
A"a+l(^)
(6.5)
6.1.3 Singlelook Polarim etric G D istribution
The SC polarimetric G distribution, denoted as ^(F , a , 07, 77), can be obtained by using 
(6.1), and (3.32) in (3.31), and using the integral definition of the modified Bessel function 
given in (6.15). It represents one of the novel contributions of this thesis^ [Khan and Guida,
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case of ct ^  Too, and uj ^  oo corresponds to negative exponential distributed intensity. 
Because E {/}  =  E{r} (see Section 3.6.2), unit mean intensity pdfs (superimposed on each 
other) can be plotted by imposing the unit mean GIG texture pdf condition i.e. rj —
2012d, Khan and Guida, 2012c]:
Pk(k;r,a,cj,?7) =
/ 2k^r~ ^k  +  a;y/\
V )
2
7rT/“K a(o;)|r|
X K a - d  (  V ^ / v  ( 2 k ^ r - i k  +  w % ))
(6 .6)
where F is computed and normalized using (3.28)-(3.30), as mentioned before. Assuming 
an estimate of the shape parameters a, uj is available, the scale parameter, 77, can be easily 
computed using the first moment of GIG pdf (6 .2), and the scale matrix normalization 
implication in (3.30), giving:
77 =  |S |d
-Kq,+i (ccî)
(6.7)
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Singlelook Polarim etric D ual-Texture G D istribution
A little digression is necessary to mention some of the author’s related work on multi-texture 
modeling of SC polarimetric data as pointed out previously in Section 3.6. It is inspired by 
the earlier work of [Yu, 1998, Zou et al., 2000, Eltoft et al., 2011] on multi-texture modeling 
of SC and MC polarimetric data.
The scalar texture product model was presented in Section 3.6.2. For polarimetric data 
this model is based on the assumption tha t the texture is fully correlated in all polarimetric 
channels. However, it has been occasionally argued that the co-polarized channels {Shh and 
may have different texture properties to the cross-polarized channels {Shv and Syh) 
because of their different dominant scattering mechanisms in certain regions of a SAR 
image. This counter-argument is based on the observation that in forested areas volume 
scattering affects the cross-polarized components stronger than the co-polarized ones, and 
this effect is reversed in the case of surface scattering.
The multi-texture product model results when each polarimetric channel is assumed to 
have an independent texture variable. For the SC polarimetric case it is given by [Yu, 
1998, Zou et al., 2000, Eltoft et al., 2011, Khan and Guida, 2012b]:
y / v i h  0  0  0 ^ h h
0  0  0 ^ h v
0  0  0 ^ v h ( 6 .8 )
0  0  0  y / r ÿ i X y y
=  T 2X,
where Tyy, and Xyy are the texture and speckle random variables for channel Syy, respect­
ively, with yy  € {hh ,hv ,vh ,vv} .  The multi-texture model for MG polarimetric data can 
be readily derived by putting (6.8) in (2.11), followed by using (3.34) [Eltoft et al., 2011]:
C =  y y ' k , k f  =  r 5 X r i
1 = 1
(6.9)
However, using the SG and MG polarimetric multi-texture models, closed form pdfs can 
only be derived under the following assumptions [Eltoft et al., 2011, Khan and Guida, 
2012b]: 1) the co-polarized and cross-polarized texture variables are fully correlated i.e. 
'rhh='Tvv^  and Thv=Tvh  ^ 2) the observed medium is reciprocal i.e. Shv=Svh, and 3) reflection 
symmetric i.e. (ShhShv) — {'^hhSyh) =  {'^wShv) ~  i^wSyh) =0- Hence, the term dual-texture 
modeling is more appropriate.
In [Khan and Guida, 2012b], the dual-texture G distribution for the SG polarimetric
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case has been derived^. However, as already explained in detail in Section 3.6, the authors 
of [Doulgeris et al., 2012b] concluded that no evidence of multi-texture is observed in real 
PolSAR data. Consequently, this research direction was discontinued. Interested readers 
can refer to Appendix G for the paper on dual-texture G distribution for SG polarimet­
ric data [Khan and Guida, 2012b]. Interestingly, the results of this paper simultaneously 
provided preliminary foundation to apply the MoLG and MoMLG on polarimetric G distri­
bution, presented later in this chapter. Prom here onwards, only the scalar texture product 
model will be utilised in this thesis. Nevertheless, the estimators presented are scalable by 
dimension, and therefore they are not only applicable to the scalar texture G distribution 
but equally to the dual-texture G distribution.
6.1 .4  M ultilook Polarim etric G D istribution
In a similar manner, the MC polarimetric G distribution, denoted as ^(L , F, o;,a;, 77), can 
be obtained by using (6.1), and (3.37) in (3.36), and using the integral definition of the 
modified Bessel function given in (6.15) [Preitas et ah, 2005]:
 ^ L^\C \L-< i  1 ^ 2 L T r ( r - ^ C )  +  g;y;^ ^
pc( , , r x t ) | r r  f  K«(w) (  u in  )  (e.io)
X K ^ .L d  ( V o ; / » , ( 2 L T r ( r - i C ) + a ; » ) ) )  ,
where F is computed using (3.35), and normalized using (3.29), (3.30), as mentioned before. 
Again, assuming an estimate of the shape parameters a , lj is available, the scale parameter, 
77, can be easily computed using (6.7).
6.1.5 Param eter Estim ators
The parameters of the G distribution are inherited from the GIG texture pdf (a, w, 77) and 
the specific speckle pdf: only L  in the case of single-channel intensity, only F in the SG 
polarimetric case, and both (L, F) in the matrix-variate MG polarimetric case. Let us start 
with the speckle pdf parameters, and assume that an estimate of the equivalent number of 
looks, L, is given. In Sections 4.6.1 and 4.6.2, an estimator for L, based on log cumulants, 
is mentioned for both single-channel and MG polarimetric data, respectively. Computation 
of the normalized covariance matrix, F, based on SGM, for the SC and MG polarimetric 
cases, has already been given in Sections 6.1.3 and 6.1.4, respectively.
For a textureless area, F  computed using SGM is known to be Maximum Likelihood 
(ML), unbiased, complex W ishart distributed [Pascal et ah, 2008], and is an example of 
MC polarimetric data with Gaussian statistics. However, for textured areas it is neither
 ^ In [Khan and Guida, 2012b], a different parameterization was used: A'= 07/ 77, 'y'=u}7].
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ML nor complex Wishart distributed. In Chapter 4, it was observed tha t the MoMLC 
estimation for MC polarimetric data, using second and higher order theoretical MLCs, is 
independent of F. But, the MoLC for SC polarimetric data is based on the polarimetric 
whitening filter (PWF) and is, therefore, dependent on F as shown in Section 4.6.3. In this 
case, F  will be estimated using the so called Fixed Point (FP) estimator, Spp, in (4.35) 
instead of SGM. Further, in the computation of rj in (6.7), êpp  will replace SGM, S . This 
implies that Spp will be normalized by forcing its determinant to unity in the same way 
as done before, resulting in Fpp, usable in (6.6) in place of F. For now let us assume the 
SGM based F.
The scale parameter, rj, is a nuisance parameter as it does not add any texture informa­
tion, but must still be computed for analysis. Its computation for single-channel intensity, 
SG, and MG polarimetric cases has already been shown in Sections 6.1.2 to 6.1.4, respect­
ively.
For estimating the texture shape parameters a , and lj, the mono-pol FMs and polari­
metric NML estimators, mentioned in the beginning of this chapter, are first listed. In the 
following each of these estimation techniques is elaborated.
M ono-po l F rac tio n a l M om en ts
This estimator is based on combining the first moment and fractional moments of the 
mono-pol intensity^, and has been proposed in the second journal paper in Appendix F. It 
is a simple extension to the FMs based estimators proposed for and distributions 
in [Frery et al., 1997, Frery et al., 2007], and can be regarded as a minor contribution of this 
thesis. The first, quarter, and half moments (6.4) of mono-pol intensity can be combined 
into a system of equations:
r ^ L  +  i)
K ^ A ^ ) K ^ ^ ( â ^ ) r { L ) T { L  + l )  / / è \  ’
\  /  (6.11) 
r ^ L  +  i )  ( f s )
r(L)r {L + 1) (/> =  0,
which can be simultaneously solved for dp, and wp, where the subscript is used to differ­
entiate estimators, and in this case represents the last-name of the author who originally 
proposed FMs based estimators for Qj^ and distributions. This estimation is done on 
each mono-pol intensity channel. The polarimetric estimate is computed as an average of 
the mono-pol estimates.
®No reference listing this estimator has been found in the literature.
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N u m erica l M ax im um  L ikelihood E s tim a tio n
This NML estimator is based on numerically maximizing the log likelihood function of 
the SC and MC polarimetric G distributions, and forms another novel contribution of this 
thesis [Khan and Guida, 2012d]. It was originally implemented for the SG polarimetric case 
in [Khan and Guida, 2012d], and later extended to the MG polarimetric case® in the second 
journal paper. This is the only truly polarimetric estimator available in the literature for 
the G distribution. However, it is computationally expensive as it is directly dependent on 
the sample size.
Given a sample of target scattering vectors, Z =  { k i,k 2, . . .  ,k;y}, the log likelihood 
function (LLF) of the SG polarimetric G distribution is given by:
.£(o;K,^hK,%|Z,S) — N  —dKln(% ) — ln{JT^K(wK)}
i v r / ^ , x r  /Xujk
i= l
+  In
dx — d In (2k^E  ^k  ^+  Tk^k) — In ( (6 .12)
P-àyi—d (2 k ^ E -ik  +  WK&)
Similarly, given a sample of polarimetric covariance matrices, Z =  {Ci, Cg, 
LLF of the MG polarimetric G distribution is given by:
, Cjv}, the
^ (dK,(hK,%|Z,L, E) — N  — dx ln(% ) — ln{iFô,j^(Tx)}
In (2LTr (E  ^C%) +  wx^x) — In ^ccx ~  L d (6.13)
I J^(2LTr(E-iQ)+wxW
The negative of the LLFs in (6.12) and (6.13) can be minimized for dx, wx- At each 
iteration of minimizer, the scale parameter %  is computed using (6.7) as mentioned before. 
The minimization algorithm used is the Nelder-Mead Simplex [Lagarias et al., 1998]. The 
Simplex algorithm is a well known direct search method for multidimensional minimization 
of an objective function (negative log likelihood function). It attempts to minimize the 
real-valued objective function without utilizing any derivative information (derivative-free), 
and is only guaranteed to converge to a global minimum in one dimension [Lagarias et al., 
1998]. In this thesis, a relative convergence criterion of the negative LLF value less than
®Some alternative and more sophisticated MLE techniques have also been developed for the special case 
of Gj intensity distribution in [Frery et al., 2004, Vasconcellos et al, 2005, Cribari-Neto et al., 2002], but 
have not yet been extended to the Gi intensity or the polarimetric Q distribution.
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10“ ^^  is used as the stopping condition in the Simplex algorithm. Even with such a strict 
convergence criterion, it is observed that for MC polarimetric data a single run of the 
algorithm always converges for sample size greater than or equal to 32. On the other hand, 
for SC polarimetric data, a single run of the algorithm fails to converge approximately 
5% of the time with a sample size of 64. However, repeating the minimization with a 
different randomly selected starting guess for dx, wx always ensured convergence in less 
than or equal to 5 runs of the algorithm. The aforementioned convergence behaviour of the 
Simplex algorithm is deduced from the performance analysis of this estimator on simulated 
PolSAR data presented later in Section 6.4.
6.2 Generalised Inverse Gaussian M ellin Kind Stat­
istics
The application of MKS to the GIG distribution is presented in the second journal paper 
in Appendix F, and constitutes, along with the remaining sections of this chapter, a major 
contribution of this thesis. The univariate MKS, visited in Section 4.2, can be directly 
applied to the GIG texture pdf (6.1). In the following, the mathematical forms of the 
Mellin kind GF, GGF, and LCs of GIG pdf are presented.
6.2.1 M ellin  K ind C haracteristic Function
The Mellin kind GF of the GIG pdf can be derived by applying the univariate MT on (6.1):
< f > r ( s ; a , 0 ! , r i )  =  M { p r ( r ;  a , a i , 7 j ) } ( s )
(6.14)
multiplying and dividing the right hand side of (6.14) by 77®  ^ and using the following 
integral relation of modified Bessel functions:
FC^(2Va6) =  (6.15)
^ JR+
Eq. (6.14) reduces to:
<^T(g;a,w, 77) =  (6.16)
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6.2.2 M ellin  K ind Cum ulant C enerating Function
The Mellin kind CGF of GIG pdf is thus given by:
cpr{s',a,uj,r)) = { s -  l)\nr] P  \n K^+s-ii^)
— In Ka{oj).
6.2.3 Log Cum ulants
The LGs of the GIG pdf can be found by applying (4.7) on (6.17):
«
where InKa\<^) = i.e. the i^-th derivative, with respect to order, of
the logarithm of modified Bessel function of the second kind. No special function exists for 
directly computing In K ^ \c j ) ,  therefore we must resort to numerical differentiation. For
now, it is interesting to derive two special cases of GIG LGs. The advantage of this will
become apparent later in this section.
The two cases correspond to the 'y and 'y~^ special forms of the GIG pdf. These special 
pdfs have been studied in detailed in [Frery et al., 1997, Preitas et al., 2005, Khan and Guida, 
2012d]. Also, their LGs are well defined [Nicolas, 2002]. The first case corresponding to the 
7  pdf, arrives when w - 4- 0+ and a  > 0. Let us list the following two relations of modified 
Bessel functions, which will be useful [Andrews and Phillips, 2005a]:
jKX/z) =  2 - T ( z / ) / / - ,  (6.19)
KX;z) =  (6.20)
Also, the definition of polygamma function will be useful [Andrews and Phillips, 2005a]:
f j m + l
= m = 0,l,2,... (6.21)
where m  = 0 represents the digamma function. Equation (6.19) only holds for positive 
order and small values of argument, which are exactly the assumptions in the first case. 
Then, using (6.19) and (6.21) in (6.18), one can easily derive:
Equation (6.22) proves that the GIG LGs are asymptotically equivalent to 7  LGs under 
the given parametric assumptions. It should be pointed out that the term ^  is the scale
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parameter of the 7  pdf.
Similarly, the second case, corresponding to the 7 “  ^pdf, results when w -4 0"^  and a  < 0. 
In this case, (6.20) is first used to make the order of the modified Bessel function positive. 
Finally, again using (6.19) and (6 .21) in (6.18) one finds:
Equation (6.23) proves that the GIG LCs are also asymptotically equivalent to 7 “  ^ LCs. 
Also, ^  is the scale parameter of 7 “  ^ pdf.
Let us now turn our attention back to numerical differentiation i.e. computing In Ka\<^)- 
The well-known extended Neville’s algorithm has been used to obtain derivatives numer­
ically (see [Lyness and Moler, 1966, Lyness and Moler, 1969]). This algorithm is also 
implemented in the commercial Numerical Algorithms Group (NAG) Fortran library as 
routine d0 4 aaf, which computes derivatives of an analytical function up to the fourteenth 
order. However, a well documented MATLAB version of the same algorithm, easily avail­
able at [D’Errico, 2011, D’Errico, 2007], has been utilised here. This implementation only 
computes derivatives up to the fourth order, and has been extended to compute the first 
eight derivatives. The MATLAB implementation of this algorithm is also listed in Appendix 
D. It is also pertinent to mention tha t the GNU scientific library’s (GSL) logarithmic im­
plementation of modified Bessel function of the second kind with an extended range of 
order and argument parameters, gsLsf-besseLlnKnu, is used in this thesis [Gough, 2009]. 
In this respect, no numerical issues with the implementation of gsLsf-besseLlnKnu have 
been observed. In practice, it is highly recommended to implement pdfs after a logarithmic 
transformation to avoid underflow errors arising due to machine precision, which again 
advocates the use of gsLsf-besseLlnKnu.
The MATLAB implementation of Neville’s algorithm in Appendix D uses Taylor series 
expansion of a function up to a certain order around some point xq. It then rearranges 
the expansion to form a finite difference approximation to compute the i/-th derivative of 
the function at xq. The derivative is approximated at a sequence of points following a log 
spacing away from xq. The maximum point away from xq should be the same order of mag­
nitude as that of the shape parameters a , w (whichever is greater). Further, the algorithm 
reduces the amount of work by approximating the even and odd order derivatives by only 
using even and odd Taylor series expansions, respectively. Finally, Romberg extrapolation 
is used to improve the approximations. The reader is encouraged to study the Neville’s 
algorithm [Lyness and Moler, 1966, Lyness and Moler, 1969] and its MATLAB implement­
ation [D’Errico, 2011, D’Errico, 2007] in detail at the cited references. However, only the 
accuracy of the GIG LGs computed using this algorithm is reported here. It should be
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Table 6.1: GIG and 7  pdf log cumulants at a  =  5, eu =  10 ®,t7 =  1
GIG LG Gamma LG
1/
1 16.014775406956350 16.014775406956020 2.06 X 10-1^
2 0.221322955738990 0.221322955737115 8.47 X 10-^^
3 -0.048789732107969 -0.048789732245114 2.81 X 10-®®
4 0.021427827882668 0.021427828192755 1.45 X 10-®®
5 -0.014063194626264 -0.014063191342113 2.34 X 10-®^
6 0.012261446278990 0.012261509635954 5.17 X 10-®®
7 -0.013315057585594 -0.013316295488551 9.30 X 10-®®
8 0.017291171522857 0.017295357774073 2.42 X 10-®^
noted tha t theoretically \ ï iK a \o j)  can also be computed by first computing K a \o j)  (i.e. 
without the logarithm transformation) up to order z/, followed by the application of the 
well-known Leibniz product rule [Weisstein, 2013c]. This alternative has not been tested, 
and is not recommended because a linear implementation of modified Bessel function of 
the second kind only has a limited range of order and argument parameters.
The accuracy of GIG LCs is validated by comparing them to the asymptotic case of 7  
LCs (6.22). Equivalently, (6.23) could have also been used for this purpose. Let us assume 
ce =  5, 77 =  1, and u  = 10“®. Then, we can compute the first eight GIG LGs (6.18) and the 
first eight 7  LGs (6.22), and compare their values to find Gy, the relative error:
K
e„ =
GIG   ^gamma
^gamma (6.24)
where the superscript is shown only to distinguish between the two LCs. Table 6.1 shows 
the first eight GIG and 7  LGs, along with the absolute value of the relative error. Note 
tha t the 7  LGs are represented in their standard two parameter form, Kj^ {; a, and also 
the reference to the texture random variable, r ,  has been dropped. The relative error is 
reasonably low and increases for higher order LGs, as expected. For the eighth LG it is of 
order 10“ .^ For even smaller values of cu % 10“ ®^, the error does not decrease significantly. 
Also, it was observed that the order of magnitude of the error remains approximately the 
same whatever value of a  is chosen as shown in Appendix E at other values of a. It is 
important to mention that only the second and third GIG LGs, with very small relative 
error, are used for parameter estimation. It will be seen later that the higher order LGs 
are only utilized in GoF testing, and their accuracy is acceptable for the purpose at hand.
Let us now give a geometrical representation to the GIG LGs. In [Nicolas, 2002], Nicolas 
first proposed the univariate (703,^ 2) TLG diagram. A matrix-variate extension to this 
geometrical representation was presented in [Anfinsen and Eltoft, 2011], resulting in the 
(k3{C}, K2{G}) MLC diagram. The presentation here is restricted to the univariate TLG
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Figure 6.4: Theoretical GIG pdf log cumulants in (/cg, Kg) LG diagram.
diagram as even the MLGs can be translated back to the univariate texture TLGs after 
subtracting out the speckle MLGs and appropriate scaling as explained in the previous 
chapter in Section 5.4. This diagram is based on the earlier observation that the second 
and higher order TLGs are independent of the scale, and are only dependent on the texture 
shape parameters and the number of looks. Gonsidering the number of looks as a con­
stant throughout the SAR image, the TLG diagram shows the solitary impact of texture 
shape parameters on the model. The TLG diagram simultaneously shows 1) the manifolds 
spanned by the theoretical population TLGs attainable under given pdf models, and 2) 
points that represent empirical sample TLGs computed from data. The dimension of the 
manifold spanned by a distribution model is equal to the number of texture parameters. 
As a result, 7  and 7 “  ^ pdfs are represented by a line, while (3, T ,  and GIG pdfs
are represented by surfaces. The degenerate textureless case (Dirac delta) will thus be 
represented by a point (black circle).
Figure 6.4 shows the manifolds spanned by the theoretical population LCs under different 
texture distribution models. The GIG LGs occupy the whole yellow space asymptotically 
reducing into the 7  and 7 “  ^ LGs. This also shows that the GIG pdf is very flexible in terms 
of the texture shapes it can attain. Interestingly, the F  distribution also occupies the same 
LG space in the (Kg, Kg) diagram [Bombrun et al., 2011a]. The figure also shows two sets of
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orange and dotted black lines within the GIG LG space. These lines represent equi-a and 
equi-w curves, respectively. Along an equi-o; curve (orange), lj logarithmically increases as 
we move towards the textureless case, represented by the black circle. Some special equi- 
a  manifolds have also been highlighted by thick black lines. These represent the inverse 
Gaussian (long dashes), reciprocal inverse Gaussian (solid), and hyperbolic (short dashes) 
distributions corresponding to a=  — 0.5, a=0.5, and (a=0, respectively. The asymptotic 
cases of 7  and 7 “  ^arise when l j  approaches zero, represented by the red and blue manifolds, 
respectively. Along an equi-o; curve (dotted black), a  approaches zero when Kg tends to 
zero, a  is positve when Kg is negative, and vice versa. Also, on either side along this curve 
\a\ increases logarithmically towards the textureless case. It should also be pointed out 
that the GIG LGs are symmetric about Kg =  0.
6 . 3  Log Cumulants of G D istribution
We are now in a position to list the LG expressions for the G distribution. For the multilook 
intensity case we can put (6.18) and (4.25) in (4.20):
where cr^=l as speckle is considered normalized. Assuming an estimate of L  is given, we can 
estimate mono-pol by simultaneously solving second and third order LG equations
after replacing population LGs with sample LGs. The mono-pol estimates can be averaged 
to obtain estimates for the polarimetric pdf.
In the SG polarimetric case we can combine (6.18), (4.37), and (4.38) by applying uni­
variate MKS (4.20) on product model decomposition of FP-PW F in (4.34):
ki{t/;a, w ,r]} =  {d) -
(6.26)
a , w} =  ^(■'-')(d) +  In %M(w)
( d { N - d + \ ) \  (6.27)
d P  \
Again we can estimate Am , Tai by simultaneously solving second and third order LC equa-
'^ The subscript is used to keep nomenclature consistency with Anfinsen’s contribution [Anfinsen and 
Eltoft, 2011]. ’N’ for Nicolas mono-pol estimators, ’A l’ for Anfinsen’s MoLC and MoMLC based estimators, 
’F’ for Frery’s mono-pol estimators (6.11), and ’K’ for Khan’s NML polarimetric estimators (6.12), and 
(6.13).
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tions after replacing population LCs with sample LCs.
For the MC polarimetric case we can combine (6.18), (4.30), and (3.29) in (4.24):
Similar to the previous cases, we can estimate Aai,Tai by simultaneously solving second 
and third order LC equations after replacing population MLCs with sample MLCs, and 
assuming L  is given.
One critical observation must be made. If the sample TLGs fall outside the GIG manifold 
in the (Kg, Kg) TLG diagram, then only a  needs to be estimated as a; is close to zero. 
The GIG LGs (6.18) reduce to 7  (6.22) or 7 “  ^ (6.23) LGs depending on the sign of Kg. 
Consequently, the G LGs reduce to fC or G^ LGs, respectively.
6.4 Estim ator Performance Analysis
Monte Carlo simulations have been carried out to compare the performance of different 
estimators for texture parameters of polarimetric G distribution. This has been done for 
both simulated SG and MG polarimetric SAR data. In each of the two cases four estimators 
have been compared, namely 1) Nicolas’ mono-pol estimator (N estimator) i.e. An, WN using 
(6.25) for both SC and MG polarimetric data, 2) Anfinsen’s estimator (Al estimator) i.e. 
Aaij^^ai using (6.27) and (6.28) for SG and MC polarimetric data, respectively, 3) Frery’s 
mono-pol estimator (F estimator) i.e. A f,T f using (6.11) for both SC and MC polarimetric 
data, and 4) Khan’s NML estimator (K estimator) i.e. Ax, wx using (6.12), and (6.13) for 
SC and MC polarimetric data, respectively. For N and A l estimators, only second and 
third order equations are used for estimation as explained in Section 6.3.
Figure 6.5 shows the bias, variance, mean squared error (MSB), and box plots of estimator 
error for the four estimators after 5030 Monte Carlo simulations with o;=5, w=5, and L=10 
at different sample sizes. The plots of bias, variance, and MSB are simply a summary of 
the detailed estimator errors represented in the form of box plots in the bottom row of 
Fig. 6.5. In fact, the summary results can be easily validated by comparisons with the 
corresponding box plots as the same color coding has been used. Clearly, the polarimetric 
estimators show lower bias than the mono-pol estimators. The bias, variance, and MSB of 
the K estimator is generally the lowest. The variances of F and N estimators of a  are too 
high for the sample size of 32, and hence omitted. The same is also true for F estimator of 
LJ at the sample size of 32. The variance of the A l estimator of a  is clearly lower than those 
of F and N estimators, while the variances of the F, N and A l estimators of l j  are very 
similar. However, even with similar variances for l j , the performance of F and N estimators
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Figure 6.5: Estimator performance analysis for MC polarimetric G distribution texture 
shape parameters a, and u j  after 5030 Monte Carlo simulations. True value: a=5, u=5 
at L=10. (Top row) Estimator bias (left), variance (middle), and MSE (right) for a, 
and (Middle row) the same for u j  as functions of sample size. (Bottom row) Box plots of 
estimator error for (left) a  , and (right) u j .  The tiny black dots and green squares represent 
the medians and means, respectively. The mean estimator error is the bias. Outliers are 
larger than %+!(;(% —gi) or smaller than qi-w {q 3 -q i) ,  where gi, g2, and gg are the median, 
25**^ , and 75^  ^ percentiles, respectively, while ie=1.5 is the whisker length corresponding to 
±2.7 standard deviation for gaussian data. Data points above and below black dashed lines 
are compressed inside gray lines for plot legibility. Red dashed lines indicate zero error.
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Table 6.2: Computation time (milliseconds) of estimation on simulated MC polarimetric 
data with sample size 256.
Mean Max.
Q a i 56.4 192.3
Q k 25.2 162.1
Gf 91.3 319.5
208.9 679.2
is degraded by the higher bias. This is highlighted by computing MSE, which is a sum of 
the variance and squared bias. The lower MSE of A l estimator than F and N estimators 
for both shape parameters is evident for all sample sizes. Therefore, we can conclude that 
the two polarimetric estimators perform better than the mono-pol estimators. Between 
the polarimetric estimators, the K estimator performs better. However, this is tainted by 
the fact that, for large samples, it is computationally extremely expensive as it is directly 
dependent on the sample size. The computation times of the four estimators were also 
recorded in the Monte Carlo simulations using MATLAB software on a 3.10 gigahertz 
processor with 8 gigabytes of memory. Their mean and maximum values at sample size of 
256 are shown in table 6.2, which shows tha t the computational time of the A l estimator 
competes well with other estimators. Interestingly, the K estimator is faster at this sample 
size, but it will become slower as the sample size increases. Finally, between the two mono- 
pol estimators, the F estimator exhibits lower bias, similar variance, and lower MSE for 
a , but for to the performance is generally very similar except for samples size greater than 
256, where the N estimator shows lower bias, variance, and MSE. Similar bias, variance, 
and MSE have been observed at other values of a , w, and L  as well.
Figure 6.6 shows exactly the same scenario but for simulated SC polarimetric data. It 
should be mentioned here that, although the A l estimator has been derived using asymp­
totic statistics, it is cautiously applied to finite samples. The results clearly show that 
both the polarimetric estimators perform significantly better than the mono-pol estimat­
ors. Between the polarimetric estimators, although A l has a slightly higher bias than 
K for sample size greater than 100, it has a significantly better variance for sample size 
smaller than 256. This reflects as significantly better MSE of A l estimator than the K 
estimator for samples smaller than 256, and only slightly worse for larger samples. Keeping 
in perspective the computational complexity of the K estimator, we can conclude tha t the 
A l estimator is also a better choice for the SC polarimetric case. Finally, overall both the 
mono-pol estimators perform very poorly, with the exception of the N estimator performing 
reasonably well only for the u j  parameter.
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Figure 6.6; Estimator performance analysis for SC polarimetric Ç distribution texture 
shape parameters a, and u j .  Estimator bias (left), variance (middle), and MSE (right) for 
a  (top row), and for u j  (bottom row) as a function of sample size. True value: a=5, w=5 
at L = l.
6.5 G oodness of Fit using Log Cumulants
A specialized GoF statistic, based on multiple LCs, has been recently developed for PolSAR 
distributions [Anfinsen et al., 2011a]. Traditionally, GoF testing has been performed by 
assessing the fitting of intensity or amplitude pdfs to the data histogram for each channel 
separately. This approach is limited because it attempts to assess the GoF of the polar­
imetric data without utilising the covariance structure between channels. On the other 
hand, GoF using LCs offers a truly multivariate approach, where a single test statistic is 
obtained for the multivariate PolSAR data. Further, it captures more statistical inform­
ation by performing GoF using multiple LCs. In the following, the most relevant results 
for the simple hypothesis case, i.e. when the model parameters are considered known, are 
brieffy listed (for details see [Anfinsen et al., 2011a]).
Let (k) be a p-dimensional vector of sample MLCs of selected orders {z/i,i/2, . . .
(6.29)
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with mean vector k , defined as:
FiK k )} =  K =  , I^UpT. ( 6 .3 0 )
It was shown in [Anfinsen et al., 2011a] that for sample size N:
' / N { { K ) - K ) ^ ^ f p { 0 , K )  ( 6 .3 1 )
where K  is the scaled covariance matrix, given by:
K  =  NE{ { ( K) - K) ( { K) - K . f } .  ( 6 .3 2 )
The mean vector k, is constructed using the corresponding p population MLCs of the 
hypothesized model. The K  matrix requires population MLCs up to order 2zzmax =  2 ■ 
max{i/i, 1/2; - -, The equation to construct the K  matrix when using the first four 
MLCs (i^max=4) for GoF testing requires MLCs up to the eighth order, and is given in 
Appendix B.2. When only the second and third order MLCs are used to form the 
expression for the corresponding K  matrix is given by (6.42). It must be emphasized 
that both the mean vector K, and the scaled covariance matrix K  are dependent on the 
hypothesized model parameters through theoretical MLCs. As an example, for the MC 
polarimetric Ç distribution, the theoretical MLCs in (6.28) can be used to construct K, and 
K.
Now, a test statistic, % , can be formulated as:
Qp = N { { k ) -  K f  K - 1  ( ( / c )  -  k )  , ( 6 .3 3 )
which uses p sample MLCs. It was shown in [Anfinsen et al., 2011a], tha t Qp asymptotically 
follows a Xp distribution with p degrees of freedom:
Qp Xp- ( 6 .3 4 )
Therefore, a test with a certain significance level can be constructed and the p value can 
be computed. The same theory has been utilised to compute GoF for the SC polarimetric 
case. In this case sample MLCs are replaced by sample LCs of the FP-PW F, while k  and 
K  are constructed using (6.26)-(6.27). The rest of the theory remains the same.
One important remark should be made. The number of MLCs required by GoF testing is 
at least one more than the number of texture shape parameters. Thus, for the G distribution 
(two shape parameters) second, third, and fourth MLCs are utilised, and therefore require 
up to order eight MLCs to construct the K  matrix. This also explains why the GIG
TLGs are computed upto the eighth order. Finally, higher order LCs have higher variance.
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therefore the relative error of order 10 for the eighth GIG TLG, is considered acceptable 
for GoF testing.
6.6 Application to Real D ata
In this section, two PolSAR images acquired using TerraSAR-X experimental quad-pol 
mode have been statistically analyzed. The first image is over Amsterdam, and has been 
multilooked to have 7.5 equivalent number of looks. The second one is a singlelook image 
over Barcelona. Note that, for both images, the results are organized in the same way 
as [Anfinsen et al., 2011a] for consistency, ease of comparison and clarity.
Figure 6.7 and 6.8 show the statistical analysis on Amsterdam and Barcelona images, 
respectively. In both cases the first row presents a carefully chosen subset image, which has 
a variety of different types of areas. The image subsets are displayed in false color using the 
well-known Pauli decomposition [Lee and Pettier, 2009a]. From these subset images four 
square areas are extracted, each of size 16 x 16 pixels. The selection process is shown as 
tiny color-coded squares in the top row subset images. In the middle row, the color-coded 
squares expand to show zoomed sample images. The sample images are selected carefully 
such tha t they are as homogeneous as possible so as to keep the statistics stationary. The 
bottom row shows sample TLGs obtained from each extracted area and plotted using 
symbol in the TLG diagram. It also shows multiple color-coded bootstrapped sample TLGs 
plotted for each sample image. These are obtained by collecting 128 bootstrap samples 
(using sampling with replacement [Efron and Tibshirani, 1993]) each of size 128 from the 
256-pixel sample images. The 95% confidence ellipses drawn using 2 x 2 K  matrices of
(6.42), which are computed by utilizing sample MLGs (MG polarimetric case) and sample 
LGs of FP-PW F (SG polarimetric case) up to the fourth order, are also shown. Note 
tha t in the MG polarimetric case the sample MLGs are scaled by l /(P  to compute the 
K  matrix of sample TLGs. It should be further emphasized that in the computation of 
the K  matrix of sample TLGs, the speckle part is not subtracted since the variance of the 
observed sample TLGs also includes the variance due to speckle. The bootstrap samples 
and 95% confidence ellipses give a good idea of the statistical variation of sample TLGs for 
each extracted sample image.
The JC, G^i and Kummer-7/ distributions have also been fitted to the sample images apart 
from the G distribution. In this way, we can compare the fitting of G distribution to the less 
ffexible K  and G^ distributions, and also to the Kummer-7/ distribution as it has similar 
representation in the TLG diagram. For the G distribution, the A l, F, N, and K estimators 
have been used. The GoF using LGs is also computed for F, N and K estimators, although 
they are not based on MKS. Gonsequently, we expect low p values for these estimators. 
For /C, G^, and Kummer-ZY, in addition to the A l estimator, the so called A2 estimator has
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also been used. It must be noted that the A l and A2 estimators for Kummer-ZY model are 
only utilized in the MC polarimetric case as this is sufficient for comparing the modeling 
flexibility of Q and Kummer-ZY distributions. Let us list these additional estimators before 
GoF analysis.
The A l estimators for JC, G^, and Kummer-ZY distributions for MC polarimetric data are 
given by [Anfinsen and Eltoft, 2011]:
(6-35)
K.>i{C} =  +  (6.36)
V >i{C} =  +  (6.37)
respectively, where i/=2 for JC, and G^, while u=2 , 3 for Kummer-ZY model, and ^ > 0 are 
the shape parameters. In SC polarimetric case, the A l estimators for JC and G^ distributions 
are given by:
« .> iM  =  + (6.38)
=  (—1)""^ ’^ '" ^HC) +  (6.39)
respectively, where i/=2 and C > 0 are again the shape parameters.
The A2 estimator for MC polarimetric JC, and G^ distributions can be directly deduced 
from (6.33) in Section 6.5. Its general form is given by [Anfinsen et al., 2011a]:
0 =  a rg |m m { d ^ } |,  (6.40)
where 0 is a vector of texture parameters, and is the squared Mahalanobis distance 
given by:
dm =  ( ( 4  -  ((k) -  k ) , (6.41)
which contains the sample MLCs vector (k ) = [(^2) ,  (^3)]^, the mean MLCs vector k, = 
E{(K)} =  [^2, and the covariance matrix:
K  =  Cov{(«:)}
K4  "F 2 Av2  K)5 -j- 6 ^ 2 AC3
Av5 -j- 6/{2/T^3 ^6 T 9Av2^4 T  9^3 T  6/^ 2
(6.42)
The minimisation is performed by varying k  and K, both of which depend on 6 through 
theoretical MLCs. For MC polarimetric JC, and G  ^ distributions the theoretical MLCs are 
given in (6.35), and (6.36), respectively. The A2 estimator of the SC polarimetric case 
is simply obtained when LCs of FP-PW F replace MLCs. For SC polarimetric JC, and
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Table 6.3: p values (%) over image samples extracted from SC Barcelona and MC Amster­
dam TerraSAR-X data sets.
Urban A Urban B Vegetation Water
SC MC SC MC SC MC SC MC
Qa i 91.45 84.28 48.72 16.86 81.99 87.75 87.56 84.07
Ga 2 91.56 84.28 63.23 20.71 85.71 89.60 94.44 84.82
Qf 0 0.18 0.67 0 19.44 0 73.98 0
Qn 0 0.09 0 0 0 0 0 0
Qk 91.25 0.09 10.15 2.88 84.76 1.04 93.38 2.04
Qh 91.30 0.83 41.60 16.86 73.29 87.75 87.46 84.07
% 91.56 3.60 63.23 20.71 79.18 89.60 94.44 84.82
JCa i 0.61 20.49 36.59 0.01 83.25 85.55 87.14 84.07
JCa 2 0.61 30.48 36.59 0.23 85.71 87.27 86.89 84.82
ZY^ i - 58.85 - 4.73 - 88.38 - 84.82
^A2 - 58.85 - 20.71 - 89.60 - 84.82
distributions, theoretical LCs of FP-PW F are given in (6.38) and (6.39), respectively.
A three dimensional A2 estimator for the G, and Kummer-ZY distributions, using second, 
third, and fourth LCs, can also be defined but this will require up to the eighth order 
LCs to form the K  matrix at each iteration of the minimizer. Such an estimator has been 
avoided due to its computational complexity. However, two dimensional A2 estimators
(6.40)-(6.42) can also be defined for the G, and Kummer-ZY distributions. These are based 
on the fact that within the GIG/Fisher texture LC domain, these estimators reduce to the 
corresponding A l estimators. Outside this domain, they simply reduce to the A2 estimator 
for either JC or G  ^ distribution depending on the sign of third TLC, A^sjr}.
Table 6.3 shows the p values (%) of GoF tests obtained for the different model-estimators 
over sample images from MC Amsterdam and SC Barcelona data sets®. For both data sets, 
one water sample (orange), one vegetation sample (magenta), and two urban samples, 
urban A (cyan) and urban B (red) have been selected. The corresponding sample TLCs, 
bootstrapped samples (color matched), and 95% confidence ellipses are shown in the TLC 
diagram in the bottom row of each figure.
Let us first analyze the results on Amsterdam data set. The TLCs of the water sample 
are almost completely covered by those of the vegetation sample. However, both of them 
show gaussian behaviour as they are very close to the black circle. In both the cases, it 
can be seen that only Gf, and Gk fail the test at 5% significance level, while Ga2 , 
and ZYa2 show the highest p values (84.82% for water sample and 89.60% for vegetation). 
All the remaining model-estimators show smaller but similarly very high p values. Urban 
B sample shows texture behaviour outside the 7 “  ^ manifold. Again Gf, Qn, and Gk fail
^Different estimators for each model are symbolically represented in the subscript in table 6.3.
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Figure 6.7: (Top) A portion of TerraSAR-X polarimetric image over Amsterdam (7.5 equi­
valent number of looks) shown in false color Pauli decomposition ©  DLR 2012 . (Middle) 
Four sample images extracted over different homogeneous areas. (Bottom) Texture log 
cumulant diagram showing sample log cumulants and color-coded bootstrapped samples of 
the extracted areas.
the 5% significance test, but this time /Cai, Va2, and also Uai (4.73%) fail this test. This 
is intuitive for /Cai, and /Ca2 since the sample TLCs lie on the opposite side of the 7  
manifold, but unexpected for Uai ■ All the remaining cases pass this test with Qa2 , ^ a 2? 
and Ua2 sharing the highest p value of 20.71%. The p values are equal because outside the 
GIG/Fisher texture boundary on 7 “  ^ side, ^ a2, and Ua2  reduce to G%2 - Interestingly, it 
can be noticed that Uai (4.73%) performs worse than Gaii and (16.86%). This can be 
easily explained as, unlike 7/a2, 7/ai suffers from over-fitting when sample TLG falls outside 
the GIG/Fisher TLG domain. Theoretically G ai should also suffer from the same over­
fitting, but it does not as only a  (assuming üj=10“®) is estimated whenever sample TLGs 
fall outside the GIG/Fisher domain. Finally, Urban A shows a good example of sample 
TLGs falling inside the GIG/Fisher TLG domain. In this case both Gai and Ga2  show the 
highest p value of 84.28%, while Gy^  ^n, ^k, ^ai? and G%2. fail the 5% significance test. It 
is also observed that /Cai, and Ka2  both pass the test with relatively higher p values of 
20.49% and 30.48%, respectively. Interestingly, although both Uai-, and Ua2  pass the test
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Figure 6 .8 ; (Top) A portion of TerraSAR-X singlelook polarimetric image over Barcelona 
shown in false color Pauli decomposition ©  DLR 2012. (Middle) Four sample images ex­
tracted over different homogeneous areas. (Bottom) Texture log cumulant diagram showing 
sample log cumulants and color-coded bootstrapped samples of the extracted areas.
with a p value of 58.85%, it is less than the p value of 84.28% shared between Qai and Qa2 - 
Let us now analyze the results obtained on Barcelona data set. The water sample again 
shows gaussian characteristics and all the model-estimators easily pass the 5% significance 
level test except ^n- In fact, fails the test for all the samples examined, and hence has 
been omitted from further analysis. As the water sample TLCs fall slightly outside the 
GIG TLG domain on the 7 “  ^ side, the highest p value of 94.44% is shown by both Qa2  and 
Q^2 - The lowest p value of 73.98% is exhibited by Qf- The vegetation sample TLG falls 
outside the 7  side of the GIG TLG domain. The highest p value of 85.71% is, therefore, 
given by Qa 2 and /Ca2- Again, all the model-estimators pass the test, with Qp performing 
the worst. The sample TLGs of Urban B sample show (3~  ^ texture behaviour. All the 
model-estimators, except Qp, still pass the test. The highest p value of 63.23% is shown 
by both Qa2  and Q%2 - Finally, for urban A sample both /Cai and Ka2  fail the test since it 
shows sample TLGs around 7 “  ^ manifold. The highest p value of 91.56% is shown by both 
Qa 2 and %  followed closely by Qa i  and Qa i , while Qp fails the test.
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Table 6.4: Computation time (milliseconds) of estimation on image samples extracted from 
MC Amsterdam TerraSAR-X Data.
Urban A Urban B Vegetation Water
Qai 137.5 11.3 23.8 30.4
Qa2 137.5 16.3 19.0 18.8
Qf 46.7 58.4 91.0 134.2
390.4 370.0 167.5 205.3
Qk 45.6 44.3 31.1 57.3
Q h 5.8 11.2 25.8 26.2
% 12.3 16.3 18.1 18.9
/Cai 5.7 11.3 17.0 29.8
/Ca2 15.4 15.5 17.3 17.7
Ua \ 8.7 106.5 87.0 53.7
Ua2 8.7 141.1 134.4 168.2
We can draw a few important inferences from GoF analysis on real data. In SC po­
larimetric case, Ga2  performs the best, followed closely by ^a i, Qa2  ^ and ^ai- For MC 
polarimetric case, again Ga2  performs the best, followed by Ua2 , Qai, and Uai- In fact, 
the highest p value is also shared by Ua2  in three of the four extracted samples. This 
is substantial evidence that the modeling flexibility of Q, and Kummer-ZY distributions is 
very similar, and intuitively understandable by their common representation in the TLCs 
diagram. It is also observed that ^aij and Qa2  pass the 5% signiflcance level test for all 
the samples even where the other model-estimators fail this test.
Finally, some comments can be made about the computation times of different model- 
estimators on real data. Table 6.4 lists these for all the model-estimators on extracted 
samples of MC polarimetric Amsterdam data. The /C, and Q  ^ model-estimators are the 
fastest because they have only one texture parameter. Amongst the Q model-estimators 
^Ai and Qa2  are generally the fastest except for urban A sample. The Q model-estimators 
also generally appear to be faster than Kummer-ZY model-estimators. However, a closer 
look reveals that ZY model-estimators are actually faster inside the GIG/Fisher domain 
(urban A sample). Outside this domain (urban B, vegetation, and water samples) only one 
texture shape parameter, i.e. a  (assuming o;=10“®) , was estimated for Q model, while 
both texture shape parameters were estimated for the Kummer-ZY model. This explains 
the seemingly slower computation time of Kummer-ZY estimators outside the GIG/Fisher 
TLC domain.
104 ô.Polarimetric Q Distribution
6.7 A  N ote on Bessel K  and Kummer-17 Functions
The similar modeling flexibility of G and Kummer-ZY distributions mandates a closer look 
at the special functions appearing in their respective pdf expressions. The Q distribution, 
given in (6.3), (6 .6), and (6.10), contains the Bessel K , while the Kummer-ZY distribution 
(5.41) (as the name suggests) contains the Kummer-U function, given in Appendix Sections 
C .2 and C.3, respectively. In their respective pdfs, both these functions are indexed on a 
real-valued transformation of the data sample at their z argument. Consequently, stable 
software implementations of these functions, which support a wide range of arguments, and 
can handle real SAR data fluctuations, are of paramount importance. Moreover, as it is 
always recommended to implement pdfs in logarithmic domain to avoid machine precision 
underflow errors, logarithmic software implementations of such special functions are even 
more desirable.
In this thesis, GSL software implementation of these and other special functions are 
used. GSL is an open source numerical library (written in C), which provides a wide 
range of dependable mathematical routines such as random number generators, special 
functions and least-squares fitting [Gough, 2009]. As mentioned earlier in Section 6.2.3, 
GSL provides stable implementations of the logarithm of Bessel K  function, with an exten­
ded range of order (z/), and argument (z) parameters, as routines gsLsf-besseLlnKnu, and 
gsLsf-besseLlnKnu^e, where the latter additionally allows error handling. These routines 
have been found to be fast, stable, and capable of handling a wide range of order and 
argument values. No numerical problems have been encountered on synthetic and real 
SAR data. On the other hand, no implementation of the logarithm of Kummer-U function 
is available in GSL. Further, the available non-logarithmic routines of Kummer-U func­
tion, namely gsLsf-hyperg-U, gsLsf-hyperg^U-C, and gsLsfJiyperg-U-elO-e^ are found to be 
highly unstable and often fail, with only a very limited range of the arguments a, 6, and z.
Apart from practical intricacies, it is important to point out that the Bessel K  function 
can be considered as a special case of the Kummer-U function when its second argument 
is twice the first (6=2a), given by the following relation [Giver et ah, 2010]:
[/ ^ 1/ +  i ,  2i/ -b 1 ,2 z j =  ^  exp (z){2z)~''Kj,{z). (6.43)
6 .8  Conclusion
The polarimetric G distribution has been explored in the light of state-of-the-art Mellin 
kind statistics for PolSAR data. Mathematical expressions for the Mellin kind character­
istic function, cumulant generating function, and log cumulants of the generalized inverse 
Gaussian distribution have been derived. It has also been shown that log cumulants of this
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distribution up to the eighth order can be accurately computed using numerical differen­
tiation. Also mathematical expressions for the log cumulants of G distribution have been 
derived under multilook intensity, singlelook complex polarimetric, and multilook complex 
polarimetric cases of the product model. The estimators derived by employing the method 
of log cumulants have been rigorously compared with other estimators proposed in this 
chapter, specifically the mono-pol fractional moments and numerical maximum likelihood 
estimators, using simulated PolSAR data. Generally, improvement in bias, variance, and 
mean squared error has been reported for the new estimators on synthetic data, along with 
a competitive computation time. On real data, state-of-the-art GoF testing, using log cu­
mulants, has been utilized to compute the GoF of new and old estimators. This has also 
been compared to GoF of /C, and Kummer-ZY distributions on real data samples. It 
can be concluded that with the new estimators, the G distribution can not only mimic the 
modeling flexibility of /C, G^, and Kummer-ZY distributions, but can also compete well in 
terms of estimator computation time, and logarithmic pdf implementation.
106 6. Polarimetric Q Distribution
Chapter 7 
Fractional M om ents of M ultilook  
Polarim etric W hitening Filter
Many multivariate statistical distributions have been derived using the well known product 
model to stochastically model PolSAR data. An important factor in the utilisation of these 
compound distributions is the estimation of the corresponding texture pdf parameters. The 
estimators can generally be classified as mono-pol and polarimetric. The former estimate 
parameters for each mono-pol channel and average the resulting mono-pol estimates to com­
pute the final estimates. The latter utilise fully polarimetric information for estimation, 
and have been shown to exhibit better bias, variance in [Anfinsen and Eltoft, 2011], and 
also better MSE in [Anfinsen, 2011], and in Chapter 6 . Amongst the mono-pol estimators, 
the ones based on Frery’s fractional moments (FM) [Frery et al., 1997] and Nicolas’ method 
of log cumulants (MoLC) [Nicolas, 2002] show similar bias and variance properties [Anfin­
sen and Eltoft, 2011]. Amongst polarimetric estimators, one type, proposed in [Doulgeris 
and Eltoft, 2010, Doulgeris et ah, 2008], is based on the variance of multilook polarimetric 
whitening filter (MPWF) [Lopes and Sery, 1997, Liu et al., 1998]. However, Doulgeris’ 
estimators are only suitable for one texture parameter distributions like /C, and Q^, Distri­
butions with two texture parameters, like Kummer-ZY and G•> would require derivation of 
higher order moments of MPWF, which is infeasible due to their higher variance. Another 
development in polarimetric estimators has been the application of Mellin transform (MT) 
to multilook PolSAR data in [Anfinsen and Eltoft, 2011], resulting in the method of matrix 
log cumulants (MoMLC) for multilook PolSAR data. This second type of polarimetric 
estimators exhibit even better bias and variance properties than the former [Anfinsen and 
Eltoft, 2011].
The MoMLC often results in estimators, which require computation of higher order 
derivatives of the logarithm of special functions, mostly the gamma function [Anfinsen, 
2010d, Anfinsen and Eltoft, 2011]. Generally, these derivatives are well documented, and
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have stable software implementations. Then, the MoMLC estimation simply involves simul­
taneously solving a system of second and higher order matrix log cumulant (MLC) equations 
(or minimising an objective function based on multiple MLCs). At least one compound 
distribution can be identified, namely the G distribution, which does not have closed form 
MLC expressions (see Chapter 6). This is because its corresponding texture pdf’s (CIC) 
log cumulants (LC) involve first and higher order derivatives of modified Bessel function 
of the second kind (Bessel K  function) with respect to its order (see Section 6.2.3). These 
derivatives do not have closed form expressions, although, in the previous chapter, it has 
been shown by the author that derivatives up to the eighth order can still be efficiently 
computed numerically with a reasonably high accuracy. Hence, the MoMLC estimation 
can be applied to the G distribution. However, it can be argued that it is always desirable 
to have closed form expressions for higher accuracy, robustness, and reliability. This is 
precisely the objective of the current chapter.
In this chapter, Doulgeris’ polarimetric estimators, based on product model decompos­
ition of MPWF, have been extended. However, instead of using the variance of MPWF, 
emphasis is given to the use of centralised FMs of MPWF. FMs have only been previously 
applied to mono-pol estimators. For this purpose, statistical distribution of the speckle 
part (gaussian part) in the product model decomposition of MPWF has been derived. The 
origins of MPWF speckle distribution can also be traced back to the earlier contribution 
by [Lopes and Sery, 1997], where the same pdf expression was obtained, although derived 
in a different way. This facilitates the derivation of polarimetric estimators using cent­
ralised FMs of MPWF, intuitively called multivariate fractional moments (MFM). The 
estimation requires simultaneous solution of as many MFM equations as the number of 
texture parameters, and is referred to as the method of multivariate fractional moments 
(MoMFM). The MoMFM estimators can be derived in closed form for all the MC polar­
imetric compound distributions mentioned in Chapter 5, and also for the G distribution 
documented in Chapter 6 . The MoMFM estimators are also computationally efficient and 
easier to implement compared to MoMLC estimators as they only require computation of 
the special functions and not their derivatives. On simulated data, the MoMFM estimators 
are compared with other known estimators of G, /C, and G  ^ distributions. On real data, 
Kummer-ZY distribution, with its MoMLC and MoMFM estimators, is also included in the 
analysis. Formal CoF testing based on MLCs, and a relative CoF measure using LLF value 
have been used to assess the fitting accuracy on real data. Further, the log likelihood ratio 
(LLR) test is used to evaluate the significance of better fitting with the more flexible G 
distribution compared to its special cases of /C, and G  ^ distributions.
The third journal paper, already accepted in IEEE TCRS and also included in Appendix 
H, is based on most of the content of this chapter.
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7.1 Statistics of the M ultilook Polarim etric W hiten­
ing Filter
The main objective of proposing the MPWF was to optimally reduce the speckle occurring 
in PolSAR images for improved processing. The MPWF can be defined as [Lopes and Sery, 
1997, Liu et al., 1998]:
M  =  Tr (S -^C )
Z=1
where M  is scale invariant due to normalisation by the SCM, D. Further, the scattering 
vectors of each independent l-th  look, k;, are assumed to be strictly zero mean, which 
is a direct consequence of fully developed speckle. This ensures tha t each Z-th quadratic 
term k ^ S '^ k ;  is already centred in a statistical sense and hence independent of its origin. 
Consequently, this also means that M, i.e. the average over L  independent looks, is also 
centred. This conclusion is very significant as we can directly infer tha t the raw moments 
of M  are also its central moments under the zero mean assumption. Thus, M  represents a 
scale- and origin-invariant quantity.
Let us now apply the product model decomposition to M:
Tr ( r - 'X )  ,
E{r}
and analyse the distribution of the speckle part i.e. j  ^x;. Consider Theorem
2.2 from [Ciri, 1965], which states:
T h eo rem  7.1. Let ^  be a d-variate complex gaussian random variable with mean o: and 
complex positive definite Hermitian covariance matrix E . Then is distributed as
X2 d {2cx^'E~^cx), where xldW ) ^  ® non-central chi-square distribution with 2d degrees of 
freedom and non-centrality parameter (3 = — 2d.
The proof of the above theorem is also listed in [Ciri, 1965]. Using this theorem, and 
the variate relationships of chi-square distribution from [Forbes et al., 2010], it is observed
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that:
(7,3)
~  7  (W , 1) ,
1 A  . 1
• L E  ~  1  j  > P - 4
where Xd is the central chi-square distribution with d degrees of freedom, and "y(d, fi) is the 
gamma distribution with shape parameter d and scale parameter p. The same relation has 
also been derived in the earlier contribution on MPWF by [Lopes and Sery, 1997], where 
the authors used the Fourier kind characteristic function of Tr (F“^X).
The i/-th moments of M  are thus given by:
where z/ G M'*' and can thus acquire fractional values. When this is the case, the moments 
in (7.5) are termed as the MFMs of MPWF. The use of MFMs is a novel contribution of 
this research. It should be noted tha t the ratio E { t''} /E { t} '' is scale invariant. This is 
true even for FMs of any arbitrary texture pdf, Pt{t ), if they exist. For all the texture pdfs 
listed in Chapter 5, FMs exist.
7.2 A  Summary of Texture & Polarim etric Covariance 
M atrix Distributions
A summary of the PolSAR texture distributions and their corresponding compound dis­
tributions mentioned earlier in Chapters 5 and 6 are presented here. Table 7.1 provides a 
summary of PolSAR texture distributions and their corresponding covariance matrix com­
pound distributions. The texture pdfs listed are CIC, 7 , 7 “ ^, T ,  /3, and along with 
their corresponding compound distributions of G, /C, G^, ZY, >V, and At, respectively. For 
each model the following information is included: 1) symbol of texture distribution along 
with the shape parameters underlined to distinguish them from the scale parameter, 2) 
texture pdf and the domain of its parameters, 3) moment equation, 4) symbol of MC po­
larimetric covariance matrix distribution, and 5) its pdf expression, pc(C ). Finally, the 
scale invariant EIt*"}/E { r Y  ratios follow trivially from the texture moment equations and 
are, therefore, omitted. Note that pc(C ) can be readily derived using the appropriate 
texture pdf, Pt{t), and (3.37) in (3.36).
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Table 7.1: A summary of PolSAR Texture Distributions and the corresponding covariance 
matrix compound distributions.
Texture Distribution Compound Distribution Sec.Symbol P t {t ) Symbol Pc(C)
GIG(T;«,w, 77)
iexp(-f (a + x)
2r]°^ Ka(u>) 
T,u},T] E R+, a G R
 ^ iCoM G { C ; a , y j , T } , L ,  T) rd(L)|r| î^,“isT„(a;) 6.1.4
K,a —Ld
iexp(-^y
77“r(a) 
T , a , T ]  E  R+
w(2ETr(r-iC)+w,))
V
'y{r;Qc,T]) U r(q+t^ )  ^ r(a) ZC (C ;a,77,L,r) 5.3.1
exp(-f)
q-Ar(A)
-, A >  1
T,r) E gO(C;A,r;,L,r) JIC|I-- d r(Z ,d+A )(L  T r f r - 1 C )+77)rd(i,)|rp„-Ar(A) 5.3.2
a —1
A (r;a ,A , 77) (?)
B (a ,A ) 77
T , a , T ]  E  R + , A >  1
a + A
u  r (q + .v )  r (A -iz )  ^ r(a) r(A) W(C;a,A,77,L,r) rd(L)|r|^ +  A) X 5.3.3
(U  I L d  + A, L d  — Q! -b 1,
I,Tr(r
~  V Q i + l / d — 1 _ OL — L d  — 1'( i)   ^ (T7(r-ic)) 2
0 i r ; a , X ,  77)
(^77-t)^
a , X , T )  E  R+, A >  a, 
0 <  T <  77
B ( a + u , X —a)  
^  B { a , X —a) W (C ;a,A ,77,L ,r)
ICI-*
5.3.4
L T r { r
M
0  ^(T;a,A, 77)
T~ (^r-77)^~^~  ^ ^
77-“B(a,A-a) ’  ^“ 
77, a , A >  1, A >  cc, 77 e
1/ B ( a  — u,X—a)  
^  B ( a , X - a ) M{C;a, A,77,L,r)
( - T r ( r - ^ C ) )  2
rd(z,)|rp
/ Z,Tr(r-^ C)\A1 A-Lrf-2n. I.d+A-1 ^ j
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7.3 Estim ator Performance Analysis
Monte Carlo methods have been utilised to evaluate the performance of the proposed es­
timators by comparing their bias, variance, and mean squared error (MSE) with previously 
known estimators. This has been done for MC polarimetric /C, and G distributions. 
The JC and G  ^ are the most widely used models, while G does not have closed form LCs and 
thus alternative estimation methods for its texture parameters are highly desirable. Similar 
analyses can be performed for U, A4, and W  distributions, but have not been included in 
this thesis.
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7.3.1 JC D istribution
The MoMFM estimator for the texture parameter of /C distribution, denoted as &Ki\ can 
be obtained as the solution of the following implicit equation:
where the moments of 7  texture pdf in Table 7.1 have been combined in (7.5). The MFM 
of order u = l has been used in the above MoMFM estimator. The particular FM chosen is 
arbitrary, but generally lower FMs exhibit lower variance.
We can now list other known estimators for the /C distribution used in comparison with 
the MoMFM estimator above. Amongst the polarimetric estimators, first the Doulgeris’ 
estimator is introduced [Doulgeris et ah, 2008]:
 ^ _  d{Ld + 1 )
L V a r{ M } -d ’
where Var{-} is the statistical variance. This estimator is similar to the MoMFM estimator 
in (7.6) for z/=2, with the only diflîerence being that in MoMFM estimator raw moments of 
M  have been used which, as argued earlier, are already centred because of the zero mean 
assumption. Although, Doulgeris et al. also used the zero mean assumption, they still 
explicitly performed centring. Exactly the same texture shape parameter values for both 
real and simulated data have been found when using Doulgeris’ estimator and MoMFM 
estimator with j/=2.
Now, two estimators based on second and higher order theoretical MLCs of JC distribu­
tion, defined in Section 5.3.1 and equation (5.38), can be listed:
(7.8)
where K^{C} is the i/-th order theoretical MLC, and is replaced by the sample MLC, de­
noted by (K^{C}), for estimation purposes. The z/-th order sample MLCs require computing 
sample matrix log moments (MLM) up to the same order. The sample MLMs are defined 
as ia„{C} = E{(ln |C |)''}, which are then combined, using simple moment to cumulant 
transformation equations, to obtain sample MLCs as explained earlier in Section 4.4. The 
transformation equations up to the eighth order can be found in Section 4.4 and Appendix 
B .l. Note that, just like the TLCs, the second and higher order MLCs are independent of 
scale.
The first MoMLC estimator, denoted as is based on implicit solution of second order
iThe subscript represents the authors who proposed the estimator, and may include a number if there 
are more than one estimators from the authors.
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MLC equation [Anfinsen and Eltoft, 2011]:
(7.9)
The second MoMLC estimator, denoted as &A2, is based on multiple MLCs and can be 
readily obtained by using (6.40)-(6.42), where the minimisation is performed by varying k  
and K , both of which depend on a  through the theoretical MLCs in (7.8).
The next polarimetric estimator, &K2, is the numerical maximum likelihood (NML) es­
timator for polarimetric JC distribution. It was proposed by the authors in [Khan and 
Cuida, 2012d] for the SC polarimetric case and has been extended to MC polarimetric case 
here. The LLF is given by:
L (o!K2, i?K 2|S, L , T )  — N  
&K2 ~  Ld
N
2 = 1
In 2 -  l n r ( 0 K 2 )  -  ( ^ 5 1 ^  ) ln % 2
(7.10)
where S =  {Ci, C 2, . . . ,  Cjv} is a given sample of polarimetric covariance matrices, and 
qi = Tr ( r - i Q )  for i  G  {1, 2 , . . . ,  N } .
In practice, the negative of LLF is minimized using Simplex algorithm [Lagarias et ah, 
1998] with the same stopping criterion as the one used for the Q distribution (see Section 
6.1.5 for details). Just as in the case of the G distribution, a single run of the algorithm 
always converged for a=10, and L = 10  with sample size greater than or equal to 32.
Finally, the only mono-pol estimator used in the comparison is presented. This estimator, 
denoted as dp, was proposed in [Frery et al., 2007]. It is based on combining half and quarter 
moments of mono-pol intensity I , and is given by:
r^ (â F  +  i )  r q L  +  i )  n
F (dp) r (dp 4-1) r(L)F(L -f |)
(7.11)
which can be solved to obtain an estimate of dp for each mono-pol intensity channel. The 
final estimate results from the average of the mono-pol estimates. This estimator is, in 
fact, a special case of MoMFM estimator. It can also be easily derived using (7.6) after 
reducing the dimension d to unity, and then combining the half and quarter moments as 
shown in Appendix 1.1.
Figure 7.1 shows the absolute value of bias, variance, and MSE, and fig. 7.2 shows the 
corresponding box plots of estimator error for all the estimators after 5000 Monte Carlo 
simulations with o;=10, and L=10. The plots of bias, variance, and MSE are simply a
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Figure 7.1: Estimator bias (top left), variance (top right), and MSE (bottom) for K  distri­
bution texture parameter a  as a function of sample size at L = 10, and a = 10.
summary of the detailed estimator errors represented in the box plots of fig. 7.2. The 
summary results can be easily validated by comparisons with the corresponding box plots 
as the same color coding has been used. The absolute value has been taken since the biases 
of o;a2 estimator were found to be negative at all sample sizes except 32 as visible in fig. 
7.2. We can clearly observe that the mono-pol estimator, dp, performs the worst. Amongst 
the polarimetric estimators, do, has the worst bias, variance, and MSE properties. The 
MoMLC estimators (dAi, dA2) generally exhibit the lowest bias. The dA2 estimator has 
overall the lowest bias but it is computationally expensive. The bias of MoMFM and NML 
estimators (dxi, dK2, respectively) is only slightly higher than that of dAi- Interestingly, 
dKi, and dx2 also show the lowest variance. The MSE, which is a sum of the variance 
and squared bias, provides a more comprehensive means of assessing the performance of an 
estimator. The better overall performance of dxi, and dp2 estimators manifests through 
lower MSE compared to all other estimators. Note, dn2 estimator is not very desirable as
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Figure 7.2: Box plots of estimator error, 6(d), for K  distribution as a fnnction of sample 
size at L = 10, and cc=10  corresponding to the summary results of fig. 7.1 with the same 
colour coding. The tiny black dots and green squares represent the medians and means, 
respectively. The mean estimator error is the bias. Outliers are larger than qz+wiq^ — qi) or 
smaller than -  w(% — çi), where gi, g2, and q^  are the median, 25^ ,^ and 75^^  percentiles, 
respectively, while w=1.5 is the whisker length corresponding to ±2.7 standard deviation 
for gaussian data. Data points above and below black dashed lines are compressed inside 
gray lines for plot legibility. Red dashed lines indicate zero error.
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Table 7 .2 : Computation time (milliseconds) of K, distribution estimators on simulated MC 
polarimetric data with sample size 1024.
Mean Max.
/Ca i 7 .1 9 .5
/oA 2 21.2 2384.5
A^d 0 .0 9 0.12
/Cp 18.3 26.3
/o K l 4 . 7 6.6
A^K2 3 1 .2 4 0 .4
its computation time is directly dependent on the sample size. The computation times of 
the estimators were also recorded in the Monte Carlo simulations using MATLAB software 
on a 3.1 gigahertz processor with 8 gigabytes of memory. Their mean and maximum values 
at sample size of 1024 are listed in table 7.2. The œki estimator is clearly the second fastest, 
second only to do estimator, which has an explicit solution. It should be emphasized that 
the dxi estimator outperforms do in terms of accuracy because of utilising MFM instead 
of higher moments. This highlights the advantage of using MFM. Similar results have been 
observed at other values of a, and L. The results for L = 6 , and o;=6 , 8 ,10,12 after 4000 
Monte Carlo simulations are given in Appendix 1.2.
7.3.2 D istribution
The counterparts of K l, D, A l, A2, K2, and F estimators for the polarimetric distribu­
tion can be readily listed. The MoMFM estimator, A k i , is given by:
E{M^} = T(Aki — ^)(Aki — 1)^ T{Ld +  u)
T(AKi) L^F(Ld) ’
(7.12)
where the moments of 7 “  ^ texture pdf in Table 7.1 have been combined in (7.5). Again, 
the MFM of order 1/= ^  has been used in the MoMFM estimator.
The Doulgeris’ estimator, Ad , is listed in [Anfinsen and Eltoft, 2011]:
Ad =
2LVar{M} +  d ( L d - l )  
L Var{M} — d
(7.13)
The next two estimators are based on second and higher order theoretical MLCs of G  ^
distribution defined in Section 5.3.2 and equation (5.40):
(7.14)
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Using the above equation at z/=2, Aai can be defined as the solution of:
(7.15)
The second MoMLC estimator, denoted as Aa2, can again be readily obtained by using
(6.40)-(6.42), where the minimisation is performed by varying k, and K , both of which 
depend on A through the theoretical MLCs in (7.14).
The NML estimator, Ak2, is again an extension of the one proposed by the authors for 
SC case in [Khan and Guida, 2012d]. It is based on maximising the LLF:
(■ (Âk2. % 2|S, L, r )  =  iV[in (T{Ld +  Âk2)) -  In (r(ÂK2))
- . 1 A r ,  - . 1 (7.16)
+  Ak2 In 4K2J +  2_^ |^ (“  Ak2 — Ld) In [Lqi +  77x2) •
The negative of LLF is minimized using the Simplex algorithm with the same stopping 
criterion as the one used for both the G-, and K, distributions (see Section 6.1.5). Again, a 
single run of the algorithm always converged for A=10, and L=10 with sample size greater 
than or equal to 32.
Finally, Frery’s FM based mono-pol estimator for Ap, can be defined as [Frery et al., 
1997, Frery et al., 2007]:
r = ( Â p - | )  r q L  +  i )
r ( Â p ) r ( Â p - i ) r ( O r ( L  +  è) ( l i )
which is also a special case of MoMFM estimator. It can also be easily derived using (7.12) 
after reducing the dimension d to unity, and then combining the half and quarter moments 
as shown in Appendix 1.1.
Figure 7.3 shows the absolute value of bias, variance, and MSE, and fig. 7.4 shows the 
corresponding box plots of estimator error for all the estimators after 6000 Monte Carlo 
simulations with A=10, and L=10. The plots of bias, variance, and MSE are simply a 
summary of the detailed estimator errors represented in the box plots of fig. 7.4. The 
summary results can be easily validated by comparisons with the corresponding box plots 
as the same color coding has been used. The absolute value has been taken since the 
biases of Aa2 estimator were found to be negative at all sample sizes except 32 as visible 
in fig. 7.4. The summary results observed are very similar to the JC distribution case. One 
exception is tha t the bias of Aki is not as close to that of Aai as it was observed for the 
corresponding shape parameter estimators (Aki, Aai) for the /C distribution. Also, the 
variance of Ak i is closer to that of Aa i , although still lower. However, the lower MSE again
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Figure 7.3: Estimator bias (top left), variance (top right), and MSE (bottom) for 
distribution texture parameter A as a function of sample size at L=10, and A=10.
highlights the overall better performance of Aki, and Ak2 compared to all other estimators. 
The Ak2 estimator is not very desirable as its computation time is directly dependent on 
the sample size. The computation times of the estimators were also recorded in the Monte 
Carlo simulations in the same way as previously done for the /C distribution. Their mean 
and maximum values at sample size of 1024 are listed in table 7.3. The Aki estimator is 
again clearly the second fastest, second only to Ad estimator, which has an explicit solution. 
It is again emphasized that Aki outperforms Ad in terms of accuracy because of utilizing 
MFM instead of higher moments. Similar results have been observed at other values of 
A, and L. The results for L=6, and A=6 , 8 ,10,12 after 4000 Monte Carlo simulations are 
given in Appendix 1.3.
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Figure 7.4: Box plots of estimator error, e(A), for distribution as a function of sample 
size at L=10, and A=10 corresponding to the summary results of fig. 7.3 with the same 
colour coding.. The tiny black dots and green squares represent the medians and means, 
respectively. The mean estimator error is the bias. Outliers are larger than ç3+ic(g3 — gi) or 
smaller than qi — w(% -  çi), where (?i, and % are the median, 25**^ , and 75^  ^ percentiles, 
respectively, while w=1.5 is the whisker length corresponding to ±2.7 standard deviation 
for gaussian data. Data points above and below black dashed lines are compressed inside 
gray lines for plot legibility. Red dashed lines indicate zero error.
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Table 7.3: Computation time (milliseconds) of distribution estimators on simulated MC 
polarimetric data with sample size 1024.
Mean Max.
Q h 6.9 10.3
% 23.6 2394.8
0.09 0.15
eg 17.8 24.4
ggi 4.6 6.6
G L 6.4 10.5
7.3.3 G D istribution
The G distribution has two texture shape parameters, a  and uj. The general form of the 
equation for the MoMFM estimator, denoted as dKi,±Ki, is given by:
E { M " }
A::+i(ùKi) L''V{Ld) '
(7.18)
where the moments of GIG texture pdf in Table 7.1 have been combined in (7.5). Since 
we are estimating two parameters, two equations derived from (7.18), for can be
solved simultaneously to estimate the parameters.
The MoMLC estimator, denoted as ^Ai, is the one proposed in Chapter 6 . It 
is based on simultaneously solving second and third order MLC equations (6.28) of the 
MC polarimetric G distribution after replacing population MLCs with sample MLCs, and 
assuming that an estimate of L is given. It results from the simultaneous solution of:
(% { C } )  =  ( f  In K f l ( Ù A i )  +
43)
'«Al
(7.19)
(7.20)
where \n K a \o j)  is the n-th. derivative, with respect to order, of the logarithm of modified 
Bessel function of the second kind. No special function to compute ln7F^\cj) exists. 
In Section 6.2.3, it has been shown that the derivatives up to the eighth order can be 
numerically computed with reasonable accuracy using the extended Neville’s algorithm.
The LC based mono-pol estimator, referred to as Nicolas’ estimator in Section 6.4, and 
denoted as An, WN, is based on LC equations (6.25) of the intensity G distribution after 
replacing population LCs with sample LCs, and assuming that an estimate of L  is given. 
It results from the simultaneous solution of:
(% {/}) =  ln7(^(wN) + (7.21)
(7.22)
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for each intensity channel. The mono-pol estimates can be averaged to obtain estimates 
for the polarimetric pdf.
The NML estimator, denoted as o;k2,^ ^K2, is the one proposed in Section 6.1.5 and equa­
tion (6.13). The estimator is again listed here for readability. It is based on maximising 
the LLF:
^ (&K2, WK2, & 2|S, L , T ) = N  -0!K2 ln(% 2) ~  ln{/^âK2 (^K2)}
N
CX.K2 ~  Ld
OLvro-^ Ld
In {2Lqi +  ±k2^K2) ~  In ^K2
%2 (7.23)
{2Lqi +  a>K2% 2)
The negative of the LLFs in (7.23) can be minimized for &K2, ^K2 using the Simplex 
algorithm as already explained in considerable detail in Section 6.1.5.
Finally, the mono-pol estimator, denoted as dp, ±p, and proposed in Section 6.1.5 and 
equation (6.11), is again listed here. It is based on combining the first moment and fractional 
moments of mono-pol intensity. For readability, it is again listed here, and results from 
simultaneously solving:
r q L  +  i )  {i~-)
r(L)r (l + 1)
r q L  +  i )
%ap('Z;p)Ar&p+i(wp) r(L)r ( l + 1) (/>
=  0 ,
=  0 .
(7.24)
(7.25)
Figure 7.5 shows the absolute value of bias, variance, MSE, and box plots of estimator 
error for all estimators of G distribution texture parameters after 5030 Monte Carlo simu­
lations with a=10, w=10, and L=10. The plots of bias, variance, and MSE are simply a 
summary of the detailed estimator errors represented in the box plots at the bottom of fig. 
7.5. The summary results can be easily validated by comparisons with the corresponding 
box plots as the same color coding has been used. The absolute value has been taken 
since most of the biases were found to be negative with only a few exceptions. For the F 
estimator, at sample sizes 32 and 64, the biases and variances were too high and, therefore, 
have been omitted. Similarly, for the N estimator, the summary results at samples sizes 32, 
64, and 128 have been omitted for a  as the biases, and variances were too high. Even at 
a larger sample size, the mono-pol estimators show the highest bias with the N estimator 
generally exhibiting a higher bias than the F estimator. Amongst the polarimetric estimat­
ors, the A l estimator has the highest bias for a, while for w, the bias is only slightly lower
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Figure 7.5: Estimator performance analysis for MC polarimetric G distribution texture 
shape parameters a, and cu after 5030 Monte Carlo simulations. True value: <a—10, cj=10 
at L=10. (Top row) Estimator bias (left), variance (middle), and MSE (right) for a, 
and (Middle row) the same for oj as functions of sample size. (Bottom row) Box plots of 
estimator error, e(-), for (left) a  , and (right) uj. The tiny black dots and green squares 
represent the medians and means, respectively. The mean estimator error is the bias. 
Outliers are larger than % +  w(% -  çi) or smaller than qi -  w(qs -  gi), where gi, Ç2, and qs 
are the median, 25^ ,^ and 75^ *^  percentiles, respectively, while w=l.b  is the whisker length 
corresponding to ±2.7 standard deviation for gaussian data. Data points above and below 
black dashed lines are compressed inside gray lines for plot legibility. Red dashed lines 
indicate zero error.
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Table 7.4: Computation time (milliseconds) of G distribution estimators on simulated MC 
polarimetric data with sample size 1024.
Mean Max.
Gai 53.8 399.7
Gf 86.7 224.2
Gn 191.2 584.6
Gki 22.1 109.9
Qk2 59.8 351.0
than the K2 estimator bias. Also, the variance of the A l estimator for a , and w is higher 
than both the K l and K2 estimators. It can be easily seen that the K l estimator has the 
lowest bias. Also, the variance of the K l estimator is very similar to the K2 estimator, 
which generally shows the lowest variance, with only a few exceptions. Analyzing the MSE 
results, it is observed that the K l and K2 estimators exhibit the lowest and very similar 
MSE, followed by a higher MSE of the A l estimator, and generally the highest MSE of 
the mono-pol estimators with the N estimator performing the worst. Therefore, the K l 
and K2 estimators perform better by exhibiting relatively lower bias, variance, and MSE 
characteristics compared to other known estimators. However, the K2 estimator is not 
very desirable as its computation time is directly dependent on the sample size, while the 
A l estimator, as discussed in Section 6.2.3, requires numerical computation of \n K a \o j) ,  
which is also undesirable. The computation times of the estimators were also recorded in 
Monte Carlo simulations in the same way as before. Their mean and maximum values at 
sample size of 1024 are shown in table 7.4. Again, the K l estimator is clearly the fastest. 
Consequently, the K l estimator is the best choice for the G distribution. Similar results 
have been observed at other values of a , lj, and L. The results for L = 6 , o;=5,10, and 
o;=5,10, respectively, after 2000 Monte Carlo simulations are given in Appendix 1.4.
7.4 Application to  Real D ata
Let us now apply the new estimator to real data. Two PolSAR datasets have been chosen 
for this purpose. The first dataset has been acquired using TerraSAR-X quad-pol mode 
over Amsterdam. It has been further multilooked to 7.5 ENLs. The second dataset is 
tripolar, and has been acquired using an airborne S-band SAR demonstrator operated by 
Astrium, U.K. The essence of this campaign was to explore the potential of S-band in SAR 
technology keeping in perspective NovaSAR-S, a spaceborne S-band SAR sensor due for 
launch in 2015 This dataset has been multilooked to 5.25 ENLs.
Figures 7.6 and 7.7 show the statistical analysis on Amsterdam and Pembrokeshire data­
sets. The results have been arranged in a manner similar to [Anfinsen et al., 2011a, Khan
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Figure 7.6: (Top) A portion of TerraSAR-X polarimetric image over Amsterdam (7.5 equi­
valent number of looks) shown in false color Pauli decomposition ©  DLR 2012 . (Middle) 
Four sample images extracted over different homogeneous areas. (Bottom) Texture log 
cumulant diagram showing sample log cumulants and color-coded bootstrapped samples of 
the extracted areas.
and Guida, 2012a] for consistency and clarity. The first row in both figures shows a subset 
image, displayed in false color Pauli decomposition [Lee and Pettier, 2009a]. Four different 
samples (256 pixels each), highlighted as tiny color-coded squares in the subset images, are 
extracted from each dataset. The zoomed sample areas are shown in the middle row. They 
have been selected such that they are as homogeneous as possible so as to keep the stat­
istics stationary. The bottom row shows TLCs of each sample, plotted using ’-f ’ symbol in 
TLC diagram. For each sample, it also shows multiple color-coded TLCs of bootstrapped 
samples. These are obtained using 128 bootstrap samples each of size 128 from the 256- 
pixel sample images. This graphically gives an idea of the statistical variance of sample 
TLCs. The bootstrapped TLCs are enclosed by 95% confidence ellipses drawn using 2 x 2  
K  matrices, given in (6.42).
Apart from fitting the JC, and G distributions using all the estimators analysed in 
Section 7.3, the Kummer-Z/ distribution has also been fitted to real data. The estimators 
used for the Kummer-7/ distribution are the Al (6.37), and the two dimensional A2 estim-
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Figure 7.7: (Top) A portion of Astrium demonstrator SAR polarimetric image over Pem­
brokeshire (5.25 equivalent number of looks) shown in false color Pauli decomposition 
(c) Astrium 2012 . (Middle) Four sample images extracted over different homogeneous 
areas. (Bottom) Texture log cumulant diagram showing sample log cumulants and color- 
coded bootstrapped samples of the extracted areas.
ators (6.40)-(6.42), described earlier in Section 6 .6 , and also the K l estimator, which will 
shortly be listed here. Further, the A2 estimator (6.40)-(6.42) for the G distribution, also 
described in Section 6 .6 , has also been applied on real data. These additional estimators 
are also recalled here.
The A l estimator for the texture parameters of Kummer-ZY distribution, d. A, is the 
simultaneous solution of its second and third order MLC equations (5.42) after replacing 
population MLCs with sample MLCs:
(k2{C}) =  +
(«;3{C}> =  -
(7.26)
The two dimensional A2 estimators for both the and Kummer-ZY distributions can be 
obtained by using (6.40)-(6.42), where the minimisation is performed by varying k  and
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K, both of which depend on texture parameters of either the Q distribution (d,w) or 
the Kummer-ZY distribution (d, A) through theoretical MLC equations in (6.28), or (5.42), 
respectively. It is again emphasized that within the GIG/Fisher TLC domain these estim­
ators reduce to the corresponding A l estimators. Outside this domain, they simply reduce 
to the A2 estimator for either JC or distribution depending on the sign of third TLC,
Finally, the general form of the K l estimator for the Kummer-ZY distribution texture 
parameters is given by:
where the moments of Fisher texture pdf in Table 7.1 have been combined in (7.5). Since 
two parameters are being estimated, two equations derived from (7.27), for can be
solved simultaneously for d, A.
7.4.1 A nalysis using Log C um ulants Based G oodness of F it
MLCs based GoF testing was introduced earlier in Section 6.5. Let us first analyse the 
TerraSAR-X Amsterdam dataset in fig. 7.6 using this GoF testing. One water (orange), 
one vegetation (magenta), and two urban samples: urban A (cyan) and urban B (red) have 
been selected. The TLCs of water and vegetation samples overlap each other and show 
almost no texture (gaussian). Urban A sample TLCs lie inside GIG/Fisher domain, while 
urban B sample TLCs accumulate just outside the 7 “  ^ manifold.
Table 7.5 lists the GoF p values (%) obtained for the four selected samples from Amster­
dam dataset using the polarimetric G, G^, JC, and Kummer-ZY distributions. It is important 
to note tha t the p values of MoMLC estimators are expected to be higher than other es­
timators. This is because both parameter estimation and GoF testing are performed in the 
MLC domain. We observe that the mono-pol estimators ^ f, ^n, generally show
the lowest p values equal to or very close to zero for all the four samples. For the water 
sample, the highest p value of 96.08% is shared between GA2  ^ ^A2? followed closely
by /Ca2, Uau Gau ^Ai, ^Ai at 96.04%, 95.01%, 94.98%, 94.98%, and 94.97% respectively. 
The non-MLC polarimetric estimators show very similar p values ranging between 1.01% 
for JCk2 , Qk2 , and 1.68% for G^- For the vegetation sample a similar trend of very high p 
values (greater than 94%) is observed for all the MoMLC estimators. Amongst the non- 
MLC based polarimetric estimators, the p values are very close to each other, and range 
from 2.04% for Gk2  to 3.40% for G^- For urban B sample, the highest p value of 32.61% 
is obtained for ^A2, Q%2.-> and ZYa2? followed by a value of 28.89% for G a i -, and G%x-, while 
ZYai has a slightly lower p value of 9.46%. Understandably, the p values of /Cai, and K a 2
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Table 7.5: MLC based GoF p values (%) and log likelihood function (LLF) values of samples 
extracted from Amsterdam data. Vegetation is abbreviated as Veg.
p value LLF value (scaled by 10 )^
Urban A Urban B Veg. Water Urban A Urban B Veg. Water
G Distri Dution
Q a \ 79.75 28.89 95.61 94.98 -6.8556 -7.3430 -7.6559 -7.6790
Ga2 79.75 32.61 95.59 96.08 -6.8556 -7.3410 -7.6564 -7.6769
Q f 0.18 0 0 0 -6.8529 -7.4267 -7.6797 -7.6968
G n 0.01 0 0 0 -6.8506 -7.4342 -7.6785 -7.6855
Q k i 0.19 1.73 2.14 1.05 -6.8484 -7.3378 -7.6446 -7.6625
Gk2 0.02 5.83 2.04 1.01 -6.8482 -7.3375 -7.6445 -7.6625
G  ^ Distribution
O h 0.25 28.89 94.64 94.98 -6.8512 -7.3430 -7.6558 -7.6790
% 1.87 32.61 94.73 96.08 -6.8606 -7.3410 -7.6567 -7.6769
O^F 0 0 0 0 -6.8516 -7.4179 -7.6644 -7.6845
o h 0 1.89 2.30 1.16 -6.8486 -7.3378 -7.6448 -7.6628
% 2 0 5.83 2.23 1.18 -6.8485 -7.3375 -7.6448 -7.6628
% 0 0.39 3.40 1.68 -6.8511 -7.3390 -7.6448 -7.6628
/C Distri Dution
/Cai 33.81 0.03 95.61 94.97 -6.8619 -7.3589 -7.6559 -7.6790
/Ca2 43.92 0.31 95.59 96.04 -6.8629 -7.3530 -7.6564 -7.6769
/Cp 0.06 0 0 0 -6.8634 -7.4138 -7.6640 -7.6841
/Cki 30.75 0.09 2.07 1.04 -6.8618 -7.3526 -7.6445 -7.6625
/Ck2 14.74 0.23 2.06 1.01 -6.8616 -7.3521 -7.6445 -7.6625
/Cd 29.33 0 2.23 1.28 -6.8650 -7.3594 -7.6445 -7.6625
ZY Distri Dution
2Yai 56.61 9.46 95.49 95.01 -6.8554 - - -
^A2 56.61 32.61 95.59 96.08 -6.8554 - - -
1.16 1.46 2.15 1.11 -6.8499 - - -
are very close to zero because the TLCs fall outside the 7 “  ^ manifold. Amongst non-MLC 
based polarimetric estimators the highest value of 5.83% is shared between Qk2  and Gk2  ^
followed by the values of 1.89%, 1.73%, and 1.46% for ^k i, and Uku respectively. Note 
that all the mono-pol estimators show a p value of zero for water, vegetation, and urban 
B samples. Finally, for urban A sample the highest p value of 79.75% is shared between 
Gau and Ga2 , followed by a value of 56.61% shared between ZYai, and ZYa2, and slightly 
lower p values of 33.81%, and 43.92% for /Cai, and /Ca2, respectively. Both the G \i, and 
G%2. show very low p values because the TLCs are closer to the 7  manifold although inside 
the GIG/Fisher domain. For non-MLC based polarimetric estimators, the highest p value 
of 30.75% is obtained for /Cki, followed by p values of 29.33%, and 14.74% for /Cd, and 
/Ck2, respectively. It can be generally noted, tha t the proposed K l estimators compete very 
well with other non-MLC based estimators based on p values obtained using MLC based
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Table 7.6: MLC based GoF p values (%) and log likelihood function (LLF) values of samples 
extracted from Pembrokeshire data. Vegetation A and Vegetation B are abbreviated as Veg. 
A and Veg. B, respectively.
p value LLF value (scaled by 10 )^
Urban Veg. A Veg. B Water Urban Veg. A Veg. B Water
G Distribution
Qm 46.87 76.76 89.60 68.61 -2.6094 -4.0307 -3.8277 -4.0269
Ga2 46.87 82.43 89.60 77.58 -2.6094 -4.0312 -3.8277 -4.0254
Gf 0.02 12.26 0.39 4.14 -2.6113 -4.0317 -3.8322 -4.0281
0.12 9.29 0 30.83 -2.6109 -4.0320 -3.8846 -4.0251
Gki 14.32 59.86 59.86 64.46 -2.6007 -4.0306 -3.8266 -4.0247
Gk2 20.00 63.18 58.52 58.59 -2.6007 -4.0306 -3.8265 -4.0246
G  ^ Distri )ution
74.68 76.76 41.63 68.61 -2.6086 -4.0307 -3.8296 -4.0269
77.72 82.43 43.66 77.58 -2.6074 -4.0312 -3.8292 -4.0254
G'^ 3.58 16.05 12.32 10.79 -2.6080 -4.0315 -3.8301 -4.0265
50.46 60.28 43.52 65.33 -2.6010 -4.0306 -3.8289 -4.0247
% 39.56 63.18 37.57 58.59 -2.6008 -4.0306 -3.8287 -4.0246
42.48 64.80 31.42 47.38 -2.6156 -4.0306 -3.8308 -4.0247
K  Distribution
/Cai 0 74.48 82.58 67.12 -2.6569 -4.0307 -3.8291 -4.0271
/Ca2 0 80.23 84.10 75.61 -2.6437 -4.0312 -3.8288 -4.0258
/Cp 0 16.90 4.81 9.99 -2.6451 -4.0315 -3.8302 -4.0274
/Cki 0.01 58.96 50.80 62.93 -2.6438 -4.0306 -3.8280 -4.0252
/Ck2 0.03 61.02 60.91 60.81 -2.6420 -4.0306 -3.8280 -4.0252
/Cd 0 63.91 32.54 42.00 -2.7055 -4.0306 -3.8283 -4.0254
ZY Distribution
^A1 53.28 80.21 83.30 72.35 -2.6089 - -3.8280 -
ZYa2 53.28 82.43 83.30 77.58 -2.6089 - -3.8280 -
ZYki 9.49 59.97 59.06 63.94 -2.6021 - -3.8270 -
GoF. However, no inferences can be made by comparing the p values of MoMLC estimat­
ors to non-MLC based polarimetric estimators since MLC based GoF naturally favours the 
former.
Now, let us analyse the S-band Pembrokeshire dataset in fig. 7.7. One water (orange), one 
urban (red), and two vegetation samples: vegetation A (cyan) and vegetation B (magenta) 
have been selected. The sample TLCs of water and vegetation A samples overlap each 
other and show almost no texture (gaussian). Both vegetation B and urban sample TLCs 
lie inside GIG/Fisher domain; the former closer to the 7 , while the latter closer to the 7 “  ^
manifold.
Table 7.6 lists the GoF p values (%) obtained for the four selected samples from Pem­
brokeshire dataset using the polarimetric G, G^, /C, and Kummer-ZY distributions. We can
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easily observe that the mono-pol estimators, Qp, Gn, Qh /Cp always show the lowest p 
values for all the four samples. For water sample, amongst the MoMLC estimators, Ga2 , 
G%2  ^ and Ua2  show the highest p value of 77.58%, followed by a value of 75.61% for Ka2 - 
All the A l estimators show smaller but similarly high p values. Amongst non-MLC based 
polarimetric estimators, K l clearly shows the highest p values for water sample. For veget­
ation B sample, Ga\-> Qa2  show the highest p value of 89.60%, followed by a value of 84.10% 
for Ka 2 i and similarly high p values for ZYai, ^A2- However, the A l and A2 estimators of 
the G  ^ distribution show much lower p values, which is understandable as the TLCs fall 
inside the GIG/Fisher domain closer to the 7  manifold. In fact, all the polarimetric estim­
ators of the G  ^ distribution show lower p values to their counterpart estimators of all other 
distributions. Amongst the non-MLC based polarimetric estimators, the highest p value 
is again generally shown by the K l estimators for all distributions except the /C distribu­
tion where the K2 estimator performs better. For vegetation A sample, all the MoMLC 
estimators show similarly high p values ranging between 74.48% for /Cai to 82.43% shared 
between Ga2 -, ^ a 2 j ^A 2 - The non-MLC based polarimetric estimators show reasonably 
high p values ranging between 58.96% for /Cai to 64.80% for G^- Even all the mono-pol 
estimators pass the 5% significance level test, although they still exhibit the lowest p values. 
Finally, the /C distribution shows the worst fitting for urban sample for all estimators, and 
fails the 5% significance level test in all cases. All the remaining G-, G^ -, and Kummer-ZY 
polarimetric estimators show reasonably high p values. Notably, amongst the non-MLC 
based polarimetric estimators ^^1 shows the highest p value of 50.46%.
We can draw some important inferences from the above results: 1) the non-MLC based 
polarimetric estimators generally show higher p values, and therefore better estimation 
performance, compared to Prery’s and Nicolas’ mono-pol estimators, and 2) amongst these 
polarimetric estimators the proposed K l estimators generally exhibit competitive estim­
ation performance by acquiring similar p values as other non-MLC based polarimetric 
estimators. It must be noted tha t the K2 estimator is computationally expensive and, 
therefore, only usable for smaller sample sizes.
7.4.2 A nalysis using Log Likelihood Function Value
The MLC based GoF testing is biased towards MoMLC estimators because the GoF is 
assessed in the same domain where the estimation is done. An alternative measure of GoF is 
required for having an unbiased comparison between different estimators of the probability 
distributions under analysis. Further, only a relative GoF measure is needed because all 
distributions are fitted to the same data sample. Assuming tha t all the parameters of the 
candidate distribution are known, the LLF value can be easily computed and utilized as a 
viable relative GoF measure because the higher the LLF value for a given sample, the better
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the model fits the sample. Such a relative GoF assessment scheme, utilizing LLF value, has 
also been used in [Doulgeris and Eltoft, 2010]. It must be noted that all the K2 estimators 
estimate texture parameters by maximizing the corresponding LLF for a given sample. 
Therefore, it is expected that they will exhibit the highest LLF value for a particular 
distribution compared to any other estimator. However, the K2 estimators are not very 
desirable because of their high computational cost. Nevertheless, in the next Section, the 
maximised LLF value obtained using the K2 estimators will be used to compare general 
(e.g. G) and nested (e.g. /C, and G^) probability models in order to assess the significance 
of the better fitting achieved using the general model.
The LLFs of MC polarimetric /C, G^, and G distributions are given in (7.10), (7.16), and 
(7.23), respectively, while the LLF of Kummer-7/ distribution (see Section 5.3.3) can be 
listed here:
£ { a , X , r ] \ S , L , T )  =  N  —Ldl nr ]  — lnB(cK, A) + l n  { T{Ld  +  A))
N
i= l
I n U  ( L d  +  A , L d - o  +  l , L L S L - 2 ) )
(7.28)
where S =  { C i,C g ,. . .  ,Cjv} is a given sample of polarimetric covariance matrices. No 
NML estimator, maximising (7.28), is defined for Kummer-7/ distribution because of the 
practical intricacies in implementing the Kummer-[/ function as explained earlier in Section 
6.7.
Let us first analyse the TerraSAR-X Amsterdam dataset by comparing LLF values of 
different estimators of each distribution, and temporarily refrain from comparing estimat­
ors between different distributions. Table 7.5 lists the LLF values obtained for the four 
selected samples from Amsterdam dataset using the polarimetric G, G^, /C, and Kummer-7/ 
distributions. For the Kummer-7/ distribution, the LLF value could only be computed for 
the urban A sample because the computation of Kummer-t/ function failed for the remain­
ing samples. As expected, the K2 estimator of each model exhibits the highest LLF value 
compared to any other estimator of that model. Interestingly, the second highest LLF 
value is always achieved by the K1 estimator of each model. It can also be noted, that for 
vegetation and water samples, in all cases except one (^-vegetation), the highest LLF value 
is shared between K1 and K2 estimators up to the fourth decimal place. The D estimators 
of /C, and G  ^models also share the highest LLF value for water and vegetation samples, but 
exhibit lower LLF values than their respective K2 and K1 estimators for both urban A and 
B samples. It is also observed tha t the mono-pol estimators (F and N) of each distribution 
generally show the lowest LLF value compared to all other polarimetric estimators. The 
exceptions are: 1) the G distribution on urban A sample, where the A l and A2 estimators 
exhibit lower LLF values than F and N estimators, and 2) the G  ^ distribution on the same
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sample, where the A2 estimator exhibits a lower LLF value than the F estimator. It must 
also be emphasized, tha t the K1 estimator of each model always shows higher LLF values 
than both the MoMLC estimators (Al and A2) for all samples. The K1 estimator of each 
model clearly shows the best fitting performance (after the K2 estimator) in terms of LLF 
values compared to all other estimators of that model. Now, it is useful to compare the 
LLF values of the K1 estimators between different models. For the urban A, urban B, and 
water samples, Gki estimator shows a LLF value greater than or equal to the K1 estimators 
of all other models. Only for the vegetation sample, the LLF value of Gki is second best 
after K k \-
Similar analysis can also be carried out for the Pembrokeshire dataset. Table 7.6 lists the 
LLF values obtained for the four selected samples from Pembrokeshire dataset using the 
polarimetric G-, G^ -, /C, and Kummer-ZY distributions. Again, for Kummer-7/ distribution, 
the LLF value could only be computed for urban, and vegetation B samples. As expected, 
the K2 estimator of each model exhibits the highest LLF value, while at least the second 
highest value is always achieved by the K1 estimator. In fact, the K1 and K2 estimators 
share the highest LLF value for: 1) urban and vegetation A samples in case of G distri­
bution, 2) vegetation A, vegetation B, and water samples in case of fC distribution, and 
3) only the vegetation A sample in case of G^ distribution. The D estimators of /C, and 
G  ^ models also share the highest LLF value for vegetation A sample, but generally exhibit 
lower LLF values than their respective K2 and K1 estimators for all other samples. The 
mono-pol estimators (F and N) generally show the lowest LLF value compared to all other 
polarimetric estimators. Exceptions are: 1) on water sample, which shows higher LLF 
value than both Gaii Qa2 , 2) /Cp on urban sample, which shows higher LLF value than /C a i , 
and 3) ^p on urban and water samples, which again shows higher LLF values than G%\- 
It is again noted, that the K1 estimator of each model always shows higher LLF values 
than both the MoMLC estimators (Al and A2) for all samples, with the exception of /Cki 
on urban sample, which shows a lower LLF value than /Ca2. However, it can be readily 
identified that the fC distribution is a very bad fit to the urban sample irrespective of the 
estimator used. This can easily be confirmed from: 1) the position of urban TLCs close to 
the 7 “  ^ manifold in fig. 7.7, 2) the nearly zero MLC based GoF p values for all estimators 
of K, distribution, and 3) also the comparatively much higher LLF values of Gki-> ^.nd 
7/ki- Again, the K 1 estimator of each model clearly shows the best fitting performance 
(after the K2 estimator) in terms of LLF values compared to all other estimators of tha t 
model. Finally, the LLF values of the K1 estimators can be compared between different 
models. It is observed that for all samples, Gki estimator shows a LLF value greater than 
or equal to the K1 estimator of all other models.
Using the LLF value based analyses above, and ignoring the K2 estimator due to its 
computational cost, the main inferences are: 1) the K1 estimator performs the best, by
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exhibiting the highest LLF value, for all the considered distributions, and 2) amongst the 
K1 estimators of the considered distributions, the highest LLF value, and hence the best 
fitting is generally exhibited by the K1 estimator of the Q distribution.
7.4.3 M odel Com parison using Log Likelihood R atio  Test
Considering the analyses on real data in the previous sections, the question inevitably arises 
whether a more flexible model like the G distribution, with one more texture parameter 
than its special forms of /C, and G^ distributions, fits certain areas of a PolSAR image 
significantly better than its special forms. To answer this question, the log likelihood ratio 
(LLR) test is introduced.
The LLR test compares a model with unrestricted parameters (alternative hypothesis, 
Ha) to a nested model (null hypothesis, Hq), obtained after applying certain restrictions to 
the parameters, in order to assess the significance of parameter restrictions [Harvey, 1993]. 
The comparison is done between maximised LLF values, ^(0o), and £ { 6 a )  computed under 
Ho, and Ha, respectively. If £{6a) is greater than £{Gq) above a suitably selected critical 
value. Ho is rejected in favour of H a - A test statistic, the exact distribution of which is 
unknown under Ho, can be computed as [Harvey, 1993]:
D„, = 2[e(0A)-e{0o)], (7.29)
and is asymptotically Xm distributed, where m is the degrees of freedom of a distribution,
and represents the number of additional parameters in the unrestricted model.
A test with a significance level, ac, can be constructed as:
Dm ^  (7.30)
Wo
where u j a , oj q denote the rejection, acceptance of Ho, respectively, while is the upper 
ac percentile of the Xm distribution. The cumulative distribution function (CDF), denoted 
as FDrr^{Dm)=F^{Dm < Dm), of a xli  distributed random variable. Dm, where Dm is the 
observed statistic, and P r stands for probability, can be used to numerically compute 
for a given ac as follows [Weisstein, 2013a]:
P ^ { D m  >  ^ a c )  ~  1  ~  P ^ { D m  ^  •^ « c )
(731)
r  -— 1 I  /  \_m dt — ac -
Jo
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Table 7.7: Log likelihood ratio (LLR) test for samples extracted from Amsterdam data with 
G distribution as the unrestricted model, and /C, G^ distributions as the nested models.
<(%4) Nested model ^(00)
LLR test at ac=5%
p value (%) Hq
Urban A
6.8482274 x 10^ G^ -6.8484927 x 10^ 46.64 AcceptedK -6.8615628 x 10^ 0 Rejected
Jrban B
7.3374631 x 10^ G^ -7.3374631 x 10^ 100 AcceptedJC -7.3521112 X  10^ 0 Rejected
Vegetation
7.6444668 x 10^ G^ -7.6447963 x 10^ 41.69 AcceptedJC -7.6444675 x 10^ 96.82 Accepted
Water
7.6625340 x 10^ G^ -7.6627870 x 10^ 47.69 AcceptedJC -7.6625340 x 10^ 100 Accepted
Equivalently, the test in terms of probability value (p value) can be defined as:
wo
P r { D m  >  D m )   ^ «c,
UJA
(7.32)
where the p value, Pi{Dm>Dm), is defined as the probability of obtaining a realization of 
the test statistic at least as extreme as the one observed.
The LLR test can be directly applied to the Amsterdam and Pembrokeshire data samples 
of fig. 7.6, and fig. 7.7 using the G distribution as the unrestricted model, and the /C, G^ 
distributions as the nested models with one less parameter (m = l). The maximised LLF 
value, £{6a), then refers to the LLF value corresponding to the K2 estimator of the G 
distribution, i.e. Gk2 , while £{6o) refers to the LLF value corresponding to the K2 estimator 
of either the fC or G^ distribution, i.e. /Ck2, or Gk2  ^ respectively.
Table 7.7 shows the LLR test applied to the TerraSAR-X Amsterdam data samples. In 
the case of G^ distribution as the nested model, Hq is accepted at the 5% significance for 
all the four samples. In other words, there is not enough evidence to reject Hq in favour 
of Ha, and the G distribution does not fit any sample significantly better than the G^ 
distribution. However, for the /C distribution as the nested model, Hq is rejected for both 
the urban samples (A and B), and accepted for the vegetation and water samples. In other 
words, for urban samples, there is enough evidence to reject Hq in favour of Ha, and the 
G distribution fits both the urban samples significantly better than the /C distribution. 
The LLR test results are quite intuitive as well because, unlike the G^ distribution, the JC 
distribution is not known to model urban areas very well. Moreover, in fig. 7.6 the TLCs 
of urban B sample are outside the 7 “  ^ manifold, while those of urban A sample are also
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Table 7.8: Log likelihood ratio (LLR) test for samples extracted from Pembrokeshire data 
with Q distribution as the unrestricted model, and JC, G^ distributions as the nested models.
i{6A) Nested model f(6%)
LLR test at cKc=5%
p value (%) Ho
Urban
-2.6006588 x 10^ G^
-2.6008049 X 10^ 5R88 Accepted
JC -2.6419507 X 10^ 0 Rejected
Vegetation A
4.0305831 X  10^ G^ -4.0305832 x 10^
99.77 Accepted
JC -4.0306174 X  10^ 79.34 Accepted
Vegetation B
-3.8265487 x 10^ G^ -3.8286946 x 10^
3.83 Rejected
JC -3.8279501 X  10^ 9.41 Accepted
Water
-4.0246283 x 10^
go -4.0246283 x 10^ 100 Accepted
JC -4.0251683 X  10^ 2&87 Accepted
reasonably away from the 7  manifold.
Table 7.8 shows the LLR test applied to the Pembrokeshire data samples. In the case 
of G  ^ distribution as the nested model, Hq is rejected at the 5% significance for only the 
vegetation B sample. In other words, there is enough evidence to reject H q in favour of 
H a , and the G distribution fits the vegetation B sample significantly better than the G  ^
distribution. Similarly, for the JC distribution as the nested model, Hq is again rejected for 
only the urban sample. In other words, there is enough evidence to reject Hq in favour of 
H a , and the G distribution fits the urban sample significantly better than the JC distribution. 
Again, the results of LLR test are very intuitive. The rejection of JC distribution to model 
the urban sample is understandable from the position of the urban TLCs near the 7 “  ^
manifold in fig. 7.7. Similarly, the rejection of G  ^ distribution to model vegetation B 
sample is also corroborated by the position of the sample TLCs inside the CIC/Fisher 
domain, but closer to the 7  manifold.
Based on the above evidence, it is safe to conclude that the more flexible G distribution 
fits certain areas of a PolSAR image significantly better than its special forms of JC, and 
G^ distributions.
7.5 Conclusion
In this chapter, a new method for estimating texture parameters of compound distributions 
based on the product model has been proposed. This method utilizes FMs of MPWF. For 
this purpose, the distribution of the speckle part (gaussian part) of MPWF has been derived, 
which has also been done earlier in [Lopes and Sery, 1997]. The MoMFM estimators can
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be derived for all commonly occurring compound distributions of multilook PolSAR data. 
The well known Prery’s univariate FM estimators are only special cases of the MoMFM 
estimators. Analyses on synthetic data show that, for /C and distributions, the variance 
and MSE of the MoMFM estimators is clearly lower, and the bias is only slightly higher, 
than MoMLC estimators. For the Q model, the MoMFM estimator noticeably outperforms 
the corresponding MoMLC estimator in terms of bias, variance, and MSE. Moreover, the 
mathematical expressions of the MoMFM estimators are generally less complicated than 
MoMLC estimators, resulting in faster computation times. Therefore, they can serve as 
valuable methods of texture parameter estimation, specially for compound distributions 
which do not have closed form MLC expressions, e.g. the Q distribution. Results on real 
data show that: 1) using MLC based GoF scheme, the MoMFM estimators outperform 
mono-pol estimators, and also compete well with other non-MLC based polarimetric es­
timators, and 2) using LLF value as GoF measure, the MoMFM estimators exhibit better 
fitting than all other estimators (including MoMLC estimators), except NML estimators. 
Finally, it has been shown that the more flexible G distribution fits certain areas of a real 
PolSAR image significantly better than its nested models of JC, and G^ distributions.
136 7.Fractional Moments of Multilook Polarimetric Whitening Filter
Chapter 8
Conclusions
The main objective of the thesis was to explore new, accurate, and efficient parameter 
estimation methods for the flexible polarimetric G distribution so tha t it can be utilised 
as a more accurate underlying statistical model in PolSAR image processing algorithms. 
The research presented in this thesis not only accomplishes the main objective, but also 
goes beyond to attain some other significant milestones. All the contributions of this thesis, 
their theoretical and practical implications, along with some future directions, are presented 
in this chapter, and organised as follows. The first section briefly iterates through the 
background, motivation, and objectives of the thesis. The second section discusses its major 
contributions and findings. The third section identifies the implications of aforementioned 
contributions. Finally, some areas of future work are listed in the last section.
8.1 Introduction
SAR sensors are of particular interest because of their weather and light independent op­
eration, unlike optical sensors, and are therefore regarded as an important asset for remote 
sensing of inaccessible regions of the earth surface. Polarimetric SARs capture additional 
channels, and are known to improve the quality of information retrieval algorithms. The 
data from these sensors are inherently probabilistic, and often require an adequate under­
lying statistical model for analysis. Gaussian statistics for SAR data are generally accurate 
for low spatial resolution SAR images, and surfaces with lower roughness. W ith the in­
crease in resolution of recent and future SAR sensors, and the presence of rougher surfaces, 
the statistics deviate from the gaussian assumption. Gonsequently, many non-gaussian 
statistical models have been proposed in the last couple of decades to model polarimetric 
SAR data. The modeling flexibility of a non-gaussian distribution depends on the pos­
sible shapes attainable by its corresponding pdf, which is directly related to the number 
of shape or texture parameters. One such flexible model, with two texture parameters, is
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the polarimetric G distribution, which has many other well known one texture parameter 
non-gaussian models, like polarimetric /C, G^, and G^ distributions, as its special cases. 
Although the JC and G^ distributions have been successfully applied in many studies, as 
mentioned before in the second paragraph of Section 1.2 , the utilization of the G distribu­
tion remained obscure primarily because of a more complicated pdf expression. However, 
in recent years flexible two texture parameter statistical models, with similar or arguably 
even more complicated pdf expressions, have been proposed. Examples include Kummer- 
U, M ,  and W  distributions. W ith the success of these models, it is of great interest to 
evaluate the G distribution, along with its parameter estimation, as a possible flexible stat­
istical model. These compound distributions contain certain special functions in their pdf 
expressions. Consequently, stable and readily available implementations of these special 
functions is also crucial. The G and Kummer-ZY distributions are found to have similar 
modeling flexibility (a novel contribution of this thesis), but they have completely different 
mathematical expressions due to the presence of different special functions in their pdfs, 
Bessel K  for the former, and Kummer-U for the latter. The Bessel K  function is not only 
a special case of the Kummer-Z7 function, it also has more stable and readily available 
logarithmic implementations (see Section 6.7). Because no texture parameters’ estimators 
are found in literature for the G distribution, it is expected that new, accurate, and efficient 
estimators will result in a significant contribution to the field of study. Interestingly, the 
findings of this thesis, in terms of new estimators, are not only limited to the G distribution. 
In fact, a completely new method of texture parameter estimation, MoMFM estimation, 
applicable to all MC polarimetric non-gaussian compound distributions of Chapter 5, has 
also been proposed.
8.2 Findings
The first contribution of this thesis is the derivation of the SC polarimetric G distribution 
along with the proposal of numerical maximum likelihood (NML) estimators, which have 
also been extended to the MC polarimetric case. The derivation of SC polarimetric G 
distribution completes the closed form pdf expressions of the polarimetric G distribution for 
both MC and SC polarimetric cases. Several different estimators for the texture parameters 
of G distribution have been proposed in Chapters 6 and 7. Some of these estimators perform 
considerably better than the others; however, none of them have been previously listed 
elsewhere in literature.
Monte Carlo simulations have been used to compare the performance of different estim­
ators on simulated SAR data because the true values of texture parameters are not known 
apriori on real data. The accuracy of an estimator is judged in terms of its bias, variance, 
and MSE. The mono-pol estimators generally show the worst performance both in terms
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of accuracy and computation time. On the other hand, polarimetric estimators generally 
exhibit a more accurate and efficient overall performance. All the proposed mono-pol and 
polarimetric estimators for the G distribution, and their comparative analysis on simulated 
and real PolSAR data, are also some of the novel contributions of this thesis. The polari­
metric estimators include NML, MoMLC/MoLC estimators for both MC/SC polarimetric 
data (see Chapter 6), and the MoMFM estimator for MC polarimetric data (see Chapter 
7). The NML estimator is not very desirable as its computation time is directly dependent 
on the sample size. The MoMLC/MoLC estimator is fast but cumbersome to implement 
because the MKS of the G distribution require numerical computation of at least second and 
third order derivatives of the Bessel K  function with respect to the order parameter. Nev­
ertheless, it exhibits a significantly better performance than the mono-pol estimators, and 
is also equipped with an MKS based formal GoF testing scheme requiring up to the eighth 
order derivatives. The MoMFM estimator exhibits the best performance, with accuracy 
very similar to the NML estimator, and also the fastest computation time.
The application of MKS to the polarimetric G distribution, resulting in its MoMLC/MoLC 
estimators, is a major novel contribution of this thesis. It also reveals the position occu­
pied by the G distribution in the two dimensional log cumulants diagram for the first time. 
This highlights the modeling flexibility of the G distribution, and provides insights into the 
estimation and interpretation of its texture shape parameters.
The MoMFM estimation also constitutes a major contribution of this thesis. It results in 
a general framework, which can also be used to derive estimators for all the MC polarimetric 
distributions listed in Chapter 5, and also for the G distribution in Chapter 6 . For the 1C and 
G^ distributions, the MoMFM estimators also exhibit excellent statistical properties with 
variance and MSE higher than only their respective NML estimators, while the MoMLC 
estimators show the lowest bias. The MoMFM estimators are also found to be the second 
fastest after Doulgeris’ estimators, which have explicit solutions.
On real data the MKS CoF testing, and also the LLF value as a separate relative CoF 
measure, are both used for a comparative analysis of the fitting accuracy between different 
estimators of a distribution, and also between different distributions. The samples extracted 
from TerraSAR-X and Astrium S-band SAR demonstrator images vary from textureless 
(gaussian) to highly textured (non-gaussian) areas. Analysis with MKS CoF testing showed 
that, using the MoMLC/MoLC estimators, the G distribution successfully fitted all the 
samples even when the K, and G'^  distributions failed to model adequately. Also, as expected, 
the Kummer-ZY and G distributions showed a very similar fitting accuracy. On the other 
hand, the LLF value CoF measure revealed tha t the MoMFM estimators generally showed 
the second highest LLF value (and thus the second best fitting accuracy). Intuitively, the 
highest LLF value was always exhibited by the NML estimators because they are based 
on maximum likelihood estimation. Consequently, the MoMFM estimators resulted in an
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even higher LLF value (and thus better fitting accuracy) than the MoMLC estimators. 
In the computation of the LLF value CSL implementations of Bessel K  and Kummer-U 
functions were utilised. The Kummer-C7 function failed to compute for a majority of the 
samples, while Bessel K  function did not show any such computational problems. Finally, 
using the LLR test, it was observed that in certain areas of a PolSAR image the more 
flexible Q distribution fits the samples signiflcantly better than the special cases of 1C, and 
g° distributions, thus proving the significance of the flexible G distribution.
8.3 Im plications
This thesis has contributed in providing a flexible multivariate statistical model, the G dis­
tribution, along with its excellent new estimators. Because of its similar modeling flexibility 
as the Kummer-ZY distribution, and relatively easier software implementation, it will serve 
as a valuable asset in the realm of PolSAR image processing algorithms, which require an 
adequate underlying statistical model. Additionally, a significant contribution is made by 
the proposal of a new framework for texture parameter estimation of all the mentioned 
MC polarimetric compound distributions. The MoMFM estimators resulting from this 
framework compete well in terms of accuracy and computation time with state-of-the-art 
MoMLC estimators, specially for the flexible G distribution.
The excellent statistical accuracy of MoMFM estimation is a direct result of its low 
variance through the use of MFM. On the other hand, MoMLC estimation is limited to the 
use of integral second and higher order MLC, which naturally exhibit a higher variance. 
This is even more true for two-texture parameter distributions where at least both the 
second and third MLC are required for estimation. The faster computation time of MoMFM 
than MoMLC estimators can be attributed to the fact that the former only depend on the 
computation of special functions and not on the derivatives of these functions.
The MoMFM estimators can also be regarded as a matrix-variate generalisation of Frery’s 
FM estimators for univariate data. Frery’s estimators readily result when the dimension of 
MoMFM estimators is reduced to one and the appropriate FMs are combined. This is shown 
in Appendix 1.1 for the texture parameters of 1C and G  ^ distributions. In this regard, it is 
also safe to state that, just as in logarithmic statistics the MoMLC estimation for matrix- 
variate PolSAR data reduces to the univariate MoLC estimation when the dimension is 
reduced to one, similarly in linear statistics the MoMFM estimation for matrix-variate 
PolSAR data reduces to univariate method of fractional moments (MoFM) estimation when 
the dimension is reduced to one. However, Frery’s MoFM estimators are only obtained after 
combining particular FM (see Appendix I.l). Consequently, this thesis also contributes 
tremendously in unifying the theory of linear statistics for multilook PolSAR data from 
matrix-variate to univariate cases.
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Finally, in deriving the MKS of G distribution, numerical computation of derivatives of 
the Bessel K  function with respect to the order parameter was proposed (see Chapter 6). 
These derivatives, specially the lower order ones, could also be valuable in other research 
fields where the computation of such derivatives are required.
8.4 Future Directions
The following can be regarded as possible areas of future work:
1. Application of the polarimetric G distribution, with its new MoMLC and MoMFM 
estimators, in image classification, image segmentation, target detection, and change 
detection algorithms. Similarly, in a broader sense, the application of other MC 
polarimetric compound distributions, with their respective MoMFM estimators, in 
such algorithms is also of interest. Some recent examples of these algorithms were 
listed in the fourth paragraph of Section 1.1.
2 . In the literature, the a  texture parameter of G^ distribution [da Silva et al., 2008] and 
the w texture parameter of G^ distribution [Frery et al., 2010] have been separately 
used as measures of target roughness. W ith new estimators for the G distribution, 
both these parameters can be simultaneously estimated. A meaningful mathematical 
combination of these texture parameters can be used to formalise a more informative 
measure of roughness.
3. Finally, possible extensions of the theory of MoMFM estimation to the SC polarimet­
ric case, by using FMs of the singlelook polarimetric whitening filter [Novak et al., 
1993], are also regarded as future work.
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A .l  Singlelook A m plitude
The conditional probability of singlelook amplitude, p a \t{A\t ), is given by [Andrews and 
Phillips, 2005a]:
PxaiA x a It )
Pa \t { A \ t ) =
Ja—>xa
(AT)
where Pxa\t{x a \t ) = Pxa(x a ) ~  H  which is a unit mean Rayleigh distribution given
in (3.6) with the scale parameter and Ja-^xa =  is the Jacobian of the
transformation A  —  y / r x A -  The resulting conditional probability, p a \t { A \ t ) ,  is given in 
(3.18).
A .2 M ultilook Am plitude
The conditional probability of multilook amplitude, pal\t{Al \t ’, L), is given by [Andrews 
and Phillips, 2005a]:
, . X  PxAr. \r{xAAT- ,L)
PAl\AAl \t ', L) =
JAl—^xa,
(A.2)
where L) =  p x ^ ^ ^ A ^ L )  ~  72  r(L+i) )  ’ which is a unit mean square
root of gamma distribution given in (3.11) with the scale parameter and
Jal^ xa^ — is the Jacobian of the transformation A l = ^/tx a l - The resulting condi­
tional probability, pal\t{Al \t ’,L), is given in (3.20).
A .3 Singlelook Intensity
The conditional probability of singlelook intensity, pi\r{I\r), is given by [Andrews and 
Phillips, 2005a]:
0L3)P i \ r ( I \ r )  =
^ I ^ XI x i = -
where Pxi\t{xi\t) = Pxi{xi) ^  S  (1), which is a unit mean negative exponential distribution 
given in (3.5) with the scale parameter =  1, and Jj^xi = r  is the Jacobian of the 
transformation I  = t x j . The resulting conditional probability, pi\x{I\r), is given in (3.24).
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A .4 M ultilook Intensity
The conditional probability of multilook intensity, Pil\t{Il \x ', L), is given by [Andrews and 
Phillips, 2005a]:
i_r.Tr. Ir: fd
(A.4)
J
X I
where PxijAxiAx', L) = PxjA ^ I l 'i L) j  (L, which is a unit mean gamma distribution 
given in (3.10) with the scale parameter ^  ~  I ’ Jil^ xi^ =  r  is the Jacobian of the 
transformation Il = txj^. The resulting conditional probability, pi^\r{lL\T; L), is given in 
(3.26).
A .5 Polarim etric Scattering Vector
The conditional probability of polarimetric scattering vector, p k |r(k |r ;r) , is given by [An­
drews and Phillips, 2005a]:
k^x
(A.5)
where px|r(x|r;r) =  px(x;T) ~  A/J(0,r), which is a zero mean circular multivariate 
complex Gaussian distribution given in (3.8) with the scale matrix determinant |r| =  1, 
and I Jk^xl =  is the Jacobian determinant of the transformation k  =  ^ /rx  [Mathai, 
1997]. The resulting conditional probability, p k |r(k |r ;r ) , is given in (3.32).
A .6 M ultilook Polarim etric Covariance M atrix
The conditional probability of multilook polarimetric covariance matrix, p c | r ( G | r ;  L ,  T ) ,  is 
given by [Andrews and Phillips, 2005a] :
'C - 5-X
(A.6)
X=^
where px 1t(X |t; L, T) =  px(X;L,T) ~  sW ^{L ,T ) ,  which is a scaled complex Wishart 
distribution given in (3.13) with the scale matrix determinant |r| =  1, and | J c ^ x l =  
is the Jacobian determinant of the transformation C =  rX  [Mathai, 1997]. The resulting 
conditional probability, pc |r(G |r; L,r), is given in (3.37).
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B .l  M om ent to  Cumulant Relations
The moment to cumulant relations up to the third order are shown in (4.12)-(4.14), while 
from the fourth to eighth order are shown below:
^4 — P'A ~  4:/Z3/ii — Sfl2 T  12/i2/l'i ~  b/ l^3
Kg — A^5 ~  5//4/Z1 — 10/13/12 +  20/13/Ij +  SO/l^/ll ~  6 O/I2/I1 +  24/lj,
K g  =  / I g  —  6 / I 5 / I 1  —  1 5 / 1 4 / 1 2  +  3 O / I 4 / I 2  —  I O / I 3  +  I 2 O / I 3 / I 2 / I 1  —  I 2 O / I 3 / I 2  +  3 O / I 2
— 2 7 O/I2/I1 4-  3 6 O/12/I1 — 120/1^,
K7 =  /17 — 7/ig/ii — 2 I/15/12 +  42/ig/i^ — 3 5 /14/13 +  2 IO/14/12/11 — 2 IO/14/I1
+I4O/I3/11 +  2IO/13/I2 — I26O/13/12/I1 +  840/13/i^ — 63O/I2/11 +  252O/I2/I1 
—2520/12/1% T  720/1%
Kg =  /ig — 8 /17/1% — 28/ig/i2 +  56/ig/i% — 5 6 /15/13 +  3 3 6 /15/12/1% — 3 3 6 /15/1%
—3 5 /I4 +  560/14/13/1% +  4 2 O/14/I2 — 2520/14/12/1% T  1680/i4/i% +  5 6 O/I3/12
(13.1)
(B.2)
(B.3)
(B.4)
—1 6 8 0 /13/1% — 5040/13/12/1% +  13440/13/12/1% — 6720/13/1% — 630/i2 +  10080/i2/i%3 . , 2
-25200/1^/1^ +  20160/12/1? -  5040/1?. (B.5)
B.2 The Cumulant Covariance M atrix
The scaled cumulant covariance matrix K 4, when using cumulants up to the fourth order, 
can be constructed as (see Appendix A of [Anfinsen et ah, 2011a]):
where
7^ 24
K 33
K 34
K 4 4
K a =
K2 f^ 3 K4 K5
1^ 3 K4 +  2 k | K5 +  6K 2K3 K 2 4
K4 K5 +  6K 2K 3 K 3 3 K 3 4
K5 A 4 2 K 4 3 K 4 4
(B.6)
K 4 2  =  Kg +  8K2K4 +  6K3,
Kg +  9K2K4 +  9K3 +  6k2,
-K43 =  K7 T  I 2K2K5 +  3OK3K4 T  36K2K3,
Kg +  16K2Kg +  48K3K5 +  34K4 +  72K2K4 T  I 44K2K3 +  24k2-
(B.7)
(B.8)
(B.9)
(B.IO)
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B.3 Derivation of Log Cumulants
B .3.1 Log Cum ulants of G am m a D istribution
For a random variable, x, following a gamma distribution shown in (3.10), æ ^  7  ^L, 
the Mellin kind CF of its pdf, Px{x), is given by applying MT (4.1) on the pdf:
/oo /  L x \
Lx
ï )  m  W  'Jo
( T ^ y - ^ r y + s - i )
L J  r(L) ’
where the integral definition of the Euler’s Gamma function has been utilised [Andrews 
and Phillips, 2005b]:
poo
r(«) =  /  t'‘-'-e~*dt, X >  0 . (B.12)
Jo
The corresponding Mellin kind CGF is:
<^x( )^ =  In F(Z/ +  s — 1) — In F(Z/) +  (s — 1) In ^ , (B.13)
and the LCs can be easily obtained by using (4.7), and are given in (4.25). The following
definition of polygamma function is used in deriving the LCs [Andrews and Phillips, 2005b]:
m  =  0 .1 ,2 . . . . ,  (B.14)
where = %A(u) is the digamma function [Andrews and Phillips, 2005b].
B .3 .2 Log C um ulants o f Square R oot of G am m a D istribution
For a random variable y = y/x, if x  is gamma distributed (3.10), a: ~  7  then y  is
square root of gamma distributed (3.11), y ~  7  ^ ^L, . The LCs of P y { y )  can be derived
in the same way as done in the previous section for P x { x ) .
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The Mellin CF of Py{y) is given by:
I  ^ 'A—
v T y  r(L ) /  V
/  T y - '  r y  +  Y )  
r(L) ’
where the integral definition of Euler’s Camma function (B.12) is again used. The corres­
ponding Mellin kind CCF is given by:
PyiA  =  In F H  —^ -  In F(L) -f (5 — 1) In , (B.16)
and the LCs can be easily obtained again by using (4.7), and the definition of polygamma 
function in (B.14). They are listed in (4.26).
B .3 .3 N ico las’ F isher D istribution
The Fisher distribution with Nicolas’ parameterisation in [Nicolas, 2006D010] is denoted 
as, X ~  H{m, a, 6), and is given by:
_  a r{a + b) ( ^ ) °  '  .
 ^ “  6mr(a)r(6)  ( i  +  ^y+ > ”  ^  ^ ^
where x is a Fisher distributed random variable, a, b are the shape, and m is a location 
parameter.
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C .l B eta  Function
A particular combination of gamma functions defines the beta function [Andrews and Phil­
lips, 2005b]:
B{x,y)  =  ^  x , y > 0 .  (C .l)
F[x -f y) Jo
C.2 M odified Bessel Function of the Second Kind
Modified Bessel function of the second kind, also called the Bessel K  function, is defined 
for order 1/ G E  and argument z G C in [Weisstein, 2013d]:
C.3 Confluent H ypergeom etric Function of the Second  
Kind
Confluent hypergeometric function of the second kind, also called the Kummer U function, 
is defined for arguments {a, 6, z} G C with fRe{a}, fRe{z} >  0 as [Weisstein, 2013b]:
U{a, 6,z) =  - ^  /  +  uf-'~ '^du. (C.3)
f Vo
C.4 W hittaker W  Function
The W hittaker W  function can be defined in terms of the Kummer U function (C.3) 
as [Weisstein, 2013e]:
Wtt,i;(z) =  e V — Ujl + 2v, z^ . (C.4)
C.5 Confinent H ypergeom etric Function of the First 
Kind
Confluent hypergeometric function of the first kind, denoted as ijFi(a, 6, z), and also called 
the Kummer M  function, is defined for arguments {a, 6, z} G C with fRe{a},IRe{z} >  0 as 
shown by Abramowitz and Stegun on page 505 of [Abramowitz and Stegun, 1964]:
■) -  f p & g  r - J * .  (0.5)
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C.6 W hittaker M  Function
The W hittaker W  function can be defined in terms of the Kummer M  function (C.5) 
as [Weisstein, 2013e]:
{ ^  + v - u , l  + 2v, z ) (C.6)
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Extended derivest
f u n c t i o n  [ d e r , e r r e s t , f i n a l d e l t a ]  = d e r i v e s t _ e x t ( f u n , x O , v a r a r g i n )  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% A u t h o r :  J o h n  D ' E r r i c o  m o d i f i e d  b y  S a l m a n  S .  K h a n  u p t o  8 t h  d e r i v a t i v e  
% e - m a i l :  w o o d c h i p s @ r o c h e s t e r . r r . c o m  
% R e l e a s e :  1 . 0  
% R e l e a s e  d a t e  : 1 2 / 2 7 / 2 0 0 6  
% M o d i f i e d  d a t e :  1 s t  O c t  2 0 1 2  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% DER IVEST: e s t i m a t e  t h e  n ' t h  d e r i v a t i v e  o f  f u n  a t  x O ,  p r o v i d e  a n  e r r o r  
% e s t i m a t e
% u s a g e :  [ d e r , e r r e s t ]  = D E R I V E S T ( f u n ,x O )  % f i r s t  d e r i v a t i v e  
% u s a g e :  [ d e r , e r r e s t ]  = D E R I V E S T ( f u n , x O , p r o p l , v a l 1 , p r o p 2 , v a l 2 , . . . )
%
% D e r i v e s t  w i l l  p e r f o r m  n u m e r i c a l  d i f f e r e n t i a t i o n  o f  a n  
% a n a l y t i c a l  f u n c t i o n  p r o v i d e d  i n  f u n .  I t  w i l l  n o t  
% d i f f e r e n t i a t e  a  f u n c t i o n  p r o v i d e d  a s  d a t a .  U s e  g r a d i e n t  
% f o r  t h a t  p u r p o s e ,  o r  d i f f e r e n t i a t e  a  s p l i n e  m o d e l .
%
% T h e  m e t h o d s  u s e d  b y  DERIVEST a r e  f i n i t e  d i f f e r e n c e  
% a p p r o x i m a t i o n s  o f  v a r i o u s  o r d e r s ,  c o u p l e d  w i t h  a  g e n e r a l i z e d  
% ( m u l t i p l e  t e r m )  R o m b e r g  e x t r a p o l a t i o n .  T h i s  a l s o  y i e l d s  
% t h e  e r r o r  e s t i m a t e  p r o v i d e d .  DERIVEST u s e s  a  s e m i - a d a p t i v e  
% s c h e m e  t o  p r o v i d e  t h e  b e s t  e s t i m a t e  t h a t  i t  c a n  b y  i t s  
% a u t o m a t i c  c h o i c e  o f  a  d i f f e r e n c i n g  i n t e r v a l .
%
% F i n a l l y ,  W h i l e  I  h a v e  n o t  w r i t t e n  t h i s  f u n c t i o n  f o r  t h e  
% a b s o l u t e  m a x im u m  s p e e d ,  s p e e d  w a s  a  m a j o r  c o n s i d e r a t i o n  
% i n  t h e  a l g o r i t h m i c  d e s i g n .  M axim um  a c c u r a c y  w a s  m y m a i n  g o a l .
%
%
% A r g u m e n t s  ( i n p u t )
% f u n  -  f u n c t i o n  t o  d i f f e r e n t i a t e .  M ay b e  a n  i n l i n e  f u n c t i o n ,
% a n o n y m o u s ,  o r  a n  m - f i l e .  f u n  w i l l  b e  s a m p l e d  a t  a  s e t
% o f  d i s t i n c t  p o i n t s  f o r  e a c h  e l e m e n t  o f  x O .  I f  t h e r e  a r e
% a d d i t i o n a l  p a r a m e t e r s  t o  b e  p a s s e d  i n t o  f u n ,  t h e n  u s e  o f
% a n  a n o n y m o u s  f u n c t i o n  i s  r e c o m m e n d e d .
%
% f u n  s h o u l d  b e  v e c t o r i z e d  t o  a l l o w  e v a l u a t i o n  a t  m u l t i p l e
% l o c a t i o n s  a t  o n c e .  T h i s  w i l l  p r o v i d e  t h e  b e s t  p o s s i b l e
% s p e e d .  I F  f u n  i s  n o t  s o  v e c t o r i z e d ,  t h e n  y o u  MUST s e t
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% ' v e c t o r i z e d '  p r o p e r t y  t o  ' n o ' ,  s o  t h a t  d e r i v e s t  w i l l
% t h e n  c a l l  y o u r  f u n c t i o n  s e q u e n t i a l l y  i n s t e a d .
%
% F u n  i s  a s s u m e d  t o  r e t u r n  a  r e s u l t  o f  t h e  s a m e
% s h a p e  a s  i t s  i n p u t  x O .
%
% xO -  s c a l a r ,  v e c t o r ,  o r  a r r a y  o f  p o i n t s  a t  w h i c h  t o
% d i f f e r e n t i a t e  f u n .
%
% A d d i t i o n a l  i n p u t s  m u s t  b e  i n  t h e  f o r m  o f  p r o p e r t y / v a l u e  p a i r s .  
% P r o p e r t i e s  a r e  c h a r a c t e r  s t r i n g s .  T h e y  m a y  b e  s h o r t e n e d  
% t o  t h e  e x t e n t  t h a t  t h e y  a r e  u n a m b i g u o u s . P r o p e r t i e s  a r e  
% n o t  c a s e  s e n s i t i v e .  V a l i d  p r o p e r t y  n a m e s  a r e :
%
% ' D e r i v a t i v e O r d e r ' ,  ' M e t h o d O r d e r ' , ' S t y l e ' ,  ' R o m b e r g T e r m s '
% ' F i x e d S t e p ' ,  ' M a x S t e p '
%
% A l l  p r o p e r t i e s  h a v e  d e f a u l t  v a l u e s ,  c h o s e n  a s  i n t e l l i g e n t l y  
% a s  I  c o u l d  m a n a g e .  V a l u e s  t h a t  a r e  c h a r a c t e r  s t r i n g s  m a y  
% a l s o  b e  u n a m b i g u o u s l y  s h o r t e n e d .  T h e  l e g a l  v a l u e s  f o r  e a c h  
% p r o p e r t y  a r e  :
%
% ' D e r i v a t i v e O r d e r ' -  s p e c i f i e s  t h e  d e r i v a t i v e  o r d e r  e s t i m a t e d ,  
% M u s t  b e  a  p o s i t i v e  i n t e g e r  f r o m  t h e  s e t  [ 1 , 2 , 3 , 4 ] .
%
% DEFAULT: 1 ( f i r s t  d e r i v a t i v e  o f  f u n )
%
% ' M e t h o d O r d e r '  -  s p e c i f i e s  t h e  o r d e r  o f  t h e  b a s i c  m e t h o d  
% u s e d  f o r  t h e  e s t i m a t i o n .
%
% F o r  ' c e n t r a l ' m e t h o d s ,  m u s t  b e  a  p o s i t i v e  i n t e g e r
% f r o m  t h e  s e t  [ 2 , 4 ] .
%
% F o r  ' f o r w a r d '  o r  ' b a c k w a r d ' d i f f e r e n c e  m e t h o d s ,
% m u s t  b e  a  p o s i t i v e  i n t e g e r  f r o m  t h e  s e t  [ 1 , 2 , 3 , 4 ] .
%
% DEFAULT: 4 ( a  s e c o n d  o r d e r  m e t h o d )
%
% N o t e :  h i g h e r  o r d e r  m e t h o d s  w i l l  g e n e r a l l y  b e  m o r e
% a c c u r a t e ,  b u t  m a y  a l s o  s u f f e r e  m o r e  f r o m  n u m e r i c a l
% p r o b l e m s .
% N o t e  : F i r s t  o r d e r  m e t h o d s  w o u l d  u s u a l l y  n o t  b e
% r e c o m m e n d e d .
%
% ' S t y l e '  -  s p e c i f i e s  t h e  s t y l e  o f  t h e  b a s i c  m e t h o d  
% u s e d  f o r  t h e  e s t i m a t i o n ,  ' c e n t r a l ' ,  ' f o r w a r d ' ,
% o r  ' b a c k w a r d s ' d i f f e r e n c e  m e t h o d s  a r e  u s e d .
%
% M u s t  b e  o n e  o f  ' C e n t r a l ' ,  ' f o r w a r d ' ,  ' b a c k w a r d ' .
%
% DEFAULT : ' C e n t r a l '
% N o t e  : C e n t r a l  d i f f e r e n c e  m e t h o d s  a r e  u s u a l l y  t h e
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% m o s t  a c c u r a t e ,  b u t  s o m e t i e m s  o n e  m u s t  n o t  a l l o w
% e v a l u a t i o n  i n  o n e  d i r e c t i o n  o r  t h e  o t h e r .
%
% ' R o m b e r g T e r m s '  -  A l l o w s  t h e  u s e r  t o  s p e c i f y  t h e  g e n e r a l i z e d  
% R o m b e r g  e x t r a p o l a t i o n  m e t h o d  u s e d ,  o r  t u r n  i t  o f f
% c o m p l e t e l y .
%
% M u s t  b e  a  p o s i t i v e  i n t e g e r  f r o m  t h e  s e t  [ 0 , 1 , 2 , 3 ] .
%
% DEFAULT: 2 (Two R o m b e r g  t e r m s )
%
% N o t e :  0 d i s a b l e s  t h e  R o m b e r g  s t e p  c o m p l e t e l y .
%
% ' F i x e d S t e p ' -  A l l o w s  t h e  s p e c i f i c a t i o n  o f  a  f i x e d  s t e p  
% s i z e ,  p r e v e n t i n g  t h e  a d a p t i v e  l o g i c  f r o m  w o r k i n g .
% T h i s  w i l l  b e  c o n s i d e r a b l y  f a s t e r ,  b u t  n o t  n e c e s s a r i l y
% a s  a c c u r a t e  a s  a l l o w i n g  t h e  a d a p t i v e  l o g i c  t o  r u n .
%
% DEFAULT: [ ]
%
% N o t e  : I f  s p e c i f i e d ,  ' F i x e d S t e p ' w i l l  d e f i n e  t h e
% m a x im u m  e x c u r s i o n  f r o m  xO t h a t  w i l l  b e  u s e d .
%
% ' V e c t o r i z e d ' -  D e r i v e s t  w i l l  n o r m a l l y  a s s u m e  t h a t  y o u r  
% f u n c t i o n  c a n  b e  s a f e l y  e v a l u a t e d  a t  m u l t i p l e  l o c a t i o n s
% i n  a  s i n g l e  c a l l .  T h i s  w o u l d  m i n i m i z e  t h e  o v e r h e a d  o f
% a  l o o p  a n d  a d d i t i o n a l  f u n c t i o n  c a l l  o v e r h e a d .  So m e
% f u n c t i o n s  a r e  n o t  e a s i l y  v e c t o r i z a b l e ,  b u t  y o u  m a y
% ( i f  y o u r  m a t l a b  r e l e a s e  i s  n e w  e n o u g h )  b e  a b l e  t o  u s e
% a r r a y f u n  t o  a c c o m p l i s h  t h e  v e c t o r i z a t i o n .
%
% W hen a l l  e l s e  f a i l s ,  s e t  t h e  ' v e c t o r i z e d '  p r o p e r t y
% t o  ' n o ' .  T h i s  w i l l  c a u s e  d e r i v e s t  t o  l o o p  o v e r  t h e
% s u c c e s s i v e  f u n c t i o n  c a l l s .
%
%
%
%
DEFAULT: ' y e s '
% ' M a x S t e p ' -  S p e c i f i e s  t h e  m a x im u m  e x c u r s i o n  f r o m  xO t h a t  
% w i l l  b e  a l l o w e d ,  a s  a  m u l t i p l e  o f  x O .
%
% DEFAULT: 100
%
% ' S t e p R a t i o ' -  D e r i v e s t  u s e s  a  p r o p o r t i o n a l l y  c a s c a d e d
% s e r i e s  o f  f u n c t i o n  e v a l u a t i o n s ,  m o v i n g  a w a y  f r o m  y o u r
% p o i n t  o f  e v a l u a t i o n .  T h e  S t e p R a t i o  i s  t h e  r a t i o  u s e d
% b e t w e e n  s e q u e n t i a l  s t e p s .
%
% DEFAULT: 2.0000001
%
% N o t e  : u s e  o f  a  n o n - i n t e g e r  s t e p r a t i o  i s  i n t e n t i o n a l ,
% t o  a v o i d  i n t e g e r  m u l t i p l e s  o f  t h e  p e r i o d  o f  a  p e r i o d i c
% f u n c t i o n  u n d e r  s o m e  c i r c u m s t a n c e s .
%
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% S e e  t h e  d o c u m e n t  D E R IV E S T . p d f  f o r  m o r e  e x p l a n a t i o n  o f  t h e  
% a l g o r i t h m s  b e h i n d  t h e  p a r a m e t e r s  o f  DER IV E ST . I n  m o s t  c a s e s ,
% I  h a v e  c h o s e n  g o o d  v a l u e s  f o r  t h e s e  p a r a m e t e r s ,  s o  t h e  u s e r  
% s h o u l d  n e v e r  n e e d  t o  s p e c i f y  a n y t h i n g  o t h e r  t h a n  p o s s i b l y  
% t h e  D e r i v a t i v e O r d e r .  I ' v e  a l s o  t r i e d  t o  m a k e  my c o d e  r o b u s t  
% e n o u g h  t h a t  i t  w i l l  n o t  n e e d  m u c h .  B u t  c o m p l e t e  f l e x i b i l i t y  
% i s  i n  t h e r e  f o r  y o u r  u s e .
%
%
% A r g u m e n t s :  ( o u t p u t )
% d e r  -  d e r i v a t i v e  e s t i m a t e  f o r  e a c h  e l e m e n t  o f  xO 
% d e r  w i l l  h a v e  t h e  s a m e  s h a p e  a s  x O .
%
% e r r e s t  -  95% u n c e r t a i n t y  e s t i m a t e  o f  t h e  d e r i v a t i v e ,  s u c h  t h a t
%
% a b s ( d e r ( j )  -  f ' ( x O ( j ) ) )  <  e r e s t ( j )
%
% f i n a l d e l t a  -  T h e  f i n a l  o v e r a l l  s t e p s i z e  c h o s e n  b y  DERIVEST
%
%
% E x a m p l e  u s a g e :
% F i r s t  d e r i v a t i v e  o f  e x p ( x ) ,  a t  x  ==  1 
% [ d , e ] = d e r i v e s t ( @ ( x )  e x p ( x ) , 1 )
% d  =
% 2 . 7 1 8 2 8 1 8 2 8 4 5 9 0 4
% e  =
% 1 . 0 2 0 1 5 5 0 3 1 6 7 8 7 9 e - 1 4
% T r u e  d e r i v a t i v e  
% e x p ( 1 )
% a n s  =
% 2 . 7 1 8 2 8 1 8 2 8 4 5 9 0 5
%
% E x a m p l e  u s a g e  :
% T h i r d  d e r i v a t i v e  o f  x . " ^ 3 + x . ^ 4 ,  a t  x  = [ 0 , 1 ]  
% d e r i v e s t ( @ ( x )  x . ^ 3  + x . ^ 4 , [ 0  1 ] , ' d e r i v ' , 3 )  
a n s  =
% 6 3 0
%
% T r u e  d e r i v a t i v e s  : [ 6 , 3 0 ]
%
% S e e  a l s o :  g r a d i e n t
p a r . D e r i v a t i v e O r d e r  = 1 ;  
p a r . M e t h o d O r d e r  = 4 ;  
p a r . S t y l e  = ' c e n t r a l ' ;  
p a r . R o m b e r g T e r m s  = 2 ; 
p a r . F i x e d S t e p  = [ ] ;
p a r . M a x S t e p  = 1 0 0 ;  %CHANGED FROM 1 0 0
% s e t t i n g  a  d e f a u l t  s t e p r a t i o  a s  a  n o n - i n t e g e r  p r e v e n t s
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% i n t e g e r  m u l t i p l e s  o f  t h e  i n i t i a l  p o i n t  f r o m  b e i n g  u s e d .
% I n  t u r n  t h a t  a v o i d s  s o m e  p r o b l e m s  f o r  p e r i o d i c  f u n c t i o n s . 
p a r . S t e p R a t i o  = 1 . 5 0 0 0 0 0 1 ;  % CHANGED FROM 2 . 0 0 0 0 0 0 1  
p a r . N o m i n a l S t e p  = [ ] ;  
p a r . V e c t o r i z e d  = ' y e s ' ;
n a  = l e n g t h ( v a r a r g i n ) ; 
i f  ( r e m ( n a , 2 ) = = 1 )
e r r o r  ' P r o p e r t y / v a l u e  p a i r s  m u s t  c o m e  a s  P A IR S o f  a r g u m e n t s . ' 
e l s e i f  n a > 0
p a r  = p a r s e _ p v _ p a i r s ( p a r , v a r a r g i n ) ; 
e n d
p a r  = c h e c k _ p a r a m s ( p a r ) ;
% W as f u n  a  s t r i n g ,  o r  a n  i n l i n e / a n o n y m o u s  f u n c t i o n ?  
i f  ( n a r g i n < l )  
h e l p  d e r i v e s t  
r e t u r n  
e l s e i f  i s e m p t y ( f u n )
e r r o r  ' f u n  w a s  n o t  s u p p l i e d . ' 
e l s e i f  i s c h a r ( f u n )
% a  c h a r a c t e r  f u n c t i o n  n a m e  
f u n  = s t r 2 f u n c ( f u n ) ; 
e n d
% n o  d e f a u l t  f o r  xO 
i f  ( n a r g i n < 2 )  | |  i s e m p t y ( x O )  
e r r o r  ' xO w a s  n o t  s u p p l i e d '  
e n d
p a r . N o m i n a l S t e p  = m a x ( x O , 0 . 0 2 ) ;
% w a s  a  s i n g l e  p o i n t  s u p p l i e d ?  
nxO = s i z e ( x O ) ; 
n  = p r o d ( n x O ) ;
% S e t  t h e  s t e p s  t o  u s e .  
i f  i s e m p t y ( p a r . F i x e d S t e p )
% B a s i c  s e q u e n c e  o f  s t e p s ,  r e l a t i v e  t o  a  s t e p s i z e  o f  1 .  
d e l t a  = p a r . M a x S t e p * p a r . S t e p R a t i o  . ^ ( 0  : - 1  : - 2 5 )  ' ;  
n d e l  = l e n g t h ( d e l t a ) ; 
e l s e
% F i x e d ,  u s e r  s u p p l i e d  a b s o l u t e  s e q u e n c e  o f  s t e p s ,  
n d e l  = 3 + c e i l ( p a r . D e r i v a t i v e O r d e r / 2 ) + 
p a r . M e t h o d O r d e r  + p a r . R o m b e r g T e r m s ; 
i f  p a r . S t y l e ( 1 )  == ' c ' 
n d e l  = n d e l  -  2 ; 
e n d
d e l t a  = p a r . F i x e d S t e p * p a r . S t e p R a t i o  . '^  ( - ( 0  : ( n d e l - 1 ) ) )  ' ;  
e n d
% g e n e r a t e  f i n i t e  d i f f e r e n c i n g  r u l e  i n  a d v a n c e .
% T h e  r u l e  i s  f o r  a  n o m i n a l  u n i t  s t e p  s i z e ,  a n d  w i l l  
% b e  s c a l e d  l a t e r  t o  r e f l e c t  t h e  l o c a l  s t e p  s i z e ,  
f d a r u l e  = 1 ;
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s w i t c h  p a r . S t y l e  
c a s e  ' c e n t r a l '
% f o r  c e n t r a l  r u l e s ,  w e  w i l l  r e d u c e  t h e  l o a d  b y  a n  
% e v e n  o r  o d d  t r a n s f o r m a t i o n  a s  a p p r o p r i a t e ,  
i f  p a r . M e t h o d O r d e r = = 2
s w i t c h  p a r . D e r i v a t i v e O r d e r  
c a s e  1
% t h e  o d d  t r a n s f o r m a t i o n  d i d  a l l  t h e  w o r k  
f d a r u l e  = 1 ;  
c a s e  2
% t h e  e v e n  t r a n s f o r m a t i o n  d i d  a l l  t h e  w o r k  
f d a r u l e  = 2 ; 
c a s e  3
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m o s t  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  l i n e a r  t e r m  
f d a r u l e  = [0  1 ] / f d a m a t ( p a r . S t e p R a t i o , 1 , 2 ) ;  
c a s e  4
% t h e  e v e n  t r a n s f o r m a t i o n  d i d  m o s t  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  q u a d r a t i c  t e r m  
f d a r u l e  = [0  1 ] / f d a m a t ( p a r . S t e p R a t i o , 2 , 2 ) ;
e n d
e l s e
% a  4 t h  o r d e r  m e t h o d .  W e ' v e  a l r e a d y  r u l e d  o u t  t h e  1 s t  
% o r d e r  m e t h o d s  s i n c e  t h e s e  a r e  c e n t r a l  r u l e s ,  
s w i t c h  p a r . D e r i v a t i v e O r d e r  
c a s e  1
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m o s t  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  c u b i c  t e r m  
f d a r u l e  = [1  0 ] / f d a m a t ( p a r . S t e p R a t i o , 1 , 2 ) ;  
c a s e  2
% t h e  e v e n  t r a n s f o r m a t i o n  d i d  m o s t  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  q u a r t i c  t e r m  
f d a r u l e  = [ 1  0 ] / f d a m a t ( p a r . S t e p R a t i o , 2 , 2 ) ;  
c a s e  3
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  l i n e a r  & q u i n t i c  t e r m s  
f d a r u l e  = [0  1 0 ] / f d a m a t ( p a r . S t e p R a t i o , 1 , 3 ) ;  
c a s e  4
% t h e  e v e n  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  q u a d r a t i c  a n d  6 t h  o r d e r  t e r m s  
f d a r u l e  = [ 0  1 0 ] / f d a m a t ( p a r . S t e p R a t i o , 2 , 3 ) ;  
c a s e  5
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  l i n e a r ,  c u b i c  t e r m s  & 7 t h  o r d e r  t e r m s  
f d a r u l e  = [ 0 0 1  0 ] / f d a m a t ( p a r . S t e p R a t i o , 1 , 4 ) ;  
c a s e  6
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t
% w e  n e e d  t o  k i l l  o f f  t h e  q u a d r a t i c ,  4 t h  & 8 t h  o r d e r  t e r m s
f d a r u l e  = [ 0 0 1  0 ] / f d a m a t ( p a r . S t e p R a t i o , 2 , 4 ) ;  
c a s e  7
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t
% w e  n e e d  t o  k i l l  o f f  t h e  l i n e a r ,  c u b i c  t e r m s ,  q u i n t i c ,  a n d  9 t h
% o r d e r  t e r m s
f d a r u l e  = [ 0 0 0 1  0 ] /fdamat( p a r . S t e p R a t i o , 1 , 5 ) ;
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c a s e  8
% t h e  o d d  t r a n s f o r m a t i o n  d i d  m u c h  o f  t h e  w o r k ,  b u t  
% w e  n e e d  t o  k i l l  o f f  t h e  q u a d r a t i c ,  4 t h ,  6 t h  a n d  1 0 t h  o r d e r  
% t e r m s
f d a r u l e  = [ 0 0 0 1  0 ] / f d a m a t ( p a r , S t e p R a t i o , 2 , 5 ) ;
e n d
e n d
c a s e  { ' f o r w a r d ' ' b a c k w a r d ' }
% T h e s e  t w o  c a s e s  a r e  i d e n t i c a l ,  e x c e p t  a t  t h e  v e r y  e n d ,
% w h e r e  a  s i g n  w i l l  b e  i n t r o d u c e d .
% N o o d d / e v e n  t r a n s ,  b u t  w e  a l r e a d y  d r o p p e d  
% o f f  t h e  c o n s t a n t  t e r m  
i f  p a r . M e t h o d O r d e r = = l
i f  p a r . D e r i v a t i v e O r d e r = = l  
% a n  e a s y  o n e  
f d a r u l e  = 1 ;  
e l s e  
% 2 : 4
V  = z e r o s ( 1 , p a r . D e r i v a t i v e O r d e r ) ;
V ( p a r . D e r i v a t i v e O r d e r ) = 1 ;
f d a r u l e  = v / f d a m a t ( p a r . S t e p R a t i o , 0 , p a r . D e r i v a t i v e O r d e r ) ;  
e n d  
e l s e
% p a r . M e t h o d O r d e r  m e t h o d s  d r o p  o f f  t h e  l o w e r  o r d e r  t e r m s ,
% p l u s  t e r m s  d i r e c t l y  a b o v e  D e r i v a t i v e O r d e r  
V  = z e r o s ( 1 , p a r . D e r i v a t i v e O r d e r  + p a r . M e t h o d O r d e r  -  1 ) ;
V ( p a r . D e r i v a t i v e O r d e r )  = 1 ;
f d a r u l e  = v / f d a m a t ( p a r . S t e p R a t i o , 0 , . . .
p a r . D e r i v a t i v e O r d e r + p a r . M e t h o d O r d e r - 1 ) ;
e n d
% c o r r e c t  s i g n  f o r  t h e  ' b a c k w a r d ' r u l e  
i f  p a r . S t y l e ( 1 )  == ' b '  
f d a r u l e  = - f d a r u l e ;  
e n d
e n d  % s w i t c h  o n  p a r . s t y l e  ( g e n e r a t i n g  f d a r u l e )  
n f d a  = l e n g t h ( f d a r u l e ) ;
% w i l l  w e  n e e d  f u n ( x O ) ?
i f  ( r e m ( p a r . D e r i v a t i v e O r d e r , 2 )  = = 0 )  | |  - s t r n c m p i ( p a r . S t y l e , ' c e n t r a l ' , 7 )
i f  s t r c m p i ( p a r . V e c t o r i z e d , ' y e s ' )  
f _ x O  = f u n ( x O ) ;  
e l s e
% n o t  v e c t o r i z e d ,  s o  l o o p  
f _ x O  = z e r o s ( s i z e ( x O ) ) ;  
f o r  j = l : n u m e l ( x O )  
f _ x O ( j ) = f u n ( x O ( j ) ) ;  
e n d  
e n d  
e l s e
f _ x O  = [ ] ;  
e n d
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% L o o p  o v e r  t h e  e l e m e n t s  o f  x O ,  r e d u c i n g  i t  t o  
% a  s c a l a r  p r o b l e m .  S o r r y ,  v e c t o r i z a t i o n  i s  n o t  
% c o m p l e t e  h e r e ,  b u t  t h i s  I S  o n l y  a  s i n g l e  l o o p ,  
d e r  = z e r o s ( n x O ) ;  
e r r e s t  = d e r ;  
f i n a l d e l t a  = d e r ;  
f o r  i  = l : n  
x O i  = x O ( i ) ; 
h  = p a r . N o m i n a l S t e p ( i ) ;
% a  c e n t r a l ,  f o r w a r d  o r  b a c k w a r d s  d i f f e r e n c i n g  r u l e ?
% f _ d e l  i s  t h e  s e t  o f  a l l  t h e  f u n c t i o n  e v a l u a t i o n s  w e  
% w i l l  g e n e r a t e .  F o r  a  c e n t r a l  r u l e ,  i t  w i l l  h a v e  t h e  
% e v e n  o r  o d d  t r a n s f o r m a t i o n  b u i l t  i n .  
i f  p a r . S t y l e ( 1 )  == ' c '
% A c e n t r a l  r u l e ,  s o  w e  w i l l  n e e d  t o  e v a l u a t e  
% s y m m e t r i c a l l y  a r o u n d  x O i .  
i f  s t r c m p i ( p a r . V e c t o r i z e d , ' y e s ' )  
f _ p l u s d e l  = f u n ( x O i + h * d e l t a ) ; 
f _ m i n u s d e l  = f u n ( x O i - h * d e l t a ) ; 
e l s e
% n o t  v e c t o r i z e d ,  s o  l o o p  
f _ m i n u s d e l  = z e r o s ( s i z e ( d e l t a ) ) ;  
f _ p l u s d e l  = z e r o s ( s i z e ( d e l t a ) ) ;  
f o r  j  = 1 : n u m e l ( d e l t a )
f _ p l u s d e l ( j )  = f u n ( x O i + h * d e l t a ( j ) ) ;  
f _ m i n u s d e l ( j ) = f u n ( x O i - h * d e l t a ( j ) ) ;  
e n d  
e n d
i f  i s m e m b e r ( p a r . D e r i v a t i v e O r d e r , [1  3 5 7 ] )
% o d d  t r a n s f o r m a t i o n  
f _ d e l  = ( f _ p l u s d e l  -  f _ m i n u s d e l ) / 2 ; 
e l s e
f _ d e l  = ( f _ p l u s d e l  + f _ m i n u s d e l ) / 2  -  f _ x O ( i ) ;  
e n d
e l s e i f  p a r . S t y l e ( 1 )  ==  ' f '
% f o r w a r d  r u l e
% d r o p  o f f  t h e  c o n s t a n t  o n l y  
i f  s t r c m p i ( p a r . V e c t o r i z e d , ' y e s ' )
f _ d e l  = f u n ( x O i + h * d e l t a )  -  f _ x O ( i ) ;  
e l s e
% n o t  v e c t o r i z e d ,  s o  l o o p  
f _ d e l  = z e r o s ( s i z e ( d e l t a ) ) ;  
f o r  j  = 1 z n u m e l ( d e l t a )
f _ d e l ( j )  = f u n ( x O i + h * d e l t a ( j ) )  -  f _ x O ( i ) ;  
e n d  
e n d  
e l s e
% b a c k w a r d  r u l e
% d r o p  o f f  t h e  c o n s t a n t  o n l y
i f  s t r c m p i ( p a r . V e c t o r i z e d , ' y e s ' )
f _ d e l  = f u n ( x O i - h * d e l t a )  -  f _ x O ( i ) ;
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e l s e
% n o t  v e c t o r i z e d ,  s o  l o o p  
f _ d e l  = z e r o s ( s i z e ( d e l t a ) ) ;  
f o r  j  = 1 z n u m e l ( d e l t a )
f _ d e l ( j )  = f u n ( x O i - h * d e l t a ( j ) )  -  f _ x O ( i ) ;  
e n d  
e n d  
e n d
% c h e c k  t h e  s i z e  o f  f _ d e l  t o  e n s u r e  i t  w a s  p r o p e r l y  v e c t o r i z e d .  
f _ d e l  = f _ d e l ( : ) ;  
i  f  l e n g t h ( f _ d e l ) ~ = n d e l  
e r r o r  ' f u n  d i d  n o t  r e t u r n  t h e  c o r r e c t  s i z e  r e s u l t  ( f u n  m u s t  b e  v e c t o r i z e d ) ' 
e n d
% A p p l y  t h e  f i n i t e  d i f f e r e n c e  r u l e  a t  e a c h  d e l t a ,  s c a l i n g  
% a s  a p p r o p r i a t e  f o r  d e l t a  a n d  t h e  r e q u e s t e d  D e r i v a t i v e O r d e r .
% F i r s t ,  d e c i d e  h o w  m a n y  o f  t h e s e  e s t i m a t e s  w e  w i l l  e n d  u p  w i t h ,  
n e  = n d e l  + 1 -  n f d a  -  p a r . R o m b e r g T e r m s ;
% F o r m  t h e  i n i t i a l  d e r i v a t i v e  e s t i m a t e s  f r o m  t h e  c h o s e n  
% f i n i t e  d i f f e r e n c e  m e t h o d .
d e r _ i n i t  = v e c 2 m a t ( f _ d e l , n e , n f d a ) * f d a r u l e . ' ;
% s c a l e  t o  r e f l e c t  t h e  l o c a l  d e l t a
d e r _ i n i t  = d e r _ i n i t ( : ) . / ( h * d e l t a ( 1 : n e ) ) . ^ p a r . D e r i v a t i v e O r d e r ;
% E a c h  a p p r o x i m a t i o n  t h a t  r e s u l t s  i s  a n  a p p r o x i m a t i o n  
% o f  o r d e r  p a r . D e r i v a t i v e O r d e r  t o  t h e  d e s i r e d  d e r i v a t i v e .
% A d d i t i o n a l  ( h i g h e r  o r d e r ,  e v e n  o r  o d d )  t e r m s  i n  t h e  
% T a y l o r  s e r i e s  a l s o  r e m a i n .  U s e  a  g e n e r a l i z e d  ( m u l t i - t e r m )
% R o m b e r g  e x t r a p o l a t i o n  t o  i m p r o v e  t h e s e  e s t i m a t e s ,  
s w i t c h  p a r . S t y l e  
c a s e  ' c e n t r a l '
r o m b e x p o n  = 2 * ( 1  : p a r . R o m b e r g T e r m s ) + p a r . M e t h o d O r d e r  -  2 ;  
o t h e r w i s e
r o m b e x p o n  = (1  : p a r . R o m b e r g T e r m s ) + p a r . M e t h o d O r d e r  -  1 ;
e n d
[ d e r _ r o m b , e r r o r s ] = r o m b e x t r a p ( p a r . S t e p R a t i o , d e r _ i n i t , r o m b e x p o n ) ;
% C h o o s e  w h i c h  r e s u l t  t o  r e t u r n
% f i r s t ,  t r i m  o f f  t h e  
i f  i s e m p t y ( p a r . F i x e d S t e p )  
t r i m  = [ ] ;
[ d e r _ r o m b , t a g s ]  = s o r t ( d e r _ r o m b ) ;
d e r _ r o m b ( t r i m )  = [ ] ;  
t a g s ( t r i m )  = [ ] ;  
e r r o r s  = e r r o r s ( t a g s ) ;  
t r i m d e l t a  = d e l t a ( t a g s ) ;
[ e r r e s t ( i ) , i n d ]  = m i n ( e r r o r s ) ;
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f i n a l d e l t a ( i )  = h * t r i m d e l t a ( i n d ) ; 
d e r ( i )  = d e r _ r o m b ( i n d ) ; 
e l s e
[ e r r e s t ( i ) , i n d ]  = m i n ( e r r o r s ) ;  
f i n a l d e l t a ( i )  = h * d e l t a ( i n d ) ; 
d e r ( i )  = d e r _ r o m b ( i n d ) ; 
e n d  
e n d
e n d  % m a i n l i n e  e n d
subfunction - romberg extrapolation
f u n c t i o n  [ d e r _ r o m b , e r r e s t ]  = r o m b e x t r a p ( S t e p R a t i o , d e r _ i n i t , r o m b e x p o n )  
% d o  r o m b e r g  e x t r a p o l a t i o n  f o r  e a c h  e s t i m a t e
%
% S t e p R a t i o  -  R a t i o  d e c r e a s e  i n  s t e p  
% d e r _ i n i t  -  i n i t i a l  d e r i v a t i v e  e s t i m a t e s
% r o m b e x p o n  -  h i g h e r  o r d e r  t e r m s  t o  c a n c e l  u s i n g  t h e  r o m b e r g  s t e p  
%
% d e r _ r o m b  -  d e r i v a t i v e  e s t i m a t e s  r e t u r n e d  
% e r r e s t  -  e r r o r  e s t i m a t e s
% amp -  n o i s e  a m p l i f i c a t i o n  f a c t o r  d u e  t o  t h e  r o m b e r g  s t e p
s r i n v  = 1 / S t e p R a t i o ;
% d o  n o t h i n g  i f  n o  r o m b e r g  t e r m s  
n e x p o n  = l e n g t h ( r o m b e x p o n ) ; 
r m a t  = o n e s ( n e x p o n + 2 , n e x p o n + 1 ) ;  
s w i t c h  n e x p o n  
c a s e  0
% r m a t  i s  s i m p l e :  o n e s ( 2 , 1 )  
c a s e  1
% o n l y  o n e  r o m b e r g  t e r m  
r m a t  ( 2 , 2 )  = s r i n v ' ^ r o m b e x p o n ;  
r m a t  ( 3 , 2 )  = s r in v " "  ( 2 * r o m b e x p o n )  ; 
c a s e  2
% t w o  r o m b e r g  t e r m s  
r m a t  ( 2 , 2 : 3 )  = s r i n v .  " " ro m b ex p o n ; 
r m a t  ( 3 , 2 : 3 )  = s r i n v .  "" ( 2 * r o m b e x p o n )  ; 
r m a t  ( 4 , 2 : 3 )  = s r i n v .  "" ( 3 * r o m b e x p o n )  ; 
c a s e  3
% t h r e e  r o m b e r g  t e r m s  
r m a t  ( 2 , 2 : 4 )  = s r i n v .  ""rom b exp on;  
r m a t  ( 3 , 2 : 4 )  = s r i n v .  "" ( 2 * r o m b e x p o n )  ; 
r m a t  ( 4 ,  2 : 4 )  = s r i n v .  "" ( 3 * r o m b e x p o n )  ; 
r m a t  ( 5 , 2 : 4 )  = s r i n v .  "" ( 4 * r o m b e x p o n )  ;
e n d
% q r  f a c t o r i z a t i o n  u s e d  f o r  t h e  e x t r a p o l a t i o n  a s  w e l l  
% a s  t h e  u n c e r t a i n t y  e s t i m a t e s  
[ q r o m b , r r o m b ]  = q r ( r m a t , 0 ) ;
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% t h e  n o i s e  a m p l i f i c a t i o n  i s  f u r t h e r  a m p l i f i e d  b y  t h e  R o m b e r g  s t e p .  
% amp = c o n d { r r o m b ) ;
% t h i s  d o e s  t h e  e x t r a p o l a t i o n  t o  a  z e r o  s t e p  s i z e ,  
n e  = l e n g t h ( d e r _ i n i t ) ;
r h s  = v e c 2 m a t ( d e r _ i n i t , n e x p o n + 2 , m a x ( 1 , n e  -  ( n e x p o n + 2 ) ) ) ;  
r o m b c o e f s  = r r o m b \ ( q r o m b . ' * r h s ) ; 
d e r _ r o m b  = r o m b c o e f s ( 1 , : ) . ' ;
% u n c e r t a i n t y  e s t i m a t e  o f  d e r i v a t i v e  p r e d i c t i o n
s  = s q r t  ( su m  ( ( r h s  -  r m a t * r o m b c o e f s )  . " " 2 , 1 ) ) ;
r i n v  = r r o m b \ e y e ( n e x p o n + 1 ) ;
c o v l  = su m  ( r i n v .  " "2 ,2)  ; % 1 s p a r e  d o f
e r r e s t  = s . ' * 1 2 . 7 0 6 2 0 4 7 3 6 1 7 4 7 * s q r t ( c o v l ( 1 ) ) ;
e n d  % r o m b e x t r a p
subfunction - vec2mat
f u n c t i o n  m a t  = v e c 2 m a t ( v e c , n , m )
% f o r m s  t h e  m a t r i x  M, s u c h  t h a t  M ( i , j )  = v e c ( i + j - 1 )
[ i , j ]  = n d g r i d d  : n ,  0 : m - l )  ; 
i n d  = i + j  ; 
m a t  = v e c ( i n d ) ; 
i f  n = = l
m a t  = m a t . ' ;  
e n d
e n d  % v e c 2 m a t
subfunction - fdamat
f u n c t i o n  m a t  = f d a m a t ( s r , p a r i t y , n t e r m s )
% C o m p u t e  m a t r i x  f o r  f d a  d e r i v a t i o n .
% p a r i t y  c a n  b e
% 0 ( o n e  s i d e d ,  a l l  t e r m s  i n c l u d e d  b u t  z e r o t h  o r d e r )
% 1 ( o n l y  o d d  t e r m s  i n c l u d e d )
% 2 ( o n l y  e v e n  t e r m s  i n c l u d e d )
% n t e r m s  -  n u m b e r  o f  t e r m s
% s r  i s  t h e  r a t i o  b e t w e e n  s u c c e s s i v e  s t e p s  
s r i n v  = 1 . / s r ;
s w i t c h  p a r i t y  
c a s e  0
% s i n g l e  s i d e d  r u l e  
[ i , j ]  = n d g r i d ( 1  : n t e r m s ) ;  
c  = 1 . / f a c t o r i a l (1  : n t e r m s ) ;  
m a t  = c  ( j  ) . * s r i n v .  "" ( ( i - 1 )  . * j  ) ; 
c a s e  1
% o d d  o r d e r  d e r i v a t i v e
[ i , j ]  = n d g r i d ( 1  : n t e r m s ) ;
c  = 1 . / f a c t o r i a l ( 1 : 2 : ( 2  * n t e r m s ) ) ;
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m a t  = c  { j  ) . * s r i n v .  { ( i - 1 )  . * { 2 *  j - 1 )  ) ; 
c a s e  2
% e v e n  o r d e r  d e r i v a t i v e  
[ i , j ]  = n d g r i d ( 1  : n t e r m s ) ;  
c  = 1 . / f a c t o r i a l ( 2 : 2 : ( 2  * n t e r m s ) ) ;  
m a t  = c  ( j  ) . * s r i n v .  "^ ( ( i - 1 )  . * ( 2 *  j  ) ) ;
e n d
e n d  % f d a m a t
subfunction - check_params
f u n c t i o n  p a r  = c h e c k _ p a r a m s ( p a r )
% c h e c k  t h e  p a r a m e t e r s  f o r  a c c e p t a b i l i t y
%
% D e f a u l t s
% p a r . D e r i v a t i v e O r d e r  = 1 ;
% p a r . M e t h o d O r d e r  = 2 ;
% p a r . S t y l e  = ' c e n t r a l ' ;
% p a r . R o m b e r g T e r m s  = 2 ;
% p a r . F i x e d S t e p  = [ ] ;
% D e r i v a t i v e O r d e r  ==  1 b y  d e f a u l t  
i f  i s e m p t y ( p a r . D e r i v a t i v e O r d e r )  
p a r . D e r i v a t i v e O r d e r  = 1 ;  
e l s e
i f  ( l e n g t h ( p a r . D e r i v a t i v e O r d e r ) > 1 )  | | - i s m e m b e r ( p a r . D e r i v a t i v e O r d e r , 1 :  8 )
e r r o r  ' D e r i v a t i v e O r d e r  m u s t  b e  s c a l a r ,  o n e  o f  [ 1 2 3 4 5 6 7  8 ] . '  
e n d  
e n d
% M e t h o d O r d e r  ==  2 b y  d e f a u l t  
i f  i s e m p t y ( p a r . M e t h o d O r d e r ) 
p a r . M e t h o d O r d e r  = 2 ;  
e l s e
i f  ( l e n g t h ( p a r . M e t h o d O r d e r ) > 1 )  | |  - i s m e m b e r ( p a r . M e t h o d O r d e r , [ 1  2 3 4 ] )
e r r o r  ' M e t h o d O r d e r  m u s t  b e  s c a l a r ,  o n e  o f  [1  2 3 4 ] . '  
e l s e i f  i s m e m b e r ( p a r . M e t h o d O r d e r , [ 1  3 ] )  && ( p a r . S t y l e ( 1 ) = = ' c ' )  
e r r o r  ' M e t h o d O r d e r = = l  o r  3 i s  n o t  p o s s i b l e  w i t h  c e n t r a l  d i f f e r e n c e  m e t h o d s  
e n d  
e n d
% s t y l e  i s  c h a r
v a l i d  = { ' c e n t r a l ' ,  ' f o r w a r d ' ,  ' b a c k w a r d ' } ;
i f  i s e m p t y ( p a r . S t y l e )  
p a r . S t y l e  = ' c e n t r a l ' ;  
e l s e i f  - i s c h a r ( p a r . S t y l e )
e r r o r  ' I n v a l i d  S t y l e :  M u s t  b e  c h a r a c t e r ' 
e n d
i n d  = f i n d ( s t r n c m p i ( p a r . S t y l e , v a l i d , l e n g t h ( p a r . S t y l e ) ) ) ;
i f  ( l e n g t h ( i n d ) = = 1 )
p a r . S t y l e  = v a l i d { i n d } ; 
e l s e
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e r r o r ( [ ' I n v a l i d  S t y l e :  ' , p a r . S t y l e ] )
e n d
% v e c t o r i z e d  i s  c h a r  
v a l i d  = { ' y e s ' ,  ' n o ' } ;
i f  i s e m p t y ( p a r . V e c t o r i z e d )  
p a r . V e c t o r i z e d  = ' y e s ' ;  
e l s e i f  - i s c h a r ( p a r . V e c t o r i z e d )
e r r o r  ' I n v a l i d  V e c t o r i z e d :  M u s t  b e  c h a r a c t e r ' 
e n d
i n d  = f i n d ( s t r n c m p i ( p a r . V e c t o r i z e d , v a l i d , l e n g t h ( p a r . V e c t o r i z e d ) ) ) ;  
i f  ( l e n g t h ( i n d ) = = 1 )
p a r . V e c t o r i z e d  = v a l i d { i n d > ;  
e l s e
e r r o r ( [ ' I n v a l i d  V e c t o r i z e d :  ' , p a r . V e c t o r i z e d ] ) 
e n d
% R o m b e r g T e r m s  - =  2 b y  d e f a u l t  
i f  i s e m p t y ( p a r . R o m b e r g T e r m s ) 
p a r . R o m b e r g T e r m s  = 2 ; 
e l s e
i f  ( l e n g t h ( p a r . R o m b e r g T e r m s ) > 1 )  | |  - i s m e m b e r ( p a r . R o m b e r g T e r m s , 0 : 3 )
e r r o r  ' R o m b e r g T e r m s  m u s t  b e  s c a l a r ,  o n e  o f  [ 0  1 2  3 ] . '  
e n d  
e n d
% F i x e d S t e p  ==  [ ]  b y  d e f a u l t
i f  ( l e n g t h ( p a r . F i x e d S t e p ) > 1 )  | |  ( - i s e m p t y ( p a r . F i x e d S t e p ) . . .
&& ( p a r . F i x e d S t e p < = 0 ) ) 
e r r o r  ' F i x e d S t e p  m u s t  b e  e m p t y  o r  a  s c a l a r ,  > 0 . '  
e n d
% M a x S t e p  ==  1 0  b y  d e f a u l t  
i f  i s e m p t y ( p a r . M a x S t e p ) 
p a r . M a x S t e p  = 1 0 ;  
e l s e i f  ( l e n g t h ( p a r . M a x S t e p ) > l )  | |  ( p a r . M a x S t e p < = 0 ) 
e r r o r  ' M a x S t e p  m u s t  b e  e m p t y  o r  a  s c a l a r ,  > 0 . '  
e n d
e n d  % c h e c k _ p a r a m s
subfunction - parse_pv_palrs
f u n c t i o n  p a r a m s = p a r s e _ p v _ _ p a i r s  ( p a r a m s , p v _ p a i r s  )
% p a r s e _ p v _ p a i r s : p a r s e s  s e t s  o f  p r o p e r t y  v a l u e  p a i r s ,  a l l o w s  d e f a u l t s  
% u s a g e :  p a r a m s = p a r s e _ p v _ p a i r s ( d e f a u l t _ p a r a m s , p v _ _ p a i r s )
%
% a r g u m e n t s  : ( i n p u t )
% d e f a u 1 t _ p a r a m s  -  s t r u c t u r e ,  w i t h  o n e  f i e l d  f o r  e v e r y  p o t e n t i a l  
% p r o p e r t y / v a l u e  p a i r .  E a c h  f i e l d  w i l l  c o n t a i n  t h e  d e f a u l t
% v a l u e  f o r  t h a t  p r o p e r t y .  I f  n o  d e f a u l t  i s  s u p p l i e d  f o r  a
% g i v e n  p r o p e r t y ,  t h e n  t h a t  f i e l d  m u s t  b e  e m p t y .
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% p v _ a r r a y  -  c e l l  a r r a y  o f  p r o p e r t y / v a l u e  p a i r s .
% C a s e  i s  i g n o r e d  w h e n  c o m p a r i n g  p r o p e r t i e s  t o  t h e  l i s t
% o f  f i e l d  n a m e s .  A l s o ,  a n y  u n a m b i g u o u s  s h o r t e n i n g  o f  a
% f i e l d / p r o p e r t y  n a m e  i s  a l l o w e d .
%
% a r g u m e n t s :  ( o u t p u t )
% p a r a m s  -  p a r a m e t e r  s t r u c t  t h a t  r e f l e c t s  a n y  u p d a t e d  p r o p e r t y / v a l u e  
% p a i r s  i n  t h e  p v _ a r r a y .
%
% E x a m p l e  u s a g e  :
% F i r s t ,  s e t  d e f a u l t  v a l u e s  f o r  t h e  p a r a m e t e r s .  A s s u m e  w e  
% h a v e  f o u r  p a r a m e t e r s  t h a t  w e  w i s h  t o  u s e  o p t i o n a l l y  i n  
% t h e  f u n c t i o n  e x a m p l e f u n .
%
% — ' v i s c o s i t y ' ,  w h i c h  w i l l  h a v e  a  d e f a u l t  v a l u e  o f  1
% -  ' v o l u m e ' ,  w h i c h  w i l l  d e f a u l t  t o  1
% -  ' p i e '  -  w h i c h  w i l l  h a v e  d e f a u l t  v a l u e  3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3
% -  ' d e s c r i p t i o n ' -  a  t e x t  f i e l d ,  l e f t  e m p t y  b y  d e f a u l t
%
% T h e  f i r s t  a r g u m e n t  t o  e x a m p l e f u n  i s  o n e  w h i c h  w i l l  a l w a y s  b e  
% s u p p l i e d .
%
% f u n c t i o n  e x a m p l e f u n ( d u m m y a r g l , v a r a r g i n )
% p a r a m s . V i s c o s i t y  = 1 ;
% p a r a m s . V o l u m e  = 1 ;
% p a r a m s . P i e  = 3 . 1 4 1 5 9 2 6 5 3 5 8 9 7 9 3
%
% p a r a m s . D e s c r i p t i o n  = ' ' ;
% p a r a m s = p a r s e _ p v _ p a i r s ( p a r a m s , v a r a r g i n ) ;
% p a r a m s  
%
% U s e  e x a m p l e f u n ,  o v e r r i d i n g  t h e  d e f a u l t s  f o r  ' p i e ' , v i s c o s i t y  
% a n d  ' d e s c r i p t i o n ' .  T h e  ' v o l u m e ' p a r a m e t e r  i s  l e f t  a t  i t s  d e f a u l t .
%
% e x a m p l e f u n ( r a n d ( 1 0 ) , ' v i s ' , 1 0 , ' p i e ' , 3 , ' D e s c r i p t i o n ' , ' H e l l o  w o r l d ' )
%
% p a r a m s  =
% V i s c o s i t y :  1 0  
% V o l u m e  : 1
% P i e  : 3
% D e s c r i p t i o n :  ' H e l l o  w o r l d '
%
% N o t e  t h a t  c a p i t a l i z a t i o n  w a s  i g n o r e d ,  a n d  t h e  p r o p e r t y  ' v i s c o s i t y '
% w a s  t r u n c a t e d  a s  s u p p l i e d .  A l s o  n o t e  t h a t  t h e  o r d e r  t h e  p a i r s  w e r e  
% s u p p l i e d  w a s  a r b i t r a r y .
n p v  = l e n g t h ( p v _ p a i r s ) ;  
n  = n p v / 2 ;
i f  n ~ = f l o o r ( n )
e r r o r  ' P r o p e r t y / v a l u e  p a i r s  m u s t  c o m e  i n  P A I R S . '  
e n d
i f  n < = 0
% j u s t  r e t u r n  t h e  d e f a u l t s
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r e t u r n
e n d
i f  - i s s t r u c t ( p a r a m s )
e r r o r  'N o  s t r u c t u r e  f o r  d e f a u l t s  w a s  s u p p l i e d '  
e n d
% t h e r e  w a s  a t  l e a s t  o n e  p v  p a i r ,  p r o c e s s  a n y  s u p p l i e d  
p r o p n a m e s  = f i e l d n a m e s ( p a r a m s ) ;
I p r o p n a m e s  = l o w e r ( p r o p n a m e s ) ; 
f o r  i = l : n
p _ i  = l o w e r ( p v _ p a i r s { 2 * i - l ) ) ;  
v _ i  = p v _ _ p a i r s  { 2 * i  } ;
i n d  = s t r m a t c h ( p _ i , I p r o p n a m e s , ' e x a c t ' ) ;  
i f  i s e m p t y ( i n d )
i n d  = f i n d ( s t r n c m p ( p _ i , I p r o p n a m e s , l e n g t h ( p _ i ) ) ) ;  
i f  i s e m p t y ( i n d )
e r r o r ( [ ' N o m a t c h i n g  p r o p e r t y  f o u n d  f o r :  ' , p v _ p a i r s { 2 * i - l } ] )  
e l s e i f  l e n g t h ( i n d ) > 1
e r r o r ( [ ' A m b i g u o u s  p r o p e r t y  n a m e  : ' , p v _ p a i r s { 2 * i - l } ] )  
e n d  
e n d
p _ i  = p r o p n a m e s { i n d } ;
% o v e r r i d e  t h e  c o r r e s p o n d i n g  d e f a u l t  i n  p a r a m s  
p a r a m s  = s e t f i e l d ( p a r a m s , p _ i , v _ i ) ;  %#ok
e n d
e n d  % p a r s e _ p v _ p a i r s
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GIG log cumulants
f u n c t i o n  k v  = g i g _ k v ( v ,  a ,  o ,  e )
% GIG_KV: c o m p u t e s  GIG L C s i n c l u d e d  i n  t h e  v e c t o r  v  u s i n g  t h e  s h a p e
% p a r a m e t e r s  ' a '  a n d  ' o ' ,  a n d  t h e  s c a l e  p a r a m e t e r  o f  ' e '  f o r  t h e  f i r s t  LC.
l e n  = l e n g t h ( v ) ;  
k v  = z e r o s ( m a x ( v ) , 1 ) ;
% C o m p u t e s  t h e  m a x s t e p  f o r  d e r i v e s t _ e x t  b a s e d  o n  t h e  m a g n i t u d e
% o f  ' a '  o r  ' o ' ,  w h i c h e v e r  i s  g r e a t e r
m a x s t e p  = c o m p _ m a x s t e p ( a ,  o ) ;
% C o m p u t e s  L C s o f  GIG b y  n u m e r i c a l l y  d i f f e r e n t i a t i n g  l o g  o f  m o i f i e d  
% b e s s e l  f u n c t i o n  o f  t h e  s e c o n d  k i n d  i . e .  g s l _ b e s s e l k _ l n 2  (GNU 
% s c i e n t i f i c  l i b r a r y  i m p l e m e n t a t i o n )  o n  o r d e r ,  
f o r  i  = 1 : l e n
i f  v ( i )  ==  1
k v ( l )  = l o g ( e )  + d e r i v e s t _ e x t ( @ ( s ) g s l _ b e s s e l k _ l n 2 ( a b s ( a + s - 1 ) , . . .  
o ) , 1 ,  ' d ' , 1 ,  ' M a x S t e p ' ,  m a x s t e p ) ;
e l s e
k v ( v ( i ) ) = d e r i v e s t _ e x t ( @ ( s ) g s l _ b e s s e l k _ l n 2 ( a b s ( a + s - 1 ) , o )  , 1 , . .
' d ' , v ( i ) ,  ' M a x S t e p ' ,  m a x s t e p ) ;
e n d
e n d
subfunction - compute maxstep
f u n c t i o n  m a x s t e p  = c o m p _ m a x s t e p ( a ,  o )
% COMP_MAXSTEP: C o m p u t e s  t h e  m a x s t e p  f o r  d e r i v e s t _ e x t  
% b a s e d  o n  t h e  m a g i n t u d e  o f  ' a '  o r  ' o ' ,  w h i c h e v e r  i s  g r e a t e r ,  
m a x s t e p  = 2 . 7 1 8 2 8 1 8 2 8 4 5 9 0 5 " " c e i l  ( l o g  ( a b s  ( a )  ) ) ; 
m a x s t e p _ o  = 2 . 7 1 8 2 8 1 8 2 8 4 5 9 0 5 " " c e i l  ( l o g  ( o )  ) ; 
i f  m a x s t e p  < m a x s t e p _ o ,  m a x s t e p  = m a x s t e p _ o ;  e n d ;  
i f  m a x s t e p  < 1 && a  ~ =  0 ,  m a x s t e p  = a b s ( a ) ; e n d
Published with MATLAB® 7.14
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The following tables show the accuracy of the first eight GIG log cumulants for a  
2 , 10, 100,1000 assuming w =  10“®.
Table E .l: GIG and gamma LCs at a  =  2, a; =  10 ®, 77 =  1.
GIG LC Gamma LC
V Av^ {; ce, 07, 77} | c |
1 14.931442073622890 14.931442073622687 1.36 X  10“ ^^
2 0.644934066849582 0.644934066848226 2 . 1 0  X  1 0 - 1 2
3 -0.404113806203828 -0.404113806319189 2.85 X 10“ i®
4 0.493939399455435 0.493939402266829 5.69 X 10“®^
5 -0.886265811913238 -0.886266123440878 3.52 X 10-®^
6 2.081166006978145 2.081167438133897 6 . 8 8  X 1 0 “ ®^
7 -6.011814551983476 -6.011479714984436 5.57 X  10“"®
8 20.543106926657720 20.549875237639473 3.29 X 10“®4
Table E.2: GIG and gamma LCs at a  =  10, a; =  10 ®, 77 =  1.
GIG LC Gamma LC
V K : / { ; c e , w , 7 7 } e |
1 16.760410327591106 16.760410327590940 9.96 X  10-1^
2 0.105166335680257 0.105166335681686 1.36 X  1 0 -"
3 -0.011049834960046 -0.011049834970802 9.73 X  lQ -“
4 0.002319901246236 0.002319901304290 2.50 X  10-»*
5 -7.299314723305848 x 10“®^ -7.299311682352863 x 10“®^ 4.17 X  10-"^
6 3.059452968144687 x 10“®^ 3.059451621172681 x 10“®^ 4.40 X  10-»^
7 -1.601379107164566 x 10“®^ -1.601508710767885 x 10“®^ 8.09 X  10-»»
8 1.004663877830279 x 10“"^ 1.005111159868937 x 10“®^ 4.45 X  10-»“
Table E.3: GIG and gamma LCs at ce =  100,cj =  10 ,77 =  1
GIG LC Gamma LG
ly K ^ { ; a , a ; , 7 y } | e |
1 19.108819591262268 19.108819591262307 2.05 X  10“ ®^
2 0.010050166663606 0.010050166663334 2.71 X  10“ ^^
3 -1.010049997719951 x 10“®^ -1.010049998333499 x 10“®^ 6.07 X  10“ ®^
4 2.030199326734051 x 10“®® 2.030199990001331 x 10“®® 3.27 X  10“®''
5 -6.120999150192311 x 10“®® -6.120999930011985 x 10“®® 1.27 X  10“®^
6 2.460597923028598 x 10“®® 2.460599944011986 x 10“®® 8.21 X  10“®^
7 -1.236495499244752 x 10“ ®^ -1.236419949613191 x 10“ ®^ 6.11 X  10“®®
8 7.452423037729217 x 10“ ^^ 7.455359496158319 x 10“ ^^ 3.94 X  10“®^
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Table E.4: GIG and gamma LCs at ce =  1000, w =  10 ®, 77 =  1.
GIG LC Gamma LC
V ce, a;, 77} c|
1 21.415912934172090 21.415912934173030 4.38 X 10-^^
2 0.001000500166639 0.001000500166667 2.73 X 10-^^
3 -1.001000499236748 x 10“®® -1.001000499999834 x 10"®® 7.62 X 10“ ®^
4 2.003002109961942 x 10"®® 2.003001999999001 x 10“®® 5.49 X 10-®®
5 -6.012012879155174 x 10“ ^^ -6.012009999993007 x 10“ ^^ 4.79 X 10"®^
6 2.405993901767284 x 10"^^ 2.406005999994403 x 10“ ^^ 5.03 X 10-®®
7 -1.203378537799570 x 10“ ®^ -1.203604199994962 x 10“ ®^ 1.87 X 10-®4
8 7.220803457117361 x 10“ ®^ 7.225233599949611 x 10“ ®^ 6.13 X 10-®^
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THE NEW DUAL-TEXTURE Q DISTRIBUTION FOR SINGLE-LOOK POLSAR DATA
Salman Khan, Raffaella Guida 
University of Surrey, Surrey Space Centre, Guildford, Surrey GU2 7XH, U.K.
A BST R A C T
A  new form o f  Q distribution, called the dual-texture G 
distribution, is proposed for Single-Look Complex (SLC) 
PolSAR data. Unlike the scalar texture product model, the 
dual texture G distribution is derived considering different 
texture variables for co-pol and cross-pol (x-pol) channels. 
The co-pol and x-pol texture variables are modelled by 
the Generalized Inverse Gaussian (GIG) distribution, sep­
arately. The result is a more flexible multivariate distri­
bution. A lso M ellin Kind Statistics (MKS) are utilized to 
analyze GIG textures, observe evidence o f  dual texture and 
to estimate shape parameters.
Index Terms—  radar polarimetry, polarimetric syn­
thetic aperture radar, data models
1. IN T R O D U C T IO N
For som e apphcations where High Resolution (HR) SAR  
im ages are required, single-look processing o f  SAR im ­
ages can be o f  use. SA R  im ages are inherently probabilis­
tic in nature because o f  the speckle phenomenon. There­
fore, understanding their statistical properties is fundamen­
tal for accurate segmentation, classification and feature ex­
traction.
It is w idely accepted in literature that SLC SAR im ­
ages follow  Gaussian statistics under certain assumptions
[1]. However, the Gaussian assumption is not always true, 
partly due to an increase in sensor resolution. A s a result 
non-Gaussian statistical m odels have been proposed in lit­
erature which provide a more accurate modeling o f  the HR  
SAR data.
SAR im ages have been successfully analyzed using the 
product model, which states that the observed speckle is 
the product o f  a Gaussian distributed speckle noise vector 
Yp and the square root o f  a positive random texture vari­
able t  [2]. For a monostatic SAR, Yp is a 3-dimensional 
vector, and the observed vector can be represented as:
Zp   Sfifi y/ÔiSfiy Svv j (1)
The authors would like to kindly thank EADS Astrium Ltd. for pro­
viding the datasets and also acknowledge Stian Normann Anfinsen from 
the University of Troms0 for valuable discussions and comments.
where Shh, Shv, and S w  are the com plex polarimetric 
channels. In terms o f  the product m odel the p-dimensional 
com plex observation can be written as:
Zp = VtYp (2)
This m odel assumes that all polarimetric channels exhibit 
the same texture, which is a weak assumption as it has been  
observed that in certain im age areas the co-pol channels 
show different texture than the cross-pol ones [3]. There­
fore, for more accurate m odeling the possibility o f  multi­
texture m odelling o f  SLC data could be considered as pre­
viously done for M ultilook (MLK) data [3]. This results in 
the multi-texture product model. For 3-dim ensional SA R  
data it can be written as [3]:
Zp — 1 y/thhyhh y/^ihvUhv y/tvvVvv
^/thh 0 0 Vhh
= 0 y j‘l‘thv 0 Vhv
0 0 y / t ^ Vvv
= T2Y. (3)
where T =  diag{thh, " t^hv, t w }  is a positive definite diag­
onal matrix (T > 0).
In this paper a simplified form o f  the multi-texture 
product model, called the dual-texture product model, is 
presented in the context o f  the w ell known G distribution 
[4, 5] for SLC PolSA R  data. For this purpose, the co-pol 
and x-pol texture is modeled by the GIG distribution [4]. 
The resulting original closed form dual-texture PDFs are 
also listed. MKS are used to show evidences o f  dual tex­
ture. Preliminary results from a new parameter estimation  
schem e based on log-cumulants for GIG textures are also  
shown.
2. M O D E L IN G  M U LT I-TE X TU R E  SIN G L E -L O O K  
DATA
The marginal distribution fzp  (z) can be calculated by the 
w ell known formula:
f z p { z ) =  [  h p { z \T )M T )d T  (4)
Jt>o
For single-look SAR data, Yp is zero mean com plex Gaus­
sian distributed and the conditional probability / z  (z|T ) is
2 0 1
given by (proof omitted for succinctness);
1 ( ^jt,Xz|T):=
7tP\C \\T \
ex p _z*tT-2C“"T“ 2z (5)
where C is a p x p Hermitian covariance matrix given 
by C = E[YpY* ]^, with ’z*^ ’ representing the transposed 
complex conjugate of z, while |.| is a symbol for deter­
minant. The density generating function can be found by 
putting (5) in (4):
IJr>o
etr(-C“^T“ 2zz*^T-2)
nP\C\\T\
/T(T)dT (6)
where ’etr(.)’ is the exponential trace, and for mathemati­
cal convenience Tr(C~^T“ 2zz*^ T“ 2 ) =  z**T“ 2C T^ 2z
For a given distribution of the texture matrix / t (T ), /zp  (z) 
can be found if the integral in (6) has a closed form.
2.1. GIG D istributed Texture
The GIG PDF is used here to model the texture random 
variables. Denoted as rf), the GIG PDF is de­
fined as [6];
/xW  =
l]°‘2Ka{iO
 ^ e x p' -  ' KM;;-"
(7)
where a  6  M, a; are the shape parameters, while p is the 
scale parameter, and is the modified Bessel function of 
the second kind and order u. The parameters of GIG PDF 
vary as:
u ; > 0 , p > 0  if a  0 
ü j > 0 , p > 0  if a =  0 (8)
GIG PDF has been shown to be a very general model capa­
ble of modeling a variety of textures [4,7]. Figure 1 shows 
the second and third order log-cumulants (k^, 2^) of As­
trium SAR S-band SLC data. The (kg, 2^) space provides 
an effective way of understanding textures in PolSAR data. 
According to the best of our knowledge, the log-cumulant 
space spanned by the GIG texture PDF is shown here for 
the first time. It covers the same log-cumulant space as 
the Fisher texture with the advantage that its shape param­
eters are easily translatable to the limiting cases of inverse 
Gamma and Gamma textures.
3. D U A L-TEX TU R E Q D IST R IB U TIO N  U N D ER  
R EC IPR O C ITY  & R EFL EC T IO N  SY M M ETRY
In [3] two assumptions have been made to simplify the 
multi-texture density generating function for multi-look 
PolSAR data:
1. the texture random variables of co-pol channels thh, 
tyy are equal (reciprocity).
Gamma ;V- v ‘>.iny:-.C3gmma
Fig. 1. The (kg, k2) log-cumulant space with sample log- 
cumulants plotted using S-band Astrium demonstrator UK 
SAR data over Coventry airport. Also depicts the natural 
position of the GIG texture PDF in the realm of PolSAR 
statistical modeling.
2. the scattering is reflection symmetric, which implies 
that the co-pol and cross-pol correlations are zero in 
the averaged covariance matrix [8] i.e.
cii
0
C31
0 Ci3
C22 0
C 330
(9)
where denotes the { i ,j)  entry of the covariance 
matrix.
We have used these assumptions in our multi-texture 
modeling of SLC PolSAR data enabling us to arrive at 
close form solutions.
3.1. D ual-texture Single-look G D istribution
An implication of reciprocity and reflection symmetry is 
that the conditional probability in (5) simply becomes:
e x p <  - :)}
where q =  z n c n  +  Z13C31 -t- Z31C13 + Z33C33, p = 2^2^ 22 
and Zij, Cij are the (i, j)* elements of the matrices zz**, 
C“  ^ respectively. The marginal distribution of the target 
vector, /zp(z), can now be determined under the assump­
tions of monostatic radar geometry, reciprocity and reflec­
tion symmetry:
X /o°° exp dthv (11)
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(a) Slight evidence of dual texture over homogeneous trees.
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(b) Evidence of scalar texture over homogeneous vegetation.
Fig. 2. The (ks,k2) log-cumulant diagram with sample 
log-cumulants plotted using (a) X-band, (b) S-band As­
trium demonstrator UK SAR data over Coventry airport.
The GIG PDF in (7) can now be used to model both the co- 
pol and x-pol texture random variables in (11), resulting in 
the following expression;
/z,(z) = n (7i + - P + i )
p+i (12)
where \  =  uji/r]i, 7* = i = 1,2 corresponds to co- 
pol (co) and x-pol (x) PDFs, respectively, and si = ç, S2 =  
r. This distribution, denoted by Qàp (ai, cui, ryi, 02, ^2, V2), 
is the dual-texture G distribution for SLC data and will 
here on be referred to as simply Qdp. It is the dual-texture 
counterpart of scalar texture Qp distribution for SLC data 
presented in [5].
Just as shown in [4, 5], two special cases of Qdp can be 
readily derived using the same Bessel function properties 
as utilized in [4, 5]. In the first case A i ,2  0+, while 
71,2 > 0 and 01^ 2 < 0 resulting in dual-texture PDF 
(Çdp). In the second case 71,2 -7- 0+, while A 1,2 > 0 and 
« 1,2 > 0 resulting in dual-texture ICp PDF (ICdp). Closed
forms of Qdp and Kdp PDFs have not been included in this 
contribution.
It is worth mentioning that in the context of log- 
cumulant diagram of fig. 1, the Qd!^  and )Cdp PDFs can 
assume different co- and x-pol textures along the blue and 
red lines, respectively. In contrast to this, the Qdp can 
assume different co- and x-pol textures in the whole space 
between these limiting cases.
4. ISOLATING TEXTURE IN SLC POLSAR DATA
Texture variables in PolSAR data are not directly observ­
able, but their contribution to the log-cumulants can be 
measured by subtracting out the theoretical speckle contri­
bution. Then, the texture log-cumulants can be examined 
in the {ks, =^2) log-cumulant space as the second and higher 
order log-cumulants are independent of the scale. Univari­
ate MKS were first applied to radar data by J.-M. Nicolas 
in his paper, which has been translated in english [9]. The 
theoretical formulation for such an analysis on SLC and 
MLK PolSAR data was presented in [10] and [3], respec­
tively. We will only examine SLC univariate texture isola­
tion in this paper as the dual- and scalar-texture isolation is 
still under analysis. Here we list only the required relations 
from the detailed theory in [10]. The starting point here is 
the Fixed Point-Polaiimetric Whitening Filter (FP-PWF):
— Zp Spp Zp
~ (^yp^ F^P yp) ^ (13)
The texture (t) PDF is chosen at will so its log-cumulants 
depend on the chosen PDF. The quadratic form Q has been 
shown to be a Fisher-variate with its 2"^  and higher order 
log-cumulants given by [10]:
= (14)
This provides the fundamental concepts for isolating tex­
ture in SLC PolSAR data. By applying the relations of 
MKS to the product model in (13), one readily finds that
ky{w } =  -t- ky{Q }
k y  { i }   k y  ■{ }■ k y  (Q } (15)
The above equation shows that the texture log-cumulants 
can be calculated by removing the speckle contribu­
tion (/c^{Q}) from the polarimetric whitened observation 
(fcw{tij}). It must be pointed out that as long as the tex­
ture log-cumulants have closed forms, we only need to 
use as many log-cumulant equations (of different orders) 
as the number of unknown texture parameters for shape 
parameter estimation. The scale parameter still needs to 
be estimated separately.
203
Using the above analysis one can isolate texture oc­
curring in homogeneous areas of SLC PolSAR images to 
see evidence of scalar-, dual- or multi-texture. A hypothe­
sis testing scheme was developed in [3] to assess the exis­
tence of scalar-, dual- or multi-texture for MLK data. Such 
a scheme for SLC data is beyond the scope of this contri­
bution, however, univariate texture isolation has been per­
formed for SLC data. Two examples depicting scalar and 
dual textures are shown here.
£ £
f \
\
£  0.04
\
n
Fig. 3. Fitting of univariate Q PDF to hh (left top pair), hv 
(right top pair) and (vv) (bottom pair) amplitudes.
Figure 2 shows texture log-cumulants plotted in the 
(A:;j, hi) log-cumulant space. The 95% confidence level el­
lipses of the (/c3, ki) points are also shown. No vh points 
have been shown because the radar had monostatic geom­
etry. Figure 2 (a) shows these ellipses for a homogeneous 
trees area. These texture cumulants show slight evidence 
of dual texture. Other evidences of dual-texture have also 
been observed. Figure 2 (b) shows evidence of scalar tex­
ture variable for a homogeneous vegetation area. The Qdp 
PDF can therefore be a useful tool with its co- and x-pol 
texture variables.
5. PA R A M ETER  ESTIM ATIO N
The shape parameters of the Qdp distribution for co-pol 
and x-pol texture variables can be readily estimated from 
the univariate parameter estimates. This procedure re­
quires averaging the (/ca, /c2) log cumulants of the co-pol 
and x-pol channels separately and then using them to es­
timate the shape parameters of Qdp, which is a simple 
’plug and play’ procedure. The intriguing concept is the 
shape parameters estimation of GIG textures as it does not 
have closed form log-cumulant equations. It is sufficient 
to state here that a new method for fast and accurate shape 
parameter estimation of the GIG textures has been devised, 
which is based on using a detailed look-up table of ki) 
log cumulants, which is in turn used to invert the shape 
parameters.
Figure 3 shows the univariate amplitude fittings to the 
Q distribution in both log and linear scale for the X-band 
data from fig. 2 (a). The log scale is used to emphasize 
the fitting of the tails of the distributions. It is clear from 
the figure that the fittings are ’fairly’ accurate considering 
the fact that the estimation is very fast (estimation for 0.1 
million pixels takes less than 2 seconds).
6. C O N C L U SIO N S A N D  FU T U R E  W O R K
In this paper the new dual-texture single-look Qdp distribu­
tion has been proposed. The Qdp results when the co-pol 
and x-pol textures are separately modeled by GIG distribu­
tion and the assumptions of reciprocity and reflection sym­
metry are applied. It has also been found out that although 
many homogeneous areas exhibit scalar texture, the dual­
texture assumption is also often valid. The GIG texture 
modeling offers as much flexibility in modeling texture as 
the Fisher PDF. Some preliminary results of a new log- 
cumulant based parameter estimation method have been 
shown for univariate Q distribution and are easily usable 
in Qdp PDF. This contribution aims towards better image 
classification, segmentation and feature extraction. Further 
work is underway to isolate texture for dual and scalar tex­
ture cases of SLC MKS.
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LI.Derivation of Frery’s Estimator 223
I . l  Derivation of Prery’s Estim ator
Prery’s estimators can be obtained as special cases of MoMFM estimators. Substituting 
d =  1 in (7.6), and then expanding for J, the following expressions are obtained:
E {/r i  _  r(a + | ) r ( L + i )  p
E{/}$ aèr(a) LiV {L) ’ 
E{/<} _  r(a + i)  r(L +  1) 
E {/} î  ~  a îr(a) LiV {L) '
(1.2)
Prery’s estimator for the texture parameter of JC distribution, dp, is easily obtained after 
taking the square of (1.2), dividing it by (I.l), and substituting sample moments in place 
of theoretical ones resulting in:
(ri)' rygp + l) ryL + l)
r(âF)r(âF + i)r(L)r(L + i ) ’ ^
which is easily rearranged to give (7.11).
Prery’s estimator for the texture parameter of distribution, Ap, can also be obtained 
in a similar manner. Substituting d =  1 in (7.12), and then expanding for the
following expressions are obtained:
r(A -  |)(A -1)2 r(L + 1)
E{/}è r(A) Lir(L) ’ ^
E{/j} r(A — j)(A —1)4 r(L + j)
E{/}3 r(A) LiV {L)
(1.5)
Taking the square of (1.5), dividing it by (1.4), and substituting sample moments in place 
of theoretical ones we obtain:
r (^ÂF-l) ryL + i)
( l i )  r ( Â F ) r ( À F - i ) r ( W  +  i ) ’  ^ '
which is easily rearranged to give (7.17). Therefore, Prery’s estimators are just a special 
case of MoMFM estimators when the dimension is reduced to one and appropriate PMs 
are combined.
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1.2 /C D istribution
Figures 1.1-1.4 show the absolute value of bias, variance, and MSE for all the estimators of 
/C distribution after 4000 Monte Carlo simulations at L=6, and <a=6,8,10,12, respectively.
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Figure I.l: Estimator bias (top), variance (middle), and MSE (bottom) for K, distribution
texture parameter a  as a function of sample size at L=6, and o;=6.
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Figure 1.2: Estimator bias (top), variance (middle), and MSE (bottom) for K  distribution
texture parameter a  as a function of sample size at L=6, and a=8.
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Figure 1.3: Estimator bias (top), variance (middle), and MSE (bottom) for K distribution
texture parameter a  as a function of sample size at L=6, and a=10.
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Figure 1.4: Estimator bias (top), variance (middle), and MSE (bottom) for /C distribution
texture parameter a  as a function of sample size at L=6, and o;=12.
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1.3 D istribution
Figures 1.5-1.8 show the absolute value of bias, variance, and MSE for all the estimators of 
distribution after 4000 Monte Carlo simulations at L=6, and A=6,8,10,12, respectively.
'A2
~ 10 'K2
.-2
Sample size
$
LUcn
.-2
.-4
Sample size
.-4
Sample size
'A2
K2
A2
K2
Figure 1.5: Estimator bias (top), variance (middle), and MSE (bottom) for distribution
texture parameter A as a function of sample size at L=6, and A=6.
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Figure 1.6: Estimator bias (top), variance (middle), and MSE (bottom) for distribution
texture parameter A as a function of sample size at L=6, and A=8.
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Figure 1.7: Estimator bias (top), variance (middle), and MSE (bottom) for distribution
texture parameter A as a function of sample size at L=6, and A=10.
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texture parameter A as a function of sample size at L=6, and A=12.
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1.4 G  D istribution
Figure 1.9 shows the absolute value of bias, variance, and MSE for all estimators of Q 
distribution texture parameters after 2000 Monte Carlo simulations with ck=5, w=5, and 
L =6.
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Figure 1.9: Estimator performance analysis for MC polarimetric G distribution texture 
shape parameters <a, and u  after 2000 Monte Carlo simulations. True value: a=5, o;=5 
at L=Q. (Top row) Estimator bias (left), variance (middle), and MSE (right) for a, and 
(Bottom row) the same for w as functions of sample size.
Figure 1.10 shows the absolute value of bias, variance, and MSE for all estimators of Q 
distribution texture parameters after 2000 Monte Carlo simulations with a=10, w=10, and 
L—Q.
1.4-G Distribution 233
10'
10'
10 K2
10
10' 32 64 128 256 512 1024
Sample size
K2
I
Sample size
L '
g
,15
" ^ “ ai
\ ■\
\ ~ ^ “ k2
\
\
• ^ “ k i  ,
32 64 128 256 512 1024
Sample size
Sample size
LU „20
K2
210
32 64 128 256 512 1024
64 128 256 512 1024
Sample size
K2LU
CO
32 64 128 256 512 1024
Sample size
Figure 1.10: Estimator performance analysis for MC polarimetric G distribution texture 
shape parameters a, and uj after 2000 Monte Carlo simulations. True value: o;=10, w=10 
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(Bottom row) the same for oj as functions of sample size.
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