We present a real time 3D SLAM system for texture-less scenes using only depth information provided by a low cost RGB-D sensor. The proposed method is based on a novel informative sampling scheme that extracts points carrying the most useful 3D information for registration. The aim of the proposed sampling technique is to informatively sample a point cloud into a subset of points based on their 3D information. The flatness of a point is measured by applying a rank order statistics based robust segmentation method to surface normals in its local vicinity. The extracted keypoints from sequential frames are then matched and a rank order statistics based robust estimator is employed to refine the matches and estimate a rigid-body transformation between the frames. Experimental evaluations show that the proposed keypoint extraction method is highly repeatable and outperforms the state of the art methods in terms of accuracy and repeatability. We show that the performance of the registration algorithm is also comparable to other well-known methods in texture-less environments.
Introduction
The availability of affordable RGB-D sensors has generated intense interest in creating dense 3D models of the environment. [1] [2] [3] These sensors are able to record RGB images as well as pixel depth information. A popular family of this type of sensors is developed by Microsoft and its latest version, called Kinect 2.0, has a resolution of 1920 × 1080 pixels and can measure distance of around 5 m. The affordability of these sensors makes them a very attractive 3D sensor for different computer vision and robotics applications.
In particular, RGB-D sensors are very useful for autonomous navigation applications. Simultaneous Localization and Mapping (SLAM) 4 is the task of estimating the pose of a moving sensor and mapping its unknown environment, simultaneously. The SLAM problem has been intensely studied over the past couple of decades and many solutions have been developed for specific applications, 4 including generation of dense 3D maps. These maps are rich in information and are useful for object recognition and manipulation, collision avoidance and path planning. A 3D representation of the environment is also useful in augmented reality applications that facilitate interactions between the real and virtual environments. 1 The use of RGB-D sensors for 3D SLAM poses a number of challenges. In particular, mobile robots are commonly required to navigate in texture-less areas such as offices, warehouses and residential buildings. The registration of frames in such texture-less environments is difficult as there are not readily available visual cues to align those frames. This issue is illustrated in Fig. 1 which shows a typical corridor in a university building. Furthermore, the size of data generated by RGB-D sensors makes it difficult to capture and process their data in real-time. The paper outlines the problem of 3D SLAM in texture-less environments. Our aim is to develop a fast and accurate method that does not rely on the information provided by the RGB images. This enables us to study the limits of using structures for solving 3D SLAM. To fulfill this goal, we developed a sampling strategy to extract salient geometric 3D keypoints from sequential frames. We then assign a descriptor to each feature, match them using their descriptors and refine the matches and calculate a rigid-body transformation between the two frames using a robust estimator. 5 The relative transformations are then concatenated up to the current time resulting in a global pose. We finally employ a loop closure and pose graph optimization technique 6 in order to reduce the drift and obtain a globally consistent trajectory. Finally, a map is constructed by projecting and transforming the points according to the optimized trajectory. An example of a map that is obtained using the proposed method is shown in Fig. 2 . Extraction and matching of 3D keypoints for a typical point cloud captured by an RGB-D sensor is very time consuming. The emphasis here is on the selection of a small subset of points that can be used to register two point clouds with similar registration accuracy to using the entire sets.
The main contribution is the development of an informative sampling based 3D feature extraction technique. The method is able to exploit the geometric information of the points and their neighbors to identify points that carry the most useful information. We call the points resulting from our informative sampling scheme: Ranked Order Statistics (ROS) keypoints. We show that the proposed keypoint extraction method is highly repeatable and can obtain a subset of points of the original point cloud that results in a very accurate registration compared to using a point cloud containing many more points (≈15 times more points). The main advantage of using this sampling technique is that it would reduce computational time significantly. In fact, we will show that our method outperforms several state of the art registration methods both in accuracy and computational efficiency. This paper is an extended version of work published in ref. [20] . We extend our previous work as follows:
Evaluating the repeatability of the proposed 3D keypoint extraction method in comparison to other well-known methods. Adding loop closure and global optimization steps for achieving global consistency. The proposed scheme stores only ROS keypoints at certain increments of motion (translation or rotation) and uses those to speed up loop closure detection. Performing additional experiments for the evaluation of the accuracy and efficiency of registration methods using a new rotation and translation sequence. Evaluating the effect of point cloud pre-processing. Evaluating 3D descriptors for point cloud based SLAM. Evaluating the key-frame selection criteria on the pose graph optimization Evaluating the performance of the proposed method using publicly available benchmark datasets. 8 Comparing the proposed method with the state of the art RGBD-SLAM v2 9 using both our own sequences and the public datasets. The rest of the paper is organized as follows. In Section 2 the related work in this area are reviewed. We will present our informative sampling based feature extraction method in Section 3 and our 3D registration and mapping method in Section 4. Results are presented in Section 5 followed by a conclusion in Section 6.
Literature Review

RGB-D SLAM
The use of Microsoft Kinect for 3D SLAM was popularized by Henry et al. 2 They used a Microsoft Kinect to capture RGB-D data in sequential frames and estimated the camera pose and obtained a 3D reconstructed environment. In their method, Features from Accelerated Segment Test (FAST) keypoints 10 were extracted and matched between sequential RGB images and Random Sample Consensus (RANSAC) method was used to refine those matches and estimate an initial transformation. This transformation was refined using a generalized-version of the Iterative Closest Point (ICP) 11 algorithm. Global consistency was achieved by applying a Sparse Bundle Adjustment method and loop closure was detected by matching the current frame to previously collected key-frames. Endres et al. 3, 9 proposed a similar method called "RGB-D-SLAM" in which Scale Invariant Feature Transform (SIFT), 12 Speeded Up Robust Features (SURF) 13 or Oriented FAST and Rotated BRIEF (ORB) 14 keypoints were used in place of FAST keypoints and the pose-graph optimization was used instead of Bundle Adjustment for global optimization. Du et al. 15 extended Henry et al.'s method by incorporating on-line user interaction and feedback during the map building step. User input enabled the system to recover from registration failures which may be caused by a fast moving camera. Audras et al. 16 outlined the problem of false feature matching and instead, used an appearance based optical flow method for estimating the camera pose and building a 3D map.
To avoid using the RGB images, Newcombe et al. 1 proposed a GPU based RGB-D mapping algorithm called "KinectFusion". In their method, an ICP variant for registration in which the current measurement is matched with the full growing surface model was proposed as opposed to matching sequential frames. They also implemented a segmentation step which divided the scene into foreground and background and was able to detect moving humans that would be present in the scene. This allowed user interaction during the map building procedure without deteriorating the accuracy of the estimated transformations and the map. The major downside to their approach is that it is computationally expensive because of the requirement to store and process the full dense volumetric representation of the constructed model in GPU memory and as such, is not scalable for large environments. Whelan et al. 17 proposed an extension to KinectFusion which outlined those problems and allowed the region of the environment that is mapped by the KinectFusion algorithm to vary dynamically, allowing their approach to map larger scenes. Our approach is similar as we also do not rely on the availability of RGB keypoints for registration. However, since ICP only works when there is a good initial alignment, we advocate the use of geometric 3D keypoints for registration. In addition, both of the aforementioned approaches are GPU based methods, whereas our approach uses CPU only for processing.
Bachrach et al. 18 proposed a visual odometry and RGB-D mapping system for unmanned air vehicles (UAVs). Their method relied on pre-processing and extracting FAST keypoints from sequential RGB images at different pyramid levels, followed by a rotation estimation step that improved the efficiency of feature matching by limiting the size of the search window. An 80-byte descriptor was assigned to each feature, consisting of the brightness values of the 9 × 9 pixel patch around the feature and omitting the bottom right pixel. Feature matching was then performed by finding the mutual lowest sum of squared difference (SSD) score between the descriptor vectors. In order to refine the matches which were then used to estimate the transformation between frames, a greedy algorithm was employed. The authors suggested matching the current frame to a previously stored key-frame instead of matching consecutive frames for reducing the drift in the motion estimates.
Kerl et al. 20 recently proposed a 3D SLAM method that uses both photometric and geometric information for registration. In their implementation, they use all the points for registration and optimize both intensity and depth errors. Another recent method proposed by Keller et al. 21 allows for 3D reconstruction of dynamic environments by automatically detecting dynamic changes in the scene. Hu et al. 22 also proposed a 3D SLAM method that used a heuristic switching algorithm to choose between an RGB-D mapping approach and a 8-point RANSAC monocular SLAM, based on the availability of depth information. A 3D Iterative Sparse Local Submap Joining Filter (I-SLSJF) was then used to merge the two generated maps. In our previous work, 19 we outlined the problem of 3D registration in dark environments and proposed a method that switches between RGB and Infrared (IR) images for visual feature extraction and matching based on the brightness of the RGB image. A highly robust estimator 5 was then employed to estimate the transformation between frames. The estimate was then refined using an ICP algorithm. This method fails in cases where both the RGB and the IR images contain insufficient visual information, since ICP alone fails to provide an accurate estimate without being provided with a good initial guess. The method proposed in this paper is designed to overcome this issue solely based on using depth information.
Keypoint detection in 3D
Three dimensional keypoints are typically an extension of their 2D counterparts. For instance, the wellknown Harris corner detector 23 has been implemented in 3D and is available in the point cloud library (PCL). 24 In the 3D version, surface normals were used in place of image gradients . 25 Similarly SIFT, 12 which is a blob detector to extract image patterns that differ from their immediate neighborhood in terms of intensity, color and texture, has also been extended to in 3D and is available in PCL. In the 3D implementation, instead of comparing a pixel with its neighboring pixels in an image, a 3D point is compared to its neighbors by using a kd-tree search based on the Euclidean distance. Gelfand et al. 26 proposed a sampling strategy that groups the point cloud data into stable points (constraining points) and non-stable points (that have no effect on the transformation estimation). This is achieved by analyzing the contribution of the force (translational) and torque (rotational) components by each pair of points using a point-to-plane error metric. The main shortcoming of this method is that it is optimized for a specific metric and it becomes suboptimal when other metrics (such as the squared Euclidean distance error metric employed here) are used. An example of this method is illustrated in Fig. 3 (c) which shows some points with significant local curvature being omitted from the point cloud (such as the top part of a chair). Zhong 27 proposed a 3D feature detector and descriptor called Intrinsic Shape Signatures (ISS). This method relies on exploiting the information provided by the covariance matrix that is constructed using surface normals estimates. The method extracts keypoints based on two measures: points that correspond to the smallest eigenvalues of the covariance matrix representing those with large variations, and the ratio between successive eigenvalues in order to discard redundant points that have a similar spread.
It's important to know that the above 3D feature extraction methods are mainly developed for general 3D modeling applications and those are not particularly optimized for SLAM purposes. For instance, our experiments showed that Zhong's method 27 finds many feature points on commonly encountered planar surfaces such as office walls and doors (see Fig. 3(b) ). Some of those points are ill-conditioned for registration purposes and can deteriorate the estimation outcome. This paper addresses the problem of aligning RGB-D images in an environment that may not contain sufficient texture information for 3D registration. Our proposed method extracts unique 3D keypoints from sequential frames using a novel ROS based informative sampling segmentation method. The extracted 3D keypoints are then matched using SHOT descriptors 28 and finally, the modified selective statistical estimator (MSSE) 5 is employed to segment the good matches and estimate a 6DOF transformation between the two frames. The estimated transformations are concatenated up to the current time in order to obtain a global transformation of the camera. Finally, we construct pose graph consisting of nodes (frames) and edges (constraints) and optimize the camera trajectory using a global optimization method. 6 The map in obtained by projecting and aligning the points into a global reference frame using the optimized trajectory. Figure 4 shows a system overview of the proposed SLAM method. The above steps are outlined in the following sections.
Extracting Geometric Keypoints Using Ranked Order Statistics
The aim of our proposed keypoint extraction method is to informatively down-sample a point cloud into a subset of points that geometrically differ from their immediate neighborhood. This is somewhat similar to the idea behind geometrically stable sampling for ICP. 26 However, we present an efficient method that finds the sample with the most information directly using the statistical analysis of their flatness. The main idea is to segment the points into two main groups: points that are locally flat and points that have significant local curvature. The details of the implementation of this method are presented in Algorithm 1. The input to this method is a point cloud with a normal vector calculated at every point. We then calculate the average of the squared angles between each point's normal and the normals of its N nearest neighbors which are found using a kd-tree search. The angles are calculated using the following equations:
where φ is the positive angle between two normal vectors p i (a query point) and q f (a neighboring point), n is the number of points in the point cloud and θ i is the average angle between normals (of the query points and all its neighbors). The average squared angle θ i which is calculated for every point in the point cloud, is considered as an error measure that specifies the similarity of a point's curvature to its neighbors. Therefore, for points associated with a θ i value close to zero, the orientations of
Algorithm 1
Step-by- Find N nearest neighbors to query point i; 6: for j = 1 to N do 7: Calculate angle between normals (φ j ) of query point and its neighbor j ; 8: Add φ 2 j to the vector α; 9: end for 10: Calculate the average of the angles in vector α (θ); 11: Add θ to a vector; 12: end for 13: Sort θ values in an ascending order and store in (r θ ); 14: Apply the MSSE (4) to find transition point (k ) that separates the two groups; 15: Store indices associated with points (from Group 2) that have sorted indices > k and < k + 400 in indices vector K I ndices ; 16: Store points from P n associated with K I ndices into P d ; 17: return P d ; normals of the point and its neighbors are similar (such as points lying on a flat plane) regardless of the normal vector's orientation at those points (i.e. regardless of which plane they lay on). On the other hand, the points associated with higher residual values differ from their neighborhood and carry more useful information for registration purposes.
To further clarify this point, let us assume that there are two planes perpendicular to each other. Those points with the smallest residuals correspond to points lying on either one of the two planes. However, we are mainly looking for the points that lay close to the intersection between the two planes. In this scheme, those correspond to points with higher residual values.
In the next step, we sort all the θ i values (those are all positive) in ascending order and store those in the vector r θ . The final step is to find the transition point that separates the two aforementioned groups. A ROS based segmentation technique (MSSE) 5 is employed for this segmentation. This method is outlined as follows.
Robust segmentation
Although there are many techniques to conduct robust segmentation, we chose MSSE because its implementation is straight forward and runs efficiently. 29 In MSSE, the segmentation is conducted iteratively by first calculating the standard deviation of sorted data using the first k sorted values (initial value of k corresponds to the assumed minimum percentage of points included in the first segment) as follows:
where r θi is ith data in the sorted vector r θ and p is the dimension of the model. The transition point k is found by iteratively incrementing k until the following condition is met:
where T is a constant factor which is set to 2.5 and includes around 99% population of a normal distribution.
Keypoint selection
The points associated with values in r θ vector beyond the transition point (GROUP 2) are deemed to have statistically significant local curvature. Figure 5 shows the classification of different points based on the calculated θ values using the MSSE constraint (4) starting at a k associated with 20% of all data. Since these are sorted values, group of points with the highest values (e.g. last 5% of sorted values) are likely to include points with gross measurement errors (outliers such as outside range values returned by the sensor). The points associated with the remaining members of GROUP 2 are then chosen as keypoints (called ROS keypoints).
Our extensive experiments showed that although the exact number of chosen points does not affect the registration accuracy, having around 400 keypoints provides a good balance between registration accuracy and speed. Figure 3 shows a comparison between the proposed method and other feature extraction techniques. In our experiments, ROS keypoints are always chosen as ones associated with the first 400 sorted values of GROUP 2.
3D Registration and Mapping
In the following sections, we will discuss the steps of our proposed 3D registration and mapping method which are outlined in Algorithm 2.
Algorithm 2
Step-by-Step Algorithm of Proposed 3D Registration and Mapping Method 1: Input: Point cloud (previous frame) P t , point cloud (current frame) P s ) 2: Output: Transformation between frames T , Global pose of camera G n , Map M 3: Filter point clouds; 4: Uniformly down-sample P t and P s to approximately ≈ 4000; 5: Calculate normal vectors at each point in P t and P s ; 6: Extract ROS keypoints from P t and P s as described in Algorithm 1; 7: Assign SHOT descriptors to each feature point in P t and P s ; 8: Initially match the extracted keypoints between P t and P s using their descriptors; 9: Obtain the inliers (good matches) using MSSE and estimate the 6DOF transformation T between the two consecutive frames; 10: Concatenate the estimated transformations to obtain a global pose of the camera G n . 11: Transform and map (M) the points with respect to a global reference frame; 12: return T , G n and M;
Pre-processing steps
To improve the efficiency and accuracy of the registration, we apply a pass-through filter to exclude points that are more than 4 m away from the sensor (due to the decrease in depth precision the further the points are from the camera). We then uniformly sample the point cloud (containing around 300, 000 points) using a voxel grid in which the 3D space is divided into many small 3D boxes (voxels). All points lying inside a box (with pre-defined dimensions) are represented by their centroid. As a result, the minimum distances between points in the point cloud are constrained and the total number of points are reduced. The point cloud spatial resolution decreases the further the scene is from the RGB-D sensor. As such, using a pre-defined voxel grid size results in point clouds with varying number of points in each frame, depending on the depth information in the scene (e.g. in our experiments, point clouds consisted of around 2000 to 7000 points). To insure that the sampled points are distributed fairly uniformly in different frames with varying depth, we assign a variable voxel leaf size to every frame based on computing the point cloud resolution which is calculated by finding the average distance between each point in the point cloud and its nearest neighbors. The voxel leaf size can be calculated using the following equation:
where is the voxel leaf size, ϕ is the calculated point cloud resolution and C is a pre-defined constant. This constant is defined based on approximately how many points the user wishes to obtain. In our experiments, the above procedure reduces the number of points to around 4000 points (using a constant factor of 11). 
Normal vector estimation
We estimate the normal to a surface at a given point by fitting a plane to the point and its neighbors in a variable search area that is calculated in a similar way to the method explained in Section 4.1. The search area is intentionally large to include points from adjacent surfaces, therefore affecting the surface normals near edges and corners. By doing so, we differentiate between the angles of normals lying entirely on a plane and those near corners and edges. This concept is illustrated in Fig. 6 in which the effect of using a large search area is demonstrated in the right image.
3D keypoint extraction and matching
The process of constructing a descriptor vector, even for around 4, 000 points, and matching those with their corresponding points from the previous frame is still computationally expensive. To improve the computation efficiency, we need to find a way to reduce the number of points without losing the information required for registration. To achieve this, we developed an informative sampling scheme based on using ROS (described in Section 3). After applying this method, the resulting point cloud would contain around 400 points. A feature descriptor is then computed for each extracted keypoint. Our experiments showed that SHOT descriptors 28 were the most accurate and efficient descriptors in comparison to other state of the art descriptors (see Section 5.3). Matching was performed, using a mutual consistency check, by finding the nearest neighbors in the descriptor vector space from the source point cloud (at time t) to the target point cloud (at time t − 1) and vice versa. Only pairs of corresponding points that were mutually matched to each other were considered as the initial correspondences.
Inlier detection and initial transformation estimation
Matching 3D keypoints between consecutive images using their descriptors usually results in a number of false matches (outliers). To remove the effect of these false matches, we refine the matches using a high breakdown point robust estimator (i.e. MSSE 5 ). The MSSE is an extension of the robust least kth order statistical estimator and can tolerate much higher ratio of outliers compared to RANSAC (we previously showed that MSSE outperforms RANSAC in terms of registration accuracy 19 ). MSSE is comprised of two main steps, first the MSSE fits a given model to a set of data that contains outliers. In the second step, the scale of noise from this data is estimated. In contrast to RANSAC, MSSE is flexible and does not rely on the strong fixed error threshold assumption (which forms the bases of the RANSAC algorithm). 19 Instead, MSSE assumes that the minimum number of inliers that are required to define a structure is known a priori. After setting the minimum number of inliers (k), the implementation of MSSE is very straightforward and is as follows. One thousand sets of 3-tuples of corresponding initial matches are randomly chosen and for each set, the transformation is estimated using the following equation:
where T * is the estimated 6DOF transformation which consists off a translational component t ∈ 3×1 and a rotational component R ∈ SO(3), p s and p t are the 3D coordinates of the matched feature points of the source and target frames respectively and A d is the number of correspondences (here A d = 3). The estimated transformation is applied to all the keypoints in the first frame and the distances between the transformed keypoints and the corresponding points in the target frame are calculated (called residuals -r) and their squared values are sorted in ascending order. Having set the k, then the transformation associated with the least kth order residual (from the 1000 hypotheses) is chosen as the best initial transformation. To segment these residual values, we use the robust segmentation part of MSSE as outlined in Section 3.1. Using the residuals of the chosen transformation, the inlier group members are chosen by applying the condition (4) iteratively starting at i = k and incrementing this value at each iteration until the condition is met. Finally, the transformation is re-calculated using all the obtained inliers.
Global pose estimation
The transformation that was calculated in the previous section describes the motion between two RGB-D frames. In order to obtain a global pose of the camera with respect to a fixed reference frame (the initial frame), we concatenate all the transformations up to the current time using:
where G n−1 is the previous global transformation with respect to the pose of the initial reference frame G 0 at n = 1 and T n,n−1 is the 6DOF transformation between the current frame and the previous frame.
Global optimization
The global pose estimation procedure described above concatenates the relative transformations between frames and provides visual odometry information. However, these frame to frame estimates contain a small error due to noise and inaccuracies in the camera model. Accumulation of those small errors increase the motion estimation error over time. In order to reduce the accumulated drift and obtain a globally consistent trajectory and map, we employ an open-source pose graph optimization framework g 2 o. 6 The graph model in this framework consists of nodes that correspond to the camera poses and edges which represent the constraints between the nodes, described by rigid-body transformations. The pose graph model allows the formation of constraints between nonadjacent poses by re-observing the same keypoints from different locations or re-visiting a previously seen region of the scene (loop closures). Our implementation of the global optimization procedure is described in detail below.
Node addition.
In this step, a node is constructed and added to the graph. Each node consists of the global camera pose of this frame with respect to a global reference frame and its index. To minimize the computational burden, we do not store points/features for every node. We only store the required information for a subset of nodes (key-frames). The key-frame selection procedure is described in Section 4.6.3.
Edge addition.
Each time a new node is added to the graph, an edge that connects this node with the previous one is added to the graph. The edge describes the estimated rigid-body transformation (7) between the two consecutive nodes. In addition, a matrix containing information about the number of matches between the nodes is also stored.
Key-frame selection.
The detection of loop closures and addition of constraints between nonadjacent nodes is necessary for reducing the accumulated drift. In order to do so, the current frame is required to be matched with previous frames. However, matching the current frame with all the previous frames is computationally expensive especially as the map gets larger (computational expense increases linearly with the number of estimates 9 ). As such, in order to reduce the computational burden, we select a subset of frames ("key-frames") which will be used for the detection of loop closures and the addition of non-adjacent constraints. A number of methods exist for the selection of key-frames. The simplest form of key-frame selection is to select every nth frame. Kerl et al. 20 proposed a key-frame selection method based on a differential entropy measure. Other solutions such as the one used by Henry et al. 2 and Endres et al. 9 are to match the current frame with the previous key-frame. A new key-frame is selected only when the number of inliers detected is below a pre-defined threshold (making it a new scene). In order to improve the computational efficiency and avoid the matching step between each frame and the key frame, we add a key-frame when the accumulated rotation or translation from the last key-frame exceeds a pre-defined threshold (15 degrees in rotation or 25 cm in translation). For each key-frame, we extract the ROS keypoints as described in Section 3 and assign SHOT descriptors to those points. The keypoints and their descriptors are stored with each key-frame.
Loop closure detection.
Different methods have been proposed for loop closure detection. The simplest form is to match the current frame with all the previously selected key-frames. Other more sophisticated approaches such as the one introduced by Henry et al. 2 employ the place recognition method based on the vocabulary tree described by Nister and Stewenius 31 in which the feature descriptors of the candidate key-frames are hierarchically quantized and are represented by a "bag of visual words". In our approach, in order to increase the computational efficiency, we only match the newly selected key-frame (since a key-frame is a representation of a number of adjacent frames) with the stored key-frames instead of matching every frame to all the stored key-frames. A loop closure is detected as follows. First, when a new key-frame is stored, we check if there are previous key-frames with a global pose that is adjacent to the pose of the this key-frame (accumulated rotation and accumulated translation difference between the key-frames is less than a pre-defined threshold). In the next step, only those adjacent key-frames resulting from the previous filtering step are matched with the new key-frame using the mutual consistency matching and robust inlier detection procedures described in Sections 4.4 and 4.3. Note that we have already extracted and stored the ROS keypoints (around 400 points) for each key-frame and their associated descriptors. As such, we can directly match the key-frames without performing the keypoint selection and the computationally expensive descriptor assignment each time. Thus, increasing the computational efficiency significantly. Finally, when a loop closure is detected (number of good matches identified by MSSE during the transformation estimation between new key-frame and neighboring key-frames is greater than a threshold) an edge containing the estimated transformation between the key-frames is added to the graph.
Graph optimization.
The goal of this optimization is to find the arrangement of poses that best satisfies those constraints. Generally, this is a non-linear least squares optimization problem which can be described as:
where C * = C * 1 . . . C * n is a vector containing all the optimized camera poses (consisting off x, y and z values) and T i,j is the 6DOF rigid-body transformation between a node pair and w i is a weighting factor based on the information matrix described in 4.6 step 2. This minimization problem is solved by a non-linear optimization algorithm (i.e. Levenberg-Marquardt). Figure 7 demonstrates the positive effect of the global optimization on the global consistency of the mapping.
Map representation
The previous global optimization step produces a globally consistent trajectory (i.e. each node/frame is associated with an optimized global pose). In order to construct the map, first we project the points (from the image frames) to 3D using the following equations:
where (u, v) is the image coordinate of an extracted visual feature and (X, Y, Z) is its projected 3D coordinate in the camera optical frame. Z is obtained from the depth image which is provided by the Microsoft Kinect. f x and f y are the focal lengths in the horizontal and vertical axes, respectively and (c x , c y ) is the 2D coordinate of the camera optical center. This is followed by transforming the projected points to a common reference frame using the optimized trajectory. In order to reduce the computational burden of storing all points provided by the Microsoft Kinect (307,000 points for each frame), we randomly down-sample each point cloud into 5000 points. Figure 2 shows a reconstructed 3D map of an office environment using the proposed method while Fig. 7 compares a map of the same area with and without loop closure and global optimization.
Experimental Results
We evaluated the performance of the proposed 3D registration and mapping method by comparing it with the state of the art techniques. All methods were implemented using a Dell Precision M3800, powered by an Intel i7-4702HQ processor, 16 GB of RAM and running on Ubuntu 12.04. The Robot Operating System (ROS Hydro) 32 and PCL 1.7 24 were used for perception and 3D geometry processing. We used a Microsoft Kinect for capturing RGB-D data which operates at a frame-rate of 30 fps in VGA resolution mode. All of the experiments were conducted at typical university offices, which contain many texure-less objects (e.g. plain walls). We performed seven trials for each method and averaged the calculated results and errors. Since we do not have a ground truth trajectory of the camera when using our own datasets, we calculated the rotational and translational errors by returning the camera to the initial (known) location. This procedure is described in detail in Section 5.4. For the evaluation using the public datasets, we used the provided ground truth information which is recorded using a high accuracy motion capture system.
ROS keypoint repeatability evaluation
The most crucial characteristic of a keypoint extraction method is its repeatability, which is defined as the ability to extract the same set of corresponding points from different point clouds (differences may be due to noise, view point change, occlusion or a combination of the previous factors 33 ) of an overlapping scene. The repeatability of the proposed keypoint extraction method is evaluated using the relative repeatability measure described in ref. [33] and outlined below.
In the first step, we transform the set of keypoints k s extracted from the source point cloud P s according to the ground-truth rotation and translation (R st , T st ) that aligns the source point cloud P s and the target point cloud P t . We then check for the presence of points in P t in a pre-defined neighborhood (1× source cloud resolution) of the transformed keypoints. If at least one point is present in P t in this a neighborhood, the keypoint extracted from P s is added to a set O st . Finally, the cardinality of this set is calculated. In the second step, we calculate the absolute repeatability by first transforming the set of keypoints k s according to the ground-truth rotation and translation (R st , T st ). The transformed keypoint k i s is said to be repeatable if the distance from its nearest neighbor, k j t , in the set of keypoints extracted from the target pointcloud P t is less than a threshold ρ (2× source cloud resolution) as follows:
The absolute repeatability is obtained by calculating the cardinality of the set of repeatable points RE ks . Finally, in order to take into account the amount of overlap between P s and P t in the repeatability measure, the relative repeatability r is calculated using the following equation:
In this evaluation, we compared the repeatability of our method to the state of the art keypoint extraction methods. In all of the experiments, we first measured the relative repeatability by extracting keypoints from two different (aligned) point clouds of the same office scene. We then calculated the relative repeatability using two misaligned point clouds (angle difference between point clouds = 5
• , 15
• and 20 • ). The results of this comparison are shown in Fig. 8 . The results show that our method obtained the highest relative repeatability scores when compared to other state of the art methods.
Point cloud preprocessing evaluation 5.2.1. Evaluating the registration using different pass-through filter depth limits .
In order to evaluate the effect of point cloud pre-processing on the registration, we compared the accuracy of the registration using different pre-processing parameters. We first evaluate the effect of applying a pass-through filter (removing points that are further than a certain distance from the camera) at different depth limits. In these experiments, we rotated the Microsoft Kinect counter clockwise until it was back to its original position (360 • ). During this process, the point clouds were acquired, registered, mapped and a global pose of the camera was estimated online. For this evaluation, we used the registration procedure explained in Section 4 and set the number of ROS keypoints to 450. We set the camera's initial pose to the identity matrix. Since the camera is returned back to the exact original position (using markers), we evaluated the accuracy of all methods by calculating the average translational error (in the x, y and z directions) in meters and average rotational error (roll, pitch and yaw angles) in degrees with reference to the initial pose. We also calculated the average time of the registration process in seconds and compared the point cloud sizes before and after uniform sampling. The depth limits that we compared were: no limit (no filtering), 6 m, 5 m, 4 m, 3 m and 2 m. The rotation and translation accuracy for different depth limits are illustrated in Fig. 9 and the full results are outlined in Table I . The results show that the accuracy of the registration increases when far away points are excluded. We found that filtering points that are further than 4 m generally provides the best accuracy. Notice that both the rotation and translation accuracy begin to decrease as we reduce the depth limit to 3 m and 2 m respectively. This could be a result of loosing important information that are useful for registration (e.g. using a 2 m depth filter results in a point cloud containing only 1908 points after uniform sampling). Also, there is no significant computational time reduction when reducing the depth limit (except for 2m), the main reason is that the resultant point cloud after this operation is sampled to 450, and then only those points are used for feature descriptor assignment and matching, which are the most computationally expensive procedures in the registration process (combined, these procedures account for approximately 55% of the total registration process time). Figure 10 shows the percentage of time consumption by each procedure. Note that uniform sampling accounts for approximately 20%, which explains why the process time was significantly reduced when using the 2 m depth filter (the point cloud size was only 169,030, which is significantly less than the point cloud size after applying the 3 m depth filter).
Evaluating the effect of using an variable vs. fixed voxel size on the point cloud.
As it was mentioned in Section 4.1, we use a variable voxel size for the uniform sampling step. In order to evaluate the effect of using a variable voxel size compared to a fixed one, we performed the proposed registration method on the rotation sequence described in the previous section and set the pass-through filter depth limit to 5m. In this experiment, we are mainly interested in comparing the variance of the point cloud sizes (after uniform sampling) captured by different frames in this sequence and comparing the registration process time. The results of this experiment are outlined in Table II . The results show that when using a variable size, the standard deviation of the point cloud sizes after uniform sampling is reduced by about 60%. In other words, the point cloud sizes did not vary as much in different frames (which contain different point cloud resolutions depending on how far the points are from the camera) when compared to using a fixed voxel size. Also note that since we are extracting ROS keypoints after uniform sampling, there is no significant process time difference between using a variable vs. fixed size. However, if we use all the uniform sampled points for registration (instead of the ROS keypoints), the process time is reduced by approximately 21% when using a variable voxel size .
3D descriptors evaluation for point cloud based SLAM
In this experiment, we compared the accuracy of registration using the state of the art 3D descriptors. In all of the experiments, we used the proposed registration method described in Section 4. We fixed all parts of the system and only changed the descriptor method. We evaluated the performance of the methods using the rotation sequence described in Section 5.2.1 and used the recommended default descriptor parameters. The descriptor methods were Point Feature Histogram (PFH), 30 Fast Point Feature Histogram (FPFH), 34 3D Shape Context (3DSC), 35 Unique Shape Context (USC) 28 and Signatures of Histograms of Orientations (SHOT). 28 The PFH captures information of the geometry surrounding each point by analyzing the difference between the directions of the normals in its vicinity. The PFH does not only pair the query keypoint with its neighbors, but also the neighbors with themselves. As such, the PFH is computationally expensive and would be not suitable for realtime applications. The FPFH extends the PFH by only considering the direct connections between the query keypoint and its surrounding neighbors. To make up for the loss of extra connections between neighbors, an additional step after all histograms have been computed is added: the sub-PFHs of a point's neighbors are merged with its own and is weighted according to the distance between those. This provides point surface information of points as far away as two times the radius used. The 3DSC is a descriptor that works by constructing a structure (sphere) centered at the each point, using the given search radius. The "north pole" of that sphere is pointed in the same direction as the normal at that point. Then, the sphere is divided in 3D regions (regions vary in volume in the radial direction as they are logarithmically spaced so they are smaller towards the center). A descriptor is computed by counting the number of points in each 3D region. The count is weighted by the volume of the bin and the local point density (number of points around the current neighbor). As such, the descriptor is resolution invariant to some extent. In order to account for rotation variances, the support sphere is rotated around the normal N times and the process is repeated for each, giving a total of N descriptors for a point. This procedure is computationally expensive, as such, the USC descriptor extends the 3DSC by defining a local reference frame that provides a unique orientation at each point. This procedure reduces the size of the descriptor when compared to 3DSC, since computing multiple descriptors to account for orientations is not required. SHOT descriptor is similar to 3DSC and USC in that it encodes surface information within a spherical support structure. The sphere around each keypoint is divided into 32 bins, and for each bin, a descriptor containing one variable is computed. This variable is the cosine of the angle between the normal of the keypoint and the neighboring point inside the bin. Finally, the descriptor is obtained by augmenting local histograms. Similar to USC, SHOT descriptors are also rotation invariant. Some of the above descriptors are computationally expensive, and as such, would not be suitable for cases with fast camera movement. Thus, we performed two experiments: offline and online. The results of the offline evaluation are outlined in Table III . The results of this experiment show that both FPFH and USC are indeed an improvement over PFH and 3DSC, respectively. FPFH significantly improves the computational efficiency by a factor of 31 when compared to PFH. Whereas USC improves the efficiency by a factor of 2.6. FPFH improves the translational and rotational registration accuracy by 49.6% and 9.1% respectively in comparison to PFH. USC also improves the translational and rotational registration accuracy by 47% and 35.7% respectively when compared to 3DSC. Overall, SHOT descriptors significantly outperformed all of the other descriptor both in terms of accuracy and computational efficiency. As can be seen in Table III , PFH, 3DSC and USC have relatively high processing times. As such, it was not possible to perform online registration with these methods and we only compared the methods that were able to perform the online registration process. Those methods were FPFH and SHOT descriptors. The results of the online registration comparison are outlined in Table IV . The results show that SHOT descriptors outperforms FPFH both in terms of registration accuracy and efficiency. SHOT improves the translational and rotational accuracy by 32.9% and 50% respectively and improves the computational efficiency by 53.4% when compared to FPFH.
Registration accuracy and efficiency comparison using different keypoint extraction methods
In this experiment, we compared the accuracy of registration using our proposed keypoint extraction and some of the best available methods. In the first experiment, we used the rotation sequence described in Section 5.2.1. In the second experiment, the Micosoft Kinect was rotated 180
• , then translated for 1.5 m, followed by another 180
• rotation and finally translated back to its original position. The compared methods are: SIFT3D, 24 ISS keypoints, 27 geometrically stable points 26 (covariance sampling) and uniform sampling (we set a large search radius to obtain around 400 points). We compare the average translational error, average rotational error and average time of the registration process. In addition to those measures, we also compared the average keypoint extraction time (in seconds) and average number of extracted keypoints. The results of both experiments are outlined in Tables V and VI. The results show that our proposed method significantly outperforms the other methods in terms of both the translational and rotational accuracy. In terms of computational efficiency, our method was slightly slower than covariance sampling and uniform sampling. However, this does not significantly affect the registration efficiency, as those methods required similar times for registration. Our experiments show that SIFT3D was the most computationally expensive keypoint extraction algorithm. 
Registration comparison using sparse keypoints vs. a denser point cloud
In this experiment, we demonstrate the effectiveness of our informative sampling keypoint extraction method by comparing its registration accuracy and computational efficiency with another method that uses a much denser point cloud for registration using the rotation sequence described above. The point cloud was processed as it was described in Section 4.1. Table VII shows the results of this experiment. The results show that our method was able to achieve a very similar accuracy, despite using only 6.4% of the processed point cloud points and 0.13% of the original point cloud. The computational time for registration was significantly improved by a factor of 24.
Comparison of different registration methods
In this experiment, we evaluated the performance of our registration method by comparing it to two state of the art registration techniques using the two sequences mentioned above. In the first of the compared methods, SIFT3D keypoints were extracted and matched using SHOT descriptors (simply because those were shown to outperform other methods 36 ). Then SAC-IA 34 (a sampling consensus method that is similar to RANSAC but instead of selecting random samples between the source and target clouds, samples are selected based on points with the most similar feature histograms) was applied for rejecting false matches and initial transformation estimation, followed by ICP (in order to achieve real time performance, we performed ICP on the uniformly sampled point cloud instead of the full point cloud) for refining the initial transformation. The second compared method uses SIFT3D keypoint extraction and matching, followed by a pre-rejection RANSAC algorithm. 37 This method adds an additional verification step to the standard RANSAC algorithm which eliminates some false matches by analyzing their geometry. Tables VIII and IX show the results of those comparisons. Our proposed registration method significantly outperforms the other methods both in terms of accuracy and computational efficiency.
Evaluation of global optimization
In this experiment, we compared the performance of the proposed mapping method with and without global optimization in terms of accuracy and efficiency. In the first comparison, we performed the mapping method on the translation and rotation sequence described in Section 5.4. In the second experiment, we used a sequence that is similar to the rotation only sequence described in Section 5.4. However, the Microsoft Kinect is rotated 1080
• and back to its original position (full rotation ×3). The reason behind rotating the Kinect multiple times is that we wanted the drift to be significant for Tables X and XI . The results show that the average registration error was reduced by a around 85.7% and 92.7% for the first and second experiments, respectively. However, the average time of registration was increased by 40.1% in the first experiment and 136% in the second experiment. In the first experiment, the average number of nodes and keynodes that were added to the pose graph was 180 and 40 respectively, and the number of detected loop closures was 78. In the second experiment, the average number of nodes and keynodes were 144 and 89 respectively. The average number of loop closures detected was 389, which was much higher than the number of loop closures detected in the first sequence. The reason is that the Microsoft Kinect was rotated multiple times and re-observed the same scene many times. As a result, 389 additional constraints were added to the pose graph, which explains the 136% increase in registration time when mapping this sequence. Figure 7 shows a top view of the reconstructed maps with and without employing global optimization. The figure clearly shows that the addition of global optimization reduces the drift and produces a more globally consistent map. Finally, the above results were compared with the state of the art RGBD-SLAM v2 9 method (using the default parameters) which also utilizes the g 2 o framework. The results are outlined in Tables X and XI. The results show that the proposed method (with global optimization) outperforms RGBD-SLAM in both accuracy and efficiency using the two aforementioned sequences. 
Evaluation of key-frame selection criteria
As described in Section 4.6.3, a key-frame is selected when the accumulated translation or rotation exceeds a certain threshold. We evaluated the performance of the registration algorithm using different translation/rotation combinational thresholds using the rotation only sequence. In the first experiment, no threshold was used, in other words, all frames were used in the global optimization. We then evaluated the following translation/rotation thresholds: 0.07 m/5
• , 0.25m/15
• and 0.3 m/25
• . The results of this experiment are outlined in Table XII . The most accurate results are unsurprisingly the ones obtained by using all the frames in the optimization. However, this approach increases the computational complexity of the system significantly and makes it unsuitable for realtime applications (computational time is 1.325 s -less than a frame/second ). The following four thresholds combinations (up to 0.25 m/15
• ) provided comparable registration accuracy. However, the computational time decreased as we increased the thresholds. For instance, the computational time when using the 0.25 m/15
• threshold combination is 51.8% lower than using the 0.07 m/5
• threshold combination, since only 20% of all frames are selected as key-frames, as opposed to 64.8% of all frames. Also note that when selecting the 0.3 m/25
• threshold combination, the translational Fig. 11 . Visualization of the absolute trajectory error (ATE) which was calculated after performing our proposed method on the: (a) "freiburg3 structure texture near" sequence (b) "freiburg3 structure no texture far ".
and rotational accuracy is reduced by 53% and 65% respectively when compared to the 0.25 m/15
• threshold. This is due to the key-frames being too far apart and as such, the matching between keyframes was reduced (which results in less constraints in the pose graph). We also experimented with larger thresholds, but we found that anything higher than the 0.3 m/25
• threshold combination results in no additional non-adjacent constraints being added to the pose graphs. This results in a system with similar registration accuracy to the registration method that does not employ global optimization, but with the added computational expenses of the global optimization procedure.
Proposed method evaluated using public RGB-D dataset
We evaluated the performance of the proposed 3D SLAM method using the publicly available RGB-D benchmark provided by the Technical University of Munich. 8 The datasets contain various scenes captured by an RGB-D camera and provide very accurate ground truth information that were obtained by an external motion capture system. For the evaluation of the compared methods, we utilize the absolute trajectory error (ATE) metric provided by 8 in which the absolute distances between the estimated and ground truth data are calculated. Given a sequence of camera poses from the estimated trajectory P1, . . . , Pn ∈ SE(3) and from the ground truth trajectory Q1, . . . , Qn ∈ SE (3) , the ATE at time-step i can be obtained using the following equation:
where S denotes the rigid body transformation that aligns the coordinate frames of P i and Q i . We then calculated the mean and median errors over all time indices n of the translational components of the ATE. An example of the ATE between the estimated trajectory (using the proposed method) and ground truth data is illustrated in Fig. 11 . For this evaluation, we performed the proposed SLAM method using the scenes available from the "freiburg3 structure vs. texture" category and compared it with the RGBD-SLAM v2 (using the default SURF keypoints and descriptors). Table  XIII shows a summary of the results of this experiment. We first evaluated both methods using the "freiburg3 structure notexture near" and "freiburg3 structure notexture far" sequences. Both sequences are captured by moving the sensor along a zig-zag structure that is built from wooden panels and contains very limited visual information. As we expected, our method clearly outperforms the RGBD-SLAM v2 method using those sequences since RGBD-SLAM only uses visual information for registration. We then evaluated both methods using the "freiburg3 nostructure texture near withloop" sequence which is captured by moving the Microsoft Kinect over a highly textured planar surface. Due to the very limited structure information in this scene, our method struggles registering this sequence and the RGBD-SLAM v2 method clearly outperformed our method. We then used the "freiburg3 structure texture near" and "freiburg3 structure texture far" sequences, which consist of moving the camera along a zig-zag structure that is fully wrapped in a colorful plastic foil. In the first of the aforementioned sequences, the performance of both methods was very comparable, with the RGBD-SLAM v2 method having the slight advantage. For the second sequence, our method significantly outperformed the RGBD-SLAM method since RGBD-SLAM seems to fail around the 15s mark due to a false loop closure which disrupts and breaks the registration process. The RGBD-SLAM v2 fails to recover from this, which results in a very high ATE. We repeated this experiment many times and also tried using RGBD-SLAM's other recommended keypoints (SIFT and ORB), resulting with the same failure each time. We then evaluated both methods using the "freiburg1 xyz", "freiburg1 desk" and "freiburg1 desk2" sequences. All of those sequences are captured by moving the camera in a postgraduate office environment and contain varying amounts of structure and texture information. In addition, the "freiburg1" sequence is challenging due to fast camera motions. The performance of both the compared methods using these sequences is comparable, with our method having the advantage in first sequence and the RGBD-SLAM v2 having the slight advantage in the last two. Also note that at around 9 seconds in the "freiburg1 desk2", the camera is moved over a planar table containing very little structure, which results in a slight misalignment. This explains the relatively high ATE of the proposed method when using this sequence. In such cases (where there is a lack of either texture of structure information), it might be better to use a combination of texture and structure information. This is something we would like to add to our method in the future.
Conclusions
In this paper, we presented a novel real-time 3D SLAM system that uses only the depth information provided by RGB-D sensors, without relying on texture information. As such, our method is well suited to perform localization and mapping in texture-less environments commonly encountered in both office and industrial buildings. Since registration using the dense point cloud is a very computationally expensive operation, we propose a novel sampling scheme that informatively selects the points carrying the most useful information using the statistical analysis of their flatness. We showed that the proposed keypoint extraction method outperforms other state of the art methods in terms of accuracy and repeatability and performs comparably in terms of efficiency. We also showed that our proposed registration method is faster and more accurate compared to other well-known registration methods. Having said that, depth only registration methods struggle when registering scenes with very little structure. As such, we plan on aiding the depth information with visual information when available. Another aspect that our method struggled with was the registration in the presence of multiple motions (such as people walking in the scene). Since we use a high-breakdown estimator in our method, we think it should be possible to segment different motions explicitly and register those separately. This is part of our future work.
