In this paper we present a study of citation and co-authorship networks for articles from the ASME Design Automation Conference (DAC) during the years 2002-2015. We identify key authors, show that the co-authorship network exhibits the small world network property, and reveal other insights from network structure. Results from two topic modeling methods are presented. A frequency-based model was developed to explore DAC topic distribution and evolution. Citation analysis was also conducted for each core topic. A correlation matrix and association rule mining were used to discover topic relations and to gain insights for research gaps and recommendations. A recently developed unsupervised learning algorithm, propagation mergence (PM), was applied to the DAC citation network. Influential papers and major clusters were identified and visualizations are presented. The resulting insights may be beneficial to the engineering design research community, especially with respect to determining future directions and possible actions for improvement. The data set used here is limited. Expanding to include additional relevant conference proceedings and journal articles in the future would offer a more complete understanding of the engineering design research literature.
INTRODUCTION
The ASME International Design Engineering Technical Conferences (IDETC) and Computers and Information in Engineering Conference (CIE) are leading international research meetings in design and engineering [1] . IDETC provides an opportunity for researchers to share the latest research and to build social networks in academia and industry. One conference that is part of IDETC, the Design Automation Conference (DAC), focuses on rigorous methods for designing engineered systems. The DAC research community celebrated recently its fortieth anniversary, precipitating community reflection on past progress and future directions [2] . Since 2013 ongoing efforts, led by some authors of this article and others, have sought to understand the nature of the DAC research community through established quantitative network analysis methods. After initial analysis of the DAC literature, Allison presented a lightning talk at 2014 ASME IDETC/CIE [2] [3] [4] during the keynote DAC session. This article presents a significant extension of this work, including application of novel frameworks for topic modeling that are scalable and applicable to other citation networks.
Network analysis, also referred to as structural analysis, examines social structures as a network or graph [5, 6] . Specifically, citation and co-authorship networks highlight patterns and connectivities within scientific literature. In a citation network, each paper is represented as a node (vertex); a directed link (edge) represents the citation of one paper by another. The citation network is directed and acyclic because a paper can only cite its predecessors. Citation analysis began in the 1960s with Price's study of the social structure of scientific literature. His discovery that the degree of a citation network follows a power law was the first demonstration of the scale-free network [7] . Price's growth model for citation networks [8] is a special case of what is now known as the preferential attachment process [9, 10] . More recently, researchers have come to rely on citation analysis as an index of community structure. For example, Chen and Redner investigated the citation network of Physical Review publi-cations from 1893-2007 and identified major communities using modularity maximization [11] . A patent citation network was studied to understand the mechanisms of knowledge transfer in nanoscale science and engineering from 1976-2004 [12] . Kajikawa et al. used citation analysis to identify fifteen research clusters in the field of sustainability science [13] . Other applications include medicine [14, 15] , engineering [13, 16] , physics [17, 18] , semantics [19] , and the Nobel Prize literature [20] .
A co-authorship network is distinct from citation networks in that each author is represented by a node, with an edge linking authors who co-author a paper [21] . Co-authorship network analysis has attracted interest due to its topological features. For instance, Newman found that collaborative networks in medical research, physics, and computer science exhibit the so-called small-world effect, present when the degree distribution of authors and papers follow a power-law distribution [22] . Newman's later work explored collaboration patterns in article databases [23] . Ding focused on exposing the collaborative behavior of productive and highly-cited authors available on the Web of Science (WOS) active from 1956-2008 [24] . Liu et al. studied author impact in digital library conferences [25] . Further work, such as co-authorship structures and link prediction problems, can be found in Refs. [26] [27] [28] [29] .
A variety of approaches and algorithms are used in network analysis. Centrality measures and clustering coefficients are often favored. For instance, Ni et al. used three group centrality measures-degree, closeness, and betweenness-to explore macro-disciplinary evolution [30] . Betweenness centrality has been applied to study wireless sensor networks [31] , biological networks [32] , and metro systems [33] . Le built a surrogate model of complex bipartite networks using degree distribution [34] . Newman has developed a series of algorithms for detecting and evaluating network community structures [21, 35] . Structural or topological clustering methods were also used to study these networks [36] [37] [38] [39] . Link analysis algorithms explore associations between nodes in web search ranking, the most wellknown examples being Google's PageRank [40, 41] and HITS (Hypertext Induced Topic Selection) [42] . Other authors have explored path-based search algorithms (Sun et al. [29, 43] ) and link prediction problems (Liben-Nowell [28] ). References [44] [45] [46] [47] provide overviews of complex networks as well as recent approaches for analyzing network structures.
The foregoing approaches rely heavily on network structure alone and are limited thereby. In citation analysis, document content and topical features could also be taken into account. Latent Dirichlet Allocation (LDA), a Bayesian network model, is a generative statistical model addressing topical features for topic discovery (Blei et al. [48] ; Pritchard [49] ), with the assumption that each document can be represented as a mixture of different topics. The author-topic model was introduced by Rosen-zvi et al. [50] as an extension of LDA. Similarly, a probabilistic method known as Author-Conference-Topic (ACT) enables one to conduct topic modeling for papers, authors and publication venues (Tang et al. [51] ). Ding also utilized the ACT model for scientific collaboration analysis [24] . Fu et. al revealed the inherent structural forms of the US patent database using a methodology combining a Bayesian model with latent semantic analysis (LSA) [52] . Topic analysis also gained popularity, including relevant work involving topic groups [53] , topic extraction [14, 54] , content analysis [55] , and clustering analysis [13, 16] .
In this paper, we analyzed several aspects of the ASME DAC corpus. We identified the most collaborative authors using the co-authorship network. We demonstrated that the DAC coauthorship network possesses the small-world property [44, 56] . We proposed a frequency-based model to study DAC topic distribution and evolution. Citation analysis within each topic field was conducted and topic relations were explored using correlation and association rule learning. The second model applied was propagation mergence [57] ; unlike structure-based approaches or topic modeling techniques, this unsupervised learning approach takes both topology (citation structure) and text content into account when performing topic and clustering analysis. The initial analysis of this work, including centrality metrics and coauthorship structure, was performed and presented in 2014. Relevant results and visualizations can be found in Refs. [3, 4] .
The paper is organized as follows. Section 2 describes data collection and preparation. Section 3 introduces methodologies used in the paper, including the frequency-based model, correlation, association rule learning and propagation mergence. Knowledge and insights gained from our DAC network analysis are reported in Section 4. Conclusions will be presented in the last section. Supplementary materials including discussion is presented in [58] ; data, code, and additional results are available online [59] .
DATA
The American Society of Mechanical Engineers (ASME) keeps records of DAC papers that were presented and archived in the proceedings of IDETC/CIE since 2002 [1] . Current efforts at ASME aim to archive all past proceedings, but currently we are limited to data from 2002 onward. We parsed the website of DAC records to extract bibliographical information including titles, authors, keywords and abstracts. Because ASME does not include citation information, we constructed the citation network directly from each paper's internal references. The similarity between every pair of distinct author names was measured using a modified implementation of the Levenshtein distance [60] as a strategy to identify papers written by the same author with slight differences in name representation. This method takes into account the maximum edit distance between the two names as well as individual name lengths and discrepancies of name initials to avoid false positives. If two names were deemed to refer to the same author from this step, these matches were evaluated using human judgment to increase name disambiguation preci-sion. A total of 1,668 DAC articles were retrieved from the period [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] . This excludes articles that were accepted, but not presented (and therefore not published). Both citation and collaboration networks were constructed using this database of bibliographic records and citation information.
NETWORK ANALYSIS METHODOLOGIES

Co-authorship Analysis
We performed co-authorship network analysis using NetworkX [61] . We found the most collaborative authors by looking at the degree of each node. Two graph metrics, local clustering coefficient and average path length, were used to exploit the small-world behavior exhibited by the DAC co-authorship network [56] . Given a graph G, the local clustering coefficient C(v i ) is a structural property that quantifies how closely the neighbors of node v i ∈ G tend to congregate in G. For a node v i with k v i neighbors and Γ v i edges between its neighbors, the local clustering coefficient is defined as C(v i )= [62] . The average clustering coefficientC is the average of C(v i ) for node v i ∈ G, where i = 1, 2, . . . , n, and n is the number of nodes in G, [56] . The average path length L refers to the average of number of edges in the shortest path between all possible pairs of connected nodes in the network [56] . This robust topological metric has been well-studied and used widely for analysis of random graphs, scale-free, and small world networks [44] .
Citation Analysis
Frequency-Based
Model Given a collection of 1,668 abstracts, we first used ToPMine (Topic Phrase Mining) [63] and RAKE (Rapid Automatic Keyword Extraction) [64] to discover and extract key phrases. The ToPMine algorithm transforms a corpus into a "bag of phrases" and screens for phrases that appear more frequently than a certain threshold. The framework allows the high-quality production of key phrases. RAKE is an unsupervised, domain-and language-independent algorithm that automatically extracts key phrases from individual documents. The algorithm allows users to impose restriction on phrase frequency, the number of words in a phrase and the length of each word while selecting acceptable key phrases. RAKE also filters out meaningless words as determined by the user. Each keyword is assigned a score in terms of word frequency, word degree, and ratio of degree to frequency. A set of candidate key phrases was generated using both approaches.
As not every key phrase reflects topic information, human expertise can help refine the set of key phrases. For example, the phrase "recent years"-extracted by RAKE-is too general to convey meaningful information. The Natural Language Toolkit (NLTK) Python library was used to standardize phrases with certain part-of-speech (POS) patterns [65] , thus transferring each key phrase to a root form. A field of ten main topics and fifty subtopics was provided by a human expert. Each processed key phrase was then manually assigned up to 3 topics. Each abstract was searched for key phrases in the topic list and assigned corresponding topics when a match occurred; multiple topic assignments were possible for each abstract. The resulting Boolean topic matrix catalogued 1,668 abstracts against 10 main topics or 50 subtopics.
Topic Exploration
Correlation functions as a simple but useful metric that can indicate the predictive relationship between topics. We computed the correlation matrix characterizing the linear relationship between the 10 main topics and 50 sub-topics. We also investigated each topic based on the citation network structure. The average degree measures the activity of citation in each DAC topic. (Recall that the citation network is a directed graph and the average degree refers to average in-degree per node in the network.)
The popular data-mining technique of association rule learning reveals relationships between database entries [66] , such as, in our case, topic relationships. The apriori algorithm in the R software package arules was used to mine association rules for DAC literature topics [66, 67] . Agrawal et al. summarized the problem of mining association rules as follows [68] . Let I = {i 1 , i 2 , . . . , i n } denote the set of n binary attributes (or items) and T the set of transactions (or database). Each transaction t ∈ T is a binary vector. Define t k = 1 if transaction t contains item i k , and t k = 0 otherwise. An association rule has a form of X ⇒ Y , where item X is a subset of item set I and Y is a single item in Y ∈ I and Y ∈ X. Items X and Y are referred as the antecedent (left-hand-side or LHS) and the consequent (right-hand-side or RHS) of the association rule [67, 68] . Three critical metrics are considered in association rules: support, confidence, and lift. For given items X, the support of X, denoted as supp(X) is the proportion of transactions in the database that contains items X. The confidence of a rule is computed as conf(X ⇒ Y ) = supp(X∪Y ) supp(X) , where supp(X ∪ Y ) is the support of the intersection of X and Y , equivalent to the joint probability P(X ∩ Y ) [69] . The confidence is an estimated conditional probability P(Y |X), indicating how likely item Y is to appear also in the transactions, given the proportion of transactions that contain items X. The lift, defined
, measures the ratio between occurrences of X and Y and the support expected if X and Y were statistically independent [67, 69] . Association rules with lift greater than one imply strong dependence, and are deemed to be useful to predict RHS in the data set [67] . LHS and RHS are considered independent if the lift is equal to one [69] .
Propagation Mergence Propagation mergence was
proposed by Su as an unsupervised learning algorithm considering both citation structure and content representation simultaneously [57] . Su also developed an online interactive visualization application using WebGL (Web Graphics Library) [70] [71] [72] in which propagation mergence was applied to the DAC citation network [73] . Propagation mergence first identifies a set of most influential papers (also referred to as source nodes) using a TF-IDF representation [74] and a weight for the directed citation link. A PageRank-based algorithm scores the papers [40] ; the set of influential papers is drawn from this with the threshold number of influential papers (i.e., source nodes) as a user-specified parameter. Source nodes propagate credit and information to non-source nodes in the citation network, leading to an initial cluster assignment; the number of initial clusters is equal to the number of the source nodes. The merging step combines clusters as necessary to eliminate redundancy, since a single paper may be insufficient to reflect the whole cluster correctly. Alternatively, two or more clusters may be merged. PageRankand HIT-based approaches have been introduced previously to network analysis [75] [76] [77] . For instance, Yang et al. presented a strategy combining a content-based method with the multi-type citation network and performed heterogeneous link analysis using topic PageRank, but the main focus was to improve ranking performance and author reputation [78] . Propagation mergence is distinct because it groups DAC papers into clusters by addressing citation network and content representation. Further technical details about the propagation mergence approach can be found in Ref. [57] . Table 1 summarizes DAC statistics from 2002 to 2015. A total of 1,668 papers were collected, associated with 2370 distinct authors, with an average of 119 papers each year. The top five collaborative authors are Timothy W. Simpson, Wei Chen, Janet K. Allen, Farrokh Mistree, and Panos Y. Papalambros. These were obtained using degree centrality. No specific pattern was found in the number of papers or authors each year. The average number of authors per paper ranges from 2.20 to 2.67; this number increases slightly each year, implying that researchers have tended to become more collaborative. The local clustering coefficientC and the average path length L are also reported. The average clustering coefficient has increased from 0.63 to 0.79, indicating that authors tend to form persistent cliques. One DAC author needs to communicate through fewer than two people (except 2006) to get acquainted with another DAC author if there exists a connection. The overall clustering coefficientC = 0.71 and overall shortest path length L = 5.90 were calculated. These imply the co-authorship network exhibits the small-world property, asC C rand and L L rand [56, 79] , where C rand = 0.011 and L rand = 4.59. These were computed using a random graph with the same number of nodes (2,370) and the average degree of k = 3.81. Albert and Barabási summarized a number of small world networks including several types of co-authorship networks with local clustering coefficients 0.066 ∼ 0.76 and the average path length 4.0 ∼ 9.7 [44] . The DAC co-authorship network exhibits similar characteristics. Overall, the DAC co-author network exhibited sparse connectivity. Many edges correspond to advisor-student research teams, with less frequent faculty collaboration. Later analysis results in this section indicate opportunities for additional collaborative work, which could help advance intellectual diversity and vitality [80] [81] [82] . 
RESULTS
Co-authorship Network Analysis
Frequency-Based Model
Figures 1 and 2 show DAC topic frequencies. Recall that each key phrase can have main and sub-topics. For instance, a key phrase "optimization method" may refer to the main topic engineering design optimization, design method and the sub-topic search, numerical methods, design process. The top five main DAC topics are design method, engineering design optimization, design-appropriate modeling, product development, and design under uncertainty. Note that some topics correspond to design methods or other general topics, whereas others correspond to specific application domains. Research areas such as sustainable energy system and transportation system design are less popular when considering the overall length of the study period (see Fig. 1 ). Either of these topics represent less than 3% of the collection. Chronological evolution of topics is illustrated in Fig. 1 . From this visualization we can see that sustainable energy system design is receiving increased attention in recent years, whereas transportation system design has decreased in frequency. Similar analysis for sub-topics is depicted in Figs. 2 and 4. Aircraft design, design rules, and equivalence became less frequent in some years, but fluid system design and wind energy have gained more attention in recent years. Wind energy, appearing first in 2009, accounts already for nearly 2% of the collection. Correlation plots are shown in Figs. 5 and 6. Each node represents a topic, and edge thickness corresponds to correla-tion strength. Here we connect nodes with correlation strength greater than 0.25. Mechanical design is relatively isolated. It is natural to associate sustainable energy system design with both dynamic and control system design and transportation system design, but this topic is relatively isolated from the cluster containing the topics large scale engineering system design, engineering design optimization, and design under uncertainty. Design method, design appropriate modeling, and engineering design optimization also form a triangle correlation. Although product development ranks fourth in frequency, only design method correlates highly with it. Research gaps and opportunities could potentially be inferred from the correlation matrix. For instance, the interface between product development and design under uncertainty could be a possibility because both are mainstream topics, yet are barely correlated. Among sub-topics, several are weakly correlated, including robotics, kinematics, equivalence, design rules and aircraft design (Fig. 6) . Machine learning has attracted general research interest in recent years, but did not show strongly at DAC through 2015. We find that, according to DAC literature, engineering design using artificial intelligenceparticularly neural networks and deep learning-has not been well-studied, although a very limited number of DAC papers addressed classifiers, clustering, PCA, or neural networks. The bipartite graph shown in Fig. 7 represents correlations between main and sub-topics. The sub-topics at the top left are not highly correlated with the main topics, a phenomenon explained by the fact that topics like design rules and equivalence are the least favored, and have experienced fluctuations over the years. Product development and engineering design optimization exhibit broader connections with sub-topics. Please refer to supplementary and online resources cited above for more comprehensive results and visualizations with improved readability.
Citation Analysis in Topics
For each topic, we calculated the average in-degree of the citation network and sorted these in a descending order (see Fig. 8 ). Mechanical design and transportation system design have low average in-degree values. The average in-degrees of sub-topics are plotted in Fig. 9 . Topology optimization and structural design are well-established topics, but their citation strength is not high relative to topic maturity. Optimization-based topics, such as decomposition-based optimization, multi-objective optimization, multi-disciplinary optimization, and global optimization also have low average in-degrees. Because many conferences or journals focus on optimization and mathematical programming, and some DAC articles become journal articles, authors may have cited those rather than DAC articles. Wind energy is ranked in the top 10 topics with highest average in-degree, even though the overall topic frequency is low. In other words, DAC researchers in wind energy tend to cite DAC papers very well. Design rules, visualization, kinematics, machine learning, automotive design, and equivalence also show a low intra-DAC citation rate. We have plotted the main topic network for sustainable energy system design in Fig. 10 . Each node represents a paper, and each edge represents a directed citation. This topic has an average in-degree of 0.5, indicating a very sparse citation network. In general, a sparse citation structure was observed across the complete DAC literature network, indicating an opportunity for improvement. 
Association Rule Learning
Association rule learning regards each topic and paper as an item and a transaction. We set support and confidence thresholds at 0.004 and 0.5 for both main and sub-topics, generating 476 association rules for the main topics (Fig. 11) . A grouped matrixbased visualization organizes the antecedent (LHS) and consequent (RHS) using a grouping of rules via clustering [83] . The ball plot of and consequent groups as rows (RHS). Note that there are high lifts occurring at Rows 1-3, indicating a strong dependence between transportation system design, sustainable energy design, and dynamics and control system design. Topics in Rows 4-6 also have strong associations because of higher confidence and lift greater than one. The lift of product development is close to one indicating some independence, also observed previously (Fig. 5 ). Several rules with high confidence and lift are listed in d e c is io n a n a ly s is ki n e m a tic s he ur is tic op tim iz at io n al go rit hm s eq uiv ale nc e des ign rule s aircra ft desig n FIGURE 6: Sub-topic correlation Table 2 ; these rules cover topics with fewer occurrences (transportation system design, mechanical design, and sustainable energy system design). In Rule 4, LHS {large scale engineering design, design method, mechanical design} implies RHS {design under uncertainty}. While the support of LHS is only 0.0216, the confidence is 0.878, meaning 87.8% of the times LHS occurs n papers that also contain RHS. The lift 2.697 also indicates LHS and RHS have a strong association. The probability of finding RHS in papers that also contain LHS is greater than the probability of finding RHS only by 169.7%. In other words, when one works on large scale engineering system design, design method, and mechanical design, one may likely also consider design under uncertainty. The rest of the rules may be interpreted in the same way. The rules presented here can help extract the knowledge that the correlation plots have not spotted. For instance, the paired correlation between transportation system design and product development is quite weak-however, Rule 1 implies that product development together with transportation system design and dynamic and control system design has a strong association with sustainable energy system design. Design appropriate modeling (Rule 2) and engineering design optimization (Rule 3) also exhibit dependence with dynamic and control system design. In Interested readers may find more rules online [59] . Sub-topics were similarly analyzed. Due to numerous rules, the resulting scatter plot, grouped matrix, association rules and relevant discussion should be found in the supplementary materials [58] . Table 3 reports the ten most influential papers given by the PageRank-based algorithm in the propagation mergence approach. Design under uncertainty, reliability-based design, and family product design had strong impacts on the corpus. We also summarized twenty major clusters produced by propagation mergence. In this paper, we list the top five clusters in Table4; the remainder are available in the supplementary materials [58] .
Propagation Mergence
(Clusters were labeled based on human judgment; although each cluster may correspond to multiple topics, we selected a consensus "most likely" label for each.) Cluster exchange represents interactions between clusters via the citation network. Cluster 1 (uncertainty quantification) spans a large structural space in the network. Reliability-based design involves both uncertainty and optimization, and hence this cluster is often exchanged with others. Cluster 2 is product family design. Research efforts represented in this cluster favor a variety of methodologies and analysis involving product family design, such as optimization (e.g., genetic algorithms), sensitivity analysis, data mining (e.g., clustering analysis), formal concept analysis, decomposition-based approaches, and cost modeling, etc. Cluster 3 (surrogate modeling) represents attempts to con- struct approximated models for use in design. Key phrases include Kriging, evolutionary algorithms, Monte Carlo simulation, and response surfaces. Reference [84] gave a comprehensive review of metamodeling techniques that has been extended to various optimization formulations including global, multi-objective, multidisciplinary design, and probabilistic optimization. Surrogate modeling actively interacts with a number of domains such as statistics, mathematics, computer science and engineering design [84] . Cluster 4 (design for market systems) focuses on marketing, user preference, demand, and conjoint analysis. This cluster overlaps extensively with product design, as indicated by the key phrases. In Fig. 13(a) , Cluster 4 (in pink) is close to Cluster 2 (product family design, in green). Due to increased weight on marketing, the cluster is separated from product family design. Cluster 5 represents visualization, but also has strong citation links to several other major clusters. In Fig. 13(b) , red citation links are connected to Cluster 2 (product family design, in green), Cluster 3 (surrogate modeling, in yellow), and Cluster 4 (design for market systems, in pink). Cluster 5 is relatively cross-disciplinary since it involves tools for other topics. Clusters 6-20 have been titled modularity (6), customer preference (7), decomposition-based design (8) , design process (9), robust design (10), topology optimization (11), wind energy (12), multidisciplinary optimization (13), multi-objective optimization (14) , structural design (15), developing-world design (16), "undetermined" (17) , human element design (18) , machine learning (19) , and phase transitions (20) . These clusters are relatively small despite their importance. The clustering analysis reflects the current state of the art within an important subset of the engineering design community (specifically, the DAC literature). More detailed discussion is available in the supplementary materials [58] .
CONCLUSION
In this paper, we analyzed the ASME DAC authorship and citation networks for [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] . From the authorship network, we identified the five most collaborative authors using degree centrality and demonstrated that the co-authorship pattern possessed the small-world property. The results show that authors are more inclined to collaborate with others as time progressed. We used a frequency-based model to study topic modeling. The topic frequencies and topic evolution were described. The citation analysis was also examined in each topic. Correlation matrices and association rules helped with investigation of topic relationships and dependence. Propagation mergence was used to group DAC into major clusters, reflecting core research interests in the design community. Results presented here may provide guidance and recommendations for future research and community priorities. This research may enable community newcomers to grasp quickly possible research gaps, collaborative opportunities, and visualization, preference, user, content, product, user generated, interaction, data, clustering, dimensional, consumer, family, structure matrix, preference elicitation, efficient global potential issues. In addition, this research helps illuminate author collaboration patterns and influential papers. The results benefit not only engineers and researchers (from novice to senior levels), but is also valuable for the future development of the engineering design research community. Future work should involve expanding the literature data set, analyzing the impact of other scientific communities on the engineering design research community, and conversely, the impact that the engineering design research community has on other disciplines.
