Abstract-Statistical machine translation (SMT) refers to using probabilistic methods of learning translation process primarily from the parallel text. In SMT, the linguistic information such as morphology and syntax can be added to the parallel text for improved results. However, adding such linguistic matter is costly, in terms of time and expert effort. Here, we introduce a technique that can learn better shapes (morphological process) and more appropriate positioning (syntactic realization) of target words, without linguistic annotations. Our method improves result iteratively over multiple passes of translation. Our experiments showed better accuracy of translation, using a well-known scoring tool. There is no language specific step in this technique.
I. INTRODUCTION
Recent trend in machine translation is mostly towards datadriven methods including Statistical Machine Translation (SMT), which uses parallel text. This approach learns translation through phrase alignments [1] which are based on word alignments. In SMT, the morphological information improves learnability for realizing the correct shape of words, especially for morphologically rich languages like Arabic and Urdu. Similarly, the syntactic information improves positioning of words in the given context, especially when source and target pair has different positions for grammatical relations (Subject, Object, etc.) like English versus Urdu. An intuitive way of algorithmic evaluation of translation output is based on the number of matching sequences and subsequences of words in comparison with human translation. We have used BLEU [2] for an automatic evaluation of progress in translation improvement. A freely available toolkit for training and decoding of SMT systems, Moses [3] is used in our experiments, along with the supportive tools [4] for intermediate tasks like text alignment. Open source tools [5] are used for English (the source side of parallel text), and locally developed morphology analyzer [6] and POS tagger [7] of Urdu (target side of parallel text) are used for morphosyntactic experiment. The experiments for baseline and proposed technique, both, use plain parallel text.
In the proposed method, the system gradually learns these linguistic elements (shapes and orders of words, etc.) from the surface forms of the target side, without any explicit knowledge, hint and tagging. There is no need of mono-lingual resources either, in addition to the parallel text. We have improved the shapes and arrangements of words on the target side by using the SMT process iteratively, to incrementally learn such information from simply the parallel text itself.
The rest of this paper has been organized in the following sections. Section II gives a review of the existing work on the statistical machine translation and the incremental learning. Section III details the methodology of the proposed algorithm. Section IV describes the data, experimental setup, and results. Section V discusses the proposed technique in the light of obtained results.
II. LITERATURE REVIEW
Statistical machine translation [8] , being a machine learning approach towards translation [9] , is used in the proposed work. A more detailed and updated record of statistical machine translation may be found in [8] . The proposed work considers linguistic knowledge (morphology, syntax, and word sense) to be "hidden" elements and uses the iterations of machine translation in the form of expectation maximization algorithm [10] without any external knowledge, to reach a better output. Words in our output are better in terms of correctness of shapes, sequences, and senses. The proposed work considers the intermediate translation of source as a pivot language [11] , which is then used to improve the model to gradually reach the target language, by utilizing the power of incremental learning [12; 13; 14] . Gradual learning in several iterations reduces the impact of noise and irrelevant attributes [15] for automatically learning the word mappings to generate more correct sentences as output of translation.
The approach of incremental machine translation [16] uses the knowledge of human translator for enhancing the confidence of correct translations, and using that confidence for future translations. The proposed work uses the same idea of enhanced confidence with the help of an automatic tool, BLEU, for evaluation of translated output of one pass to be used as input for translation of next pass. Daybelge and Cicekli [17] have used a similar approach of using BLEU score as a measure of incremental learning and reported improvement in the translation quality using example based machine translation. Quality of translation does not depend only on the syntax and morphology but also on the sense of the source word [18; 19] . Using the translation of phrases observed previously increases the translation correctness when they occur subsequently [20; 21] . This is another view of "incremental" learning in which already observed high probability mappings help improving the mappings of other translation units in subsequent passes of learning. We have successfully experimented and introduced a technique that This paper is out of my PhD work at NUCES (Lahore Campus) which is partially funded by HEC (Pakistan). www.ijacsa.thesai.org gradually learns the linguistic information from parallel text in several iterations of translation, which is detailed in the next section. Line 1 and 2 initialize the variables x and Diff to 0. Line 3 initializes the iteration counter i to 1. Line 4 initializes the BLEU score variable BScore 0 to 0, which means BScore for 0 th iteration is 0. This variable will be used to compute the improvement in the translation for comparison with the BScore of i th iteration for measuring the threshold. Line 6 to 13 is a loop that will continue for the specific threshold. In this instance of the algorithm, the loop will stop when there is no improvement in the BScore, because the threshold testing variable x is kept 0. If there is no gain in the BScore then the value of TH remains equal to or less than 0 thus the loop terminates. As the final output of this algorithm we obtain SMT Models from Model 1 to Model i , from parallel training data. Our stopping criteria depends on the held-out data; and we use all these models in an incremental way to decode the evaluation data (test data). All these datasets are distinct for our experiment.
IV. VERIFYING EXPERIMENT
The baseline experiment is performed by learning simple phrase based machine translation (PBMT) [22] from plain parallel text. Next, we added POS tags and morphological annotations as factors in the factor based [23] PBMT, to see the improved result. Then we trained using our proposed model to achieve the best result. The data is described below in subsection A, and the experiments are detailed in subsection B, of this section.
A. Data
Text from two books is used in this study. The English and Urdu versions of these books are already aligned at topic level (containing one or more paragraphs). There are 497,354 words in 26,822 sentences on English side and 513,550 words in parallel Urdu translations.
We partitioned our data into three disjoint segments: 75% as training data, 19% as held-out data, and 6% as evaluation data. Plain bi-text is used for baseline and for incremental learning. The lemma, morphological tags and POS on source side (English) are computed using open source tools [5] . Similar tools for the target side (Urdu) of the parallel corpus are developed locally. The finite state transducer [6; 24] is used for morphology, and TNT tagger [7; 25] is used for POS tagging. Model
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The following mapping of input/output factors is used: 1) Lemma of input side is translated into the lemma on the output side.
2) POS and morphological factors on the input side are also translated into the factors on the output side.
3) Surface form on the output side is generated using the translated morpho-syntactic factors on the output side.
B. Experiment and Result
First of all, plain bi-text is used to obtain the baseline resuts. Then the same model is tuned for held-out data using minimum error rate training [26] , which improved results from 32.10 to 37.10. Then the morpho-syntactic model of translation is used for which words are annotated with lemma and POS tag factors. This experiment produced the BLEU score of 36.73.
The proposed technique of incremental learning is designed to test if the un-annotated text can itself incrementally take the desired shapes and sequences of words induced by the implicit morpho-syntactic knowledge which is always present in the running text. The proposed algorithm is implemented in the following way: 2) Used that translated training part (TT 1 ) to pair with the target side (TT n ) of the corpora to learn a new model (Model 2 ) to automatically learn the good mappings which were missed in the first pass (while learning the Model 1 ).
3) Used Model 2 on THOT 1 to obtain the next version of translated held-out data (THOT 2 ), and found the improvement in the BLEU score by comparing between THOT 2 and THOT n .
4) Executed Model 2 on the TT 1 (to prepare another intermediate train set TT 2 ) for next stage of learning.
5) Then used that latest translated training part (TT 2 ) to pair with the target side (TT n ) of the corpora to learn another model (Model 3 ) to further learn the good mappings which were missed even in the second pass.
6) Then executed Model 3 on THOT 2 to obtain THOT 3 and found the improvement in the BLEU score by comparing between THOT 3 and THOT n .
7) Finally, for the sake of evaluation on a data set which is kept separately (apart from training and held-out data sets), executed Model 1 on original source side of the evaluation data (ET 0 ) to obtain ET 1 . Then executed Model 2 on ET 1 to obtain ET 2 . Afterwards executed Model 3 on ET 2 to obtain ET 3 , which produced the highest BLEU score from ET 3 versus ET n . The detail of this step is shown in Fig. 3 .
In Fig. 3 , each rectangle represents the process, each parallelogram signifies an input/output of the process, each solid arrow shows the sequence of flow, and each dashed arrow denotes the SMT model used in the process. Table I clearly shows that incremental learning proposed in this paper gives the highest BLEU score. One reason of unprecedentedly high score under proposed technique is the significant overlap of phrases in the data. However, it is also important to keep in mind that gain from this overlap could not be exploited without using the power [12; 13; 14; 15] of incremental learning.
Since this approach involves no language-specific steps therefore it may be applied to any language pair. The technique of exploiting the overlapping in the training set, the held-out set and the evaluation set, may work well for translation of any other text that typically has significant overlap of phrases including user manuals, blogs, specific news genre, and research articles from a specific field. It may also be applied for word sense disambiguation [27] using parallel corpus, instead of using explicit linguistic knowledge to resolve the word sense. 
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