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COUPLED CONTACT SYSTEMS AND RIGIDITY OF MAXIMAL
DIMENSIONAL VARIATIONS OF HODGE STRUCTURE
RICHA´RD MAYER
Abstract. In this article we prove that locally Griffiths’ horizontal distribu-
tion on the period domain is given by a generalized version of the familiar
contact differential system. As a consequence of this description we obtain
strong local rigidity properties of maximal dimensional variations of Hodge
structure. For example, we prove that if the weight is odd (greater than one)
then there is a unique germ of maximal dimensional variation of Hodge struc-
ture through every point of the period domain. Similar results hold if the
weight is even with the exception of one case.
1. Introduction
Variations of Hodge structure are integral manifolds of Griffiths’ horizontal dis-
tribution on the period domain D of a fixed integral lattice which are stable under
the action of a discrete subgroup of the isometry group of D. This distribution is
defined in terms of the filtrations {F p} by
∂F p
∂zi
⊂ F p−1.
The horizontal distribution is not completely integrable in general if the weight
is greater than one, so integral manifolds must have lower dimension than the
distribution. There are two fundamental questions for not completely integrable
differential systems:
• What is the maximal dimension an integral manifold can have?
• What is the structure of the integral manifolds that attain the dimension
bound?
We shall examine these two questions for the horizontal system in detail. The tool
that makes this possible is the fact that the horizontal differential system is locally
given by coupled matrix valued contact systems. (See Section 4.) We derive two
consequences of this description. The first one is a new proof of the main result
of [C-K-T] which says that there are explicit quadratic functions qeven1 , q
even
2 , q
even
3
(weight even) and qodd1 , q
odd
2 (weight odd) of the Hodge numbers h
i,j which give
sharp upper bounds for the dimension of a variation of Hodge structure. (The-
orem 4.15). In fact, we cover a case which is missing from [C-K-T], this will be
explained in Section 4. The second consequence is the main result of this work
which generalizes Carlson’s rigidity theorem for weight two variations (cf. [C1]) to
arbitrary weights. The precise statement is as follows:
Theorem 1.1. Let D denote the period domain and let w be the weight.
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1. Assume that one of the following holds:
(a) w = 2k+1, hk,k+1 > 2 and all the other Hodge numbers are greater than
one
(b) w = 2k, all the Hodge numbers are greater than one and the maximum
dimension is qeven1
then there is a unique maximal dimensional germ of variations of Hodge struc-
ture through each point of D, i.e., there is a unique maximal dimensional fo-
liation the leaves of which are the maximal dimensional variations of Hodge
structure.
2. Let S1, S2 ⊂ D be two maximal dimensional variations of Hodge structure.
Assume that one of the following holds:
(a) w = 2k, dim(S1) = dim(S2) = q
even
2 , h
k+1 > 2, the other Hodge numbers
are greater than one and hk ≥ 4 is even
(b) w = 2k, dim(S1) = dim(S2) = q
even
3 and h
k+1 > 2
then there is an element g ∈ Aut(D) such that g · S1 = S2 holds in a neigh-
borhood.
3. Let w = 2k and let E denote a maximal dimensional integral element. If
dim(E) = qeven2 and h
k is odd then there is an infinite dimensional family of
germs of maximal dimensional integral manifolds tangent to E, i.e. flexibility
holds.
In the remaining special cases when the Hodge numbers are small (i.e., they do
not satisfy the requirements of the theorem) rigidity does not hold. In fact, in these
cases we have the behavior of the classical contact system explained in Section 2.2.
The outline of the paper is as follows. In Section 2 we give the necessary def-
initions of exterior differential systems and treat the case of the classical contact
system. In Section 3 we introduce local coordinate systems on the period domain.
Using these coordinates we show in Section 4 that the horizontal system is locally
equivalent to a system given by analogs of the classical contact system. Analyzing
this new system leads to the proof of the main theorem in Section 5.
The author would like to thank his advisor James A. Carlson for suggesting this
problem to him and for the support throughout his graduate studies.
2. Exterior Differential Systems
The main reference for this section is [B]. Let X be a manifold, let T ∗ denote
the cotangent sheaf of X and
∧∗ T ∗ the associated deRham algebra. We will be
concerned with complex manifolds and the holomorphic cotangent sheaf, but most
of the results remain true even if we consider C∞ real manifolds.
2.1. Integral Elements and Manifolds.
Definition 2.1. A differential system is defined by an ideal I ⊂ ∧∗ T ∗ which is
closed under exterior differentiation, i.e., dI ⊂ I. An integral manifold of I is a
holomorphic mapping i: S −→ X such that i∗ω = 0 for each germ ω of I.
Often we will take i to be the inclusion and we will talk about the germ of an
integral manifolds by which we will mean an equivalence class of integral manifolds
where two integral manifolds are equivalent if their images agree in a neighborhood
of a point.
Let i: S −→ X be an integral manifold of I. If s ∈ S and E = TsS ⊂ TsM
is the tangent space to S at s then for each ω ∈ I ωE = 0 where ωE denotes the
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restriction of ω to E. It is clear that the vanishing of i∗ω at each point depends
only on the tangent space of S. This leads to the following definition.
Definition 2.2. A linear subspace E ⊂ M is an integral element of I if ωE = 0
for each ω ∈ I.
Note that in general an integral element is not necessarily tangent to an integral
manifold, see [B] for examples.
Suppose now that I is generated algebraically by the 1-forms {ω1, . . . , ωn−k}
where n is the dimension ofM and let Dv ⊂ TvM denote the linear space of tangent
vectors that are annihilated by I. If Dv has the same dimension for each v ∈ M
then these subspaces define a distribution in the tangent bundle. The dimension of
the distribution D is the dimension of Dv. From now on we will consider differential
systems that are defined by 1-forms of this type and we will use the words differential
system and distribution interchangeably.
The condition that I is closed means that dωi is given as an algebraic combi-
nation of {ω1, . . . , ωn−k} for each i. This condition (F ) is called the Frobenius
condition. It is not hard to see (cf. [W] Proposition 2.30) that the Frobenius con-
dition for differential forms is equivalent to the following for a distribution D: for
any two holomorphic vector fields X and Y lying in D, the Lie bracket [X,Y ] also
lies in D. The fundamental integrability result for such systems is the following
theorem of Frobenius.
Theorem 2.3 (Frobenius). Let I be a differential ideal generated algebraically by
the linearly independent 1-forms {ω1, . . . , ωn−k}. There is a local coordinate system
(y1, . . . , yn) at each point of M such that I is generated by {dyk+1, . . . , dyn} if and
only if the condition (F ) holds.
If such coordinate system exists then clearly there is a k-dimensional integral
manifold through each point of M . For this reason such differential systems are
called completely integrable. In this work we will be interested in differential systems
that are not completely integrable. If this is the case then the maximal possible
dimension of an integral manifold must be strictly less than the dimension of the
distribution. It is an interesting question to determine this dimension.
2.2. Contact Differential Systems. Let us start with a differential system de-
fined by a single 1-form.
Definition 2.4. Let M = C2n+1 with coordinates (x1, . . . , xn, y1, . . . , yn, z). The
differential system whose differential ideal is generated by the 1-form
ω = dz −
n∑
i=1
xidyi
is called the contact system.
Remark 2.5. Sometimes we will refer to this system as the classical contact system
in order to distinguish it from matrix valued analogs that will be discussed later.
Let us observe that the distribution defined by this system has dimension 2n.
However, the system is not completely integrable (as we will see in a moment) so
any integral manifold must have dimension less than 2n. An easy computation
shows that
ω ∧ (dw)∧n = ±dz ∧ dx1 ∧ . . . ∧ dxn ∧ dy1 ∧ . . . ∧ dyn
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so dω∧ω is clearly nonzero which implies that the Frobenius condition can not hold
for the contact system. In light of this, our next task is going to be to determine
the maximal dimension an integral manifold can have.
In what follows the notation f(xI , yJ) means that the function f depends on the
variables xi, i ∈ I and yj , j ∈ J .
Proposition 2.6. Let S ⊂ C2n+1 be a k-dimensional integral manifold of the con-
tact system going through the point s. Then there exist two disjoint sets of indices
I, J ⊂ {1, . . . , n} of total length k such that in a neighborhood of s, S is parame-
terized by a set of holomorphic functions (g1(xI , yJ), . . . , g2n+1(xI , yJ)) where the
variables xi and yj (i ∈ I, j ∈ J) are independent on S.
Remark 2.7. By definition the variables xi, yj (i ∈ I, j ∈ J) are independent on
S if the differential 1-forms dxi and dyj (i ∈ I, j ∈ J) are linearly independent at
each point of a neighborhood of S. This also means that independent variables
form part of a coordinate system in a neighborhood.
Proof. In a neighborhood U of s the manifold S is given by a set of holomorphic
functions (g1, . . . , g2n+1). Let L ⊂ {xi, yj, z} denote the set of independent coor-
dinates that the functions gi depend on, (|L| = k). Let I ⊂ L, J ⊂ L be the sets
consisting of variables xi, yj respectively. Since S is an integral manifold, ω and dω
must vanish on S. This implies that the coordinate z can be expressed as a function
of the other variables so we can assume that the functions gi do not depend on z,
i.e., z /∈ L.
Suppose that there is a pair of coordinates (xi, yi), xi, yi ∈ L such that dxi ∧ dyi
does not vanish on U . Since
0 = dω =
n∑
l=1
dxl ∧ dyl on S
there must be another index j 6= i such that dxj ∧ dyj does not vanish on U and
the variables xj , yj are not in L since they depend on xi, yi. Now
0 6= dxj ∧ dyj = (∂xj
∂xi
∂yj
∂yi
− ∂yj
∂xi
∂xj
∂yi
)dxi ∧ dyi + η
where η is a 2-form that does not contain dxi ∧ dyi. This means that one of
the coefficient functions, say
∂xj
∂xi
, must be nonvanishing so we can introduce the
coordinate change xi ←→ xj in a neighborhood of s, by which we mean that we
replace the coordinate xi by xj and leave the other coordinates intact. This means
that we replaced the independent pair of variables (xi, yi) by another independent
pair (xj , yi) thereby decreasing |I ∩ J |. Continuing in the same manner, after at
most k steps we arrive at two disjoint sets of indices I, J ⊂ {1, . . . , n} that satisfy
the requirements of the proposition.
Remark 2.8. It is clear from the proof that if we choose the set J to be maximal
in the sense that no other independent set of variables that S depends on contains
more yj ’s then we can find the set I with |I ∩ J | = 0 without changing the set J .
This simple remark will be used quite frequently later, sometimes without explicit
reference to it.
Corollary 2.9. Let S ⊂ C2n+1 be an integral manifold of the contact system. Then
dim(S) ≤ n.
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Proof. By Proposition 2.6, S is locally defined by functions gi depending on at most
n independent variables. This clearly implies the claim.
The following result of [A] (Appendix 4) gives a complete characterization of
maximal dimensional integral manifolds of the contact system.
Theorem 2.10. For any partition I + J of the set of indices {1, . . . , n} into two
disjoint subsets and for any function f(xI , yJ) of n variables xi, yj (i ∈ I, j ∈ J),
the formulas
yi =
∂f
∂xi
(i ∈ I), xj = − ∂f
∂yj
(j ∈ J), z = f −
∑
i∈I
xi
∂f
∂xi
define an n-dimensional integral manifold of the contact system.
Conversely, every n-dimensional integral manifold is defined in a neighborhood
of every point by these formulas for a choice of the subset I and for some generating
function f .
Proof. A simple calculation shows that the manifold defined by the formulas in the
first part of the Theorem is indeed an integral manifold of the contact system.
Assume now that S is an n-dimensional integral manifold. By Proposition 2.6
we can find n independent variables xI , yJ such that S is defined by functions of
these variables. Let
f = z +
∑
i∈I
xiyi
and notice that
df =
∑
i∈I
yidxi −
∑
j∈J
xjdyj
since 0 = ω = dz+
∑
xldyl on S. Also, the differential forms dxi, dyj are indepen-
dent so it follows from the defining equation of f that
yi =
∂f
∂xi
(i ∈ I), xj = − ∂f
∂yj
(j ∈ J)
which finishes the proof.
Remark 2.11. Let us mention here that if we fix an n-dimensional integral element
at the point s, then there exists an integral manifold that is tangent to the given
integral element (see Theorem 3.15) but this integral manifold is by no means
unique. This follows from the fact that we can choose f in the previous theorem to
be an arbitrary holomorphic function and fixing an integral element specifies only
the linear part of f . This means that to any integral element of dimension n there
is an infinite dimensional family of germs of integral manifolds that are tangent to
the integral element at the point s.
3. Variations of Hodge Structure
In this section we will consider variations of Hodge structure as integral manifolds
of the horizontal distribution. First let us recall the necessary definitions.
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3.1. Hodge Structures and Classifying Spaces. For a more detailed discus-
sion, proofs of the basic results, as well as geometric motivation for some of the
following definitions, see [G1] and [G2].
Let us fix a finite dimensional real vector space HR and a lattice HZ ⊂ HR
together with an integer w, (w will be referred to as the weight). Suppose that
we are given a non-degenerate bilinear form Q on HR which satisfies Q(x, y) =
(−1)wQ(y, x) for all x, y ∈ HR and takes rational values on HZ. Let HC = HR⊗RC
denote the complexification of HR.
Definition 3.1. A Hodge structure of weight w on HR is a decomposition
HC =
⊕
p+q=w
Hp,q
such that Hp,q and Hq,p are complex conjugate to each other with respect to HR.
The integers hp,q = dimHp,q are the Hodge numbers.
Let h(x, y) = (−1)w(w−1)/2Q(x, y) and let C denote the Weil operator that acts
on Hp,q by multiplication by ip−q.
Definition 3.2. The Hodge structure is weakly polarized if
Q(Hp,q, Hr,s) = 0 for (r, s) 6= (q, p).
It is strongly polarized if, in addition, the form hC(x, y) = h(Cx, y) is positive
hermitian.
To each Hodge structure of weight w we can assign the Hodge filtration
HC ⊃ . . . ⊃ F p−1 ⊃ F p ⊃ F p+1 ⊃ . . . ⊃ 0
where
F p =
⊕
i≥p
Hi,w−i.
This filtration has the property
HC = F
p ⊕ F¯w−p+1 for each p
where the bar denotes complex conjugation. If the Hodge structure is strongly
polarized then the associated Hodge filtration satisfies Q(F p, Fw−p+1) = 0 for all
p, and the form hC(x, y) is positive hermitian. It is not hard too see that a Hodge
filtration with the listed properties determines a strongly polarized Hodge structure
so these two notions are in fact equivalent.
Let Dˇ denote the set of weakly polarized Hodge structures (or Hodge filtrations)
with fixed Hodge numbers hp,q, (p + q = w) and let D ⊂ Dˇ be the subset of
strongly polarized Hodge structures. There is a natural complex structure on the
set Dˇ which can be described as follows. Since a Hodge structure is determined by
its associated filtration, we can view Dˇ as a subset of a product of Grassmannian
manifolds. The conditions F p ⊃ F p+1 and Q(F p, Fw−p+1) = 0 are algebraic so
Dˇ is a subvariety of a product of Grassmannians. As such it has the structure of
a complex projective variety. It can be checked that the special orthogonal group
GC = SO(Q,C) acts transitively on Dˇ, in particular Dˇ is a complex manifold.
The subset D ⊂ Dˇ is open in the complex topology and it is homogeneous for the
corresponding real group GR. The classifying space D is sometimes referred to as
the period domain of Hodge structures.
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3.2. Canonical Coordinates on the Period Domain. In this section we will
describe two sets of local coordinate systems on the period domain. These coordi-
nate systems will be used to investigate the local properties of differential systems
on the period domain. The two coordinate systems are equivalent to each other
and the reason they will both be used is that certain results can be described more
conveniently in one of these systems.
3.2.1. Lie algebra coordinates. Let gC denote the Lie algebra of GC and let us fix a
reference Hodge structure H ∈ D. H defines a Hodge structure of weight 0 on gC
(cf. [S]) where
gp,−p = {φ ∈ gC |φ(Hr,s) ⊂ Hr+p,s−p for all (r, s)}.
gC can be decomposed as
gC = g
− ⊕ g0 ⊕ g+
where the subalgebras g−, g0 and g+ are defined as
g− =
⊕
p<0
gp,−p, g0 = g0,0, g+ =
⊕
p>0
gp,−p.
Recall that Dˇ ∼= GC/B as a homogeneous space where
B = {g ∈ GC | g(F p) ⊂ F p}
is the isotropy subgroup of the reference Hodge structure. The Lie algebra of B is
b = g0 ⊕ g+
so the complement g− can be identified with the holomorphic tangent space of Dˇ.
Note that the Lie bracket is compatible with the Hodge decomposition, i.e.,
[gp,q, gr,s] ⊂ gp+r,q+s.(3.1)
Definition 3.3. The local Lie algebra coordinates in a neighborhood of the refer-
ence Hodge structure H ∈ D are given by the map
Φ : g− −→ D, N 7−→ (exp(N)) ·H
Note that the image will lie in D if the norm of N is small since D ⊂ Dˇ is an
open subset. Also, the differential of the map is the identity so Φ defines local
coordinates in a neighborhood. The actual local coordinates will be chosen by
specifying a convenient basis in g−. This is our next task (cf. [C-K-T]).
3.2.2. Hodge Frames and Block Decomposition.
Definition 3.4. A Hodge frame forH is a set of basesBp,q = {Bp,qj | j = 1, . . . , hp,q}
such that
(i) Bp,q is an hC-unitary basis of H
p,q
(ii) Bp,q = Bq,p.
It is clear that the matrix of the bilinear form Q relative to a Hodge frame has
a block decomposition such that the only nonzero blocks are on the antidiagonal
and these blocks are identity matrices up to a sign. Let us denote by M [i, j] the
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matrix whose only nonzero block is the matrix M of size hw−i,i × hw−j,j in the
(i, j) position. Then the matrix of the polarization Q can be written as
Q =
w∑
k=0
(−1)kI[k, w − k]
where I stands for the identity matrix.
Similarly, the matrix of an endomorphism X of HC relative to a Hodge frame
also has a block decomposition
∑
Xi,j [i, j] where the matrix Xi,j represents an
endomorphism fromHw−j,j toHw−i,i. Now let us consider the block decomposition
of a general element X ∈ g−. Clearly the matrix of X is strictly lower triangular
and because it is and element of the orthogonal Lie algebra it satisfies the relation
XtQ+QX = 0. In terms of the Xi,j we have
(−1)w−i(Xi,j)t + (−1)w−jXw−j,w−i = 0 i, j ∈ {0, . . . , w}.(3.2)
Example 3.5. To illustrate the definitions above let us consider the weight two
case. The matrix of Q will be
Q =


0 0 Ih2,0
0 −Ih1,1 0
Ih2,0 0 0


and a general element X ∈ g− can be written as
X =


0 0 0
X1,0 0 0
X2,0 X2,1 0


where (X1,0)
t = X2,1 and (X2,0)
t = −X2,0 because of Equation 3.2. In this case
dim(D) = h2,0h1,1 + 12h
2,0(h2,0 − 1) since this is the number of coordinates in the
Lie algebra coordinate system given by the entries of the matrices Xi,j .
3.2.3. Lie Group Coordinates. Now it is easy to describe the other coordinate sys-
tem. Let G− denote the unipotent Lie group which corresponds to the Lie algebra
g−.
Definition 3.6. The local Lie group coordinates in a neighborhood of the reference
Hodge structure H ∈ D are given by the map
Ψ : G− −→ D, g 7−→ g ·H
It follows from the discussion of the Lie algebra coordinates that this is a co-
ordinate system in a neighborhood of H . If we fix a Hodge frame of H then an
element Y ∈ G− has a block decomposition ∑Yi,j [i, j] which is induced by the
corresponding Lie algebra element log(Y ).
Remark 3.7. Let us note that the blocks Yi,j will satisfy the condition correspond-
ing to Equation 3.2 and we will analyze this later.
Remark 3.8. To visualize the matrices in the Lie group coordinate system see
Example 4.12.
3.3. Variations of Hodge Structure.
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3.3.1. Horizontal Distribution. In order to define a distribution we have to specify
a fixed dimensional linear subspace of the holomorphic tangent space at each point
of Dˇ. The holomorphic tangent space was identified by g− so we can proceed as
follows.
Definition 3.9. The horizontal distribution on Dˇ is given by the vector space
g−1,1 ⊂ g− at each point of Dˇ.
This distribution is holomorphic and homogeneous as can be seen by elementary
Lie group theory (cf. [S]). Integral manifolds of the horizontal distribution are
sometimes referred to as horizontal maps. We have the following
Proposition 3.10. The horizontal differential system is not completely integrable
provided that g−2,2 6= 0.
Proof. Since [g−1,1, g−1,1] = g−2,2, the Proposition follows from Theorem 2.3.
Definition 3.11. Let Γ denote a properly discontinuous group of automorphisms
of D and let M be a complex manifold. A holomorphic map Φ : M −→ Γ \ D is
a variation of Hodge structure if the map Φ is locally liftable to D and the local
liftings are horizontal (i.e., integral manifolds of the horizontal differential system).
In this work we will be interested in the local properties of variations of Hodge
structure.
Definition 3.12. A germ of a variation of Hodge structure is an equivalence class
of integral manifolds Φ : U −→ D of the horizontal system, where two integral
manifolds are equivalent if they have the same image in a neighborhood of a point
of D.
3.3.2. Local Description of the Horizontal Differential System. Let us consider the
description of the horizontal differential system in terms of the Lie algebra and Lie
group coordinate systems.
At the reference Hodge structure the horizontal system is defined by the differ-
ential 1-form entries of the matrices that are at least two steps below the diagonal
dXi,j for i ≥ j + 2.(3.3)
This is clear since at the reference point the horizontal distribution is defined by
the subspace g−1,1 and the differential forms in Equation 3.3 give the dual of this
subspace. Let us now determine the differential forms that define the horizontal
differential system in a neighborhood of the reference structure. Since the horizontal
system is homogeneous it is given by the left invariant extensions of the differential
forms in Equation 3.3. Let Ω denote the Maurer-Cartan matrix, which can be
written as Ω = exp(−X)d exp(X) or Ω = Y −1d Y in the Lie algebra and Lie group
coordinate systems, respectively. Then, in light of the above discussion, we have
the following.
Proposition 3.13. The horizontal differential system in a neighborhood of the ref-
erence Hodge structure is given by the differential form entries of the matrices
Ωi,j for i ≥ j + 2.(3.4)
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3.3.3. Integral Elements of the Horizontal Differential System. Now that we have
a local description of the horizontal system we can examine the question: for which
integral elements can we find an integral manifold tangent to it? First let us give a
characterization of the integral elements.
Proposition 3.14. Let E ⊂ g−1,1 be a linear subspace. Then E is an integral
element of the horizontal differential system if and only if it is an abelian subalgebra.
Proof. See [C-K-T] Proposition 2.2 or Section 4.2 for another proof.
Using this result we find the following theorem.
Theorem 3.15. Let E ⊂ g−1,1 be an integral element at v ∈ D. Then there is a
germ of an integral manifold through v which is tangent to E.
Proof. Let (e1, . . . , ek) be a basis of E. According to Proposition 3.14 the Lie
brackets
[ei, ej ] = 0 for i, j ∈ (1, . . . , k)(3.5)
and since (e1, . . . , ek) ⊂ g−1,1 the basis elements ei are represented by matrices
with all blocks zero except the ones one step below the diagonal. Our aim is to
show that the following map ϕ is an integral manifold in a neighborhood U of the
origin of Ck.
ϕ : Ck −→ D, (x1, . . . , xk) 7−→ Φ(x1 · e1, . . . , xk · ek)(3.6)
where the map Φ is the Lie algebra coordinate system given in Definition 3.3. Note
that the map ϕ is well defined and injective in a neighborhood of the origin and its
tangent space at the origin is E. What remains to be shown is that ϕ is horizontal.
By Proposition 3.13 it needs to be checked that the entries Ωi,j for i ≥ j + 2 of
the Maurer-Cartan matrix vanish along the image of ϕ. Now
Ω|ϕ(x1, . . . , xn) = exp(−
∑
xi · ei) d exp(
∑
xi · ei) =
=
∏
exp(−xi · ei) d
∏
exp(xi · ei) = e1dx1 + . . .+ ekdxk
where the second equality holds because of Equation 3.5. Since the blocks (el)i,j = 0
for i ≥ j + 2 the proposition follows.
4. Coupled Contact Systems and Dimension Bounds
In the previous section we gave a local description of the horizontal differential
system and we saw that it is given by the 1-form entries in those blocks of the
Maurer-Cartanmatrix that are at least two steps below the diagonal (Equation 3.4).
Now we will see that this system can be replaced locally by another equivalent
system which is easier to deal with. A closer examination of this system will lead
to an upper bound on the dimension of integral manifolds.
4.1. Coupled Contact Differential Systems. It will be more convenient to
work in the coordinate system provided by the Lie group coordinates Y ∈ G− of
Section 3.2.3. In this coordinate system the identity matrix corresponds to the
reference Hodge structure H . Recall that the matrix Y has a block decomposition∑
Yi,j [i, j] where the block Yi,j at position (i, j) has size h
w−i,i×hw−j,j. Note that
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the matrices Yi,j must satisfy the Lie group coordinate version of Equation 3.2,
namely
(log(Y ))tQ +Qlog(Y ) = 0(4.1)
As a first step let us write the generators of the differential ideal of the horizontal
differential system in terms of the entries of the blocks Yi,j .
Proposition 4.1. The differential ideal of the horizontal system is generated alge-
braically by the 1-form entries of the matrices
dYi,j − Yi,j+1dYj+1,j for i ≥ j + 2(4.2)
Proof. By Proposition 3.13 we have to show that the entries of the matrices Ωi,j
for i ≥ j + 2 can be generated by the 1-forms in Equation 4.2. We will proceed by
induction on i− j. If i− j = 2 then an easy computation shows that
Ωi,j = (Y
−1dY )i,j = dYi,j − Yi,j+1dYj+1,j(4.3)
so the result holds in this case. Let us now assume that the entries of Ωi,j are
generated by the forms in Equation 4.2 for i−j < k and consider Ωa,b with a−b = k.
Let us compute the (a, b) blocks of both sides of the the defining equation of the
Maurer-Cartan matrix
dY = Y · Ω.
We get
dYa,b =
a∑
l=0
Ya,lΩl,b = Ya,b+1dYb+1,b +
a−1∑
l=b+2
Ya,lΩl,b +Ωa,b.
So
Ωa,b = dYa,b − Ya,b+1dYb+1,b −
a−1∑
l=b+2
Ya,lΩl,b
and since in the sum we only have Ωl,b with l− b ≤ a− 1− b = k− 1 the right hand
side of the above equation is generated by forms in Equation 4.2 by the induction
hypothesis and this implies the result.
As the next step let us define a new differential system on a submanifold of the
period domain in a neighborhood of the reference Hodge structure. Let W ⊂ D
denote the submanifold defined by the equations
Yi,j = 0 for i > j + 2.(4.4)
Definition 4.2. The coupled contact system on the submanifold W is given by
the differential 1-form entries of the matrices
(Y −1d Y )i,j = dYi,j − Yi,j+1dYj+1,j for i = j + 2.(4.5)
Remark 4.3. Let us emphasize that the blocks Yi,j in the previous definition are
of course subject to the condition specified by Equation 4.1.
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Remark 4.4. Note that the matrices in the definition are exactly the blocks Ωi,j
for i = j + 2 of the Maurer-Cartan matrix written in terms of the Lie group
coordinates, i.e., the blocks which are two steps below the diagonal. In other words
we defined a differential systems which is the projection of the horizontal system
to the submanifold W (cf. Equation 4.2). What is remarkable is that this system
is locally equivalent to the horizontal system as we will see shortly.
Remark 4.5. Each of the equations in Definition 4.2 is a matrix valued contact
system. In fact, in the weight two case when h2,0 = 2 this system is the classical
contact system. Note furthermore that each matrix Yi,j appears in two consecutive
matrix valued contact systems and so these systems are coupled through these
matrices, hence the name in the definition.
Theorem 4.6. There is a one–to–one dimension preserving correspondence be-
tween germs of integral manifolds of the horizontal differential system on D and
germs of integral manifolds of the coupled contact system on W . The correspon-
dence also identifies integral elements of the two systems.
Remark 4.7. The theorem implies that instead of studying the uniqueness and
dimension properties of germs of variations of Hodge structure we can study the
corresponding properties of integral manifolds of the coupled contact system. The
results we arrive at will remain true for variations of Hodge structure.
Proof. By Proposition 4.1 the horizontal system is given by the differential form
entries of the matrices
dYi,j − Yi,j+1dYj+1,j for i ≥ j + 2(4.6)
and by Definition 4.2 the coupled contact system is given by
dYi,j − Yi,j+1dYj+1,j for i = j + 2.(4.7)
Let S ⊂ D be a germ of an integral manifold of the horizontal system. Then because
of the above equations the projection prW (S) to the submanifold W defines an
integral manifold of the contact system. To prove the theorem we have to show that
we can go the other way, namely given an integral manifold T ⊂W of the contact
system we need to find a locally unique extension of T to an integral manifold T¯ ⊂ D
of the horizontal system. This amounts to showing that the differential equations
dYi,j − Yi,j+1dYj+1,j = 0 for i > j + 2(4.8)
have unique local solutions, provided that we have a solution of
dYi,j − Yi,j+1dYj+1,j = 0 for i = j + 2.(4.9)
Since T is an integral manifold we also have the equations
dYi,j+1 ∧ dYj+1,j = 0 for i = j + 2.(4.10)
Let us proceed by induction on i − j. Consider the equation
dYa,b = Ya,b+1dYb+1,b where a− b = 3.(4.11)
Note that the right hand side of Equation 4.11 consists of matrices which are already
determined at this point since they appear in Equation 4.9. This implies that if we
can solve 4.11 for Ya,b then the solution will be unique. By the Poincare´ Lemma
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there is a local solution of 4.11 if and only if the 1-form entries of the right hand
side are closed 1-forms, i.e., it needs to be checked that
dYa,b+1 ∧ dYb+1,b = 0 for a− b = 3(4.12)
holds. Now, since a−(b+1) = 2 we have dYa,b+1 = Ya,b+2dYb+2,b+1 by Equation 4.9
so
dYa,b+1 ∧ dYb+1,b = (Ya,b+2dYb+2,b+1) ∧ dYb+1,b = Ya,b+2(dYb+2,b+1 ∧ dYb+1,b) = 0
where the last equality holds by Equation 4.10. This completes the first step of the
induction.
Assume now that the equations
dYi,j = Yi,j+1dYj+1,j(4.13)
are solvable for i− j < k. This also implies that
dYi,j+1 ∧ dYj+1,j = 0 for i− j < k.(4.14)
By the same argument as above we see that to solve
dYa,b = Ya,b+1dYb+1,b where a− b = k(4.15)
we need that
dYa,b+1 ∧ dYb+1,b = 0 for a− b = k.(4.16)
Note again that the matrices on the right hand side of 4.15 have already appeared
in Equation 4.13 since a− (b+ 1) = k − 1 < k so uniqueness holds. To check 4.16,
note that dYa,b+1 = Ya,b+2dYb+2,b+1 by 4.13 since a− (b+ 1) < k so
dYa,b+1 ∧ dYb+1,b = Ya,b+2(dYb+2,b+1 ∧ dYb+1,b) = 0
by Equation 4.14.
4.2. Integral Elements and Abelian Lie Algebras. In this section we will
prove Proposition 3.14. Let us recall the statement.
Proposition 4.8. Let E ⊂ g−1,1 be a linear subspace. Then E is an integral
element of the horizontal differential system if and only if it is an abelian subalgebra.
Proof. By definition E is an integral element if and only if ωE = 0 for each ω in
the differential ideal. By Theorem 4.6 this is equivalent to the vanishing of the two
forms ϕi,j = dYi,j+1 ∧ dYj+1,j on E for i = j + 2. Now let X1, X2 ∈ E be two
general tangent vectors. Then
0 = ϕi,j(X
1, X2) = dYi,j+1 ∧ dYj+1,j(X1, X2) = X1i,j+1X2j+1,j −X2i,j+1X1j+1,j
(4.17)
which is exactly the condition for the commutator [X1, X2] to vanish since the
matrices X1, X2 have nonzero blocks only at the i = j + 1 positions.
Remark 4.9. In the language of Hodge theory integral elements correspond to
infinitesimal variations of Hodge structure and the above commutativity condition
is part of the definition of an infinitesimal variation of Hodge structure (see [C1]).
In this context Proposition 3.15 says that to every infinitesimal variation of Hodge
structure there is a germ of a variation of Hodge structure tangent to it. Apparently
this simple result was not well known.
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4.3. Dimension Bound for Variations of Hodge Structure. In this section
we will use the contact differential system to give sharp upper bounds for the
dimension of variations of Hodge structure. This is the main result of [C-K-T].
The proof is different, however, and less elementary than the one in this section.
Also a case is not covered in [C-K-T] so it seems worthwhile to reprove this result
here.
Up to this point we did not need to use the conditions that Equation 4.1 specifies
in terms of the blocks Yi,j but to give the upper bound we will have to compute
these at least for the contact system. By doing this it is possible to further reduce
the contact system to an equivalent differential system.
Proposition 4.10. a) If the weight w = 2k + 1 is odd then there is a one-to-one
correspondence between germs of integral manifolds of the coupled contact differen-
tial system and the system given by the 1-form entries of the matrices
dYi,j − Yi,j+1dYj+1,j for i = j + 2 with j < k.(4.18)
where the matrix Yk+1,k is symmetric.
b) If w = 2k is even then the above correspondence is between the coupled contact
system and the system given by the entries of
dYi,j − Yi,j+1dYj+1,j for i = j + 2 with j < k− 1 and(4.19)
dYk+1,k−1 − Y tk,k−1dYk,k−1(4.20)
and we also have
Yk+1,k−1 + Y
t
k+1,k−1 = Y
t
k,k−1Yk,k−1.(4.21)
Remark 4.11. The content of this proposition is that we need to consider only
blocks of the decomposition that are above the main antidiagonal and we have an
explicit description of the dependencies between the entries of the matrices (e.g.,
the condition that Yk+1,k is symmetric when the weight is odd). To make this easier
to visualize let us consider the w = 3 and w = 4 cases.
Example 4.12. (w = 3) In this case a general element Y ∈ G− has the form
Y =


I 0 0 0
Y1,0 I 0 0
Y2,0 Y2,1 I 0
Y3,0 Y3,1 Y3,2 I


where the blocks satisfy Equation 4.1. Now the proposition says that the contact
differential system is determined by the 1-forms in
dY2,0 − Y2,1dY1,0
where Y2,1 is symmetric and this is the only dependence between the entries of the
matrices giving local coordinates. So to exhibit local variations of Hodge structure
in the weight three case it is enough to solve the differential equations in dY2,0 =
Y2,1dY1,0.
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Example 4.13. (w = 4) Now a general element Y ∈ G− has the form
Y =


I 0 0 0 0
Y1,0 I 0 0 0
Y2,0 Y2,1 I 0 0
Y3,0 Y3,1 Y3,2 I 0
Y4,0 Y4,1 Y4,2 Y4,3 I


where the blocks satisfy Equation 4.1. By the proposition this means that the
contact system is determined by
dY2,0 − Y2,1dY1,0 and dY3,1 −Yt2,1dY2,1
where there is one more restriction of the form
Y t3,1 + Y3,1 = Y
t
2,1Y2,1
Proof. Since the contact system involves blocks that are one or two steps below
the main diagonal, to compute these blocks of log(Y ) only the first two terms of
the power series expansion will have to be considered: (Y − I) − (Y − I)2/2. If
we consider the blocks that are one step below the diagonal it is immediate from
Equation 3.2 that
Y ti,i−1 = Yw−i+1,w−i i ∈ {0, . . . , w}.(4.22)
If w is odd this implies that Yk+1,k is symmetric.
Now we have to show that an equation consisting of blocks below the antidiagonal
is automatically solved if we have solutions for the equations above the antidiagonal.
This is a simple consequence of Equation 3.2. In detail, let us consider the equation
dYj+2,j = Yj+2,j+1dYj+1,j for j > k w = 2k + 1 or j > k− 1 w = 2k.
(4.23)
Computing log(Y )j+2,j and substituting it to Equation 3.2 we get
Yj+2,j = Yj+2,j+1Yj+1,j − Y tw−j,w−j−2(4.24)
from which
dYj+2,j = Yj+2,j+1dYj+1,j + dYj+2,j+1Yj+1,j − Y tw−j,w−j−2 = Yj+2,j+1dYj+1,j
(4.25)
by Equation 4.22 and Equation 4.18 (or Equation 4.19).
Using this reduced form of the contact system we will proceed to give upper
bounds for the dimension of variations of Hodge structure. Let us define the fol-
lowing quadratic functions that depend on the Hodge numbers hi,j . Let hl stand
for hl,w−l. If the weight is odd (w = 2k + 1 > 1) let
qodd1 =
∞∑
i=0
hk+2+2ihk+3+2i
qodd2 =
1
2
hk+1(hk+1 + 1) +
∞∑
i=0
hk+3+2ihk+4+2i.
If the weight is even (w = 2k) let
qeven1 =
∞∑
i=0
hk+1+2ihk+2+2i
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qeven2 = q2 +
∞∑
i=0
hk+2+2ihk+3+2i
qeven3 = h
k + hk+2(hk+1 − 1) +
∞∑
i=0
hk+3+2ihk+4+2i if w ≥ 4.
where
q2 =


hk if hk+1 = 1,
1
2h
k+1hk if hk is even and hk+1 > 1,
1
2h
k+1(hk − 1) + 1 if hk is odd and hk+1 > 1.
(4.26)
Remark 4.14. The sums are of course finite since hi = 0 if i > w. qeven3 is defined
only if the weight is at least four.
Theorem 4.15. Let S ⊂ D be a variation of Hodge structure.
1. If w = 2k + 1 then dim(S) ≤ max{qodd1 , qodd2 }.
2. If w = 2k then dim(S) ≤ max{qeven1 , qeven2 , qeven3 }.
Proof. 1) According to Proposition 4.10 the contact system is equivalent to the
system defined by
dYi,j − Yi,j+1dYj+1,j for i = j + 2 with j < k.(4.27)
with Yk+1,k symmetric. We will analyze this system to derive the dimension bound.
In a neighborhood of the reference Hodge structure S is defined by holomor-
phic functions depending on a set L of independent coordinate variables. Clearly
dim(S) ≤ |L| where |L| denotes the cardinality of the set L. We will give a bound
for |L|. At the origin the system is defined by the vanishing of the differential form
entries of dYj+2,j (j < k) so the coordinate entries of the matrices Yj+2,j are not
elements of L, i.e., all elements of L appear in the matrices dYj+1,j . Let y1,0 denote
the maximal number of the coordinates in the set L that appear in a column of the
matrix Y1,0. Then, clearly, Y1,0 contains at most y1,0 · hw elements of L since Y1,0
has hw columns.
Notice that a single entry of the matrix valued differential form dY2,0−Y2,1dY1,0
defines a classical contact system so we can use Proposition 2.6 and Remark 2.8
to partition the variables of this classical contact system into two disjoint subsets.
More precisely, suppose that the lth column in the matrix Y1,0 contains y1,0 elements
of L, i.e., it is one of the columns containing the maximal possible number of
elements of L. Consider the classical contact system defined by the (i, l) entry of
the system dY2,0 − Y2,1dY1,0 for every i ∈ {0, . . . , hw−2}:
(dY2,0)
i,l −
∑
t
(Y2,1)
i,t(dY1,0)
t,l(4.28)
where superscripts denote matrix entries. By Proposition 2.6 the ith row of the
matrix Y2,1 can contain at most h
w−1 − y1,0 elements of L. This is because the
classical contact system (4.28) already contains y1,0 independent variables coming
from the lth column of Y1,0, (the set J in Proposition 2.6), so since I and J are
disjoint we get |I| ≤ hw−1 − y1,0. This implies that there are at most hw−1 − y1,0
columns of the matrix Y2,1 that contain elements of L so if y2,1 denotes the maximal
number of the coordinates in the set L that appear in a column of the matrix Y2,1
then this matrix can contain at most y2,1 · (hw−1 − y1,0) elements of L.
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Applying the same argument to all of the matrix valued contact systems in
Equation 4.27 and taking into consideration that Yk+1,k is symmetric, we arrive at
the following upper bound for |L|:
|L| ≤ y1,0 · hw + y2,1 · (hw−1 − y1,0) + . . .+
+ yk,k−1 · (hw−(k−1) − yk−1,k−2) + 1
2
(hw−k − yk,k−1)(hw−k − yk,k−1 + 1)
The next step is to determine the maximum value of the right hand side of the
above equation for yj+1,j ∈ [1, hw−(j+1)] (j < k). This is a quadratic programming
problem in a given rectangle that can be solved as follows. Let f(yi,j) denote the
right hand side of this equation. Then the function f(yi,j) can not have interior
maximum because its Hessian matrix is not negative definite and it is nowhere
negative semidefinite. If we restrict f to a face than we get a function which is
linear or has a non-negative Hessian. Applying this repeatedly we can see that
the maximum must occur at a vertex and examining the function f(vertex) we
conclude the theorem in the odd weight case.
2) First let us consider the w = 2 case. By Proposition 4.10 the contact system
is defined by the equation
dY2,0 = Y
t
1,0dY1,0(4.29)
which is subject to the condition
Y2,0 + Y
t
2,0 = Y
t
1,0Y1,0.(4.30)
Y1,0 determines the symmetric part of Y2,0 by Equation 4.30 so it is enough to
consider the 1-form entries (i, j) of Equation 4.29 for which i < j. The rest of
the equations are automatically satisfied as it can be seen by taking the exterior
derivative of Equation 4.30.
Let the set L be as in the first part of the proof and let y1,0 denote the maximal
number of the coordinates in the set L that appear in a column of the matrix Y1,0.
(Just like above we can assume that the entries of the matrix Y2,0 do not appear in
L). Then we have the following bounds for L:
|L| ≤ y1,0 · h2,0(4.31)
since the matrix Y1,0 has h
2,0 columns. We also have
|L| ≤ y1,0 + (h1,1 − y1,0) · (h2,0 − 1)(4.32)
which follows by fixing a column having y1,0 coordinate entries in L and applying
the argument of Proposition 2.6 to each of the classical contact systems determined
by this fixed column and the other columns of Y1,0. Then in the fixed column we
have y1,0 independent variables and each of the other columns can have at most
h1,1 − y1,0 of them. The above two bounds for L imply that the maximum occurs
if y1,0 =
1
2h
1,1. If h1,1 is even then this implies that |L| ≤ 12h1,1 · h2,0. If h1,1 is
odd then an easy computation shows that 12h
2,0(h1,1 − 1) + 1 is the largest value
satisfying both of the bounds. This proves the theorem in the weight two case.
Assume now that w ≥ 4. The argument will be the same as in the odd weight
case except that when considering the last of the matrix valued differential forms in
Equation 4.19 it will be necessary to use similar arguments as we did in the weight
two case. Let us consider the last two equations:
dYk,k−2 = Yk,k−1dYk−1,k−2(4.33)
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and
dYk+1,k−1 = Y
t
k,k−1dYk,k−1.(4.34)
As in the weight two case we need to consider only the antisymmetric part of
Equation 4.34. Using the same arguments as above we have the following bounds
for the number of independent variables in the matrix Yk,k−1, (dim(Yk,k−1) will
denote this number):
dim(Yk,k−1) ≤ yk,k−1 · (hk+1 − yk−1,k−2).(4.35)
which follows from the fact that by Equation 4.33 Yk,k−1 can have at most h
k+1 −
yk−1,k−2 columns that contain elements of L and by definition one column can
contain at most yk,k−1 independent variables. We also have
dim(Yk,k−1) ≤ yk,k−1 + (hk+1 − yk−1,k−2 − 1)(hk − yk,k−1)(4.36)
from Equation 4.34 by applying the argument we had in the weight two case. Now
we have to distinguish two cases.
a) If hk+1 − yk−1,k−2 − 1 6= 0 then from the above two bounds we get that the
maximum occurs at yk,k−1 =
1
2h
k which means that
dim(Yk,k−1) ≤ 1
2
hk(hk+1 − yk−1,k−2) if hk even(4.37)
dim(Yk,k−1) ≤ 1
2
(hk − 1)(hk+1 − yk−1,k−2) + 1 if hk odd.(4.38)
Applying arguments as in the odd weight case to the remaining matrix valued
contact systems we arrive at the following upper bound for L:
|L| ≤ y1,0 · hw + y2,1 · (hw−1 − y1,0) + . . .+
+ yk−1,k−2 · (hw−(k−2) − yk−2,k−3) + dim(Yk,k−1)
Now the usual quadratic programming argument applies to this function to give
the result in this case.
b) If hk+1 − yk−1,k−2 − 1 = 0 then
dim(Yk,k−1) ≤ hk(4.39)
since there can only be one column in Yk,k−1 that contains elements of L. In this
case we get the following upper bound:
|L| ≤ y1,0 · hw + y2,1 · (hw−1 − y1,0) + . . .+
+ (hk+1 − 1) · (hw−(k−2) − yk,k−1) + hk
and applying quadratic programming again we get the claim of the theorem.
Remark 4.16. Let Φ : M −→ Γ \ D be a global variation of Hodge structure.
Then rank(Φ) also satisfies the dimension bound given in the theorem.
Remark 4.17. For sharpness of this result see [C-K-T]. Note that the case when
the maximal dimension is qeven3 is missing from the main theorem in [C-K-T]. It
is easy to see that there are Hodge numbers for which qeven3 is indeed the maximal
dimension so this function is needed in the proper form of the dimension bound.
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5. Rigidity of Maximal Dimensional Variations of Hodge Structure
In this section we will examine maximal dimensional variations. We will proceed
in two steps. First, we fix a maximal dimensional integral element of the horizontal
system and investigate the nature of germs of integral manifolds tangent to this
integral element. It turns out that in most cases there is a unique germ of an
integral manifold tangent to the given integral element. This is sometimes referred
to as local rigidity. In the second step we will fix a point and investigate the nature
of integral elements through the given point hence obtaining infinitesimal rigidity.
These two steps together lead to the main rigidity results.
5.1. Germs of Integral Manifolds. Let E be a maximal dimensional integral
element of the horizontal differential system going through the point p. By The-
orem 3.15 there is a maximal dimensional integral manifold tangent to E so the
only question we have to investigate is uniqueness of such integral manifolds. The
following result answers this question.
Theorem 5.1. Let E be a maximal dimensional integral element of the horizontal
differential system.
1. Let w = 2k + 1. If hk,k+1 > 2 and all the other Hodge numbers are greater
than one then there is a unique germ of an integral manifold whose tangent
space at x is E.
2. Let w = 2k. Assume that one of the following conditions holds:
(a) dim(E) = qeven1 and all the Hodge numbers are greater than one
(b) dim(E) = qeven2 , h
k+1 > 2, the other Hodge numbers are greater than
one and hk ≥ 4 is even,
(c) dim(E) = qeven3 and h
k+1 > 2
then there is a unique germ of an integral manifold whose tangent space at x
is E.
3. If dim(E) = qeven2 and h
k is odd then there is an infinite dimensional family
of germs of maximal dimensional integral manifolds tangent to E.
Proof. 1) Assume first that the maximum is qodd1 i.e., dim(E) = q
odd
1 . Consider the
first matrix valued differential form of Equation 4.18
dYk+1,k−1 = Yk+1,kdYk,k−1(5.1)
and its exterior derivative
0 = dYk+1,k ∧ dYk,k−1(5.2)
From the proof of Theorem 4.15 we see that in this case the entries of the matrix
Yk,k−1 are independent variables (elements of the set L). We would like to see that
the entries of the matrix Yk+1,k are at most linear functions of the variables in L
since this implies that they are uniquely determined by fixing the tangent space E.
To this end, consider an entry of Equation 5.2 (e.g., the (1, 1) entry):
0 =
∑
i
(dYk+1,k)
1,i ∧ (dYk,k−1)i,1.(5.3)
This equation involves the first row of dYk+1,k and the first column of dYk,k−1.
Since all the entries of dYk,k−1 are independent, Cartan’s lemma ([W] Exercise
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2.16) implies that
(dYk+1,k)
1,i =
∑
j
Ai,j(dYk,k−1)
j,1 for each i(5.4)
for some functions Ai,j . Since the matrix Yk,k−1 has at least two columns because
of the condition on the Hodge numbers in the theorem, we can do the same for the
(1,2) entry of Equation 5.2. The same argument shows that
(dYk+1,k)
1,i =
∑
j
Bi,j(dYk,k−1)
j,2 for each i(5.5)
for some functions Bi,j . Since the entries in the first and second column of the
matrix Yk,k−1 are independent from each other this is possible only if all the func-
tions Ai,j and Bi,j are zero. This implies that entries in the first row of the matrix
Yk+1,k must be constant functions. The same argument applies to all the rows of
this matrix so we conclude that all the entries of the matrix Yk+1,k are constant
functions.
Consider now the next matrix valued differential form of Equation 4.18
dYk,k−2 = Yk,k−1dYk−1,k−2.(5.6)
Notice that this equation contains the matrix Yk,k−1 which has independent en-
tries so applying the above argument we conclude that the entries of the matrix
dYk−1,k−2 are constant functions. Continuing in the same manner we see that the
matrices involved in Equation 4.18 are either constant matrices or contain entries
that are independent coordinate functions on the integral manifold. This implies
the claim of the theorem showing that there is a unique germ of an integral manifold
tangent to the fixed integral element E.
If the maximum is qodd2 (i.e., dim(E) = q
odd
2 ) the above argument applies but
we have to be careful about the equation containing the symmetric matrix Yk+1,k.
Consider this equation
dYk+1,k−1 = Yk+1,kdYk,k−1(5.7)
and its exterior derivative
0 = dYk+1,k ∧ dYk,k−1.(5.8)
From Theorem 4.15 we see that the entries of the symmetric matrix Yk+1,k are
independent variables and we would like to conclude that this implies that Yk,k−1
has constant entries. Consider the first column of Yk,k−1. As before from the (1, 1)
entry of Equation 5.7 we have
(dYk,k−1)
i,1 =
∑
j
Ai,j(dYk+1,k)
1,j for each i(5.9)
and from the (2, 1) entry we have
(dYk,k−1)
i,1 =
∑
j
Bi,j(dYk+1,k)
2,j for each i.(5.10)
Since Yk+1,k is symmetric this implies only that the entries in the first column of
Yk,k−1 are functions of the (1, 2) entry of Yk+1,k. On the other hand considering the
(1, 1) and (1, 3) entries of Equation 5.7 (hk,k+1 > 2) we conclude that these same
entries are functions of the (1, 3) entry of Yk+1,k. These two facts together imply
that the entries must be constant functions. The same argument applies to all the
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remaining entries and to all of the remaining matrix valued contact equations and
this implies the claim of the theorem in this case.
2) a) The difference between the odd weight and even weight cases is the ap-
pearance of the equation
dYk+1,k−1 = Y
t
k,k−1dYk,k−1.(5.11)
However, if the maximum dimension occurs at dim(E) = qeven1 then there are no
independent variables among the entries of matrix Yk,k−1; consequently the same
argument applies as in the odd weight, qodd1 case.
b) Assume now that dim(E) = qeven2 . According to Theorem 4.15 this im-
plies that each column of the matrix Yk,k−1 has exactly
1
2h
k independent entries.
Without loss of generality we can assume that the first 12h
k entries in the first
column ((Yk,k−1)
l,1 with l ≤ 12hk) are independent. Consider the (1, 2) entry in
Equation 5.11:
(dYk+1,k−1)
1,2 =
∑
l
(Yk,k−1)
l,1(dYk,k−1)
l,2.(5.12)
Applying Proposition 2.6 to this classical contact system it follows that the inde-
pendent entries in the second column are
(Yk,k−1)
l,2 with l >
1
2
hk.(5.13)
Furthermore, by Cartan’s lemma, the entries (dYk,k−1)
l,1 with l > 12h
k can be
expressed in terms of the independent 1-forms (dYk,k−1)
l,1 with l ≤ 12hk and
(dYk,k−1)
l,2 with l > 12h
k. Considering the (1, 3) entry of Equation 5.11 we can
similarly conclude that the same entries can be expressed in terms of (dYk,k−1)
l,1
with l ≤ 12hk and (dYk,k−1)l,3 with l > 12hk. This implies that these entries depend
only on (dYk,k−1)
l,1 with l ≤ 12hk. Similarly, the entries (dYk,k−1)l,2 with l ≤ 12hk
depend only on (dYk,k−1)
l,2 with l > 12h
k. It follows from this and the (1, 2) entry
of the exterior derivative of Equation 5.11
0 =
∑
l
(dYk,k−1)
l,1 ∧ (dYk,k−1)l,2(5.14)
that the entries (Yk,k−1)
l,1 with l > 12h
k can be at most linear functions which is
what we wanted to prove.
Consider now the exterior derivative of the next matrix valued contact system
in Equation 4.19
0 = dYk,k−1 ∧ dYk−1,k−2(5.15)
By applying changes of coordinates we can assume that the independent variable
entries in matrix Yk,k−1 are the first
1
2h
k entries in each column. This implies that
at least the first two rows of matrix Yk,k−1 consist of independent variables, which
in turn implies that the entries of the matrix Yk−1,k−2 must be constant functions
by applying the usual Cartan’s lemma type argument. All the remaining matrix
valued contact systems in Equation 4.19 can be treated exactly the same way as
in the odd weight case so we conclude that the entries in these matrices which are
not independent variables must be constants. Together with the above results this
concludes the proof for this case.
c) In this case w ≥ 4 and dim(E) = qeven3 . By Theorem 4.15 the matrix Yk,k−1
has exactly one column that consists entirely of independent variables and the
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other columns do not contain independent variables at all. We can assume that the
entries of the first column are independent. Considering the entries of Equation 4.20
it follows that the remaining entries of Yk,k−1 can be expressed as functions of the
variables in the first column. In fact, from the (1, 2) entry of the exterior derivative
of Equation 4.20
0 =
∑
l
(dYk,k−1)
l,1 ∧ (dYk,k−1)l,2(5.16)
it follows that the entries (Yk,k−1)
l,2 depend only on the independent variables
(Yk,k−1)
l,1. Similarly, the same holds for the other columns.
In this case the matrix Yk−1,k−2 consists of independent variables except for its
first row (cf. proof of Theorem 4.15). From the (1, 1) entry of the exterior derivative
of Equation 4.33
0 =
∑
l
(dYk,k−1)
1,l ∧ (dYk−1,k−2)l,1(5.17)
we can conclude that the entries (Yk,k−1)
1,l for l ≥ 2 depend only on (Yk,k−1)1,1
and in fact, they must be linear functions in this variable. Similarly, the entry
(Yk−1,k−2)
1,1 must be a linear function of the variables (Yk−1,k−2)
1,l (l ≥ 2). These
claims easily follow from the fact that the differential 1-forms (dYk,k−1)
1,1 and
(dYk−1,k−2)
1,l, (l ≥ 2) are linearly independent. Considering the other entries
we conclude that the entries that are not independent variables must be linear
functions. In fact, let us remark here that the coefficients of the linear functions in
a given row of the matrix Yk,k−1 must be the same for each entry since for example
in the second column each coefficient is equal to
∂((Yk−1,k−2)
1,1)
∂((Yk−1,k−2)2,1)
. It also follows that
the coefficients of the linear functions (Yk−1,k−2)
1,i are the same for each i.
The remaining matrix valued contact systems in Equation 4.19 can now be
treated the same way as in the odd weight case which concludes the proof of the
theorem in this case.
3) What remains to be considered to complete the proof of the theorem is the case
when hk is odd. We will exhibit an infinite dimensional family of germs of maximal
dimensional integral manifolds tangent to an integral element E. To this end let us
specify the entries of the matrices in Equation 4.19. To give a maximal dimensional
integral manifold we must specify 12h
k+1(hk − 1) + 1 independent variables among
the entries of Y k−1,k, according to Theorem 4.15. Let us choose the first 12 (h
k − 1)
variables in each column of Y k−1,k to be independent and let the next 12 (h
k − 1)
entries in each column to be
√−1 times the first 12 (hk − 1) independent entries.
This leaves the last row to be considered. Let the first element of the last row be
an independent variable and let the remaining entries of the last row be arbitrary
holomorphic functions of of the first entry.
For example, if hk = 5 and hk+1 = 4 then
Yk−1,k =


y1,1 y1,2 y1,3 y1,4
y2,1 y2,2 y2,3 y2,4
i · y1,1 i · y1,2 i · y1,3 i · y1,4
i · y2,1 i · y2,2 i · y2,3 i · y2,4
y5,1 f5,2 f5,3 f5,4


where the functions fa,b are arbitrary holomorphic functions of the single variable
y5,1 and i =
√−1.
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Furthermore, let the matrices Yk−3−2j,k−2−2j (for each j) consist entirely of
independent variables and let the remaining matrices Yk−2−2j,k−1−2j (for each j)
be zero. This means that we have qeven2 independent variables. It is an easy
computation to verify that all the equations in (4.19) are satisfied so we have
defined a maximal dimensional integral manifold. Fixing an integral element to
which this integral manifold has to be tangent to can determine only the linear
parts of the functions fa,b which implies that by varying these functions we can
exhibit an infinite dimensional family of germs of integral manifolds tangent to a
fixed integral element.
5.2. Maximal Dimensional Integral Elements. In this section we examine
how maximal dimensional integral elements are related to each other. First let us
recall a theorem of Carlson ([C1]) that will be used in this section.
Theorem 5.2 (Carlson). Let D be the period domain of weight two Hodge struc-
tures with h2,0 > 2 and h1,1 even. Let E1 and E2 be maximal dimensional integral
elements of the horizontal distribution. Then there is an element g ∈ Aut(D) such
that g · E1 = E2.
We will consider the same question for higher weight, namely what can be said
about the relationship between maximal dimensional integral elements of the hori-
zontal differential system.
Theorem 5.3. Let D denote the period domain.
1. Assume that one of the following holds:
(a) w = 2k+1, hk,k+1 > 2 and all the other Hodge numbers are greater than
one
(b) w = 2k, all the Hodge numbers are greater than one and the maximum
dimension is qeven1
then there is a unique maximal dimensional integral element of the horizontal
system through each point of D.
2. Let E1, E2 be two maximal dimensional integral elements. Assume that one
of the following holds:
(a) w = 2k, dim(E1) = dim(E2) = q
even
2 , h
k+1 > 2, the other Hodge numbers
are greater than one and hk ≥ 4 is even
(b) w = 2k, dim(E1) = dim(E2) = q
even
3 and h
k+1 > 2
then there is an element g ∈ Aut(D) such that g · E1 = E2.
Proof. 1) a) and b) The horizontal system is homogeneous so we can always assume
that the integral elements are at the reference Hodge structure. In Theorem 5.1 we
proved that in cases 1.a and 1.b the matrix entries are either independent variables
or constants, and these constants are determined be the point of the period domain.
If we are at the reference Hodge structure then all these constants are zero. To com-
pute the tangent space to the integral manifold we have to take partial derivatives
of the matrix entries by the independent variables. From this it is clear that there
can be only one maximal dimensional integral element through each point of D.
2) a) In this case it follows from the proof of Theorem 5.1 that the matrices be-
sides Yk,k−1 consist of independent variables or constant functions, so the subspace
of the tangent space coming from these matrices is unique. Now, it is clear that the
equations Yk+1,k has to satisfy are exactly the weight two equations so Carlson’s
theorem applies to conclude the theorem in this case.
24 RICHA´RD MAYER
2) b) Again, from the proof of Theorem 5.1 we see that the subspace of the
tangent space coming from the matrices besides Yk,k−1 and Yk−1,k−2 is unique,
so we need to consider these two matrices. About these matrices we proved that
they contain linear entries such that the coefficients of the columns are the same.
This implies that we can conjugate the possible tangent spaces into each other by
multiplying by elements of Aut(D).
Remark 5.4. It is true that result 2) of the above theorem holds even if hk is odd.
However, the author does not know a simple proof of this along the lines of these
other results. Since there is an infinite dimensional family of integral manifolds to a
given integral element in this case, we could not use this result to conclude further
rigidity properties; hence it is not proved here.
Remark 5.5. Theorem 5.1 and Theorem 5.3 immediately imply our main result
Theorem 1.1. Note that if the Hodge numbers are smaller than what is required
for these results, then we are reduced to the classical contact case and so flexibility
holds by Theorem 2.10.
Remark 5.6. It is not known whether the maximal dimensional variations are
geometric if the weight is bigger than two. In the weight two, h1,1 even case this is
true by [C-S].
It is an interesting question in the author’s opinion whether the reduction of
the horizontal system to the much smaller coupled contact system is merely a local
possibility or there is some global geometric reason that would explain this result.
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